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Abstract—Predicting gender by the first name is not a simple task. In many applications, especially in the natural language processing (NLP) field, this task may be necessary, mainly when considering foreign names. In this paper, we examined and implemented several machine learning algorithms, such as extra trees, KNN, Naive Bayes, SVM, random forest, gradient boosting, light GBM, logistic regression, ridge classifier, and deep neural network models, such as MLP, RNN, GRU, CNN, and BiLSTM, to classify gender through the first name. A dataset of Brazilian names is used to train and evaluate the models. We analyzed the accuracy, recall, precision, F1 score, and confusion matrix to measure the models’ performances. The results indicate that the gender prediction can be performed from the feature extraction strategy looking at the names as a set of strings. Some models accurately predict gender in more than 95% of the cases. The recurrent models overcome the feedforward models in this binary classification problem.

Keywords: Machine learning, Deep Learning, Gender Prediction, Natural language processing.

I. INTRODUCTION

Prediction problem refers to a wide class of problems in which the goal is to perform an inference based on situational plays and statistical-based models. However, in some situation is not easy to make an inference. In this way, artificial intelligence (AI) algorithms can be applied to produce a prediction in which the problem goal is to provide the correct label (e.g., prediction or output) to an instance (e.g., set of features or inputs). One of the well-known prediction problems is gender inference.

In some applications, such as investigations of psychological, anthropological, and sociological research questions [1], inferring the gender of a person is necessary. But how could we infer gender? Indeed there are many research efforts all over the world in this field that are centered in many directions, such as natural processing language (NLP) [2] [3], computer vision [4] [5], and image processing [6].

The completeness of the database used in training and inference models and algorithms is essential for applications of AI. Sometimes the dataset does not include an attribute that is important to the problem, such as the lack of the person’s gender. To solve this problem, it is possible to use pre-existing information to predict other information needed to fill the database. Using some basic logic and machine learning, we can infer gender by taking the name and compares it against a list of names associated with either a male or female gender, as explained in the following papers [7] [8] [9].

Gender prediction from other attributes is a technique already used in artificial intelligence applications. Many works predict gender from images of people’s faces, such as [10] [11] [12] [13] [14] [15]. In the paper [10], the authors studied the deep residual networks of residual networks (RoR) capability to achieve gender prediction by analyzing images. In the same way, Wang et al. [11] explored the deep convolutional neural networks (CNN) capability to perform gender recognition by examining images. Venugopal et al. [12] applied the support vector machine (SVM) algorithm to classify children’s gender from images. Also, using SVM, Kuehlkamp and Bowyer [14] predicted gender by processing images. Furthermore, the authors compared SVM with the CNN network. In [15], the authors explored the image processing techniques through an SVM classifier.

Other researchers proposed gender prediction using natural language processing [16] [17] [18]. For instance, Vashisth and Meehan [16] explored some NLP techniques, such as bag of words, word embedding, logistic regression, SVM, and Naive Bayes, to infer the gender of a person based on Twitter data. In the work [17], the authors proposed two Long Short Term Memory (LSTM) to predict the effect of Gana on personal names and perform gender inference. Mamgai et al. [18] applied logistic regression, random forest, bag-of-words, and LSTM-CNN to infer gender and language variety of authors. They concluded that the LSTM-CNN model works better for language variety tasks and bag-of-words gives good accuracy for gender prediction. Motivated by the previous discussion, we proposed some character-level deep learning models based on NLP to infer a person’s gender by the first name.

Deep learning is a machine learning subfield and it has been widely applied to prediction problems [19]. Deep learning, also known as deep neural network, can be classified into deep feedforward neural networks (DFNN) or just multilayer perceptron (MLP), CNN, and recurrent and recursive neural networks (RNN) [20].

Based on the capability of the deep models, we implemented five character-level deep neural network models as MLP, CNN, RNN, bidirectional long short term memory (BiLSTM), and gated recurrent unit (GRU) to realize the gender prediction through the first name. Moreover, to compare the performance of deep learning models with machine learning models, we implemented thirteen character-level machine learning algorithms, as extra trees classifier, k-nearest neighbors (KNN), Naive Bayes, Support vector machine (SVM), random forest, gradient boosting, light gradient boosting (LightGBM), logistic regression, ridge classifier, decision tree, Ada boost, linear discriminant analysis (LDA), and quadratic Discriminant Analysis (QDA). Thus, the main contributions of this work are:

1. Pre-processing names using character encoding via...
one-hot encoding technique and predicted gender with machine learning and deep learning models based on the person’s first name.

2. Analysis of the most common machine learning algorithms applied to the binary classification problem as well as performance comparison with deep neural networks models.

3. Comparison of the two categories of deep learning models, such as feedforward (MLP, CNN) and recurrent (RNN, GRU, BiLSTM) networks for binary classification problems and model performance evaluation through accuracy, recall, precision, and confusion matrix.

The paper is divided as follows: In section 2, some related works are presented. In section 3, the dataset, the pre-processing procedures adopted and the evaluation metrics are described. In section 4, the machine learning algorithms and deep learning models are introduced. In section 5, an experimental simulation is performed. Finally, in section 6, the final considerations of the study are presented.

II. RELATED WORK

There has been some research that uses the name of a person to infer gender [7, 8, 9, 21, 22, 23]. Panchenko and Teterin [7] first proposed gender prediction using the full name of a person. They consider Russian full names and used a 2-regularized Logistic Regression model for inference, which given an accuracy up to 96%. In the work [21] a statistical machine learning to named entity recognition and classification system for the Kannada Language is proposed. The system includes identification of proper names in texts and classification of those names into a set of categories such as person names and organization names. In addition, a Naive Bayes model is evaluated for Kannada Indian names resulting in a 10-fold cross-validation accuracy of 77.2%.

A logistic regression model is applied on Indonesian names for gender inference in [22] resulting in an accuracy of 83.7%. Logistic regression is further combined with a CNN modeled to infer gender through profile photos resulting in an improvement in accuracy to 98.6%. Also, in [8], a logistic regression model is applied to predict the gender of written and spoken Chinese names. The authors verified that having both modalities available (i.e., written and spoken) did not significantly increase the identification of a name as female or male compared to the written-only condition.

Machine learning models such as SVM, Naive Bayes, Random Forest are used in [23] to identify gender through the first name and nickname of Thai Facebook profiles. The results obtained using word tokenization present an accuracy of 65% for the base models and more than 90% for the combined models.

In [9], character-based machine learning models are compared with models based on content information for gender prediction. Character-based models performed better for the trained data.

In this work, the best machine learning and deep learning models found in the related works previously stated as well as a set of other models are tested with Brazilian names to perform a systematic comparison between them. We also included other metrics beyond accuracy, such as recall, precision and F1 score.

III. DATASET AND PRE-PROCESSING

The dataset and the pre-processing techniques used are described in this section.

A. Dataset

The dataset consists of 100787 Brazilian names, of which 54.82% are female names and 45.18% are male, based on 2010 CENS0 data from Brasil.io project. The name length distribution is depicted in Figure 1(a). The labels distribution considering the gender (0 for female and 1 for male) is depicted in Figure 1(b). We are particularly examining the first name of a person. Consequently, when we talk about a name, we are referring to the first name. Into the dataset, we have gender information, name, total frequency, group frequency, group name, and ratio. The first ten rows of the dataset are depicted in Table I.

![Fig. 1. (a) Name length and (b) Labels distribution.](https://brasil.io/dataset/genero-nomes/grupos/)

Note that in the dataset, we have a gender ratio for each name, that is because some names are found in both genders. With this in mind, we prepared two subsets of data, one using only names with 100% gender ratio and the other with all data. The dataset with 100% gender ratio consists of 90158 Brazilian names, in which 40303 are male and 49855 are female.

B. Word Encoding

Machine learning algorithms, such as neural network can only discover patterns in numerical data, so it is needed to transform our data into numeric values with the process
TABLE I
DATASET’S FIRST 10 ROWS. Total denotes total frequency and Group f the group frequency.

| Gender | Name  | Total | Group | Group name | Ratio |
|--------|-------|-------|-------|------------|-------|
| M      | AARAO | 281   | 3526  | AARAO      | 1.0   |
| M      | AARON | 676   | 3442  | AARON      | 1.0   |
| F      | ABA   | 82    | 5583  | ADA        | 1.0   |
| M      | ABADE | 57    | 57    | ABADE      | 1.0   |
| M      | ABADI | 73    | 116   | ABADI      | 1.0   |
| F      | ABADIA| 7565  | 7565  | ABADIA     | 0.9832|
| M      | ABADIAS| 201  | 201   | ABADIAS    | 0.7761|
| M      | ABADIO| 1550  | 1550  | ABADIO     | 1.0   |
| M      | ABAETE| 39    | 233   | ADETE      | 1.0   |
| M      | ABD   | 23    | 23    | ABD        | 1.0   |

called encoding word. The word encoding process consists of converting the letters into numbers. Then, the first step to encode the letter is to define a glossary that corresponds to all the single letters encountered in the alphabet and maps each letter of the glossary to a number. We used the word2vec technique to encode the names, which used one-hot encoding [24]. We set a vector with zeros and a 1 which represents the corresponding letter included in the name and existing vocabulary/glossary. Our vocabulary has 28 letters and we set a maximum number of characters by name as 20.

Therefore, if we have the name “ana” as input, after the one-hot encoding, the name will be represented as

a = [1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

With this encoding process, our network models will be able to predict accurately the gender of names, as we showed in the numerical simulation section.

IV. CHARACTER-LEVEL MACHINE LEARNING CLASSIFIERS

Figure 2 shows how the machine learning algorithms are applied to learn and make predictions using names. We implemented thirteen character-level machine learning algorithms: the extra trees and decision tree classifier, KNN, Naive Bayes, SVM, random forest, gradient boosting and light gradient boosting, logistic regression, ridge classifier, Ada boost, LDA, and QDA.

A. Decision trees

The decision trees algorithm is proposed by Quinlan [25] and it works for both classification [26] and regression [X] problems. As our problem is a classification problem, this algorithm suits well. We created a decision tree model that predicts the gender of a name considering the Gini impurity function. We considered the whole training set as the root. Based on gender, the character-level vector is distributed recursively. As the decision tree algorithm usually overfits, there are some improved algorithms based on the decision tree, such as random forest and extra trees that will be explained in the following subsections.

B. Boosting Algorithms: Gradient, LightGBM and Ada

Boosting algorithms are based on a tree ensemble algorithm. In the boosting algorithms, the trees are grown sequentially and using the information from the previous tree [29]. We implemented three boosting algorithms: Gradient, LightGBM, and Ada boosting.

The gradient boosting used only a single regression tree. We applied the deviance or logistic regression as loss function. For the LightGBM model, we used the number of boosted trees to fit as 100 and the maximum tree leaves for base learners as 31. For Ada boosting, we used the maximum number of estimators at which boosting is terminated as 50 and the weight applied to each classifier at each boosting iteration as 1.

C. Support vector machine

Support vector machine can be used for both classification and regression problems [30]. As we discussed previously, it has been applied to perform gender classification. To compare SVM with others machine learning algorithms, we implemented a support vector machine with a linear kernel.

D. Naive Bayes

Naive Bayes is a probabilistic classifier based on the Bayes’ theorem [31]. We applied the categorical naive Bayes to classify the gender of a given name.
E. KNN

KNN algorithm was proposed by Hodges et al. [32]. KNN is used for both classification and regression [33]. In this paper, we executed a K-nearest neighbors for binary classification, in which the classifier has the number of neighbors as 5 and the uniform weight function.

F. Classification by Regression: Logistic and Ridge

We constructed a classification model using a regression learner. The classification models are built from logistic regression and Ridge regression. The logistic regression classifier was implemented considering tolerance for stopping criteria as 0.0001 and the norm-L2 in the penalization. Our second classifier uses Ridge regression. We set the precision of the solution as 0.001 and we used the conjugate gradient as solver.

G. Linear and quadratic discriminant analysis

The linear and quadratic discriminant analyses are two well-known classifiers [34] and we implemented both. Each one computes the probability distribution of being classified the name as female or male. Both assume that the names from each gender are drawn from a Gaussian distribution. However, the QDA of each gender has its covariance matrix.

H. Deep learning models

All deep learning models need a loss function to compute how well the model is performing during the training. As our problem is a binary classification (1 or 0, M or F), we selected the binary cross-entropy loss function to train each deep learning model. Therefore, the loss function is given by

\[
L(p, q) = -\frac{1}{N} \left( \sum_{i=1}^{N} y_i \cdot \log(p(y_i)) + (1 - y_i) \cdot \log(q(y_i)) \right),
\]

where \( y \) is the label (0 for female and 1 for male), \( p(y) \) is the predicted probability of the gender being male for all N points, and \( q(y_i) = 1 - p(y_i) \) is the predicted probability of the gender being female.

We designed five deep neural network models: MLP, CNN, simple RNN, BiLSTM, and GRU. Each of them will be detailed in the following topics.

1) Multilayer Perceptrons: A multilayer perceptron (MLP) or deep feedforward networks learn deterministic mappings from input to output that lack feedback connections [20]. An MLP can classify data that is not linearly separable. In natural language processing (NLP), it can be applied to speech recognition and machine translation [35]. We implemented an MLP with two hidden layers. For the first hidden layer with 64 neurons, the relu activation function was considered. For the second hidden layer with 128 neurons, the softplus activation function was considered. For the output layer, we set the sigmoid activation function.

2) Convolutional Neural Networks: Character-level CNN (char-CNN) can be used in natural process language as presented by [36]. We proposed a character-level ConvNet composed of two convolutional layers with relu as activation function and two fully-connected layers. The output layer activation function is sigmoid. The suggested char-CNN architecture to gender names classification is displayed in Figure 3.

3) Recurrent Neural Networks: Basically, there are two functional uses of feedback or recurrent neural networks (RNN): associative memories and input-output mapping networks [37]. There are many architectures in the literature for recurrent networks, such as those based on a recurring input-output model, state-space, recurrent multi-layer perceptron, fully connected recurrent neural network (FCRNN), among others. All these architectures exploit the multi-layer perceptron nonlinear mapping capabilities [37]. However, the RNN output depends not only on the current network input but also on the current or previous network outputs or states. They have important features not found in feedforward networks, such as the ability to store information for later use [20]. For this reason, recurrent networks are more powerful than non-recurrent networks to process sequential data.

We implemented a simple RNN with 32 units, and the sigmoid activation function in the output. As shown in Figure 4, the RNN receives the character sequence as input and returns the gender classification as output.

4) Bidirectional Long Short Term Memory Networks: A Long Short-Term Memory is a popular RNN proposed by [38] to solve the problem of vanishing gradients that happens when we are training a simple RNN. A Bidirectional Long Short Term Memory Network is an LSTM modification in which the BiLSTM network scans at a particular sequence both from front to back and from back to front as depicted in Figure 5.

We designed a BiLSTM model with 64 units in each forward and backward layer. We added a dropout rate of 20% and L2 regularization penalty with a factor of 0.002, and we applied the sigmoid activation function in the output.

5) Gated recurrent units: The Gated recurrent unit neural network proposed by [49] has been created to solve the
vanishing gradient problem, as LSTM. Both are designed similarly. To understand better the difference between GRU and LSTM see the paper [40].

We also built a GRU model with 32 units using the sigmoid activation function in the output to analyze with the BiLSTM model, since both are related.

V. EVALUATION METRICS

In order to validate the trained models we performed four evaluation metrics: accuracy, recall, precision and F1 score. The accuracy is defined by the equation

\[
\text{accuracy} := \frac{TN + TP}{TN + FP + FN + TP},
\]

where \(TP\) means true positive value, \(TN\) means true negative, \(FP\) means false positive, and \(FN\) means false negative value. Because accuracy is not always a sufficient performance measure, we calculated the recall, also known as the true positive rate given by

\[
\text{recall} := \frac{TP}{FN + TP}.
\]

Moreover, we also determined the precision defined by

\[
\text{precision} := \frac{TP}{FP + TP}.
\]

Through the examination of precision, recall, and accuracy, we can fully evaluate the effectiveness of the proposed models.

VI. RESULTS

All models were implemented using python 3.6.9. The deep learning models were built on Keras framework and Tensorflow 2.5. We used two datasets, the first one considering only the names with 100% gender ratio and the second one with all names regardless the gender ratio. Each dataset was splitted into train data, validation data, and test data with 60%, 20%, 20% of the dataset, respectively.

In the deep neural network models, we used a learning rate (LR) \(LR = 0.001\), a batch size of 256, 100 epochs, and an early stopping technique to avoid overfitting. Our problem consists of binary classification, so for all deep models, the binary cross-entropy loss was considered. Moreover, all the deep models were trained with the Adam algorithm.

The accuracy achieved, with the test data, for all models is depicted in Tables II and III. The extra-trees classifier with the number of trees in the forest as 100 performed better than the others machine learning algorithms, except for deep models, such as CNN and BiLSTM, as shown in Tables II and III.

| Model       | Accuracy | Recall   | Precision | F1     |
|-------------|----------|----------|-----------|--------|
| Extra Trees | 0.9609   | 0.9500   | 0.9620    | 0.9560 |
| Random Forest | 0.9586 | 0.9453   | 0.9614    | 0.9532 |
| LightGBM    | 0.9398   | 0.9292   | 0.9356    | 0.9324 |
| Decision Tree | 0.9320 | 0.9218   | 0.9257    | 0.9237 |
| KNN         | 0.9193   | 0.8805   | 0.9349    | 0.9069 |
| Logistic Regression | 0.8889 | 0.8517   | 0.8944    | 0.8725 |
| SVM         | 0.8863   | 0.8453   | 0.8960    | 0.8688 |
| LDA         | 0.8817   | 0.8186   | 0.9074    | 0.8607 |
| Ridge Classifier | 0.8815 | 0.8179   | 0.9075    | 0.8604 |
| Gradient Boosting | 0.8548 | 0.7260   | 0.9551    | 0.8169 |
| Ada Boost   | 0.8495   | 0.7516   | 0.8948    | 0.8169 |
| Naive Bayes | 0.7237   | 0.3974   | 0.9611    | 0.5623 |
| QDA         | 0.6673   | 0.2668   | 0.9610    | 0.4153 |
| CNN         | 0.9086   | 0.9569   | 0.9725    | 0.9634 |
| MLP         | 0.8880   | 0.8451   | 0.8986    | 0.8671 |
| BiLSTM      | 0.9066   | 0.9597   | 0.9720    | 0.9642 |
| RNN         | 0.9530   | 0.9458   | 0.9490    | 0.9456 |
| GRU         | 0.9650   | 0.9646   | 0.9574    | 0.9594 |

The accuracy progression through epochs during the train and validation are shown in Figures 6(a) and (b). Based on the accuracy, we can infer that the recurrent neural networks perform better to predict the gender for a given name. The deep models achieve accuracy greater than 90%, excluding the MLP model, which accomplishes 88.80% and 86.98% with
only 100% gender ratio names and regardless the gender ratio, respectively.

The values assumed by the loss function, during the train and validation, through epochs are displayed in Figures 7 (a) and (b). In the MLP model, the values during the validation are less than the train this is because of the dropouts in our model, it is applied during training, but not during the validation. For all deep models, we set an early stop to avoid the lack of model generalization.

![Accuracy versus epochs for deep learning models: (a) Dataset with only 100% gender ratio names and (b) Dataset with all names regardless the gender ratio.](image1)

![Confusion matrices: (a) Dataset with only 100% gender ratio names and (b) Dataset with all names regardless the gender ratio.](image2)

For evaluating the approaches, we used the confusion matrix to measure the performance of deep learning models, as shown in Figures 8 (a) and (b). Interpreting the confusion matrix, we have the predicted labels on the x-axis and the real labels on the y-axis. The black and gray cells carry the number of names that the models accurately predicted, and the white cells contain the number of names that the models incorrectly predicted. Analyzing the confusion matrix, we can conclude that the recurrent models RNN, BiLSTM, and GRU performed more favorable outcomes. In other words, fewer confusions occur in the classification with these models. Indeed, this is what accuracy implies. But since accuracy is not regularly an adequate performance measure, we calculated the precision and recall, which is the true positive rate. The precision and recall are depicted in Tables II and III. By adopting the encoding word process previously described, all the models achieve considerable results, as shown by recall values. However,

### TABLE III

| Model          | Accuracy | Recall | Precision | F1    |
|----------------|----------|--------|-----------|-------|
| Extra Trees    | 0.9482   | 0.9172 | 0.9428    | 0.9322|
| Random Forest  | 0.9460   | 0.9185 | 0.9439    | 0.9391|
| LightGBM       | 0.9222   | 0.9129 | 0.9152    | 0.9140|
| Decision Tree  | 0.9210   | 0.9114 | 0.9139    | 0.9126|
| KNN            | 0.9034   | 0.8649 | 0.9171    | 0.8902|
| Logistic Regression | 0.8672   | 0.8279 | 0.8725    | 0.8496|
| SVM            | 0.8661   | 0.8317 | 0.8684    | 0.8489|
| Ridge Classifier | 0.8604   | 0.7946 | 0.8855    | 0.8375|
| Gradient Boosting | 0.8339   | 0.6864 | 0.9283    | 0.7891|
| Ada Boost      | 0.8263   | 0.7335 | 0.8629    | 0.7927|
| Naive Bayes    | 0.7076   | 0.3715 | 0.9559    | 0.5350|
| LDA            | 0.6886   | 0.6365 | 0.7083    | 0.6705|
| QDA            | 0.6587   | 0.2707 | 0.9255    | 0.4168|
| CNN            | 0.9578   | 0.9494 | 0.9568    | 0.9515|
| MLP            | 0.8698   | 0.8444 | 0.8642    | 0.8492|
| BiLSTM         | 0.9617   | 0.9585 | 0.9569    | 0.9564|
| RNN            | 0.9400   | 0.9336 | 0.9335    | 0.9320|
| GRU            | 0.9500   | 0.9452 | 0.9442    | 0.9425|
BiLSTM model with a precision of 0.9720 for the dataset with only 100% gender ratio names and 0.9569 for the dataset with all names regardless the gender ratio, outperforms all other implemented models.

VII. CONCLUSION

We presented how deep neural network models can process and classify Brazilian names using word encoding, more specifically character encoding. The deep network models presented are capable of successfully capture dependencies in the word vector. Moreover, we compared their performance with some common machine learning algorithms, such as SVM, KNN, and naïve Bayes, extra tree, random forest, gradient boosting, logistic regression, ridge classifier, decision tree, Ada boost, LDA, and QDA. The extra tree and random forest classifier presented good performances. However, deep models such as CNN and BiLSTM showed better outcomes. Through the validation, we concluded that the MLP model is suitable for classification prediction. However, during the comparison, the other models may appear more suited to the gender prediction problem. The benefit of using CNNs is their capacity to develop an internal representation. Nevertheless, because of the ability to deal with sequence prediction, recurrent models, such as BiLSTM achieved better results.
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