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Abstract—This paper studies the convergence time of dual gradient methods for general (possibly non-differentiable) strongly convex programs. For general convex programs, the convergence time of dual subgradient/gradient methods with simple running averages (running averages started from iteration 0) is known to be $O(\frac{1}{\epsilon})$. This paper shows that the convergence time for general strongly convex programs is $O(\frac{1}{\epsilon^2})$. This paper also considers a variation of the average scheme, called the sliding running averages, and shows that if the dual function of the strongly convex program is locally quadratic then the convergence time of the dual gradient method with sliding running averages is $O(\log(\frac{1}{\epsilon}))$. The convergence time analysis is further verified by numerical experiments.

I. INTRODUCTION

Consider the following strongly convex program:

$$
\min \ f(x) \tag{1}
$$

$$
s.t. \ g_k(x) \leq 0, \forall k \in \{1, 2, \ldots, m\} \tag{2}
$$

$$
x \in \mathcal{X} \tag{3}
$$

where set $\mathcal{X} \subseteq \mathbb{R}^n$ is closed and convex; function $f(x)$ is continuous and strongly convex on $\mathcal{X}$ (strong convexity is defined in Section II-A); functions $g_k(x), \forall k \in \{1, 2, \ldots, m\}$ are Lipschitz continuous and convex on $\mathcal{X}$. Note that the functions $f(x), g_1(x), \ldots, g_m(x)$ are not necessarily differentiable. It is assumed throughout that problem (1)-(3) has an optimal solution. Strong convexity of $f$ implies the optimum is unique.

Convex program (1)-(3) arises often in control applications such as model predictive control (MPC) [2], decentralized multi-agent control [3], and network flow control [4], [5]. More specifically, the model predictive control problem is to solve problem (1)-(3) where $f(x)$ is a quadratic function and each $g_k(x)$ is a linear function [2]. In decentralized multi-agent control [3], our goal is to develop distributive algorithms to solve problem (1)-(3) where $f(x)$ is the sum utility of individual agents and constraints $g_k(x) \leq 0$ capture the communication or resource allocation constraints among individual agents.

A. The $\epsilon$-Approximate Solution

**Definition 1.** Let $x^*$ be the optimal solution to problem (1)-(3). For any $\epsilon > 0$, a point $x' \in \mathcal{X}$ is said to be an $\epsilon$-approximate solution if $f(x') \leq f(x^*) + \epsilon$ and $g_k(x') \leq \epsilon, \forall k \in \{1, \ldots, m\}$.

**Definition 2.** Let $x(t), t \in \{1, 2, \ldots\}$ be the solution sequence yielded by an iterative algorithm. The convergence time (to an $\epsilon$-approximate solution) is the number of iterations required to achieve an $\epsilon$-approximate solution. An algorithm is said to have convergence time $O(h(\epsilon))$ if $\{x(t), t \geq O(h(\epsilon))\}$ is a sequence of $\epsilon$-approximate solutions for some function $h(\epsilon)$.

Note if $x(t)$ satisfies $f(x(t)) \leq f(x^*) + \frac{\epsilon}{2}$ and $g_k(x(t)) \leq \frac{\epsilon}{2}, \forall k \in \{1, \ldots, m\}$ for all $t \geq 1$, then error decays with time like $O(\frac{1}{t^2})$ and the convergence time is $O(\frac{1}{t^2})$.

B. The Dual Subgradient/Gradient Method

The dual subgradient method is a conventional method to solve (1)-(3) [6], [7]. It is an iterative algorithm that, every iteration, removes the inequality constraints (2) and chooses primal variables to minimize a function over the set $\mathcal{X}$. This can be decomposed into parallel smaller problems if the objective and constraint functions are separable. The dual subgradient method can be interpreted as a subgradient/gradient method applied to the Lagrangian dual function of a strongly convex program (1)-(3) and allows for many different step size rules [7]. This paper focuses on a constant step size due to its simplicity for practical implementations. Note that by Danskin’s theorem (Proposition B.25(a) in [7]), the Lagrangian dual function of a strongly convex program is differentiable, thus the dual subgradient method for strongly convex program (1)-(3) is in fact a dual gradient method. The constant step size dual subgradient/gradient method solves problem (1)-(3) as follows:

**Algorithm 1.** [The Dual Subgradient/Gradient Method] Let $c > 0$ be a constant step size. Let $\lambda(0) \geq 0$, be a given constant vector. At each iteration $t$, update $x(t)$ and $\lambda(t+1)$ as follows:

- $x(t) = \text{argmin}_{x \in \mathcal{X}} [f(x) + \sum_{k=1}^m \lambda_k(t) g_k(x)]$
- $\lambda_k(t+1) = \max \{\lambda_k(t) + c g_k(x(t)), 0\}, \forall k$.

1If there exists $z \in \mathcal{X}$ such that $g_k(z) \leq -\delta, \forall k \in \{1, \ldots, m\}$ for some $\delta > 0$, one can convert an $\epsilon$-approximate point $x'$ to another point $x = 6\epsilon^2 + (1-\theta)z$, for $\theta = \frac{\lambda_k}{\epsilon^2}$, which satisfies all desired constraints and has objective value within $O(\epsilon)$ of optimality.
Rather than using $x(t)$ from Algorithm 1 as the primal solutions, the following running average schemes are considered:

1) **Simple Running Averages:** Use $\mathbf{X}(t) = \frac{1}{T} \sum_{\tau=0}^{t-1} x(\tau)$ as the solution at each iteration $t \in \{1, 2, \ldots \}$.

2) **Sliding Running Averages:** Use $\mathbf{x}(t) = x(0)$ and

$$\mathbf{x}(t) = \begin{cases} \frac{2}{T} \sum_{\tau=1}^{t-1} x(\tau) & \text{if } t \text{ is even} \\
\mathbf{x}(t-1) & \text{if } t \text{ is odd} \end{cases}$$

as the solution at each iteration $t \in \{1, 2, \ldots \}$. The simple running average sequence $\mathbf{X}(t)$ is also called the ergodic sequence in [8]. The idea of using the running average $\mathbf{x}(t)$ as the solutions, rather than the original primal variables $x(t)$, dates back to Shor [9] and has been further developed in [10] and [8]. The constant step size dual subgradient algorithm with simple running averages is also a special case of the drift-plus-penalty algorithm, which was originally developed to solve more general stochastic optimization [11] and used for deterministic convex programs in [12]. (See Section I.C in [1] for more discussions.) This paper proposes a new running average scheme, called sliding running averages. This paper shows that the sliding running averages can have a better convergence time when the dual function of the convex program satisfies additional assumptions.

**C. Related Work**

A lot of literature focuses on the convergence time of dual subgradient methods to an $\epsilon$-approximate solution. For general convex programs in the form of (1)-(3), where the objective function $f(\mathbf{x})$ is convex but not necessarily strongly convex, the convergence time of the drift-plus-penalty algorithm is shown to be $O(\frac{1}{\epsilon^2})$ in [12], [13]. A similar $O(\frac{1}{\epsilon^2})$ convergence time of the dual subgradient algorithm with the averaged primal sequence is shown in [14]. A recent work [15] shows that the convergence time of the drift-plus-penalty algorithm is $O(\frac{1}{\epsilon^2})$ if the dual function is locally polyhedral and the convergence time is $O(\frac{1}{\epsilon^2})$ if the dual function is locally quadratic. For a special class of strongly convex programs in the form of (1)-(3), where $f(\mathbf{x})$ is second-order differentiable and strongly convex and $g_k(\mathbf{x}), \forall k \in \{1, 2, \ldots, m\}$ are second-order differentiable and have bounded Jacobians, the convergence time of the dual subgradient algorithm is shown to be $O(\frac{1}{\epsilon})$ in [2].

Note that convex program (1)-(3) with second order differentiable $f(\mathbf{x})$ and $g_k(\mathbf{x})$ in general can be solved via interior point methods with linear convergence time. However, to achieve fast convergence in practice, the barrier parameters must be scaled carefully and the computation complexity associated with each iteration is high. In contrast, the dual subgradient algorithm is a Lagrangian dual method and can yield distributed implementations with low computation complexity when the objective and constraint functions are separable.

This paper considers a class of strongly convex programs that is more general than those treated in [2]. Besides the strong convexity of $f(x)$, we only require the constraint functions $g_k(x)$ to be Lipschitz continuous. The functions $f(x)$ and $g_k(x)$ can even be non-differentiable. Thus, this paper can deal with non-smooth optimization. For example, the $l_1$ norm $|x_1|$ is non-differentiable and often appears as part of the objective or constraint functions in machine learning, compressed sensing and image processing applications. This paper shows that the convergence time of the dual subgradient method with simple running averages for general strongly convex programs is $O(\frac{1}{\epsilon})$ and the convergence time can be improved to $O(\log(\frac{1}{\epsilon}))$ by using sliding running averages when the dual function is locally quadratic.

A closely related recent work is [16] that considers strongly convex programs with strongly convex and second order differentiable objective functions $f(x)$ and conic constraints in the form of $G\mathbf{x} + h \in \mathcal{K}$, where $\mathcal{K}$ is a proper cone. The authors in [16] show that a hybrid algorithm using both dual subgradient and dual fast gradient methods can have convergence time $O(\frac{1}{\epsilon^2})$; and the dual subgradient method can have convergence time $O(\log(\frac{1}{\epsilon}))$ if the strongly convex program satisfies an error bound property. Results in the current paper are developed independently and consider general nonlinear convex constraint functions; and show that the dual subgradient/gradient method with a different averaging scheme has an $O(\log(\frac{1}{\epsilon}))$ convergence time when the dual function is locally quadratic. Another parallel work [17] considers strongly convex programs with strongly convex smooth objective functions $f(x)$ and general constraint functions $g(x)$ with bounded Jacobians. The authors in [17] show that the dual subgradient/gradient method with simple running averages has $O(\frac{1}{\epsilon})$ convergence.

This paper and independent parallel works [16], [17] obtain similar convergence times of the dual subgradient/gradient method with different averaging schemes for strongly convex programs under slightly different assumptions. However, the proof technique in this paper is fundamentally different from that used in [16] and [17]. Works [16], [17] and other previous works, e.g., [2], follow the classical optimization analysis approach based on the descent lemma, while this paper is based on the drift-plus-penalty analysis that was originally developed for stochastic optimization in dynamic queuing systems [18], [11]. Using the drift-plus-penalty technique, we further propose a new Lagrangian dual type algorithm with $O(\frac{1}{\epsilon})$ convergence for general convex programs (possibly without strong convexity) in a following work [19].

**II. Preliminaries and Basic Analysis**

**A. Preliminaries and Assumptions**

**Definition 3** (Lipschitz Continuity). Let $\mathcal{X} \subseteq \mathbb{R}^n$ be a convex set. Function $h: \mathcal{X} \rightarrow \mathbb{R}^m$ is said to be Lipschitz continuous on $\mathcal{X}$ with modulus $L$ if there exists $L > 0$ such that $\|h(y) - h(x)\| \leq L\|y - x\|$ for all $x, y \in \mathcal{X}$.

Note that $\| \cdot \|$ in the above definition can be general norms. However, throughout this paper, we use $\| \cdot \|$ to denote the vector Euclidean norm.

**Definition 4** (Strongly Convex Functions). Let $\mathcal{X} \subseteq \mathbb{R}^n$ be a convex set. Function $h$ is said to be strongly convex on $\mathcal{X}$...
with modulus α if there exists a constant α > 0 such that

\[ h(x) - \frac{1}{2} \alpha \|x\|^2 \text{ is convex on } X. \]

Lemma 1. [See [20] or Corollary 1 in [19]] Let \( h(x) \) be strongly convex on convex set \( X \) with modulus \( \alpha \). If \( x^{opt} \) is a global minimum, \( h(x^{opt}) \leq h(y) - \frac{\alpha}{2} \|y - x^{opt}\|^2, \forall y \in X. \)

Denote the stacked vector of multiple functions \( g_1(x), g_2(x), \ldots, g_m(x) \) as

\[ g(x) = [g_1(x), g_2(x), \ldots, g_m(x)]^T. \]

Assumption 1. In convex program (1)-(3), function \( f(x) \) is strongly convex on \( X \) with modulus \( \alpha \); and function \( g(x) \) is Lipschitz continuous on \( X \) with modulus \( \beta \).

Assumption 2. There exists a Lagrange multiplier vector \( \lambda^* = [\lambda_1^*, \ldots, \lambda_m^*]^T \geq 0 \) such that

\[ q(\lambda) = \min_{\lambda \in X} \{ f(x) : g_k(x) \leq 0, \forall k \in \{1, \ldots, m\} \}, \]

where \( q(\lambda) = \min_{x \in X} \{ f(x) + \sum_{k=1}^m \lambda_k g_k(x) \} \) is the Lagrangian dual function of problem (1)-(3).

B. Properties of the Lyapunov drift

Denote \( \lambda(t) = [\lambda_1(t), \ldots, \lambda_m(t)]^T \). Define Lyapunov function \( L(t) = \frac{1}{2} \|\lambda(t+1) - \lambda(t)\|^2 \) and drift \( \Delta(t) = L(t+1) - L(t). \)

Lemma 2. At each iteration \( t \) in Algorithm 1,

\[ \frac{1}{c} \Delta(t) = \lambda^T(t+1)g(x(t)) - \frac{1}{2c} \|\lambda(t+1) - \lambda(t)\|^2 \tag{4} \]

Proof: The update equations \( \lambda_k(t+1) = \max\{\lambda_k(t) + c \hat{g}_k(x(t)), 0\} \), \( \forall k \in \{1, \ldots, m\} \) can be rewritten as

\[ \lambda_k(t+1) = \lambda_k(t) + c \hat{g}_k(x(t)), \forall k \in \{1, \ldots, m\}, \]

where \( \hat{g}_k(x(t)) = \{ g_k(x(t)), \text{ if } \lambda_k(t) + c \hat{g}_k(x(t)) \geq 0 \}

\[ \frac{1}{2} \left[ \frac{1}{2} [\lambda_k(t+1)]^2 \right. \]

\[ = \frac{1}{2} [\lambda_k(t)]^2 + \frac{c^2}{2} [\hat{g}_k(x(t))]^2 + c \lambda_k(t) \hat{g}_k(x(t)) \]

\[ = \frac{1}{2} [\lambda_k(t)]^2 + \frac{c^2}{2} [\hat{g}_k(x(t))]^2 + c \lambda_k(t) g_k(x(t)) \]

\[ + c \lambda_k(t) [\hat{g}_k(x(t)) - g_k(x(t))]] \]

\[ = \frac{1}{2} [\lambda_k(t)]^2 + \frac{c^2}{2} [\hat{g}_k(x(t))]^2 + c [\lambda_k(t) + c \hat{g}_k(x(t))] g_k(x(t)) \]

\[ = \frac{1}{2} [\lambda_k(t)]^2 - \frac{c^2}{2} [\hat{g}_k(x(t))]^2 + c [\lambda_k(t) + c \hat{g}_k(x(t))] g_k(x(t)) \]

\[ = \frac{1}{2} [\lambda_k(t)]^2 - \frac{c^2}{2} [\hat{g}_k(x(t))]^2 + c [\lambda_k(t) + c \hat{g}_k(x(t))] g_k(x(t)) \]

\[ = \frac{1}{2} [\lambda_k(t+1) - \lambda_k(t)]^2 + c \lambda_k(t+1) g_k(x(t)) \]

where (a) follows from \( \lambda_k(t) \hat{g}_k(x(t)) - g_k(x(t)) = -c \hat{g}_k(x(t)) \hat{g}_k(x(t)) = g_k(x(t)) \), which can be shown by separately considering cases \( \hat{g}_k(x(t)) = g_k(x(t)) \) and \( \hat{g}_k(x(t)) \neq g_k(x(t)) \); and (b) follows from the fact that \( \lambda_k(t+1) = \lambda_k(t) + c \hat{g}_k(x(t)). \)

III. CONVERGENCE TIME ANALYSIS

This section analyzes the convergence time of \( x(t) \) for strongly convex program (1)-(3).

A. Objective Value Violations

Lemma 3. Let \( x^* \) be the optimal solution to (1)-(3). Assume \( c \leq \alpha / \beta^2 \). At each iteration \( t \) in Algorithm 1, we have

\[ \frac{1}{c} \|\Delta(t) + f(x(t)) \leq f(x^*) \], \( \forall t \geq 0. \tag{6} \]

Proof: Fix \( t \geq 0. \) Since \( f(x) \) is strongly convex with modulus \( \alpha \) and for all \( k \in \{1, \ldots, m\} \) functions \( g_k(x) \) are convex and scalars \( \lambda_k(t) \) are non-negative, the function \( f(x) + \sum_{k=1}^m \lambda_k(t) g_k(x) \) is also strongly convex with modulus \( \alpha \). Note that \( x(t) = \arg\min_{x \in X} [f(x) + \sum_{k=1}^m \lambda_k(t) g_k(x)] \). By Lemma 1 with \( x^{opt} = x(t) \) and \( y = x^* \), we have

\[ f(x(t)) + \sum_{k=1}^m \lambda_k(t) g_k(x(t)) \leq [f(x^*) + \sum_{k=1}^m \lambda_k(t) g_k(x^*)] - \frac{\alpha}{2} \|x(t) - x^*\|^2 \]

Adding this to equation (4) yields \( \frac{1}{c} \|\Delta(t) + f(x(t)) \leq f(x^*) + B(t) \), where

\[ B(t) = -\frac{1}{2c} \|\lambda(t+1) - \lambda(t)\|^2 - \frac{\alpha}{2} \|x(t) - x^*\|^2 \]

\[ + \lambda^T(t) [g(x^*) - g(x(t))] + \lambda^T(t+1) g(x(t)) \]

\[ = -\frac{1}{2c} \|\lambda(t+1) - \lambda(t)\|^2 - \frac{\alpha}{2} \|x(t) - x^*\|^2 \]

\[ + [\lambda^T(t) - \lambda^T(t+1)] [g(x^*) - g(x(t))] \]

\[ \leq -\frac{1}{2c} \|\lambda(t+1) - \lambda(t)\|^2 - \frac{\alpha}{2} \|x(t) - x^*\|^2 \]

\[ + \|\lambda(t) - \lambda(t+1)\| [g(x^*) - g(x(t))] \]

\[ \leq -\frac{1}{2c} \|\lambda(t+1) - \lambda(t)\|^2 - \frac{\alpha}{2} \|x(t) - x^*\|^2 \]

\[ + \beta \|\lambda(t) - \lambda(t+1)\| [g(x(t)) - g(x^*)] \]

\[ = -\frac{1}{2c} \|\lambda(t+1) - \lambda(t)\|^2 - \frac{\alpha}{2} \|x(t) - x^*\|^2 \]

\[ \leq 0 \]

where (a) follows from the Cauchy-Schwarz inequality; (b) follows from Assumption 1; and (c) follows from \( c \leq \alpha / \beta^2 \).

Theorem 1 (Objective Value Violations). Let \( x^* \in X \) be the optimal solution to problem (1)-(3). If \( c \leq \alpha / \beta^2 \) in Algorithm 1, then \( f(x(t)) \leq f(x^*) + \frac{\|\Delta(t)\|^2}{2c} \), \( \forall t \geq 1 \).
Proof: Fix \( t \geq 1 \). Summing (6) over \( \tau \in \{0,1,\ldots,t-1\} \) yields \( \frac{1}{t} \sum_{\tau=0}^{t-1} f(x(\tau)) \leq tf(x^*) \). Dividing by factor \( t \) and rearranging terms yields

\[
\frac{1}{t} \sum_{\tau=0}^{t-1} f(x(\tau)) \leq f(x^*) + \frac{L(0) - L(t)}{ct} \leq f(x^*) + \frac{\|\Lambda(0)\|^2}{2ct}.
\]

Finally, \( f(x(t)) \leq \frac{1}{t} \sum_{\tau=0}^{t-1} f(x(\tau)) \) by Jensen’s inequality. \( \square \)

B. Constraint Violations

Lemma 4. For any \( t_2 > t_1 \geq 0 \),

\( \lambda_k(t_2) \geq \lambda_k(t_1) + c \sum_{\tau=t_1}^{t_2-1} g_k(x(\tau)), \forall k \in \{1,2,\ldots,m\} \)

In particular, \( \lambda_k(t) \geq \lambda_k(0) + c \sum_{\tau=0}^{t-1} g_k(x(\tau)) \) for all \( t \geq 1 \) and \( k \in \{1,2,\ldots,m\} \).

Proof: Fix \( k \in \{1,2,\ldots,m\} \). Note that \( \lambda_k(t_1+1) = \max\{\lambda_k(t_1) + cg_k(x(t_1)),0\} \geq \lambda_k(t_1) + cg_k(x(t_1)) \). By induction, this lemma follows. \( \square \)

Lemma 5. Let \( \lambda^* \geq 0 \) be given in Assumption 2. If \( c \leq \frac{\alpha}{\beta^2} \) in Algorithm 1, then \( \lambda(t) \) satisfies

\[
\|\lambda(t)\| \leq \sqrt{\|\lambda(0)\|^2 + \|\lambda^*\|^2 + \|\lambda^*\|}, \forall t \geq 1.
\]

Proof: Let \( x^* \) be the optimal solution to problem (1)-(3). Assumption 2 implies that \( f(x^*) = g(\lambda^*) \leq f(x(\tau)) + \sum_{k=1}^{m} \lambda_k^* g_k(x(\tau)), \forall \tau \in \{0,1,\ldots\} \), where the inequality follows from the definition of \( g(\lambda) \). Thus, we have \( f(x^*) - f(x(\tau)) \leq \sum_{k=1}^{m} \lambda_k^* g_k(x(\tau)) \), \( \forall \tau \in \{0,1,\ldots\} \). Summing over \( \tau \in \{0,1,\ldots,t-1\} \) yields

\[
\frac{t-1}{t} f(x^*) - \sum_{\tau=0}^{t-1} f(x(\tau)) \leq \sum_{k=1}^{m} \lambda_k^* g_k(x(\tau)) \leq \sum_{k=1}^{m} \lambda_k^* \left( \lambda_k(t) - \lambda_k(0) \right) \leq \frac{1}{c} \sum_{k=1}^{m} \lambda_k^* \left( \lambda_k(t) - \lambda_k(0) \right)
\]

where (a) follows from Lemma 4 and (b) follows from the Cauchy-Schwarz inequality. On the other hand, summing (6) yields

\[
\frac{t-1}{t} f(x^*) - \sum_{\tau=0}^{t-1} f(x(\tau)) \leq \frac{L(t) - L(0)}{ct} \leq \frac{\|\lambda(t)\|^2}{2ct}.
\]

Combining (9) and (10) yields

\[
\|\lambda(t)\|^2 - \|\lambda(0)\|^2 \leq \frac{1}{c} \|\lambda^*\| \|\lambda(t)\|
\]

\[
\|\lambda(t)\| \leq \sqrt{\|\lambda(0)\|^2 + \|\lambda^*\|^2 + \|\lambda^*\|}
\]

Theorem 2 (Constraint Violations). Let \( \lambda^* \geq 0 \) be defined in Assumption 2. If \( c \leq \frac{\alpha}{\beta^2} \) in Algorithm 1, then the constraint functions satisfy for all \( t \geq 1 \):

\[
g_k(x(t)) \leq \sqrt{\|\lambda(0)\|^2 + \|\lambda^*\|^2 + \|\lambda^*\|}, \forall k \in \{1,\ldots,m\}
\]

Proof: Fix \( t \geq 1 \) and \( k \in \{1,2,\ldots,m\} \). Recall that

\( x(t) = \frac{1}{t} \sum_{\tau=0}^{t-1} x(\tau) \). Thus, \( g_k(x(t)) \leq \frac{1}{t} \sum_{\tau=0}^{t-1} g_k(x(\tau)) \leq \frac{\lambda_k(t) - \lambda_k(0)}{ct} \leq \frac{\|\lambda(0)\|}{ct} + \frac{\|\lambda^*\|}{ct} \leq \frac{\sqrt{\|\lambda(0)\|^2 + \|\lambda^*\|^2}}{ct}
\]

where (a) follows from the convexity of \( g_k(x) \); (b) follows from Lemma 4; and (c) follows from Lemma 5. \( \square \)

Theorems 1-2 show that using the simple running average sequence \( x(t) \) ensures the objective value and constraint error decay like \( O(1/t) \). A lower bound of \( f(x(t)) \) easily follows from strong duality and Theorem 2. See full version [20] for more discussions.

IV. Extensions

This section shows that the convergence time of sliding running averages \( \bar{x}(t) \) is \( O(\log(\frac{1}{t})) \) when the dual function of problem (1)-(3) satisfies additional assumptions.

A. Smooth Dual Functions

Definition 5 (Smooth Functions). Let \( X \subseteq \mathbb{R}^n \) and function \( h(x) \) be continuously differentiable on \( X \). Function \( h(x) \) is said to be smooth on \( X \) with modulus \( L \) if \( \nabla h(x) \) is Lipschitz continuous on \( X \) with modulus \( L \).

Define \( q(\lambda) = \min_{x \in X} \{ f(x) + \lambda^T g(x) \} \) as the dual function of problem (1)-(3). Recall that \( f(x) \) is strongly convex with modulus \( \alpha \) by Assumption 1. For fixed \( \lambda \in \mathbb{R}^m_+ \), \( f(x) + \lambda^T g(x) \) is strongly convex with respect to \( x \in X \) with modulus \( \alpha \).

Define \( x(\lambda) = \arg\min_{x \in X} \{ f(x) + \lambda^T g(x) \} \). By Danskin’s theorem (Proposition B.25 in [7]), \( q(\lambda) \) is differentiable with gradient \( \nabla q(\lambda) = g(x(\lambda)) \).

Lemma 6 (Smooth Dual Functions). The dual function \( q(\lambda) \) is smooth on \( \mathbb{R}^m_+ \) with modulus \( \gamma = \frac{\beta^2}{\alpha} \).

Proof: Fix \( \lambda, \mu \in \mathbb{R}^m_+ \). Let \( x(\lambda) = \arg\min_{x \in X} \{ f(x) + \lambda^T g(x) \} \) and \( x(\mu) = \arg\min_{x \in X} \{ f(x) + \mu^T g(x) \} \). By Lemma 1, we have \( f(x(\lambda)) + \lambda^T g(x(\lambda)) \leq f(x(\mu)) + \lambda^T g(x(\mu)) - \frac{\beta^2}{\alpha} \|\lambda - x(\mu)\|^2 \) and \( f(x(\mu)) + \mu^T g(x(\mu)) \leq f(x(\lambda)) + \mu^T g(x(\lambda)) + \frac{\beta^2}{\alpha} \|\lambda - x(\mu)\|^2 \). Summing the above two inequalities and simplifying gives

\[
\alpha \|x(\lambda) - x(\mu)\|^2 \leq \|\mu - \lambda\|^T g(x(\lambda)) - g(x(\mu)) \leq \|\mu - \lambda\| \|g(x(\lambda)) - g(x(\mu))\| \leq \frac{\beta^2}{\alpha} \|\lambda - x(\mu)\|^2
\]

where (a) follows from the Cauchy-Schwarz inequality and (b) follows because \( g(x) \) is Lipschitz continuous. This implies

\[
\|x(\lambda) - x(\mu)\| \leq \frac{\beta}{\alpha} \|\lambda - \mu\|
\]
Thus, we have \( \| \nabla q(\lambda) - \nabla q(\mu) \| \overset{(a)}{=} \| g(x(\lambda)) - g(x(\mu)) \| \leq \beta \| x(\lambda) - x(\mu) \| \overset{(b)}{=} \frac{\beta^2}{\alpha} \| x - \mu \| \) where (a) follows from \( \nabla \lambda g(\lambda) = g(x(\lambda)) \), (b) follows from the Lipschitz continuity of \( g(x) \); and (c) follows from (11).  

Thus, \( q(\lambda) \) is smooth on \( \mathbb{R}_+^n \) with modulus \( L = \frac{\beta^2}{\alpha} \).  

Since \( \nabla q(\lambda(t)) = g(x(t)) \), the dynamic of \( \lambda(t) \) can be interpreted as the projected gradient method with step size \( c \) to solve \( \max_{x \in \mathbb{R}_+^n} \{ q(\lambda) \} \) where \( q(\cdot) \) is a smooth function by Lemma 6. Thus, we have the next lemma.

**Lemma 7.** Assume problem (1)-(3) satisfies Assumptions 1-2. If \( c \leq \frac{\alpha}{\sqrt{2}} \), then \( q(\lambda^*) - q(\lambda(t)) \leq \frac{1}{\sqrt{2}} \| \lambda(0) - \lambda^* \|, \forall t \geq 1 \).  

**Proof:** Recall that a projected gradient algorithm with step size \( c \leq \frac{\alpha}{\sqrt{2}} \) maximizes a concave function with smooth modulus \( \gamma \) with the error decaying like \( O(\frac{1}{t}) \). Thus, this lemma follows. See [20] for the complete proof.

**B. Problems with Locally Quadratic Dual Functions**

In addition to Assumptions 1-2, this subsection further requires the next assumption.

**Assumption 3 (Locally Quadratic Dual Functions).** Let \( \lambda^* \) be a Lagrange multiplier of problem (1)-(3) defined in Assumption 2. There exists \( D_q > 0 \) and \( L_q > 0 \), where the subscript \( q \) denotes locally “quadratic”, such that for all \( \lambda \in \{ \lambda \in \mathbb{R}_+^n : \| \lambda - \lambda^* \| \leq D_q \} \), the dual function \( q(\lambda) \) satisfies \( q(\lambda^*) \geq q(\lambda) + L_q \| \lambda - \lambda^* \|^2 \).

**Lemma 8.** Suppose problem (1)-(3) satisfies Assumptions 1-3. Let \( q(\lambda), \lambda^*, D_q \) and \( L_q \) be given in Assumption 3.  

1. If \( \lambda \in \mathbb{R}_+^n \) and \( q(\lambda^*) - q(\lambda) \leq D_q^2 \), then \( \| \lambda - \lambda^* \| \leq D_q \).  

2. The \( \lambda^* \) defined in Assumption 2 is unique.

**Proof:** See [20] for the proof.

Define  
\[ T_q = \frac{\| \lambda(0) - \lambda^* \|^2}{2 cL_q D_q^2}. \]  

**Lemma 9.** Assume problem (1)-(3) satisfies Assumptions 1-3. If \( c \leq \frac{\alpha}{\sqrt{2}} \) in Algorithm 1, then \( \| \lambda(t) - \lambda^* \| \leq D_q \) for all \( t \geq T_q \), where \( T_q \) is defined in (12).  

**Proof:** By Lemma 7 and Lemma 8, if \( \frac{1}{\sqrt{2}} \| \lambda(0) - \lambda^* \|^2 \leq L_q D_q^2 \), then \( \| \lambda(t) - \lambda^* \| \leq D_q. \) Note that \( t \geq \frac{\| \lambda(0) - \lambda^* \|^2}{2 cL_q D_q^2} \) implies that \( \frac{1}{\sqrt{2}} \| \lambda(0) - \lambda^* \|^2 \leq L_q D_q^2 \).

**Lemma 10.** Assume problem (1)-(3) satisfies Assumptions 1-3. If \( c \leq \frac{\alpha}{\sqrt{2}} \) in Algorithm 1, then  

1. \( \| \lambda(t) - \lambda^* \| \leq \frac{1}{\sqrt{2}} \| \lambda(0) - \lambda^* \|, \forall t \geq T_q \), where \( T_q \) is defined in (12).  

2. \( \| \lambda(t) - \lambda^* \| \leq \left( \frac{1}{\sqrt{2} cL_q} \right)^t D_q (1 + 2cL_q)^\frac{T_q}{2}, \forall t \geq T_q \), where \( T_q \) is defined in (12).  

**Proof:**  
1. By Lemma 7, \( q(\lambda^*) - q(\lambda(t)) \leq \frac{1}{\sqrt{2}} \| \lambda(0) - \lambda^* \|^2, \forall t \geq 1 \). By Lemma 9 and Assumption 3, \( q(\lambda^*) - q(\lambda(t)) \geq L_q \| \lambda(t) - \lambda^* \|^2, \forall t \geq T_q \). Thus, we have \( L_q \| \lambda(t) - \lambda^* \|^2 \leq \frac{1}{\sqrt{2}} \| \lambda(0) - \lambda^* \|^2, \forall t \geq T_q \), which implies that \( \| \lambda(t) - \lambda^* \| \leq \frac{1}{\sqrt{2} \sqrt{L_q}} \| \lambda(0) - \lambda^* \|, \forall t \geq T_q \).  

2. By part (1), we know \( \| \lambda(t) - \lambda^* \| \leq D_q, \forall t \geq T_q \). The second part essentially follows from Theorem 12 in [21], which shows that the projected gradient method for set constrained smooth convex optimization converge geometrically if the objective function satisfies a quadratic growth condition. See [20] for the proof.

**Corollary 1.** Assume problem (1)-(3) satisfies Assumptions 1-3. If \( c \leq \frac{\alpha}{\beta} \) in Algorithm 1, then  
\[ \| \lambda(2t) - \lambda(t) \| \leq \left( \frac{1}{\sqrt{1 + 2cL_q}} \right)^t D_q (1 + 2cL_q)^\frac{T_q}{2}, \forall t \geq T_q, \]  
where \( T_q \) is defined in (12).  

**Proof:**  
\[
\| \lambda(2t) - \lambda(t) \| \leq \| \lambda(2t) - \lambda^* \| + \| \lambda(t) - \lambda^* \| \\
\leq \left( \frac{1}{\sqrt{1 + 2cL_q}} \right)^{2t} D_q (1 + 2cL_q)^\frac{T_q}{2} + \left( \frac{1}{\sqrt{1 + 2cL_q}} \right)^t D_q (1 + 2cL_q)^\frac{T_q}{2} \\
\leq 2 \left( \frac{1}{\sqrt{1 + 2cL_q}} \right)^t D_q (1 + 2cL_q)^\frac{T_q}{2},
\]

where (a) follows from part (2) in Lemma 10; and (b) follows from \( \frac{1}{\sqrt{1 + 2cL_q}} < 1 \).

**Theorem 3.** Assume problem (1)-(3) satisfies Assumptions 1-3. Let \( \lambda^* \) be the optimal solution and \( \lambda^* \) be defined in Assumption 3. If \( c \leq \frac{\alpha}{\beta} \) in Algorithm 1, then  
\[ f(\lambda(2t)) \leq f(\lambda^*) + \frac{1}{2} \left( \frac{1}{\sqrt{1 + 2cL_q}} \right)^t \| \lambda(t) - \lambda^* \|^2, \forall t \geq T_q, \]  
where \( T_q \) is defined in (12).  

**Proof:** Fix \( t \geq T_q \). By Lemma 3, we have \( \frac{1}{t} \Delta(\tau) + f(\lambda(\tau)) \leq f(\lambda^*) \) for all \( \tau \in \{0, 1, \ldots, \} \). Summing over \( \tau \in \{t, t+1, \ldots, 2t-1\} \) yields \( \frac{1}{t} \sum_{\tau=t}^{2t-1} \Delta(\tau) + \frac{1}{2t-1} f(\lambda(\tau)) \leq f(\lambda^*) \). Dividing by factor \( t \) yields  
\[ \frac{1}{t} \sum_{\tau=t}^{2t-1} f(\lambda(\tau)) \leq f(\lambda^*) + \frac{L(t) - L(2t)}{ct} \]  
Thus, we have  
\[
f(\lambda(2t)) \leq \frac{1}{t} \sum_{\tau=t}^{2t-1} f(\lambda(\tau)) \leq f(\lambda^*) + \frac{L(t) - L(2t)}{ct} \\
= f(\lambda^*) + \frac{\| \lambda(t) - \lambda(2t) \|^2}{2ct} \\
= f(\lambda^*) + \frac{\| \lambda(t) - \lambda(2t) + \lambda(2t) \|^2 - \| \lambda(2t) \|^2}{2ct} \\
\leq f(\lambda^*) + \frac{\| \lambda(t) - \lambda(2t) \|^2 + 2\| \lambda(2t) \| \| \lambda(t) - \lambda(2t) \|^2}{2ct} \\
\leq f(\lambda^*) + \frac{2(\frac{1}{\sqrt{1 + 2cL_q}})^t D_q (1 + 2cL_q)^\frac{T_q}{2}}{2ct} \| \lambda(2t) \| + \frac{4(\frac{1}{\sqrt{1 + 2cL_q}})^t D_q (1 + 2cL_q)^\frac{T_q}{2}}{2ct} \| \lambda(2t) \|,
\]
\[ \begin{align*}
&\leq f(x^*) + \frac{1}{t} \left( \frac{1}{\sqrt{1 + 2c_L}} \right)^t \left( 2D_q^2(1 + 2c_L)T_q \right) \\
&\quad + \frac{2D_q(1 + 2c_L)^{\frac{3}{2}}}{c} \|\lambda(t)\| \end{align*} \]

where (a) follows from \( \tilde{x}(t) = \frac{1}{t} \sum_{\tau=t}^{2t-1} x(\tau) \) and the convexity of \( f(x) \); (b) follows from (13); (c) follows from the Cauchy-Schwarz inequality; (d) follows from Corollary 1; (e) follows from \( \frac{1}{\sqrt{1 + 2c_L}} < 1 \); and (f) follows from (8) and the definition of \( \eta \).

**Theorem 4.** Assume problem (1)-(3) satisfies Assumptions 1-3. If \( c \leq \frac{\alpha}{\beta^2} \) in Algorithm 1, then \( g_k(\tilde{x}(t)) \leq \frac{2D_q(1 + 2c_L)^{\frac{3}{2}}}{\sqrt{1 + 2c_L}} \left( \frac{1}{\sqrt{1 + 2c_L}} \right)^t \forall k \in \{1, 2, \ldots, m\}, \forall t \geq T_q \), where \( T_q \) is defined in (12).

**Proof:** Fix \( t \geq T_q \) and \( k \in \{1, 2, \ldots, m\} \). Thus, we have

\[ g_k(\tilde{x}(t)) \leq \frac{1}{t} \sum_{\tau=t}^{2t-1} g_k(x(\tau)) \leq \frac{1}{ct} (\lambda_k(2t) - \lambda_k(t)) \]

\[ \leq \frac{2D_q(1 + 2c_L)^{\frac{3}{2}}}{ct} \left( \frac{1}{\sqrt{1 + 2c_L}} \right)^t \]

where (a) follows from the convexity of \( g_k(x) \); (b) follows from Lemma 4; and (c) follows from Corollary 1.

Under Assumptions 1-3, Theorems 3 and 4 show that if \( c \leq \frac{\alpha}{\beta^2} \), then \( \tilde{x}(t) \) provides an \( \epsilon \)-approximate solution with convergence time \( O(\log(\frac{1}{\epsilon})) \).

**C. Discussions**

1) **Practical Implementations:** Assumption 3 in general is difficult to verify. However, we note that to ensure \( \tilde{x}(t) \) provides the better \( O(\log(\frac{1}{\epsilon})) \) convergence time, we only require \( c \leq \frac{\alpha}{\beta^2} \), which is independent of the parameters in Assumptions 3. Namely, in practice, we can blindly apply Algorithm 1 to problem (1)-(3) with no need to verify Assumption 3. If problem (1)-(3) happens to satisfy Assumption 3, then \( \tilde{x}(t) \) enjoys the faster convergence time \( O(\log(\frac{1}{\epsilon})) \). If not, then \( \tilde{x}(t) \) (or \( \tilde{x}(t) \)) at least has convergence time \( O(\frac{1}{\epsilon}) \).

2) **Local Assumption and Local Geometric Convergence:** Since Assumption 3 only requires the “quadratic” property to be satisfied in a local radius \( D_q \) around \( \lambda^* \), the error of Algorithm 1 starts to decay like \( O\left(\frac{1}{t} \left( \frac{1}{\sqrt{1 + 2c_L}} \right)^t \right) \) only after \( \lambda(t) \) arrives at the \( D_q \) local radius after \( T_q \) iterations, where \( T_q \) is independent of the approximation requirement \( \epsilon \) and hence is order \( O(1) \). Thus, Algorithm 1 provides an \( \epsilon \)-approximate solution with convergence time \( O(\log(\frac{1}{\epsilon})) \). However, it is possible that \( T_q \) is relatively large if \( D_q \) is small.

In fact, \( T_q > 0 \) because Assumption 3 only requires the dual function to have the “quadratic” property in a local radius. Thus, the theory developed in this section can deal with a large class of problems. On the other hand, if the dual function has the “quadratic” property globally, i.e., for all \( \lambda \geq 0 \), then \( T_q = 0 \) and the error of Algorithm 1 decays like \( O\left(\frac{1}{t} \left( \frac{1}{\sqrt{1 + 2c_L}} \right)^t \right) \), \( \forall t \geq 1 \).

3) **Locally Strongly Concave Dual Functions:** The following assumption is stronger than Assumption 3 but can be easier to verify in certain cases.

**Assumption 4 (Locally Strongly Concave Dual Functions).** Let \( \lambda^* \) be a Lagrange multiplier vector defined in Assumption 2. There exists \( D_c > 0 \) and \( L_c > 0 \), where the subscript \( c \) denotes locally strongly “concave”, such that the dual function \( q(\lambda) \) is strongly concave with modulus \( L_c \) over \( \{\lambda \in \mathbb{R}_+^m : \|\lambda - \lambda^*\| \leq D_c\} \).

In fact, Assumption 4 implies Assumption 3.

**Lemma 11.** If problem (1)-(3) satisfies Assumption 4, then it also satisfies Assumption 3 with \( D_q = D_c \) and \( L_q = \frac{L_c}{2} \).

**Proof:** See [20] for the proof.

Since Assumption 4 implies Assumption 3, by the results from the previous subsection, \( \tilde{x}(t) \) from Algorithm 1 provides an \( \epsilon \)-approximate solution with convergence time \( O(\log(\frac{1}{\epsilon})) \).

**V. Applications**

A. Problems with Non-Degenerate Constraint Qualifications

**Theorem 5.** Consider strongly convex program (1)-(3) where \( f(x) \) and \( g_k(x), \forall k \in \{1, 2, \ldots, m\} \) are second-order continuously differentiable. Let \( x^* \) be the unique solution.

1) Let \( K \subseteq \{1, 2, \ldots, m\} \) be the set of active constraints, i.e., \( g_k(x^*) = 0, \forall k \in K \), and denote the vector composed by \( g_k(x), k \in K \) as \( g_K \). If \( g(x) \) has a bounded Jacobian and \( \text{rank}(\nabla_x g_K(x^*)^T) = |K| \), then Assumptions 1-3 hold.

2) If \( g(x) \) has a bounded Jacobian and \( \text{rank}(\nabla_x g(x^*)^T) = m \), then Assumptions 1-4 hold.

**Proof:** See [20] for the proof.

**Corollary 2.** Consider \( \min \{f(x) : Ax \leq b\} \), where \( f(x) \) is second-order continuously differentiable and strongly convex function; and \( A \) is an \( m \times n \) matrix.

1) Let \( x^* \) be the optimal solution. Assume \( Ax^* \leq b \) has \( l \) rows that hold with equality, and let \( A^l \) be the \( l \times n \) submatrix of \( A \) corresponding to these “active” rows. If \( \text{rank}(A^l) = l \), then Assumptions 1-3 hold.

2) If \( \text{rank}(A) = m \), then Assumptions 1-4 hold with \( D_c = \infty \).

**B. Network Utility Maximization (NUM)**

Consider a network with \( l \) links and \( n \) flow streams. Let \( \{b_1, b_2, \ldots, b_l\} \) be the capacities of each link and \( \{x_1, x_2, \ldots, x_n\} \) be the rates of each flow stream. Let \( N(k) \subseteq \{1, 2, \ldots, n\} \), \( 1 \leq k \leq l \) be the set of flow streams that use link \( k \). This problem is to maximize the utility function \( \sum_{i=1}^{n} w_i \log(x_i) \) with constants \( w_i > 0, \forall 1 \leq i \leq n \), which represents a measure of network fairness [22], subject to the capacity constraint of each link. This problem is known as
the network utility maximization (NUM) problem and can be formulated as follows:\footnote{Without loss of optimality, we define \( \log(0) = -\infty \) and hence \( \log(\cdot) \) is defined over \( \mathbb{R}_+ \). Or alternatively, we can replace the non-negative rate constraints with \( x_i \geq x_i^{\min}, \forall i \in \{1, 2, \ldots, n\} \) where \( x_i^{\min}, \forall i \in \{1, 2, \ldots, n\} \) are sufficiently small positive numbers.}:

\[
\begin{align*}
\min \quad & \sum_{i=1}^{n} -w_i \log(x_i) \\
\text{s.t.} \quad & Ax \leq b \\
\quad & x \geq 0
\end{align*}
\]

where \( A = [a_1, \ldots, a_n] \) is a 0-1 matrix of size \( m \times n \) such that \( a_{ij} = 1 \) if and only if flow \( x_j \) uses link \( i \) and \( b > 0 \).

Note that problem (14)-(16) satisfies Assumptions 1 and 2. By the results from Section III, the NUM problem can be formulated as follows:

\[
\begin{align*}
\text{Theorem 6.} \quad & \text{The NUM problem (14)-(16) satisfies:} \\
& 1) \text{Let } b_{\max} = \max_{1 \leq i \leq n} b_i \text{ and } x_{\max} > 0 \text{ such that } x_{i,\max} > b_{\max}, \forall i \in \{1, \ldots, n\}. \text{ If we replace constraint (16) with } 0 \leq x \leq x_{\max} \text{ in problem (14)-(16), then we obtain an equivalent problem.} \\
& 2) \text{Let } x^* \text{ be the optimal solution. Assume } Ax^* \leq b \text{ has } m' \text{ rows that hold with equality, and let } A' \text{ be the } m' \times n \text{ submatrix of } A \text{ corresponding to these "active" rows. If rank}(A') = m', \text{ then Assumptions 1-3 hold for the above equivalent problem.} \\
& 3) \text{If rank}(A) = m, \text{ then Assumptions 1-4 hold for the above equivalent problem.}
\end{align*}
\]

Proof: See [20] for the proof.

VI. NUMERICAL RESULTS

A. Network Utility Maximization Problems

Consider the simple NUM problem described in Figure 1. Let \( x_1, x_2 \) and \( x_3 \) be the data rates of stream 1, 2 and 3 and let the network utility be minimizing \(-\log(x_1) - 2\log(x_2) - 3\log(x_3)\). It can be checked that capacity constraints other than \( x_1 + x_2 + x_3 \leq 10, x_1 + x_2 \leq 8, \text{ and } x_2 + x_3 \leq 8 \) are redundant. By Theorem 6, the NUM problem can be formulated as follows:

\[
\begin{align*}
\min \quad & -\log(x_1) - 2\log(x_2) - 3\log(x_3) \\
\text{s.t.} \quad & Ax \leq b, 0 \leq x \leq x_{\max}
\end{align*}
\]

where \( A = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix}, b = \begin{bmatrix} 10 \\ 8 \\ 8 \end{bmatrix} \) and \( x_{\max} = [11, 11, 11]^T \). The optimal solution to this NUM problem is \( x^*_1 = 2, x^*_2 = 3.2, x^*_3 = 4.8 \) and the optimal value is \(-7.7253\).

Since the objective function is separable, the dual subgradient/gradient method can yield a distributed solution. This is why the dual subgradient/gradient method is widely used to solve NUM problems [4]. The objective function is strongly convex with modulus \( \alpha = \frac{1}{\sqrt{7}} \) on \( X = \{0 \leq x \leq x_{\max}\} \) and \( g(\cdot) \) is Lipschitz continuous with modulus \( \beta \leq \sqrt{6} \) on \( X \).

Figure 2 verifies the convergence of \( x(t) \) with \( c = \frac{\alpha}{\beta^2} = 1.363 \)

B. Large Scale Quadratic Programs

Consider quadratic program \( \min_{x \in \mathbb{R}^N} \{ x^T Q x + d^T x : Ax \leq b \} \) where \( Q, A \in \mathbb{R}^{N \times N} \) and \( d, b \in \mathbb{R}^N \). \( Q = U \Sigma U^H \in \mathbb{R}^{N \times N} \) where \( U \) is the orthonormal basis for a random \( N \times N \) zero mean and unit variance normal matrix and \( \Sigma \) is the diagonal matrix with entries from uniform [1, 3]. \( A \) is a random \( N \times N \) zero mean and unit variance normal matrix. \( d \) and \( b \) are random vectors with entries from uniform [0, 1]. In a PC with a 4 core 2.7GHz Intel i7 Cpu and 16GB Memory, we run both Algorithm 1 and quadprog from Matlab, which by default is using the interior point method, over randomly generated large scale quadratic programs with \( N = 400, 600, 800, 1000 \) and 1200. For different problem size \( N \), the running time is the average over 100 random quadratic programs and is plotted in Figure 5.
This paper studies the dual gradient method for strongly convex programs and shows that the convergence time of simple running averages is $O\left(\frac{1}{t}\right)$. This paper also considers a variation of the primal averages, called the sliding running averages, and shows that if the dual function is locally quadratic then the convergence time is $O\left(\log\left(\frac{1}{\epsilon}\right)\right)$.
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