Variability of the Red River Plume in the Gulf of Tonkin as Revealed by Numerical Modeling and Clustering Analysis
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We study the daily to interannual variability of the Red River plume in the Gulf of Tonkin from numerical simulations at high resolution over 6 years (2011–2016). Compared with observational data, the model results show good performance. To identify the plume, passive tracers are used in order to (1) help distinguish the freshwater coming from different continental sources, including the Red River branches, and (2) avoid the low salinity effect due to precipitation. We first consider the buoyant plume formed by the Red River waters and three other nearby rivers along the Vietnamese coast. We show that the temporal evolution of the surface coverage of the plume is correlated with the runoff (within a lag), but that the runoff only cannot explain the variability of the river plume; other processes, such as winds and tides, are involved. Using a K-means unsupervised machine learning algorithm, the main patterns of the plume and their evolution in time are analyzed and linked to different environmental conditions. In winter, the plume is narrow and sticks along the coast most of the time due to the downcoast current and northeasterly wind. In early summer, the southwesterly monsoon wind makes the plume flow offshore. The plume reaches its highest coverage in September after the peak of runoff. Vertically, the plume thickness also shows seasonal variations. In winter, the plume is narrow and mixed over the whole water depth, while in summer, the plume can be detached both from the bottom and the coast. The plume can deepen offshore in summer, due to strong wind (in May, June) or specifically to a recurrent eddy occurring near 19°N (in August). This first analysis of the variability of the Red River plume can be used to provide a general picture of the transport of materials from the river to the ocean, for example in case of anthropogenic chemical substances leaked to the river. For this purpose, we provide maps of the receiving basins for the different river systems in the Gulf of Tonkin.
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INTRODUCTION

River plume can be defined in a general way as the region of the coastal ocean where its properties and dynamics are affected by the river runoff (Horner-Devine et al., 2015). Though the river runoff is small compared to the whole ocean water volume, it can impact both the physics and biogeochemistry of the coastal ocean depending on the discharge, the properties of the ocean area (bathymetry, bottom roughness) and external forcing (air-sea fluxes, open ocean influence). Furthermore, rivers carry sediments and anthropogenic contaminants from agriculture and industrial activities. Therefore, there is a need to better understand the fate of the river water from the estuaries to the ocean. It is the first step toward the study of the dispersion of the possible contaminations and toward the design of strategies for monitoring and managing the water quality and the health of ecosystems. These are particularly crucial issues in densely populated areas, such as many deltaic regions of Southeast Asia, including the Gulf of Tonkin.

The Gulf of Tonkin (16.9°N – 21.9°N, 105.6°E – 110°E) is a small shelf sea located east of Vietnam and south of China with depth less than 100 m (Figure 1A). It is a meso-tidal region, dominated by diurnal constituents (K1, O1) as described for instance by Nguyen et al. (2014) and Piton et al. (2020). The ocean circulation of the Gulf of Tonkin (hereafter GOT) has been examined by several authors (e.g., Ding et al., 2013; Gao et al., 2014; Rogowski et al., 2019; for a recent review see Piton et al., 2021). Using model results and observational data, they all agree that the winter circulation at the gulf scale is cyclonic and driven by wind. However, in summer, the circulation is not so well explained. Wu et al. (2008) showed that the flow through Hainan Strait has an impact on the circulation in summer: if it is inflow, the circulation is mainly cyclonic and vice versa. From high-resolution model pluri-annual simulations, Piton et al. (2021) found a basin-scale anticyclonic circulation in summer. They also suggest that the surface circulation is mainly ageostrophic, as a consequence from the monsoon wind forcing, except along the Vietnamese coast where the southward coastal current has a dominant density-driven component.

One of the expected drivers of the dynamics is the freshwater input from the continent. In the GOT, several rivers feed the gulf. The main one is the Red River (hereafter RR) system. It is formed by 3 tributaries that connect at Son Tay (Figure 1B) and then split again into several distributaries. On average, the RR’s runoff accounts for more than 60% of the total runoff in GOT (Figure 1C).

In spite of its importance, to date, studies focusing on the RR plume are still scarce. Gao et al. (2013) showed that the coastal plume was found near the northern and western coasts of the gulf in winter while spreading eastward and offshore in summer. Rogowski et al. (2019) analyzed the mean seasonal circulation and suggested that the southwesterly wind direction which is prominent during the summer monsoon is the main mechanism preventing downcoast advection of the RR plume. However, that study did not attempt to explain further the temporal variations of the RR plume. In this study, we propose to take the analysis a step further and examine the plume variability in the mid-field and far-field regions (as defined by Horner-Devine et al., 2015) in more detail, using high-resolution simulations and an unsupervised learning method.

The objectives of this study are (1) to propose a method to identify the RR plume in the GOT from the model outputs, (2) to describe its development and characterize its variability at different scales and (3) to attempt to describe the physical processes at work. To do this, we use numerical simulations combined with cluster analysis. In section “Methods, Model, and Data,” the model configurations, data sources and the unsupervised learning algorithm used to classify the main pattern of the plume (K-means) are described. The model is then evaluated against several observational data sets in section “General Circulation and Model Assessment.” In section “River Plume in GOT: Identification and Variations of Area,” several methods to identify the plume in the GOT are compared which allows us to select the most appropriate one given our purposes. On that basis, the river plume variability at different time scales is examined in section “Variability of the RR Plume,” illustrating the effect of key physical processes. A discussion on the plume classification and a description of the receiving basins from the different river systems in the GOT are presented in section “Discussion,” followed by conclusions in section “Conclusion.”

METHODS, MODEL, AND DATA

SYMPHONIE Model and General Configuration

SYMPHONIE is a numerical model that solves the primitive, Boussinesq, hydrostatic equations of the ocean circulation (Marsaleix et al., 2006, 2008) on a curvilinear bipolar (Bentsen et al., 1999). Arakawa C-grid with regular sigma vertical levels. The QUICKEST scheme is used for advection and diffusion of tracers (Neumann et al., 2011), while horizontal advection and diffusion of momentum are respectively computed with a 4th order centered and a bi-harmonic scheme, and vertical advection of momentum by a 2nd order centered scheme (Damien et al., 2017). The K-epsilon turbulence closure scheme is implemented as in Michaud et al. (2012).

Our reference configuration, hereafter called GOT_REF, is an update of the configuration of Piton et al. (2021). The model domain covers the GOT area. Due to the variable horizontal grid, the coastal area near the RR mouths has a fine horizontal resolution of 300 m, while near the open boundary, the grid size can increase to 4500 m (Figure 2A). As the coastal area adjacent to the RR delta is characterized by a complex topography, with many islands and islets, a considerable effort has been devoted to the construction of the model bathymetry and shorelines and is described in Piton et al. (2020). In particular, the bathymetry is reconstructed from GEBCO 2014 combined with other sources and field surveys. The bottom drag coefficient follows a logarithmic law (Blumberg and Mellor, 1987), depending upon the bottom roughness length which is set to 1 mm. The parametrization for the solar penetration depth (as described for instance by...
Maraldi et al., 2013) distinguishes the red and near-infrared radiations which are absorbed in surface layers (e-folding length scale: $l = 0.35$ m), and shorter wavelengths (mostly visible and ultraviolet) which penetrate deeper (e-folding length scale from less than 4 m along the coastline up to 15 m in the deeper region of the GOT).

Lateral boundary conditions, as described in Toublanc et al. (2018), allow the model to be nested into a larger scale model. At the open boundary, tidal surface elevation and current at K1, O1, P1, Q1, K2, M2, N2, S2, S4 frequencies from the tidal atlas FES2014 (Lyard et al., 2021) are taken into account as in Pairaud et al. (2008). The model is also forced by daily averages of sea surface height (SSH), 3D zonal velocity ($u$), meridional velocity ($v$), temperature ($T$) and salinity ($S$) fields, from the global analysis (hereafter ‘OGCM’) produced by Mercator-Océan International and provided by Copernicus Marine Service (CMEMS) at a resolution of $1/12^\circ$. CMEMS $T$, $S$ fields are adjusted to recover consistency with tidal physics before being used at the open-boundary conditions of the model (APPENDIX A).

At the surface, boundary conditions are provided by an atmospheric model and fluxes of momentum, heat and freshwater are computed using the bulk formulae of Large and Yeager (2004). Operational ECMWF analyses (with a spatial resolution of $1/8^\circ$) are used to provide 3-h wind, precipitation, solar energy, atmospheric temperature, dew-point temperature, surface pressure.

As the present study focuses on the fate of continental water into the coastal ocean, a specific effort has been deployed on the
river runoffs implementation; section “River Configurations” is dedicated to its description.

The model is run from 2010 to 2016, starting from the ocean state condition as provided by the global OGCM on 01/01/2010. The time step is set at 2 min. Further analyses are calculated during 2011–2016 (i.e., following a 1-year spinup). The model outputs include daily averaged variables as well as instantaneous fields every 12 h. Unless otherwise specified, both components of the current are detided based on an online harmonic analysis. A summary of the general configuration is available in Table 1.

Two other simulations are performed over the same period:

- a twin simulation without river forcing (GOT_NORIV) to assess the impact of the river runoff on the coastal circulation; all other forcings and parameters are the same as in GOT_REF.
- a twin simulation without tides (GOT_NOTIDE) to assess the impact of tides on the main patterns of the river plume variability; all other forcings and parameters are the same as in GOT_REF.

### River Configurations

In most modeling studies to date, the RR was set up with only one mouth (or input grid point) using monthly or annual climatological runoff because more realistic runoff at the hydrological station was unavailable (Ding et al., 2013; Gao et al., 2013). In this study and in Piton et al. (2021), the river condition is configured as realistically as possible. Firstly, the delta is represented taking into account seven input grid points representing the mouths of the main RR delta distributaries (Bach Dang, Cam, Van Uc, Thai Binh, Ba Lat, Ninh Co., Day) (Figure 1B). Secondly, the daily RR runoff is obtained from the National Hydro-Meteorological Service (NHMS) of Vietnam at Son Tay hydrological station which is located at the apex of the RR delta. The discharge is distributed across the seven distributaries based on the results of Vinh et al. (2014) (Bach Dang (7%), Cam (13.2%), Van Uc (14.5%), Thai Binh (6.4%), Ba Lat (30.3%), Ninh Co (5.6%), Day (23.0%)). Furthermore, each river mouth is connected to a channel in the model to allow the water entering the coastal ocean with realistic salt and temperature properties and realistic stratification. The length of the channels (35–45 km, depending on the channel) is chosen to exceed the saltwater intrusion, which is approximately 30 km from the mouth (Nguyen Thi Hien et al., 2020). The results from GOT_REF confirm that the salty water never reaches the end of the channel, even in the low discharge period. The river runoff is converted into a vertically sheared current at the most upstream point of the channel (APPENDIX B); there the salinity of the river flow is 0 and the temperature varies seasonally from 17°C (in February) to 29°C (in August).

### Table 1: General characteristics of GOT_REF.

| Name                      | Features                                      |
|---------------------------|-----------------------------------------------|
| Grid points               | 429 * 600                                     |
| Grid size                 | 300 m (near the coast), 4500 m (near the boundary) |
| No. of vertical layers    | 20                                            |
| Boundary conditions       | global OGCM                                    |
| Atmospheric conditions    | ECMWF analysis (1/8°, 3 h)                     |
| Tidal forcing             | FES2014 (K1, O1, P1, Q1, K2, M2, N2, S2, M4)   |
| Light attenuation         | Varying by space (~1 m near the coast and 15 m offshore) |
| Bottom roughness          | 1 mm                                          |
| Timestep                  | 2 min                                         |
| Time                      | 2010 – 2016                                   |
Other Vietnamese rivers (Ma, Yen, Lam) at the south of the Red River delta (hereafter referred to as the ‘southern rivers’) are also taken into account (Figure 1B). As daily runoffs were not available to us, we prescribe monthly climatological runoffs from NHMS. At the north of the Red River delta, 6 rivers (hereafter referred to as the ‘northern rivers’) are accounted for (Figure 1B), based on the data given by Gao et al. (2013). In general, the runoff of the Red River system alone accounts for 60% of the total runoff to the gulf, while adding other rivers runoff in Vietnam accounts for around 90% of the total runoff (Figure 1C). In detail, the average discharge for the Red River system in low (December, January, February) and high (July, August, September) discharge period equals to 1632 m$^3$/s and 4959 m$^3$/s, respectively. For the southern rivers, this value is 365 and 2043 m$^3$/s. For the northern rivers, it is 164 m$^3$/s and 1103 m$^3$/s. It is clearly shown that for the Red River, the ratio between high and low discharge seasons is only 3 times, this ratio is 5.6 times for the southern rivers and 6.7 times for the northern rivers. The lower ratio of the Red River can be due to the presence of several hydrological dams upstream.

In order to simulate the pathways of the river water into the GOT, passive tracers are used. Tracers act as dyes, i.e., they do not affect the dynamics. In total, there are 3 tracers (or three colors) meant to distinguish the inputs from the different river systems. The first tracer is added to the runoff of all the Red River distributaries at constant concentration (100 arbitrary unit/m$^3$). The second one is added at the other rivers in the south and the third one at the rivers in the north of Red River, with the same concentration (100 arbitrary unit/m$^3$). Since tracers are injected with the runoff, they are also submitted to the 1 year of spin-up.

**Observational Data Sets Used to Evaluate the Simulation**

**In situ Data**

We use temperature (T) and salinity (S) profiles measured at 35 CTD stations (Figure 2B) during the VITTEL cruise which took place in July 2014 (Ouillon, 2014). We further use CTD measurements of T, S acquired repeatedly at 10 stations along a 25 km cross-shelf section by Vietnamese and US teams from Center for Oceanography (CFO) and Oregon State University (Rogowski et al., 2019). This dataset, hereinafter referred to as CFO data, consists in 20 timeframes between September 2015 and July 2016.

We compare the simulated tidal amplitude and phase with historical tidal measurements from 13 stations (whose location is indicated in Figure 3). The dataset stems from the International Hydrographic Organization$^1$.

**High-Frequency Radar Measurements**

We use surface velocity data from the high-frequency radar (hereafter HFR) system based on two antennas located at 18.62°N (XUAN site) and 17.47°N (DHOI site) (Figure 2A) along the coast and operated by the Center for Oceanography, Vietnam Administration of Sea and Islands (CFO, VASI). The data consists of daily maps of zonal and meridional components of the surface current, over the year 2015, built by Tran et al. (2021). The radial velocity measurements are gap-filled, interpolated onto a 6-km rectangular grid and detided as described by Tran et al. (2021). As explained in Rogowski et al. (2019), the summer coverage is lesser than in winter because of low sea state conditions; therefore uncertainties on the interpolated velocities are larger in summer. Comparisons with *in situ* measurement over a 12-day period indicate a mean bias of 3 cm/s and an RMS difference of 10 cm/s (Tran et al., 2021); we use these values as rough estimates of the data uncertainties. HFR data is representative of currents at 2.4 m below the surface (Tran et al., 2021); as a consequence, for the model assessment, we estimate the model current at 2.4 m before interpolating it over the HFR grid.

**Altimetric Data**

Tidal constituents computed from satellite altimetric data provide a rich dataset to evaluate the simulated tides offshore. Along-track amplitudes and phases are calculated from the long time series of sea surface height obtained from satellite altimetry (TOPEX/Poseidon, Jason 1–2) by using harmonic analysis. We use the dataset described in Lyard et al. (2021).

**K-Means Unsupervised Learning Algorithm for Time Series Pattern Analysis**

Many different methods exist to analyze the main characteristics of time series, such as statistical, spectral and classification methods. In terms of classification, there are several methods. For example, Self-Organizing Maps method is used to describe the river plume patterns by Vaz et al. (2018) for the Tagus River and Falcieri et al. (2014) for the Po River. Here, we apply another method, K-means, to analyze not only the plume patterns but the associated forcing conditions.

K-means clustering analysis (KMA) is a popular unsupervised learning method (Hastie et al., 2001) that allows to classify objects (observations, model outputs) into different groups, given a measure of dissimilarity.

The aim of this method is to iteratively identify clusters by their centroid (the means) then minimize the distance between each member of the cluster and the centroid of that cluster. The procedure of this method is made of six steps.

1. **Step 1:** Choose the number of clusters to compute.
2. **Step 2:** Allocate random numbers as the centroids of the clusters.
3. **Step 3:** Calculate the distance from each member to the centroids, using the Euclidian distance (see APPENDIX C for more details).
4. **Step 4:** compare these distances, then assign the member to the cluster corresponding to the minimum distance.
5. **Step 5:** for each cluster, re-calculate the centroid based on the mean of all members which belong to that cluster.
6. **Step 6:** repeat step 3 to 5 until the clusters no longer change.

This method has been used in several past studies in coastal oceanography. Solabarrieta et al. (2015) used it.
to examine the relationship between wind and surface circulation in the Bay of Biscay. They found that most of the current patterns are related to a specific wind pattern in the study area. Chen et al. (2017) identified the area of Pearl river plume by applying the K-means clustering to a summer climatological turbidity image. Sonnewald et al. (2019) used it to classify different regions based on the barotropic vorticity.

In this study, we use KMA to identify the main patterns of the plume and their temporal variations using daily model outputs. To do this, we use the KMA as implemented in the scikit-learn library coded in python (Pedregosa et al., 2011).

In the KMA method, the number of clusters is not fixed automatically, it is chosen depending on the application. The number of clusters should lead to an easy interpretation of the classification, since the objective is to reduce the dimension of the ensemble of scenes to analyze, without eliminating too much variability. In this study, we choose 4 clusters. The method to identify the number of clusters is described in APPENDIX C.

We applied KMA to the “masked river plume.” Firstly, plumes are identified using tracers (as described in section “River Plume in GOT: Identification and Variations of Area”). Then, for a given day (a scene), each grid point where the plume is considered to be present is masked with 1, while other points are masked with 0.

**FIGURE 3** | Amplitude of the tidal constituent (in colors, cm) from GOT_REF. Each figure shows the complex error (mm), calculated from the amplitude and phase, between model result and observational data for 4 main tidal constituents (O1, K1, M2, S2). Black circles show errors compared to altimetry data, while red circles indicate errors compared to the tidal gauges data.
The results of the classification are shown and analyzed in section “Variability of the RR Plume.”

**GENERAL CIRCULATION AND MODEL ASSESSMENT**

The main objectives of this section are to provide a general description of the patterns of the seasonal circulation at the scale of the GOT from GOT\_REF, to assess the consistency of model results with previous studies (or evidence their specificities) and to provide a qualitative assessment by comparing to observations. As a description of the general circulation and model verification (in particular using satellite data) have been provided recently by Piton et al. (2021) from a very similar configuration, we do not provide a detailed analysis. We introduce the section by a discussion of the first Rossby radius, continue with the basin-scale circulation, evaluation of tidal elevation and with the comparison to in situ temperature and salinity data and surface current velocity from high-frequency radars in the area of the RR plume.

**First Baroclinic Rossby Radius of Deformation**

The first baroclinic Rossby radius of deformation (Rd) sets the scale of mesoscale baroclinic instabilities and, as such, should be resolved by the numerical circulation models (see for instance Greenberg et al., 2007). In river plume dynamics, Rd in the near-field or far-field (coastal current) is used to estimate the relative impact of Coriolis force on the plume dynamics with respect to other forcing (runoff, ambient current). For instance, Yankovsky and Chapman (1997) showed that for surface-advected plumes, the offshore extension is more than four Rossby radii.

In this study, Rd is computed from the mean seasonal field of temperature and salinity from our simulation over 2011–2016. The calculation is made by solving a Sturm-Liouville problem as described for instance in Chelton et al. (1998). We use the method developed by F. Lyard at LEGOS for free surface vertical modes of the internal pressure and described for instance in Nugroho (2017). At depths larger than 60 m, the Rossby radius decreases from 10 to 13 km in April–September (**Figure 4A**) to 4–7 km in October–March (**Figure 4B**). In shallower areas, it decreases from 3–8 to 1–5 km. Such a seasonal variation is expected as the stratification is stronger in April–September with higher air temperature. A large spatial variability is also observed; by construction it is correlated to the bathymetric variations. In particular, a striking feature is the eastward extension of the shelf, between the Bach Long Vi island and the coast; the Rd does not exceed 4 km there. Close to the coast in both summer and winter monsoon periods, it can drop to less than 1 km. Moreover, the Rd spatial variability also reflects some patterns of the circulation. For instance, a strong mixing occurs west of Hainan, mostly due to tides, as suggested in the literature (e.g., Nguyen et al., 2014; Piton et al., 2020) and in agreement with the local maximum of the K1 and O1 current in our simulation (**Supplementary Figure 1**). As a consequence, the Rd is only a few hundred meters west of Hainan Island. On the other hand, the RR runoff leads to an increase of stratification along the Vietnamese coast south of 21°N which has a clear signature in a locally larger Rd (∼4–5 km) in the October–March period.

Assuming that the effective resolution is roughly between six and ten times its grid resolution, we can evaluate the model’s ability to resolve Rd. Rd is well resolved in the northwest quarter of our domain where the mesh is well refined in summer, and along the Vietnamese coast between 19 and 21°N in winter. However, if we consider that the scales of interest are about 4 times the Rossby radius, then the model resolution is sufficient between 18 and 21°N.

**General Circulation**

**Mean Surface Circulation**

The current in the GOT has been studied with mainly a focus on the northern region, due to the lack of observational data in the south (Wu et al., 2008; Ding et al., 2013; Gao et al., 2014). Recently, thanks to the deployment of a high-frequency radar system, the surface circulation in the southwestern area has been documented (Rogowski et al., 2019; Tran et al., 2021). However, the variability of the general surface and subsurface circulation remains relatively undocumented over the whole gulf and more specifically along the Vietnamese coasts.

**Figure 5A** shows the mean surface current from November to March from GOT\_REF for the 2011–2016 period. The circulation in this winter monsoon period is dominated by the gulf-scale cyclonic gyre, as reported by several authors (Ding et al., 2013; Gao et al., 2014; Rogowski et al., 2019; Piton et al., 2021). The coastal current along Vietnam originates from the merging at 20°N of the westward flow from Hainan Strait and a coastal current from the northermmost shelf. It flows downcoast down to the southern boundary of the domain. It is the dominant feature of the surface circulation with a mean amplitude of about 30 cm/s. South of Hainan Island, an inflow from the South China Sea is simulated in the deepest part of the area with a decreasing intensity from November to March. This inflow is deflected westward and joins the coastal current south of 19°N, creating a small-scale cyclonic gyre as in Ding et al. (2013).

In April, the summer monsoon sets in and lasts until August. The southward coastal current weakens and becomes intermittent (**Figure 5B**). When present, it is deflected eastward at ∼18°N; it then splits into 2 branches. The first one forms a cyclonic circulation in the central basin. The second branch feeds an intense current south of Hainan that flows out from the gulf. This corresponds to the circulation scheme described by Gao et al. (2014) and Rogowski et al. (2019), but, in our simulation, the current variability is large at daily and interannual time scales.

**In September and October** (**Figure 5C**), the coastal current is southward again from 21°N to the southern boundary where it exits the gulf. It reaches its maximum amplitude (∼35 cm/s) and width. Besides, the circulation is characterized by two inflows with large velocity (∼30 cm/s): one from Hainan Strait and the other from the southern boundary in the deep region.
Horizontal Transport
The horizontal transport displays a similar seasonal cycle as the surface current. From September to March, the general circulation is cyclonic, with a large downcoast transport over the shelf in the west. From April to August, the transport inside the gulf weakens significantly. The main specific patterns are a cyclonic gyre in the central area.

The flow direction during the summer monsoon through Hainan Strait is discussed in several papers (Shi et al., 2002; Gao et al., 2013; Chen et al., 2017). In our simulation, the flux is inflow from September to April and an outflow during the summer monsoon. It varies between $-0.18$ Sv and $+0.15$ Sv at 110 E, with significant daily and interannual variability (not shown). Our results however are consistent with the situation described by Wu et al. (2008); in case of inflow the circulation is mainly cyclonic, while in case of outflow the overall circulation is anticyclonic.

Besides, the gulf is fed all year long by an inflow from the southern boundary, which is maximum in summer monsoon period. From September to December, it enters through the center, is deflected eastward and generates a large outflow south of Hainan Island.

Model Assessment
Evaluation of Tides
The simulated amplitudes in terms of sea surface elevation for the four main tidal constituents (O1, K1, M2, S2) are shown in Figure 3. O1 and K1 have the same amplitude distribution. The amplitude is largest in the north (100 cm and 95 cm for O1 and K1, respectively) and decreases to its lowest value at the south of the gulf, near the boundary. M2 has two peaks of amplitude. One peak is located in the north (50 cm) and another peak is located at 19°N (30 cm) along the Vietnamese coast. The lowest amplitude is located near RR mouths. These patterns are similar to the ones found by Nguyen et al. (2014) and Piton et al. (2020). We also examined the tidal currents (see Supplementary Figure 1): the O1 and K1 tidal currents are the strongest west and south of Hainan Island and in the Hainan Strait (more than 50 cm/s). Near the Vietnamese coast, they are weaker and range from 10 to 20 cm/s. They reach a local maximum ($\sim 30$ cm/s) along the coast at $\sim 18°$N, 106.5°E. M2 tidal currents vary between 10 and

FIGURE 4 | (A,B) The first baroclinic Rossby radius of deformation (km), over the period 2011 – 2016, computed from the temperature and salinity profiles averaged from April to September (A) and October to March (B). Contour lines indicate the bathymetry. Star shows the location of Bach Long Vi island. Note: Different color bar scales.

FIGURE 5 | Means of the detided daily surface current (cm/s) simulated by GOT_REF. (A) November – March average. (B) April – August average. (C) September – October average.
20 cm/s, with a local maximum close to the Ba Lat mouth. S2 currents have a similar spatial distribution but smaller amplitude (<4 cm/s close to the RR mouths).

The simulated tides show remarkable comparisons to along-track altimetric data (Figure 3): the root mean squares of the complex errors (i.e., the model-data misfits) over the domain are as low as 2.6 cm, 2.8 cm, 1.3 cm, 0.7 cm for O1, K1, M2 and S2, respectively. These values correspond to 5.0%, 6.0%, 7.4%, and 12.9% of the signal. The model-data misfits are homogeneous in the center of the basin. They are the largest near the coast as expected due to the larger uncertainty of both the altimetry data near the coast and due to the uncertainty of model bathymetry in the very shallow area. These values are comparable to those obtained by Piton et al. (2020) with the T-UGOm tidal model over the same domain (2.6 cm, 3.5 cm, 3.0 cm, and 1.2 cm for O1, K1, M2 and S2, respectively) and to those of Nguyen et al. (2014).

Compared to historical tidal gauges data, the complex error is larger: 18.3, 20.9, 6.2, and 2.3 cm for O1, K1, M2, S2, respectively (Figure 3). There are several reasons for these higher errors. Firstly, the observation period for the tidal gauges data that are available is relatively short (15 days to 1 year) and may not be long enough to be accurate and representative of ‘mean’ tides. Secondly, the largest errors are observed in the area of the RR delta where the extremely complicated coastline with the presence of thousands of small islands makes the accurate representation of tides a challenge for such a configuration. Compared to Piton et al. (2020), GOT_REF performs better for M2 (6.8 cm) and S2 (3.5 cm), but gives poorer results for K1 (10.2 cm) and O1 (10.2 cm). Future work will be dedicated to tuning the properties of the channels (see section “River Configurations”) to better simulate the propagation of the tidal wave in the delta.

**Comparisons With High-Frequency Radar Currents**

Figure 6 shows the data from the HFRs and from GOT_REF in different seasons in 2015, as well as the maps of correlation between simulated and observed u and v over the whole time series (1 year).

In January, the main observed coastal current is southward, with an amplitude of ~ 30 cm/s at the coast and decreasing offshore. The model shows the same current direction, but its amplitude is underestimated by 20 cm/s (Figures 6A,B). In April, the coastal current is less intense, but the northward current at 107–107.5°E is stronger. In GOT_REF, both the southward and northward circulations are observed, with a persistent underestimation of the coastal current regarding the HFR data (Figures 6C,D). In May, the coastal current reverses north of 19°N in both the observations and simulation. At around 18°N, the simulated downstream current is deflected eastward consistently with the HFR observations. However, both at 19°N and 18°N the simulated current is stronger than in the HFR data (Figures 6E,F). In July, HFR data show a nearly closed circulation. The coastal current flows southward at 19°N, then rotates at 18°N and flows northward and finally joins the coastal current at 19°N again. In GOT_REF, the circulation shows a more complex pattern, with a northward current (of ~20 cm/s) at 19°N and a large temporal variability (Figures 6G,H). In October, HFR data show a similar current pattern as in January, with a strong southward coastal current (~40 cm/s). The model shows very good consistency, with the strongest velocity near 18°N (Figures 6I,J).

The temporal correlation between simulated and observed daily fields of u and v is higher for u offshore (~0.5) (Figure 6K), while the correlation for v is better near the coast (>0.6) (Figure 6L). The larger misfits between the model and data at ~19°N seem to come from a larger spatial variability of the simulated u component (not shown) than the observed one. In particular, as discussed in section “Variability of the RR Plume,” this area is characterized by some eddy activity in summer which may not be resolved by the HFR observations or may be out of phase with the observations.

**Temperature and Salinity Profiles From in situ Measurements**

Figure 7 shows the salinity and temperature profiles from the VITEL campaign and the GOT_REF simulation. Although it is a very shallow area, the bathymetry of the model is quite accurate compared to the depth of the CTD data. The largest bathymetry misfit is reached at stations 26 to 30 where the model is too shallow by ~10 m. Since the campaign took place in summer (July), there is a strong stratification in both salinity and temperature profiles. At the surface, the observed salinity can be as low as 15, while at the bottom it is around 34. The mean value at all points is 28.7. The model performance is good, with a correlation R = 0.88 computed from all profiles, but the mean value is overestimated by 0.7. The model overestimates the surface salinity at stations located in the shallowest area. This suggests that the river runoff is underestimated or that the simulated mixing in the estuaries is too strong, possibly due to local errors on the tidal representation.

The observed temperature goes up to 33°C at the surface and 27°C at the bottom, with a mean value of 30.3°C. The mean bias of the model is low (0.2°C), although the temperature is underestimated at both the surface and bottom at some stations. Overall, R is 0.72.

The comparison with the T, S profiles from the CFO campaigns is not described in detail as we get similar results to those described by Piton et al. (2021) in a similar configuration of the model. For all the 20 sections available, the mean biases (absolute value) between data and model are 0.61 and 0.71°C for S and T respectively, and the mean correlations 0.81 and 0.72. The comparisons suggest that the model runoff is not high enough (as already suggested by the comparison with the VITEL data), or the background salinity provided by the boundary condition is too high. The vertical mixing seems underestimated also. Overall, despite small biases, the model reproduces accurately the seasonal conditions even in the very shallow area.

**RIVER PLUME IN GOT: IDENTIFICATION AND VARIATIONS OF AREA**

This section will first review some past studies on plume identification then explains our method to identify the plume
FIGURE 6 | Surface current from HFR data (A,C,E,G,I) and model simulations (B,D,F,H,J) for different months of 2015 (Jan, Apr, May, Jul, Oct) (cm/s). Temporal correlation of u and v (K,L) computed from daily currents. Note: Different color bar scales.
locally in the GOT. Then, the resulting variations of the plume area in the period 2011–2016 are analyzed.

A Brief and Non-exhaustive Review of Past Studies

There are no clear criteria to identify a river plume in general. Usually, such criteria involve sea surface salinity (hereafter SSS) because the river plume has a lower surface salinity than the surrounding ambient waters. However, due to different environmental conditions, the reference salinity is difficult to set in a general enough manner. In some studies, the authors may choose a suitable value based on their knowledge and experience; however, the choice is seldom justified in a rigorous way. This may lead to a situation where different authors choose different values for the same plume, depending on the observational or modeling approach and the objectives. For example, for the Columbia river plume, Liu et al. (2009) use SSS = 29 to detect the plume, while Burla et al. (2010) use the value of SSS = 28 and in MacCready et al. (2009) the plume is identified using SSS < 31.

Other authors defined other criteria to identify the plume. Otero et al. (2008) use the highest horizontal gradient of mixed layer depth to classify the river plume area in the Northwest Iberia and then use the SSS value of 35.6 that coincides with this maximum gradient. Another approach to identify river plumes is based on ocean color satellite images that reveal turbid water masses rich in Chlorophyll, suspended matter, or colored dissolved organic matter (e.g., Chen et al. (2017) for the Pearl River).

To our knowledge, there have been very few studies dedicated to the RR plume, so there is no published reference ambient salinity value. Rogowski et al. (2019) locate the RR plume using monthly means of ocean color maps from MODIS. In tropical areas, the presence of clouds is however a limitation to the use of optical products to investigate the sea surface variability at time scales shorter than a month.

Stratification Index and SSS Threshold

To identify the RR plume, different methods are in consideration in this paper. Firstly, we apply a method based on the Stratification Index (hereafter SI), assuming that the river water forms a buoyant layer over the ocean water. This index was first proposed by Hansen and Rattray (1966) for estuary classification. It is defined as the relative difference between the surface and bottom salinity (eq. 1). In this paper, we tested this method with a threshold of 0.1. If SI equals or exceeds 0.1, the water column is defined as belonging to the river plume. The time series of the daily plume area for all the rivers in GOT based on SI is shown in Figure 8A. As expected, the river plume area varies with the river runoff. In July–August (high runoff period), the plume area reaches its highest value, while it is lowest in December–January (low runoff period).

$$SI = \frac{\text{salinity}_{\text{bottom}} - \text{salinity}_{\text{surface}}}{\text{vertical mean salinity}}$$

(1)

However, there is one major drawback to the SI method. Vertical salinity sections indicate that the plume in the GOT consists of 2 zones. One is the very shallow coastal area where the plume is mixed over the entire water column; in the second one, farther offshore, the plume is detached from the bottom and stays on top of the high salinity water. SI being based on the difference between the salinity at the top and the bottom of the water column, it cannot detect the plume zone in the shallow area where it is totally mixed. In the low runoff period, as we will show in section “Variability of the RR Plume,” the downcoast current and the northeasterly wind make the plume stick to the coast; in such a case, the whole plume is well-mixed and SI is not helpful since the calculated area is close to zero (Figure 8A).

To deal with that problem, in a second step, we considered using SI as a proxy to find the suitable SSS that can be used as the plume indicator. After several experiments, we selected the value of SSS = 30. In high runoff period, this criterion defines a plume with a similar pattern offshore to the one deduced from the SI
criterion. In the low runoff period, this discriminant value also captures the narrow plume area that runs along the coast (Figure 8A).

Using SSS, the envelope of river plumes created by all the rivers in the GOT was generally identified. However, this “stratification-based SSS” method has in turn two drawbacks. Firstly, it cannot distinguish the plumes created by the different rivers that feed the GOT. Secondly, the SSS criterion may be slightly biased at seasonal time scales by the effect of precipitation. Indeed, the precipitation has seasonal variations due to the monsoon system. The average precipitation from January to March is 1.8 mm/day, while it is 5 times higher (9.4 mm/day) from August to October (calculated from ECMWF daily precipitation over 2011–2016).

**Passive Tracers**

As an alternative method, we use passive tracers that behave in the model as any buoyancy-free particle or passive chemical from the rivers (as explained in section “River Configurations”). This is particularly relevant to identify the coastal area influenced by the river input of contaminants and to distinguish the freshwater input from other sources than the river such as advection by coastal current and other coastal runoffs [see for instance...
Wang et al. (2014) for the Copper River in the Gulf of Alaska or to study mixing between the plume and ambient waters [e.g., Vlasenko et al. (2013) for the Columbia River]. As for the SSS criteria, the choice of a tracer concentration threshold to define the plume is author-dependent. In Vlasenko et al. (2013), the river plume is identified as the area where the concentration exceeds 10 units/m^3 while in Wang et al. (2014), the threshold is 5 units/m^3. In our study, several experiments led to identify the river plume as the area where the concentration exceeds 7 unit/m^2, which best fits with the area identified by the criterion on SSS in the low runoff period (dry season).

As indicated in section “Observational Data Sets Used to Evaluate the Simulation,” 3 tracers were added, respectively to the RR distributaries, the southern rivers and the northern rivers. Figure 8A shows the plume area for all the rivers in the GOT calculated by summing the three tracers’ concentrations. The plume areas computed from the SSS and tracer criteria have a similar trend in both the low and high runoff periods. However, in the high runoff period, especially during the peaks in 2012 and 2013, the plume area calculated from the tracer is much lower than from the SSS. This difference can go up to over 20,000 km^2 (Figure 8B). Figure 8B also shows the SSS of the twin simulation without any river runoff (GOT_NORIV). Even with no river, the SSS shows significant variations between 31 and 33. The low sea surface salinity often happens in summer, which is in the rainy season. It is minimum in 2012 and 2013, which are also the years when the runoff reaches the highest peaks (Figure 8A), hinting at a correlation between local precipitation and runoff in both years. The SSS drop in the GOT_NORIV run has a similar trend than the difference of plume area calculated by the two methods, which suggests that this difference could be indeed due to precipitation.

In conclusion, for our objectives, the method based on the passive tracers seems the most appropriate to help identify the RR plume among the three methods investigated in this study. It can capture the plume in both the highly stratified zone and the shallow mixed zone. Besides, it can distinguish the plumes created by different rivers (as discussed in section “Discussion”).

Temporal Variability of the Plume Area
South of 20°N, the RR plume is quickly joined by the plumes of the southern rivers (Ma, Yen and Lam, Figure 1), creating a unique buoyant plume which extends southward along the coast most of the year. In this section and in the following we therefore analyze the variability of the resulting plume from the RR and the three southern rivers together. Section “Discussion” will discuss the receiving basins by distinguishing the RR from the other rivers, thanks to the multi-tracer approach.

Figure 8C shows the evolution of the cumulated runoff from the Red, Lam, Yen and Ma rivers and the corresponding plume area from 2011 to 2016. As expected, the plume area follows the same variations as the river runoff, albeit with a time lag. In summer, when the runoff is high, the peak of the plume area occasionally reaches more than 40,000 km^2 (about 27% of the GOT area), while in winter, it sometimes falls below 2,000 km^2. Due to the interannual variability of the runoff, the plume area varies significantly between different years. The river plume area peak in 2013 (41,000 km^2) is nearly twice as large as that in 2015 (22,000 km^2). Both the total discharge and the plume area undergo a strong variability at shorter time scales of a few days as well.

Figure 8C also shows two more characteristics of the plume variability. Firstly, a higher runoff does not ensure a larger river plume area. In 2012, the runoff peak is higher than in 2013, while the plume extension in 2013 is larger. Similarly, although the rainy seasons in 2014 and 2015 are characterized by similar runoffs, the plume area in 2015 is much lower than in 2014. Secondly, there is a time lag between the runoff peak and the peak of the plume area. This lag is also described in Rogowski et al. (2019). Depending on the year, it can be up to 1 month (in 2013). In 2015 and 2016, the plume area is relatively small until July and reaches its peak value rapidly within a few days. In short, both the time lag and plume area do not appear directly correlated to the runoff intensity (i.e., a higher runoff will not necessarily create a larger plume area about 1 month later). Such a variability evidences the fact that river runoff intensity is not the only factor driving the plume size and variability. Wind variability and its impact on the surface circulation and mixing is likely to be another driver, as we show in the next section.

Figure 8C displays as well some interannual variability in both the runoff and the plume area variations. The years 2015–2016 were marked by an intense El Nino event. Generally, El Nino events lead to decreased rainfall, drought and saltwater intrusion in deltas in Vietnam (Sutton et al., 2019). Figure 8C does not evidence a drastic drop in the 2015–2016 runoff with respect to 2014 and 2011. However, the SSS signal in the GOT_NORIV run is significantly different in 2015–2016 with respect to the previous years (Figure 8B): the mean SSS stays above 32 and the seasonal signal is inverted with a maximum SSS in summer. El Nino is likely to influence the coastal circulation, through alteration of wind and air-sea fluxes of freshwater and heat. The specific influence of ENSO on the coastal plume will be investigated in future studies as we focus in this paper on seasonal and shorter time scales.

VARIABILITY OF THE RR PLUME
Spatial Patterns of the Plume
In the previous section, the river plume in GOT has been identified using passive tracers. We have documented the time variations of the total surface area and compared them to the runoff variations. Now, the seasonal variability of the plume spatial patterns is examined using KMA.

Figure 9 shows the spatial distribution of frequency of occurrence of the plume within each of the 4 clusters calculated from the plume area from 2011 to 2016, and the temporal evolution of the clusters, revealing both seasonal and interannual variations. The main variables of interest (SSS, wind, surface current, SSH) are averaged over the period corresponding to each cluster and are shown in Figure 10.

The first cluster usually occurs from October to March and appears on 992 days (45.3%) in 6 years. In this cluster, the plume is very narrow and is mostly confined to the shallow area (depth < 20 m). 75% of the time that the plume occurs,
at 19°N, it extends to 105.8E (∼20 km from the coast) while 25% of the plume extends to 105.85E (∼25 km from the coast) (Figure 9A). If the runoff (or other forcing) undergoes strong fluctuations, the plume area should also vary. In this cluster, the difference between the spatial occupancy of 25% and 75% is small: it means that the forcing condition is relatively stable. The simultaneous occurrence of several conditions can explain the relatively small extent of the plume in this cluster. Firstly, it happens in the lowest runoff period (average discharge over the cluster equal to 2197 m$^3$/s). Secondly, the wind is strong and from the north-east (winter monsoon, Figure 10A), which is downwelling-favorable. At the GOT scale, the mean wind velocity is 6.4 m/s; it is stronger than in any other cluster, even near the coast (it reaches ∼ 5.7 m/s on average inside the red box shown on Figure 10A). The coastal surface current is southward, with a mean speed larger than 20 cm/s between 20.5 and 17.5°N (Figure 10E); consistently with the strong monsoon wind, the current also reaches its largest intensity in cluster 1. All these conditions favor the low salinity (SSS < 30) water to be confined to the coast and to extend southward.

![Figure 9](https://www.frontiersin.org)
all along the coast (Figure 10I). We also observe a cross-shore gradient of SSH with an elevation larger than 5 cm with respect to the basin-averaged SSH (Figure 10M). Here, the coastal current is fed by buoyant river waters which contribute to the geostrophic component of the current. Indeed, in the GOT_NORIV simulation, the surface current in cluster 1 is 10 to 15 cm/s weaker; the SSH is 1 to 4 cm lower (not shown). Similarly, Piton et al. (2021) estimate that the geostrophic contribution to the downcoast surface current reaches up to 60% in December-February.

The second cluster appears on and off throughout the year, with a slightly greater rate of occurrence in April and September (usually before the occurrence of cluster 3 and after the one of cluster 4), and accounts for 518 days (23.6%). It happens mostly in late spring and early winter, i.e., during the seasonal transition of the monsoon. This suggests that cluster 2 represents...
a transition regime for the river plume. In this cluster, the river plume extends both further offshore and further southward compared to cluster 1. 75% of the time, the plume extends to 105.85°E (≈25 km from the coast) while 25% of the time, it extends to 106.6°E (≈40 km from the coast). The low salinity strip defined by the 30 isohaline is about twice as wide as in cluster 1 (Figure 10f). 50% of the time, the plume reaches 18°N, which is the same as in cluster 1, while 25% of the time, it extends as south as 17.1°N (Figure 9B). The higher spatial coverage of the plume area in this cluster can be explained by the higher runoff (4020 m³/s) than in cluster 1 (2197 m³/s). Also, in this cluster, the wind direction is from the southeast, therefore different with respect to cluster 1 (Figure 10B). The wind speed is weak, with a mean speed of 4.3 m/s near the coast (4.7 m/s at the gulf scale). The downwelling effect is relaxed and the light plume water can spread seaward. The coastal current is still flowing southward but is weaker than in cluster 1. As in cluster 1 and cluster 4 (see below), it is locally intensified, around 106.5°E, 18°N. The tidal current is intensified there as well (Supplementary Figure 1), probably because this is an area where the shelf is thinning and the coastline draws a cape. When present, the coastal current may be intensified there, through the same processes as for the tidal current. Another assumption is that interactions between tides and the coastal current occur there and result in an intensification of the local circulation.

The third cluster, which happens primarily in June and July (315 days, 14.4%), has a different shape with respect to clusters 1 and 2 (Figure 9C). In this cluster, the plume is advected northward and seaward. This is also the cluster in which the river plumes from the various rivers are disjoint. It corresponds to the period when the runoff increases with the mean value equal to 4631 m³/s and the summer monsoon wind reaches its strongest intensity. The mean gulf-scale wind speed is 5.7 m/s (5.6 m/s inside the box). It blows northeastward therefore corresponding to upwelling conditions. The surface coastal current is not present anymore south of ≈18.7°N; at 18°N the surface current is oriented seaward, with weak speed (≈10–15 cm/s). North of 18.7°N, the coastal current is reversed, flowing northward, with a weaker speed than in cluster 2 (≈15 cm/s), but locally intensified by the river runoffs. Although the average runoff is larger than for cluster 2, the very low salinity strip (SSS < 25) is smaller than in cluster 2, suggesting that strong mixing is taking place, either vertically due to wind-induced turbulent kinetic energy or horizontally. Figure 9C shows that 5% of the time, the plume reaches the 40 m isobath, and indeed the salinity over this area is decreased with respect to cluster 2, supporting the hypothesis of lateral mixing and/or stirring. The involved processes are assumed to be at daily timescales or shorter (inertial, tidal time scales) and are discussed in section “Variability of the Plume Dynamics at Daily Time Scales.”

The fourth cluster exhibits the largest spatial coverage and occurs mostly in August and September (367 days, 16.7%), that is at the peak of the high runoff season (the mean runoff over this cluster reaches 7336 m³/s). In this cluster, the plume extends the farthest offshore. At 19°N, it can extend to more than 100 km from the coast. 75% of the plume extends to ≈55 km from the coast, while 25% of the plume extends to 100 km from the coast. 5% of the plume can extend as far east as 107.0°N, which is 145 km from the coast (Figure 9D). In this cluster, the mean wind pattern is still upwelling-favorable, i.e., capable of driving the plume offshore (Figure 10D). However, the wind speed is less intense: 4.5 m/s at the gulf scale and 4.0 m/s inside the box only. It is the period with the lowest wind speed and the weakest coastal current; the latest is downcoast again. Its speed does not exceed 10 cm/s (except around 106.5°E, 18°N where it is locally accelerated up to more than 20 cm/s as in clusters 1 and 2, Figure 10F). The plume is surface-advected, which is verified by the analysis of the plume thickness in the next section. The large runoff during the August–September period is responsible for the very low salinity (SSS < 25) simulated along the coast between 21°N and 19.5°N. As for cluster 3, the salinity over the whole shelf in the western half of the GOT is decreased in this cluster, with respect to the previous one, indicating a larger extent of the river water influence than the one formalized by the plume definition that we adopted in section “River Plume in GOT: Identification and Variations of Area.” In other words, even highly diluted in the ocean waters, the river water is still influencing the ocean SSS. The comparison between the reference run and the run without runoff (GOT_NORIV) confirms that the runoff influences the SSS all over the gulf in clusters 2, 3 and 4 (Supplementary Figure 2), with the largest influence in cluster 4 (more than 1 west of 107°N and north of ≈20.5°N). The SSH shows a small elevation between the center of the basin and the Vietnamese coast, consistently with a weak downcoast circulation (Figure 11P). In GOT_NORIV, the SSH east of 107°E is decreased by 1 to 2.5 cm with respect to REF (not shown), while the surface current only differs from the REF run locally and the differences are smaller than for cluster 1 (and to a lesser extent for cluster 2), therefore suggesting a weak contribution of the riverine waters to the circulation in late summer.

We estimate the export of riverine waters by computing the daily fluxes of dye concentration (for the RR and southern rivers) through three sections (Figure 2A). We then average the fluxes over the periods of the cluster to obtain a mean daily flux for each cluster. We found that the highest offshore flux (section 2) occurs in cluster 3 (≈402,000 unit/s), while the largest downcoast flux (section 1) is in cluster 2. Overall the largest exports are across section 1 in clusters 2 (473,532 unit/s) and 4 (431,408 unit/s). The flux across section 3 is much smaller in all the clusters; it is the largest (northward) in cluster 3 (76,000 unit/s).

**Plume Thickness**

We define the plume thickness as the maximum depth at which water is found with a tracer concentration greater than 7 unit/m³. It is computed daily. Figure 11 shows the time evolution of plume thickness and temperature at 5 m along the 19°N section. For the sake of clarity, we show years 2013 and 2014 only, representative of high and low discharge conditions respectively, but similar conclusions would be drawn for the other years (Supplementary Figure 3).

As we have seen in the previous section, from September to March, the plume is narrow and elongated along the coast due to the winter monsoon downwelling winds. During that period the plume is bottom attached, i.e., it is filling the whole water
FIGURE 11 | (A) Plume thickness (m) at 19°N section from 2013 to 2014. Red points indicate the area where the plume is present over the whole depth. (B) Temperature (°C) at 5 m at the same section as (A). (C,D) Tracer concentration over time at two coastal points. The location of the section and the points are shown in panel (E).
column with a thickness of the order of 10 m at 20°N and 15 m at 19°N (Figure 11A). Several factors can explain such a thickness: first the downwelling winds tend to create a convergent flow onshore; secondly the vertical mixing may be enhanced by the bottom-generated turbulence resulting from the strong coastal current (Wiseman and Garvine, 1995). Wiseman and Garvine (1995) also suggest that onshore Ekman flow may result in dense ocean water overriding buoyant plume water, therefore creating instabilities and mixing.

From May on, the monsoon changes to southwesterly wind, driving the plume northward and detaching it from the coast and from the bottom. We observe that events where the plume detaches from the coast at 19°N coincide with the temperature at the coast colder than seaward (Figure 11B). This supports the assumption that the southerly monsoon winds generate a coastal upwelling. The offshore extension of the low-temperature signal is less than 40 km. This summer upwelling was also simulated by Gao et al. (2013) for 2007, and is likely to be responsible for the detachment of the plume from the coast. When detached, the plume thickness increases from ~4 m onshore to about 10 m seaward. Sometimes in May-August, the plume is thickening offshore to 12–15 m (Figure 11A). That deepening may be due to strong winds events that increase the mixing offshore in the upwelling region or to the increase of river discharge.

In mid-August, we observe a strong plume deepening. In 2013, the plume is still attached to the coast, contrary to 2014 (Figure 11A). This difference can be due to two reasons. Firstly, the runoff in 2013 is higher than in 2014. Secondly, the wind in 2014 is stronger than in 2013 (not shown). However, both deepening events appear to be linked with a seasonally recurrent anti-cyclonic eddy developing near 19°N, which is examined in more detail in the next section.

We also look into detail at the temporal evolution of the tracer concentration over the water column at some points near the coast (Figures 11C–E). After a peak discharge in summer, from October until November or December (depending on the year), the tracer is rapidly mixed down to the bottom (~25 m) at a low concentration (3–5 unit/m³). Then, from January to March, the concentration gets close to zero, except for some sporadic events of a few days.

Variability of the Plume Dynamics at Daily Time Scales

The cluster analysis allowed to identify clear seasonal patterns of the plume variability, but the analysis of the plume thickness variability highlighted a strong variability at daily time scales as well. In particular, the plume is observed to spread seaward in spring and summer, which is synonymous of export of fresh water and riverine materials from the coastal zone to the interior of the GOT. Those sporadic events are represented by the 5% of plume occurrence in Figure 9. Figures 12A–C illustrates some of these events for three dates in June 2012. They show that the river waters spread within the whole basin, with a low concentration though. They extend as far east as Hainan coasts. As the forcings (wind, runoff, tides) are also strongly variable, it is not possible to disentangle their respective impacts.

Besides, the plume seems to be shaped by small-scale circulation patterns over the whole shelf, suggesting that mesoscale or submesoscale activity strongly influences the horizontal transport as well as the dilution.

In particular, at 19°N, we observe a recurrent anticyclonic eddy as mentioned in the previous section. Figures 12D,E shows the relative surface vorticity and the plume thickness on 11 and 15 August 2014. The eddy is depicted by the minimum of negative surface vorticity. It appears clearly that the plume is deepening at the center of the eddy, with a difference of thickness reaching 8 m between the edge and the center for instance on 15 August 2014. In our simulation, this eddy generally happens in August, when the wind direction is southwest, which is upwelling-favorable, and the runoff is high. Then, this eddy disappears when the coastal southward current develops again and/or the wind is not favorable anymore. Its lifetime varies from a few days to ~15 days; its diameter is about 50 km, i.e., much larger than the first Rossby radius. There is no mention about such an eddy from the HFR analysis (Rogowski et al., 2019; Tran et al., 2021); the availability and resolution of the HFR measurements may be too limited to depict such a pattern. The formation mechanism of this eddy is unclear. The comparison with GOT_NORIV shows that most of the time, without the river, some vorticity gradients can be depicted, suggesting a weak anticyclonic structure which vanishes on a shorter time scale (for instance in 2013, 6 days in GOT_NORIV instead of 8 days in GOT_REF (Supplementary Figure 4). The anticyclone seems strongly connected to the Lam river plume. Bottom topography may be another forcing factor. Indeed a small island is present at 106°N and is likely to influence the river flow. Both the buoyant Lam river plume and the island may generate instabilities of the coastal flow that could lead to the eddy development.

Impact of Tides

The influence of tides in shaping the far field plume is investigated by comparing the reference simulation GOT_REF with the simulation without tides (GOT_NOTIDE). We first compute the total area of the plume from all the Vietnamese rivers (including the RR). On average, the plume in GOT_REF is 5% larger than in GOT_NOTIDE, with the largest differences found in the high discharge period (not shown). Significant differences (~10%) are observed during the summer of 2011 and 2012, with the plume being larger in the GOT_REF run; over the remaining period, the differences are weaker.

We performed a KMA analysis on the GOT_NOTIDE outputs for 4 clusters; the resulting clusters are very close to the ones from GOT_REF, both in terms of spatial structures and temporal distribution (Supplementary Figure 5). The main differences are found in clusters 3 and 4, that is during the summer monsoon and high runoff period. Without tides, the plume spreads more to the north. In cluster 4, the plume spreads a bit further to the south without tides.

Besides, of equal importance are the tidal effect on vertical mixing (already inside the estuaries) and frontal activities (Guarnieri et al., 2013). The impact of tides on the vertical mixing is investigated by comparing the tracer concentration between
GOT_REF and GOT_NOTIDE (Figure 13). The tidal influence differs depending on the area: along the coast, just north of the mouth (close to \(\sim 21^\circ\)N), it is larger without tides at both surface and bottom (>4 unit/m\(^3\)). Everywhere else, the bottom concentration is larger with tides (>0.5 unit/m\(^3\)). At the surface, the concentration is smaller at the mouths (>4 unit/m\(^3\)) and larger in the plume (0.5–1 unit/m\(^3\)) in the run with tides. Over the shelf, the impact is small; in clusters 3 and 4 we observe a larger surface concentration (>0.5–1 unit/m\(^3\)) in the run without tides at \(\sim 107–108^\circ\)E and \(\sim 20^\circ\)N. These differences are small but significant with regard to the concentrations in GOT_REF: the values are 5–50 unit/m\(^3\) (resp. 1–20 unit/m\(^3\)) in the plume and 0.5–10 unit/m\(^3\) (resp. 0.1–1 unit/m\(^3\)) over the shelf west of 108\(^\circ\)E at surface and at the bottom, respectively.

We interpret the results as follows: tides enhance the vertical mixing, which explains the larger concentration at the bottom in GOT_REF. However, tides also enhance the export of riverine waters offshore at the mouth, hence the slightly larger surface concentration values in GOT_REF in the plume and the smaller concentration close to the mouth. The plume reaches the small coastal area north of the RR mouths only in the absence of tides as mentioned previously, so the surface and bottom concentrations are larger in GOT_NOTIDE.

DISCUSSION

In this section, we summarize our findings, presenting them with paradigms found in the literature on plume dynamics (classification) or on environmental applications (receiving basins).

Classification

Several attempts have been made in the past to classify buoyant coastal runoffs with the objective of deriving general dynamical properties and to compare different plume systems. Garvine (1995) introduced the Kelvin number (K) which is defined as the ratio of the typical cross-shore scale of the buoyant runoff (usually taken as the estuary mouth width) over the local internal Rossby radius. K measures the importance of rotation: for K < 1, the influence of earth rotation on the plume dynamics is not significant and the river outflow forms energetic jets whose direction is controlled by local bathymetry and coastline (Hetland and Hsu, 2013). When K > 1, the Coriolis effect is dominant and the plume flows downcoast forming a coastal current; for large K, the downcoast flow may be insensitive to wind-driven motion in the opposite direction (Wiseman and Garvine, 1995).
FIGURE 13 | (A–D) Maps of mean surface tracer concentration correspond for 4 clusters. (E–H) Difference of surface tracer concentration between GOT_REF and GOT_NOTIDE correspond for 4 clusters. (I–L) Same as (A–D) but at the bottom. (M–P) Same as (E–H) but at the bottom.
FIGURE 14 | The “receiving basins” from different rivers. The “core of the receiving basin” is the area where the plume is present at least 90% of the time (A), the “average receiving basin” is the area where the plume is present at least 50% of the time (B), “the envelop of the receiving basin” is the area where the plume is present at least 10% of the time (C), all in low runoff period. (D–F) Same as (A–C) but in high runoff period. The location of the rivers is indicated by little boxes with the same color as the corresponding receiving basins. Explanation: (R): Red River plume, (S): plume of the rivers south of the RR delta, (N): the rivers north of the RR delta, (R+S): both R and S are present, (R+N): both R and N are present.

Very close to the RR mouths, the internal Rossby radius is between 1.5 and 5 km. Given the typical width of the distributaries mouths in our configuration (from 0.6 to 2.5 km), the Kelvin numbers vary between 0.5 and 1. Therefore in theory, bulges could be formed and the impact of the Coriolis force should be small. Close to the mouth, the currents for each cluster
do not show evidence of bulge formation. The outflow from the Cam river is very much constrained by the bathymetry and coastline. At the Van Uc and Ba Lat mouths, the outflow forms a kind of jet. In clusters 1 and 2, the plume is deflected downcoast and merges into the strong (wind-generated) coastal current (not shown). At the mouth of the Lam river, we identified daily scenes where the outflow has the shape of a bulge with a recirculating current (not shown). There the Kelvin number is estimated around 0.35, so a recurrent bulge might possibly be formed.

However, as in other delta systems, the typical length scale of the plume, and therefore the Kelvin number K, is not defined unambiguously, according to whether one considers the individual mouths or the system created by the merging plumes. Indeed, the plumes of the Red River distributaries (plus the Ma and Yen rivers) interact and merge in all clusters except cluster 3. Therefore, the overall fate of the Red River is likely to be better described by considering the system as a whole, as suggested by the ‘menagerie’ of plumes summarized by Horner-Devine et al. (2015; their Figure 5).

The Receiving Basin of Different Rivers in the GOT

As described in section “Observational Data Sets Used to Evaluate the Simulation,” the introduction of several tracers allows us to follow the pathway of different river systems: Red River, the rivers south of the RR delta (SR) and the rivers north of the RR delta (NR). This information is helpful for many practical purposes and environmental applications (e.g., contaminant dispersion, water quality). Mapping the ‘receiving basin’ of a river is a useful tool to estimate the zone of influence of dissolved or particulate terrestrial inputs, with the aim to design evaluation strategies of the coastal ocean ecological status and to build scenarios for the preservation or restoration of vulnerable areas. This is done, for instance, by Menesguen et al. (2018) in a numerical study to identify the source of eutrophication in the Bay of Biscay and the English Channel and to design a strategy of nutrient load reduction within European institutions directives framework. In this study, we define the “receiving basin” for different rivers from the passive tracer content with the same threshold as defined in section “River Plume in GOT: Identification and Variations of Area” (concentration > 7 unit/m$^3$), but this time we apply it to each river system. The calculation is made for the high runoff/summer monsoon period (July–August–September, hereafter JAS) and for the low runoff/winter monsoon season (December–January–February, hereafter DJF) from 2011 to 2016 (Figure 14). The choice to work with ‘classical’ seasons, and not on the clusters of section “Variability of the RR Plume,” is motivated by the concern to provide maps that can be easily used by the readers of this article. For each season, the “core of the receiving basin” is the area where the plume is present at least 90% of the time, the “average receiving basin” where the plume is present at least 50% of the time, “the envelope of the receiving basin” where the plume is present at least 10% of the time. Figure 14 also shows areas where the cores/averages/envelopes of the receiving basins for two different river systems superimpose.

In the low runoff period (DJF, Figures 14A–C), the receiving basins are very narrow and elongated along the coast. While the envelope of the RR receiving basin can extend to approximately 18.2°N and mix with the plume of SR, its core appears mostly at the river mouths. In all cases, the receiving basins of NR is not detected with this choice of threshold for the tracer concentration (see below).

In the high runoff period (JAS, Figures 14D–F), the envelopes of the receiving basins of RR and SR are connected. South of 19°N, the plumes of RR and SR are fully mixed and their envelopes are indistinguishable. North of 19°N, the eastward extension of the RR envelope exceeds the one of the SR envelope and extends as eastward as 107.5°E. The receiving basin of NR appears north of 21°N but does not connect with the RR one. The average basins show different characteristics than the envelopes: while the SR influence can reach 18.3°N, the RR basin does not extend further south than 19.3°N.

In Figure 14, there is no connection between the RR and NR. However, it does not mean that they do not interact with each other. If we consider a lower threshold to identify the plume (e.g., 3 unit/m$^3$), the envelopes of NR and RR are connected both in low and high discharge periods (not shown). This suggests that the NR waters are strongly and quickly diluted. This also means that depending on the objectives of the study, and therefore on the choice of the tracer concentration threshold, the basins will be connected or not.

As written before, the information about receiving basins can help in case of water quality monitoring or contamination leakage. This analysis leads to 2 concluding remarks. Firstly, the freshwater along the Vietnamese coasts tends to flow southward and to exit the gulf. However, the freshwater from all the rivers tends to dilute to under 7% before it leaves the domain. This means that in case of contaminant leakage, the contaminants tend to mix and affect the gulf’s water quality locally mostly. Secondly, the RR average receiving basin extends further southward and in a wider coastal strip than the SR basin during the low runoff season, while the SR basin extends further southward and further eastward (south of 19.5°N) than the RR basin during the high runoff period (Figures 14B,E). In both cases though, the RR runoff is higher than the SR runoff. These contrasted situations highlight the importance of wind and coastal circulation on shaping the receiving basin and consequently, on the fate of terrestrial inputs depending on their origin (SR or RR rivers systems).

CONCLUSION

We presented a comprehensive study of the plume formed by the waters from the Red River and three nearby rivers in the GOT using numerical simulation, in a realistic high-resolution configuration over the period 2011–2016. Compared to various observational data, the model shows good results. We then compare several methods to identify the river plume in the study area. We found that identification through passive (dye-like) tracers is preferable since it allows to distinguish the runoff influence from the precipitation one and to distinguish
the runoff from different rivers as well. The runoff shows large seasonal and interannual variability. It usually reaches the highest value in August and lowest in February, in phase with the monsoon system. At the surface, the plume area shows similar variations. However, the plume area reaches its peak in September, which is about 1 month later than the peak of runoff.

To identify the main spatial patterns of variability, we apply a clustering method to daily scenes of the model outputs where the plume is defined from the tracer concentration (> 7 arbitrary unit/m³). The cluster analysis identifies the plume regimes and their period of occurrence without having to pre-define these periods as one would do when computing seasonal averages for instance. Besides it allows identifying transition regimes (e.g., cluster 2).

The plume pattern of the first cluster is characteristic of the November–March period: the plume is narrow and contained within the inner shelf (bottom depth < 20 m), due to low runoff and downwelling wind (winter monsoon) with an intense downcoast current. The second pattern is mainly observed in the transition period of the monsoon (April, May, October) and is wider than the first pattern; both the relaxation of the winter monsoon and the weaker coastal current allow the plume to spread further offshore than in cluster 1. The third pattern occurs when the summer monsoon is the strongest and the runoff increases. The wind is upwelling favorable; the plumes are advected northward and detach locally from the coast. It is the only pattern where the plumes from the different rivers are disconnected. The final pattern coincides with the highest runoff period and the summer monsoon relaxation. The plumes are connected again in a pool of low salinity waters with the largest coverage, spreading both offshore and southward. Overall, we found that this hydrological system with multiple source points and a strong seasonal variability of along-shore wind is similar to the one for instance described by Kourafalou et al. (1996) in the Southern Atlantic Bight along the US coast.

The vertical variability of the plume is examined as well. In winter, the plume is usually mixed over the whole water depth. When the summer monsoon arrives at the end of March, the plume starts to detach from the bottom and spreads offshore as a surface buoyant layer. The plume can detach from the coast near 19° N when a coastal upwelling develops. It may deepen offshore also. In particular, the plume is strongly deepened in the middle of August when trapped in a recurrent eddy near 19° N.

The cluster analysis therefore evidenced at least three regimes. In winter regime, the plumes of all the Vietnamese rivers are connected in a well-mixed freshwater strip which is contained to the coast; the downcoast current is likely to act like a barrier preventing exchanges of riverine water and material cross-shore toward the center of the gulf. In early summer, the upwelling winds lead to a reverse circulation, where the plumes are advected northward and slightly offshore; the plumes are partly disconnected from each other. In the late summer regime, the wind relaxes and the large amount of freshwater due to the annual runoff peak spreads at the surface, reaching the maximal offshore and southward extension.

The impact of tides on the shape of the plume has been explored using a dedicated simulation without tides; we found that the general shape of the plume is not significantly influenced by tides, except in the Ha Long Bay area during the high runoff period (clusters 3 and 4). The main forcings of the far-field plume are the wind and basin-scale circulation. However, tides impact the vertical structure of the plume: they enhance the vertical mixing hence the riverine water concentration in the bottom layer. They also lead to a larger export offshore or the riverine water at the surface close to the mouth during the high discharge season. The influence of tides is obviously not limited to the far field; first, tides determine the buoyancy of the river water entering the ocean. Then, in the near and mid-field area, the bottom friction induced by tides is likely to impact the local dynamics and mixing, therefore influencing the plume properties in the far-field as well. An in-depth analysis of the tidal processes, of the tides-river flow interactions and of their impact on the velocity, shear and stratification in the estuaries and at the mouths was beyond the scope of this paper. It will be the topic of a future study aimed at better understanding the shape and dynamics of the outflow in the near and mid fields. The dynamics at the mouth is also highly important for sediment dynamics close to the mouth area.

Small-scale patterns of the coastal circulation, such as the recurrent eddy observed at 19° N in August, are also involved in the dilution and fate of the riverine water in the ocean. Submesoscale features due to instabilities within the plume or at the fronts may also develop and influence the mixing as found in other systems (e.g., Horner-Devine et al., 2015; Ayouche et al., 2021 this issue). Such small-scale processes should be examined in dedicated studies.

At last, this study provides some reference information about the river plume variability, showing in particular the role of the wind. In such a context, ensemble simulations will be useful to assess the sensitivity of our results due to the uncertainty of the forcing conditions (wind and runoff).
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