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\section*{ABSTRACT}
In high-contrast imaging applications, such as the direct imaging of exoplanets, a coronagraph is used to suppress the light from an on-axis star so that a dimmer, off-axis object can be imaged. To maintain a high-contrast dark region in the image, optical aberrations in the instrument must be minimized. The use of phase-contrast-based Zernike Wavefront Sensors (ZWFS) to measure and correct for aberrations has been studied for large segmented aperture telescopes and ZWFS are planned for the coronagraph instrument on the Roman Space Telescope (RST). ZWFS enable subnanometer wavefront sensing precision, but their response is nonlinear. Lyot-based Low-Order Wavefront Sensors (LLOWFS) are an alternative technique, where light rejected from a coronagraph’s Lyot stop is used for linear measurement of small wavefront displacements. Recently, the use of Deep Neural Networks (DNNs) to enable phase retrieval from intensity measurements has been demonstrated in several optical configurations. In a LLOWFS system, the use of DNNs rather than linear regression has been shown to greatly extend the sensor’s usable dynamic range. In this work, we investigate the use of two different types of machine learning algorithms to extend the dynamic range of the ZWFS. We present static and dynamic deep learning architectures for single- and multi-wavelength measurements, respectively. Using simulated ZWFS intensity measurements, we validate the network training technique and present phase reconstruction results. We show an increase in the capture range of the ZWFS sensor by a factor of 3.4 with a single wavelength and 4.5 with four wavelengths.
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\section{1. INTRODUCTION}
Optical instruments for high-contrast imaging of exoplanets require exceptionally small wavefront error in order operate.\textsuperscript{1} In observing systems, error can arise from atmospheric aberrations, deflections of telescope optics, and other mechanical disturbances. These errors are commonly detected and corrected by an adaptive optics (AO) system. The AO system is made up of one or more wavefront sensors (WFS) and an actuator component such as a deformable mirror (DM). The system is used in a closed loop, where phase measurements from the WFS are used to apply corrective displacements to the DM. There are many different wavefront sensor technologies, but the Zernike Wavefront Sensor (ZWFS) has been shown to have optimal sensitivity in the presence of photon noise.\textsuperscript{2}

Zernike Wavefront Sensors (ZWFS) use a focal-plane phase-contrast mask with a small region of phase discontinuity that creates a phase-shifted reference wave. The reference wave interferes with the measured...
wavefront in a re-imaged pupil, converting phase errors into intensity variations that can be measured with a sensor. This technique was pioneered for microscopy of biological samples, but has more recently been refined for use in astronomical telescopes. The sensor’s nonlinear intensity response to phase displacements in the pupil can be analytically modelled and inverted. This method has shown success as a secondary wavefront sensor for calibration of quasi-static errors on the Spectro-Polarimetric High-contrast Exoplanet REsearch (SPHERE) instrument on the Very Large Telescope (VLT). However, the analytical approach breaks down when large unknown wavefront errors are present in the pupil. The range over which the sensor response remains monotonic is $-0.14\lambda$ to $0.36\lambda$. And with large RMS wavefront error, there is significant cross-talk between wavefront sensor pixels. In other words, the intensity in any one pixel in the re-imaged pupil is not solely dependent on the wavefront displacement in the corresponding area of the pupil plane.

The ZWFS has been proposed for use as a low-order wavefront sensors on the next generation of space telescopes. However, in their commissioning phase, space telescopes can be subject to large wavefront errors, which fall outside the capture range of conventional ZWFS methods. One solution is to include additional, high-dynamic-range wavefront sensors as Shack-Hartmann WFS to facilitate coarse alignment. For segmented mirrors such as the James Webb Space Telescope (JWST) primary, a complex multi-stage measurement and alignment procedure is required, involving single-purpose optical elements in the form of the Dispersed Hartmann Sensor. This added complexity poses a problem for space systems, which are very limited in volume, mass, and power available on board. Use of the ZWFS for segment co-phasing has been proposed, potentially simplifying the process, but its use is limited to small wavefront errors unless a more complex stepped phase mask is used, along with precise linear actuation. Extending the usable capture range of the standard ZWFS would simplify telescope alignment.

New processing methods for ZWFS data with a larger dynamic range are needed. The method must accurately retrieve a phase aberration map from intensity information recorded with a detector. This is a type of inverse problem, where the process of optical propagation and intensity measurement must be inverted computationally. More specifically, this is a phase retrieval problem, as occurs in the context of many types of physical systems, e.g. holography, transport-of-intensity equation (TIE), and coherent diffraction imaging (CDI). Iterative reconstruction algorithms have often been used to address phase retrieval, such as the Gerchberg-Saxton-Fienup (GSF) algorithm. Recently, static neural network techniques have been found to be effective for retrieving phase information from measured intensity even when the photon level of the measurement is extremely low. These techniques have also been demonstrated in the context of the Lyot Low-order Wavefront sensor commonly used in high-contrast imaging systems.

In this study, both static and dynamic machine learning algorithms based on Deep Neural Networks (DNNs) are applied to the inverse problem of the ZWFS. Here, a dynamic machine learning algorithm is one which incorporates recurrence of a trainable cell, in contrast to a static neural network which does not use recurrence. The recurrent cell is used to receive multiple inputs along an axis where some dynamics are defined, typically the temporal axis. In this case, we make use of the additional information that can be provided by collecting ZWFS data at multiple wavelengths and implementing recurrence of the network along the wavelength axis. In the following sections, we describe DNN techniques for single- and multi-wavelength ZWFS measurements in the presence of large wavefront aberrations. We evaluate these techniques using simulated ZWFS data. In Sec. 2 we describe the optical model used to generate training and testing data for the neural networks, and in Sec. 3 we describe the DNN methods in detail. Section 4 contains the results of network training and testing, while Sec. 5 focuses on the techniques with the best performance, and compares them to the analytical methods currently in use.

2. OPTICAL MODEL AND SIMULATION

To observe the behavior of the ZWFS in the presence of large wavefront error, and to generate data for the training and testing of neural network methods, a ZWFS system is numerically simulated. The simulation is performed using the Physical Optics Propagation in PYthon (POPPY) library. The optical system shown in Fig. 1 consists of a circular pupil 6 meters in diameter and a focal plane phase-contrast mask. This mask has a circular central area with a diameter of $1.06\lambda/D$ which applies a phase step of $\pi/2$ relative to the rest of the mask. A wavefront with a chosen optical path difference (OPD) error map is provided at the input of the system.
and propagated through the mask to a re-imaged pupil, where the resulting intensity is recorded. We rely on the Matrix Fourier Transform (MFT) method described in\textsuperscript{34} to efficiently perform propagation through the small central feature of the focal plane mask with adequate sampling. The phase mask OPD is set to $\pi/2$ for a center wavelength of 1.0 $\mu$m, but the output intensity is simulated at four wavelengths of at 0.96 $\mu$m, 0.98 $\mu$m, 1.0 $\mu$m, and 1.2 $\mu$m for use in network training.

To provide representative examples of ZWFS response in the presence of wavefront errors, random wavefronts were generated for input into the optical model. The wavefronts were constructed of low-order terms comprising the first 15 Zernike polynomials. The overall wavefront map in polar coordinates $W(\rho, \phi)$ can be given as the sum of the individual Zernike terms $Z_k(\rho, \phi)$ as

$$W(\rho, \phi) = \sum_{k=1}^{K} c_k Z_k(\rho, \phi),$$

(1)

where the terms $Z_k$ are normalized to 1 nm RMS wavefront error, and $c_k$ are the weighting coefficients. The resulting RMS wavefront error across the pupil for a chosen set of $c_k$ can be calculated by

$$E_{\text{RMS}} = \sqrt{\left(W(\rho, \phi)\right)^2} = \sqrt{\sum_{k=1}^{K} c_k^2},$$

(2)

where the over-line notation indicates an average over the polar coordinates $\rho$ and $\phi$ within the limits of the pupil.

For training and testing of the neural network, example wavefronts were generated by drawing values of $c_k$ such that the resulting values of $E_{\text{RMS}}$ are uniformly distributed between 0 and 500 nm. For each of 8000 training examples, 1600 validation examples, and 3000 testing examples, all four wavelengths were simulated.

3. STATIC AND DYNAMIC NEURAL NETWORK TECHNIQUES

The static neural network that we implement for this study is the Phase Extraction Neural Network (PhENN)\textsuperscript{28} as shown in Fig. 2a. It is designed to be a U-net structure\textsuperscript{35} with a convolutional ResNet encoder and decoder.\textsuperscript{36} We find that this particular architecture is helpful for retrieving a phase aberration map on the telescope pupil, shown in Fig. 3, from the intensity measurement recorded on the detector. The network is originally designed to learn a one-to-one correspondence between the input and output; thus we use the network for a single-wavelength application. We also show multi-wavelength reconstructions using this same architecture, for comparison with the dynamic technique described below. Here we do not change the PhENN architecture, but instead augment the input and output datasets by pairing the intensity measurements from multiple wavelengths with a single phase aberration map.
Figure 2. (a) The static neural network is adopted from Sinha et al.,²⁸ and is designed for a single-wavelength input-output relationship. There are four down-residual blocks (DRB), up-residual blocks (URB), and two residual blocks (RB). Dashed lines denote skip connections as an implementation of the U-net architecture. For training in a multi-wavelength application, the input layer receives \( N \) different sensor images \( (g_1, g_2, \ldots, g_N) \), and the same corresponding phase map \( (\phi) \) is replicated \( N \) times. (b) A dynamic neural network is proposed for better performance in the multi-wavelength application. It receives multiple sensor images in separate paths, first encoding them individually with convolutional encoders, and further processing them with bi-directional Gated Recurrent Units (GRUs). Hidden features from each GRU are concatenated. The additive attention block merges them into a single representation \( u \), and the convolutional decoder restores it to the original dimensions to generate a phase map \( \phi \). The convolutional encoder consists of 4 DRBs, and convolutional decoder is composed of 4 URBs and 2 RBs.
To take better advantage of multi-wavelength measurements, we implement a dynamic machine learning algorithm using the concept of the recurrent neural network, which uses recurrent trainable units along an axis corresponding to real-world dynamics, as described in Sec. 1. The recurrent unit is trained to filter out a static feature, in our case the phase aberration map, across the dynamic axis by retaining useful information to reconstruct as close to the ground truth OPD map and forgetting any redundancies between the recurrent instances. Typical RNN applications in imaging and computer vision include video frame prediction, depth map prediction, three-dimensional object reconstruction and segmentation from multi-view images. In this implementation, the recurrence is defined along the wavelength axis as shown in Fig. 2b. By varying the wavelength with four different values (\(\lambda_1, \cdots, \lambda_4\)), we get four intensity patterns (\(g_1, \cdots, g_4\)) each corresponding to a wavelength, which are deeply correlated with each other. The RNN is designed to exploit this correlation among the measurements by using a recurrent unit called Gated Recurrent Unit (GRU). It is a variant of another commonly-used recurrent unit, called Long-Term Short Memory (LSTM), which has more complex computational paths. Despite the comparative simplicity, the GRU does not compromise its performance partly thanks to the reduction of trainable parameters. Additionally, we implement the GRU block in a bi-directional RNN fashion. In this arrangement, the connections between hidden representations are unbiased, matching the unbiased physical relationship between neighboring wavelengths. That is, the information for each wavelength is interpreted in the context of information from both of its neighboring wavelengths, taking full advantage of their physical relationship.

The bi-directional recurrent unit forms the core of our dynamic machine learning algorithm, but a convolutional ResNet encoder and decoder are additionally attached. The former is at the GRU input, to form lower-dimensional representations of the ZWFS images for the GRU to operate on, and the latter to restore the output to the original dimensions of the OPD map. Lastly, there is an additive attention block before the convolutional decoder to merge resulting hidden representations from each GRU into a single estimated OPD map \(u\). The block is defined following the convention in ref. as:

\[
    u = \sum_{n=1}^{N} \alpha_n h_n,  
\]

a weighted sum over hidden representations \(h_n\), which are each the concatenation of forward and backward hidden features \(h_n^+ \) and \(h_n^-\), respectively. The normalized weights \(\alpha_n\) are calculated from attention scores \(e_n\), as

\[
    e_n = \tanh (W_e h_n), \\
    \alpha_n = \text{softmax} (e_n) = \frac{\exp(e_n)}{\sum_{n=1}^{N} \exp(e_n)}, \\
    n = 1, 2, \ldots, N (= 4).  
\]

The resulting output is effectively the expected hidden feature, in this case an encoding of the correct OPD map, incorporating information from each recurrent unit.

4. RESULTS

In Fig. 4, we show results of the reconstruction for a single example wavefront from the testing dataset. The reconstructed wavefront for each of the reconstruction methods is shown. OPD is given in units of \(\mu m\) for a center wavelength of 1 \(\mu m\) We see that for the all methods tested, the reconstructed wavefront is substantially similar to the true OPD map. For the RNN method, the reconstruction improves as more wavelengths are added, but this is not the case for PhENN. The areas of highest error correspond to those with the largest initial OPD, especially the areas at the edges of the pupil, where edge-effects may also contribute to error.

It is desirable to assess and compare the performance of each method across all 3000 test examples. One useful metric that we can apply is the RMS wavefront error of the phase aberration after subtracting the estimate from the true wavefront OPD map. This corresponds to the residual error that would be present after a single
Figure 3. Comparison of reconstructions for a single example wavefront using both the PhENN and RNN methods with different numbers of wavelength samples. The top two rows show the reconstructed wavefronts, while the bottom show the residual after subtracting the true OPD map.

iteration of a well-calibrated AO control system. We can define this residual RMS wavefront error similarly to $E_{\text{RMS}}$ in Eq. 2:

$$E_{\text{res \ RMS}} = \sqrt{\left( W(\rho, \phi) - \hat{W}(\rho, \phi) \right)^2}.$$  \hspace{1cm} (5)

We also utilize the Pearson correlation coefficient (PCC), which is a measure of linear correlation between the true and estimated wavefront maps. In Fig. 4 we show the values of both of these metrics for both the PhENN and RNN methods, with each number of wavelengths. We see that when using a single ZWFS image for training, PhENN performs better, but significant performance increases are realized when using the RNN to incorporate images taken at multiple wavelengths. No appreciable improvement in wavefront estimation is obtained by using images at multiple wavelengths with PhENN.

5. DISCUSSION

In this section we discuss the performance of two selected methods and compare them to the second-order analytical approximation described by N’Diaye et al.\textsuperscript{5} The chosen methods are PhENN with a single wavelength and the RNN with 4 wavelengths. We again use the residual RMS wavefront error $E^\text{res \ RMS}_{\text{RMS}}$, but here we examine
Figure 4. Each data point in this figure shows the mean ± s.e.m. (95% confidence interval, \( P < 0.05 \)) of 400 test pairs. Figure (left) shows the PCC over a different number of wavelengths considered during the training and testing, and Fig. (right) shows the RMSE in \( \mu \text{m} \).

Figure 5. Comparison of overall residual wavefront error after subtracting estimates using three selected methods: the RNN using four wavelength images, the PhENN using a single image, and the existing 2nd-order analytical approach, which uses a single image. In both plots, the solid lines mark mean performance and the shaded areas show the 20-80 percentile performance. (a) shows RMS reconstruction error, while (b) shows error normalized by the initial RMS error of the wavefront. The horizontal dotted line indicates 50% error reduction, and the corresponding vertical lines show the dynamic range for each method. The DNN based approaches are seen to greatly exceed performance of the traditional method for large wavefront errors.

the relationship between this estimation error for each example and the value of the initial RMS wavefront error \( E_{\text{RMS}} \), as shown in Fig. 5. In Fig. 5a we see the mean value of \( E_{\text{RMS}}^{\text{res}} \) binned by \( E_{\text{RMS}} \) for each of the three methods. Figure 5b, plots a normalized residual RMS error \( E_{\text{RMS}}^{\text{res}}/E_{\text{RMS}} \). We see that the two DNN-based methods exceed the performance of the semi-analytical method, except for cases with small wavefront error where the semi-analytical method has previously been demonstrated to be accurate. For the purposes of this analysis, we define the dynamic range of the sensor as the maximum initial \( E_{\text{RMS}} \) for which \( E_{\text{RMS}}^{\text{res}} \) is less than half that value. This represents a condition for likely convergence in a closed loop. Defined as such, the dynamic
range is 110 nm for the analytical method, 370 nm for PhENN with one wavelength, and 490 nm (roughly the entire range of test data) for the RNN with four wavelengths. PhENN therefore extends the dynamic range of the ZWFS by a factor of $\sim 3.4$, and the RNN by a factor of $\sim 4.5$. Training the network with a wider range of examples could extend the dynamic range even further.

We see that the performance characteristics of the DNN methods are complementary to the second-order analytical method. The DNN methods trained here on data from a wide range of wavefront conditions have a limit to their absolute error performance, and so perform poorly for weakly aberrated wavefronts in terms of normalized error. In contrast, the analytical approximation method becomes more accurate as the wavefront error becomes smaller. It is therefore likely that a bi-modal system incorporating both of these methods could be used in a closed loop AO system to reduce wavefront error to the noise limits of the analytical method. Future work is necessary to assess the closed-loop stability of such a system.

This study relies on simulated data, and the techniques described must still be validated on a physical ZWFS system. We note the practical considerations in applying deep techniques to a physical system, namely that a large amount of training data is required. This would necessitate the application of known wavefront errors to the system and recording of the resulting ZWFS images. The generation of training data in this way is likely to be time-consuming, but could be sped up by leveraging transfer learning techniques where the network is first trained on simulated data and then fine-tuned on a smaller amount of real-world data.\[52\]
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