Measurement induced entanglement transition in two dimensional shallow circuit
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We prepare two dimensional states generated by shallow circuits composed of (1) one layer of two-qubit CZ gate or (2) a few layers of two-qubit random Clifford gate. After measuring all of the bulk qubits, we study the entanglement structure of the remaining qubits on the one dimensional boundary. In the first model, we observe that the competition between the bulk X and Z measurements can lead to an entanglement phase transition between an entangled volume law phase and a disentangled area law phase. We numerically evaluate the critical exponents and generalize this idea to other qudit systems with local Hilbert space dimension larger than 2. In the second model, we observe the entanglement transition by varying the density of the two-qubit gate in each layer. We give an interpretation of this transition in terms of random bond Ising model in a similar shallow circuit composed of random Haar gates.

1. INTRODUCTION

Quantum entanglement is essential to many-body quantum physics and quantum information processing. An entangled state can be prepared through a quantum circuit. By applying a series of unitary gates on an array of qubits, we can realize useful quantum states for different computational purposes. For instance, quantum approximate optimization algorithm (QAOA) makes use of two types of unitaries to construct non-trivial quantum states that produce approximate solutions of combinatorial optimization problems. Another important class of models is the random circuits with local two-qubit gates, which can efficiently approximate the pseudo-randomness of a Haar circuit in a polynomial depth. These random circuits are important for many sampling tasks in quantum computing and can be used to demonstrate the quantum supremacy. Recently, researchers also consider unitary circuit interspersed with non-unitary measurement gates. Such type of hybrid circuit effectively describes a monitored quantum dynamics. It is shown that in this model, there is a generic entanglement phase transition from a highly entangled volume law phase to a disentangled area law phase by tuning the measurement rate. The non-unitary circuit significantly enriches the family of the dynamically generated quantum phases. Much progress has been made by using the repeated measurements to protect critical phases or symmetrically/topologically non-trivial phases in quantum dynamics.

Alternatively, we can generate various entangled states by merely performing local measurements on the resource states. In this protocol, although the measured qubits are disentangled with the system, the remaining qubits can become more entangled with each other after a measurement. One important example is the measurement based quantum computing, in which the computation is realized by performing local measurement on an initially prepared resource state. A massive overhead is required in this approach, since all of the measured qubits are discarded after the computation. Another example is the tensor network, which is an efficient numerical tool for representing non-trivial many-body states and simulating quantum circuits. In this approach, an entangled quantum state is constructed by contracting elementary tensors. Such contractions can be effectively treated as local measurements.

There has been a growing interest in the tensor networks in the past few years. Among all these developments, the random tensor network has drawn much attention due to its application in quantum gravity and quantum information. For example, consider a two dimensional (2d) tensor network in which each random tensor is a gaussian random states. By contracting these tensors in the 2d bulk, a one dimensional boundary state can be generated. When the bond dimension of each tensor goes to infinity, the entanglement entropy of the boundary state saturates to the minimal cut formula and provides a nice geometric demonstration of the holographic duality. Decreasing the bond dimension suppresses the entanglement and when $q < q_c$, the boundary state is in the disentangled area law phase. Recently, this problem has been revisited in the random stabilizer tensor network defined on the rectangular lattice, where large-scale numerical simulation confirms the existence of an entanglement transition by tuning $q$. Besides this transition, it is discovered that when this tensor network is further subject to single qudit bulk measurement, there exists a continuous entanglement phase transition by varying the measurement rate, akin to the measurement induced phase transition in the hybrid circuit.

The discovery of this continuous transition motivates us to ask the following question: For a 2d wave function, after performing measurement for the bulk degrees of freedom, can the remaining 1d boundary state have interesting entanglement structure? In particular, by tuning some parameters in the bulk, can the boundary state undergo an entanglement phase transition? In this paper, we will show that the answer is yes in a few circuit models. Instead of constructing 2d tensor network, we directly prepare a 2d state generated by a shallow circuit. Although this 2d state is area law entangled, the measurement in the bulk can potentially induce an entan-
glement transition on the boundary. We consider shallow circuit composed of one layer of controlled phase gates. For every qudit in the bulk, we perform $X$ measurement with probability $p_x$ and $Z$ measurement with probability $1-p_x$. Since $X$ measurement tends to entangle the neighboring qudits and $Z$ measurement disentangles its neighbors, increasing $p_x$ can induce an entanglement phase transition from the area law entangled state to the volume law entangled state for the boundary state. We numerically compute this transition by using the stabilizer formalism and extract critical exponents around the critical points. We further consider a shallow circuit composed of a few layers of random two-qubit Clifford gates. We find that by varying the density of two-qubit gates in each layer, there also exists an entanglement phase transition for the post-measurement boundary state. To understand this phase transition, we consider a similar shallow circuit composed of random Haar gates. We argue that in the replicated Hilbert space, this transition (at least at large local Hilbert space dimension limit) can be mapped to an order-disorder phase transition in the random bond Ising model. In the above analysis, the circuit depth needs to be shallow, otherwise the measurement in the bulk qudits may not be able to affect the scaling of the entanglement of the boundary qudits. From the computational complexity perspective, a similar entanglement phase transition in the random shallow circuit has been studied in Refs. 27 and 28.

The rest of this paper is organized as follows: In Sec. 2, we first consider the graph state generated by one layer of CZ gates. We study the measurement induced entanglement phase transition in the 1d boundary state and then generalize this idea to qudit case. In Sec. 3, we study the boundary entanglement phase transition in shallow circuit composed of random Clifford gate. We give an interpretation of this transition by considering a similar random Haar circuit in Sec. 4. We conclude the main results and discuss possible future research direction in Sec. 5.

2. MEASUREMENT INDUCED ENTANGLEMENT TRANSITION IN THE GRAPH STATE

In this section, we consider 2d graph state generated by one layer of CZ gates. We first consider qubit systems and then generalize to qudit systems. In both cases, we perform single qubit/qudit measurements for the bulk of the graph state and study the possible entanglement phase transition for the 1d boundary qubits/qudits.

2.1. Qubit graph state

2.1.1. Review of stabilizer formalism

An N-qubit stabilizer state can be defined as the simultaneous eigenstate of $N$ commuting and independent Pauli string operators with eigenvalue $+1$. These Pauli strings form the generators of the stabilizer group and completely define the wave function $|\psi\rangle$. Since each Pauli string $P_a$ can be written as $\prod_{i=1}^{N} X_i^{a_i} Z_i^{b_i}$ with $a_i, b_i = 0$ or $1$, the information of the entire wave function can be conveniently stored in a $N \times 2N$ binary matrix $T = [T_X, T_Z]$, where $T_X$ and $T_Z$ are both square $N \times N$ matrices. In this stabilizer tableau $T$, the $n$th row of $T_X$ and $T_Z$ encode the information of $\{a_i^n\}$ and $\{b_i^n\}$ respectively. For a stabilizer state evolved under the Clifford gates, its stabilizer generators will be transformed into a new set of Pauli strings with the $T$ matrix updated accordingly. The stabilizer formalism provides a very efficient method for simulating Clifford dynamics and analyzing properties of the stabilizer state on the classical computer. In particular, for the stabilizer state, the Rényi entanglement entropy $S_A = \frac{1}{1-n} \log_2 Tr \rho_A^n$ of the subsystem $A$ obeys the form

$$S_A = \text{rank}_2(T_A) - N_A$$

where $\text{rank}_2(T_A)$ is the binary rank for the truncated stabilizer tableau $T_A$ in the subsystem $A$. Notice that in the stabilizer state, $S_A$ is independent of the Rényi index $n$.

In the stabilizer state, there is a subset of wave functions in which $T_X$ is an identity matrix. Since all of the stabilizers commute with each other, $T_Z$ is required to be a binary symmetric square matrix, which is also an adjacency matrix for an undirected graph. For this reason, this subset of wave function is denoted as the graph state. The graph state can be generated by first preparing a state with all the qudits polarized in the $x$ direction, i.e.,

$$|\psi_0\rangle = |+\rangle^\otimes |V|$$

where the qudits are living on the vertices $V$ of the graph $G$. In $|\psi_0\rangle$, the stabilizer tableau has $T_X$ as an identity matrix and $T_Z$ as a zero matrix. We then apply two-qubit Controlled-Z (CZ) gate (defined in the computational $Z$ basis)

$$\text{CZ} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

along the edges $E$ of the graph $G$ to construct the graph state. For the CZ gate applied on two qudits pair $(n,m) \in E$, we have $P_m = X_m \rightarrow X_m Z_n$ and $P_n = X_n \rightarrow X_n Z_m$. As a consequence, the stabilizer
generators of such graph state are given by
\[ P_n = X_n \prod_{m|(n,m)\in E} Z_m. \] (4)

The \( T_Z \) matrix is the adjacency matrix for the graph \( G = (V,E) \) with \( T_{2}^m = 1 \) if \((n,m) \in E \) and \( T_{2}^m = 0 \) if \((n,m) \notin E \). For a graph state bipartitioning into \( \mathcal{A} \) and \( \mathcal{X} \) with
\[ T_Z = \begin{pmatrix} T_Z^{\mathcal{A}\mathcal{A}} & T_Z^{\mathcal{A}\mathcal{X}} \\ T_Z^{\mathcal{X}\mathcal{A}} & T_Z^{\mathcal{X}\mathcal{X}} \end{pmatrix}, \] (5)
the entanglement entropy for subsystem \( \mathcal{A} \) is\(^{32}\)
\[ S_\mathcal{A} = \text{rank}_2(T_Z^{\mathcal{A}\mathcal{X}}), \] (6)
which also characterizes the connectivity between \( \mathcal{A} \) and \( \mathcal{X} \) in the corresponding graph.

### 2.1.2. Entanglement transition

We take an initial stabilizer state defined in Eq.(2) on the rectangular lattice with the qubits living on the vertices. We then apply a layer of CZ gates along all of the edges between neighboring vertices. Since CZ gates are diagonal in the computational Z basis and commute with each other, we can apply all of them instantaneously on \( |\psi\rangle \) and generate a rectangular graph state. We perform project measurement for the bulk qubits in the Z or X directions and decouple them from the system. The rest of the qubits on the boundary is still a stabilizer state.

Before exploring the entanglement scaling of the post-measurement stabilizer state, we analyze the effect of the Pauli X/Z measurements by considering an instance of a six-qubit graph state described in Fig. 1 (a). For a graph state, the Pauli Z measurement at \( i \)th site simply decouple this qubit by removing the edges connecting this site. As shown in Fig. 1(b), the Z measurement at the 2nd site removes the edges between this site and 1st, 3rd, 4th and 5th sites. In contrast, the X measurement can generate new edges between its neighbors and therefore potentially induce the entanglement between them. In the example described in Fig. 1(c), after X measurement, the nonzero mutual information is induced between pairs (3, 6) and (4, 5).

With the rules established in the above illustrative example, we now consider the many-qubit graph state defined on the \( L_x \times L_y \) rectangular lattice with periodic boundary condition along the \( x \) direction (See Fig. 2). We measure all of the qubits except the ones in the top boundary. For each of these measured sites, we randomly choose X measurement with probability \( p_x \) and Z measurement with probability \( 1 - p_x \). In the limit \( p_x = 0 \), the Z measurement simply removes all the edges connecting the measured qubits and the top boundary is a 1d graph state where each site is only connected with two neighboring sites. Such state has \( S_\mathcal{A} = 2 \) for a single interval subsystem. On the other hand, when \( p_x \to 1 \), the X measurement in the bulk qubits can generate edges between its neighbors as demonstrated in Fig. 1(c). As we increase \( L_y \), both the number and length of these edges grow which further leads to the growth of the entanglement entropy in the top boundary. As shown in Fig. 3, the entanglement entropy grows linearly in \( L_y \) when \( p_x \) is very close to 1. The periodic oscillation behavior observed at \( p_x = 1 \) is a special property of the qubit graph state with only X measurement. This behavior disappears for the “random qudit graph state” with \( q \geq 3 \), where \( S_\mathcal{A} \) saturates to a maximally entangled state when \( L_y = L_x/4 \) and remains highly entangled when we further increase \( L_y \) (The graph state with \( q \geq 3 \) will be discussed in Sec. 2.2). For the qubit graph state, if we take \( p_x \) slightly smaller than 1, the periodic oscillation of \( S_\mathcal{A} \) is also gone. The fluctuation with \( p_x = 0.99 \) observed in Fig. 3 is smeared out when we consider sample average.

![Figure 1](image1.png)

*Figure 1. Three examples of 6 qubits graph state, where the CZ gates are applied along these bonds. Performing Z measurement on the 2nd qubit in (a) removes the bonds connecting this qubit with the rest of qubits and leads to the graph state in (b). (c) is the resulting graph state of performing X measurement on the 2nd qubit followed by applying single qubit Hadamard (H) rotation on the 1st qubit. Compared with the graph in (b), we have new bonds between (1,3), (1,5) and (4,5) while the bond between (3,4) disappears.*

![Figure 2](image2.png)

*Figure 2. The schematics for the \( L_x \times L_y \) rectangular lattice with periodic boundary condition along the \( x \) direction. The qubits are living on the vertices of the lattice. The red dots are for the measured qubits and the blue dots are for the un-measured qubits. The orange shaded area denotes the subsystem \( \mathcal{A} \) at the top boundary.*

The above analysis indicates that \( L_y \) could be treated as an effective “time” direction and the entire 2d graph
state subject to Pauli measurements is similar to a 1+1d hybrid circuit dynamics in which the unitary dynamics is interspersed by the local measurement. To efficiently perform the simulation, we do map this 2d problem to a 1+1d dynamics problem. This idea is inspired by the Ref. 27 where the authors developed a generic algorithm for the output sampling in the shallow circuit with the circuit depth smaller than a critical value. In the stabilizer state, such algorithm allows us to perform large scale simulation, especially with very large $L_y$. The detail of this algorithm is explained in the App. B.

In the graph state, the Z measurement breaks the edges while X can create new edges. The competition between the bulk X and Z measurements can lead to an entanglement phase transition for the 1d boundary state. We compute the “steady state” entanglement entropy for the top boundary shown in Fig. 2 with large $L_y$. Numerically, we take $L_y \geq L_x$ which is large enough for $S_A$ of the top boundary to saturate. We observe that there exists an entanglement phase transition by tuning $p_x$. When $p_x < p_x^c = 0.95$, $S_A$ is a finite constant independent of the subsystem size. On the other hand, when $p_x^c < p_x < 1$, $S_A$ satisfies volume law scaling. The numerical results are presented in Fig. 4, where we fix the ratio between the subsystem length $L_A$ and $L_x$ to be 1/4 and plot $S_A$ as a function of $L_x$.

At the critical point $p_x^c = 0.95$, we find that $S_A$ has a logarithmic scaling with the subsystem size $L_A$, the same as that for the steady state of the 1+1d hybrid circuit at the critical point. For the periodic boundary condition, we have

$$S_A = 2\alpha \log \left[ \frac{L_x}{\pi} \sin \left( \frac{\pi L_A}{L_x} \right) \right]$$  \hspace{1cm} (7)

where $\alpha = 3.27$ (See Fig. 5). This result is also consistent with Fig. 4, where we observe that $S_A = 2\alpha \log L_x + \cdots$ when the ratio $L_A/L_x$ is fixed.

Besides this result, below we also analyze a few other quantities developed in the 1+1d hybrid circuit in Ref. 33–35 to characterize the critical behaviors at $p_x^c$. We first compute the mutual information between two subsystems $A$ and $B$ defined as

$$I_{AB} = S_A + S_B - S_{AB}.$$  \hspace{1cm} (8)

Here $A$ and $B$ are two disjoint intervals with $A = [x_1, x_2]$ and $B = [x_3, x_4]$ shown in Fig. 6. The locations of these four points are randomly chosen on the top boundary. At $p_x^c$, we observe that for the steady state, $I_{AB}$ is a function of cross ratio and does not explicitly depend on $x_i$. This result is presented in Fig. 7, where all the data points fall on a single curve. Here the cross ratio $\eta$ is defined as

$$\eta = \frac{x_{12}x_{34}}{x_{13}x_{24}}, \quad \text{with} \quad x_{ij} = \frac{L_x}{\pi} \sin \left( \frac{\pi}{L_x} |x_i - x_j| \right).$$  \hspace{1cm} (9)

In particular, we observe that when $\eta \ll 1$, $I_{AB} \sim \eta^\Delta$ with $\Delta \approx 1$. This result indicates that for two small distant regimes, $I_{AB} \sim 1/r^2$, where $r$ is the separation between these two regimes.

In addition, we study $S_A$ as a function of $L_y$ when $L_y \ll L_x$ and we observe that $S_A$ grows logarithmically in $L_y$ with the coefficient as $2\alpha$ (See Fig. 5). This behavior is also observed at the critical point of the 1+1d hybrid circuit with 2d conformal symmetry.

Finally, we consider the geometry described in Fig. 8, where there are qubits at both the top and bottom boundaries left un-measured. We compute the entanglement between the top and bottom boundaries $S_{\text{top}}$ as
Figure 5. Entanglement entropy scaling at critical point \( p_c \). Blue dots: \( S_A \) vs \( \log(\sin(\pi L_A/L_x)) \). The system size is fixed with \( L_x = L_y = 256 \). This value of \( L_y \) is large enough for the top boundary to saturate to the steady state. Black dots: \( S_A \) grows linearly in \( \log L_y \) when \( L_y \ll L_x \). Here we take \( L_A = L_x/2 = 256 \).

Figure 6. The schematics for two randomly chosen area \( A = [x_1, x_2] \) and \( B = [x_3, x_4] \) (orange shaded areas) in the top boundary.

Figure 7. The mutual information \( I_{AB} \) of two randomly chosen disjoint areas \( A = [x_1, x_2] \), \( B = [x_3, x_4] \) as a function of cross ratio \( \eta \) at critical point \( p_c = 0.95 \) with system size \( L_x = L_y = 256 \).

Figure 8. The schematics for the cylinder in which both top and bottom qubits are un-measured (blue dots). In this setup, we are interested in the entanglement entropy between the top boundary (orange shaded area) and bottom boundary (blue shaded area) as a function of \( L_y \).

rate \( \lambda \) is a function of \( L_y \) and we observe that it decays exponentially fast in Fig. 9. In particular, the decay rate is a finite constant independent of \( L_x \), indicating that the top boundary takes \( \log L_x \) time to purify. Such fast decay behavior is distinct from the purification dynamics observed in 1+1d hybrid circuit, where \( S_{\text{Top}} \) is a scaling function \( g(L_x/L_y) \) at the critical point\(^{7,34} \). Furthermore, we also study \( S_{\text{Top}} \) in the volume law phase with \( p_x > p_c^x \) and we observe that it also decays exponentially in \( L_y \), i.e.,

\[
S_{\text{Top}}/L_x \propto \exp(-\lambda L_y)
\]

as shown in Fig. 10. Different from \( p_x = p_c^x \), the decay

2.2. Random qudit graph state

In this section, we generalize the above idea to the random qudit graph state. We first briefly review the properties of qudit stabilizer state and then investigate the entanglement phase transition in the random qudit graph state by varying the measurement directions of the
2.2.1. Summary of qudit stabilizer state

Qudit, similar to qubit, defines a $q$-dimensional Hilbert space spanned by a set of orthonormal basis $B_q = \{ |j\rangle, j \in \mathbb{Z}_q \}$. Generalized qudit Pauli operators are defined as follows

$$Z_q = \sum_{\mu=0}^{q-1} \omega_q^{\mu} |\mu\rangle \langle \mu|, \quad X_q = \sum_{\mu=0}^{q-1} |\mu + 1\rangle \langle \mu|, \quad (11)$$

where $\omega_q = e^{2\pi i/q}$ is the $q$-root of unity. The extended commutation relation is

$$Z_qX_q = \omega_qX_qZ_q. \quad (12)$$

From now on, we omit the $q$ index for brevity. The qudit Pauli group is $P \cong \langle X, Z \rangle$, and the $N$-qudit Pauli group is generated by the $X$ and $Z$ operators of each qudit,

$$P^\otimes N \cong \langle X_1, X_2, \ldots, X_N, Z_1, Z_2, \ldots, Z_N \rangle. \quad (13)$$

A group element $p_n \in P^\otimes N_q$ can thus be written as

$$p_n = \omega^{c_n} \prod_{i=1}^{N} X_i^{a_i^n} Z_i^{b_i^n} \quad (14)$$

where $a_i^n, b_i^n, c_n \in \mathbb{Z}_q$. When $q$ is a prime number larger than 2, we can define a qudit stabilizer group $S \subset P^\otimes N_q$, which is generated by $N$ commuting and independent generalized Pauli string operators $S_n$. They uniquely define a stabilizer state $|\psi\rangle$ satisfying $S_n|\psi\rangle = |\psi\rangle$. As a
consequence, the full information of $|\psi\rangle$ can be conveniently stored in the stabilizer tableau which is a $N \times 2N$ matrix

$$T_q = [T^X_q, T^Z_q]$$ (15)

over finite field $q$. The $n$th row of $T^X_q$ and $T^Z_q$ describe $\{a^n\}$ and $\{b^n\}$ of $S_n$. For such a stabilizer state, the entanglement entropy of a subsystem $A$ with $N_A$ qudits takes the form

$$S_A = \text{rank}_q(T_A) - N_A,$$ (16)

where $T_A$ is the truncated stabilizer tableau of subsystem $A$, $N_A$ is the number of qudits in subsystem $A$, and rank$_q$ denotes the rank over finite field $q$. The derivation of this result can be found in App. A$^{36}$.

We define the controlled gate in qudit system, in a similar way to the controlled qubit gates. For example, the qudit Controlled-Phase (CP) gate operating on qudit $i$ and $j$ is defined as

$$CP_{ij} = \sum_{\mu=0}^{q-1} |\mu\rangle_i \langle \mu| \otimes Z^\mu_j = \sum_{\mu=0}^{q-1} \omega^{\mu\nu} |\mu\rangle_i \langle \nu| \otimes |\nu\rangle_j \langle \nu|.$$ (17)

When it operates conjugately on $X_i/Z_i \otimes I_j$, we have

$$(CP_{ij})_{Z_i}^a I_j (CP_{ij})_{Z_i}^b = Z_i \otimes I_j$$

$$CP_{ij} X_i Z_j (CP_{ij})^\dagger = X_i \otimes Z_j.$$ (18)

Repeatedly applying $CP_{ij}$ gives

$$(CP_{ij})^k X_i \otimes I_j \left[(CP_{ij})^\dagger\right]^k = X_i \otimes Z_j^k.$$ (19)

On $n$th qudit, there is a set of projection operators $P_n^λ$ with $λ \in \mathbb{Z}_q$ with $λ \in \mathbb{Z}_q$ for stabilizer $O_n = X_n^a Z_n^b$ with $a, b \in \mathbb{Z}_q$. We use the projector as the measurement, and the post-measurement state is another stabilizer state.

Qudit graph state, similar to qubit graph state, is also defined on a graph $G = \{V,E\}$, where qudits of local dimension $q$ live on vertices $V$. Starting from an initial state $|\psi\rangle = |+q\rangle_{[V]}$ with $X_q|+q\rangle = |+q\rangle$, we apply CP gates to any pair of qudits $a, b \in V$ connected by edge $(i,j) \in E$. Different from $q = 2$ graph state, $(CP_{ij}) \cong \mathbb{Z}_q$, meaning that we can define the weight $\omega_{ij} \in \mathbb{Z}_q$ on edge $(a,b) \in E$ by applying $CP_{ij} \omega_{ij}$ times. As shown in Eq.(19), $CP_{ij}^\dagger : X_i \otimes I_j \rightarrow X_i \otimes Z_j^\omega_{ij}$. The $n$th generator of the qudit stabilizer group is thus

$$P_n = X_n \prod_{(m,n) \in E} Z_m^{w_{mn}}, \quad w_{mn} \in \mathbb{Z}_q.$$ (21)

The tableau representation of the stabilizer group $T_q = [T^X_q, T^Z_q]$ then takes the form $T^X_q = I$ and $T^Z_q = T_w^G$, where $T^G_w$ denotes the weighted adjacency matrix of graph $G = \{V,E\}$ with weights $w_{mn} \in \mathbb{Z}_q$ assigned to each $(m,n) \in E$.

$$T^G_w = \begin{cases} w_{mn} & (m,n) \in E \\ 0 & \text{otherwise} \end{cases}.$$ (22)

Noting that $CP_{mn} = CP_{nm}$, we have $w_{mn} = w_{nm}$, meaning that $T^G_w = (T^G_w)^T$.

The entanglement entropy of subsystem $A \subset G$ is

$$S_A = \text{rank}_q(T^A_A \mathbb{T})$$ (23)

where $A = V \setminus A$, rank$_q$ is the rank over finite field $q$, and $T^A_A \mathbb{T}$ is defined as a submatrix of $T^G_w$ shown below

$$T^G_w = \left(\begin{array}{ccc} T^A_A & T^A_{AT} \vline & T^A_T \end{array}\right).$$ (24)

2.2.2. Entanglement transition in the qudit random graph state

We consider the same geometry as the qubit system, shown in Fig. 2, with randomly assigned weights $1 \leq w_{ij} \leq q - 1$ to each edge $(i,j) \in E \subset G$. On this random qudit graph state, random qudit-X/Z measurements are performed in the bulk while qudits on the top surface are left un-measured. The probability of conducting $X$ measurement is denoted as $p_x$, whereas for $Z$ measurement the probability is $1 - p_x$. Similar to the qubit case, $X$ measurement tends to create new edges while $Z$ breaks the edges between the neighbors. The competition between them can lead to an entanglement phase transition.

For a qudit system with $q = 3$, the entanglement phase transition is observed when tuning $p_x$. In Fig.12, we fix the ratio of $L_A/L_x = 1/4$ and change the system size. When $p_x < p_x^c = 0.93$, $S_A$ saturates to a finite constant independent of system size, while at $p_x > p_x^c$, $S_A \sim L_x$.

At critical point $p_x^c = 0.93$, $S_A$ scales logarithmically to the system size. More precisely, it satisfies Eq.(7) with $α = 3.45$. This result is shown as blue dots in Fig. 13. Moreover, we calculate the entanglement entropy $S_A$ of half system with $L_A = L_x/2$ as a function of $L_y$. We find that $S_A$ grows linearly with $\log L_y$, the slope of which equals $2β = 6.89$. The result is shown as black dots in Fig. 13.

We also investigate the mutual information $I_{AB}$ as a function of cross ratio $η$ of two randomly chosen disjoint intervals $A = [x_1, x_2]$ and $B = [x_3, x_4]$ on the top surface as shown in Fig. 6. At critical point $p_x = 0.93$, $I_{AB} \sim η^\Delta$ with $Δ = 1.33$ as shown in Fig. 14.

For the purification dynamics, we use the same set up shown in Fig. 8. At the critical point, we find that the entanglement entropy decay exponentially as it is in the qubit system. The numerical result is shown in Fig. 15.
Figure 12. Qudit $q = 3$ steady state entanglement entropy $S_A$ for various $p_x$. Here we take the square lattice system with $L_x = L_y = L$ and fix the ratio $L_A/L = 1/4$. We plot $S_A$ as a function of $L$.

Figure 13. Entanglement entropy growth of qudit $q = 3$ system at critical point $p_x^c = 0.93$. Blue dots: $S_A$ vs. log($\sin(\pi L_A/L_x)$), where the system size is fixed as $L_x = L_y = 256$. Black dots: $S_A$ vs. $L_y$ with system size $L_A = L_x/2 = 256$, where $S_A$ scales linearly with log($L_y$) when $L_y \ll L_x$.

Figure 14. Mutual information $I_{AB}$ as a function of cross ratio $\eta$, at critical point $p_x^c = 0.93$ with $q = 3$.

Figure 15. The entanglement entropy $S_{top}$ between the top and bottom boundaries in the $q = 3$ qudit system, at $p_x^c = 0.93$.

We also study the qudit system with other primer $q$ in the same way. We observe phase transitions in all of these systems and summarize the critical exponents in the Table 1. This result indicates that they belong to distinct universality classes for different $q$. 
3. SHALLOW CIRCUIT GENERATED BY RANDOM CLIFFORD GATES

So far we focus on the shallow circuit constructed of one layer of CZ/CP gates. In this section, we construct a shallow circuit composed of random two-qubit Clifford gates defined on the rectangular lattice. In each time step, we apply the gates along all the bonds in the square lattice. Different from CZ gates, the four gates acting on the vertices of the lattice and random two-qubit Clifford gates are denoted by the blue rounded rectangles.

Figure 16. The schematics for the unitary dynamics in one time step on the two dimensional square lattice. Each time step involves four successive layers of two-qubit gates with the pattern shown in (1)-(4). Here the qubits (red dots) are living on the vertices of the lattice and random two-qubit Clifford gates are denoted by the blue rounded rectangles.

Table 1. critical exponents of random qudit graph state

| Local Dim. $q$ | 2   | 3   | 5   | 7   | 23  | 97  | 997 |
|----------------|-----|-----|-----|-----|-----|-----|-----|
| $p_c$          | 0.95| 0.93| 0.93| 0.925| 0.92| 0.92| 0.92 |
| $\alpha$       | 3.27| 3.45| 3.66| 3.48| 3.17| 3.19| 2.99 |
| $\Delta$       | 1.05| 1.33| 1.34| 1.28| 1.36| 1.36| 1.36 |

By applying random shallow circuit with finite time steps $t$ on the product state $\ket{\psi_0}$ in Eq.(2), we obtain an area law entangled state $\ket{\psi(t)}$ defined on the rectangular lattice. We measure the bulk qubits and explore the potential entanglement transition for the one dimensional boundary state.

Here the random two-qubit Clifford gates are drawn uniformly from the two-qubit Clifford group. With this choice, the entanglement scaling for the boundary qubits is independent of the measurement direction of the bulk qubits. Therefore we simply take the projective measurement of the bulk qubits in the $Z$ direction. Numerically, we compute the entanglement entropy for the top boundary shown in Fig. 2 with sufficiently large $L_y$. When the time step $t = 1$, the entanglement entropy has an area law scaling. On the other hand, when $t \geq 2$, the entanglement entropy has a volume law scaling. Similar measurement induced phase transitions have also been observed in the random tensor networks and the purification dynamic in the hybrid circuits $^{27,28}$ . The latter has an interesting interpretation in terms of the output sampling complexity transition $^{27}$.

To design a continuous phase transition for the boundary qubits, we modify the above circuit slightly and introduce a tuning parameter $p \in [0, 1]$. The two-qubit gate now becomes a random two-qubit Clifford gate with probability $p$ and is an identity operator with probability $1 - p$. For this model, we expect that when $t$ takes finite value $\geq 2$, there exists an entanglement phase transition for the boundary qubit at finite $p_c$. Numerically, we take $t = 2$ and observe that the critical point $p_c = 0.744$.

We investigate the entanglement scaling at the critical point. $S_A$ in the top boundary also takes the form in Eq.(7) with $\alpha = 0.88$ (See Fig. 17(a)). We also compute the mutual information between two disjoint intervals and the results in Fig. 17(b) indicate that it is a function of cross ratio. In particular, $I_{AB} \sim \eta^{2.3}$ when $\eta \ll 1$. Again these results are obtained with a large $L_y$ so that the wave function of the top boundary reaches steady state.

Next, we turn to the boundary condition described in Fig. 8. We vary both $L_x$ and $L_y$ and demonstrate that the entanglement entropy between the top and bottom boundaries $S_{\text{top}} = g(L_y/L_x)$ by performing data collapse in Fig. 18(a). In particular, we observe that

$$g(\tau) = \begin{cases} \frac{a \pi}{\tau}, & \tau \ll 1 \\ a \exp(-\lambda \pi \tau), & \tau \gg 1 \end{cases},$$

(25)

where $\tau = L_y/L_x$ and $a$ is a non-universal number. Both the power law decay with small $\tau$ (Fig. 18(a)) and the exponential decay with large $\tau$ (Fig. 18(b)) are also observed in random tensor networks and the purification dynamics in the hybrid circuits $^{7,26,34}$ . Such scaling can be understood by assuming that the entanglement entropy can be mapped to the free energy of a statistical mechanical model discussed in Sec. 4. The $\alpha$ and $\lambda$ are
Figure 17. The entanglement properties of the top boundary described in Fig. 2 at the critical point $p_c = 0.744$. We take $L_x = 256$ and $L_y = 160$. The value of $L_y$ is large enough for $S_A$ to saturate. (a) $S_A$ is linearly proportional to $\log(\sin(\pi L_A/L))$ and is consistent with the formula in Eq.(7). (b) The mutual information $I_{AB}$ of two randomly chosen intervals as a function of the cross ratio $\eta$ defined in Eq.(9).

universal exponents of the critical statistical mechanical model with two dimensional conformal symmetry.

The above analysis can be generalized to the Clifford qudit circuits with $q > 2$. Since the transitions will be very similar, we will not study them numerically in this paper. One small difference we observe is that when $q > 2$, if the time step $t = 1$, the boundary state is volume law entangled at $p = 1$. This indicates that for large $q$, we only need to take a shallow circuit with four layers of gates described in Fig. 16. By decreasing $p$, there exists a continuous entanglement phase transition in it. In the next section, we will consider a similar random Haar circuit with four layers of gates and provide an interpretation of this entanglement transition.

Figure 18. The entanglement entropy $S_{\text{top}}$ between the top and bottom boundaries against the ratio $L_y/L_x$. (a) The data collapse of $S_{\text{top}}$ for different $L_x$ with periodic boundary condition (p.b.c.) along $x$ direction. (b) $S_{\text{top}}$ decays exponentially in $L_y/L_x$ when $L_y/L_x \gg 1$. The exponent $\lambda_{\text{p.b.c}} = 0.22$ for p.b.c. and $\lambda_{\text{o.b.c}} = 0.35$ for open boundary condition (o.b.c.). In the simulation, we take $L_x = 100$.

4. TRANSITION IN RANDOM HAAR CIRCUIT

In this section, we consider the same entanglement transition in a random Haar circuit. The circuit geometry and sequences of gates to apply remain the same as in Fig. 16, but the gate is taken as independent random Haar unitary of dimension $q^2 \times q^2$. The choice of gate ensures that the dynamics is strongly chaotic. When the depth of the circuit reaches order $L$, the resulting 2d final state is a random state with almost maximal entanglement for any partition. In this case, measuring the bulk qudits creates a random state on the boundary, which has volume law entanglement. On the other hand, in a shallow circuit, the entanglement entropy for a two dimensional subsystem obeys area law. By measuring the bulk degrees of freedom, we explore the possible entanglement phase transition of the 1d boundary state.
Thanks to the random matrix theory, the random averaging quantities of random circuit can be mapped to a statistical mechanical models of emergent spins\textsuperscript{33,38–43}. The time dependent Rényi entropy is the free energy of the spin model. The quantity we consider is the quasi-entropy.

\[
\hat{S}_2 = -\ln \frac{Z_A}{Z_\emptyset} \tag{26}
\]

where

\[
Z_A = \text{tr}(\hat{\rho}_A^2) \quad Z_\emptyset = \text{tr}(\hat{\rho}^2) \tag{27}
\]

with \(\hat{\rho}\) the unnormalized density matrix and \(\hat{\rho}_A\) the unnormalized reduced density matrix. There are different conventions/formalisms to carry out the random averaging\textsuperscript{27,38,39,43–45}. We adopt the convention of Ref. 27 for its similarity with our circuit geometry. The mapping is briefly reviewed in Sec. 4.1 via a similar 2d system example in Ref. 27 and then is further carried out for our model in Sec. 4.2. More details are spared in App. C. In summary, the effective spins live on the bonds (part of the bonds, after intergarting out some of the spins) and they interact with their spatial neighbors with ferromagnetic interactions. In the case where unitary gates are applied with certain probability, the vacant gates will appear as broken bonds in the Ising model. In the large \(q\) limit, the bulk transition can be described by a random bond Ising model, which also entails the associated boundary transition in question. We expect this transition to persist to finite \(q\) and to architectures different from Fig. 16, though the nature of the generic transition requires further investigation.

### 4.1. The spin model with only two-body interaction

In this subsection, we review the mapping to a spin model via a 2d circuit example in Ref. 27, whose setup is reproduced in Fig. 19(a). Since our setup is very similar to Ref. 27, we will not repeat the calculation in the main text, but only to review the descriptions of the spin variables and their interactions only. Some details are deferred to App. C.

As mentioned earlier, we aim to compute the quasi-entropy, which is written as the ratio of two partition functions in the random average. In both the partition function, \(Z_A\) and \(Z\), the time evolved density matrix appears twice. Thus each random unitary gate \(u\) appears twice and so does its complex conjugation. A random average performed over \(u \otimes u^* \otimes u \otimes u^*\) produces a linear combinations of permutation elements\textsuperscript{46–48}(also see App. C). Physically they represent different ways to pair the unitary \(u\) and its complex conjugate \(u^*\).\textsuperscript{49} In our particular setup with only second moment of \(\hat{\rho}\), the two permutations are \(I\) and (12):

\[
I : \quad u \otimes u^* \otimes u \otimes u^* \quad (s = 1) \tag{28}
\]

\[
(12) : \quad u \otimes u^* \otimes u \otimes u^* \quad (s = -1) \tag{29}
\]

These are the two Ising spins in our problem. We may just call them \(s = \pm 1\).

Evaluating either \(\frac{Z_A}{Z}\) or \(Z\) will result in a tensor network/graph of these permutation spins, whose legs without internal contractions represent the final state. Apart from the qudits to be measured, the legs on the boundary are contracted with boundary permutation spins. In \(Z\) they are contracted uniformly with the \(I\) spins, while in \(Z_A\), the legs in boundary region \(A\) contract with (12) and its complement with \(I\). The later is a domain wall boundary condition, which probes the bulk property by exciting a domain wall upon “vacuum”. The difference between the free energies \(-\ln Z_A\) and \(-\ln Z\) is the quasi-entropy. Since the boundary entanglement phase transition is a manifestation of the bulk property, we can directly look at the bulk spin model and see if there is a bulk phase transition.

For the circuit described in Fig. 19(a), after the application of the first two layers of horizontal gates and integrating out some of the spin variables, the remaining spins are placed at the even vertical bonds. In Fig. 19(b), we label the lattice sites by black dots and spins as crosses. The blue horizontal line between the crosses is the ferromagnetic interaction.

In Fig. 19(a), a third layer of gate is applied on a fraction of horizontal bonds\textsuperscript{27}. The place to act on these gates are specifically designed such that in the corresponding spin model, one spin participates only in one horizontal ferromagnetic Ising interaction (see Fig. 19(b)). Thus one can write down a ferromagnetic Ising model

\[
H = -\sum_{\langle ij \rangle} J_{\text{vert}} s_i s_j - \sum_{\langle ij \rangle} J_{\text{horiz}} s_i s_j \tag{30}
\]

where \(J_{\text{vert}} = \frac{1}{2} \ln \frac{x^2+1}{2q}\) and \(J_{\text{horiz}} = \frac{1}{2} \ln \frac{1+4q+q^2+2q^3+q^4}{2q(1+q+q^2)}\). The interactions are only turned on the blue and green lines in Fig. 19(b). Ref. 27 then argues about the bulk transition by tuning the value of \(q\) from small to large. When \(q = 2\), both \(J_{\text{vert}}\) and \(J_{\text{horiz}}\) are below the critical point of 2d Ising model, indicating that the system is in the disordered phase and the quasi-entropy obeys an area law. When \(q\) is large, the system is in the order phase, and the quasi-entropy obeys a volume law.

In this model, the transition is not continuous since physically \(q\) can only take integer values. To study the continuous phase transition considered in this paper, we fix \(q\) to be a large value, so that it begins with a volume law entangled phase which corresponds to the ordered phase in the Ising model. Then we modify the rule such that we apply the gate in the first and third layers with...
Figure 19. The 2d model in Ref. 27. (a) The first (blue), second (green) and third layer (red) of gates applied on the lattice (black dots). (b) The effective spin models. The spin (cross) lives on the even vertical bonds. They interact vertically by integrating out the spins on the odd bonds. They also interact horizontally via integrating out the spins on the third layer of gates.

4.2. The transition in the four-layer geometry

The geometry we follow in this work has four layers of unitaries. We view the quantity as the overlap of the first two and last two layers (See the circuit in Fig. 16). Similar to the previous subsection, the random average of the first two layers generates spins on the even vertical bonds. Their nearest neighbor vertical interaction strength is $J_{\text{vert}}$. Going through the same reduction procedures of the first two layers, the last two layers can further generate spins on the even horizontal bonds. These spins interact with their horizontal nearest neighbor also with strength $J_{\text{vert}}$ (note not $J_{\text{horiz}}$). After evaluating the overlap, four spins that meet in a plaquette have 4-body and 2-body interactions (in large $q$ limit), see Fig. 20. The effective Hamiltonian reads

$$H = -\sum_{\langle ij \rangle \in \text{Br}} J_{12}s_i s_j - \sum_{\langle i,j \rangle \in \square} J_{1234}s_i s_j s_k s_l - \sum_{\langle i,j \rangle \in \square} J_{13}s_i s_j - \sum_{i,j,k,l \in \square} J_{1234}s_i s_j s_k s_l. \quad (31)$$

The first term has $J = J_{\text{vert}}$. It represents the vertical and horizontal nearest neighbor interactions. Note that in Fig. 20, spins on the first row only interact horizontally, and spins on the first column only interact vertically. These two sublattices of spins interact together through the interaction in a plaquette. Here $J_{12}$, $J_{13}$ are 2-body ferromagnetic interaction strength for nearest neighbor and next nearest neighbor in a plaquette. $J_{1234}$ is the 4-body interaction strength. They are all order $\ln q$ in the lowest order expansion. The derivation of
this Hamiltonian can be found in App. C.

We assume the probability to apply a gate is \( p \). For simplicity we only consider possible vacant gates in the first and fourth layers. In this case, we can show that a vacant gate amounts to setting the vertical or horizontal interaction \( J \) to be 0 at that bond. Thus we obtain a random bond Ising model with 4-body interactions in the plaquette.

There are several simple limits. When we take the \( q = \infty \) limit, all the interaction strength is infinite. The phase transition reduces to a geometric transition and will occur at the bond percolation critical point \( p^* \).

When \( q \) is finite but large, the interactions in the plaquette is stronger than the vertical and horizontal Ising interactions. Taking an approximation that the plaquette interactions are infinitely stronger, we can assume all the spins inside a plaquette to align in the same direction. We can then treat these four spins in a plaquette as a single Ising spin and end up with a random bond Ising model

\[
H_{\text{rand bond}} = -\sum (ij) J_{ij} s_i s_j
\]

where \( J_{ij} = 2J_{\text{vert}} \) with probability \( p \) and 0 otherwise. This is the standard random bond Ising model on a square lattice with nearest neighbor interactions. When the plaquette interaction is not much stronger, the model is more complicated. But we speculate that this model still undergoes a similar order-disorder phase transition as we vary \( p \).

5. DISCUSSION AND CONCLUSION

In this paper, we explore measurement induced entanglement phase transition in two dimensional shallow circuits. Specifically, we prepare two dimensional resource states generated by shallow circuits composed of either one layer of controlled phase gates or the random Clifford/Haar gates. By performing local measurement for the bulk qubits/qubits, we show that there could exist continuous entanglement phase transition between an area law phase and a volume law phase for the one dimensional boundary qubits/qubits.

This measurement induced transition may not be limited to the shallow circuits. We could consider other area law entangled state, such as the critical states and topological phases which cannot be obtained by applying a shallow circuit on a trivial product state. It would be interesting to explore if there is an interesting entanglement structure for the boundary state by monitoring the bulk degrees of freedom.

Observing the entanglement phase transition in the noisy near-term quantum computer is an outstanding problem. For the hybrid circuit protocol, it requires a deep circuit with repeated measurement, which is difficult to realize on the current noisy devices. Our protocol has similar physics and yet needs high overhead. Since it requires only a shallow circuit and one layer of measurements at the end, it has the advantage over the hybrid circuit in terms of experimental realization. Recently, there is a proposal of preparing topological phase in Rydberg atoms by making single qubit measurements for a fraction of qubits. It would be interesting to use similar method to realize our protocol in the near-term devices.
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Appendix A: Entanglement entropy of qudit stabilizer state

In this section we provide a detailed derivation of the qudit entanglement entropy formula Eq.(16) in the language of tableau representation of stabilizer group \( S \)

\[
S_A = \text{rank}_q T^A_q - N_A
\]

and the entanglement entropy formula Eq.(23)

\[
S_A = \text{rank}_q T^w_{A\tilde{T}}
\]

The qudit stabilizer group \( S \) of a quantum state \( |\psi\rangle \) in Hilbert space \( \mathcal{H} \) by definition gives

\[
|\psi\rangle = |\psi\rangle, \quad \forall s \in S
\]

where \( S \) is a subgroup of the \( N \)-qudit Pauli group defined in Eq.(13) and the Hilbert space \( \mathcal{H} \) is spanned by a set of orthonormal basis \( E_q = \{|\mu\rangle, \mu \in \mathbb{Z}_q\} \).

In other words, \( |\psi\rangle \) defines a uni-dimensional invariant subspace \( \mathcal{H}_S = \{|\psi\rangle\} \subset \mathcal{H} \) of the stabilizer group \( S \). We may thus write down the rank-1 projection operator \( \Pi_S : \mathcal{H} \to \mathcal{H}_S \)

\[
\Pi_S = |\psi\rangle \langle \psi|.
\]

On the other hand, we can construct the projection operator \( \Pi_S \) directly from the representation of group \( S \). Since group \( S \) acts trivially on \( |\psi\rangle \), it defines the trivial representation of \( S \), meaning that its character \( \chi_{D(\psi)|s} = 1 \) and dimension of the representation \( n_{\psi|s} = 1 \) for all \( s \in S \). The projection operator \( \Pi_S \) is therefore written as

\[
\Pi_S = \frac{n_{\psi|s}}{|S|} \sum_{s \in S} \chi^*_S D(s) = \frac{1}{|S|} \sum_{s \in S} D(s)
\]

where \( D(s) \) denotes the representation defined in \( \mathcal{H} \) and it takes the form

\[
D(s) = \omega^s \prod_{i=1}^N X_i^{s_i} Z_i^{v_i}
\]
where $a_i^n, b_i^n, c_i^n \in \mathbb{Z}_q$, $\omega_q$ denotes the $q$-root of unity, and $X_i/Z_i$’s are the generalized Pauli operators defined in Eq.(11). One more thing worth noticing here is that when $a_i^n = b_i^n = 0$ we have $D(s) = I_q^n$, the $q^N$ dimensional identity matrix. Since $\Pi_S$ is a rank-1 projection operator, taking trace on both sides we have

$$\text{Tr} \Pi_S = \frac{1}{|S|} \sum_{s \in S} \text{Tr} D(s) = \frac{q^N}{|S|} = 1 \quad (A6)$$

meaning that $|S| = q^N$.

We now have

$$\rho = |\psi\rangle\langle\psi| = \frac{1}{q^N} \sum_{s \in S} D(s) \quad (A7)$$

where $\rho$ is the density operator of the whole system. Let $\rho_A$ be the reduced density operator of subsystem $A$, defined as $\rho_A = \text{Tr}_\mathcal{S} \rho$, where $\text{Tr}_\mathcal{S}$ denotes the partial trace over the complement of the total system $V$, $\overline{A} = V\setminus A$, and thus

$$\rho_A = \text{Tr}_\mathcal{S} \rho = \frac{1}{q^N} \sum_{s \in S} \text{Tr}_\mathcal{S} D(s). \quad (A8)$$

Noting that $\text{Tr}(X_i^n Z_i^m) = q\delta_{m,0}\delta_{n,0}$ for $a, b \in \mathbb{Z}_q$,

$$\sum_{s \in S} \text{Tr}_\mathcal{S} D(s) = q^{|\overline{A}|} \sum_{s_A \in S_A} D'(s_A) \quad (A9)$$

where $S_A \subset S$, and $D'(s_A)$ is a submatrix of $D(s)$ taking only the entries of system $A$, that is

$$D'(s_A) = \omega_q^{c_A} \prod_{i \in A} X_i^{a_i^n} Z_i^{b_i^n}. \quad (A10)$$

The reduced density operator $\rho_A$ in Eq.(A8) takes the form

$$\rho_A = \text{Tr}_\mathcal{S} \rho = q^{-|A|} \sum_{s_A \in S_A} D'(s_A). \quad (A11)$$

One quantity that interests us is the trace of $\rho_A^\alpha$

$$\text{Tr} \rho_A^\alpha = \text{Tr} q^{-|A|} \prod_{i=1}^\alpha \sum_{s_A, s_i \in S_A} D'(s_A, s_i) \quad (A12)$$

$$= q^{-|A|} |S_A|^{\alpha-1} \sum_{s_A \in S_A} \text{Tr} D'(s_A) \quad (A12)$$

$$= \left( \frac{|S_A|}{q^{|A|}} \right)^{\alpha-1}. \quad (A12)$$

We now calculate $\alpha$-Rényi entropy of $A \subset V$

$$S_A^\alpha = \frac{1}{1-\alpha} \log_q \text{Tr} \rho_A^\alpha = |A| - \log_q |S_A|. \quad (A13)$$

Let $\mathcal{G}(S_A) \subset \mathcal{P}_q^{\otimes N}$ denote the set of generators of the quotient group $S_A = S/S_\overline{A}$. The number of its element is $\log_q |S_A|$. So the $\alpha$-Rényi Entropy takes the same form as the qubit system

$$S_A^\alpha = |A| - |\mathcal{G}(S_A)|. \quad (A14)$$

Now, we follow the same step as in Ref. 33, and consider a projection operator $\text{proj}_A$

$$\text{proj}_A : \mathbb{Z}_q^{N,2N} \rightarrow \mathbb{Z}_q^{N,2|A|}$$

$$T_q \rightarrow T_q^A \quad ,$$

where $T_q$ is the tableau representation of the qubit stabilizer group defined in Eq.(15) and $T_q^A$ is the submatrix of $T_q$ taking only the entries supported on $A$. From the rank-nullity theorem we have

$$\text{rank}_q T_q^A + |\mathcal{G}(S_\overline{A})| = N \quad (A15)$$

Now we have

$$S_A^\alpha = S_A^\alpha = N - |A| - |\mathcal{G}(S_\overline{A})| = \text{rank}_q T_q^A - |A|. \quad (A16)$$

For a qudit graph state, the tableau representation takes the form $T_q = [I_N, T_G^w]$ as shown in Sec. 2.2.1. The truncated matrix $T_q^A$ is then

$$T_q^A = \begin{pmatrix} I_A & T_G^w A \\ 0_A & T_G^w \end{pmatrix}. \quad (A17)$$

It is easy to see that $\text{rank}_q T_q^A = \text{rank}_q I_A + \text{rank}_q T_G^w A$, and $\text{rank}_q I_A = |A|$. The entanglement entropy Eq.(A16) can thus be written as

$$S_A^\alpha = |A| + \text{rank}_q T_G^w A - |A| = \text{rank}_q T_G^w A.$$

This completes our derivation of Eq.(16) and Eq.(23).

**Appendix B: Efficient graph state simulation algorithm**

In this appendix we introduce the algorithm we used to simulate the graph state on large size qudit system in this paper. Performing measurements after the complete construction of the size $L_x L_y$ circuit has complexity $O(L_x^2 L_y^2)$ in the worst case. We use a dynamical evaluation method, which takes advantage of the fact that measurements only alters the stabilizers nearby. Hence we can construct the graph state up to size $L_y = 4$, and measure one layer in the middle and discard it from the memory. This does not affect the results and at the same time allows us to simulate the problem in a quasi one-dimensional setup, whose complexity is at most $O(L_y^2 L_y)$. We thus can simulate system with large $L_y$.

Suppose we have a state with stabilized by the group $\langle s_1, s_2, \cdots, s_n \rangle$, with $n$ being the system size. Consider a measurement corresponds to stabilizer $s_i$. If all the stabilizers defining the state commute with the measurement,
then the set of the stabilizers remain invariant. No operation is needed. Otherwise we order the pre-measurement state in the tableau representation as the LHS of the following equation:

\[
T_q = \begin{pmatrix}
    r(s_1) & r(s_2) & \ldots & r(s_k) & r(s_{k+1}) & \ldots & r(s_n)
\end{pmatrix}
\begin{pmatrix}
    s_1' = s_1 s_k^{-1} & s_2' = s_2 s_k^{-1} & \ldots & s_k' = s_k s_k^{-1} & s_{k+1}' & \ldots & s_n'
\end{pmatrix}
\]

(B1)

where \(r(s_i)\) represents the row vector corresponding to stabilizer \(s_i\). The first \(k\) stabilizers are taken to be non-commutative with \(s_o\). We perform a linear transformation to the RHS of Eq. B1. For stabilizer \(s_i\) with \(i < k\), we multiply by \(s_k^{-1}\) to obtain \(s_i'\) and require \([s_i, s_o] = 0\).

Such \(\beta_i\) always exist for the following reasons. By the non-commutative condition, we define the phase \(\alpha_i\) to be the phase: \(s_i s_o = \omega^{\alpha_i} s_o s_i\). Then \(s_i s_k^{-1} s_o = \omega^{\alpha_i + \beta_i} s_o s_i s_k^{-1}\). For \(s_i' = s_i s_k^{-1}\) and \(s_o\) to commute, we have \(\alpha_i + \beta_i = 0\) in \(\mathbb{Z}_q\). Thus \(\beta_i = q - \alpha_i (\alpha_i^{-1})\). (Note that \(\alpha_i^{-1}\) always exists in \(\mathbb{Z}_q\) when \(q\) is prime.) Now we have only one stabilizer – \(s_k\) – that is non-commutative with \(s_o\). After the measurement, \(s_k\) is replaced by \(s_o\). Therefore, we have the post-measurement tableau in Eq. B2

\[
T_q = \begin{pmatrix}
    r(s_1') & r(s_2') & \ldots & r(s_k') & r(s_{k+1}') & \ldots & r(s_n')
\end{pmatrix}
\begin{pmatrix}
    s_k' = s_k s_k^{-1} & \ldots & s_n' = s_n s_k^{-1} & s_{k+1}' & \ldots & r(s_n)
\end{pmatrix}.
\]

(B2)

Let us analyze the computational complexity. In the worst case scenario, almost all the stabilizers do not commute with the measurement. It takes \(O(L_x^2 L_y^2)\) (multiplication) operations to carry out the linear transformation in Eq. B1. Conducting measurements in \(O(L_x L_y)\) bulk sites, the total number of operations is of order \(O(L_x^3 L_y^3)\).

In our work, we specialize to graph state, and our algorithm does not perform the measurement after the construction of the whole graph state. Instead, we perform measurements on the way of constructing the graph state in the \(L_y\) direction. Specifically, we first construct the bonds (i.e., CZ gates operations) in Fig. 2 up to \(L_y = 4\). We conduct measurements on the second layer from the top and drop it from the computation. We proceed to construct the bonds on the fifth layer. We repeat this process until we reach the desired length of \(L_y\). In the computation, the (dynamical) size of the circuit in the \(y\) direction never exceeds 4. The cost of measurement of each layer is thus \(O(L_x^3)\), according to the estimate above. The total cost is therefore \(O(L_x^3 L_y^2)\).

Appendix C: The spin interactions in the Haar circuit

In this appendix, we provide more details about the spin mapping and the calculation of the spin interactions in Sec. 4.

We will not set up the random averaging facilities from scratch. Rather, we will first describe the formalism to compute the partition function in a 4-qudit example, and then repeat the calculation of the two-body interaction terms in Ref. 27 and finally work out the four-body interaction in our model. For more thorough study of the techniques and its broader applications, see for example Refs. 27, 38, 39, 43–45.

In the main text, we introduce two partition functions \(Z_0\) and \(Z_1\) in the definition of the quasi-entropy. These partition functions, after averaging over random gates, become a graph with permutation spins (12) and \(I\) as vertices and the edges carry multiplicative weights.
carries the Weingarten function\textsuperscript{22,53}, which encodes the unitary invariance of the Haar ensemble. In our example, it has only two values, assuming the spins on the tips of the edge are $\sigma$ and $\tau$

$$
\begin{align*}
Wg(\sigma^{-1} \tau = 1) &= \frac{1}{q^4 - 1} & \sigma = \tau \\
Wg(\sigma^{-1} \tau = (12)) &= -\frac{1}{q^2(q^4 - 1)} & \sigma \neq \tau
\end{align*}
$$

(C1)

The non-horizontal edge also contracts two spins. Its weight is $q^{3\sigma - \tau}$, the function $\chi$ counts the number of cycles in the permutation. In our case, it only has two values

$$
\begin{align*}
q^2 & \quad \sigma = \tau \\
q & \quad \sigma \neq \tau
\end{align*}
$$

(C2)

The weights of the edges are summarized in Fig. 21(b).}

![Figure 22. Partition functions in a 4-qudit example. (\| and $|\rangle$) denotes the pure initial product state and final projective measurement. The measurement is performed on the first site from the top and region A includes sites 3 and 4.](image)

There are free legs in this graph (Fig. 21(c)). Those on the left are contracted with the pure initial product state. Due to unitary invariance on the sites, the contraction with any product state evaluates to a constant value. We thus denote the state on each site as $\langle |$, see Fig. 21(a). In fact the contraction of a spin with $\langle |$, see Fig. 21(a). In fact the contraction of a spin with $\langle |$, see Fig. 21(a). In fact the contraction of a spin with $\langle |$, see Fig. 21(a). In fact the contraction of a spin with $\langle |$, see Fig. 21(a). In fact the contraction of a spin with $\langle |$, see Fig. 21(a). In fact the contraction of a spin with $\langle |$, see Fig. 21(a).

We can see that compared to the uniform boundary condition in $Z_b$, $Z_A$ imposes a domain wall boundary state between $A$ and its complement, so that their ratio can be understood as a partition function of the domain wall. In this work, the boundary transition probed by the quasi-entropy, and ultimately the entanglement entropy of the boundary state, is a manifestation of the criticality in the bulk. Therefore we will focus on the analysis of the spin interaction in the bulk.

We follow Ref. 27 to simplify the graph generated by the first two layers of unitaries. First of all, we can amputate the legs connecting to the $\tau$ spins in the first layer, see Fig. 21(a). They evaluate to a constant, which appears in both $Z_A$ and $Z_b$ and cancels. Next, in the second layer, the remaining $\tau$ spin from the first layer is a 2-degree vertex. It can be integrated out to become an interaction between the $\sigma$ spins of second layer:

$$
\begin{align*}
q^4 + q^2 & \quad \tau_1 = \tau_2 \\
2q^3 & \quad \tau_1 \neq \tau_2
\end{align*}
$$

(C3)

In terms of Boltzmann weight, it corresponds to an interaction

$$
H = - \sum_{(ij)} J_{\text{vert}} s_is_j
$$

(C4)

with $J_{\text{vert}} = \frac{1}{2} \ln \frac{2q^2 + 1}{2q}$.

![Figure 23. Spin interactions when there are 3 layers of unitaries in total. Ref. 27 adopted this construction of 3rd layers in a fraction of horizontal bond of the original lattice. After random averaging, unitaries in the third layer creates horizontal spin interactions between the $\sigma$ spins of the second layer.](image)

Ref. 27 continues to apply a third layer of unitaries among a fraction of horizontal bond of the original lattice (Fig. 19(a)). The configuration of the two spins in a plaquette is shown in Fig. 23. The third layer unitary is contracted with a projective measurement in the end. If we regard the (many-body) unitaries in the 3 layers as $U_1$, $U_2$, $U_3$, then the amplitude is

$$
\langle \psi_1 | U_3 U_2 U_1 | \psi_0 \rangle
$$

(C5)

where $| \psi_0 \rangle$ represents the initial state, and $| \psi_1 \rangle$ represents the projected state in the end on measured sites. Then this can be alternatively written as an overlap of $U_2 U_1 | \psi_0 \rangle$ and $U_3 | \psi_1 \rangle$. Averaging over the latter gives a 90\(^\circ\) 4-leg tensor connecting to the $\tau$ spins of the second layer. We consider those gates in the bulk and their free legs are measured. Again, we can amputate the measured legs and summing over the $\tau$ spins, see Fig. 23. This gives us a weight about the $\sigma_1$ and $\sigma_2$

$$
\begin{align*}
1 + 2q + 4q^2 + 2q^3 + q^4 & \quad \sigma_1 = \sigma_2 \\
q^2(1 + q)^2(1 + q^2)^2 & \quad \sigma_1 \neq \sigma_2
\end{align*}
$$

(C6)

In terms of Boltzmann weight, it corresponds to an interaction

$$
H = - \sum_{(ij)} J_{\text{horiz}} s_is_j
$$

(C7)
with \( J_{\text{horiz}} = \frac{1}{2} \ln \frac{1+2q+4q^2+2q^2+q^4}{2q(1+q+q^2)} \).

Turning to our setup with four layers of unitaries, we call the (many-body) unitaries in these 4 layers as \( U_1, U_2, U_3 \) and \( U_4 \), then the amplitude after a full measurement is the overlap of \( U_2 U_1 | \psi_0 \rangle \) and \( U_3 U_4^\dagger | \psi_1 \rangle \). From this viewpoint, the averaging of the last two layers has the same structure as Fig. 21(b) but this is stretched horizontally. We thus obtain spins on even horizon edges which interacts horizontally. When taking the inner product with the average of the first two layers, the tensor contraction in each plaquette is shown in Fig. 24. The four body interaction has the expression

\[
W_g(\sigma_1 \tau_1^{-1}) J(\tau_1, \tau_3, \sigma_4) J(\tau_1, \tau_3, \sigma_2) W_g(\sigma_3 \tau_3^{-1}) \quad (C8)
\]

where \( J(\tau_1, \tau_3, \sigma_4) \) is the 3-spin interaction after integrating out \( \tau_4 \). Integrating out the \( \tau_1 \) and \( \tau_3 \), the weight expression is given by a constant \( \frac{(q^4+6q^2+1)(q^2-1)^2}{8q^8(q^2-1)(1+q)^2} \) times

\[
\frac{(q^2+1)^4}{(q^2-1)^4(q^4+6q^2+1)} s_1 s_2 s_3 s_4
\]

\[
+ \frac{(q^2+1)^3}{(q^2-1)(q^4+6q^2+1)} (s_1 s_2 + s_2 s_3 + s_3 s_4 + s_4 s_1)
\]

\[
+ \frac{(q^2+1)^2}{q^4+6q^2+1} (s_1 s_3 + s_2 s_4)
\]

(C9)

The constant will be canceled in the ratio of the partition function, so we drop it. Then we perform an large \( q \) expansion about the four terms:

\[
1 + (1 + \frac{16}{q^2}) s_1 s_2 s_3 s_4
\]

\[
+ (1 - \frac{2}{q^2})(s_1 s_2 + s_2 s_3 + s_3 s_4 + s_4 s_1).
\]

(C10)

We can not find an exact match by a Boltzmann weight. However an approximate Boltzmann weight

\[
\exp(J_{1234}s_1 s_2 s_3 s_4 + J_{12}(s_1 s_2 + s_2 s_3 + s_3 s_4 + s_4 s_1) + J_{13}(s_1 s_3 + s_2 s_4))
\]

(C11)

with \( J_{1234} \sim J_{12} \sim J_{13} \sim \ln q \) has a vanishing \( \frac{1}{q^2} \) terms in the expansion. Hence in the large \( q \) limit, we can view the four spins to effectively interact via ferromagnetic coupling \( J_{1234}, J_{12} \) and \( J_{13} \).

When one of the gates in the first layer is absent, the corresponding 4-leg tensor in Fig. 21(c) will not be present. Thus the interaction between the \( \sigma \) spins will be absent. The same is also true for a vacant gate in the fourth layer.

When there are vacant gates in the second or third layer, then one of the spins at the edge of the plaquette will be absent. If that spin was there, it would be interacting with two neighboring spins. Now the two neighboring spin will be interacting with the 3 other spins in the plaquette. In the large \( q \) limit, the interaction will also be ferromagnetic. This interaction is more complicated than the ones considered in the main text. But we believe that the mechanism leading to the random bond Ising model remains the same.

---
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