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ABSTRACT

Context. Analyzes of next-generation galaxy data require accurate treatment of systematic effects such as the bias between observed galaxies and the underlying matter density field. However, proposed models of the phenomenon are either numerically expensive or too inaccurate to achieve unbiased inferences of cosmological parameters even at mildly-nonlinear scales of the data.

Aims. As an alternative to constructing accurate galaxy bias models, requiring understanding galaxy formation, we propose to construct likelihood distributions for Bayesian forward modeling approaches that are insensitive to linear, scale-dependent bias and provide robustness against model misspecification.

Methods. We use maximum entropy arguments to construct likelihood distributions designed to account only for correlations between data and inferred quantities. By design these correlations are insensitive to linear galaxy biasing relations, providing the desired robustness. The method is implemented and tested within a Markov Chain Monte Carlo approach. The method is assessed using a halo mock catalog based on standard full, cosmological, $N$-body simulations.

Results. We obtain unbiased and tight constraints on cosmological parameters exploiting only linear cross-correlation rates for $k \leq 0.10 h \text{ Mpc}^{-1}$. Tests for halos of masses $\approx 10^{12}h^{-1} M_\odot$ to $\approx 10^{13}h^{-1} M_\odot$ indicate that it is possible to ignore all details of the linear, scale dependent, bias function while obtaining robust constraints on cosmology. Our results provide a promising path forward to analyzes of galaxy surveys without the requirement of having to accurately model the details of galaxy biasing but by designing robust likelihoods for the inference.
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1. Introduction

Cosmological analyses of next-generation galaxy surveys will no longer be limited by observational uncertainties but by our ability to handle systematic effects of the data. A particular nuisance in inferring cosmological parameters from galaxy clustering data is the unknown biasing relation between observed galaxies and the underlying matter distribution. Available galaxy bias models are either numerically complex or too inaccurate for inferences at mildly non-linear and non-linear scales. The problem becomes more severe when realizing that accurate statistical inference also requires choosing a likelihood distribution, describing the statistical generation of the observations, typically galaxy counts, given a model. It is now realized that unbiased, high precision inference of next generation observations requires control on the accuracy of the data model that we currently do not have (van Daalen et al. 2011; Schneider et al. 2019; van Daalen et al. 2020, e.g.). The canonical approach is to use ever more complex simulation models introducing additional nuisance parameters to arrive at sufficiently expressive data models that yield unbiased cosmological inferences (e.g. for power spectrum Smith et al. 2003; Mead et al. 2015). These nuisance parameters are of no immediate interest and will have to be marginalized out under significant numerical costs (e.g. for weak lensing Hildebrandt et al. 2017).

Here-above, we are already assuming that the fundamental data set is provided by observation of galaxies broadly classified by their sky position and luminosity, which is the typical procedure for galaxy clustering analysis. We then form galaxy counts on a mesh, which is itself another summary statistics. This statement is at odd with principled approached of likelihood analysis which must provides realization of the fundamental data set and not of its summaries, particularly if the summaries are not sufficient. No “likelihood” probability function for galaxy counts which accounts for marginalized over all possible small scale physics, including missing cosmological fluctuations at very small scales, has been derived so far.

Recently an alternative has been proposed to use effective field theory to derive from first principles and by a well-defined series expansion an accurate data model of galaxy field on large scales to infer cosmological information from observations (Schmidt et al. 2019; Elsner et al. 2020; Cabass & Schmidt 2020; Schmidt et al. 2020; Schmidt 2021). This offers a principled approach to the control of the bias expansion that is physically achievable.

The present work is part of a series of papers attempting to investigate a different idea. Instead of constructing over-parametrized models to explain the data and marginalize out nuisance parameters, we aim to direct construct likelihood distribu-
Cross-correlation, or directional statistics, is a powerful approach to remove noise in various astronomical and cosmological applications. For example, the characterization of integrated Sachs Wolf effect (Granett et al. 2008), the Cosmic Infrared Background (e.g. Elbaz et al. 2002; Planck Collaboration et al. 2014) or gravitational lensing (Smith et al. 2007). Some aspects of the idea of directional statistics coupled with wavelets has been found to be powerful for generating quickly and analyze non-Gaussian fields for cosmological parameters through adequate compression (Allys et al. 2020).

In this work, we seek to infer matter density fields implicitly through cross-correlation by designing a likelihood that reproduces the essential features of a physical model up to a certain scale. We will test the reliability of the proposed likelihood on halo mock data derived from specific $N$-body simulations. To assess the success of this test we infer the value of $\sigma_8$, which constrain the amplitude of the primordial power spectrum of adiabatic scalar fluctuations.

This article is organized as follows. In Section 2, we design the new likelihood. In Section 3, we precise what is the adopted cross-correlation model for large scale structures. In Section 4, we run self-consistent tests to check the accuracy of the algorithms. We test in Section 5 the likelihood in an unfavorable situation with halos provided from full, pure dark matter, $N$-body simulations. We give our conclusions in Section 6.

2. Building a cross-correlation likelihood

In this section, we build a mathematical tool based on directional statistics, specifically the von Mises-Fisher distribution, to construct likelihoods for cosmological analyses and discuss their properties (Fisher 1953).

2.1. Motivation

The use of galaxy clustering data fundamentally assumes that galaxy number counts correlate with matter density. This assumption has been extensively tested in observations and simulations in many past works. It has been noted that, while it holds on average, the exact relation between dark matter and cosmological objects such as halo and galaxies introduces is scale-dependent (Smith et al. 2007; Beutler et al. 2017). This scale dependence, affecting scales $k > 0.05 h$ Mpc$^{-1}$, is subject to concerns as it hinders the reliable extraction of cosmological information from data. We intend to investigate ways to circumvent the problem. Notably, in the absence of a detailed model of galaxy formation, model-independent statistical correlations, or associations may be promising approaches to explore cosmology with galaxy surveys.

The relation between the dark matter field and the distribution of tracers is even more crucial for Bayesian forward modeling approaches, such as bolo (Jasche & Wandelt 2013; Jasche & Lavaux 2019), which relies on our capability to model fairly accurately the observational signal. A solution to this conundrum can be provided by a likelihood that is sensitive only to the cross-correlation between matter density and galaxy number counts but not to the exact absolute mapping between the two. We can push even further: we can request that this cross-correlation occurs at a different rate for very fine bins of Fourier mode amplitude. For the sake of simplicity, we will limit ourselves in this work to linear cross-correlation between two fields.

We will simplify the design for now by considering a very fine bin $k$, defined by the set $B_k = \{k \parallel k \leq |k| < k + \Delta k\}$, and consider the cross-correlation product $C(k)$ between the deterministic field $\delta$ and the observed field $N$. In discrete Fourier representation, that relation is:

$$C(k) = \sum_{k \in B_k} \delta(k) \hat{N}(k) = V^k_\delta V^k_N,$$  \hspace{1cm} (1)

with $V^k_a (a being \hat{\delta} or \hat{\bar{N}})$ a vector in a high dimensional space (determined by the size of $B_k$ and other symmetric properties of $\hat{\delta}$ and $\hat{\bar{N}}$) such that the components take the values from $a$. To simplify the discussion for the moment, we may just set each component as $\{a(q_i)\}$, where $a \in [\hat{\delta}, \hat{\bar{N}}]$. However, we must keep in mind that the act of transforming a into $\hat{\bar{N}}$ may involve taking real and imaginary part and discarding the hermitically conjugate parts. Assuming that the fields must satisfy isotropy then we may express the first constraint that we are seeking for the likelihood is

$$\left\{ C(k) = \frac{\langle C(k) \rangle}{\| V^k_\delta \| \| V^k_N \|} \right\} = r(k),$$  \hspace{1cm} (2)

with $r(k)$ the correlation rate in the bin $k$. This function $r(k)$ is not expected to depend strongly anymore on $\delta$ or $N$, though that will need be tested in the future.

Thus, the sought probability distribution function $P(x|\mu)$, with $x$ the stochastic observed field (here $N$) and $\mu$ the model field (here $\delta$), satisfies the constraint:

$$\langle x|\mu \rangle_{P(x|\mu)} = \eta.$$  \hspace{1cm} (3)

Here-above, without loss of generality, we have taken $|x| = 1$ and $|\mu| = 1$. Furthermore, to link with the cosmological problem, $\eta$ is equal for each bin to $r(k)$. Looking for the distribution that maximize the entropy while satisfying that constraint lead to the following function to optimize:

$$S = -\int d\Omega(x) P(x|\mu) \log(P(x|\mu)) + \lambda \left( \int d\Omega(x) P(x|\mu, \eta) - 1 \right) + \kappa \left( \int d\Omega(x) P(x|\mu, \eta)(x|\mu) - \eta \right).$$  \hspace{1cm} (4)

where the integration is done over the unit sphere in $D$ dimensions corresponding to the vector space to which belongs $a$. The constraint linked to the Lagrange multiplier $\lambda$ serves to enforce normalization, while the constraint linked $\kappa$ enforces the mean of the correlation. This maximization leads to

$$P(x|\mu, \eta) \propto \exp(\kappa(\eta, x|\mu)).$$  \hspace{1cm} (5)

Up to the proportionality constant that can be obtained by enforcing a unit-normalization to the probability distribution. This function is the von Mises-Fisher (VMF) distribution (Fisher 1953), which we investigate further in Section 2.2. Before moving on, we note a peculiarity of this likelihood: it requires a non-linear combination of the amplitude of Fourier modes on a sphere of constant $k$. As such, it is non-local both in Fourier and in real representation. We have investigated some analytical properties of the variance of that likelihood for different correlation rates.
2.2. The von Mises-Fisher distribution

The von Mises-Fisher (VMF) distribution is defined on the unit sphere $S_p$ in $p$ dimensions:

$$f_p(x | \mu, \kappa) = C_p(\kappa) \exp(\kappa x \cdot \mu),$$  \hspace{1cm} (6)

where $\kappa$ is a parameter, $\mu$ is the mean direction pointed by the distribution, and $C_p(\kappa)$ is normalization of the distribution. It can be shown (Sra 2007) that the normalization has the following form:

$$C_p(\kappa) = \frac{\kappa^{p/2-1}}{(2\pi)^{p/2}I_p(p/2-1(\kappa))},$$  \hspace{1cm} (7)

with $I_p(\kappa)$ the modified Bessel function of the first kind. To relate the coefficient $\kappa$ to the correlation rate $\langle \delta^\dagger N \rangle$, we need to compute the first moment of the VMF distribution:

$$Q(\kappa) = \langle x \cdot \mu \rangle = \int_{S_p} d\Omega(x) (x \cdot \mu) C_p(\kappa) \exp(\kappa x \cdot \mu).$$  \hspace{1cm} (8)

Now this can be obtained by noticing that:

$$Q_p(\kappa) = C_p(\kappa) \frac{d}{d\kappa} \int_{S_p} d\Omega(x) \exp(\kappa x \cdot \mu).$$  \hspace{1cm} (9)

Moreover the distribution satisfies the identity, which means:

$$\frac{d}{d\kappa} \left( C_p(\kappa) \int_{S_p} d\Omega(x) \exp(\kappa x \cdot \mu) \right) = 0,$$  \hspace{1cm} (10)

which leads to

$$\frac{d}{d\kappa} \int_{S_p} d\Omega(x) \exp(\kappa x \cdot \mu) = -\frac{1}{C_p(\kappa)} \frac{dC_p}{d\kappa} = -\frac{d\log C_p}{d\kappa}. \hspace{1cm} (11)$$

Thus the equation satisfied by $Q_p(\kappa)$ is:

$$Q_p(\kappa) = -\frac{d\log C_p}{d\kappa} = \frac{I_p(p/2-1(\kappa))}{I_p(p/2-1(\kappa))} - \left( \frac{p}{2} - 1 \right) \log \kappa.$$  \hspace{1cm} (12)

$$= \frac{I_{p/2+1}(\kappa)}{I_{p/2-1}(\kappa)}. \hspace{1cm} (13)$$

We can now derive the relation between $\kappa$ and the mean correlation between the unit vectors $V^{(i)}_\delta = [\delta(k) | k \in B_i]$ and

$$V^{(i)}_N = [\hat{N}(k) | k \in B_i]:$$

$$\left\{ \sum_j V^{(i)}_\delta V^{(i)}_N \right\} = r(k_i). \hspace{1cm} (14)$$

The identities in Equations (9) and (13) leads to a consistency equation in $\kappa$:

$$r(k_i) = \frac{I_{p/2+1}(\kappa)}{I_{p/2-1}(\kappa)}.$$  \hspace{1cm} (15)

with $p_i = |B_i|$ the number of independent Fourier modes in the bin $i$, and $r(k)$ is the correlation rate introduced in Equation (2).

We show in Figure 1 the relation for different values of $p$, the number of dimensions which is related to the bin size.

As we can see, the variance is a derived quantity for this distribution, contrary to the Gaussian distribution for which it can be further imposed. We will thus now compute it for a given value of the $\kappa$ parameter. The definition of the variance $V_p(\kappa)$, for a correlation likelihood between two vectors in $p$ dimensions, is

$$V_p(\kappa) = \left< (x \cdot \mu - 1)^2 \right> = \left< (x \cdot \mu)^2 \right> - 2 \left< x \cdot \mu \right> + 1.$$  \hspace{1cm} (16)

It can be computed with the similar trick as in Equation (9). After further manipulation of the properties of the Bessel function we arrive at the following relation:

$$V_p(\kappa) = \left( \frac{p}{\kappa} \right) r(k) + \frac{I_{p/2}(\kappa)}{I_{p/2-1}(\kappa)} (1 - r(k)) + (1 - r(k))^2.$$  \hspace{1cm} (17)

We show in Figure 2 the relation between the square root of the variance, also called standard deviation, and the correlation rate for different numbers of dimensions and different correlation rates. As expected, the standard deviation decreases steadily when going from zero correlation to full correlation. We note that in the end the number of dimensions has a weak effect on this function. It is mostly present for the smallest number of dimensions. For a larger number of dimensions, the function can be well approximated by

$$V_p(\kappa) \approx (1 - r(k))^2.$$  \hspace{1cm} (18)

In Section 2.4, we further justify this approximation.

2.3. Extension of the distribution

In the previous section we have focused on the distribution using a maximum entropy argument and enforcing the first moment of that distribution. The problem, similar to Poisson distribution, is that the variance is set by the mean relation. We can extend the maximum entropy argument to derive another distribution that can enforce two constraints: the correlation rate and the typical fluctuation allowed according to that direction. We end up with
Fig. 2. Standard deviation from second moment of vMF distribution. This shows the typical width of the vMF distribution with respect to the considered direction.

We compare in Figure 3 the full VMF to the Gaussian approximation for a few values of $\kappa$ and the corresponding dimensionality of the sphere. We show there the effect of using different, reasonable, correlation rate (series of colored line in each panel), and two dimensions of the space embedding the hypersphere (left and right panels). We see that the small angle approximation is in good agreement with the exact solution, though at $r = 0.30$ the peak of the distribution is shifted and the tail at large angle is significantly shorter.

The advantage of working with the Gaussian approximation is that it is possible to introduce again the constraint that the variance of the distribution may fluctuate more than expected though at a smaller analytical cost.

In Section 2.2, we have noted that the variance of the direction seems well approximated with just $(1 - r(\kappa))^2$ (Equation 18). This can be understood from Equation (17) and (23). The asymptotic limits of the ratio of modified Bessel functions admit the following limits for any positive $p$:

$$\frac{I_{p/2}(\kappa)}{I_{p/2-1}(\kappa)} \sim \frac{\kappa}{p} \quad \text{as} \quad \kappa \to 0$$  \quad (24)

$$\frac{I_{p/2}(\kappa)}{I_{p/2-1}(\kappa)} \sim 1 \quad \text{as} \quad \kappa \to \infty$$  \quad (25)

In the limits of large number of dimensions $(1 - r(\kappa)) \approx \frac{\kappa}{2p}$. We can then find two asymptotic approximations both for $r \to 0$ and $r \to 1$. For $r \to 1$, we have:

$$V_p(r) \sim (1 - r)^2,$$  \quad (26)

further assuming that $p$ is sufficiently large. For $r \to 0$, we have:

$$V_p(r) \sim (1 - r)^2,$$  \quad (27)

because the asymptotic limits of the first two terms are proportional to $r$. We thus have a function with similar asymptotic expansion at low and high correlation rate, as can be seen qualitatively in Figure 1. The typical allowed fluctuation for the direction is thus well determined by just $1 - r$, for $r$ sufficiently above 0, as seen in Figure 2.

3. Data model

In this work, we investigate the validity and resilience of a simple model to observations. In the next sections, we will rely on either perfect mock data, generated from that same model, or halo mock catalog, which exhibits more complex behavior. The data model that we adopt is the following. The deterministic model is assumed to generate a matter field from a white noise (also called "phases") by going through three transformations: a convolution by a scale invariant primordial spectrum, another convolution with a transfer function obtained with analytic approximation (Eisenstein & Hu 1998), and a final deterministic component. The final component may be obtained using Lagrangian Perturbation Theory, first or second order, or a full Particle Mesh with a limited number of time steps. As this step relies on a particle representation, we use a cloud-in-cell mass assignment to produce a regular mesh with the value of the matter density contrast.

The obtained mesh with the density contrast is directly provided to the correlation likelihood alongside the data projected on a mesh with the same size. We voluntarily omit to specify any tracer bias model. The correlation likelihood in practice absorb
every systematic effect that looks like an arbitrary multiplication in the Fourier domain, provided the bins in $k$ are sufficiently small. We exactly take this limit and, for the sake of the implementation, take a bin in $k$ equal to $10^{-4} h \text{ Mpc}^{-1}$.

The last missing part is the correlation rate between those two fields for each $k$-bin. As we have seen in Section 2.2, equation (18), the correlation rate is directly, and simply, related to every systematic effect that looks like an arbitrary multiplication in the Fourier domain, provided the bins in $k$ are sufficiently small. We exactly take this limit and, for the sake of the implementation, take a bin in $k$ equal to $10^{-4} h \text{ Mpc}^{-1}$.

The last missing part is the correlation rate between those two fields for each $k$-bin. As we have seen in Section 2.2, equation (18), the correlation rate is directly, and simply, related to the level of noise fluctuations. Defining the rate is thus defining the precision of the model. We take it to be:

$$r(k) = \frac{1}{1 + (k/k_c)^2} \frac{r_0 + (k/k_c)^2}{1 + (k/k_c)^2},$$

with $k_{c,1}$, $k_{c,2}$, $s_1$, $s_2$ and $r_0$ five constants that govern the shape of that function. This function has two components. The first one imposes that the correlation rate goes to zero at $k \to +\infty$. The second component allows the correlation rate to start from a value lower than one for $k \to 0$ and increase to one asymptotically. This allows to mimic some of features observed in earlier work involving $\omega_0 \omega_1$ reconstruction (Nguyen et al. 2021). We will see in practice that this behavior is in practice never adopted through inference from halo mock data (Section 5).

The test that we conduct here are run for a white-noise that is not sampled, i.e. it is fixed or, as it is sometimes said, “frozen”. Thus, it is still possible to jointly infer the shape of the correlation rate function $r(k)$ and the cosmological parameter. This is an attempt to estimate the degree of reliability of the model from the correlation likelihood itself. The point of $r(k)$ is to indicate to the likelihood for which scale the model should be trusted. The only anchor point for the likelihood to find the reliability is through the examination of high order statistics. Leaving that free for mass tracers for which the model of dynamics is not well controlled is potentially dangerous, while the white noise is sampled. The danger comes from the coupling between the reliability and the cosmological parameters themselves. As an example, varying $\sigma_8$ changes the effective time of collapse of structures, which changes the scale at which simple perturbation theory breaks down at low redshift. There is thus a degeneracy between $\sigma_8$ and the scale at which the model breaks down. In principle, this could be lifted by a close examination of high order statistics but in practice we noted that the posterior probability always prefer to boost the correlation and induces systematic effect if it has the possibility to do so. It is thus safer to put a constant bound on the correlation rate for inference based on observational data, which indicates the absolute reliability of a model, as established by extensive tests within the standard model of cosmology. On the other hand, for the exercise conducted in this work, it is informative on the reliability of the simplified model to represent the complex dynamics of a full N-body simulation and structure identification. This in turn can help to produce the “safe” values for the correlation rate. We come back to this problem during the tests provided in Section 5.3.

4. Self-consistent tests

With the data model that we have specified in the previous section, we aim now to validate the mock data generation and the inference algorithms. This test will not control whether the model is any good but whether the inferred posterior distribution is in agreement with the “ground truth”, which is the parameter used to generate the mock data. This section is subdivided in three parts. First, in Section 4.1, we provide an algorithm able to generate samples from the likelihood to generate the self-consistent
mock data. Then, in Section 4.2, we give the setup alongside a choice of the correlation rate function \( r(k) \). Finally, in Section 4.3, we discuss the results.

### 4.1. Algorithm to sample from the VMF

We need to sample an \( N \)-dimensional unit vector from the VMF distribution. We use a variant of the algorithm proposed in earlier work for specific directions (Kurz & Hanebeck 2015). The algorithm is derived from changing to the \( N \)-sphere coordinate
system \((|x| = 1, \phi_i)\). Without loss of generality, we can decide that \(\mu\) is aligned with the first axis \(i = 0\). In that case, the VMF in Equation (6) becomes:

\[
f_p(|\phi|, |\kappa|)d^3x = f_p(x|\mu|, \kappa)J_p(x) d^3\Omega(\phi_i) \propto 
\exp(x \cos \phi_i) \sin^{N-3}(\phi_i) d \cos \phi_0 d^{N-1}\Omega(\phi_i)_{i=1...N-1},
\]

with \(x\) constrained to be unit, \(|x| = 1\). Doing the usual change of coordinate \(\cos \phi_0 = w\), we obtain that the parameters of the vector must be distributed as:

\[
f_p(w, |\phi|) = e^{w^2} \left(1 - w^2\right)^{N/2} U^{(N-2)}(|\phi|), \tag{30}
\]

with \(U^{(N-2)}(|\phi|)\) is the uniform distribution on the sphere of dimension \(N - 2\). In practice we can generate a vector from that distribution, by sampling a Gaussian distributed vector in \(N - 1\) dimensions and normalizing it to unity. We name this vector \(v\).

The second part of the distribution in Equation (30) is the distribution followed by \(\phi_i\). Using the change of coordinate \(x = \cos \phi_0\) we transform the distribution as:

\[
f_{VMF}(x; d, \kappa) = N_f(d) \times (1 - x^2)^{(d-3)/2} \exp(kx). \tag{31}
\]

\(N_f(d)\) only depends on the number of dimensions and not on \(\kappa\).

We generate a sample from \(f_{VMF}\) using the slice sampler algorithm (Neal 2003). We then synthesize the complete vector as follow. First we build a unit vector \(\hat{z}_i\) from the vector \(v\) which is orthogonal to \(\mu\).

\[
\hat{z}_i = \frac{1}{\sqrt{1 + \mu_i^2(v \cdot \mu)^2}} \left[-1, \frac{v_i}{\mu_i} \sum_{j \neq i} v_j \mu_j + \sum_{j \neq i} v_j \mu_j \right] \quad \text{if } i < a
\]

\[
\frac{v_i}{\mu_i} \quad \text{if } i = a
\]

\[
\frac{v_{i-1}}{\mu_{i-1}} \text{ if } i > a
\]

And finally we build

\[
z = x \mu + \sqrt{1 - x^2} \hat{z}.
\]

The vector \(z\) has unit norm, and is an i.i.d. sample from the \(N\)-dimensional VMF distribution.

4.2. Generating an output with a specific cross-correlation limit

We use the algorithm shown in the previous section to generate mock data consistent with our likelihood probability distribution and deterministic dynamical model. For this test, and more generally in this work, we do not worry about masking and selection effect but whether the likelihood is able to survive the imprint of the forward model. We adopt a box with a comoving side length equal to 500\(h^{-1}\) Mpc, which has a total volume similar to the one of 2Mpc++ (Lavaux & Hudson 2011). The initial and final mesh size is set to 128\(^3\). As indicated in Section 3, we use the first order Lagrangian Perturbation Theory as our basic benchmark. For the correlation rate we use the following parameter: \(r_0 = 1.0, k_{c,1} = 0.2h\) Mpc\(^{-1}\), \(s_1 = 2.0, k_{c,2} = 4.0h\) Mpc\(^{-1}\), \(s_2 = 1.0\). They lead to the function represented with a black line in the right panel of Figure 4. We adopt a \(\Lambda CD M\) cosmology for a fiducial run, as provided by the Planck collaboration (Planck Collaboration et al. 2016): \(\Omega_m = 0.315, \Omega_k = 0.049, \Omega_g = 0.085, w = -1, n_s = 0.97, \sigma_8 = 0.81, H = 68\) km s\(^{-1}\) Mpc\(^{-1}\). We give in Figure 5 an example of such a field generated using the above parameter.

4.3. Results of sampling the chain

We give in Figure 4 the two main results of the Monte-Carlo sampling of the chain. In the left panel, we give the inferred \(\sigma_8\) parameter and in the right panel the inferred correlation rate. In both cases, we provide the injected \(\sigma_8\) (left panel, vertical solid red line) and the injected correlation rate (right panel, black solid line). We note that the chain has achieved its goal of an unbiased inferred values of those two quantities, for a fixed white noise field. We also note that despite having completely removed the two point information of the final field and limiting the inference to large scales (\(k \leq 0.10 h\) Mpc\(^{-1}\)), the constraints are still significant. Indeed, the inferred \(\sigma_8\) is 0.790 ± 0.026. This result is in line with an ensemble of other results obtained so far only with the bispectrum. They notably show that a huge amount of information is available in higher order statistics. The method that we propose here is a direct estimate of that amount of raw information. We also recover the correct correlation rate as indicated by the right panel of Figure 4, as well beyond the scales covered by the inference, though it is just a side effect of determining correctly the shape of that function at \(k \leq 10^{-1}h\) Mpc\(^{-1}\).

5. Tests on halo mock catalogs

In this section, we test our likelihood on more realistic samples of tracers which are based on the results of \(N\)-body simulations. In Section 5.1, we present the simulation setups. In Section 5.2, we analyze the impact of scale cut on the inference. In Section 5.3, we evaluate the impact of the model of dynamics on the correlation rate and the recovery of \(\sigma_8\). We finish this study in Section 5.4 by considering tracers of different mass.

5.1. Simulation setup

In this work, we use two \(N\)-body simulations with the same volume and cosmology but different mass resolution: one at 512\(^3\) particle resolution, and the other at 1024\(^3\). The volume covered is (500h\(^{-1}\) Mpc\(^3\)) in all cases. The adopted cosmology is the same as the one given in Section 4.2. The \(N\)-body problem is evolved with GADGET-2 (Springel 2005) with force smoothing equal to 1/50 of the mean interparticle separation. We have used ROCKSTAR (Behroozi et al. 2013) to identify halos and sub-halos in these two simulations. We put a minimum number of particles at 10 (corresponding to \(M \geq 4.70 \times 10^{10}h^{-1}\) M\(_{\odot}\), this is the default ROCKSTAR setting). In this work we make use of halos with a mass 10\(^{12}\) h\(^{-1}\) M\(_{\odot}\) and higher (10\(^{13}\) h\(^{-1}\) M\(_{\odot}\)) in the 1024\(^3\) simulation (512\(^3\)) correspondingly, and 790 particles, a number which is generally considered as safe (see e.g. Behroozi et al. 2013).

We choose to study two specific sub samples of the halo catalog generated that way, both mass selected: 10\(^{13}-10^{13.5}\) h\(^{-1}\) M\(_{\odot}\) and 10\(^{12}-10^{12.5}\) h\(^{-1}\) M\(_{\odot}\). These are two standard regimes that are met in observations. The halos at 10\(^{13}\) h\(^{-1}\) M\(_{\odot}\) are representative of halos hosting Luminous Red Galaxies (Ho et al. 2009; Zheng et al. 2009). The lower mass, 10\(^{12}\) h\(^{-1}\) M\(_{\odot}\), is representative of halos hosting Milky Way like galaxies (see a compilation by Wang et al. 2015).

5.2. Effect of cutting in scales

In a first instance, we consider the effects of the truncation of information over spatial scale on the inference of \(\sigma_8\). The results are summarized in Figure 6. In this plot we only consider
the halo mass corresponding to typically Luminous Red Galaxies, and we show the full shape of the posterior for each cut. As expected, for cuts at very large scales \(k = 0.05h \text{ Mpc}^{-1}\), the posterior distribution of \(\sigma_8\) is broad, ranging from \(\sim 0.5\) to \(\sim 1.1\). Interestingly, it is not completely uniform over this range and the peak of the distribution is roughly centered on the adopted value for the \(N\)-body simulation. We explain this by the fact that changing \(\sigma_8\) changes in practice the speed at which peaks cluster. Thus, it changes the higher order statistics in a non-trivial way. Our probability distribution is thus very sensitive to the statistics beyond 2-point correlation function, while that same function is completely ignored here. Increasing the cut to \(0.10h \text{ Mpc}^{-1}\) yields a very strong reduction of the width of the posterior distribution over \(\sigma_8\) by a factor \(\sim 10\). We note that the peak the distribution marginally overlap with the assumed value for the \(N\)-body simulation. Some aspects of the full dynamics and halo distribution is thus correctly captured by first order Lagrangian Perturbation Theory. Increasing the cut \(k = 0.15h \text{ Mpc}^{-1}\) shows a consistent reduction of the width of the posterior, with the peak at the same location as for \(k = 0.10h \text{ Mpc}^{-1}\). Despite this systematic effect of about \(7\%\), we clearly see that higher order statistics holds a gold mine of information even at these very large scales. To give a related example, it was noted in Hahn et al. (2020) that the bispectrum holds a promise of reducing the error bar by a factor five on the mass of neutrinos.

To compare to a more realistic scenario for which the correlation rate will not be easily derivable (such as in observation), we run an experiment by fixing the level to a uniform 25% correlation rate. This level is much lower that the correlation inferred from the simulation for that same data-set (examples of such rates are given in the right panel of Figure 7). We see that the constraints have disappeared for the cut at \(k = 0.05h \text{ Mpc}^{-1}\), while the two others are still very significant. The peak has not changed as expected as we increase the equivalent of the noise level uniformly. The PDFs have broadened to include the value of \(\sigma_8\) used for the simulation (shown with the vertical red line).

### 5.3. Effect of model of the dynamics

Having considered the impact of scale truncation, we now consider changing the model used to represent the dynamics of large scale structures. We focus on the first and second order Lagrangian perturbation theory, and a tCOLA \(N\)-body solver (Tassev et al. 2013). We choose to model the dynamics with only 5 time steps, and use a force resolution at twice the resolution of the particle grid. We show in Figure 8 a comparison of the inference on \(\sigma_8\) depending on the dynamical model adopted to generate the approximate dark matter density field. In that figure we jointly infer the correlation rate with \(\sigma_8\) without changing the white noise (i.e. keeping the “phases” fixed) from which the large scale structures are generated. We later consider in Figure 9 the impact of choosing a fixed correlation rate, set to 25%. Also, we will focus on the left panels of those two figures which correspond to the halos that may host a galaxy such as a Luminous Red Galaxy.

In the left panel of Figure 8, we show the impact of changing different gravity model and choosing different scale cuts \(k_{\text{cut}}\) on the inference of \(\sigma_8\). Globally, the error bar reduces by a factor \(\sim 4\) between \(k_{\text{cut}} = 0.10h \text{ Mpc}^{-1}\) and \(k_{\text{cut}} = 0.20h \text{ Mpc}^{-1}\), though the volume increases by a factor 8. A naive mode counting would yield a shrinkage of the errors by only a factor \(\sim 2.82\). We note that at \(k_{\text{cut}} = 0.10h \text{ Mpc}^{-1}\) the measurement is within the inferred error budget. There are residual systematic effects in the cross-correlation lead that leads to a systematic in the infer-

---

![Inferred correlation rate](chart1.png)

![Fixed 25% correlation rate](chart2.png)

**Fig. 6.** Marginalized posterior probability distribution of \(\sigma_8\) for the halo mock catalog built from halos with mass inside the range \(10^{13} - 10^{15.5} \text{ M}_\odot\). We have assumed the first order Lagrangian Perturbation Theory to model the halo distribution. We show the result for different cuts of the Fourier domain \(k_c = 0.05h \text{ Mpc}^{-1}\) (blue), \(k_c = 0.10h \text{ Mpc}^{-1}\) (red), \(k_c = 0.15h \text{ Mpc}^{-1}\) (green). The \(\sigma_8\) used for the simulation is indicated with a vertical solid red line. We note that all distributions are qualitatively Gaussian distributed. The computation of the histogram has been limited for plotting to the range 0.5 to 1.1.
ence of $\sigma_8$ at the level of $\sim 5\%$ with a $5\sigma$ significance. Interestingly, the systematic is at its lower with the 2LPT model while tCOLA, despite having better higher order statistics for the dark matter field, is undershooting $\sigma_8$. Preliminary tests obtained by imposing a threshold on the matter field to mimic the effect of halo formation seems to improve the situation. More modeling is required though to improve on this. We note that the reduction of the error bar is similar for the three models of dynamics, indicating that also higher order statistics must be involved.

The way each model fail while increasing $k_{\text{cut}} = 0.20 h\ Mpc^{-1}$, which is still really large scales of $\sim 30 h^{-1}\ Mpc$, indicate that, even there, a significant amount of information must be present on the physics of dynamics of large scale structures. We also note that this is a regime that is also in principle sensitive to the physics of neutrinos (Lesgourgues & Tram 2011; Hahn et al. 2020; Palanque-Delabrouille et al. 2020).

In Figure 9, we further explore the impact of the model for dynamics but fix the correlation rate to $25\%$. As expected from previous section, the error bar is now quite larger. We have also less tension from the measurement obtained with the tCOLA model. For completeness, we tried with two simulations with different mass resolutions and different realizations of the initial conditions (labeled with “sim2”). Interestingly the effect of initial conditions is null for the 2LPT model while there is a $1\sigma$ fluctuation for the tCOLA model. A systematic effect seems to be still present at $k \sim 0.20 h\ Mpc^{-1}$ which we intend to investigate further in future work.

### 5.4. Effect of mass of the tracers

In this section, we investigate the impact of using tracers of different mass on the result of the inference on $\sigma_8$. Lower mass tracer ($M \approx 10^{12} h^{-1} M_\odot$) are less biased than the one that we have studied so far in this work. Our expectation was thus that the measurement of $\sigma_8$ would be globally in better agreement with the value used for the $N$-body simulation. The results are shown through the comparison of left and right panels of Figure 8 and 9. We note that such a comparison was only possible for the higher resolution simulation for which halos of $10^{12} h^{-1} M_\odot$ are resolved. The analysis jointly sampling $\sigma_8$ and the correlation rate shows tightening of the error bars on $\sigma_8$ as $k_{\text{cut}}$ is increased. We would expect that tracers at $10^{12} h^{-1} M_\odot$ to behave globally better than $10^{13} h^{-1} M_\odot$ but that is not the case. They show at best the same level of mean systematics as for the higher mass tracers. This is slightly surprising given that they are supposed to be less biased and less affected by shot noise. On the other hand, their higher order statistics may be more complicated to describe. We intend to investigate this further in a future work.

### 6. Conclusion

This work presents a new approach to design likelihoods for large-scale structure analyses using concepts of linear cross-correlation analysis. By construction, it exhibits features to control the resilience of cosmological inference to uncertain noise and mis-modeling of the data. Notably, it is insensitive to scale-dependent galaxy biases, which is the usual way of modeling the relation between dark matter cluster and galaxy clustering. This biasing law is still subject to large modeling uncertainties. We note that simulating the dark matter distribution also automatically injects artificial numerical smoothing linked to the method used to solve the differential equations. One such example is the cloud-in-cell filter used to project particles to a mesh to be able to solve Poisson equation, or express dark matter distribution as a field on a mesh. Standard statistical analysis is made complicated by the procedure and may involve deconvolving the smoothing kernel. These defects do not exist by construction for the correlation likelihood as we are not sensitive to any linear, stationary, convolutional filter.
This choice may be counter-intuitive with respect to the standard approach taken by the cosmological community. A lot of the statistical techniques rely on the 2-point statistics to extract cosmological information from observables. In this work, we have shown that even removing completely that information for the observation leads to sensitive measurement of the amplitude of that same statistics in the initial condition. Given the likelihood that we have used, we leverage information only from high-order statistics, and in that sense, our approach is complementary to probes usually adopted. This method could be very powerful in identifying and eliminate systematics in cosmological analysis.

Despite the simplicity of the proposed data modeling, there remains only a mild residual systematic uncertainty in the inference of $\sigma_8$ at the level of 1-2 $\sigma$ for halo catalogs that cover classes of galaxies such as Milky Way or Luminous Red galaxies, with a volume similar to 2M++. We note that we may include non-linear biasing of tracers to improve on the present modeling. The linear correlation approach that we adopted here still allows for more complex bias models, which can correct the mismatch in the higher-order statistics that we have observed in this work. Such bias models may be, e.g., derived from differentiable machine learning methods (Zhang et al. 2019). It may also be provided by the framework of Effective Field Theory (Schmidt et al. 2019).

We intend to continue testing the limits of the cross-correlation likelihood, notably for initial condition generation in the context of the boxe framework (Jasche & Wandelt 2013; Jasche & Lavaux 2019). As mentioned above, other extensions are possible to increase the robustness of the inference while keeping the complexity of the forward modeling small. One such extension is to enforce a minimal amount of fluctuation by setting the second-order moment, leading to the Fisher-Bingham distribution. On the other hand, the forward modeling may also include non-linear transformation to increase the fidelity of the cross-correlation between the expected galaxy distribution and the actual observations. We expect the required corrections to be minor, which we intend to investigate in a follow-up publication. To conclude, we have proposed a new approach to designing likelihoods to make them robust to mis-modeling. We expect this development to enhance the confidence in inference results based on complex physical data sets, such as provided by extensive galaxy surveys.
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