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Abstract

We provide here some sharp Schauder estimates for degenerate PDEs of Kolmogorov type when the coefficients lie in some suitable anisotropic Hölder spaces and the first order term is non-linear and unbounded. We proceed through a perturbative approach based on forward parametrix expansions. Due to the low regularizing properties of the degenerate variables, for the procedure to work, we heavily exploit duality results between appropriate Besov spaces.

Our method can be seen as constructive and provides, even in the non-degenerate case, an alternative approach to Schauder estimates.
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1 Introduction and Main Results

For a fixed time horizon $T > 0$ and given integers $n, d \in \mathbb{N}$, we aim at proving Schauder estimates for degenerate scalar valued Kolmogorov PDEs of the form:

$$
\begin{aligned}
\partial_t u(t,x) + \langle F(t,x), Du(t,x) \rangle + \frac{1}{2} \text{Tr} \left( D^2_x u(t,x) a(t,x) \right) &= -f(t,x), \quad (t,x) \in [0,T) \times \mathbb{R}^d, \\
u(T,x) &= g(x), \quad x \in \mathbb{R}^d,
\end{aligned}
$$

(1.1)

where $x = (x_1, \ldots, x_n) \in \mathbb{R}^{nd}$ and for all $i \in [1,n]$, $x_i \in \mathbb{R}^d$. Above, the source $f$ and the terminal condition $g$ are bounded and scalar valued mappings and the bounded diffusion matrix $a$ is $\mathbb{R}^d \otimes \mathbb{R}^d$-valued. Also, $F(t,x) := (F_1(t,x), \ldots, F_n(t,x))$ is a vector of $\mathbb{R}^d$-valued unbounded mappings $F_i$ which have, for $i \in [2,n]$, the following structure:

$$
\forall (t,x) \in [0,T] \times \mathbb{R}^{nd}, \quad F_i(t,x) := F_i(t, x^{i-1:n}), \quad x^{i-1:n} := (x_{i-1}, \ldots, x_n).
$$

(1.2)

The notation $D = (D_{x_1}, \ldots, D_{x_n})$ stands for the full spatial gradient and $D_{x_i}$ denotes the partial gradient w.r.t. to $x_i$. For notational convenience we will denote the spatial operator in (1.1) by $(L_t)_{t \in [0,T]}$, i.e. for all $\varphi \in C_0^\infty(\mathbb{R}^{nd}, \mathbb{R})$ (space of twice continuously differentiable functions with compact support):

$$
L_t \varphi(x) = \langle F(t,x), D\varphi(x) \rangle + \frac{1}{2} \text{Tr} \left( D^2_{x_i} \varphi(x) a(t,x) \right).
$$

(1.3)

In this work, this operator is supposed to be of weak Hörmander type, i.e. we suppose that the diffusion matrix $a$ is uniformly elliptic and that the matrices $(D_{x_i-1}^\prime F_i(t,\cdot))_{i \in [2,n]}$ have full rank.

Under suitable regularity assumptions on $a, F$ it can be shown that the martingale problem associated with (1.3) is well posed, see e.g. [Men11], [Men18], [CdRM17]. In that case, there exists a unique weak solution to
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the stochastic differential equation
\[
\begin{align*}
\,dX_t^i &= F_1(t, X_t^1, \ldots, X_t^n)dt + \sigma(t, X_t^1, \ldots, X_t^n)dW_t, \\
\,dX_t^2 &= F_2(t, X_t^1, \ldots, X_t^n)dt, \\
\,dX_t^3 &= F_3(t, X_t^2, \ldots, X_t^n)dt, \\
&\vdots \\
\,dX_t^n &= F_n(t, X_t^{n-1}, X_t^n)dt, \\
\end{align*}
\tag{1.4}
\]

where \((W_t)_{t \geq 0}\) is a Brownian motion on some filtered probability space \(\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}\). The operator \((L_t)_{t \geq 0}\) then corresponds to the generator of the process in (1.4) where \(\sigma\) is a square root of \(\alpha\). The well posedness of the martingale problem in particular implies that (1.1) admits a solution in the mild sense on a suitable function space (see e.g. Kolokoltsrov [Kol11]).

Starting from this framework and assuming that the coefficients \(\alpha, F\), the source \(f\) as well as the terminal condition \(g\) lie in appropriate Hölder spaces, we here prove that the Cauchy problem (1.1) is well-posed in the weak sense and that its unique weak solution satisfies some appropriate Schauder estimates.

These Schauder estimates allow in particular to quantify precisely the parabolic bootstrap associated with \((L_t)_{t \geq 0}\), hence emphasizing its intrinsic regularization properties. In [CdRM17], the authors show how in a Hölder framework for the coefficients \(F, \sigma\), some minimal thresholds allow to guarantee the well posedness of the martingale problem associated with \((L_t)_{t \geq 0}\) and how such thresholds depend on the level \(i \in [1, n]\) of the chain and the variable \(j \in \{(i-1) + 1, n\}\). Adding to these thresholds some suitable regularity (depending also on the level and on the variable) allows to derive Schauder estimates. They provide accurate quantitative bounds associated with the global smoothing effect of \((L_t)_{t \geq 0}\) and reflect how the additional regularity propagates through the operator. From another point of view, which relies on the associated stochastic system (1.4), such estimates quantify the regularizing properties of the Brownian motion when propagating through the aforementioned system. In any case, they underline the degenerate structure of the operator \((L_t)_{t \geq 0}\) (or equivalently of the system (1.4)) which leads to more tricky smoothing effects than those exhibited in the non-degenerate setting.

It is indeed known from the seminal work of Lunardi [Lun97] on the topic that Schauder estimates for degenerate Kolmogorov equations differ from those in the usual non-degenerate setting (see e.g. [Kry96] or [Fri64]). They reflect in some sense the multiple scales in the systems (1.1) and (1.4) (see Section 1.1 below) and are stated in terms of anisotropic Hölder spaces. In particular, those spaces emphasize that the higher is the index of the considered variable in \([1, n]\), the weaker is the associated regularity gain.

**Mathematical background.** Let us shortly describe particular cases of dynamics of type (1.1) for which some Schauder estimates have already been proved. We again mention the work by Lunardi [Lun97], who considered the special case of a homogeneous linear drift \(F(x) = Ax\) satisfying the structure condition (1.2). Precisely, the matrix \(A\) writes in this case:
\[
A = \begin{pmatrix}
    a_{1,1} & \cdots & \cdots & \cdots & a_{1,n} \\
    a_{2,1} & \cdots & \cdots & \cdots & a_{2,n} \\
    0_{d,d} & \cdots & a_{3,2} & \cdots & a_{3,n} \\
    \vdots & \cdots & 0_{d,d} & \cdots & \vdots \\
    0_{d,d} & \cdots & 0_{d,d} & \cdots & a_{n,n-1} & a_{n,n}
\end{pmatrix},
\]

where the entries \((a_{i,j})_{i,j \in [1,n]}\) are in \(\mathbb{R}^d \otimes \mathbb{R}^d\) s.t. \((a_{i,i-1})_{i \in [2,n]}\) are non-degenerate elements of \(\mathbb{R}^d \otimes \mathbb{R}^d\) (which expresses the weak Hörmander condition)\(^*\). Also, the homogeneous diffusion coefficient \(\alpha\) belongs to an appropriate anisotropic Hölder space and asymptotically converges when \(|x| \to \infty\) to a non-degenerate constant matrix of \(\mathbb{R}^d \otimes \mathbb{R}^d\). The assumptions on the asymptotic behavior on the diffusion coefficient have then been relaxed by Lorenzi [Lor65b], in the kinetic framework, i.e. \(n = 2\) with the notations of (1.4), up to additional regularity assumptions on \(\alpha\) which could also be unbounded.

Priola established later in [Pri09] Schauder estimates, without dimensional constraints for time homogeneous drifts of the form
\[
F(x) = Ax + \begin{pmatrix}
\tilde{F}_1(x) \\
0_{(n-1)d,d}
\end{pmatrix},
\tag{1.5}
\]

\(^*\)Actually the non-zero entries \((a_{i,j})\) of \(A\) can be non-square and simply have full rank in [Lun97]. We restrict here to square matrices for the sake of simplicity.
for a non-linear drift $\mathbf{F}_i$ acting on the non-degenerate variable in the expected anisotropic Hölder space. The underlying technique consisted in establishing bounds on the derivatives of the semi-group of the perturbed degenerate Ornstein-Uhlenbeck process (i.e. with $(\mathbf{F}_i)_1$ only) through the Girsanov theorem assuming first that $\mathbf{F}_i$ is smooth. This initial smoothness of $\mathbf{F}_i$ is required in order to compute the associated tangent flows. Through the continuity approach, the author then managed to obtain the estimates for a bounded variable diffusion coefficient lying in the natural expected Hölder space similar to the one of [Lun97] with the same asymptotic conditions. The smoothness of $\mathbf{F}_i$ is then relaxed through an approximation procedure viewing the difference between the Hölder drift and its mollification as a source term and exploiting the estimates established for the smooth drift.

Finally, we mention the work of Di Francesco and Polidoro [DFP06] who derived Schauder estimates for a linear drift of the previous type using an alternative notion of continuity regarding the diffusion coefficient $a$, which somehow involves the unbounded transport associated with the drift.

Hence, in the current framework of degenerate Kolmogorov equations, focusing on the drift, the Schauder estimates hold, to the best of our knowledge, for either linear drifts or Hölder perturbations on the non-degenerate variable of a linear drift.

**Mathematical outline.** There will be two main difficulties to overcome in order to prove Schauder estimates in our framework: the degeneracy as well as the non-linearity and unboundedness of the drift. Concerning this second issue let us also mention that, in the non-degenerate setting, Schauder estimates for unbounded non-linear drift coefficients were obtained under mild smoothness assumptions by Krylov and Priola [KP10] who heavily used the flow associated with the first order vector field in $L_t$, i.e. $\theta_t(x) = \mathbf{F}(t, \theta_t(x))$, to precisely get rid of the unbounded terms.

In this work, we will prove, in the framework of Hölder spaces for the source $f$, the terminal condition $g$ and the coefficients $a, \mathbf{F}$, Schauder estimates similar to those of the previously quoted works ([Lun97], [Lor05b], [Pri09]). The diffusion coefficient $a$ and the source term $f$ will have, as in the non-degenerate case, the same regularity. We mention that, in contrast with the non-degenerate case, this will not be the case for the drift $\mathbf{F}$ for which some additional smoothness on the degenerate entries $(\mathbf{F}_i)_{i \in [2,n]}$ is needed to guarantee the well posedness of (1.4). In particular, the Hölder indexes of $\mathbf{F}$ will be above the minimal thresholds appearing in [CdRM17]. The flow associated with the drift term will again play a key role in our setting. Eventually, we do not impose any particular spatial asymptotic condition on the diffusion $a$.

To prove our result, we will here proceed through a perturbative approach. The idea is to perform a first order parametrix expansion (or Duhamel expansion) of a solution of (1.1) with mollified coefficients around a suitable linearized Ornstein-Uhlenbeck type semi-group. The main idea behind consists in exploiting this easier framework in order to subsequently obtain a tractable control on the error expansion. When applying such a strategy, we basically have two ways to proceed.

On the one hand, one can adopt a backward parametrix approach, as introduced by McKean and Singer [MS67] in the non degenerate setting. This technique has been extended to the current degenerate setting, which involves unbounded coefficients, and successfully exploited for handling the corresponding martingale problem or density estimates of the fundamental solution of (1.1) in [CdRM17] and [DM10]. Unfortunately, this approach does not seem very adapted to our framework involving a non-trivial terminal condition especially because it does not allow to easily deal with gradient estimates which will, at least along the non-degenerate variable $x_1$, be necessary to establish our result.

On the other hand, the so-called forward parametrix approach is better designed to deal with gradient estimates. It has indeed been successfully used by Friedman [Fri64] or Il'in et al. [IKO62] in the non-degenerate setting to obtain pointwise bounds on the fundamental solution and its derivatives for the corresponding heat-type equation or in [CdR17] to derive strong uniqueness for kinetic SDEs of type (1.4) (i.e. $n = 2$ with the previous notations). Especially, this approach is better tailored to exploit cancellation techniques which are crucial when derivatives come in, as opposed to the backward one.

The perturbative approach is not usual to establish Schauder type estimates. The standard way is to proceed through a priori estimates to establish for a given solution of the PDE in a suitable function space, the expected bound. Existence and uniqueness issues, in the considered function space, for the solution of the equation are addressed in a second time. We can refer to [Kry96] for a clear presentation of this approach and to [KP10] for an extension of this method to non-degenerate operators with unbounded drift coefficients. We will here obtain that the solutions of (1.1) with mollified coefficients satisfy, uniformly w.r.t. the mollification parameter, a Schauder type estimate (see Sections 3 to 5 below). From the well posedness of the martingale
problem established in [CdRM17] under our current assumptions, we will then derive that the martingale solution to (1.1) actually itself satisfies the Schauder controls. Since we want to be in the sharpest possible Hölder setting for the coefficients, source and terminal functions, we will need to establish some subtle controls (in particular we have no true derivatives of the coefficients) which will heavily rely on duality results for Besov spaces (see Section 4.2 below and e.g. Chapter 3 in Lemarié-Rieuss [LR02]).

Let us emphasize that the perturbative approach developed here provides, even in the non-degenerate case, a new alternative to establish Schauder estimates. It can be seen as a constructive one in the sense that, from a sequence of smooth solutions, that uniformly satisfy the expected control, we will extract through convergence in law arguments a limit solution which also satisfies the bound. Uniqueness of the solution in the considered class then again follows from uniqueness in law of the underlying limit process.

The drawback of our approach is that, for the parabolic problem (1.1), we first have to establish our estimates in small time. This is intuitively clear since the perturbative methods (expansions along an ad hoc proxy) are precisely designed for small times. To obtain the result for an arbitrary given time, we then have to iterate the estimate, which is precisely natural since Schauder estimates provide a kind of stability in the considered function space. We are therefore far from the optimal constants for the Schauder estimates established in the non-degenerate setting for time dependent coefficients by Krylov and Priola [KP17]. However, to the best of our knowledge, our approach is the only one allowing to derive Schauder estimates for a parabolic degenerate Kolmogorov equation with fully non-linear drift in Hölder space. Also, we think the strategy developed in the current work should apply for the elliptic degenerate Kolmogorov equation with good potential term, i.e. the negative sign of the potential would allow to integrate on an infinite time horizon (getting therefore rid of the small time constraint) or for unbounded sources \( f \) that would need in that cases to be somehow controlled by an associated potential as in [KP10].

To conclude with this outline, we come back to the stochastic counterpart of (1.1): system (1.4). In connection with the strong regularizing properties of Brownian motion, the perturbative approach we develop here allows as well to address the problem of strong well posedness for the SDE (1.4) in a Hölder framework for the coefficients. This was done by Chaudru de Raynal in [CdR18] for \( n = 2 \) (let us mention as well in this kinetic case the works of Fedrizzi et al. [FFPV17] and Zhang [Zha18] who derived strong uniqueness for \( L^p \) drifts on the non-degenerate component and a linear degenerate dynamics in (1.4)). Namely, in the companion paper [CdRHM18], we establish through a similar approach strong uniqueness for the full chain for some suitable related Hölder thresholds for the drift. Indeed, from a PDE viewpoint, strong uniqueness for the associated SDE is heavily related to pointwise controls of the gradient of the solution of the PDE in all the directions (including the degenerate ones). These controls hence require some additional regularity and are then obtained under some slightly stronger Hölder regularity assumptions on the coefficients (which for strong uniqueness issues then in turn become the source term in the PDE with the Zvonkin approach). Some related issues were also considered under additional smoothness conditions by Lorenzi [Lor05a] in the case of a linear drift.

Before stating our main results, we recall some properties associated with the system (1.1). We first describe in Section 1.1 how the intrinsic multi-scales of the degenerate Kolmogorov like equations appear. We then introduce the appropriate setting of Hölder spaces to consider in Section 1.2. We eventually conclude the introduction stating in Section 1.3 our main results concerning Schauder estimates associated with (1.1).

### 1.1 Intrinsic scales of the system and associated distance

Let us now briefly expose how the system typically behaves. To do so, consider the following operator:

\[ \mathcal{L}_0 := \partial_t + \langle A_0 x, D \rangle + \frac{1}{2} \Delta_{x_1}, \quad A_0 = \begin{pmatrix} 0_{d,d} & \cdots & \cdots & \cdots & 0_{d,d} \\ I_{d,d} & \cdots & \cdots & \cdots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0_{d,d} & \cdots & I_{d,d} & 0_{d,d} \\ 0_{d,d} & \cdots & 0_{d,d} & I_{d,d} & 0_{d,d} \end{pmatrix}, \quad (1.6) \]

which can be viewed as a typical model for the operator in (1.1). Introducing now, for \( \lambda > 0 \), the dilation operator \( \delta_{\lambda} : (t, x) \in \mathbb{R}^+ \times \mathbb{R}^{nd} \mapsto \delta_{\lambda}(t, x) = (\lambda^2 t, \lambda x_1, \lambda^2 x_2, \ldots, \lambda^{2n-1} x_n) \in \mathbb{R}^+ \times \mathbb{R}^{nd}, \) i.e. with a slight abuse of notation, \( (\delta_{\lambda}(t, x))_0 := \lambda^2 t \) and for all \( i \in [1, n] \), \( (\delta_{\lambda}(t, x))_i := \lambda^{2i-1} x_i \), we have that

\[ \mathcal{L}_0 v = 0 \implies \mathcal{L}_0 (v \circ \delta_{\lambda}) = 0. \quad (1.7) \]
We first recall some useful notations and spaces. We denote for $k \in \mathbb{N}$, $\beta \in (0, 1)$ by $\| \cdot \|_{C^{k+\beta}(\mathbb{R}^m, \mathbb{R}^l)}$, $m \in \{1, d, nd\}$, $\ell \in \{1, d, d^2, nd\}$ the usual homogeneous Hölder norm, see e.g. Krylov [Kry96]. Precisely, for $\psi \in C^{k+\beta}(\mathbb{R}^m, \mathbb{R}^l)$, denoting by $\vartheta = (\vartheta_1, \ldots, \vartheta_m) \in \mathbb{N}^m$ a generic multi-index and $|\vartheta| = \sum_{i=1}^{m} \vartheta_i$, we define the semi-norm:

$$
\| \psi \|_{C^{k+\beta}(\mathbb{R}^m, \mathbb{R}^l)} := \sum_{i=1}^{k} \sup_{|\vartheta| = i} \|D^\vartheta \psi\|_{L^\infty(\mathbb{R}^m, \mathbb{R}^l)} + \sup_{|\vartheta| = k} [D^\vartheta \psi]_{\beta},
$$

$$
[D^\vartheta \psi]_{\beta} := \sup_{(x,y) \in (\mathbb{R}^m)^2, x \neq y} \frac{|D^\vartheta \psi(x) - D^\vartheta \psi(y)|}{|x - y|^\beta},
$$

where $| \cdot |$ denotes the Euclidean norm on the considered space. We will also need to consider the associated subspace with bounded elements. Namely, we set:

$$
C^{k+\beta}_b(\mathbb{R}^m, \mathbb{R}^l) := \{ \psi \in C^{k+\beta}(\mathbb{R}^m, \mathbb{R}^l) : \| \psi \|_{L^\infty(\mathbb{R}^m, \mathbb{R}^l)} < +\infty \}.
$$

We define correspondingly the Hölder norm:

$$
\| \psi \|_{C^{k+\beta}_b(\mathbb{R}^m, \mathbb{R}^l)} := \| \psi \|_{C^{k+\beta}(\mathbb{R}^m, \mathbb{R}^l)} + \| \psi \|_{L^\infty(\mathbb{R}^m, \mathbb{R}^l)}.
$$

We are now in position to define our anisotropic Hölder spaces with multi-index of regularity. Let $\psi : \mathbb{R}^{nd} \to \mathbb{R}^l$ be a smooth function. We first introduce, for $i \in [1, n]$, $x \in \mathbb{R}^d$ the perturbation operator that writes:

$$
\forall z \in \mathbb{R}^{nd}, \Pi^i(\psi)(z) := \psi(z_1, \ldots, z_i + x, \ldots, z_n).
$$

We then define for all $i \in [1, n]$, the mapping

$$
(z, x) \in \mathbb{R}^{nd} \times \mathbb{R}^d \mapsto \psi_i(z, x) := \Pi^i(\psi)(z).
$$

Let us introduce the following anisotropic Hölder space in $d$-quasi-metric: given a parameter $\gamma \in (0, 1)$, and $k \in \mathbb{N}$, we say that $\psi$ is in $C^{k+\gamma}_d(\mathbb{R}^{nd}, \mathbb{R}^l)$, if

$$
\| \psi \|_{C^{k+\gamma}_d(\mathbb{R}^{nd}, \mathbb{R}^l)} := \sum_{i=1}^{n} \sup_{x \in \mathbb{R}^{ndd}} \| \psi_i(z, x) \|_{C^{k+\gamma}(\mathbb{R}^d, \mathbb{R}^l)} < +\infty.
$$

\footnote{the triangle inequality holds up to some multiplicative constant.}
For the sake of simplicity, we will write:
\[
\|\psi\|_{L^\infty} := \|\psi\|_{L^\infty(\mathbb{R}^d, \mathbb{R})}, \quad \text{and} \quad \|\psi\|_{C^{k+d}} := \|\psi\|_{C^{k+d}(\mathbb{R}^d, \mathbb{R})},
\]

The subscript \(d\) stands here to indicate the dependence of the Hölder exponents appearing in the r.h.s. on the underlying quasi-distance \(d\) reflecting the scale invariance of the system (see equation (1.9) and the comments above for details). Note in particular that, for \(k = 0\), there exists \(C := C(n, d) \geq 1\) s.t.:
\[
C^{-1}[\psi]_{1, d} \leq \|\psi\|_{C^{k+d}(\mathbb{R}^d, \mathbb{R})} \leq C[\psi]_{1, d},
\]
\[
[\psi]_{1, d} := \sup_{x \neq x', (x, x') \in (\mathbb{R}^d)^2} \frac{|\psi(x) - \psi(x')|}{d^r(x, x')}, \quad (1.15)
\]
see also e.g. Lunardi [Lun97].

From (1.11) and (1.14), we write that \(\psi \in C^{k+\gamma}(\mathbb{R}^n, \mathbb{R}^n)\) if:
\[
\|\psi\|_{C^{k+\gamma}(\mathbb{R}^n, \mathbb{R}^n)} := \sum_{i=1}^n \sup_{z \in \mathbb{R}^n} \|\psi_i(z, \cdot)\|_{C^{k+\gamma}(\mathbb{R}^n, \mathbb{R}^n)} < +\infty.
\]

Finally, through the article, we use the following notation for all \(\varphi_1 \in L^\infty([0, T], C^{k+\gamma}(\mathbb{R}^m, \mathbb{R}^n))\) and \(\varphi_2 \in L^\infty([0, T], C^{k+\gamma}(\mathbb{R}^m, \mathbb{R}^n))\):
\[
\|\varphi_1\|_{L^\infty(C^{k+\gamma})} := \sup_{t \in [0, T]} \|\varphi_1(t, \cdot)\|_{C^{k+\gamma}(\mathbb{R}^m, \mathbb{R}^n)} \quad \text{and} \quad \|\varphi_2\|_{L^\infty(C^{k+\gamma})} := \sup_{t \in [0, T]} \|\varphi_2(t, \cdot)\|_{C^{k+\gamma}(\mathbb{R}^m, \mathbb{R}^n)}.
\]

### 1.3 Assumptions and main result

With these notations at hand we can now state our assumptions and main results. In the following, we will assume:

(UE) **Uniform Ellipticity of the diffusion Coefficient.** There exists \(\kappa \geq 1\) s.t. for all \((t, x) \in \mathbb{R}_+ \times \mathbb{R}^d, z \in \mathbb{R}^d\),
\[
\kappa^{-1}|z|^2 \leq (a(t, x)z, z) \leq \kappa|z|^2,
\]
where \((\cdot, \cdot)\) again denotes the Euclidean norm and \((\cdot, \cdot)\) is the inner product.

(H) **Weak Hörmander like condition.** For all \(i \in [2, n]\), there exists a closed convex subset \(E_{i-1} \subset GL_d(\mathbb{R})\) (set of invertible \(d \times d\) matrices) s.t., for all \(t \geq 0\) and \((x_{i-1}, \ldots, x_n) \in \mathbb{R}^{(n-i+2)d}\), \(Dx_{i-1}F_i(t, x_{i-1}, \ldots, x_n) \in E_{i-1}\). For example, \(E_{i-1}\) may be a closed ball included in \(GL_d(\mathbb{R})\), which is an open set.

(S) **Smoothness of the Coefficients.** Fix \(\gamma \in (0, 1)\). We suppose the following conditions hold.

(i) **Smoothness of the diffusion coefficient.** We assume that \(a\) is measurable in time and that \(a \in L^\infty([0, T], C^{k+d}_d(\mathbb{R}^d, \mathbb{R}^d))\).

(ii) **Smoothness of the drift in time.** We only assume here that the drift is bounded measurable in time at the origin, i.e. the measurable mapping \(t \mapsto F(t, 0)\) is bounded.

(iii) **Smoothness of the drift in space.** We now state, for each level \(i \in [1, n]\) the smoothness assumptions on the drift component \(F_i\) (see the remark below for more explanations):
\[
F_i \in L^\infty([0, T], C^{(2i-3)\gamma+\gamma}(\mathbb{R}^{(n-i+2)\wedge n}d, \mathbb{R}^d)). \quad (1.16)
\]

For a fixed parameter \(\gamma \in (0, 1)\), we will say that (A) is in force as soon as (UE), (H), (S) hold.
Remark 1. Let us come back to assumption (S)-(iii), which may seem difficult to understand at first sight. Namely, we here explain a little bit how the particular thresholds appearing in this assumption come from as well as the precise regularity imposed on each component of the drift $F$ w.r.t. any space variables.

- Note first that for $i = 1$ assumption (S)-(iii) readily says, with the previous notations for Hölder spaces, that $F_1 \in \mathcal{L}^\infty(0,T; C^\gamma_b(\mathbb{R}^d,\mathbb{R}))$.

- For each level $i \in [2,n]$, we shall consider different types of assumptions on $F_i$, depending on the variables $x_{i-1}$ and $x^{i:n} = (x_i, \ldots, x_n)$ respectively. Let us now fix $i \in [2,n]$.

The component $x_{i-1}$ is hence the one which transmits the noise. Coherently with the usual Hörmander setting, we need some differentiability of $F_i$ w.r.t. $x_{i-1}$. In order to have a global coherence, in terms of time-space homogeneity, for all the considered variables, the specific smoothness to be considered for that variable is $F_i(t, \cdot, x^{i:n})$ is in $C^{\frac{\gamma}{2}, \frac{\gamma}{2} - 1}(\mathbb{R}^d, \mathbb{R}^{d^2})$. Recalling now the previous definition of $d$ and of the associated Hölder spaces, we have $C^{\frac{\gamma}{2}, \frac{\gamma}{2} - 1}(\mathbb{R}^d, \mathbb{R}^{d^2}) = C^{\frac{\gamma}{2}, \frac{\gamma}{2} - 1}(\mathbb{R}^d, \mathbb{R}^d) = C^{2, \gamma}_d(\mathbb{R}^d, \mathbb{R}^{d^2})$.

Now, at level $i$, the components $x^{i:n}$ are above the current characteristic time-scale, i.e. the vector of their associated time rescaling, which writes according to the homogenous quasi-metric $d_P$ in (1.8) as $(t^{\frac{\gamma}{2}} - 1, t^{\frac{\gamma}{2} - 1})$, has in small time entries that are actually smaller or equal than the time rescaling of the current variable $x_i$ in $t^{-\frac{\gamma}{2}}$. We recall as well that, in order to have the well posedness of the martingale problem associated with the operator $(L_t)_{t \geq 0}$ in (1.3), some natural minimal thresholds of Hölder continuity appear for these variables. Precisely, at level $i$, $F_i$ must be Hölder continuous in $x_j$, $j \in [i,n]$, with index strictly greater than $\frac{\gamma}{2} - 1$ (see [CdRM17] for details). Here, still to have a global coherence, in terms of time-space homogeneity, for all the considered variables, we assume that $F_i$ is $\frac{\gamma}{2} - 1$ Hölder continuous in its $i$th variable. This precisely corresponds to the minimal threshold required to which we add the intrinsic Hölder regularity w.r.t. the associated scale appearing in $d$ for the considered entry. Thus, with a slight abuse of notations, $z \mapsto F_i(t, x_{i-1}, x_i, \ldots, x_{i-1}, z, x_{i+1}, \ldots, x_n)$ is supposed to be in $C^{2, \gamma}_d(\mathbb{R}^d, \mathbb{R}^d) = C^{2, \gamma}_d(\mathbb{R}^d, \mathbb{R}^{d^2})$.

- “Gathering” the regularity conditions assumed on each variable for each component of $F$ hence gives assumption (S)-(iii).

We are now in position to state our main result.

**Theorem 1** (Schauder Estimates for degenerate Kolmogorov Equations with general drifts.). Let $\gamma \in (0,1)$ be given. Suppose that $(A)$ is in force and that the terminal condition $g$ and source term $f$ of the Cauchy problem (1.1) satisfy: $g \in C^{2, \gamma}_b(\mathbb{R}^d, \mathbb{R})$ and $f \in L^\infty(0,T; C^\gamma_b(\mathbb{R}^d, \mathbb{R}))$.

Then, there exists a unique weak solution $u$ in $C^{2, \gamma}_b(\mathbb{R}^d, \mathbb{R})$ to (1.1). Furthermore, there exists a constant $C_1 := C_1((A), T)$ s.t.

$$\|u\|_{L^\infty(C^{2, \gamma}_b)} \leq C_1(\|g\|_{C^{2, \gamma}_b} + \|f\|_{L^\infty(C^\gamma_b)}).$$  \hfill (1.17)

Section 2 below is dedicated to the presentation and description of the various steps that we perform to obtain Theorem 1. From now on we will denote by $C$ a generic constant that may change from line to line but only depends on known parameters in $(A)$ and the considered fixed final time $T$, i.e. $C := C((A), T)$. We reserve the notation $c$ for generic constants that may also change from line to line, depend on $(A)$ but are also independent of $T$, i.e. $c := c((A))$.

## 2 Detailed Guide to the proof

The various steps of our procedure could be roughly summed up as follows: we first mollify the coefficients in equation (1.1) in order to work with well defined objects. In the following, we will call, with a slight terminology abuse, by *regularized* or *mollified* solution of (1.1) the solution of (1.1) associated with the regularized or mollified coefficients.

We then derive the estimate of Theorem 1 in this framework but uniformly in the mollification parameter. To do so, we will expand the regularized solution of (1.1) around a well chosen proxy. This expansion will allow us to obtain an explicit representation of the mollified solution of (1.1) for which we will derive the desired estimates in small time. A key point is that such a representation is of implicit form, so that, when applying our strategy, the upper-bound of the Hölder estimate will involve the Hölder norm of the smoothed solution itself. To overcome this problem, the main idea consists in using a circular argument, bringing together the Hölder norms of the solutions on the same side of the inequality. This strategy then requires to obtain constants in front of the bounds depending of the solution as small as needed. This property will be fulfilled when working with an appropriately rescaled version of the smoothed solution. We can then transfer estimates...
on the (regularized) rescaled version of the solution to the original (regularized) one and then extend it to arbitrary time length intervals by using a chaining argument. We then conclude the proof of the estimates in Theorem 1 through a compactness argument, allowing us to get rid of the regularization parameters, and eventually show that the mild solution of (1.1) is a weak solution thanks to suitable controls deriving from our analysis.

The main objective of this section is to introduce the approach shortly described above. Especially the derivation of the estimates in Theorem 1 for the regularized solution in small time, involving norms of the solution of (1.4) (see also [SV79]).

2.1 The mollifying procedure.

The first step of our strategy is to mollify equation (1.1) in order to get a well-posed Cauchy problem in the classical sense. Precisely, for $\varphi \in C_0^2(\mathbb{R}^n, \mathbb{R})$, $m \in \mathbb{N}$ and $t \in [0,T]$ we define the operator:

$$L^m_t \varphi(x) := (F_m(t,x), D_\varphi(x)) + \frac{1}{2} \text{Tr}(D^2_{\varphi}(x) a_m(t,x)), \quad (2.1)$$

where $F_m, a_m$ are mollified versions in space of the initial coefficients $F, a$ in (1.3), i.e. $F_m(t,x) = F(t, \cdot) * \phi_m(x)$, $a_m(t,x) = a(t, \cdot) * \phi_m(x)$, where for all $z \in \mathbb{R}^n$, $\phi_m(z) := m^{-d} \phi(mz)$ for a smooth, i.e. $C^\infty$, non-negative function $\phi: \mathbb{R}^n \to \mathbb{R}^+_0$. The typical linearization of (2.2) on the time interval $[0,T]$ is the unique weak solution of (1.4) (see also [SV79]).

Consider now mollified versions $f_m, g_m$ of the source $f$ and the final condition $g$ in (1.1). It is then rather direct to derive through stochastic flows techniques, see e.g. Kunita [Kun97], that

$$u_m(t,x) := E[g_m(X_T^{m,t,x})] + \int_t^T E[f_m(s, X_s^{m,t,x})]ds, \quad (2.3)$$

belongs for any given $m$ to $C_0^\infty(\mathbb{R}^n, \mathbb{R})$ (space of infinitely differentiable functions with bounded derivatives) and precisely solves:

$$\begin{cases}
\partial_t u_m(t,x) + (F_m(t,x), D_\varphi(x)) + \frac{1}{2} \text{Tr}(D^2_{\varphi}(x) a_m(t,x)) = -f_m(t,x), & (t,x) \in [0,T) \times \mathbb{R}^n, \\
u_m(T,x) = g_m(x), & x \in \mathbb{R}^n.
\end{cases} \quad (2.4)$$

2.2 Proxy and explicit representation of $u_m$.

The idea is now to control the norms $\|u_m\|_{L^m_{\infty}(C_{t,T}^{2,R})}$ which are uniform w.r.t. the mollifying parameter $m$. To this end, we will use a perturbative method by expanding $u_m$ around a suitable Ornstein-Uhlenbeck like Gaussian proxy corresponding to an appropriate linearization of the dynamics in (2.2). Consider first the deterministic dynamics deriving from (2.2) obtained setting $\sigma_m$ to $0_{d,d}$, i.e.

$$\theta^m_{t,r}(\xi) = F_m(t, \theta^m_{t,r}(\xi)), \quad v \in [0,T], \quad \theta^m_{t,r}(\xi) = \xi, \quad (2.5)$$

where $(\tau, \xi) \in [0,T] \times \mathbb{R}^d$ are freezing parameters, respectively in time and space to be specified.

Fix $0 \leq t < s \leq T$ and $x \in \mathbb{R}^n$. The typical linearization of (2.2) on the time interval $[t,s]$ around $(\theta^m_{t,r}(\xi))_{v \in [t,s]}$ writes:

$$\Delta X^m_{t,r}(\tau, \xi) = x + \int_t^s [F_m(r, \theta^m_{t,r}(\xi)) + DF_m(r, \theta^m_{t,r}(\xi)) (\Delta X^m_{t,r}(\tau, \xi) - \theta^m_{t,r}(\xi))] dr + \int_t^s B_m(r, \theta^m_{t,r}(\xi)) dW_r, \quad (2.6)$$
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where for all \( z \in \mathbb{R}^{nd} \),

\[
DF_m(v, z) := \begin{pmatrix}
0_{d,d} & 0_{d,d} & \cdots & 0_{d,d} \\
D_{x}F_{m,2}(v, z) & 0_{d,d} & \cdots & 0_{d,d} \\
0_{d,d} & D_{x}F_{m,3}(v, z_{2:n}) & 0_{d,d} & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0_{d,d} & 0_{d,d} & \cdots & D_{x_{n-1}}F_{m,n}(v, z_{n-1}, z_{n})
\end{pmatrix}
\tag{2.7}
\]

denotes the subdiagonal of the Jacobian matrix \( D_{x}F_{m}(v, \cdot) \) at point \( z \). From our previous assumptions (non-degeneracy of \( \sigma \) and Hörmander like condition), the Gaussian process with dynamics (2.6) admits a well controlled multi-scale density \( \tilde{p}^{m,(\tau,\xi)}(t, s, x, \cdot) \) (see e.g. Section 3.1 below and for instance [DM10], [CdRM17]).

Namely, there exists \( C := C((A), T) \geq 1 \) s.t. for \( j \in \{0, 1, 2\} \) and all \( k \in [1, n]^2, \ell \in \{0, 1\}, \) for all \( 0 \leq t < s \leq T, (x, y) \in (\mathbb{R}^{nd})^2 \):

\[
|D_{x_{s_{j}}}D_{x_{s_{\ell}}}\tilde{p}^{m,(\tau,\xi)}(t, s, x, y)| \leq \frac{C}{(s-t)^{(k-\frac{1}{2})+\frac{nd}{2}} \tau^{1/2}} \exp \left(-C^{-1}(s-t)\|D_{s-t}(\mathbf{m}_{s,t}^{m,(\tau,\xi)}(x) - y)\|_{1}^{2}\right)
\tag{2.8}
\]

where \( \mathbf{m}_{s,t}^{m,(\tau,\xi)}(x) \) stands for the mean of \( \tilde{X}_{s}^{m,(\tau,\xi)} \) and for all \( u > 0, T_{u} \) is the intrinsic scale matrix:

\[
T_{u} = \begin{pmatrix}
 u I_{d,d} & 0_{d,d} & \cdots & 0_{d,d} \\
0_{d,d} & u^2 I_{d,d} & 0_{d,d} & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0_{d,d} & 0_{d,d} & \cdots & u^n I_{d,d}
\end{pmatrix}
\tag{2.9}
\]

that is, the \( i \)th diagonal entry of \( u^{-\frac{1}{2}}T_{u} \) reflects the time order of the variances of the \( (i-1) \)th iterated integral of the standard Brownian motion at time \( u \). Observe as well that the time singularities in (2.8) precisely reflect the typical scale of the associated variable, i.e. differentiating in \( x_{k} \) yields an additional time singularity in \( (s-t)^{-k+\frac{1}{2}} \) where \( (s-t)^{-k+\frac{1}{2}} \) is exactly the order of the standard deviation of the \( (k-1) \)th iterated integral of the Brownian motion.

Denoting by \((\tilde{L}_{s}^{m,(\tau,\xi)})_{v \in [t, T]}\) the generator of (2.6), it also holds that:

\[
(\partial_{s} - (\tilde{L}_{s}^{m,(\tau,\xi)})^{*})\tilde{p}^{m,(\tau,\xi)}(t, s, x, y) = 0, \tilde{p}^{m,(\tau,\xi)}(t, s, x, \cdot) \rightarrow_{s,t} \delta_{x}(\cdot),
\]

\[
(\partial_{t} + \tilde{L}_{t}^{m,(\tau,\xi)})\tilde{p}^{m,(\tau,\xi)}(t, s, x, y) = 0, \tilde{p}^{m,(\tau,\xi)}(t, s, \cdot, y) \rightarrow_{t,s} \delta_{y}(\cdot).
\]

The above equations are respectively the forward and backward Kolmogorov equations. In the first one, the operator \((\tilde{L}_{s}^{m,(\tau,\xi)})^{*}\) acts on the forward variable \( y \) whereas in the second one, \(\tilde{L}_{t}^{m,(\tau,\xi)}\) acts in the backward variable \( x \). We will use the notation \( \tilde{F}_{T_{u}}^{m,(\tau,\xi)} \) for the corresponding semi-group, i.e.

\[
\tilde{F}_{T_{u}}^{m,(\tau,\xi)} g_{m}(x) := \int_{\mathbb{R}^{nd}} \tilde{p}^{m,(\tau,\xi)}(t, T, x, y) g_{m}(y) dy,
\]

as well as

\[
\tilde{G}_{m}^{m,(\tau,\xi)} f_{m}(t, x) := \int_{t}^{T} ds \int_{\mathbb{R}^{nd}} \tilde{p}^{m,(\tau,\xi)}(s, x, y) f_{m}(s, y) dy,
\tag{2.10}
\]

for the associated Green kernel (with fixed final time \( T > 0 \)).

For fixed \((t, x) \in [0, T] \times \mathbb{R}^{nd}\) and the above Gaussian proxy, for which \((\tau, \xi)\) still remain to be specified, we recall that Duhamel’s formula (first order parametrix expansion) yields that:

\[
u_{m}(t, x) = \tilde{G}_{T_{u}}^{m,(\tau,\xi)} f_{m}(t, x) + \int_{t}^{T} ds \int_{\mathbb{R}^{nd}} \tilde{p}^{m,(\tau,\xi)}(s, x, y) (I_{s}^{m} - \tilde{L}_{s}^{m,(\tau,\xi)}) u_{m}(s, y) dy.
\tag{2.11}
\]

Note for instance that the superscript \((\tau, \xi)\), which stands for the freezing parameters, does not appear in the regularized solution \( u_{m} \). This is because the smoothed solution does not depend on the freezing parameters. Hence, the above representation is valid for any choice of \((\tau, \xi)\).
2.3 Estimates of the supremum norm of the second order derivative w.r.t. the non-degenerate variables: introduction of the Besov duality argument.

Recall from the statement of our main Theorem 1 that we have to give bounds on \( \|u_m\|_{L^\infty(C^{2+\gamma}_{0,a,b})} \). For this introduction to the proof, we will focus on the contribution \( D_{x_1}^2 u_m \), that already exhibits almost all the difficulties and for which we want to establish a control in time-space supremum norm and for the \( \gamma \)-H"{o}lder modulus associated with the distance \( d \).

Differentiating in \( D_{x_1}^2 \) equation (2.11) gives:

\[
D_{x_1}^2 u_m(t, x) = D_{x_1}^2 P_{T,t} m(t, x) + D_{x_1}^2 \tilde{P}_{T,t} m(t, x) + \int_t^T ds \int_{\mathbb{R}^d} D_{x_1}^2 P_{T,t} m(t, s, x, y) (f^m(t, s, x, y)(L^m_x - \tilde{L}^m_x)(t, s, y))dy. \tag{2.12}
\]

Concentrating on the last term, which turns out to be the most delicate, we see that the choice of \((\tau, \xi)\) must be made in order to equilibrate the time singularities coming from \( D_{x_1}^2 P_{T,t} m(t, x, y) \). Let us first consider the non-degenerate part coming from the difference \( (L^m_x - \tilde{L}^m_x)(t, s, y) \) which explicitly writes from (2.1) and (2.6):

\[
(F_m,1)(s, y) - F_m,1(s, \theta_{s,t}^m(\xi), y) = \frac{1}{2} \text{Tr} \left((a_m(s, y) - a_m(s, \theta_{s,t}^m(\xi))) D_{y_1}^2 u_m(s, y)\right)
= \Delta_{1,F_m,\sigma_m} (\tau, s, y, \theta_{s,t}^m(\xi), u_m),
\tag{2.13}
\]

and can be upper-bounded from the H"{o}lder continuity assumption (w.r.t. the underlying homogeneous metric \( d \)) on \( F_1 \) and \( a \) as:

\[
|\Delta_{1,F_m,\sigma_m} (\tau, s, y, \theta_{s,t}^m(\xi), u_m)| \leq \left| [F_1(s, \cdot)]_{d, \gamma}\|D_y u_m(s, \cdot)\|_{L^\infty} + \frac{1}{2} [a(s, \cdot)]_{d, \gamma}\|D_{y_1}^2 u_m(s, \cdot)\|_{L^\infty}\right| dy. \tag{2.14}
\]

The contribution \( d^\gamma(y, \theta_{s,t}^m(\xi)) \) in the above r.h.s. must then equilibrate the time singularity in \((s-t)^{-1}\) coming from \( D_{x_1}^2 P_{T,t} m(t, x, y) \) (see (2.8) and Proposition 3 below). This is possible if \( d^\gamma(y, \theta_{s,t}^m(\xi)) \) is compatible with the off-diagonal bound \((s-t)^{-1}\|m_{s,t}^m(\tau, \xi)(x) - y\|^2 \) in (2.8). This is precisely the case considering \((\tau, \xi) = (t, x)\) which gives:

\[
m_{s,t}^m(\tau, \xi)(x) = \theta_{s,t}^m(x),
\tag{2.15}
\]

as it can readily be checked from (2.5), (2.6) (taking the expectation) and the Grönwall’s lemma. Therefore, observing precisely from the metric homogeneity (see equations (1.8) and (1.9)) that:

\[
d^\gamma(y, \theta_{s,t}^m(x)) = (s-t)^{-\frac{\gamma}{2}} \|d^\gamma((s-t)^{-\frac{\gamma}{2}} T_{s,t-1} y, (s-t)^{-\frac{\gamma}{2}} T_{s,t-1} x)\|
\leq C(s-t)^{-\frac{\gamma}{2}} \sum_{i=1}^n |(s-t)^{-\frac{\gamma}{2}} \|y - \theta_{s,t}^m(x))_i\|^{-\frac{\gamma}{2}}\),
\]

we get that the terms of last contribution in the above r.h.s. can precisely be absorbed by the exponential off-diagonal bound in (2.8).

We therefore eventually derive for the non-degenerate contribution with the notation of (2.8):

\[
\left| \int_t^T ds \int_{\mathbb{R}^d} D_{x_1}^2 P_{T,t} m(t, s, x, y) \Delta_{1,F_m,\sigma_m} (\tau, s, y, \theta_{s,t}^m(\xi), y, u_m)dy \right|_{(\tau, \xi) = (t, x)}
\leq \int_t^T ds \left( C(\|a\|_{L^\infty(C^2_0)}) + \|F_1\|_{L^\infty(C^1_0)}\right) \|\theta_{s,t}^m(\xi)\|_{L^\infty} \|D_{y_1}^2 u_m(s, \cdot)\|_{L^\infty} dy
\leq \frac{2\Lambda}{\gamma} (T-t)^{\frac{\gamma}{2}} \|D_{y_1} u_m\|_{L^\infty} + \|D_{y_1}^2 u_m\|_{L^\infty}
\leq \frac{2\Lambda}{\gamma} (T-t)^{\frac{\gamma}{2}} \|u_m\|_{L^\infty(C^{2+\gamma}_{0,a,b})}. \tag{2.16}
\]
Remark 2 (Constants depending on the Hölder moduli of the coefficients). In equation (2.16), we denoted $\Lambda := C(\|a\|_{L^\infty(C^2_1)} + \|F_1\|_{L^\infty(C^2_1)}$, i.e. $\Lambda$ explicitly depends on the Hölder moduli of the coefficients $a$ and $F_1$ on the time interval $[0,T]$. Importantly, in the following, we will keep the generic notation $\Lambda$ for any constant depending on the Hölder moduli of $a, F$, but not on the supremum norms of $a$ and $(DF_1)_{i\in [2,n]}$ and such that $\Lambda \to 0$ when the Hölder moduli of $a, F_1$ and for any $i \in [2,n]$, $F_i$ w.r.t. to the variables $i$ to $n$, themselves tend to 0. In other words, $\Lambda$ is meant to tend to 0 when the coefficients do not vary much. In the computations below $\Lambda$ may change from line to line but will always enjoy the previous property.

Equation (2.16) thus precisely yields a time smoothing effect corresponding exactly to the Hölder continuity exponent $\gamma$ of the coefficients. The previous choice of $(\tau, \xi)$ is known as the forward parametrix and seems adapted as soon as one is led to estimate derivatives of the solution. This was for instance already the choice performed in the non-degenerate case by Ilin et al [IKO62] or Friedman [Fri64] in relation with Schauder estimates or by Di Francesco and Polidoro [DFP06] in the current degenerate Kolmogorov setting with a linear drift.

Let us mention that, as far as one is concerned with density estimates, which formally amounts to replace $u_m(s,x)$, $u_m(s,y)$ in (2.11) with $p_m(t,T,x,z)$, $p_m(t,T,y,z)$ (density at some fixed point $z \in \mathbb{R}^n$ of $X_p$ starting from $x$ at time $t$), or with the time-posedness of the martingale problem, another choice, consisting in freezing in $(\tau, \xi) = (s,y)$ in the above equation, could also be considered. Note that the freezing parameters would here depend on the time and spatial integration variables. This backward approach was first introduced by McKeon and Singer [MS67] and led successfully to density estimates and well-posedness of the martingale problem for the current model (1.4) in the respective works [DM10], [Men18], [CdRM17].

However, when dealing with derivatives, the forward perturbative approach appears more flexible since it allows to exploit cancellation techniques whereas this is much trickier in the backward case for which $\tilde{p}^{m,(s,y)}(t,s,x,y)$ is not a density w.r.t. $y$. Some associated errors associated with this approach are thoroughly discussed in [CdRM17].

Let us emphasize that, in view of the above calculations, from now on, the choice of the freezing parameters $(\tau, \xi)$ will by default be $(\tau, \xi) = (t,x)$. We will hence sometimes forget the superscript on quantities that depend on these parameters for the sake of clarity and assume implicitly this choice. It may happen in the following that another choice for the freezing point $\xi$ will be done. If so, we will specify it. In any case, when the regularized solution $u_m$ will be evaluated at point $t$ in $[0,T]$, we will choose $\tau = t$ so that this choice shall be assumed in the following.

Let us now turn to the contributions associated with the degenerate variables in the difference $(L^m_s - \tilde{L}^m_s(\tau,\xi))u_m(s,y)$. They precisely write:

$$
\sum_{i=2}^n \left( \left( F_{m,i}(s,y) - F_{m,i}(s,\theta_{s,t}^m(\xi)) - D_{x_{i-1}} F_{m,i}(s,\theta_{s,t}^m(\xi))(y - \theta_{s,t}^m(\xi))_{i-1} \right), D_y u_m(s,y) \right) = \sum_{i=2}^n \left( \Delta_{i,F_m}(\tau,s,\theta_{s,t}^m(\xi),y), D_y u_m(s,y) \right).$$

Under the current assumptions, we do not expect to have uniform controls w.r.t. to the smoothing parameter $m$ for the derivatives $(D_y u_m)_{i\in [2,n]}$ in the degenerate directions. Our strategy will first consist for those terms in performing an integration by parts leading to:

$$
\left| \sum_{i=2}^n \int_0^T ds \int_{\mathbb{R}^n} d\gamma D^2_{x_i} \tilde{p}^{m,(\tau,\xi)}(t,s,x,y) \langle \Delta_{i,F_m}(\tau,s,\theta_{s,t}^m(\xi),y), D_y u_m(s,y) \rangle \right|_{(\tau,\xi) = (t,x)} 
\leq \sum_{i=2}^n \int_0^T ds \int_{\mathbb{R}^n} d\gamma D_{x_i} \cdot \left( D^2_{x_i} \tilde{p}^{m,(\tau,\xi)}(t,s,x,y) \otimes \Delta_{i,F_m}(\tau,s,\theta_{s,t}^m(\xi),y) \right) u_m(s,y) \right|_{(\tau,\xi) = (t,x)},
$$

(2.18)

where the notation “$\otimes$” stands for the usual tensor product. In particular, the term $(D^2_{x_i} \tilde{p}^{m,(\tau,\xi)}(t,s,x,y) \otimes \Delta_{i,F_m}(\tau,s,\theta_{s,t}^m(\xi),y))$ is a tensor lying in $(\mathbb{R}^d)^{\otimes 3}$. Furthermore, $D_{x_i}$ refers to an extended form of the divergence over the $i^{th}$ variable ($y_i \in \mathbb{R}^d$). Precisely, from (2.18), we rewrite for all $i \in [2,n]$; $(s,y) \in [t,T] \times \mathbb{R}^n$:

$$
D_{x_i} \cdot \left( D^2_{x_i} \tilde{p}^{m,(\tau,\xi)}(t,s,x,y) \otimes \Delta_{i,F_m}(\tau,s,\theta_{s,t}^m(\xi),y) \right) = \sum_{j=1}^d \partial_{y_j} \left( D^2_{x_i} \tilde{p}^{m,(\tau,\xi)}(t,s,x,y) \langle \Delta_{i,F_m}(\tau,s,\theta_{s,t}^m(\xi),y) \rangle_j \right),
$$
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with \( y_i = (y_1^i, \ldots, y_n^i) \). In other words, this “enhanced” divergence form decreases by one the order of the input tensor. As a particular case, if \( d = 1 \), \( \Delta_{i,F_m}(\tau, s, \theta_{\nu,t}(\xi), y) \) is a scalar and the divergence form corresponds to the standard differentiation, i.e. \( D_{y_i} = \partial_{y_i} \).

Introduce now for notational convenience, for a multi-index \( \vartheta \in \mathbb{N}^d \) the quantity:

\[
\Theta^{m,\vartheta}_{i,(t,x)}(s,y) := D_{x_i}^{m,\vartheta}(\tau, x, y) \otimes \Delta_{i,F_m}(\tau, s, \theta_{\nu,t}(\xi), y).
\]

With this notation at hand equation (2.18) rewrites:

\[
\sum_{i=2}^{n} \int_0^T ds \int_{\mathbb{R}^d} dy D_{x_i}^{m,\vartheta}(\tau, x, y) \langle \Delta_{i,F_m}(\tau, s, \theta_{\nu,t}(\xi), y), D_{y_i} u_m(s,y) \rangle \bigg|_{(\tau,\xi)=(t,x)},
\]

with \( \vartheta = (2,0,\cdots,0) \), i.e. the multi-index here involves the second order derivatives of the frozen heat-kernel w.r.t. to its non-degenerate components.

In view of our main estimates in Theorem 1, we will use the duality between suitable Besov spaces to derive bounds for the spatial integrals in (2.19). Introduce, for all fixed \( i \in [2,n] \) and any spatial point \((y_1,\cdots,y_{i-1},y_{i+1}\cdots,y_n)\) := \((y_{1:i-1},y_{i+1:n})\) \( \in \mathbb{R}^{(n-1)d} \) the mappings

\[
u_m^{i,(y_{1:i-1},y_{i+1:n})} : y_i \mapsto u_m(s,y_{1:i-1},y_{i+1:n}),\]

\[
\psi_m^{i,\vartheta,(y_{1:i-1},y_{i+1:n})} : y_i \mapsto D_{y_i}^{m,\vartheta}(\Theta^{m,\vartheta}_{i,(t,x)}(s,y)).
\]

The underlying idea is that we actually want, for the \( i \)-th variable, to control uniformly in \( m \) the Hölder modulus

\[
\frac{u_m^{i,(y_{1:i-1},y_{i+1:n})}}{\|u_m^{i,(y_{1:i-1},y_{i+1:n})}\|_{L^\infty}(\mathbb{R}^d)} \text{ uniformly in } (s,y_{1:i-1},y_{i+1:n}) \in [t,T] \times \mathbb{R}^{(n-1)d}.
\]

To prove this property we recall that, setting \( \tilde{\alpha}_i := \frac{2\tilde{\alpha}}{d} \), \( B^{\tilde{\alpha}}_p(\mathbb{R}^d,\mathbb{R}) = B^{2\tilde{\alpha}}_{\infty,\infty}(\mathbb{R}^d,\mathbb{R}) \) with the usual notations for Besov spaces (see e.g. Triebel [Tri83]).

Let us now recall some definitions/characterizations from Section 2.6.4 of Triebel [Tri83]. For \( \tilde{\alpha} \in \mathbb{R}, q \in (0, +\infty), p \in (0, \infty], B^{\tilde{\alpha}}_{p,q}(\mathbb{R}^d) := \{f \in S'(\mathbb{R}^d) : \|f\|_{B^{\tilde{\alpha}}_{p,q}} < +\infty\} \) where \( S(\mathbb{R}^d) \) stands for the Schwartz class and

\[
\|f\|_{B^{\tilde{\alpha}}_{p,q}} := \|\varphi(D)f\|_{L^p(\mathbb{R}^d)} + \left( \int_0^1 \frac{dv}{v}(m-\frac{n}{2})v^m\|\partial_x^m h_v\ast f\|_{L^p(\mathbb{R}^d)}^p \right)^{\frac{1}{p}},
\]

with \( \varphi \in C_0^\infty(\mathbb{R}^d) \) (smooth function with compact support) is s.t. \( \varphi(0) \neq 0, \varphi(D)f := (\varphi\hat{f})^\vee \) where \( \hat{f} \) and \( (\varphi\hat{f})^\vee \) respectively denote the Fourier transform of \( \hat{f} \) and the inverse Fourier transform of \( \varphi\hat{f} \). The parameter \( m \) is an integer s.t. \( m > \frac{n}{2} \) and for \( v > 0, z \in \mathbb{R}^d, h_v(z) := \frac{1}{(2\pi v)^{\frac{n}{2}}} \exp \left( -\frac{|z|^2}{2v} \right) \) is the usual heat kernel of \( \mathbb{R}^d \). We point out that the quantities in (2.21) are well defined for \( q < +\infty \). The modifications for \( q = +\infty \) are obvious and can be written passing to the limit.

Observe that the quantity \( \|f\|_{B^{\tilde{\alpha}}_{p,q}} \), where the subscript \( H \) stands to indicate the dependence on the heat-kernel, depends on the considered function \( \varphi \) and the chosen \( m \in \mathbb{N} \). It also defines a quasi-norm on \( B^{\tilde{\alpha}}_{p,q}(\mathbb{R}^d) \).

The previous definition of \( B^{\tilde{\alpha}}_{p,q}(\mathbb{R}^d) \) is known as the thermic characterization of Besov spaces and is particularly well adapted to our current framework. By abuse of notation we will write as soon as this quantity is finite

\[\|u_m\|_{B^{\tilde{\alpha}}_{p,q}} := \|u_m\|_{B^{\tilde{\alpha}}_{p,q}}\]

As indicated above, it is easily seen from (2.21) that \( C^{\tilde{\alpha}}_{\infty}(\mathbb{R}^d,\mathbb{R}) = B^{\tilde{\alpha}}_{\infty,\infty}(\mathbb{R}^d,\mathbb{R}) \). It is also well known that \( B^{\tilde{\alpha}}_{\infty,\infty}(\mathbb{R}^d,\mathbb{R}) \) and \( B^{-\tilde{\alpha}}_{1,1}(\mathbb{R}^d,\mathbb{R}) \) are in duality (see e.g. Proposition 3.6 in [LR02]). Namely \( B^{\tilde{\alpha}}_{\infty,\infty}(\mathbb{R}^d,\mathbb{R}) \) is the dual of the closure of the Schwartz class \( S \) in \( B^{-\tilde{\alpha}}_{1,1}(\mathbb{R}^d,\mathbb{R}) \). But \( S \) is dense in \( B^{-\tilde{\alpha}}_{1,1}(\mathbb{R}^d,\mathbb{R}) \) (see for instance Theorem 4.3.3 in [AH96]). We will therefore write from (2.18) and with the notations of (2.20)

\[
\sum_{i=2}^{n} \int_0^T \frac{ds}{|\mathbb{R}^d|} dy D_{y_i} \cdot (\Theta^{m,\vartheta}_{i,(t,x)}(s,y)) u_m(s,y) \bigg|_{(\tau,\xi)=(t,x)} \leq \sum_{i=2}^{n} \int_0^T \frac{ds}{|\mathbb{R}^{(n-1)d}|} dy (y_{1:i-1},y_{i+1:n}) \|\psi^{m,\vartheta}_{i,(t,x)}(s,y_{1:i-1},y_{i+1:n})\|_{B^{-\tilde{\alpha}}_{1,1}} \|u_m(s,y_{1:i-1},y_{i+1:n})\|_{B^{\tilde{\alpha}}_{\infty,\infty}} \leq \|u_m\|_{L^\infty(C^{2+\gamma}_{b,d})} \sum_{i=2}^{n} \int_0^T \frac{ds}{|\mathbb{R}^{(n-1)d}|} dy (y_{1:i-1},y_{i+1:n}) \|\psi^{m,\vartheta}_{i,(t,x)}(s,y_{1:i-1},y_{i+1:n})\|_{B^{\tilde{\alpha}}_{1,1}}.
\]

(2.22)
Exploiting the thermic characterization of Besov spaces (see again (2.21) and Section 4.2), it will be shown in Lemma 11 below that there exists a constant \( \Lambda := \Lambda(|A|, T) \) as in Remark 2 s.t. for all \( i \in [2, n] \) and all \( m \in \mathbb{N} \):
\[
\int_{\mathbb{R}^{(n-1)d}} d(y_{1,i-1,1}, y_{1,i-1,0}) \| \Psi_i^{m,q}_{i,(t,x),(y_{1,i-1,1}, y_{1,i-1,0})} \|_{B^{s_i}_{\infty,1}} \leq \frac{\Lambda}{(s - t)^{\frac{1}{2}}}. \tag{2.23}
\]
Therefore:
\[
\sum_{i=2}^{n} \int_{t}^{T} ds \int_{\mathbb{R}^{(n-1)d}} d(y_{1,i-1,1}, y_{1,i-1,0}) \| \Psi_i^{m,q}_{i,(t,x),(y_{1,i-1,1}, y_{1,i-1,0})} \|_{B^{s_i}_{\infty,1}} \leq \Lambda(T - t)^{\frac{1}{2}}, \tag{2.24}
\]
which plugged into (2.22) eventually gives the following global smoothing effect for the degenerate contributions. Namely,
\[
\left| \sum_{i=2}^{n} \int_{t}^{T} ds \int_{\mathbb{R}^{n+d}} dy D^2_{x_i} \tilde{p}^{m,\tau,\xi}(t, s, x, y) \langle \Delta_s F_m(\tau, s, \theta^m_s(\xi), y) D_s u_m(s, y) \rangle \right|_{(\tau, \xi) = (t, x)} \leq \Lambda(T - t)^{\frac{1}{2}} \| u_m \|_{L^{\infty}(C^{2+\gamma}_{b,d})}. \tag{2.25}
\]
which is precisely homogenous to the bound obtained for the non-degenerate variables in (2.16). In both cases, the contribution \( (T - t)^{\frac{1}{2}} \) derives from the assumed smoothness of the coefficients \( a, F \) w.r.t. \( d \) which exactly leads to the same global control for the \( a \) \( a \) priori most singular part of expansion (2.12).

From the previous bounds and (2.12) we thus obtain:
\[
|D^2_{x_i} u_m(t, x)| \leq \left( |D^2_{x_i} \tilde{p}^{m,\tau,\xi}(t, x)| + |D^2_{x_i} \tilde{G}^{m,\tau,\xi}(t, x)| \right) \left| (\tau, \xi) = (t, x) \right| + \Lambda(T - t)^{\frac{1}{2}} \| u_m \|_{L^{\infty}(C^{2+\gamma}_{b,d})}. \tag{2.26}
\]
Since \( \tilde{p}^{m,\tau,\xi}_{T,t} \) is a true semi-group, and \( \tilde{G}^{m,\tau,\xi}_{T,t} \) the associated Green kernel (precisely because we used a forward perturbative expansion), it will be derived in Lemma 12 (thanks to cancellation techniques) that there exists \( C := C(|A|) \) s.t. for all \( (t, x) \in [0, T) \times \mathbb{R}^d \):
\[
\left( |D^2_{x_i} \tilde{p}^{m,\tau,\xi}(t, x)| + |D^2_{x_i} \tilde{G}^{m,\tau,\xi}(t, x)| \right) \left| (\tau, \xi) = (t, x) \right| \leq C(g \| m \|_{C^{2+\gamma}_{b,d}} + (T - t)^{\frac{1}{2}} \| f \|_{L^{\infty}(C^{\gamma}_{b,d})}) \leq C(g \| m \|_{C^{2+\gamma}_{b,d}} + (T - t)^{\frac{1}{2}} \| f \|_{L^{\infty}(C^{\gamma}_{b,d})}) \tag{2.27}
\]
Equation (2.27) eventually leads to the following estimate on \( |D^2_{x_i} u_m(t, x)| \):
\[
|D^2_{x_i} u_m(t, x)| \leq C(g \| m \|_{C^{2+\gamma}} + (T - t)^{\frac{1}{2}} \| f \|_{L^{\infty}(C^{\gamma}_{b,d})}) + \Lambda(T - t)^{\frac{1}{2}} \| u_m \|_{L^{\infty}(C^{2+\gamma}_{b,d})}. \tag{2.28}
\]
For \( T \) small enough, this equation would be compatible with the estimates of Theorem 1. Equation (2.28) might even seem too strong since it also exhibits, additionally to the control of the term associated with the perturbation, a small contribution (in \( (T - t)^{\frac{1}{2}} \) for a small enough \( T \) w.r.t. to the source \( f_m \). This is precisely because \( |D^2_{x_i} u_m(t, \cdot)| \| L^{\infty} \) is not one of the critical terms in the Hölder norm \( \| u_m(t, \cdot) \|_{C^{2+\gamma}_{b,d}} \), i.e. the regularity of the coefficients still gives that it can be viewed as a remainder at first sight.

### 2.4 Estimates on the Hölder modulus of the second order derivative w.r.t. the non degenerate variables: introduction of the various change of regime of the system.

Now, a typical critical term of the Hölder norm, for which we precisely exploit totally the spatial regularity of the coefficients, is \( |D^2_{x_i} u_m(t, \cdot)| \| L^{\infty} \) (see assumption (S) and (1.15)). Let us now detail how we can handle it and in which sense it can be viewed as critical.

Of course, if \( g = 0 \), for \( t \in [0, T] \) and given spatial points \( (x, x') \in (\mathbb{R}^d)^2 \) we can assume w.l.o.g. that, for some constant \( c_0 \) to be specified later on and meant to be small, \( c_0^2 \| d(x, x') \| \leq (T - t)^{\frac{1}{2}} \), i.e. the spatial points are close w.r.t. the characteristic time scale \( (T - t)^{\frac{1}{2}} \) for the homogeneous metric \( d \). Indeed, if \( c_0^2 \| d(x, x') \| > (T - t)^{\frac{1}{2}} \), equation (2.28) readily gives:
\[
|D^2_{x_i} u_m(t, x) - D^2_{x_i} u_m(t, x')| \leq |D^2_{x_i} u_m(t, x)| + |D^2_{x_i} u_m(t, x')| \leq 2(T - t)^{\frac{1}{2}} \| m \|_{L^{\infty}(C^{\gamma}_{b,d})} + \Lambda \| u_m \|_{L^{\infty}(C^{2+\gamma}_{b,d})} \leq 2c_0^2 \| d(x, x') \| \| m \|_{L^{\infty}(C^{\gamma}_{b,d})} + \Lambda \| u_m \|_{L^{\infty}(C^{2+\gamma}_{b,d})}. \tag{2.29}
\]
Note that the above bound is now critical in the sense discussed above. Let us now focus, as before, on the Hölder control associated with the perturbative contribution in (2.12) when $c_0 \| \mathbf{d}(x, x') \| \leq (T - t)^{\frac{7}{2}}$. Namely,

$$D_{x, t}^2 \Delta_m^{\tau, \xi} (t, T, x, x') := \int_t^T ds \int_{\mathbb{R}^d} D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x, y)(L^m_s - \tilde{L}^m_s(\tau, \xi))u_m(s, y)dy$$

$$- \int_t^T ds \int_{\mathbb{R}^d} D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x', y)(L^m_s - \tilde{L}^m_s(\tau, \xi))u_m(s, y)dy,$$  

(2.30)

where we recall that $a \text{ priori}$ the spatial freezing points $(\xi, \xi')$ in (2.30) (see also (2.12)) should be different for $x$ and $x'$ and depend on the position of $\mathbf{d}(x, x')$ w.r.t. the current characteristic time scale in the time integral. Following the terminology of heat kernels, we will say that at time $s \in [t, T]$ the points $x, x'$ are in the diagonal regime if $c_0 \mathbf{d}^2(x, x') \leq s - t$, i.e. their homogeneous distance is small w.r.t. the characteristic time for a parameter $c_0$ to be specified later on.

We insist again that we have the usual equivalence between time and space, i.e. time has to be compared with the square of the spatial metric $\mathbf{d}$. Similarly, we will say that the off-diagonal regime holds when $c_0 \mathbf{d}^2(x, x') > (s - t)$. Observing that in the diagonal case $s \geq t + c_0 \mathbf{d}^2(x, x')$ (and in the off-diagonal one $s < t + c_0 \mathbf{d}^2(x, x')$) we split the time integral in (2.30) as:

$$\Delta_m^{\tau, \xi} (t, T, x, x') := \Delta_m^{\tau, \xi}_{\text{diag}} (t, T, x, x') + \Delta_m^{\tau, \xi}_{\text{off-diag}} (t, x, x'),$$

with

$$\Delta_m^{\tau, \xi}_{\text{off-diag}} (t, x, x') := \int_{t}^{t + c_0 \mathbf{d}^2(x, x')} ds \int_{\mathbb{R}^d} D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x, y)(L^m_s - \tilde{L}^m_s(\tau, \xi))u_m(s, y)dy,$$

$$\Delta_m^{\tau, \xi}_{\text{diag}} (t, x, x') := \int_{t}^{t + c_0 \mathbf{d}^2(x, x')} ds \int_{\mathbb{R}^d} D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x, y)(L^m_s - \tilde{L}^m_s(\tau, \xi))u_m(s, y)dy$$

(2.31)

Intuitively, for the term $D_{x, t}^2 \Delta_m^{\tau, \xi}_{\text{off-diag}} (t, x, x')$, since $x, x'$ are far at the characteristic time scale $(s - t)$, there is no expectable gain in expanding $D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x, y) - D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x, y)$. One therefore writes:

$$|D_{x, t}^2 \Delta_m^{\tau, \xi}_{\text{off-diag}} (t, x, x')| \leq \int_{t}^{t + c_0 \mathbf{d}^2(x, x')} ds \int_{\mathbb{R}^d} D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x, y)(L^m_s - \tilde{L}^m_s(\tau, \xi))u_m(s, y)dy|$$

$$+ \int_{t}^{t + c_0 \mathbf{d}^2(x, x')} ds \int_{\mathbb{R}^d} D_{x, t}^2 \tilde{p}^{\mu, (\tau, \xi)}(t, s, x', y)(L^m_s - \tilde{L}^m_s(\tau, \xi))u_m(s, y)dy|.$$

Now, provided $\xi = x, \xi' = x'$ one derives from the previous equation, similarly to (2.22), (2.23), that

$$|D_{x, t}^2 \Delta_m^{\tau, \xi}_{\text{off-diag}} (t, x, x')| \leq \Lambda \| u_m \|_{L^\infty(\mathbb{C}_{x, t}^{2+\gamma})} \int_{t}^{t + c_0 \mathbf{d}^2(x, x')} \frac{ds}{(s - t)^{\frac{7}{2}}} \leq \Lambda \| u_m \|_{L^\infty(\mathbb{C}_{x, t}^{2+\gamma})} C_0 \mathbf{d}^2(x, x').$$

(2.32)

For $c_0$ small enough, we obtain again an estimate that would be compatible with the global bound on $\| u_m \|_{L^\infty(\mathbb{C}_{x, t}^{2+\gamma})}$ stated in Theorem 1.

Turning now to $D_{x, t}^2 \Delta_m^{\tau, \xi}_{\text{diag}} (t, T, x, x')$ one would therefore be tempted to carry on the analysis with the previous freezing points $\xi = x, \xi' = x'$. Intuitively, in the diagonal regime this should not have too much impact. This is only partly true, since if we proceed so we will be led to investigate the difference of operators at different freezing spatial points and this leads to compare quantities like $\theta^{\tau}_{x, t}(x) - \theta^{\tau}_{x, t}(x')$ for which we want a uniform control w.r.t. $m$. Since the initial (unmollified) coefficients $a, F$ are only Hölder continuous in space, this quantity is typically controlled (see Lemma 7) as:

$$d(\theta^{\tau}_{x, t}(x), \theta^{\tau}_{x, t}(x')) \leq C(d(x, x') + (s - t)^{\frac{7}{2}}),$$

(2.33)
where the time contribution is precisely due to the quasi-distance $d$ (see the proof of Lemma 7 in Appendix A.1.1).

Unfortunately, this approach would lead to a final control of order $(d(x, x') + (s-t)\frac{\gamma}{2})$ which is not enough on the considered integration set. Recall indeed that, in the diagonal regime $c_0d^2(x, x') \leq (s-t)$ and the term $(s-t)\frac{\gamma}{2}$ in the previous r.h.s. is too big. This means that for $\Delta^r_{m,\xi,\gamma} (t, x, x')$, it would be more appropriate to consider the same spatial freezing point. In that case, taking $\xi' = \xi = x$ and expanding the difference of the derivatives of the fundamental Gaussian densities yields:

$$
\Delta^r_{m,\xi,\gamma} (t, T, x, x')
= - \frac{1}{n} \int_{t+c_0d^2(x,x')}^T ds \int_{\mathbb{R}^d} dy \int_0^1 \frac{d\mu D_{x,y} \Delta^2_{x,y} \tilde{p}^{(\tau,\xi)}_{m} (t, s, x + \mu(x' - x), y) \cdot (x' - x) j}{(L^m_s - \tilde{I}^m_s(\tau,\xi)) u_m (s, y)}
$$

using the notations introduced in (2.13) and (2.17) for the last equality. In the previous identities (2.34) and from now on, the symbol “$\sim$” between two tensors means the usual tensor contraction. In particular $D_{x,y} \Delta^2_{x,y} \tilde{p}^{(\tau,\xi)}_{m} (t, s, x + \mu(x' - x), y) \cdot (x' - x) j$ is a $d \times d$ matrix.

In the current diagonal regime, it can be shown from (2.8) and the homogeneity of the distance $d$ that there is $C > 1$ such that for $(\tau, \xi) = (t, x)$:

$$
|D_{x,y} \Delta^2_{x,y} \tilde{p}^{(\tau,\xi)}_{m} (t, s, x + \mu(x' - x), y)|_{(\tau,\xi) = (t, x)}
\leq C (s-t)^{-\frac{1}{2}+\frac{2d}{2d}} \exp (-C^{-1} (s-t) |T_{x,y}^{-1} (m^{m,\tau}_{s,t}(\tau,\xi)(x + \mu(x' - x)) - y|^2))_{(\tau,\xi) = (t, x)}
\leq C (s-t)^{-\frac{1}{2}+\frac{2d}{2d}} \exp (-\frac{C^{-1}}{2} (s-t) |T_{x,y}^{-1} (m^{m,\tau}_{s,t}(\tau,\xi)(x)) - y|^2))_{(\tau,\xi) = (t, x)}
\leq C (s-t)^{-\frac{1}{2}+\frac{2d}{2d}} \exp (-\frac{C^{-1}}{2} (s-t) |T_{x,y}^{-1} (\theta^{m,\tau}_{s,t}(\tau,\xi)(x)) - y|^2),
$$

using for the last inequality that $m^{m,\tau}_{s,t}(\tau,\xi)(x)|_{(\tau,\xi) = (t, x)} = \theta^{m,\tau}_{s,t}(x)$ and the fact that, from the linear structure of ODE satisfied by $m^{m,\tau}_{s,t}(\tau,\xi)(x)$ (which can be read from system (2.6) taking the expectation), $|T_{x,y}^{-1} (m^{m,\tau}_{s,t}(\tau,\xi)(x')|_{(\tau,\xi) = (t, x') - x'| \leq C (s-t)^{-\frac{1}{2}} |T_{x,y}^{-1} (x - x')|^2$. Since $c_0d^2(x, x') \leq s-t \Leftrightarrow c_0d^2 ((s-t)\frac{\gamma}{2} T_{x,y}^{-1} (x, y') \leq 1$, we readily derive from the definition of $d$ in (1.9) that $(s-t) T_{x,y}^{-1} (m^{m,\tau}_{s,t}(\tau,\xi)(x')|_{(t, x')}^2 \leq C$. These points are thoroughly discussed in Sections 3.

From (2.34), (2.35) reproducing the previously described analysis, we finally derive:

$$
D_{x,y}^2 \Delta^r_{m,\xi,\gamma}(t, T, x, x')
\leq A \|u_m\|_{L^\infty(C^{2+\gamma}_{n,d})} \sum_{j=1}^n \int_{t+c_0d^2(x,x')}^T ds \frac{|x - x'|}{(s-t)^{1+\gamma} L^{\gamma}}
\leq A \|u_m\|_{L^\infty(C^{2+\gamma}_{n,d})} \sum_{j=1}^n (c_0d^2(x, x'))^j \frac{|x - x'|}{(s-t)^{\gamma} T}
\leq A c^{\gamma} \frac{1}{\gamma} \|u_m\|_{L^\infty(C^{2+\gamma}_{n,d})} d^\gamma (x, x'),
$$

using again the definition of $d$ in (1.9) for the last inequality and where $A$ is an in Remark 2. We have again globally gained, thanks to the smoothness of the coefficients, a power $\frac{\gamma}{2}$ in the time singularities of equation.
From the previous discussion we now have to specify how to modify the freezing parameter depending on the position of the current time variable w.r.t. to the homogeneous spatial distance between the considered points. This can actually been done from the Duhamel formulation up to an additional discontinuity term. Restarting from (2.11) we can indeed rewrite for given \( \xi' \):

\[
0 \leq r < T, \quad \tilde{G}^m_{r,u}(\tau, \xi') f_m(t, x) = \int_t^T \int_{\mathbb{R}^d} dy \tilde{p}^m_{r,u}(\tau, \xi')(t, s, x', y) f_m(s, y) ds
\]

Differentiating the above expression in \( r \in (t, T] \) yields for any \( \xi'' \in \mathbb{R}^d \):

\[
0 = \partial_r \tilde{p}^m_{r,u}(\tau, \xi') u_m(t, x') + \int_{\mathbb{R}^d} dy \tilde{p}^m_{r,u}(\tau, \xi') (t, r, x', y) f_m(r, y) ds
\]

Integrating (2.38) between \( t \) and \( t_0 \in (t, T] \) for a first given \( \xi' \) and between \( t_0 \) and \( T \) with a possibly different \( \tilde{\xi}' \) yields:

\[
0 = \tilde{p}^m_{t_0,t}(\tau, \xi') u_m(t_0, x') - u_m(t, x') + \int_t^{t_0} ds \int_{\mathbb{R}^d} dy \tilde{p}^m_{\tau,t}(\tau, \xi')(t, s, x', y) f_m(s, y) ds
\]

Recalling that \( u_m(T, x') = g_m(x') \) (terminal condition), and with the notations of (2.37) the above equation rewrites:

\[
u_m(t, x') = \tilde{G}^m_{T_{t_0},t}(\tau, \xi') g_m(x') + \tilde{G}^m_{t_0,\tau}(\tau, \xi') f_m(t, x') + \tilde{G}^m_{t_0,\tau}(\tau, \xi') u_m(t_0, x') + \int_t^{t_0} ds \int_{\mathbb{R}^d} dy \tilde{p}^m_{\tau,t}(\tau, \xi')(t, s, x', y) f_m(s, y) + \int_{t_0}^T ds \int_{\mathbb{R}^d} dy \tilde{p}^m_{\tau,t}(\tau, \xi')(t, s, x', y) f_m(s, y)
\]

We see that for \( \xi' \neq \xi'' \) we have an additional discontinuity term deriving from the change of freezing point along the time variable. Of course expression (2.39) can be differentiated in space and taking then

\[
t_0 = t + c_0 d^2(x, x'),
\]

i.e. \( t_0 \) precisely corresponds to the critical time at which a change of regime occurs, and \( \xi' = x', \xi'' = x \) precisely allows, when expanding \( D^2_x u_m(t, x) - D^2_{x'} u_m(t, x') \) using (2.12) for the first term and (2.39) for the second one, to exploit the previous analysis that led to (2.32) and (2.36) and which relied on the suitable choice of freezing point. We again insist on the fact that, in the analysis, \( t_0 \) is an additional freezing parameter, which is \textit{a posteriori} chosen according to (2.40) as a function of \( (t, x, x') \). In particular the parameter \( t_0 \) does not intervene in the various possible differentiations of the considered perturbative expansions.

This approach essentially leads to:

\[
|D^2_x u_m(t, x) - D^2_{x'} u_m(t, x')| \\
\leq d^2(x, x') \left[ C(\|g\|_{C^{2+}_0}) + \|f\|_{L^{\infty}(C^{0+}_{t_0}d)} + \Lambda (c_0^{-n} + |\xi'| + c_0^{\xi'}) \|u_m\|_{L^\infty(C^{2+}_{t_0}d)} \right] + \left| D^2_{x'} \tilde{p}^m_{t_0,t}(\tau, \xi') u_m(t_0, x') - D^2_{x} \tilde{p}^m_{t_0,t}(\tau, \xi') u_m(t_0, x') \right|_{t_0 = t + c_0 d^2(x, x')},
\]

(2.41)
The last contribution can be controlled through cancellation techniques and the key estimate (2.33) on the difference of the flows. The specific choice of \( t_0 = t + c_0 d^2(x, x') \) then precisely provides the required order leading to:

\[
|D_x^2 u_m(t, x) - D_x^2 u_m(t, x')| \leq d^3(x, x') \left[ C(\|g\|_{C^2_{s,h}} + \|f\|_{L^\infty(C^2_{s,h})}) + \left( \Lambda (c_0^{-\frac{n+\frac{b+2}{2}}{2}} + c_0^{-\frac{d}{2}} + c_0^{-\frac{2}{b}} + T^2 + C_{b,d}^{-\frac{2}{b}}) \right) \|u_m\|_{L^\infty(C^2_{s,h})} \right].
\]

We refer to Lemma 17 for results associated with the discontinuity term in (2.41).

### 2.5 Conclusion and outline of the derivation of estimate in Theorem 1.

We have detailed up to now what happens with the second order derivatives w.r.t. the non-degenerate variables. We therefore end up with the following kind of estimate:

\[
\|u_m\|_{L^\infty(C^2_{s,h})} \leq C(\|g\|_{C^2_{s,h}} + \|f\|_{L^\infty(C^2_{s,h})}) + \|u_m\|_{L^\infty(C^2_{s,h})} \left[ \Lambda (c_0^{-\frac{n+\frac{b+2}{2}}{2}} + c_0^{-\frac{d}{2}} + T^2 + C_{b,d}^{-\frac{2}{b}}) \right] \leq k_0 < 1,
\]

Equation (2.42) would provide exactly the expected control if \( \Lambda \) and \( c_0 \) are small enough. On the one hand, the final parameter \( c_0 \) can always be chosen small enough (cutting threshold). On the other hand, it will appear from the proofs that the constant \( \Lambda \) in (2.42) actually depends on the Hölder norms of the considered coefficients (see again Remark 2). If these quantities are small, i.e. the coefficients do not vary much and the components that transmit the noise are almost linear, then \( \Lambda \) will be small. For \( \left[ \Lambda (c_0^{-\frac{n+\frac{b+2}{2}}{2}} + c_0^{-\frac{d}{2}} + T^2 + C_{b,d}^{-\frac{2}{b}}) \right] \leq k_0 < 1 \), we eventually derive:

- \[ \|u_m\|_{L^\infty(C^2_{s,h})} \leq c_0^{-\frac{n+\frac{b+2}{2}}{2}} + c_0^{-\frac{d}{2}} + T^2 + C_{b,d}^{-\frac{2}{b}} \leq k_0 < 1 \]

which is precisely the expected control. The general case, is proved through a scaling argument which also allows to balance the opposite effects of \( c_0 \) (meant to be small, in particular \( c_0 \leq 1 \)) in the above bounds. This last point will be discussed in Section 6.

### 2.6 Organization of this paper.

The remaining part of this article is organized as follows. We prove in Section 3 various properties for the density of the linearized Gaussian proxy: precise pointwise estimates for the density itself and its derivatives (see equation (2.8)) and some useful controls allowing cancellation arguments in our perturbative analysis. Section 4 is then devoted to the control of the supremum norms of the non-degenerate derivatives, corresponding to the previous equation (2.28). Section 5 addresses the issues of Hölder controls. Section 6 is concerned with the above mentioned scaling issues and we also conclude there the final proof of Theorem 1. Eventually, some auxiliary, but crucial, technical results are proved in Appendix A for the regularity of the flow and the mean, in Appendix B for the regularity of the resolvent and the covariance, and in Appendix C for the technical points related to the scaling analysis.

### 3 Gaussian proxy and associated controls

We first aim here at proving the control of equation (2.8). We recall that our point is to control the density of \( \tilde{X}^{m,(\tau, \xi)}_{(t, T)} \) satisfying (2.6).

**WARNING:** for notational simplicity, for the rest of the document we drop the sub and superscripts in \( m \) associated with the regularizations. We rewrite, with some notational abuse, for fixed \( (\tau, \xi) \in [0, T] \times \mathbb{R}^{nd} \), the dynamics in (2.6) as:

\[
d\tilde{X}_t^{(\tau, \xi)} = [F(v, \theta_{v, \tau}(\xi)) + DF(v, \theta_{v, \tau}(\xi))(\tilde{X}_t^{(\tau, \xi)} - \theta_{v, \tau}(\xi))] dv + B\sigma(v, \theta_{v, \tau}(\xi)) dW_v,
\]

keeping in mind that \( F, \theta, \sigma \) in (3.1) are smooth coefficients. We will give in the next subsection some key-techniques to investigate the terms appearing the perturbative expansions (2.11) and (2.12).
3.1 Controls for the frozen density

We explicitly integrate (3.1) to obtain for all \( v \in [t, s] \):

\[
\tilde{X}^{(\tau, \xi)}_v = \tilde{R}^{(\tau, \xi)}(v, t)x + \int_t^v \tilde{R}^{(\tau, \xi)}(v, u) \left( F(u, \theta_{u, \tau}(\xi)) - D \sigma(u, \theta_{u, \tau}(\xi)) \theta_{u, \tau}(\xi) \right) du
\]

\[
= m^{(\tau, \xi)}_{v, t}(x) + \int_t^v \tilde{R}^{(\tau, \xi)}(v, u) \sigma(u, \theta_{u, \tau}(\xi)) dW_u,
\]

where \( (\tilde{R}^{(\tau, \xi)}(v, u))_{t \leq u \leq s} \) stands for the resolvent associated with the collection of partial gradients in \( (D \sigma(u, \theta_{u, \tau}(\xi)))_{u \in [t, s]} \), introduced in (2.7), which satisfies for \( v \in [t, s] \):

\[
\partial_t \tilde{R}^{(\tau, \xi)}(v, t) = D \sigma(v, \theta_{v, \tau}(\xi)) \tilde{R}^{(\tau, \xi)}(v, t), \quad \tilde{R}^{(\tau, \xi)}(t, t) = I_{nd, nd}.
\]  

(3.2)

Note in particular that since the partial gradients are subdiagonal \( \det(\tilde{R}^{(\tau, \xi)}(v, u)) \) w.r.t. a suitable scaling of the system.

We explicitly integrate (3.1) to obtain for all \( v \in [t, s] \):

\[
\tilde{X}^{(\tau, \xi)}_v = m^{(\tau, \xi)}_{v, t}(x) + \int_t^v \tilde{R}^{(\tau, \xi)}(v, u) \sigma(u, \theta_{u, \tau}(\xi)) dW_u, \quad v \in [t, s].
\]  

(3.3)

Importantly, we point out that \( m^{(\tau, \xi)}_{v, t}(x) \) stands for the mean of \( \tilde{X}^{(\tau, \xi)}_v \) and corresponds as well to the solution of (3.1) when \( \sigma = 0 \) and the starting point is \( x \). We write:

\[
\tilde{X}^{(\tau, \xi)}_v = m^{(\tau, \xi)}_{v, t}(x) + \int_t^v \tilde{R}^{(\tau, \xi)}(v, u) \sigma(u, \theta_{u, \tau}(\xi)) dW_u, \quad v \in [t, s].
\]  

(3.3)

We first give in the next proposition a key estimate on the covariance matrix associated with (3.3) and its properties w.r.t. a suitable scaling of the system.

Proposition 2 (Good Scaling Properties of the Covariance Matrix). The covariance matrix of \( \tilde{X}^{(\tau, \xi)}_v \) in (3.3) writes:

\[
\tilde{K}^{(\tau, \xi)}_{v, t} := \int_t^v \tilde{R}^{(\tau, \xi)}(v, u) B\sigma(u, \theta_{u, \tau}(\xi)) B^T \tilde{R}^{(\tau, \xi)}(v, u)^* du.
\]

Uniformly in \( (\tau, \xi) \in [0, T] \times R^{nd} \) and \( s \in [0, T] \), it satisfies a good scaling property in the sense of Definition 3.2 in [DM10] (see also Proposition 3.4 of that reference). That is, for all fixed \( T > 0 \), there exists \( C_{A,5} := C_{A,5}((A), T) \geq 1 \) s.t. for all \( 0 \leq t < u \leq s \leq T \), \( (\tau, \xi) \in [0, T] \times R^{nd} \):

\[
\forall \zeta \in R^{nd}, \quad C_{A,5}^{-1}(v - t)^{-1} |T_{v - t} - \zeta|^2 \leq (\tilde{K}^{(\tau, \xi)}_{v, t} \zeta, \zeta) \leq C_{A,5}(v - t)^{-1} |T_{v - t} - \zeta|^2,
\]

(3.5)

where for all \( u > 0 \), we denote by \( T_u \) the intrinsic scale matrix introduced in (2.9). Namely:

\[
T_u = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & u^2 I_d, \\
\end{pmatrix}.
\]

The proof of the above proposition readily follows from Proposition 3.3 and Lemma 3.6 in [DM10]. We now state some important density bounds for the linearized model.

Proposition 3 (Density of the linearized dynamics). Under (A), we have that, for all \( s \in (t, T] \) the random variable \( \tilde{X}^{(\tau, \xi)}_s \) in (3.3) admits a Gaussian density \( \tilde{p}^{(\tau, \xi)}(t, s, x, \cdot) \) which writes for all \( y \in R^{nd} \):

\[
\tilde{p}^{(\tau, \xi)}(t, s, x, y) := \frac{1}{(2\pi)^{\frac{nd}{2}} |\det(\tilde{K}^{(\tau, \xi)}_{s, t})|^\frac{1}{2}} \exp \left( -\frac{1}{2} \left( (\tilde{K}^{(\tau, \xi)}_{s, t})^{-1}(m^{(\tau, \xi)}_{s, t}(x) - y), m^{(\tau, \xi)}_{s, t}(x) - y \right) \right),
\]

(3.6)

with \( \tilde{K}^{(\tau, \xi)}_{s, t} \) as in Proposition 2. Also, there exists \( C := C((A), T) \geq 0 \) s.t. for all multi-index \( \vartheta = (\vartheta_1, \cdots, \vartheta_n) \in N^n \), \( |\vartheta| \leq 3 \) and denoting by \( D^\vartheta_x := D^\vartheta_{x_1} \cdots D^\vartheta_{x_n} \), we have:

\[
|D^\vartheta_x \tilde{p}^{(\tau, \xi)}(t, s, x, y)| \leq \frac{C}{(s - t)^{\sum_{i=1}^n \vartheta_i(i - \frac{1}{2}) + \frac{nd}{2}}} \exp \left( -C^{-1}(s - t) |T_{s - t}^{-1}(m^{(\tau, \xi)}_{s, t}(x) - y)|^2 \right)
\]

\[
=: \frac{C}{(s - t)^{\sum_{i=1}^n \vartheta_i(i - \frac{1}{2})} C^{-1}(t, s, x, y),
\]

(3.7)
with \( \int_{x \in S} dy \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y) \), up to a modification of the constants in (3.7).

**Remark 3** (A slight abuse of notation). To ease the reading we denote, when there is no possible ambiguity, \( \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y) := \bar{p}_{C}^{(s, x, y)}(t, s, x, y) \).

**Remark 4** (Regularizing effect of the quasi-distance). From equation (3.7), we derive from the definition of \( d \) in (1.9) that for any given \( \beta > 0 \), there exists \( C_{\beta} \) s.t.

\[
\mathbf{d}((s-t)^{\frac{1}{2}}T_{s-1}^{-1}m_{s,t}^{(\xi, \beta)}(x), (s-t)^{\frac{1}{2}}T_{s-1}^{-1}y) |D_{x_{i}}^{(\xi, \beta)}(t, s, x, y)| \leq \frac{C_{\beta}}{(s-t)^{\sum_{i=1}^{n} (1-\frac{1}{2}) - \frac{1}{2}}} C_{s,t}^{(\xi, \beta)}(t, s, x, y), \tag{3.8}
\]

i.e. equation (3.8) quantifies the regularizing effect of the scaled arguments in the quasi-distance.

**Proof.** Expression (3.6) readily follows from (3.2) and (3.3). Differentiating w.r.t. \( x \) recalling from (3.4) that \( x \mapsto m_{s,t}^{(\xi, \beta)}(x) \) is affine yields:

\[
D_{x_{i}} \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y) = - \left[ \bar{R}^{(\xi, \beta)}(s, t) \right]^{*} \left( \bar{K}^{(\xi, \beta)}_{s,t} \right)^{-1} \left( m_{s,t}^{(\xi, \beta)}(x) - y \right) \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y). \tag{3.9}
\]

The point is now to use scaling arguments. We can first rewrite

\[
\left[ \bar{R}^{(\xi, \beta)}(s, t) \right]^{*} \left( \bar{K}^{(\xi, \beta)}_{s,t} \right)^{-1} = (s-t) \left[ \bar{R}^{(\xi, \beta)}(s, t) \right]^{*} T_{s-t}^{-1} \left( \bar{K}^{(\xi, \beta)}_{1} \right)^{-1} T_{s-t}, \tag{3.10}
\]

where \( \bar{K}^{(\xi, \beta)}_{1} \) is the covariance matrix of the rescaled process \( ((s-t)^{\frac{1}{2}}T_{s-1}^{-1}X_{t+s}(s-t))_{v \in [0,1]} \) at time 1. From the good-scaling property of Proposition 2, it is plain to derive that \( \bar{K}^{(\xi, \beta)}_{1} \) a non-degenerate bounded matrix, i.e. there exists \( \bar{C} \geq 1 \) s.t. for all \( \zeta \in \mathbb{R}^{n_d} \), \( (C)\left| \zeta \right|^{2} \leq \left( \bar{K}^{(\xi, \beta)}_{1} \zeta, \zeta \right) \leq \bar{C} \left| \zeta \right|^{2} \). A similar rescaling argument yields on the deterministic system (3.2) of the resolvent yields that \( \bar{R}^{(\xi, \beta)}(s, t) \) can also be written as:

\[
\left[ \bar{R}^{(\xi, \beta)}(s, t) \right]^{*} = T_{s-t}^{-1} \left[ \bar{R}^{(\xi, \beta), s,t} (1,0) \right]^{*} T_{s-t}, \tag{3.11}
\]

where again \( \bar{R}^{(\xi, \beta), s,t} (1,0) \) is the resolvent at time 1 of the rescaled system

\[
\left( T_{s-t}[\bar{R}^{(\xi, \beta)}(t + v(s-t), t)]^{*} T_{s-t}^{-1} \right) \|v \in [0,1] = \left[ \left[ \bar{R}^{(\xi, \beta), s,t} (v,0) \right]^{*} \right]_{v \in [0,1]}
\]

associated with (3.2). From the analysis performed in Lemma 5.1 in [HM16] (see also the proof of Proposition 3.7 in [DM10]) one derives that there exists \( C_{1} \) s.t. for all \( \zeta \in \mathbb{R}^{n_d} \),

\[
\left\| \left[ \bar{R}^{(\xi, \beta), s,t} (1,0) \right]^{*} \zeta \right\| \leq C_{1} \| \zeta \|. \tag{3.12}
\]

Equations (3.9), (3.10) and (3.11) therefore yield:

\[
|D_{x_{i}} \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y)| \leq (s-t)^{-j+1} \left( \left[ \bar{R}^{(\xi, \beta), s,t} (1,0) \right]^{*} \left( \bar{K}^{(\xi, \beta)}_{1} \right)^{-1} \left( m_{s,t}^{(\xi, \beta)}(x) - y \right) \right) \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y) \leq C(s-t)^{-j+1} \left( s-t \right)^{\frac{1}{2}} \left| T_{s-t}^{-1} \left( m_{s,t}^{(\xi, \beta)}(x) - y \right) \right| \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y).
\]

From the explicit expression (3.6), Proposition 2 and the above equation, we eventually derive:

\[
|D_{x_{i}} \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y)| \leq C \frac{(s-t)^{-j} \left| T_{s-t}^{-1} \left( m_{s,t}^{(\xi, \beta)}(x) - y \right) \right|}{(s-t)^{\frac{1}{2}}} \exp \left( -C^{-1} (s-t) T_{s-t}^{-1} \left( m_{s,t}^{(\xi, \beta)}(x) - y \right)^{2} \right) \leq C \frac{\bar{p}_{C}^{(\xi, \beta)}(t, s, x, y)}{(s-t)^{j+1}},
\]

up to a modification of \( C \), which gives the statement for one partial derivative. The controls on the higher order derivatives are obtained similarly (see e.g. the proof of Lemma 5.5 of [DM10] for the bounds on \( D_{x_{i}}^{I} \bar{p}_{C}^{(\xi, \beta)}(t, s, x, y) \)).
As a direct consequence of Proposition 3 we have the following result for the semi-group $\tilde{P}^{(\tau,\xi)}$ associated with (3.3):

**Lemma 4.** For $\gamma \in (0, 1)$, under (A), there exists $C := C((A), T), s.t. for all function $\psi \in C^2_{\text{b,d}}([R^{nd}, R]), and any given multi-index $\vartheta$, $|\vartheta| \leq 3$, for all $0 \leq t < s \leq T$, $x \in \mathbb{R}^{nd}$:

$$
|D^\vartheta_x P_x^{(\tau, \xi)}(s, t, x, y)\psi(x)| \leq C \frac{e^{\gamma|\vartheta|s}}{C_{td}^2(s - t)^{-\sum_{i=1}^{|\vartheta|}(i-\frac{\vartheta}{2})+\frac{\vartheta}{2}}}
$$

(3.13)

**Proof.** It suffices to write:

$$
D^\vartheta_x P_x^{(\tau, \xi)}(s, t, x, y)\psi(x) = \int_{\mathbb{R}^{nd}} dy D^\vartheta_x P_x^{(\tau, \xi)}(t, s, x, y)\psi(y) = \int_{\mathbb{R}^{nd}} dy D^\vartheta_x P_x^{(\tau, \xi)}(t, s, x, y)[\psi(y) - \psi(m^{(\tau, \xi)}_{s, t}(x))],
$$

so that from Proposition 3 and the smoothness of $\psi$:

$$
|D^\vartheta_x P_x^{(\tau, \xi)}(s, t, x, y)\psi(x)| \leq \frac{C}{(s - t)^{\sum_{i=1}^{|\vartheta|}(i-\frac{\vartheta}{2})+\frac{\vartheta}{2}}} \int_{\mathbb{R}^{nd}} P_x^{(\tau, \xi)}(t, s, x, y)d\gamma(y, m^{(\tau, \xi)}_{s, t}(x)),
$$

which yields the result thanks to Remark 4 recalling from the homogeneity of $d$ that $d\gamma(y, m^{(\tau, \xi)}_{s, t}(x)) = [(s - t)^{-\frac{\vartheta}{2}}d((s - t)^{-\frac{\vartheta}{2}}T^{-1}_{s,t}y, (s - t)^{-\frac{\vartheta}{2}}T^{-1}_{s,t}m^{(\tau, \xi)}_{s, t}(x))]^\gamma$.

Note carefully that in the above lemma $|\vartheta| \geq 1$. Indeed, if $|\vartheta| = 0$ cannot benefit from any regularization effects which are precisely due to cancellation techniques.

We now give some useful controls involving the previous Gaussian kernel which will be used in our perturbative analysis. The main interest of the estimates below is that they precisely allow to exploit cancellation techniques.

**Proposition 5.** For all $0 \leq t \leq s \leq T$, $(x, \xi) \in \mathbb{R}^{nd} \times \mathbb{R}^{nd}$, the following identities hold:

$$
\int_{\mathbb{R}^{nd}} P_x^{(\tau, \xi)}(t, s, x, y)(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma = [K^{(\tau, \xi)}_{s, t}]_{1, 1},
$$

(3.14)

$$
\int_{\mathbb{R}^{nd}} D^2_x P_x^{(\tau, \xi)}(t, s, x, y)(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma = 0_d,
$$

(3.15)

$$
\int_{\mathbb{R}^{nd}} D_{x_i} D_{x_k} P_x^{(\tau, \xi)}(t, s, x, y)(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma = 0_{d,d}, \quad k \in [1, n],
$$

(3.16)

$$
\int_{\mathbb{R}^{nd}} \left(\int_{\mathbb{R}^{nd}} D_{x_i} D_{x_k} P_x^{(\tau, \xi)}(t, s, x, y)(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma\right)d\gamma = 2M, \quad M \in \mathbb{R}^d \otimes \mathbb{R}^d.
$$

(3.17)

$$
\int_{\mathbb{R}^{nd}} \left(\int_{\mathbb{R}^{nd}} D_{x_i} D_{x_k} P_x^{(\tau, \xi)}(t, s, x, y)(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma\right)d\gamma = 0_{d,d,d}, \quad k \in [1, n], M \in \mathbb{R}^d \otimes \mathbb{R}^d.
$$

(3.18)

Where, in (3.14), we define for all $(i, j) \in [1, n]^2$ and $M \in (\mathbb{R}^{nd})^{\otimes 2}$, $[M]_{i,j}$ is the $i$th by $j$th block matrix corresponding to the entry of $M$ on the $i$th line and the $j$th column.

**Proof.** First of all remark that equation (3.14) simply follows from a direct covariance computation.

Observe now that from Proposition 3, we have $\int_{\mathbb{R}^{nd}} P_x^{(\tau, \xi)}(t, s, x, y)(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma = 0_d$. Differentiating twice this expression w.r.t. $x_1$ and using the Leibniz formula (recalling as well the identity (3.4) which yields $D_{x_1}[m^{(\tau, \xi)}_{s, t}(x)] = \left[R^{(\tau, \xi)}(s, t)\right]_{1, 1} = I_{d,d}$) gives (3.15). Iterating the differentiation w.r.t. $D_{x_k}$ then yields (3.16) (observing again that $D_{x_k}[m^{(\tau, \xi)}_{s, t}(x)] = \left[R^{(\tau, \xi)}(s, t)\right]_{1,k}$, i.e. $D_{x_k}[m^{(\tau, \xi)}_{s, t}(x)] = I_{d,d}$ if $k = 1$ and $0_{d,d}$ for $k > 1$). Observe that $D_{x_k}\left(\int_{\mathbb{R}^{nd}} M(y - m^{(\tau, \xi)}_{s, t}(x))d\gamma\right) = D_{x_k}\left(\int_{\mathbb{R}^{nd}} M\left[K^{(\tau, \xi)}_{s, t}\right]_{1, 1}\right) = 0_d$. Differentiating again w.r.t. $D_{x_k}$, the Leibniz formula and identity $D_{x_k}[m^{(\tau, \xi)}_{s, t}(x)] = [R^{(\tau, \xi)}(s, t)]_{1, 1} = I_{d,d}$ yield (3.17). Eventually, (3.18) can be derived again from derivation or observing that the sum of the length of the multi-derivation index, here 3, and the power integrated, here 2, is an odd number.

### 3.2 Additional sensitivity controls: covariance, (mollified) flow, mean

We now state three important estimates associated with our proxy. The first one concerns the sensitivity of the covariance w.r.t. the frozen point, the second and third one concern the linearization or sensitivity w.r.t. the initial point for the frozen (mollified) differential system (2.5). For the sake of simplicity their proof are postponed to appendixes A and B. We have:

---

20
Lemma 6 (Sensitivities of the covariance). There exists \( \Lambda := \Lambda((A), T) \) as in Remark 2 s.t. for given \((\xi, \xi') \in (\mathbb{R}^n)^2 \) and \(0 \leq t < s \leq T, (x, x') \in (\mathbb{R}^n)^2:\)

\[
\| \tilde{K}_{i,t}^{(\tau, \xi)} \|_{1,1} \leq \Lambda(s - t)(d^\gamma(\xi, \xi') + (s - t)^{\frac{\gamma}{2}}). \tag{3.19}
\]

The proof is given in Appendix B.2.1. We importantly point out that, in Lemma 6, the constant \( \Lambda \) mainly depends on the Hölder norms of the coefficients and is small provided the coefficients do not vary much. Precisely, it can be shown that \( \Lambda \) writes:

\[
\Lambda := \tilde{C} \left( \| a \|_{L^\infty(C^d_{d,H})} + \sum_{i=2}^{n} \| F_i \|_{L^\infty(C^{2i-3+\gamma}_{d,H})} \right)
\]

for some universal constant \( \tilde{C} \), where, in the above equation, we write with the notation of Section 1.2:

\[
\| F_i \|_{L^\infty(C^{2i-3+\gamma}_{d,H})} := \sup_{(t,x) \in [0,T] \times \mathbb{R}^{(n-i+2)d}} \| (D_{x_{i-1}} F_i)_{1-i}(t, z, \cdot) \|_{C^{2(i-1)-\gamma}([0,T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d})} + \sum_{j=1}^{n} \| (F_i)_j(t, z, \cdot) \|_{C^{2(i-1)-\gamma}([0,T] \times \mathbb{R}^{d} \times \mathbb{R}^{d})}.
\]

Namely, the quantity \( \| F_i \|_{L^\infty(C^{2i-3+\gamma}_{d,H})} \) gathers the Hölder moduli of \( F_i \) at the intrinsic associated scales according to the distance \( d \) in the variables \( j \in [i, n] \) as well as the Hölder norm of the gradient w.r.t. the component which transmits the noise (but importantly not its supremum norm). Said differently, the \( L^\infty(C^{2i-3+\gamma}_{d,H}) \) seminorm of \( F_i \) gathers the Hölder norms of the fractional parts of \( (D_{x_j}^{2i-3+\gamma} F_i)_{j \in [i-1, n]} \) in the \( j \)th variable with corresponding Hölder index \( \frac{2i-3+\gamma}{2} - \frac{|j-i|}{2} \), where \(| \cdot | \) stands for the integer part. Eventually, observe as well that, with respect to the notation (1.14) of Section 1.2, \( \| F_i \|_{L^\infty(C^{2i-3+\gamma}_{d,H})} = \| F_i \|_{L^\infty(C^{2i-3+\gamma}_{d,H})} - \| D_{x_{i-1}} F_i \|_{L^\infty([0,T])}. \)

We again refer to Appendix A for a precise statement and proof of this assertion (3.20) (See also Lemma 19 below and its proof for similar properties).

The second result is the following.

Lemma 7. There exists \( C := C((A)) \) s.t. for all \( 0 \leq t \leq s \leq T, (x, x') \in \mathbb{R}^n \times \mathbb{R}^n \) and \((x, x') \in (\mathbb{R}^n)^2:\)

\[
d(\theta_{s,t}(x), \theta_{s,t}(x')) \leq C (d(x, x') + (s - t)^{\frac{\gamma}{2}}).
\]

The proof of Lemma 7 is postponed to Appendix A.1.1.

Eventually, this last Lemma concerns the impact of the freezing point in the linearization procedure. Namely,

Lemma 8 (Sensitivity of the linearized flow w.r.t. the freezing parameter). There exists \( C := C((A)) \) s.t. for all \( \tau = t, (x, x') \in (\mathbb{R}^n)^2 \) at the change of regime time \( t_0 \) defined in (2.40) (i.e. \( t_0 = (t + c_0 d^2(x, x')) \), \( \Lambda \)):\)

\[
d(m^{(\tau, x)}(x'), m^{(\tau, x')}(x')) = d(m^{(\tau, x)}_{t_0, t}(x'), \theta_{t_0, t}(x')). \leq C_{\tau} \| \tilde{d}^2(x, x') \).
\]

Again, the proof of Lemma 8 is postponed to Appendix A.1.2.

4 Control of the supremum of the derivatives w.r.t. the non-degenerate variables

**WARNING:** For notational simplicity, we drop from now on the sub and superscripts in \( \tau \) associated with the linearization since, as soon as the function \( u \) in (2.11) is evaluated at time \( t \) in \([0, T]\), we choose this parameter to be equal to \( t \). For example, \( \tilde{p}^{(\tau, \xi)}, m^{(\tau, \xi)}_{x, \tau}, \theta_{u, \tau} \) become respectively \( \tilde{p}, m^{\xi}, \theta_{u, t} \). Recall as well that we decided to omit the dependence of such a function \( u \) in the regularization parameter \( m \). This dependence is implicitly assumed and we will derive the desired control uniformly in \( m \).

The result we aim at proving in this section concerns the supremum norm of the derivatives w.r.t. the non-degenerate variables. Namely, we here prove the following Proposition.
Proposition 9. Let $\gamma \in (0, 1)$ be given. Suppose that $(A)$ is in force and that the terminal condition $g$ and source term $f$ of the Cauchy problem (1.1) satisfy: $g \in C_{b,d}^{2,\gamma}(\mathbb{R}^d, \mathbb{R})$ and $f \in L^\infty([0, T], C_{b,d}^{\gamma}(\mathbb{R}^d, \mathbb{R}))$. Then, there exist $C := C((A), T)$ and $\Lambda$ as in Remark 2 such that for all $(t, x) \in [0, T] \times \mathbb{R}^d$,

$$
|u(t, x)| + |D_{x_1}u(t, x)| + |D_{x_2}^2u(t, x)| \leq C\left\{\|g\|_{C_{b,d}^{2,\gamma}} + (T - t)^{\frac{\gamma}{2}}\|f\|_{L^\infty(C_{b,d}^{\gamma})} + \Lambda(T - t)^{\frac{\gamma}{2}}\|u\|_{L^\infty(C_{b,d}^{\gamma})}\right\} (4.1)
$$

Note first that the control for the function itself readily follows from $(A)$ and the Feynman-Kac representation of the solution of (2.4) under $(A)$, i.e. recall from (2.3) that $u(t, x) = E[g(X^t_{T, x})] + \int_0^T dsE[f(s, X^t_{s, x})]$ and that $T \leq 1$.

For the derivatives, let us now start from (2.11) to control pointwise the second order derivative of $u$ in the non-degenerate variance, i.e. $\|D_{x_2}^2u\|_{L^\infty}$. The first one can be controlled similarly and more directly. Write for all $(t, x) \in [0, T] \times \mathbb{R}^d$:

$$
|D_{x_2}^2u(t, x)| \leq \|D_{x_2}^2P_{t,x}^\bigoplus\|_\infty + \|D_{x_2}^2G^\bigoplus f\|_\infty + \int_0^T ds\int_{\mathbb{R}^d} D_{x_2}^2P_{t,x}^\bigoplus(t, s, x, y)\Delta_{1,F,\sigma}(t, s, \theta_{s,t}(\xi), y, u)dy|\frac{\partial}{\partial s}\int_0^T ds\int_{\mathbb{R}^d} D_{y_2}\cdot\left((D_{x_2}^2P_{t,x}^\bigoplus(t, s, x, y) \otimes \Delta_{1,F}(t, s, \theta_{s,t}(\xi), y))\right)u(s, y)dy|.
$$

(4.2)

where we recall from (2.13) and (2.17) that:

$$
\Delta_{1,F,\sigma}(t, s, \theta_{s,t}(\xi), y, u) = \left((F_1(s, y) - F_1(s, \theta_{s,t}(\xi))), D_{y_2}u(s, y)\right)\left(\frac{1}{2}\left((a(s, y) - a(s, \theta_{s,t}(\xi)))D_{y_2}^2u(s, y)\right), \right)
$$

$$
\Delta_{1,F}(t, s, \theta_{s,t}(\xi), y) = F_1(s, y) - F_1(s, \theta_{s,t}(\xi)) - D_{x_{s-1}}F_1(s, \theta_{s,t}(\xi))(y - \theta_{s,t}(\xi))_{t-1}.
$$

This section is then organized as follows: we first estimate the non degenerate part of (4.2) (first term in the r.h.s. of the equation) thanks to Lemma 10 in Section 4.1, we then estimate the degenerate part of (4.2) (second term in the r.h.s. of the equation) thanks to Lemma 11 in Section 4.2 and eventually estimate the remainder of (4.2) (third and fourth terms in the r.h.s. of the equation) thanks to Lemma 12 in Section 4.3. Proposition 13 then follows from the previous Lemmas.

4.1 Control of the non-degenerate part of the perturbative term

The aim of this section is to prove identity (2.16) appearing in the detailed guide to the proof. To this end, we provide a general differentiation result, which will be useful as well in Section 5 to deal with the Hölder norms. Under the current assumption on $a, F$, the following lemma holds.

Lemma 10. There exists $\Lambda := \Lambda((A), T)$ as in Remark 2 s.t. for all multi-index $\vartheta = (\vartheta_1, \ldots, \vartheta_n) \in \mathbb{N}^d$, $|\vartheta| \leq 3$:

$$
\left|\int_{\mathbb{R}^d} D_{x_1}^2P_{t,x}^\bigoplus(t, s, x, y)\Delta_{1,F,\sigma}(t, s, \theta_{s,t}(\xi), y, u)dy\right|_{\xi=x} \leq \Lambda\|u\|_{L^\infty(C_{b,d}^{2,\gamma})}(s - t)^{-\Sigma_{j=1}^n \vartheta_j(j - \frac{1}{2}) + \frac{\gamma}{2}}.
$$

(4.4)

Proof of Lemma 10. We first recall the control (2.14)

$$
|\Delta_{1,F,\sigma}(t, s, \theta_{s,t}(\xi), u)| \leq \left|\left(F_1(s, \cdot)\right)_{t-1}\|D_{x_1}u(s, \cdot)\|_{L^\infty} + \left(F_1(s, \cdot)\right)_{t-1}\|D_{x_2}^2u(s, \cdot)\|_{L^\infty}\right)\|D_{y_2}^2u(s, \cdot)\|_{L^\infty}.
$$

From this control and Proposition 3, we directly obtain:

$$
\left|\int_{\mathbb{R}^d} D_{x_1}^2P_{t,x}^\bigoplus(t, s, x, y)\Delta_{1,F,\sigma}(t, s, \theta_{s,t}(\xi), y, u)dy\right|_{\xi=x} \leq \left(\int_{\mathbb{R}^d} |D_{x_2}^2P_{t,x}^\bigoplus(t, s, x, y)|\|D_{y_2}^2u(s, \cdot)\|_{L^\infty}\right)\|D_{y_2}^2u(s, \cdot)\|_{L^\infty}dy|_{\xi=x} \leq \Lambda\|u\|_{L^\infty(C_{b,d}^{2,\gamma})}(s - t)^{-\Sigma_{j=1}^n \vartheta_j(j - \frac{1}{2})}\int_{\mathbb{R}^d} \bar{P}_{t-1}(s, t, x, y)\|D_{y_2}^2u(s, \cdot)\|_{L^\infty}\|D_{y_2}^2u(s, \cdot)\|_{L^\infty}dy|_{\xi=x} \leq \Lambda\|u\|_{L^\infty(C_{b,d}^{2,\gamma})}(s - t)^{-\Sigma_{j=1}^n \vartheta_j(j - \frac{1}{2}) + \frac{\gamma}{2}},
$$

with the notations of Remark 3 for the last but one inequality.

\[\square\]
Equation (2.16) readily follows from Lemma 10 taking \( \vartheta = (2, \ldots, 0) \). Namely:

\[
\left| \int_{t}^{T} ds \int_{\mathbb{R}^{d}} D^{\vartheta}_{x} p^{E}(t, s, x, y) \Delta_{l, v, \sigma}(t, s, \theta_{s,t}(\xi), y, u)dy \right|_{\xi = x} \leq \Lambda \| u \|_{L^{\infty}(C_{b, d}^{(2+\gamma)})} \int_{t}^{T} \frac{ds}{(s-t)^{1-\frac{\gamma}{2}}}.
\]

\[\leq \Lambda \| u \|_{L^{\infty}(C_{b, d}^{(2+\gamma)})(T-t)^{\frac{\gamma}{2}}}.
\]

(4.5)

4.2 Control of the degenerate part of the perturbative term

The point is here to control the terms \( \sum_{i=2}^{n} \int_{\mathbb{R}^{d}} D^{\vartheta}_{x} p^{E}(t, s, x, y) \Delta_{l, v, \sigma}(t, s, \theta_{s,t}(\xi), y, D_{y} u(s, y))dy \) appearing in equation (2.18) of the detailed guide to the proof. We precisely want to derive equation (2.25).

The bound will actually follow from the more general following result, which will again be useful for the Hölder norm in Section 5.

**Lemma 11** (First Besov Control Lemma). There exists \( \Lambda := \Lambda((A), T) \) as in Remark 2 s.t. for all multi-index \( \vartheta = (\vartheta_{1}, \ldots, \vartheta_{n}) \in \mathbb{N}^{n}, |\vartheta| \leq 3 \):

\[
\sum_{i=2}^{n} \left| \int_{\mathbb{R}^{d}} D^{\vartheta}_{x} p^{E}(t, s, x, y) \Delta_{l, v, \sigma}(t, s, \theta_{s,t}(\xi), y, D_{y} u(s, y))dy \right|_{\xi = x} \leq \Lambda \| u \|_{L^{\infty}(C_{b, d}^{(2+\gamma)})(s-t)^{-\sum_{i=1}^{n} \vartheta_{i} |(s-t)+\frac{\gamma}{2}}.
\]

(4.6)

**Proof of Lemma 11.** Let us first emphasize that from the Hölder continuity assumption (S)-(iii) (w.r.t. the underlying homogeneous metric \( d \)) on \( F_{i} \):

\[
|\Delta_{l, v, \sigma}(t, s, \theta_{s,t}(\xi), y)| \leq |F_{i}(s, \cdot)|_{d, 2i-3+\gamma} d^{2i-3+\gamma}(y, \theta_{s,t}(\xi)).
\]

(4.7)

Similarly to (2.18), we define for all \( i \in [2, n],

\[
D_{y_{i}} \cdot (D^{\vartheta}_{x} p^{E}(t, s, x, y) \otimes \Delta_{l, \sigma}(t, s, \theta_{s,t}(\xi), y, D_{y} u(s, y))) := D_{y_{i}} \cdot (\Theta_{i, (t, x)}^{\vartheta}(s, y)).
\]

(4.8)

The contribution of the l.h.s. in (4.6) then rewrites:

\[
\sum_{i=2}^{n} \left| \int_{\mathbb{R}^{d}} D^{\vartheta}_{x} p^{E}(t, s, x, y) \Delta_{l, v, \sigma}(t, s, \theta_{s,t}(\xi), y, D_{y} u(s, y))dy \right|_{\xi = x} = \sum_{i=2}^{n} \left| \int_{\mathbb{R}^{d}} D_{y_{i}} \cdot (\Theta_{i, (t, x)}^{\vartheta}(s, y))u(s, y)dy \right|.
\]

(4.9)

The point now is to observe that for any fixed \( i \in [2, n] \) and \( z = (z_{1}, \ldots, z_{i-1}, z_{i+1}, \ldots, z_{n}) \in \mathbb{R}^{n-1,d} \), the mapping \( y_{i} \mapsto u(s, z_{i-1}, y_{i}, z_{i+1}) \) is in \( C^{\frac{2+\gamma}{2}}(\mathbb{R}^{d}) = B_{\frac{2+\gamma}{2}}(\mathbb{R}^{d}) \) using the Besov space terminology, see e.g. Triebel [Tri83], uniformly in \( s \in [0, T] \). We can hence put in duality the mappings \( y_{i} \mapsto u(s, y_{i-1}, y_{i}, y_{i+1}) \) and

\[
\Psi_{i, (t, x)}^{\vartheta}(s, y_{i-1}, y_{i+1}) : y_{i} \mapsto D_{y_{i}} \cdot (\Theta_{i, (t, x)}^{\vartheta}(y_{i})).
\]

(4.10)

see e.g. Proposition 3.6 in [LR02]. To do so, we thus have to prove that \( \Psi_{i, (t, x)}^{\vartheta}(s, y_{i-1}, y_{i+1}) \) lies in the suitable Besov space, namely \( \Psi_{i, (t, x)}^{\vartheta}(s, y_{i-1}, y_{i+1}) \in B_{\frac{2+\gamma}{2}}^{\frac{2+\gamma}{2}}(\mathbb{R}^{d}) \) and to control the associated norm. We will actually prove that those norms provide an integrable quantity w.r.t. \( y_{i-1}, y_{i+1} \) as well as an integrable time singularity. This will be done through the thermic characterization of Besov spaces, see e.g. Section 2.6.4 in [Tri83] as well as (2.21) above. Precisely, we recall that for a function \( \psi : \mathbb{R}^{d} \to \mathbb{R} \) in \( B_{1, 1}^{1+\gamma}(\mathbb{R}^{d}), \alpha_{i} := \frac{2+\gamma}{2} \) a quasi-norm is given by:

\[
\| \psi \|_{B_{1, 1}^{1+\gamma}(\mathbb{R}^{d})} := \| \varphi(D) \psi \|_{L^{1}(\mathbb{R}^{d}, \mathbb{R})} + \int_{0}^{1} \frac{d\varphi}{\varphi^{\frac{\alpha_{i}}{2}}} \| h_{\varphi} \ast \psi \|_{L^{1}(\mathbb{R}^{d}, \mathbb{R})}, \forall \varphi \in C_{0}^{\infty}(\mathbb{R}^{d}, \mathbb{R}) \text{ s.t. } \varphi(0) = 0.
\]

(4.11)

\[h \text{ being the usual heat kernel of } \mathbb{R}^{d}, \ast \text{ standing for the usual convolution on } \mathbb{R}^{d} \text{ for } \varphi \in C_{0}^{\infty}(\mathbb{R}^{d}, \mathbb{R}) \text{ s.t. } \varphi(0) \neq 0.
\]

Taking \( \psi = \Psi_{i, (t, x)}^{\vartheta}(s, y_{i-1}, y_{i+1}) \) in the above characterization and from definition (4.10), the main advantage of using (4.11) consists in rebalancing the derivative appearing in the definition (4.10) to the heat
kernel or to the smooth compactly supported function \( \varphi \). Namely, focusing on the \( L^1 \) norm of the convolution product in (4.11), we write:

\[
\| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_v(z - y_i) D_y \cdot (\Theta^\theta_{i,(t,x)}(s,y)) dy_i dz
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D_x^\theta \delta^\xi(t, s, x, y)(\Delta_x p(t, s, \theta_{s,t}(\xi), y), D_z h_v(z - y_i)) dy_i dz. \tag{4.12}
\]

To estimate \( \| \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{B_1; t} \), we split the time integral in (4.11) into two parts writing:

\[
\int_0^1 \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} = \int_0^{(s-t)\alpha_t} \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} + \int_0^1 \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \tag{4.13}
\]

for a parameter \( \beta_i > 0 \) to be specified. Precisely, in order to have a similar smoothing effect in time than for the terms appearing in (4.5), we now want to calibrate \( \beta_i \) to obtain:

\[
\int_0^1 \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \frac{\Lambda}{(s-t) \sum_{j=1}^n \Theta_j(j - \frac{1}{2})^2} \qquad \tag{4.14}
\]

where introducing:

\[
\delta_{c^{-1}}(t, s, x, y) := \prod_{j=1}^n \mathcal{N}_c(s-t)^{2j-2}(\Theta_{s,t}(x) - y_j),
\]

where for \( \varsigma > 0, z \in \mathbb{R}^d, \mathcal{N}_c(z) = \frac{1}{(2\pi \varsigma)^\frac{d}{2}} \exp \left( -\frac{|z|^2}{2\varsigma} \right) \) stands for the standard Gaussian density of \( \mathbb{R}^d \) with covariance matrix \( \varsigma I_d \), we introduce:

\[
\delta_{c^{-1}}(t, s, x, (y_{i+1}, y_{i-1})) = \prod_{j \in [1,n], j \neq i} \mathcal{N}_c(s-t)^{2j-2}(\Theta_{s,t}(x) - y_j) \tag{4.15}
\]

To choose properly the parameter \( \beta_i \) leading to (4.14), we now write from (4.12):

\[
\int_0^1 \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \int_0^{(s-t)\alpha_t} \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} + \int_0^1 \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \tag{4.13}
\]

\[
\leq \int_0^1 \frac{dv}{v} \alpha_t \| h_v \ast \Psi^\theta_{i,(t,x),(y_{i+1},y_{i-1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \Lambda \frac{\sum_{j=1}^n \Theta_j(j - \frac{1}{2})^2}{(s-t) \sum_{j=1}^n \Theta_j(j - \frac{1}{2})^2} \tag{4.16}
\]

using (4.7), Proposition 3 for the third inequality (see also Remark 4, equation (3.8)) recalling as well that \( 0 \leq t < s \leq T \) is small.

To obtain (4.14), we then take:

\[
\left[ -\frac{1}{2} + \frac{\alpha_t}{2} \right] \beta_i - \sum_{j=1}^n \Theta_j(j - \frac{1}{2})^2 + \frac{2i - 3 + \gamma}{2} \geq - \sum_{j=1}^n \Theta_j(j - \frac{1}{2})^2 + \frac{\gamma}{2} \implies \beta_i = \frac{(2i - 3)(2i - 1)}{2i - 3 - \gamma}. \tag{4.16}
\]

24
The key point is now to check that the previous choice of $\beta_\ell$ also yields a bound similar to (4.14) for the contribution in (4.13) associated with $v \in [0, (s-t)^{\beta_\ell}]$. To this end, we restart from identity (4.12), which allows to exploit partial cancellations w.r.t. the integration variable $y_i$. Namely, write:

$$
\int_{\mathbb{R}^d} h_v(z - y_i) D_{y_i} \cdot \Theta_{t_i, (t, x)}^\theta(s, y) dy_i
= \int_{\mathbb{R}^d} \frac{h_v(z - y_i)}{v^{\frac{1}{2}}} D_{y_i} \cdot \left( \Theta_{t_i, (t, x)}^\theta(s, y) - \Theta_{t_i, (t, x)}^\theta(s, y', 1: z, y_{i+1:n}) \right) dy_i
= \int_{\mathbb{R}^d} D_{y_i}^\theta \tilde{\rho}_v(t, s, x, y) \langle F_i(s, y) - F_i(s, y', 1: z, y_{i+1:n}), D_{y_i} h_v(z - y_i) \rangle dy_i
+ \int_{\mathbb{R}^d} \left( D_{y_i}^\theta (t, s, x, y) - D_{y_i}^\theta (t, s, x, y', 1: z, y_{i+1:n}) \right)
\left( F_i(s, y', 1: z, y_{i+1:n}) - F_i(s, \theta_{s,t}(\xi)) - D_{x_{i-1}} F_i(s, \theta_{s,t}(\xi))(y - \theta_{s,t}(\xi))_{i-1}, D_{y_i} h_v(z - y_i) \right) dy_i
=: \left( \mathcal{Z}_1 + \mathcal{Z}_2 \right) (v, t, s, x, (y_{i-1:1}, z, y_{i+1:n})),
$$

using the definition in (4.8) and (4.12) for the last decomposition. Write now from Proposition 3 and the Hölder regularity assumed on $F_i$ from (S)-iii):

$$
|\mathcal{Z}_1 (v, t, s, x, (y_{i-1:1}, z, y_{i+1:n}))| \leq \Lambda \int_{\mathbb{R}^d} \frac{h_v(z - y_1)}{v^{\frac{1}{2}}} \left( \frac{\tilde{p}_{c-1}(t, s, x, y)}{(s-t)^{n} \sum_{j=1}^n \tilde{c}^j (0 - \frac{1}{2})} \right) |z - y_i|^{\frac{2n}{q_n}} dy_i
\leq \Lambda \int_{\mathbb{R}^d} \frac{h_v(z - y_1)}{v^{\frac{1}{2}}} \left( \frac{\tilde{p}_{c-1}(t, s, x, y)}{(s-t)^{n} \sum_{j=1}^n \tilde{c}^j (0 - \frac{1}{2})} \right) dy_i.
$$

We thus derive from (4.18):

$$
|\mathcal{Z}_1 (v, t, s, x, (y_{i-1:1}, z, y_{i+1:n}))| \leq \Lambda \int_{\mathbb{R}^d} \frac{h_v(z - y_1)}{v^{\frac{1}{2}}} \left( \frac{\tilde{p}_{c-1}(t, s, x, y)}{(s-t)^{n} \sum_{j=1}^n \tilde{c}^j (0 - \frac{1}{2})} \right) |z - \theta_{s,t}(x)|_{i}. 
$$

We now deal with the term $|\mathcal{Z}_2 (v, t, s, x, (y_{i-1:1}, z, y_{i+1:n}))|$ in (4.17). From the Taylor formula applied to the $i$th variable for the difference of the derivatives of the densities we obtain:

$$
|\mathcal{Z}_2 (v, t, s, x, (y_{i-1:1}, z, y_{i+1:n}))| \leq C \int_{\mathbb{R}^d} dy_i h_v(z - y_i) \int_0^1 \frac{d\mu}{(s-t)^{n} \sum_{j=1}^n \tilde{c}^j (0 - \frac{1}{2})} \times |y_i - z| \left( \left| F_i(s, y_{i-1:1}, z, y_{i+1:n}) - F_i(s, y_{i-1:1}, \theta_{s,t}(x))_{i:n} \right| + \left| F_i(s, y_{i-1:1}, \theta_{s,t}(x))_{i:n} - F_i(s, \theta_{s,t}(\xi))_{i:n} - D_{x_{i-1}} F_i(s, \theta_{s,t}(\xi))(y - \theta_{s,t}(\xi))_{i-1} \right| \right)
\leq \Lambda \int_{\mathbb{R}^d} dy_i h_v(z - y_i) \int_0^1 \frac{d\mu}{(s-t)^{n} \sum_{j=1}^n \tilde{c}^j (0 - \frac{1}{2})} \times \left( |z - \theta_{s,t}(x)|_{i}^{\frac{2n}{q_n}} + |(\theta_{s,t}(x) - y)_{i-1}|^{\frac{2n}{q_n}} + \sum_{k=i+1}^{n} |(\theta_{s,t}(x) - y)_k|^{\frac{2n}{q_n}} \right).
$$

Writing, for any $\mu \in [0, 1]$,

$$
|z - \theta_{s,t}(x)| \leq \mu |z - y_i| + |z + \mu(y_i - z) - (\theta_{s,t}(x))_i|,
$$
we thus derive

\[ |\mathcal{T}_2(t, s, x, (y_{1,i-1}, y_{i+1:n})| \]
\[ \leq \Lambda \int_{\mathbb{R}^d} d\mu h_{ve}(z - y_i) \int_0^1 d\mu \tilde{p}_{e^{-1}}(t, s, x, y_{1,i-1}, z + \mu(y_i - z), y_{i+1:n}) \]
\[ \times \left( |y_i - z|^\frac{2i-3+\gamma}{2i-1} + \int_{\mathbb{R}^d} d^{2i-3+\gamma} \left( \theta_{s,t}(x), (y_{1,i-1}, z + \mu(y_i - z), y_{i+1:n}) \right) \right) \]
\[ \leq \Lambda \int_{\mathbb{R}^d} d\mu h_{ve}(z - y_i) \int_0^1 d\mu \tilde{p}_{e^{-1}}(t, s, x, y_{1,i-1}, z + \mu(y_i - z), y_{i+1:n}) \]
\[ \times \left( \frac{1}{v^{2i-3+\gamma}} + \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right) \]
\[ \leq \Lambda \bar{q}_{\Theta}(t, s, x, (y_{1,i-1}, y_{i+1:n}) \int_0^1 d\mu \int_{\mathbb{R}^d} dy_i h_{ve}(z - y_i) \mathcal{N}_{\sigma_{e^{-1}}(z + \mu(y_i - z) - (\theta_{s,t}(x)))} dy_i \]
\[ \times \left( \frac{1}{v^{2i-3+\gamma}} + \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right), \tag{4.20} \]

using again (3.8) for the second inequality. From (4.17), (4.19) and (4.20) we derive, with the notation introduced in (4.15):

\[ \|h_u \ast \Psi^{\Theta}_{t, \Theta}(x, (y_{1,i-1}, y_{i+1:n}) \|L^1(\mathbb{R}^d, \mathbb{R}) \]
\[ \leq \left( \frac{1}{v^{2i-3+\gamma}} + \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right) \]
\[ \times \Lambda \bar{q}_{\Theta}(t, s, x, (y_{1,i-1}, y_{i+1:n}) \int_0^1 d\mu \int_{\mathbb{R}^d} dy_i h_{ve}(z - y_i) \mathcal{N}_{\sigma_{e^{-1}}(z + \mu(y_i - z) - (\theta_{s,t}(x)))} dy_i \]
\[ \leq \Lambda \bar{q}_{\Theta}(t, s, x, (y_{1,i-1}, y_{i+1:n}) \]
\[ \times \left( \frac{1}{v^{2i-3+\gamma}} + \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right), \]

using the change of variable \((w_1, w_2) = (z - y_i, z + \mu(y_i - z) - (\theta_{s,t}(x)))\) for the last inequality. From the above computations and with the notations of (4.13), we derive:

\[ \int_0^{(s-t)^{\beta_i}} dv \left( \frac{\alpha_i}{v^{2i-3+\gamma}} \right)^{\frac{1}{2}} \|h_u \ast \Psi^{\Theta}_{t, \Theta}(x, (y_{1,i-1}, y_{i+1:n}) \|L^1(\mathbb{R}^d, \mathbb{R}) \]
\[ \leq \Lambda \bar{q}_{\Theta}(t, s, x, (y_{1,i-1}, y_{i+1:n}) \int_0^{(s-t)^{\beta_i}} dv \left( \frac{\alpha_i}{v^{2i-3+\gamma}} \right)^{\frac{1}{2}} \]
\[ \times \left( \frac{1}{v^{2i-3+\gamma}} + \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right) \]
\[ =: \Lambda \bar{q}_{\Theta}(t, s, x, (y_{1,i-1}, y_{i+1:n}) \mathcal{B}_{\beta_i}(t, s). \]

Let us now prove that for \(\beta_i = \frac{2i-3}{2i-3+\gamma}\) defined in (4.16), we have:

\[ \mathcal{B}_{\beta_i}(t, s) \leq \frac{C}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + \frac{1}{2} - 2i + 1 + \frac{v}{\alpha} - \gamma}}. \tag{4.21} \]

To prove (4.21), we now write:

\[ \mathcal{B}_{\beta_i}(t, s) \]
\[ \leq C \left[ \frac{\alpha_i}{v^{2i-3+\gamma}} \right]_{v=0}^{v=(s-t)^{\beta_i}} + \frac{\alpha_i}{v^{2i-3+\gamma}} + \frac{\alpha_i}{v^{2i-3+\gamma}} \left( \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right)_{v=0}^{v=(s-t)^{\beta_i}} \]
\[ \leq C \left[ (s-t)^{\beta_i} \left( \frac{1}{v^{2i-3+\gamma}} \right)^{\frac{1}{2}} + (s-t)^{\beta_i} \left( \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right)^{\frac{1}{2}} \right] \]
\[ + (s-t)^{\beta_i} \left( \frac{1}{(s - t)^{\sum_{j=1}^n \theta_j(j - \frac{1}{2}) + 1 + \frac{v}{\alpha} - \gamma}} \right)^{\frac{1}{2}}. \]
From the above equation, (4.21) holds as soon as \( \beta_i \) can be chosen so that the three following conditions hold:

\[
\beta_i \left( \frac{\alpha_i}{2} - \frac{2 - \gamma}{4i - 2} \right) - \frac{\gamma}{2} \geq 0, \quad \beta_i \left( \frac{\alpha_i}{2} + \frac{2i - 3 + \gamma}{2(2i - 1)} \right) - \frac{2i - 1}{2} - \frac{\gamma}{2} \geq 0, \quad \beta_i \frac{\alpha_i}{2} - 1 \geq 0.
\]

Recalling that \( \frac{\alpha_i}{2} = \frac{1 + \gamma}{2i - 1} \) and for the previous choice of \( \beta_i \), the above conditions rewrite:

\[
\left( \frac{2i - 3)(2i - 1)}{2i - 3 - \gamma} \right) \left( \frac{1 + \frac{\gamma}{2}}{2i - 1} - \frac{1 - \frac{\gamma}{2}}{2i - 1} \right) - \frac{\gamma}{2} \geq 0 \iff \left( \frac{2i - 3 - \gamma}{2i - 3} \right) \left( \frac{2i + \gamma}{2i - 1} + \frac{2i - 3 + \gamma}{2(2i - 1)} \right) - \frac{2i - 1}{2} - \frac{\gamma}{2} \geq 0
\]

\[
\iff \left( \frac{2i - 3}{2i - 3 - \gamma} \right) \left( \frac{1 + \frac{\gamma}{2}}{2i - 1} - 1 \right) \geq 0 \iff \left( \frac{2i - 3 - \gamma}{2i - 3} \right) \left( 1 + \frac{\gamma}{2} \right) - 1 \geq 0.
\]

All the above conditions are true for \( i \in [2, n] \), \( \gamma \in (0, 1) \). Note that the chosen \( \beta_i \) seems to be rather sharp in the sense that letting \( \gamma \) go to 0 the above constraints become equalities. This proves (4.21). We finally get:

\[
\int_0^1 dv \, e^{\gamma t} \| h_v \ast \Psi_{i, t(x), (s,y_{i-1},y_{i+1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \frac{\Lambda}{(s-t)\sum_{j=1}^{n} \theta_j (j - \frac{3}{2}) - \frac{1}{2} \hat{\varphi}_{i, t}(t, s, x, (y_{i-1}, y_{i+1}))}. \quad (4.22)
\]

Reproducing the previous computations we also write for a \( C^\infty \) compactly supported function \( \varphi \):

\[
\| \varphi(D) \Psi_{i, t(x), (s,y_{i-1},y_{i+1})} \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D_y \varphi(z - y_j) \cdot D_y \hat{\varphi}_{i, t}(t, s, x, y) \otimes \Delta_{i, \bar{F}}(t, s, \theta_{s,t}(\xi), y) dy_j \bigg|_{\xi = x} dy_i \leq \frac{\Lambda}{(s-t)\sum_{j=1}^{n} \theta_j (j - \frac{3}{2}) - \frac{1}{2} \hat{\varphi}_{i, t}(t, s, x, (y_{i-1}, y_{i+1}))}. \]

From (4.11) and (4.22), we finally obtain:

\[
\| \Psi_{i, t(x), (s,y_{i-1},y_{i+1})} \|_{B^{-\alpha}_{1,1}} \leq \frac{\Lambda}{(s-t)\sum_{j=1}^{n} \theta_j (j - \frac{3}{2}) - \frac{1}{2} \hat{\varphi}_{i, t}(t, s, x, (y_{i-1}, y_{i+1}))}, \quad (4.23)
\]

which together with (4.9) and (4.10) gives the result.

Equation (2.26) now follows from Lemma 11 taking \( \vartheta = (2, 0, \ldots, 0) \). Namely,

\[
\left| \sum_{i=2}^{n} \int_t^T ds \int_{\mathbb{R}^n} D^2_{x_i} \tilde{P}_{i, t} \varphi(t, s, x, y) \langle \Delta_{i, \bar{F}}(t, s, \theta_{s,t}(\xi), y), D_y u(s, y) \rangle \bigg|_{\xi = x} \right| \leq \Lambda(T-t)^{\frac{\gamma}{2}} \| u \|_{L^\infty(\mathbb{R}^{2+\gamma})}. \quad (4.24)
\]

4.3 Non-degenerate derivatives for the frozen semi-group: terminal condition and source

The main result of this section is the following lemma.

Lemma 12 (Derivatives of frozen semi-group and Green kernel). There exists a constant \( C := C([A]) \) s.t. for all \( (t,x) \in [0,T] \times \mathbb{R}^n \):

\[
|D^2_{x_1} \tilde{P}_{i, t} \varphi(x)|_{\xi = x} \leq C \| D^2_{x_1} \varphi \|_{L^\infty} \leq C \| g \|_{C^{2+\gamma}_{b,a}},
\]

\[
|D^2_{x_1} \tilde{G}_{i, t} \varphi(x)|_{\xi = x} \leq C(T-t)^{\frac{\gamma}{2}} \| f \|_{L^\infty(\mathbb{R}^{2+\gamma})}.
\]
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Proof of Lemma 12. Note first that,

\[
\left| \int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, s, x, y) \{ g(y) - g(y_1, m_{T, t}(x)_{2, n}) \} dy \right|_{x=x} = \int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, T, x, y) \{ g(y) - g(y_1, m_{T, t}(x)) \} dy \mid_{x=x} \leq \int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, T, x, y) \{ g(y_1, m_{T, t}(x)_{2, n}) \} dy \mid_{x=x} + \int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, T, x, y) \{ g(y_1, m_{T, t}(x)) \} dy \mid_{x=x}.
\]

(4.25)

The first term in the r.h.s. of the previous identity is readily controlled thanks to Proposition 3.

\[
\int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, T, x, y) \{ g(y) - g(y_1, m_{T, t}(x)) \} dy \mid_{x=x} \leq C \| g \|_{C^{2, \alpha}} \int_{\mathbb{R}^d} (T - t)^{-1} \tilde{p}_{C-1}^1(t, T, x, y) d^{2, +} (m_{T, t}(x)) dy \mid_{x=x} \leq C (T - t)^{\frac{7}{2}} \| g \|_{C^{2, \alpha}}^2.
\]

(4.26)

The second term of (4.25) is more subtle. We need to expand \( g(y_1, m_{T, t}(x)) \) in its non-degenerate variable to take advantage of the corresponding regularity of \( g \). Namely, recalling from Proposition 5 that

\[
\int_{\mathbb{R}^d} dy D_{s_1}^2 \tilde{p}^m \xi(t, T, x, y) \{ D_{s_1}^2 \tilde{p}^m \xi(t, T, x, y) \mid_{x=0, d, d} = 0 \}
\]

we obtain

\[
\int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, T, x, y) \{ g(y_1, m_{T, t}(x)) \} dy \mid_{x=x} \leq C \| g \|_{C^{2, \alpha}} \int_{\mathbb{R}^d} (T - t)^{-1} \tilde{p}_{C-1}^1(t, T, x, y) d^{2, +} (m_{T, t}(x)) dy \mid_{x=x} \leq C \| g \|_{C^{2, \alpha}},
\]

(4.27)

Gathering identities (4.26), (4.27) into (4.25), we obtain the stated control for \( \left| \int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, T, x, y) \right|_{x=x} \).

Let us now turn to the Green kernel. We directly get from Proposition 3:

\[
\left| D_{s_1}^2 \tilde{G}^k f(t, x) \right|_{x=x} \leq \left| \int_{\mathbb{R}^d} D_{s_1}^2 \tilde{p}^k(t, s, x, y) \{ f(s, y) - f(s, \theta_{s, t}(x)) \} dy \right|_{x=x} \leq C \| f \|_{L^\infty(C_{\alpha}^2)} \int_{\mathbb{R}^d} \frac{1}{T - s} \tilde{p}_{C-1}^1(s, t, x, y) d(\theta_{s, t}(x), y) \gamma dy \leq C \| f \|_{L^\infty(C_{\alpha}^2)} (T - t)^{\frac{7}{2}},
\]

which gives the result.

\[\square\]

5 Hölder controls

In this section, we aim at giving suitable controls on the Hölder moduli \([D_{s_1}^2 u(t, \cdot)] \gamma, d\) and \(\sup_{z \in \mathbb{R}^d} \{ u(t, z, \cdot) \}_{2, \gamma, d}\) in order to derive our main Schauder estimate of Theorem 1. Namely, we want to establish the following result.

Proposition 13. Let \( \gamma \in (0, 1) \) be given. Suppose that \( (A) \) is in force and that the terminal condition \( g \) and source term \( f \) of the Cauchy problem (1.1) satisfy: \( g \in C^{2, \gamma}_{\alpha, d} (\mathbb{R}^n, \mathbb{R}) \) and \( f \in L^\infty([0, T], C^{2, \gamma}_{\alpha, d} (\mathbb{R}^n, \mathbb{R})) \). Then, there exists \( C := C((A), T) \) and \( \Lambda := \Lambda((A)) \) as in Remark 2 such that for all \( c_0 \in (0, 1]:
\]

\[
[D_{s_1}^2 u(t, \cdot)] \gamma, d + \sup_{z \in \mathbb{R}^d} \{ u(t, z, \cdot) \}_{2, \gamma, d} \leq C \left\{ \left\| g \right\|_{C^{2, \gamma}_{\alpha, d}} + \left\| f \right\|_{L^\infty(C_{\alpha}^2)} \right\} + \left( \Lambda(c_0^{(n-\frac{1}{2})+\frac{1}{2}(2, \gamma, d)} + c_0^{2}) + C_{c_0^{\frac{n-1}{2}}} \right) \| u \|_{L^\infty(C_{\alpha}^2)}.
\]

(5.1)
To prove this result the point is to consider for a fixed time $t \in [0, T]$ and for fixed $x \in \mathbb{R}^d$ the perturbative expansion (2.11) and for another spatial point $x' \in \mathbb{R}^d$, the possibly more refined version provided by equation (2.39) which precisely allows to take into account the various regimes depending on $d(x, x')$ and $(s-t)^{1/2}, s \in [t, T]$ detailed in the previous detailed guide to the proof (see Section 2 paragraph 2.4).

Hence, we will address separately two cases. For a constant $c_0$ to be specified later on (but formally meant to be small), we consider:

- The globally off-diagonal regime $T-t \leq c_0 d^2(x, x')$. In that case, the spatial points $x, x'$ are globally far for the corresponding homogeneous distance $d$ over the time horizon $s \in [t, T]$. Hence, there is no specific need to exploit (2.39). Expanding the quantities $D^2_{x_1} u(t, x) - D^2_{x_1} u(t, x')$ and $u(t, z, x_{2:n}) - u(t, z, x'_{2:n})$ with (2.11) is enough to get the result.

Indeed, writing from (2.11) the for all $(x, x') \in (\mathbb{R}^d)^2$ s.t. $(T-t) < c_0 d^2(x, x')$,

$$
D^2_{x_1} u(t, x) - D^2_{x_1} u(t, x') = \begin{cases} 
D^2_{x_1} \tilde{P}^\xi_{T,t} g(x) - D^2_{x_1} \tilde{P}^\xi_{T,t} g(x') + D^2_{x_1} \tilde{G}^\xi f(t, x) - D^2_{x_1} \tilde{G}^\xi f(t, x') \\
+ \int_t^T ds \int_{\mathbb{R}^d} \left( D^2_{x_1} \tilde{P}^\xi (t, s, x, y)(L_s - \tilde{L}^\xi_s)(s, y) - D^2_{x_1} \tilde{P}^\xi (t, s, x', y)(L_s - \tilde{L}^\xi_s)(s, y) \right) dy \end{cases},
$$

(5.2)

and similarly, for all $z \in \mathbb{R}^d$,

$$
u(t, (z, x_{2:n})) - u(t, (z, x'_{2:n})) = \begin{cases} 
\tilde{P}^\xi_{T,t} g(z, x_{2:n}) - \tilde{P}^\xi_{T,t} g(z, x'_{2:n}) + \tilde{G}^\xi f(t, (z, x_{2:n})) - \tilde{G}^\xi f(t, (z, x'_{2:n})) \\
+ \int_t^T ds \int_{\mathbb{R}^d} \left( \tilde{P}^\xi (t, s, (z, x_{2:n}), y)(L_s - \tilde{L}^\xi_s)(s, y) - \tilde{P}^\xi (t, s, (z, x'_{2:n}), y)(L_s - \tilde{L}^\xi_s)(s, y) \right) dy \end{cases},
$$

(5.3)

In this case, we derive from Lemmas 11, 10, 11, 12 and equation (4.2) that:

$$
|D^2_{x_1} u(t, x) - D^2_{x_1} u(t, x')| 
\leq C \left[ D^2_{x_1} \tilde{P}^\xi_{T,t} g(x) - D^2_{x_1} \tilde{P}^\xi_{T,t} g(x') \left|_{(\xi, \xi')=(x, x')} \right. + \left( \|f\|_{L^\infty(C_{0,a}^2 \mathbb{R}^d)} + \Lambda \|u\|_{L^\infty(C_{0,a}^2 \mathbb{R}^d)} \right) (T-t)^{\frac{3}{2}} \right] 
\leq C \left[ D^2_{x_1} \tilde{P}^\xi_{T,t} g(x) - D^2_{x_1} \tilde{P}^\xi_{T,t} g(x') \left|_{(\xi, \xi')=(x, x')} \right. + \left( \|f\|_{L^\infty(C_{0,a}^2 \mathbb{R}^d)} + \Lambda \|u\|_{L^\infty(C_{0,a}^2 \mathbb{R}^d)} \right) \right] \frac{d^2}{c_0^2},
$$

and

$$
|u(t, (z, x_{2:n})) - u(t, (z, x'_{2:n}))| 
\leq C \left( \tilde{P}^\xi_{T,t} g(z, x_{2:n}) - \tilde{P}^\xi_{T,t} g(z, x'_{2:n}) \left|_{(\xi, \xi')=(z, z')} \right. + \left( \|f\|_{L^\infty(C_{0,a}^2 \mathbb{R}^d)} + \Lambda \|u\|_{L^\infty(C_{0,a}^2 \mathbb{R}^d)} \right) \right) \frac{d^2}{c_0}.
$$

Therefore, these equations give the expected controls up to appropriate estimates for the Hölder moduli of the frozen semigroup and Green kernel (which are obtained below, for the so-called mixed regime).

- The mixed regime $T-t \geq c_0 d^2(x, x')$. In that case, up to the transition time $t_0$ defined in (2.40), $s-t < c_0 d^2(x, x')$, i.e. the off-diagonal regime holds for the times $s$ close to $t$. Things are hence more involved. In particular, it is then crucial to exploit the more refined perturbative expansion (2.39) to derive suitable bounds for $D^2_{x_1} u(t, x) - D^2_{x_1} u(t, x')$ and $u(t, (z, x_{2:n})) - u(t, (z, x'_{2:n}))$. In particular, this leads to handle carefully the additional terms appearing from the change of freezing parameter.
To handle our controls in such a case, we will start from identity (2.39) for the expansion of \( u(t, x') \), where we have chosen \( \xi' = x' \) and \( \xi = x \). Namely,
\[
 u(t, x') = \tilde{p}^\xi T_{t, l} g(x') + \tilde{G}^{\xi, t}_0 f(t, x') + \tilde{G}^{\xi, t}_0 u(t_0, x') - \tilde{p}^\xi T_{t, l} u(t_0, x') + \int_t^T ds \int_{\mathbb{R}^d} dy \left( \|_{s \leq t} \tilde{p}^\xi T_{t, l}(t, s, x', y) (L_s - \tilde{L}_s^\xi) + I_{s > t_0} \tilde{p}^\xi T_{t, l}(t, s, x', y) (L_s - \tilde{L}_s^\xi) \right) u(s, y).
\]

Again, \( t_0 \) must be here seen as a frozen parameter, which is \textit{a posteriori}, i.e. after possible differentiation, chosen as in (2.40).

According to the notations of the detailed guide to the proof (see eq. (2.31) and (2.30) in Section 2), the terms to control then write for the Hölder norm of the derivatives w.r.t. the non-degenerate variables:
\[
D^2_{x_1} u(t, x) - D^2_{x_1} u(t, x') = \begin{align*}
\left\{ (D^2_{x_1} \tilde{p}^\xi T_{t, l} g(x) - D^2_{x_1} \tilde{p}^\xi T_{t, l} g(x')) + (D^2_{x_1} \tilde{G}^{\xi, t}_0 f(t, x) - D^2_{x_1} \tilde{G}^{\xi, t}_0 f(t, x')) \\
+ (D^2_{x_1} \tilde{G}^{\xi, t}_0 f(t, x) - D^2_{x_1} \tilde{G}^{\xi, t}_0 f(t, x')) + (D^2_{x_1} \tilde{p}^\xi T_{t, l} u(t_0, x') - D^2_{x_1} \tilde{p}^\xi T_{t, l} u(t_0, x')) \\
+ D^2_{x_1} \Delta^{\xi, \xi'}_{\text{off-diag}} (t, T, x, x') + D^2_{x_1} \Delta^{\xi, \xi'}_{\text{off-diag}} (t, x, x') \right\}
\end{align*}
\]
with
\[
\Delta^{\xi, \xi'}_{\text{off-diag}} (t, x, x') = \begin{align*}
\int_t^T ds \int_{\mathbb{R}^d} dy \tilde{p}^\xi T_{t, l}(t, s, x, y) \|_{s \leq t} (L_s - \tilde{L}_s^\xi) u(s, y) \\
- \int_t^T ds \int_{\mathbb{R}^d} dy \tilde{p}^\xi T_{t, l}(t, s, x', y) \|_{s \leq t} (L_s - \tilde{L}_s^\xi) u(s, y),
\end{align*}
\]
and
\[
u(t, (z, x_{2:n})) - u(t, (z, x'_{2:n})) = \begin{align*}
\left\{ \tilde{p}^\xi T_{t, l} g(z, x_{2:n}) - \tilde{p}^\xi T_{t, l} g(z, x'_{2:n}) + (\tilde{G}^{\xi, t}_0 f(t, (z, x_{2:n})) - \tilde{G}^{\xi, t}_0 f(t, (z, x'_{2:n}))) \\
+ (\tilde{G}^{\xi, t}_0 f(t, (z, x_{2:n})) - \tilde{G}^{\xi, t}_0 f(t, (z, x'_{2:n}))) + (\tilde{p}^\xi T_{t, l} u(t_0, (z, x'_{2:n})) - \tilde{p}^\xi T_{t, l} u(t_0, (z, x'_{2:n}))) \\
+ \Delta^{\xi, \xi'}_{\text{diag}} (t, (z, x_{2:n}), (z, x'_{2:n})) + \Delta^{\xi, \xi'}_{\text{off-diag}} (t, (z, x_{2:n}), (z, x'_{2:n})) \right\}
\end{align*}
\]
for the Hölder moduli w.r.t. the degenerate variables according to the previously introduced notations.

To derive the expected bounds we will then devote a subsection to the Hölder controls for the frozen semi-group (see Lemma 14 in Section 5.1), for the frozen Green kernel (see Lemma 15 in Section 5.2), for the discontinuity term coming from the change of freezing point (see Lemma 17 in Section 5.4) and for the perturbative contribution (see Lemma 5.3 in Section 5.3). Aggregating the previously mentioned Lemmas directly yields Proposition 13.

\[
\square
\]

### 5.1 Hölder norms for the frozen semi-group

We precisely want to establish the following result.

**Lemma 14.** There exists \( C := C((A)) \) s.t. for all \((t, x, x') \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d\), taking
\[
(\xi, \xi') = \begin{cases}
(x, x'), \text{ if } (T-t)^{1/2} < c_0 d(x, x'), \\
(x, x), \text{ if } (T-t)^{1/2} \geq c_0 d(x, x'),
\end{cases}
\]

\[
(\xi, \xi') = \begin{cases}
(x, x'), \text{ if } (T-t)^{1/2} < c_0 d(x, x'), \\
(x, x), \text{ if } (T-t)^{1/2} \geq c_0 d(x, x'),
\end{cases}
\]
one has:
\[ |D^2_{x_1} \tilde{P}^\xi_{T,t} g(x) - D^2_{x_1} \tilde{P}^\xi_{T,t} g(x')| \leq C\|g\|_{C^{\gamma}_{\text{b,d}}} d^\gamma(x, x'), \]
\[ |\tilde{P}^\xi_{T,t} g(x) - \tilde{P}^\xi_{T,t} g(x')| \leq C\|g\|_{C^{\gamma}_{\text{b,d}}} d^{2+\gamma}(x, x'), \text{ for } x_1 = x_1'. \]

Before entering into the proof of such a result, let us emphasize that, as suggested by the above off-diagonal and diagonal splitting, the constants \(C\) appearing in the r.h.s. of the above equations should depend on \(c_0\). This is true, but since these terms are not planned to be passed in the r.h.s. of the final estimate, see (2.42) and the associated comments, we do not keep track of this dependence.

5.1.1 Hölder norms of the derivatives w.r.t. the non-degenerate variables

Let us deal with the first inequality of Lemma 14, i.e. the Hölder norms of the derivatives w.r.t. the non-degenerate variables \(x_1\). For the frozen semi-group, we say that the off-diagonal regime (resp. diagonal regime) holds when \(T - t \leq c_0 d^2(x, x')\) (resp. \(T - t \geq c_0 d^2(x, x')\)).

- Off-diagonal regime. If \(T - t \leq c_0 d^2(x, x')\), like in (4.25), we write:

\[
\begin{align*}
D^2_{x_1} \tilde{P}^\xi_{T,t} g(x) - D^2_{x_1} \tilde{P}^\xi_{T,t} g(x') &= \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) [y] \, dy - \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) [y_1] \, dy \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) [y_1, \mu] \, dy \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) [y_1, \mu] \, dy \right] \\
&= \Delta_{t,T,x_1} D^2_{x_1} \tilde{P}_1 g(x, x') + \Delta_{t,T,x_1} D^2_{x_1} \tilde{P}_2 g(x, x'). \quad (5.7)
\end{align*}
\]

The first term, which is associated with the degenerate variables, is controlled directly thanks to (4.26), which again readily follows from Proposition 3 (see as well Remark 3.8), for \((\xi, \xi') = (x, x')\). One hence gets:

\[ \left| \Delta_{t,T,x_1} D^2_{x_1} \tilde{P}_1 g(x, x') \right|_{\xi = x} \leq 2C(T - t)^{\gamma} \|g\|_{C^{\gamma}_{\text{b,d}}} \leq 2C \sqrt{c_0} \|g\|_{C^{\gamma}_{\text{b,d}}} d^\gamma(x, x'). \]  

(5.8)

The second term is more delicate, we proceed like in (4.27):

\[
\begin{align*}
\Delta_{t,T,x_1} D^2_{x_1} \tilde{P}_2 g(x, x') &= \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right] \\
&\quad + \left[ \int_{\mathbb{R}^d} D^2_{x_1} \tilde{P}^\xi_{T,t} g(x,y) \int_0^1 d\mu(1 - \mu) \right]
\end{align*}
\]

(5.9)
The first contribution of the previous identity is handled exploiting the smoothness of $D_{x_i}^2 g$ and Proposition 3. Namely,

\[
|\Delta_{t,T,\xi',\xi} D_{x_i}^2 \tilde{P}_{22} g(x,x')| \leq C[D_{x_i}^2 g]^2 \int_{\mathbb{R}^d} \frac{dy}{(T-t)} \left( p_{C_{t-1}}^\tau(t,T,x,y) |(y-m_{T,t}^\tau(x))|^{2+\gamma} + p_{C_{t-1}}^\tau(t,T,x',y) |(y-m_{T,t}^\tau(x'))|^{2+\gamma}\right) |(\xi,\xi')=(x,x')| .
\]

Hence,

\[
|\Delta_{t,T,\xi',\xi} D_{x_i}^2 \tilde{P}_{22} g(x,x')| |(\xi,\xi')=(x,x')| \leq 2C(T-t)^{\frac{\gamma}{2}} ||g||_{C_{t,\frac{1}{2}}}^{2+\gamma} \leq 2C t^{\frac{\gamma}{2}} ||g||_{C_{t,\frac{1}{2}}}^{2+\gamma} d^\gamma(x,x').
\]

(5.10)

Let us now decompose the last contribution of (5.9):

\[
|\Delta_{t,T,\xi',\xi} D_{x_i}^2 \tilde{P}_{22} g(x,x')| |(\xi,\xi')=(x,x')| \leq \left\{ \begin{array}{l}
\frac{1}{2} \int_{\mathbb{R}^d} \frac{dy}{(s-t)} p_{C_{t-1}}^\tau(t,T,x,y) |D_{x_i}^2 g(m_{T,t}^\tau(x)) - D_{x_i}^2 g(m_{T,t}^\tau(x'))| |(y-m_{T,t}^\tau(x))|^2 \\
+ \frac{1}{2} \int_{\mathbb{R}^d} D_{x_i}^2 p_{C_{t-1}}^\tau(t,T,x,y) \text{Tr} \left( D_{x_i}^2 g(m_{T,t}^\tau(x'))(y-m_{T,t}^\tau(x'))^2 \right) \\
-D_{x_i}^2 p_{C_{t-1}}^\tau(t,T,x',y) \text{Tr} \left( D_{x_i}^2 g(m_{T,t}^\tau(x'))(y-m_{T,t}^\tau(x'))^2 \right) dy \right\} |(\xi,\xi')=(x,x')| \\
\leq C[D_{x_i}^2 g(m_{T,t}^\tau(x)) - D_{x_i}^2 g(m_{T,t}^\tau(x'))] |(\xi,\xi')=(x,x')| \\
= C[(D_{x_i}^2 g)(\theta_{T,t}(x)) - (D_{x_i}^2 g)(\theta_{T,t}(x'))],
\]

(5.11)

(5.12)

exploiting Proposition 3 and equation (3.17) in Proposition 5 to observe that the second contribution of the first inequality above vanishes and recalling as well (2.15) for the last equality to identify the linearized flows, respectively frozen in $\xi = x, \xi' = x'$, with the initial non-linear ones.

From Lemma 7, we derive that for $T-t \leq c_9 d^2(x,x')$:

\[
|\Delta_{t,T,\xi',\xi} D_{x_i}^2 \tilde{P}_{22} g(x,x')| |(\xi,\xi')=(x,x')| \leq C ||g||_{C_{t,\frac{1}{2}}} \left( d^\gamma(x,x') + (T-t)^{\frac{\gamma}{2}} \right).
\]

(5.13)

Plugging (5.8), (5.10), (5.13) into (5.7) yields the result.

- Diagonal regime. If $T-t > c_9 d^2(x,x')$, we directly write:

\[
|D_{x_i}^2 \tilde{P}_{T,t}^\tau g(x) - D_{x_i}^2 \tilde{P}_{T,t}^\tau g(x')| \\
\leq \left| \int_{\mathbb{R}^d} [D_{x_i}^2 \tilde{P}_{T,t}^\tau(g(x) - D_{x_i}^2 \tilde{P}_{T,t}^\tau(g(x'))) |y| dy \right| \\
\leq \sum_{k=1}^n \left| \int_{\mathbb{R}^d} D_{x_i} D_{x_i}^2 \tilde{p}_{T,t}^\tau(t,T,x',x') \cdot (x-x') \cdot (x-x')_k g(y) dy \right|
\]

This contribution is dealt through the cancellation tools of Proposition 5 (see equations (3.16), (3.18)). We get from the above estimate that:

\[
|D_{x_i}^2 \tilde{P}_{T,t}^\tau g(x) - D_{x_i}^2 \tilde{P}_{T,t}^\tau g(x')| \\
\leq \sum_{k=1}^n \left| \int_{\mathbb{R}^d} D_{x_i} D_{x_i}^2 \tilde{p}_{T,t}^\tau(t,T,x' + \mu(x-x'),y) \cdot (x-x')_k \left[ g(y) - g(m_{T,t}^\tau(x' + \mu(x-x'))) \right] \\
- \left( D_{x_i} g(m_{T,t}^\tau(x' + \mu(x-x'))), (y-m_{T,t}^\tau(x' + \mu(x-x')))_1 \right) \\
- \frac{1}{2} \text{Tr} \left( D_{x_i}^2 g(m_{T,t}^\tau(x' + \mu(x-x')))(y-m_{T,t}^\tau(x' + \mu(x-x')))_1^2 \right) dy \right|. \tag{5.14}
\]
Because $g \in C^{2+\gamma}_{b,d}(\mathbb{R}^d, \mathbb{R})$, we readily deduce, reproducing the Taylor expansion on $g$ employed for equations (5.7)-(5.9) above, that:

$$
\left| g(y) - g(m^\xi_{T,t}(x' + \mu(x - x'))) - \langle D_{x_1}g(m^\xi_{T,t}(x' + \mu(x - x'))), (y - m^\xi_{T,t}(x' + \mu(x - x'))) \rangle \right|
$$

$$
\leq \frac{1}{2} \text{Tr} \left( D^2_{x_1}g(m^\xi_{T,t}(x' + \mu(x - x')))(y - m^\xi_{T,t}(x' + \mu(x - x'))) \otimes 2 \right)
\leq \|g\|_{C^{2+\gamma}_{b,d}} d^{2+\gamma}(y, m^\xi_{T,t}(x' + \mu(x - x'))) |_{x = x}.
$$

Plugging this inequality into (5.14) yields:

$$
\left| D_{x_1}^2 \tilde{P}^\xi_{T,t}g(x) - D_{x_1}^2 \tilde{P}^\xi_{T,t}g(x') \right|_{x = x}
\leq C \|g\|_{L^\infty(C^{2+\gamma}_{b,d})} \sum_{k = 1}^{n} \int_{\mathbb{R}^d} (T - t)^{-\left(k - \frac{5}{7}\right) + \frac{\gamma}{2}} \left| \tilde{P}^\xi_{T-t}g(x, x' + \mu(x - x')) \right| |(x - x')_k|
\leq C \|g\|_{C^{2+\gamma}_{b,d}} d^{2+\gamma}(x, x'),
$$

using (3.8) for the second inequality and recalling that, since $c_0 d^2(x, x') < (T - t)$, we indeed have $(T - t)^{-\left(k - \frac{5}{7}\right) + \frac{\gamma}{2}} \leq (c_0 d^2(x, x'))^{-\left(k - \frac{5}{7}\right) + \frac{\gamma}{2}} d^{2k-1}(x, x') \leq C d^\gamma(x, x')$. This concludes the proof of the first inequality of Lemma 14.

5.1.2 Hölder control for the degenerate variables

We are here interested in proving the second estimate in Lemma 14 relying on the Hölder regularity of the frozen semi-group w.r.t. the degenerate variables. This proof is also based on the previous techniques. In particular, we still take advantage of cancellation tools. For the whole paragraph we consider two arbitrary given spatial points $(x, x') \in (\mathbb{R}^d)^2$ s.t. $x_1 = x'_1$, i.e. their first entry, corresponding to the non-degenerate variable, coincide.

- Off-diagonal regime. If $T - t \leq c_0 d^2(x, x')$, we proceed to an expansion similar to (5.7) for $D^2_{x_1} \tilde{P}^\xi_{T,t}g(x)$. In particular, with the notations introduced in (5.7), we write:

$$
\tilde{P}^\xi_{T,t}g(x) - \tilde{P}^\xi_{T,t}g(x') =: \Delta_{t,T,x}\xi_{,} \tilde{P}_1 g(x, x') + \Delta_{t,T,x}\xi_{,} \tilde{P}_2 g(x, x').
$$

(5.17)

We directly obtain from the Proposition 3, similarly to (5.8), that:

$$
\left| \Delta_{t,T,x}\xi_{,} \tilde{P}_1 g(x, x') \right|_{x = x} \leq 2C(T - t)^{\frac{2\gamma}{2+\gamma}} \|g\|_{C^{2+\gamma}_{b,d}} \leq 2C \|g\|_{C^{2+\gamma}_{b,d}} d^{2+\gamma}(x, x').
$$

(5.18)

We indeed recall that the difference w.r.t. (5.8) is that we do not have anymore the time-singularities coming therein from the spatial derivatives.

With the notations of (5.9), the second contribution of (5.17) writes:

$$
\Delta_{t,T,x}\xi_{,} \tilde{P}_2 g(x, x') = \Delta_{t,T,x}\xi_{,} \tilde{P}_{21} g(x, x') + \Delta_{t,T,x}\xi_{,} \tilde{P}_{22} g(x, x').
$$

Proposition 3 again yields, similarly to (5.10), that:

$$
\left| \Delta_{t,T,x}\xi_{,} \tilde{P}_{21} g(x, x') \right|_{(x, x') = (x, x')} \leq 2C(T - t)^{\frac{2\gamma}{2+\gamma}} \|g\|_{C^{2+\gamma}_{b,d}} \leq 2C \|g\|_{C^{2+\gamma}_{b,d}} d^{2+\gamma}(x, x').
$$

(5.19)

On the other hand, we readily get from Proposition 5 that:

$$
\Delta_{t,T,x}\xi_{,} \tilde{P}_{22} g(x, x') = \frac{1}{2} \text{Tr} \left( D^2_{x_1}g(m^\xi_{T,t}(x)) \tilde{K}^\xi_{T,t,1,1} - D^2_{x_1}g(m^\xi_{T,t}(x')) \tilde{K}^\xi_{T,t,1,1} \right).
$$
Write now:
\[
\Delta_{t,T,\xi,\xi'} \tilde{P}_{22} g(x, x') = \frac{1}{2} \text{Tr} \left( [D^2_{x_1} g(m^F_{x_1}(x)) - D^2_{x_1} g(m^F_{x_1}(x'))] [K^F_{x_1},1,1] \right)
\]
\[
\text{and again that } D_{x_1} g(m^F_{x_1}(x')) [K^F_{x_1},1,1] - [K^F_{x_1},1,1].
\]
(5.20)

Since \( T - t \leq C_0 d^2(x, x') \), recalling as well that for \( \xi = x, \xi' = x' \), \( m^F_{x_1}(x) = \theta_{T,t}(x), \ m^F_{x_1}(x') = \theta_{T,t}(x') \), we readily deduce from Proposition 2 and Lemma 7 that:
\[
\frac{1}{2} \left| D^2_{x_1} g(m^F_{x_1}(x)) - D^2_{x_1} g(m^F_{x_1}(x')) \right| [K^F_{x_1},1,1] \left( \xi, \xi' \right) \leq C \| g \|_{C^{2,\gamma}_{b,d}} \cdot d^2(\theta_{T,t}(x), \theta_{T,t}(x')) (T - t)
\]
\[
\leq C \| g \|_{C^{2,\gamma}_{b,d}} \cdot d^{2+\gamma}(x, x').
\]
(5.21)

For the last contribution, we directly obtain from Lemma 6 (equation (3.19) for \( j = 1 \)):
\[
\frac{1}{2} D^2_{x_1} g(m^F_{x_1}(x')) [K^F_{x_1},1,1] - [K^F_{x_1},1,1] \left( \xi, \xi' \right) \leq C \| g \|_{C^{2,\gamma}_{b,d}} \cdot \left( (T - t)^{\frac{\gamma}{2(\gamma - 1)}} + (T - t) d^2(x, x') \right)
\]
\[
\leq C \| g \|_{C^{2,\gamma}_{b,d}} \cdot d^{2+\gamma}(x, x'),
\]
(5.22)

using again that \( T - t \leq C_0 d^2(x, x') \) for the last inequality. Plugging (5.21) and (5.22) into (5.20) gives
\[
\left| \Delta_{t,T,\xi,\xi'} \tilde{P}_{22} g(x, x') \right| \left( \xi, \xi' \right) \leq C \| g \|_{C^{2,\gamma}_{b,d}} \cdot d^{2+\gamma}(x, x').
\]
(5.23)

Bringing together (5.19), (5.23) and (5.18) in (5.17) yields the result.

- Diagonal regime. If \( T - t \geq C_0 d^2(x, x') \), we write:
\[
\left| \tilde{P}_{x_1,1} g(x) - \tilde{P}_{x_1,1} g(x') \right|
\]
\[
\leq \left| \int_0^1 d\mu \int_{\mathbb{R}^d} \left( \frac{\partial}{\partial \mu} \tilde{p}^F(t, t, x, x') \right) \left( g(y) - g(m^F_{x_1}(x + \mu(x - x'))) \right)
\]
\[
- \left( \tilde{D}_{x_1} g(m^F_{x_1}(x + \mu(x - x'))), \mu \tilde{m}^F_{x_1}(x + \mu(x - x')) \right) \right) dy \right|_{\xi = x}
\]
\[
- \frac{1}{2} \text{Tr} \left( D^2_{x_1} g(m^F_{x_1}(x + \mu(x - x'))) \left( \xi, \xi' \right) \right) - \left( m^F_{x_1}(x + \mu(x - x')), \mu \tilde{m}^F_{x_1}(x + \mu(x - x')) \right) \right) dy \right|_{\xi = x}
\]
with the same cancellation argument as in (5.14). Observe anyhow that the cancellation involving the gradient in the above equation is possible precisely because \( x_1 = x_1' \) and therefore \( \tilde{p}^F(t, t, x, x') \cdot (x - x') = \tilde{D}_{x_1,1} \tilde{p}^F(t, t, x, x') \cdot (x - x') \). We then obtain thanks to the previous identity and (5.15):
\[
\left| \tilde{P}_{x_1,1} g(x) - \tilde{P}_{x_1,1} g(x') \right|
\]
\[
\leq \| g \|_{C^{2,\gamma}_{b,d}} \sum_{k=2}^n \int_{\mathbb{R}^d} \left| \tilde{D}_{x_1} \tilde{p}^F(t, t, x, x') \right| |x - x'| \left| \tilde{m}^F_{x_1}(x + \mu(x - x')) \right| dy
\]
\[
\leq \| g \|_{C^{2,\gamma}_{b,d}} \sum_{k=2}^n \int_{\mathbb{R}^d} \frac{C}{(T - t)^{1+(\gamma - 2)/2}} \tilde{p}^F_{x_1}(t, t, x, x') |x - x'| \left| \tilde{m}^F_{x_1}(x + \mu(x - x')) \right| dy
\]
\[
\leq C \| g \|_{C^{2,\gamma}_{b,d}} \cdot d^{2+\gamma}(x, x'),
\]
(5.24)

reproducing the arguments used to establish (5.16) for the last inequality. This concludes the proof of the second assertion in Lemma 14.

5.2 Hölder norms associated with the Green kernel
Let us recall that in (2.39), for a source \( f \in \mathcal{L}^\infty([0, T], C^2_{b,d}(\mathbb{R}^d, \mathbb{R})) \), we have to control the Hölder norms of the Green kernel which we split into two parts according to the position of the time integration variable w.r.t. the change of regime time \( t_0 \) (see (2.40)) a posteriori chosen to be \( t_0 := (t + C_0 d^2(x, x')) \wedge T \). This is again the splitting according to the off-diagonal and diagonal regime. The point is that for the Green kernel, if \( t_0 < T \) both regimes appear.
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Lemma 15. Under (A), for fixed spatial points \((x, x') \in (\mathbb{R}^d)^2\), we have that there exists a constant \(C := C((A), T)\), s.t. for all \(f \in L^\infty([0, T], C_0^0(\mathbb{R}^d, \mathbb{R}))\):

\[
\sup_{t_0 \in (0, T)} \left| \left( D_{x_1}^2 \tilde{G}_{t_0, t}^\xi f(t, x) - D_{x_1}^2 \tilde{G}_{t_0, t}^\xi f(t, x') \right) \right| \leq C \|f\|_{L^\infty(C_0^0, \mathbb{R})} \mathbf{d}^\gamma(x, x'),
\]

and

\[
\sup_{t_0 \in (0, T)} \left| \left( \tilde{G}_{t_0, t}^\xi f(t, x) - \tilde{G}_{t_0, t}^\xi f(t, x') \right) \right| \leq C \|f\|_{L^\infty(C_0^0, \mathbb{R})} \mathbf{d}^{2+\gamma}(x, x'), \text{ if } x_1 = x_1',
\]

where \(\xi = x, \xi' = x', \xi' = x\).

Proof of Lemma 15. Let us begin with the statement concerning the second order derivatives of the frozen Green kernel w.r.t. the non-degenerate variable \(x_1\).

For the off-diagonal regime, involving the term \(D_{x_1}^2 \tilde{G}_{t_0, t}^\xi f(t, x')\), we readily get from Lemma 4 that

\[
\left| \int_{t_0}^t ds D_{x_1}^2 \tilde{P}_{s,t}^\xi f(s, x) \right| \leq C \|f\|_{L^\infty(C_0^0, \mathbb{R})} \int_{t_0}^t ds (s - t)^{-1+\frac{1}{2}} \mathbf{d}^{1}(x, x'), \quad (5.25)
\]

For the diagonal regime, involving the term \(D_{x_1}^2 \tilde{G}_{t_0, t}^\xi f(t, x')\), we have to be more subtle and perform again a Taylor expansion of \(D_{x_1}^2 \tilde{P}_{s,t}^\xi f(s, \cdot)\). Namely:

\[
\left| \int_{t_0}^t ds \int_0^1 dm D_{x_1}^2 \tilde{P}_{s,t}^\xi f(s, x' + \mu(x - x')) \right| \leq C \|f\|_{L^\infty(C_0^0, \mathbb{R})} \sum_{i=1}^n \left| \frac{d^2}{dx_i^2} f(x', \cdot) \right| \int_{t_0}^t ds (s - t)^{-1+\frac{1}{2}} \mathbf{d}^{2+\gamma}(x, x'), \quad (5.26)
\]

using again Lemma 4 and the arguments of (5.16) for the last inequality. This finally yields, recalling the definition of \(d\) in (1.9) (especially that \(\left| (x - x')_i \right| \leq d(x, x')^{2i-1}\)) and the fact that we chose now \(t_0 = (t + c_0 \mathbf{d}^2(x, x')) \land T\):

\[
\left| \int_{t_0}^T ds \int_0^1 dm D_{x_1}^2 \tilde{G}_{s,t}^\xi f(s, x') \right| \leq C \|f\|_{L^\infty(C_0^0, \mathbb{R})} \sum_{i=1}^n \left| (x - x')_i \right| \mathbf{d}^2(x, x') \left( (t + c_0 \mathbf{d}^2(x, x'))^{-(1+\frac{1}{2})+\frac{1}{2}} \right) \quad (5.26)
\]

Gathering (5.25) and (5.26) gives the first estimate of the Lemma.

Let us now turn to the Hölder controls on the degenerate variables. The idea is here again to perform a
Taylor expansion at order one for $x_1 = x'_1$. Namely, from Lemma 4, the diagonal control is direct. We get
\[ |\tilde{g}^\xi_{T,t_0} f(t,x) - \tilde{g}^\xi_{T,t_0} f(t,x')| \mid_{\xi, \xi'} = (x,x) \]
\[ \leq \int_{t_0}^T ds \int_0^1 d\mu (|D\tilde{g}^\xi_{s,t} f(s,x' + \mu(x - x'))|, (x - x')) \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} \int_{(t_0, t_0) + d(x,x')) \sum_{i=2}^n (x - x')_i |(s - t)^{-1 + \gamma} + 2 \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} \sum_{i=2}^n (x - x')_i |d(x,x')|^{2-(2i-1)+\gamma} \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} d^{2+\gamma}(x,x'). \] (5.27)

Now, for the off-diagonal bound, associated with the term $\tilde{g}^\xi_{t_0,t}, f(t, \cdot)$, we precisely need to exploit the smoothness of $f$ associated to the fact that the semi-group $\tilde{g}^\xi_{s,t}$ has a density. Indeed, we cannot take advantage of the cancellation tools of Lemma 4, but we have for all $x, x' \in \mathbb{R}^d$ s.t. $x_1 = x'_1$:
\[ \left| \int_{t_0}^t ds \left( \tilde{g}^\xi_{s,t} f(s,x) - \tilde{g}^\xi_{s,t} f(s,x') \right) \right|_{\xi, \xi'} = (x,x') \]
\[ \leq \int_{t_0}^t ds \int_{\mathbb{R}^d} \tilde{p}^\xi(t, t, \xi, y) |f(s, y) - f(s, \theta_{t_0,t}(x))| \mid_{\xi = x} \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} \int_{t_0}^t ds \int_{\mathbb{R}^d} \tilde{p}^\xi(t, t, \xi, y) d^\gamma(y, \theta_{t_0,t}(x)) \mid_{\xi = x} \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} d^{2+\gamma}(x,x'), \] (5.28)

by definition of $t_0$ in (2.40). The second term of (5.28) is handled similarly. We thus obtain:
\[ \left| \int_{t_0}^t ds \tilde{p}^\xi_{s,t} f(s,x) - f(s,m^\xi_{t_0,t}(x)) \right|_{\xi = x} \]
\[ \leq \left| \int_{t_0}^t ds \tilde{p}^\xi_{s,t} f(s,x') - f(s,m^\xi_{t_0,t}(x')) \right|_{\xi = x'} \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} d^{2+\gamma}(x,x'). \] (5.29)

For the last contribution in (5.28), we have directly that:
\[ \left| \int_{t_0}^t ds f(s,m^\xi_{t_0,t}(x)) - f(s,m^\xi_{t_0,t}(x')) \right|_{\xi, \xi'} = (x,x') \]
\[ \leq C\|f\|_{L^\infty(C^\gamma_d)} \int_{t_0}^t ds d^\gamma(\theta_{t_0,t}(x), \theta_{t_0,t}(x')). \] (5.30)

Lemma 7 and (5.30) eventually yield:
\[ \left| \int_{t_0}^t ds f(s,m^\xi_{t_0,t}(x)) - f(s,m^\xi_{t_0,t}(x')) \right|_{\xi, \xi'} = (x,x') \leq 2C\|f\|_{L^\infty(C^\gamma_d)} d^{2+\gamma}(x,x'). \]

This, together with (5.27) gives the second estimate of the Lemma. \[ \square \]
5.3 Hölder norms of the perturbative contribution

This section is dedicated to the investigation of the spatial Hölder continuity of the perturbative term in (5.4) and (5.6). Recalling the notations (5.5) introduced at the beginning of this section, we prove the following Lemma.

Lemma 16. Under (A), for fixed spatial points \((x, x') \in (\mathbb{R}^n)^2\), we have that there exists a constant \(\Lambda := \Lambda((A), T)\) as in Remark 2, such that:

\[
|D^2_w \Delta_{\text{diag}}^\xi (t, T, x, x')|(\xi^\prime) = (x, x) \leq \Lambda(c_0^{-(n-\frac{d}{2})+\frac{d}{2}} + c_0^2\|u\|_{L^\infty(C^2_{\alpha_1, T}, d^\gamma)})(x, x'),
\]

and, if we assume in addition that \(x_1 = x_1'\),

\[
|\Delta_{\text{off-diag}}^\xi (t, T, x, x')|(\xi^\prime) = (x, x) + |\Delta_{\text{off-diag}}^\xi (t, T, x, x')|(\xi^\prime) = (x, x') \leq \Lambda(c_0^{-(n-\frac{d}{2})+\frac{d}{2}} + c_0^2\|u\|_{L^\infty(C^2_{\alpha_1, T}, d^\gamma)}).
\]

As already successfully used to establish in the previous sections to derive the regularity of the semi-group and the Green kernel we split the investigations into two parts: the first one is done when the system is in the off-diagonal regime (i.e. for time \(s \leq t_0\)) and the other one when the system is in the diagonal regime (i.e. for time \(s > t_0\)). We also recall that the critical time giving the change of regime is (chosen after potential differentiation) \(t_0 = t + c_0d^2(x, x') \wedge T\). We can assume here w.l.o.g. that \(t_0 < T\) (otherwise there is a globally off-diagonal regime and the analysis becomes easier).

• Control of (5.31). We decompose from definitions (2.31) and (2.39):

\[
|D^2_w \Delta_{\text{diag}}^\xi (t, T, x, x')|(\xi^\prime) = (x, x) \leq \left| \int_0^T ds \int_{\mathbb{R}^n} dy \left[ D^2_w \phi^\xi (t, s, x, y) - D^2_w \phi^\xi (t, s, x', y) \right] \left[ \langle F_1(s, y) - F_1(s, \theta_{s,t}(\xi)), \phi^\xi (t, s, x, y) \rangle + \frac{1}{2} \text{Tr} \left( \left( a(s, y) - a(s, \theta_{s,t}(\xi)) \right) D^2_w \phi^\xi (t, s, x, y) \right) \right] u(s, y) |_{s > t_0}|_{\xi = x} \right.
\]

\[
+ \sum_{i = 2}^n \int_0^T ds \int_{\mathbb{R}^n} dy \left[ D^2_w \phi^\xi (t, s, x, y) - D^2_w \phi^\xi (t, s, x', y) |_{s > t_0} \right] \times \left( \langle F_1(s, y) - F_1(s, \theta_{s,t}(\xi)), \phi^\xi (t, s, x, y) \rangle + D_{x_k} \phi^\xi (t, s, x, y) \right) |_{s > t_0} \right|_{\xi = x},
\]

which readily yields with the notations of (4.3) that:

\[
|\Delta_{\text{diag}}^\xi (t, T, x, x')|(\xi^\prime) = (x, x) \leq \left| \int_0^T ds \int_{\mathbb{R}^n} dy \int_0^1 \phi^\xi (t, s, x, y + \mu(x' - x), y) \cdot \langle (x' - x)' \Delta_1 F \sigma(t, s, y, \theta_{s,t}(\xi), u) \rangle |_{s > t_0} \right|_{\xi = x}
\]

\[
+ \int_0^T ds \int_{\mathbb{R}^n} dy \int_0^1 \phi^\xi (t, s, x, y + \mu(x' - x), y) \cdot \langle (x' - x)' \Delta_1 F \sigma(t, s, y, \theta_{s,t}(\xi), u) \rangle |_{s > t_0} \right|_{\xi = x}
\]

\[
= : \left| D^2_w \Delta_{\text{diag}}^\xi (t, T, x, x') \right| + \left| D^2_w \Delta_{\text{off-diag}}^\xi (t, T, x, x') \right|.
\]

We will now control the first term of the above right hand side. In other words, we specify the control of (2.16). We obtain directly thanks to the smoothness assumption (S) on the coefficients and Proposition 3 (see also equation (3.8)) that for all \(k \in [1, n]\):

\[
|F_1(s, y) - F_1(s, \theta_{s,t}(\xi))| D_{x_k} D^2_w \phi^\xi (t, s, x + \mu(x' - x), y) |_{\xi = x} \leq C |F_1(s, y)| C^2_d d^\gamma (y, \theta_{s,t}(\xi)) \times (s - t)^{-1-k\frac{d}{2}} \phi^\xi (t, s, x, y) |_{\xi = x}
\]

\[
\leq C |F_1(s)| L^\infty(C^2_d) (s - t)^{-1-k\frac{d}{2}} \phi^\xi (t, s, x, y) |_{\xi = x}.
\]
Similarly,

\[ |a(s, y) - a(s, \theta_{s,t}(\xi))| |D_{x_k}D_{x_l}^2 \bar{\gamma}(t, s, x + \mu(x - x), y)| \leq C \left( \|a(s, \cdot)\|_{C^1_4} \right) (y, \theta_{s,t}(\xi)) \times (s - t)^{-1-(k-\frac{1}{2})} |\bar{p}_{C^{-1}}(t, s, x, y)| \]

\[ \leq C \|a\|_{L^\infty(C^2_{a,d})} (s - t)^{-1-(k-\frac{1}{2})+\gamma/2} |\bar{p}_{C^{-1}}(t, s, x, y)|, \quad (5.35) \]

We carefully point-out that the indicated bound only depend on the supremum of the Hölder modulus of the coefficients (denoted \( \|F_1\|_{L^\infty(C^2_{a,d})}, \|a\|_{L^\infty(C^2_{a,d})} \)) and not on their supremum norm. In particular, we get from (5.34), (5.35):

\[ |D_{x_1}^2 \Delta_{\text{diag}}(t, x, x')| \leq \sum_{k=1}^{n} \int_{t}^{T} ds \int_{\mathbb{R}^d} dy (s - t)^{-1-(k-\frac{1}{2})+\gamma/2} \]

\[ \times \left( \|D_{x_k} u\|_{L^\infty}, \|F_1\|_{L^\infty(C^2_{a,d})}, \|D_{x_k}^2 u\|_{L^\infty}, \|a\|_{L^\infty(C^2_{a,d})} \right) |\bar{p}_{C^{-1}}(t, s, x, y)| |x_k - x'_k| \leq \Lambda \|D_{x_k} u\|_{L^\infty} + \|D_{x_k}^2 u\|_{L^\infty} d^\gamma(x, x'), \quad (5.36) \]

where again the constant \( \Lambda \) is small provided the coefficients do not vary much. Thanks to Lemma 11 and the previous analysis of Section 4.2, we directly deduce:

\[ |D_{x_1}^2 \Delta_{\text{diag}}^n(t, x, x')| \leq \sum_{k=1}^{n} \int_{t}^{T} ds \int_{\mathbb{R}^d} dy d|x_k - x'_k| \frac{(s - t)^{1+(k-\frac{1}{2}) - \frac{\gamma}{2}}}{(s - t)^{1+(k-\frac{1}{2}) - \frac{\gamma}{2}}} \]

\[ \leq \Lambda \|u\|_{L^\infty(C^2_{a,d})} \sum_{k=1}^{n} d^\gamma(x, x') |x_k - x'_k| \leq \Lambda \|u\|_{L^\infty(C^2_{a,d})} d^\gamma(x, x'), \quad (5.37) \]

Plugging (5.36) and (5.37) into (5.33) yields the stated control for the diagonal contribution.

Let us now turn to the control of \( |D_{x_1}^2 \Delta_{\text{off-diag}}^\xi(t, x, x')| \) in (5.5) (or (2.31) in the detailed guide). In the off-diagonal case, we choose \( \xi = x \) and \( \xi' = x' \) and

\[ |D_{x_1}^2 \Delta_{\text{off-diag}}^\xi(t, x, x')| \leq \sum_{k=1}^{n} \int_{t}^{T} ds \int_{\mathbb{R}^d} dy d\|D_{x_k}^2 \bar{\gamma}(t, s, x, y)(L_s - \bar{L}_{k}^\xi)u(s, y)| \]

\[ \leq \Lambda \|u\|_{L^\infty(C^2_{a,d})} d^\gamma(x, x'), \quad (5.38) \]

We readily get thanks to Lemmas 10 and 11:

\[ |D_{x_1}^2 \Delta_{\text{off-diag}}^\xi(t, x, x')| \leq \Lambda \|u\|_{L^\infty(C^2_{a,d})} \leq \Lambda \|u\|_{L^\infty(C^2_{a,d})}, \quad (5.39) \]

We point out from (5.37) and (5.39) that there are opposite impacts of the threshold \( c_0 \) on the constants, depending on the diagonal and off-diagonal regimes at hand.

We eventually get the estimate (5.31) plugging (5.36), (5.37) into (5.33) and (5.39) recalling that \( c_0 \leq 1. \)
bullet Control of \((5.32)\). We proceed as above from definitions \((5.5)\) considering spatial points \((x, x') \in (\mathbb{R}^n)^2\) s.t. \(x_1 = x'_1\). In the diagonal case, we also choose \(\xi = \tilde{\xi} = x\) and we write similarly to \((5.33)\):

\[
|\Delta \xi'_{\text{diag}}(t, T, x, x')|_{(\xi, \xi')=(x, x)} \leq \int_0^T ds \int_{\mathbb{R}^n} dy \int_0^1 \mu \langle D_{x_0} \tilde{p}^x(t, s, x + \mu(x' - x), y), x - x' \rangle \Delta_{1,F,s}(t, s, y, \theta_{s,t}(\xi)) \|_{s > t_0} \|_{\xi = x} \Delta t_{1,F}(t, s, \theta_{s,t}(\xi), y) D_{y,s}(s, y) \|_{s > t_0} \|_{\xi = x}.
\]

(5.40)

We have an expression rather similar to the one that appeared for the control of \([D^2_{x_0} u(t, \cdot)]\), but with a weaker time singularity.

In other words, thanks to identities \((5.34), (5.35)\) and Lemma 11 we obtain:

\[
|\Delta \xi'_{\text{diag}}(t, T, x, x')| \leq \Lambda \|u\|_{L^\infty(C^{2+\gamma}_{x_0,d})} \sum_{k=1}^n \int_0^T ds(s - t)^-(k - \frac{1}{2}) + \frac{3}{2} |x_k - x'_k| \\
\leq \Lambda c_0^{-(n-\frac{1}{2}) + \frac{3}{2}} \|u\|_{L^\infty(C^{2+\gamma}_{x_0,d})} \sum_{k=1}^n d^{2(1-(k - \frac{1}{2}) + \frac{3}{2})} |x_k - x'_k| \\
\leq \Lambda c_0^{-(n-\frac{1}{2}) + \frac{3}{2}} \|u\|_{L^\infty(C^{2+\gamma}_{x_0,d})} d^{2+\gamma}(x, x'),
\]

(5.41)

where again the constant \(C\) is small if the Hölder moduli of the coefficients are small.

For the off-diagonal contribution, we get for \(x_1 = x'_1, \xi = x\) and \(\xi' = x'\):

\[
|\Delta \xi'_{\text{off-diag}}(t, T, x, x')|_{(\xi, \xi')=(x, x')} \leq \int_0^T ds \int_{\mathbb{R}^n} dy \int_0^1 \mu \langle D_{x_0} \tilde{p}^x(t, s, x, y)(L_s - \tilde{L}_s) u(s, y) \rangle \|_{\xi = x} \\
+ \int_0^T ds \int_{\mathbb{R}^n} dy \int_0^1 \mu \langle D_{x_0} \tilde{p}^x(t, s, x', y)(L_s - \tilde{L}_s) u(s, y) \rangle \|_{\xi = x'} \\
\leq \Lambda \sum_{k=1}^n \int_0^T ds(s - t) \frac{3}{2} \|u\|_{L^\infty(C^{2+\gamma}_{x_0,d})} \\
= \Lambda c_0 d^{2+\gamma}(x, x') \|u\|_{L^\infty(C^{2+\gamma}_{x_0,d})}.
\]

(5.42)

The last but one inequality is a consequence of Lemmas 10 and 11. Equations \((5.41)\) and \((5.42)\) yield \((5.32)\). This concludes the proof of Lemma 16.

### 5.4 Controls of the discontinuity terms arising from the change of freezing point

It now remains to control the contribution arising from the change of freezing point in equation \((5.4)\). The main result of this section is the following lemma.

**Lemma 17** (Control of the discontinuity terms). There exists \(C := C(\mathcal{A})\) s.t. for all \((t, x, x') \in [0, T] \times \mathbb{R}^n \times \mathbb{R}^n\) taking \(\xi' = x', \xi = x\),

\[
|D^2_{x_1} \tilde{p}_{t_0}^x u(t_0, x') - D^2_{x_1} \tilde{p}_{t_0}^x u(t_0, x')| \leq C_{\mathcal{A}} d^{2+\gamma}(x, x'), \\
|\tilde{p}_{t_0}^x u(t_0, x') - \tilde{p}_{t_0}^x u(t_0, x')| \leq C_{\mathcal{A}} d^{2+\gamma}(x, x'),\text{ for } x_1 = x'_1.
\]

We prove the above statement in the next paragraphs respectively dedicated to the control of the derivatives w.r.t. the non-degenerate variables (first estimate) and the control of the Hölder moduli associated with the degenerate ones (second estimate).
5.4.1 Control of the derivatives w.r.t. the non-degenerate variables

As done in (5.7) and (5.9), we can write:

\[
D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} u(t_0, x') - D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} u(t_0, x')
\]

\[
= \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} u(t, x') u(t_0, y) - u(t_0, y_1, m^{\xi'}_{t_0,t}(x')_{2,n})dy \right]
\]

\[
- \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} u(t, x') u(t_0, y) - u(t_0, y_1, m^{\xi'}_{t_0,t}(x')_{2,n})dy \right]
\]

\[
+ \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} (t, t_0, x', y) \int_0^1 \mu(1 - \mu) \right]
\]

\[
\text{Tr}\left( [D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 + \mu(y - m^{\xi'}_{t_0,t}(x'))_1, m^{\xi'}_{t_0,t}(x')_{2,n}] - D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 \right) (y - m^{\xi'}_{t_0,t}(x'))_{2}dy
\]

\[
- \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} (t, t_0, x', y) \int_0^1 \mu(1 - \mu) \right]
\]

\[
\text{Tr}\left( [D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 + \mu(y - m^{\xi'}_{t_0,t}(x'))_1, m^{\xi'}_{t_0,t}(x')_{2,n}] - D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 \right) (y - m^{\xi'}_{t_0,t}(x'))_{2}dy
\]

\[
+ \frac{1}{2} \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} (t, t_0, x', y) \text{Tr}\left( D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 (y - m^{\xi'}_{t_0,t}(x'))_{2}dy \right)
\]

\[
- \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} (t, t_0, x', y) \text{Tr}\left( D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 (y - m^{\xi'}_{t_0,t}(x'))_{2}dy \right)
\]

\[
=: \Delta_{t,t_0,\xi',\xi} D_{x_1}^2 \tilde{P}_{t_0,t} u(t_0, x, x') + \Delta_{t,t_0,\xi',\xi} D_{x_1}^2 \tilde{P}_{21} u(t_0, x, x') + \Delta_{t,t_0,\xi',\xi} D_{x_1}^2 \tilde{P}_{22} u(t_0, x, x'). \quad (5.43)
\]

We first directly write from (5.8) and (5.10):

\[
\left| \Delta_{t,t_0,\xi',\xi} D_{x_1}^2 \tilde{P}_{t_0,t} u(t_0, x, x') \right|_{(\xi',\xi')=(x',x)} \leq 2C(t_0 - t)^\frac{\gamma}{2} \|u\|_{C^{\gamma}_h}\]

\[
\leq C_0 (t_0 - t)^{\frac{\gamma}{2}} \|u\|_{C^{\gamma}_h} \leq C_0 \|u\|_{C^{\gamma}_h} \leq C_0 \sum_{i=1}^{\gamma} \|d^i(x',x') \|
\]

(5.44)

Let us now deal with the last term in (5.43). We proceed similarly to equation (5.11) (control of the frozen semigroup). Write:

\[
\left| \Delta_{t,t_0,\xi',\xi} D_{x_1}^2 \tilde{P}_{t_0,t} u(t_0, x, x') \right|_{(\xi',\xi')=(x',x)} \leq \left( \int_{\mathbb{R}^d} \frac{dy}{(s-t)} \tilde{p}^{\xi'}_{t_0,t}(t, t_0, x', y) |D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 (y - m^{\xi'}_{t_0,t}(x'))_{2}dy \right)
\]

\[
+ \frac{1}{2} \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} (t, t_0, x', y) \text{Tr}\left( D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 (y - m^{\xi'}_{t_0,t}(x'))_{2}dy \right)
\]

\[
- \left[ \int_{\mathbb{R}^d} D_{x_1}^2 \tilde{p}^{\xi'}_{t_0,t} (t, t_0, x', y) \text{Tr}\left( D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 (y - m^{\xi'}_{t_0,t}(x'))_{2}dy \right)
\]

\[
\leq C D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 - D_{x_1}^2 u(t_0, m^{\xi'}_{t_0,t}(x'))_1 \right|_{(\xi',\xi')=(x',x)},
\]

exploiting Proposition 3 for the first contribution and identity (3.17) in Proposition 5 for the second contribution in the last inequality.

From Lemma 8, we derive that for $t_0 - t = c_0 d^2(x, x')$:

\[
\left| \Delta_{t,t_0,\xi',\xi} D_{x_1}^2 \tilde{P}_{22} u(t_0, x, x') \right|_{(\xi',\xi')=(x',x)} \leq C \|u(t_0, t)\|_{C^{2+\gamma\xi}_h} \sum_{i=1}^{\gamma} \|d^i(x',x') \|
\]

(5.45)

Eventually, from (5.44) and (5.45), we get the following control:

\[
\left| D_{x_1}^2 \tilde{P}_{t_0,t} u(t_0, x) - D_{x_1}^2 \tilde{P}_{t_0,t} u(t_0, x) \right|_{(\xi',\xi')=(x',x')} \leq C c_0^{-\gamma} \|u\|_{C^{2+\gamma\xi}_h} \sum_{i=1}^{\gamma} \|d^i(x',x') \|\]

\[
\leq C c_0^{-\gamma} \|u\|_{C^{2+\gamma\xi}_h} \sum_{i=1}^{\gamma} \|d^i(x',x') \|,
\]
which gives the first statement of Lemma 17 for the second order derivatives w.r.t. the non-degenerate variables.

5.4.2 Hölder controls for the degenerate variables

Again, for the Hölder norm w.r.t. the degenerate variables, the difficulty is that we cannot take any advantage of cancellation tools. We adapt here the arguments employed in Section 5.1.2 for the frozen semigroup. Precisely, for all \((x, x') \in (\mathbb{R}^n)^2\), \(x_1 = x'_1\), \(\xi' = x'\), \(\xi'' = x\), we have similarly to (5.43) (but without the spatial derivatives \(D^2_{x_1}\)):

\[
\begin{align*}
\tilde{P}^{\xi'}_{t_{0},t}(u(t_0, x')) - \tilde{P}^{\xi''}_{t_{0},t}(u(t_0, x')) &= \Delta_{t, t_{0}, \xi', \xi'} \tilde{P}_1 u(t_0, x', x') + \Delta_{t, t_{0}, \xi', \xi'} \tilde{P}_{21} u(t_0, x', x') \\
&+ \frac{1}{2} \text{Tr} \left( [D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi'}(x')) - D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x'))][K^{\xi'}_{t_{0}, t}, l, 1, 1] \right) \\
&+ \frac{1}{2} \text{Tr} \left( [D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x'))][K^{\xi''}_{t_{0}, t}, l, 1, 1] \right),
\end{align*}
\]

(5.46)

where accordingly with (5.43):

\[
\Delta_{t, t_{0}, \xi', \xi'} \tilde{P}_3 u(t_0, x', x') := \int_{\mathbb{R}^n} \tilde{p}^{\xi'}(t, t_0, x', y)[u(t_0, y) - u(t_0, y_1, m_{t_{0}, t}^{\xi'}(x')_{2:n})] dy \\
- \int_{\mathbb{R}^n} \tilde{p}^{\xi''}(t, t_0, x', y)[u(t_0, y) - u(t_0, y_1, m_{t_{0}, t}^{\xi''}(x')_{2:n})] dy,
\]

and

\[
\begin{align*}
\Delta_{t, t_{0}, \xi', \xi'} \tilde{P}_{21} u(t_0, x', x') &:= \int_{\mathbb{R}^n} \tilde{p}^{\xi'}(t, t_0, x', y) \int_0^1 d\mu(1 - \mu) \\
\text{Tr} \left( [D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi'}(x')_{1} + \mu(y - m_{t_{0}, t}^{\xi'}(x'))_{1}, m_{t_{0}, t}^{\xi'}(x')_{2:n}) - D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x'))][y - m_{t_{0}, t}^{\xi''}(x'))_{1}] \right) dy \\
- \int_{\mathbb{R}^n} \tilde{p}^{\xi''}(t, t_0, x', y) \int_0^1 d\mu(1 - \mu) \\
\text{Tr} \left( [D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x')_{1} + \mu(y - m_{t_{0}, t}^{\xi''}(x'))_{1}, m_{t_{0}, t}^{\xi''}(x')_{2:n}) - D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x'))][y - m_{t_{0}, t}^{\xi''}(x'))_{1}] \right) dy.
\end{align*}
\]

Reproducing the arguments that led to Equations (5.18) and (5.19), we derive:

\[
|\Delta_{t, t_{0}, \xi', \xi'} \tilde{P}_1 u(t_0, x', x')| + |\Delta_{t, t_{0}, \xi', \xi'} \tilde{P}_{21} u(t_0, x', x')| \leq C(t_0 - t)^{\frac{2 + \gamma}{2 - \gamma}} \|u\|_{C^{2+\gamma}_{t, \theta}}
\]

\[
\leq C \Theta_0 \frac{1}{t_{0}^{\frac{1}{2 - \gamma}}} \|u\|_{L^{\infty}(C^{2+\gamma}_{t, \theta})} \|d^{2+\gamma}(x, x')\|
\]

(5.47)

Let us now turn to the last two contributions in (5.46). As done in (5.21), from Proposition 2 and Lemma 8 we obtain:

\[
\frac{1}{2} \left| [D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x')) - D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x'))][K^{\xi'}_{l, t_{0}, l, 1, 1}] \right| (\xi', \xi') = (x', x)
\]

\[
\leq C \|u\|_{L^{\infty}(C^{2+\gamma}_{t, \theta})} (t_0 - t) d^{\gamma}(m_{t_{0}, t}^{\xi'}(x'), \theta_{t_{0}, t}(x'))
\]

\[
\leq C \Theta_0 C_{\Theta_0} \frac{1}{t_{0}^{\frac{1}{2 - \gamma}}} \|u\|_{L^{\infty}(C^{2+\gamma}_{t, \theta})} \|d^{2+\gamma}(x, x')\|
\]

(5.48)

The last term of (5.46) is handled like in (5.22). Namely, by Lemma 6 (equation (3.19)), we obtain:

\[
\frac{1}{2} [D^2_{x_1} u(t_0, m_{t_{0}, t}^{\xi''}(x'))][K^{\xi''}_{l, t_{0}, l, 1, 1}, 1, 1] - [K^{\xi''}_{l, t_{0}, l, 1, 1}] \right| (\xi', \xi') = (x', x)
\]

\[
\leq C \|u\|_{L^{\infty}(C^{2+\gamma}_{t, \theta})} ((t_0 - t)^{\frac{2 + \gamma}{2 - \gamma}} + (t_0 - t)d^{\gamma}(x, x'))
\]

\[
\leq C \Theta_0 \frac{1}{t_{0}^{\frac{1}{2 - \gamma}}} \|u\|_{L^{\infty}(C^{2+\gamma}_{t, \theta})} \|d^{2+\gamma}(x, x')\|
\]

(5.49)
Plugging (5.47), (5.48) and (5.49) into (5.46), recalling as well that \( c_0 < 1 \), we derive the second statement of Lemma 17.

**Remark 5** (Concluding remark concerning the a priori estimates). From the results of Sections 4 and 5, i.e. Proposition 9 for the supremum norms and Proposition 13 for the Hölder norms, we actually derive the following bound. There exist constants \( C := C((A)) \) and \( \Lambda := \Lambda((A), T) \) as in Remark 2 s.t.

\[
\|u\|_{L^\infty(C_{b,d}^{2+\gamma})} \leq C\left(\|g\|_{C_{b,d}^{2+\gamma}} + \|f\|_{L^\infty(C_{b,d}^\gamma)} + \left(\Lambda((c_0^{-1}(n-1)^2 + c_0^2) + T^2) + C_0\right)\right)\|u\|_{L^\infty(C_{b,d}^{2+\gamma})},
\]

(5.50)

The above estimate then readily yields (2.43) provided \( c_0 \) and \( \Lambda \) are small enough (also with \( \Lambda \ll c_0 \)). Recalling from Remark 2 that \( \Lambda \) is small provided the coefficients do not vary much, the remaining delicate part consists in getting rid of the small Hölder moduli constraint. This can be done through suitable scaling arguments that are exposed in Section 6.

## 6 Scaling issues and final proof of Theorem 1

The purpose of this section is to first introduce a suitable scaling procedure for the system with mollified coefficients for which we will be able to show equation (5.50). This intuitively means that the scaling has to make the Hölder moduli of the considered coefficients small. The expected control is then obtained going back to the initial variables through the inverse scaling procedure. Also, once the estimate is established for small final time horizon \( T \), it can be deduced through iteration up to an arbitrary given time precisely because it provides a kind of stability for the solution in the space \( L^\infty([0, T], C_{b,d}^{2+\gamma}(\mathbb{R}^n, \mathbb{R})) \). We then conclude the proof of our main result, Theorem 1 through compactness arguments.

### 6.1 Scaling settings and controls

We start here from the smooth solution \( u \) to equation (1.1) with mollified coefficients (that we again denote by a slight abuse of notation without the mollifying parameter \( m \)). For an additional parameter \( \lambda > 0 \) to be specified later (but meant to be small), introducing the scaled function \( u^\lambda(t, x) = u(t, \lambda^{-1/2}T, x) \), it is then clear that this latter satisfies

\[
\begin{aligned}
&\partial_t u^\lambda(t, x) + (F(t, \lambda^{-1/2}T, x), \lambda^{1/2}D_{T, x}^{-1}Du^\lambda(t, x)) \\
&+ \frac{1}{2}\lambda^{-2} \text{Tr}(D_{x, x}^2 u^\lambda(t, x)a(t, \lambda^{-1/2}T, x)) = -f(t, \lambda^{-1/2}T, x), \quad (t, x) \in [0, T) \times \mathbb{R}^n, \\
&u^\lambda(T, x) = g(\lambda^{-1/2}T, x), \quad x \in \mathbb{R}^n.
\end{aligned}
\]

(6.1)

This choice of rescaling is natural in view of the invariance by dilatation property (1.7), i.e. each single variable \( x_i \) is scaled by the parameter \( \lambda \) according to its corresponding intrinsic scale.

We rewrite in short form the above equation as for all \( x \in \mathbb{R}^n \)

\[
\begin{aligned}
&\partial_t u^\lambda(t, x) + (F_{\lambda}(t, x), Du^\lambda(t, x)) + \frac{1}{2}\lambda^{-2} \text{Tr}(D_{x, x}^2 u^\lambda(t, x)a_{\lambda}(t, x)) = -f_{\lambda}(t, x), \quad t \in [0, T), \\
u^\lambda(T, x) = g_{\lambda}(x),
\end{aligned}
\]

(6.2)

where

\[
\begin{aligned}
f_{\lambda}(t, x) &:= f(t, \lambda^{-1/2}T, x), \\
g_{\lambda}(x) &:= g(\lambda^{-1/2}T, x), \\
a_{\lambda}(t, x) &:= \lambda^{-1}a(t, \lambda^{-1/2}T, x), \\
F_{\lambda}(t, x) &:= \lambda^{1/2}D_{T, x}^{-1}F(t, \lambda^{-1/2}T, x).
\end{aligned}
\]

(6.3)

Accordingly, we introduce the spatial operator \( (L_{\lambda}^2)_{\lambda>0} \) appearing in (6.2) which writes explicitly for all \( \varphi \in C_0^2(\mathbb{R}^n, \mathbb{R}) \) as:

\[
L_{\lambda}^2 \varphi = (F_{\lambda}(t, \cdot), D\varphi) + \frac{1}{2}\lambda^{-2} \text{Tr}(a_{\lambda}(t, \cdot)D_{x, x}^2 \varphi), \quad \lambda > 0.
\]

The dynamics of the SDE associated with the second order differential operator \( (L_{\lambda}^2)_{t \in [0, T]} \) appearing in (6.1)-(6.2) writes for a given starting point \( (t, x) \in [0, T] \times \mathbb{R}^n \):

\[
X_{\lambda, t}^s = x + \int_t^s F_{\lambda}(u, X_{\lambda, t}^u) du + \int_t^s B\sigma_{\lambda}(u, X_{\lambda, t}^u) dW_u, \quad s \geq t,
\]

(6.4)
where \( (W_a)_{a \geq 0} \) is a \( d \)-dimensional Brownian motion on some filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) and \( \sigma_\lambda \) is a square root of the diffusion matrix \( a_\lambda \) introduced in (6.3).

Equation (6.4) then naturally leads to consider, for fixed \((s, y) \in [t, T] \times \mathbb{R}^d\), and with the notations of Section 3, the corresponding linearized model

\[
\begin{align*}
\frac{dX_{t,s}^{x,\lambda}}{dt} &= [\mathbf{F}_\lambda(v, \theta_{v,t}^{\lambda}(\xi^{\lambda})) + \mathbf{D} \mathbf{F}_\lambda(v, \theta_{v,t}^{\lambda}(\xi^{\lambda}))(X_{t,s}^{x,\lambda} - \theta_{v,t}^{\lambda}(\xi^{\lambda}))] dv + B\sigma_\lambda(v, \theta_{v,t}^{\lambda}(\xi^{\lambda})) dW_v, \quad \forall v \in [t, s] \\
X_{t,s}^{x,\lambda} &= x,
\end{align*}
\]

where \( \theta_{v,t}^{\lambda}(\xi^{\lambda}) = \lambda^{\frac{1}{2}} T_\lambda^{-1} \theta_{v,t}(\xi), \xi^{\lambda} = \lambda^{-\frac{1}{2}} T_\lambda \xi. \) The associated generator writes for \( \varphi \in C^2_0(\mathbb{R}^d, \mathbb{R}) \) and \((s, y) \in [t, T] \times \mathbb{R}^d\) as:

\[
\begin{align*}
\tilde{L}_\lambda^{x} \varphi(y) &= (\mathbf{F}_\lambda(s, \theta_{s,t}^{\lambda}(\xi^{\lambda}))) + \mathbf{D} \mathbf{F}_\lambda(s, \theta_{s,t}^{\lambda}(\xi^{\lambda}))(y - \theta_{s,t}^{\lambda}(\xi^{\lambda})), D \varphi(y) + \frac{1}{2} \text{Tr}(a_\lambda(t, \theta_{s,t}^{\lambda}(\xi^{\lambda}))) D^2 \varphi(y).
\end{align*}
\]

Observe from (2.6) and (6.5) that the following very important correspondence holds:

\[
\forall v \in [t, T], \quad \tilde{X}_{v,t}^{x,\lambda} := \lambda^{1/2} T_\lambda^{-1} \tilde{X}_{v,t}^{x}.
\]

We thus derive from Proposition 3 the following important correspondence for the densities. Denoting by \( \tilde{p}_\lambda^x(t, s, x, y) \) the density of \( \tilde{X}_{v,t}^{x,\lambda} \) starting from \( x \) at time \( t \) at point \( y \) in \( s, \) and \( \tilde{x}^\lambda = \lambda^{-\frac{1}{2}} T_\lambda x, \) we have

\[
\begin{align*}
\tilde{p}_\lambda^x(t, s, x, y) &= \lambda^{\frac{-d}{2}} \tilde{p}_\lambda^{\tilde{x}^\lambda}(t, s, \lambda^{-\frac{1}{2}} T_\lambda x, \lambda^{-\frac{1}{2}} T_\lambda y) \\
&= \frac{\lambda^{\frac{-d}{2}}}{(2\pi)^{d/2} \det(\tilde{K}_{s,t}^{\tilde{x}^\lambda})^{\frac{1}{2}}} \exp \left( -\frac{\lambda^{-1}}{2} \left( \frac{T_\lambda(\tilde{K}_{s,t}^{\tilde{x}^\lambda})^{-1} T_\lambda}{\lambda^{\frac{1}{2}} T_\lambda^{-1} m_{s,t}^{\phi^\lambda}(x^\lambda) - y}, \frac{1}{2} T_\lambda T_\lambda^{-1} m_{s,t}^{\phi^\lambda}(x^\lambda) - y \right) \right). \quad (6.7)
\end{align*}
\]

In particular, for \( x = y \) one derives:

\[
\begin{align*}
\tilde{p}_\lambda^x(t, s, x, y) &= \lambda^{\frac{-d}{2}} \tilde{p}_\lambda^{\tilde{x}^\lambda}(t, s, \lambda^{-\frac{1}{2}} T_\lambda x, \lambda^{-\frac{1}{2}} T_\lambda y) \\
&= \frac{\lambda^{\frac{-d}{2}}}{(2\pi)^{d/2} \det(\tilde{K}_{s,t}^{\tilde{x}^\lambda})^{\frac{1}{2}}} \exp \left( -\frac{\lambda^{-1}}{2} \left( \frac{T_\lambda(\tilde{K}_{s,t}^{\tilde{x}^\lambda})^{-1} T_\lambda}{\lambda^{\frac{1}{2}} T_\lambda^{-1} m_{s,t}^{\phi^\lambda}(x^\lambda) - y}, \theta_{s,t}^{\lambda}(x^\lambda) - y \right) \right). \quad (6.8)
\end{align*}
\]

Equation (6.7) in turn yields the following important control:

\[
\begin{align*}
\left| D_{x,y} \tilde{p}_\lambda^x(t, s, x, y) \right| &\leq C \left( \frac{\lambda}{(s-t)} \right)^{\sum_{i=1}^n \theta_i \left( \frac{1}{2} + \frac{2d}{i} \right)} \exp \left( -C^{-1} \frac{(s-t)}{\lambda} \frac{1}{T_\lambda^{-1}} \left( \frac{1}{2} T_\lambda T_\lambda^{-1} m_{s,t}^{\phi^\lambda}(x^\lambda) - y \right) \right) \\
&=: C \left( \frac{\lambda}{(s-t)} \right)^{\sum_{i=1}^n \theta_i \left( \frac{1}{2} + \frac{2d}{i} \right)} \tilde{p}_\lambda^{\phi^\lambda}(t, s, x, y). \quad (6.9)
\end{align*}
\]

In the following, we will also denote \( \tilde{p}_{C^{-1},\lambda}(t, s, x, y) := \tilde{p}_\lambda^{\phi^\lambda}(t, s, x, y) \big|_{\xi = x} \) in (6.9).

**Remark 6.** We emphasize that (6.9) gives that, each derivation of the Gaussian kernel \( \tilde{p}_\lambda^{x} \) makes the small parameter \( \lambda \) appear. Hence, up to the additional time singularities, the iterated derivatives become smaller and smaller.

### 6.2 Scaling properties

The point is now to reproduce the previous perturbative approach for the solution of (6.2) in order to obtain ad hoc versions of Propositions 9 (Section 4) and 13 (Section 5). Such versions then allow us to derive the analogous control of (5.50) in this rescaled setting involving precisely a positive exponent of \( \lambda \) in front of the term \( \Lambda_c^{(n-d)\lambda} \). As underlined in Remark 5, this type of control will give the expected final bound provided the scaling parameter \( \lambda \) is small enough.
We will mainly focus on the Hölder norm of the remainder term (i.e. rescaled version of estimate (5.31) in Lemma 16) associated with the second order derivatives w.r.t. the non-degenerate variables. It can indeed be seen from the previous computations that the other contributions can be dealt similarly.

**Hölder estimate on the rescaled remainder.** According to the notations introduced in the beginning of Section 5, we denote for \( \lambda > 0 \), \((t, x, x', x'') \in [0, T] \times (\mathbb{R}^d)^2\) the quantity:

\[
D^2_{x_1}(\Delta^\lambda)\xi \xi'(t, x, x') := \int_{\mathbb{R}^d} \int_{(t, x, x', x'') \in [0, T]} D^2_{x_1} \tilde{p}^\xi(t, s, x, y)(L^\lambda - \tilde{L}^\lambda \xi)y^\lambda(s, y) dy \left| \xi \xi' \right| = (x, x') + D^2_{x_1}(\Delta^\lambda)\xi \xi'(t, x, x') \xi = x.
\]

using again as in (5.4) different freezing point according to the spatial regime w.r.t. integration time \( s \). Note however carefully that the cutting threshold here depends on the scaling parameter \( \lambda \). This is very important in order to balance the various scales that will appear. Pay attention as well that the parameter \( c_0 \) also remains. Actually, a subtle balance between those two parameters will be needed to derive the expected control. Proceeding as in Section 5.3, we aim at showing that there exist constants \( C := C((A), T) \) and \( \Lambda := \Lambda((A), T) \) as in Remark 2 s.t. for all \((x, x', x'') \in (\mathbb{R}^d)^2\):

\[
\sup_{t \in [0, T]} \left| D^2_{x_1}(\Delta^\lambda)\xi \xi'(t, x, x') \right| \leq \left( \Lambda(c_0^{-\frac{n}{2}} + c_0^{\frac{n}{2}}) \right) \left| \xi \xi' \right| \left| u^\lambda \right|_{L^\infty(\mathbb{R}^{2+d})},
\]

(6.10)

**Proof.** Let us first consider the diagonal term in (6.10) assuming w.l.o.g. that \( t + c_0 \lambda d^2(x, x') \leq T \) (otherwise we only have the off-diagonal contribution) and recalling that in the **diagonal regime** we chose \( \xi = \xi = x \). Write:

\[
\left| D^2_{x_1}(\Delta^\lambda)\xi \xi'(t, x, x') \right| \left| \xi \xi' \right| = x
\]

\[
\leq \int_{t + c_0 \lambda d^2(x, x')} \int_{\mathbb{R}^d} dy \left[ D^2_{x_1} \tilde{p}^\xi(t, s, x, y) - D^2_{x_1} \tilde{p}^\xi(t, s, x', y) \right] \left[ \left( F_{\lambda,1}(t, y) - F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi)), y \right) + \frac{1}{2} \text{Tr} \left( (a_{s,t}(y) - a_{s,t}(\theta^\lambda_{s,t}(\xi))] D^\lambda_{y,0} \right) y^\lambda(s, y) \right|_{\xi = x}
\]

\[
+ \int_{t + c_0 \lambda d^2(x, x')} \int_{\mathbb{R}^d} dy \left[ D^2_{x_1} \tilde{p}^\xi(t, s, x, y) - D^2_{x_1} \tilde{p}^\xi(t, s, x', y) \right] \left( F_{\lambda,1}(t, y) - \left[ \left( F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi)), y \right) + D F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi))(y - \theta^\lambda_{s,t}(\xi)) \right) \right]_{y = x}
\]

\[
\int_{t + c_0 \lambda d^2(x, x')} \int_{\mathbb{R}^d} dy \left[ D^2_{x_1} \tilde{p}^\xi(t, s, x, y) - D^2_{x_1} \tilde{p}^\xi(t, s, x', y) \right] \left( F_{\lambda,1}(t, y) - \left[ \left( F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi)), y \right) + D F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi))(y - \theta^\lambda_{s,t}(\xi)) \right) \right]_{y = x}
\]

\[
\int_{t + c_0 \lambda d^2(x, x')} \int_{\mathbb{R}^d} dy \left[ D^2_{x_1} \tilde{p}^\xi(t, s, x, y) - D^2_{x_1} \tilde{p}^\xi(t, s, x', y) \right] \left( F_{\lambda,1}(t, y) - \left[ \left( F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi)), y \right) + D F_{\lambda,1}(t, \theta^\lambda_{s,t}(\xi))(y - \theta^\lambda_{s,t}(\xi)) \right) \right]_{y = x}
\]

\[
= \left( D^2_{x_1}(\Delta^\lambda)\xi \xi'(t, x, x') + D^2_{x_1}(\Delta^\lambda)\xi \xi'(t, x, x') \right)_{\xi = x}
\]

(6.12)
We will now control the first term of the above right hand side. A key point for the analysis is to observe that, on the considered diagonal regime, we actually have from equations (6.8)-(6.9), recalling that \( z \mapsto m^\xi,\lambda(z) \) is affine and using the good scaling property in (3.5) and (3.11), that:

\[
|D_{x,t}^2 p_{C-1,\lambda}^\xi(t, s, x + \mu(x' - x), y)| \leq \frac{C \lambda^{1+(k-\frac{d}{2})} (s-t)^{1+(k-\frac{d}{2})} \bar{p}_{C-1,\lambda}(t, s, x, y) \exp \left( \sum_{j=1}^{n} |(x-x_j)|^2 \lambda^{2j-1} \right)}{(s-t)^{2j-1}}
\]

(6.13)

To obtain the last inequality, we indeed observe from the homogeneity of the metric (see (1.9)) that \( \lambda^{1/2} d(x, x') = d(\lambda^{-1/2} T_{\lambda} x, \lambda^{-1/2} T_{\lambda} x') = \sum_{j=1}^{n} |(x-x_j)| (\lambda^{(2j-1)/2})^{(1/2j-1)} \). For the diagonal regime \( \lambda d^2(x, x') \leq (s-t) \) in turn implies that for all \( j \in [1, n] \), \( (s-t)^{-2j+1} |(x-x_j)| (\lambda^{(2j-1)/2})^{1} \leq 1 \).

Another key point is to observe that the contribution \( \sum_{j=1}^{n} |(x-x_j)| (\lambda^{(2j-1)/2})^{1} \) is homogeneous to the argument of the exponential term in \( \bar{p}_{C-1,\lambda}(t, s, x, y) \). Namely, for any given \( \beta_0 > 0 \) and \( \beta \in (0, \beta_0] \), there exists \( C_{\beta_0} \) s.t.

\[
\left( \frac{d(\lambda^{-\frac{d}{2}} T_{\lambda} x, \lambda^{-\frac{d}{2}} T_{\lambda} x')}{(s-t)^{\frac{d}{2}}} \right)^{\beta} \bar{p}_{C-1,\lambda}(t, s, x, y) \leq C_{\beta_0} \bar{p}_{C-1,\lambda}(t, s, x, y),
\]

(6.14)

Equation (6.14) is a direct consequence of the expression of \( \bar{p}_{C-1,\lambda} \) in Proposition 3 (see also (6.9)) and the definition of \( d \) in (1.9).

Hence, from the definition of \( a_\lambda, F_\lambda \) in (6.3) equations (6.13) and (6.14), we derive that, under (A) for all \( k \in [1, n] \):

\[
\left\{ |F_{\lambda,1}(t, y) - F_{\lambda,1}(t, \theta_{s,t}(\xi))||D_{x,t} D_{x,t}^2 \bar{p}_{C-1,\lambda}^\xi(t, s, x + \mu(x' - x), y)| \right\}_{\xi=x} \leq C \left\{ \left( \frac{\lambda^{-\frac{d}{2}} \lambda^{-\frac{d}{2}} T_{\lambda} x, \lambda^{-\frac{d}{2}} T_{\lambda} x'}{(s-t)^{\frac{d}{2}}} \right)^{\beta} \lambda^{1+(k-\frac{d}{2})} (s-t)^{1-(k-\frac{d}{2})} \right\}_{\xi=x}
\]

(6.15)

Similarly,

\[
\left\{ |a_\lambda(t, y) - a_\lambda(t, \theta_{s,t}(\xi))|D_{x,t} D_{x,t}^2 \bar{p}_{C-1,\lambda}^\xi(t, s, x + \mu(x' - x), y)| \right\}_{\xi=x} \leq C \left\{ \left( \frac{\lambda^{-1} \lambda^{-1} T_{\lambda} x, \lambda^{-1} T_{\lambda} x'}{(s-t)^{\frac{d}{2}}} \right)^{\beta} \lambda^{1+(k-\frac{d}{2})} (s-t)^{1-(k-\frac{d}{2})} \right\}_{\xi=x}
\]

(6.16)

Observe that both r.h.s of (6.15) and (6.16) exhibit a positive power of \( \lambda \). Hence, those quantities are small provided \( \lambda \) is. The key point in the above computations is that the potentially explosive Hölder norms of \( F_{\lambda,1}, a_\lambda \) (when \( \lambda \) goes to zero) are compensated by the derivatives of \( \bar{p}_{C-1,\lambda}^\xi(t, s, x, y) \) (see equation (6.9)). We again carefully point-out that the previous bounds only depend on the supremum in time of the Hölder moduli of the coefficients (denoted \( ||F_1||_{L^\infty(C_d)} \), \( ||a||_{L^\infty(C_d)} \) respectively) and not on their supremum norm. In particular, we get from (6.15), (6.16) with the notation of (6.12):

\[
|D_{x,t}^2 (\Delta^\lambda \xi, \lambda)_{\text{diag}}(t, x, x')|_{\xi=x} \leq C_0 \left( \frac{\lambda^{1+(k-\frac{d}{2})} (s-t)^{1-(k-\frac{d}{2})} + \gamma/2}{(s-t)^{1-(k-\frac{d}{2})}} \right) \lambda^{1+(k-\frac{d}{2})} (s-t)^{1-(k-\frac{d}{2})} \bar{p}_{C-1,\lambda}(t, s, x, y) |x_k - x'_k|.
\]

(6.17)

Thanks to the inequality (4.24) and the previous analysis (to be performed according to the current scaling
procedure replacing \((s-t)\) in Sections 4 and 5 by \((s-t)/\lambda\), we deduce:

\[
\left| D_{x_i}^2 (\Delta^\lambda \xi^{t,n}_{\text{off-diag}} (t, x, x')) \right|_{\xi=x} \leq \sum_{i=2}^{n} \int_{t+\lambda \alpha^d(t,x')} ds \int_{\mathbb{R}^d} dy \int_0^1 d\mu
\]

\[
\left\langle D_{x_i} \left( \left( F_{\lambda,t}(t,y) - [F_{\lambda,t}(t,\theta^t_{x',t}(\xi^t))] + DF_{\lambda,t}(t,\theta^t_{x',t}(\xi^t))(y - \theta^t_{x',t}(\xi^t)) \right) \right) \right\rangle \times \left( \left( x - x', D_{x_i} D_{x_i}^2 \tilde{\theta}^t_{x',t}(t, s, x + \mu(x' - x), y) \right) \right) , u^\lambda(s, y) \right|_{\xi=x} \leq \Lambda \| u^\lambda \|_{L^\infty(C^2_{b,d})} \int_{t}^{T} \frac{\lambda^{k-\frac{4}{3}} |x_k - x_k'|}{(s-t)^{1+(k-\frac{4}{3})-\frac{2}{3}}} \leq \Lambda \| u^\lambda \|_{L^\infty(C^2_{b,d})} \| u^\lambda \|_{L^\infty(C^2_{b,d})} \| u^\lambda \|_{L^\infty(C^2_{b,d})} d^\gamma(x, x'). \quad (6.18)
\]

Plugging (6.17) and (6.18) into (6.12) gives a diagonal control which precisely matches the r.h.s. of the expected final bound (6.11).

It therefore remains to handle the off-diagonal contributions. With the notations of (6.10), we deduce from the analysis of Section 5.3 (recall that in that case we chose \((\xi, \xi') = (x, x')\) as freezing points) and the previous arguments that:

\[
\left| D_{x_i}^2 (\Delta^\lambda \xi^{t,n}_{\text{off-diag}} (t, x, x')) \right|_{(\xi, \xi')=(x, x')} \leq \Lambda \| u^\lambda \|_{L^\infty(C^2_{b,d})} \int_{t}^{T} \frac{\lambda^{k-\frac{4}{3}} |x_k - x_k'|}{(s-t)^{1+(k-\frac{4}{3})-\frac{2}{3}}} \leq \Lambda \| u^\lambda \|_{L^\infty(C^2_{b,d})} \| u^\lambda \|_{L^\infty(C^2_{b,d})} \| u^\lambda \|_{L^\infty(C^2_{b,d})} d^\gamma(x, x'). \quad (6.19)
\]

In some sense the controls in (6.18) and (6.19) can be seen as a mere consequence of the intrinsic scaling of the system. This is indeed the case, but, in order to avoid any ambiguity, we provide in Appendix C a proof of the rescaled key Besov Lemma 11. The bound of equation (6.19) completes the proof of (6.11).

Now, using the notations of (6.10), it can be deduced from the same procedure (exploiting the control (B.13) for the difference of the scaled covariances) that the following rescaled version of estimate (5.32) in Lemma 5 holds:

\[
\sup_{t \in [0,T], (x, x') \in \mathbb{R}^{nd} \times \mathbb{R}^{nd}, x_1 = x'_1} \frac{\left| (\Delta^\lambda \xi^{t,n}_{\text{off-diag}} (t, x, x')) \right|_{(\xi, \xi')=(x, x')}}{d^{2+\gamma}(x, x')} \leq \Lambda \lambda^{\frac{2}{3}} (c_0^{-\frac{4}{3}} + c_0) \| u^\lambda \|_{L^\infty(C^2_{b,d})}. \quad (6.20)
\]

**Hölder estimate for the semi group at the discontinuity point.** We would also derive from (5.46) and the same previous arguments by denoting \(t_0 = t + c_0 \lambda \alpha^d(x, x')\) and using the bound of (A.17) for the difference of the scaled flows, that the analogous of estimates in Lemma 14 :

\[
\left| D_{x_i}^2 \tilde{F}^t_{x_1, t_0} u^\lambda (t_0, x_0) - D_{x_i}^2 \tilde{F}^t_{x_1, t_0} u^\lambda (t_0, x_0) \right|_{(\xi, \xi')=(x, x')} \leq C c_0^{\frac{1}{2+\gamma}} \| u^\lambda \|_{L^\infty(C^2_{b,d})} \| u^\lambda \|_{L^\infty(C^2_{b,d})} d^{2+\gamma}(x, x'), \quad (6.21)
\]

and

\[
\left| \tilde{F}^t_{x_1} u^\lambda (t_0, x_0) - \tilde{F}^t_{x_1} u^\lambda (t_0, x_0) \right| \leq C c_0 \| u^\lambda \|_{L^\infty(C^2_{b,d})} \| u^\lambda \|_{L^\infty(C^2_{b,d})} d^{2+\gamma}(x, x'), \quad \text{for } x_1 = x'_1,
\]

hold. Note that above we denoted with a slight abuse of notation

\[
\tilde{F}^t_{x_1} u^\lambda (t_0, x) = \int_{\mathbb{R}^d} dy \tilde{F}^t_{x_1} (t, t_0, x', y) u^\lambda (t_0, y).
\]

**Hölder estimates for the frozen semi-group and associated Green kernel.** It easily follows from (1.8) that, in this rescaled setting, the ad hoc estimates in Lemmas 14 and 15 remain valid (i.e. with \(f_\lambda, g_\lambda\) instead of \(f, g\) and for the Green and frozen kernel associated with the rescaled system (6.1) therein).
Estimates of the supremum of the derivatives w.r.t. the non degenerate variable.

We importantly point out that for the Hölder moduli, we have benefitted from a regularizing effect in the scaling parameter \( \lambda \). Note carefully that this is not the case as far as supremum derivatives are concerned. We indeed get, using the same previous arguments, that

\[
|D^2_{x,y} u^\lambda(t,x)| = \left| \int_t^T ds \int_{\mathbb{R}^d} D^2_{y} \tilde{p}^\lambda(t,s,x,y) (L^\lambda_s - L^\lambda_t) u^\lambda(s,y) dy \right| \\
\leq C \left( \|g\|_{L^\infty(c_{k,a}^{1,1})} + (T-t)^{T^*} \right) \|f\|_{L^\infty(c_{k,a}^{1,1})} + \Lambda(T-t)^{T^*} \|u^\lambda\|_{L^\infty(c_{k,a}^{1,1})}.
\]

The difference w.r.t. e.g. equations (6.17), (6.18) is that we have no additional spatial differentiations and no cutting threshold in time which precisely allowed to make the scaling parameter appear. Equivalently, we have to integrate in time the control (6.19) of the previous off-diagonal regime but on the whole time interval \([t, T]\).

Conclusion: Schauder estimate for the rescaled system. Gathering the above estimates, we eventually derive similarly to (5.56), recalling that \( c_0 < 1 \), that:

\[
\|u^\lambda\|_{L^\infty(c_{k,a}^{1,1})} \leq C \left( \|g\|_{L^\infty(c_{k,a}^{1,1})} + \|f\|_{L^\infty(c_{k,a}^{1,1})} + \Lambda(T-t)^{T^*} + C\bar{c}_0^{T^*} \right) \|u^\lambda\|_{L^\infty(c_{k,a}^{1,1})},
\]

(6.22)

Hence, for \( T, c_0 := c_0((A), T) \) and \( \lambda := \lambda((A), T) \) small enough, with \( \lambda \ll c_0 \), i.e. s.t. \( \bar{c}_0 := \left[ \Lambda(T-t)^{T^*} + C\bar{c}_0^{T^*} \right] < 1 \), the expect final control holds:

\[
\|u^\lambda\|_{L^\infty(c_{k,a}^{1,1})} \leq \frac{C}{1-c_0} \left( \|g\|_{L^\infty(c_{k,a}^{1,1})} + \|f\|_{L^\infty(c_{k,a}^{1,1})} \right),
\]

(6.23)

7 Conclusion: final proof of Theorem 1.

Equation (6.23) provides the expected Schauder estimate for the rescaled system with mollified coefficients for a small time horizon \( T > 0 \). The scaling parameter \( \lambda \) must precisely be tuned w.r.t. \( \Lambda \) (associated with the Hölder moduli of the coefficients, see Remark 2) in order that the above constant \( c_0 \) be strictly less than one. Recalling that \( u^\lambda(t,x) = u(t, \lambda^{-1/2}T\gamma x) \), we then derive from (6.23) and (6.3) that for \( T > 0 \) and \( \lambda \) small enough there exists \( \bar{C}_0 := \bar{C}_0((A), T, \lambda) > 1 \) s.t.

\[
\|u\|_{L^\infty(c_{k,a}^{1,1})} \leq \bar{C}_0 \left( \|g\|_{L^\infty(c_{k,a}^{1,1})} + \|f\|_{L^\infty(c_{k,a}^{1,1})} \right),
\]

(7.24)

which precisely provides the required estimate for the initial system with mollified coefficients.

The point is now to extend the previous bound to an arbitrary fixed time \( T > 0 \) not necessarily small. The stability resulting from estimate (7.24) allows to proceed by simple iterative application of the bound changing the final condition.

7.1 Schauder estimates for the mollified system for a general time

Equation (7.24) is valid for all \( T < T_0 \) with \( T_0 \in (0, +\infty) \) sufficiently small. Now, for a given \( T > 0 \) (not necessary small), we can solve iteratively \( N = \lceil T/T_0 \rceil \) (where \( \lceil \cdot \rceil \) is the ceiling function) Cauchy problems in the following way. Consider first:

\[
\begin{aligned}
\partial_t u_1(t,x) + \langle F(t,x), D_u u_1(t,x) \rangle + \frac{1}{2} \text{Tr} \left( D^2_{x,y} u_1(t,x) a(t,x) \right) &= -f(t,x), \quad (t,x) \in [T(1 - \frac{1}{N}), T) \times \mathbb{R}^d, \\
u_1(T, x) &= g(x), \quad x \in \mathbb{R}^d.
\end{aligned}
\]

In other words, our previous analysis, and the previous inequalities, are still available for \( T - (1 - \frac{1}{N})T = \frac{T}{N} T \leq T_0 \) small enough. Precisely, from (7.24):

\[
\|u_1(T(1 - \frac{1}{N}), \cdot)\|_{L^\infty(c_{k,a}^{1,1})} \leq \bar{C}_0 \left( \|g\|_{L^\infty(c_{k,a}^{1,1})} + \|f\|_{L^\infty([T(1 - \frac{1}{N}), T], c_{k,a}^{1,1})} \right),
\]

(7.25)

Also, for mollified coefficients, it is plain from the Feynman-Kac formula to identify \( u_1 \) and \( u \) on \([T(1 - \frac{1}{N}), T]\) where \( u \) solves (1.1) with mollified coefficients on \([0, T]\). Hence, (7.25) gives in particular that \( u_1(T(1 - \frac{1}{N}), \cdot) =
We chose to write the bound in the form of equation (7.26). We get:

\[ \|u_2\|_{L^\infty([T(1 - \frac{1}{N}), T(1 - \frac{1}{N})], C^{2+\gamma}_{b,d})} \leq C_0\left(\|f\|_{L^\infty([T(1 - \frac{1}{N}), T(1 - \frac{1}{N})], C^{2+\gamma}_{b,d})} + \sum_{i=1}^{N} C_0\|g\|_{C^{2+\gamma}_{b,d}} + \|f\|_{L^\infty([0,T], C^{2+\gamma}_{b,d})}\right). \] (7.26)

This precisely gives our main estimate for the system (1.1) with mollified coefficients. Again, even though the coefficients are smooth, all the constants appearing in (7.26) only depend on the Hölder setting of assumption (A).

**Remark 7** (About the constants in the final estimate). *We could actually have slightly better bounds than those in (7.26). Namely a direct induction shows that the following control holds.*

\[ \|u\|_{L^\infty([0,T], C^{2+\gamma}_{b,d})} \leq C_0\|g\|_{C^{2+\gamma}_{b,d}} + \|f\|_{L^\infty([0,T], C^{2+\gamma}_{b,d})}. \] (7.27)

We chose to write the bound in the form of equation (7.26) for simplicity. Note however that in any case, equation (7.26) or (7.27), we still have geometric constants coming from the iterative procedure. This is the main drawback of our approach, which anyhow seems, to the best of our knowledge, the only available one to consider degenerate Kolmogorov systems with non-linear drifts.

### 7.2 Compactness arguments

We now make the mollifying parameter appear again using the notations introduced in the detailed guide (see equation (2.4)). Equation (7.24) rewrites in the following way. There exists a constant \( C_0 \) s.t. for all \( m \in \mathbb{N} \):

\[ \|u_m\|_{L^\infty([0,T], C^{2+\gamma}_{b,d})} \leq C_0\|g\|_{C^{2+\gamma}_{b,d}} + \|f\|_{L^\infty([0,T], C^{2+\gamma}_{b,d})}. \] (7.28)

From Ascoli’s theorem we deduce that there exists \( u \in L^\infty([0,T], C^{2+\gamma}_{b,d}) \) and a sequence of smooth functions \((u_{m_k})_{k\geq1}\) solution of (2.4), with \( m_k \to k + \infty \), satisfying (7.28) and s.t. \( u_{m_k} \to u \) where \( u \) also satisfies (7.28).

Since we also have from [CdRM17] that \( u_{m_k}(t,x) \to u \) in \( L^\infty([0,T], C^{2+\gamma}_{b,d}) \) and \( |\xi|^{\ell} + |\eta|^{\ell} \) denotes the unique in law solution to (1.4), we deduce that \( u(t,x) = E[g(X^{t,x}_{\ell}^{\ell})] + \int_1^T E[f(s, X^{t,x}_{\ell}^{\ell})]ds \) corresponds to the martingale, or mild, solution of (1.1) which satisfies the stated Schauder estimate (7.24).

### 7.3 From mild to weak solutions

Let \( \varphi \) be a smooth given function with compact support, i.e. \( \varphi \in C_0^\infty(\mathbb{R}^d, \mathbb{R}) \). It is clear that for the solution of (1.1) with mollified coefficients one indeed has:

\[ \int_0^T \int_{\mathbb{R}^d} dx f_m(t,x) \varphi(t,x) = \int_0^T \int_{\mathbb{R}^d} dx \varphi(t,x) \left( \partial_t + L^n_t \right) u_m(t,x). \] (7.29)
Indeed, both the solution and the coefficients are smooth. Integrating by parts yields:

$$\int_0^T dt \int_{\mathbb{R}^{d}} dx f_m(t, x) \varphi(t, x) = \int_0^T dt \int_{\mathbb{R}^{d}} dx (\varphi(t, x)(L_t^m + \partial_t)^* f_m(t, x)) u_m(t, x),$$

where \((L_t^m)^*\) denotes the adjoint of \(L_t^m\). Write now:

$$\int_0^T dt \int_{\mathbb{R}^{d}} dx f_m(t, x) \varphi(t, x) = \int_0^T dt \int_{\mathbb{R}^{d}} dx f(t, x) \varphi(t, x) + \int_0^T dt \int_{\mathbb{R}^{d}} dx (f_m - f)(t, x) \varphi(t, x)$$

$$= \int_0^T dt \int_{\mathbb{R}^{d}} dx f(t, x) \varphi(t, x) + R_m(T, f).$$

(7.30)

It is clear that under (A), recall that \(f \in L^\infty([0, T], C_0^\infty(\mathbb{R}^{nd}, \mathbb{R}))\), \(R_m(T, f) \to 0\). On the other hand, we now decompose:

$$\int_0^T dt \int_{\mathbb{R}^{d}} dx \left( - \partial_t + (L_t^m)^* \right) \varphi(t, x) u_m(t, x)$$

$$= \int_0^T dt \int_{\mathbb{R}^{d}} dx \left( - \partial_t + (L_t^1)^* \right) \varphi(t, x) u(t, x) + R_m(T, u),$$

(7.31)

with

$$R_m(T, u) := \int_0^T dt \int_{\mathbb{R}^{d}} dx \left( (L_t^1)^* - L_t^m \right) \varphi(t, x) u_m(t, x)$$

$$+ \int_0^T dt \int_{\mathbb{R}^{d}} dx \left( - \partial_t + (L_t^1)^* \right) \varphi(t, x) (u_m(t, x) - u(t, x)) =: (R_{m1}^1 + R_{m2}^1)(T, u),$$

where \(L_t^1\) is the formal adjoint of \(L_t^1\). Observe first that:

$$R_{m2,0}^1(T, u) := \int_0^T dt \int_{\mathbb{R}^{d}} dx \partial_t \varphi(t, x) (u_m(t, x) - u(t, x)) \to 0,$$

since \(\|u - u_m\|_{L^\infty(C_0^{2+\gamma})} \to 0\). For the terms of \(R_{m1}^1(T, u)\) which involve the adjoint, the point is again to use the Besov duality to control the remainders. Namely, from the previous analysis we get that:

$$|R_{m2,2}^1(T, u)| := \sum_{i=2}^n \int_0^T dt \int_{\mathbb{R}^{d}} dx D_{x_i} \left( \varphi(t, x) F_i(t, x) \right) \|u_m(t, x) - u(t, x)\|_{L^\infty(C_0^{2+\gamma})} \leq C \psi_i(t, x_i)$$

where \(\psi_i\) has compact support on \(\mathbb{R}^{d} \times [0, T]\). We thus readily derive

$$|R_{m2,2}^1(T, u)| \to 0,$$

Eventually,

$$|R_{m1,1}^1(T, u)| := \int_0^T dt \int_{\mathbb{R}^{d}} dx \left[ D_{x_1} \left( \varphi(t, x) F_1(t, x) \right) + D_{x_1} \left( \varphi(t, x) a(t, x) \right) \right] \|u_m(t, x) - u(t, x)\|_{L^\infty(C_0^{2+\gamma})},$$

which again tends to 0 with \(m\) since \(\|u - u_m\|_{L^\infty(C_0^{2+\gamma})} \to 0\). The contributions involving \((L_t^1)^* - L_t^m\) in \(R_{m1}^1(T, u)\) defined in (7.32) can be handled as in the proof of Lemma 11 exploiting that \(\|a - a_m\|_{C_0^{2+\gamma}} + \|F_1 - F_{m1}\|_{C_0^{2+\gamma}} + \sum_{i=2}^n \|F_i - F_{mi}\|_{C_0^{2+\gamma}} \to 0\). We now deduce from (7.31), (7.32) and the previous controls that \(R_m(T, u) \to 0\). The same computations also give that the
term \( \int_0^T dt \int_{\mathbb{R}^d} dx \left( - \partial_t + (L_t)^* \right) \varphi(t,x)u(t,x) \) is well defined under (A). From (7.30), (7.31), we thus finally derive:
\[
\int_0^T dt \int_{\mathbb{R}^d} dx \varphi(t,x)f(t,x) = \int_0^T dt \int_{\mathbb{R}^d} dx \left( - \partial_t + (L_t)^* \right) \varphi(t,x)u(t,x),
\]
which gives the statement.

A Proof of technical results

A.1 Technical results associated with the flow

We begin this paragraph stating and proving a key result for the sensitivity of H"{o}lder flows, i.e. when the coefficients satisfy (A). Those results are of course uniform w.r.t. a mollification procedure of the coefficients as the one previously considered from Section 3 to 5. Also, Lemma 7 is a direct consequence of Lemma 18 below and Young/convexity inequalities.

A.1.1 A first sensitivity result for the flow

**Lemma 18.** Under (A), there exists \( C := C((A), T) \) s.t. for all \( (x, x') \in (\mathbb{R}^d)^2, d(x, x') \leq 1, 0 \leq t < s \leq T \) and \( i \in [1, n] \):
\[
|\langle \theta_{s,t}(x) - \theta_{s,t}(x') \rangle_i | \leq C \left( (s-t)^{\gamma} + d^{2i-1}(x-x') \right),
\]

The previous bound can be interpreted as follows. We somehow have the expected bound involving the spatial points, up to an additional contribution in time, which is precisely due to the quasi-distance \( d \). Indeed, this type of result already appeared (for Lipschitz drifts) in Proposition 4.1 of [Men18]. Through an appropriate mollifying procedure, this result remains unchanged.

**Proof.** The main idea to prove this control relies on Grönwall’s Lemma. However, under (A), the function \( F \) is not Lipschitz (solely Hölder continuous). We have then to mollify suitably \( F \). Let us denote by \( \delta \in \mathbb{R}^n \), a vector with positive entries \( \delta_i > 0 \) for \( i \in [2, n] \). Define as well for all \( v \in [0, T], z \in \mathbb{R}^d, i \in [2, n] \),
\[
F_i^\delta(v, z^{i-1:n}) := F_i(v, \cdot) * \rho_{\delta_i}(z) = \int_{\mathbb{R}^d} F_i(v, z_{i-1}, z_i - w, z_{i+1}, \ldots, z_n) \rho_{\delta_i}(w) dw, \quad (A.1)
\]
with \( \rho_{\delta_i}(w) := \frac{1}{2\pi^\frac{d}{2}} \rho \left( \frac{w}{\delta_i} \right) \) where \( \rho : \mathbb{R}^d \rightarrow \mathbb{R}_+ \) is a usual mollifier, namely \( \rho \) has compact support and \( \int_{\mathbb{R}^d} \rho(z) dz = 1 \). Finally, we define \( F_i^\delta(v, z) := (F_1(v, z), F_2^\delta(v, z), \ldots, F_n^\delta(v, z)) \). In this definition, we make a slight abuse of notation since the first component \( F_1 \) is not mollified. Due to the final control we want to prove and the intrinsic scale of the first component, the sublinearity of \( F_1 \) (implied by its Hölder property) is enough and it is not needed to mollify this component.

To be at the good current time scale for the contributions associated with the mollification, we pick \( \delta_i \) in order to have \( C := C((A), T) > 0 \) s.t. for all \( z \in \mathbb{R}^d, u \in [t, s] \):
\[
\left| (s-t)^{\gamma} \frac{d^i}{2i} \left( F(u, z) - F(u, \delta_i) \right) \right| \leq C(s-t)^{-1}. \quad (A.2)
\]
By the previous definition of \( F_i^\delta \) and assumptions (A), identity (A.2) is equivalent to:
\[
\sum_{i=2}^n (s-t)^{\gamma-i} \delta_i^{2i-3+\gamma} \leq C(s-t)^{-1}. \quad (A.3)
\]
Hence, we choose from now on, for all \( i \in [2, n] \):
\[
\delta_i = (s-t)^{i-\gamma} \frac{d^i}{2i}. \quad (A.4)
\]
Next, let us control the last components of the flow. By the definition of $\theta_{s,t}$ in (2.5), we get:

$$
|\theta_{s,t}(x) - \theta_{s,t}(x')|_n 
\leq |(x - x')_n| + \int_t^s \left( |F^g_n(v, \theta_{v,t}(x)) - F^g_n(v, \theta_{v,t}(x'))| + |F^g_n(v, \theta_{v,t}(x)) - F_n(v, \theta_{v,t}(x'))| \right) dv
$$

$$
+ |F^g_n(v, \theta_{v,t}(x)) - F_n(v, \theta_{v,t}(x'))|_n^{-1} \left( |\theta_{v,t}(x) - \theta_{v,t}(x')|_n \right) dv
+(s-t)\delta_n^\frac{2n-1}{2n-\gamma}.
$$

Hence by Grönwall’s Lemma, we get:

$$
|\theta_{s,t}(x) - \theta_{s,t}(x')|_n 
\leq C \exp \left( (s-t)\delta_n^{-1} \frac{2n-1}{2n-\gamma} \right) \left( |(x - x')_n| + (s-t)\delta_n^\frac{2n-1}{2n-\gamma} + \int_t^s \left( |\theta_{v,t}(x) - \theta_{v,t}(x')|_n \right) dv \right)
$$

$$
\leq C \exp \left( (s-t)\delta_n^{-1} \frac{2n-1}{2n-\gamma} \right) \left( |(x - x')_n| + (s-t)\delta_n^\frac{2n-1}{2n-\gamma} + \int_t^s \left( |\theta_{v,t}(x) - \theta_{v,t}(x')|_n \right) dv \right),
$$

(A.5)

using (A.3) for the last inequality. We proceed similarly for the $(n - 1)^{\text{th}}$ component, but in this case we have to handle the non-Lipschitz continuity of $F^g_n$ in its $n^{\text{th}}$ variable.

For the rescaled flows see e.g. Lemma 2 in [CdRM17] this difficulty could also be circumvented through mollification, the situation is here slightly different and it seems that Young type controls are more appropriate. Write:

$$
|\theta_{s,t}(x) - \theta_{s,t}(x')|_n 
\leq C \exp \left( (s-t)\delta_n^{-1} \frac{2n-1}{2n-\gamma} \right) \left( |(x - x')_n| + (s-t)\delta_n^\frac{2n-1}{2n-\gamma} + \int_t^s \left( |\theta_{v,t}(x) - \theta_{v,t}(x')|_n \right) dv \right)
$$

$$
+ |(x - x')_n|^{-1} + (s-t)\delta_n^\frac{2n-1}{2n-\gamma} + \int_t^s \left( |\theta_{v,t}(x) - \theta_{v,t}(x')|_n \right) dv \right),
$$

(A.6)

The last inequality is a consequence of our choice of $\delta_n$ in (A.4), identity (A.5) and convexity inequality.

We aim, now, to proceed with Grönwall’s Lemma. To do so, first of all we need to use a Young inequality. Namely, we write for all $\delta_{n-1,n} > 0$ (where the two indexes in the subscript respectively denote the level of the chain, i.e. $n - 1$, and the considered variable, i.e. $n$):

$$
\int_t^v \left( |\theta_{w,t}(x) - \theta_{w,t}(x')|_n \right) dv \leq C \left( \int_t^v \left( |\theta_{w,t}(x) - \theta_{w,t}(x')|_n \right) dv \right)^{\frac{2n-1}{2n-\gamma}} \delta_n^{-\frac{2n-1}{2n-\gamma}} + \delta_n^{-\frac{2n-1}{2n-\gamma}}.
$$

In order to obtain the suitable time scale, we choose $\delta_n$ s.t.

$$
\delta_n^{-\frac{2n-1}{2n-\gamma}} = (v-t)^{\frac{2n-1}{2n-\gamma}} \iff \delta_n = (v-t)^{\frac{2n-1}{2n-\gamma}}.
$$

which also yields that

$$
\int_t^v \left( |\theta_{w,t}(x) - \theta_{w,t}(x')|_n \right) dv \delta_n^\frac{2n-1}{2n-\gamma} \leq \left( \int_t^v \left( |\theta_{w,t}(x) - \theta_{w,t}(x')|_n \right) dv \right) (v-t)^{-\frac{2n-1}{2n-\gamma}}.
$$
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Hence we get from (A.6) and the previous controls that for all \( \tilde{s} \in [t, s] \):

\[
|\langle \hat{\theta}_{s,t}(x) - \hat{\theta}_{s,t}(x') \rangle_{n-1} |
\leq C \exp(C(\tilde{s} - t)^{\frac{n}{2}}) \bigg[ \big| (x - x')_{n-1} \big| + (\tilde{s} - t)^{n - \frac{1}{2}} + \int_{t}^{\tilde{s}} \bigg\{ |\langle \theta_{v,t}(x) - \theta_{v,t}(x') \rangle_{n-2} | \bigg\} dv + \bigg( \int_{t}^{s} |\langle \theta_{w,t}(x) - \theta_{w,t}(x') \rangle_{n-1} |(v - t)^{-\frac{1}{2} + \gamma} \bigg) dv \bigg]
\]

The point is now to take the supremum in \( \tilde{s} \in [s, t] \) in the above equation. This yields:

\[
\sup_{\tilde{s} \in [t, s]} |\langle \hat{\theta}_{s,t}(x) - \hat{\theta}_{s,t}(x') \rangle_{n-1} |
\leq C \exp(C(s - t)^{\frac{n}{2}}) \bigg[ \big| (x - x')_{n-1} \big| + (s - t)^{n - \frac{1}{2}} + \int_{t}^{s} \bigg\{ |\langle \theta_{v,t}(x) - \theta_{v,t}(x') \rangle_{n-2} | \bigg\} dv + \bigg( \int_{t}^{s} \sup_{v \in [t, v]} |\langle \theta_{w,t}(x) - \theta_{w,t}(x') \rangle_{n-1} |(v - t)^{-\frac{1}{2} + \gamma} \bigg) dv \bigg]
\]

We get then by Grönwall’s Lemma:

\[
|\langle \hat{\theta}_{s,t}(x) - \hat{\theta}_{s,t}(x') \rangle_{n-1} |
\leq C \exp(C(s - t)^{\frac{n}{2}}) \bigg[ \big| (x - x')_{n-1} \big| + (s - t)^{n - \frac{1}{2}} + \int_{t}^{s} \bigg\{ |\langle \theta_{v,t}(x) - \theta_{v,t}(x') \rangle_{n-2} | \bigg\} dv + \bigg( \int_{t}^{s} |\langle \theta_{w,t}(x) - \theta_{w,t}(x') \rangle_{n-1} |(s - t)^{-\frac{1}{2} + \gamma} \bigg) dv \bigg]
\]

using again the Young inequality \[|\langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} (s - t) \leq C(\langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} + \langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} \langle x - x' \rangle_{n-1} \big|^{\frac{2n - 2}{n - 1}} \] for the last identity, recalling as well that \( d(x, x') \leq 1 \), and therefore \[|\langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} \leq |\langle x - x' \rangle_{n} | \] for the last identity. The purpose of (A.8) is that each entry of the difference of the starting points appears at its intrinsic scale for the homogeneous distance \( d \).

Plugging the above inequality into (A.5) we derive:

\[
|\langle \theta_{s,t}(x) - \theta_{s,t}(x') \rangle_{n} |
\leq C \exp \bigg( C(s - t)^{\frac{n}{2}} \bigg) \bigg[ \big| (x - x')_{n} \big| + (s - t)^{n - \frac{1}{2}} + \int_{t}^{s} \bigg\{ |\langle \theta_{v,t}(x) - \theta_{v,t}(x') \rangle_{n-2} | \bigg\} dv + \bigg( \int_{t}^{s} \sup_{v \in [t, v]} |\langle \theta_{w,t}(x) - \theta_{w,t}(x') \rangle_{n-1} |(s - t)^{-\frac{1}{2} + \gamma} \bigg) dv \bigg]
\]

using again the Young inequalities \[|\langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} (s - t) \leq C(\langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} + \langle x - x' \rangle_{n} \big|^{\frac{2n - 2}{n - 1}} \langle x - x' \rangle_{n-1} \big|^{\frac{2n - 2}{n - 1}} \] for the last bound. Iterating these computations, we obtain:

\[
|\langle \theta_{s,t}(x) - \theta_{s,t}(x') \rangle_{n} |
\leq C \bigg( (s - t)^{n - \frac{1}{2}} + \sum_{j=2}^{n} |\langle x - x' \rangle_{j} \big|^{\frac{2n - 2}{n - 1}} + \int_{t}^{s} dv_{n-1 \cdots 1} \big|\langle \theta_{v_{1},t}(x') - \theta_{v_{1},t}(x) \rangle_{1} \big| \bigg).
\]

Similarly, for \( i \in [2, n] \) we derive:

\[
|\langle \theta_{s,t}(x) - \theta_{s,t}(x') \rangle_{1} |
\leq C \bigg( (s - t)^{i - \frac{1}{2}} + \sum_{j=2}^{n} |\langle x - x' \rangle_{j} \big|^{\frac{2n - 2}{n - 1}} + \int_{t}^{s} dv_{i-1 \cdots 1} \big|\langle \theta_{v_{1},t}(x') - \theta_{v_{1},t}(x) \rangle_{1} \big| \bigg).
\]
Remark 8. We importantly point out that equations (A.9) and (A.10) actually hold not only for the fixed time \(s\) but also for any \(v \in [t, T]\).

The term for \(i = 1\) is treated slightly differently. Namely, for all \(\tilde{s} \in [t, s]\), write: 
\[
|(\theta_{s,t}(x) - \theta_{\tilde{s},t}(x'))_{1}| \leq |(x - x')_{1}| + C \sum_{j=1}^{n} \int_{t}^{\tilde{s}} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{j}| \frac{dv}{v-t},
\]
which in turn implies, using (A.10) and Remark 8,
\[
\sup_{\tilde{s} \in [t, s]} |(\theta_{s,t}(x) - \theta_{\tilde{s},t}(x'))_{1}| \\
\leq |(x - x')_{1}| + C \left( (s - t) \left( \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \right)^{\gamma} + \sum_{j=2}^{n} \int_{t}^{s} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{j}| \frac{dv}{v-t} \right) \\
\leq |(x - x')_{1}| + C \left( (s - t) \left( \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \right)^{\gamma} + \sum_{j=2}^{n} C_{j} (s - t)^{j - \frac{1}{2}} + \sum_{k=2}^{n} |(x - x')_{k}| \frac{2}{v-t} + (s - t)^{j-1} \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \frac{2}{v-t} \right),
\]
using as well convexity inequalities for the last bound. We now write,
\[
\sup_{\tilde{s} \in [t, s]} |(\theta_{s,t}(x) - \theta_{\tilde{s},t}(x'))_{1}| \\
\leq C \left( |(x - x')_{1}| + (s - t)^{1+\frac{\gamma}{2}} + (s - t) \sum_{k=2}^{n} |(x - x')_{k}| \frac{1}{v-t} \right) \\
+ \sum_{j=1}^{n} (s - t)^{1+(j-1)\frac{\gamma}{2}} \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \frac{1}{v-t} \right) \\
\leq C \left( |(x - x')_{1}| + (s - t) + \sum_{k=2}^{n} |(x - x')_{k}| \frac{1}{v-t} \right),
\]
(A.11)
recalling that \((s - t) \leq T\) is small, and using again Young inequalities for the last bound. Namely,
\[
(s - t)^{1+(j-1)\frac{\gamma}{2}} \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \frac{1}{v-t} \leq C (s - t) \left( 1 + \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \right),
\]
and
\[
(s - t) |(x - x')_{k}| \frac{1}{v-t} \leq C \left( (s - t)^{\frac{1}{2}} + |(x - x')_{k}| \frac{1}{v-t} \right).
\]
We eventually derive from (A.11) that:
\[
\sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \leq C \left( (s - t)^{\frac{1}{2}} + d(x, x') \right),
\]
which gives the stated bound for \(i = 1\). It now remains to plug this control into (A.10). We obtain for all \(i \in [2, n]:\)
\[
|(\theta_{s,t}(x) - \theta_{s,t}(x'))_{1}| \leq C \left( (s - t)^{i-\frac{1}{2}} + d^{2i-1}(x, x') + (s - t)^{i-1} \sup_{v \in [t, s]} |(\theta_{v,t}(x) - \theta_{v,t}(x'))_{1}| \right) \\
\leq C \left( (s - t)^{i-\frac{1}{2}} + d^{2i-1}(x, x') + (s - t)^{i-1} \left( (s - t)^{\frac{1}{2}} + d(x, x') \right) \right) \\
\leq C \left( (s - t)^{i-\frac{1}{2}} + d^{2i-1}(x, x') \right),
\]
using again the Young inequality to derive that \((s - t)^{i-1}d(x, x') \leq C \left( (s - t)^{i-\frac{1}{2}} + d^{2i-1}(x, x') \right)\). The proof is complete.

Again, Lemma 7 is a direct consequence of the previous Lemma 18 and Young/convexity inequalities.
We are now in position to prove the sensitivity results for the linearized system w.r.t. the freezing parameter.
A.1.2 Sensitivity results for the mean

Proof of the Technical Lemma 8. We assume w.l.o.g. that \( d(x, x') \leq 1 \). The idea of the proof is to separate the term to control into two contributions. Namely, we write:

\[
m^x_{s,t}(x') - \theta_{s,t}(x') = [m^x_{s,t}(x') - \theta_{s,t}(x)] + [\theta_{s,t}(x) - \theta_{s,t}(x')].
\]  

(A.12)

The definition of the proxy (3.1) yields that the mean value of \( X^m_{\mu,\xi} \), \( m^x_{s,t} \) is t.s.

\[
m^x_{s,t}(x') - \theta_{s,t}(x) = x' - x + \int_t^s dvDF(v, \theta_{v,t}(x))[m^x_{v,t}(x') - \theta_{v,t}(x)].
\]

(A.13)

The sub-triangular structure of \( DF \) yields that for all \( i \in [2, n] \):

\[
(m^x_{s,t}(x') - \theta_{s,t}(x))_i = x'_i - x_i + \sum_{k=2}^i \left[ \int_t^{v_i} dv_{v_i-1} \cdots \int_t^{v_k} dv_{v_k-1} \prod_{j=k}^{i} D_{j-1}F_j(v_j, \theta_{v_j,t}(x)) \right] [x'_{k-1} - x_{k-1}],
\]

with the convention that for \( i = 1 \), \( \sum_{k=2}^1 = 0 \). From the above control, equation (A.12) and the dynamics of the flow, recalling that the starting points are the same, so that the contributions involving differences of the spatial points or flows only appear in iterated time integrals, we derive:

\[
\left| (m^x_{s,t}(x') - \theta_{s,t}(x')) \right| \\
\leq \left| \sum_{k=2}^i \left[ \int_t^{v_i} dv_{v_i-1} \cdots \int_t^{v_k} dv_{v_k-1} \prod_{j=k}^{i} D_{j-1}F_j(v_j, \theta_{v_j,t}(x)) \right] [x'_{k-1} - x_{k-1}] \right| \\
+ \int_t^s \left| F_i(v, \theta_{v,t}(x)) - F_i(v, \theta_{v,t}(x')) \right| dv \\
\leq C \left( \sum_{k=2}^{i} (s-t)^{i-k} |x_k - x'_k| + \int_t^s \left( \sum_{j=1}^n \left| (\theta_{v,t}(x) - \theta_{v,t}(x'))_j \right|^{2i-3+\gamma} + \left| (\theta_{v,t}(x) - \theta_{v,t}(x'))_1 \right|^{2i-3+\gamma} \right) dv \right).
\]

(A.14)

From the previous Lemma 18, we thus obtain:

\[
\left| (m^x_{s,t}(x') - \theta_{s,t}(x')) \right| \\
\leq C \left( \sum_{k=2}^{i} (s-t)^{i-k} |x_k - x'_k| + (s-t)^{2i-3+\gamma} + d^{2i-3+\gamma} + (s-t)^{i-1} + d^{2i-1} (x, x')(s-t) \right).
\]

(A.15)

In particular, for \( s = t_0 = t + c_0 d^2(x, x') \) with \( c_0 < 1 \), the previous equation yields:

\[
\left| (m^x_{t_0,t}(x') - \theta_{t_0,t}(x')) \right| \\
\leq C \left( c_0 d^{2i-1} (x, x') + (c_0^{i-1} + c_0) d^{2i-1} (x, x') \right).
\]

So, after summing and by convexity inequalities, for \( d(x, x') \leq 1 \):

\[
d(m^x_{t_0,t}(x'), \theta_{t_0,t}(x')) \leq C c_0^{-i} d(x, x').
\]

\( \square \)
A.2 Sensitivities for the scaled flows

For the scaling analysis of Section 6 we also need the scaled versions of the previous Lemmas. Recalling the notations introduced therein, i.e. for \( \lambda > 0, 0 \leq t \leq v \leq T, \theta_{\lambda, t}(x^\lambda) = \lambda^2 T_{\lambda}^{-1} \theta_{\nu, t}(x^\lambda), x^\lambda := \lambda^{-2} T_{\lambda} x \), we readily get:

\[
C_0 \frac{1}{\lambda^2} \frac{d}{dt} (\lambda^2 T_{\lambda}^{-1} m^\lambda_{x,t}(x^\lambda), \theta_{\nu, t}(x^\lambda)) = \lambda^2 \frac{d}{dt} (m^\lambda_{x,t}(x^\lambda), \theta_{\nu, t}(x^\lambda)).
\]  

(A.16)

Now, the discontinuity term leads to consider \( v = t + c_0 \lambda d^2(x, x') = t + c_0 d^2(x^\lambda, x'^\lambda) \). So, from (A.16), we can readily apply Lemma 8 to the quantity \( d(m^\lambda_{x,t}(x^\lambda), \theta_{\nu, t}(x^\lambda)) \) for the spatial points \( x^\lambda, x'^\lambda \) and the corresponding critical time. This precisely yields \( d(m^\lambda_{x,t}(x^\lambda), \theta_{\nu, t}(x^\lambda)) \leq C_0 \frac{1}{\lambda^2} d(x^\lambda, x'^\lambda) \) which plugged into (A.16) finally leads to:

\[
C_0 \frac{1}{\lambda^2} \frac{d}{dt} (\lambda^2 T_{\lambda}^{-1} m^\lambda_{x,t}(x^\lambda), \theta_{\nu, t}(x^\lambda)) \leq C_0 \frac{1}{\lambda^2} d(x, x').
\]  

(A.17)

In other words, Lemma 8 is invariant for the scaled flows.

B Sensitivity results for the resolvent and covariance

B.1 Sensitivity Lemma for the resolvent

**Lemma 19** (Controls of the Sensitivities for the Resolvents). There exists \( \tilde{C} \) s.t. for all \( 0 \leq t \leq s \leq T, (x, x') \in (\mathbb{R}^d)^2 \), the following control holds. For all \( 1 \leq j < i \leq n \), with the notation of (3.21):

\[
\left| \tilde{R}^{(t, x)}(t, s) - \tilde{R}^{(t, x')} (t, s) \right| \leq \tilde{C} (s - t)^{i-j} (\sum_{k=2}^{n} \| F_k \|_{L_{\infty}(C_{\mathcal{A}, n_{\mathcal{A}}})}) ((s - t)^2 + d^2(x, x'))
\]

\[
\leq A(s - t)^{i-j} ((s - t)^2 + d^2(x, x')).
\]

**Proof of Lemma 19.** From the scaling properties of the resolvent, see e.g. the proof of Proposition 3 or Lemma 6.2 in [Men18], we have that:

\[
\tilde{R}^{s, t}(s, t) = T^{-1}_{s-t} \tilde{R}^{s, t} \quad \tilde{R}^{x}(s, t) = T^{-1}_{s-t} \tilde{R}^{x}
\]

(B.1)

where \( \tilde{R}^{s, t} \), \( \tilde{R}^{x} \) are non-degenerate bounded matrices. We define then:

\[
\Delta \tilde{R}^{s, t} := \tilde{R}^{s, t} - \tilde{R}^{x}
\]

(B.2)

Hence, from (B.1) and the definitions in (B.2):

\[
\left| \Delta \tilde{R}^{s, t} \right| \leq \left| \tilde{R}^{s, t} \right| - \left| \tilde{R}^{x} \right| = \left| T^{-1}_{s-t} (\tilde{R}^{x} - \tilde{R}^{x}) (s, t) T^{-1}_{s-t} \right|
\]

\[
= \left| T^{-1}_{s-t} \int s \left( DF(v, \theta_{\nu, t}(x)) \tilde{R}^{x}(v, t) - DF(v, \theta_{\nu, t}(x')) \tilde{R}^{x}(v, t) \right) dv T^{-1}_{s-t} \right|
\]

\[
\leq \int s \left| T^{-1}_{s-t} DF(v, \theta_{\nu, t}(x)) T^{-1}_{s-t} || T^{-1}_{s-t} (\tilde{R}^{x} - \tilde{R}^{x}) (v, t) T^{-1}_{s-t} dv \right|
\]

\[
+ \int s \left| T^{-1}_{s-t} DF(v, \theta_{\nu, t}(x)) - DF(v, \theta_{\nu, t}(x')) \right| T^{-1}_{s-t} || T^{-1}_{s-t} \tilde{R}^{x}(v, t) T^{-1}_{s-t} dv \right|
\]

\[
\leq C \int s (s - t)^{-1} |DF(v, \theta_{\nu, t}(x))| - DF(v, \theta_{\nu, t}(x'))) dv,
\]

using the Grönwall’s Lemma and the structure of the resolvent for the last inequality.

Pay attention that we only know from our smoothness assumption (S) that for all \( i \in [2, n] \), \( \forall z^{i^n} = (z_1, \ldots, z_n) \in (\mathbb{R}^d)^n \), \( z_{i-1} \mapsto D_{z_{i-1}} F_i(z_{i-1}, z^{(i-1)}) \) is \( \frac{C}{\lambda^2} \) H"older continuous for \( \eta > 0 \). Hence, we proceed carefully like in [CdRM17] and we obtain, from the above bound, that:

\[
\left| \Delta \tilde{R}^{s, t} \right| \leq C \int s (s - t)^{-1} \sum_{i=2}^{n} \left| (D_{z_{i-1}} F_i(v, \theta_{\nu, t}(x)) - D_{z_{i-1}} F_i(v, \theta_{\nu, t}(x_{i-1})) \right| dv
\]

\[
= (R_1 + R_2) (s, t, x, x'),
\]

(B.3)
where $\eta_i := \frac{\gamma}{(i-1)!}$ and the notation $(D_{x_{i-1}} F_i)_{i-1}$ indicates that $D_{x_{i-1}} F_i$ is viewed as a function of its variable $(i-1)$ and the supremum is taken over the other ones. From Lemma 7 and the definition of $d$ (see also Lemma 18), we readily get

$$|R_2(s,t,x,y)| \leq C\|DF\|_{L^\infty(C_{\varphi}^2)} \sum_{i=2}^n \int_t^s (s-t)^{-\frac{i-1}{2}} \left( (v-t)^{(i-1)-\frac{i}{2}} + d^{2(i-1)-1}(x,x') \right)^{\eta_i} dv 
\leq C\|DF\|_{L^\infty(C_{\varphi}^2)} ((s-t)^{\tilde{\eta}} + d^{\gamma}(x,x')),$$

(B.4)
denoting with a slight abuse of notation $\|DF\|_{L^\infty(C_{\varphi}^2)} := \sum_{i=2}^n \| (D_{x_{i-1}} F_i)_{i-1} \|_{L^\infty(C_{\varphi}^2)}$. To control the difference of the gradients terms in $R_1(s,t,x,x')$ in (B.3), we need the following result whose proof is postponed to Appendix B.3.

**Lemma 20** (Reverse Taylor expansion). There is a constant $C > 0$ s.t, for all $(z,z') \in \mathbb{R}^n \times \mathbb{R}^n$, $v \in [0,T] :$

$$|D_{x_{i-1}} F_i(v,z) - D_{x_{i-1}} F_i(v,z')| \leq C\|\gamma\|_{L^\infty(C_{\varphi}^{2i-3+\gamma})} d(z,z')^{\gamma},$$

with the notations of equation (3.21).

From the reverse Taylor expansion of Lemma 20 and the definition in (B.3), we obtain:

$$|R_1(s,t,x,y)| \leq C(s-t)^{-1} \sum_{i=2}^n \| F_i \|_{L^\infty(C_{\varphi}^{2i-3+\gamma})} d^{\gamma}(\theta_{s,t}(x),\theta_{s,t}(x'))$$

(B.5)

using again Lemma 7 for the last inequality. Gathering (B.4), (B.5) into (B.3) and recalling the definition in (3.21), we obtain:

$$|\Delta R_i| \leq C\left( \sum_{i=2}^n \| F_i \|_{L^\infty(C_{\varphi}^{2i-3+\gamma})} \right) \left( (s-t)^{\tilde{\eta}} + d^{\gamma}(x,x') \right).$$

(B.6)
The result follows from the previous bound, the definition in (B.2) and the scalings of equation (B.1).

### B.2.1 Sensitivity Lemma for the covariances

**Proof of Lemma 6**

Let us first explicitly write the covariance matrices

$$\tilde{K}_{s,t}^\xi := \int_t^s \tilde{R}^\xi(s,u) Ba(u,\theta_{u,t}(\xi)) B^* \tilde{R}^\xi(s,u)^* du.$$

(B.7)

So we have to control the term

$$\tilde{K}_{s,t}^\xi - \tilde{K}_{s,t}^\xi =: \Delta_1 \xi^\xi(s,t) + \Delta_2 \xi^\xi(s,t),$$

$$\Delta_1 \xi^\xi(s,t) := \int_t^s du \tilde{R}^\xi(s,u) B \Delta a(\theta_{u,t}(\xi),\theta_{u,t}(\xi')) B^* \tilde{R}^\xi(s,u)^*,$$

$$\Delta_2 a(\theta_{u,t}(\xi),\theta_{u,t}(\xi')) := a(u,\theta_{u,t}(\xi)) - a(u,\theta_{u,t}(\xi')),$$

$$\Delta_2 \xi^\xi(s,t) := \int_t^s du \Delta \tilde{R}^\xi(s,u) Ba(u,\theta_{u,t}(\xi')) B^* \tilde{R}^\xi(s,u)^* + \int_t^s du \tilde{R}^\xi(s,u) Ba(u,\theta_{u,t}(\xi')) B^* \Delta \tilde{R}^\xi(s,u)^*,$$

$$\Delta \tilde{R}^\xi(s,u) = \tilde{R}^\xi(s,u) - \tilde{R}^\xi(s,u).$$

(B.8)

Hence, from the scalings of (B.1) and the definitions in (B.8), for all $1 \leq j \leq i \leq n$:

$$||\Delta \xi^\xi(s,t)||_{i,j} \leq C(s-t)^{-j} \int_t^s ||T_{s-t} B \Delta a(\theta_{u,t}(\xi),\theta_{u,t}(\xi')) B^* T_{s-t}||_{i,j} du 
\leq \Lambda(s-t)^{i+j-2} \int_t^s d(\theta_{u,t}(\xi),\theta_{u,t}(\xi'))^\gamma du.$$
We deduce by Lemma 7, that
\[
\|\Delta^\xi\xi'(s,t)_{i,j}\| \leq \Lambda(s-t)^{i+j-1} ((s-t)\hat{\tau} + d^\gamma(\xi, \xi')).
\] (B.9)

Still from (B.1) and the definitions in (B.8), write now that:
\[
\|\Delta^\xi\xi'(s,t)_{i,j}\| \leq C(s-t)^{-2} \left( \int_t^s \left( \left| [\tilde{T}_{s-t}(\tilde{R}_1^{-1} - \tilde{R}_1')] B(a(u, \theta_u, \xi')) B^*(\tilde{R}_1^{-1} - \tilde{R}_1') \right|^{T_{s-t}} \right) | du | \right).
\] (B.10)

Thanks to equation (B.6) in the proof of Lemma 19, we thus obtain:
\[
\|\Delta^\xi\xi'(s,t)_{i,j}\| \leq \Lambda(s-t)^{i+j-1} ((s-t)\hat{\tau} + d^\gamma(\xi, \xi')).
\] (B.11)

Gathering (B.9) and (B.11) in (B.8) yields:
\[
\|\tilde{K}^\xi_{i,t} - \tilde{K}^\xi_{i,t}\| \leq \Lambda(s-t)^{i+j-1} ((s-t)\hat{\tau} + d^\gamma(\xi, \xi')),
\] (B.12)

which precisely gives (3.19) for \(i = j = 1\) and then concludes the proof of Lemma 6.

\[\square\]

### B.2.2 Sensitivities for the scaled covariance.

In connection with Section 6, we recall the identity in law (6.6), i.e. \(\tilde{X}_t := \lambda^{1/2} T^{-1}_\lambda \tilde{X}_t^\lambda\), \(v \in [t, T]\), which readily gives:
\[
\tilde{X}_t^\lambda := \text{Cov}(\tilde{X}_t^\lambda) = \lambda T^{-1}_\lambda \tilde{K}^\xi_{t,t}^\lambda T^{-1}_\lambda.
\]

In particular, we thus derive from the analysis of the previous paragraph:
\[
\|\tilde{K}^\xi_{i,t}^\lambda\|_{1,1,1} \leq C\lambda^{-1}(v-t),
\]
\[
\|\tilde{K}^\xi_{i,t}^\lambda - \tilde{K}^\xi_{i,t}^\lambda\|_{1,1,1} \leq C\lambda^{-1}(v-t) (d^\gamma(\xi, \xi') + (v-t)\hat{\tau}) \leq C\lambda^{-1}(v-t) (\lambda^{1/2} d^\gamma(\xi, \xi') + (v-t)\hat{\tau}),
\]

recalling that \(\xi^\lambda = \lambda^{-1/2} T\lambda \xi\) and using the homogeneity properties of \(d\) for the last inequality. Also, for \(v = t + \epsilon_0 \lambda^{-1} d^\delta(x, x')\) and taking \(\xi = x, \xi' = x'\), the above controls rewrite:
\[
\|\tilde{K}^\xi_{i,t}^\lambda\|_{1,1,1} \leq C_0 d^2(x, x'), \|\tilde{K}^\xi_{i,t}^\lambda - \tilde{K}^\xi_{i,t}^\lambda\|_{1,1,1} \leq C_0 \lambda \hat{\tau} d^2 + (v-t)\hat{\tau}.
\] (B.13)

Note that the sensitivity of the scaled covariance yields a contribution of the scaling coefficient in \(\hat{\tau}\).

Unlike for the control of the scaled mean in (A.17), where, as previously noticed, we could not exploit the full regularity of \(F_i\) w.r.t. the \((i-1)\)th variable, we can here precisely take advantage of such a regularity. Indeed, this follows from the expression of the covariance (B.7) which only involves \(D_{i-1} F_i\) so that one can exploit the associated \(\frac{d^2}{d^2}\) Hölder regularity w.r.t. \(x_{i-1}\).

### B.3 Reverse Taylor formula

**Proof of Lemma 20.** We assume here, for the sake of simplicity and without loss of generality, that \(d = 1\) (scalar case). When \(d > 1\), the proof below can be reproduced componentwise. Let us decompose the expression around the variables which do/do not transmit the noise. Namely, we write for all \(\delta_i > 0\):
\[
D_{x_{i-1}} F_i (v, z) - D_{x_{i-1}} F_i (v, z') = \int_0^1 d\mu \{ D_{x_{i-1}} F_i (v, z) - D_{x_{i-1}} F_i (v, z_{i-1} + \mu d(z, z')^{\delta_i}, z^{i:n}) \}
\]
\[
+ \{ D_{x_{i-1}} F_i (v, z_{i-1} + \mu d(z, z')^{\delta_i}, (z')^{i:n}) - D_{x_{i-1}} F_i (v, z') \}
\]
\[
+ \{ D_{x_{i-1}} F_i (v, z_{i-1} + \mu d(z, z')^{\delta_i}, z^{i:n}) - D_{x_{i-1}} F_i (v, z_{i-1} + \mu d(z, z')^{\delta_i}, (z')^{i:n}) \}
\]
\[
= : \sum_{\ell=1}^3 \Delta F_i (v, z, z').
\] (B.14)
The first two terms can be dealt directly. From (A) we get:

$$|\Delta F_i^1(v, z, z')| \leq \|D_{x_{i-1}}F_i\|_{1}\|L^\infty(\mathbb{C}_N^d)\|d(z, z')^{\delta_i - 3\gamma - i}.$$  \hspace{1cm} (B.15)

Similarly,

$$|\Delta F_i^2(v, z, z')| \leq \|D_{x_{i-1}}F_i\|_{1}\|L^\infty(\mathbb{C}_N^d)\|d(z, z')^{\delta_i - 3\gamma - i} + \|z - z'\|_{i-1}|3\gamma - i|.$$  \hspace{1cm} (B.16)

For $\Delta F_i^3(t, z, z')$, we use an explicit reverse Taylor expansion which yields together with the smoothness assumption of $F_i$ in (A):

$$|\Delta F_i^3(t, z, z')| = d(z, z')^{-\delta_i}\left|F_i(t, z_{i-1} + d(z, z')^{\delta_i}, z_i^{i+1}) - F_i(t, z_{i-1} + d(z, z')^{\delta_i}, (z')^{i+1}) + F_i(t, z_{i-1} - d(z, z')^{\delta_i}, (z')^{i+1})\right| \leq 2\|F_i\|_{L^\infty(\mathbb{C}_N^d)}d(z, z')^{2i - 3\gamma - \delta_i}. \hspace{1cm} (B.17)$$

Taking $\delta_i$ s.t. $\delta_i(3\gamma - i) = 2i - 3\gamma - \delta_i$, which implies that $\delta_i = 2i - 3$, gives in (B.15), (B.16) and (B.17) a global bound of order $C\|F_i\|_{L^\infty(\mathbb{C}_N^d)}d(z, z')$. The result then follows from (B.14). \hfill \Box

C Scaling Control of the degenerate part of the perturbative term

This section is dedicated to the proof of the scaled version of the key Besov Lemma 11. We recall that, with the definitions of Section 6, for all multi-index $\vartheta = (\vartheta_1, \ldots, \vartheta_n) \in \mathbb{N}^d$, $i \in [2, n]$, we aim to control the terms

$$\int_t^T ds \int_{\mathbb{R}^d} D^\vartheta D_\varphi\Lambda^\xi \langle \Delta^\lambda x, p, \varphi(x, y) \rangle \langle \Delta^\lambda x, p, \varphi(x, y) \rangle D_y, u^\lambda(s, y)dy,$$

with

$$\sum_{i=2}^{n} (F_{\lambda,i}(s, y) - F_{\lambda,i}(s, \theta_{s,\lambda}(\xi))) - D_{x_{i-1}}F_{\lambda,i}(s, \theta_{s,\lambda}(\xi))(y - \theta_{s,\lambda}(\xi))_{i-1}, D_y, u^\lambda(s, y))$$

and

$$\sum_{i=2}^{n} \langle \Delta^\lambda x, p, \varphi(x, y) \rangle, D_y, u^\lambda(s, y)$$

which appear in equation (2.18) of the detailed guide for the scaled system. We precisely want to specify how the scaling procedure impacts the constants in equation (2.36).

This is exactly what equations (6.18) and (6.19) reflect. Those controls actually follow from the more general following result, which will again be useful for the Hölder norm in Section 5.

**Lemma 21** (Scaled Besov Control Lemma). *There exists $\Lambda := \Lambda((A, T)$ as in Remark 2 s.t. for all multi-index $\vartheta = (\vartheta_1, \ldots, \vartheta_n) \in \mathbb{N}^d$:

$$\sum_{i=2}^{n} \left| \int_{\mathbb{R}^d} D^\vartheta p^\xi(t, s, x, y) \langle \Delta^\lambda x, p, \varphi(x, y) \rangle D_y, u^\lambda(s, y)dy \right| \leq \Lambda^{-1 + \sum_{i=1}^{\vartheta_i} \theta_i(s, t)^{3/2}}\|u^\lambda\|_{L^\infty(\mathbb{C}_N^d)}(s-t)^{-\sum_{i=1}^{\vartheta_i} \sigma_i(J - \frac{1}{2}) + \frac{1}{2}}. \hspace{1cm} (C.1)\)

With Lemma 21 at hand, we indeed readily derive (6.18) and (6.19) taking $\vartheta = (2, 0, \cdots, 0) + e_k$ (where $e_k$ stands for the $k^{th}$ vector of the orthonormal basis) for each $k \in [2, n]$ and $\vartheta = (2, 0, \cdots, 0)$ respectively. Let us now turn to the proof of the Lemma 21.

**Proof of Lemma 21.** The analysis of singularities is identical to the ones in the proof of Lemma 11. However, here, we have to track the scaling coefficient $\lambda$ through the identities. Note carefully, we write the upper-script/sub-script $\lambda$ to mean that we manage the scaled variables. In particular, we write:

$$\vartheta_{i(t,x)}^{\vartheta,\lambda}(s,y) := D_y \cdot \left(D^\vartheta p^\xi(t, s, x, y) \odot \Delta^\lambda x, p, \varphi(x, y) \right) =: D_y \cdot \Theta^{\vartheta,\lambda}_{i(t,x)}(s, y), \hspace{1cm} (C.2)$$
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and
\[ \Psi_{i,(t,x)}^{g,\lambda}(s,y_{i+1-n},y_{i+1+n}) \cdot y_i \mapsto D_{y_i} \cdot \left( \theta_{i,(t,x)}^{g,\lambda}(s,y) \right). \]  
(C.3)

With these notations, we have:
\[ \sum_{i=2}^{n} \left| \int_{\mathbb{R}^d} D_{y_i} \cdot \left( \theta_{i,(t,x)}^{g,\lambda}(s,y) \right) \right|_{\xi=x} = \sum_{i=2}^{n} \left| \int_{\mathbb{R}^d} D_{y_i} \cdot \left( \theta_{i,(t,x)}^{g,\lambda}(s,y) \right) \right|. \]  
(C.4)

The point is here again to control, for each \( i \in [2,n] \), the quantity \( \| D_{y_i} \cdot \left( \theta_{i,(t,x)}^{g,\lambda}(s,y_{i+1-n},y_{i+1+n}) \right) \|_{L_{\xi=x}^{\tilde{\alpha}_i}} \), \( \tilde{\alpha}_i = \frac{2+\gamma}{2+2\gamma} \) with the indicated bounds in the scaling parameter \( \lambda \). Accordingly with what can be seen e.g. in (6.13), the previous analysis of the proof of the (non-scaled) Lemma 11 can be adapted replacing \((s-t)\) therein by \((s-t)/\lambda\) in the computations involving the thermic characterization of Besov spaces.

We also point out that, w.l.o.g., we assume that \( T/\lambda \leq 1 \) so that in particular for \( 0 \leq t < s \leq T \), \( \lambda^{-1}(s-t) \leq 1 \). Indeed, the parameter \( \lambda \) is meant to be small (at least \( \lambda \leq 1 \)) but macro as well. From the previous analysis and the statement of Lemma 21 it can be seen that the optimal \( \lambda \), i.e. the largest one, actually depends on the Hölder moduli of the coefficients. Hence, the condition \( T/\lambda \leq 1 \) is, up to a possible modification of \( T \), not restrictive.

Let us first introduce some notation:
\[ \tilde{q}_{c,\lambda}(t,s,x,y) := \prod_{j=1}^{n} N_{\frac{2+\gamma}{2(1-\alpha)}}((\theta_{s,t}(x) - y_j)_{j=1}^{n}) = \tilde{p}_{c,\lambda}(t,s,x,y), \]
where for \( \zeta > 0 \), \( z \in \mathbb{R}^d \), like before \( N_{\zeta}(z) = \frac{1}{(2\pi \zeta)^{d/2}} \exp \left( - \frac{|z|^2}{2\zeta} \right) \) is the standard Gaussian density of \( \mathbb{R}^d \) with covariance matrix \( \zeta I_d \).

We recall from (4.16), that the parameter \( \beta_i = \frac{(2i-3)(2i-1)}{2i-3-\gamma} \). The first contribution of the scaled Besov control is:
\[ \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \| h_{\nu} \cdot \Psi_{i,(t,x),(y_{i+1-n},y_{i+1+n})} \|_{L^{1}(\mathbb{R}^d,\mathbb{R})} \]
\[ \leq \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \left\{ \int_{\mathbb{R}^d} \frac{d\eta}{\eta} \left| \int_{\mathbb{R}^d} D_{y_i} \cdot \left( \theta_{s,t}(x) - y_j \right) \right| \right\}_{\xi=x} \]
\[ \leq \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \left\{ \int_{\mathbb{R}^d} \frac{d\eta}{\eta} \frac{h_{\nu}(z - y_i)}{v^\frac{\gamma}{2}} \frac{\lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)}{(s-t)^{\sum_{j=1}^{n} \theta_{j,j}(s-t)}} \right\}_{\xi=x} \]
\[ \leq \lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)^{\frac{1}{2}} \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \left\{ \int_{\mathbb{R}^d} \frac{d\eta}{\eta} \frac{h_{\nu}(z - y_i)}{v^\frac{\gamma}{2}} \frac{\lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)}{(s-t)^{\sum_{j=1}^{n} \theta_{j,j}(s-t)}} \right\}_{\xi=x} \]

exploiting (6.13) for the last inequality. Then
\[ \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \left\{ \int_{\mathbb{R}^d} \frac{d\eta}{\eta} \frac{h_{\nu}(z - y_i)}{v^\frac{\gamma}{2}} \frac{\lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)}{(s-t)^{\sum_{j=1}^{n} \theta_{j,j}(s-t)}} \right\}_{\xi=x} \]
\[ \leq \lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)^{\frac{1}{2}} \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \left\{ \int_{\mathbb{R}^d} \frac{d\eta}{\eta} \frac{h_{\nu}(z - y_i)}{v^\frac{\gamma}{2}} \frac{\lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)}{(s-t)^{\sum_{j=1}^{n} \theta_{j,j}(s-t)}} \right\}_{\xi=x} \]
\[ \leq \lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)^{\frac{1}{2}} \int_{[\lambda^{-1}(s-t)]^n} \frac{d\nu}{\nu} \left\{ \int_{\mathbb{R}^d} \frac{d\eta}{\eta} \frac{h_{\nu}(z - y_i)}{v^\frac{\gamma}{2}} \frac{\lambda \sum_{j=1}^{n} \theta_{j,j}(s-t)}{(s-t)^{\sum_{j=1}^{n} \theta_{j,j}(s-t)}} \right\}_{\xi=x} \]

the third inequality is a consequence of Proposition 3, and the last identity comes from the pick of \( \beta_i \) which in particular gives \((-i + \frac{1}{2}) + [1 - \alpha_i] \frac{1}{2} = -1 \).
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Let us now consider the second contribution of the scaled Besov control, i.e. we now take \( v \in [0, [\lambda^{-1}(s-t)]^{[3]}] \). Write:

\[
\int_{\mathbb{R}^d} h_v(z - y_i) D_{\mathbf{y}_i} \cdot (\Theta^{\mathbf{y},\lambda}_{i_1,t}(s,y)) dy_i
\]

\[
= \int_{\mathbb{R}^d} h_v(z - y_i) D_{\mathbf{y}_i} \cdot \left( \Theta^{\mathbf{y},\lambda}_{i_1,t}(s,y) - \Theta^{\mathbf{y},\lambda}_{i_1,t}(s,y_{i_1-1},z,y_{i_1+1,n}) \right) dy_i
\]

\[
= \int_{\mathbb{R}^d} D^0 p^\xi(t,s,x,y) \left( F_{\lambda,i}(s,y) - F_{\lambda,i}(s,y_{i_1-1},z,y_{i_1+1,n}), D_z h_v(z - y_i) \right) dy_i
\]

\[
+ \int_{\mathbb{R}^d} \left( D^0 p^\xi(t,s,x,y) - D^0 p^\xi(t,s,x,y_{i_1-1},z,y_{i_1+1,n}) \right) \times \left( F_{\lambda,i}(s,y_{i_1-1},z,y_{i_1+1,n}) - F_{\lambda,i}(s,\theta_{\alpha,t}(\xi)) - D_{\mathbf{y}_{i_1-1}} F_{\lambda,i}(s,\theta_{\alpha,t}(\xi))(y - \theta_{\alpha,t}(\xi)) \right) dy_i
\]

\[
= \left( \mathcal{I}_{\lambda,1} + \mathcal{I}_{\lambda,2} \right) \left( v, t, s, x, (y_{i_1-1}, z, y_{i_1+1,n}) \right),
\]

thanks to the definition in (C.2) for the last identity.

\[
| \mathcal{I}_{\lambda,1} \left( v, t, s, x, (y_{i_1-1}, z, y_{i_1+1,n}) \right) |
\]

\[
\leq \lambda \int_{\mathbb{R}^d} h_v(z - y_i) \frac{\sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}})}{(s-t) \sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}})} \hat{q}_{c,\lambda}(t,s,x,y) \lambda^{-\frac{i}{2} - 1} \left( \lambda^{\frac{1}{2} - 1} |z - y_i| \right)^{\frac{3}{2} - \frac{3\gamma}{2}} dy_i
\]

\[
\leq \lambda^{\sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}} - 1 + \frac{3}{2} - \frac{3\gamma}{2})} \int_{\mathbb{R}^d} h_v(z - y_i) \frac{\hat{q}_{c,\lambda}(t,s,x,y)}{(s-t) \sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}})} dy_i.
\]

\[
\leq \lambda^{\sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}} - 1 + \frac{3}{2} - \frac{3\gamma}{2})} \int_{\mathbb{R}^d} h_v(z - y_i) \frac{\hat{q}_{c,\lambda}(t,s,x,y)}{(s-t) \sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}})} dy_i.
\]

Write from (C.7):

\[
| \mathcal{I}_{\lambda,2} \left( v, t, s, x, (y_{i_1-1}, z, y_{i_1+1,n}) \right) |
\]

\[
\leq \lambda \int_{\mathbb{R}^d} dy_i h_v(z - y_i) \frac{1}{v^4} \int_{0}^{1} \mu \frac{\sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}} + \frac{1}{2})}{(s-t) \sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}} + \frac{1}{2})} \hat{q}_{c,\lambda}(t,s,x,y_{i_1-1}, z + \mu(y_i - z), y_{i_1+1,n})
\]

\[
\times \left| y_i - z \lambda^{i+\frac{1}{2}} \left( \left| F_i(s, \lambda^{-\frac{1}{2}} T_{\lambda}(y_{i_1-1}, z, y_{i_1+1,n})) - F_i(s, \lambda^{-\frac{1}{2}} T_{\lambda}(y_{i_1-1}, \theta_{s,t}(x))) \right| + \left| F_i(s, \lambda^{-\frac{1}{2}} T_{\lambda}(y_{i_1-1}, \theta_{s,t}(x))) - F_i(s, \lambda^{-\frac{1}{2}} T_{\lambda}(y_{i_1-1}, \theta_{s,t}(x))) \right| \right) \right|
\]

\[
\leq \lambda^{\sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}})} \int_{\mathbb{R}^d} dy_i h_v(z - y_i) \frac{1}{v^4} \int_{0}^{1} \mu \frac{\hat{q}_{c,\lambda}(t,s,x,y_{i_1-1}, z + \mu(y_i - z), y_{i_1+1,n})}{(s-t) \sum_{j=1}^{n} \theta_{j}(j^{-\frac{1}{2}} + \frac{1}{2})} \times \left( \left| y_i - z \lambda^{i+\frac{1}{2}} \left| \theta_{s,t}(x) \right| \right|^{\frac{3}{2} - \frac{3\gamma}{2}} + \left( \lambda^{\frac{1}{2} - 1} \left| \theta_{s,t}(x) - y_i \right| \right)^{1 + \frac{3\gamma}{2}} + \left( \lambda^{\frac{1}{2} - 1} \left| \theta_{s,t}(x) - y_i \right| \right)^{1 + \frac{3\gamma}{2}} \right)
\]

We have for all \( \mu \in [0,1] \),

\[
|z - \theta_{s,t}(x)| \leq \mu |z - y_i| + |z + \mu(y_i - z) - (\theta_{s,t}(x))|
\]
we thus derive

\[
|\mathcal{F}_{\lambda,2}(v, t, s, x, (y_{1:i-1}, z, y_{i+1:n}))|
\]

\[
\leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \int_{\mathbb{R}^d} dy_i h_{ce}(z - y_i) \int_0^1 d\mu_\lambda \tilde{\varphi}_{c,\lambda}(t, s, x, y_{1:i-1}, z + \mu(y_i - z), y_{i+1:n})
\]

\[
\times \left( \lambda^{-\frac{1}{2}+\gamma} \left| y_i - z \right|^{2\gamma} + \lambda^{\frac{1}{2}-\frac{1}{2}+\gamma} \left( \lambda^{-1/2} T_{\theta, s, t}(x), \lambda^{-1/2} T_{\lambda, s, t}(y_{1:i-1}, z + \mu(y_i - z), y_{i+1:n}) \right) \right)
\]

\[
\leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \int_{\mathbb{R}^d} dy_i h_{ce}(z - y_i) \int_0^1 d\mu_\lambda \tilde{\varphi}_{c,\lambda}(t, s, x, y_{1:i-1}, z + \mu(y_i - z), y_{i+1:n})
\]

\[
\times \left( \lambda^{-\frac{1}{2}+\gamma} \left| y_i - z \right|^{2\gamma} + \lambda^{\frac{1}{2}-\frac{1}{2}+\gamma} \right)
\]

\[
\leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \tilde{\varphi}_{c,\lambda}(t, s, x, y_{1:i-1}, y_{i+1:n})
\]

\[
\times \int_0^1 d\mu \int_{\mathbb{R}^d} dz \int_{\mathbb{R}^d} dy_i h_{ce}(z - y_i) N_{c,\lambda} \left( z + \mu(y_i - z) - \left( \theta_{s, t}(x) \right) \right) dy_i
\]

\[
\times \left( \lambda^{-\frac{1}{2}+\gamma} \left| y_i - z \right|^{2\gamma} + \lambda^{\frac{1}{2}-\frac{1}{2}+\gamma} \right)
\]

(C.9)

From (C.7), (C.8) and (C.9) we deduce, with the notation of (C.5):

\[
\| h_v \ast \Psi_{\lambda}(s, s, y_{1:i-1}, y_{i+1:n}) \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \tilde{\varphi}_{c,\lambda}(t, s, x, (y_{1:i-1}, y_{i+1:n}))
\]

\[
\times \left( \lambda^{-\frac{1}{2}+\gamma} \left| y_i - z \right|^{2\gamma} + \lambda^{\frac{1}{2}-\frac{1}{2}+\gamma} \right)
\]

\[
\times \int_0^1 d\mu \int_{\mathbb{R}^d} dz \int_{\mathbb{R}^d} dy_i h_{ce}(z - y_i) N_{c,\lambda} \left( z + \mu(y_i - z) - \left( \theta_{s, t}(x) \right) \right) dy_i
\]

\[
\leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \tilde{\varphi}_{c,\lambda}(t, s, x, (y_{1:i-1}, y_{i+1:n}))
\]

\[
\times \left( \lambda^{-\frac{1}{2}+\gamma} \left| y_i - z \right|^{2\gamma} + \lambda^{\frac{1}{2}-\frac{1}{2}+\gamma} \right)
\]

The last identity is a again consequence of the change of variable \((w_1, w_2) = (z - y_i, z + \mu(y_i - z) - \left( \theta_{s, t}(x) \right))\).

We now write:

\[
\int_0^{[\lambda^{-1}(s-t)]^{\gamma}} dv \frac{\partial}{\partial v} \left| h_v \ast \Psi_{\lambda}(s, y_{1:i-1}, y_{i+1:n}) \right|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \tilde{\varphi}_{c,\lambda}(t, s, x, (y_{1:i-1}, y_{i+1:n})) \int_0^{[\lambda^{-1}(s-t)]^{\gamma}} dv \frac{\partial}{\partial v} \left| h_v \ast \Psi_{\lambda}(s, y_{1:i-1}, y_{i+1:n}) \right|
\]

\[
\leq \Lambda \lambda \sum_{i=1}^{\infty} \theta_i (j^{-\frac{1}{2}}) \tilde{\varphi}_{c,\lambda}(t, s, x, (y_{1:i-1}, y_{i+1:n})) B_{\vartheta, \beta_i}^\Lambda (t, s).
\]

Let us now prove that

\[
B_{\vartheta, \beta_i}^\Lambda (t, s) \leq \frac{C \lambda^{-1}}{(s-t)^{\gamma/2}}.
\]

Integrating in \(v\) in (C.10) we derive:

\[
B_{\vartheta, \beta_i}^\Lambda (t, s) \leq C(s-t)^{-\gamma/2} \left[ \lambda^{-1+\frac{1}{2}} \left| \lambda^{-1}(s-t) \right|^{\beta_i} \left( \frac{\partial}{\partial v} \right) \right]
\]

\[
+ \lambda^{\frac{1}{2}-\frac{1}{2}} \left[ \lambda^{-1}(s-t) \right]^{\beta_i} \left( \frac{\partial}{\partial v} \right) \left( s-t \right)^{-\frac{1}{2}} + \left[ \lambda^{-1}(s-t) \right]^{\beta_i} \left( s-t \right)^{-\frac{1}{2}}.
\]
Recall now from the proof of Lemma 11 that:

$$\beta_i \left( \frac{\bar{a}_i}{2} - \frac{2 - \gamma}{4i - 2} \right) - \frac{\gamma}{2} \geq 0, \quad \beta_i \left( \frac{\bar{a}_i}{2} + \frac{2i - 3 + \gamma}{2(2i - 1)} \right) - \frac{2i - 1}{2} - \frac{\gamma}{2} \geq 0, \quad \beta_i \frac{\bar{a}_i}{2} - 1 \geq 0,$$

with $\beta_i = \frac{2(2i-3)(2i-1)}{2i-3-\gamma}, \bar{a}_i = \frac{2+\gamma}{2i-1}$. Therefore, since $(s-t)/\lambda \leq 1$:

$$B_{\beta,\lambda}(t,s) \leq C(s-t)^{-\sum_{i=1}^{j} \sigma_i} (\frac{j}{\lambda^2} \left[ \frac{1}{\lambda^2} (s-t) \right]^{\frac{1}{2}} + \frac{1}{\lambda^2} (s-t))^{1+\frac{1}{\lambda^2}} \left[ \frac{1}{\lambda^2} (s-t) \right]^{\frac{1}{2}},$$

which precisely gives (C.11).

Plugging (C.11) into (C.10) and from (C.6) we eventually get:

$$\int_0^1 \left| \int_{\mathcal{V}^\prime} \rho_{ij}(t,s,x) \right|_1 \|h_u \ast \Psi_{i,t,x}^{\alpha,\lambda}(s,y_{1:1:1:1:y_{1:1:1:n}}) \|_{L^1(\mathbb{R}^d, \mathbb{R})} \leq \frac{\Lambda \sum_{j=1}^{\sigma_i} \sigma_i \left( \frac{j-1}{\lambda^2} \right)^{-1}}{(s-t)^{\sum_{j=1}^{\sigma_i} \sigma_i \left( \frac{j-1}{\lambda^2} \right)^{-1}}} \|\rho_{ij}(t,s,x,y_{1:1:1:1:y_{1:1:1:n}}) \|_{L^1(\mathbb{R}^d, \mathbb{R})},$$

which is precisely the stated control. The term $\|\varphi(D)\psi_{i,t,x}^{\alpha,\lambda}(s,y_{1:1:1:1:y_{1:1:1:n}}) \|_{L^1(\mathbb{R}^d, \mathbb{R})}$ appearing in the Besov norm could be handled similarly. The result is complete. \hfill \qed
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