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Abstract

Recently, large pre-trained neural language models have attained remarkable performance on many downstream natural language processing (NLP) applications via fine-tuning. In this paper, we target at how to further improve the token representations on the language models. We, therefore, propose a simple yet effective plug-and-play module, Sequential Attention Module (SAM), on the token embeddings learned from a pre-trained language model. Our proposed SAM consists of two main attention modules deployed sequentially: Feature-wise Attention Module (FAM) and Token-wise Attention Module (TAM). More specifically, FAM can effectively identify the importance of features at each dimension and promote the effect via dot-product on the original token embeddings for downstream NLP applications. Meanwhile, TAM can further re-weight the features at the token-wise level. Moreover, we propose an adaptive filter on FAM to prevent noise impact and increase information absorption. Finally, we conduct extensive experiments to demonstrate the advantages and properties of our proposed SAM. We first show how SAM plays a primary role in the champion solution of two subtasks of SemEval’21 Task 7. After that, we apply SAM on sentiment analysis and three popular NLP tasks and demonstrate that SAM consistently outperforms the state-of-the-art baselines.

1 Introduction

In natural language processing (NLP), pretraining large neural language models on a plethora of unlabeled text have proven to be a successful strategy for transfer learning (Yang et al., 2019a; Clark et al., 2020). An elite example, e.g., Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2019), or RoBERTa (Liu et al., 2019), has become a standard building block for training task-specific NLP models via fine-tuning.

Transformer (Vaswani et al., 2017) has become a backbone architecture in NLP to model the dependency of long-distance sequences via an attention mechanism based on a function that operates on queries, keys, and values. The attention function maps a query and a set of key-value pairs to an output, where the output is a weighted sum of the values. For each value, a weight is computed as a compatibility function of the query with the corresponding key. The mechanism can be viewed as projecting the input sequences to multiple subspaces while concatenating the output of the scaled dot-product attention to the representation in each subspace afterward. Information embedded in the sequence of tokens can then be effectively absorbed. However, the existing attention mechanism mainly absorbs the information at the token-wise level and ignores the information at the feature-wise (or multi-dimensional) level (Sinha et al., 2018; Chen and Zhuge, 2018; Cao et al., 2018).

In this paper, to further improve the information absorption, we propose a novel and simple plug-and-play module, Sequential Attention Module (SAM), on the token embeddings of the pre-trained language model. More specifically, our proposed SAM sequentially deploys two attention sub-modules, the feature-wise attention module (FAM) and the token-wise attention module (TAM). FAM can effectively identify the importance of features at each dimension while expanding the search space of the attention parameters. Hence, SAM can work as the procedure of sentence construction, building words from basic features and constructing sentences based on words. Moreover, we propose an adaptive filter on FAM to prevent noise impact and increase information absorption. After obtaining the re-weighted features via SAM,
we can feed them to a standard classifier, e.g., softmax, to solve the downstream classification tasks.

We highlight the contribution of our work in the following:

- We propose a simple yet effective plug-and-play attention module, Sequential Attention Module (SAM), which can absorb the information at both the feature-wise level and token-wise level.
- We further design an adaptive filter on the feature-wise attention module to prevent noise impact and increase information absorption.
- We conduct extensive experiments to demonstrate the advantages and properties of our proposed SAM. We first show how SAM plays a critical role in the champion solution of two subtasks of SemEval’21 Task 7. The results on sentiment analysis and three popular NLP tasks show that SAM outperforms the state-of-the-art baselines significantly and prove the generalization power of SAM. Our code is released and can be publicly downloaded at https://www.dropbox.com/s/10n39tvxjmq0k4l/SAM.zip?dl=0.

2 Related Work

In the following, we review related work on pre-trained language models (PLM) and attention mechanisms on NLP applications.

PLM. Recently, in natural language processing, large neural pre-trained language models, such as BERT, ELECTRA (Clark et al., 2020), XLNet (Yang et al., 2019a), and open-GPT (Cohen and Gokaslan, 2020), have been developed to attain precise token (sub-words) representations, which are learned from a plethora of unlabeled text. After that, fine-tuning is applied to update the pre-trained word representations for downstream tasks with a small number of task-specific parameters (Devlin et al., 2019; Liu et al., 2019). Due to the heavy overhead of the pre-trained language models, researchers have tried various ways to reduce the computation during inference. For example, distillation has been applied to compress a large teacher model to a small student while maintaining the model performance (Sanh et al., 2019; Jiao et al., 2020; Sun et al., 2020; Liu et al., 2020a). Interaction between tokens has been delayed to reduce the computation in the self-attention mechanism (Humeau et al., 2020; Khattab and Zaharia, 2020). However, little work has attempted to explore the potential of utilizing the information embedded in the well-trained token representations.

Attention mechanism has been largely deployed in many NLP applications and exploited in different ways: (1) weight calculation: Basic operations, such as dot-product, general weighting, and concatenation with non-linear functions, have been attempted to compute the attention weight for neural machine translation (Bahdanau et al., 2015; Luong et al., 2015). (2) Information fusion: Several attention mechanisms, e.g., co-attention (Xiong et al., 2017), gated-attention (Dhingra et al., 2017), and bidirectional attention (Seo et al., 2017), have been attempted to enhance the performance of reading comprehension. (3) Structure leverage: Hierarchical attention (Pappas and Popescu-Belis, 2017) has been designed to absorb both the word-level and the sentence-level information for text classification. Two-stream self-attention mechanism has been invented in XLNET for computing the target-aware representations (Yang et al., 2019b). Coupled multi-Layer attentions have been proposed to co-extract aspect and opinion terms (Wang et al., 2017). A self-attention mechanism has been applied to obtain more precise sentence representations (Lin et al., 2017). Multi-hop attentions have been applied to establish the interaction between the question and the context (Gong and Bowman, 2018). Directional Self-Attention Network (DiSAN) has been deployed on RNN/CNN to include both directional and multi-dimensional information (Shen et al., 2018). However, the existing attention mechanisms have not been investigated to improve the token representations on the pre-trained language models.

3 Our Proposal

In the following, we first define the problem. Next, we present our proposed play-and-plug module, Sequential Attention Module (SAM), which consists of two sequential attention modules, Feature-wise Attention Module (FAM) and Token-wise Attention Module (TAM).

3.1 Notations and Problem Definition

Notations. To make the notation consistent, we let lowercase denote a vector, a bold lowercase denote a sequence of vectors (stored as a matrix), and a bold uppercase denote a matrix or a tensor. To avoid notation redundancy, we define a fully connected feed-forward network, FFN, which consists
of two linear transformations with a ReLU activation in between as in Transformer (Vaswani et al., 2017):

\[
\text{FFN}(x) = \text{max}(0, xW_1 + b_1)W_2 + b_2, \quad (1)
\]

where \(W_1\) and \(W_2\) are the corresponding weight parameters, \(b_1\) and \(b_2\) and the corresponding bias parameters.

**Setting.** In an NLP task, we are given a set of labeled sentences, \(D = \{ (v_i, y_i) \}_{i=1}^{N} \), where \(N\) is the number of training data, \(v_i\) denotes the \(i\)-th sentence, which consists of a sequence of \(|v_i|\) tokens (subwords or characters), or \(v_i = v_{i1} v_{i2} \ldots v_{i|v_i|}\). The \(i\)-th response for \(v_i\) is \(y_i \in \mathcal{Y}\), where \(\mathcal{Y} = \{-1, +1\}\) for a binary classification task and \(\mathcal{Y} = \{1, 2, \ldots, K\}\) for a \(K\)-class classification task. Each \(v_{ij}\) \((j = 1, \ldots, |v_i|)\) could be a one-hot vector whose dimension length equals the number of distinct tokens in the dictionary. The sequence of \(v\) can be represented by \(x = g(v) \in \mathbb{R}^{D \times |v|}\), where \(D\) is the embedding size and \(g\) yields the output of the token representation by

- a pre-trained language model, e.g., BERT or RoBERTa;
- the output of the pre-trained language model with additional operations, e.g., a Bidirectional Long Short-Term Memory (BiLSTM) (Zhou et al., 2016). This allows to capture the high-level semantic information of tokens.

**Problem.** Suppose the mini-batch size of the data is \(B\), the maximum length of the sequence to \(L\), we can represent the data by a tensor \(X \in \mathbb{R}^{B \times L \times D}\) as shown in the input (the leftmost block) of Fig. 1. Our goal is to further utilize the information embedded in the tensor to improve the performance on the downstream tasks.

### 3.2 Feature-wise Attention Module (FAM)

First, SAM infers a feature-wise attention map to identify the feature importance at each dimension:

\[
M_f(X) = \sigma(\text{FFN}_f(\text{MaxPool}_f(X))) + \text{FFN}_f(\text{AvgPool}_f(X)),
\]

where \(\text{MaxPool}_f\) and \(\text{AvgPool}_f\) are the feature-wise maximum pooling and average pooling on the input \(X\), respectively. Hence, by the pooling operations, we obtain two tensors with the size of \(B \times D \times 1\) and feed them to a shared feature-wise fully connected feed-forward network, \(\text{FFN}_f\), as defined in Eq. (1), to identify the feature importance.

**Adaptively filtered feature-wise attention map (AF-FAM).** To prevent noise effect, we propose an adaptively filtered feature-wise attention map and derive the output as follows:

\[
M^\delta_f(X) = \text{max}(0, M_f(X) - \delta),
\]

\[
X' = M^\delta_f(X) \otimes X,
\]

where \(\delta \in [0, 1]\) is a constant to mask the corresponding feature. When \(\delta = 0\), the output of \(X'\) is re-weighted by the feature-wise attention map, which is determined originally by Eq. (2). When \(\delta = 1\), since the output of Eq. (2) is in the range of 0 and 1, AF-FAM will mask out all of the features and prevent the information flowing to the next step. If \(\delta\) is a small constant, it allows AF-FAM to filter out the uncertain features, which can prevent the noise effect. \(\delta\) can also play an effective way to explain the importance of the hidden features (Danilevsky et al., 2020) or can be automatically tuned by adversarial training (Liu et al., 2020b; Zhang et al., 2020). We leave these investigation as future work.
3.3 Token-wise Attention Module (TAM)

Second, SAM defines a token-wise attention map to identify the importance of $X'$ at the token-wise level:

$$M_t(X') = \text{softmax}(\text{FFN}_t(\text{MaxPool}_t(X')) + \text{FFN}_t(\text{AvgPool}_t(X'))),$$

where $\text{MaxPool}_t$ and $\text{AvgPool}_t$ are similar to $\text{MaxPool}_f$ and $\text{AvgPool}_f$, but conduct the maximum pooling and average pooling at the token-wise level and yield two other tensors with the size of $B \times L \times 1$, respectively. $\text{FFN}_t$ is similarly defined in Eq. (1) at the token-wise level. The operation softmax is applied to normalize the weight.

The final output is then computed by

$$X'' = M_t(X') \odot X'.$$

Here, we do not conduct information filtering on the softmax operation in $M_t(X')$ for fidelity. The exploration of the effect filtering softmax and other transformations, e.g., pooling, can be further investigated in the future work.

3.4 Integration and Classification

As illustrated in Fig. 1, SAM sequentially integrates two attention modules, FAM and TAM. Obviously, these two modules can be swapped. Our experimental evaluation shows that FAM follows by TAM can attain better performance than the alternate one. We provide more discussions in Sec. 4.

Hence, after we obtain the features via SAM in Eq. (6), we can integrate them into a classification model, e.g., softmax, via minimizing the cross-entropy loss to train the model parameters for downstream classification tasks. We leave the exploration of applying SAM on other tasks, e.g., regression tasks, as future work.

4 Experiments

In the following, we first present the experimental setup and the evaluation on two classification subtasks on SemEval-2021 Task 7 (Meaney et al., 2021) because our proposed SAM is the main module of the champion solution. Next, we test SAM on sentiment analysis and three other popular NLP tasks to verify the generalization ability. After that, we conduct ablation study on SAM to test the effect of different modules and combinations. We also present sensitivity analysis on $\delta$ and deliver case study to exhibit the properties of SAM.

| Dataset | Train  | Dev    | Test   |
|---------|--------|--------|--------|
| Humor. (binary) | 69/25.7/3 | 79/23.9/3 | 70/28.1/4 |
| Contro. (binary) | 69/25.7/3 | 79/23.9/3 | 70/28.1/4 |
| SST (5-class) | 32/21.4/2 | 50/20.6/2 | 57/20.7/2 |
| CR (binary) | 106/20.7/1 | 112/20.5/1 | 2.000 |
| SUBJ (binary) | 58/25.0/10 | 59/25.2/10 | 2.000 |
| TREC (6-class) | 29/10.2/4 | 22/7.8/4 | 2.000 |

Table 1: Data statistics: each dataset consists of two rows; the first row records the number of samples in the splitting sets while the second row records the maximum, average, and minimum number of sub-words of each sentence in the corresponding sets. To save the space, we record the number of classes with the round bracket under the dataset name. For example, binary implies 2-class.

4.1 Experimental Setup

RoBERTa is adopted as the backbone language model because it is competitive and has been applied to attain champion solutions for many NLP competitions. The AdamW optimizer (Loshchilov and Hutter, 2017) is adopted with a batch size of 32. The lookahead mechanism (Zhang et al., 2019) is applied to help AdamW to accelerate the training. The weight decaying rate is 1e-2. The BiLSTM module consists of 2 layers with the size of the hidden units being 256. All models are implemented with Pytorch and run on a single NVIDIA GeForce RTX 3090 graphic card.

4.2 SemEval-2021: HaHackathon

The SemEval-2021 Task 7 (Meaney et al., 2021) consists of four subtasks to detect or rate humor and offense in different aspects: (1) Task 1a (Humor.) is to predict if the text would be considered humorous for an average user. This is a binary classification task. (2) Task 1b (Contro.) is to predict how humorous it is for an average user when the text is classed as humorous. This is a regression task to predict a value in the range of 0 and 5. (3) Task 1c is to predict if the humor rating would be considered controversial, i.e. the variance of the rating between annotators is higher than the median, when the text is classed as humorous. This is also a binary classification task. (4) Task 2 aims to
predict how offensive a text would be for an average user. It is a regression task to predict a value in the range of 0 and 5. Among these four tasks, we report the evaluation results on the binary classification sub-tasks because we attain the champion on them. The statistics of the tasks are listed in the first four rows of Table 1. A main challenge of the tasks is that humor detection is highly subjective.

In the competition, we evaluate the following methods: (1) RoBERTa: RoBERTa is a competitive backbone language model; (2) RB: BiLSTM is deployed on top of the RoBERTa feature extractor; (3) RBA: Attention-based BiLSTM (Zhou et al., 2016) is applied on top of the RoBERTa feature extractor; (4) SAM: our proposed SAM is built on RB. Without specifying, $\delta$ is set to 0.0 for simplicity. All compared methods are fine-tuned by optimizing the initial learning rate from 1.0e-5 to 1.4e-5 with the step size of 0.1e-5 in the Humor dataset and from 1.0e-5 to 1.3e-5 with the step size of 0.1e-5 in the Contro. dataset, respectively, while the dropout rate is tried from 0.2 to 0.4 with the step size of 0.1 in the Humor dataset and from 0.1 to 0.3 with the step size of 0.1 in the Contro. dataset for trial and error. The maximum number of epochs is set to 50. F1-score is the evaluation metric to determine the performance in the competition.

### Table 2: Experimental results on SemEval-2021: Ha-Hackathon

| Methods | Humor. | Contro. |
|---------|---------|---------|
|         | F1  | T(s) | F1  | T(s) |
| RoBERTa | 95.42 | 83  | 59.29 | 51  |
| RB      | 95.48 | 92  | 59.06 | 57  |
| RBA     | 95.68 | 92  | 60.33 | 57  |
| SAM     | 96.41 | 92  | 62.89 | 57  |

Table 2 reports the average F1-scores of 5-fold cross-validation on two subtasks, respectively. The results show that

- RB and RBA consistently increase the performance gradually. This indicates the token representations extracted by RoBERTa can be further utilized.
- SAM obtains significant better improvement ($p < 0.01$ in paired $t$-test) than the compared methods. It is noted that the reported F1-scores are slightly lower than those in the counter parts, 98.54 at Task 1a and 63.02 at Task 1c, of the competition leaderboard. The reason lies that for the champion solution, we have conducted additional tricks, e.g., model ensemble (Forough and Monttazi, 2021), label smoothing (Müller et al., 2019), and pseudo labeling (Mokrii et al., 2021). However, we argue that SAM is the main module to attain the exceptional performance.

- By examining the recorded time cost of each epoch, we observe that SAM consumes the same time as RB and RBA, which implies the efficiency of SAM.

### 4.3 Sentiment Analysis

Emotion is a high-level intelligent behavior of humans (Strapparava, 2016; di Buono et al., 2017; Wu and Jiang, 2019). It aims at developing models to understand the emotional tendency of texts at the semantic level. The difficulty of sentiment analysis lies in identifying the polysemous meaning of a word, which needs to absorb both the token-wise information and distinguish the ambiguity in different contexts.

Stanford Sentiment Treebank (Socher et al., 2013) is a standard sentiment analysis dataset released by the NLP group of Stanford University. It mainly used for sentiment classification, in which each node of the sentence analysis tree has fine-grained sentiment annotations. The standard train/dev/test sets are split into 8,544/1,101/2,210 samples and the statistics of the dataset is recorded in the fifth and sixth rows of Table 1.

### Table 3: Experimental results on the Stanford Sentiment Tree-bank (SST)

| Methods | Acc. | T(s) |
|---------|------|------|
| RoBERTa | 59.10 | 97  |
| RB      | 59.30 | 112 |
| RBA     | 59.40 | 112 |
| DiSAN   | 59.20 | 211 |
| SAM     | 59.70 | 112 |

Other than the four compared methods depicted in Sec. 4.2, we also conduct experiments on Directional Self-Attention Network (DiSAN) (Shen et al., 2018), a light-weight network showing strong performance on RNNs/CNNs via including multi-dimensional (or feature-wise) information. We place DiSAN on top of RoBERTa. All compared...
methods are fine-tuned by optimizing the initial learning rate from 1.0e-3 to 1.5e-3 with the step size of 1.0e-3 and the dropout rate is tried from 0.2 to 0.5 with the step size of 0.1 for trial and error. The maximum number of epochs is set to 50. Following, we evaluate the accuracy on the test set and report the time in seconds in Table 3. The results show that

- The higher accuracy scores in RB, RBA, and DiSAN than RoBERTa imply the effectiveness of the compared methods in further absorbing token embeddings from RoBERTa.
- SAM can further improve the performance and beats RBA, the best baseline, at least 0.5% improvement.
- Similarly, the time cost of each epoch for SAM is the same as that in RB and RBA. On the contrary, DiSAN consumes nearly double time but yields worse than SAM.

4.4 Experiments on Other NLP Tasks

To verify the generalization of our proposed SAM, we conduct experiments on three popular NLP tasks: (1) CR (Hu and Liu, 2004): Customer review of various products, e.g., cameras, which is to predict whether the review is positive or negative; (2) SUBJ (Pang and Lee, 2004): Subjectivity dataset whose labels indicate whether each sentence is subjective or objective; (3) TREC (Li and Roth, 2002): The TREC dataset includes six different types of questions. There are 5452 labeled questions in the training set and 500 questions in the test set. The last six rows of Table 1 record the corresponding data statistics. It is shown that we also include multi-class classification in the evaluation.

Here, we aim to test the effect of different attention mechanisms. Hence, we apply RoBERTa as a feature extractor, i.e., freezing the RoBERTa parameters without fine-tuning. All compared methods are fine-tuned by optimizing the initial learning rate from 1.25e-4 to 1.75e-4 with the step size of 0.05e-4 in the CR dataset, from 1.0e-4 to 1.5e-4 with the step size of 0.1e-4 in the SUBJ. dataset, and 1.0e-4 to 1.5e-4 with the step size of 0.1e-4 in the SUBJ. dataset, respectively, while the dropout rate is tried from 0.2 to 0.5 with the step size of 0.1 in the CR dataset and from 0.2 to 0.4 with the step size of 0.1 in both the SUBJ. dataset and the TREC dataset for trial and error. The maximum number of epochs is set to 50.

Table 5 reports the average accuracy (Acc.) and the recorded time cost of 5-fold cross-validation and shows that

- RB, RBA, DiSAN can further improve the classification performance over RoBERTa accordingly.
- SAM beats the best baselines on the corresponding datasets and attains outperforms the baselines with at least 0.4% improvement (p < 0.01 in paired t-test).
- The time cost by SAM is the same as RB and RBA while DiSAN costs double of the time.

4.5 Ablation Study

We conduct detailed ablation study on SAM to thoroughly investigate its properties. The evaluation settings include: (1) SAM (−FAM): we implement SAM by removing FAM to see its effect; (2) SAM (−TAM): we implement SAM by removing TAM to see its effect; (2) SAM (TAM+FAM): we implement SAM by swapping the order of FAM and TAM to see the effect of; (3) SAM (δ = 0.1): we implement SAM by setting δ = 0.1; (4) SAM: we implement SAM by setting δ = 0.0. The implementation on the corresponding datasets follows the same setup as that in Sec. 4.2, Sec. 4.3, and Sec. 4.4 accordingly.

Table 4 reports the performance on all six tasks and shows that

- By comparing the results on SAM (−FAM) and SAM (−TAM), we can see that SAM obtains worse performance than the complete one. The performance on SAM (−FAM) is slightly better than that on SAM (−TAM). The observation shows that retaining the token-wise information will help the classification tasks.
- Generally, swapping the order of FAM and TAM will decrease the performance slightly. We conjecture that a sentence is composed by several tokens, where a tokens are composed by some features in the embeddings. Hence, the token-wise information would be more helpful to determine the classification performance. By swapping the attention order, we obtain the feature-wise information, which is weak for classification.
- By varying δ, we can further improve the model performance. For example, when δ is set to 0.1, we can obtain the best performance on the SUBJ and TREC datasets.
Table 4: Ablation study on SAM under different settings.

| Settings          | Humor. F1 | Humor. T(s) | Contro. F1 | Contro. T(s) | SST Acc. T(s) | CR Acc. T(s) | SUBJ Acc. T(s) | TREC Acc. T(s) |
|-------------------|-----------|-------------|------------|--------------|---------------|--------------|----------------|----------------|
| RoBERTa           | 95.42     | 83          | 59.29      | 51           | 59.10         | 97           | 87.56          | 14             |
| SAM (–FAM)        | 95.70     | 91          | 60.50      | 58           | 59.30         | 105          | 89.77          | 16             |
| SAM (–TAM)        | 95.50     | 91          | 60.65      | 58           | 59.10         | 105          | 89.02          | 16             |
| SAM (TAM+FAM)     | 95.98     | 92          | 61.03      | 57           | 58.45         | 112          | 89.91          | 16             |
| SAM (δ = 0.1)     | 96.12     | 93          | 60.86      | 56           | 59.40         | 114          | 89.97          | 17             |
| SAM               | 96.41     | 92          | 61.22      | 57           | 57.90         | 112          | 90.03          | 16             |

Table 5: Experimental results on three popular NLP tasks: CR, SUBJ, and TREC. The accuracy (Acc.) and the time trained at each epoch, denoted by T(s) in seconds, are averaged on 5-fold cross-validation.

More detailed investigation will be provided in Sec. 4.6.

4.6 Sensitivity Analysis on δ

The parameter δ in Eq. (3) plays a key role to prevent noise effect. When δ increases, FAM will try to mask the information on the corresponding dimension. We test the effect of δ by varying it from 0.0 to 0.8 with the step size of 0.05. Figure 3 shows the results on the TREC dataset. Other datasets follow similar characteristics. The experimental results show that: (1) The best performance of SAM on the TREC dataset is attained when δ = 0.15. The accuracy of 93.8 is higher than 93.4, the one obtained by the default SAM reported in Table 5. (2) When δ becomes larger, the performance of SAM usually decreases accordingly.
4.7 Case Study

To gain a closer view of what information can be captured by SAM, we visualize the attention heatmap with respect to the classification model in Fig. 2, where dark color implies higher weight. In particular, we compare our SAM with RBA, the best attention-based baseline, and show five sentences (the ground-truth for the first three sentences is +1, i.e., humorous, while the ground-truth for the last two sentences is −1, i.e., non-humorous). It is noted that among these five cases, our SAM correctly predicts the labels while RBA mis-classifies them. By observing the color intensity shown in Fig. 2, we can see that our SAM can further capture the role of important information to suppress non-important information, thereby enhancing the final effect.

5 Conclusion

In this paper, we propose a simple yet effective plug-and-play attention module, i.e., SAM, to further improve the token representations learned from pre-trained language models. SAM follows a natural setting of language representation, from fine-grained features to high-level tokens. That is, it first applies FAM to promote the feature importance. After that, it applies TAM to enhance the search space of the attention mechanism. Moreover, an adaptive filter is placed on FAM to prevent noise effect. Our experimental results show that the proposed SAM is the key module to attain the champion solution in Task 1a and Task 1c of SemEval’21 Task 7. Meanwhile, SAM exhibits its generalization power and consistently beats the state-of-the-art baselines on several popular NLP tasks, including sentiment analysis, customer review, subjective detection, question-answering selection. Our ablation study shows that (1) the performance under the order of FAM following TAM is better than that under the alternate one, which again confirms the sentence construction procedure. (2) the threshold parameter in FAM can be further tuned to improve the model performance.

In the future, several significant problems are worthy of investigation on SAM: (1) How to automatically determine $\delta$ through adversarial training while enhancing the model explainability? (2) What are the potential ways to increase the effectiveness of information absorption in TAM? (3) What is the performance of SAM on other tasks, e.g., the regression task.
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