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We measure the mass difference, $\Delta m_0$, between the $D^*(2010)^+$ and the $D^0$ and the natural line width, $\Gamma$, of the transition $D^0(2010)^+ \rightarrow D^0\pi^+$. The data were recorded with the BABAR detector at center-of-mass energies at and near the $\Upsilon(4S)$ resonance, and correspond to an integrated luminosity of approximately 477 fb$^{-1}$. The $D^0$ is reconstructed in the decay modes $D^0 \rightarrow K^-\pi^+\pi^-$ and $D^0 \rightarrow K^-\pi^0\pi^-\pi^+$. For the decay mode $D^0 \rightarrow K^-\pi^+$ we obtain $\Gamma = (83.4 \pm 1.7 \pm 1.5)$ keV and $\Delta m_0 = (145.425.6 \pm 0.6 \pm 1.8)$ keV, where the quoted errors are statistical and systematic, respectively. For the $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$ mode we obtain $\Gamma = (83.2 \pm 1.5 \pm 2.6)$ keV and $\Delta m_0 = (145.426.6 \pm 0.5 \pm 2.0)$ keV. The combined measurements yield $\Gamma = (83.3 \pm 1.2 \pm 1.4)$ keV and $\Delta m_0 = (145.425.9 \pm 0.4 \pm 1.7)$ keV; the width is a factor of approximately 12 times more precise than the previous value, while the mass difference is a factor of approximately 6 times more precise.

PACS numbers: 13.20.Fc, 13.25.Ft, 14.40.Lb, 12.38.Gc, 12.38.Qk, 12.39.Ki, 12.39.Pn

I. INTRODUCTION

The $D^*(2010)^+$ ($D^{*+}$) line width provides a window into a nonperturbative regime of strong physics where the charm quark is the heaviest meson constituent $[1]$–$[3]$. The line width provides an experimental check of models of the $D$ meson spectrum, and is related to the strong coupling of the $D^{*+}$ to the $D\pi$ system, $g_{D^{*+}D\pi}$. In the heavy-quark limit, which is not necessarily a good approximation for the charm quark $[4]$, this coupling can be related to the universal coupling of heavy mesons to a pion, $\hat{g}$. There is no direct experimental window on the corresponding coupling in the $B$ system, $g_{B^{*}B\pi}$, since there is no phase space for the decay $B^{*} \rightarrow B\pi$. However, the $D$ and $B$ systems can be related through $\hat{g}$, which allows the calculation of $g_{B^{*}B\pi}$. The $B^{*}B\pi$ coupling is needed for a model-independent extraction of $|V_{ub}|$ $[5, 6]$ and is presently one of the largest contributions to the theoretical uncertainty on $|V_{ub}|$ $[7]$.

We study the $D^{*+} \rightarrow D^0\pi^+$ transition using the $D^0 \rightarrow K^-\pi^+$ and $D^0 \rightarrow K^+\pi^-\pi^-\pi^+$ decay modes to measure the values of the $D^{*+}$ line width, $\Gamma$, and the difference between the $D^{*+}$ and $D^0$ masses, $\Delta m_0$. The use of charge conjugate reactions is implied throughout this paper. The only prior measurement of the width is $\Gamma = (96 \pm 4 \pm 22)$ keV by the CLEO collaboration where the uncertainties are statistical and systematic, respectively $[8]$. That measurement is based on a data sample corresponding to an integrated luminosity of 9 fb$^{-1}$ and reconstructed $D^0 \rightarrow K^-\pi^+$ decays. In the present analysis, we have a data sample that is approximately 50 times larger. This allows us to apply tight selection criteria to reduce background, and to investigate sources of systematic uncertainty with high precision.

The signal is described by a relativistic Breit-Wigner
(RBW) function defined by

\[ \frac{d\Gamma(m)}{dm} = \frac{m \Gamma_{D^* \pi^0}(m) m_0 \Gamma}{(m_0^2 - m^2)^2 + (m_0 \Gamma_{\text{total}}(m))^2}, \]  

(1)

where \( \Gamma_{D^* \pi^0} \) is the partial width to \( D^0 \pi^+ \), \( m \) is the \( D^0 \pi^+ \) invariant mass, \( m_0 \) is the invariant mass at the pole, and \( \Gamma_{\text{total}}(m) \) is the total \( D^*+ \) decay width. The partial width is defined by

\[ \Gamma_{D^* \pi^0}(m) = \Gamma \left( \frac{F_{D^*}(p_0)}{F_{D^*}(p)} \right)^2 \left( \frac{p}{p_0} \right)^{2\ell+1} \left( \frac{m_0}{m} \right), \]  

(2)

where \( F_{D^*}(p) = \sqrt{1 + r^2 p^2} \) is the Blatt-Weisskopf form factor for a vector particle with radius parameter \( r \) and daughter momentum \( p \), and the subscript zero denotes a quantity measured at the pole [9, 10]. The value of the radius is unknown, but for the charm sector it is expected to be \( \sim 1 \text{ GeV}^{-1} \) [11]. We use the value \( r = 1.6 \text{ GeV}^{-1} \) from Ref. [12] and vary this value as part of our investigation of systematic uncertainties.

The full width at half maximum (FWHM) of the RBW line shape (\( \approx 100 \text{ keV} \)) is much less than the FWHM of the almost Gaussian resolution function which describes more than 99% of the signal (\( \approx 300 \text{ keV} \)). Therefore, near the peak, the observed FWHM is dominated by the resolution function shape. However, the shapes of the resolution function and the RBW differ far away from the pole position. Starting (1.5 – 2.0) MeV from the pole position, and continuing to (5 – 10) MeV away (depending on the \( D^0 \) decay channel), the RBW tails are much larger. The signal rates in this region are strongly dominated by the intrinsic line width, not the resolution functions, and the integrated signals are larger than the integrated backgrounds. We use the very different resolution and RBW shapes, combined with the good signal-to-background rate far from the peak, to measure \( \Gamma \) precisely.

The detailed presentation is organized as follows. Section II discusses the BABAR detector and the data used in this analysis, and Section III describes the event selection. Section IV discusses a correction to the detector material model and magnetic field map. Section V details the fit strategy, Section VI discusses and quantifies the sources of systematic uncertainty, and Section VII describes how the results for the two \( D^0 \) decay modes are combined to obtain the final results. Finally, the results are summarized in Section VIII.

II. THE BABAR DETECTOR AND DATA

This analysis is based on a data sample corresponding to an integrated luminosity of approximately 477 fb\(^{-1}\) recorded at and 40 MeV below the \( \Upsilon(4S) \) resonance by the BABAR detector at the PEP-II asymmetric energy \( e^+e^- \) collider [13]. The BABAR detector is described in detail elsewhere [14, 15], so we summarize only the relevant components below. Charged particles are measured with a combination of a 40-layer cylindrical drift chamber (DCH) and a 5-layer double-sided silicon vertex tracker (SVT), both operating within the 1.5-T magnetic field of a superconducting solenoid. Information from a ring-imaging Cherenkov detector is combined with specific ionization \( (dE/dx) \) measurements from the SVT and DCH to identify charged kaon and pion candidates. Electrons are identified, and photons measured, with a CsI(Tl) electromagnetic calorimeter. The return yoke of the superconducting coil is instrumented with tracking chambers for the identification of muons.

III. EVENT SELECTION

We reconstruct continuum-produced \( D^{*+} \rightarrow D^0 \pi^+_s \) decays in the two Cabibbo-favored channels \( D^0 \rightarrow K^- \pi^+ \) and \( D^0 \rightarrow K^- \pi^+ \pi^- \pi^+. \) The pion from the \( D^{*+} \) decay is called the “slow pion” (denoted \( \pi^+_s \)) because of the limited phase space available. The mass difference of the reconstructed \( D^{*+} \) and \( D^0 \) is denoted as \( \Delta m \) (e.g. \( m(K^- \pi^+ \pi^-) - m(K^- \pi^+) \) for the \( D^0 \rightarrow K^- \pi^+ \pi^- \) channel). The resolution in \( \Delta m \) is dominated by the resolution of the \( \pi^+_s \) momentum, especially the uncertainty of its direction due to Coulomb multiple scattering. The selection criteria for the individual \( D^0 \) channels are detailed below; however, both modes have the same \( D^{*+} \) requirements. The selection criteria were chosen to enhance the signal-to-background ratio \( (S/B) \) to increase the sensitivity to the long RBW tails in the \( \Delta m \) distribution; we have not optimized the criteria for statistical significance. Because this analysis depends on the RBW tails, we pay particular attention to how the selection criteria affect the tail regions.

The entire decay chain is fit using a kinematic fitter with geometric constraints at each vertex and the additional constraint that the \( D^{*+} \) emerges from the luminous region, also referred to as the beam spot. The confidence level of the \( \chi^2 \) for this fit must be greater than 0.1%. In addition, the confidence level for the \( \chi^2 \) from fitting the \( D^0 \) daughter tracks to a common vertex must be at least 0.5%. These confidence level selections reduce the set of final candidates by approximately 2.1%. The beam spot constraint improves the \( \Delta m \) resolution by a factor of 2.5, primarily because it constrains the direction of the \( \pi^+_s \). If there is more than one \( D^{*+} \) candidate in the event, we choose the one with the highest full decay chain confidence level. The reconstructed \( D^0 \) mass must be within the range 1.86 GeV to 1.87 GeV. The mass difference between the \( D^{*+} \) and \( D^0 \) is required to satisfy \( \Delta m < 0.17 \text{ GeV} \). A large amount of the combinatorial background is removed by requiring \( p^*(D^{*+}) > 3.6 \text{ GeV} \), where \( p^* \) is the momentum measured in the \( e^+e^- \) center-of-mass frame for the event.

To select well-measured slow pions we require that the
π⁺ tracks have at least 12 measurements in the DCH and have at least 6 SVT measurements with at least 2 in the first three layers. For both $D^0 \rightarrow K^- \pi^+$ and $D^0 \rightarrow K^- \pi^+ \pi^- \pi^+$, we apply particle identification (PID) requirements to the $K$ and $\pi$ candidate tracks. To select candidates with better tracking resolution, and consequently improve the resolution of the reconstructed masses, we require that $D^0$ daughter tracks have at least 21 measurements in the DCH and satisfy the same SVT measurement requirements for the slow pion track. Figure 1 illustrates the signal region distributions for three disjoint sets of $D^0 \rightarrow K^- \pi^+$ candidates: those passing all tracking requirements (narrowest peak), those otherwise passing all tracking requirements but failing the SVT hit requirements (intermediate peak), and those otherwise passing all tracking requirements but failing the requirement that both $D^0$ daughter tracks have at least 21 hits in the DCH and the $\pi^+$ track has at least 12 hits in the DCH (widest peak). The nominal sample (narrowest peak) has better resolution and S/B than candidates that fail the strict tracking requirements. We reduce backgrounds from other species of tracks in our slow pion sample by requiring that the $dE/dx$ values reported by the SVT and DCH be consistent with the pion hypothesis. Figure 2 shows the $\Delta m$ distribution for candidates otherwise passing cuts, but in which the slow pion candidate fails the $dE/dx$ requirement. The $dE/dx$ selections remove protons from slow pion interactions in the beam pipe and detector material as well as electrons from the $D^{*0}$ decay chain discussed below. As shown in Fig. 2 while this requirement removes much more signal than background, the S/B ratio of the removed events is distinctly worse than that in the final sample.

The Dalitz decay $\pi^0 \rightarrow \gamma e^+ e^-$ produces background where we misidentify an positron as a $\pi_\mu^+$. We eliminate such candidates by reconstructing a candidate $e^+ e^-$ pair and combining it with a $\gamma$. If the $e^+ e^-$ vertex is within the SVT volume and the invariant mass is in the range $115 \text{ MeV} < m(\gamma e^+ e^-) < 155 \text{ MeV}$, then the event is rejected. Real photon conversions in the detector material are another source of background where electrons can be misidentified as slow pions. To identify such conversions we first create a candidate $e^+ e^-$ pair using the slow pion candidate and an identified electron track from the same

FIG. 1. (color online) Disjoint sets of $D^0 \rightarrow K^- \pi^+$ candidates illustrating the candidates that fail the tracking requirements have worse $\Delta m$ resolution. Each histogram is normalized to its peak. The events that populate the narrowest peak are the nominal $D^{*+}$ candidates that pass all selection criteria. The events that populate the intermediate and widest peaks pass all selection criteria except either the slow pion candidates or $D^0$ daughters fail the SVT requirements or fail the DCH requirements, respectively.

FIG. 2. Events with $D^{*+}$ candidates from $D^0 \rightarrow K^- \pi^+$ that pass all selection criteria, but the slow pion candidate fails the $dE/dx$ requirement.

FIG. 3. Events with $D^{*+}$ candidates from $D^0 \rightarrow K^- \pi^+$ that pass all selection criteria, but the slow pion candidate is identified by the algorithms as either a photon conversion in the detector material or a $\pi^0$ Dalitz decay.
event and perform a least-squares fit with a geometric constraint. The event is rejected if the invariant mass of the putative pair is less than 60 MeV and the constrained vertex position is within the SVT tracking volume. Figure 3 shows the \( \Delta m \) distribution for candidates otherwise passing cuts, but in which the slow pion candidate is identified as an electron using either of these \( \pi^0 \) conversion algorithms. As shown in Fig. 3, only a small number of \( D^{*+} \) candidates pass all other selection criteria but have a slow pion rejected by these algorithms. Again, the S/B ratio of this sample is distinctly worse than that of the final sample.

We identified additional criteria to remove candidates in kinematic regions where the Monte Carlo (MC) simulation poorly models the data. The MC is a cocktail of \( q\bar{q} \) and \( \ell^+\ell^- \) sources where \( q = u, d, s, c, b \) and \( \ell = e, \mu, \tau \). The simulation does not accurately replicate the momentum distributions observed in data at very high and low \( D^+ \) momentum values, so we require that 3.6 GeV < \( p^*(D^{*+}) < 4.3 \) GeV and that the laboratory momentum of the slow pion be at least 150 MeV. In an independent sample of \( K^0_S \to \pi^+\pi^- \) decays, the reconstructed \( K^0_S \) mass is observed to vary as a function of the polar angle \( \theta \) of the \( K^0_S \) momentum measured in the laboratory frame with respect to the electron beam axis. We define the acceptance angle to reject events where any of the daughter tracks of the \( D^{*+} \) has \( \cos \theta \geq 0.89 \) to exclude the very-forward region of the detector. This criterion reduces the final data samples by approximately 10%.

The background level in the \( D^0 \to K^-\pi^+\pi^-\pi^- \) mode is much higher than that in \( D^0 \to K^-\pi^+ \), and so we require \( D^0 \) daughter charged tracks to satisfy stricter PID requirements. The higher background arises because the \( D^0 \) mass is on the tail of the two-body \( K^-\pi^+ \) invariant mass distribution expected in a longitudinal phase space model, however it is near the peak of the 4-body \( K^-\pi^+\pi^-\pi^- \) invariant mass distribution. In addition, there is more random combinatorial background in the 4-track \( D^0 \to K^-\pi^+\pi^-\pi^- \) mode than in the 2-track \( D^0 \to K^-\pi^+ \) mode.

The initial fit to the \( D^0 \to K^-\pi^+\pi^-\pi^- \) validation signal MC sample had a bias in the measured value of the \( D^{*+} \) width. An extensive comparison revealed that the bias originated from regions of phase space that the MC generator populated more frequently than the data. Evidently, there are amplitudes that suppress these structures in the data, that are neither known nor included in the MC generator. We avoid the regions where the MC disagrees with the data by rejecting a candidate if either \( m^2(\pi^+\pi^-) < -1.17 m^2(\pi^-\pi^+) + 0.46 \text{ GeV}^2 \) or \( m^2(\pi^+\pi^-) < 0.35 \text{ GeV}^2 \) and \( m^2(\pi^-\pi^+) < 0.6 \text{ GeV}^2 \). This veto is applied for each \( \pi^- \) daughter of the \( D^0 \) candidate. Including or excluding these events has no noticeable effect on the central values of the parameters from the data. These vetoes reduce the final candidates by approximately 20%.

There is an additional source of background that must be taken into account for the \( K^-\pi^+\pi^-\pi^+ \) channel that is negligible for the \( K^-\pi^+ \) channel. In a small fraction of events (<1%) we mistakenly exchange the slow pion from \( D^{*+} \) decay with one of the same-sign \( D^0 \) daughter pions. From the fits to the validation signal MC sample we find that this mistake would shift the reconstructed mass values and introduce a \( \mathcal{O}(0.1 \text{ keV}) \) bias on the width. To veto these events we recalculate the invariant mass values after intentionally switching the same-sign pions, and create the variables \( m' \equiv m(K^-\pi^+\pi^-\pi^+) \) and \( \Delta m' \equiv m(K^-\pi^+\pi^-\pi^+) - m(K^-\pi^+\pi^-\pi^+) \). There are two pions from the \( D^0 \) decay with the same charge as the slow pion, so there are two values of \( \Delta m' \) to consider. In this procedure the correctly reconstructed events are moved away from the signal region, while events with this mis-reconstruction are shifted into the signal region. Figure 4(a) shows the \( (m', \Delta m') \) distribution for MC events with correctly reconstructed \( D^0 \), where the majority of events are shifted past the bounds of the plot and only a small portion can be seen forming a diagonal band. The events with the slow pion and a \( D^0 \) daughter swapped are shown in Fig. 4(b) and form a clear signal. We reject events with \( \Delta m' < 0.1665 \text{ GeV} \). Using fits to the validation signal MC sample, we find that this procedure removes approximately 80% of the misreconstructed events and removes the bias reconstructed mass and the fitted value of the width. The \( (m', \Delta m') \) distribution for data is shown in Fig. 4(c). Removing the \( \Delta m' \) region reduces the final set of \( D^0 \to K^-\pi^+\pi^-\pi^- \) candidates by approximately 2%. The phase space distribution of events in MC and data differ slightly, so we expect differences in the efficiency of this procedure.

### IV. MATERIAL MODELING

In the initial fits to data, we observed a very strong dependence of the RBW pole position on the slow pion momentum. This dependence is not replicated in the MC, and originates in the magnetic field map and in the modeling of the material of the beam pipe and the SVT. Previous BABAR analyses have observed the similar effects, for example the measurement of the \( A_2^+ \) mass [17]. In that analysis the material model of the SVT was altered in an attempt to correct for the energy loss and the under-represented small-angle multiple scattering (due to nuclear Coulomb scattering). However, the momentum dependence of the reconstructed \( A_2^+ \) mass could be removed only by adding an unphysical amount of material to the SVT. In this analysis we use a different approach to correct the observed momentum dependence and adjust the track momenta after reconstruction.

We determine correction parameters using a sample of \( K^0_S \to \pi^+\pi^- \) candidates from \( D^{*+} \to D^0\pi^+ \) decay, where we reconstruct \( D^0 \to K^0_S\pi^-\pi^+ \). In this study we require that the \( K^0_S \) daughter pions satisfy the same tracking criteria as the slow pions of the \( D^{*+} \) analysis. The \( K^0_S \) decay vertex is required to be inside the beam.
FIG. 4. (color online) Illustrations of the \((m', \Delta m')\) system in (a) MC with the \(D^+\) correctly reconstructed, (b) MC with the slow pion and a \(D^0\) daughter pion swapped during reconstruction, and (c) in data. The majority of correctly reconstructed decays are located outside of the shown \((m', \Delta m')\) range.
The parameter original Kalman fit. Then, the momentum is scaled by rated into 20 intervals of invariant mass is calculated. Then the sample is separably small effect on the calculated corrected invariant mass is calculated. Then the sample is separated as slow pions of the form

$$E \rightarrow E + b_{\text{bmp}} E_{\text{loss}} + b_{\text{svt}} E_{\text{loss}}$$

where the initial energy losses are determined by the Kalman filter based on the material model. To apply the correction to a pion track, the magnitude of the momentum is first recalculated using the pion mass hypothesis and the corrected energy as shown in Eq. 3 where the energy losses ($E_{\text{loss}}^{\text{bmp}}$ and $E_{\text{loss}}^{\text{svt}}$) are taken from the original Kalman fit. Then, the momentum is scaled by the parameter $a$ shown in Eq. 3 and the energy of the particle is recalculated assuming the pion mass hypothesis. The order of these operations, correcting the energy first and then the momentum, or vice versa, has a negligibly small effect on the calculated corrected invariant mass. After both pion tracks’ momenta are corrected the invariant mass is calculated. Then the sample is separated into 20 intervals of $K^0_S$ momentum. Figure 6 shows $\pi^+\pi^-$ as a function of the slower pion laboratory momentum and illustrates that the momentum dependence of the original sample (open squares) has been removed after all of the corrections (closed circles). We determine the best set of correction parameters to minimize the $\chi^2$ of the bin-by-bin mass difference between the $\pi^+\pi^-$ invariant mass and the current value of the $K^0_S$ mass ($m_{\text{PDG}}(K^0_S)\pm 1\sigma_{\text{PDG}} = 497.614 \pm 0.024 \text{MeV}$).

To estimate the systematic uncertainty in values measured from corrected distributions, we find new parameter values by varying the $\pi^+\pi^-$ invariant mass to the nominal $K^0_S$ mass shifted up and down by one standard deviation. These three sets of correction parameters are listed in Table 1. The resulting average reconstructed $K^0_S$ masses after correction are $497.589 \pm 0.007 \text{MeV}$, $497.612 \pm 0.007 \text{MeV}$, and $497.640 \pm 0.007 \text{MeV}$ for target masses $m_{\text{PDG}}(K^0_S) - 1\sigma_{\text{PDG}}$, $m_{\text{PDG}}(K^0_S)$, and $m_{\text{PDG}}(K^0_S) + 1\sigma_{\text{PDG}}$, respectively. As these average values are so well-separated we do not include additional systematic uncertainties from parameters that could describe the central value. The systematics studies of fit result variations in disjoint subsamples of laboratory momentum remain sensitive to our imperfect correction model.

The best-fit value of $a = 0.00030$ corresponds to an increase of 4.5 Gauss on the central magnetic field. This is larger than the nominal 2 Gauss sensitivity of the magnetic field mapping. However, the azimuthal dependence of $\Delta m_0$ (discussed in Sec. V) indicates that the accuracy of the mapping may be less than originally thought.

The momentum dependence of $\Delta m_0$ in the initial results is ascribed to underestimating the $dE/dx$ loss in the beam pipe and SVT, which we correct using the factors $b_{\text{bmp}}$ (1.8%) and $b_{\text{svt}}$ (5.9%). Typical $dE/dx$ losses for a minimum ionizing particle with laboratory momentum 2 GeV traversing the beam pipe and SVT at normal incidence are 4.4 MeV. The corrections are most significant for low-momentum tracks. However, the corrections are applied to all $D^{*+}$ daughter tracks, not just to the slow

![Figure 5](image)

**FIG. 5.** Sample of $K^0_S \rightarrow \pi^+\pi^-$ candidates from $D^{*+} \rightarrow D^0 \pi^+_s \rightarrow (K^0_S \pi^- \pi^+)\pi^+_s$ decay where the $K^0_S$ daughter pions satisfy the same tracking criteria as the slow pions of the $D^{*+}$ analysis.

![Table I](image)

**TABLE I.** Energy-loss and momentum correction parameters of Eq. 2 which remove the momentum dependence of the reconstructed $K^0_S$ mass shown in Fig. 6. The nominal parameters shift the average reconstructed masses to be the PDG mean value, also shown in Fig. 6. To estimate the associated systematic uncertainty, the procedure was repeated to give average reconstructed $K^0_S$ masses $\pm 1\sigma_{\text{PDG}}$ from the nominal value.

| Parameter | Nominal | For systematics |
|-----------|---------|-----------------|
| $b_{\text{bmp}}$ | 0.0175 | 0.0517 | 0.0295 |
| $b_{\text{svt}}$ | 0.0592 | 0.0590 | 0.0586 |
V. FIT METHOD

To measure $\Gamma$ we fit the $\Delta m$ peak (the signal) with a relativistic Breit-Wigner (RBW) function convolved with a resolution function based on a Geant4 MC simulation of the detector response [1]. As in previous analyses [8], we approximate the total $D^{*+}$ decay width

$$\Gamma_{\text{Total}}(m) \approx \Gamma_{D^{*+}\rightarrow D^{+}\gamma}(m),$$

ignoring the electromagnetic contribution from $D^{*+}\rightarrow D^{+}\gamma$. This approximation has a negligible effect on the measured values as it appears only in the denominator of Eq. (1). For the purpose of fitting the $\Delta m$ distribution we obtain $d\Gamma(\Delta m)/d\Delta m$ from Eqs. (1) and (2) by making the substitution $m = m(D^0) + \Delta m$, where $m(D^0)$ is the current average mass of the $D^0$ meson [18].

Our fitting procedure involves two steps. In the first step we model the resolution due to track reconstruction by fitting the $\Delta m$ distribution for correctly reconstructed MC events using a sum of three Gaussians and a function to describe the non-Gaussian component. The second step uses the resolution shape from the first step and convolves the Gaussian components with a relativistic Breit-Wigner of the form in Eq. (1) to fit the $\Delta m$ distribution in data, and thus measure $\Gamma$ and $\Delta m_0$. We fit the $\Delta m$ distribution in data and MC from the kinematic threshold to $\Delta m = 0.1665$ GeV using a binned maximum likelihood fit and an interval width of 50 keV. Detailed results of the fits are presented in the Appendix A.

A. Modeling experimental resolution

We generate samples of $D^{*+}$ decays with a line width of 0.1 keV, so that all of the observed spread is due to reconstruction effects. The samples are approximately 5 times the size of the corresponding samples in data. The non-Gaussian tails of the distribution are from events in which the $\pi_\gamma$ decays to a $\mu$ in flight and where coordinates from both the $\pi$ and $\mu$ segments are used in track reconstruction. Accounting for these non-Gaussian events greatly improves the quality of the fit to data near the $\Delta m$ peak.

We fit the $\Delta m$ distribution of the MC events with the function

$$f_{NG} S_{NG}(\Delta m; q, \alpha) + (1 - f_{NG}) [f_1 G(\Delta m; \mu_1, \sigma_1) + f_2 G(\Delta m; \mu_2, \sigma_2) + (1 - f_1 - f_2) G(\Delta m; \mu_3, \sigma_3)],$$

where the $G(\Delta m; \mu_i, \sigma_i)$ are Gaussian functions and $f_{NG}, f_1, f_2$ are the fractions allotted to the non-Gaussian component and the first and second Gaussian components, respectively. The function describing the non-Gaussian component of the distribution is

$$S_{NG}(\Delta m; q, \alpha) = \Delta m u^q e^{-\alpha u},$$

where $u \equiv (\Delta m/\Delta m_{\text{thres}})^2 - 1$ and $\Delta m_{\text{thres}} = m_\pi$ is the kinematic threshold for the $D^{*+} \rightarrow D^0\pi^+$ process. For $\Delta m < \Delta m_{\text{thres}}$, $S_{NG}$ is defined to be zero.

Figure 7 shows the individual resolution function fits for the two $D^0$ decay modes. Each plot shows the total resolution probability density function (PDF) as the solid curve, the sum of the Gaussian contributions is represented by the dashed curve, and the $S_{NG}$ function as a dotted curve describing the events in the tails. The resolution functions should peak at the generated value, $\Delta m_0^{MC} = m(D^0(2010)^+) - m(D^0)$ [18]. However, the average value of the $\mu_i$ is slightly larger than the generated value of $\Delta m_0^{MC}$. The $S_{NG}$ function is excluded from this calculation as the peak position is not well defined and $S_{NG}$ describes less than 1% of the signal. We take this reconstruction bias as an offset when measuring $\Delta m_0$ from data and denote this offset by $\delta m_0$. The $\delta m_0$ offset is 4.3 keV and 2.8 keV for the $D^0 \rightarrow K^-\pi^+\pi^-$ and $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$ modes, respectively. As discussed in Sec. VI although the values of $\delta m_0$ are larger than the final estimates of the systematic uncertainty for $\Delta m_0$, they are required for an unbiased result from fits to the validation signal MC samples. The systematic uncertainty associated with $\delta m_0$ is implicitly included when we vary the resolution shape, as discussed in Sec. VI. The parameter values, covariance matrix, and correlation matrix are present for each decay mode in the Appendix in Tables VII - XI.
FIG. 7. (color online) Binned maximum likelihood fit to the $\Delta m$ resolution distribution of MC samples for both $D^0$ decay modes. The interval size is 50 keV, and the high mass tails are dominated by low statistics. Normalized residuals are defined as $(N_{\text{observed}} - N_{\text{predicted}})/\sqrt{N_{\text{predicted}}}$. The shapes in the distribution of the normalized residuals are from dominance by Poisson statistics. In the peak region the total PDF is visually indistinguishable from the Gaussian component of the resolution function.

FIG. 8. (color online) The results of the fits to data for each $D^0$ decay mode. The fitted parameter values are summarized in Table II. The solid curve is the sum of the signal (dashed curve) and background (dotted curve) PDFs. The total PDF and signal component are visually indistinguishable in the peak region.

B. Fit Results

The parameters of the resolution function found in the previous step are used to create a convolved RBW PDF. In the fit to data, $S_{NG}$ has a fixed shape and relative fraction, and is not convolved with the RBW. The rel-
ative contribution of \( S_{NC} \) is small and the results from the fits to the validation signal MC samples are unbiased without convolving this term. We fit the data using the function,

\[
P(\Delta m; \epsilon, \Gamma, \Delta m_0, c) = \frac{f_S S(\Delta m; \epsilon, \Gamma, \Delta m_0) + (1 - f_S) B(\Delta m; c)}{\int S(\Delta m) d(\Delta m)} \]

where \( f_S \) is the fraction of signal events, \( S \) is the signal function

\[
S(\Delta m) = RBW \otimes (1 - f_{NG}^{MC}) \left[ f_1^{MC} G(\Delta m; \mu_1^{MC} - \Delta m_0^{MC}, \sigma_1^{MC} (1 + \epsilon)) + f_2^{MC} G(\Delta m; \mu_2^{MC} - \Delta m_0^{MC}, \sigma_2^{MC} (1 + \epsilon)) + (1 - f_1^{MC} - f_2^{MC}) G(\Delta m; \mu_3^{MC} - \Delta m_0^{MC}, \sigma_3^{MC} (1 + \epsilon)) \right] + f_{NG} S_{NG}(\Delta m; q^{MC}, \alpha^{MC}),
\]

and \( B \) is the background function

\[
B(\Delta m) = \Delta m \sqrt{u} e^{-u},
\]

where, again, \( u \equiv (\Delta m/\Delta m_{\text{thres}})^2 - 1 \). The nominal RBW function has a pole position located at \( m = \Delta m_0 + m(D^0) \) and natural line width \( \Gamma \). The Gaussian resolution functions convolved with the RBW have centers offset from zero by small amounts determined from MC, \( \mu - \Delta m_0^{MC} \) (see Table VII in the Appendix). The widths determined from MC, \( \sigma^{MC} \), are scaled by \((1 + \epsilon)\) where \( \epsilon \) is a common, empirically determined constant which accounts for possible differences between resolutions in data and simulation. As indicated in Eq. (7), the parameters allowed to vary in the fit to data are the scale factor \((1 + \epsilon)\), the width \( \Gamma \), pole position \( \Delta m_0 \) and background shape parameter \( c \). The validation of the fit procedure is discussed in Sec. VI C.

Figure 8 shows the fits to data for both \( D^0 \) decay modes. The total PDF is shown as the solid curve, the convolved RBW-Gaussian signal as the dashed curve, and the threshold background as the dotted curve. The normalized residuals show the good agreement between the data and the model. Table II summarizes the results of the fits to data for the two modes. The correlation and covariance matrices for each mode are presented in Tables XIX - XXI in the Appendix. The tails of the RBW are much longer than the almost Gaussian resolution function. The resolution functions determined from the fits to MC drop by factors of more than 1000 near \( \Delta m \approx 147 \text{ MeV} \) with respect to the peak. At \( \Delta m = 148 \text{ MeV} \) the resolution functions have dropped by another factor of 10 and are dominated by the \( S_{NG} \) component. The resolution functions used in fitting the data allow the triple-Gaussian part of the resolution function to scale by \((1 + \epsilon)\), but the events observed above 148 MeV are predominantly signal events from the RBW tails and background. The signal from a zero-width RBW would approach 3 events per bin (see Fig. 4). The observed signal levels are of order 30 events per bin (see Fig. 9). Table II also shows the fitted \( S/B \) at the peak and in the \( \Delta m \) tail on the high side of the peak. The long non-Gaussian tail of the RBW is required for the model to fit the data so well.

As the observed FWHM values from the resolution functions are greater than the intrinsic line width, the observed widths of the central peaks determine the values of \( \epsilon \). The scale factor, \((1 + \epsilon)\), allows the resolution functions to expand as necessary to describe the distribution in real data. As one naively expects, the fitted values of the scale factor are strongly anti-correlated with the values for \( \Gamma \) (the typical correlation coefficient is -0.85).

### Table II. Summary of the results from the fits to data for the \( D^0 \) to \( K^+ \pi^- \) and \( D^0 \) to \( K^- \pi^+ \pi^- \) channels (statistical uncertainties only); \( S/B \) is the ratio of the convolved signal PDF to the background PDF at the given value of \( \Delta m \), and \( \nu \) is the number of degrees of freedom.

| Parameter | \( D^0 \) to \( K^+ \pi^- \) | \( D^0 \) to \( K^- \pi^+ \pi^- \) |
|-----------|----------------|----------------|
| Number of signal events | 138.536 ± 383 | 174.297 ± 434 |
| \( \Gamma \) (keV) | 83.3 ± 1.7 | 83.2 ± 1.5 |
| Scale factor, \((1 + \epsilon)\) | 1.06 ± 0.01 | 1.08 ± 0.01 |
| \( \Delta m_0 \) (keV) | 145.425 ± 0.6 | 145.426 ± 0.5 |
| Background shape, \( c \) | -1.97 ± 0.28 | -2.82 ± 0.13 |
| \( S/B \) at peak \( (\Delta m = 0.14542 \text{ GeV}) \) | 2700 | 1130 |
| \( S/B \) at tail \( (\Delta m = 0.1554 \text{ GeV}) \) | 0.8 | 0.3 |
| \( \chi^2/\nu \) | 574/535 | 556/535 |

### VI. SYSTEMATIC UNCERTAINTIES

We estimate systematic uncertainties associated with instrumental effects by looking for large variations of results in disjoint subsets. The systematic uncertainties associated with our fit procedure are estimated using a variety of techniques. These methods are summarized in the following paragraphs and then discussed in detail.

To estimate systematic uncertainties from instrumental effects, we divide the data into disjoint subsets corresponding to intervals of laboratory momentum, \( p \), of the \( D^{*+} \), azimuthal angle, \( \phi \), of the \( D^+ \) in the laboratory frame, and reconstructed \( D^0 \) mass. In each of these variables we search for variations greater than those expected from statistical fluctuations.

After the corrections to the material model and magnetic field, the laboratory momentum dependence of the RBW pole position is all but eliminated. We find that \( \Gamma \) does not display an azimuthal dependence, however
To estimate the uncertainty in the Blatt-Weisskopf factor, we change the background shape near threshold for the end point for the fit estimates a systematic uncertainty of the resolution shape. Changoing the end point for the fit estimates a systematic uncertainty according to the covariance matrix reported by the fit to estimate the parameters of the resolution function in Eq. (4) according to the procedure are investigated in detail. We vary the sum of magnetic field and material model 0.29 0.18 0.98 0.75 0.81 0.9 9 and Blatt-Weisskopf radius 0.04 0.04 0.99 0.00 0.00 1.00. Variation of resolution shape parameters 0.41 0.37 0.00 0.17 0.16 0.00 and ∆m fit range 0.83 0.38 -0.42 0.08 0.04 0.35. Background shape near threshold 0.10 0.33 1.00 0.00 0.00 0.00 and interval width for fit 0.00 0.05 0.99 0.00 0.00 0.00. Bias from validation 0.00 1.50 0.00 0.00 0.00 0.00 and radiative effects 0.25 0.11 0.00 0.00 0.00 0.00.

**Table III.** Summary of systematic uncertainties with correlation, ρ, between the $D^0 \to K^-\pi^+$ and $D^0 \to K^-\pi^+\pi^-\pi^+$ modes. The $K^-\pi^+$ and $K^-\pi^+\pi^-\pi^+$ invariant masses are denoted by $m(D_{\text{reco}}^0)$. The methods used to calculate or define the correlations are described in Sec. VII. The total systematic uncertainties are calculated according to the procedure defined in Sec. VII.

| Source                                | $\sigma_{\text{sys}}(\Gamma)$ [keV] | $\rho$ | $\sigma_{\text{sys}}(\Delta m_0)$ [keV] | $\rho$ |
|---------------------------------------|--------------------------------------|--------|----------------------------------------|--------|
| Disjoint ρ variation                  | 0.88 0.98 0.47 0.16 0.11 0.28         |        |
| Disjoint $m(D_{\text{reco}}^0)$ variation | 0.00 1.53 0.56 0.00 0.00 0.22         |        |
| Disjoint azimuthal variation          | 0.62 0.92 -0.04 1.50 1.68 0.84        |        |
| Magnetic field and material model     | 0.29 0.18 0.98 0.75 0.81 0.99         |        |
| Blatt-Weisskopf radius                | 0.04 0.04 0.99 0.00 0.00 1.00         |        |
| Variation of resolution shape parameters | 0.41 0.37 0.00 0.17 0.16 0.00         |        |
| ∆m fit range                          | 0.83 0.38 -0.42 0.08 0.04 0.35        |        |
| Background shape near threshold       | 0.10 0.33 1.00 0.00 0.00 0.00         |        |
| Interval width for fit                | 0.00 0.05 0.99 0.00 0.00 0.00         |        |
| Bias from validation                  | 0.00 1.50 0.00 0.00 0.00 0.00         |        |
| Radiative effects                     | 0.25 0.11 0.00 0.00 0.00 0.00         |        |
| **Total**                             | 1.5 2.6 1.7 1.9                      |        |

$\Delta m_0$ does. Neither $\Gamma$ nor $\Delta m_0$ displays a clear systematic shape with reconstructed $D^0$ mass.

The uncertainties associated with the various parts of the fit procedure are investigated in detail. We vary the parameters of the resolution function in Eq. (4) according to the covariance matrix reported by the fit to estimate systematic uncertainty of the resolution shape. Changing the end point for the fit estimates a systematic uncertainty associated with the shape of the background function. We also change the background shape near threshold. To estimate the uncertainty in the Blatt-Weisskopf radius we model the $D^{**}$ as a point-like particle. We fit MC validation samples to estimate systematic uncertainties associated with possible biases. Finally, we estimate possible systematic uncertainties due to radiative effects. All of these uncertainties are estimated independently for the $D^0 \to K^-\pi^+$ and $D^0 \to K^-\pi^+\pi^-\pi^+$ modes, and are summarized in Table III.

### A. Systematics using disjoint subsets

We chose to carefully study laboratory momentum, reconstructed $D^0$ mass, and azimuthal angle $\phi$ in order to search for variations larger than those expected from statistical fluctuations. For each disjoint subset, we use the resolution function parameter values and $\Delta m_0$ offset determined from the corresponding MC subset.

If the fit results from the disjoint subsets are compatible with a constant value, in the sense that $\chi^2/\nu \leq 1$ where $\nu$ denotes the number of degrees of freedom, we assign no systematic uncertainty. However, if we find $\chi^2/\nu > 1$ and do not determine an underlying model which might be used to correct the data, we ascribe an uncertainty using a variation on the scale factor method used by the Particle Data Group (see the discussion of unconstrained averaging). The only sample which we do not fit to a constant is that for $\Delta m_0$ in intervals of azimuthal angle. We discuss below how we estimate the associated systematic uncertainty.

In our version of this procedure, we determine a factor that scales the statistical uncertainty to the total uncertainty. The remaining uncertainty is ascribed to unknown detector issues and is used as a measure of systematic uncertainty according to

$$\sigma_{\text{sys}} = \sigma_{\text{stat}} \sqrt{S^2 - 1}$$

where the scale factor is defined as $S^2 = \chi^2/\nu$. The $\chi^2$ statistic gives a measure of fluctuations, including those expected from statistics, and those from systematic effects. Once we remove the uncertainty expected from statistical fluctuations, we associate what remains with a possible systematic uncertainty.

We expect that $\chi^2/\nu$ will have an average value of unity if there are no systematic uncertainties that distinguish one subset from another. If systematic deviations from one subset to another exist, then we expect that $\chi^2/\nu$ will be greater than unity. Even if there are no systematic variations from one disjoint subset to another, $\chi^2/\nu$ will randomly fluctuate above 1 about half of the time. To be conservative, we assume that any observation of $\chi^2/\nu > 1$ originates from a systematic variation from one disjoint subset to another. This approach has two weaknesses. If used with a large number of subsets it could hide real systematic uncertainties. For example, if instead of 10 subsets we chose 1000 subsets, the larger statistical uncertainties wash out any real systematic variation. Also, if used with a large number of variables, about half the disjoint sets will have upward statistical fluctuations, even in the absence of any systematic variation. We have chosen to use only three disjoint sets of events, and have divided each into 10 subsets to mitigate the effects of such problems.
FIG. 9. (color online) The values of $\Gamma$ (left) and $\Delta m_0$ (right) obtained from fits to data divided into 10 disjoint subsets in laboratory momentum $p$ (top row), reconstructed $D^0$ mass (center row), and azimuthal angle (bottom row). The quantities $p$ and $\phi$ are defined by the $D^{*+}$ momentum. Each point represents an individual fit and each horizontal line is the nominal fit result (i.e. integrating over the variable). The correlation value of $\Gamma$ (or $\Delta m_0$) measured from the $D^0 \to K^- \pi^+$ and $D^0 \to K^- \pi^+ \pi^- \pi^+$ samples for each of the variables chosen is given above each plot. The widths from the nominal fits and the weighted average agree well and the corresponding lines are visually indistinguishable.
We choose the range for each subset to have approximately equal statistical sensitivity. In each subset of each variable we repeat the full fit procedure (determine the resolution function from MC and fit data floating $\epsilon$, $\Gamma$, $\Delta m_0$, and $c$). Figs. 9(a) and 9(b) show the fit results in subsets of laboratory momentum for $\Gamma$ and $\Delta m_0$, respectively. Neither $D^0$ mode displays a systematic pattern of variation; however, we assign small uncertainties for each channel using Eq. 9. Similarly, Figs. 9(c) and 9(d) show the results in ranges of reconstructed $D^0$ mass for $\Gamma$ and $\Delta m_0$. While neither mode displays an obvious systematic pattern of variation, the width for the $K^-\pi^+\pi^-\pi^+$ mode is assigned its largest uncertainty of 1.53 keV using Eq. 9.

Figures 9(e) and 9(f) show $\Gamma$ and $\Delta m_0$, respectively, in subsets of azimuthal angle. In this analysis we have observed sinusoidal variations in the mass values for $D^0 \rightarrow K^-\pi^+$, $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$, and $K^0_S \rightarrow \pi^+\pi^-$, so the clear sinusoidal variation of $\Delta m_0$ was anticipated. The important aspect for this analysis is that, for such deviations, the average value is unbiased by the variation in $\phi$. For example, the average value of the reconstructed $K^0_S$ mass separated into intervals of $\phi$ is consistent with the mass value integrating across the full range. The width plots do not display azimuthal dependencies, but each mode has $\chi^2/\nu > 1$ and is assigned a small systematic uncertainty using Eq. 9. The lack of sinusoidal variation of $\Gamma$ with respect to $\phi$ is notable because $\Delta m_0$ (which uses reconstructed $D$ masses) shows a clear sinusoidal variation. The results for the $D^0 \rightarrow K^-\pi^+$ and $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$ datasets are highly correlated, and shift together. The signs and phases of the variations of $\Delta m_0$ agree with those observed for $D^0 \rightarrow K^-\pi^+$, $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$, and $K^0_S \rightarrow \pi^+\pi^-$. We take half of the amplitude obtained from the sinusoidal fit shown on Fig. 9(f) as an estimate of the uncertainty. An extended investigation revealed that at least part of this dependence originates from small errors in the magnetic field from the map used in track reconstruction. There is some evidence that during the field mapping (see Ref. 14) the propeller arm on which the probes were mounted flexed, which mixed the radial and angular components of the magnetic field.

The FWHM values of the resolution functions vary by about 8% for each decay channel. For $D^0 \rightarrow K^-\pi^+$ the FWHM ranges from 275 keV to 325 keV for the 30 disjoint subsets studied. The FWHM of the $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$ resolution function ranges are 310 keV to 350 keV for the 30 disjoint subsets studied. Fig. 11 shows the values of the scale factor corresponding to the values of $\Gamma$ and $\Delta m_0$ shown in Fig. 9.

B. Additional systematics

We estimate the uncertainty associated with the correction parameters for the detector material model and magnetic field by examining the variation between the nominal parameter values and those obtained by tuning to the $m_{PDG} (K^0_S) \pm 1 \sigma_{PDG}$ mass values [18]. The width measured from the $D^0 \rightarrow K^-\pi^+$ mode fluctuates equally around the value from the fit using the nominal correction parameters. We take the larger of the differences and assign an uncertainty of 0.29 keV. The value of $\Delta m_0$ for this mode fluctuates asymmetrically around the nominal value and we assign an uncertainty of 0.75 keV. The width measured from the $D^0 \rightarrow K^-\pi^+\pi^-\pi^+$ fluctuates asymmetrically around the nominal value, and we use the larger difference to assign an uncertainty of 0.18 keV. The value of $\Delta m_0$ for this mode fluctuates symmetrically around the nominal value, and we assign an uncertainty of 0.81 keV.

We use the Blatt-Weisskopf radius $r = 1.6 \text{GeV}^{-1} (\sim 0.3 \text{fm})$ [12]. To estimate the systematic effect due to the choice of $r$ we refit the distributions treating the $D^0$ as a point-like particle $(r = 0)$. We see a small shift of $\Gamma$, that we take as the estimate of the uncertainty, and an effect on the RBW pole position that is a factor of 100 smaller than the fit uncertainty, that we neglect.

We determine the systematic uncertainty associated with the resolution function by refitting the data with variations of its parametrization. We take the covariance matrix from the fit to MC resolution samples for each mode (see Tables VIII and IX in the Appendix) and use it to generate 100 variations of these correlated Gaussian-distributed shape parameters. We use these generated values to refit the data, and take the root-mean-squared (RMS) deviation of the resulting fit values as a measure of systematic uncertainty. This process implicitly accounts for the uncertainty associated with the reconstruction offset.

Our choice of fit range in $\Delta m$ is somewhat arbitrary, so we study the effect of systematically varying its end point by repeating the fit procedure every 1 MeV from the nominal fit end point, $\Delta m = 0.1665 \text{GeV}$, down to $\Delta m = 0.1605 \text{GeV}$. Altering the end point of the fit changes the events associated with the RBW tails and those associated with the continuum background. Each step down allows the background to form a different shape, which effectively estimates an uncertainty in the background parametrization. Values below $\Delta m = 0.16 \text{GeV}$ are too close to the signal region to provide a reasonable choice of end point. There is no clear way to estimate the associated systematic uncertainty, so we take the largest deviation from the nominal fit as a conservative estimate.

The shape of the background function in Eq. 8 is nominally determined only by the parameter $c$ and the residuals in Figs. 8(a) and 8(b) show signs of curvature indicating possible systematic problems with the fits. Changing the end points over the range considered changes the values of $c$ substantially from $-1.97$ to $-3.57$, and some fits remove all hints of curvature in the residuals plot. We also examine the influence of the background parametrization near threshold by changing $\sqrt{s}$ in Eq. 5 to $u^{-0.45}$ and $u^{-0.55}$. The value of the fractional power controls the shape of the background be-
FIG. 10. (color online) The values of the scale factor \((1 + \epsilon)\) obtained from fits to data divided into 10 disjoint subsets in laboratory momentum \(p\), reconstructed \(D^0\) mass, and azimuthal angle. The quantities \(p\) and \(\phi\) are defined by the \(D^{*+}\) laboratory momentum. Each point represents an individual fit and each horizontal line is the nominal fit result (i.e. integrating over the variable).
between the signal peak and threshold. For example, at \( \Delta n = 0.142 \) GeV changing the power from 0.5 to 0.45 and 0.55 varies the background function by +18\% and -15\%, respectively. The RBW pole position is unaffected by changing the background description near threshold while \( \Gamma \) shifts symmetrically around its nominal values. We estimate the uncertainty due to the description of the background function near threshold by taking the average difference to the nominal result.

In the binned maximum likelihood fits we nominally choose an interval width of 50 keV. As a systematic check, the interval width was halved and the fits to the data were repeated. The measured \( \Gamma \) and \( \Delta m_0 \) values for both modes are identical except for the width measured in the \( D^0 \to K^-\pi^+\pi^-\pi^+ \) decay mode. We take the full difference as the systematic uncertainty for the choice of interval width.

C. Fit Validations

We generate signal MC with \( \Gamma = 88 \) keV and \( \Delta m_0 = 0.1454 \) GeV. The background is taken from a MC cocktail and paired with the signal in the same ratio as from the corresponding fits to data. Fits to both decay modes describe the validation samples well. The fit results are summarized in Table IV. We observe a small bias in the fitted width for the \( D^0 \to K^-\pi^+\pi^-\pi^+ \) mode. We take the full difference between the fitted and generated value of the width and assign a 1.5 keV error.

We also investigated the uncertainty due to radiative effects by examining the subset of these events generated without PHOTOS. The values of the RBW pole are identical between the fits to the total validation signal MC sample and the subsets, so we do not assign a systematic uncertainty to the poles for radiative effects. The widths measured in each mode show a small difference to the results from the nominal validation sample. We take half of this difference as a conservative estimate of the systematic uncertainty associated with radiative effects.

| Fit value | Generated | \( D^0 \to K\pi \) | \( D^0 \to K\pi\pi\) |
|-----------|-----------|----------------|----------------|
| \( \Gamma \) [keV] | 88.0 | 88.5 ± 0.8 | 89.5 ± 0.6 |
| scale factor, \( 1 + \epsilon \) | 1.0 | 1.003 ± 0.004 | 1.000 ± 0.001 |
| \( \Delta m_0 \) [keV] | 145400.0 | 145399.7 ± 0.4 | 145399.2 ± 0.4 |
| \( \chi^2/\nu \) | – | 613/540 | 770/540 |

D. Determining correlations

The fourth and seventh columns in Table IV list the correlations between the \( D^0 \to K^-\pi^+ \) and \( D^0 \to K^-\pi^+\pi^-\pi^+ \) systematic uncertainties. These correlations are required to use information from both measurements to compute the average. The correlations in laboratory momentum, reconstructed \( D^0 \) mass, and azimuthal angle disjoint subsets are calculated by finding the correlation between the 10 subsets of \( D^0 \to K^-\pi^+ \) and \( D^0 \to K^-\pi^+\pi^-\pi^+ \) for each of the variables. In a similar way we can construct datasets using the sets of correction parameters for magnetic field, detector material model, and the \( \Delta m \) fit range. We assume no correlation for the resolution shape parameters and the validation shifts, which are based on the individual reconstructions. Our studies show that the values chosen for the Blatt-Weisskopf radius and interval width affect each mode identically, so we assume that they are completely correlated.

E. Consistency checks

In addition to the investigations into the sources of systematic uncertainty, we also perform a number of consistency checks. These checks are not used to assess systematics, nor are they included in the final measurements, but serve to reassure us that the experimental approach and fitting technique behave in reasonable ways. First, we lower the \( p^\ast \) cut from 3.6 GeV to 2.4 GeV. This allows in more background and tracks with poorer resolution, but the statistics increase by a factor of three. Correspondingly, the signal-to-background ratios measured at the peak and in the tails decrease by approximately a factor of three. The fit results for this larger dataset are consistent with the nominal fit results. The second consistency check widens the reconstructed \( D^0 \) mass window from 10 MeV to 30 MeV. Again, this increases the number of background events and improves statistical precision with central values that overlap with the nominal fit results. Finally, we fix the scale factor in the fit to data to report statistical uncertainties on \( \Gamma \) similar to those in the measurement by CLEO. Our reported “statistical” uncertainties on \( \Gamma \) are from a fit in which \( \epsilon \) floats. As expected, there is a strong negative correlation between \( \epsilon \) and \( \Gamma \) with \( \rho (\Gamma, \epsilon) \approx -0.85 \). If less of the spread in the data is allotted to the resolution function then it must be allotted to the RBW width \( \Gamma \). We refit the \( D^0 \to K^-\pi^+ \) and \( D^0 \to K^-\pi^+\pi^-\pi^+ \) samples fixing \( \epsilon \) to the value from the fit where it was allowed to float. This effectively maintains the same global minimum while decoupling the uncertainty in \( \Gamma \) from \( \epsilon \). The statistical uncertainty on the width decreases from 1.7 keV to 0.9 keV for the \( D^0 \to K^-\pi^+ \) decay mode and from 1.5 keV to 0.8 keV for the \( D^0 \to K^-\pi^+\pi^-\pi^+ \) decay mode.
VII. COMBINING RESULTS

Using the correlations shown in Table III and the formalism briefly outlined below, we determine the values

for the combined measurement. For each quantity, \( \Gamma \) and \( \Delta m_0 \), we have a measurement from the \( D^0 \to K^- \pi^+ \) and \( D^0 \to K^- \pi^+ \pi^- \pi^+ \) modes. So, we start with a 2 \( \times \) 2 covariance matrix

\[
V = \begin{pmatrix}
\sigma_{K\pi}^2 & \text{cov}(K\pi, K\pi\piπ) \\
\text{cov}(K\pi, K\pi\piπ) & \sigma_{K\pi\pi\pi}^2
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\sigma_{K\pi,\text{stat}}^2 + \sigma_{K\pi,\text{sys}}^2 & \sum_i \rho_i \sigma_{K\pi,i} \sigma_{K\pi\pi\pi,i} \\
\sum_i \rho_i \sigma_{K\pi,i} \sigma_{K\pi\pi\pi,i} & \sigma_{K\pi\pi\pi,\text{stat}}^2 + \sigma_{K\pi\pi\pi,\text{sys}}^2
\end{pmatrix}
\]

(10)

where \( i \) is an index which runs over the sources of systematic uncertainty. In the final step we expand the notation to explicitly show that the diagonal entries incorporate the full systematic uncertainty and that the statistical uncertainty for the individual measurements plays a part in determining the weights. The covariance matrices are calculated using Table III and the individual measurements. From the covariance matrix we extract the weights, \( w_i \), for the best estimator of the mean and variance using

\[
w_i = \sum_k V_{ik}^{-1} / \sum_{jk} V_{jk}^{-1}:
\]

\[
w_{\Gamma} = \begin{pmatrix}
w_{K\pi} \\
w_{K\pi\pi\pi}
\end{pmatrix} = \begin{pmatrix}
0.650 \\
0.350
\end{pmatrix}
\]

(11)

\[
w_{\Delta m_0} = \begin{pmatrix}
w_{K\pi} \\
w_{K\pi\pi\pi}
\end{pmatrix} = \begin{pmatrix}
0.672 \\
0.328
\end{pmatrix}
\]

(12)

The weights show that the combined measurement is dominated by the cleaner \( D^0 \to K^- \pi^+ \) mode. The total uncertainty can be expressed as

\[
\sigma^2 = \sum_{i=1,2} \left( w_i \sigma_{\text{stat},i} \right)^2 + \sum_{i=1,2} \left( w_i \sigma_{\text{sys},i} \right)^2 + 2w_1 w_2 \sum_{j=1,11} \rho_j \sigma_{\text{sys},j} \sigma_{\text{sys},j}.
\]

(13)

The statistical contribution is the first term and is simply calculated using the individual measurements and the weights. The remaining two terms represent the systematic uncertainty, which is simply the remainder of the total uncertainty after the statistical contribution has been subtracted. The weighted results are \( \Gamma = (83.3 \pm 1.2 \pm 1.4) \text{ keV} \) and \( \Delta m_0 = (145 425.9 \pm 0.4 \pm 1.7) \text{ keV} \).

VIII. SUMMARY AND CONCLUSIONS

We have measured the pole mass and the width of the \( D^{*+} \) meson with unprecedented precision, analyzing a high-purity sample of continuum-produced \( D^{*+} \) in \( e^+e^- \) collisions at approximately 10.6 GeV, equivalent to approximately 477 fb\(^{-1}\), collected by the BABAR detector. The results for the two independent \( D^0 \) decay modes agree with each other well. The dominant systematic uncertainty on the RBW pole position comes from the azimuthal variation. For the decay mode \( D^0 \to K^- \pi^+ \) we obtain \( \Gamma = (83.4 \pm 1.7 \pm 1.5) \text{ keV} \) and \( \Delta m_0 = (145 425.6 \pm 0.6 \pm 1.7) \text{ keV} \) while for the decay mode \( D^0 \to K^- \pi^+ \pi^- \pi^+ \) we obtain \( \Gamma = (83.2 \pm 1.5 \pm 2.6) \text{ keV} \) and \( \Delta m_0 = (145 426.6 \pm 0.5 \pm 1.9) \text{ keV} \).

Accounting for correlations, we obtain the combined measurement values \( \Gamma = (83.3 \pm 1.2 \pm 1.4) \text{ keV} \) and \( \Delta m_0 = (145 425.9 \pm 0.4 \pm 1.7) \text{ keV} \).

The experimental value of \( g_{D^*D\pi} \) is calculated using the relationship between the width and the coupling constant,

\[
\Gamma = \Gamma (D^0\pi^+) + \Gamma (D^+\pi^0) + \Gamma (D^+\gamma) \approx \Gamma (D^0\pi^+) + \Gamma (D^+\pi^0)
\]

(14)

\[
\approx g^2_{D^*D\pi\pi^+} p_{\pi^+}^3 + g^2_{D^*D\pi\pi^0} p_{\pi^0}^3 24\pi m_{D^*+}^2
\]

(15)

where we have again ignored the electromagnetic contribution. The strong couplings can be related through isospin by

\[
\hat{g} = g_{D^*D\rho\pi^+} + f_1/2\sqrt{m_{D^*+}m_{D^{**}}}
\]

(16)

Using \( \Gamma \) and the mass values from Ref. [15] we determine the experimental coupling \( \hat{g} = 16.92 \pm 0.13 \pm 0.14 \). The universal coupling is directly related to the strong coupling by

\[
\hat{g} = g_{D^*D\rho\pi^+} + f_1/2\sqrt{m_{D^*+}m_{D^{**}}}
\]

(17)

where \( f_1 \) is chosen to match a common choice when using chiral perturbation theory, as in Refs. [8, 21]. With this relation and \( f_1 = 130.41 \text{ MeV} \), we find \( \hat{g} = 0.570 \pm 0.004 \pm 0.005 \).

The paper by Di Pierro and Eichten [22] quotes results in terms of a ratio, \( R = \Gamma / \hat{g}^2 \), which involves the width of the particular state and provides a straightforward method for calculating the corresponding value of the universal coupling constant within their model. The coupling constant should then take the same value for the selected \( D^{(*)} \) decay channels listed in Table V which shows the values of the ratio \( R \) extracted from the model and the experimental values for \( \Gamma \), as they were in 2001.

TABLE V. Selected rows from Table 11 of Ref. [22]. State names correspond to the current PDG listings. The third column is the ratio, \( R = \Gamma / \hat{g}^2 \), extracted from the model in Ref. [22]. The values of \( \hat{g} \) were obtained from the data available in 2001.

| State | Width (\( \Gamma \)) | \( R \) (model) | \( \hat{g} \) |
|---|---|---|---|
| \( D^* (2010)^+ \) | 96 \( \pm 4 \pm 22 \text{ keV} \) | 143 \text{ keV} | 0.82 \pm 0.09 |
| \( D_1 (2420)^0 \) | 18.9 \( \pm 3 \pm 5 \text{ MeV} \) | 16 \text{ MeV} | 1.09 \pm 0.12 |
| \( D_2^* (2460)^0 \) | 23 \pm 5 \text{ MeV} | 38 \text{ MeV} | 0.77 \pm 0.08 |
TABLE VI. Updated coupling constant values using the latest width measurements. Ratio values are taken from Table V. Significant differences are seen among the coupling constants calculated using the updated width measurements.

| State  | Width (Γ) (keV) | \( R \) (model) | \( \hat{g} \) |
|--------|----------------|-----------------|-------------|
| \( D^* \) (2010) | 83.3 ± 1.2 ± 1.4 keV | 143 keV | 0.76 ± 0.01 |
| \( D_1 \) (2420) | 31.4 ± 0.5 ± 1.3 MeV | 16 MeV | 1.40 ± 0.03 |
| \( D_2 \) (2460) | 50.5 ± 0.6 ± 0.7 MeV | 38 MeV | 1.15 ± 0.01 |

At the time of publication, \( \hat{g} \) was consistent for all of the modes in Ref. \[22\]. In 2010, B\( \bar{A} \)Bar published much more precise results for the \( D_1 \) (2420) and \( D_2 \) (2460) \[23\]. Using those results, this measurement of \( \Gamma \) and the ratios from Table V we calculate new values for the coupling constant \( \hat{g} \). Table VI shows the updated results. We estimate the uncertainty on the coupling constant value assuming \( \sigma_\Gamma \ll \Gamma \). The updated widths reveal significant differences among the extracted values of \( \hat{g} \).

After completing this analysis, we became aware of Rosner’s 1985 prediction that the \( D^{++} \) natural line width should be \( 83.9 \) keV \[24\]. He calculated this assuming a single quark transition model to use P-wave \( K^* \rightarrow K\pi \) decays to predict P-wave \( D^* \rightarrow D\pi \) decay properties. Although he did not report an error estimate for this calculation in that work, his central value falls well within our experimental precision. Using the same procedure and current measurements, the prediction becomes \( (80.5 \pm 0.1) \) keV \[25\]. A new lattice gauge calculation yielding \( \Gamma(D^{++}) = (76 \pm 7^{+8}_{-10}) \) keV, has also been reported recently \[1\].

The order of magnitude increase in precision confirms the observed inconsistency between the measured \( D^{++} \) width and the chiral quark model calculation by Di Pierro and Eichten \[22\]. The precise measurements of the widths presented in Table VI provide solid anchor points for future calculations.
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TABLE VII. Summary of the results from the fits to the MC resolution sample for the $D^0 \to K^-\pi^+$ and $D^0 \to K^-\pi^+\pi^-\pi^+$ channels (statistical uncertainties only). Parameters are defined in Eqs. (4) and (5).

| Parameter | $D^0 \to K^-\pi^+$ | $D^0 \to K^-\pi^+\pi^-\pi^+$ |
|-----------|---------------------|-------------------------------|
| $f_{NG}$  | 0.00559 ± 0.00018   | 0.0054 ± 0.00016              |
| $\alpha$  | 1.327 ± 0.091       | 1.830 ± 0.092                 |
| $q$       | -23.04 ± 1.02       | -29.24 ± 1.07                 |
| $f_1$     | 0.640 ± 0.013       | 0.730 ± 0.008                 |
| $f_2$     | 0.01874 ± 0.00086   | 0.02090 ± 0.00069             |
| $\mu_1$ (keV) | 145402.36 ± 0.33  | 145402.84 ± 0.24              |
| $\mu_2$ (keV) | 145465.37 ± 9.39  | 145451.63 ± 7.83              |
| $\mu_3$ (keV) | 145404.58 ± 0.75  | 145399.07 ± 0.81              |
| $\sigma_1$ (keV) | 119.84 ± 0.84     | 112.73 ± 0.52                 |
| $\sigma_2$ (keV) | 722.89 ± 20.6    | 695.04 ± 15.75                |
| $\sigma_3$ (keV) | 212.31 ± 2.42     | 209.54 ± 2.41                 |

TABLE VIII. Covariance matrix for the parameters from the fit to $D^0 \to K^-\pi^+$ MC resolution sample. Parameters are defined in Eqs. (4) and (5). Symmetric elements are suppressed.

|          | $f_{NG}$ | $\alpha$ | $q$ | $f_1$ | $f_2$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ |
|----------|----------|----------|-----|-------|-------|---------|---------|---------|-----------|-----------|-----------|
| $f_{NG}$ | 3.263e-08| 0.002e-05| 8.311e-03|
| $\alpha$ | 1.002e-05| -1.139e-04| -8.914e-02|
| $q$      | -7.780e-07| -3.250e-04| 3.662e-03|
| $f_1$    | 5.671e-08| 2.336e-05| -2.627e-04|
| $f_2$    | 1.064e-13| -2.634e-11| -3.353e-12|
| $\mu_1$ | 9.350e-07| 2.255e-08| -1.913e-09|
| $\mu_2$ | 1.584e-07| 1.158e-09| -6.553e-11|
| $\mu_3$ | 4.775e-08| 4.775e-08| 1.144e-14|
| $\sigma_1$ | 2.196e-07| 2.102e-08| -3.980e-10|
| $\sigma_2$ | 1.973e-05| 1.584e-07| -1.306e-08|
| $\sigma_3$ | 4.247e-09| 1.173e-05| 1.584e-07|

TABLE IX. Parameter correlation coefficients for the parameters from the fit to $D^0 \to K^-\pi^+$ MC resolution sample. Parameters are defined in Eqs. (4) and (5). Symmetric elements are suppressed.

|          | $f_{NG}$ | $\alpha$ | $q$ | $f_1$ | $f_2$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ |
|----------|----------|----------|-----|-------|-------|---------|---------|---------|-----------|-----------|-----------|
| $f_{NG}$ | 1.000    | 0.608    | 1.000|
| $\alpha$ | -0.621   | -0.962   | 1.000|
| $q$      | -0.343   | -0.284   | 0.287| 1.000|
| $f_1$    | 0.414    | 0.338    | -0.340| -0.705| 1.000|
| $f_2$    | 0.002    | -0.001   | -0.001| 0.034   | 0.013   | 1.000|
| $\mu_1$ | -0.118   | -0.124   | 0.098| 0.192   | -0.268  | 0.097   | 1.000|
| $\mu_2$ | -0.075   | -0.057   | 0.063| 0.123   | -0.115  | -0.577  | 0.156   | 1.000|
| $\mu_3$ | -0.307   | -0.254   | 0.257| 0.958   | -0.624  | 0.036   | 0.170   | 0.113   | 1.000|
| $\sigma_1$ | -0.664   | -0.550   | 0.559| 0.611   | -0.834  | 0.002   | 0.231   | 0.122   | 0.543   | 1.000|
| $\sigma_2$ | -0.401   | -0.332   | 0.336| 0.966   | -0.799  | 0.031   | 0.220   | 0.127   | 0.892   | 0.705   | 1.000|
TABLE X. Covariance matrix for the parameters from the fit to $D^0 \to K^- \pi^+ \pi^- \pi^+$ MC resolution sample. Parameters are defined in Eqs. (4) and (5). Symmetric elements are suppressed.

| $f_{NG}$ | $\alpha$ | $q$ | $f_1$ | $f_2$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ |
|----------|----------|-----|-------|-------|---------|---------|---------|-----------|-----------|-----------|
| $f_{NG}$ | 2.746e-08 |     |       |       |         |         |         |            |            |            |
| $\alpha$ | 9.170e-06 | 8.565e-03 |     |       |         |         |         |            |            |            |
| $q$      | -1.076e-04 | -9.539e-02 | 1.149e+00 |     |         |         |         |            |            |            |
| $f_1$    | -3.981e-07 | -1.799e-04 | 2.071e-03 | 6.953e-05 |       |         |         |            |            |            |
| $f_2$    | 4.133e-08 | 1.829e-05 | -2.100e-04 | -3.847e-06 | 4.784e-07 |       |         |            |            |            |
| $\mu_1$  | 1.274e-12 | 5.343e-10 | -6.776e-09 | 1.097e-10 | 5.946e-12 | -1.394e-13 | 6.134e-11 |            |            |            |
| $\mu_2$  | -1.434e-10 | -7.936e-08 | 6.757e-07 | 1.332e-08 | -1.478e-09 | 1.399e-13 | 6.134e-11 |            |            |            |
| $\mu_3$  | -1.909e-13 | 2.382e-10 | 2.094e-09 | -6.916e-10 | 1.981e-11 | -1.394e-12 | 6.582e-13 |            |            |            |
| $\sigma_1$ | -2.191e-11 | -9.918e-09 | 1.142e-07 | 4.099e-09 | -2.061e-10 | -5.895e-15 | 7.264e-11 | -4.344e-14 | 7.272e-13 |            |
| $\sigma_2$ | -1.669e-09 | -7.535e-07 | 8.781e-06 | 1.142e-07 | 4.099e-09 | -2.061e-10 | 7.264e-11 | -4.344e-14 | 7.272e-13 |            |
| $\sigma_3$ | -1.428e-10 | -6.452e-08 | 7.441e-07 | 1.142e-07 | 4.099e-09 | -2.061e-10 | 7.264e-11 | -4.344e-14 | 7.272e-13 |            |

TABLE XI. Parameter correlation coefficients for the parameters from the fit to $D^0 \to K^- \pi^+ \pi^- \pi^+$ MC resolution sample. Parameters are defined in Eqs. (4) and (5). Symmetric elements are suppressed.

| $f_{NG}$ | $\alpha$ | $q$ | $f_1$ | $f_2$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ |
|----------|----------|-----|-------|-------|---------|---------|---------|-----------|-----------|-----------|
| $f_{NG}$ | 1.000    |     |       |       |         |         |         |            |            |            |
| $\alpha$ | 0.598    | 1.000 |     |       |         |         |         |            |            |            |
| $q$      | 0.906    | 0.962 | 1.000 |       |         |         |         |            |            |            |
| $f_1$    | -0.288   | -0.233 | 0.232 | 1.000 |         |         |         |            |            |            |
| $f_2$    | 0.361    | 0.286 | -0.283 | 0.667 | 1.000 |         |         |            |            |            |
| $\mu_1$  | 0.032    | 0.024 | -0.027 | -0.556 | 0.355 | 1.000 |         |            |            |            |
| $\mu_2$  | -0.110   | -0.109 | 0.080 | 0.204 | -0.273 | 0.075 | 1.000 |            |            |            |
| $\mu_3$  | -0.001   | 0.003 | 0.002 | -0.102 | 0.195 | 0.219 | 1.000 |            |            |            |
| $\sigma_1$ | -0.253   | -0.205 | 0.204 | 0.942 | -0.571 | -0.048 | 0.178 | -0.103 | 1.000 |           |
| $\sigma_2$ | -0.639   | -0.517 | 0.520 | -0.110 | 0.219 | -0.253 | 0.069 | 0.483 | 1.000 |           |
| $\sigma_3$ | -0.358   | -0.289 | 0.288 | 0.955 | -0.782 | -0.064 | 0.235 | -0.083 | 0.675 | 1.000 |

TABLE XII. Covariance matrix for the parameters from the fit to $D^0 \to K^- \pi^+$ data. Parameters are defined in Eqs. (7) and (8). Symmetric elements are suppressed.

| $\Delta m_0$ | $\epsilon$ | $N_{sig}$ | $N_{bkg}$ | $c$ | $\Gamma$ |
|--------------|------------|------------|------------|----|----------|
| $\Delta m_0$ | 3.181e-13  | 4.060e-10  | 4.909e-05  |    |          |
| $\epsilon$   | 3.782e-06  | 3.533e-01  | 1.199e+04  |    |          |
| $N_{sig}$    | 3.692e-06  | -3.488e-01 | -8.631e+03 | 1.470e+05 |          |
| $N_{bkg}$    | -6.288e-09 | -5.534e-04 | -1.711e+01 | 1.668e+01 | 7.936e-02 |
| $c$          | -1.017e-13 | -9.965e-09 | -1.084e-04 | 1.058e-04 | 1.779e-07 |
| $\Gamma$     | -2.920e-12 |            |            |    |          |

TABLE XIII. Parameter correlation coefficients for the parameters from the fit to $D^0 \to K^- \pi^+$ data. Parameters are defined in Eqs. (7) and (8). Symmetric elements are suppressed.

| $\Delta m_0$ | $\epsilon$ | $N_{sig}$ | $N_{bkg}$ | $c$ | $\Gamma$ |
|--------------|------------|------------|------------|----|----------|
| $\Delta m_0$ | 1.000      | 0.103      | 1.000      |    |          |
| $\epsilon$   | 0.061      | 0.461      | 1.000      |    |          |
| $N_{sig}$    | -0.017     | -0.128     | -0.206     | 1.000 |          |
| $N_{bkg}$    | -0.040     | -0.280     | -0.555     | 0.154 | 1.000    |
| $c$          | -0.106     | -0.832     | -0.579     | 0.161 | 0.370    | 1.000 |
TABLE XIV. Covariance matrix for the parameters from the fit to $D^0 \rightarrow K^- \pi^+ \pi^- \pi^+$ data. Parameters are defined in Eqs. (7) and (8). Note that $\Gamma$ and $\Delta m_0$ are measured in keV. Symmetric elements are suppressed.

|        | $\Delta m_0$ | $\epsilon$ | $N_{bkg}$ | $N_{sig}$ | $c$ | $\Gamma$ |
|--------|--------------|-------------|-----------|-----------|-----|-----------|
| $\Delta m_0$ | 2.206e-13    |             |           |           |     |           |
| $\epsilon$   | 2.586e-10    | 4.605e-05   |           |           |     |           |
| $N_{bkg}$    | 3.251e-06    | 4.233e-01   | 2.259e+04 |           |     |           |
| $N_{sig}$    | -3.208e-06   | -4.179e-01 | -1.313e+04| 1.874e+05 |     |           |
| $c$          | -1.742e-09   | -2.021e-04 | -8.226e+00| 8.095e+00 | 1.678e-02 |           |
| $\Gamma$     | -6.213e-14   | -8.633e-09 | -1.191e-04| 1.175e-04 | 6.072e-08 | 2.289e-12 |

TABLE XV. Parameter correlation coefficients for the parameters from the fit to $D^0 \rightarrow K^- \pi^+ \pi^- \pi^+$ data. Parameters are defined in Eqs. (7) and (8). Note that $\Gamma$ and $\Delta m_0$ are measured in keV. Symmetric elements are suppressed.

|        | $\Delta m_0$ | $\epsilon$ | $N_{bkg}$ | $N_{sig}$ | $c$ | $\Gamma$ |
|--------|--------------|-------------|-----------|-----------|-----|-----------|
| $\Delta m_0$ | 1.000       |             |           |           |     |           |
| $\epsilon$   | 0.081        | 1.000       |           |           |     |           |
| $N_{bkg}$    | 0.046        | 0.415       | 1.000     |           |     |           |
| $N_{sig}$    | -0.016       | -0.142      | -0.202    | 1.000     |     |           |
| $c$          | -0.029       | -0.230      | -0.422    | 0.144     | 1.000 |           |
| $\Gamma$     | -0.087       | -0.841      | -0.524    | 0.179     | 0.310 | 1.000     |