Sharp exponents and a Wiener type condition for boundary regularity of quasiminimizers
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1. Introduction

Let $\Omega \subset \mathbb{R}^n$ be a bounded open set and consider the Dirichlet problem of finding a $p$-harmonic function $u$, i.e. a solution of the $p$-Laplace equation

$$\Delta_p u := \text{div}(|\nabla u|^{p-2} \nabla u) = 0, \quad 1 < p < \infty,$$

in $\Omega$ with prescribed boundary values $f$. Even if the boundary data are continuous, it cannot be guaranteed in general that the solution attains its boundary values as limits

$$\lim_{\Omega \ni x \to x_0} u(x) = f(x_0)$$

at all boundary points $x_0 \in \partial \Omega$. If (1.1) holds for every continuous $f$ then $x_0$ is called regular.

The classical Wiener criterion asserts that the regularity of a boundary point $x_0 \in \partial \Omega$ is equivalent to

$$\int_0^1 \left( \frac{\text{cap}_p(B(x_0, \rho) \Delta \Omega, B(x_0, 2\rho))}{\rho^{n-p}} \right)^{1/(p-1)} d\rho = \infty$$

(1.2)

where cap$_p$ is the variational capacity and $B(x_0, \rho)$ denotes the ball with centre $x_0$ and radius $\rho$. The Wiener criterion was proved by Wiener [37] in 1924 in the linear case $p = 2$ (i.e. for harmonic functions). In the nonlinear case, for general $p > 1$, the sufficiency part was obtained by Maz’ya [33] in 1970 and it then took more than 20 years for the necessity part, due to Kilpeläinen–Malý [19], even though for $p = n$ it was obtained already by Lindqvist–Martio [20] in 1985. Note that at those times it was not even clear that the exponent should be $1/(p-1)$.

It is well known that $p$-harmonic functions are minimizers of the $p$-energy, i.e. that the above solution $u$ of the Dirichlet problem satisfies

$$\int_\Omega |\nabla u|^p \, dx \leq \int_\Omega |\nabla (u + \varphi)|^p \, dx$$

(1.3)
for all test functions \( \varphi \in C_0^\infty(\Omega) \). Solutions of more general equations, such as
\[
\text{div } A(x, \nabla u) = 0 \quad \text{with} \quad a_1|\xi|^p \leq A(x, \xi) : \xi \leq a_2|\xi|^p,
\]
do not satisfy (1.3) in this form but it can be verified that they are \textit{quasiminimizers}, namely that there is a constant \( Q \geq 1 \) such that
\[
\int_{\varphi \neq 0} |\nabla u|^p \, dx \leq Q \int_{\varphi \neq 0} |\nabla (u + \varphi)|^p \, dx.
\] (1.4)

Quasiminimizers were introduced by Giaquinta and Giusti [14], [15] as a tool for a unified treatment of variational integrals, elliptic equations and quasiregular mappings on \( \mathbb{R}^n \). They have since then been studied by various authors and it has turned out that they share many (though not all) properties with \( p \)-harmonic functions. In particular, De Giorgi’s method applies to quasiminimizers and shows that they are locally Hölder continuous [15]. The Harnack inequality for quasiminimizers was proved by DiBenedetto–Trudinger [13] and Malý [27], where also the strong maximum principle was obtained.

Tolksdorf [34] obtained a Caccioppoli inequality and a convexity result for quasiminimizers. Further regularity results in \( \mathbb{R}^n \) can be found in Latvala [25] and Kinnunen–Kotilainen–Latvala [20]. An obstacle problem for quasiminimizers was considered by Ivert [17]. Recently, it was discovered that quasiminimizers include solutions of even larger classes of equations, such as Ricatti equations, see Martio [30], [31].

Compared with the theory of \( p \)-harmonic functions there is no common differential equation for quasiminimizers to work with, only the variational inequality can be used. There is also no comparison principle nor uniqueness for the Dirichlet problem. On the other hand, quasiminimizers are more flexible than \( p \)-harmonic functions and are preserved by quasiregular mappings, as shown by Korte–Marola–Shanmugalingam [24]. Potential theory for quasiminimizers was developed in Kinnunen–Martio [22].

Unlike \( p \)-harmonic functions, which on \( \mathbb{R} \) reduce to linear functions, quasiminimizers also have a rich 1-dimensional theory, as seen in Martio–Sbordone [32], Judin [18], Martio [28], [29], Uppman [30], Björn–Björn [31] and Björn–Björn–Korte [6].

Boundary regularity for quasiminimizers was studied by Ziemer [38] in \( \mathbb{R}^n \) and by Björn [10] in metric spaces, where explicit pointwise estimates were also given. A weak Kellogg property and several other qualitative results about boundary regularity for quasiminimizers were obtained by A. Björn [1], [2] and [3]. It was also shown by A. Björn–Martio [9, Theorem 6.2] that regularity for quasiminimizers is a local property, i.e. that it only depends on the geometry of \( \Omega \) in a neighbourhood of \( x_0 \). For \( p \)-harmonic functions, this follows from the Wiener criterion, but for quasiminimizers the exact form of a Wiener type condition is not known and there is a substantial gap between the known sufficient and necessary conditions.

During the last 15 years, quasiminimizers have also been studied on metric measure spaces. Interior regularity and qualitative properties of quasiminimizers in metric spaces have been studied in [2], [3], [4], [5], [21], [22] and [23]. Various results on their boundary behaviour were obtained in [1], [3], [4], [9], [10] and [11].

In Ziemer [38] and Björn [10] it was shown that the divergence of certain integrals (or sums) similar to (1.2) is sufficient for boundary regularity. However, the integrand in those conditions is an exponential function decaying much faster than the power in the classical Wiener criterion (1.2). This makes it more difficult for the sums to diverge and the conditions are therefore much more restrictive. Nevertheless, they guarantee regularity e.g. if the complement of \( \Omega \) has a cork-screw or if \( \Omega \) is porous at \( x_0 \).

In a very recent preprint [25] DiBenedetto and Gianazza use weak Harnack inequalities near the boundary to obtain a sufficient condition of power-type with some exponent, depending only on \( p, Q \) and \( n \), which is traceable through their
calculations.

In this paper we obtain a sufficient condition for boundary regularity of quasi-minimizers, which is more similar to the Wiener criterion and whose exponent is explicit and independent of \( n \). More precisely, we prove the following result.

**Theorem 1.1.** Let \( \Omega \subset \mathbb{R}^n \) be bounded and open, \( x_0 \in \partial \Omega \) and \( Q > 1 \). Assume that for some \( \varepsilon > 0 \) the Wiener type sum

\[
\sum_{j=0}^{\infty} \left( \frac{\text{cap}_p(B(x_0,2^{-j-1}) \setminus \Omega,B(x_0,2^{-j}))}{2^{-j(n-p)}} \right)^{\frac{\sigma}{p-1}+\varepsilon} = \infty,
\]

where \( \sigma \geq 1 \) is the unique solution in \([1,\infty)\) of the equation

\[
Q = \frac{\sigma^p}{1 + p(\sigma - 1)}.
\]

Then \( x_0 \) is a regular boundary point for \( Q \)-quasiminimizers.

Note that \( \sigma \to 1 \) as \( Q \to 1 \). We also remark that the question of regularity is only interesting for \( p \leq n \), since for \( p > n \) every point is regular (because of Sobolev embeddings) and the Wiener type sum always diverges.

It is clear that the sum in (1.5) can equivalently be replaced by an integral. Since \( \sigma \) satisfies the estimate \( Q^{1/(p-1)} \leq \sigma < (pQ)^{1/(p-1)} \), our result in particular means that the explicit condition

\[
\int_0^1 \left( \frac{\text{cap}_p(B(x_0,\rho) \setminus \Omega,B(x_0,2\rho))}{\rho^{n-p}} \right)^{\frac{\sigma Q^{1/(p-1)}-1}{p-1}} d\rho = \infty
\]

guarantees the boundary regularity of \( x_0 \) for \( Q \)-quasiminimizers in \( \Omega \). Note however that, unlike \( \sigma/(p-1) + \varepsilon \) in (1.5), the exponent \( (pQ)^{1/(p-1)}/(p-1) \) does not have the correct asymptotics as \( Q \to 1 \). We also show that in some sense the exponent \( \sigma/(p-1) + \varepsilon \) is sharp, possibly up to \( \varepsilon \).

Our proof is based on the capacitary estimates for quasiminimizing potentials from Martio [29]. Other important tools will be the obstacle problem and a pasting lemma from A. Björn–Martio [9]. It also uses the explicit examples of power-type quasiminimizers from Judin [13], Martio [28] and Björn–Björn [5], as well as the optimal quasiminimizing constants \( Q \) for the powers \( |x|^\alpha \) in one and several dimensions, obtained therein. As a byproduct of our investigations, we also show that there is a one-to-one correspondence between the powers \( |x|^\alpha \) associated with \( Q \) and \( p \) and those associated with the “dual” constants \( Q^{1/(p-1)} \) and \( p/(p-1) \).

The outline of the paper is as follows. In Section 2 we recall some definitions and properties of quasiminimizers. Theorem 1.1 is proved in the subsequent sections. First, we prove a preliminary version in Section 3 which simplify to the above form in Section 4. Finally, Section 5 is devoted to demonstrating the sharpness of the obtained exponent.
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2. Preliminaries and auxiliary results

Throughout the rest of the paper we assume that \( \Omega \subset \mathbb{R}^n \) is a bounded open set and that \( 1 < p \leq n \) and \( Q > 1 \) are fixed.
The following is one of several equivalent definitions of quasi(super/sub)minimizers, see A. Björn [2]. Recall that the Sobolev space $W^{1,p}(\Omega)$ consists of all $L^p$-functions in $\Omega$ with distributional gradients in $L^p$. The space $W^{1,p}_0(\Omega)$ is the subspace of $W^{1,p}(\Omega)$ with zero boundary values.

**Definition 2.1.** A function $u \in W^{1,p}_{\text{loc}}(\Omega)$ is a $Q$-quasiminimizer in $\Omega$ if (1.3) holds for all $\varphi \in W^{1,p}_0(\Omega)$. If $u \in W^{1,p}_{\text{loc}}(\Omega)$ and (1.4) holds for all nonnegative (nonpositive) $\varphi \in W^{1,p}_0(\Omega)$ then $u$ is a $Q$-quasisuper(sub)minimizer in $\Omega$.

It was shown already by Giaquinta–Giusti [15] that quasiminimizers (or rather their suitable representatives in $W^{1,p}_{\text{loc}}$) are locally Hölder continuous. Similarly, quasisuper(sub)minimizers can be shown to have lower (upper) semicontinuous representatives. We therefore throughout the paper consider only such representatives.

Quasiminimizers obey the maximum and minimum principles saying that for every bounded open set $\Omega' \subset \Omega$ with $\partial \Omega' \subset \Omega$,

$$\inf_{\Omega'} u = \inf_{\partial \Omega'} u \quad \text{and} \quad \sup_{\Omega'} u = \sup_{\partial \Omega'} u,$$

see [15]. On the other hand, by considering solutions of $\text{div} A(x, \nabla u) = 0$ with different but comparable $A$ it is easy to see that the comparison principle, which is otherwise a useful tool for $p$-harmonic functions, fails for quasiminimizers. In other words, it can happen for two quasiminimizers that $u_1 \leq u_2$ holds on $\partial \Omega$ but fails in $\Omega$.

One way of compensating for the lack of comparison principle for quasiminimizers, is to use pasting lemmas as in A. Björn–Martio [4]. The following pasting lemma for quasisuperminimizers is a special case of Theorem 4.1 in [9].

**Lemma 2.2.** Let $u \in W^{1,p}_{\text{loc}}(\Omega)$ be a $Q$-quasisuperminimizer in $\Omega \setminus F$, where $F \subset \Omega$ is relatively closed in $\Omega$. Assume that $u \leq 1$ in $\Omega \setminus F$ and $u = 1$ on $F$. Then $u$ is a $Q$-quasisuperminimizer in $\Omega$.

Here we use the refined Sobolev spaces as in Heinonen–Kilpeläinen–Martio [10], Section 4], i.e. we consider only the quasicontinuous representatives of Sobolev functions, which are well defined up to sets of $p$-capacity zero. This means that equalities such as $u = 1$ for Sobolev functions are regarded as holding up to sets of $p$-capacity zero. Recall that the Sobolev $p$-capacity for a compact set $K \subset \mathbb{R}^n$ defined as

$$C_p(K) = \inf_{\mathbb{R}^n} \int_{\mathbb{R}^n} (|\varphi|^p + |\nabla \varphi|^p) \, dx,$$

where the infimum is taken over all $\varphi \in C_0^\infty(\mathbb{R}^n)$ such that $\varphi \geq 1$ on $K$. We shall also use the variational capacity $\text{cap}_p$, which for a compact set $K \subset \Omega$ is defined as

$$\text{cap}_p(K, \Omega) = \inf_{\Omega} \int_{\Omega} |\nabla \varphi|^p \, dx,$$

where the infimum is taken over all $\varphi \in C_0^\infty(\Omega)$ such that $\varphi \geq 1$ on $K$.

A function $u \in W^{1,p}_0(\Omega)$ is a $Q$-quasiminimizing potential in $\Omega$ for a relatively closed set $F \subset \Omega$ if it is a $Q$-quasiminimizer in $\Omega \setminus F$ and $u = 1$ on $F$. It follows from the maximum principle that $0 \leq u \leq 1$. Lemma 2.2 implies that every quasiminimizing potential in $\Omega$ is a quasisuperminimizer and thus lower semicontinuous. It is also easily verified, and follows from Lemma 2.2 that truncations $\min\{u, k\}$ of quasisuperminimizers are quasisuperminimizers with the same constant $Q$ for every $k \in \mathbb{R}$.

Another useful tool for studying and constructing quasiminimizers is the upper obstacle problem as follows. We will only use it with Sobolev obstacle and boundary values. Given $f \in W^{1,p}(\Omega)$ and $\omega \in W^{1,p}_{\text{loc}}(\Omega)$ let

$$\tilde{K}_{\omega, f}(\Omega) = \{ v \in W^{1,p}(\Omega) : v - f \in W^{1,p}_0(\Omega) \text{ and } v \leq \omega \text{ in } \Omega \}.$$
If $\mathcal{K}_{\omega,f}(\Omega) \neq \emptyset$ then Theorem 3.12 in Heinonen–Kilpeläinen–Martio [16] implies that there exists a unique (in the Sobolev sense) $u \in \mathcal{K}_{\omega,f}(\Omega)$ such that

$$\int_\Omega |\nabla u|^p \, dx \leq \int_\Omega |\nabla v|^p \, dx \quad \text{for all} \quad v \in \mathcal{K}_{\omega,f}(\Omega).$$

We call $u$ the solution of the $\mathcal{K}_{\omega,f}(\Omega)$-obstacle problem with the upper obstacle $\omega$ and the boundary values $f$. We alert the reader that in the literature, such as [16], one usually considers the obstacle problem with a lower obstacle $\psi \leq u$, or possibly a double obstacle problem. For us, upper obstacles are more natural.

The following is essentially Lemma 6.3 in A. Björn–Martio [9], here formulated for the upper obstacle problem. See also Lemma 6.1 in Martio [29] for a similar formulation. Note that $\mathcal{K}_{\omega,f}(\Omega) \neq \emptyset$ if $(f - \omega)_+ \in W^{1,p}_0(\Omega)$.

**Lemma 2.3.** Let $f \in W^{1,p}(\Omega)$ and let $\omega$ be a $Q$-quasisuperminimizer in $\Omega$ such that $(f - \omega)_+ \in W^{1,p}_0(\Omega)$. Then the solution of the obstacle problem with the upper obstacle $\omega$ and the boundary data $f$ is a $Q$-quasiminimizer in $\Omega$.

We conclude this section by defining regular boundary points for quasiminimizers.

**Definition 2.4.** A point $x_0 \in \partial \Omega$ is a regular boundary point for $Q$-quasiminimizers if (1.1) holds for all $f \in C(\partial \Omega) \cap W^{1,p}(\Omega)$ and all $Q$-quasiminimizers $u$ with $u - f \in W^{1,p}_0(\Omega)$.

## 3. Wiener type estimates for quasiminimizers

In this section we prove a preliminary version of Theorem 1.1. It will be further improved in the next section. The following definition from Martio–Sbordone [32] plays an important role for the estimates: For $p, t > 1$, let $p_1(p, t)$ be the unique solution in $(p, \infty)$ of the equation

$$t^p x - p \left( \frac{x}{x - 1} \right)^p = 1. \quad (3.1)$$

The unique solubility follows from the monotonicity of the left-hand side (which is easily proved by differentiation) and the fact that its limits as $x \to p$ and $x \to \infty$ are 0 and $t^p > 1$.

The proof of Theorem 1.1 is based on the following result from Martio [29, Corollary 5.3]. (Note that by the minimum principle, $\inf_{2B} u = \inf_{\partial(2B)} u$.)

**Theorem 3.1.** Let $B = B(x_0, r) \subset \mathbb{R}^n$ and let $u$ be a $Q$-quasiminimizing potential of a compact set $K \subset B$ in $3B := B(x_0, 3r)$. Then

$$\inf_{2B} u \geq c \left( \frac{\text{cap}_p(K, 3B)}{r^{n-p}} \right)^{1/\delta}$$

where

$$\delta = p - \frac{s}{s - 1} > 0, \quad s \in \left( \frac{p}{p - 1}, p_1 \left( \frac{p}{p - 1}, Q^{1/p} \right) \right)$$

is arbitrary and $c > 0$ depends only on $n, p, Q$ and $\delta$.

An iteration of Theorem 3.1 now makes it possible to prove the following estimate.
**Theorem 3.2.** Let $x_0 \in \mathbb{R}^n$, $r > 0$ and $B_j = B(x_0, r_j)$, where $r_j = 3^{-j}r$, $j = 0, 1, \ldots$. Let $u$ be a $Q$-quasiminimizing potential for a compact set $K \subset \overline{B}_1$ in $B_0$. Then for all $k = 0, 1, \ldots$,

$$\inf_{B_{k+1}} u \geq 1 - \exp \left( -c \sum_{j=0}^{k} \left( \frac{\text{cap}_p(K \cap \overline{B}_{j+1}, B_j)}{r_j^{n-p}} \right)^{1/\delta} \right), \quad (3.2)$$

where $\delta$ and $c$ are as in Theorem 3.1.

**Remark 3.3.** Since $e^{-t}$ is essentially equal to $1 - t$ for small $t$, the above estimate can also be written as

$$\inf_{B_{k+1}} u \geq c' \sum_{j=0}^{k} \left( \frac{\text{cap}_p(K \cap \overline{B}_{j+1}, B_j)}{r_j^{n-p}} \right)^{1/\delta}.$$  

An opposite estimate from above, with the (nonoptimal) exponent $1/p$ instead of $1/\delta$ was proved in Björn [11, Theorem 3.6], with $c'$ depending on $n$, $p$ and $Q$.

**Proof of Theorem 3.2.** Let $m_1 = \inf_{B_1} u$. By Theorem 3.1 we have

$$m_1 \geq \inf_{2B_1} u \geq c \left( \frac{\text{cap}_p(K, B_0)}{r_0^{n-p}} \right)^{1/\delta}.$$  

As $1 + t \leq e^t$ for $t \in \mathbb{R}$, this implies

$$1 - m_1 \leq 1 - c \left( \frac{\text{cap}_p(K, B_0)}{r_0^{n-p}} \right)^{1/\delta} \leq \exp \left( -c \left( \frac{\text{cap}_p(K, B_0)}{r_0^{n-p}} \right)^{1/\delta} \right). \quad (3.3)$$

Next, let $D_1 = B_1 \setminus (K \cap \overline{B}_2)$ and let $f_1$ be a Lipschitz function in $B_0$ such that

$$f_1 = \begin{cases} 
  m_1 & \text{on } \partial B_1, \\
  1 & \text{on } \overline{B}_2.
\end{cases}$$

Let $u_1$ be the solution of the obstacle problem in $D_1$ with the upper obstacle $u$ and the boundary values $f_1$. By Lemma 2.2, $u_1$ is a $Q$-quasiminimizer in $D_1$ and Lemma 2.2 shows that $u_1$, when extended by 1 in $K \cap B_2$, is a $Q$-quasisuperminimizer in $B_1$.

Theorem 3.1 with $K$, $B(x_0, 3R)$ and $u$ replaced by $K \cap \overline{B}_2$, $B_1$ and $(u_1 - m_1)/(1 - m_1)$, respectively, shows that

$$m_2 := \inf_{B_2} u_1 \geq m_1 + c(1 - m_1) \left( \frac{\text{cap}_p(K \cap \overline{B}_2, B_1)}{r_1^{n-p}} \right)^{1/\delta},$$

and consequently,

$$1 - m_2 \leq (1 - m_1) \exp \left( -c \left( \frac{\text{cap}_p(K \cap \overline{B}_2, B_1)}{r_1^{n-p}} \right)^{1/\delta} \right).$$

We continue in this way, putting $D_j = B_j \setminus (K \cap \overline{B}_{j+1})$,

$$f_j = \begin{cases} 
  m_j & \text{on } \partial B_j, \\
  1 & \text{on } \overline{B}_{j+1},
\end{cases}$$

and letting $u_j$ be the solution of the obstacle problem in $D_j$ with the upper obstacle $u_{j-1}$ (which is a $Q$-quasisuperminimizer in $D_j$ by Lemma 2.2) and the boundary values $f_j$, $j = 2, 3, \ldots$. Another application of Theorem 3.1 implies that

$$m_{j+1} := \inf_{B_{j+1}} u_j \geq m_j + c(1 - m_j) \left( \frac{\text{cap}_p(K \cap \overline{B}_{j+1}, B_j)}{r_j^{n-p}} \right)^{1/\delta}, \quad j = 2, 3, \ldots,$$
and consequently,

\[ 1 - m_{j+1} \leq (1 - m_j) \exp\left(-c \left( \frac{\text{cap}_p(K \cap B_{j+1}, B_j)}{r_j^{n-p}} \right)^{1/\delta} \right). \]

Iterating this inequality and using (3.3) we obtain for \( k = 1, 2, \ldots, \)

\[ 1 - m_{k+1} \leq \exp\left(-c \sum_{j=0}^{k} \left( \frac{\text{cap}_p(K \cap B_{j+1}, B_j)}{r_j^{n-p}} \right)^{1/\delta} \right). \]

As \( u \geq u_1 \) in \( B_1 \) and \( u_j \geq u_{j+1} \) in \( B_{j+1}, j = 1, 2, \ldots, \) this finishes the proof. \( \square \)

**Theorem 3.4.** Let \( x_0 \in \partial \Omega, r > 0 \) and \( B_j = B(x_0, r_j), \) where \( r_j = 3^{-j}r, j = 0, 1, \ldots. \) Assume that for some (or equivalently for all) \( r > 0, \)

\[ \sum_{j=0}^{\infty} \left( \frac{\text{cap}_p(B_{j+1} \setminus \Omega, B_j)}{r_j^{n-p}} \right)^{1/\delta} = \infty, \] (3.4)

where \( \delta \) is as in Theorem 3.1. Then \( x_0 \) is a regular boundary point for \( Q \)-quasiminimizers.

**Proof.** Let \( f \in C(\partial \Omega) \cap W_0^{1,p}(\Omega) \) and \( u \) be a \( Q \)-quasiminimizer in \( \Omega \) such that \( u - f \in W_0^{1,p}(\Omega). \) We can without loss of generality assume that \( f \geq 0 \) and \( f(x_0) = 1. \) Let \( \varepsilon > 0 \) and find \( r > 0 \) such that \( f \geq 1 - \varepsilon \) in \( B_0 = B(x_0, r). \)

Let \( \bar{u} = \min\{u, 1 - \varepsilon\}. \) This is a \( Q \)-quasisuperminimizer in \( B_0 \setminus \Omega. \) Lemma 2.3 implies that \( \bar{u} \) is a \( Q \)-quasisuperminimizer in \( B_0 \) as well. Next let \( K = \overline{B_1 \setminus \Omega} \) and let \( u_0 \in W_0^{1,p}(B_0) \) be the solution of the obstacle problem in \( B_0 \setminus K \) with the upper obstacle \( \bar{u} \) and the boundary values 0 on \( \partial B_0 \) and \( 1 - \varepsilon \) on \( K. \) By Lemma 2.3, \( u_0 \) is a \( Q \)-quasiminimizer in \( B_0 \setminus K. \) Theorem 3.2 implies that for all \( k = 1, 2, \ldots, \)

\[ \inf_{B_{k+1}} u_0 \geq (1 - \varepsilon) \left( 1 - \exp\left(-c \sum_{j=0}^{k} \frac{\text{cap}_p(\bar{B}_{j+1} \setminus \Omega, B_j)}{r_j^{n-p}} \right)^{1/\delta} \right). \]

The assumption (3.4) then yields

\[ \liminf_{y \to x_0} u_0(y) \geq 1 - \varepsilon. \]

As \( \varepsilon > 0 \) was arbitrary and \( u \geq \bar{u} \geq u_0, \) we obtain

\[ \liminf_{y \to x_0} u(y) \geq 1 = f(x_0). \]

Applying the same argument to \( -f \) finishes the proof. \( \square \)

**Remark 3.5.** It is clear that the radii \( 3^{-j}r \) in Theorems 3.2 and 3.4 can equivalently be replaced by any other geometric sequence, such as \( 2^{-j} \) in (1.4), and that the sum can equivalently be replaced by an integral.

## 4. Simplifying the exponent in Theorem 3.4

In this section we shall investigate how the exponent \( 1/\delta \) in Theorems 3.1, 3.2, and 3.4 depends on \( Q \) and \( p. \) We will provide a rather explicit form for it. Recall that

\[ \delta = p - \frac{s}{s-1}, \quad \text{where} \quad s \in \left( \frac{p}{p-1}, p_1 \right) \]

is arbitrary and
\[ p_1 = p_1 \left( \frac{p}{p-1}, Q^{1/p} \right) > \frac{p}{p-1} \]

is the unique solution of the equation

\[ (Q^{1/p})^{p/(p-1)} \frac{x - \frac{p}{p-1}x}{x} \left( \frac{x}{x-1} \right)^{p/(p-1)} = 1, \]

see (3.1). Our aim is to express \( p_1 \) more explicitly in terms of \( Q \) and \( p \). This will be done in several steps. For this, the following identity will be crucial.

For \( p > 1 \) and \( \alpha > 1 - \frac{1}{p} \), let

\[ Q(\alpha, p) = \frac{\alpha^p}{1 + p(\alpha - 1)}. \quad (4.1) \]

The significance of (4.1) is given by the following theorem, which for \( n = 1 \) and \( p = 2 \) was obtained by Judin [18, Example 4.0.26 and Remark 4.0.28] and Martio [28], Section 5. For general \( p > n \) it is Theorem 6.1 in Björn–Björn [5]. Here we use it with \( n = 1 \).

**Theorem 4.1.** Let \( p > n \). Then \( |x|^\alpha \) is a quasiminimizer in \( B(0, 1) \setminus \{0\} \subset \mathbb{R}^n \) if and only if \( \alpha > 1 - n/p \) or \( \alpha = 0 \). Moreover, if \( \alpha > 1 - n/p \), then

\[ \left( \frac{p-1}{p-n} \right)^{p-1} \frac{\alpha^p}{n + p(\alpha - 1)} \]

is the best quasiminimizer constant for \( |x|^\alpha \).

In particular, if \( \alpha > 1 - 1/p \) then \( x^\alpha \) is a quasiminimizer in \( (0, 1) \) with the best quasiminimizer constant equal to \( Q(\alpha, p) \).

Note that, given \( Q > 1 \), there are exactly two exponents \( 1 - 1/p < \alpha < 1 < \bar{\alpha} \) such that \( Q = Q(\alpha, p) = Q(\bar{\alpha}, p) \). This is easily shown by differentiating (4.1) and noting that the derivative is negative for \( \alpha < 1 \) and positive for \( \alpha > 1 \), and that \( Q(\alpha, p) \to \infty \) as \( \alpha \to 1 - 1/p \) and as \( \alpha \to \infty \). For \( Q = 1 \) we have \( \alpha = \bar{\alpha} = 1 \). The following lemma is easily proved by direct calculation.

**Lemma 4.2.** Let \( \alpha \in (1 - 1/p, 1] \) and \( Q = Q(\alpha, p) \). Then \( p_1(p, Q^{1/p}) = 1/(1-\alpha) \).

Replacing \( p \) and \( Q \) in Lemma 4.2 by \( p' = p/(p-1) \) and \( Q' = Q^{1/(p-1)} \), respectively, we immediately obtain the following result, which will be useful when simplifying the exponent \( 1/\beta \) in the Wiener type condition. Note that \( Q^{1/p} = (Q')^{1/p'} \) and that \( x^\beta \) is a quasiminimizer of the \( p' \)-energy in \( (0, 1) \) if and only if \( \beta = 0 \) or \( \beta > 1/p \), by Theorem 3.4.

**Corollary 4.3.** Let \( \beta \in (1/p, 1] \) be such that

\[ Q^{1/(p-1)} = \frac{\beta^{p-1}}{1 + \frac{p}{p-1}(\beta - 1)}. \]

Then

\[ p_1 \left( \frac{p}{p-1}, Q^{1/p} \right) = \frac{1}{1-\beta}. \]

Thus, Theorem 3.4 can be reformulated in terms of the exponent \( \beta \) and this will be used to prove Theorem 4.1. To replace \( \beta \) by an exponent associated with \( Q \) and \( p \), rather than \( Q^{1/(p-1)} \) and \( p' \), we use the following result, which is also easily proved by direct calculation.
Lemma 4.4. For $p > 1$ and $\alpha > 1 - 1/p$, let $Q(\alpha, p)$ be as in (4.1) and 

$$\beta(\alpha) = \frac{\alpha}{1 + p(\alpha - 1)}.$$ 

Then $Q(\alpha, p)^{1/(p-1)} = Q(\beta(\alpha), p/(p-1))$.

Remark 4.5. Note that $\beta(\alpha) = 1$ if and only if $\alpha = 1$, and that 

$$\beta(\alpha) \rightarrow \begin{cases} \frac{1}{p} & \text{as } \alpha \rightarrow \infty, \\ \infty & \text{as } \alpha \rightarrow 1 - \frac{1}{p}. \end{cases}$$

Thus, Lemma 4.4 provides us with an explicit one-to-one correspondence between power-type quasiminimizers associated with $Q$ and $p$, as in (4.1), and those associated in the same way with $Q' = Q^{1/(p-1)}$ and $p' = p/(p - 1)$. Namely, if $1 - 1/p < \alpha \leq 1 \leq \bar{\alpha}$ correspond to $Q$ and $p$, and $1/p < \beta \leq 1 \leq \bar{\beta}$ correspond to $Q'$ and $p'$, then we have 

$$\beta = \frac{\bar{\alpha}}{1 + p(\bar{\alpha} - 1)} \quad \text{and} \quad \bar{\beta} = \frac{\alpha}{1 + p(\alpha - 1)},$$

and conversely, 

$$\alpha = \frac{\bar{\beta}}{1 + p'(\bar{\beta} - 1)} \quad \text{and} \quad \bar{\alpha} = \frac{\beta}{1 + p'(\beta - 1)}.$$ 

Note that $Q$, $p$ and $Q'$, $p'$ are dual in the sense that $p = p'/p'(p - 1)$ and $Q = (Q')^{1/(p-1)}$.

Proof of Theorem 1.1. Let $\beta$ be as in Corollary 4.3. By Theorem 3.4 and Corollary 4.3, the condition (3.4) is sufficient for regularity when 

$$\frac{p}{p - 1} < s < \frac{1}{1 - \beta},$$

which is equivalent to $1/\beta < s/(s - 1) < p$. This in turn means that 

$$0 < \delta = p - \frac{s}{s - 1} < p - \frac{1}{\beta} = \frac{p\beta - 1}{\beta},$$

and it follows that Theorem 3.4 is true for any exponent 

$$\frac{1}{\delta} > \frac{\beta}{p\beta - 1}.$$ 

Finally, by Lemma 4.4 we have 

$$\frac{\beta}{p\beta - 1} = \frac{\bar{\alpha}}{1 + p(\bar{\alpha} - 1)} = \frac{\bar{\alpha}}{1 + p(\bar{\alpha} - 1)} = \frac{\pi}{p - 1}.$$ 

which finishes the proof.

Remark 4.6. For $p = 2$ it is easy to determine $\alpha$ in terms of $Q = Q(\alpha, p)$, namely 

$$\alpha = (Q \pm \sqrt{Q^2 - Q}).$$

For general $p > 1$ this can be done numerically. However, noting that 

$$\bar{\alpha} \leq 1 + (\bar{\alpha} - 1) < p\bar{\alpha},$$
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we easily obtain the following estimate
\[ Q^{1/(p-1)} \leq \alpha < (pQ)^{1/(p-1)}. \]
This in particular shows that Theorems 1.1, 3.2 and 3.4 hold with the exponent
\[ \frac{1}{\delta} = \frac{(pQ)^{1/(p-1)}}{p-1}. \]
This is more explicit than \( 1/\delta = \alpha/(p-1) + \varepsilon \) but not sharp and the asymptotics as \( Q \to 1 \) is not correct.

5. Sharpness of the capacitary estimates

In this section we show that the exponent \( 1/\delta \) in Theorems 3.1 and 3.2 is sharp up to possibly the endpoint \( p = p_1 := p_1(\frac{p}{p-1}, Q^{1/p}) \) for \( s \).

For this, we shall use the following result from Björn–Björn [5, Theorem 5.1].

Note, however, that the exponent \( \alpha \) therein corresponds to \( -\gamma \) below and that, contrary to Theorem 4.1, here we consider \( 1 < p < n \) and negative powers \( |x|^{-\gamma} \).

**Theorem 5.1.** Let \( 1 < p < n \). Then \( |x|^{-\gamma} \) is a quasiminimizer in \( B(0,1) \setminus \{0\} \subset \mathbb{R}^n \) if and only if \( \gamma > \frac{n}{p} - 1 \) or \( \gamma = 0 \). Moreover, if \( \gamma > \frac{n}{p} - 1 \), then
\[ \left( \frac{p-1}{n-p} \right)^{p-1} \frac{\gamma^p}{p\gamma - (n-p)} \]
is the best quasiminimizer constant for \( |x|^{-\gamma} \).

**Example 5.2.** Let \( 1 < p < n \) and \( Q > 1 \) be fixed. Corollary 4.3 and (4.2) imply that
\[ p - p_1 = \frac{p-1}{\alpha}, \]
where \( p_1 = p_1(\frac{p}{p-1}, Q^{1/p}) \) is as in Corollary 4.3 and \( \alpha \geq 1 \) is the unique solution in \([1, \infty)\) of
\[ Q = \frac{\alpha^\gamma}{1 + p(\alpha - 1)}. \]
Let
\[ \gamma = \frac{\alpha(n-p)}{p-1}. \]
Then \( \gamma > n/p - 1 \) and Theorem 5.1 implies that \( |x|^{-\gamma} \) is a quasiminimizer in \( B(0,1) \setminus \{0\} \subset \mathbb{R}^n \) with the best quasiminimizer constant equal to
\[ \left( \frac{p-1}{n-p} \right)^{p-1} \frac{\gamma^p}{p\gamma - (n-p)} = \frac{\alpha^\gamma}{p\alpha - (\alpha - 1)} = Q. \]
For \( x \in B(0,1) \) and sufficiently small \( \varepsilon > 0 \) let
\[ u_\varepsilon(x) = \min \{ \varepsilon (|x|^{-\gamma} - 1), 1 \} \]
and \( E_\varepsilon = B(0, \rho_\varepsilon) \), where
\[ \rho_\varepsilon = \left( \frac{\varepsilon}{1 + \varepsilon} \right)^{1/\gamma}. \]
Then \( u_\varepsilon \) is a \( Q \)-quasiminimizing potential for \( E_\varepsilon \) in \( B(0,1) \). Example 2.12 in Heinonen–Kilpeläinen–Martio [10] shows that for \( r \geq 2\rho_\varepsilon \),
\[ \text{cap}(E_\varepsilon, B(0,r)) \simeq \rho_\varepsilon^{n-p} \simeq \varepsilon^{(n-p)/\gamma}, \]
where the comparison constants in $\simeq$ are independent of $\varepsilon$ and $r$. At the same time, for $B = B(0, \frac{1}{4})$ we have

$$\inf_{2B} u_\varepsilon = \varepsilon((\frac{3}{2})^\gamma - 1) < \varepsilon((\frac{3}{2})^\gamma.$$  

Thus, by comparing this with (5.2) and letting $\varepsilon \to 0$ it follows that Theorem 3.1 can only hold if

$$\delta = p - \frac{s}{s - 1} \leq \frac{n - p}{\gamma} = \frac{p - 1}{\alpha} = p - \frac{p_1}{p_1 - 1},$$  

(5.3)

i.e. for $s \leq p_1$.

In Theorem 3.2 let $k \geq 1$ be fixed but arbitrary. Then for $B_j = B(0, r_j)$ with $r_j = 3^{-(j+1)}$, $j = 0, 1, \ldots$, and $\varepsilon^{1/\gamma} \leq r_{k+1}$, the left-hand side in (3.2) is

$$\inf_{B_{k+1}} u_\varepsilon = \varepsilon(r_{k+1}^\gamma - 1) < \varepsilon r_{k+1}^\gamma,$$  

(5.4)

At the same time, (5.2) implies that the sum in the right-hand side of (3.2) is

$$\sum_{j=0}^{k} \left( \frac{\varepsilon(n-p)/\gamma}{r_j^{n-p}} \right)^{1/\delta} = \varepsilon^{(n-p)/\gamma} \sum_{j=0}^{k} (r_j^{p-n})^{1/\delta} \simeq \left( \frac{\varepsilon^{1/\gamma}}{r_k} \right)^{(n-p)/\delta},$$

and hence

$$\inf_{B_{k+1}} u \geq 1 - \exp \left( -c \sum_{j=0}^{k} \left( \frac{\text{cap}_p(K \cap \overline{B}_{j+1}, B_j)}{r_j^{n-p}} \right)^{1/\delta} \right)$$

$$\geq 1 - \left( 1 - c' \left( \frac{\varepsilon^{1/\gamma}}{r_k} \right)^{(n-p)/\delta} \right) = c' \left( \frac{\varepsilon^{1/\gamma}}{r_k} \right)^{(n-p)/\delta},$$

where $c'$ (as well as the comparison constants in $\simeq$) can be chosen independently of $\varepsilon$. Comparing this with (5.4) and letting $\varepsilon \to 0$ shows as in (5.3) that Theorem 3.2 can only hold for $s \leq p_1$.
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