Abstract. — We consider one-dimensional branching Brownian motion in which particles are absorbed at the origin. We assume that when a particle branches, the offspring distribution is supercritical, but the particles are given a critical drift towards the origin so that the process eventually goes extinct with probability one. We establish precise asymptotics for the probability that the process survives for a large time \( t \), building on previous results by Kesten (1978) and Berestycki, Berestycki, and Schweinsberg (2014). We also prove a Yaglom-type limit theorem for the behavior of the process conditioned to survive for an unusually long time, providing an essentially complete answer to a question first addressed by Kesten (1978). An important tool in the proofs of these results is the convergence of a certain observable to a continuous state branching process. Our proofs incorporate new ideas which might be of use in other branching models.
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Résumé. — Nous considérons un mouvement brownien branchant unidimensionnel dans lequel les particules sont absorbées à l’origine. Nous supposons que le branchement est surcritique, mais les particules reçoivent une dérive critique vers l’origine de sorte que le processus finit par s’étendre presque sûrement. Nous établissons des asymptotiques précises pour la probabilité que le processus survive pendant un grand temps \( t \), en nous appuyant sur les résultats précédents de Kesten (1978) et Berestycki, Berestycki et Schweinsberg (2014). Nous prouvons également un théorème limite de type Yaglom pour le comportement du processus conditionné pour survivre pendant un temps inhabituellement long, apportant ainsi une réponse essentiellement complète à une question soulevée par Kesten (1978). Un outil important dans les preuves de ces résultats est la convergence d’une certaine observable vers un processus de branchement à état continu. Nos preuves incorporent de nouvelles idées qui pourraient être utiles dans d’autres modèles de branchement.

1. Introduction and main results

We will consider one-dimensional branching Brownian motion with absorption, which evolves according to the following rules. At time zero, all particles are in \((0, \infty)\). Each particle independently moves according to one-dimensional Brownian motion with a drift of \(-\mu\). Particles are absorbed when they reach zero. Each particle independently branches at rate \(\beta\). When a branching event occurs, the particle dies and is replaced by a random number of offspring. We denote by \(p_k\) the probability that an individual has \(k\) offspring and assume that the numbers of offspring produced at different branching events are independent. We define \(m\) so that \(m+1 = \sum_{k=1}^{\infty} kp_k\) is the mean of the offspring distribution, and we assume \(m > 0\). We also assume that \(\sum_{k=1}^{\infty} k^2p_k < \infty\), so the offspring distribution has finite variance. Finally, we assume that \(\beta = 1/2m\), which by scaling arguments entails no real loss of generality because speeding up time by a factor of \(r\) while scaling space by a factor of \(1/\sqrt{r}\) multiplies the branching rate by \(r\) and the drift by \(\sqrt{r}\).

Kesten [Kes78] showed that if \(\mu < 1\), the process survives forever with positive probability, while if \(\mu \geq 1\), the process eventually goes extinct almost surely. In this paper, we will assume that \(\mu = 1\), so we are considering the case of critical drift. Our aim is to establish some new results for this process, focusing on the question of how the process behaves when conditioned to survive for an unusually long time. These results sharpen some of the results in the seminal paper of Kesten [Kes78] and build on more recent work of Berestycki, Berestycki, and Schweinsberg [BBS14, BBS15].

There are several reasons to study branching Brownian motion with absorption:

1. To study branching Brownian motion without absorption, for example its extremal particles, it is often useful to kill the particles at certain space-time barriers, as pioneered by Bramson [Bra78]. It is therefore natural to study these processes for their own sake.

2. Branching Brownian motion with absorption, or more complicated models that build on it, can be interpreted as a model of a biological population under the influence of evolutionary selection. In this setting, particles represent individuals in a population, the position of a particle represents the fitness of the individual, and the absorption at zero models the deaths of individuals.
with low fitness. See, for example, the work of Brunet, Derrida, Mueller, and Munier [BDMM06, BDMM07].

(3) There are close connections between branching Brownian motion and partial differential equations, going back to the early work of McKean [McK75]. Branching Brownian motion with absorption was used in [HHK06] to study the equation $\frac{1}{2}f'' - \mu f' + \beta(f^2 - f)$, which describes traveling wave solutions to the FKPP equation, under the boundary conditions $\lim_{x \downarrow 0} f(x) = 1$ and $\lim_{x \to \infty} f(x) = 0$. Also, branching Brownian motion with absorption is a toy model for certain noisy traveling wave equations (see again [BDMM06, BDMM07]).

(4) The branching random walk with absorption, a discrete-time analogue of branching Brownian motion with absorption, appears directly or indirectly in other mathematical models such as infinite urn models [MR21] or in the study of algorithms for finding vertices of large labels in a labelled tree generated by a branching random walk [Ald92].

(5) Branching Brownian motion with absorption can be regarded as a non-conservative Markov process living in an infinite-dimensional and unbounded state space (the space of finite collections of points on $\mathbb{R}_+$). As such, it is an interesting testbed for quasi-stationary distributions and Yaglom limits, which have seen a great deal of attention in the last decade [CCL+09, CV16, MV12], particularly regarding approximating particle systems [AFGJ16, DM13]

1.1. Some notation

We introduce here some notation that we will use throughout the paper. When the branching Brownian motion starts with a single particle at the position $x$, we denote probabilities and expectations by $P_x$ and $E_x$ respectively. More generally, we may start from a fixed or random initial configuration of particles in $(0, \infty)$, which we represent by the measure $\nu$ consisting of a unit mass at the position of each particle. We then denote probabilities and expectations by $P_\nu$ and $E_\nu$. To avoid trivialities, we will always assume that the initial configuration of particles is nonempty. When the initial configuration $\nu$ is random, $P_\nu$ and $E_\nu$ refer to unconditional probabilities and expectations, not conditional probabilities and expectations given the random measure $\nu$. In particular, if $A$ is an event, then $P_\nu(A)$ is a number between 0 and 1, not a random variable whose value depends on the realization of $\nu$. That is, using the language of random walks in random environments, $P_\nu$ represents the “annealed” law rather than the “quenched” law. We will denote by $(\mathcal{F}_t, t \geq 0)$ the natural filtration of the process.

We will denote by $N_s$ the set of particles that are alive at time $s$, meaning they have not yet been absorbed at the origin. If $u \in N_s$, we denote by $X_u(s)$ the position at time $s$ of the particle $u$. We also define the critical curve

$$(1.1) \quad L_t(s) = c(t - s)^{1/3}, \quad c = \left(\frac{3\pi^2}{2}\right)^{1/3}.$$
This critical curve appeared in the original paper of Kesten [Kes78]. As will become apparent later, it can be interpreted, very roughly, as the position where a particle must be at time $s$ in order for it to be likely to have a descendant alive in the population at time $t$. We will also define

$$Z_t(s) = \sum_{u \in N_s} z_t(X_u(s), s),$$

(1.2)

$$z_t(x, s) = L_t(s) \sin \left( \frac{\pi x}{L_t(s)} \right) e^{x - L_t(s)} 1_{x \in [0, L_t(s)]}.$$

The process $(Z_t(s), 0 \leq s \leq t)$ will be extremely important in what follows. Lemma 5.5 below shows that, in some sense, this process is very close to being a martingale. Let $M(s)$ be the number of particles at time $s$, and let $R(s)$ denote the position of the right-most particle at time $s$. In symbols, we define

$$M(s) = \#N_s, \quad R(s) = \sup \{ X_u(s) : u \in N_s \}.$$

Finally, let

$$\zeta = \inf \{ s : M(s) = 0 \}$$

be the extinction time for the process.

We will often be working to prove asymptotic results as $t \to \infty$ where, for each $t$, we are working under a different probability measure such as $P_{\nu_t}$ or the conditional probability $P_{\nu_t}(\cdot | \zeta > t)$. We use $\Rightarrow$ to denote convergence in distribution and $\to_p$ to denote convergence in probability. If $X_t$ is a random variable for each $t$, then by $X_t \to_p c$ under $P_{\nu_t}$ we mean that $P_{\nu_t}(|X_t - c| > \varepsilon) \to 0$ as $t \to \infty$ for all $\varepsilon > 0$, while $X_t \to_p \infty$ under $P_{\nu_t}$ means $P_{\nu_t}(X_t > K) \to 1$ as $t \to \infty$ for all $K \in \mathbb{R}_+$. We also write $f(t) \sim g(t)$ if $\lim_{t \to \infty} f(t)/g(t) = 1$ and $f(t) \ll g(t)$ if $\lim_{t \to \infty} f(t)/g(t) = 0$.

Throughout the paper, $C$ denotes a positive constant whose value may change from line to line. Numbered constants $C_k$ keep the same value from one occurrence to the next.

1.2. The probability of survival until time $t$

For branching Brownian motion started with a single particle at $x > 0$, we are interested in calculating the probability that the process survives at least until time $t$. Kesten [Kes78] showed that there exists a positive constant $K_1$ such that for every fixed $x > 0$, we have for sufficiently large $t$,

$$xe^{x - L_t(0) - K_1 (\log t)^2} \leq P_x(\zeta > t) \leq (1 + x)e^{x - L_t(0) + K_1 (\log t)^2}.$$

Berestycki, Berestycki, and Schweinsberg [BBS14] tightened these bounds by showing that there are positive constants $C_1$ and $C_2$ such that for all $x > 0$ and $t > 0$ such that $x \leq L_t(0) - 1$, we have

$$C_1 z_t(x, 0) \leq P_x(\zeta > t) \leq C_2 z_t(x, 0).$$

Note that the results in [BBS14] are stated in the case when $p_2 = 1$, which means two offspring are produced at each branching event. However, the proof of (1.4) can be extended, essentially without change, to the case of the more general supercritical
offspring distributions considered here. Also, a slightly different scaling, with \( \beta = 1 \) and \( \mu = \sqrt{2} \), was used in [BBS14]. Theorem 1.1 below is our main result regarding survival probabilities.

**Theorem 1.1.** — Suppose that for each \( t > 0 \), we have a possibly random initial configuration of particles \( \nu_t \). Then there is a constant \( \alpha > 0 \) such that the following hold:

1. Suppose that, under \( P_{\nu_t} \), we have \( Z_t(0) \Rightarrow Z \) and \( L_t(0) - R(0) \to p \infty \) as \( t \to \infty \). Then
   \[
   \lim_{t \to \infty} P_{\nu_t}(\zeta > t) = 1 - E \left[ e^{-\alpha Z} \right].
   \]

2. Suppose that each \( \nu_t \) is deterministic, and that, under \( P_{\nu_t} \), we have \( Z_t(0) \to 0 \) and \( L_t(0) - R(0) \to \infty \) as \( t \to \infty \). Then as \( t \to \infty \), we have
   \[
   P_{\nu_t}(\zeta > t) \sim \alpha Z_t(0).
   \]

In particular, if \( x > 0 \) is fixed, then

\[
P_x(\zeta > t) \sim \alpha \pi xe^{x - L_t(0)}.
\]

**Remark 1.2.** — The constant \( \alpha \) in the statement of Theorem 1.1 has the expression

\[
\alpha = \pi - 1 - e^{-\alpha z} - \frac{3}{4},
\]

where \( \alpha(z) \) is a constant related to the tail of the derivative martingale of the branching Brownian motion and defined in Lemma 2.13 below.

Note that (1.5) improves upon (1.4) when the initial configuration has only a single particle. Derrida and Simon [DS07] had previously obtained (1.5) by nonrigorous methods.

Theorem 1.1 applies when there is no particle at time zero that is close to \( L_t(0) \). This condition is important, here and throughout much of the paper, because it ensures that no individual particle at time zero has a high probability of having descendants alive at time \( t \). Theorem 1.3 below applies when the process starts with one particle near \( L_t(0) \). Here and throughout the rest of the paper, we denote by \( q \) the extinction probability for a Galton–Watson process with offspring distribution \( (p_k)_{k=0}^\infty \). Note that Theorem 1.3 implies that when \( q = 0 \) and the process starts from one particle near \( L_t(0) \), the fluctuations in the extinction time are of the order \( t^{2/3} \), which can also be seen from [BBS14, Theorem 2].

**Theorem 1.3.** — There is a function \( \phi : \mathbb{R} \to (0, 1) \) such that for all \( x \in \mathbb{R} \),

\[
\lim_{t \to \infty} P_{L_t(0)+x}(\zeta \leq t) = \phi(x)
\]

and, more generally, for all \( x \in \mathbb{R} \) and \( v \in \mathbb{R} \),

\[
\lim_{t \to \infty} P_{L_t(0)+x}(\zeta \leq t + vt^{2/3}) = \phi \left( x - \frac{cv}{3} \right).
\]

We have \( \lim_{x \to -\infty} \phi(x) = 1 \) and \( \lim_{x \to \infty} \phi(x) = q \). The function \( \phi \) also satisfies

\[
\frac{1}{2} \phi'' - \phi' = \beta (\phi - f \circ \phi),
\]

where \( f(s) = \sum_{k=0}^\infty p_k s^k \) is the generating function for the offspring distribution \( (p_k)_{k=1}^\infty \). In fact, \( \phi(x) = \psi(x + \log(\alpha \pi)) \), where \( \psi \) is the function from Lemma 2.13 below and \( \alpha \) is the constant from Theorem 1.1.
The equation (1.7) is the equation satisfied by traveling wave solutions to the Fisher–Kolmogorov–Petrovski–Piscounov (FKPP) equation. Solutions to (1.7) which take values in \((0, 1)\) and satisfy \(\lim_{x \to -\infty} \phi(x) = 1\) and \(\lim_{x \to \infty} \phi(x) = q\) are unique up to translation, as shown in [KPP37]. A probabilistic argument for this uniqueness was given in [Kyp04].

1.3. The process conditioned on survival

Our main goal in this paper is to understand the behavior of branching Brownian motion conditioned to survive for an unusually long time. The results in this section can be viewed as the analogs of the theorem of Yaglom [Yag47] for critical Galton–Watson processes conditioned to survive for a long time.

Proposition 1.4, which is a straightforward consequence of Theorem 1.1, gives the asymptotic distribution of the survival time for the process, conditional on \(\zeta > t\). We see that the amount of additional time for which the process survives is of the order \(t^{2/3}\), and has approximately an exponential distribution.

Proposition 1.4. — Suppose that for each \(t > 0\), we have a deterministic initial configuration of particles \(\nu_t\). Suppose that, under \(P_{\nu_t}\), we have

\[
\lim_{t \to \infty} Z_t(0) = 0, \quad \lim_{t \to \infty} \left( L_t(0) - R(0) \right) = \infty.
\]

Let \(V\) have an exponential distribution with mean 1. Then, under the conditional probability measures \(P_{\nu_t}(\cdot | \zeta > t)\), we have \(t^{-2/3}(\zeta - t) \Rightarrow 2V\) as \(t \to \infty\).

We are also able to get rather precise information regarding what the configuration of particles looks like at or near time \(t\), conditional on the process surviving until time \(t\). Recall the definitions of \(M(s)\) and \(R(s)\) from (1.3). Kesten proved (see [Kes78, (1.12)]) that for fixed \(x > 0\), there is a positive constant \(K_2\) such that

\[
\lim_{t \to \infty} P_x \left( M(t) > e^{K_2 t^{2/9} (\log t)^{2/3}} | \zeta > t \right) = 0.
\]

Kesten also showed (see [Kes78, (1.11)]) that there is a positive constant \(K_3\) such that

\[
\lim_{t \to \infty} P_x \left( R(t) > K_3 t^{2/9} (\log t)^{2/3} | \zeta > t \right) = 0.
\]

Theorem 1.5 below provides sharper results regarding the behavior of the number of particles in the system and the position of the right-most particle near time \(t\), when the process is conditioned to survive until time \(t\). Note that the time \(s\) depends on \(t\).

Theorem 1.5. — Suppose that for each \(t > 0\), we have a deterministic initial configuration of particles \(\nu_t\) such that (1.9) holds under \(P_{\nu_t}\). Suppose \(s \in [0, t]\). Let \(V\) have an exponential distribution with mean 1. Under the conditional probability measures \(P_{\nu_t}(\cdot | \zeta > t)\), the following hold:
(1) If \( t^{-2/3}(t - s) \to \sigma \geq 0 \), then
\begin{equation}
\left( t^{-2/3}(\zeta - t), t^{-2/9} \log M(s), t^{-2/9} R(s) \right) \\
\Rightarrow \left( \frac{3V}{c}, c \left( \sigma + \frac{3V}{c} \right)^{1/3}, c \left( \sigma + \frac{3V}{c} \right)^{1/3} \right).
\end{equation}

(2) If \( t^{2/3} \ll t - s \ll t \), then letting \( a(s, t) = ((t - s)/t)^{2/3} \) and
\[
b(s, t) = c(t - s)^{1/3} - \log(t - s),
\]
we have
\begin{equation}
\left( t^{-2/3}(\zeta - t), a(s, t) \left( \log M(s) - b(s, t) \right), a(s, t)(R(s) - b(s, t)) \right) \\
\Rightarrow \left( \frac{3V}{c}, V, V \right).
\end{equation}

Theorem 1.5(1) with \( \sigma = 0 \) implies that if \( t - s \ll t^{2/3} \), and in particular if \( s = t \), then conditional on \( \zeta > t \), we have \( t^{-2/9} \log M(s) \Rightarrow (3c^2)^{1/3}V^{1/3} \) and \( t^{-2/9} R(s) \Rightarrow (3c^2)^{1/3}V^{1/3} \). When we start with one particle at \( x \), these results improve upon (1.10) and (1.11). Note also that when \( t^{2/3} \ll t - s \ll t/(\log t)^{3/2} \), the \( \log(t - s) \) term can be dropped from \( b(s, t) \).

Remark 1.6. — The assumption in Proposition 1.4 and Theorem 1.5 that the initial configurations are deterministic is important. Suppose we allow the \( \nu_i \) to be random and assume, similar to part 1 of Theorem 1.1, that under \( P_{\nu_i} \), we have \( Z_i(0) \to_p 0 \) and \( L_i(0) - R(0) \to_p 0 \). To see that the conclusions of Proposition 1.4 and Theorem 1.5 can fail, consider the example in which \( \nu_i \) consists of a single particle at 1 with probability \( 1 - 1/t \) and a single particle at \( 2L_i \) with probability \( 1/t \). Conditional on the initial particle being at 1, the probability that the process survives until time \( t \) is approximately \( \alpha \pi e^{1 - ct^{1/3}} \) by (1.5), while conditional on the initial particle being at \( 2L_i(0) \), the probability of survival until time \( t \) is approximately \( 1 - q \). Therefore, conditional on survival, with overwhelming probability the initial particle was at \( 2L_i(0) \), and on this event, the configuration of particles at time \( t \) will be quite different from what is predicted by Theorem 1.5.

Remark 1.7. — It is possible to define the process conditioned to survive for all time, through a certain spine decomposition, which is classical for branching processes. One can easily convince oneself that in this process the number of particles at time \( t \) is of the order \( \exp(O(t^{1/2})) \), which is of a very different magnitude from the \( \exp(O(t^{2/9})) \) obtained in the above theorems. This is in stark contrast to the classical case of (critical) Galton–Watson processes conditioned to survive until time \( t \) or forever, where the number of particles at time \( t \) is of the order of \( t \) in both cases (see e.g. [LPP95]); in fact, both are related through a certain change of measure.
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2. Tools, heuristics, and further results

In this section, we describe some of the tools required to prove the main results stated in the introduction, along with the heuristics that allow us to see why these results are true. We also state some further results (Theorems 2.4, 2.9, and 2.10) which provide information about the behavior of the branching Brownian motion during the time interval \([\delta t, (1-\delta)t]\), where \(\delta > 0\) is small, conditioned on survival of the process until time \(t\).

Theorems 1.1 and 1.3 and Proposition 1.4 depend heavily on a connection between branching Brownian motion with absorption and continuous-state branching processes. This connection is explained in Section 2.1, where Theorems 2.1 and 2.4 are stated. To prepare for the proof of Theorem 1.5, we present in Section 2.2 a slight generalization of a result on particle configurations from [BBS15], which is Proposition 2.6. We also state in that section two more results complementing Theorem 1.5, namely Theorems 2.9 and 2.10. To be able to apply Proposition 2.6 for proving Theorem 1.5, we develop a method which allows us to predict the extinction time starting from an arbitrary initial configuration. This method is outlined in Section 2.3. Section 2.4 recalls a result on the number of descendants of a single particle in branching Brownian motion with absorption, which is used in the proof of Theorem 2.1. Finally, Section 2.5 explains the organization of the rest of the paper.

2.1. Connections with continuous-state branching processes

The primary tool that allows us to improve upon previous results is a connection between branching Brownian motion with absorption and continuous-state branching processes. This connection is a variation of a result of Berestycki, Berestycki, and Schweinsberg [BBS13], who considered branching Brownian motion with absorption in which the drift \(\mu\) was slightly supercritical and was chosen so that the number of particles in the system remained approximately stable over the longest possible time. They showed that under a suitable scaling, the number of particles in branching Brownian motion with absorption converges to a continuous-state branching process with jumps. The intuition behind why we get a jump process in the limit is that, on rare occasions, a particle will move unusually far to the right. Many descendants of this particle will then be able to survive, because they will avoid being absorbed at zero. Such events can lead to a large rapid increase in the number of particles, and such events become instantaneous jumps in the limit as \(t \to \infty\). To prove the main results of the present paper, we will need to establish a version of this result when \(\mu = 1\), so that the drift is critical.
2.1.1. Continuous-state branching processes

A continuous-state branching process is a \([0, \infty]\)-valued Markov process \((\Xi(t), t \geq 0)\) whose transition functions satisfy the branching property \(p_t(x + y, \cdot) = p_t(x, \cdot) \ast p_t(y, \cdot)\), which means that the sum of two independent copies of the process started from \(x\) and \(y\) has the same finite-dimensional distributions as the process started from \(x + y\). It is well-known that continuous-state branching processes can be characterized by their branching mechanism, which is a function \(\Psi : [0, \infty) \rightarrow \mathbb{R}\). If we exclude processes that can make an instantaneous jump to \(\infty\), the function \(\Psi\) is of the form

\[
\Psi(q) = \gamma q + \beta q^2 + \int_0^\infty \left( e^{-qx} - 1 + qx \mathbf{1}_{x \leq 1} \right) \nu(dx),
\]

where \(\gamma \in \mathbb{R}\), \(\beta \geq 0\), and \(\nu\) is a measure on \((0, \infty)\) satisfying \(\int_0^\infty (1 \wedge x^2) \nu(dx) < \infty\).

If \((\Xi(t), t \geq 0)\) is a continuous-state branching process with branching mechanism \(\Psi\), then for all \(\lambda \geq 0\),

\[
E \left[ e^{-\lambda \Xi(t)} \mid \Xi_0 = x \right] = e^{-xu_t(\lambda)},
\]

where \(u_t(\lambda)\) can be obtained as the solution to the differential equation

\[
\frac{\partial}{\partial t} u_t(\lambda) = -\Psi(u_t(\lambda)), \quad u_0(\lambda) = \lambda.
\]

We will be interested here in the case

\[
\Psi(q) = \Psi_{a,b}(q) = aq + bq \log q
\]

for \(a \in \mathbb{R}\) and \(b > 0\). It is not difficult to solve (2.2) to obtain

\[
u_t(\lambda) = \lambda e^{-bt} e^{a(e^{-bt} - 1)/b}.
\]

This process was first studied by Neveu [Nev] when \(a = 0\) and \(b = 1\). It is therefore also called Neveu’s continuous state branching process.

2.1.2. Relation with branching Brownian motion

The following result is the starting point in the study of branching Brownian motion with absorption at critical drift. Note that in contrast to the case of weakly supercritical drift considered in [BBS13], a nonlinear time change appears here.

**Theorem 2.1.** — Suppose that for each \(t > 0\), we have a possibly random initial configuration of particles \(\nu_t\). Suppose that, under \(P_{\nu_t}\), we have \(Z_t(0) \Rightarrow Z\) and \(L_t(0) - R(0) \rightarrow_p \infty\) as \(t \rightarrow \infty\). Then there exists \(a \in \mathbb{R}\), not depending on \(Z\), such that the finite-dimensional distributions of the processes

\[
\left( Z_t \left( (1 - e^{-u}) t \right), u \geq 0 \right),
\]

under \(P_{\nu_t}\), converge as \(t \rightarrow \infty\) to the finite-dimensional distributions of a continuous-state branching process \((\Xi(u), u \geq 0)\) with branching mechanism \(\Psi_{a,2/3}(q) = aq + \frac{2}{3} q \log q\), whose distribution at time zero is the distribution of \(Z\).
The strategy for proving Theorem 2.1 will be similar to the one followed in [BBS13], but the proof is more involved due to the time inhomogeneity emerging in the analysis as a result of the non-linear time change. Yet, thanks to the introduction of several new ideas, we were able to significantly reduce the length of the proof.

Remark 2.2. — The constant $a$ in the statement of Theorem 2.1 has the expression

$$a = \frac{2}{3}(a_{(2.14)} + \log \pi) + \frac{1}{2},$$

with $a_{(2.14)}$ the constant defined in Lemma 2.13 below.

Remark 2.3. — To understand the time change, let $s$ denote the original time scale on which the branching Brownian motion is defined, and let $u$ denote the new time parameter under which the process will converge to a continuous-state branching process. From [BBS13], we know that the jumps in the process described above will happen at a rate proportional to $L_t(s)^{-3}$ or, equivalently, proportional to $(t - s)^{-1}$. This corresponds to the time scaling by $(\log N)^3$ in [BBS13]. Therefore, to get a time-homogeneous limit, we need to set $du = (t - s)^{-1}ds$. Integrating this equation gives

$$u = \int_0^u dv = \int_s^u (t - r)^{-1}dr = \log \left(\frac{t}{t - s}\right).$$

Rearranging, we get $s = (1 - e^{-u})t$, which is the time change that appears in Theorem 2.1.

2.1.3. The probability of survival

Let $(\Xi(u), u \geq 0)$ be the continuous-state branching process that appears in Theorem 2.1. It follows from well-known criteria due to Grey [Gre74] that $(\Xi(u), u \geq 0)$ neither goes extinct nor explodes in finite time. That is, if $\Xi(0) \in (0, \infty)$, then $P(\Xi(u) \in (0, \infty) \text{ for all } u \geq 0) = 1$. Let

$$(2.5) \quad \alpha = e^{-3a/2}.$$

The process $((e^{-\alpha \Xi(u)}), u \geq 0)$ is a martingale taking values in $(0, 1)$, as can be seen either by observing that $u_t(\alpha) = \alpha$ for all $t \geq 0$ and making a direct calculation using (2.1), or by observing that $\Psi(\alpha) = 0$ and following the discussion on [BFM08, p. 716]. By the Martingale Convergence Theorem, this martingale converges to a limit, and it is not difficult to see that the only possible values for the limit are 0 and 1. Therefore, using $P_x$ to denote probabilities when $\Xi(0) = x$, we have, as noted in [BFM08],

$$(2.6) \quad P_x \left( \lim_{u \to \infty} \Xi(u) = \infty \right) = 1 - e^{-\alpha x}, \quad P_x \left( \lim_{u \to \infty} \Xi(u) = 0 \right) = e^{-\alpha x}.$$

As can be guessed from Theorem 2.1, the event that $\lim_{u \to \infty} \Xi_u = \infty$ corresponds to the event that the branching Brownian motion survives until time $t$, and this correspondence leads to Theorem 1.1. Note that the constant $\alpha$ in Theorem 1.1 and the constant $a$ in the definition of the continuous-state branching process in Theorem 2.1 are related by the formula (2.5).
2.1.4. Conditioning on survival

To make a connection between continuous-state branching processes and branching Brownian motion conditioned on survival until time $t$, we need to consider the continuous-state branching process conditioned to go to infinity. Let $(\Xi(u), u \geq 0)$ be a continuous-state branching process with branching mechanism $\Psi(q) = aq + \frac{2}{3}q \log q$, started from $\Xi(0) = x$. Bertoin, Fontbona, and Martinez [BFM08] interpreted this process as describing a population in which a random number (possibly zero) of so-called prolific individuals have the property that their number of descendants in the population at time $u$ tends to infinity as $u \to \infty$. The number $N$ of such prolific individuals at time zero has a Poisson distribution with mean $\alpha x$, which is consistent with Theorem 1.1. As noted in [BFM08, Section 3], the branching property entails that $(\Xi(u), u \geq 0)$ can be decomposed as the sum of $N$ independent copies of a process $(\Phi(u), u \geq 0)$, which describes the number of descendants of a prolific individual, plus a copy of the original process conditioned to go to zero as $u \to \infty$, which accounts for the descendants of the non-prolific individuals. Conditioning on the event $\lim_{u \to \infty} \Xi(u) = \infty$ is the same as conditioning on $N \geq 1$. Furthermore, as $x \to 0$, the conditional probability that $N = 1$ given $N \geq 1$ tends to one. Consequently, if we condition on $\lim_{u \to \infty} \Xi(u) = \infty$ and then let $x \to 0$, we obtain in the limit the process $(\Phi(u), u \geq 0)$. Therefore, the process $(\Phi(u), u \geq 0)$ can be interpreted as the continuous-state branching process started from zero but conditioned to go to infinity as $u \to \infty$. See [BKMS11, FM19] for further developments in this direction. The following result, which we will deduce from Theorem 2.1, describes the finite-dimensional distributions of the branching Brownian motion with absorption, conditioned to survive for an unusually long time.

**Theorem 2.4.** — Suppose that for each $t > 0$, we have a deterministic initial configuration of particles $\nu_t$ such that (1.9) holds under $P_{\nu_t}$. Then the finite-dimensional distributions of $(Z_t((1-e^{-u})t), u \geq 0)$, under the conditional probability measures $P_{\nu_t}(\cdot | \zeta > t)$, converge as $t \to \infty$ to the finite-dimensional distributions of $(\Phi(u), u \geq 0)$.

**Remark 2.5.** — Theorem 2.4 provides another way of understanding Proposition 1.4. It is known that

$$\lim_{u \to \infty} e^{-2u/3} \log \Xi(u) = -\log W \quad \text{a.s.,}$$

where $W$ has an exponential distribution with rate parameter $\alpha x$. This result was stated for the case when the branching mechanism is $\Psi(q) = q \log q$ in [Nev] by Neveu, who attributed the result as being essentially due to Grey [Gre77]. A complete proof is given in [FS04, Appendix A], and by using (2.4), this proof can be adapted to give (2.7) when $\Psi(q) = aq + \frac{2}{3}q \log q$. By conditioning on the event $\lim_{u \to \infty} \Xi(u) = \infty$, which is equivalent to conditioning on $-\log W > 0$, and then letting $x \to 0$, we obtain

$$\lim_{u \to \infty} e^{-2u/3} \log \Phi(u) = V \quad \text{a.s.,}$$

where $V$ has the exponential distribution with mean 1. This exponential limit law was derived also in [FM19, Proposition 7]. It turns out that the random variable $V$...
in (2.8) is the same random variable that appears in Proposition 1.4 and Theorem 1.5 above. To see this, note that (2.8) combined with Theorem 2.4 implies that when $u$ is large, we can write

$$Z_t((1 - e^{-u}) t) \approx \exp(e^{2u/3} V).$$

Using the Taylor approximation $c(t + s)^{1/3} - ct^{1/3} \approx \frac{c}{3} st^{-2/3}$ when $s \ll t$, we have

$$Z_{t + vt^{2/3}}((1 - e^{-u}) t) \approx \exp\left(e^{2u/3} V - \frac{c}{3} (vt^{2/3}) (e^{-u})^{-2/3} \right)$$

$$= \exp\left(e^{2u/3} V - \frac{vc}{3} e^{2u/3} \right).$$

The process should survive until approximately time $t + vt^{2/3}$, where $v$ is chosen so that $Z_{t + vt^{2/3}}((1 - e^{-u}) t)$ is neither too close to zero nor too large. This will happen when the expression inside the exponential in (2.9) is close to zero, which occurs when $v = \frac{3}{e} V$. That is, conditional on survival until at least time $t$, the process should survive for approximately time $t + \frac{3}{e} Vt^{2/3}$, consistent with Proposition 1.4.

### 2.2. Particle configurations

After branching Brownian motion with absorption has been run for a sufficiently long time, the particles will settle into a fairly stable configuration. Specifically, as long as $Z_t(s)$ is neither too small nor too large, the “density” of particles near $y$ at time $s$ is likely to be roughly proportional to

$$\sin\left(\frac{\pi y}{L_t(s)}\right) e^{-y}.$$  

Berestycki, Berestycki, and Schweinsberg [BBS15] obtained some results that made this idea precise, in the case of binary branching when the branching Brownian motion starts from a single particle that is far from the origin. The proposition below extends the results in [BBS15] to more general initial configurations and more general offspring distributions.

**Proposition 2.6.** — Consider a possibly random sequence of initial configurations $(\nu_n)_{n=1}^{\infty}$, along with possibly random times $(t_n)_{n=1}^{\infty}$, where $t_n$ may depend only on $\nu_n$ and $t_n \to p \infty$ as $n \to \infty$. Suppose that, under $P_{\nu_n}$, the sequences $(Z_{t_n}(0))_{n=1}^{\infty}$ and $(Z_{t_n}(0)^{-1})_{n=1}^{\infty}$ are tight, and $L_{t_n}(0) - R(0) \to p \infty$ as $n \to \infty$. Let $0 < \delta < 1/2$. Then the following hold:

1. For all $\varepsilon > 0$, there exist positive constants $C_3$ and $C_4$, depending on $\delta$ and $\varepsilon$, such that if $\delta t_n \leq s \leq (1 - \delta) t_n$ and $n$ is sufficiently large, then

$$P_{\nu_n} \left( \frac{C_3}{L_{t_n}(s)^3} e^{L_{t_n}(s)} \leq M(s) \leq \frac{C_4}{L_{t_n}(s)^3} e^{L_{t_n}(s)} \right) > 1 - \varepsilon.$$  
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(2) For all \( \varepsilon > 0 \), there exist positive constants \( C_5 \) and \( C_6 \), depending on \( \delta \) and \( \varepsilon \), such that if \( \delta t_n \leq s \leq (1 - \delta)t_n \) and \( n \) is sufficiently large, then

\[
P_n \left( L_{t_n}(s) - \log t_n - C_5 \leq R(s) \leq L_{t_n}(s) - \log t_n + C_6 \right) > 1 - \varepsilon.
\]

(3) Let \( N_{s,n} \) denote the set of particles alive at time \( s \) for branching Brownian motion started from the initial configuration \( \nu_n \). Let \( (s_n)_{n=1}^{\infty} \) be a sequence of possibly random times, where \( s_n \) may depend on \( \nu_n \) but not on the evolution of the branching Brownian motion after time zero, such that \( \delta t_n \leq s_n \leq (1 - \delta)t_n \) for all \( n \). Define the probability measures

\[
\chi_n = \frac{1}{M(s_n)} \sum_{u \in N_{s,n}} \delta_{X_u(s_n)}
\]

and

\[
\eta_n = \left( \sum_{u \in N_{s,n}} e^{X_u(s_n)} \right)^{-1} \sum_{u \in N_{s,n}} e^{X_u(s_n)} \delta_{X_u(s_n)/L_{t_n}(s_n)}.
\]

Let \( \mu \) be the probability measure on \( (0, \infty) \) with density \( g(y) = ye^{-y} \), and let \( \xi \) be the probability measure on \( (0, 1) \) with density \( h(y) = \frac{\pi}{2} \sin(\pi y) \). Then \( \chi_n \Rightarrow \mu \) and \( \eta_n \Rightarrow \xi \) as \( n \to \infty \), where \( \Rightarrow \) denotes convergence in distribution for random elements in the Polish space of probability measures on \( (0, \infty) \), endowed with the weak topology.

Remark 2.7. — Parts (1) and (2) of Proposition 2.6 give estimates on the number of particles at time \( s \) and the position of the right-most particle at time \( s \). Part (3) of Proposition 2.6 states two limit theorems which together make precise the idea described in (2.10). If we choose a particle at random from the particles alive at time \( s \), then most likely we will choose a particle near the origin. Using the \( \sin(x) \approx x \) approximation for small \( x \), we get that the density of the position of this randomly chosen particle is approximately \( g \). If instead we choose a particle at random such that a particle at \( y \) is chosen with probability proportional to \( e^y \), and then we scale the location of the chosen particle such that the right-most particle is located near 1, then the density of the chosen particle is approximately \( h \).

Remark 2.8. — Proposition 2.6 also allows us to see why Theorem 1.5 should be true. For simplicity, we focus on the case when \( s = t \). Consider a branching Brownian motion that has already survived for time \( t \) and will ultimately survive until time \( t + v \). We expect \( Z_{t+v}(t) \) to be neither too close to zero (in which case the process would most likely die out before time \( t + v \)) nor too large (in which case the process would most likely survive beyond time \( t + v \)). Furthermore, because the process has evolved for a long time, we expect the density of particles at time \( t \) to follow approximately (2.10). It follows that the position of the right-most particle at time \( t \) should be close to \( L_{t+v}(t) = cv^{1/3} \), while the number of particles at time \( t \) should be within a constant multiple of \( v^{1/3} e^{cv^{1/3}} \). The key to proving Theorem 1.5 is to argue that as long as \( t - s \ll t \), the extinction time can be predicted fairly accurately from the configuration of particles at time \( s \), so that we can apply Proposition 2.6 with the predicted extinction time of the process in place of \( t_n \). Proposition 1.4
tells us that conditional on survival until time $t$, the amount of additional time for which the process survives can be approximated by $\frac{3}{2} V t^{2/3}$, where $V$ has an exponential distribution with mean one. Therefore, using $\frac{3}{2} V t^{2/3}$ in place of $v$, we expect $\log M(t) \approx R(t) \approx c(\frac{3}{2} V t^{2/3})^{1/3} = (3c^2 V)^{1/3} t^{2/9}$, consistent with Theorem 1.5.

More results conditioned on survival

The following two results complement Theorem 1.5 and will be proved using the same methods, explained in Section 2.3. As in Theorem 1.5, the time $s$ depends on $t$.

**Theorem 2.9.** — Suppose that for each $t > 0$, we have a deterministic initial configuration of particles $\nu_t$ such that (1.9) holds under $P_{\nu_t}$. Let $0 < \delta < 1/2$, and suppose $s \in [\delta t, (1 - \delta) t]$. For all $\varepsilon > 0$, there exist positive constants $C_3, C_4, C_5$, and $C_6$ such that if $t$ is sufficiently large, then

$$P_{\nu_t} \left( \frac{C_3}{L_t(s)^3} e^{L_t(s)} \leq M(s) \leq \frac{C_4}{L_t(s)^3} e^{L_t(s)} \left| \zeta > t \right. \right) > 1 - \varepsilon$$

and

$$P_{\nu_t} \left( L_t(s) - \log t - C_5 \leq R(s) \leq L_t(s) - \log t + C_6 \left| \zeta > t \right. \right) > 1 - \varepsilon.$$ 

**Theorem 2.10.** — Suppose that for each $t > 0$, we have a deterministic initial configuration of particles $\nu_t$ such that (1.9) holds under $P_{\nu_t}$. Suppose $s \in [0, t]$, and suppose

$$\lim inf_{t \to \infty} \frac{s}{t} > 0.$$ 

Define the probability measures

$$\chi_s = \frac{1}{M(s)} \sum_{u \in N_s} \delta_{X_u(s)}, \quad \eta_s = \left( \sum_{u \in N_s} e^{X_u(s)} \right)^{-1} \sum_{u \in N_s} e^{X_u(s)} \delta_{X_u(s)/R(s)}.$$

Then, under the conditional probability measures $P_{\nu_t}(\cdot \mid \zeta > t)$, we have $\chi_s \Rightarrow \mu$ and $\eta_s \Rightarrow \xi$ as $t \to \infty$, where $\mu$ and $\xi$ are defined as in Proposition 2.6. If $\lim sup_{t \to \infty} s/t < 1$, then we may replace $R(s)$ by $L_t(s)$ in the formula for $\eta_s$.

### 2.3. Predicting the extinction time

Our strategy for proving Theorem 1.5 will be to use Proposition 2.6 to deduce results about the configuration of particles at time $s$, where $t - s \ll t$, by allowing the configuration of particles at some time $r \leq s$ to play the role of the initial configuration of particles. To do this, we will need to show that the configuration of particles at time $r$ satisfies the hypotheses of Proposition 2.6. However, because the number of particles near time $t$ is highly variable, there is no deterministic choice of $t_n$ that will allow the tightness criterion in Proposition 2.6 to be satisfied.

Consequently, we will develop a method for associating with an arbitrary configuration of particles a random time, which represents approximately how long the
branching Brownian motion is likely to survive, starting from that configuration. This technique may be of independent interest. For all \( s \geq 0 \), let
\[
T(s) = \inf \left\{ t : L_{s+t}(s) \geq R(s) + 2 \quad \text{and} \quad Z_{s+t}(s) \leq 1/2 \right\}.
\]
For any fixed \( s \geq 0 \), as have \( \lim_{t \to \infty} L_{s+t}(s) = \infty \), and for any fixed \( s \geq 0 \) and \( x > 0 \), we have \( \lim_{t \to \infty} z_{s+t}(x, s) = 0 \). Therefore, \( T(s) \) is well-defined and finite. The following result allows us to interpret \( T(s) \) as being approximately the amount of additional time we expect the process to survive, given what the configuration of particles looks like at time \( s \), provided that no particle at time \( s \) is too close to \( L_T(s)(0) \).

**Lemma 2.11.** — Let \( \varepsilon > 0 \). There exist positive constants \( k', t', a' \) such that for all initial configurations \( \nu \) such that \( T(0) \geq t' \) and \( L_T(0)(0) - R(0) \geq a' \), we have
\[
P_\nu \left( \left| \zeta - T(0) \right| \leq k'T(0)^{2/3} \right) > 1 - \varepsilon.
\]

To apply Proposition 2.6 to the configuration of particles at time \( r \), we will need to know that with high probability, no particle at time \( r \) is too close to \( L_T(r)(0) \). The key to this argument will be Lemma 2.12, which says that starting from any configuration of particles at time zero, there will typically be no particle close to this right boundary a short time later.

**Lemma 2.12.** — Let \( \varepsilon > 0 \) and \( A > 0 \). There exist positive real numbers \( t_0 > 0 \) and \( d > 0 \), depending on \( \varepsilon \) and \( A \), such that if \( \nu \) is any initial configuration of particles, then
\[
P_\nu \left( \left\{ R(d) \geq L_T(d)(0) - A \right\} \cap \left\{ T(d) \geq t_0 \right\} \right) < \varepsilon.
\]

### 2.4. Descendants of a single particle

Recall that \( (p_k)_{k=1}^{\infty} \) denotes the offspring distribution when a particle branches. Let \( L \) be a random variable such that \( P(L = k) = p_k \). Recall that we suppose that \( E[L^2] < \infty \). Let \( f(s) = E[s^L] \) be the probability generating function of the offspring distribution, and let \( q \) be the smallest root of \( f(s) = s \), which is the extinction probability for a Galton-Watson process with offspring distribution \( (p_k)_{k=1}^{\infty} \). We record the following lemma, which is a consequence of results in [Mai12, Chapter 4].

**Lemma 2.13.** — Suppose the branching Brownian motion is started with a single particle at zero, and there is no absorption at the origin. For each \( y \geq 0 \), let \( K(y) \) be the number of particles that reach \( -y \) if particles are killed upon reaching \( -y \). Then there exists a random variable \( W \) such that
\[
\lim_{y \to \infty} ye^{-y}K(y) = W \quad \text{a.s.}
\]
We have \( P(W > 0) = 1 - q \) and \( E[e^{-\varepsilon W}] = \psi(x) \), where \( \psi \) is the solution to the equation
\[
\frac{1}{2} \psi'' - \psi' = \beta (\psi - f \circ \psi)
\]
with \( \lim_{x \to -\infty} \psi(x) = 1, \lim_{x \to \infty} \psi(x) = q \) and \( 1 - \psi(-x) \sim xe^{-x} \) as \( x \to \infty \). In fact, there exists \( a_{(2.14)} \in \mathbb{R} \) such that as \( \lambda \to 0 \),

\[
\mathbb{E} \left[ e^{-\lambda W} \right] = \exp \left( \Psi_{a_{(2.14)},1}(\lambda) + o(\lambda) \right),
\]

where \( \Psi_{a,b}(\lambda) = a\lambda + \lambda \log \lambda \) is the function from (2.3).

In the case of binary branching, the existence of the random variable \( W \) in Lemma 2.13 goes back to the work of Neveu [Nev88]. [Mai12, Proposition 4.1 in Chapter 2] establishes that

\[
P(W > x) \sim \frac{1}{x} \quad \text{as} \quad x \to \infty
\]

and

\[
\mathbb{E} \left[ W I_{\{W \leq x\}} \right] - \log x \to C \quad \text{as} \quad x \to \infty.
\]

The results (2.15) and (2.16) were proved earlier in [BBS13] for binary branching. As indicated in [Mai12], the result (2.14) follows from (2.15) and (2.16) by de Haan’s Tauberian Theorem (see [Haa76, Theorem 2]). One can also deduce from [Haa76, Theorem 2] that the constant \( C \) in (2.16) and the constant \( a_{(2.14)} \) are related by \( C = \gamma - 1 - a_{(2.14)} \), where \( \gamma \) is Euler’s constant.

**Remark 2.14.** — Lemma 2.13 holds under weaker assumptions on the offspring distribution; see [Mai12]. Also, an analogous result for branching random walk has been proven recently in [BIM20]. The random variable \( W \) appearing in Lemma 2.13 is equal to the limit of the so-called derivative martingale [Nev88], but we will not use this fact explicitly.

### 2.5. Organization of the paper

In Sections 3 and 4, we prove the main results of the paper, assuming Theorem 2.1 and Proposition 2.6. The most novel arguments in the paper are in these two sections. In Section 3, we prove Theorems 1.1, 1.3, and 1.4, all of which pertain to survival times for the process, as well as Theorem 2.4, whose proof requires similar ideas. In Section 4, we consider the process conditioned to survive until a large time \( t \). We prove Theorem 1.5 and Theorems 2.9 and 2.10, along with Lemmas 2.11 and 2.12. The last four sections of the paper are devoted to the proofs of Theorem 2.1 and Proposition 2.6. In Section 5, we establish some preliminary heat kernel and moment estimates that will be needed to prove those results. In Section 6, we show how to use results from [BBS15] to deduce Proposition 2.6. Finally, Theorem 2.1 is proved in Sections 7 and 8.

### 3. The probability of survival until time \( t \)

Let \( (\Xi(u), u \geq 0) \) denote a continuous-state branching process with branching mechanism \( \Psi(q) = aq + \frac{3}{q} \log q \), where \( a \) is the constant from Theorem 2.1. Use
$P_x$ and $E_x$ to denote probabilities and expectations for this process started from $\Xi(0) = x$. Recall (2.6), and let $\mathcal{E}$ be the event that $\lim_{u \to \infty} \Xi(u) = 0$, so that
\begin{equation}
(3.1) \quad P_x(\mathcal{E}) = e^{-\alpha x},
\end{equation}
where $\alpha = \exp(-3a/2)$ as defined in (2.5). Throughout this section, we also use the notation
$$\phi_t(u) = \left(1 - e^{-u} \right) t.$$

We begin with the following lemma, which can be deduced from (1.4) and gives an initial rough estimate of the survival probability.

**Lemma 3.1.** — There exist positive constants $C_2$ and $C_7$ such that for all $t > 0$ and all initial configurations $\nu$ such that $R(0) \leq L_t(0) - 1$, we have
\begin{equation}
(3.2) \quad 1 - e^{-C_7 Z_t(0)} \leq P_\nu(\zeta > t) \leq C_2 Z_t(0),
\end{equation}
and the lower bound holds even if the condition $R(0) \leq L_t(0) - 1$ is removed.

**Proof.** — Recall that (1.4) implies that if $0 \leq x \leq L_t(0) - 1$, then
\begin{equation}
(3.3) \quad C_1 z_t(x, 0) \leq P_x(\zeta > t) \leq C_2 z_t(x, 0).
\end{equation}
One easily checks that there exists $C > 0$ such that $z_t(x, 0) \leq C$ and $z_t(L_t(0) - 1, 0) \geq C^{-1}$ for $t$ sufficiently large. Furthermore, $P_x(\zeta > t)$ is an increasing function of $x$. Hence, the lower bound in (3.3) holds even if $x > L_t(0) - 1$, with the constant $C_1$ replaced by a different constant $C_7$. Now consider a general initial configuration of particles $\nu$. It follows from Boole’s Inequality and (3.3) that
$$P_\nu(\zeta > t) \leq \sum_{u \in N_0} P_{X_u(0)}(\zeta > t) \leq C_2 Z_t(0),$$
which is the upper bound in (3.2). To see the lower bound, note that by the inequality $1 - x \leq e^{-x}$ for $x \in [0, 1]$, 
$$P_\nu(\zeta > t) = 1 - \prod_{u \in N_0} \left(1 - P_{X_u(0)}(\zeta > t)\right) \geq 1 - \exp \left( - \sum_{u \in N_0} P_{X_u(0)}(\zeta > t) \right) \geq 1 - e^{-C_7 Z_t(0)},$$
as claimed. \hfill \Box

**Remark 3.2.** — Once we prove Theorem 1.3, we will know that the condition $R(0) \leq L_t(0) - 1$ keeps the probabilities $P_{X_u(0)}(\zeta > t)$ bounded away from one. This means there is a positive constant $C$ for which
$$1 - P_{X_u(0)}(\zeta > t) \geq \exp \left( -C P_{X_u(0)}(\zeta > t) \right)$$
for all $u \in N_0$. Therefore, letting $C_8 = C C_2$, it will follow as in the above proof that
\begin{equation}
(3.4) \quad P_\nu(\zeta > t) \leq 1 - \exp \left( -C \sum_{u \in N_0} P_{X_u(0)}(\zeta > t) \right) \leq 1 - e^{-C_8 Z_t(0)}.
\end{equation}
This stronger form of the upper bound will be used in the proof of Lemma 2.12 below.
LEMMA 3.3. — Suppose that, for each $t > 0$, we have a deterministic configuration of particles $\nu_t$. Suppose that, under $P_{\nu_t}$, we have $L_t(0) - R(0) \to \infty$ and $Z_t(0) \to z \in (0, \infty)$ as $t \to \infty$. Let $\delta > 0$ and $r \in (0, 1)$. Then there exist $\varepsilon > 0$ and $y > 0$, depending on $\delta$ but not on $r$, such that for sufficiently large $t$, we have

\begin{equation}
P_{\nu_t}(\{\zeta > t\} \cap \{Z_t(rt) \leq \varepsilon\}) < \delta
\end{equation}

and

\begin{equation}
P_{\nu_t}(\{\zeta \leq t\} \cap \{Z_t(rt) \geq y\}) < \delta.
\end{equation}

Proof. — Write $s = rt$, and let $A_{s,t}$ be the event that all particles at time $s$ are in the interval $[0, L_t(s) - 1]$. By applying the Markov property at time $s$ along with the upper bound in Lemma 3.1, and noting that $L_t(s) = L_{t-s}(0)$, we get that on the event $A_{s,t}$, we have $P_{\nu_t}(\zeta > t \mid F_s) \leq C_2 Z_t(s)$. Therefore,

\begin{equation}
P_{\nu_t}(\{\zeta > t\} \cap \{Z_t(s) \leq \varepsilon\} \cap A_{s,t}) \leq P_{\nu_t}(\zeta > t \mid A_{s,t} \cap \{Z_t(s) \leq \varepsilon\}) \leq C_2 \varepsilon.
\end{equation}

Also, it follows from the conclusion (2.12) of Proposition 2.6 that $P_{\nu_t}(A^c_{s,t}) < \delta/2$ for sufficiently large $t$. The result (3.5) follows by choosing $\varepsilon < \delta/(2C_2)$. Likewise, the lower bound in Lemma 3.1, in combination with the Markov property applied at time $s$, gives $P_{\nu_t}(\zeta \leq t \mid F_s) \leq e^{-C_7 Z_t(s)}$. Therefore,

\begin{equation}
P_{\nu_t}(\{\zeta \leq t\} \cap \{Z_t(s) \geq y\}) \leq P_{\nu_t}(\zeta \leq t \mid Z_t(s) \geq y) \leq e^{-C_7 y},
\end{equation}

and thus (3.6) holds for sufficiently large $y$. \qed

LEMMA 3.4. — Suppose that, for each $t > 0$, we have a deterministic configuration of particles $\nu_t$. Suppose that, under $P_{\nu_t}$, we have $L_t(0) - R(0) \to \infty$ and $Z_t(0) \to z \in (0, \infty)$ as $t \to \infty$. Let $\delta > 0$. There exist $\varepsilon > 0$, $y > 0$, and $u_0 > 0$ such that for each fixed $u \geq u_0$, we have for sufficiently large $t$,

\begin{equation}
P_{\nu_t}(\{Z_t(\phi_t(u)) \leq \varepsilon\} \triangle \{\zeta \leq t\}) < 3\delta
\end{equation}

\begin{equation}
P_{\nu_t}(\{Z_t(\phi_t(u)) > y\} \triangle \{\zeta > t\}) < 3\delta
\end{equation}

\begin{equation}
P_z(\{\Xi(u) \leq \varepsilon\} \triangle \mathcal{E}) < 3\delta
\end{equation}

\begin{equation}
P_z(\{\Xi(u) > y\} \triangle \mathcal{E}^c) < 3\delta
\end{equation}

where $\triangle$ denotes the symmetric difference between two events.

Proof. — Choose $\varepsilon > 0$ small enough that $P_z(\mathcal{E}) \geq 1 - \delta$ and (3.5) holds. Choose $y > 0$ large enough that $P_y(\mathcal{E}) \leq \delta$ and (3.6) holds. Fix $u_0$ large enough that $P_z(\varepsilon < \Xi(u) \leq y) < \delta$ for $u \geq u_0$, which is possible because the limit in (2.6) exists. By Theorem 2.1, for $u \geq u_0$,

\begin{equation}
\lim_{t \to \infty} P_{\nu_t}(\varepsilon < Z_t(\phi_t(u)) \leq y) = P_z(\varepsilon < \Xi(u) \leq y) < \delta.
\end{equation}

The first two statements of the lemma follow from this result and Lemma 3.3. Likewise, it follows from the Markov property of $(\Xi(u), u \geq 0)$ that we have $P_z(\{\Xi(u) \leq \varepsilon\} \cap \mathcal{E}^c) \leq P_z(\mathcal{E}^c) < \delta$ and $P_z(\{\Xi(u) > y\} \cap \mathcal{E}) \leq P_y(\mathcal{E}) \leq \delta$. The third and fourth statements of the lemma follow. \qed
Proof of Theorem 1.1. — The proof is similar to [BBS11, the proof of Proposition 6]. Suppose the initial configuration \( \nu_t \) is deterministic, and, under \( P_{\nu_t} \), we have \( Z_t(0) \to z \in (0, \infty) \) and \( L_t(0) - R(0) \to \infty \) as \( t \to \infty \). Let \( \delta > 0 \). Choose \( \varepsilon > 0 \), \( y > 0 \), and \( u_0 > 0 \) as in Lemma 3.4. By Theorem 2.1, for each fixed \( u \geq u_0 \), we have
\[
\lim_{t \to \infty} P_{\nu_t}(Z_t(\phi_t(u)) \leq \varepsilon) = P_z(\Xi(u) \leq \varepsilon).
\]
Therefore, using the first and third statements in Lemma 3.4, we obtain for each fixed \( u \geq u_0 \),
\[
\limsup_{t \to \infty} |P_{\nu_t}(\zeta \leq t) - P_z(\mathcal{E})| 
\leq 6\delta + \limsup_{t \to \infty} |P_{\nu_t}(Z_t(\phi_t(u)) \leq \varepsilon) - P_z(\Xi(u) \leq \varepsilon)| = 6\delta.
\]
Since \( \delta > 0 \) was arbitrary, it follows that
\[
(3.7) \quad \lim_{t \to \infty} P_{\nu_t}(\zeta \leq t) = P_z(\mathcal{E}) = e^{-\alpha z},
\]
which gives part (1) of Theorem 1.1 when each \( \nu_t \) is deterministic and \( z > 0 \).

Next, suppose \( \nu_t \) is deterministic and, under \( P_{\nu_t} \), we have \( Z_t(0) \to 0 \) and \( L_t(0) - R(0) \to \infty \) as \( t \to \infty \). We may consider \( t \) large enough that \( 0 < Z_t(0) < 1 \). Let \( \nu_t^* \) denote the initial configuration with \( \lfloor 1/Z_t(0) \rfloor \) particles at the location of each particle in the configuration \( \nu_t \). Then, adding a star to the notation when referring to the process started from \( \nu_t^* \), we have \( Z_t^*(0) \to 1 \) as \( t \to \infty \). Also, we have \( L_t^*(0) - R^*(0) \to \infty \). Thus, we can apply (3.7) to get
\[
\lim_{t \to \infty} P_{\nu_t^*}(\zeta \leq t) = e^{-\alpha}.
\]
Because the process started from \( \nu_t^* \) goes extinct by time \( t \) if and only if each of the \( \lfloor 1/Z_t(0) \rfloor \) independent copies of the process started from \( \nu_t \) goes extinct by time \( t \), we have
\[
P_{\nu_t^*}(\zeta \leq t) = (1 - P_{\nu_t}(\zeta > t))^{\lfloor 1/Z_t(0) \rfloor}.
\]
It follows that \( P_{\nu_t}(\zeta > t) \sim \alpha Z_t(0) \), which establishes part 2 of Theorem 1.1. It follows that \( \lim_{t \to \infty} P_{\nu_t}(\zeta \leq t) = 1 \), so (3.7) also holds when \( z = 0 \).

It remains only to establish part 1 of Theorem 1.1 when the initial configuration of particles may be random. Consider an arbitrary subsequence of times \( (t_n)_{n=1}^{\infty} \) tending to infinity. Because, under \( P_{\nu_{t_n}} \), we have \( Z_{t_n}(0) \Rightarrow Z \) and \( L_{t_n}(0) - R(\infty) \to_p \infty \), we can use Skorohod’s Representation Theorem to construct the sequence of random initial configurations \( (\nu_{t_n})_{n=1}^{\infty} \) on one probability space \( (\Omega, \mathcal{F}, P) \) so that \( Z_{t_n}(0) \to Z \) and \( L_{t_n}(0) - R(0) \to \infty \) almost surely. Then, for \( P \)-almost every \( \omega \in \Omega \), we can apply the result (3.7) for deterministic initial configurations to get
\[
\lim_{n \to \infty} P_{\nu_{t_n}(\omega)}(\zeta \leq t) = e^{-\alpha Z(\omega)}.
\]
Taking expectations of both sides and applying the Dominated Convergence Theorem gives \( \lim_{n \to \infty} E[P_{\nu_{t_n}}(\zeta \leq t) = E[e^{-\alpha Z}] \), which implies part (1) of Theorem 1.1. \( \square \)

Proof of Theorem 1.3. — The proof is similar to [BBS11, the proof of Theorem 1]. Recalling Lemma 2.13, we first start a branching Brownian motion with a single particle at zero and stop particles when they reach \( -y \). Let \( T_y \) be the time at which
the last particle is killed at \(-y\). Let \(g : (0, \infty) \to (0, \infty)\) be an increasing function such that

\[
(3.8) \quad \lim_{y \to \infty} P(T_y > g(y)) = 0.
\]

Fix \(x \in \mathbb{R}\), and let \(t \mapsto y(t)\) be an increasing function which tends to infinity slowly enough that the following three conditions hold:

\[
(3.9) \quad \lim_{t \to \infty} y(t) = \infty, \quad \lim_{t \to \infty} \frac{y(t)}{L_t(0)} = 0, \quad \lim_{t \to \infty} t^{-2/3} g(y(t)) = 0.
\]

Now we begin a branching Brownian motion with a single particle at \(L_t(0) + x\). Let \(K_t\) denote the number of particles that reach \(L_t(0) + x - y(t)\) before time \(t\), if particles are stopped upon reaching this level. For the process to go extinct before time \(t\), the descendants of each of these \(K_t\) particles must go extinct before time \(t\). Let \(w_1, \ldots, w_{K_t}\) denote the times when these particles reach the level \(L_t(0) + x - y(t)\). Then,

\[
P_{\nu_t} \left( \zeta \leq t \right) \leq E \left[ \prod_{j=1}^{K_t} P_{\nu_t(0) + x - y(t)} \left( \zeta \leq t - w_i \right) \right].
\]

Let \(\nu_t\) denote the random configuration with \(K_t\) particles located at \(L_t(0) + x - y(t)\). Recall that \(P_{\nu_t}\) is an unconditional probability measure, and does not refer to conditional probability given the value of \(\nu_t\). Then for \(t\) large enough that \(g(y(t)) < t\),

\[
(3.10) \quad P_{\nu_t} \left( \zeta \leq t - g(y(t)) \right) - P \left( T_{y(t)} > g(y(t)) \right) \leq P_{\nu_t(0) + x} \left( \zeta \leq t \right) \leq P_{\nu_t} \left( \zeta \leq t \right).
\]

For the initial configuration \(\nu_t\), we have

\[
Z_t(0) = K_t L_t(0) \sin \left( \frac{\pi (L_t(0) + x - y(t))}{L_t(0)} \right) e^{x-y(t)}.
\]

In view of the first two conditions in (3.9), we have

\[
\sin \left( \frac{\pi (L_t(0) + x - y(t))}{L_t(0)} \right) \sim \frac{\pi y(t)}{L_t(0)},
\]

where \(\sim\) means that the ratio of the two sides tends to one as \(t \to \infty\). Also, by Lemma 2.13, the processes for all \(t\) can be constructed on one probability space in such a way that \(y(t) e^{-y(t)} K_t \to W\) a.s., where \(W\) is the random variable introduced in Lemma 2.13. Therefore, as \(t \to \infty\), we have

\[
Z_t(0) \to \pi e^x W \quad \text{a.s.}
\]

Also, \(L_t(0) - R(0) = y(t) - x \to \infty\) as \(t \to \infty\). Thus, by Theorem 1.1,

\[
(3.11) \quad \lim_{t \to \infty} P_{\nu_t} \left( \zeta \leq t \right) = E \left[ e^{-\alpha \pi e^x W} \right].
\]

For the lower bound, let \(t' = t - g(y(t))\). By the third condition in (3.9), we have \(L_t(0) - L_{t'}(0) = \alpha t^{1/3} - (t - g(y(t)))^{1/3} \to 0\) as \(t \to \infty\). Therefore, by repeating the arguments above, we see that as \(t \to \infty\), we have \(Z_{t'}(0) \to \pi e^x W\) and \(L_{t'}(0) - R(0) \to \infty\) almost surely. Therefore,

\[
(3.12) \quad \lim_{t' \to \infty} P_{\nu_t} \left( \zeta \leq t' - g(y(t)) \right) = E \left[ e^{-\alpha \pi e^x W} \right].
\]
It follows from (3.8), (3.10), (3.11), and (3.12) that
\[ \lim_{t \to \infty} P_{L_t(0)+x} (\zeta \leq t) = E \left[ e^{-a \pi e^x W} \right], \]
which gives (1.6). Finally, if we define \( \psi \) as in Lemma 2.13 and \( \phi(x) = E[ e^{-a \pi e^x W} ] \), then \( \phi(x) = \psi(x + \log(\alpha \pi)) \), so the properties of \( \phi \) claimed in the statement of the theorem follow from Lemma 2.13.

To prove (1.7), write \( t'' = t + vt^{2/3} \). By differentiating, we get
\[ \lim_{t \to \infty} (L_{t''}(0) - L_t(0)) = \lim_{t \to \infty} (c(t + vt^{2/3})^{1/3} - ct^{1/3}) = \frac{cv}{3}. \]
Using (1.6), it follows that
\[ \lim_{t \to \infty} P_{L_t(0)+x} (\zeta \leq t'') = \lim_{t \to \infty} P_{L_{t''}(0)+x} (\zeta \leq t'') = \phi(x - cv/3), \]
as claimed.

Proof of Proposition 1.4. — Let \( v > 0 \). By Theorem 1.1, as \( t \to \infty \) we have
\[ P_{\nu_t} \left( \zeta > t + \frac{vt^{2/3}}{} \Big| \zeta > t \right) = \frac{P_{\nu_t} \left( \zeta > t + \frac{vt^{2/3}}{x} \right)}{P_{\nu_t} (\zeta > t)} \sim \frac{Z_{t+vt^{2/3}}(0)}{Z_t(0)}. \]
Note that here both \( Z_{t+vt^{2/3}}(0) \) and \( Z_t(0) \) are being evaluated under the same initial measure \( P_{\nu_t} \). Therefore, by (3.13),
\[ \lim_{t \to \infty} \frac{Z_{t+vt^{2/3}}(0)}{Z_t(0)} = \lim_{t \to \infty} e^{L_t(0) - L_{t+vt^{2/3}}(0)} = e^{-cv/3}, \]
which gives the result.

Proof of Theorem 2.4. — We begin by following a similar strategy to the proof of part (2) of Theorem 1.1. Let \( z > 0 \). Let \( \nu_t^* \) denote the initial configuration with \( \lfloor z/Z_t(0) \rfloor \) particles at the location of each particle in the configuration \( \nu_t \). Adding the star to the notation when considering the process started from \( \nu_t^* \), we have \( Z_t^*(0) \to z \) and \( L_t(0) - R^*(0) \to \infty \) as \( t \to \infty \). Equation (3.1) and Theorem 1.1 give
\[ \lim_{t \to \infty} P_{\nu_t^*} (\zeta > t) = 1 - e^{-az} = P_z (E^c). \]
Also, by Theorem 2.1, the finite-dimensional distributions of \( (Z_t^*((1 - e^{-u})t), u \geq 0) \) converge as \( t \to \infty \) to the finite-dimensional distributions of \( (\Xi(u), u \geq 0) \) started from \( \Xi_0 = z \).

Fix \( k \in \mathbb{N} \) and times \( 0 \leq u_1 < \cdots < u_k \). Let \( \delta > 0 \). Choose \( \varepsilon > 0 \), \( y > 0 \), and \( u_0 > 0 \) as in Lemma 3.4, and then fix \( u \geq u_0 \). Let \( g : \mathbb{R}^k \to \mathbb{R} \) be bounded and uniformly continuous, and let \( h : \mathbb{R}^+ \to [0, 1] \) be a continuous nondecreasing function such that \( h(x) = 0 \) if \( x \leq \varepsilon \) and \( h(x) = 1 \) if \( x \geq y \). By the convergence result stated at the end of the previous paragraph,
\[ \lim_{t \to \infty} E_{\nu_t^*} \left[ g(Z_t^* (\phi_t(u_1)), \ldots, Z_t^* (\phi_t(u_k))) h(Z_t^* (\phi_t(u))) \right] = E_{\Xi} \left[ g(\Xi(u_1), \ldots, \Xi(u_k)) h(\Xi(u)) \right]. \]
Lemma 3.4 implies that for sufficiently large \( t \), we have
\[ P_{\nu_t^*} \left( h(Z_t^* (\phi_t(u))) \neq 1_{\{\zeta > t\}} \right) < 6\delta \]
We will denote the contributions from these three processes by
\[ P_z(\cdot) \]
which means the finite-dimensional distributions of
\[ \text{(3.18)} \]
\[ \lim_{t \to \infty} \frac{E_{\nu_t^*} [g(Z_t^*(\phi_t(u_1)), \ldots, Z_t^*(\phi_t(u_k))) \mathbb{1}_{\{\xi > \tau\}}]}{P_{\nu_t^*}(\xi > \tau)} = \frac{E_{z} [g(\Xi(u_1), \ldots, \Xi(u_k)) \mathbb{1}_{E^c}]}{P_{z}(E^c)}, \]
which means the finite-dimensional distributions of \((Z_t^*((1-e^{-u})t), u \geq 0)\) conditional on \(\xi > \tau\) converge as \(t \to \infty\) to the finite-dimensional distributions of \((\Xi(u), u \geq 0)\) started from \(\Xi(0) = z\) and conditioned to go to infinity.

We now take a limit as \(z \to 0\). We can write the branching Brownian motion started from \(\nu_t^*\) as the sum of \([z/Z_t(0)]\) independent branching Brownian motions started from \(\nu_t\). Let \(N_{t,z}\) denote the number of these independent branching Brownian motions that have a descendant alive at time \(t\). Note from (3.14) that as \(t \to \infty\), the distribution of \(N_{t,z}\) converges to the Poisson distribution with parameter \(\alpha z\). Conditioning on survival of the process until time \(t\) is the same as conditioning on \(N_{t,z} \geq 1\). Therefore, the process conditioned on survival until time \(t\) can be constructed by summing three processes, in the following way.

1. The first process is branching Brownian motion started from \(\nu_t\) conditioned on survival until time \(t\).
2. Choose a random variable \(M_{t,z}\) whose distribution is the conditional distribution of \(N_{t,z}\) given \(N_{t,z} \geq 1\). The second process is the sum of \(M_{t,z} - 1\) independent branching Brownian motions started from \(\nu_t\) conditioned on survival until time \(t\).
3. The third process is the sum of \([z/Z_t(0)] - M_{t,z}\) independent branching Brownian motions conditioned to go extinct before time \(t\).

We will denote the contributions from these three processes by \(Z_t^{(1)}, Z_t^{(2)}, \text{and } Z_t^{(3)}\) and let \(Z_t = Z_t^{(1)} + Z_t^{(2)} + Z_t^{(3)}\). This means that the law of \((Z_t^*(s), 0 \leq s < \tau)\) is the same as the conditional law of \((Z_t^*(s), 0 \leq s < \tau)\) given \(\xi > \tau\). Therefore, for all \(t \geq 0\), we have

\[ \text{(3.19)} \quad \begin{align*} E \left[ g \left( Z_t^{(1)}(\phi_t(u_1)), \ldots, Z_t^{(1)}(\phi_t(u_k)) \right) \right] & = E_{\nu_t^*} \left[ g \left( Z_t^*(\phi_t(u_1)), \ldots, Z_t^*(\phi_t(u_k)) \right) \mathbb{1}_{\{\xi > \tau\}} \right] \\
& + E \left[ g \left( Z_t^{(1)}(\phi_t(u_1)), \ldots, Z_t^{(1)}(\phi_t(u_k)) \right) - g \left( Z_t'(\phi_t(u_1)), \ldots, Z_t'(\phi_t(u_k)) \right) \right]. \end{align*} \]

Define \(\|g\| = \sup_x |g(x)|\) and

\[ w_g(\delta) = \sup \left\{ \left| g(x_1, \ldots, x_k) - g(y_1, \ldots, y_k) \right| : |x_i - y_i| < \delta \text{ for all } i \in \{1, \ldots, k\} \right\}. \]
Let
\[ p(z, t) = P\left(Z^{(2)}_t(s) > 0 \text{ for some } s \geq 0\right) \]
and
\[ q(z, t, \delta) = P\left(Z^{(3)}_t(\phi_t(u_i)) > \delta \text{ for some } i \in \{1, \ldots, k\}\right). \]
Then, the absolute value of the second term on the right-hand side of (3.19) is bounded above by
\[ 2\|g\|(p(z, t) + q(z, t, \delta)) + w_g(\delta). \]
Because the distribution of \( N_{t,z} \) converges to the Poisson distribution with parameter \( \alpha z \) as \( t \to \infty \), there is a constant \( C \) such that
\[ P\left(\nu_t(N_{t,z} \geq 2) \right) \leq Cz^2 \text{ for sufficiently large } t. \]
Therefore,
\[ \lim_{z \to 0} \lim_{t \to \infty} p(z, t) = \lim_{z \to 0} \lim_{t \to \infty} P\left(\nu_t(N_{t,z} \geq 2) \mid N_{t,z} \geq 1\right) = 0. \]
By Theorem 2.1, the finite-dimensional distributions of \( (Z^{(3)}_t((1 - e^{-u})t), u \geq 0) \), if the process were not being conditioned to go extinct, would converge as \( t \to \infty \) to the finite-dimensional distributions of \( \Xi(u), u \geq 0 \) started from \( \Xi(0) = z \). As \( z \to 0 \), the limiting extinction probability for the branching Brownian motion as \( t \to \infty \) tends to one, while the process \( (\Xi(u), u \geq 0) \) started from \( \Xi(0) = z \) converges to the zero process. These observations imply that for all \( \delta > 0 \), we have
\[ \lim_{z \to 0} \lim_{t \to \infty} q(z, t, \delta) = 0. \]
From (3.20), (3.21), and the fact that \( w_g(\delta) \to 0 \) as \( \delta \to 0 \) by the uniform continuity of \( g \), we obtain
\[ \lim_{z \to 0} \lim_{t \to \infty} \mathbb{E}\left[ g\left(Z^{(1)}_t(\phi_t(u_1)), \ldots, Z^{(1)}_t(\phi_t(u_k))\right) - g\left(Z^{*}_t(\phi_t(u_1)), \ldots, Z^{*}_t(\phi_t(u_k))\right)\right] = 0. \]
Finally, as noted in Section 2.1, the finite-dimensional distributions of \( (\Xi(u), u \geq 0) \) started from \( \Xi(0) = z \) and conditioned on \( \mathcal{E}^c \) converge as \( z \to 0 \) to the finite-dimensional distributions of \( (\Phi(u), u \geq 0) \). Thus, by taking limits in (3.19), observing that the left-hand side of (3.19) does not depend on \( z \), and applying (3.18), we obtain
\[ \lim_{t \to \infty} \mathbb{E}\left[g\left(Z^{(1)}_t(\phi_t(u_1)), \ldots, Z^{(1)}_t(\phi_t(u_k))\right)\right] = \lim_{z \to 0} \lim_{t \to \infty} \mathbb{E}_{\nu_t}(g\left(Z^{*}_t(\phi_t(u_1)), \ldots, Z^{*}_t(\phi_t(u_k))\right) \mathbf{1}_{(\zeta > t)}) \]
\[ = \lim_{z \to 0} \mathbb{E}_{z}\left[g\left(\Xi(u_1), \ldots, \Xi(u_k)\right) \mathbf{1}_{\mathcal{E}^c}\right] / P_z(\mathcal{E}^c) \]
\[ = E\left[g\left(\Phi(u_1), \ldots, \Phi(u_k)\right)\right]. \]
The result follows. \( \square \)
4. Conditioning on Survival

In this section, we prove our main results concerning the behavior of branching Brownian motion conditioned to survive for an unusually large time $t$, namely Theorem 1.5 and Theorems 2.9 and 2.10.

We will often need estimates on $z_t(x,0)$. Because $2x/\pi \leq \sin(x) = \sin(\pi - x) \leq x$ for all $x \in [0, \pi/2]$, we have

$$\min \{x, L_t(0) - x\} e^{x - L_t(0)} \leq z_t(x,0) \leq \pi \min \{x, L_t(0) - x\} e^{x - L_t(0)}$$

for all $t > 0$ and $x \in [0, L_t(0)]$.

Recall the definition of $T(s)$ from (2.13). The following result shows that $Z_{T(0)}(0)$ will be exactly $1/2$ as long as $T(0)$ is sufficiently large, and will allow us to prove Lemma 2.11.

**Lemma 4.1.** — Given any initial configuration of particles, the function $t \mapsto Z_t(0)$ is monotone decreasing on $\{t \geq 0 : L_t(0) \geq R(0) + 2\}$. Also, there is a positive number $t^*$ such that if $T(0) \geq t^*$, then $T(0)$ is the unique positive real number $t$ such that $L_t(0) = R(0) + 2$ and $Z_t(0) = 1/2$.

**Proof.** — To prove the first claim, note that

$$\frac{d}{dL} L e^{x - L} \sin \left(\frac{\pi x}{L}\right) = e^{x - L} \left[(1 - L) \sin \left(\frac{\pi x}{L}\right) - \frac{\pi x}{L} \cos \left(\frac{\pi x}{L}\right)\right].$$

If $0 \leq x < L/2$, then both terms inside the brackets are negative when $L > 1$. Suppose instead $L/2 \leq x \leq L - 2$. Then $\sin(\pi x/L) \geq \sin(2\pi/L) \geq 4/L$, so

$$\frac{d}{dL} L e^{x - L} \sin \left(\frac{\pi x}{L}\right) \leq e^{x - L} \left(\frac{4(1 - L)}{L} + \frac{(L - 2)\pi}{L}\right) < 0.$$  

It follows that $t \mapsto Z_t(0)$ is monotone decreasing on $\{t \geq 0 : L_t(0) \geq R(0) + 2\}$. Therefore, either $T(0) = R(0) + 2$, or $T(0)$ is the unique positive real number $t$ such that $L_t(0) \geq R(0) + 2$ and $Z_t(0) = 1/2$. Because $\lim_{t \to \infty} z_t(L_t(0) - 2,0) = 2\pi/e^2 > 1/2$, the first possibility can be ruled out if $T(0)$ is sufficiently large, which completes the proof of the lemma. \hfill \Box

**Proof of Lemma 2.11.** — It suffices to show that for any deterministic sequence of initial configurations $(\nu_n)_{n=1}^\infty$ such that $T(0) \to \infty$ and $L_{T(0)}(0) - R(0) \to \infty$ as $n \to \infty$, we have

$$\lim_{k \to \infty} \limsup_{n \to \infty} \mathbf{P}_{\nu_n}(\zeta \leq T(0) - kT(0)^{2/3}) = 0,$$

$$\lim_{k \to \infty} \liminf_{n \to \infty} \mathbf{P}_{\nu_n}(\zeta \leq T(0) + kT(0)^{2/3}) = 1.$$  

For $k \geq 0$, let $t_n^-(k)$ and $t_n^+(k)$ denote the values of $T(0)$, $T(0) - kT(0)^{2/3}$ and $T(0) + kT(0)^{2/3}$ respectively under $\mathbf{P}_{\nu_n}$. Recall by (3.13) that for every fixed $k$,

$$L_{t_n^-(k)}(0) = L_{t_n}(0) + O(1) = L_{t_n^+(k)}(0).$$

Furthermore, by Lemma 4.1, we have $Z_{T(0)}(0) = 1/2$ under $\mathbf{P}_{\nu_n}$ for sufficiently large $n$. If $(x_n)_{n=1}^\infty$ is a sequence of positive numbers for which $L_{t_n}(0) - x_n \to \infty$, then using (4.4),

\begin{align*}
\mathbf{P}_{\nu_n}(\zeta \leq T(0) - kT(0)^{2/3}) &= \mathbf{P}_{\nu_n}(\zeta \leq T(0) - kT(0)^{2/3} + L_{t_n}(0) - L_{t_n^-(k)}(0)) \\
&\leq \mathbf{P}_{\nu_n}(\zeta \leq T(0) - kT(0)^{2/3} + L_{t_n}(0) - L_{t_n^+(k)}(0)) \\
&\leq \mathbf{P}_{\nu_n}(\zeta \leq T(0) - kT(0)^{2/3} + O(1)) \\
&\to 0, \quad n \to \infty.
\end{align*}
\[
\lim_{n \to \infty} \frac{z_{t_n}(x, 0)}{z_{t_n}(x, 0)} = \lim_{n \to \infty} \frac{L_{t_n}(0)}{L_{t_n}(0)} = \lim_{n \to \infty} e^{L_{t_n}(0)-L_{t_n}(0)} = e^{c(k/3)}.
\]

From this calculation, and a similar calculation with \(t_n^+(k)\) in place of \(t_n^-(k)\), it follows that
\[
\lim_{n \to \infty} Z_{t_n^-}(0) = \frac{e^{ck/3}}{2}, \quad \lim_{n \to \infty} Z_{t_n^+}(0) = \frac{e^{-ck/3}}{2}.
\]
Because \(L_{t_n}(0) - R(0) \to \infty\) it now follows from Theorem 1.1 that
\[
\lim_{n \to \infty} P_{\nu_n}(\zeta \leq t_n^-) = e^{-(\alpha/2)e^{ck/3}}, \quad \lim_{n \to \infty} P_{\nu_n}(\zeta \leq t_n^+) = e^{-(\alpha/2)e^{-ck/3}},
\]
which imply (4.2) and (4.3).

**Lemma 4.2.** — Let \(\varepsilon > 0\) and \(K > 0\). Then there exists \(t > 0\), depending on \(\varepsilon\) and \(K\), such that for all initial configurations \(\nu\) for which \(T(0) \leq K\) under \(P_{\nu}\), we have \(P_{\nu}(\zeta > t) < \varepsilon\).

**Proof.** — Let \(u \leq K \leq t\). It follows from (4.1) that if \(0 \leq x \leq \min\{L_u(0), L_t(0)\}\), then
\[
\frac{z_t(x, 0)}{z_u(x, 0)} = \frac{L_t(0)}{L_u(0)} \sin\left(\frac{\pi x}{L_u(0)}\right) e^{-L_t(0)} \leq \frac{\pi}{2} \cdot \min\{x, L_t(0) - x\} \cdot e^{L_u(0)-L_t(0)}.
\]
Consequently, if \(x \leq L_u(0) - 2\), then
\[
\frac{z_t(x, 0)}{z_u(x, 0)} \leq \frac{\pi}{2} \cdot \frac{L_t(0)}{2} \cdot e^{L_u(0)-L_t(0)} \leq \frac{\pi e^K}{4} \cdot L_t(0) e^{-L_t(0)}.
\]
By the definition of \(T(0)\), we have \(Z_{T(0)}(0) \leq 1/2\) and \(R(0) \leq T(0) - 2\). Therefore, we can choose \(t\) sufficiently large that for all initial configurations \(\nu\) for which \(T(0) \leq K\) under \(P_{\nu}\), we have
\[
Z_t(0) \leq Z_{T(0)}(0) \cdot \frac{\pi e^K}{4} \cdot L_t(0) e^{-L_t(0)} \leq \frac{\pi e^K}{8} \cdot L_t(0) e^{-L_t(0)} < \frac{\varepsilon}{C^2},
\]
with \(C^2\) the constant from Lemma 3.1. It follows from that lemma that the probability of survival until time \(t\) is bounded above by \(\varepsilon\), as claimed.

We now work towards the proof of Lemma 2.12. To prepare for this proof, we record some bounds on the position of the right-most particle \(R(t)\) in branching Brownian motion with absorption. For branching Brownian motion without absorption, Bramson [Bra83] considered this problem when \(q = 0\). He showed that if \(m_x(t)\) denotes the median of the distribution of \(R(t)\) when we start with a single particle at \(x\), then there is a positive constant \(C\) such that for all \(t \geq 1\), we have
\[
|m_x(t) - \left(x - \frac{3}{2} \log t\right)| \leq C.
\]
Bramson also showed (see [Bra83, equation (8.17)]) that there is another positive constant $C''$ such that for all $x \in \mathbb{R}$, $t \geq 1$, and $y \geq 1$, we have $P_x(R(t) > m_x(t) + y) \leq C''e^{-y}$. Combining this result with (4.7) and noting that absorption at zero can only reduce the likelihood that there is a particle above a certain level at time $t$, we get that for branching Brownian motion with absorption, there is a positive constant $C''$ such that for all $x > 0$, $t \geq 1$, and $y \geq 1$, we have

$$P_x(R(t) > x - \frac{3}{2} \log t + y) \leq C''y e^{-y}. \quad (4.8)$$

We now claim that (4.8) holds even when $q > 0$. To see this, we construct the branching Brownian motion process in the following way. First, we define a branching Brownian motion process with no killing at the origin. If we ignore the spatial positions of the particles, this process is simply a continuous-time Galton–Watson process. Next, we color particles red if they have an infinite line of descent, and blue if all of their descendants eventually die out. It follows from results in [GR92] that the red particles form a continuous-time Galton–Watson process in which the offspring distribution still has finite variance but particles can never die. Furthermore, this process has the same growth rate as the original process. After coloring the particles red and blue, we again consider the spatial motion, which is independent of the branching structure, and add the killing at the origin by truncating paths once they hit the origin. Now the red particles form a branching Brownian motion whose offspring distribution satisfies $q = 0$, and so (4.8) holds. Because, conditional on the configuration of particles at time $t$, each particle is red with probability $1 - q$ and blue with probability $q$, the result (4.8) must also hold for the original process that includes particles of both colors, after dividing the constant by $1 - q$.

We will also need an alternative bound when $x$ is small that allows us to take the absorption into account. For this, let

$$V(s) = \sum_{u \in N_s} X_u(s)e^{X_u(s)}.$$

It is well-known (see, for example, [HH07, Lemma 2]) that $(V(s), s \geq 0)$ is a non-negative martingale, and its value is at least $ye^y$ when there is a particle above $y$. It follows from Markov’s Inequality that

$$P_x(R(t) > y) \leq P_x(V(s) \geq xe^y) \leq \frac{x}{y} e^{x-y}. \quad (4.9)$$

**Proof of Lemma 2.12. —** Consider the set $N_0$ of particles at time zero. Rank the particles $u_1, u_2, \ldots$ in decreasing order by position, so that $X_{u_1}(0) \geq X_{u_2}(0) \geq \ldots$ Now construct an extension of the process in which the absorption is suppressed, so that the trajectories of particles continue past the origin. Let $G$ be the smallest integer $g$ such that the particle $u_g$ has descendants alive at time $d$ in this extended process. Note that if $q_d$ denotes the probability that a Galton–Watson process with offspring distribution $(p_k)_{k=0}^\infty$ dies before time $d$, then $\mathbf{P}(G = k | \#N_0 \geq k) = q_d^{k-1}(1 - q_d)$. Let $\nu^*$ denote the initial configuration consisting of the particles $u_i$ with $i \geq G$. Let $\mathcal{F}_0^*$ denote the $\sigma$-field generated by $N_0$ and $G$. Note that, conditional on $\mathcal{F}_0^*$, the descendants of the particles $u_i$ for $i \geq G + 1$ behave as they would in the original
branching Brownian motion process, while the descendants of the particle \( u_G \) are conditioned to survive up until time \( d \) in the extended process.

Let \( T^\ast(0) \) be defined as in (2.13) for the configuration \( \nu^\ast \). We will show that given \( 0 < \varepsilon < 1 \) and \( A > 0 \), we can choose \( d \) sufficiently large and then \( t_0 \) sufficiently large that

\[
\mathbb{P}_\nu \left( R(d) \geq L_{T^\ast(0)}(0) - 2A \right) < \frac{\varepsilon}{2}
\]

and

\[
\mathbb{P}_\nu \left( \{ L_{T(d)}(0) \leq L_{T^\ast(0)}(0) - A \} \cap \{ T(d) \geq t_0 \} \right) < \frac{\varepsilon}{2}.
\]

These two results immediately imply the statement of the Lemma 2.12.

We first show that equation (4.10) holds if \( \nu \) is sufficiently large. We define \( N_0^\ast = N_0 \setminus \{ u_1, \ldots, u_{G-1} \} \), and let \( N_s^\ast \) denote the set of descendants of these particles alive at time \( s \). Let

\[
\kappa = \frac{e^{2A}}{\varepsilon(1-q)}.
\]

Let \( S_1 = \{ u \in N_0^\ast : L_{T^\ast(0)}(0) - X_u(0) \geq \kappa \} \) and \( S_2 = N_0^\ast \setminus S_1 \). Let \( Z_t^\ast(s) \) be defined as in (1.2), but summing only over particles in \( N_s^\ast \). To bound the probability that some particle in \( N_0^\ast \) has a descendant above \( L_{T^\ast(0)} - 2A \) at time \( d \), we apply (4.9) to particles in \( S_1 \) and (4.8) to particles in \( S_2 \). The behavior of the descendants of the particle \( u_G \) is affected by conditioning. However, because the probability that a continuous-time Galton–Watson process with branching rate \( \beta \) and offspring distribution \( (p_k)_{k=1}^\infty \) survives until time \( d \) is greater than \( 1 - q \), we can apply the results (4.8) and (4.9) to all particles in our process if we divide the upper bounds there by \( 1 - q \).

Consider first the particles in \( S_2 \). Assume for now that \( L_{T^\ast(0)}(0) \geq 2\kappa \), so that all particles in \( S_2 \) are above \( \frac{1}{2}L_{T^\ast(0)}(0) \). Using that \( X_{u_0}(0) \leq L_{T^\ast(0)}(0) - 2 \) by (2.13) as well as the lower bound in (4.1), we get \( z_{T^\ast(0)}(X_u(0),0) \geq 4e^{-\kappa} \) for all \( u \in S_2 \). Because \( Z_{t^\ast(0)}(0) \leq 1/2 \), it follows that there can be at most \( e^{2A} \) particles in \( S_2 \). In view of (4.8), the probability that one of these particles has a descendant above \( L_{T^\ast(0)} - 2A \) at time \( d \) tends to zero as \( d \to \infty \). Therefore, given \( \varepsilon \) and \( A \), we can choose \( d \) large enough to keep this probability below \( \varepsilon/4 \). Using also (4.9) to handle the particles in \( S_1 \), we get that on \( \{ L_{T^\ast(0)}(0) \geq 2\kappa \} \),

\[
\mathbb{P}_\nu \left( R(d) \geq L_{T^\ast(0)}(0) - 2A \mid F^\ast_0 \right) < \frac{\varepsilon}{4} + \frac{1}{1-q} \sum_{u \in S_1} \frac{X_u(0)e^{X_u(0)-L_{T^\ast(0)}(0)+2A}}{L_{T^\ast(0)}(0) - 2A}.
\]

The lower bound in (4.1), applied separately when \( x \leq \frac{1}{2}L_{T^\ast(0)}(0) \) and \( x > \frac{1}{2}L_{T^\ast(0)}(0) \), yields

\[
\sum_{u \in S_1} \frac{X_u(0)e^{X_u(0)-L_{T^\ast(0)}(0)+2A}}{L_{T^\ast(0)}(0) - 2A} \leq \frac{e^{2A}}{2} \sum_{u \in S_1} z_{T^\ast(0)}(X_u(0),0) \text{ max } \left\{ 1, \frac{X_u(0)}{L_{T^\ast(0)}(0) - X_u(0)} \right\}.
\]
Recall that $L_{T_1(0)}(0) - X_n(0) \geq \kappa$ for all $u \in S_1$, and therefore using that $\kappa \geq 2A$, we also have $X_n(0) \leq L_{T_1(0)}(0) - 2A$ for all $u \in S_1$ and $L_{T_1(0)}(0) - 2A \geq \kappa$ on the event $\{L_{T_1(0)}(0) \geq 2\kappa\}$. It follows that for all $u \in S_1$, we have

$$\frac{1}{L_{T_1(0)}(0) - 2A} \max \left\{ 1, \frac{X_n(0)}{L_{T_1(0)}(0) - X_n(0)} \right\} \leq \frac{1}{\kappa}.$$ 

Therefore,

$$\frac{1}{1 - q} \sum_{u \in S_1} \frac{X_n(0)e^{X_n(0) - L_{T_1(0)}(0) + 2A}}{L_{T_1(0)}(0) - 2A} \leq \frac{\varepsilon Z_{T_1(0)}^*(0)}{2} \leq \frac{\varepsilon}{4},$$

and thus

$$\mathbb{P}_\nu \left( R(d) \geq L_{T_1(0)}(0) - 2A \mid \mathcal{F}_0^* \right) < \varepsilon.$$ 

on the event $\{L_{T_1(0)}(0) \geq 2\kappa\}$. Lemma 4.2 implies that we can choose $d$ large enough that $\mathbb{P}_\nu(R(d) \geq L_{T_1(0)}(0) - 2A \mid \mathcal{F}_0^*) \leq \mathbb{P}_\nu(\zeta > d \mid \mathcal{F}_0^*) < \varepsilon/2$ on the event $\{L_{T_1(0)}(0) < 2\kappa\}$. It follows that (4.10) holds, when $d$ is chosen to be sufficiently large.

It remains to establish (4.11). Choose $\delta > 0$ small enough that

$$\frac{2\delta e^{Cs/2}}{1 - q + \delta} < \frac{\varepsilon}{2},$$

where $C_8$ is the constant from (3.4). Let $k', t'$, and $a'$ be the constants from Lemma 2.11 with $\delta$ in place of $\varepsilon$. Choose $a_0$ large enough that $a_0 \geq a'$, $a_0 > ck'/6$, and $\phi(a_0) \leq q + \delta/2$, where $\phi$ is the function from Theorem 1.3. We will assume that $A \geq 2a_0$, which can be done because the statement of the lemma is weaker when $A < 2a_0$. Next, choose $d$ large enough that (4.10) holds, and large enough that the probability that a continuous-time Galton–Watson process with branching rate $\beta$ and offspring distribution $(p_k)_{k=1}^\infty$ survives until time $d$ is at most $1 - q + \delta$. Finally, choose $t_0 > 0$ large enough that the following hold:

1. We have $t_0 \geq t'$.
2. We have $t - k't^2/3 \geq d$ for all $t \geq t_0$.
3. If $x \geq a_0$ and $t \geq t_0$, then $\mathbb{P}_{L_1(0) + x}(\zeta \geq t + d) \geq 1 - q - \delta$. Note that Theorem 1.3 and our assumption that $\phi(a_0) \leq q + \delta/2$ imply that $t_0$ can be chosen this way.
4. If $t \geq t_0$, then $ct^{1/3} - 2a_0 \leq c(t - k't^2/3 - d)^{1/3}$. Note that this is possible because $ct^{1/3} - c(t - k't^2/3 - d)^{1/3} \sim ck'/3$ as $t \to \infty$, and $a_0 > ck'/6$.

Let $T'$ be the time such that $L_{T'}(0) = L_{T_1(0)}(0) - A$. Our strategy will be to show that with high probability, the process will survive until time $T' + d$, which will preclude $T(d)$ from being too small. In particular, we claim that on $\{T' \geq t_0\}$, we have

$$\mathbb{P}_\nu(\zeta > T' + d \mid \mathcal{F}_0^*) \geq 1 - q - \delta \over 1 - q + \delta.$$ 

Assume for now that (4.13) holds. It follows that

$$\mathbb{P}_\nu\left( \{\zeta \leq T' + d\} \cap \{T' \geq t_0\} \right) \leq \frac{2\delta}{1 - q + \delta}. $$

ANNALES HENRI LEBESGUE
Because $Z_{d+T(d)}(d) \leq 1/2$ and $R(d) \leq L_{T(d)}(0) - 2$ by definition, it follows from (3.4) that

$$P_\nu\left(\zeta \leq T' + d \mid t_0 \leq T(d) \leq T'\right) = P_\nu\left(\zeta \leq T(d) + d \mid t_0 \leq T(d) \leq T'\right) \geq e^{-C_s/2},$$

and therefore

$$P_\nu\left(\{\zeta \leq T' + d\} \cap \{T' \geq t_0\}\right) \geq P_\nu\left(\{\zeta \leq T' + d\} \cap \{t_0 \leq T(d) \leq T'\}\right) = P_\nu\left(t_0 \leq T(d) \leq T'\right) P_\nu\left(\zeta \leq T' + d \mid t_0 \leq T(d) \leq T'\right) \geq e^{-C_s/2} P_\nu\left(t_0 \leq T(d) \leq T'\right).$$

From (4.14), (4.15), and (4.12), we get

$$P_\nu\left(t_0 \leq T(d) \leq T'\right) \leq \frac{2\delta e^{C_s/2}}{1 - q + \delta} < \frac{\varepsilon}{2},$$

which by the definition of $T'$ is precisely (4.11).

It remains to prove (4.13). Let $B = \{X_{u_G}(0) \geq L_{T^r(0)}(0) - A/2\} \in \mathcal{F}_0^\ast$. On the event $B$, the particle $u_G$ begins above $L_{T(0)}(0) + A/2$. Our choices of $a_0$ and $t_0$ ensure that as long as $A \geq 2a_0$ and $T' \geq t_0$, the probability that a particle started at the position $X_{u_G}(0)$ has descendants alive at time $T' + d$ is at least $1 - q - \delta$. Also, our choice of $d$ ensures that the probability that, without absorption at zero, such a particle would have descendants alive until time $d$ is at most $1 - q + \delta$. Because our definition of $G$ entails conditioning on the latter event, and because the presence of other particles in the initial configuration can only increase the probability that the process survives beyond time $T' + d$, the inequality (4.13) holds on the event $B \cap \{T' \geq t_0\}$. On the event $B^c$, the configuration $\nu^\ast$ has no particles above $L_{T^r(0)}(0) - A/2$. Then we can apply Lemma 2.11, which implies that on the event $B^c \cap \{T^r(0) \geq t_0\}$ we have

$$P_\nu\left(\zeta \geq T^r(0) - k'T^r(0)^{2/3} \mid \mathcal{F}_0^\ast\right) > 1 - \delta.$$

Note that this result holds even though, as noted at the beginning of the proof, conditioning on $\mathcal{F}_0^\ast$ means the descendants of the particle at $u_G$ are conditioned to survive until time $d$ in the extended process. This conditioning can only increase the chance that descendants of the particle at $u_G$ survive beyond time $T^r(0) - k'T^r(0)^{2/3}$ because, by our choice of $t_0$, particles can not survive this long if they die out before time $d$ even in the extended process. The fourth condition above on our choices of $a_0$ and $t_0$ guarantees that on the event $\{T^r(0) \geq t_0\}$, we have $T' + d < T^r(0) - k'T^r(0)^{2/3}$. Also, $(1 - q - \delta)/(1 - q + \delta) \leq 1 - \delta$, so (4.16) implies that (4.13) holds also on $B^c \cap \{T^r(0) \geq t_0\}$, and therefore on $\{T' \geq t_0\}$. \hfill \Box

**Lemma 4.3.** Let $(\nu_n)^\infty_{n=1}$ be a sequence of deterministic initial configurations. Let $(s_n)^\infty_{n=1}$ and $(t_n)^\infty_{n=1}$ be sequences of times such that:

1) $0 \leq s_n \leq t_n$ for all $n$,
2) $\lim_{n \to \infty} (t_n - s_n) = \infty$,
3) $\lim_{n \to \infty} s_n/t_n = 1$.

TOME 5 (2022)
Suppose that, under $\mathbf{P}_{\nu_n}$, we have $Z_{t_n}(0) \to 0$ and $L_{t_n}(0) - R(0) \to \infty$ as $n \to \infty$. For $0 \leq u \leq t_n$, define

$$W_n(u) = \mathbf{P}_{\nu_n}(\zeta > t_n | \mathcal{F}_u). \tag{4.18}$$

Under the conditional probability measure $\mathbf{P}_{\nu_n}(\cdot | \zeta > t_n)$, we have $W_n(s_n) \to_p 1$ as $n \to \infty$. Moreover, for all $\varepsilon > 0$ and $a \in (0,1)$, there exists $\delta > 0$ such that for sufficiently large $n$,

$$\mathbf{P}_{\nu_n}\left(\inf_{a t_n \leq u \leq t_n} W_n(u) \leq \delta \left| \zeta > t_n \right. \right) < \varepsilon. \tag{4.19}$$

**Proof.** Suppose conditions 1), 2), and 3) hold. Let $\varepsilon > 0$. Choose $m$ sufficiently large that $e^{-C_7 m} < \varepsilon^2$, where $C_7$ is the constant from Lemma 3.1. By Theorem 2.4, conditional on $\zeta > t_n$, the finite-dimensional distributions of the processes $(Z_{t_n}((1-e^{-u})t_n), u \geq 0)$ converge as $n \to \infty$ to the finite-dimensional distributions of $(\Phi(u), u \geq 0)$, which is a continuous-state branching process started at zero and conditioned to go to infinity as $a \to \infty$. Therefore, we can choose $v \in (0,1)$ sufficiently close to 1 that

$$\mathbf{P}_{\nu_n}(Z_{t_n}(vt_n) > m | \zeta > t_n) > 1 - \varepsilon \tag{4.20}$$

for sufficiently large $n$. Lemma 3.1 implies that $\mathbf{P}_{\nu_n}(\zeta > t_n | \mathcal{F}_{vt_n}) \geq 1 - e^{-C_7 m} > 1 - \varepsilon^2$ on $\{Z_{t_n}(vt_n) > m\}$ for sufficiently large $n$. That is, we have $W_n(vt_n) > 1 - \varepsilon^2$ on $\{Z_{t_n}(vt_n) > m\}$ for sufficiently large $n$. Therefore, (4.20) implies that for sufficiently large $n$, we have

$$\mathbf{P}_{\nu_n}\left(W_n(vt_n) > 1 - \varepsilon^2 \left| \zeta > t_n \right. \right) > 1 - \varepsilon. \tag{4.21}$$

Since $(W_n(u), 0 \leq u \leq t_n)$ is a $[0,1]$-valued martingale, it follows from the Optional Sampling Theorem that

$$\mathbf{P}_{\nu_n}\left(\inf_{vt_n \leq u \leq t_n} W_n(u) > 1 - \varepsilon \left| W_n(vt_n) > 1 - \varepsilon^2 \right. \right) \geq 1 - \varepsilon. \tag{4.22}$$

We claim that we also have,

$$\mathbf{P}_{\nu_n}\left(\inf_{vt_n \leq u \leq t_n} W_n(u) > 1 - \varepsilon \left| \{W_n(vt_n) > 1 - \varepsilon^2\} \cap \{\zeta > t_n\} \right. \right) \geq 1 - \varepsilon. \tag{4.22}$$

To see this, note that the further conditioning on the event $\{\zeta > t_n\} = \{W_n(t_n) = 1\}$ can only increase the probability that the martingale stays above $1 - \varepsilon$ because the martingale can not stay above $1 - \varepsilon$ between times $vt_n$ and $t_n$ on the event $\{\zeta > t_n\}^c = \{W_n(t_n) = 0\}$. From (4.17), (4.21), and (4.22), we get that for sufficiently large $n$,

$$\mathbf{P}_{\nu_n}(W_n(s_n) > 1 - \varepsilon \left| \zeta > t_n \right. \right) \geq \mathbf{P}_{\nu_n}\left(\inf_{vt_n \leq u \leq t_n} W_n(u) > 1 - \varepsilon \left| \zeta > t_n \right. \right) > (1 - \varepsilon)^2,$$

which immediately gives the first conclusion of the lemma when conditions 1), 2), and 3) hold.

It remains to prove (4.19). There exists $b > 0$ such that $P(\Phi(-\log(1-a)) > b) > 1 - \varepsilon/2$. Then Theorem 2.4 implies that

$$\mathbf{P}_{\nu_n}\left(Z_{t_n}(at_n) > b \left| \zeta > t_n \right. \right) > 1 - \frac{\varepsilon}{2}.$$
for sufficiently large $n$. It follows from Lemma 3.1 that, for sufficiently large $n$, we have $W_n(at_n) > 1 - e^{-C\tau b}$ on the event $\{Z_{t_n}(at_n) > b\}$, and therefore, writing $d = 1 - e^{-C\tau b} > 0$, we have

\begin{equation}
\mathbb{P}_{\nu_n}(W_n(at_n) > d \mid \zeta > t_n) > 1 - \frac{\varepsilon}{2}.
\end{equation}

Let $\delta = d\varepsilon/2$, and let $D$ be the event that $\inf_{at_n \leq u \leq t_n} W_n(u) \leq \delta$. Using Bayes’ Rule followed by the Optional Sampling Theorem, along with the trivial bound $\mathbb{P}_{\nu_n}(D \mid W_n(at_n) > d) \leq 1$, we get

\begin{equation}
\mathbb{P}_{\nu_n}(D \mid \{W_n(at_n) > d\} \cap \{\zeta > t_n\}) = \frac{\mathbb{P}_{\nu_n}(D \mid W_n(at_n) > d) \mathbb{P}_{\nu_n}(\zeta > t_n \mid D \cap \{W_n(at_n) > d\})}{\mathbb{P}_{\nu_n}(\zeta > t_n \mid W_n(at_n) > d)} \leq \frac{\delta}{d}.
\end{equation}

It follows from (4.23) and (4.24) that for sufficiently large $n$,

\begin{equation}
\mathbb{P}_{\nu_n}(D^c \mid \zeta > t_n) \geq \mathbb{P}_{\nu_n}(W_n(at_n) > d \mid \zeta > t_n) \mathbb{P}_{\nu_n}(D^c \mid \{W_n(at_n) > d\} \cap \{\zeta > t_n\}) \\
\geq \left(1 - \frac{\varepsilon}{2}\right)^2,
\end{equation}

which implies (4.19). \hfill \Box

**Lemma 4.4.** — Let $\nu_n_{n=1}^\infty$ be a sequence of deterministic initial configurations. Let $(s_n)_{n=1}^\infty$ and $(t_n)_{n=1}^\infty$ be sequences of times such that

\begin{equation}
1) \ 0 \leq s_n \leq t_n \text{ for all } n, \quad 2) \lim_{n \to \infty} (t_n - s_n) = \infty, \quad 3) \liminf_{n \to \infty} s_n/t_n > 0.
\end{equation}

Suppose, under $\mathbb{P}_{\nu_n}$, we have $Z_{t_n}(0) \to 0$ and $L_{t_n}(0) - R(0) \to \infty$ as $n \to \infty$. Then, under the conditional probability measure $\mathbb{P}_{\nu_n}(\cdot \mid \zeta > t_n)$, we have $T(s_n) \to_p \infty$ and $L_{T(s_n)}(0) - R(s_n) \to_p \infty$ as $n \to \infty$.

**Proof.** — Let $\varepsilon > 0$ and $A > 0$. Define the martingale $(W_n(u), 0 \leq u \leq t_n)$ as in Lemma 4.3. Choose $a > 0$ such that $\liminf_{n \to \infty} s_n/t_n > 2a$, and choose $\delta > 0$ such that (4.19) holds for sufficiently large $n$. It follows from (4.19) that

\begin{equation}
\mathbb{P}_{\nu_n}(W_n(s_n) \leq \delta \mid \zeta > t_n) < \varepsilon.
\end{equation}

By Lemma 4.2 and the fact that $t_n - s_n \to \infty$, for any fixed $K > 0$, we have $W_n(s_n) < \delta$ on the event $\{T(s_n) \leq K\}$ for sufficiently large $n$. Therefore, for sufficiently large $n$, we have $\mathbb{P}_{\nu_n}(T(s_n) \leq K \mid \zeta > t_n) < \varepsilon$. It follows that $T(s_n) \to_p \infty$ as $n \to \infty$ under $\mathbb{P}_{\nu_n}(\cdot \mid \zeta > t_n)$.

Choose $d$ and $t_0$ as in Lemma 2.12, with $d\varepsilon$ playing the role of $\varepsilon$. Because $s_n - d > at_n$ for sufficiently large $n$, the reasoning that led to (4.26) also gives

\begin{equation}
\mathbb{P}_{\nu_n}(W_n(s_n - d) \leq \delta \mid \zeta > t_n) < \varepsilon.
\end{equation}

By applying Lemma 2.12 with the configuration of particles at time $s_n - d$ playing the role of $\nu$, we get

\begin{equation}
\mathbb{P}_{\nu_n}(\{R(s_n) \geq L_{T(s_n)}(0) - A\} \cap \{T(s_n) \geq t_0\} \mid \mathcal{F}_{s_n - d}) < \delta\varepsilon.
\end{equation}
In particular, because \( \{W_n(s_n - d) > \delta \} \in \mathcal{F}_{s_n - d} \), we have

\[
(4.28) \quad P_{\nu_n} \left( \{ R(s_n) \geq L_{T(s_n)}(0) - A \} \cap \{ T(s_n) \geq t_0 \} \right) \cap \{ W_n(s_n - d) > \delta \} < \delta \varepsilon.
\]

Elementary probability results imply that if \( B, C, D, \) and \( E \) are events, then

\[
P(B|E) \leq P(B \cap C \cap D|E) + P(C'|E) + P(D'|E)
\]

\[
= P(B \cap C \cap E|D) \cdot \frac{P(D|E)}{P(E|D)} + P(C'|E) + P(D'|E).
\]

Now write \( B = \{ R(s_n) \geq L_{T(s_n)}(0) - A \} \), \( C = \{ T(s_n) \geq t_0 \} \), \( D = \{ W_n(s_n - d) > \delta \} \), and \( E = \{ \zeta > t_n \} \). Note that \( P(E|D) > \delta \) by definition, and \( P(D|E) > 1 - \varepsilon \) by (4.27). Also, \( P(B \cap C \cap E|D) \leq \delta \varepsilon \) by (4.28), and \( P(C'|E) < \varepsilon \) for sufficiently large \( n \) because we already know that \( T(s_n) \to_p \infty \) as \( n \to \infty \) under \( P_{\nu_n}(\cdot | \zeta > t_n) \). Thus, for sufficiently large \( n \),

\[
P_{\nu_n} \left( \{ R(s_n) \geq L_{T(s_n)}(0) - A \} \cap \{ \zeta > t_n \} \right) < \delta \varepsilon \cdot \frac{1}{3} + 2\varepsilon = 3\varepsilon.
\]

Because \( \varepsilon > 0 \) and \( A > 0 \) were arbitrary, it follows that \( L_{T(s_n)}(0) - R(s_n) \to_p \infty \) under the conditional probability measure \( P_{\nu_n}(\cdot | \zeta > t_n) \) as \( n \to \infty \). \( \square \)

**Lemma 4.5.** — Let \( (\nu_n)_{n=1}^\infty \) be a sequence of deterministic initial configurations. Let \( (t_n)_{n=1}^\infty \) be a sequence of times tending to infinity. Let \( \delta > 0 \), and let \( (s_n)_{n=1}^\infty \) be a sequence of times such that \( \delta t_n \leq s_n \leq (1 - \delta)t_n \) for all \( n \). Suppose, under \( P_{\nu_n} \), we have \( Z_{t_n}(0) \to 0 \) and \( L_{t_n}(0) - R(0) \to \infty \) as \( n \to \infty \). Then, under the conditional probability measure \( P_{\nu_n}(\cdot | \zeta > t_n) \), we have \( L_{t_n}(s_n) - R(s_n) \to_p \infty \).

**Proof.** — We will show that for all \( \varepsilon > 0 \), there is a positive constant \( C \), depending on \( \delta \) and \( \varepsilon \), such that

\[
(4.29) \quad P_{\nu_n} \left( |T(s_n) - (t_n - s_n)| > Ct_n^{2/3} \cap \{ \zeta > t_n \} \right) < \varepsilon.
\]

Because \( L_{T(s_n)}(0) - R(s_n) \to_p \infty \) under \( P_{\nu_n}(\cdot | \zeta > t_n) \) by Lemma 4.4, we can see from (3.13) that (4.29) implies the result of the lemma.

By Lemma 4.3, there exists \( \eta > 0 \) such that \( P_{\nu_n}(W_n(s_n) \leq \eta | \zeta > t_n) < \varepsilon/4 \) for sufficiently large \( n \). By Lemmas 2.11 and 4.4 there is a constant \( k' \) such that, if \( H_n \) denotes the random variable \( P_{\nu_n}(|\{s - s_n| - T(s_n)| \leq k'T(s_n)^{2/3} | \mathcal{F}_{s_n}) \), then \( P_{\nu_n}(H_n > 1 - \eta \varepsilon/4 | \zeta > t_n) \to 1 \) as \( n \to \infty \). Elementary probability results imply that if \( B, C, \) and \( D \) are events, then

\[
P(B|D) \leq P(C'|D) + P(B|C \cap D) \leq P(C'|D) + \frac{P(B|C)}{P(D|C)}.
\]

By taking

\[
B = \{ |(\zeta - s_n) - T(s_n)| > k'T(s_n)^{2/3} \}
\]

\[
C = \{ H_n > 1 - \eta \varepsilon/4 \} \cap \{ W_n(s_n) > \eta \} \in \mathcal{F}_{s_n}
\]

\[
D = \{ \zeta > t_n \},
\]

we get that for sufficiently large \( n \),

\[
(4.30) \quad P_{\nu_n} \left( |(\zeta - s_n) - T(s_n)| > k'T(s_n)^{2/3} \mid \zeta > t_n \right) \leq \frac{\varepsilon}{4} + \frac{(\eta \varepsilon/4)}{\eta} = \frac{\varepsilon}{2}.
\]
Proposition 1.4 implies that there is another positive constant $k$ such that
\begin{equation}
\mathbb{P}_{\nu_n}(\zeta > t_n + kt_n^{2/3} \mid \zeta > t_n) < \epsilon/4.
\end{equation}

Now (4.30) and (4.31) imply
\begin{equation}
\mathbb{P}_{\nu_n}(T(s_n) > (t_n - s_n) + kt_n^{2/3} + (T'(s_n))^{2/3} \mid \zeta > t_n) < 3\epsilon/4.
\end{equation}

To obtain the necessary lower bound on $T(s_n)$, first note that by Theorem 2.4 and the assumptions on $s_n$, there exists $\delta > 0$ such that
\begin{equation}
\mathbb{P}_{\nu_n}(Z_{t_n}(s_n) < \delta \mid \zeta > t_n) < \epsilon/4
\end{equation}
for sufficiently large $n$. Choose $k$ large enough that $e^{-ck/3}/2 < \delta$. Lemmas 4.1 and 4.4 imply that under $\mathbb{P}_{\nu_n}(\cdot \mid \zeta > t_n)$, with probability tending to one as $n \to \infty$, we have $Z_{s_n + T(s_n)}(s_n) = 1/2$ and therefore, in view of (4.5), we also have $Z_{s_n + T(s_n) + kT(s_n)^{2/3}}(s_n) < \delta$ for sufficiently large $n$. On this event, by the monotonicity established in Lemma 4.1, if $t_n > s_n + T(s_n) + kT(s_n)^{2/3}$ then $Z_{t_n}(s_n) < \delta$. Combining this observation with (4.33), we see that for sufficiently large $n$,
\begin{equation}
\mathbb{P}_{\nu_n}(T(s_n) < (t_n - s_n) - kT(s_n)^{2/3} \mid \zeta > t_n) < \epsilon/4.
\end{equation}

Now (4.29) can be deduced from (4.32) and (4.34).

\textbf{Proof of Theorem 1.5. —} If $t^{-2/3}(t - s) \to \sigma \geq 0$, then let $r = s - t^{2/3}$. If $t^{2/3} \ll t - s \ll t$, then let $r = 2s - t$, so that $s - r = t - s$. Throughout the proof, we will work under the conditional distribution $\mathbb{P}_{\nu_n}(\cdot \mid \zeta > t)$. We will repeatedly make use of the fact that $\mathbb{P}_{\nu_n}(\zeta > t \mid \mathcal{F}_r) \to_p 1$ as $t \to \infty$, by Lemma 4.3. Indeed, this allows us to remove the conditioning when applying results (namely, Lemma 2.11 and Proposition 2.6) with the particle configuration at time $r$ playing the role of the initial configuration.

We first claim that
\begin{equation}
t^{-2/3}(T(r) - (\zeta - r)) \to_p 0 \quad \text{as } t \to \infty.
\end{equation}

Our choice of $r$ ensures that $1 \ll t - r \ll t$, and Proposition 1.4 states that
\begin{equation}
t^{-2/3}(\zeta - t) \Rightarrow \frac{3}{c}V.
\end{equation}

Combining these facts, we get
\begin{equation}
t^{-1}(\zeta - r) \to_p 0 \quad \text{as } t \to \infty.
\end{equation}

On the other hand, Lemma 4.4 implies that $T(r) \to_p \infty$ and $L_{T(r)}(0) - R(r) \to_p \infty$ as $t \to \infty$. Then Lemma 2.11 implies that for all $\epsilon > 0$, there is a constant $k'$ such that
\begin{equation}
\mathbb{P}_{\nu_n} (|((\zeta - r) - T(r)| \leq k'T(r)^{2/3} \mid \zeta > t) > 1 - \epsilon
\end{equation}
for sufficiently large $t$. Now we see from (4.37) and (4.38) that $t^{-1}T(r) \to_p 0$ as $t \to \infty$, and then another application of (4.38) yields (4.35) as claimed.

Now let $V_t = t^{-2/3}(T(r) - (t - r))$. It follows from (4.35) and (4.36) that
\begin{align}
\tag{4.39}
V_t & \Rightarrow \frac{3}{c} V \\
\text{and} \tag{4.40}
t^{-2/3}(\zeta - t) - V_t & \to_p 0.
\end{align}

We now apply Proposition 2.6 with the configuration of particles at time \( r \) playing the role of the initial configuration of particles and the time \( T(r) \) playing the role of \( t_n \). The assumptions of Proposition 2.6 are satisfied, because, as mentioned above, \( T(r) \to_p \infty \) and \( L_{T(r)}(0) - R(r) \to_p \infty \) as \( t \to \infty \), which implies \( Z_{r+T(r)}(r) \to_p 1/2 \) as \( t \to \infty \), by the definition of \( T(r) \). If \( t^{-2/3}(t - s) \to \sigma \geq 0 \), then using (4.39), we have
\begin{align}
\tag{4.41}
\frac{s - r}{T(r)} = \frac{t^{2/3}}{(t - s) + (s - r) + (T(r) - (t - r))} & \Rightarrow \frac{1}{\sigma + 1 + \frac{2}{3}V}.
\end{align}

The limiting random variable on the right-hand side is \((0,1)\)-valued, so given \( \epsilon > 0 \), we can find \( \delta > 0 \) such that \( P_{\epsilon}(\delta T(r) \leq s - r \leq (1 - \delta) T(r) \mid \zeta > t) > 1 - \epsilon/2 \). If instead \( t^{2/3} \ll t - s \ll t \), then using again (4.39),
\begin{align}
\tag{4.42}
\frac{s - r}{T(r)} = \frac{t - s}{2(t - s) + (T(r) - (t - r))} & \Rightarrow \frac{1}{2}.
\end{align}

It follows that in both cases, we can apply Proposition 2.6 to get that if \( \epsilon > 0 \), then for sufficiently large \( t \) we have
\begin{align}
\tag{4.43}
P_{\epsilon} \left( \frac{C_9}{L_{T(r)}(s - r)} e^{L_{T(r)}(s - r)} \leq M(s) \leq \frac{C_{10}}{L_{T(r)}(s - r)^3} e^{L_{T(r)}(s - r)} \Big| \zeta > t \right) & > 1 - \epsilon \end{align}

and
\begin{align}
P_{\epsilon} \left( L_{T(r)}(s - r) - \log T(r) - C_{11} \leq R(s) \right) & \leq L_{T(r)}(s - r) - \log T(r) + C_{12} \Big| \zeta > t \right) & > 1 - \epsilon. \tag{4.44}
\end{align}

We write that \( W_t \) is \( O_p(1) \) if for all \( \epsilon > 0 \), there exists a positive real number \( K \) such that \( P(|W_t| \leq K) > 1 - \epsilon \) for sufficiently large \( t \), and we write that \( W_t \) is \( o_p(1) \) if \( W_t \to_p 0 \). Then, by (4.39) and (4.43),
\begin{align*}
\log M(s) & = L_{T(r)}(s - r) - 3 \log L_{T(r)}(s - r) + O_p(1) \\
& = c \left( t - s + t^{2/3}V_t \right)^{1/3} - \log \left( t - s + t^{2/3}V_t \right) + O_p(1).
\end{align*}

Likewise, by (4.39) and (4.44),
\begin{align*}
R(s) & = c \left( t - s + t^{2/3}V_t \right)^{1/3} - \log \left( t - r + t^{2/3}V_t \right) + O_p(1).
\end{align*}

When \( t^{-2/3}(t - s) \to \sigma \geq 0 \), it follows that
\begin{align*}
& t^{-2/9} \log M(s) = c(\sigma + V_t)^{1/3} + o_p(1)
\end{align*}
and
\[
t^{-2/9}R(s) = c(\sigma + V_t)^{1/3} + o_p(1).
\]
These two results, combined with (4.39) and (4.40), give (1.12). When instead \( t^{2/3} \ll t - s \ll t \), the Mean Value Theorem implies that for some random variable \( \xi_t \) such that \( 0 \leq \xi_t \leq t^{2/3}V_t \), we have
\[
\log M(s) = c(t-s)^{1/3} - \log(t-s) + \frac{c}{3}(t-s + \xi_t)^{-2/3}t^{2/3}V_t + O_p(1).
\]
Because \( (t-s + \xi_t)/(t-s) \to 1 \), it follows that
\[
\left(\frac{t-s}{t}\right)^{2/3}\left(\log M(s) - c(t-s)^{1/3} + \log(t-s)\right) = \frac{c}{3}V_t + o_p(1).
\]
By the same reasoning, we get
\[
\left(\frac{t-s}{t}\right)^{2/3}\left(R(s) - c(t-s)^{1/3} + \log(t-s)\right) = \frac{c}{3}V_t + o_p(1).
\]
These results, combined with (4.39) and (4.40), imply (1.13).

Proof of Theorem 2.9. — Consider a sequence of times \((t_n)_{n=1}^{\infty}\) tending to infinity, and choose \((s_n)_{n=1}^{\infty}\) such that \( \delta t_n \leq s_n \leq (1-\delta)t_n \) for all \( n \). We will condition on \( \zeta > t_n \) and then apply Proposition 2.6 with the configuration of particles at time \( \delta t_n/2 \) playing the role of the initial configuration. Because \( P(0 < \Phi(u) < \infty) = 1 \) for all \( u > 0 \), it follows from Theorem 2.4 that, under \( P_{\nu_n}(\cdot \mid \zeta > t_n) \), the distributions of the sequences \((Z_{t_n}(\delta t_n/2))_{n=1}^{\infty}\) and \((Z_{t_n}(\delta t_n/2)^{-1})_{n=1}^{\infty}\) are tight. Lemma 4.5 implies that, under \( P_{\nu_n}(\cdot \mid \zeta > t_n) \), we have \( L_{t_n}(\delta t_n/2) - R(\delta t_n/2) \to_p \infty \) as \( n \to \infty \). Therefore, the hypotheses of Proposition 2.6 are satisfied.

To deduce the result of Theorem 2.9 from Proposition 2.6, we need to show that the conclusions are unaffected by conditioning on \( \zeta > t \). We proceed as in the proof of Lemma 4.3. By Lemma 4.3, there exists \( \eta > 0 \) such that
\[
P_{\nu_n}(W_n(\delta t_n) \leq \eta \mid \zeta > t_n) < \epsilon/2
\]
for sufficiently large \( n \). By Proposition 2.6, if we define the random variables
\[
H_n = P_{\nu_n}\left(\frac{C_3}{L_{t_n}(s_n)^3}e^{-L_{t_n}(s_n)} \leq M(s_n) \leq \frac{C_4}{L_{t_n}(s_n)^3} \right| F_{\delta t_n/2}\right),
\]
and
\[
J_n = P_{\nu_n}\left(L_t(s) - \log t - C_5 \leq R(s) \leq L_t(s) - \log t + C_6 \right| F_{\delta t_n/2}\right),
\]
then \( P_{\nu_n}(H_n > 1 - \eta \epsilon/2 \mid \zeta > t_n) \to 1 \) and \( P_{\nu_n}(J_n > 1 - \eta \epsilon/2 \mid \zeta > t_n) \to 1 \) as \( n \to \infty \), provided that we choose the values of the constants so that (2.11) and (2.12) hold with \( \eta \epsilon/2 \) in place of \( \epsilon \). Following the steps in the derivation of (4.30) then yields the two conclusions in Theorem 2.9.

Proof of Theorem 2.10. — Consider any sequence of times \((t_n)_{n=1}^{\infty}\) tending to infinity, and let \( s_n \) be the value of \( s \) associated with the time \( t_n \). We first consider the case in which \( t_n - s_n \ll t_n \). Let \( r_n = s_n - t_n^{2/3} \) if \( t_n - s_n \leq t_n^{2/3} \), and let \( r_n = 2s_n - t_n \) if \( t_n - s_n \geq t_n^{2/3} \). Let \( A_n^\delta \) be the event that \( \delta T(r_n) \leq s_n - r_n \leq (1-\delta)T(r_n) \). Using
the same reasoning used to establish (4.41) and (4.42), we can see that for all \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that \( P_{\nu_{n}}(A_{n}^{\delta} | \zeta > t_{n}) > 1 - \varepsilon \) for sufficiently large \( n \).

We apply Proposition 2.6 with the configuration of particles at time \( r_{n} \) playing the role of the initial configuration of particles, the time \( T(r_{n}) \) playing the role of \( t_{n} \), and \( s_{n} - r_{n} \) playing the role of \( s_{n} \). The result of part 3 of Proposition 2.6 only applies on the event \( A_{n}^{\delta} \). Therefore, we will define the probability measure \( \chi_{n}^{\delta} \) to be equal to \( \chi_{t_{n}} \) on the event \( A_{n}^{\delta} \) and to be equal to \( \mu \) otherwise. Likewise, we will define the probability measure \( \eta_{n}^{\delta} \) in the same way as \( \eta_{n} \), except with \( L_{T(u_{n})}(s_{n} - r_{n}) \) in place of \( R(s_{n}) \) in the definition, on the event \( A_{n}^{\delta} \). Otherwise, we define \( \eta_{n}^{\delta} \) to be the probability measure \( \xi \). Define \( \eta^{\ast} \) to be the same as \( \eta_{n} \), except with \( L_{T(r_{n})}(s_{n} - r_{n}) \) in place of \( R(s_{n}) \) in the definition. Then part 3 of Proposition 2.6 implies that for all \( \delta > 0 \), we have \( \chi_{n}^{\delta} \Rightarrow \mu \) and \( \eta_{n}^{\delta} \Rightarrow \xi \) as \( n \to \infty \). Note that Lemma 4.3 ensures that the conditioning on \( \zeta > t \) does not affect the result when we apply Proposition 2.6.

Therefore, letting \( \rho \) denote the Prohorov metric on the space of probability measures on \( \mathbb{R} \), we have

\[
\lim_{n \to \infty} P_{\nu_{n}}(\rho \left( \chi_{n}^{\delta}, \mu \right) > \varepsilon | \zeta > t_{n}) = 0, \quad \lim_{n \to \infty} P_{\nu_{n}}(\rho \left( \eta_{n}^{\delta}, \xi \right) > \varepsilon | \zeta > t_{n}) = 0.
\]

Because \( P_{\nu_{n}}(A_{n}^{\delta} | \zeta > t_{n}) > 1 - \varepsilon \) for sufficiently large \( n \), it follows that

\[
\limsup_{n \to \infty} P_{\nu_{n}}(\rho \left( \chi_{t_{n}}, \mu \right) > \varepsilon | \zeta > t_{n}) \leq \varepsilon, \quad \limsup_{n \to \infty} P_{\nu_{n}}(\rho \left( \eta_{n}^{\ast}, \xi \right) > \varepsilon | \zeta > t_{n}) \leq \varepsilon.
\]

Because \( \varepsilon > 0 \) is arbitrary, it follows that \( \chi_{t} \Rightarrow \mu \) and \( \eta_{n}^{\ast} \Rightarrow \xi \). Finally, we ave \( R(s)/L_{T(r)}(s - r) \to 1 \) as \( t \to \infty \) by part 2 of Proposition 2.6, so \( \eta_{t} \Rightarrow \xi \), as claimed.

By a subsequence argument, it remains only to consider the case in which, for some \( \delta > 0 \), we have \( \delta t_{n} \leq s_{n} \leq (1 - \delta)t_{n} \) for all \( n \). In this case, we can apply part 3 of Proposition 2.6 with the configuration of particles at time \( \delta t_{n}/2 \) playing the role of the initial configuration of particles, as in the proof of Theorem 2.9, to obtain the result. Because the limit distributions \( \mu \) and \( \eta \) are concentrated on a single measure, the result of Lemma 4.3 remains enough to ensure that the conditioning on \( \zeta > t \) does not affect the conclusion.

\[ \square \]

### 5. Moment estimates

#### 5.1. Heat kernel estimates

First, consider a single Brownian particle which is killed when it reaches 0 or 1. Let \( w_{s}(x, y) \) denote the “density” of the position of this particle at time \( s \), meaning that if the Brownian particle starts at the position \( x \in (0, 1) \) at time zero, then the probability that it is in the Borel subset \( U \) of \( (0, 1) \) at time \( s \) is

\[
\int_{U} w_{s}(x, y) \, dy.
\]

It is well-known (see, for example, [Law06, p. 188]) that

\[
w_{s}(x, y) = 2 \sum_{n=1}^{\infty} e^{-\pi^{2}n^{2}s/2} \sin(n\pi x) \sin(n\pi y).
\]

ANNALES HENRI LEBESGUE
Equation (5.1) yields that for every \( x \in [0, 1] \) and \( s \geq 0 \),
\[
\int_0^1 \sin(\pi y) w_s(x, y) \, dy = e^{-\pi^2 s/2} \sin(\pi x).
\]

Furthermore, by the reasoning in [BBS13, Lemma 5], if we define
\[
v_s(x, y) = 2e^{-\pi^2 s/2} \sin(\pi x) \sin(\pi y)
\]
and
\[
D(s) = \sum_{n=2}^{\infty} n^2 e^{-\pi^2(n^2-1)s/2},
\]
then
\[
w_s(x, y) = v_s(x, y) \left( 1 + D_s(x, y) \right),
\]
where \( |D_s(x, y)| \leq D(s) \) for all \( x, y \in (0, 1) \). We further recall (see [Mai16, Lemma 7.1]) that
\[
\int_0^s e^{\pi^2 r/2} w_r(x, 1) \, dr = \frac{2}{\sqrt{n}} \sin(\pi x) \sin(\pi y) + O \left( (x \wedge y)(1 - (x \vee y)) \right),
\]
and
\[
\int_0^s e^{\pi^2 r/2} \left( -\frac{1}{2} \partial_y w_r(x, 1) \right) \, dr = \pi s \sin(\pi x) + O(x).
\]

We will also need the following two lemmas.

**Lemma 5.1.** — For all \( x \in (0, 1) \) and \( y \in (0, 1/2) \), we have
\[
\int_0^s e^{\pi^2 r/2} \sup_{y' \in [0, y]} w_r(x, y') \, dr = O(y(s \sin(\pi x) + (1 - x))).
\]

**Proof.** — For \( r \geq 1 \), we have by (5.3) and (5.5),
\[
\sup_{y' \in [0, y]} w_r(x, y') = O(e^{-\pi^2 r/2} \sin(\pi x)y).
\]

It therefore suffices to show that
\[
\int_0^1 \sup_{y' \in [0, y]} w_r(x, y') \, dr = O(y(1 - x)).
\]

We bound \( w_r(x, y) \) by the heat kernel of Brownian motion killed at 0, i.e.
\[
w_r(x, y) \leq \frac{1}{\sqrt{2\pi r}} \left( e^{-\frac{(x-y)^2}{2r}} - e^{-\frac{(x+y)^2}{2r}} \right) = \frac{1}{\sqrt{2\pi r}} e^{-\frac{(x+y)^2}{2r}} (1 - e^{-\frac{2xy}{r}}).
\]
Using the inequality \( 1 - e^{-z} \leq 1 \wedge z \) for \( z \geq 0 \), we get
\[
w_r(x, y) \leq \frac{1}{\sqrt{2\pi r}} e^{-(x-y)^2/2r} \left( 1 \wedge \frac{2xy}{r} \right).
\]

The first step in proving (5.9) is to show the weaker statement
\[
\int_0^1 \sup_{y' \in [0, y]} w_r(x, y') \, dr = O(y).
\]
To do this, we distinguish between two cases. When $x \leq 2y$, equation (5.10) gives
\[
\sup_{y' \in [0,y]} w_r(x, y') \leq \frac{1}{\sqrt{2\pi r}} \left( 1 \wedge \frac{4y^2}{r} \right).
\]
Integrating over $r$ and changing variables by $r = y^2u$, this gives
\[
(5.12) \quad \int_0^1 \sup_{y' \in [0,y]} w_r(x, y') \, dr \leq y \int_0^\infty \frac{1}{\sqrt{2\pi u}} \left( 1 \wedge \frac{4}{u} \right) \, du = O(y),
\]
because the last integral converges. When $x > 2y$, we use that $x - y' \geq x/2$ for all $y' \leq y$ to get
\[
\sup_{y' \in [0,y]} w_r(x, y') \leq \frac{2xy}{\sqrt{2\pi r^{3/2}}} e^{-x^2/8r}.
\]
Integrating over $r$ and changing variables by $r = x^2u$,
\[
(5.13) \quad \int_0^1 \sup_{y' \in [0,y]} w_r(x, y') \, dr \leq 2y \int_0^\infty \frac{1}{\sqrt{2\pi u^{3/2}}} e^{-1/8u} \, du = O(y),
\]
because the last integral converges. Equations (5.12) and (5.13) together yield (5.11).

When $x \leq 3/4$, equation (5.9) follows immediately from (5.11). Therefore, it remains to show (5.9) when $x \geq 3/4$. By symmetry, for all $x, y \in (0,1)$ and $r \geq 0$, we have $w_r(x, y) = w_r(1-x, 1-y)$ and so, using (5.10) for the last step,
\[
\begin{align*}
w_r(x, y) &= \int_0^1 w_{r/2}(x, z)w_{r/2}(z, y) \, dz \\ &\leq \sup_{z \in (0,1)} w_{r/2}(x, z)w_{r/2}(z, y) \\ &= \sup_{z \in (0,1)} w_{r/2}(1-x, 1-z)w_{r/2}(z, y) \\ &\leq \sup_{z \in (0,1)} \frac{1}{\sqrt{\pi r}} e^{-(x-z)^2/r} \left( 1 \wedge \frac{4(1-x)}{r} \right) \cdot \frac{1}{\sqrt{\pi r}} e^{-(z-y)^2/r} \left( 1 \wedge \frac{4y}{r} \right).
\end{align*}
\]
Now note that when $x \geq 3/4$ and $y \leq 1/2$, for all $z \in (0,1)$ we have either $(x-z)^2 \geq 1/64$ or $(y-z)^2 \geq 1/64$. Hence, for all $x \geq 3/4$ and $y \leq 1/2$, we have
\[
w_r(x, y) \leq \frac{y(1-x)}{r^3} e^{-1/64r}.
\]
It follows that when $y \leq 1/2$, we have
\[
\int_0^1 \sup_{y' \in [0,y]} w_r(x, y') \, dr \leq y(1-x) \int_0^1 \frac{1}{r^3} e^{-1/64r} \, dr = O(y(1-x)),
\]
because the integral converges. \hfill \square

**Lemma 5.2.** — For all $x \in (0,1)$, we have
\[
\int_0^\pi e^{\pi^2 r/2} \int_0^1 w_r(x, y) \, dy \, dr = O(s \sin(\pi x) + (1-x)).
\]

**Proof.** — Exchanging integrals, this is an immediate consequence of (5.6). \hfill \square
Then we show below by an integration by parts argument that the process started at \( x/K(0) \) is bounded over \( \infty \). We will use the following general lemma.

**Lemma 5.3.** — Let \( T > 0 \). Let \( K : [0, T] \to (0, \infty) \) be twice differentiable. Let \( x \in [0, K(0)] \). Let \((\Omega, \mathcal{F}, P)\) be a probability space and \((B_s, s \geq 0)\) be Brownian motion started at \( x \) on this space. For \( s \in [0, T] \), let

\[
\rho_s = \left( \frac{K(0)}{K(s)} \right)^{1/2} \exp \left( \frac{K'(s)B_s^2}{2K(s)} - \frac{K'(0)B_0^2}{2K(0)} - \int_0^s \frac{K''(u)B_u^2}{2K(u)} \, du \right)
\]

and

\[
\tau(s) = \int_0^s \frac{1}{K(u)^2} \, du.
\]

Then \((\rho_s)_{s \in [0, T]}\) is a martingale and under the measure \( Q \) defined by \( dQ/dP = \rho_T \), \((B_s)_{s \in [0, T]}\) is equal in law to \((K(s)W_{\tau(s)})_{s \in [0, T]}\), where \((W_u)_{u \geq 0}\) is a Brownian motion started at \( x/K(0) \). In particular, for all bounded measurable functions \( g : [0, 1] \to \mathbb{R} \) and all \( s \in (0, T] \), we have

\[
E \left[ \rho_s g \left( \frac{B_s}{K(s)} \right) 1_{\{0 < B_u < K(u) \forall u \in [0, s]\}} \right] = \int_0^1 g(y) w_\tau(s) \left( \frac{x}{K(0)^{1/2}} \right) dy.
\]

**Proof.** — Denote by \((G_s, s \geq 0)\) the Brownian filtration, i.e. the smallest complete, right-continuous filtration to which \((B_s, s \geq 0)\) is adapted. For \( s \in [0, T] \), let

\[
X_s = \frac{K(s)}{K(0)} x + K(s) \int_0^s \frac{1}{K(u)} \, dB_u.
\]

A short calculation gives

\[
\frac{dX_s}{K(0)} = K'(s) x \, ds + K'(s) \left( \int_0^s \frac{1}{K(u)} \, dB_u \right) \, ds + dB_s = K'(s) X_s \, ds + dB_s.
\]

That is, \((X_s, 0 \leq s \leq u)\) is a Brownian motion with a time and space dependent drift whose drift at time \( s \) is given by \( K'(s) X_s / K(s) \). For \( s \in [0, T] \), let

\[
\gamma_s = \exp \left( \int_0^s \frac{K'(u)B_u}{K(u)} \, dB_u - \frac{1}{2} \int_0^s \frac{K'(u)^2 B_u^2}{K(u)^2} \, du \right).
\]

We show below by an integration by parts argument that \( \gamma_s = \rho_s \) for all \( s \in [0, T] \), where \( \rho_s \) is defined in (5.14), and assume this for the moment. Because \( K'(u)/K(u) \) is bounded over \( u \in [0, T] \) by assumption, it follows, for example, from [KS91, Corollary 3.5.14] that the process \((\gamma_s, 0 \leq s \leq T)\) is a martingale. Therefore, we can define a new probability measure \( Q \) on \((\Omega, \mathcal{F})\) such that for \( s \in [0, T] \), we have

\[
\frac{dQ}{dP} \bigg|_{\mathcal{G}_s} = \gamma_s.
\]
By Girsanov’s Theorem, the law of the process \((B_s, 0 \leq s \leq T)\) under \(Q\) is the same as the law of \((X_s, 0 \leq s \leq T)\) under \(P\). Furthermore, we can see from (5.16) that by a standard time-change argument due to Dambis, Dubins, and Schwarz (see, for example, [KS91, Theorem 3.4.6]), we can write

\[
\frac{X_s}{K(s)} = W_{\tau(s)},
\]

where \((W_s, s \geq 0)\) is a Brownian motion under \(P\) with \(W_0 = x/K(0)\) and \(\tau(s)\) is given by (5.15). This proves the first part of the lemma. In particular, if \(g \in [0, 1] \to \mathbb{R}\) is a bounded measurable function, then using \(E\) to denote expectations under \(P\) and \(E_Q\) to denote expectations under \(Q\), we have for \(s \in [0, T]\),

\[
E \left[ \gamma_s g \left( \frac{B_s}{K(s)} \right) \mathbb{1}_{\{0 < B_s < K(u) \forall u \in [0,s]\}} \right] = E_Q \left[ g \left( \frac{B_s}{K(s)} \right) \mathbb{1}_{\{0 < B_s < K(u) \forall u \in [0,s]\}} \right] = E \left[ g \left( \frac{X_s}{K(s)} \right) \mathbb{1}_{\{0 < X_s < K(u) \forall u \in [0,s]\}} \right] = E \left[ g \left( W_{\tau(s)} \right) \mathbb{1}_{\{0 < W_u < 1 \forall u \in [0,\tau(s)]\}} \right] = \int_0^1 g(y) w_{\tau(s)} \left( \frac{x}{K(0)}, y \right) \, dy.
\]

To prove the Lemma 5.3, it remains only to show that \(\gamma_s = \rho_s\) for all \(s \in [0, T]\). Observe that if we write \(Z_s = K^2(s)B_s/2K(s)\), then

\[
dZ_s = \frac{K'(s)}{2K(s)} \, dB_s + \left( \frac{K''(s)}{2K(s)} - \frac{K'(s)^2}{2K(s)^2} \right) B_s \, ds,
\]

and therefore

\[
\langle B, Z \rangle_s = \int_0^s \frac{K'(u)}{2K(u)} \, du = \frac{1}{2} \log \left( \frac{K(s)}{K(0)} \right).
\]

Integrating by parts gives

\[
\frac{K'(s)B_s^2}{2K(s)} - \frac{K'(0)B_0^2}{2K(0)} = Z_s B_s - Z_0 B_0
\]

\[
= \int_0^s Z_u \, dB_u + \int_0^s B_u \, dZ_u + \langle B, Z \rangle_s
\]

\[
= \int_0^s \frac{K'(u)B_u}{2K(u)} \, dB_u + \int_0^s \frac{K'(u)B_u}{2K(u)} \, dB_u
\]

\[
+ \int_0^s \left( \frac{K''(u)}{2K(u)} - \frac{K'(u)^2}{2K(u)^2} \right) B_u^2 \, du + \frac{1}{2} \log \left( \frac{K(s)}{K(0)} \right),
\]

and rearranging this equation, we get that \(\gamma_s = \rho_s\), as claimed. \(\square\)

Next, for any fixed constant \(A \geq 0\), define

\[
(5.18) \quad L_{t,A}(s) = c(t - s)^{1/3} - A,
\]

where \(c\) was defined in (1.1). We now consider the case in which \(K(s) = L_{t,A}(s)\). Then \(L_{t,A}(s)\) is defined for \(s \in [0,t_A]\), with \(t_A = t - (A/c)^{3}\). Suppose there is a single
Brownian particle at \( x \in (0, L_{t,A}(r)) \), where \( 0 < r < s \), which is killed if it reaches \( 0 \) or \( L_{t,A}(u) \) at time \( u \in (r, s] \). Let \( q^A_{r,s}(x, y) \) denote the “density” for the position of this particle at time \( s \), meaning that the probability that the particle is in the Borel subset \( U \) of \((0, L_{t,A}(s)) \) at time \( s \) is

\[
\int_U q^A_{r,s}(x, y) \, dy.
\]

Define for \( 0 < r < s < t_A \),

\[
\tau_A(r, s) = \int^s_r \frac{1}{L_{t,A}(u)^2} \, du \tag{5.19}
\]

(we omit the parameter \( t \) in the notation of \( \tau_A \)).

**Proposition 5.4.** — For \( 0 \leq r \leq s < t_A \), \( x \in [0, L_{t,A}(r)] \) and \( y \in [0, L_{t,A}(s)] \), we have

\[
q^A_{r,s}(x, y) = \frac{e^{O((t-s)^{-1/3})}}{(L_{t,A}(r)L_{t,A}(s))^{1/2}} \, w_{\tau_A(r,s)} \left( \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(s)} \right).
\]

Proof. — Let \((B_u, u \geq r)\) denote Brownian motion started at \( x \) at time \( r \). Let

\[
\rho_{r,s} = \left( \frac{L_{t,A}(r)}{L_{t,A}(s)} \right)^{1/2} \exp \left( \frac{L'_{t,A}(s)B^2_s}{2L_{t,A}(s)} - \frac{L'_{t,A}(r)B^2_r}{2L_{t,A}(r)} - \int_r^s \frac{L''_{t,A}(u)B^2_u}{2L_{t,A}(u)} \, du \right).
\]

By Lemma 5.3, if \( h : [0, L_{t,A}(s)] \to \mathbb{R} \) is a bounded measurable function, then

\[
E \left[ \rho_{r,s} h(B_s) 1\{0 < B_u < L_{t,A}(u) \forall u \in [r,s]\} \right] = \frac{1}{L_{t,A}(s)} \int_0^{L_{t,A}(s)} h(z) w_{\tau_A(r,s)} \left( \frac{x}{L_{t,A}(r)}, \frac{z}{L_{t,A}(s)} \right) \, dz.
\]

We have

\[
L'_{t,A}(s) = -\frac{c}{3} (t - s)^{-2/3}, \quad L''_{t,A}(s) = -\frac{2c}{9} (t - s)^{-5/3}.
\]

On the event that \( 0 < B_u < L_{t,A}(u) \) for all \( u \in [r, s] \), we have

\[
\left| \frac{L'_{t,A}(s)B^2_s}{2L_{t,A}(s)} - \frac{L'_{t,A}(r)B^2_r}{2L_{t,A}(r)} - \int_r^s \frac{L''_{t,A}(u)B^2_u}{2L_{t,A}(u)} \, du \right| \leq \left| \frac{L'_{t,A}(s)L_{t,A}(s)}{2} \right| + \left| \frac{L'_{t,A}(r)L_{t,A}(r)}{2} \right| + \frac{1}{2} \int_r^s \frac{L''_{t,A}(u)L_{t,A}(u)}{L_{t,A}(u)} \, du \leq C(t - s)^{-1/3}
\]

for some positive constant \( C \). Therefore,

\[
\rho_{r,s} = \left( \frac{L_{t,A}(r)}{L_{t,A}(s)} \right)^{1/2} e^{O((t-s)^{-1/3})}.
\]
It now follows from (5.20) and (5.21) that
\[
E \left[ h(B_s) \mathbb{1}_{\{0 < B_u < L_{t,A}(u) \forall u \in [r,s]\}} \right] = \frac{e^{O((t-s)^{-1/3})}}{(L_{t,A}(r)L_{t,A}(s))^{1/2}} \int_0^{L_{t,A}(s)} h(z) w_{r,s}(r,s) \left( \frac{x}{L_{t,A}(r)} \cdot \frac{z}{L_{t,A}(s)} \right) \, dz.
\]
This implies the result. □

5.2. First moment estimates

We now return to the original setting of the paper, in which each Brownian particle drifts to the left at rate 1 and branching events, each producing an average of \( m + 1 \) offspring, occur at rate \( \beta = 1/2m \). Suppose there is a single particle at \( x \in (0, L_{t,A}(r)) \) at time \( r \), where \( 0 \leq r < s \), and particles are killed if they reach 0 or \( L_{t,A}(u) \) at time \( u \in (r, s] \). Let \( p_{r,s}^A(x, y) \) denote the “density” for the process at time \( s \), meaning that the expected number of particles in the Borel subset \( U \) of \( (0, L_{t,A}(s)) \) at time \( s \) is
\[
\int_U p_{r,s}^A(x, y) \, dy.
\]
By Girsanov’s Theorem, the addition of the drift multiplies the density by \( e^{(x-y)-t/2} \), and by the Many-to-one Lemma, the branching multiplies the density by \( e^{t/2} \). It follows that
\[
p_{r,s}^A(x, y) = e^{x-y} q_{r,s}^A(x, y).
\]
In this section and the next one, we use this fact to estimate first and second moments of various quantities of this process.

Define \( N_{s,A} \) to be the set particles at time \( s \) that stay below the curve \( L_{t,A} \) until time \( s \). We define
\[
Z_{t,A}(s) = \sum_{u \in N_{s,A}} z_{t,A}(X_u(s), s),
\]

\[
z_{t,A}(x, s) = L_{t,A}(s) \sin \left( \frac{\pi x}{L_{t,A}(s)} \right) e^{x-L_t(s)} \mathbb{1}_{x \in [0, L_{t,A}(s)]},
\]

\[
Y_{t,A}(s) = \sum_{u \in N_{s,A}} y_{t,A}(X_u(s), s),
\]

\[
y_{t,A}(x, s) = \frac{x}{L_{t,A}(s)} e^{x-L_t(s)},
\]

\[
\tilde{Y}_{t,A}(s) = \sum_{u \in N_{s,A}} \tilde{y}_{t,A}(X_u(s), s),
\]

\[
\tilde{y}_{t,A}(x, s) = e^{x-L_t(s)}.
\]

We also define
\[
y_t(x, s) = y_{t,0}(x, s), \quad \tilde{y}_t(x, s) = \tilde{y}_{t,0}(x, s).
\]
Note that \( Y_{t,A}(s) \leq \tilde{Y}_{t,A}(s) \). We further define \( R_{t,A}(r, s) \), for \( r \leq s \), to be the number of particles absorbed at the curve \( L_{t,A} \) between the times \( r \) and \( s \). The notation
\( \mathbf{P}_{(x,r)} \) and \( \mathbf{E}_{(x,r)} \) denotes probabilities and expectations for our branching Brownian motion process started from a particle at the space-time point \((x, r)\).

We now collect a few estimates for \( L_{t,A}(s) \) and \( \tau_A(r, s) \), which were defined in (5.18) and (5.19) respectively. Recall that \( t_A = t - (A/c)^3 \), and define

\[
s_A = t - \left( \frac{2A}{c} \right)^3 \leq t_A,
\]

so that \( A/L_t(s) \leq 1/2 \) for every \( s \leq s_A \). Because we have

\[
L_{t,A}(s) = L_t(s)(1 - A/L_t(s)) = L_t(s) \left( 1 - (A/c)(t - s)^{-1/3} \right)
\]

it follows that for \( s \leq s_A \), we have

\[
L_{t,A}(s) = L_t(s)e^{O((A(t-s))^{-1/3})}.
\]

Also, a simple calculation gives, for \( r \leq s \leq s_A \),

\[
\tau_A(r, s) = \int_r^s \frac{1}{c^2(t-u)^{2/3}} \, du + \int_r^s \frac{2A}{c^3(t-u)} \, du + O \left( A^2(t-s)^{-1/3} \right)
\]

\[
= \frac{3}{c^2} \left( (t-r)^{1/3} - (t-s)^{1/3} \right) + \frac{2A}{c^3} \log \left( \frac{t-r}{t-s} \right) + O \left( A^2(t-s)^{-1/3} \right)
\]

\[
= \frac{2}{\pi^2} \left( L_t(r) - L_t(s) + \frac{2A}{3} \log \left( \frac{t-r}{t-s} \right) + O \left( A^2(t-s)^{-1/3} \right) \right).
\]

It follows that for \( r \leq s \leq s_A \),

\[
e^{-\frac{2A}{\pi^2} \tau_A(r,s)} = e^{L_t(s)-L_t(r)+O(A^2(t-s)^{-1/3})} \left( \frac{t-s}{t-r} \right)^{\frac{2A}{3}}.
\]

Furthermore, since \( L_{t,A}(s) \leq L_t(s) \) for every \( s \leq t_A \), we get by definition and a simple calculation, for every \( s \leq t_A \) (in particular, every \( s \leq s_A \)),

\[
\tau_A(r, s) \geq \tau_0(r, s) = \frac{2}{\pi^2} \left( L_t(r) - L_t(s) \right)
\]

and also, by (5.22) and the definition of \( \tau_A \) from (5.19), for every \( s \leq s_A \),

\[
\tau_A(r, s) = \tau_0(r, s)e^{O(A(t-s)^{-1/3})}.
\]

**Lemma 5.5.** — We have for \( r \leq s \leq s_A \) and \( x \in [0, L_{t,A}(r)] \),

\[
\mathbf{E}_{(x,r)} [Z_{t,A}(s)] = e^{O((1/A^2)(t-s)^{-1/3})} \left( \frac{t-s}{t-r} \right)^{\frac{2A}{3} + \frac{1}{4}} \cdot z_{t,A}(x, r).
\]
Proof. — By applying Proposition 5.4 followed by (5.2) and (5.24), we get
\[
E_{(x,r)}[Z_{t,A}(s)] = \int_0^{L_{t,A}(s)} e^{x-y} q^A_{r,s}(x,y) z_{t,A}(y, s) \, dy
\]
\[
= e^{O((t-s)^{-1/3})} \frac{L_{t,A}(s)^{1/2}}{L_{t,A}(r)^{1/2}} e^{x-L_t(s)}
\times \int_0^{L_{t,A}(s)} \sin \left( \frac{\pi y}{L_{t,A}(s)} \right) w_{r,s}(r,s) \left( \frac{x}{L_{t,A}(r)} \right) \left( \frac{y}{L_{t,A}(s)} \right) \, dy
\]
\[
= e^{O((t-s)^{-1/3})} \frac{L_{t,A}(s)^{3/2}}{L_{t,A}(r)^{1/2}} e^{x-L_t(s)} e^{-\frac{\pi^2}{2} \tau_A(r,s)} \sin \left( \frac{\pi x}{L_{t,A}(r)} \right)
\]
\[
= e^{O((1+\tau^2)(t-s)^{-1/3})} \frac{L_{t,A}(s)^{3/2}}{L_{t,A}(r)^{3/2}} \left( \frac{t-s}{t-r} \right)^{\frac{3}{2}} \frac{2}{\pi} \, z_{t,A}(x, r).
\]
The lemma follows from (5.22).

**Lemma 5.6.** — Let $\gamma > 0$. There exists a positive constant $C$, depending on $\gamma$, such that if $r \leq s \leq t_A$ and $\tau_A(r, s) \geq \gamma$, then for $x \in [0, L_{t_A}(r)]$,
\[
E_{(x,r)}[\tilde{Y}_{t,A}(s)] \leq C e^{O((t-s)^{-1/3})} \frac{z_{t,A}(x, r)}{L_{t,A}(r)}.
\]

Proof. — By Proposition 5.4,
\[
E_{(x,r)}[\tilde{Y}_{t,A}(s)] = \int_0^{L_{t,A}(s)} e^{x-y} q^A_{r,s}(x,y) e^{y-L_t(s)} \, dy
\]
\[
= e^{O((t-s)^{-1/3})} \frac{L_{t,A}(s)^{1/2}}{L_{t,A}(r)^{1/2}} \int_0^{L_{t,A}(s)} \sin \left( \frac{\pi y}{L_{t,A}(r)} \right) \sin \left( \frac{\pi x}{L_{t,A}(r)} \right) \, dy.
\]
Because $\tau_A(r, s) \geq \gamma$, it follows from (5.3) and (5.5) that
\[
E_{(x,r)}[\tilde{Y}_{t,A}(s)] \leq C e^{O((t-s)^{-1/3})} \frac{e^{x-L_t(s)} e^{-\frac{\pi^2}{2} \tau_A(r,s)}}{L_{t,A}(r)^{1/2} L_{t,A}(s)^{1/2}}
\times \int_0^{L_{t,A}(s)} \sin \left( \frac{\pi x}{L_{t,A}(r)} \right) \sin \left( \frac{\pi y}{L_{t,A}(r)} \right) \, dy
\]
\[
\leq C e^{O((t-s)^{-1/3})} \frac{e^{x-L_t(s)} e^{-\frac{\pi^2}{2} \tau_A(r,s)}}{L_{t,A}(r)^{1/2}} \sin \left( \frac{\pi x}{L_{t,A}(r)} \right).
\]
Therefore, using (5.25) and the fact that $L_{t,A}$ is decreasing, we get
\[
E_{(x,r)}[\tilde{Y}_{t,A}(s)] \leq C e^{O((t-s)^{-1/3})} \frac{e^{x-L_t(r)} \sin \left( \frac{\pi x}{L_{t,A}(r)} \right)}{L_{t,A}(r)},
\]
as claimed.

To calculate the first moment of $R_{t,A}$, we will use the following well-known result on the hitting time of a curve by a Brownian motion.

**Lemma 5.7.** — Let $b_+, b_- : \mathbb{R}_+ \to \mathbb{R}$ be smooth functions. Let $y \in (b_-(0), b_+(0))$. Let $u(y, s)$ be the density of Brownian motion started at $x$ and killed when hitting
one of the curves \( b_+ \) and \( b_- \). Let \( H_+ \) and \( H_- \) denote the hitting times of the curves \( b_+ \) and \( b_- \), respectively. Then

\[
P_x (H_+ \in ds, \ H_+ < H_-) = -\frac{1}{2} \partial_y u(y, s) \bigg|_{y=b_+(s)} ds
\]

In words, Lemma 5.7 says that the density at time \( s \) of the hitting time of the boundary \( b_+ \) is equal to the heat flow of \( u \) out of the boundary at time \( s \). This result is so classical that it is difficult to find a complete proof of it in the literature. See e.g. [IM74, p. 154, eq. 32] for an early appearance (without proof) in the case of constant boundaries and note that in our one-dimensional setting, one can easily reduce to this case by a suitable change of variables. For two different proof ideas, one more elegant, the other one more robust, both directly applicable for non-constant boundaries, one may consult [Ler86, Lemma I.1.4] and [Dan82, Section 3], respectively. For a general discussion of parabolic measure on the boundary of a space-time domain and its relation to hitting times, see [Doo84, Section 2.IX.13]. Lemma 5.7 can also be deduced from the formula given in Section 1.XV.7 of that book. A more readable, but non-rigorous discussion in the time-homogeneous case can be found in [Gar85, Section 5.2.1].

**Lemma 5.8.** — We have for \( r \leq s \leq s_A \) and \( x \in [0, L_{t,A}(r)] \),

\[
E_{(x,r)} [R_{t,A}(r, s)] \leq \pi e^{\frac{A}{2}} O\left( \left( \frac{11}{12} \right)^{(t-s)^{-1/3}} \right) \left( \frac{\tau_0(r, s)}{L_t(r)} \right)^{\frac{1}{2}} \left( \frac{g_{t,A}(x, r)}{L_{t,A}(r)} \right) \left( \frac{q_{t,A}(x, y)}{L_{t,A}(r)} \right) \left( \frac{y}{L_{t,A}(r)} \right) \left( \frac{y}{L_{t,A}(r)} \right) \left( \frac{y}{L_{t,A}(r)} \right)
\]

**Proof.** — From Lemma 5.7 together with the many-to-one lemma applied along a stopping line (see [Mai12, Sections 3.2 and 3.3]), we get

\[
E_{(x,r)} [R_{t,A}(r, s)] = \int_r^s \left( -\frac{1}{2} \frac{d}{dy} p_{t,u}^A (x, y) \bigg|_{y=L_{t,A}(u)} \right) du.
\]

Equation (5.28) implies

\[
E_{(x,r)} [R_{t,A}(r, s)] = \int_r^s \left( -\frac{1}{2} \frac{d}{dy} e^{x-y} q_{t,u}^A (x, y) \bigg|_{y=L_{t,A}(u)} \right) du
\]

Because \( \partial_y q_{t,u}^A (x, L_{t,A}(u)) = \lim_{y \rightarrow L_{t,A}(u)} q_{t,u}^A (x, y)/(L_{t,A}(u) - y) \), the uniform bounds on \( q_{t,u}^A (x, y) \) in Proposition 5.4 directly turn into uniform bounds on its derivative at \( y = L_{t,A}(u) \). Therefore,

\[
E_{(x,r)} [R_{t,A}(r, s)] = e^{A} e^{O((t-s)^{-1/3})} \int_r^s \frac{1}{L_{t,A}(r)^{1/2} L_{t,A}(u)^{1/2}} e^{x-L_{t,u}} \left( -\frac{1}{2} \partial_y w_{t,A}(r,u) \left( \frac{x}{L_{t,A}(r)} \right) \right) du.
\]
Now (5.24) and (5.22) give

\begin{equation}
E_{(x,r)}[R_{t,A}(r,s)] = e^A e^O((1+r^2)(t-s)^{-1/3}) e^{2x-L_t(r)} \times \int_r^s \frac{1}{L_{t,A}(u)^2} \left( \frac{L - u}{t - r} \right)^{\frac{24 + \varepsilon}{2}} e^{\frac{x^2}{2} r_u} \left( \frac{1}{2} \partial_y w_{r,u} \left( \frac{x}{L_{t,A}(r)} \right) \right) du.
\end{equation}

We claim that

\begin{equation}
T := e^{x-L_t(r)} \int_r^s \frac{1}{L_{t,A}(u)^2} e^{\frac{x^2}{2} r_u} \left( \frac{1}{2} \partial_y w_{r,u} \left( \frac{x}{L_{t,A}(r)} \right) \right) du \quad \pi \left( \frac{\tau_A(r,s)}{L_{t,A}(r)} \right) z_{t,A}(x,r) + O(y_{t,A}(x,r))
\end{equation}

Then (5.29) and (5.30), along with (5.25) and (5.26), imply the lemma because \( \frac{t-u}{t-r} \leq 1 \) for every \( u \in [r,s] \). To prove the claim, we transform the integral in (5.30) using the change of variables \( \tau_A(r,u) = u' \) along with (5.19), to get

\begin{equation}
T = e^{x-L_t(r)} \int_0^{\tau_A(r,s)} e^{\frac{x^2}{2} u'} \left( \frac{1}{2} \partial_y w_{u'} \left( \frac{x}{L_{t,A}(r)} \right) \right) du'.
\end{equation}

Equation (5.7) now gives

\begin{equation}
T = \pi e^{x-L_t(r)} \left( \tau_A(r,s) \sin \left( \frac{\pi x}{L_{t,A}(r)} \right) + O \left( \frac{x}{L_{t,A}(r)} \right) \right),
\end{equation}

which is exactly (5.30).

5.3. Second moment estimates

**Lemma 5.9.** — Let \( \varepsilon, \gamma_1, \) and \( \gamma_2 \) be positive numbers. Suppose \( r \leq s \leq (1-\varepsilon)t \wedge s_A \). Suppose also that \( \tau_A(r,s) \geq \gamma_1 \) and \( (1+r^2)(t-s)^{-1/3} \leq \gamma_2 \). Then there exists a positive constant \( C \), depending on \( \varepsilon, \gamma_1, \) and \( \gamma_2 \), such that

\[ E_{(x,r)}[Z_{t,A}(s)^2] \leq C e^{-A} \left( \frac{\tau_0(r,s)}{L_t(r)} \right) z_{t,A}(x,r) + y_{t,A}(x,r). \]

**Proof.** — Let \( m_2 \) be the second factorial moment of the offspring distribution. Standard second moment calculations (see, for example, [INW69, p. 146]) give

\begin{equation}
E_{(x,r)}[Z_{t,A}(s)^2] = E_{(x,r)} \left[ \sum_{u \in N_s} z_{t,A}(X_u(s),s)^2 \right] + \beta m_2 \int_0^s \int_0^{L_{t,A}(u)} e^{x-y} q_{r,u}^A(x,y) E_{(y,u)}[Z_{t,A}(s)]^2 dy du =: T_1 + T_2.
\end{equation}

We first bound the first term in (5.31). By Proposition 5.4,

\[ T_1 \leq \frac{C}{(L_{t,A}(r)L_{t,A}(s))^{1/2}} \int_0^{L_{t,A}(s)} e^{x-y} w_{r,t}(r,s) \left( \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(s)} \right) L_{t,A}(s)^2 \sin \left( \frac{\pi y}{L_{t,A}(s)} \right)^2 e^{2(x-y-L_t(s))} dy. \]
Now using (5.3), (5.4), and (5.5), along with the fact that $\tau_A(r, s) \geq \gamma_1$, we get
\[
T_1 \leq \frac{C L_{t,A}(s)^{3/2} e^x}{L_{t,A}(r)^{1/2}} \int_0^{L_{t,A}(s)} \int_r^{L_{t,A}(u)} e^{-\frac{\pi y}{L_{t,A}(s)}} e^{y-2L_t(s)} s \sin \left( \frac{\pi x}{L_{t,A}(r)} \right) \sin \left( \frac{\pi y}{L_{t,A}(s)} \right) dy.
\]
Using (5.25), we get
\[
T_1 \leq \frac{C e^{-A} z_{t,A}(x, r)}{L_{t,A}(r)^{1/2} L_{t,A}(u)^{1/2}} \int_0^{L_{t,A}(s)} e^{y-L_t(s)} s \sin \left( \frac{\pi x}{L_{t,A}(r)} \right) \sin \left( \frac{\pi y}{L_{t,A}(s)} \right) dy.
\]
(5.32)

We now bound the term $T_2$ in (5.31). By Proposition 5.4 and Lemma 5.5,
\[
T_2 \leq C \int_r^{L_{t,A}(u)} \int_0^{L_{t,A}(u)} e^{x-y} \frac{e^{x-L_t(u)} y}{L_{t,A}(r)^{1/2} L_{t,A}(u)^{1/2}} w_{\tau_A(r, u)} \left( \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(u)} \right) z_{t,A}(y, u)^2 dy du.
\]
Applying the inequality $z_{t,A}(y, u) \leq \pi (L_{t,A}(u) - y) e^{y-L_t(u)}$ and using that $L_{t,A}$ is decreasing and that $L_{t,A} \leq L_t$ gives
\[
T_2 \leq C L_t(r) \int_r^{L_{t,A}(u)} \int_0^{L_{t,A}(u)} e^{x-L_t(u)+y-L_{t,A}(u)-A} \frac{L_{t,A}(u)^2}{w_{\tau_A(r, u)}} \left( \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(u)} \right) (L_{t,A}(u) - y)^2 dy du.
\]
Changing variables $y \mapsto L_{t,A}(u) - y$, and using that $w_u(x', y') = w_u(1 - x', 1 - y')$ for all $x', y' \in [0, 1]$ together with (5.25) gives
\[
T_2 \leq C L_t(r) e^{x-L_t(r)-A} \int_r^{L_{t,A}(u)} e^{x+\frac{\pi x}{L_{t,A}(u)} w_{\tau_A(r, u)}} \left( \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(u)} \right) y^2 e^{-y} dy du.
\]
(5.33)

Now making the additional change of variables $\tau_A(r, u) \mapsto u$, using (5.19), and letting $h(u)$ be the number such that $\tau_A(r, h(u)) = u$, we get
\[
T_2 \leq C L_t(r) e^{x-L_t(r)-A} \int_0^{\tau_A(r, s)} e^{\frac{\pi x}{L_{t,A}(u)}} \int_0^{L_{t,A}(h(u))} y^2 e^{-y} \times \frac{w_u \left( 1 - \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(h(u))} \right)}{dy du}.
\]
We now split the inner integral into two pieces and use Tonelli’s Theorem and the fact that $L_{t,A}$ is decreasing for the first piece to get

$$T_2 \leq Ce^{x-L_t(r)-A} L_t(r) \int_0^{\tau_A(r,s)} e^{\pi^2 u/2} \int_0^{L_{t,A}(s)} y^2 e^{-y} \times w_u \left( 1 - \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(h(u))} \right) dy du$$

$$+ Ce^{x-L_t(r)-A} L_t(r) \int_0^{\tau_A(r,s)} e^{\pi^2 u/2} \int_0^{L_{t,A}(h(u))} y^2 e^{-y} \times w_u \left( 1 - \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(h(u))} \right) dy du$$

$$\leq Ce^{x-L_t(r)-A} L_t(r) \int_0^{\tau_A(r,s)} e^{\pi^2 u/2} \sup_{y' \in [0,2/L_{t,A}(s)]} w_u \left( 1 - \frac{x}{L_{t,A}(r)}, y' \right) dy du$$

$$+ Ce^{x-L_t(r)-A} L_t(r)^3 e^{-1/2} L_{t,A}(s) \int_0^{\tau_A(r,s)} e^{\pi^2 u/2} \times w_u \left( 1 - \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(h(u))} \right) dy du$$

$$=: T_3 + T_4.$$ 

By Lemma 5.1, and then using (5.22) and the assumptions on $s$ (in particular that $s \leq (1 - \varepsilon)t$),

$$T_3 \leq \frac{Ce^{x-L_t(r)-A} L_t(r)}{L_{t,A}(s)} \left[ \tau_A(r,s) \sin \left( \frac{x}{L_{t,A}(r)} \right) + \frac{x}{L_{t,A}(r)} \right] \int_0^\infty y^3 e^{-y} dy$$

$$\leq Ce^{-A} \left( \frac{\tau_A(r,s)}{L_t(r)} z_{t,A}(x,r) + y_{t,A}(x,r) \right).$$

By Lemma 5.2, and using again (5.22) and the assumptions on $s$,

$$T_4 \leq Ce^{x-L_t(r)-A} L_t(r)^4 e^{-1/2} L_{t,A}(s) \left[ \tau_A(r,s) \sin \left( \frac{x}{L_{t,A}(r)} \right) + \frac{x}{L_{t,A}(r)} \right]$$

$$\leq Ce^{-A} \left( \frac{\tau_A(r,s)}{L_t(r)} z_{t,A}(x,r) + y_{t,A}(x,r) \right).$$

The lemma now follows from (5.31), (5.32), (5.34), (5.35), and (5.36), together with (5.26). \qed

**Lemma 5.10.** — Let $\varepsilon$, $\gamma_1$, and $\gamma_2$ be positive numbers. Suppose $r \leq (1 - \varepsilon)t \wedge s_A$. Suppose also that $\tau_A(r,s) \geq \gamma_1$ and $(1 \vee A^2)(t - s)^{-1/3} \leq \gamma_2$. Then there exists a positive constant $C$, depending on $\varepsilon$, $\gamma_1$, and $\gamma_2$, such that

$$\mathbb{E}_{(x,r)} \left[ R_{t,A}(r,s)^2 \right] \leq Ce^A \left( \frac{\tau_0(r,s)}{L_t(r)} z_{t,A}(x,r) + y_{t,A}(x,r) \right).$$
Proof. — As in the proof of Lemma 5.9, we have

\begin{equation}
E_{(x,r)} \left[ R_{t,A}(r, s) \right]^2 \\
= E_{(x,r)} \left[ R_{t,A}(r, s) \right]^2 \\
+ \beta m_2 \int_s^s \int_0^{L_{t,A}(u)} e^{x-y} q_{r,u}(x, y) \left( E_{(y,u)} \left[ R_{t,A}(u, s) \right] \right)^2 \ dy \ du \\
=: T_1 + T_2.
\end{equation}

In view of (5.27), it only remains to bound \(T_2\). For every \(u \in [r, s]\) and \(y \in [0, L_{t,A}(u)]\), we get, using Lemma 5.8 and the fact that \(\tau_0(u, s) \leq CL_t(u)\) when \(s \leq (1 - \varepsilon)t\),

\[
\left( E_{(y,u)} \left[ R_{t,A}(u, s) \right] \right)^2 \leq C e^{2A} \left( \frac{\tau_0(u, s)}{L_t(u)} z_{t,A}(y, u) + y_{t,A}(y, u) \right)^2 \\
\leq C e^{2A} \left( z_{t,A}(y, u)^2 + y_{t,A}(y, u)^2 \right) \\
\leq C e^{2A} \left( (L_{t,A}(u) - y)^2 e^{2(y-L_t(u))} + e^{2(y-L_t(u))} \right) \\
= C e^{-2(L_{t,A}(u)-y)} \left( (L_{t,A}(u) - y)^2 + 1 \right).
\]

Plugging this into (5.37) and using Proposition 5.4, we get

\[
T_2 \leq C \int_r^s \int_0^{L_{t,A}(u)} e^{x-y} L_{t,A}(r)^{1/2} L_{t,A}(u)^{1/2} w_{rA}(r,u) \left( \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(u)} \right) \\
\times e^{2(L_{t,A}(u)-y)} \left( (L_{t,A}(u) - y)^2 + 1 \right) \ dy \ du.
\]

Now making the change of variables \(y \mapsto L_{t,A}(u) - y\), using the fact that \(w_u(x', y') = w_u(1 - x', 1 - y')\), and then using (5.24) as in the proof of Lemma 5.9, we get

\[
T_2 \leq CL_t(r) \int_r^s \int_0^{L_{t,A}(u)} e^{x+y-L_{t,A}(u)} \left( 1 - \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(u)} \right) e^{-2y(y^2 + 1)} \ dy \ du \\
\leq CL_t(r) e^{-L_t(r)+A} \int_r^s \frac{e^{2z_{rA}(r,u)}}{L_{t,A}(u)^2} \\
\times \int_0^{L_{t,A}(u)} w_{rA}(r,u) \left( 1 - \frac{x}{L_{t,A}(r)}, \frac{y}{L_{t,A}(u)} \right) e^{-y \left( y^2 + 1 \right)} \ dy \ du.
\]

Note that this expression is identical to the expression in (5.33) except that the sign of \(A\) in the exponential in front of the integral is reversed, and we have \(y^2 + 1\) in place of \(y^2\) in the integrand. Consequently, we can follow the same steps as in the proof of Lemma 5.9 to obtain

\[
T_2 \leq C e^{A} \left( \frac{\tau_0(r, s)}{L_t(r)} z_{t,A}(x, r) + y_{t,A}(x, r) \right),
\]

which completes the proof of the Lemma 5.10. \(\square\)
6. Particle configurations

Our goal in this section is to deduce Proposition 2.6 from results in [BBS15]. The strategy of the proofs in [BBS15] is to show that if at time zero there is a single particle at $x > 0$, then for all $\kappa > 0$, the configuration of particles at time $\kappa t^{2/3}$ will satisfy certain conditions. The rest of the proofs then use only what has been established about the configuration of particles at time $\kappa t^{2/3}$. Consequently, the results in [BBS15] immediately extend to any initial configuration of particles for which these conditions hold at time $\kappa t^{2/3}$. This observation yields Lemma 6.1 below.

We define
\[
\tilde{Y}_t(s) = \sum_{u \in N_s} \tilde{y}_t(X_u(s),s),
\]
which is similar to $\tilde{Y}_{t,A}(s)$ defined at the beginning of Section 5.2, except that here particles are only killed at the origin and not at the curve $L_{t,A}$.

**Lemma 6.1.** Suppose we have a sequence of possibly random initial configurations $(\nu_n)_{n=1}^\infty$ such that the following conditions hold for a corresponding sequence of times $(t_n)_{n=1}^\infty$:

1. The times $t_n$ do not depend on the evolution of the branching Brownian motion after time zero, and $t_n \to_p \infty$ as $n \to \infty$.
2. For all $\varepsilon > 0$ and $\kappa > 0$, there is a positive constant $C_{13}$, depending on $\varepsilon$ and $\kappa$, such that for sufficiently large $n$,
\[
P_{\nu_n} \left( \tilde{Y}_{t_n} \left( \kappa t_n^{2/3} \right) \leq C_{13} \frac{L_{t_n} \left( \kappa t_n^{2/3} \right)}{\kappa t_n^{2/3}} \right) > 1 - \varepsilon.
\]
3. For all $\varepsilon > 0$ and $\kappa > 0$, there are positive constants $C_{14}$ and $C_{15}$, depending on $\varepsilon$ and $\kappa$, such that for sufficiently large $n$,
\[
P_{\nu_n} \left( C_{14} \leq Z_{t_n} \left( \kappa t_n^{2/3} \right) \leq C_{15} \right) > 1 - \varepsilon.
\]
4. For all $\kappa > 0$ and $A \geq 0$, we have
\[
\lim_{n \to \infty} P_{\nu_n} \left( R \left( \kappa t_n^{2/3} \right) < L_{t_n} \left( \kappa t_n^{2/3} \right) - A \right) = 1.
\]

Let $0 < \delta < 1/2$. Then the three conclusions of Proposition 2.6 hold.

**Proof.** This proposition essentially restates the results of [BBS15] in the context of the present paper. The second, third, and fourth conditions that we require for the sequence $(t_n)_{n=1}^\infty$ are the three conclusions of [BBS15, Lemma 15], while the first condition that $t_n \to \infty$ in probability corresponds to the condition in [BBS15] that the position $x$ of the initial particle tends to infinity. The first conclusion of Proposition 2.6 is [BBS15, Theorem 1]. The second conclusion of Proposition 2.6 is [BBS15, Theorem 2]. The third conclusion of Proposition 2.6 is a combination of [BBS15, Theorems 3 and 4]. Proposition 2.6 holds because these four theorems in [BBS15] are deduced from [BBS15, Lemma 15]. When $q = 0$, the following adaptations are required to obtain the result in the present context:

- In [BBS15], the branching rate is 1 and the drift is $-\sqrt{2}$. However, it is straightforward to translate results into our setting by a simple scaling.
• [BBS15, Lemma 15] includes a stronger form (6.2), in which the bounds are proved when the term \( \sin(\pi x/L_t(s)) \) in the definition of \( Z_t(s) \) from (1.2) is replaced by \( \sin(\pi x/(L_t(0) + \alpha)) \) for any \( \alpha \in \mathbb{R} \). However, we have

\[
\left| (L_t(0) + \alpha) - L_t(\kappa t^{2/3}) \right| \leq C(\kappa + |\alpha|)
\]

for some positive constant \( C \), so the ratio of the two sine terms will be bounded above and below by positive constants with high probability as long as (6.3) holds and \( t_n \to \infty \) in probability. Therefore, establishing (6.2) is sufficient.

• [BBS15, Theorems 2, 3, and 4] are stated for the case when \( s = ut \) for some \( u \in (0,1) \). However, it is not hard to see that the proof extends to the case where \( s \sim ut \) as \( t \to \infty \), with the constants being uniform over \( u \in [\delta, 1-\delta] \), and then a subsequence argument gives the results in the form stated here.

• The results in [BBS15] are stated for a fixed initial configuration of particles. However, because the proof in [BBS15] ultimately works from the random configuration at time \( \kappa t^{2/3} \), the only possible complication comes from the randomness of the times \( t_n \). [BBS15, Theorems 1 and 2] are probability statements that hold when the position \( x \) of the initial particle tends to infinity, while Theorems 3 and 4 establish convergence in distribution as \( x \to \infty \). The requirement that the random times \( t_n \) tend to infinity in probability is therefore sufficient for these results to carry over to the present context.

• In [BBS15], it is assumed that at the time of a birth event, a particle splits into two other particles. However, as long as \( q = 0 \), the only change that results from considering a general offspring distribution is that a different constant appears in front of the second moment estimates, which does not affect the results. Results of Bramson [Bra83] are needed to prove [BBS15, Theorem 2], but those results hold under the more general offspring distributions considered here when \( q = 0 \). Note in particular that [Bra83, equation (1.2') on page 5] is satisfied when the offspring distribution has finite variance.

The claim that Proposition 2.6 holds even when \( q > 0 \) requires a bit more care. Indeed, the initial configuration with a single particle at \( x_n \), with \( x_n \to \infty \), does not fulfill the four conditions in the lemma when \( q > 0 \) because of the possibility that all descendants of the initial particle could die out. Nevertheless, once these four conditions, which correspond to [BBS15, Lemma 15], are established, one deduces [BBS15, Theorems 1, 3, and 4] using moment estimates, which change only by a constant factor when \( q > 0 \). Therefore, the first and third conclusions of Proposition 2.6 follow from the arguments in [BBS15] without change. Some additional argument is needed, however, to obtain the second conclusion of Proposition 2.6 because the proof of [BBS15, Theorem 2] uses a result of Bramson [BBS15] which is valid only when \( q = 0 \).

To extend the second conclusion of Proposition 2.6 to the case \( q > 0 \), we modify the process as follows. First, we construct the original branching Brownian motion in two stages. In the first stage, we construct the process without absorption at zero. At the second stage, we truncate any particle trajectories that hit zero. Now we can construct a modified process by deleting all particles that do not have an infinite line of descent in the first stage of this construction. This yields a new branching
Brownian motion with \( q = 0 \) that includes a subset of the particles in the original branching Brownian motion. In particular, for any fixed \( s > 0 \), the law of the new process at time \( s \), conditioned on the original branching Brownian motion at time \( s \), is obtained by independently retaining each particle of the original process with probability \( 1 - q \).

We check that the four conditions of the Lemma 6.1 hold for the new process. Condition (1) is immediate because we will use the same times \( t_n \) as in the original process, while conditions (2) and (4) and the upper bound in (6.2) hold because the particles in the new process are a subset of the particles in the original process. To establish the lower bound in (6.2), note that (6.3) implies that for all \( \theta > 0 \), with probability tending to one as \( n \to \infty \), no individual particle in the original process contributes more than \( \theta \) to \( Z_{t_n}(\kappa t_n^{2/3}) \). Now, suppose \( z_1, \ldots, z_m \) is a sequence of numbers such that \( z_1 + \cdots + z_m = z \) and \( z_i \leq \theta \) for all \( i \). Let \( \xi_1, \ldots, \xi_m \) be independent Bernoulli \( (1 - q) \) random variables, and let \( Z = z_1 \xi_1 + \cdots + z_m \xi_m \). Then

\[
E[Z] = (1 - q)z \quad \text{and} \quad \text{Var}(Z) = q(1 - q)(z_1^2 + \cdots + z_m^2) \leq q(1 - q)\theta z.
\]

By applying this observation to the numbers \( z_{t_n}(X_u(\kappa t_n^{2/3}),0) \) for \( u \in N_{t_n} \) and \( \theta \) sufficiently small, and then using Chebyshev’s Inequality, we obtain the lower bound in (6.2).

It now follows from the result when \( q = 0 \) that the conclusion (2.12) holds for the new process. Because the particles in the new process are a subset of the particles in the original process, we immediately get the lower bound in (2.12) for the original process. Finally, recall that for any fixed \( s \), the position of the right-most particle is the same in the new process as in the original process with probability \( 1 - q \). Therefore, the upper bound in (2.12) for the original process holds with probability at least \( 1 - \varepsilon/(1 - q) \), which is sufficient. \( \square \)

We are now able to prove Proposition 2.6 by showing that the hypotheses of Proposition 2.6 imply those of Lemma 6.1.

**Proof of Proposition 2.6.** — Suppose that the hypotheses of Proposition 2.6 are satisfied. The first condition of Lemma 6.1 holds by assumption.

Using that \( \sin(x) \geq 2x/\pi \) and \( \sin(\pi - x) \geq 2x/\pi \) for all \( x \in [0, \pi/2] \), we have for all \( x \in [0, L_{t_n}(0) - A] \),

\[
y_{t_n,0}(x,0) = \frac{x}{L_{t_n}(0)^2 \sin\left(\frac{x}{L_{t_n}(0)}\right)} \leq \frac{1}{2A}.
\]

Because \( A \) is arbitrary and \( (Z_{t_n}(0))_{n=1}^\infty \) is tight, the assumption \( L_{t_n}(0) - R(0) \to_p \infty \) implies that \( Y_{t_n}(0) \to_p 0 \) as \( n \to \infty \).

Let \( \varepsilon > 0 \) and \( \kappa > 0 \). To establish the second, third, and fourth conditions in Lemma 6.1, we consider the branching Brownian motion with particles killed when they reach either the origin or the curve \( s \mapsto L_{t_n}(s) \), run for time \( \kappa t_n^{2/3} \). We will need to make some moment calculations, conditional on the initial configuration of particles. By Markov’s Inequality, Lemma 5.8 with \( A = 0 \), and equation (5.23), there is a positive constant \( C \), depending on \( \kappa \), such that

\[
P_{v_n}\left( R_{t_n}(0, \kappa t_n^{2/3}) \geq 1 \right| F_0 \right) \leq \mathbb{E}_{v_n}\left[ R_{t_n}(0, \kappa t_n^{2/3}) \right| F_0] \leq C \left( \frac{Z_{t_n}(0)}{L_{t_n}(0)} + Y_{t_n}(0) \right).
\]
Because $L_{t_n}(0) \to_p \infty$ and $Y_{t_n}(0) \to_p 0$ as $n \to \infty$, and $(Z_{t_n}(0))_{n=1}^\infty$ is tight, we can deduce that

\begin{equation}
\lim_{n \to \infty} P_{\nu_n}(R_{t_n}(0, \kappa t_n^{2/3}) \geq 1) = 0.
\end{equation}

Thus, we may disregard the possibility that particles are killed at $L_{t_n}(s)$ before time $\kappa t_n^{2/3}$.

By Lemma 5.6 with $A = 0$,

\begin{equation}
E_{\nu_n} \left[ \tilde{Y}_{t_n,0} \left( \kappa t_n^{2/3} \right) \right]_{F_0} \leq CZ_{t_n}(0) / L_{t_n}(0),
\end{equation}

where the positive constant $C$ depends on $\kappa$. Because the sequence $(Z_{t_n}(0))_{n=1}^\infty$ is tight and $L_{t_n}(0) \geq L_{t_n}(\kappa t_n^{2/3})$, the second condition (6.1) in Lemma 6.1 follows from (6.6) and Markov’s Inequality, along with (6.5).

From Lemma 5.5 with $A = 0$, and the fact $(Z_{t_n}(0))_{n=1}^\infty$ is tight, we conclude that for all $\varepsilon > 0$ and $\delta > 0$, for sufficiently large $n$ we have, on an event of probability at least $1 - \varepsilon/2$,

\[ \delta \leq E_{\nu_n} \left[ Z_{t_n,0} \left( \kappa t_n^{2/3} \right) \right]_{F_0} \leq \frac{1}{\delta}. \]

By Lemma 5.9 with $A = 0$, there is a positive constant $C$ such that

\[ \text{Var}_{\nu_n} \left( Z_{t_n,0} \left( \kappa t_n^{2/3} \right) \right)_{F_0} \leq C \left( \frac{Z_{t_n}(0)}{L_{t_n}(0)} + Y_{t_n}(0) \right), \]

and the right-hand side tends to zero in probability as $n \to \infty$ by the argument before (6.5). In view of our assumptions on the initial configurations as well as (6.5), the third condition (6.2) in Lemma 6.1 now follows from an application of Chebyshev’s Inequality.

Because $\tilde{y}_{t_n,0}(L_{t_n}(\kappa t_n^{2/3}) - A, \kappa t_n^{2/3}) = e^{-A}$, the fourth condition (6.3) in Lemma 6.1 follows immediately from (6.1).

\[ \square \]

7. Convergence to the CSBP: small time steps

In this section we state and prove a result (Proposition 7.1) which will be at the heart of the proof of Theorem 2.1 in Section 8.

7.1. Notation in this section

We will make heavy use of the results in Sections 5.2 and 5.3. In particular, we use all the notation introduced in Section 5.2. Whenever the symbol $A$ appears, we will always tacitly assume that $A \geq 1$.

In what follows, it will be necessary for us to let both $t$ and $A$ go to infinity. To this end, we will always first let $t$, then $A$ go to infinity. We therefore introduce the following two symbols:

- $\varepsilon_t$: denotes a quantity which is bounded in absolute value by a function $h(A,t)$ satisfying:

\[ \forall A \geq 1 : \lim_{t \to \infty} h(A,t) = 0. \]
\textbf{• \(\varepsilon_{A,t} \):} denotes a quantity which is bounded in absolute value by a function \(h(A, t)\) satisfying:

\[
\lim_{A \to \infty} \limsup_{t \to \infty} h(A, t) = 0.
\]

Note that the first condition is stronger than the second one.

Furthermore, as above, the symbol \(O(\cdot)\) denotes a quantity bounded in absolute value by a constant times the quantity inside the parentheses. Also, throughout the section, we fix \(\Lambda > 1\) and a positive function \(\theta\) such that \(\bar{\theta}(A)A^2 \to 0\) as \(A \to \infty\).

Throughout the section, let \(r \leq s\) such that \(s \leq (1 - \Lambda^{-1})t\) and \(t - s = e^{-\theta}(t - \tau)\), for some \(\theta \in [\bar{\theta}(A)/2, \bar{\theta}(A)]\). All estimates are meant to be uniform in \(r\) and \(s\) respecting these constraints.

Note that with this notation, we have

\[
\frac{\tau_0(r, s)}{L_t(r)} = 2\pi^{-2}(1 - e^{-\theta/3}) = \frac{2}{3\pi^2}\theta(1 + O(\theta)).
\]

In particular, for all \(r \leq r' \leq s' \leq s\),

\[
\frac{\tau_0(r', s')}{L_t(r')} = O(\theta).
\]

The main step in the proof of Theorem 2.1 will be to show the following proposition.

\textbf{PROPOSITION 7.1.} — Set \(a = \frac{2}{3}(a_{(2,14)} + \log \pi) + \frac{1}{3}\). Then, uniformly in \(\lambda \in [\Lambda^{-1}, \Lambda]\), on the event \(\{\forall u \in N_r : X_u(r) \leq L_{t,A}(r)\}\), we have

\[
E \left[ e^{-\lambda Z_t(s)} \mid F_r \right] = \exp \left\{ \left( -\lambda + \theta \left( \Psi_{a,2/3}(\lambda) + \varepsilon_{A,t} \right) \right) Z_t(r) + O \left( A Y_t(r) \right) \right\}.
\]

The proof of this proposition will be decomposed into several steps. Inspired by [BBS13], we decompose the particles into those crossing the curve \(L_{t,A}\) and those staying below it. The particles crossing the curve are exactly the ones causing the jumps in the CSBP. In Section 7.2, we give an asymptotic result for the Laplace transform of such a jump. In Section 7.3, we use this result to prove Proposition 7.1.

\section{7.2. One particle at \(L_{t,A}\)}

\textbf{LEMMA 7.2.} — Uniformly in \(\lambda \in [\Lambda^{-1}, \Lambda]\) and \(\tau \in [r, s - t^{2/3}]\),

\[
E_{(L_{t,A}(\tau), \tau)} \left[ e^{-\lambda Z_t(s)} \right] = \exp \left\{ \pi e^{-A \left( \Psi_{a(7,3),1}(\lambda) - A\lambda + \varepsilon_{A,t} \right)} \right\},
\]

with \(a_{(7,3)} = a_{(2,14)} + \log \pi\).

The following lemma will be needed for the proof of Lemma 7.2.

\textbf{LEMMA 7.3.} — Let \(y : (0, \infty) \to (0, \infty)\) be a function such that \(y(t) \to \infty\) and \(y(t) = o(t^{1/3})\) as \(t \to \infty\). Let \(f : (0, \infty) \to (0, \infty)\) be a function such that \(f(t) = o(t^{2/3})\) as \(t \to \infty\). Then uniformly in \(\tau \in [r, s - t^{2/3}]\), \(\tau' \in [\tau, \tau + f(t)]\), and \(\lambda \in [\Lambda^{-1}, \Lambda]\), as \(t \to \infty\), we have

\[
E_{(L_t(\tau-y(t), \tau'))} \left[ e^{-\lambda Z_t(s)} \right] = \exp \left\{ - (\lambda + \varepsilon_{\lambda} + O(\theta)) y(t) e^{-y(t)} \right\}.
\]
Proof. — Write $x' = L_t(\tau) - y(t)$. Under $P_{(x', \tau')}$, we have $Z_t(s) = z_{t,0}(s)$ on the event \{ $R_{t,0}(\tau', s) = 0$ \}. Hence,

\begin{equation}
\left| E_{(x', \tau')} \left[ e^{-\lambda Z_t(s)} \right] - E_{(x', \tau')} \left[ e^{-\lambda Z_{t,0}(s)} \right] \right| \leq P_{(x', \tau')} (R_{t,0}(\tau', s) \geq 1) \leq E_{(x', \tau')} [R_{t,0}(\tau', s)].
\end{equation}

By Lemma 5.8 and (7.2),

\begin{equation}
E_{(x', \tau')} [R_{t,0}(\tau', s)] \leq C (\theta z_t \left( x', \tau' \right) + y_t \left( x', \tau' \right)).
\end{equation}

Furthermore, using that $e^{-z} = 1 - z + O(z^2)$ for $z \geq 0$, we have

\begin{equation}
E_{(x', \tau')} \left[ e^{-\lambda Z_{t,0}(s)} \right] = 1 - \lambda E_{(x', \tau')} [Z_{t,0}(s)] + O \left( E_{(x', \tau')} [Z_{t,0}(s)^2] \right).
\end{equation}

By Lemma 5.5,

\begin{equation}
E_{(x', \tau')} [Z_{t,0}(s)] = (1 + O(\theta) + \varepsilon_t) z_t \left( x', \tau' \right).
\end{equation}

As for the second moment, to apply Lemma 5.9, note that $\tau_0(\tau', s) \geq \gamma_1$ for some $\gamma_1 > 0$, since $\tau' \leq s - t^{2/3} + f(t)$ and $f(t) = o(t^{2/3})$ by assumption. Hence, for $t$ large enough, by Lemma 5.9 and (7.2),

\begin{equation}
E_{(x', \tau')} [Z_{t,0}(s)^2] \leq C (\theta z_t \left( x', \tau' \right) + y_t \left( x', \tau' \right)).
\end{equation}

Combining (5.7), (7.6), (7.7), (7.8) and (7.9), we have for large enough $t$,

\begin{equation}
E_{(x', \tau')} \left[ e^{-\lambda Z_{t,0}(s)} \right] = 1 - (\lambda + \varepsilon_t + O(\theta)) \left( z_t \left( x', \tau' \right) + O \left( y_t \left( x', \tau' \right) \right) \right).
\end{equation}

Now using that $x' = L_t(\tau) - y(t)$ and $y(t) = o(t^{1/3}) = o(L_t(\tau'))$, along with the fact that $L_t(\tau) - L_t(\tau') \to 0$ as $t \to \infty$ because $\tau' \in [\tau, \tau + f(t)]$, we get

\begin{equation}
z_t \left( x', \tau' \right) = L_t(\tau') \sin \left( \frac{\pi y(t) - (L_t(\tau) - L_t(\tau'))}{L_t(\tau')} \right) e^{L_t(\tau)-L_t(\tau')-y(t)} = (1 + \varepsilon_t) \pi y(t) e^{-y(t)}.
\end{equation}

Furthermore,

\begin{equation}
y_t \left( x', \tau' \right) = \frac{x'}{L_t(\tau')} e^{L_t(\tau)-L_t(\tau')-y(t)} \leq (1 + \varepsilon_t) e^{-y(t)}.
\end{equation}

It is also easy to check that

\begin{equation}
z_t \left( x', \tau' \right)^2 + y_t \left( x', \tau' \right)^2 = O \left( y_t \left( x', \tau' \right) \right).
\end{equation}

It follows from the above that the RHS of (7.10) is at least $1/2$ for $t$ large enough, since $y(t) \to \infty$ as $t \to \infty$ by assumption. Using the equality $1 - x = e^{-x + O(x^2)}$ for $x \in [0, 1/2]$, equation (7.10) together with the above equations gives

\begin{equation}
E_{(x', \tau')} \left[ e^{-\lambda Z_{t,0}(s)} \right] = \exp \left( - (\lambda + \varepsilon_t + O(\theta)) \left( z_t \left( x', \tau' \right) + O \left( y_t \left( x', \tau' \right) \right) + O \left( z_t \left( x', \tau' \right)^2 + y_t \left( x', \tau' \right)^2 \right) \right) \right) = \exp \left( - [\lambda + \varepsilon_t + O(\theta)] \pi y(t) + O(1) \right) e^{-y(t)},
\end{equation}

which implies the statement of the Lemma 7.3, since $y(t) \to \infty$ as $t \to \infty$. \qed
Proof of Lemma 7.2. — We start by proceeding as in the proof of Theorem 1.3. Let $g : (0, \infty) \to (0, \infty)$ be an increasing function that satisfies (3.8). Let $y : (0, \infty) \to (0, \infty)$ be defined so that, similarly to (3.9), we have

$$\lim_{t \to \infty} y(t) = \infty, \quad \lim_{t \to \infty} \frac{y(t)}{L_t(0)} = 0, \quad \lim_{t \to \infty} \frac{t^{-2/3} g(A + y(t))}{t^{-2/3}} = 0.$$  

Starting with one particle at $L_{t,A}(\tau)$ at time $\tau$, we stop particles as soon as they hit the point $L_{t,A}(\tau) - y(t) = L_t(\tau) - A - y(t)$. We denote again by $K_t$ the number of particles hitting that point and by $w_1, \ldots, w_{K_t}$ the times they hit it. Then $w_i \in [\tau, \tau + g(A + y(t))]$ for all $i = 1, \ldots, K_t$ with probability $1 - \varepsilon_t$ by (3.8). We can apply Lemma 7.3 with $A + y(t)$ in place of $g(A + y(t))$ and $f(t) = g(A + y(t))$ to get

$$E_{(L_{t,A}(\tau), \tau)} \left[ e^{-\lambda Z_t(s)} \right] = \mathbb{E}_{(L_{t,A}(\tau), \tau)} \left[ \prod_{i=1}^{K_t} \mathbb{E}_{(L_{i}(\tau) - A - y(t), w_i)} \left[ e^{-\lambda Z_t(s)} \right] \right] = \mathbb{E}_{(L_{t,A}(\tau), \tau)} \left[ \exp \left( -K_t (\lambda + \varepsilon_t + O(\theta)) \pi (A + y(t)) e^{-A - y(t)} \right) \right] + \varepsilon_t.$$

Recall that $y(t) e^{-y(t)} K_t$ converges in law to $W$, the random variable from Lemma 2.13. It follows that

$$E_{(L_{t,A}(\tau), \tau)} \left[ e^{-\lambda Z_t(s)} \right] = \mathbb{E} \left[ \exp \left( -\pi e^{-A} (\lambda + O(\theta)) W \right) \right] + \varepsilon_t.$$

Note that $\lambda + O(\theta) = \lambda(1 + O(\theta))$, uniformly in $\lambda \geq \Lambda^{-1}$. Hence, by (7.13), combined with Lemma 2.13, as $A \to \infty$, we have

$$E_{(L_{t,A}(\tau), \tau)} \left[ e^{-\lambda Z_t(s)} \right] = \exp \left\{ \Psi_{a(2,14),1} \left( \pi e^{-A} (1 + O(\theta)) \lambda + o \left( e^{-A} \right) + \varepsilon_t \right) \right\} = \exp \left\{ \pi e^{-A} (1 + O(\theta)) \lambda \log \lambda + a(2,14) + \log \pi - A + O(\theta) + \varepsilon_{A,t} \right\}.$$

Setting $a_{(7,3)} = a_{(2,14)} + \log \pi$ and using the fact that $\theta A \leq \bar{\theta} A A \to 0$ as $A \to \infty$, equation (7.14) implies

$$E_{(L_{t,A}(\tau), \tau)} \left[ e^{-\lambda Z_t(s)} \right] = \exp \left\{ \pi e^{-A} \left( \Psi_{a_{(7,3),1}}(\lambda) - A \lambda + \varepsilon_{A,t} \right) \right\},$$

which finishes the proof of the Lemma 7.2.

$\square$

7.3. Proof of Proposition 7.1

Decomposing into the descendants of the particles living at time $r$, it is enough to show that for every $x \in [0, L_{t,A}(r)]$, we have

$$E_{(x,r)} \left[ e^{-\lambda Z_t(s)} \right] = \exp \left\{ \left( -\lambda + \theta \left( \Psi_{a_{(7,3)}}(\lambda) + \varepsilon_{A,t} \right) \right) z_t(x, r) + O(\lambda z_t(x, r)) \right\}.$$

Fix $x \in [0, L_{t,A}(r)]$ throughout the section. We adapt an idea from [BBS13] and stop the particles the moment they hit the curve $L_{t,A}$ during the time interval $[r, s]$. We denote by $L_{t,A}$ the set of those particles, identifying a particle with the
time it hits the curve (one can do this more formally using the concept of stopping lines from [Cha91]). For every particle hitting the curve at time \( N \), we denote by \( Z_t^{(u)}(s) \) the contribution to \( Z_t(s) \) of the descendants of \( u \). We then have the following decomposition:

\[
Z_t(s) = Z_{t,A}'(s) + \sum_{u \in L_{t,A}} Z_t^{(u)}(s),
\]

where

\[
Z_{t,A}'(s) = \sum_{u \in N_{s,A}} z_t(X_u(s), s),
\]

with \( N_{s,A} \) defined in Section 5.2. In what follows, we will also make use of the quantities \( Z_{t,A}, Y_{t,A} \) etc. defined in that section.

By the (strong) branching property, conditionally on \( L_{t,A} \), the \( Z^{(u)} \) are independent and independent of \( Z_{t,A}'(s) \). Therefore, we can write

\[
E(x,r) \left[ e^{-\lambda Z_t(s)} \right] = E(x,r) \left[ e^{-\lambda Z_{t,A}'(s)} \prod_{u \in L_{t,A}} e^{-\lambda Z_t^{(u)}(s)} \right]
= E(x,r) \left[ e^{-\lambda Z_{t,A}'(s)} \prod_{u \in L_{t,A}} E(L_{t,A}(u), u) \left[ e^{-\lambda Z_t(s)} \right] \right].
\]

Define \( s' = s - t^{2/3} \). Using Markov’s inequality and conditioning on \( \mathcal{F}_{s'} \), then applying Lemma 5.8, Lemma 5.5, and Lemma 5.6, we have

\[
P(x,r) (L_{t,A} \cap [s', s] \neq \emptyset) \leq E(x,r) [R_{t,A} (s', s)]
\leq E(x,r) \left[ Z_{t,A}(s') \varepsilon_t + O \left( e^{A Y_{t,A}(s')} \right) (1 + \varepsilon_t) \right]
= z_{t,A}(x,r) \varepsilon_t.
\]

Hence,

\[
E(x,r) \left[ e^{-\lambda Z_t(s)} \right]
= E(x,r) \left[ e^{-\lambda Z_{t,A}'(s)} \prod_{u \in L_{t,A} \cap [r,s']} E(L_{t,A}(u), u) \left[ e^{-\lambda Z_t(s)} \right] \right] + z_{t,A}(x,r) \varepsilon_t.
\]

Equation (7.18) and Lemma 7.2 now give

\[
E(x,r) \left[ e^{-\lambda Z_t(s)} \right]
= E(x,r) \left[ e^{-\lambda Z_{t,A}'(s)} + R_{t,A}(r,s') \pi e^{-A} \left( \Psi_{a(t,3)}(1) - \lambda A - A \varepsilon, u \right) \right] + z_{t,A}(x,r) \varepsilon_t.
\]

We next claim that (7.19) implies

\[
E(x,r) \left[ e^{-\lambda Z_t(s)} \right]
= 1 - \lambda E(x,r) [Z_{t,A}(s)] + \pi e^{-A} \left( \Psi_{a(t,3)}(1) - \lambda A + A \varepsilon, u \right) E(x,r) [R_{t,A} (r, s')]
+ O \left( E(x,r) [Z_{t,A}(s)^2 + \left( A e^{-A R_{t,A} (r, s')} \right)^2 + A Y_{t,A}(s)] \right) + z_{t,A}(x,r) \varepsilon_t.
\]
Indeed, the upper bound follows using first the fact that $Z_{t,A}^\prime(s) \geq Z_{t,A}(s)$, which can be seen by observing that $z_t(x, s) \geq z_t(x, s)$ for every $x \geq 0$ because the function $L \mapsto L \sin(\pi x/L)$ is increasing on $[x, \infty)$, and then using that $e^{-x} = 1 - x + O(x^2)$ for $x \geq 0$. Note that the second summand in the exponent on the RHS of (7.19) is always negative, because the product in the expectation on the RHS of (7.18) is bounded by 1. The lower bound, on the other hand, follows from the equality $Z_{t,A}^\prime(s) = Z_{t,A}(s) + O(Ay_{t,A}(x))$, which is a consequence of the fact that $z_t(x, s) = z_{t,A}(x, s) + O(Ay_{t,A}(x, s))$, together with the inequality $e^{-x} \geq 1 - x$ for every $x \geq 0$.

We now gather the following estimates:

$$E_{(x,r)}[Z_{t,A}(s)] = e^{-\theta((\frac{2}{3}A^2) + \varepsilon t)}z_{t,A}(x, r)\quad\text{by Lemma 5.5}$$

$$E_{(x,r)}[R_{t,A}(r, s')]=\pi e^{A+O(\theta(A)+\varepsilon t)}\times \left(\frac{2}{3\pi^2}\theta (1 + O(\theta)) + \varepsilon t\right)z_{t,A}(x, r) + O(y_{t,A}(x, r))\quad\text{by Lemma 5.8 and (7.1)}$$

$$E_{(x,r)}[Z_{t,A}(s)^2] \leq C e^{-A} (\theta z_{t,A}(x, r) + y_{t,A}(x, r))\quad\text{by Lemma 5.9}$$

$$E_{(x,r)}[R_{t,A}(s)^2] \leq C e^{-A} (\theta z_{t,A}(x, r) + y_{t,A}(x, r))\quad\text{by Lemma 5.10}$$

$$E_{(x,r)}[Y_{t,A}(s)] \leq z_{t,A}(x, r)\varepsilon_t\quad\text{by Lemma 5.6}$$

Using that $\theta A^2 \leq \bar{\theta}(A)A^2 \to 0$ as $A \to \infty$, equation (7.20) together with the above estimates gives after some calculation, with $a_{(7.21)} = \frac{2}{3}\bar{\theta}(7.3) + \frac{1}{2}$,

(7.21) $E_{(x,r)}[e^{-\lambda Z_t(s)}]$ \[ = 1 + \left(-\lambda + \theta \left(\Psi_{a_{(7.21)}}, 2/3(\lambda) + \varepsilon_{A,t}\right)\right)z_{t,A}(x, r) + O(Ay_{t,A}(x, r)). \]

Using that $z_{t,A}(x, r) = O(Ae^{-A})$ and $y_{t,A}(x, r) \leq e^{-A}$ for $x \leq L_{t,A}(r)$, as well as $z_{t,A}(x, r)^2 = O(y_{t,A}(x, r))$, we get

(7.22) $E_{(x,r)}[e^{-\lambda Z_t(s)}]$ \[ = \exp \left(-\lambda + \theta \left(\Psi_{a_{(7.21)}}, 2/3(\lambda) + \varepsilon_{A,t}\right)\right)z_{t,A}(x, r) + O(Ay_{t,A}(x, r)). \]

Using again the equality $z_t(x, r) = z_{t,A}(x, r) + O(Ay_{t,A}(x, r))$, equation (7.22) implies (7.16) with $a = a_{(7.21)}$ and concludes the proof of Proposition 7.1.

8. Convergence to the CSBP: proof of Theorem 2.1

Before getting to the heart of the proof, we perform a series of reductions. First, it is enough to consider initial conditions such that $Z$ is positive almost surely. To see this, suppose that, under $P_{\mu}$, we have $Z_t(0) \to_p 0$ as $t \to \infty$. If we superpose $[1/E_{(0)}]$ independent copies of the system, we can reduce this case to the case where $Z_t(0) \to_p 1$ as $t \to \infty$. Indeed, once we have established that the finite-dimensional distributions of these superposed processes converge to the CSBP $(\Xi(u), u \geq 0)$ started from 1, which almost surely stays finite for all times, it will follow that when $Z_t(0) \to 0$ in probability as $t \to \infty$, the finite-dimensional distributions of the
process converge to those of the process that is identically zero. This argument is easily generalized to the general case where \( Z \) has an atom at 0 of arbitrary positive mass.

Next, the finite-dimensional convergence can be easily deduced from the one-dimensional convergence result and the Markov property of the process. For this, it is enough to show that for every \( u \in (0, 1) \), with high probability, the configuration of particles at time \( ut \) again satisfies the hypotheses, with \((1 - u)t\) instead of \( t \), i.e. that \( Z_t(ut) \to Z \) for some random variable \( Z > 0 \) and \( L_t(ut) - R(ut) \to \infty \) in probability (note that \( L_t(ut) = L_{(1-u)t}(0) \) and \( z_t(x, ut) = z_{(1-u)t}(x, 0) \)). The first is precisely a consequence of the one-dimensional convergence result, together with the fact that Neveu’s CSBP does not hit 0. The second on the other hand follows from the second part of Proposition 2.6.

Finally, by a simple conditioning argument, it is enough for the one-dimensional convergence result to assume an initial condition such that, under \( P_{υ_ι} \), we have \( Z_t(0) \to p z_0 \) as \( t \to \infty \), for some constant \( z_0 > 0 \). We assume this for the rest of the section. Also, all probabilities and expectations for the rest of this section will be taken under \( P_{υ_ι} \), so we will omit the subscript.

We now go on to prove the one-dimensional convergence. Fix \( τ > 0 \). It is enough to show the following: for every \( \lambda > 0 \), we have

\[
\lim_{t \to \infty} E \left[ e^{-λZ_t(t(1−e^{-τ}))} \right] = e^{-z_0 u_τ(λ)},
\]

where \( u_τ(λ) \) is the function from (2.1) corresponding to the CSBP with branching mechanism \( Ψ_{a,2/3} \), with \( a \) being the number from Proposition 7.1. We do this by discretizing time. As in Section 7.3, we introduce a parameter \( A \) which goes slowly to \( \infty \) with \( t \). Recall the notation \( ε_t \) and \( ε_{A,t} \) from that section, as well as the function \( \bar{θ} \). Quantities denoted by \( ε_t \) and \( ε_{A,t} \) now may also depend on the initial condition and on \( τ \). For \( A \) sufficiently large, choose \( θ \in \{ \bar{θ}(A)/2, \bar{θ}(A) \} \) such that \( τ = Kθ \) for some \( K ∈ N \). Define \( t_k = t(1 - 1 - kθ) \) for \( k = 0, \ldots, K \), so that \( t_K = t(1 - e^{-τ}) \).

Set \( F_k = F_{t_k} \). By assumption, there exists a sequence \( a_t \to \infty \) such that we have \( L_t(0) - a_t - R(0) \to 0 \) in probability as \( t \to \infty \). We assume without loss of generality that \( a_t \leq t^{1/6} \) for every \( t \geq 0 \). Define the events

\[ G_k = \{ ∀ j \in \{ 0, \ldots, k \} : R(t_j) ≤ L_{t,A}(t_j), Y_t(t_{j}) ≤ Z_t(t_j)/a_t \}, \quad k = 0, \ldots, K, \]

so that \( G_k \in F_k \) for all \( k ∈ \{0, \ldots, K\} \).

**Lemma 8.1.** — We have \( P(G_K) ≥ 1 - ε_t \).

**Proof.** — We have \( P(R(0) ≤ L_{t,A}(0), Y_t(0) ≤ Z_t(0)/a_t) ≥ 1 - ε_t \) by assumption. Let \( k ∈ \{1, \ldots, K\} \). By part 2 of Proposition 2.6, we get \( L_{t,A}(t_k) - R(t_k) \to \infty \) in probability as \( t \to \infty \). Furthermore, by part 3 of Proposition 2.6, we have \( L_{t_k}Y_t(t_k)/Z_t(t_k) \to c \) in probability as \( t \to \infty \), for some constant \( c ∈ (0, ∞) \). Hence, since \( a_t \leq t^{1/6} \) by assumption, \( a_t Y_t(t_k)/Z_t(t_k) \to 0 \) in probability as \( t \to \infty \). A union bound shows that \( P(G_K) = 1 - ε_t \).
Now fix \( \lambda > 0 \). For every \( \delta \in \mathbb{R} \), define recursively,
\[
\begin{align*}
\lambda^{(\delta)}_0 &= \lambda \\
\lambda^{(\delta)}_k &= \lambda^{(\delta)}_{k+1} - \theta \left( \Psi_{a,2/3} \left( \lambda^{(\delta)}_{k+1} \right) - \delta \right).
\end{align*}
\]

**Lemma 8.2.** — Fix \( \lambda > 0 \).

1. There exists \( \Lambda > 1 \) such that for \( |\delta| \) small enough and for \( \theta \) small enough (a priori depending on \( \delta \)), we have \( \lambda^{(\delta)}_k \in [\Lambda^{-1}, \Lambda] \) for all \( k = 0, \ldots, K \).
2. For every \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that for all \( \theta \) sufficiently small,
\[
\lambda^{(\delta)}_0, \lambda^{(-\delta)}_0 \in [u_r(\lambda) - \varepsilon, u_r(\lambda) + \varepsilon].
\]
3. For every \( \delta > 0 \), we have for sufficiently large \( A \) and \( t \), for every \( k = 0, \ldots, K \),
\[
(8.2) \quad \mathbf{E} \left[ e^{-\lambda^{(\delta)}_k Z_t(t_k)} 1_{G_k} \right] - \mathbf{P} \left( G_K \setminus G_k \right) \leq \mathbf{E} \left[ e^{-\lambda^{(\delta)}_k Z_t(t_k)} 1_{G_k} \right] \leq \mathbf{E} \left[ e^{-\lambda^{(\delta)}_k Z_t(t_k)} 1_{G_k} \right].
\]

**Proof.** — Parts 1 and 2 follow from standard results on convergence of Euler schemes for ordinary differential equations, after suitable localization arguments. We provide the details for completeness.

Write \( \Psi = \Psi_{a,2/3} \) for simplicity. Fix \( \lambda > 0 \). Choose \( \Lambda > 1 \) such that \( u_t(\lambda) \in (\Lambda^{-1}, \Lambda) \) for all \( t \in [0, \tau] \). Define \( \Psi^\lambda : \mathbb{R} \rightarrow \mathbb{R} \) by
\[
\Psi^\lambda(x) = \begin{cases} 
\Psi(x) & \text{if } x \in [\Lambda^{-1}, \Lambda] \\
\Psi(\Lambda^{-1}) & \text{if } x \leq \Lambda^{-1} \\
\Psi(\Lambda) & \text{if } x \geq \Lambda.
\end{cases}
\]

Then \( \Psi^\lambda \) is a Lipschitz function. If we define \( (\lambda^{(\delta,\lambda)}_k)_{k=0, \ldots, K} \) recursively by
\[
\begin{align*}
\lambda^{(\delta,\lambda)}_0 &= \lambda \\
\lambda^{(\delta,\lambda)}_k &= \lambda^{(\delta,\lambda)}_{k+1} - \theta \left( \Psi^\lambda \left( \lambda^{(\delta,\lambda)}_{k+1} \right) - \delta \right),
\end{align*}
\]
then \( (\lambda^{(\delta,\lambda)}_k)_{k=0, \ldots, K} \) is the explicit Euler scheme for the ODE
\[
(8.3) \quad y' = - \left( \Psi^\lambda(y) - \delta \right), \quad y(0) = \lambda
\]
on the interval \([0, \tau]\), with timestep \( \theta \). The right-hand side being a Lipschitz function of \( u \), it is well-known that the Euler scheme converges, i.e., if \( y^{(\delta,\lambda)} \) denotes the solution to the ODE (8.3), then as \( \theta \to 0 \),
\[
\max_{k=0, \ldots, K} \left| \lambda^{(\delta,\lambda)}_{K-k} - y^{(\delta,\lambda)}(k\theta) \right| \to 0.
\]
Furthermore, because the right-hand side of (8.3) depends continuously on the parameter \( \delta \), we have \( y^{(\delta,\lambda)} \to y^{(0,\lambda)} =: y(\lambda) \) as \( \delta \to 0 \), uniformly on \([0, \tau]\). Finally, since \( \Psi^\lambda = \Psi \) on \([\Lambda^{-1}, \Lambda]\), and \((u_t(\lambda))_{t \in [0, \tau]}\) is the solution to the ODE (2.2) and satisfies \( u_t(\lambda) \in [\Lambda^{-1}, \Lambda] \) for all \( t \in [0, \tau] \), we have \( y(\lambda)(t) = u_t(\lambda) \) for all \( t \in [0, \tau] \).

Altogether, the above arguments show
\[
(8.4) \quad \lim_{\delta \to 0} \lim_{\theta \to 0} \max_{k=0, \ldots, K} \left| \lambda^{(\delta,\lambda)}_{K-k} - u_{k\theta}(\lambda) \right| = 0.
\]
It remains to remove the localization: since \( u_t(\lambda) \) is contained in the open interval 
\((\Lambda^{-1}, \Lambda)\) for all \( t \in [0, \tau] \), by (8.4), there exists \( \delta_0 > 0 \), such that for all \( |\delta| \leq \delta_0 \), for \( \theta \) sufficiently small, \( \lambda_k^{(\delta)} \in [\Lambda^{-1}, \Lambda] \) for all \( k \in \{0, \ldots, K\} \). But since \( \Psi^\Lambda = \Psi \) on 
\([\Lambda^{-1}, \Lambda]\), a direct recurrence argument shows that \( \lambda_k^{(\delta)} = \lambda_k^{(\delta)} \) for all \( k = 0, \ldots, K \). This proves part 1. Part 2 immediately follows, using again (8.4).

We now prove part 3 of the lemma. Fix \( \delta > 0 \). Choose \( \Lambda > 1 \) such that \( e^{-\tau} > \Lambda^{-1} \) and such that the first part of the lemma holds with this \( \Lambda \). By Proposition 7.1, we have for \( A \) and \( t \) sufficiently large, for every \( \lambda' \in [\Lambda^{-1}, \Lambda] \), and every \( k = 0, \ldots, K-1 \), almost surely,
\[
e^{-\lambda' + \theta(\Psi, \tau/3(\lambda') - \delta)} Z_t(t_k) \mathbb{1}_{G_k} \leq E \left[ e^{-\lambda Z_t(t_{k+1})} \mathbb{1}_{F_k} \right] \mathbb{1}_{G_k} \leq e^{-\lambda' + \theta(\Psi, \tau/3(\lambda') + \delta)} Z_t(t_k) \mathbb{1}_{G_k}.
\]

In particular, using the first part of the lemma, for every \( \delta > 0 \) small enough, for \( A \) and \( t \) sufficiently large, we have for every \( k = 0, \ldots, K-1 \), almost surely,
\[
(8.5) \quad E \left[ e^{-\lambda^{(\delta)} Z_t(t_{k+1})} \mathbb{1}_{F_k} \right] \mathbb{1}_{G_k} \geq e^{-\lambda^{(\delta)} Z_t(t_k)} \mathbb{1}_{G_k},
\]
\[
(8.6) \quad E \left[ e^{-\lambda^{(-\delta)} Z_t(t_{k+1})} \mathbb{1}_{F_k} \right] \mathbb{1}_{G_k} \leq e^{-\lambda^{(-\delta)} Z_t(t_k)} \mathbb{1}_{G_k}.
\]

We now prove (8.2) by induction. For \( k = K \), the inequalities trivially hold. Let \( k < K \) and assume (8.2) holds for \( k+1 \), i.e.
\[
(8.7) \quad E \left[ e^{-\lambda^{(\delta)} Z_t(t_{k+1})} \mathbb{1}_{G_{k+1}} \right] - P(G_K \setminus G_{k+1}) \leq E \left[ e^{-\lambda Z_t(t_{k+1})} \mathbb{1}_{G_k} \right] \\
\leq E \left[ e^{-\lambda^{(-\delta)} Z_t(t_{k+1})} \mathbb{1}_{G_{k+1}} \right].
\]

Using that \( G_{k+1} \subset G_k \), equation (8.7) easily implies
\[
(8.8) \quad E \left[ e^{-\lambda^{(\delta)} Z_t(t_{k+1})} \mathbb{1}_{G_k} \right] - P(G_K \setminus G_k) \leq E \left[ e^{-\lambda Z_t(t_{k+1})} \mathbb{1}_{G_k} \right] \\
\leq E \left[ e^{-\lambda^{(-\delta)} Z_t(t_{k+1})} \mathbb{1}_{G_k} \right].
\]

Equations (8.5), (8.6) and (8.8) now show that (8.2) holds for \( k \). This finishes the induction. \( \square \)

We can now wrap up the proof of (8.1). By Lemma 8.1, we have \( P(G_K) = 1 - \varepsilon_t \), and so
\[
(8.9) \quad E \left[ e^{-\lambda Z_t(t_K)} \right] = E \left[ e^{-\lambda Z_t(t_K)} \mathbb{1}_{G_K} \right] + \varepsilon_t.
\]

Now fix \( \varepsilon > 0 \) and choose \( \delta > 0 \) as in the second part of Lemma 8.2. We then have by the third part of that lemma and (8.9), for \( A \) and \( t \) sufficiently large,
\[
E \left[ e^{-\left(u_t(\lambda) + \varepsilon\right) Z_t(0)} \mathbb{1}_{G_0} \right] - \varepsilon_t \leq E \left[ e^{-\lambda Z_t(t_K)} \right] \leq E \left[ e^{-\left(u_t(\lambda) - \varepsilon\right) Z_t(0)} \mathbb{1}_{G_0} \right] + \varepsilon_t.
\]
Hence, letting $t \to \infty$, and using the assumption on the initial configuration, we have

$$e^{-(u_r(\lambda)+\varepsilon)z_0} \leq \liminf_{t \to \infty} E \left[ e^{-\lambda Z_t(t(1-e^{-\tau}))} \right] \leq \limsup_{t \to \infty} E \left[ e^{-\lambda Z_t(t(1-e^{-\tau}))} \right] \leq e^{-(u_r(\lambda)-\varepsilon)z_0}.$$

Letting $\varepsilon \to 0$ proves (8.1) and thus finishes the proof of Theorem 2.1.
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