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Abstract. In this paper, we study the following singular nonlinear elliptic problem
\begin{equation}
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}}u = \lambda |u|^{r-2}u + \mu \frac{|u|^{q-2}u}{|x|^s} & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
\end{equation}
where \(\Omega\) is a smooth bounded domain in \(\mathbb{R}^N\) with \(0 \in \Omega\), \(\lambda, \mu > 0\), \(0 < s \leq \alpha\), \((-\Delta)^{\frac{\alpha}{2}}\) is the fractional Laplacian operator with \(0 < \alpha < 2\). We establish existence results of problem (1) for subcritical, Sobolev critical and Hardy-Sobolev critical cases.

1. INTRODUCTION

The main objective of this paper is to consider the following fractional Hardy-Sobolev elliptic problem
\begin{equation}
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}}u = \lambda |u|^{r-2}u + \mu \frac{|u|^{q-2}u}{|x|^s} & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
\end{equation}
where \(\Omega\) is a smooth bounded domain in \(\mathbb{R}^N\) with \(0 \in \Omega\), \(\lambda, \mu > 0\), \(0 < s \leq \alpha\). We define fractional Laplacian operator \((-\Delta)^{\frac{\alpha}{2}}\) with \(0 < \alpha < 2\) as follows.

Let \(\{(\lambda_k, \varphi_k)\}_{k=1}^{\infty}\) be the eigenvalues and corresponding eigenfunctions of the Laplacian operator \(-\Delta\) in \(\Omega\) with zero Dirichlet boundary values on \(\partial\Omega\) normalized by \(\|\varphi_k\|_{L^2(\Omega)} = 1\), i.e.
\[-\Delta \varphi_k = \lambda_k \varphi_k \text{ in } \Omega; \quad \varphi_k = 0 \text{ on } \partial\Omega.\]

We define the space \(H_0^{\frac{\alpha}{2}}(\Omega)\) by
\[H_0^{\frac{\alpha}{2}}(\Omega) = \left\{ u = \sum_{k=1}^{\infty} u_k \varphi_k \in L^2(\Omega) : \sum_{k=1}^{\infty} \lambda_k^{\frac{\alpha}{2}} u_k^2 < \infty \right\},\]
which is equipped with the norm
\[\|u\|_{H_0^{\frac{\alpha}{2}}(\Omega)} = \left( \sum_{k=1}^{\infty} \lambda_k^{\frac{\alpha}{2}} u_k^2 \right)^{\frac{1}{2}}.\]
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For any \( u \in H^\frac{\alpha}{2}_0(\Omega) \), the fractional Laplacian \((-\Delta)^{\frac{\alpha}{2}}\) is defined by
\[
(-\Delta)^{\frac{\alpha}{2}} u = \sum_{k=1}^{\infty} \lambda_k^{\frac{\alpha}{2}} u_k \varphi_k,
\]
which is a nonlocal operator. In [7], by using Dirichlet-Neumann mapping, elliptic problems with fractional Laplacian in \( \mathbb{R}^N \) can be converted into local elliptic problems. This argument was applied to bounded domains in [1, 2, 5, 6, 22]. Precisely, let \( C_\Omega = \Omega \times (0, \infty) \). We define
\[
H^1_{0,L}(C_\Omega) = \{ w \in L^2(C_\Omega) : w = 0 \text{ on } \partial_L C_\Omega, \ k_\alpha \int_{C_\Omega} y^{1-\alpha} |\nabla w|^2 \, dx \, dy < \infty \},
\]
which is a Hilbert space with the norm
\[
\| w \|^2_{H^1_{0,L}(C_\Omega)} = k_\alpha \int_{C_\Omega} y^{1-\alpha} |\nabla w|^2 \, dx \, dy.
\]
For any \( u \in H^\frac{\alpha}{2}_0(\Omega) \), the unique solution \( w \in H^1_{0,L}(C_\Omega) \) of the problem
\[
\begin{cases}
-\text{div}(y^{1-\alpha} \nabla w) = 0, & C_\Omega, \\
w = 0, & \partial_L C_\Omega = \partial\Omega \times (0, \infty), \\
w = u, & \Omega \times \{0\},
\end{cases}
\tag{1.2}
\]
is referred to be the extension \( w = E_\alpha(u) \) of \( u \). We know from [1, 2, 6] that the mapping \( E_\alpha : H^\frac{\alpha}{2}_0(\Omega) \to H^1_{0,L}(C_\Omega) \) is an isometric isomorphism, and we have
\[
\| u \|^2_{H^\frac{\alpha}{2}_0(\Omega)} = \| E_\alpha(u) \|^2_{H^1_{0,L}(C_\Omega)}. \tag{1.3}
\]
It was shown in [7], see also [2] etc, that
\[
-k_\alpha \lim_{y \to 0^+} y^{1-\alpha} \frac{\partial w}{\partial y} = (-\Delta)^{\frac{\alpha}{2}} u.
\]
Hence, the restriction of solutions of problem (1.2) in \( \Omega \) are solutions of problem (1.1). Using this sort of extension, one can study the existence of elliptic problems with the fractional Laplacian by the variational method, see [1], [2], [5] and [22] etc for related results. Now, we may reformulate the nonlocal problem (1.1) in a local way, that is,
\[
\begin{cases}
\text{div}(y^{1-\alpha} \nabla w) = 0 & \text{in } C_\Omega, \\
w = 0, & \text{on } \partial_L C_\Omega, \\
\lim_{y \to 0} y^{1-\alpha} \frac{\partial w}{\partial y} = \lambda |w|^{r-2} w + \mu \frac{|w|^{q-2} w}{|x|^s} & \text{in } \Omega,
\end{cases}
\tag{1.4}
\]
where \( \frac{\partial}{\partial y} \) is the outward normal derivative. We then turn to study the equivalent problem (1.4). Define on \( H^1_{0,L}(C_\Omega) \), the functional
\[
I(w) = \frac{1}{2} \int_{C_\Omega} y^{1-\alpha} |\nabla w(x,y)|^2 \, dx \, dy - \frac{\lambda}{r} \int_{\Omega} |w|^r \, dx - \frac{\mu}{q} \int_{\Omega} \frac{|w|^q}{|x|^s} \, dx. \tag{1.5}
\]
Critical points of \( I(w) \) are weak solutions of (1.4).

In the case \( \alpha = 2 \), problem (1.1) with Hardy-Sobolev term has been extensively studied, see for instance [8, 13, 15, 16, 17] and related references. If \( 0 < \alpha < 2, s = 0 \) and \( q = 2^*_\alpha = \frac{2N}{N-\alpha} \), problem (1.1) is Brezis-Nirenberg problem with fractional Laplacian. In [22], existence results were found for the case \( \alpha = 1 \), while the general case was considered in [1]. The main difficulty of such a problem is the lack of compactness. As in [4], the compactness
can be retained below levels related to the best constant $S_\alpha^E$ of the trace inequality, that is the Palais-Smale condition holds for values below these levels, where
\[
S_\alpha^E = \inf_{w \in H^1_{0,L}(\Omega)} \frac{\int_{\Omega} y^{1-\alpha} |\nabla w(x,y)|^2 \, dx \, dy}{\left( \int_{\Omega} |w(x,0)|^{2^*_\alpha} \, dx \right)^{\frac{1}{2^*_\alpha}}}.
\]
The constant $S_\alpha^E$ is related to the best constant $S_\alpha$ of fractional Sobolev inequality:
\[
S_\alpha = \inf_{u \in H^1_\alpha(\Omega)} \frac{\int_{\Omega} |(-\Delta)^{\frac{\alpha}{2}} u(x)|^2 \, dx}{\left( \int_{\Omega} |u(x)|^{2^*_\alpha} \, dx \right)^{\frac{1}{2^*_\alpha}}}.
\]
In fact, by [2], $S_\alpha^E = k_\alpha S_\alpha$ with the constant $k_\alpha$ given there. In the case $\Omega = \mathbb{R}^N$, it is known from [9] that $S_\alpha$ is achieved by functions with the form
\[
U(x) = U_\varepsilon(x) = \frac{\varepsilon^{\frac{N-\alpha}{2}}}{(\varepsilon^2 + |x|^2)^{\frac{N-\alpha}{2}}}
\]
for $\varepsilon > 0$. Furthermore, in this case, $S_\alpha^E$ is also achieved, the minimizer actually is $w = E_\alpha(U)$, see [1] for details. However, the explicit form of $E_\alpha(U)$ has not been worked out yet. To verify $(PS)_c$ condition, it is necessary to investigate further properties of $E_\alpha(U)$.

In this paper, we consider the existence of solutions for problem (1.1), or equivalently, problem (1.4) in both subcritical and critical cases.

Denote by $L^q(\Omega, \frac{1}{|x|^s})$ the weighted $L^p$ space. Invoking (1.3) and results in [27], we see that the inclusion
\[
i : H^1_{0,L}(\Omega) \to L^q(\Omega, \frac{1}{|x|^s})
\]
is continuous if $2 \leq q \leq 2^*_\alpha(s) = \frac{2(N-s)}{N-\alpha}$, and is compact if $2 \leq q < 2^*_\alpha(s)$. The exponent $2^*_\alpha(s)$ is called the critical exponent for fractional Hardy-Sobolev inequality.

In subcritical case, that is, $2 \leq q < 2^*_\alpha(s)$, $2 < r < 2^*_\alpha$, we show that problem (1.4) possesses infinitely many solutions by critical point theory. Let
\[
\mu_s = \inf_{w \in H^1_{0,L}(\Omega)} \frac{\int_{\Omega} y^{1-\alpha} |\nabla w|^2 \, dx \, dy}{\int_{\Omega} \frac{|w(x,0)|^2}{|x|^s} \, dx}.
\]
Indeed, we have the following results.

**Theorem 1.1.** Suppose that $0 \leq s < \alpha$, $2 \leq q < 2^*_\alpha(s)$, $2 < r < 2^*_\alpha$. If either (i) $q > 2$ or (ii) $q = 2$, $0 < \mu < \mu_s$, problem (1.1) has infinitely many solutions.

If $q = 2$, $s = \alpha$, problem (1.1) is related to the fractional Hardy inequality
\[
\int_{\Omega} \frac{|u(x)|^2}{|x|^\alpha} \, dx \leq C_{\alpha,N} \int_{\Omega} |(-\Delta)^{\frac{\alpha}{2}} u(x)|^2 \, dx,
\]
which was investigated in [10], [12] and [26], and the best constant $C_{\alpha,N}$ was computed. By (1.3), $\mu_s$ in (1.7) can also be worked out. We obtain existence results for subcritical case $2 < r < 2^*_\alpha$, and nonexistence result for critical case $r = 2^*_\alpha$. Precisely, we have
Theorem 1.2. Suppose that \( q = 2, s = \alpha \).

(i) If \( 2 < r < 2^*_\alpha \) and \( 0 < \mu < \mu_\alpha \), then problem (1.1) has infinitely many solutions.

(ii) If \( r = 2^*_\alpha \) and \( \Omega \) is a star-shaped domain, then (1.1) does not possess nontrivial solution.

If \( r = 2^*_\alpha \), where \( 2^*_\alpha \) is the critical fractional Sobolev exponent, this is critical fractional Sobolev problem with singular perturbation term. We may deduce in spirit of \([1, 4, 22]\) the following results.

Theorem 1.3. Suppose \( 0 < s < \alpha, r = 2^*_\alpha \) and \( 2 \leq q < 2^*_\alpha (s) \).

(i) If \( q > 2 \), then problem (1.1) possesses at least a positive solution provided that \( N > \frac{2(\alpha - s)}{q} + \alpha \).

(ii) If \( q = 2 \) and \( 0 < \mu < \mu_\alpha \), then problem (1.1) possesses at least a positive solution provided that \( N > 2\alpha - s \).

Finally, if \( q = 2^*_\alpha (s) = \frac{2(N-s)}{N-\alpha} \), it is a critical Hardy-Sobolev problem. If \( \alpha = 2 \), such a problem has been studied by \([8, 13, 15, 16, 17]\) etc. The exponent \( 2^*_\alpha (s) \) is the critical exponent for the fractional Hardy-Sobolev inequality

\[
\left( \int_{\mathbb{R}^N} \frac{|u(x)|^{2^*_\alpha (s)}}{|x|^s} \, dx \right)^{2/2^*_\alpha (s)} \leq C \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\alpha}{2}} u(x)|^2 \, dx. \tag{1.8}
\]

The description of the compactness for critical Hardy-Sobolev problems is closely related to the best constant \( S_{s,\alpha} \) for the fractional Hardy-Sobolev inequality:

\[
S_{s,\alpha} = \inf_{u \in \dot{H}^{s,\alpha}(\mathbb{R}^N), u \neq 0} \frac{\int_{\mathbb{R}^N} |(-\Delta)^{\frac{\alpha}{2}} u(x)|^2 \, dx}{\left( \int_{\mathbb{R}^N} \frac{|u(x)|^{2^*_\alpha (s)}}{|x|^s} \, dx \right)^{2/2^*_\alpha (s)}}, \tag{1.9}
\]

where the space \( \dot{H}^{s,\alpha}(\mathbb{R}^N) \) is defined as the completion of \( C_0^\infty(\mathbb{R}^N) \) under the norm

\[
||u||^2_{\dot{H}^{s,\alpha}(\mathbb{R}^N)} = \int_{\mathbb{R}^N} |(-\Delta)^{\frac{\alpha}{2}} u(x)|^2 \, dx.
\]

A minimizer of the minimization problem \( S_{s,\alpha} \) will be used as usually, to verify \((PS)_c\) condition for critical Hardy-Sobolev problems. It was proved by \([26]\) that \( S_{s,\alpha} \) is achieved by a positive, radially symmetric and non-increasing function. But, an explicit formula as (1.6) for the minimizer has not been found yet. Hence, we need to find further properties of the minimizer \( u \), such as decaying laws, to verify \((PS)_c\) condition. This will be done in section 3 by the Kelvin transform and elliptic regularity theory. Furthermore, estimates for \( |\nabla u| \) are also needed. Since \( u \) can be expressed by the Riesz potential, the decaying law of \( |\nabla u| \) at infinity can be established by the decay law of \( u \). However, \( |\nabla u| \) is possibly singular at the origin, it is required an estimate of singular order of \( |\nabla u| \) at the origin. These are shown in section 3. Eventually, we obtain the following results for critical Hardy-Sobolev problem.

Theorem 1.4. Suppose that \( 0 < s < \alpha, q = 2^*_\alpha (s) \).

(i) If \( 2 < r < 2^*_\alpha \), then problem (1.1) possesses at least a positive solution provided that \( N > \alpha + \frac{2\alpha}{r} \).

(ii) If \( r = 2 \) and \( 0 < \lambda < \lambda_1 \), then problem (1.1) possesses at least a positive solution provided that \( N \geq 2\alpha \), where \( \lambda_1 \) is the first eigenvalue of \( (-\Delta)^{\frac{\alpha}{2}} \) in \( \Omega \).

(iii) If \( r = 2^*_\alpha \) and \( \Omega \) is a star-shaped domain, then problem (1.1) does not possess nontrivial solution for any \( \mu, \lambda > 0 \).
This paper is organized as follows. In section 2, we study the multiple solution results for subcritical problems and nonexistence results for critical problems. In section 3, we study the existence result for problem (1) with \( r = 2^*_\alpha \) and \( q = 2^*_\alpha(s) \) respectively.

2. Subcritical problem and nonexistence

In this section, we first show that in the subcritical case, problem (1.4) has infinitely many solutions, then we prove some nonexistence results. For this purpose, we will find critical points of the functional \( I \) defined by (1.5) by the following minimax theorem, which is Theorem 9.12 in [24].

**Lemma 2.1.** Let \( E \) be an infinite dimensional Banach space and let \( I \in C^2(E, \mathbb{R}) \) be even, satisfying (PS) condition, and \( I(0) = 0 \). If \( E = V \oplus X \), where \( V \) is finite dimensional, and \( I \) satisfies

(i) there exist constants \( \rho, \alpha > 0 \), such that \( I_{\partial B_{\rho}\cap X} \geq \alpha \), and

(ii) for each finite dimensional subspace \( \tilde{E} \subseteq E \), there is an \( R = R(\tilde{E}) \) such that \( I \leq 0 \) on \( \tilde{E} \setminus B_{R(\tilde{E})} \),

then \( I \) possesses an unbounded sequence of critical values.

Now we prove Theorem 1.1 and (i) of Theorem 1.2. In the case \( q = 2 \) in Theorem 1.1 and Theorem 1.2, since \( 0 < \mu < \mu_s \), we remark that the norm

\[
\|w\| = \left( \int_\Omega y^{1-\alpha}|\nabla w|^2 \, dx dy - \mu \int_\Omega \frac{w(x,0)^2}{|x|^s} \, dx \right)^{\frac{1}{2}}
\]

is equivalent to the norm \( \|w\|_{H^{1}_{\alpha,L}(C_\Omega)} \) on \( H^{1}_{\alpha,L}(C_\Omega) \).

**Proof of Theorem 1.1 and (i) of Theorem 1.2:** We need to verify that the functional \( I \) satisfies the conditions in Lemma 2.1, the conclusions then follow. We prove Theorem 1.1 first, then we sketch the proof of (i) in Theorem 1.2.

First, we show that (PS) condition holds for \( I \). Let \( \{w_n\} \subset H^{1}_{\alpha,L}(C_\Omega) \) be a (PS) sequence, that is,

\[
|I(w_n)| \leq C \quad \text{and} \quad I'(w_n) \to 0
\]
as \( n \to \infty \). For the case \( q > 2 \), this implies that if \( r \geq q \), we have

\[
\left( \frac{1}{2} - \frac{1}{q} \right)\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)}^2 + \left( \frac{1}{r} - \frac{1}{q} \right)\lambda \int_\Omega |w_n(x,0)|^r \, dx \leq C + o(1)\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)}.
\]

While if \( r < q \), one has

\[
\left( \frac{1}{2} - \frac{1}{r} \right)\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)}^2 + \left( \frac{1}{r} - \frac{1}{q} \right)\mu \int_\Omega \frac{|w_n(x,0)|^q}{|x|^s} \, dx \leq C + o(1)\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)}.
\]

These inequalities imply that \( \{\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)}\} \) is bounded. Similarly, if \( q = 2 \), we have

\[
\left( \frac{1}{2} - \frac{1}{r} \right)\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)} \leq C + o(1)\|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)},
\]

which implies \( \|w_n\|_{H^{1}_{\alpha,L}(C_\Omega)} \) is bounded.

Now, we show that \( \{w_n\} \) has a convergent subsequence. Since \( \{w_n\} \) is bounded, we can suppose that, up to a subsequence, \( w_n \rightharpoonup w \) in \( H^{1}_{\alpha,L}(C_\Omega) \) as \( n \to \infty \). By the Sobolev compact imbedding theorem, we have

\[
\int_\Omega |w_n(x,0)|^r \, dx \to \int_\Omega |w(x,0)|^r \, dx
\]
and
\[ \int_{\Omega} \frac{|w_n(x,0)|^q}{|x|^s} \, dx \to \int_{\Omega} \frac{|w(x,0)|^q}{|x|^s} \, dx \]
as \( n \to \infty \). Therefore,
\[ \|w_n\|_{H^1_0,L(C_\Omega)}^2 \to \lambda \int_{\Omega} |w(x,0)|^r \, dx + \mu \int_{\Omega} \frac{|w(x,0)|^q}{|x|^s} \, dx = \|w\|_{H^1_0,L(C_\Omega)}^2 \]
as \( n \to \infty \). The convergence \( w_n \to w \) strongly in \( H^1_0,L(C_\Omega) \) follows from the fact that \( w_n \to w \) and \( \|w_n\|_{H^1_0,L(C_\Omega)} \to \|w\|_{H^1_0,L(C_\Omega)} \).

Next, let \( V = \emptyset \) and \( E = X = H^1_0,L(C_\Omega) \) in Lemma 2.1. We claim that there exist constants \( \rho, \alpha > 0 \), such that \( I_{\partial B_{\rho} \cap X} \geq \alpha \). Indeed, if \( q > 2 \), by the Sobolev embedding theorem,
\[ I(w) \geq \frac{1}{2} \|w\|_{H^1_0,L(C_\Omega)}^2 - C_1 \|\nabla w\|_{H^1_0,L(C_\Omega)} - C_2 \|w\|_{H^1_0,L(C_\Omega)}^q, \]
and if \( q = 2 \), we have
\[ I(w) \geq C_1 \|w\|_{H^1_0,L(C_\Omega)}^2 - C_2 \|w\|_{H^1_0,L(C_\Omega)}^r. \]

Therefore, we can choose \( \alpha, \rho > 0 \) small enough, such that
\[ I_{\partial B_{\rho} \cap X} \geq \alpha > 0. \]

Finally, let \( \tilde{E} \subset H^1_0,L(C_\Omega) \) be a finite dimensional subspace. We claim that there exists \( R = R(\tilde{E}) \) such that \( I \leq 0 \) on \( \tilde{E} \setminus B_{R(\tilde{E})} \).

Since \( \tilde{E} \) is finite dimensional, any norms on \( \tilde{E} \) are equivalent. So we have
\[ I(u) \leq C_1 \|u\|_{H^1_0,L(C_\Omega)}^2 - C_2 \|u\|_{H^1_0,L(C_\Omega)}^r - C_3 \|u\|_{H^1_0,L(C_\Omega)}^q \]
for any \( u \in \tilde{E} \). Since \( 2 < r < \frac{2N}{N-s} \) and \( 2 \leq q < \frac{2(N-s)}{N-s} \), the result follows easily. Hence, the proof of Theorem 1.1 is completed by Lemma 2.1.

The proof of (i) in Theorem 1.2 is similar to the above, we sketch it. In this case, we note that
\[ \|w\| = \left( \int_{\Omega} y^{1-\alpha} |\nabla w|^2 \, dxdy - \lambda \int_{\Omega} \frac{w(x,0)^2}{|x|^s} \, dx \right)^{\frac{1}{2}} \]
defines an equivalent norm as \( \|w\|_{H^1_0,L(C_\Omega)} \). Let \( \{w_n\} \subset H^1_0,L(C_\Omega) \) be a \((PS)\) sequence. We can deduce as above that \( \{w_n\} \) is bounded. So we have \( w_n \to w \) and
\[ \int_{\Omega} |w_n(x,0)|^r \, dx \to \int_{\Omega} |w(x,0)|^r \, dx, \]
and conclude that \( \|w_n\| \to \|w\| \) as \( n \to \infty \). Thus, the \((PS)\) condition holds. The proof that \( I \) satisfying (i) and (ii) in Lemma 2.1 is the same as above, we omit it. So we have proved (i) of Theorem 1.2.

Now, we prove nonexistence of solutions for critical case. It is deduced by Pohozaev identity for problem (1.4).

**Lemma 2.2.** Let \( w \in H^1_0,L(C_\Omega) \) be a solution of problem (1.4). There holds
\[
\frac{N - \alpha}{2} \int_{C_\Omega} y^{1-\alpha} |\nabla w|^2 \, dxdy - \frac{N \lambda}{r} \int_{\Omega} |w|^r \, dx \\
- \frac{\mu(N-s)}{q} \int_{\Omega} \frac{|w|^q}{|x|^s} \, dx + \frac{1}{2} \int_{\partial \Omega \times \mathbb{R}^+} \langle y^{1-\alpha}(x,y), v \rangle |\nabla w|^2 \, dS = 0,
\]
where \( \nu \) is the unit outward normal.

Proof. The proof is standard, we sketch it. Multiplying equation (1.4) by \( \langle \nabla w(x, y), (x, y) \rangle \) and integrating by part over \( C_R = \Omega \times [0, R] \), we get

\[
- \frac{N - \alpha}{2} \int_{C_R} y^{1-\alpha} |\nabla w|^2 \, dxdy \\
+ \frac{1}{2} \int_{\partial \Omega \times [0, R]} \langle y^{1-\alpha}(x, y), \nu \rangle |\nabla w|^2 \, dS \\
+ \frac{1}{2} \int_{\partial \Omega \times \{R\}} \langle y^{1-\alpha}(x, y), \nu \rangle |\nabla w|^2 \, dS,
\]

\[
= - \frac{N \lambda}{r} \int_{\Omega} |w|^r \, dx + \frac{\lambda}{r} \int_{\partial \Omega} \langle x, \nu \rangle |w|^r \, dS - \frac{\mu (N - s)}{q} \int_{\Omega} \frac{|w|^q}{|x|^s} \, dx \\
+ \frac{\mu}{q} \int_{\partial \Omega} \langle x, \nu \rangle \frac{|w|^q}{|x|^s} \, dS + \int_{\partial \Omega \times [0, R]} y^{1-\alpha}(\nabla w, (x, y)) \langle \nabla w, (x, y) \rangle \, dS \\
+ \int_{\partial \Omega \times \{R\}} y^{1-\alpha}(\nabla w, \nu) \langle \nabla w, (x, y) \rangle \, dS.
\]

Since \( w \in H^1_{0, L}(C_\Omega) \), we may find a sequence \( R_n \to \infty \) such that

\[
\int_{\Omega \times \{R_n\}} \langle y^{1-\alpha}(x, y), \nu \rangle |\nabla w|^2 \, dS \to 0
\]

and

\[
\int_{\Omega \times \{R_n\}} y^{1-\alpha}(\nabla w, \nu) \langle \nabla w, (x, y) \rangle \, dS \to 0
\]

as \( n \to \infty \). Moreover, the fact \( w \equiv 0 \) on \( \partial \Omega \times [0, R] \) enable us to deduce

\[
\langle \nabla w(x, y), \nu \rangle |\nabla w(x, y)|^2 = \langle (x, y), \nu \rangle |\nabla w|^2.
\]

The conclusion follows by setting \( R = R_n \) in (2.1) and let \( n \to \infty \). \( \square \)

Proof of (ii) of Theorem 1.2 and (iii) of Theorem 1.4: The proof is a direct consequence of Lemma 2.2. We show (ii) of Theorem 1.2 as follows, the other case can be done similarly. In fact, a solution \( w \) of (1.4) satisfies

\[
\int_{C_\Omega} y^{1-\alpha}|\nabla w|^2 \, dxdy = \lambda \int_{\Omega} |w|^r \, dx + \mu \int_{\Omega} \frac{|w|^q}{|x|^s} \, dx.
\]

Under the assumptions (ii) of Theorem 1.2, i.e., \( r = \frac{2N}{N-\alpha} \), \( q = 2 \) and \( s = \alpha \), Lemma 2.2 and (2.2) yield

\[
\frac{1}{2} \int_{\partial \Omega \times \mathbb{R}^+} \langle y^{1-\alpha}(x, y), \nu \rangle |\nabla w|^2 \, dS = 0
\]

Since \( \Omega \) is star-shaped, we conclude that \( \nabla w = 0 \) on \( \partial \Omega \times [0, \infty) \). The unique continuum theorem implies \( w \equiv 0 \). \( \square \)
3. Critical case

In this section, we deal with the existence results for critical problems. For problem (1.1), or equivalently, problem (1.4), we consider both the case that nonsingular nonlinear term \(|u|^{r-2}u\) with critical Sobolev exponent \(r = 2^*_\alpha\) and the case that singular nonlinear term \(|u|^{q-2}u/|x|^s\) with Hardy-Sobolev exponent \(q = 2^*_\alpha(s)\).

3.1. Nonsingular term with Sobolev critical exponent. We suppose in this subsection that \(0 < s < \alpha, 2 \le q < 2^*_\alpha(s)\). In this case, we may proceed as [1]. We will prove Theorem 1.3 by the mountain pass theorem [24]. Let \(C^* = \frac{\alpha}{2N} (S^E_\alpha)^N\). It can be shown as Lemma 5 of [1] that the functional \(I\) satisfies \((PS)c\) condition for \(c \in (0, C^*)\). We need to verify that the mountain pass level is below \(C^*\).

Denote by \(w_\varepsilon = E_\alpha(U_\varepsilon)\) the extension of \(U_\varepsilon\) given in (1.6). We recall that for any \(u \in \dot{H}^{\alpha/2}(\mathbb{R}^N)\), the extension \(w\) of \(u\) has an explicit expression by the Poisson kernel:

\[
w(x, y) = P_y^\alpha \ast u(x) = Cy^{\alpha} \int_{\mathbb{R}^N} \frac{u(z)}{|x-z|^2 + y^2} \frac{N+\alpha}{2} \, dz. \tag{3.1}
\]

Let \(\varphi_0(t) \in C^\infty(\mathbb{R}_+)\) be a non-increasing function satisfying that \(\varphi_0(t) = 1\) if \(0 \le t \le \frac{1}{2}\), and \(\varphi_0(t) = 0\) if \(t \ge 1\). Choose \(\rho > 0\) such that \(B_\rho(0) \subset C_\Omega\). Denote

\[
\varphi(x, y) = \varphi_\rho(x, y) = \varphi_0(\frac{\rho_{xy}}{\rho}), \tag{3.2}
\]

where \(\rho_{xy} = |(x, y)|\). Then, \(\varphi w_\varepsilon \in H_{0, L}^1(\Omega)\).

**Lemma 3.1.** For \(\varepsilon\) small and \(N > 2\alpha - s\), there hold

(i) \(\int_{\Omega} y^{1-\alpha} |\nabla (\varphi w_\varepsilon)|^2 \, dx \le \|w_\varepsilon\|_{H_{b, L}^1(\Omega)}^2 + O(\varepsilon^{N-\alpha})\).

(ii) \(\int_{\Omega} |\varphi u_\varepsilon|^{2_\alpha} \, dx = \|u_\varepsilon\|_{L^{2_\alpha}(\Omega)}^{2_\alpha} + O(\varepsilon^{N})\).

(iii) \(\int_{\Omega} \frac{|\varphi u_\varepsilon|^q}{|x|^s} \, dx \ge C\varepsilon^{\frac{a-N}{2}q+N-s}\).

**Proof.** (i) was proved in [1]. We only prove (ii) and (iii). As for (ii), we have

\[
\int_{\mathbb{R}^N} |u_\varepsilon^{2_\alpha} - (\varphi u_\varepsilon)^{2_\alpha}| \, dx \\
\le C \int_{\mathbb{R}^N \setminus B_2(0)} \varepsilon^N \frac{1}{[\varepsilon^2 + |x|^2]^{N}} \, dx \\
= C \int_{\mathbb{R}^N \setminus B_2(0)} \frac{1}{[1 + |x|^2]^{N}} \, dx \\
= C \int_0^\infty s^{-N-1} \, ds \\
= O(\varepsilon^{N}),
\]

this proves (ii).
Similarly, for (iii), since \( N > 2\alpha - s \), we have
\[
\int_{\mathbb{R}^N} \frac{(\varphi u_\varepsilon)^q}{|x|^s} \, dx \\
\geq \int_{B_\varepsilon(0)} \frac{(\varphi u_\varepsilon)^q}{|x|^s} \, dx \\
= C \int_{B_\varepsilon(0)} \frac{\varepsilon^{(N-s)/2}}{|x|^s} \, dx \\
= \varepsilon^{N-s} \int_{B_\varepsilon(0)} \frac{1}{|x|^s(1 + |x|^{N-2})} \, dx \\
\geq C \varepsilon^{N-s} \frac{(N-s)}{2}.
\]

\[\square\]

**Proof of Theorem 1.3:** Without loss of generality, we assume that \( \lambda = 1 \). First, we treat the case (i). We may verify that the function
\[
\tilde{f}(t) = \frac{t^2}{2} \int_{\mathbb{R}^{N+1}} |\nabla w_\varepsilon|^2 \, dxdy - \frac{t^2}{2\alpha} \int_{\mathbb{R}^N} |w_\varepsilon(x,0)|^{2\alpha} \, dx = \frac{t^2}{2} A - \frac{t^2}{2\alpha} B
\]
attains its maximum \( \frac{\alpha}{2N}(S^{E, N}_{\alpha})^{\frac{N}{\alpha}} \) at \( t_0 = (\frac{A}{B})^{\frac{\alpha}{N-2}} \). Consider the function \( f : [0, \infty) \to \mathbb{R} \), where \( f \) is defined by \( f(t) = I(t(\varphi w_\varepsilon)) \). Obviously, \( f(t) \) attains its maximum at some \( t_\varepsilon > 0 \), and it is standard to see that \( t_\varepsilon \to t_0 \) as \( \varepsilon \to 0 \). In terms of Lemma 3.1, we deduce that
\[
f(t_\varepsilon) \leq \frac{t_0^2}{2} \int_{\mathbb{R}^{N+1}} |\nabla w_\varepsilon|^2 \, dxdy - \frac{t_0^2}{2\alpha} \int_{\mathbb{R}^N} |w_\varepsilon(x,0)|^{2\alpha} \, dx + C \varepsilon^{N-\alpha} + C \varepsilon^N - C \varepsilon^{(\alpha-N)/2 + N-s},
\]
which implies by the assumption \( N > 2(\alpha-s) + \alpha \) that
\[
f(t_\varepsilon) < \frac{\alpha}{2N}(S^{E, N}_{\alpha})^{\frac{N}{\alpha}}
\]
for \( \varepsilon \) small enough. Since \( I \) satisfies the \((PS)_c\) condition for \( c \in (0, \frac{1}{2N}(S^{E, N}_{\alpha})^{\frac{N}{\alpha}}) \), then it follows from the Mountain Pass theorem that the functional \( I \) possesses at least one nontrivial critical point.

Next, we deal with the case (ii). In this case, it is easy to verify that \( I \) possesses the Mountain Pass structure since \( 0 < \mu < \mu_* \). Moreover, it was proved in [1] that \( I \) satisfies the \((PS)_c\) condition for \( c \in (0, \frac{1}{2N}(S^{E, N}_{\alpha})^{\frac{N}{\alpha}}) \). To prove that \( I \) possesses a nontrivial critical point, it is sufficient to show that the Mountain Pass level of \( I \) is below \( \frac{\alpha}{2N}(S^{E, N}_{\alpha})^{\frac{N}{\alpha}} \). With the same notations as above, we have
\[
f(t_\varepsilon) \leq \frac{t_0^2}{2} \int_{\mathbb{R}^{N+1}} |\nabla w_\varepsilon|^2 \, dxdy - \frac{t_0^2}{2\alpha} \int_{\mathbb{R}^N} |w_\varepsilon(x,0)|^{2\alpha} \, dx + C \varepsilon^{N-\alpha} + C \varepsilon^N - C \varepsilon^{\alpha-s}.
\]
Since \( N > 2\alpha - s \), we deduce that
\[
f(t_\varepsilon) < \frac{\alpha}{2N}(S^{E, N}_{\alpha})^{\frac{N}{\alpha}}
\]
for \( \varepsilon \) small enough. This proves (ii).

\[\square\]
3.2. Singular term with Hardy-Sobolev critical exponent. We assume in this subsection that $2 \leq r < 2^*_\alpha$, $q = 2^*_\alpha(s)$. We first establish a prior bound for the ground state solution of

$$(-\Delta)^{\frac{\alpha}{2}} u = \frac{u^{2^*_s(s)-1}}{|x|^s} \quad \text{in} \quad \mathbb{R}^N. \quad (3.3)$$

The extension $v \in D^{1,2}(y^{1-\alpha}, \mathbb{R}^{N+1}_+)$ of the ground state solution $u$ of $(3.3)$ satisfies

$$\begin{cases}
\text{div}(y^{1-\alpha}\nabla v) = 0 & \text{in} \quad \mathbb{R}^{N+1}_+,
\lim_{y \to 0}(y^{1-\alpha}\frac{\partial v}{\partial \nu}) = \frac{v^{2^*_s(s)-1}}{|x|^s} & \text{in} \quad \mathbb{R}^N,
\end{cases} \quad (3.4)$$

where $D^{1,2}(y^{1-\alpha}, \mathbb{R}^{N+1}_+)$ is defined as the closure of $C_0^\infty(\mathbb{R}_+^{N+1})$ under the norm

$$||w|| = \left(\int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} |\nabla w|^2 \, dx \, dy\right)^{\frac{1}{2}}.$$

The function $v$ is also related to the minimizer of the variational problem

$$S^E_{s,\alpha} = \inf_{w \in D^{1,2}(y^{1-\alpha}, \mathbb{R}^{N+1}_+)\setminus\{0\}} \frac{\int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} |\nabla w(x, y)|^2 \, dx \, dy}{\left(\int_{\mathbb{R}^N} \frac{|w(x, 0)|^{2^*_s(s)}}{|x|^s} \, dx\right)^{\frac{2}{2^*_s(s)}}}.$$

To find decaying laws for solutions of $(3.4)$, we consider the linear problem

$$\begin{cases}
\text{div}(y^{1-\alpha}\nabla w) = 0 & \text{in} \quad \mathbb{R}^{N+1}_+,
\lim_{y \to 0}(y^{1-\alpha}\frac{\partial w}{\partial \nu}) = a(x) \frac{|x|^s}{\alpha} w & \text{in} \quad \mathbb{R}^N.
\end{cases} \quad (3.5)$$

For $D \subset \mathbb{R}^{N+1}_+$, $\partial D$ is the boundary of $D$ in $\mathbb{R}^{N+1}$. Denote $\partial' D = \bar{D} \cap \partial \mathbb{R}^{N+1}_+$ and $\partial'' D = \partial D \setminus \partial' D$.

Lemma 3.2. Suppose $a \in L^{\frac{N-s}{s}}(\mathbb{R}^N, \frac{1}{|x|^s})$ and $w \in D^{1,2}(y^{1-\alpha}, \mathbb{R}^{N+1}_+)$, $w > 0$ is a solution of $(3.5)$. Then, there exists a positive constant $C = C(N, s, \alpha, ||a||_{L^{\frac{N-s}{s}}(\mathbb{R}^N, \frac{1}{|x|^s})})$ such that

$$\sup_{Q_R} w \leq C ||w||_{L^2(y^{1-\alpha}, Q_R)}.$$

Proof. Denote $Q_R = B_R(y) \times (0, R)$. Suppose $0 < r < R \leq 1$. Let $\xi \in C_0^1(Q_1 \cup \partial' Q_1)$ with $\xi = 1$ in $Q_r$, $\xi = 0$ outside $Q_R$ and $|\nabla \xi| \leq \frac{2}{R^2}$. Let $k > 0$ be any number which is eventually sent to 0. Let $q = \frac{k}{2}$, $\bar{w} = w + k$. Define

$$\bar{w}_m = \begin{cases}
\bar{w} & \text{if} \quad \bar{w} < m, \\
k + m & \text{if} \quad \bar{w} \geq m.
\end{cases}$$

Consider the test function

$$\eta = \xi^2(\bar{w}_m^{-2q-2}\bar{w} - k^{2q-1}) \in H^{1}_{0, L}(\mathbb{R}^{N+1}_+).$$

By $(3.5)$,

$$\int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} \nabla w \nabla \eta \, dx \, dy = \int_{\mathbb{R}^N} a(x) \frac{|x|^s}{\alpha} \eta \, dx.$$
We deduce
\[
\int_{\mathbb{R}^{N+1}} y^{1-\alpha} \nabla w \nabla \eta \, dx dy
\]
\[
= \int_{\mathbb{R}^{N+1}} y^{1-\alpha} \xi^2 \bar{w}^{2q-2}_m [(2q-2)|\nabla \bar{w}_m|^2 + |\nabla w|^2] \, dx dy
+ 2 \int_{\mathbb{R}^{N+1}} y^{1-\alpha} \xi (\bar{w}^{2q-2}_m \bar{w} - k^{2q-1}) \nabla \xi \nabla \bar{w} \, dx dy
\geq \int_{\mathbb{R}^{N+1}} y^{1-\alpha} \xi^2 \bar{w}^{2q-2}_m [(2q-2)|\nabla \bar{w}_m|^2 + |\nabla w|^2] \, dx dy
- \int_{\mathbb{R}^{N+1}} y^{1-\alpha} (C_\epsilon |\nabla \xi| \bar{w}^{2q-2}_m w^2 + \epsilon \xi^2 \bar{w}^{2q-2}_m |\nabla w|^2) \, dx dy.
\]

On the other hand, by Hölder’s inequality,
\[
\int_{\mathbb{R}^N} \frac{a(x)}{|x|^s} \omega \eta \, dx
\leq \left( \int_{\mathbb{R}^N \cap \text{supp} \xi} \left| \frac{a(x)}{|x|^s} \right|^{\frac{N-s}{N-\alpha}} \, dx \right)^{\frac{N-\alpha}{N-s}} \left( \int_{\mathbb{R}^N} \left| \xi \bar{w}^{q-1}_m w(x,0) \right|^{2^{\ast}_{\alpha}} \, dx \right)^{\frac{2}{2^{\ast}_{\alpha}}}.
\]

Hence,
\[
\int_{\mathbb{R}^{N+1}} y^{1-\alpha} \xi^2 \bar{w}^{2q-2}_m [(2q-2)|\nabla \bar{w}_m|^2 + |\nabla w|^2] \, dx dy
\leq C_\epsilon \int_{\mathbb{R}^{N+1}} y^{1-\alpha} |\nabla \xi| \bar{w}^{2q-2}_m w^2 \, dx dy
+ \left( \int_{\mathbb{R}^N \cap \text{supp} \xi} \left| \frac{a(x)}{|x|^s} \right|^{\frac{N-s}{N-\alpha}} \, dx \right)^{\frac{N-\alpha}{N-s}} \left( \int_{\mathbb{R}^N} \left| \xi \bar{w}^{q-1}_m w(x,0) \right|^{2^{\ast}_{\alpha}} \, dx \right)^{\frac{2}{2^{\ast}_{\alpha}}}.
\]

Let \( U = \bar{w}^{q-1}_m w \). We have
\[
|\nabla U|^2 \leq C(2q-1)(2q-2)w^{2q-2}_m |\nabla \bar{w}_m|^2 + w^{2q-2}_m |\nabla \bar{w}|^2,
\]
and then
\[
\int_{\mathbb{R}^{N+1}} y^{1-\alpha} \xi^2 |\nabla U|^2 \, dx dy
\leq C(2q-1) \left[ \int_{\mathbb{R}^{N+1}} y^{1-\alpha} \xi^2 |U|^2 \, dx dy \right.
+ \left( \int_{\mathbb{R}^N \cap \text{supp} \xi} \left| \frac{a(x)}{|x|^s} \right|^{\frac{N-s}{N-\alpha}} \, dx \right)^{\frac{N-\alpha}{N-s}} \left( \int_{\mathbb{R}^N} \left| \xi U(x,0) \right|^{2^{\ast}_{\alpha}} \, dx \right)^{\frac{2}{2^{\ast}_{\alpha}}} \right].
\]

Consequently,
\[
\int_{\mathbb{R}^{N+1}} y^{1-\alpha} |\nabla (\xi U)|^2 \, dx dy
\leq C(2q-1) \left[ \int_{\mathbb{R}^{N+1}} y^{1-\alpha} |\xi U|^2 \, dx dy \right.
+ \left( \int_{\mathbb{R}^N \cap \text{supp} \xi} \left| \frac{a(x)}{|x|^s} \right|^{\frac{N-s}{N-\alpha}} \, dx \right)^{\frac{N-\alpha}{N-s}} \left( \int_{\mathbb{R}^N} \left| \xi U(x,0) \right|^{2^{\ast}_{\alpha}} \, dx \right)^{\frac{2}{2^{\ast}_{\alpha}}} \right].
\]
By the Sobolev inequality and Hardy-Sobolev inequality,

\[ \int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} |\nabla (\xi U)|^2 \, dx \, dy \]
\[ \geq \frac{1}{2} C \left( \int_{\mathbb{R}^N} \frac{|\xi U(x,0)|^{2s_\alpha}}{|x|^s} \, dx \right)^{\frac{2}{2s_\alpha}} + \frac{1}{2} \int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} |\nabla (\xi U)|^2 \, dx \, dy \]

Since \( a \in L^{\frac{N+s_\alpha}{s_\alpha}}(\mathbb{R}^N, \frac{1}{|x|^s} \, dx) \), we may choose \( R > 0 \) small so that

\[ \int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} |\nabla (\xi U)|^2 \, dx \, dy \leq C(2q-1) \int_{\mathbb{R}^{N+1}_+} y^{1-\alpha}|U|^2 \, dx \, dy \]

Now, the proof can be completed as the proof of Proposition 3.1 in [25].

It was proved in [27] that problem (3.4) possesses a ground state solution \( u \), which is radially symmetric and monotonicity decreasing in \(|x|\). One may verify that \( u_\varepsilon(x) = \varepsilon^{\frac{N+s_\alpha}{s_\alpha}} u(\frac{x}{\varepsilon}) \) also solves problem (3.4) for any \( \varepsilon > 0 \). However, it is not known the explicit formula of the ground state solution. Let \( w \) be the extension of \( u \). To study critical problem, we need to establish decaying law of \( w \) at infinity.

**Lemma 3.3.** Suppose \( w \in D^{1,2}(y^{1-\alpha}, \mathbb{R}^{N+1}_+) \) is the extension of a ground state solution \( u \) of (3.4). Then, there exists a positive constant \( C > 0 \) such that

\[ w(x,y) \leq \frac{C}{(1+|X|^2)^{\frac{N+s_\alpha}{2}}} \]

for \( X = (x,y) \in \mathbb{R}^{N+1} \).

**Proof.** Consider the Kelvin transformation

\[ \tilde{w}(X) = |X|^{-N+\alpha} w\left(\frac{X}{|X|^2}\right) \]

of \( w \). If \( w \) is a solution of (3.4), then \( \tilde{w} \) is also a solution of problem (3.4). Moreover, we have

\[ \int_{\mathbb{R}^{N+1}_+} y^{1-\alpha} |\nabla \tilde{w}|^2 \, dx \, dy \leq C, \quad \int_{\mathbb{R}^N} |\tilde{w}(x,0)|^{2s_\alpha} \, dx \leq C. \quad (3.6) \]

In equation (3.4), we choose \( a(x) = \tilde{w}^{s_\alpha/(s_\alpha-2)}(x,0) \), then \( a \in L^{\frac{N+s_\alpha}{s_\alpha}}(\mathbb{R}^N, \frac{1}{|x|^s} \, dx) \). By Lemma 3.2, \( \tilde{w} \in L^{\infty}_{loc}(\mathbb{R}^{N+1}_+) \). It results that for \( X \in \mathbb{Q}_{\frac{\varepsilon}{2}}^+ \), we have \(|X|^{-N+\alpha} w\left(\frac{X}{|X|^2}\right) \leq C \) for a positive constant \( C \). Hence, if \(|X| \geq \frac{\varepsilon}{2} \), we have \( w(X) \leq C|X|^{-\alpha-N} \). In the same way, we have \( w(X) \leq C \) if \(|X| \leq \frac{\varepsilon}{2} \). The assertion follows.

Now we give a decay estimate for the gradient of the ground state solution.

**Lemma 3.4.** Let \( u \in \dot{H}^{\frac{\alpha}{2}}(\mathbb{R}^N) \) be a positive solution \( u \) of (3.3). Then, there exists a positive constant \( C > 0 \) such that

\[ u(x) \geq \frac{C}{(1+|x|^2)^{\frac{N+s_\alpha}{2}}} \quad (3.7) \]

if \( x \in \mathbb{R}^N \), and

\[ |\nabla u(x)| \leq C|x|^{-(N+1-\alpha)} \quad (3.8) \]

for \(|x| > 0 \).
Proof. First, we consider the case $|x| \geq 1$. By Lemma 3.3 and Proposition 2.6 in [14], there exists $\beta \in (0, 1)$ such that the extension $w$ of $u$ belongs to $C_{loc}^{1, \beta}(\mathbb{R}^{N+1}_+ \setminus Q_1)$. In particular, $u \in C_{loc}^{1, \beta}(\mathbb{R}^N \setminus B_1(0))$. Obviously, solutions of (3.3) can be expressed by Riesz potential as

$$u(x) = \int_{\mathbb{R}^N} u(y) \frac{|y|^{s} |x-y|^{N-\alpha}}{|y|^{N} |x-y|^{N-\alpha}} dy.$$  

(3.9)

Therefore, for $|x| \geq 1$,

$$\frac{\partial u}{\partial x_i}(x) = (\alpha - N) \int_{\mathbb{R}^N} u(y) \frac{|y|^{s} |x-y|^{N-\alpha}}{|y|^{N} |x-y|^{N-(\alpha-1)}} x_i - y_i \ dy.$$  

We infer from Lemma 3.3 that

$$\frac{\partial u}{\partial x_i}(x) \leq C \int_{\mathbb{R}^N} \frac{1}{|y|^{N-s+\alpha} |x-y|^{N-(\alpha-1)}} dy = C|x|^{(s-1)-N},$$

where the last equality follows from page 132 in [19]. Since $s < \alpha$, we have $|\frac{\partial u}{\partial x_i}(x)| \leq C|x|^{(\alpha-1)-(\alpha-1)}$, that is, (3.8) holds in the case $|x| \geq 1$.

Next, we deal with the case $0 < |x| \leq 1$, and meanwhile we bound $u(x)$ from below. We note that the Kelvin transform $v(x) = \frac{1}{|x|^{\alpha-\alpha}} u\left(\frac{x}{|x|^2}\right)$ of $u(x)$ is also a solution of (3.3), and so $v$ satisfies (3.9). As a consequence of Lemma 3.3,

$$v(x) \leq \frac{C}{(1 + |x|^2)^{\frac{N-\alpha}{2}}}$$

for $x \in \mathbb{R}^N$. By Proposition 2.4 in [14], $v$ is Hölder continuous. This implies that there exists a positive constant $C > 0$ such that $v(x) \geq C$ if $|x| \leq 1$. In other word,

$$u(x) \geq \frac{C}{|x|^{\alpha}}$$

if $|x| \geq 1$, (3.7) follows. Now, we prove (3.8) for $0 < |x| \leq 1$. We know that

$$|\nabla v(x)| \leq C|x|^{-(N+\alpha)}$$

holds for $|x| \geq 1$. We remark that $v$ is radially symmetric. Thus, if $0 < r = |x| \leq 1$, we have $\frac{1}{r} \geq 1$ and

$$v\left(\frac{1}{r}\right) \leq Cr^{\alpha}, \quad |v'\left(\frac{1}{r}\right)| \leq Cr^{\alpha+1}.$$  

(3.10)

Furthermore, by (3.10), for $0 < r \leq 1$,

$$u(r) = \frac{1}{r^{\alpha}} v\left(\frac{1}{r}\right)$$

satisfies

$$|u'(r)| = \left| (\alpha - N)r^{\alpha-N-1}v\left(\frac{1}{r}\right) - r^{\alpha-N-2}v'\left(\frac{1}{r}\right) \right| \leq Cr^{\alpha-N-1} + C'r^{\alpha-N-2}r^{\alpha} \leq C'r^{-1}.$$  

Consequently, if $0 < r \leq 1$,

$$|u'(r)| \leq \frac{C}{r^{\alpha}}.$$  

The assertion follows.

□
Lemma 3.5. Let \( w \) be the extension of \( u \).

(i) If \( 0 < \alpha < 2 \), then \(|\nabla w(x, y)| \leq \frac{C}{y} w(x, y) \leq \frac{C}{y|x|^{N-\alpha}} \).

(ii) If \( 1 \leq \alpha < 2 \), then \(|\nabla w(x, y)| \leq \frac{C}{(|x|^2+y^2)^{N-\alpha} - 2} \).

(iii) Let \( w_\varepsilon \) be the \( \alpha \)-extension of \( u_\varepsilon \), then \( w_\varepsilon = \varepsilon \frac{\partial w}{\partial y} \).

Proof. We denote \( P^\alpha_y(x) = \frac{y^\alpha}{(|x|^2+y^2)^{N-\alpha}} \) the Possion kernel of \( -\Delta \), then

\[
w(x, y) = \int_{\mathbb{R}^N} \frac{y^\alpha}{(|x|^2+y^2)^{N-\alpha}} u(z) \, dz.
\]

Direct calculation shows that for \( i = 1, \ldots, N \),

\[
\left| \frac{\partial w(x, y)}{\partial x_i} \right| \leq (N + \alpha) \int_{\mathbb{R}^N} \frac{y^\alpha|x-z|}{(|x|^2+y^2)^{\frac{N+\alpha}{2}}} u(z) \, dz
\]

\[
\leq \frac{N + \alpha}{2y} \int_{\mathbb{R}^N} \frac{y^\alpha}{(|x|^2+y^2)^{\frac{N+\alpha}{2}}} u(z) \, dz
\]

\[
= \frac{C}{y} w(x, y)
\]

Similarly, we have

\[
\left| \frac{\partial w(x, y)}{\partial y} \right| = \left| \int_{\mathbb{R}^N} \frac{\alpha y^{\alpha-1}}{(|x|^2+y^2)^{\frac{N+\alpha}{2}}} u(z) \, dz \right|
\]

\[
- (N + \alpha) \int_{\mathbb{R}^N} \frac{y^{\alpha+1}}{|x-z|^2+y^2)^{\frac{N+\alpha}{2}+1}} u(z) \, dz
\]

\[
= \left| \int_{\mathbb{R}^N} \frac{y^{\alpha-1}[\alpha|x-z|^2+Ny^2]}{(|x|^2+y^2)^{\frac{N+\alpha}{2}+1}} u(z) \, dz \right|
\]

\[
\leq C \int_{\mathbb{R}^N} \frac{y^{\alpha-1}}{(|x|^2+y^2)^{\frac{N+\alpha}{2}}} u(z) \, dz
\]

\[
= \frac{C}{y} w(x, y)
\]

(i) follows by Lemma 3.3.

For (ii), if we denote \( P(x) = \frac{1}{|1+|x|^2|^{N+\alpha}} \), then \( P^\alpha_y(x) = \frac{1}{y^\alpha} P(\frac{x}{y}) \). So we have

\[
w(x, y) = \int_{\mathbb{R}^N} \frac{1}{y^\alpha} P\left(\frac{x-z}{y}\right) u(z) \, dz.
\]

Hence, we have

\[
\left| \frac{\partial w(x, y)}{\partial y} \right| = \left| \frac{\partial}{\partial y} \int_{\mathbb{R}^N} \frac{1}{y^\alpha} P\left(\frac{x-z}{y}\right) u(z) \, dz \right|
\]

\[
= \left| \frac{\partial}{\partial y} \int_{\mathbb{R}^N} P(\bar{z}) u(x-y\bar{z}) d\bar{z} \right|
\]

\[
= \left| \int_{\mathbb{R}^N} P(\bar{z})(\nabla u(x-y\bar{z}), \bar{z}) d\bar{z} \right|
\]

\[
= \int_{\mathbb{R}^N} P\left(\frac{x-z}{y}\right) \frac{1}{y^\alpha} \left(\frac{x-z}{y}, \nabla u(z)\right) \, dz
\]
By Lemma 3.4,
\[
\left| \frac{\partial w(x, y)}{\partial y} \right| \leq \left| \int_{\mathbb{R}^N} \frac{1}{y^N} P\left( \frac{x-z}{y} \right) \frac{|x-z|}{|z|^{N+\alpha}} y^\alpha \frac{1}{|z|^{N-\alpha+1}} \, dz \right|
\]
\[
\leq \left| \int_{\mathbb{R}^N} \frac{1}{y^{N+\alpha}} \left( 1 + \frac{|x-z|^2}{y^2} \right)^{\frac{N+\alpha}{2}} \frac{1}{|z|^{N-\alpha+1}} y^\alpha \frac{1}{|z|^{N-\alpha+1}} \, dz \right|
\]
\[
= \int_{\mathbb{R}^N} \frac{1}{(y^2 + |x-z|^2)^{\frac{N+(\alpha-1)}{2}} |z|^{N-(\alpha-1)}} \, dz
\]
where the last inequality holds since \( \alpha \geq 1 \) and the \((\alpha - 1)\)-extension of \( \frac{1}{|z|^{N-\alpha+1}} \) is \( \frac{1}{(|x|^2 + y^2)^{\frac{N-(\alpha-1)}{2}}} \). Similarly, we have
\[
\left| \frac{\partial w(x, y)}{\partial x_i} \right| \leq \left| \int_{\mathbb{R}^N} P\left( \frac{x-z}{y} \right) \frac{1}{y^N} \frac{\nabla u(z)}{|\nabla u(z)|} \, dz \right|
\]
\[
\leq \left| \int_{\mathbb{R}^N} \frac{1}{y^N} P\left( \frac{x-z}{y} \right) \frac{1}{|z|^{N-\alpha+1}} y^\alpha \frac{1}{|z|^{N-\alpha+1}} \, dz \right|
\]
\[
= \int_{\mathbb{R}^N} \frac{1}{(y^2 + |x-z|^2)^{\frac{N+(\alpha-1)}{2}} |z|^{N-(\alpha-1)}} \frac{1}{|z|^{N-(\alpha-1)}} \, dz
\]
This proves (ii).
(iii) follows from the scaling invariance of \( u_\varepsilon \) and \( P \).

\( \square \)

Let \( \varphi(x, y) \) be defined as in (3.2), and let \( u > 0 \) be a ground state solution of (3.3), which is radially symmetric. Denote by \( w \) the extension of \( u \). Set \( u_\varepsilon(x) = \varepsilon^{\frac{\alpha-N}{2}} u(\frac{x}{\varepsilon}) \). Then, the extension \( w_\varepsilon(x) \) of \( u_\varepsilon(x) \) is given by \( w_\varepsilon(x, y) = \varepsilon^{-\frac{\alpha-N}{2}} w\left( \frac{x}{\varepsilon}, \frac{y}{\varepsilon} \right) \).

**Lemma 3.6.** We have the following estimates
(i) \( \| \varphi w_\varepsilon \|_{H^{1}_{0,L}(\Omega)}^2 \leq \| w_\varepsilon \|_{H^{1}_{0,L}(\Omega)}^2 + O(\varepsilon^{N-\alpha}) \).

(ii) If \( N > 2\alpha \), then \( \| \varphi u_\varepsilon \|_{L^2(\Omega)}^2 \geq C\varepsilon^\alpha \), and if \( N = 2\alpha \), \( \| \varphi u_\varepsilon \|_{L^2(\Omega)}^2 \| \geq C\varepsilon^\alpha \| \ln \varepsilon \| ;

(iii) \( \int_{\Omega} \frac{|\varphi u_\varepsilon|^2}{|x|^s} \, dx = \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^s} \, dx + O(\varepsilon^{N-s}) \).

(iv) \( \int_{\Omega} \frac{|\varphi u_\varepsilon|^q}{|x|^q} \, dx \geq C\varepsilon^\frac{\alpha-N}{2} q^{N-s} \) for \( q < 2\alpha \).

(v) \( \int_{\Omega} |\varphi u_\varepsilon|^r \geq C\varepsilon^\left(\frac{\alpha-N}{2}\right) r^N \) for \( 2 < r < \frac{2N}{N-\alpha} \).

**Proof.** We prove (i) first that
\[
\| \varphi w_\varepsilon \|_{H^{1}_{0,L}(\Omega)}^2 = \int_{\Omega} y^{1-\alpha} (\varphi^2 |\nabla w_\varepsilon|^2 + |w_\varepsilon|^2 |\nabla \varphi|^2 + 2w_\varepsilon \varphi (\nabla w_\varepsilon, \nabla \varphi)) \, dxdy
\]
\[
\leq \| w_\varepsilon \|_{H^{1}_{0,L}(\Omega)}^2 + \int_{\Omega} y^{1-\alpha} |w_\varepsilon|^2 |\nabla \varphi|^2 \, dxdy + 2 \int_{\Omega} y^{1-\alpha} w_\varepsilon \varphi |\nabla w_\varepsilon| |\nabla \varphi| \, dxdy.
\]
By Lemma 3.3,
\[
\int_{\Omega} y^{1-\alpha} |w_\varepsilon| |\nabla \varphi|^2 \, dx \, dy \\
\leq C \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \rho\}} y^{1-\alpha} w_\varepsilon^2 \\
\leq C \varepsilon^{-\alpha} \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \rho\}} y^{1-\alpha} \rho^{2(\alpha-N)}_{xy} \, dx \, dy \\
= O(\varepsilon^{-\alpha}).
\]

Similarly,
\[
\int_{\Omega} y^{1-\alpha} w_\varepsilon \varphi |\nabla w_\varepsilon| |\nabla \varphi| \, dx \, dy \\
\leq C \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \rho\}} y^{1-\alpha} w_\varepsilon |\nabla w_\varepsilon| \, dx \, dy \\
\leq \varepsilon^{\alpha-N-1} \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \rho\}} y^{1-\alpha} |w(x, \frac{y}{\varepsilon})| |\nabla w(x, \frac{y}{\varepsilon})| \, dx \, dy \\
= \varepsilon \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \frac{\rho}{\varepsilon}\}} y^{1-\alpha} w(x, y)|\nabla w(x, y)| \, dx \, dy.
\]

For \((x, y) \in \{(x, y) : \frac{\rho}{\varepsilon} \leq \rho_x \leq \frac{\rho}{\varepsilon}\}\), we have
\[
w(x, y) \leq \frac{C}{(\frac{\rho}{\varepsilon})^{N-\alpha}} = C \varepsilon^{N-\alpha}.
\]

By (i) of Lemma 3.5, if \(0 < \alpha < 1\),
\[
\int_{\Omega} y^{1-\alpha} w_\varepsilon \varphi |\nabla w_\varepsilon| |\nabla \varphi| \, dx \, dy \leq \varepsilon^{2(\alpha-N)+1} \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \frac{\rho}{\varepsilon}\}} y^{-\alpha} \, dx \, dy = O(\varepsilon^{-\alpha}).
\]

If \(1 \leq \alpha < 2\), we deduce from (ii) of Lemma 3.5 that
\[
\int_{\Omega} y^{1-\alpha} w_\varepsilon \varphi |\nabla w_\varepsilon| |\nabla \varphi| \, dx \, dy \leq \varepsilon^{2(\alpha-N)+1} \int_{\{\frac{\rho}{\varepsilon} \leq \rho_x \leq \frac{\rho}{\varepsilon}\}} y^{1-\alpha} \, dx \, dy = O(\varepsilon^{-\alpha}).
\]

The assertion (i) follows.

Next, we show (ii). By Lemma 3.4,
\[
\int_{\Omega} |\varphi u_\varepsilon|^2 \, dx \geq \int_{\{|x| < \frac{\rho}{\varepsilon}\}} u_\varepsilon^2 \, dx \\
= \int_{\{|x| < \frac{\rho}{\varepsilon}\}} u_\varepsilon^2 \, dx + \int_{\{\frac{\rho}{\varepsilon} \leq |x| \leq \frac{\rho}{\varepsilon}\}} u_\varepsilon^2 \, dx \\
= \int_{\{|x| < \frac{\rho}{\varepsilon}\}} \varepsilon^{\alpha-N} u \left(\frac{x}{\varepsilon}\right)^2 \, dx + \int_{\{\frac{\rho}{\varepsilon} \leq |x| \leq \frac{\rho}{\varepsilon}\}} \varepsilon^{\alpha-N} u \left(\frac{x}{\varepsilon}\right)^2 \, dx \\
= C \varepsilon^\alpha + \varepsilon^\alpha \int_{\{1 < |x| < \frac{\rho}{\varepsilon}\}} u^2(x) \, dx \\
\geq C \varepsilon^\alpha + \varepsilon^\alpha \int_{1}^{\frac{\rho}{\varepsilon}} \frac{1}{t^{N-2\alpha+1}} \, dt.
\]
If \( N > 2\alpha \), we have
\[
\int_1^{\frac{r}{2}} \frac{1}{t^{N-2\alpha+1}} \, dt = C\varepsilon^{N-2\alpha} - C',
\]
which implies
\[
\int_{\Omega} |\varphi u_\varepsilon|^2 \, dx \geq C\varepsilon^\alpha + C\varepsilon^\alpha [\varepsilon^{N-2\alpha} - 1] = O(\varepsilon^\alpha).
\]
If \( N = 2\alpha \), the fact
\[
\int_1^{\frac{r}{2}} \frac{1}{t^{N-2\alpha+1}} \, dt = |\ln \varepsilon| + \ln \frac{r}{2}
\]
yields
\[
\int_{\Omega} |\varphi u_\varepsilon|^2 \, dx \geq C\varepsilon^\alpha + C\varepsilon^\alpha [\ln \frac{r}{2} + |\ln \varepsilon|] = O(\varepsilon^\alpha |\ln \varepsilon|).
\]
This proves (ii).

Now, for (iii), since \( s < \alpha \), we have
\[
\left| \int_{\Omega} \frac{|u_\varepsilon|^{2(N-s)}}{|x|^{N-\alpha}} \, dx - \int_{\mathbb{R}^N} \frac{|\varphi u_\varepsilon|^{2(N-s)}}{|x|^{N-\alpha}} \, dx \right|
\leq \int_{\{|x| \geq \frac{\rho}{2}\}} \frac{|u_\varepsilon|^{2(N-s)}}{|x|^s} \, dx
= \int_{\{|x| > \frac{\rho}{2}\}} \varepsilon^{-(N-s)} |u(\frac{x}{\varepsilon})|^{2(N-s)} \frac{|x|^s}{|x|^{N-\alpha}} \, dx
= \int_{\{|x| \geq \frac{\rho}{2}\}} \frac{|u(x)|^{2(N-s)}}{|x|^s} \, dx
\leq C \int_{\{|x| \geq \frac{\rho}{2}\}} \frac{1}{|x|^{2N-s}} \, dx
= C\varepsilon^{N-s}.
\]

Similarly, (iv) follows by
\[
\int_{\mathbb{R}^N} \frac{|\varphi u_\varepsilon|^q}{|x|^s} \, dx
\geq \int_{\{|x| < \frac{\rho}{2}\}} \varepsilon^{\left(\frac{\alpha-N}{2}\right)q} |u(\frac{x}{\varepsilon})|^{q} \, dx
= \varepsilon^{\left(\frac{\alpha-N}{2}\right)q + N} \int_{\{|x| < \frac{\rho}{2}\}} |u(x)|^q \frac{1}{|x|^s} \, dx
\geq C\varepsilon^{\frac{\alpha-N}{2}q + N-s}.
\]
Finally, a direct calculation shows that
\[\int_{\Omega} |\varphi u_{\varepsilon}|^r \, dx \geq \int_{|x| < \frac{r}{2}} |u_{\varepsilon}|^r \]
\[= \int_{|x| < \frac{r}{2}} \varepsilon^{\frac{(\alpha-N)r}{2}} |\varphi \frac{x}{\varepsilon}|^r \, dx \]
\[= \int_{|x| < \frac{r}{2}} \varepsilon^{\frac{(\alpha-N)r}{2}+N} |u(x)|^r \, dx \]
\[\geq C \varepsilon^{\frac{(\alpha-N)r}{2}+N},\]
which implies (v). The proof is complete. \(\square\)

**Proof of (i) and (ii) of Theorem 1.4:** Without loss of generality, we may assume that \(\mu = 1\). Let
\[c_\infty = \inf \{I_\infty(w) : w \in D^{1,2}(y^{1-\alpha}, \mathbb{R}_+^{N+1}) \setminus \{0\}, (I'_\infty(w), w) = 0\},\]
where
\[I_\infty(w) = \frac{1}{2} \int_{\mathbb{R}_+^{N+1}} y^{1-\alpha} |\nabla w(x, y)|^2 \, dxdy - \frac{1}{2\alpha(s)} \int_{\mathbb{R}^N} \frac{|w(x, 0)|^{2\alpha(s)}}{|x|^s} \, dx.\]
Since \(S^E_{s,\alpha}\) is achieved by a radially symmetric function \(u\), \(c_\infty\) is achieved by the extension \(w\) of \(u\), and \(w\) is the ground state solution of (3.4). Hence,
\[c_\infty = \frac{\alpha - s}{2(N - s)} (S^E_{s,\alpha})^{\frac{N}{N-\alpha}}.\]
We claim that \(I\) satisfies \((PS)_c\) condition for \(c \in (0, c_\infty)\), that is, for \(c \in (0, c_\infty)\) and any sequence \(\{w_n\} \subset H^{1}_{0,L}(C_\Omega)\) such that
\[I(w_n) \to c, \quad I'(w_n) \to 0,\] (3.11)
\(\{w_n\}\) possesses a convergent subsequence. We first show that \(\{w_n\}\) is uniformly bounded in \(H^{1}_{0,L}(C_\Omega)\). It is easily done for \(r = 2\) since \(\lambda < \lambda_1\). For the case \(2 < r < 2^*_\alpha = \frac{2N}{N-\alpha}\), by (3.11), we deduce that if \(r < 2^*_\alpha\),
\[(\frac{1}{2} - \frac{1}{r}) \int_{C_\Omega} y^{1-\alpha} |\nabla w(x, y)|^2 \, dxdy + (\frac{1}{r} - \frac{1}{2\alpha(s)}) \int_{\Omega} \frac{|w(x, 0)|^{2\alpha(s)}}{|x|^s} \, dx \leq c + o(1) \|w_n\|_{H^{1}_{0,L}(C_\Omega)},\]
and if \(r \geq 2^*_\alpha\), we have
\[(\frac{1}{2} - \frac{1}{2^*_\alpha}) \int_{C_\Omega} y^{1-\alpha} |\nabla w(x, y)|^2 \, dxdy + (\frac{1}{2^*_\alpha} - \frac{1}{r}) \int_{\Omega} |w(x, 0)|^r \, dx \leq c + o(1) \|w_n\|_{H^{1}_{0,L}(C_\Omega)}.\]
Hence, in both cases, \(\{\|w_n\|_{H^{1}_{0,L}(C_\Omega)}\}\) is bounded. We may show that \(\{w_n\}\) is tight as [1], and we may assume that, up to a subsequence,
\[w_n \rightharpoonup w \quad \text{in} \quad H^{1}_{0,L}(C_\Omega) \quad \text{and} \quad L^q(\Omega, \frac{1}{|x|^s}), \quad w_n(x, 0) \rightharpoonup w(x, 0) \quad \text{in} \quad L^r(\Omega).\]
Now we show that \(w_n \to w\) strongly in \(H^{1}_{0,L}(C_\Omega)\). Suppose on the contrary, \(z_n = w_n - w \not\to 0\) in \(H^{1}_{0,L}(C_\Omega)\). It follows from the Brezis-Lieb Lemma [3] that
\[\frac{1}{2} \int_{C_\Omega} y^{1-\alpha} |\nabla z_n(x, y)|^2 \, dxdy - \frac{1}{2\alpha(s)} \int_{\Omega} \frac{|z_n(x, 0)|^{2\alpha(s)}}{|x|^s} \, dx = c + o(1) - I(w)\]
and
\[\int_{C_\Omega} y^{1-\alpha} |\nabla z_n(x, y)|^2 \, dxdy - \int_{\Omega} \frac{|z_n(x, 0)|^{2\alpha(s)}}{|x|^s} \, dx = o(1).\]
By the definition of $S_{s,\alpha}^E$, 
\[ \int_{\Omega} y^{1-\alpha} |\nabla z_n(x,y)|^2 \, dx \, dy \geq S_{s,\alpha}^E \left( \int_{\Omega} \frac{|z_n(x,0)|^{2*}(s)}{|x|^s} \, dx \right)^{\frac{2}{2*}} \]
\[ = S_{s,\alpha}^E \left( \int_{\mathcal{C}_t} y^{1-\alpha} |\nabla z_n(x,y)|^2 \, dx \, dy + o(1) \right)^{\frac{2}{2*}}, \]
which implies by the fact $z_n \not\to 0$ that
\[ \int_{\mathcal{C}_t} y^{1-\alpha} |\nabla z_n(x,y)|^2 \, dx \, dy \geq (S_{s,\alpha}^E)^{\frac{N-s}{\alpha-s}} + o(1). \]

We then conclude that
\[ c + o(1) - I(w) = \left( \frac{1}{2} - \frac{1}{2*}(s) \right) \int_{\mathcal{C}_t} y^{1-\alpha} |\nabla z_n(x,y)|^2 \, dx \, dy + o(1) \geq \frac{\alpha - s}{2(N-s)} (S_{s,\alpha}^E)^{\frac{N-s}{\alpha-s}} + o(1), \]
this contradicts to that $c \in (0, \frac{\alpha-s}{2(N-s)} (S_{s,\alpha}^E)^{\frac{N-s}{\alpha-s}})$ since $I(w) \geq 0$. Hence, we have $w_n \to w$, i.e., the (PS)$_c$ condition holds.

Next, it is easy to see that the functional $I$ has the Mountain Pass structure. In order to find critical points of $I$, it is sufficient to show that the Mountain Pass level of $I$ is below $c_\infty$. For this purpose, we define
\[ f_\infty(t) = \frac{t^2}{2} \|w_\varepsilon\|_{L^1,2(y^{1-s}, \mathbb{R}^{N+1})}^2 - \frac{t^{2*}(s)}{2*}(s) \int_{\mathbb{R}^N} \frac{|u_\varepsilon|^{2*}(s)}{|x|^s} \, dx. \]
We may show that the maximum of $f_\infty$ is achieved at $\tilde{t} > 0$ and
\[ f_\infty(\tilde{t}) = c_\infty. \]
Moreover, $\tilde{t} > 0$ can be worked out explicitly, see arguments in the proof of Theorem 1.3. Let $f(t) = I(t(\varphi w_\varepsilon))$. The maximum of the function $f(t)$ is also achieved at some $t_\varepsilon > 0$, and $t_\varepsilon \to \tilde{t}$ as $\varepsilon \to 0$. If $N \geq 2\alpha$, we infer from Lemma 3.6 that
\[ f(t_\varepsilon) \leq \frac{t^2_\varepsilon}{2} (\|w_\varepsilon\|^2_{H^1_{0,L}(\Omega)} + O(\varepsilon^{N-\alpha})) - C \frac{\lambda}{\mu_\varepsilon} \varepsilon^{(\alpha-N)} + N - \frac{t^{2*}(s)}{2*}(s) \int_{\Omega} \frac{|u_\varepsilon|^{2*}(s)}{|x|^s} \, dx. \]
So we have
\[ f(t_\varepsilon) \leq \frac{t^2_\varepsilon}{2} (\|w_\varepsilon\|^2_{H^1_{0,L}(\Omega)} - \frac{t^{2*}(s)}{2*}(s) \int_{\Omega} \frac{|u_\varepsilon|^{2*}(s)}{|x|^s} \, dx) + C\varepsilon^{N-\alpha} - C\varepsilon^{(\alpha-N)} + N - C\varepsilon^{N-s}. \]
Since $N > \alpha + \frac{2\alpha}{r}$, we can choose $\varepsilon > 0$ small enough such that
\[ f(t_\varepsilon) < c_\infty. \]
This proves (i) of Theorem 1.4.
Now, we prove (ii) of Theorem 1.4. If $N > 2\alpha$, we have as before that
\[ f(t_\varepsilon) \leq \frac{t^2_\varepsilon}{2} (\|w_\varepsilon\|^2 - \frac{t^{2*}(s)}{2*}(s) \int_{\Omega} \frac{|u_\varepsilon|^{2*}(s)}{|x|^s} \, dx) + C\varepsilon^{N-\alpha} - C\varepsilon^{\alpha} - C\varepsilon^{N-s}, \]
which yields
\[ f(t_\varepsilon) < c_\infty \]
for $\varepsilon$ small enough.
If $N = 2\alpha$, similarly we have
\[
 f(t_\varepsilon) \leq \frac{t^2}{2} \|w_\varepsilon\|^2 - \frac{t^{2\alpha}(s)}{2\alpha(s)} \int_{\mathbb{R}^N} \frac{(u_\varepsilon)^{2\alpha}(s)}{|x|^s} \, dx + C\varepsilon^{N-\alpha} - C\varepsilon^\alpha \ln\varepsilon - C\varepsilon^{N-s},
\]

implying
\[
 f(t_\varepsilon) < \infty
\]
for $\varepsilon > 0$ small enough. The proof is complete. □
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