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Abstract

It is well known that in one dimension the set of Dirichlet improvable real numbers consists precisely of badly approximable and singular numbers. We show that in higher dimensions this is not the case by proving that there exist uncountably many Dirichlet improvable vectors that are neither badly approximable nor singular. This is a consequence of a stronger statement concerning well approximable sets.

1 Introduction

1.1 Background and motivation

The goal of this note is to investigate the relation between three basic sets arising from Dirichlet’s fundamental theorem in the classical theory of Diophantine approximation. It is therefore natural to start with the statement of the theorem and in turn describe the associated sets. For $x \in \mathbb{R}$, let $\langle x \rangle := \min\{|x - m| : m \in \mathbb{Z}\}$ denote the distance from $x$ to the nearest integer and for $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ let

$$\langle qx \rangle := \max_{1 \leq i \leq n} \langle qx_i \rangle .$$

Theorem 1.1 (Dirichlet). For any $x \in \mathbb{R}^n$ and $N \in \mathbb{N}$, there exists $q \in \mathbb{Z}$ such that

$$\langle qx \rangle < N^{-\frac{1}{n}} \quad \text{and} \quad 1 \leq q \leq N . \quad (1.1)$$

An important consequence of Dirichlet’s theorem is the following statement.

Corollary 1.1 (Dirichlet). For any $x \in \mathbb{R}^n$, there exists infinitely many $q \in \mathbb{Z}$ such that

$$\langle qx \rangle < q^{-\frac{1}{n}} . \quad (1.2)$$

The above foundational theorem from the theory of simultaneous Diophantine approximation prompts the natural question:

Question I. Can Dirichlet’s theorem be improved?
The following notions help make the question more precise. Following Davenport & Schmidt \[9\], for a particular $x \in \mathbb{R}^n$ we say that improvement in Dirichlet’s theorem is possible if there exists a constant $\varepsilon \in (0, 1)$ such that, for all sufficiently large $N$ there exists $q \in \mathbb{Z}$ such that

$$\langle qx \rangle < \varepsilon N^{-\frac{1}{n}} \quad \text{and} \quad 1 \leq q \leq N.$$ \hfill (1.3)

For obvious reasons such an $x$ is referred to as \textit{Dirichlet improvable} and we let $\text{DI}_n$ denote the set of Dirichlet improvable points in $\mathbb{R}^n$. Furthermore, we say that $x \in \mathbb{R}^n$ is \textit{singular} if it is Dirichlet improvable with $\varepsilon > 0$ arbitrarily small; that is, for any $\varepsilon > 0$ for all sufficiently large $N$ there exists $q \in \mathbb{Z}$ satisfying (1.3). We let $\text{Sing}_n$ denote the set of singular points in $\mathbb{R}^n$. By definition, we clearly have that

$$\text{Sing}_n \subseteq \text{DI}_n$$

and it is easily verified that $\text{Sing}_n$ contains every rational hyperplane in $\mathbb{R}^n$. Thus

$$n - 1 \leq \dim \text{Sing}_n \leq n.$$ 

Here and throughout, $\dim X$ will denote the Hausdorff dimension of a subset $X$ of $\mathbb{R}^n$. In the case $n = 1$, a nifty argument due to Khintchine \[15\] dating back to the twenties shows that a real number is singular if and only if it is rational; that is

$$\text{Sing}_1 = \mathbb{Q}.$$ \hfill (1.4)

Recently, Cheung and Chevallier \[3\], building on the spectacular $n = 2$ work of Cheung \[4\], have shown that

$$\dim \text{Sing}_n = \frac{n^2}{n + 1} \quad (n \geq 2).$$

Note that since $\frac{n^2}{n + 1} > n - 1$, this immediately implies that in higher dimensions $\text{Sing}_n$ does not simply correspond to rationally dependent $x \in \mathbb{R}^n$ as in the one-dimensional case – the theory is much richer.

In \[9\], Davenport & Schmidt established various results concerning the set $\text{DI}_n$ of Dirichlet improvable points and the set $\text{Bad}_n$ of simultaneously badly approximable points. In particular they showed (see \[9\, Theorem 2\]) that

$$\text{Bad}_n \subseteq \text{DI}_n.$$ \hfill (1.5)

Recall, $x \in \mathbb{R}^n$ is said to be \textit{badly approximable} if there exists a constant $\varepsilon = \varepsilon(x) \in (0, 1)$ so that

$$\langle qx \rangle > \varepsilon q^{-\frac{1}{2}} \quad \forall \quad q \in \mathbb{Z}\setminus\{0\}.$$ \hfill (1.6)

In other words, $\text{Bad}_n$ corresponds to those $x \in \mathbb{R}^n$ for which the right hand side of the inequality appearing in Dirichlet’s corollary (namely (1.2)) cannot be improved by $\varepsilon > 0$ arbitrarily small. By definition, we clearly have that $\text{Bad}_n \cap \text{Sing}_n = \emptyset$. It is worth mentioning the well known fact that $\text{Bad}_n$ is a set of $n$-dimensional Lebesgue measure zero but of full dimension; i.e.

$$\dim \text{Bad}_n = n.$$ 

In view of (1.5) it thus follows that

$$\dim \text{DI}_n = n.$$
In a follow-up paper [10], Davenport & Schmidt showed that $\text{DI}_n$ is a set of $n$-dimensional Lebesgue measure zero and thus in terms of measure and dimension it has the same properties as the set $\text{Bad}_n$. In the case $n = 1$, much more is true: any irrational $x \in \mathbb{R}$ is Dirichlet improvable if and only if it is badly approximable. This for example follows directly from [9, Theorem 1] and together with (1.4) implies that

$$\text{DI}_1 = \text{Bad}_1 \cup \text{Sing}_1.$$  \hfill (1.7)

To the best of our knowledge, the above discussion essentially sums up the current state of knowledge centered around the problem of improving Dirichlet’s theorem. Clearly, in view of (1.7) we have a complete characterisation in dimension one. In higher dimension, we know that

$$\text{DI}_n \supseteq \text{Bad}_n \cup \text{Sing}_n$$

but surprisingly it seems unknown whether or not equality is possible. In other words, the answer to the following basic problem seems unknown. To the best of our knowledge, it first appeared in print in Fabian Süss’ beautifully written PhD thesis [24, Section 4.1].

**Problem 1.1.** *Is the set $\text{DI}_n \setminus (\text{Bad}_n \cup \text{Sing}_n)$ empty when $n \geq 2$?*

The purpose of this note is to show that it is not. Maybe it is “folklore” that in higher dimensions there exist Dirichlet improvable points that are neither badly approximable nor singular. However, we would like to stress that we are unaware of any such a statement.

**Theorem 1.2.** *For $n \geq 2$, the set

$$\text{FS}_n := \text{DI}_n \setminus (\text{Bad}_n \cup \text{Sing}_n)$$

is uncountable.*

We suspect that our theorem is far from the truth. Indeed, it may well be the case that for $n \geq 2$

$$\dim \text{FS}_n = n.$$  

As we shall see in the next section, we actually prove a more general and effective version of Theorem 1.2. Unfortunately, it sheds no light on the dimension of $\text{FS}_n$.

### 1.2 The setup, further background and main results

Recall that from the classical point of view there are two forms of Diophantine approximation in $\mathbb{R}^n$: one corresponding to (simultaneous) approximation by rational points as considered in the previous section and the other corresponding to (dual) approximation by rational hyperplanes. Concerning the latter, the dual version of Dirichlet’s theorem states that for any $x \in \mathbb{R}^n$ and $N \in \mathbb{N}$ there exists $q \in \mathbb{Z}^n \setminus \{0\}$ such that

$$\langle q \cdot x \rangle \leq N^{-n} \quad \text{and} \quad \|q\| \leq N.$$  \hfill (1.8)

Here and elsewhere $q \cdot x := q_1 x_1 + \ldots + q_n x_n$ is the standard inner product and $\|q\| := \max\{|q_1|, \ldots, |q_n|\}$ is the maximal norm. In [10], Davenport & Schmidt proved that the
denote the minimal distance between \( x \) we approximate points \( x \in \mathbb{R}^n \) such that, for all \( N > N_0(x, \varepsilon) \) sufficiently large there exists \( q \in \mathbb{Z}^n \setminus \{0\} \) such that

\[
\langle q \cdot x \rangle \leq \varepsilon N^{-n} \quad \text{and} \quad \|q\| \leq N.
\]

(1.9)

Hopefully it is clear that the dual form of Dirichlet’s theorem is said to be improvable for a particular \( x \in \mathbb{R}^n \) if there exists a constant \( \varepsilon \in (0, 1) \) such that \( x \in \text{DI}_n(\varepsilon) \). However, in view of Davenport & Schmidt [10, Theorem 2], it makes no difference which form of Dirichlet’s theorem we take to define the set \( \text{DI}_n \). Indeed, the same is true when considering the set of singular points \( \text{Sing}_n \). However, this dual versus simultaneous equivalence for singular points (and indeed badly approximable points) holds in a much wider context. This we now describe since it will be the setting of our main result.

Let \( d \) be integer satisfying \( 0 \leq d \leq n - 1 \). The setup we now consider is one in which we approximate points \( x \in \mathbb{R}^n \) by \( d \)-dimensional rational affine subspaces \( L \subset \mathbb{R}^n \). With this in mind, we let

\[
d(x, L) := \min_{y \in L} \|x - y\| = \min_{y \in L} \max_{1 \leq i \leq n} |x_i - y_i|
\]

(1.10)

denote the minimal distance between \( x \) and \( L \). We also let \( H(L) \) denote the height of \( L \). In short, \( H(L) \) is the volume of the sub-lattice \( \mathbb{Z}^{n+1} \cap L_0 \) where \( L_0 \) is the unique \((d + 1)\)-dimensional subspace of \( \mathbb{R}^{n+1} \) containing the \( d \)-dimensional embedding \( \{(y_1, \ldots, y_n, 1) : y \in L\} \) of \( L \) into \( \mathbb{R}^{n+1} \). This notion of height is relatively standard and is usually referred to as the projective or Weil height of \( L \) – see [7, 17, 21] for more details. Note that when \( d = 0 \), \( L \) corresponds to a rational point \( \mathbf{p}_q := (\frac{p_1}{q}, \ldots, \frac{p_n}{q}) \) for some \((p, q) \in \mathbb{Z}^n \times \mathbb{Z} \setminus \{0\}\).

In turn, we have that

\[
H(L) \asymp \max\{\|p\|, |q|\} \quad \text{and} \quad d(x, L) = \max_{1 \leq i \leq n} \frac{|qx_i - p_i|}{|q|}.
\]

Also note that when \( d = n - 1 \), \( L \) corresponds to a rational affine hyperplane \( \{y \in \mathbb{R}^n : q \cdot y = p\} \) for some \((q, p) \in \mathbb{Z}^n \setminus \{0\} \times \mathbb{Z} \). In turn, we have that

\[
H(L) \asymp \max\{|p|, \|q\|\} \quad \text{and} \quad d(x, L) \asymp \frac{|q_1 x_1 + \cdots + q_n x_n - p|}{\|q\|}.
\]

To simplify notation the symbols \( \ll \) and \( \gg \) will be used to indicate an inequality with an unspecified positive multiplicative constant. If \( a \ll b \) and \( a \gg b \) we write \( a \asymp b \), and say that the quantities \( a \) and \( b \) are *comparable*. In the above, the implied ‘comparability’ constants are dependent on \( n \). Thus, up to some multiplicative constants, the extreme cases \( d = 0 \) and \( d = n - 1 \) correspond to the standard simultaneous and dual forms of Diophantine approximation. We now consider the natural analogues of the sets \( \text{Bad}_n \) and \( \text{Sing}_n \) introduced within the framework of simultaneous Diophantine approximation in §1.1. With this in mind, we start by stating a Dirichlet type theorem for approximation by \( d \)-dimensional rational subspaces. Throughout, given \( n \in \mathbb{N} \) and \( d \in \{0, 1, \ldots, n - 1\} \), we let

\[
\omega_d := \frac{d + 1}{n - d}.
\]
Theorem 1.3. Let \( n \in \mathbb{N} \) and \( d \) be integer satisfying \( 0 \leq d \leq n - 1 \). Then for any \( x \in \mathbb{R}^n \) there exists a constant \( c = c(x,n) > 0 \), such that for any \( N \in \mathbb{N} \) there exists a \( d \)-dimensional rational affine subspace \( L \subset \mathbb{R}^n \), such that
\[
d(x,L) \leq c H(L)^{-1} N^{-\omega_d} \quad \text{and} \quad H(L) \leq N.
\] (1.11)

The above statement is a consequence of standard tools from the geometry of numbers such as Minkowski’s second convex body theorem and Mahler’s theory for compound bodies. For completeness, the details are given in the appendix (more precisely, Proposition A.1 in §A.2). In turn, the theorem gives rise to the following statement.

Corollary 1.2. Let \( n \in \mathbb{N} \) and \( d \) be integer satisfying \( 0 \leq d \leq n - 1 \). Then for any \( x \in \mathbb{R}^n \) with at least \((d + 1)\)-rationally independent coordinates, there exists a constant \( c = c(x,n) > 0 \) and infinitely many \( d \)-dimensional rational affine subspaces \( L \subset \mathbb{R}^n \) such that
\[
d(x,L) \leq c H(L)^{-1-\omega_d}.
\] (1.12)

Remark 1.1. Observe that if we restrict \( x \) to a bounded subset of \( \mathbb{R}^n \), then the constant \( c = c(x,n) \) appearing in the above results can be made to be independent of \( x \). In particular, if \( x \in [0,1]^n \) then in the simultaneous (resp. dual) case we can replace \( H(L) \) by \( |q| \) (resp. \( \|q\| \)) in the theorem and corollary, and the inequalities corresponding to (1.11) and (1.12) remain valid if we translate \( x \) by an integer vector. Thus, up to a constant dependent only on the dimension \( n \), Theorem 1.3 and its corollary coincide with the classical simultaneous and dual forms of Dirichlet theorem and its corollary.

Taking our lead from the classical simultaneous and dual settings, we say that a point \( x \in \mathbb{R}^n \) is \( d \)-singular if for any given \( \varepsilon \in (0,1) \) and \( N > N_0(x,\varepsilon,d) \) sufficiently large, there exists a \( d \)-dimensional rational affine subspaces \( L \subset \mathbb{R}^n \) such that
\[
d(x,L) \leq \varepsilon H(L)^{-1} N^{-\omega_d} \quad \text{and} \quad H(L) \leq N.
\] (1.13)

On the other hand, we say that a point \( x \in \mathbb{R}^n \) is \( d \)-badly approximable if there exists a constant \( \varepsilon = \varepsilon(x) \in (0,1) \) so that
\[
d(x,L) > \varepsilon H(L)^{-1-\omega_d}
\] (1.14)
for all \( d \)-dimensional rational affine subspaces \( L \subset \mathbb{R}^n \). Finally, we let \( \text{Sing}_n^d \) (resp. \( \text{Bad}_n^d \)) denote the set of \( d \)-singular (resp. \( d \)-badly approximable) points in \( \mathbb{R}^n \).

The following shows that the well known classical equivalence between the simultaneous and dual singular points (and indeed badly approximable points) holds in the general context of approximation by \( d \)-dimensional rational affine subspaces. We provide a proof in §2.2.

Proposition 1.1. Let \( n \in \mathbb{N} \) and \( d \) be integer satisfying \( 0 \leq d \leq n - 1 \). Then,
\[
\text{Sing}_n := \text{Sing}_n^0 = \text{Sing}_n^d \quad \text{and} \quad \text{Bad}_n := \text{Bad}_n^0 = \text{Bad}_n^d.
\]
Remark 1.2. Note that for the purpose of defining $d$-singular and $d$-badly approximable points it makes no difference whether the minimal distance $d(x, L)$ is defined via the maximum norm (as in (1.10)) or some other norm (such as the Euclidean norm). The point is that these notions are not sensitive to the actual value of the constant $c = c(x, n)$ appearing in Theorem 1.3 and its corollary. Thus, most importantly, the set $\text{Sing}_n^d$ (resp. $\text{Bad}_n^d$) coincides with the classical simultaneous singular (resp. badly approximable) set when $d = 0$ and the dual singular (resp. badly approximable) set when $d = n-1$. However, when it comes to defining the ‘right’ notion of $d$-Dirichlet improvable it is paramount that $c$ is optimal and that Theorem 1.3 coincides with the classical simultaneous and dual forms of Dirichlet theorem. Clearly, in its current form it fails to do so. The fact that it is possible to establish such a version of Theorem 1.3 by appropriately defining the height $H(L)$ and the minimal distance $d(x, L)$, is the main subject of the appendix. Although it is not particularly relevant within the context of our main result, we hope the appendix is of independent interest. Indeed, having defined the sets $\text{DI}_n^d$ ($0 \leq d \leq n-1$) of $d$-Dirichlet improvable points, we show that any two corresponding to the pair $(d, n-1-d)$ are equivalent. Note that when $d = 0$, this equivalence is in line with the aforementioned statement of Davenport & Schmidt; namely, that the dual form of Dirichlet’s theorem is improvable if and only if the simultaneous form of Dirichlet theorem is improvable.

In order to state our main result, it is convenient to introduce the notion of exponents of Diophantine approximation.

**Definition 1.1.** Let $d$ be an integer with $0 \leq d \leq n-1$ and let $x \in \mathbb{R}^n$. We define the $d^{th}$ ordinary exponent $\omega_d(x)$ (resp. the $d^{th}$ uniform exponent $\hat{\omega}_d(x)$) as the supremum of the real numbers $\omega$ for which there exist $d$-dimensional rational affine subspaces $L \subset \mathbb{R}^n$ such that

$$d(x, L) \leq H(L)^{-1}N^{-\omega} \quad \text{and} \quad H(L) \leq N.$$

for arbitrarily large real numbers $N$ (resp. for every sufficiently large real number $N$).

**Remark 1.3.** By definition, whenever $\omega_d(x)$ is finite, there exists infinitely many $d$-dimensional rational affine subspaces $L \subset \mathbb{R}^n$ such that

$$d(x, L) \leq H(L)^{-1-\omega}$$

if $\omega < \omega_d(x)$, and if $\omega > \omega_d(x)$ there are at most finitely many such subspaces $L \subset \mathbb{R}^n$.

**Remark 1.4.** In [8] a point $x \in \mathbb{R}^n$ satisfying $\hat{\omega}_0(x) > 1/n$ (equivalently $\hat{\omega}_{n-1}(x) > n$) is called very singular and the set of such points is denoted by $\text{VSing}_n$. In the context of approximation by $d$-dimensional rational affine subspaces, it is natural to define the notion of $d$-very singular points as points in the set

$$\text{VSing}_n^d := \{x \in \mathbb{R}^n : \hat{\omega}_d(x) > \omega_d\}.$$

As is the case of badly approximable and singular sets, it turns out that the sets $\text{VSing}_n^d$ ($0 \leq d \leq n-1$) are the same – see Remark 1.5 below. By definition, a $d$-very singular point is $d$-singular and since both notions are independent of $d$ we can simply write $\text{VSing}_n \subseteq \text{Sing}_n$. 

Within the classical simultaneous and dual forms of Diophantine approximation, the above exponents were introduced by Khintchine [15, 16] and Jarník [14] in the nineteen twenties and thirties. For \( n \geq 3 \), the intermediate exponents (i.e., those corresponding to \( 1 \leq d \leq n - 2 \)) were formally introduced by Laurent [17] in 2009 but had implicitly been studied by Schmidt [21] some fifty years earlier. Clearly, for any \( x \in \mathbb{R}^n \) we have that \( \omega_d(x) \geq \hat{\omega}_d(x) \) and a direct consequence of Theorem 1.3 is that
\[
\omega_d(x) \geq \hat{\omega}_d(x) \geq \omega_{d+1} := \frac{d + 1}{n - d}.
\]

Observe that \( \omega_0 = \frac{1}{n} \) and \( \omega_{n-1} = n \). Thus, when \( d = 0 \) (resp. \( d = n - 1 \)) the quantity \( \omega_d \) coincides with the exponent appearing in the classical simultaneous (resp. dual) form of Dirichlet’s theorem. Another reasonably straightforward consequence, this time of the Borel-Cantelli lemma from probability theory, is that
\[
\omega_d(x) = \omega_d \quad \text{for almost all} \quad x \in \mathbb{R}^n.
\]

The following elegant transference principle enables us to transfer information between the ordinary Diophantine exponents \( \omega_d(x) \) associated with approximating points in \( x \in \mathbb{R}^n \) by \( d \)-dimensional rational subspaces of \( \mathbb{R}^n \). It makes sense to include the statement at this point since one of the conditions turns up in the statement of our main theorem.

**Theorem 1.4** (Laurent & Roy). Let \( n \geq 2 \). For any point \( x \in \mathbb{R}^n \) with \( 1, x_1, \ldots, x_n \) linearly independent over \( \mathbb{Q} \), we have that \( \omega_0(x) \geq \omega_0 \) and
\[
\frac{d \omega_d(x)}{\omega_d(x) + d + 1} \leq \omega_{d-1}(x) \leq \frac{(n - d) \omega_d(x) - 1}{n - d + 1} \quad (1 \leq d \leq n - 1).
\]

If \( \omega_d(x) = \infty \), the left hand side in (1.16) is replace by \( d \). Furthermore, given any \( n \)-tuple of real numbers \( \tau_0, \ldots, \tau_{n-1} \in [0, \infty] \) with \( \tau_0 \geq \omega_0 \) and
\[
\frac{d \tau_d}{\tau_d + d + 1} \leq \tau_{d-1} \leq \frac{(n - d) \tau_d - 1}{n - d + 1} \quad (1 \leq d \leq n - 1),
\]

there exists a point \( x \in \mathbb{R}^n \) with \( 1, x_1, \ldots, x_n \) linearly independent over \( \mathbb{Q} \) such that \( \omega_d(x) = \tau_d \) and \( \hat{\omega}_d(x) = \omega_d \) for \( 0 \leq d \leq n - 1 \).

The transference inequalities (1.16) are due to Laurent [17]. Equivalently, they can be re-written in the language of Schmidt [21] as the **Going-up transfer**
\[
\omega_{d+1}(x) \geq \frac{(n - d) \omega_d(x) + 1}{n - d - 1} \quad (0 \leq d \leq n - 2)
\]

and the **Going-down transfer**
\[
\omega_{d-1}(x) \geq \frac{d \omega_d(x)}{\omega_d(x) + d + 1} \quad (1 \leq d \leq n - 1).
\]

As pointed in [17], on iterating (1.18) and (1.19) we obtain Khintchine’s classical transference principle [15]:
\[
\frac{\omega_{n-1}(x)}{(n - 1)\omega_{n-1}(x) + n} \leq \omega_0(x) \leq \frac{\omega_{n-1}(x) - n + 1}{n}.
\]
Thus the transference inequalities (1.16) of Laurent naturally split those of Khintchine relating the simultaneous and dual exponents $\omega_0(x)$ and $\omega_{n-1}(x)$. The furthermore part of Theorem 1.4 shows that transference inequalities of Laurent are optimal and was proved by Roy [20]. It extends the classical work of Jarník [14] showing that Khintchine’s transference principle is optimal.

**Remark 1.5.** The Laurent transference inequalities (1.16) are equally valid for the uniform exponents. Indeed, Laurent’s proof for the ordinary exponents can be naturally adapted to the uniform setting – see for example [11]. With (1.16) for uniform exponents at hand, it is easily seen that for any $x \in \mathbb{R}^n$ and $1 \leq d \leq n$, the statement that $\hat{\omega}_d(x) = \omega_d$ is equivalent to $\hat{\omega}_{d-1}(x) = \omega_{d-1}$. Hence, it follows that the very singular sets $V_{Sing}^d (0 \leq d \leq n-1)$ discussed within Remark 1.4 are equivalent.

As usual let $d$ be an integer with $0 \leq d \leq n-1$. Then given a real number $\tau \geq 0$, consider the Diophantine sets

$$W^d_n(\tau) := \{ x \in \mathbb{R}^n : \omega_d(x) \geq \tau \}$$

and

$$E^d_n(\tau) := \{ x \in \mathbb{R}^n : \omega_d(x) = \tau \} .$$

In dimension one, the latter corresponds to the exact order sets first studied by Güting within the context of Mahler’s classification of transcendental numbers – see [1] and references within for further details. Note that by definition, for any $0 \leq d \leq n-1$ we have that

$$W^d_n(\tau) = \mathbb{R}^n \quad \text{if} \quad \tau \leq \omega_d$$

and

$$\text{Bad}_n \cap W^d_n(\tau) = \emptyset \quad \text{if} \quad \tau > \omega_d .$$

Note that in view of (1.15), the set $E^d_n(\omega_d)$ is of full $n$-dimensional Lebesgue measure and since $E^d_n(\tau) \subseteq W^d_n(\tau)$, it follows that $\text{Bad}_n \cap E^d_n(\tau) = \emptyset$ if $\tau > \omega_d$.

Using the parametric geometry of numbers a la Schmidt & Summerer [22, 23] and Roy [19], we prove the following theorem. It constitutes our main result.

**Theorem 1.5.** Let $n \geq 2$ and $\varepsilon \in (0, 1)$. Then, given any $n$-tuple of real numbers $\tau_0, \ldots, \tau_{n-1} \in [0, \infty]$ with $\tau_0 \geq \omega_0$ and $\tau_d$ ($1 \leq d \leq n-1$) satisfying (1.17), the set

$$\left( \bigcap_{d=0}^{n-1} E^d_n(\tau_d) \cap \left( DI_n(\varepsilon) \setminus DI_n(\varepsilon e^{-10(n+1)^2(n+10)}) \right) \right) \setminus (\text{Bad}_n \cup \text{Sing}_n)$$

is uncountable. In particular, for any $\tau \geq \omega_d$, the set $(DI_n \cap E^d_n(\tau)) \setminus (\text{Bad}_n \cup \text{Sing}_n)$ is uncountable.

Note that on taking $\tau = \omega_d$ in the ‘in particular’ part of the Theorem 1.5, we immediately obtain the statement of Theorem 1.2.
2 Preliminaries

In this section we start by recalling aspects of the theory of parametric geometry of numbers that will be used in establishing Theorem \[1.5\]. We then use this to essentially reformulate the Diophantine sets appearing in the statement of Theorem \[1.5\] in terms of successive minima. Moreover, we will see that the proof of Proposition \[1.1\] is a pretty straightforward application of this reformulation.

2.1 The parametric geometry of numbers

Fix \( n \in \mathbb{N} \) and \( x \in \mathbb{R}^n \). For each real number \( t \geq 0 \), consider the convex body

\[
\mathcal{C}_x(e^t) := \left\{ y \in \mathbb{R}^{n+1} : |y_i| \leq 1 \ (1 \leq i \leq n), \quad \sum_{i=1}^{n} y_i x_i + y_{n+1} \leq e^{-t} \right\}. \tag{2.1}
\]

Then, for each \( i = 1, \ldots, n+1 \), let \( \lambda_i(\mathbb{Z}^{n+1}, \mathcal{C}_x(e^t)) \) denotes the \( i \)-th successive minima of the convex body \( \mathcal{C}_x(e^t) \) with respect to the lattice \( \mathbb{Z}^{n+1} \). In other words, \( \lambda_i(\mathbb{Z}^{n+1}, \mathcal{C}_x(e^t)) \) is the smallest real number \( \lambda \) such that the rescaled convex body \( \lambda \mathcal{C}_x(e^t) \) contains at least \( i \) linearly independent points of \( \mathbb{Z}^{n+1} \). In turn, following Schmidt & Summerer \[23\], we let

\[
L_{x,i}(t) := \log \lambda_i(\mathbb{Z}^{n+1}, \mathcal{C}_x(e^t)) \quad (t \geq 0, \ 1 \leq i \leq n+1) \tag{2.2}
\]

and consider the map

\[
L_x : [0, \infty) \to \mathbb{R}^{n+1} : t \to L_x(t) := (L_{x,1}(t), \ldots, L_{x,n+1}(t)). \tag{2.3}
\]

The following notion was introduced by Roy in \[20\] Definition 4.5]. It generalises the \((n+1)\)-systems of Schmidt & Summerer \[23\]. In short, these ‘systems’ incorporate desirable behavior of the maps \( L_x \) that in turn lead to desirable approximation results.

**Definition 2.1.** Let \( I \) be an subinterval of \([0, \infty)\) with non-empty interior. A Roy \((n+1)\)-system on \( I \) is a continuous piecewise linear map \( P = (P_1, \ldots, P_{n+1}) : I \to \mathbb{R}^{n+1} \) with the following properties:

- For each \( t \in I \), we have \( 0 \leq P_1(t) \leq \cdots \leq P_{n+1}(t) \) and \( P_1(t) + \cdots + P_{n+1}(t) = t \).
- If \( I' \subset I \) is a nonempty open subinterval on which \( P \) is differentiable, then there are integers \( r_1, r_2 \) with \( 1 \leq r_1 \leq r_2 \leq n+1 \) such that the functions \( P_{r_1}, P_{r+1}, \ldots, P_{r_2} \) coincide on the whole interval \( I' \) and have slope \( 1/(r_2-r_1+1) \) on \( I' \), while all other components \( P_i \) of \( P \) have slope 0 on \( I' \).
- If \( t \) is an interior point of \( I \) at which \( P \) is not differentiable and if \( r_1, r_2, s_1, s_2 \) are integers for which

\[
P_i(t^-) = \frac{1}{r_2 - r_1 + 1} \quad (r_1 \leq i \leq r_2) \quad \text{and} \quad P_i(t^+) = \frac{1}{s_2 - s_1 + 1} \quad (s_1 \leq i \leq s_2),
\]

and if \( r_1 \leq s_2 \), then we have that \( P_{r_1}(t) = P_{r+1}(t) = \cdots = P_{s_2}(t) \).
Note that, for any piecewise linear function $F : \mathbb{R} \to \mathbb{R}$, the left derivative $F'(t^-)$ and the right derivative $F'(t^+)$ always exist and the points at which $F$ is not differentiable are just the points with different left and right derivatives.

**Remark 2.1.** The $(n + 1)$–systems of Schmidt & Summerer correspond to taking $r_1 = r_2$ and $s_1 = s_2$ in Definition 2.1.

A Roy $(n + 1)$–system has the following useful approximation property. It essentially represents an amalgamation of [19] Theorems 1.3 & 1.8 and [20] Corollary 4.7 adapted for our purposes.

**Theorem 2.1.** Let $n \in \mathbb{N}$ and $t_0 \geq 0$. For each $x \in \mathbb{R}^n$, there exists a Roy $(n + 1)$–system $P : [t_0, \infty) \to \mathbb{R}^{n+1}$ such that the function $L_x - P$ is bounded on $[t_0, \infty)$. Conversely, for each Roy $(n + 1)$–system $P : [t_0, \infty) \to \mathbb{R}^{n+1}$, there exists $x \in \mathbb{R}^n$ such that the function $L_x - P$ is bounded on $[t_0, \infty)$. In particular, for each $t \geq t_0$

$$\|L_x(t) - P(t)\| \leq 5(n + 1)^2(n + 10).$$

**Proof of Theorem 2.1.** As already mentioned, Theorem 2.1 draws upon the works of Roy and it is important to note that there, the convex body is defined slightly differently from the one given by (2.1). Indeed, for a fixed $u \in \mathbb{R}^{n+1} \setminus \{0\}$ and each real number $t \geq 0$, Roy works with the convex body

$$\tilde{C}_u(e^t) := \{y \in \mathbb{R}^{n+1} : \|y\| \leq 1, \quad |y \cdot u| \leq e^{-t}\}.$$

Now for any fixed $x \in \mathbb{R}^n$, let $x' := (x, 1) \in \mathbb{R}^{n+1}$ and so by definition

$$\tilde{C}_{x'}(e^t) = \left\{y \in \mathbb{R}^{n+1} : \|y\| \leq 1, \quad \left| \sum_{i=1}^{n} y_i x_i + y_{n+1} \right| \leq e^{-t} \right\}.$$

Furthermore, let $\tilde{L}_{x'}$ denote the function corresponding to (2.3) with $C_x(e^t)$ replaced by $\tilde{C}_{x'}(e^t)$ within (2.2). It is not difficult to see that our convex body and the associated map, which are convenient for what we have in mind, are closely related to those of Roy and indeed Schmidt & Summerer: for any fixed $x \in \mathbb{R}^n$ and any $t \geq 0$

$$\tilde{C}_{x'}(e^t) \subset C_x(e^t) \subset (n\|x\| + 1) \tilde{C}_{x'}(e^t)$$

and thus it follows that

$$\|L_x(t) - \tilde{L}_{x'}(t)\| \leq \log(n\|x\| + 1).$$

We now proceed with establishing the theorem. On combining [19] Theorem 1.3 and [19] Lemma 2.10, we find that for any $x \in \mathbb{R}^n$ there exists a $(n + 1)$–system (see Remark 2.1) $P$ such that the function $\tilde{L}_{u_{x'}} - P$ is bounded for all $t \geq t_0$. Here $u_{x'}$ denotes the unit vector associated to $x' \in \mathbb{R}^{n+1}$. Note that $\tilde{L}_{u_{x'}}$ and $\tilde{L}_{x'}$ only differ by a constant and so the first part of the theorem follows on using (2.4) and the fact that by definition any $(n + 1)$–system is a Roy $(n + 1)$–system. Regarding the converse part, it follows via [20].
Corollary 4.7] that for any given Roy \((n + 1)\)-system \(P : [t_0, \infty) \to \mathbb{R}^{n+1}\) and any \(\varepsilon > 0\), there is a \((n + 1)\)-system \(\bar{P}\) such that

\[ \|P(t) - \bar{P}(t)\| \leq \varepsilon \quad \text{for all } t \geq t_0. \] (2.5)

In view of [19, Theorem 8.1], there exists a unit vector \(u \in \mathbb{R}^{n+1}\) such that

\[ \|\bar{P}(t) - \bar{L}u(t)\| \leq 3(n + 1)^2(n + 10) \quad \text{for all } t \geq t_0. \] (2.6)

Without loss of generality, we can assume that \(u_{n+1} = \|u\| := \max\{|u_1|, \ldots, |u_{n+1}|\}\) and so \((n + 1)^{-1/2} \leq |u_{n+1}| \leq 1\). Now let

\[ x := (u_1u_{n+1}^{-1}, \ldots, u_nu_{n+1}^{-1}) \in \mathbb{R}^n. \]

Then, \(\|x\| \leq 1\) and

\[ \|\bar{L}x(t) - \bar{P}(t)\| \leq \frac{1}{2} \log(n + 1) \quad \text{for all } t \geq t_0. \] (2.7)

The upshot is that on using (2.5) with \(\varepsilon := \log(n + 1)/2\), \(2.4\), \(2.7\) and \(2.6\) in that order, we obtain that

\[ \|L_x(t) - P(t)\| \leq \frac{1}{2} \log(n + 1) + \log(n + 1) + \frac{1}{2} \log(n + 1) + 3(n + 1)^2(n + 10) \]

\[ < 5(n + 1)^2(n + 10) \quad \text{for all } t \geq t_0. \] (2.8)

This completes the proof of Theorem 2.1. 

The following notion of non-equivalent systems will prove to be useful.

**Definition 2.2.** Two Roy \((n + 1)\)-systems \(P_1\) and \(P_2\) defined on the same subinterval \(I\) of \([0, \infty)\) are said to be non-equivalent if there exists some \(t \in I\) such that

\[ |P_1(t) - P_2(t)| > 10(n + 1)^2(n + 10). \]

By definition, it follows that no point in \(\mathbb{R}^n\) can be close (in the sense of Theorem 2.1) to two non-equivalent Roy \((n + 1)\)-systems defined on \([t_0, \infty)\) at the same time.

### 2.2 Expressing Diophantine sets via successive minima

We give a reformulation of the Diophantine sets associated with Theorem 1.5 in terms of the function \(L_x\). This is at the heart of its proof – it brings into play the parametric geometry of numbers. Also, we shall see that the equivalence of the \(d\)-badly approximable sets \(\text{Bad}^d_n\) (resp. the \(d\)-singular sets \(\text{Sing}^d_n\)) is in essence a direct consequence of the reformulation. Indeed, we start with this in mind.

Let \(n \geq 2\) and \(0 \leq d \leq n - 1\). It can be verified, by using the lemma appearing in [3, Section 4] and appropriately adapting the proof of the proposition in [3, Section 4], that

- \(x \in \text{Bad}^d_n\) if and only if there exists a constant \(\delta > 0\) such that for all sufficiently large \(t\)

\[ \frac{(n - d)t}{n + 1} - (L_{x,1}(t) + \cdots + L_{x,n-d}(t)) \leq \delta. \] (2.9)
• $x \in \text{Sing}^d_{n-1}$ if and only if for any $\delta > 0$ there exists a constant $t_0 = t_0(\delta) > 0$ such that for all $t \geq t_0$

$$\frac{(n - d)t}{n + 1} - (L_{x,1}(t) + \cdots + L_{x,n-d}(t)) \geq \delta.$$

(2.10)

For the sake of completeness, in the appendix, we will provide the details of how these equivalences follow from [3, Section 4]. We can now swiftly show that

$$\text{Bad}^d_n = \text{Bad}^{n-1}_n \quad \text{and} \quad \text{Sing}^d_n = \text{Sing}^{n-1}_n \quad (0 \leq d \leq n - 2);$$

that is to say that any $d$–badly approximable set (resp. $d$–singular set) is equivalent to the dual set. This will of course establish Proposition 1.1.

Proof of Proposition 1.1. For simplicity, given $x \in \mathbb{R}^n$ we let

$$g_{x,i}(t) := \frac{t}{n + 1} - L_{x,i}(t) \quad (0 \leq i \leq n + 1).$$

By definition the quantity $L_{x,i}$ is increasing with $i$ and so it follows that

$$g_{x,1}(t) \geq g_{x,2}(t) \geq \cdots \geq g_{x,n+1}(t).$$

(2.11)

In view of Minkowski’s second convex body theorem, for any $x \in \mathbb{R}^n$ we have that

$$L_{x,1}(t) + L_{x,2}(t) + \cdots + L_{x,n+1}(t) = t + O(1).$$

Thus, there exists a positive constant $c = c(n) > 0$ depending only on $n$ such that

$$g_{x,1}(t) + g_{x,2}(t) + \cdots + g_{x,n+1}(t) \geq -c.$$

(2.12)

Now suppose $x \in \text{Bad}^d_n$. Then in view of (2.9) and (2.12), it follows that

$$\sum_{i=n-d+1}^{n+1} g_{x,i}(t) \geq -\delta - c$$

which together with (2.11) implies that

$$g_{x,i}(t) \geq \frac{1}{d + 1} \sum_{j=n-d+1}^{d+1} g_{x,j}(t) \geq -\frac{\delta + c}{d + 1} \quad (1 \leq i \leq n - d).$$

In turn, on using (2.11) again, we find that

$$g_{x,1}(t) \leq \sum_{i=1}^{n-d} g_{x,i}(t) - \sum_{i=2}^{n-d} g_{x,i}(t) \leq \delta + (n - d - 1)\frac{\delta + c}{d + 1} < \frac{n}{d + 1}(\delta + c).$$

(2.13)

In other words, (2.13) holds with $d = n - 1$ and so $x \in \text{Bad}^{n-1}_n$. For the converse, simply observe that if (2.9) holds with $d = n - 1$ then for any other $0 \leq d \leq n - 2$

$$\sum_{i=1}^{n-d} g_{x,i}(t) \leq (n - d) g_{x,1}(t) \leq (n - d)\delta.$$
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In other words, \( x \in \text{Bad}_{n}^{d} \) and this thereby completes the proof of the badly approximable part of the proposition. The proof of the singular part is similar with the most obvious modifications (namely, using (2.10) instead of (2.9)) and will be left for the reader.

\[ \square \]

**Remark 2.2.** In the appendix, apart from providing details of the statements associated with (2.9) and (2.10), we give a ‘dynamical’ proof of Proposition 1.1. In addition to providing an alternative insight, it has the advantage of being self-contained in that it avoids appealing to (2.9) and (2.10) which rely on the lemma and the arguments appearing in [3, Section 4].

The following statement summarises the above findings concerning the badly approximable and singular sets and deals with the other remaining Diophantine sets associated with Theorem 1.5.

**Lemma 2.1.** Let \( x \in \mathbb{R}^{n} \). Then

1. \( x \in \text{DI}_{n}(\varepsilon) \) if and only if for all sufficiently large \( t \)
   \[
   \frac{t}{n + 1} - L_{x,1}(t) \geq -\frac{\log \varepsilon}{n + 1}.
   \]

2. \( x \in \text{Bad}_{n} \) if and only if there exists \( \delta > 0 \) such that
   \[
   \limsup_{t \to \infty} \left( \frac{t}{n + 1} - L_{x,1}(t) \right) \leq \delta.
   \]

3. \( x \in \text{Sing}_{n} \) if and only if for any \( \delta > 0 \)
   \[
   \liminf_{t \to \infty} \left( \frac{t}{n + 1} - L_{x,1}(t) \right) \geq \delta.
   \]

4. \( x \in \text{W}_{n}^{d}(\tau) \) if and only if
   \[
   \liminf_{t \to \infty} \frac{L_{x,1}(t) + \cdots + L_{x,n-d}(t)}{t} \leq \frac{1}{1 + \tau} \quad (0 \leq d \leq n-1).
   \]

5. \( x \in \text{E}_{n}^{d}(\tau) \) if and only if
   \[
   \liminf_{t \to \infty} \frac{L_{x,1}(t) + \cdots + L_{x,n-d}(t)}{t} = \frac{1}{1 + \tau} \quad (0 \leq d \leq n-1).
   \]

**Proof of Lemma 2.1.** Parts 4) and 5) are a direct consequence of [20, Proposition 3.1]. The proof of parts 2) and 3) are a direct consequence of (2.9) and (2.10) respectively together with Proposition 1.1. It remains to prove part 1). Thus, let \( x \in \text{DI}_{n}(\varepsilon) \) for some \( \varepsilon \in (0,1) \). Then by definition, for all sufficiently large \( t \)

\[
|x \cdot q - p| \leq \varepsilon e^{-nt} \quad \text{and} \quad \|q\| \leq e^{t}
\]

always has a solution \( (p, q) \in \mathbb{Z} \times (\mathbb{Z}^{n} \setminus \{0\}) \). This is equivalent to saying that for all sufficiently large \( t \)

\[
\lambda_{1}(\mathbb{Z}^{n+1}, C_{x}(e^{t'})) \leq e^{t}, \quad \text{where} \quad t' = (n + 1)t - \log \varepsilon.
\]
Hence, for all sufficiently $t$
\[
\frac{t}{n+1} - L_{x,1}(t) \geq -\frac{\log \varepsilon}{n+1}
\]
as desired. \hfill \square

**Remark 2.3.** It is relatively straightforward to see that the proof of part 1) given above can be easily adapted to establish (2.9) and (2.10) when $d = n - 1$.

## 3 Proof of Theorem 1.5

Let $n \geq 2$, $\varepsilon \in (0,1)$ and $\tau_0, \ldots, \tau_{n-1}$ be as in Theorem 1.5 and let
\[
\gamma := -\frac{\log \varepsilon}{n+1} + C_n \quad \text{where} \quad C_n := 5(n+1)^2(n+10). \quad (3.1)
\]
Thus, $C_n$ is simply the right hand side of inequality appearing in Theorem 2.1. Then, on making use of Theorem 2.1 and Lemma 2.1, it is easily verified that the proof of Theorem 1.5 is reduced to constructing appropriate Roy $(n+1)$–systems given by the following statement.

**Lemma 3.1.** There exists uncountable many mutually non-equivalent Roy $(n+1)$–systems $P : [0, \infty) \to \mathbb{R}^{n+1}$, such that
\[
\liminf_{t \to \infty} \left( \frac{t}{n+1} - P_1(t) \right) = \gamma, \quad (3.2)
\]
\[
\limsup_{t \to \infty} \left( \frac{t}{n+1} - P_1(t) \right) = \infty, \quad (3.3)
\]
and
\[
\liminf_{t \to \infty} \frac{P_1(t) + \cdots + P_d(t)}{t} = \frac{1}{1 + \tau_{n-d}} \quad (1 \leq d \leq n). \quad (3.4)
\]

**Proof of Theorem 1.5 modulo Lemma 3.1.** Let us assume Lemma 3.1 and let $P : [0, \infty) \to \mathbb{R}^{n+1}$ be a Roy $(n+1)$–system coming from the lemma. In view of the converse part of Theorem 1.1, there exists a point $x \in \mathbb{R}^n$ such that
\[
\|L_x(t) - P(t)\| \leq C_n.
\]
Then this together with Lemma 2.1 and
\begin{itemize}
  \item (3.2) implies $x \in DI_n(\varepsilon) \setminus DI_n(\varepsilon e^{-2C_n})$ and $x \notin Sing_n$,
  \item (3.3) implies $x \notin Bad_n$,
  \item (3.4) implies $x \in \cap_{d=0}^{n-1} E_n^d(\tau_d).
\end{itemize}
The upshot of this is that

\[
x \in \left( \bigcap_{d=0}^{n-1} E_{n}^{d}(\tau_{d}) \cap \left( DI_{n}(\varepsilon) \setminus DI_{n}(\varepsilon e^{-2C_{n}}) \right) \right) \setminus \left( \text{Bad}_{n} \cup \text{Sing}_{n} \right).
\]

Furthermore, Lemma 3.1 implies the existence of uncountably many such Roy \((n + 1)\)–systems that are mutually non-equivalent. Thus, in view of the latter (see Definition 2.2), each such system gives rise to a different point \(x \in \mathbb{R}^{n}\) and this completes the proof of Theorem 1.5.

The proof of Lemma 3.1 will occupy the rest of this section. It will comprise of three steps. We start by constructing Roy \((n + 1)\)–systems on certain finite intervals which will serve as building blocks for the construction of the desired systems associated with Lemma 3.1.

3.1 Building Blocks.

Let \([T_{-}, T_{+}]\) be a subinterval of \([0, \infty)\) with non-empty interior and let \((a_{-}^{j})_{1 \leq j \leq n+1}, (a_{+}^{j})_{1 \leq j \leq n+1}\) be sequences of increasing positive numbers satisfying:

\[
a_{+}^{1} T_{+} = a_{-}^{n+1} T_{-} - (n + 1) \gamma
\]

\[
\sum_{1 \leq j \leq n+1} a_{+}^{j} = 1
\]

\[
(a_{+}^{j+1} - a_{+}^{j}) T_{*} \geq 4n^{2} \gamma \quad \forall \quad 1 \leq j \leq n,
\]

where \(\gamma\) is as in (3.1) and throughout

\(* := - \text{ or } + .\)

We now construct a Roy \((n + 1)\)–system

\[P = (P_{1}, \ldots, P_{n+1}) : [T_{-}, T_{+}] \to \mathbb{R}^{n+1}\]

on \([T_{-}, T_{+}]\) associated with the sequences \((a_{-}^{j})\) and \((a_{+}^{j})\). With this in mind, let

\[R_{d} := \left( a_{-}^{n+1} + \cdots + a_{-}^{d+1} + da_{-}^{d} \right) T_{-} \quad \forall \quad 1 \leq d \leq n\]

\[R_{n+1} := (n + 1) a_{-}^{n+1} T_{-} - n(n + 1) \gamma\]

\[R_{n+2} := (n + 1) a_{-}^{n+1} T_{-} - (n + 1) \gamma\]

\[S_{0} := (n + 1) a_{+}^{1} T_{+} + (n^{2} + n) \gamma\]

\[S_{d} := \left( a_{+}^{1} + \cdots + a_{+}^{d} + (n + 1 - d)a_{+}^{d+1} \right) T_{+} \quad \forall \quad 1 \leq d \leq n.\]
In view of (3.5), it is easily seen that $S_0 = R_{n+2}$. Also, (3.6) ensures that $T_- = R_1$ and

$S_n = T_+$ while (3.7) gives that $R_{n+1} \geq R_n$ and $S_1 \geq S_0$. Since $(a^j_d)$ is strictly increasing, it thus follows that

$$T_- = R_1 < R_2 < \cdots < R_{n+2} = S_0 < S_1 < \cdots < S_n = T_+.$$

Now set

$$P_j(T_-) := a^j_1 T_- \quad \forall \quad 1 \leq j \leq n + 1.$$

For $1 \leq d \leq n - 1$, on the interval $[R_d, R_{d+1}]$, let the $d$ components $P_1, \ldots, P_d$ coincide and have slope $1/d$ while the components $P_{d+1}, \ldots, P_{n+1}$ have slope 0 and

$$P_j(R_{d+1}) := \begin{cases} a^{d+1}_d T_- & \text{if } 1 \leq j \leq d \\ a^j_1 T_- & \text{if } d + 1 \leq j \leq n + 1. \end{cases}$$

On the interval $[R_n, R_{n+1}]$, let the $n$ components $P_1, \ldots, P_n$ coincide and have slope $1/n$ while the component $P_{n+1}$ has slope 0 and

$$P_j(R_{n+1}) := \begin{cases} a^1_1 T_+ & \text{if } 1 \leq j \leq n \\ a^n_{n+1} T_- & \text{if } j = n + 1. \end{cases}$$

On the interval $[R_{n+1}, R_{n+2}]$, let the $n - 1$ components $P_2, \ldots, P_n$ coincide and have slope $1/(n-1)$ while the components $P_1, P_{n+1}$ have slope 0 and

$$P_j(R_{n+2}) := \begin{cases} a^1_1 T_+ & \text{if } j = 1 \\ a^n_{n+1} T_- & \text{if } 2 \leq j \leq n + 1. \end{cases}$$

On the interval $[S_0, S_1]$, let the $n$ components $P_2, \ldots, P_{n+1}$ coincide and have slope $1/n$ while the component $P_1$ has slope 0 and

$$P_j(S_1) := \begin{cases} a^1_1 T_+ & \text{if } j = 1 \\ a^j_2 T_+ & \text{if } 2 \leq j \leq n + 1. \end{cases}$$

Finally, for $1 \leq d \leq n - 1$, on the interval $[S_d, S_{d+1}]$, let the $n - d$ components $P_{d+2}, \ldots, P_{n+1}$ coincide and have slope $1/(n - d)$ while the components $P_1, \ldots, P_{d+1}$ have slope 0 and

$$P_j(S_{d+1}) := \begin{cases} a^j_1 T_+ & \text{if } 1 \leq j \leq d + 1 \\ a^d_{d+2} T_+ & \text{if } d + 2 \leq j \leq n + 1. \end{cases}$$

In particular, since $S_n = T_+$ it follows that

$$P_j(T_+) = a^j_1 T_+ \quad \forall \quad 1 \leq j \leq n + 1.$$

Figure 11 below represents the combined graph of the functions $P_1, \ldots, P_{n+1}$ over the interval $[T_-, T_+]$. Note that if we set $\gamma = 0$ and $a^j_+ = a^j_-$ for $j = 1, \ldots, n + 1$, our
construction reduces to Roy’s construction in [20, Section 5] – in particular, see [20, Figure 5].

We conclude this section with the following statement. It provides keys estimates for $P(t)$ with $t \in [T_-, T_+]$.

Lemma 3.2. The Roy $(n + 1)$–system $P : [T_-, T_+] \to \mathbb{R}^{n+1}$ constructed above satisfies:

$$
\min_{t \in [T_-, T_+]} \left( \frac{t}{n+1} - P_1(t) \right) = \gamma \tag{3.8}
$$

$$
\max_{t \in [T_-, T_+]} \left( \frac{t}{n+1} - P_1(t) \right) \geq \left( \frac{1}{n+1} - a_+^1 \right) T_+ \tag{3.9}
$$

$$
\min_{t \in [T_-, T_+]} \frac{P_1(t) + \cdots + P_d(t)}{t} = \min \left\{ \sum_{j=1}^{d} a_{j-}^2, \sum_{j=1}^{d} a_{j+}^2 \right\} \quad (1 \leq d \leq n). \tag{3.10}
$$

Proof. By construction the derivative of the function $P_1$ is strictly greater than $1/(n+1)$ on the interval $[T_-, R_{n+1}]$ and is 0 on the interval $[R_{n+1}, T_+]$. Here and throughout, by the derivative of a piecewise linear function on a given interval, we mean the derivative on the union of subintervals on which the derivative exists. It follows that on the interval $[T_-, T_+]$, the local minimum of the function $f : t \to f(t) := t/(n+1) - P_1(t)$ is achieved
at } t = R_{n+1} \text{. In other words, the minimum of } f(t) \text{ on } [T_-, T_+] \text{ is equal to }

\frac{R_{n+1}}{n+1} - P_1(R_{n+1}) = a_1^{n+1}T_+ - n\gamma - a_1^1T_+ = \gamma \tag{3.5}

This shows that } P \text{ satisfies (3.5). On the other hand, it is easily seen that the maximum of } f(t) \text{ on } [T_-, T_+] \text{ is achieved at either } t = T_- \text{ or } t = T_+. \text{ Thus, }

\text{l.h.s. of (3.5) } \geq \frac{T_+}{n+1} - P_1(T_+) = \frac{T_+}{n+1} - a_1^1 T_+ \text{ and this shows that } P \text{ satisfies (3.5). It remains to prove (3.10). For simplicity, we let}

\begin{equation}
Q_d := P_1 + \cdots + P_d \quad (1 \leq d \leq n)
\end{equation}

and note that to determine when } Q_d(t)/t \text{ attains its minimum on } [T_-, T_+], \text{ it suffices to study the function}

\begin{equation}
D : t \to D(t) := Q'_d(t)t - Q_d(t)
\end{equation}

On each connected open interval where } P \text{ is differentiable, it is easily verified that the derivative } D'(t) = 0 \text{ and so } D(t) \text{ is constant. Hence, it suffices to study the quantities } D^*(R_j) \text{ and } D^*(S_j) \text{ for } 1 \leq j \leq n. \text{ This we now do systematically. Recall that for a piecewise continuous function } D,

\begin{equation}
D^+(t) := \lim_{s \to t, s > t} D(s), \quad D^-(t) := \lim_{s \to t, s < t} D(s).
\end{equation}

\begin{itemize}
\item For } 1 \leq j \leq d, \text{ on the interval } (R_j, R_{j+1}), \text{ the derivative of } Q_d \text{ equals 1. Hence } D(t) \text{ is positive on this interval.}
\item For } d + 1 \leq j \leq n, \text{ on the interval } (R_j, R_{j+1}), \text{ the derivative of } Q_d \text{ equals } d/j. \text{ A direct computation shows that }

\begin{equation}
jD^+(R_j) = dR_j - jQ_d(R_j)
= d \left( a_1^{n+1} + \cdots + a_1^j + ja_1^j \right) T_+ - jda_1^1 T_+
\end{equation}

Hence } D(t) \text{ is positive on this interval.}
\item For } 0 \leq j \leq d - 1, \text{ on the interval } (S_j, S_{j+1}), \text{ the derivative of } Q_d \text{ equals } (d - j - 1)/(n - j). \text{ A direct computation shows that }

\begin{equation}
(n - j)D^-(S_{j+1}) = (d - j - 1)S_{j+1} - (n - j)Q_d(S_{j+1})
= (d - j - 1) \left( a_1^1 + \cdots + a_1^j + (n - j)a_1^{j+2} \right) T_+
- (n - j) \left( a_1^1 + \cdots + a_1^j + (d - j - 1)a_1^{j+2} \right) T_+
= (d - n - 1) \left( a_1^1 + \cdots + a_1^j \right) T_+
< 0
\end{equation}

Hence } D(t) \text{ is negative on this interval.}
\end{itemize}
• For \( d \leq j \leq n - 1 \), on the interval \((S_j, S_{j+1})\), the derivative of \(Q_d\) equals 0. Hence \(D(t)\) is negative on this interval.

In conclusion, the function \(Q_d(t)/t\) increases on the interval \((R_1, R_{n+1})\) and decrease on the interval \((S_0, S_n)\). As \(Q_d(t)/t\) is monotonic on \((R_{n+1}, S_0)\), the minimum is thus attained at either \(t = T_-\) or \(t = T_+\). Hence,

\[
\text{l.h.s. of (3.10)} = \min \left\{ \frac{Q_d(T_-)}{T_-}, \frac{Q_d(T_+)}{T_+} \right\} = \min \left\{ \sum_{j=1}^{d} \alpha_j, \sum_{j=1}^{d} \alpha_j \right\}
\]

and this shows that \(P\) satisfies (3.10) which in turn completes the proof of the lemma. \(\square\)

### 3.2 The local construction on blocks.

In this section, will exploit the generic construction presented in §3.1 to essentially prove a ‘local’ version of Lemma 3.1. More precisely, we will construct a family of Roy \((n + 1)\)-systems \(P^\delta\) on certain subintervals \(I\) of \([0, \infty)\) all satisfying the properties of Lemma 3.2. Here \(\delta \in [0, 1/(2n^2)]\) is a parameter and for \(\delta' \neq \delta\), we show that the intervals \(I\) can be chosen so that the Roy \((n + 1)\)-systems \(P^\delta\) and \(P^\delta'\) on \(I\) are mutually non-equivalent. The construction consists of five short steps. Throughout, \(n \geq 2\) and \(\tau_0, \ldots, \tau_{n-1} \in [0, \infty]\) are the real numbers appearing in Theorem 1.3 satisfying (1.17).

**Step 1.** For \(1 \leq i \leq n - 1\) and \(1 \leq j \leq n + 1\), let

\[
\alpha^{i,j} := \begin{cases} 
    i^{-1}(1 + \tau_{n-i})^{-1} & \text{if } j \leq i \\
    (1 + \tau_{n-i-1})^{-1} - (1 + \tau_{n-i})^{-1} & \text{if } j = i + 1 \\
    (n-i)^{-1}\tau_{n-i-1}(1 + \tau_{n-i})^{-1} & \text{if } j > i + 1
\end{cases}
\]

where \((1 + \tau_j)^{-1} = 0\) and \(\tau_j(1 + \tau_j)^{-1} = 1\) if \(\tau_j = \infty\). The following statement summarises useful properties of the associated sequence \((\alpha^{i,j})\) that we shall later exploit.

**Lemma 3.3.** Let \((\alpha^{i,j})\) be given as above, then

(a) for any \(1 \leq i \leq n - 1\), \(\sum_{1 \leq j \leq n+1} \alpha^{i,j} = 1\),

(b) for any \(1 \leq i \leq n - 1\) and \(1 \leq j \leq j' \leq n + 1\), \(\alpha^{i,j} \leq \alpha^{i,j'}\),

(c) \(\alpha^{i,1} + \cdots + \alpha^{i,j} \geq (1 + \tau_{n-j})^{-1}\) with equality holds when \(j = i, i + 1\).

**Proof.** Part (a) follows directly from the definition. To prove the other parts, for \(1 \leq i \leq n\) let

\[
\theta_i = (1 + \tau_{n-i})^{-1}.
\]

Then it follows that (1.17) is equivalent to

\[
\frac{(n-d+1)\theta_{n-d}}{n-d} \leq \theta_{n-d+1} \leq \frac{1 + d\theta_{n-d}}{d+1} \quad \forall \quad 1 \leq d \leq n - 1,
\]
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which in turn is equivalent to
\[
\frac{\theta_i}{i} \leq \frac{\theta_{i+1}}{i+1} \quad \text{and} \quad \frac{1-\theta_i}{n+1-i} \leq \frac{1-\theta_{i+1}}{n-i} \quad \forall \ 1 \leq i \leq n-1. \tag{3.11}
\]

To prove part (b), it suffices to show that
\[
\frac{\theta_i}{i} \leq \theta_{i+1} - \theta_i \leq \frac{1-\theta_{i+1}}{n-i} \quad \forall \ 1 \leq i \leq n-1.
\]
This follows directly from (3.11). It remains to part (c). When \( j \leq i \), on appropriately iterating the first inequality of (3.11), it follows that
\[
\alpha^{i,1} + \cdots + \alpha^{i,j} = j \frac{\theta_i}{i} \geq \theta_j.
\]
When \( j = i \) or \( j = i + 1 \), the statement with equality is easily checked. When \( j > i + 1 \), on appropriately iterating the second inequality of (3.11), it follows that
\[
\alpha^{i,1} + \cdots + \alpha^{i,j} = \theta_{i+1} + \frac{(j-i-1)(1-\theta_{i+1})}{n-i} = 1 - \frac{(n+1-j)(1-\theta_{i+1})}{n-i} \\
\geq 1 - (1-\theta_j) = \theta_j.
\]
This completes the proof of the lemma. \( \Box \)

**Step 2.** Having chosen the sequence \((\alpha^{i,j})\) as above, the second step involves choosing a sequence of positive real numbers
\[
\{ \beta^{i,j}_k : 1 \leq i \leq n-1, \ 1 \leq j \leq n+1, \ k \geq 1 \} \tag{3.12}
\]
such that for any \( k \geq 1 \) and \( 1 \leq i \leq n-1 \):
\[
\sum_{1 \leq j \leq n+1} \beta^{i,j}_k = 1 \tag{3.13}
\]
\[
\beta^{i,j+1}_k - \beta^{i,j}_k \geq \frac{1}{4n^2k} \quad \text{for all} \ 1 \leq j \leq n, \tag{3.14}
\]
\[
\beta^{i,1}_k \in \left[ \frac{1}{(k+1)(n+1)}, \frac{k}{(k+1)(n+1)} \right], \tag{3.15}
\]
\[
\beta^{i,n+1}_k \in \left[ \frac{k+3}{(k+1)(n+1)}, 1 - \frac{1}{(k+1)(n+1)} \right], \tag{3.16}
\]
\[
\lim_{k \to \infty} \beta^{i,j}_k = \alpha^{i,j} \quad \forall \ 1 \leq j \leq n+1. \tag{3.17}
\]
Note that parts (a) and (b) of Lemma 3.3 guarantees the existence of such a sequence. For instance, they imply that for any $1 \leq i \leq n - 1$

$$\alpha^{i,1} \leq 1/n \quad \text{and} \quad \alpha^{i,n+1} \geq 1/n.$$  

Thus the conditions (3.15), (3.16) and (3.17) are compatible.

**Step 3.** Now, the third step is to let

$$T_1 := 128n^4\gamma \tag{3.18}$$

and then define inductively $T^i_k$ for $k \geq 1$ and $1 \leq i \leq n - 1$ as follows:

$$T^1_k := T_k, \quad \beta^{i+1,1}_k T^{i+1}_k := \beta^{i,n+1}_k T^i_k - (n + 1)\gamma, \quad T^n_k := T_{k+1}, \tag{3.19}$$

where we set

$$\beta^{n,j}_k = \beta^{1,j}_{k+1} \quad \forall \ k \geq 1 \quad \text{and} \quad 1 \leq j \leq n + 1. \tag{3.20}$$

Observe that for any $k \geq 1$ and $1 \leq i \leq n - 1$, it follows via (3.15), (3.16) and (3.19) that

$$T^{i+1}_k = (\beta^{i+1,1}_k)^{-1} \left( \beta^{i,n+1}_k T^i_k - (n + 1)\gamma \right)$$

$$\geq \frac{(k + 2)(k + 3)}{(k + 1)^2} T^i_k - \frac{(n + 1)^2(k + 2)\gamma}{k + 1}$$

$$> \frac{(k + 2)^2}{(k + 1)^2} T^i_k + \left( \frac{T^i_k - (n + 1)^2(k + 2)\gamma}{k + 1} \right). \tag{3.21}$$

In turn, on arguing by induction, it follows that for any $k \geq 1$:

$$T^{i+1}_k > T^i_k \quad \forall \ 1 \leq i \leq n - 1 \tag{3.22}$$

and

$$T_k \geq 32n^4(k + 1)^2\gamma. \tag{3.23}$$

Indeed, let $k = 1$. Then (3.23) holds in view of (3.18). To prove (3.22) we use induction on $i$. With this and (3.21) in mind, when $i = 1$ it follows via (3.23) and the fact that $T^1_1 := T_1$, that

$$T^1_1 - (n + 1)^23\gamma \geq 128n^4\gamma - 3(n + 1)^2\gamma > 0. \tag{3.24}$$

Hence, (3.21) implies that $T^2_1 > T^1_1$. In other words, (3.22) holds for $i = 1$. So suppose (3.22) holds for $i$ with $i \leq n - 2$. Then, it follows via (3.24) that

$$T^{i+1}_1 - (n + 1)^23\gamma > T^1_1 - (n + 1)^23\gamma > 0$$

and so (3.21) implies that $T^{i+2}_1 > T^{i+1}_1$. This shows that (3.22) holds with $k = 1$. Now assume that (3.22) and (3.23) holds for $k$. Then, it follows via (3.21) with $i = n - 1$ and
the fact that $T^n_k := T_{k+1}$ and $T^1_k := T_k$, that
\[
T_{k+1} > \frac{(k+2)^2}{(k+1)^2} T_k^{-1} + \left( \frac{T_k^{-1} - (n+1)^2(k+2)\gamma}{k+1} \right) \\
> \frac{(k+2)^2}{(k+1)^2} T_k + \left( \frac{T_k - (n+1)^2(k+2)\gamma}{k+1} \right) \\
> 32n^4(k+2)^2\gamma.
\]

This shows that (3.23) holds for $k+1$ and we now use this to show that (3.22) holds for $k+1$. With this in mind, when $i=1$ it follows that
\[
T^1_{k+1} - (n+1)^2(k+3)\gamma > 32n^4(k+2)^2\gamma - (n+1)^2(k+3)\gamma > 0 \quad (3.25)
\]
and so (3.24) implies that $T^2_{k+1} > T^1_{k+1} := T_{k+1}$. In other words, (3.22) holds for $k+1$ with $i = 1$. So suppose (3.22) holds for $k+1$ with $i \leq n - 2$. Then it follows via (3.25) that
\[
T^{i+1}_{k+1} - (n+1)^23\gamma > T^1_{k+1} - (n+1)^2(k+3)\gamma > 0
\]
and so (3.21) implies that $T^{i+2}_{k+1} > T^{i+1}_{k+1}$. This thereby completes the inductive step and hence establishes (3.22) and (3.23) for all $k \geq 1$.

Now, with the generic construction of §3.1 in mind, for $k \geq 1$, $1 \leq i \leq n - 1$, let
\[
T^-_i = T^i_k \quad \text{and} \quad T^+_i = T^{i+1}_k,
\]
and for $1 \leq j \leq n + 1$, let
\[
a^j_- = \beta^i_{k,j} \quad \text{and} \quad a^j_+ = \beta^{i+1}_{k,j}.
\]

Then, it is readily verified on using (3.13), (3.14), (3.17), (3.19), (3.22) and (3.23) that conditions (3.5), (3.6) and (3.7) are satisfied. The upshot is that the construction described within §3.1 is applicable and gives rise to a Roy $(n+1)$–system $P : [T^i_k, T^{i+1}_k] \rightarrow \mathbb{R}^{n+1}$ associated with the sequences $(\beta^i_{k,j})$ defined via (3.12) and $(T^i_k)$ defined via (3.19). Moreover, for each $k \geq 1$, $1 \leq i \leq n - 1$, the Roy $(n+1)$–system $P$ on the interval $[T^i_k, T^{i+1}_k]$ satisfies Lemma 3.2.

**Remark 3.1.** As we shall see in the next section, it is not difficult to extend this local statement to a Roy $(n+1)$–system $P$ on the interval $[0, \infty)$ that satisfies Lemma 3.1. Note that this would suffice if all we wanted to show was that the sets appearing in Theorem 1.5 are non-empty rather than uncountable.

**Step 4.** The fourth step involves perturbing the above construction of the Roy $(n+1)$–system $P$ on $[T^i_k, T^{i+1}_k]$ by a parameter $\delta$ in such a way that:

- the properties of Lemma 3.2 are satisfied for the perturbed Roy $(n+1)$–system $P^\delta : [T^i_k, T^{i+1}_k] \rightarrow \mathbb{R}^{n+1}$, and
- for $\delta' \neq \delta$, the perturbed Roy $(n+1)$–systems $P^\delta$ and $P^{\delta'}$ are mutually non-equivalent (see Definition 2.2).
With this in mind, let \((\beta_{k}^i)\) be the sequence given by (3.12) and \((T_k^i)\) be the sequences given by (3.19) respectively, and let \\
\[\delta \in \left[0, 1/32n^2\right).\] 
(3.26)

Now define the new sequence \\
\[
\left\{ \beta_{k}^i_{j}(\delta) : 1 \leq i \leq n - 1, \ 1 \leq j \leq n + 1, \ k \geq 1 \right\}
\]
(3.27)

by setting, for any \(k \geq 1\) and \(1 \leq i \leq n - 1:\)
\\n\[\beta_{k}^i_{1}(\delta) := \beta_{1}^i_{1},\] 
(3.28)

\[\beta_{k}^i_{n+1}(\delta) := \beta_{k}^i_{n+1} + \frac{\delta}{k},\] 
(3.29)

\[\beta_{k}^i_{i+1}(\delta)T_{k}^{i+1} := \beta_{k}^i_{n+1}(\delta)T_{k}^{i} - (n + 1)\gamma,\] 
(3.30)

\[\beta_{k}^i_{1}(\delta) + \beta_{k}^i_{2}(\delta) + \beta_{k}^i_{n+1}(\delta) := \beta_{k}^i_{1} + \beta_{k}^i_{2} + \beta_{k}^i_{n+1},\] 
(3.31)

\[\beta_{k}^i_{j}(\delta) := \beta_{k}^i_{j} \quad \forall \ 3 \leq j \leq n.\] 
(3.32)

Also, in line with (3.20), we let
\\n\[\beta_{k}^n_{j}(\delta) := \beta_{k+1}^j_{1}(\delta) \quad \forall \ k \geq 1 \quad \text{and} \quad 1 \leq j \leq n + 1.\] 
(3.33)

Clearly, the sequences \((\beta_{k}^i_{j}(\delta))\) and \((\beta_{k}^i_{j})\) coincide when \(\delta = 0\). An immediate consequence of (3.13), (3.31) and (3.32) is that
\\n\[\sum_{j=1}^{n+1} \beta_{k}^i_{j}(\delta) = 1.\] 
(3.34)

Also note that in view of (3.19), (3.29) and (3.30), we have that
\\n\[
\left( \beta_{k}^{i+1,1}(\delta) - \beta_{k}^{i,1+1},1 \right) T_{k}^{i+1} = \left( \beta_{k}^{i,n+1}(\delta) - \beta_{k}^{i,1},n+1 \right) T_{k}^{i} = \frac{\delta}{k}T_{k}^{i},
\]
from which it follows that
\\n\[\beta_{k}^{i,1} \leq \beta_{k}^{i,1}(\delta) \leq \beta_{k}^{i,1} + \frac{\delta}{k} \quad \forall \ 2 \leq i \leq n - 1\]
and
\\n\[\beta_{k+1}^{1,1} \leq \beta_{k+1}^{1,1}(\delta) \leq \beta_{k+1}^{1,1} + \frac{\delta}{k}.\] 
(3.35)

To sum up, for all \(k \geq 1\) and \(1 \leq i \leq n - 1\) we have that
\\n\[\beta_{k}^{i,1} \leq \beta_{k}^{i,1}(\delta) \leq \beta_{k}^{i,1} + \frac{2\delta}{k}.\] 
(3.36)

Combining (3.35) and (3.31), we get for all \(k \geq 1\) and \(1 \leq i \leq n - 1\),
\\n\[\beta_{k}^{i,2} - \frac{3\delta}{k} \leq \beta_{k}^{i,2}(\delta) \leq \beta_{k}^{i,2}.\] 
(3.37)
Now, with the generic construction of \(3.1\) in mind, for \(k \geq 1, 1 \leq i \leq n - 1\), let
\[
T_+ = T^i_k \quad \text{and} \quad T_- = T^{i+1}_k,
\]
and for \(1 \leq j \leq n + 1\), let
\[
a^i_- = \beta^i_j(\delta) \quad \text{and} \quad a^i_+ = \beta^{i+1}_j(\delta).
\]
Then, it is readily verified that condition (3.5) follows from (3.30) and that condition (3.6) follows from (3.17) and (3.33). To show (3.7), first note that for all \(k \geq 1, 1 \leq i \leq n - 1\) and \(j \neq 1\), on using (3.29), (3.32) and (3.36), it follows that
\[
\left(\beta^{i+1}_k(\delta) - \beta^i_j(\delta)\right) T_k \geq \left(\beta^{i+1}_k - \beta^i_j\right) T_k.
\]
We have already shown that the right-hand side satisfies (3.7). When \(j = 1\), it is readily verified, on using (3.14), (3.23), (3.26), (3.29) and (3.36), that for all \(k \geq 1, 1 \leq i \leq n - 1\)
\[
\left(\beta^{i+1}_k(\delta) - \beta^{i+1}_k\right) T_k \geq \left(\beta^{i+1}_k - \beta^{i+1}_k\right) T_k \geq \frac{T_k}{8n^2} \geq 4n^2 \gamma.
\]
The upshot is that the construction described within (3.1) is applicable and gives rise to a Roy \((n + 1)\)-system \(P^\delta : [T^i_k, T^{i+1}_k] \to \mathbb{R}^{n+1}\) associated with the constant \(\delta\) satisfying (3.26) and sequences \((\beta^i_k(\delta))\) defined via (3.27) and \((T^i_k)\) defined via (3.19). Moreover, for each \(k \geq 1, 1 \leq i \leq n - 1\), the Roy \((n + 1)\)-system \(P^\delta\) on the interval \([T^i_k, T^{i+1}_k]\) satisfies Lemma 3.2.

**Step 5.** It remains to show that the Roy \((n + 1)\)-systems constructed in Step 4 are mutually non-equivalent. This is easily done. Let \(\delta\) and \(\delta'\) satisfy (3.26) and suppose \(\delta' \neq \delta\). Then it is readily verified, that
\[
\left|P'_{n+1}(T_k) - P_{n+1}(T_k)\right| \geq \left|\frac{\delta' - \delta}{T_k}\right| \geq \frac{32n^4k\gamma}{2C_n}
\]
for all \(k > k_0\) sufficiently large. By definition, this implies that for any \(k > k_0\), the Roy \((n + 1)\)-systems \(P^\delta\) and \(P'^{\delta}\) on the interval \([T^i_k, T^{i+1}_k]\) are mutually non-equivalent.

### 3.3 Proof of Lemma 3.1

The proof of the Lemma 3.1 will follow on extending the local construction of the Roy \((n + 1)\)-systems \(P^\delta\) on the intervals \([T^i_k, T^{i+1}_k]\) presented in \(3.2\) to the interval \([0, \infty)\). With this in mind, for \(\delta\) satisfying (3.26) and \(k \geq 1, 1 \leq i \leq n - 1\), let us denote by \(P^\delta_{k,i}\) the Roy \((n + 1)\)-system on \([T^i_k, T^{i+1}_k]\). Now observe that
\[
[T_1, \infty) = \bigcup_{k \geq 1} \bigcup_{1 \leq i \leq n - 1} [T^i_k, T^{i+1}_k],
\]
where \(T_1\) is given by (3.18). It therefore follows that the continuous piecewise linear map \(P^\delta = (P^\delta_1, \ldots, P^\delta_{n+1}) : [T_1, \infty) \to \mathbb{R}^{n+1}\) given by
\[
P^\delta(t) := P^\delta_{k,i}(t) \quad \text{for} \quad t \in [T_1, \infty),
\]
and for each
is a Roy \((n + 1)\)–system on \([T_1, \infty)\). It remains to extend \(P^\delta\) to the interval \([0, T_1]\). For this let
\[
S_{d+1} := \left( \beta_{1,1}^1(\delta) + \cdots + \beta_{1,d}^1(\delta) + (n + 1 - d)\beta_{1,d+1}^1(\delta) \right) T_1 \quad \forall \quad 0 \leq d \leq n,
\]
and let
\[
P^\delta_j(0) := 0 \quad \forall \quad 1 \leq j \leq n + 1.
\]
On the interval \([0, S_1]\), let the \(n + 1\) components \(P^\delta_1, \ldots, P^\delta_{n+1}\) coincide and have slope \(1/(n + 1)\). It follows that
\[
P^\delta_j(S_1) := \beta_{1,j}^1(\delta) T_1 \quad \forall \quad 1 \leq j \leq n + 1.
\]
For \(1 \leq d \leq n\), on the interval \([S_d, S_{d+1}]\), let the \(n + 1 - d\) components \(P^\delta_{d+1}, \ldots, P^\delta_{n+1}\) coincide and have slope \(1/(n + 1 - d)\) while the components \(P^\delta_1, \ldots, P^\delta_d\) have slope 0 and
\[
P^\delta_j(S_{d+1}) := \begin{cases} 
\beta_{1,j}^1(\delta) T_1 & \text{if } 1 \leq j \leq d \\
\beta_{1,d+1}^1(\delta) T_1 & \text{if } d + 1 \leq j \leq n + 1.
\end{cases}
\]
In particular, by \((3.33)\) we have that \(S_{n+1} = T_1\) and so it follows that
\[
P^\delta_j(T_1) = \beta_{1,j}^1(\delta) T_1 \quad \forall \quad 1 \leq j \leq n + 1.
\]
In short, this coincides with left hand side of Figure 1 with \(T_- = T_1\) and \(a^d_- = \beta_{1,j}^1(\delta)\) \((1 \leq j \leq n + 1)\). The upshot is that the above construction enables us to extend in then obvious manner the Roy \((n + 1)\)–system on \([T_1, \infty)\) to \([0, \infty)\). We now show that the Roy \((n + 1)\)–system \(P^\delta : [0, \infty) \to \mathbb{R}^{n+1}\) satisfies the desired properties of Lemma \(3.1\).

- By construction, \((3.2)\) follows directly from \((3.8)\).
- In view of \((3.9)\), \((3.15)\), \((3.23)\) and \((3.34)\), it follows that
\[
\limsup_{t \to \infty} \left( \frac{t}{n + 1} - P^\delta(t) \right) = \limsup_{k \to \infty} \max_{1 \leq i \leq n} \max_{t \in [T_k^i, T_k^{i+1}]} \left( \frac{t}{n + 1} - P^\delta_1(t) \right)
\]
\[
\geq \limsup_{k \to \infty} \max_{t \in [T_k^n, T_k^{n+1}]} \left( \frac{t}{n + 1} - P^\delta_1(t) \right)
\]
\[
\geq \limsup_{k \to \infty} \left( \frac{1}{n + 1} - \beta_{k,n}^{n,1}(\delta) \right) T_k^n
\]
\[
\geq \limsup_{k \to \infty} \left( \frac{1}{n + 1} - \beta_{k+1,n}^{1,1}(\delta) \right) T_{k+1}
\]
\[
\geq \limsup_{k \to \infty} \left( \frac{1}{n + 1} - \frac{k + 1}{(k + 2)(n + 1) - \frac{1}{32n^2k}} \right) T_{k+1}
\]
\[
\geq \limsup_{k \to \infty} n^3(k + 2)\gamma = \infty.
\]
This shows that $P^\delta$ satisfies (3.3).

- Let $1 \leq d \leq n$. Then, in view of (3.10), (3.17) and part (c) of Lemma 3.3, it follows that

$$
\liminf_{t \to \infty} \frac{P^\delta_1(t) + \cdots + P^\delta_d(t)}{t} = \liminf_{k \to \infty} \min_{1 \leq i \leq n} \min_{t \in [T_k, T_{k+1}]} \left( \frac{P^\delta_1(t) + \cdots + P^\delta_d(t)}{t} \right)
$$

$$
= \liminf_{k \to \infty} \min_{1 \leq i \leq n-1} \min \left\{ \sum_{j=1}^{d} \beta_{k,j}^{i} (\delta), \sum_{j=1}^{d} \beta_{k+1,j}^{i+1} (\delta) \right\}
$$

$$
= \min_{1 \leq i \leq n} \alpha_{i,1} + \cdots + \alpha_{i,d}
$$

$$
= \frac{1}{1 + \tau_{n-d}}.
$$

This shows $P^\delta$ satisfies (3.4).

In the previous section (see Step 5), we have already seen that for any distinct $\delta$ and $\delta'$ satisfying (3.26), the Roy $(n+1)$--systems $P^\delta$ and $P^{\delta'}$ on $[T_k, T_{k+1}]$ are mutually non-equivalent for all $k$ sufficiently large. Consequently, there are uncountable many non-equivalent Roy $(n+1)$--systems $P^\delta$ on $[0, \infty)$ that satisfies the conditions of Lemma 3.1. This completes the proof.

3.4 Final comment

Recall, that once we have constructed in §3.3 the collection of non-equivalent Roy $(n+1)$--systems $P^\delta$ satisfying Lemma 3.1, the key ingredient towards establishing our main result is Theorem 2.1. In short, the latter guarantees that each system in our collection gives rise to a distinct point $x \in \mathbb{R}^n$ such that

$$
\|L_x - P^\delta\| \leq C_n
$$
on $[0, \infty)$. In turn, it is not difficult to show that such $x$ satisfies the desired Diophantine properties associated with Theorem 1.5. Now with this in mind, let $n \in \mathbb{N}$ and $W$ be a collection of Roy $(n+1)$--systems $P : [0, \infty) \to \mathbb{R}^{n+1}$. In [3 Theorem 2.3], it is shown that if $W$ satisfies the so called ‘closed under finite perturbations’ hypothesis, then one is able to compute the Hausdorff dimension of the set

$$
\{ x \in \mathbb{R}^n : \|L_x - P\| < \infty \text{ for some } P \in W \}.
$$
we obtain the Plücker coordinates for dimensional subspace \( V \). In other words, and is independent of the choice of \( X \) given above), respectively. Note that, under this basis, we identify homothety there is a one to one correspondence between decomposable in § 1.2. This will be done in § A.2 via the framework of multilinear algebra. It is worth mentioning that the multilinear algebra framework was the setting of the pioneering works of Laurent [17], Roy [19], Schmidt [21] and Schmidt & Summerer [22] referred to in the main body. In the process of describing the setup leading to the Dirichlet type theorem § A.2 via the framework of multilinear algebra. It is worth highlighting that up to an alternative “dynamical” proof of the proposition that avoids appealing to (2.9) and (2.10). To proceed, we recall notions and results from multilinear algebra. Let \( n \geq 2 \) and \( 0 \leq d \leq n - 1 \). First, we endow the linear space \( \mathbb{R}^{n+1} \) with the usual inner product and let \( \{ e_i \}_{1 \leq i \leq n+1} \) be the standard orthonormal basis. Then the wedge product \( \wedge^d \mathbb{R}^{n+1} \) is also equipped with an inner product with an orthonormal basis given by

\[
\{ e_{i_1} \wedge \cdots \wedge e_{i_{d+1}} : 1 \leq i_1 \leq \cdots \leq i_{d+1} \leq n+1 \}.
\]

Note that, under this basis, we identify \( \wedge^d \mathbb{R}^{n+1} \) with \( \mathbb{R}^{n+1} \). For any \( X \in \wedge^d \mathbb{R}^{n+1} \), we set \( |X| \) and \( ||X|| \) to be the Euclidean norm and maximal norm (with respect to the basis given above), respectively. \( X \in \wedge^d \mathbb{R}^{n+1} \) is called decomposable if and only if there exists \( v_1, \ldots, v_{d+1} \in \mathbb{R}^{n+1} \) such that \( X = v_1 \wedge \cdots \wedge v_{d+1} \). It is worth highlighting that up to an homothety there is a one to one correspondence between decomposable \( X \in \wedge^d \mathbb{R}^{n+1} \) and \( d \)-dimensional rational affine subspaces of \( \mathbb{R}^n \). Indeed, by expressing a \( d \)-dimensional affine subspace \( L \subset \mathbb{R}^n \subset \mathbb{P}^n(\mathbb{R}) \) using homogeneous coordinates, we obtain a unique \( (d + 1) \)-dimensional subspace \( V_L \) of \( \mathbb{R}^{n+1} \) satisfying that \( L = \text{P}(V_L) \). Clearly, \( L \) is rational if and only if \( V_L \) has a integer basis \( \{ v_1, \ldots, v_{d+1} \} \subset \mathbb{Z}^{n+1} \). By using the Plücker embedding

\[
\text{Gr}(d, \mathbb{P}^n(\mathbb{R})) \hookrightarrow \mathbb{P}(\wedge^d \mathbb{R}^{n+1}), \quad L \mapsto X_L := v_1 \wedge \cdots \wedge v_{d+1},
\]

we obtain the Plücker coordinates for \( L \). The height \( H(L) \) of \( L \) is the Weil height of \( X_L \). In other words,

\[
H(L) = |X|
\]

where \( X \in \wedge^d \mathbb{Z}^{n+1} \setminus \{0\} \) is an integral vector in the class of \( X_L \) with coprime coordinates and is independent of the choice of \( X \). Given \( x \in \mathbb{R}^n \), we define the projective distance

\[
\{ x \in \mathbb{R}^n : \| L_x - P \| < C \text{ for some } P \in \mathcal{W} \}
\]

for any fixed constant \( C > 0 \). Such a result would potentially enable us to replace uncountable by full Hausdorff dimension in the statement of Theorem 1.2.

A Appendix: Intermediate Diophantine sets revisited

The main goal of this appendix is define the notion of \( d \)-Dirichlet improvable sets \( \text{DI}_n^d \) and investigate the relationship between them. The key ingredient required for achieving this lies in being able to state an appropriate optimal Dirichlet type theorem (see Remark 1.2 in § 1.2). This will be done in § A.2 via the framework of multilinear algebra. It is worth mentioning that the multilinear algebra framework was the setting of the pioneering works of Laurent [17], Roy [19], Schmidt [21] and Schmidt & Summerer [22] referred to in the main body. In the process of describing the setup leading to the Dirichlet type theorem of § A.2 we will take the opportunity to first revisit the intermediate badly approximable and singular sets in order to fill in the details of the arguments (cf. Remark 2.2) leading to (2.9) and (2.10). Recall, that these equivalences are used in the “classical” proof of Proposition 1.1 given in § 2.2 showing that the intermediate \( d \)-badly approximable sets \( \text{Bad}_n^d \) (resp. the \( d \)-singular sets \( \text{Sing}_n^d \)) are equivalent. Moreover, we will provide an alternative “dynamical” proof of the proposition that avoids appealing to (2.9) and (2.10).

To proceed, we recall notions and results from multilinear algebra. Let \( n \geq 2 \) and \( 0 \leq d \leq n - 1 \). First, we endow the linear space \( \mathbb{R}^{n+1} \) with the usual inner product and let \( \{ e_i \}_{1 \leq i \leq n+1} \) be the standard orthonormal basis. Then the wedge product \( \wedge^d \mathbb{R}^{n+1} \) is also equipped with an inner product with an orthonormal basis given by

\[
\{ e_{i_1} \wedge \cdots \wedge e_{i_{d+1}} : 1 \leq i_1 \leq \cdots \leq i_{d+1} \leq n + 1 \}.
\]

Note that, under this basis, we identify \( \wedge^d \mathbb{R}^{n+1} \) with \( \mathbb{R}^{n+1} \). For any \( X \in \wedge^d \mathbb{R}^{n+1} \), we set \( |X| \) and \( ||X|| \) to be the Euclidean norm and maximal norm (with respect to the basis given above), respectively. \( X \in \wedge^d \mathbb{R}^{n+1} \) is called decomposable if and only if there exists \( v_1, \ldots, v_{d+1} \in \mathbb{R}^{n+1} \) such that \( X = v_1 \wedge \cdots \wedge v_{d+1} \). It is worth highlighting that up to an homothety there is a one to one correspondence between decomposable \( X \in \wedge^d \mathbb{R}^{n+1} \) and \( d \)-dimensional rational affine subspaces of \( \mathbb{R}^n \). Indeed, by expressing a \( d \)-dimensional affine subspace \( L \subset \mathbb{R}^n \subset \mathbb{P}^n(\mathbb{R}) \) using homogeneous coordinates, we obtain a unique \( (d + 1) \)-dimensional subspace \( V_L \) of \( \mathbb{R}^{n+1} \) satisfying that \( L = \text{P}(V_L) \). Clearly, \( L \) is rational if and only if \( V_L \) has a integer basis \( \{ v_1, \ldots, v_{d+1} \} \subset \mathbb{Z}^{n+1} \). By using the Plücker embedding

\[
\text{Gr}(d, \mathbb{P}^n(\mathbb{R})) \hookrightarrow \mathbb{P}(\wedge^d \mathbb{R}^{n+1}), \quad L \mapsto X_L := v_1 \wedge \cdots \wedge v_{d+1},
\]

we obtain the Plücker coordinates for \( L \). The height \( H(L) \) of \( L \) is the Weil height of \( X_L \). In other words,

\[
H(L) = |X|
\]

where \( X \in \wedge^d \mathbb{Z}^{n+1} \setminus \{0\} \) is an integral vector in the class of \( X_L \) with coprime coordinates and is independent of the choice of \( X \). Given \( x \in \mathbb{R}^n \), we define the projective distance
between \( x \) and \( L \) by
\[
d_p(x, L) := \frac{|x' \wedge X|}{|x^T X|},
\]
where \( x' := (x, 1) \in \mathbb{R}^{n+1} \) and \( X \in \Lambda^{d+1}\mathbb{R}^{n+1} \setminus \{0\} \) is any vector in the class of \( X_L \). Geometrically, it represents the sine of the smallest angle between \( x \) and a non-zero vector of \( L \). The projective distance \( d_p(x, L) \) is easily seen to be locally (depending on \(|x|\)) comparable to the distance \( d(x, L) \) defined by (1.10) in §1.2.

### A.1 Showing \( \text{Sing}_n^d \equiv (2.9) \) and \( \text{Bad}_n^d \equiv (2.10) \)

The following statement provides an algebraic formulation of the sets \( \text{Sing}_n^d \) and \( \text{Bad}_n^d \) as defined via (1.13) and (1.14) in §1.2. Recall, given \( n \in \mathbb{N} \) and \( d \in \{0, 1, \ldots, n-1\} \), we let
\[
\omega_d := \frac{d+1}{n-d}.
\]

**Lemma A.1.** Let \( n \geq 2 \) and \( 0 \leq d \leq n-1 \).

(i) \( x \in \text{Sing}_n^d \) if and only if for any given \( \varepsilon \in (0, 1) \) and \( N > N_0(x, \varepsilon) \) sufficiently large, there exists \( X \in \Lambda^{d+1}\mathbb{Z}^{n+1} \setminus \{0\} \), such that
\[
|X| \leq N \quad \text{and} \quad |x' \wedge X| \leq \varepsilon N^{-\omega_d}. \tag{A.1}
\]

(ii) \( x \in \text{Bad}_n^d \) if and only if there exists a constant \( \varepsilon := \varepsilon(x) \in (0, 1) \) such that for any \( N > N_0(x) \) sufficiently large, there are no solutions \( X \in \Lambda^{d+1}\mathbb{Z}^{n+1} \setminus \{0\} \) to (A.1).

**Remark A.1.** In view of the discussion at the start of the appendix, it is straightforward to establish the above reformulation of the sets \( \text{Sing}_n^d \) and \( \text{Bad}_n^d \) under the extra assumption that \( X \in \Lambda^{d+1}\mathbb{Z}^{n+1} \setminus \{0\} \) is decomposable. In view of this, the key feature of Lemma A.1 is that it enables us to remove the decomposable assumption.

**Proof.** The ‘only if part’ of both (i) and (ii) follows directly from Remark A.1. Now concentrating on the ‘if part’ of (i), in view of Remark A.1, it suffices to show that for any given \( \varepsilon \in (0, 1) \) and \( N > N_0(x, \varepsilon) \) sufficiently large, there exists a decomposable \( X \in \Lambda^{d+1}\mathbb{Z}^{n+1} \setminus \{0\} \) such that (A.1) holds. With this in mind, let \( \varepsilon \in (0, 1) \), \( N > N_0(x, \varepsilon) \) and \( X \in \Lambda^{d+1}\mathbb{Z}^{n+1} \setminus \{0\} \) satisfying (A.1) be as given. This implies that the first successive minima of the convex body \( C \) defined by
\[
\left\{ X \in \Lambda^{d+1}\mathbb{R}^{n+1} : |X| \leq N, \quad |x' \wedge X| \leq \varepsilon N^{-\omega_d} \right\} \tag{A.2}
\]
is less than 1. Let
\[
U := \varepsilon^{-d/(d+1)} N^{n/(n-d)} \quad \text{and} \quad V := \varepsilon^{(n+d)/(nd+n)} U^{1/n} = \varepsilon^{1/(d+1)} N^{-1/(n-d)}.
\]

Thus, \( N = UV^d \) and \( \varepsilon N^{-\omega_d} = V^{d+1} \). Then, in view of [3, Lemma 3], there exists \( \beta_1 = \beta_1(n, d) > 1 \) such that
\[
\beta_1^{-1} \tilde{C}_{d+1} \subset C \subset \beta_1 \tilde{C}_{d+1}, \tag{A.3}
\]
where $\tilde{C}_{d+1}$ is the $(d+1)$-th compound of the convex body $\tilde{C} \subset \mathbb{R}^{n+1}$ defined as

$$\tilde{C} := \left\{ y \in \mathbb{R}^{n+1} : |y_{n+1}| \leq U, \max_{1 \leq i \leq n} |y_{n+1}x_i - y_i| \leq V \right\}.$$ 

In turn, it follows via Mahler’s theory of compound convex bodies that there exists $\beta_2 = \beta_2(n,d) \geq 1$ such that 

$$X := x_1 \land \cdots \land x_{d+1} \in \beta_2 \lambda_1 \left( \land^{d+1} \mathbb{Z}^{n+1}, \mathcal{C}_x(e^t) \right) \tilde{C}_{d+1}$$

where $x_i \in \mathbb{Z}^{n+1}$ is the integer point at which $\tilde{C}$ attains its $i$-th successive minima. Recall, for a given convex body $C \subset \land^{d+1} \mathbb{R}^{n+1}$ and $i = 1, \ldots, d+1$, we write $\lambda_i(\land^{d+1} \mathbb{Z}^{n+1}, C)$ for the $i$-successive minima of $C$ with respect to the lattice $\land^{d+1} \mathbb{Z}^{n+1}$. The upshot of (A.4) is that $X$ is decomposable and this proves the ‘if part’ of (i). The proof of the ‘if part’ of (ii) is similar and we leave the details to the reader. 

Armed with Lemma A.1, it is relatively straightforward to obtained the sought after statement.

**Lemma A.2.** Let $n \geq 2$ and $0 \leq d \leq n-1$.

(i) $x \in \text{Sing}_n^d$ if and only if for any $\delta > 0$ there exists a constant $t_0 = t_0(\delta) > 0$ such that for all $t \geq t_0$ inequality (2.10) holds; that is 

$$\frac{(n-d)t}{n+1} - (L_{x,1}(t) + \cdots + L_{x,n-d}(t)) \geq \delta.$$ 

(ii) $x \in \text{Bad}_n^d$ if and only if there exists a constant $\delta > 0$ such that for all sufficiently large $t$ inequality (2.9) holds; that is 

$$\frac{(n-d)t}{n+1} - (L_{x,1}(t) + \cdots + L_{x,n-d}(t)) \leq \delta.$$ 

**Proof.** Lemma A.1 implies that $x \in \text{Sing}_n^d$ if and only if for any $\delta > 0$ there exists a constant $t_0 = t_0(\delta) > 0$ such that for all $t \geq t_0$, 

$$\lambda_1 \left( \land^{d+1} \mathbb{Z}^{n+1}, K_x^{d+1}(e^t) \right) \leq e^{-\delta}$$

where 

$$K_x^{d+1}(e^t) := \left\{ X \in \land^{d+1} \mathbb{R}^{n+1} : |X| \leq e^{\frac{(n-d)t}{n+1}}, |x' \land X| \leq e^{-\frac{(d+1)t}{n+1}} \right\}.$$ 

In view of (A.3), the convex body $K_x^{d+1}(e^t)$ is comparable (with implied constants depending on $n$ and $d$ only) to the $(d+1)$-th compound of the convex body 

$$K_x(e^t) := \left\{ y \in \mathbb{R}^{n+1} : |y_{n+1}| \leq e^{\frac{nt}{n+1}}, \max_{1 \leq i \leq n} |y_{n+1}x_i - y_i| \leq e^{-\frac{t}{n+1}} \right\}.$$ 

Note that 

$$C_x(e^t) = e^{-\frac{t}{n+1}} K_x(e^t)^\vee,$$
where $C_x(e^t)$ is given by (2.1) and $K_x(e^t)^\vee$ denotes the dual of $K_x(e^t)$. Hence, by Minkowski’s second convex body theorem, it follows that

$$\log \lambda_1 \left( \wedge^{d+1} \mathbb{Z}^{n+1}, K_x^{d+1}(e^t) \right) = \sum_{i=1}^{d+1} \log \lambda_i \left( \mathbb{Z}^{n+1}, K_x(e^t) \right) + O(1)$$

$$= \sum_{i=1}^{n-d} -\log \lambda_{n+2-i} \left( \mathbb{Z}^{n+1}, K_x(e^t)^\vee \right) + O(1)$$

$$= \sum_{i=1}^{n-d} \log \lambda_i \left( \mathbb{Z}^{n+1}, K_x(e^t)^\vee \right) + O(1)$$

$$= -\frac{(n-d)t}{n+1} + \sum_{i=1}^{n-d} L_{x,i}(t) + O(1),$$

where the implied constants in the ‘big $O$’ term depend on $n$ and $d$ only and the quantity $L_{x,i}(t)$ is given by (2.2). This thereby completes the proof of first claim made in the lemma. The proof of (ii) is similar and we leave the details to the reader. 

### A.2 An optimal Dirichlet type theorem via multilinear algebra

For obvious reasons, as discussed in Remark 1.2, in order to define Dirichlet improvable sets it is paramount to start with an optimal Dirichlet type theorem. Any such theorem should naturally not only imply Theorem 1.3 concerning the approximation of points by rational subspaces but also coincide with the classical simultaneous and dual forms of Dirichlet theorem. The multilinear algebra framework exploited in the previous section yields the following optimal statement.

**Theorem A.1.** Let $n \in \mathbb{N}$ and $d$ be an integer satisfying $0 \leq d \leq n-1$. Then for any $x \in \mathbb{R}^n$ and $N > 1$, there exist $Z \in \wedge^d \mathbb{Z}^n \setminus \{0\}$ and $Y \in \wedge^{d+1} \mathbb{Z}^n$ such that

$$\|Z\| \leq N \quad \text{and} \quad \|x \wedge Z + Y\| \leq N^{-\omega_d}. \quad (A.5)$$

**Proof.** Consider the linear space $V := \wedge^d \mathbb{R}^n \oplus \wedge^{d+1} \mathbb{R}^n$ with the lattice $L := \wedge^d \mathbb{Z}^n \oplus \wedge^{d+1} \mathbb{Z}^n$. On observing that $\omega_d = \binom{n}{d}/\binom{n}{d+1}$, it is easily verified that for any given $x \in \mathbb{R}^n$ the volume of the convex body given by (A.5) is equal to $2^{\dim V}$. Hence, the statement of the theorem follows as a direct consequence of Minkowski’s convex body theorem.

By taking $d = 0$ and $n-1$ in Theorem A.1, we immediately recover the classical simultaneous and dual forms of Dirichlet’s theorem. We now show that for general $d$ we recover Theorem 1.3.

**Step 1.** We show that Theorem 1.3 has the following equivalent algebraic formulation. Recall, given $x \in \mathbb{R}^n$ we let $x' := (x, 1) \in \mathbb{R}^{n+1}$. 
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Lemma A.3. Let \( n \in \mathbb{N} \) and \( d \) be integer satisfying \( 0 \leq d \leq n - 1 \). Then for any \( x \in \mathbb{R}^n \) there exists a constant \( c = c(x, n) > 0 \), such that for any \( N \geq 1 \) there exist \( X \in \wedge^{d+1}Z^{n+1} \setminus \{0\} \), such that
\[
|X| \leq N \quad \text{and} \quad |x' \wedge X| \leq cN^{-d}. \tag{A.6}
\]

Proof of equivalence of Theorem 1.3 and Lemma A.3. For the same reasons as outlined in Remark A.1, it is easy to deduce Lemma A.3 from Theorem 1.3. For the converse, we adapt the proof of Lemma A.1. This simply amounts to putting \( \varepsilon = c(x, n) \) when defining the convex body \( C \) given by (A.2). Apart from this the given proof remains unchanged. \( \square \)

Step 2. We show that Theorem A.1 implies Lemma A.3.

Proof that Theorem A.1 implies Lemma A.3. With reference to Theorem A.1, given \( x \in \mathbb{R}^n \) and \( N > \max\{|x|^{-1/\omega_d}, 1\} \) let \( Z \in \wedge^d Z^n \setminus \{0\} \) and \( Y \in \wedge^{d+1}Z^n \) be a solution to (A.5). Then, it follows that
\[
\|Y\| \leq \|x \wedge Z\| + N^{-d} \leq |x \wedge Z| + |x| \leq 2|x||Z|. \tag{A.7}
\]

Now let \( e_{n+1} := (0, \ldots, 0, 1) \in Z^{n+1} \) and identify the set \( \{y = (y_1, \ldots, y_{n+1}) \in Z^{n+1} : y_{n+1} = 0\} \) (resp. \( \{y = (y_1, \ldots, y_{n+1}) \in \mathbb{R}^{n+1} : y_{n+1} = 0\} \)) with \( Z^n \) (resp. \( \mathbb{R}^n \)). Then, we have that
\[
\wedge^{d+1}Z^{n+1} = e_{n+1} \wedge (\wedge^d Z^n) \oplus \wedge^{d+1}Z^n.
\]
Next, let
\[
X := e_{n+1} \wedge Z - Y \in \wedge^{d+1}Z^n.
\]
Then, it follows that
\[
|X| \leq |Z| + |Y| \overset{\text{A.7}}{\leq} (2|x| + 1)|Z| \leq (2|x| + 1)\sqrt{\frac{n}{d}}|Z| \overset{\text{A.6}}{\leq} 2^{\frac{n}{2}}(2|x| + 1)N,
\]
and so
\[
|X| \leq n^{\frac{1}{2}}2^{\frac{n}{2}}(2|x| + 1)N. \tag{A.8}
\]

On the other hand, we have that
\[
x' \wedge X = (e_{n+1} + x) \wedge (e_{n+1} \wedge Z - Y) = -e_{n+1} \wedge Y + x \wedge e_{n+1} \wedge Z - x \wedge Y
= -(e_{n+1} + x) \wedge (x \wedge Z + Y).
\]
Since \( e_{n+1} \) is orthogonal to \( x \), \( e_{n+1} \wedge (x \wedge Z + Y) \) is orthogonal to \( x \wedge (x \wedge Z + Y) \). Thus,
\[
|x \wedge Z + Y| \leq |x' \wedge X| \leq |x'||x \wedge Z + Y| \tag{A.9}
\]
and on using the above right hand side inequality and (A.5), it follows that
\[
|x' \wedge X| \leq 2^{\frac{n}{2}}|x'||x \wedge Z + Y| \leq 2^{\frac{n}{2}}|x'|N^{-d}. \tag{A.10}
\]
Together, (A.8) and (A.10) imply the statement of the lemma. \( \square \)
The upshot of Steps 1 & 2 is the following desired statement.

**Proposition A.1.** Theorem [A.1] \( \implies \) Theorem [1.3]

### A.2.1 Bad, Singular and Dirichlet Improvable in light of Theorem [A.1]

Theorem [A.1] enables us to define an associated notion of \( d \)-Dirichlet improvable vectors as well as alternative “algebraic” notions of \( d \)-singular and \( d \)-badly approximable vectors.

**Definition A.1.** Let \( n \in \mathbb{N} \) and \( d \) be an integer satisfying \( 0 \leq d \leq n - 1 \). Then for \( \varepsilon \in (0,1) \), let

- \( \text{DI}_n^d(\varepsilon) \) be the set of \( x \in \mathbb{R}^n \), such that for all \( N > N_0(x, \varepsilon) \) sufficiently large, there exist \( Z \in \wedge^d \mathbb{Z}^n \setminus \{0\} \) and \( Y \in \wedge^{d+1} \mathbb{Z}^n \) such that
  \[
  \|Z\| \leq N \quad \text{and} \quad \|x \wedge Z + Y\| \leq \varepsilon N^{-\omega_d}. \tag{A.11}
  \]

- \( \text{Bad}_n^d(\varepsilon) \) be the set of \( x \in \mathbb{R}^n \), such that for all \( N > N_0(x, \varepsilon) \) sufficiently large, there are no solutions \( Z \in \wedge^d \mathbb{Z}^n \setminus \{0\} \) and \( Y \in \wedge^{d+1} \mathbb{Z}^n \) to (A.11).

Moreover, let

\[
\text{DI}_n^d := \bigcup_{\varepsilon \in (0,1)} \text{DI}_n^d(\varepsilon), \quad \text{Sing}_n^d := \bigcap_{\varepsilon \in (0,1)} \text{DI}_n^d(\varepsilon), \quad \text{Bad}_n^d := \bigcup_{\varepsilon \in (0,1)} \text{Bad}_n^d(\varepsilon).
\]

For obvious reasons, including consistency, it is vitally important that the following ‘equivalence’ statement is true.

**Lemma A.4.** The definition of \( \text{Sing}_n^d \) (resp. \( \text{Bad}_n^d \)) given by Definition [A.1] is equivalent to that given by (1.13) (resp. (1.14)) in §1.2.

**Proof.** Let us write \( \widetilde{\text{Sing}}_n^d \) (resp. \( \widetilde{\text{Bad}}_n^d \)) to denote the set of \( d \)-singular vectors (resp. \( d \)-badly approximable vectors) given by (1.13) (resp. (1.14)). Then, Lemma [A.1] states that

- \( x \in \widetilde{\text{Sing}}_n^d \) if and only if for any given \( \varepsilon \in (0,1) \) and \( N > N_0(x, \varepsilon) \) sufficiently large, there exists \( X \in \wedge^{d+1} \mathbb{Z}^{n+1} \setminus \{0\} \), such that
  \[
  |X| \leq N \quad \text{and} \quad |x' \wedge X| \leq \varepsilon N^{-\omega_d}. \tag{A.12}
  \]

- \( x \in \widetilde{\text{Bad}}_n^d \) if and only if there exists a constant \( \varepsilon := \varepsilon(x) \in (0,1) \) such that for any \( N > N_0(x) \) sufficiently large, there are no solutions \( X \in \wedge^{d+1} \mathbb{Z}^{n+1} \setminus \{0\} \) to (A.12).

As in the proof of Step 2 in §A.2 let \( e_{n+1} = (0,\ldots,0,1) \in \mathbb{Z}^{n+1} \) and identify the set \( \{y = (y_1,\ldots,y_{n+1}) \in \mathbb{Z}^{n+1} : y_{n+1} = 0\} \) (resp. \( \{y = (y_1,\ldots,y_{n+1}) \in \mathbb{R}^{n+1} : y_{n+1} = 0\} \)) with \( \mathbb{Z}^n \) (resp. \( \mathbb{R}^n \)). Then, we have that

\[
\wedge^{d+1} \mathbb{Z}^{n+1} = e_{n+1} \wedge (\wedge^d \mathbb{Z}^n) \oplus \wedge^{d+1} \mathbb{Z}^n.
\]
Hence, we can write any \( X \in \mathcal{P}_{d+1}^n \setminus \{0\} \) uniquely as \( e_{n+1} \wedge Z - Y \) with \( Z \in \mathcal{P}_d^n \) and \( Y \in \mathcal{P}_{d+1}^n \) such that either \( Z \) or \( Y \) is non-zero. Then, the same argument leading to (A.9), enables us to conclude that

\[
|X \wedge Z + Y| \leq |x' \wedge X| \leq |x'||x \wedge Z + Y|.
\] (A.13)

Note that we also have that

\[
\max\{|Z|, |Y|\} \leq |X| \leq 2 \max\{|Z|, |Y|\}.
\] (A.14)

Now fix \( \varepsilon \in (0, 1) \) and \( x \in \mathbb{R}^n \). Let \( N > \max\{|x|^{-1/\omega_d}, 1\} \) and suppose that \( Z \in \mathcal{P}_d^n \setminus \{0\} \) and \( Y \in \mathcal{P}_{d+1}^n \) is a solution to (A.11). Let \( X \in \mathcal{P}_{d+1}^{n+1} \) be the corresponding unique point satisfying (A.13) and (A.14). Then, the same argument leading to (A.8) and (A.10) shows that

\[
X \text{ satisfies } |X| \leq n^{1/2} 2^{n/2} (2|x| + 1)N \quad \text{and} \quad |x' \wedge X| \leq \varepsilon N^{-\omega_d}.
\]

Conversely, let \( N > \max\{|x|^{-1/\omega_d}, 1\} \) and suppose that \( X \in \mathcal{P}_{d+1}^{n+1} \setminus \{0\} \) is a solution to (A.12). Let \( Z \in \mathcal{P}_d^n \) and \( Y \in \mathcal{P}_{d+1}^n \) be the corresponding unique points (not both zero) satisfying (A.13) and (A.14). Then it follows that using the left hand side of (A.13) and (A.14), that \( Z \) and \( Y \) satisfy

\[
|Z| \leq N \quad \text{and} \quad ||x \wedge Z + Y|| \leq \varepsilon N^{-\omega_d}.
\]

It remains to show that \( Z \neq 0 \). Suppose it is. Then since the right hand side of the second inequality is strictly less than one, we must have that \( Y = 0 \). This contradicts the assumption that both are not zero. Hence we must have \( Z \in \mathcal{P}_d^n \setminus \{0\} \). This completes the proof.

We now proceed by describing a dynamical reformulation of the intermediate Diophantine sets associated with Definition A.1. This will enable us to provide an alternative proof of Proposition 1.1 that is self-contained in that it avoids appealing to [3, Lemma 3]. Moreover, the dynamical reformulation will enable us to extend the Davenport & Schmidt result [10, Theorem 2] concerning the equivalence of the simultaneous and dual Dirichlet improvable sets to intermediate Dirichlet improvable sets.

For simplicity, given \( n \geq 2 \) and \( 0 \leq d \leq n - 1 \), we write

\[
A_d := \binom{n}{d}, \quad B_d := \binom{n}{d+1} \quad \text{and} \quad N_d := A_d + B_d = \binom{n+1}{d+1}.
\]

For \( x \in \mathbb{R}^n \), let \( H_{d,x} \) to be the linear transformation defined as

\[
H_{d,x} : \mathcal{P}_d^n \to \mathcal{P}_{d+1}^n : Z \mapsto x \wedge Z.
\]

Under the standard basis, \( H_{d,x} \) is given as a matrix \( M_{d,x} \in M_{A_d \times B_d}(\mathbb{R}) \). Recall, a matrix \( M \in M_{A \times B}(\mathbb{R}) \) of \( A \) rows and \( B \) columns, is said to be
• **Dirichlet improvable** if and only if there exists \( \varepsilon = \varepsilon(M) \in (0, 1) \) such that for all \( N \geq N_0(M, \varepsilon) \) sufficiently large, there exists \( Y \in \mathbb{Z}^A \) and \( Z \in \mathbb{Z}^B \setminus \{0\} \) such that

\[
\|Z\| \leq N \quad \text{and} \quad \|MZ + Y\| \leq \varepsilon N^{-\frac{B}{A}}. \tag{A.15}
\]

• **singular** if and only if for any given \( \varepsilon \in (0, 1) \) and \( N \geq N_0(M, \varepsilon) \) sufficiently large, there exists \( Y \in \mathbb{Z}^A \) and \( Z \in \mathbb{Z}^B \setminus \{0\} \) such that (A.15) holds.

• **badly approximable** if and only if there exists \( \varepsilon = \varepsilon(M) \in (0, 1) \) such that for all \( N \geq N_0(M, \varepsilon) \) sufficiently large, there are no solutions \( Y \in \mathbb{Z}^A \) and \( Z \in \mathbb{Z}^B \setminus \{0\} \) to (A.15).

**Lemma A.5.** Let \( x \in \mathbb{R}^n \). Then \( x \) is \( d \)-Dirichlet improvable (resp. \( d \)-badly approximable, \( d \)-singular) if and only if the matrix \( M_{d,x} \) is Dirichlet improvable (resp. badly approximable, singular).

**Proof.** This follows directly on comparing the notions as given in Definition A.1 with the corresponding matrix notions.

Using this Lemma, we can provide another proof of Proposition 1.1.

**Alternative proof of Proposition 1.1.** Let

\[
\rho_d : \text{SL}_{n+1}(\mathbb{R}) \to \text{SL}_{N_d}(\mathbb{R}),
\]

be the homomorphism induced by the natural representation on \( \wedge^{d+1} \mathbb{R}^{n+1} \). It is easily seen that

\[
\rho_d(\text{SL}_{n+1}(\mathbb{Z})) \subset \text{SL}_{N_d}(\mathbb{Z}) \quad \text{and} \quad \rho(g_t) = g_t^d,
\]

where

\[
g_t := \begin{pmatrix} e^{-t}I_n & 0 \\ 0 & e^{nt} \end{pmatrix} \quad \text{and} \quad g_t^d := \begin{pmatrix} e^{-B_d t}I_A & 0 \\ 0 & e^{A_d t}I_B \end{pmatrix}.
\]

According to [18, Theorem 1.13], the induced map

\[
\phi_d : X_{n+1} \to X_{N_d} \quad \text{where} \quad X_m = \text{SL}_m(\mathbb{R})/\text{SL}_m(\mathbb{Z}).
\]

is proper. This together with Dani’s correspondence [6] and Lemma A.5, implies that

\[
x \text{ is } d \text{-badly approximable } \iff \text{ the orbit } \{g_t^d u(M_{d,x}) : t \geq 0\} \text{ is bounded}
\]

\[
\iff \text{ the orbit } \{g_t u(x) : t \geq 0\} \text{ is bounded}
\]

\[
\iff x \text{ is badly approximable.}
\]

The proof of equivalence in the singular case is similar and we leave the details to the reader.

Concerning the set of intermediate Dirichlet improvable vectors, we are able to prove the following statement.
Proposition A.1. Let \( n \in \mathbb{N} \) and \( d \) be an integer satisfying \( 0 \leq d \leq n - 1 \). Then
\[
\text{DI}_n^d = \text{DI}_{n-1-d}^n \subseteq \text{DI}_n.
\]

Note that when \( d = 0 \) or \( n - 1 \), the proposition reduces to the Davenport & Schmidt [10, Theorem 2] result; namely that
\[
\text{DI}_n^0 = \text{DI}_{n}^n := \text{DI}_n.
\]
The proof of the Proposition A.1 is based on a dynamical reformulation of \( \text{DI}_n^d \), which in turn relies on the following theorem of Hajós [12].

Theorem A.2 (Hajós). Let \( k \in \mathbb{N} \) and \( L \subset \mathbb{R}^k \) be a lattice of covolume 1. Then
\[
L \cap \Pi_k = \emptyset \iff L \subseteq \bigcup_{w \in \text{Sym}_k} w^{-1}U_kw\mathbb{Z}^k,
\]
where \( \Pi_k \) denotes the unit parallelepiped of \( \mathbb{R}^k \), \( \text{Sym}_k \) represents the Weyl group and \( U_k \subset \text{SL}_k(\mathbb{R}) \) denotes the upper triangular group with only 1 on the diagonal.

Proof of Proposition A.1. According to Theorem A.2 and Lemma A.5, \( x \) is \( d \)-Dirichlet improvable if and only if the \( \omega \)-limit set
\[
\{ \Lambda \in X_{N_d} : \text{there exists } (t_k)_{k \geq 0} \text{ with } \lim_{k \to \infty} t_k = \infty \text{ and } \phi_d(g_{t_k}^d\Lambda_x) = \Lambda \}
\]
does not intersect the set
\[
E_d := \bigcup_{w \in \text{Sym}_{N_d}} w^{-1}U_{N_d}w\mathbb{Z}^{N_d}.
\]
Thus, \( x \) is \( d \)-Dirichlet improvable if and only if the \( \omega \)-limit set
\[
\{ \Lambda \in X_{n+1} : \text{there exists } (t_k)_{k \geq 0} \text{ with } \lim_{k \to \infty} t_k = \infty \text{ and } g_{t_k}\Lambda_x = \Lambda \}
\]
does not intersect the set
\[
E'_d := X_{n+1} \cap \phi_d^{-1}(E_d).
\]
For dimensional reasons, \( X_{N_d} = X_{N_{n-1-d}} \). Moreover, we have \( \phi_d = \phi_{n-1-d} \circ \iota \), where \( \iota : X_d \to X_d \) is the map that sends a lattice to its dual. It is easily checked that \( \iota(E_d) = E_d \).
Thus \( \text{DI}_n^d = \text{DI}_{n-1-d}^n \).

On the other hand, for any \( w \in S_{n+1} \),
\[
\rho_d(w^{-1}U_{n+1}w) \subseteq \psi_d(w)^{-1}U_{N_d}\psi_d(w),
\]
where \( \psi_d \) is the natural map from \( \text{Sym}_{n+1} \) to \( \text{Sym}_{N_d} \). Hence, it follows that \( E_1 \subseteq E'_d \) and this implies that \( \text{DI}_n^d \subseteq \text{DI}_n \).

The following is an intriguing problem.
Problem A.1. Let \( n \geq 2 \) and \( 0 \leq d \leq n - 1 \). Do we have \( \text{DI}_n^d = \text{DI}_n \) ?

We feel that the answer is almost certainly yes but a proof eludes us.
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