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We present a first-principles method for the calculation of the temperature-dependent relaxation of symmetry-breaking atomic driving forces in photoexcited systems. We calculate the phonon-assisted decay of the photoexcited force on the low-symmetry $E_g$ mode following absorption of an ultrafast pulse in Bi, Sb, and As. The force decay lifetimes for Bi and Sb are of the order of 10 fs and in agreement with recent experiments, demonstrating that electron-phonon scattering is the primary mechanism relaxing the symmetry-breaking forces. Calculations for a range of absorbed photon energies suggest that larger amplitude, symmetry-breaking atomic motion may be induced by choosing a pump photon energy which maximizes the product of the initial $E_g$ force and its lifetime. The high-symmetry $A_{1g}$ force undergoes a partial decay to a nonzero constant on similar timescales, which has not yet been measured in experiments. The average imaginary part of the electron self-energy over the photoexcited carrier distribution provides a crude indication of the decay rate of symmetry-breaking forces.
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The generation and control of atomic forces in optically excited molecules and materials is important for a number of areas including photocatalysis [1], laser annealing, and the study of photoassisted phase transitions [2–4], with applications that include the development of efficient renewable energy [5] and phase-change memories [6,7]. The development of ultrafast optical spectroscopy has greatly advanced our understanding of electron and phonon dynamics in optically excited materials, with time resolution on the tens-of-femtoseconds scale readily accessible [8–10]. More recently, time-resolved x-ray diffraction and time-resolved photoemission spectroscopy have allowed the direct observation of atomic motion and electronic dynamics on timescales shorter than a picosecond following photoexcitation [11–14], providing insight into the physics of strongly correlated and charge density wave systems [15,16].

Photoexcitation with a laser pulse of duration much less than the fastest phonon period can be used to launch large amplitude coherent atomic motion in a variety of materials and molecules [11]. However, symmetry-breaking coherent atomic motion has been shown experimentally to have an amplitude orders of magnitude less than that of symmetry-preserving coherent atomic motion in a variety of materials [17–20]. Furthermore, the amplitudes of symmetry-breaking modes decrease strongly with increasing sample temperature, whereas high-symmetry mode amplitude is relatively insensitive to temperature, indicating very different aspects of the ultrafast dynamics affecting the two cases. If we understand the limiting mechanisms, it may be possible to suppress them and drive larger amplitude symmetry-breaking coherent atomic motion.

Bi and Sb are useful model systems for pump-probe reflectivity experiments due to their large vibrational response to optical excitation [21–24]. High-symmetry coherent $A_{1g}$ phonons can be generated through a mechanism termed displacive excitation of coherent phonons (DECP) [25], related to the absorptive part of the Raman response [26]. When the pump pulse is polarized perpendicular to the threefold rotational axis of the crystal, the symmetry-breaking $E_g$ mode has also been detected [12,17], but with a much lower and strongly temperature-dependent amplitude.

In this work, we provide for the first time a quantitative understanding of how incoherent electron-phonon scattering limits the generation of symmetry-breaking coherent atomic motion. We combine density functional perturbation theory (DFPT) [27], and electron-phonon scattering rate equations [28–30] to calculate the evolution on fs timescales of a photoexcited electronic distribution generated by optical absorption, and compute the resulting time-dependent atomic forces in the group-V semimetals, Bi, Sb, and As. We find that electron-phonon scattering dominates in determining the lifetime of the $E_g$ driving force in photoexcited Bi and Sb, with calculated lifetimes in good agreement with recent experiments [17], and we predict similar behavior in As. We calculate the dependence of the initial atomic driving forces and their lifetimes on the photon energy of the pump pulse and suggest how variation...
of the incident photon energy may be used to maximize the impact on low-symmetry atomic motion.

Our method goes beyond standard time-dependent density functional theory (TDDFT) [31] approaches by explicitly considering the coupling of the excited electron-hole plasma to the continuum of thermal phonon modes throughout the Brillouin zone and can be used to compute the lifetime of symmetry-breaking photoinduced atomic forces on ultrafast timescales in a variety of materials.

At room temperature, the \( E_g \) mode in bismuth (antimony) was observed to have an amplitude \( \sim 10(30) \) times smaller than the high-symmetry \( A_{1g} \) mode [12,17]. A density functional theory study has shown that the initial photoinduced driving force on the symmetry-preserving \( (A_{1g}) \) and symmetry-breaking \( (E_g) \) coherent modes of bismuth are comparable [32]. Therefore, the highly reduced amplitude of the \( E_g \) mode indicates that the \( E_g \) driving force is extremely short lived. Recent experimental work utilized a combination of optical pump–optical probe and continuous-wave (cw) Raman scattering to indirectly determine the lifetime of the \( E_g \) driving force in Bi and Sb as a function of temperature. The \( E_g \) force lifetime in bismuth (antimony) was found to vary from \( 13 \pm 4 \) fs (17 ± 2 fs) at 10 K to \( 2 \pm 0.4 \) fs (5.5 ± 0.5 fs) at room temperature [17]. It was suggested that the rapid, temperature-dependent relaxation of this force was due to the initial low-symmetry excited electron-hole plasma rapidly regaining full symmetry via electron-phonon scattering. A similar conclusion was reached in other experimental work [12], where the \( E_g \) driving force in bismuth was shown to have a decay time of \( \sim 4 \) fs at room temperature. A study of the coherent modes in topological insulator Bi\(_2\)Te\(_3\) showed similar behavior of the symmetry-breaking \( E_g \) modes, whose relatively small amplitude compared with the fully symmetric \( A_{1g} \) modes was attributed to short-lived photoexcited electronic states with lifetimes \( \sim 10 \) fs [18].

A recent calculation [33] found the timescale for equilibration of \( L \) valley occupations in photoexcited silicon via electron-phonon scattering to be 180 fs, but did not consider the consequences for the generation of symmetry-breaking coherent atomic motion.

The group-V semimetals crystallize in the A7 rhombohedral structure, with 2 atoms per unit cell. One atom is at the origin and the other displaced a distance \( z_c \) along the trigonal axis (\( c \) axis), which is represented by a dashed line in the inset of Fig. 1. The internal atomic displacement parameter \( z \) is highly sensitive to excitation of electrons to the conduction bands. This alters the equilibrium value of \( z \) and generates oscillations of the symmetry-preserving \( A_{1g} \) mode. In contrast, the symmetry-breaking \( E_g \) mode involves motion of the atoms perpendicular to the \( c \) axis and is thus not driven by the conventional DECP mechanism, which assumes occupations of excited electron states that preserve crystal symmetry. The \( E_g \) mode is driven by unbalanced occupation of symmetry-equivalent regions of the Brillouin zone following photoexcitation by a pump polarized perpendicular to the threefold axis of the crystal [17,32].

We compute electron states \( |n\mathbf{k}\rangle \) with energy \( \varepsilon_{nk} \) for band \( n \) at momenta \( \mathbf{k} \), and phonon normal modes \( \varepsilon_{q}\langle q \rangle \) with frequency \( \omega_{qn} \) at momenta \( q \) on a uniform grid in the Brillouin zone and find the electron-phonon matrix elements, \( g_{qnm}^{\lambda} \) as defined in Ref. [34], on the same grid using DFPT [27]. These quantities are then interpolated to a finer grid using maximally localized Wannier functions [35]. We generate the initial nonequilibrium photoexcited distribution in the same manner as Ref. [32]. The excited electronic occupations are then evolved in time using electron-phonon rate equations [28–30]:

\[
\frac{\partial f_{nk}}{\partial t} = \sum_{m,q,\lambda,\xi} \left[ R_\xi^\lambda (m\mathbf{k} + q, n\mathbf{k}) - R_\xi^\lambda (n\mathbf{k}, m\mathbf{k} + q) \right],
\]

\[
\frac{\partial n_{q\lambda}}{\partial t} = \sum_{k,n,m} \left[ R_\lambda^+ (m\mathbf{k} + q, n\mathbf{k}) - R_\lambda^- (n\mathbf{k}, m\mathbf{k} + q) \right],
\]

where \( \xi = \) phonon emission (+) or phonon absorption (−), \( f_{nk} \) (\( f_{mk+q} \)) is the occupation of electronic state \( |n\mathbf{k}\rangle \) (\( |m\mathbf{k} + q\rangle \)), \( n_{q\lambda} \), \( n_{q\lambda} \), are the phonon occupations for branch \( \lambda \), and \( R^\pm_{\lambda} \) are the electron-phonon scattering rates defined by Fermi’s golden rule,

\[
R^\pm_{\lambda}(n\mathbf{k}, m\mathbf{k} + q) = \frac{1}{N} \frac{1}{\omega_{qn}} |g_{qnm}^{\lambda}|^2 f_{nk} (1 - f_{mk+q}) \left[ n_{q\lambda} + \frac{1}{2} \pm \frac{1}{2} \right] \times \delta (\varepsilon_{mk+q} - \varepsilon_{nk} \pm \omega_{qn}),
\]

FIG. 1. The \( E_g \) and \( A_{1g} \) driving forces in Bi, Sb, and As as functions of time delay, following the absorption of 0.1 photons of energy 1.5 eV per unit cell. The three upper plots show the \( A_{1g} \) force, the three lower show the \( E_g \) force. The solid lines are fittings to the explicitly calculated data points. \( F_{E_g} \) is fit to a decaying exponential \( F_{E_g}(t = 0) \exp -t/\tau_{E_g} \) and \( F_{A_{1g}} \) is fit to a decaying exponential plus a constant term: \( F_{A_{1g}}^0 \exp -t/\tau_{A_{1g}} + F_{A_{1g}}^2 \) as discussed in the main text. Inset: The unit cell of the group-V semimetals. The green (blue) arrows indicate atomic motion corresponding to the \( E_g \) (\( A_{1g} \)) modes.
Lorentzians with Gaussians of the same width. For reasons of numerical efficiency, we replace these completed-collisions limit of the Kadanoff-Baym equations. Our rate equations bring our rate equations into agreement with the equilibrium, i.e., $\Delta f_{nk} = 0$, as indicated by Eq. (5).

$$p^\pm = \frac{\delta\Sigma_{nk} + \delta\Sigma_{mk}}{[\Delta e_{nk}^m + \delta\Sigma_{nk}]^2 + \delta\Sigma_{mk}^2},$$

where $\Delta e_{nk}^m = e_{mk}^n - e_{nk}$ and $\delta\Sigma_{nk}$ is the imaginary part of the electron self-energy for state $|nk\rangle$. It is temperature dependent and related to the equilibrium lifetime of the state via $1/\tau_{nk}(T) = 2\delta\Sigma_{nk}(T)/\hbar$ [34], [37]. This brings our rate equations into agreement with the completed-collisions limit of the Kadanoff-Baym equations [33]. For reasons of numerical efficiency, we replace these Lorentzians with Gaussians of the same width.

The atomic force $F_{\alpha}$ on atom $\alpha$ in the unit cell is computed at each time step using the diagonal part of the electron-phonon matrix [38]:

$$F_{\alpha} = -\frac{1}{N} \sum_{n,k} \Delta f_{nk} \langle n|k\rangle \nabla_{\tau_{\alpha}} \hat{f} |n\rangle,$$

where $\Delta f_{nk} = f_{nk} - f_{nk}^0$ is the change in occupation of state $|nk\rangle$ from its equilibrium value and $\tau_{\alpha}$ is the displacement of atom $\alpha$ from equilibrium [41].

The time evolution of both the $E_g$ and the $A_{1g}$ driving forces are shown in Fig. 1, demonstrating that the $E_g$ force exponentially decays to zero, as expected, while the $A_{1g}$ force undergoes a more complex time evolution. In Bi and Sb, the $A_{1g}$ force undergoes a partial decay from its initial value to a nonzero constant. In As, the $A_{1g}$ force increases slightly before decaying to a nonzero constant. This is not surprising, since the evolution of the $A_{1g}$ force depends on the precise distribution of photoexcited electrons. In fact, at some other photon energies, the evolution of the $A_{1g}$ forces in Bi and Sb also depart from purely exponential behavior. The final values of the $A_{1g}$ forces in Bi and Sb are obtained by fitting the calculated time-dependent values to a decaying exponential plus a constant term, as explained in the caption of Fig. 1. In As, we extract the final $A_{1g}$ force by fitting the same function to the tail of the calculated values. In Table I, we see that the final $A_{1g}$ forces in all three materials are slightly higher than that which would be obtained in constrained DFT (CDDFT) by assuming a hot thermal distribution of electrons and holes, with different chemical potentials [42]. The $A_{1g}$ force will eventually relax to 0 when the excited electronic occupations return to equilibrium, i.e., $\Delta f_{nk} = 0$, as indicated by Eq. (5).

However, this process occurs on much longer timescales (>10 ps) [44] and is beyond the scope of this work.

Li et al. [17] determined the $E_g$ force lifetime indirectly, by comparing the ratio of the $E_g$ to $A_{1g}$ force amplitude in an optical pump-optical probe experiment with cross sections obtained in a cw Raman scattering experiment. The experimental $E_g$ force lifetimes in Ref. [17] were derived, assuming that the $A_{1g}$ force does not change over the duration of the pump pulse (~70 fs). However, our calculations show a decay of the $A_{1g}$ force from $F_g \rightarrow sF_g$ in much less than 70 fs for Bi ($s \sim 0.80$) and Sb ($s \sim 0.65$), as shown in Fig. 1. We adjust the experimental analysis in Ref. [17] to account for this partial decay. See Supplemental Material for the full details [38]. This allows us to make a quantitative comparison between our calculated $E_g$ force lifetimes and the experimental ones.

In Fig. 2, the calculated and experimental $E_g$ force lifetime are shown as functions of temperature for Bi and

| Material  | $F_{A1g}^e$ (eV/\mu m) | $F_{A1g}^f$ (eV/\mu m) | $F_{A1g}^d$ (eV/\mu m) |
|-----------|-----------------------|-----------------------|-----------------------|
| Bismuth   | 1.82                  | 1.46                  | 1.34                  |
| Antimony  | 2.52                  | 1.66                  | 1.38                  |
| Arsenic   | 1.35                  | 1.21                  | 1.13                  |

FIG. 2. Lifetime of driving force on $E_g$ mode as a function of lattice temperature for Bi, Sb, and As for a pump photon energy of 1.5 eV. The curves are theoretical results, the points are the experimentally inferred values [17] retrieved taking into account the partial decay of the $A_{1g}$ force. Inset: the average lifetime of states within the excited electron-hole plasma, as defined in Eq. (6). Both $\langle \tau \rangle$ and $\tau_{E_g}$ were computed for 16 temperatures in the interval [0.1, 300] K and fitted with the function $f(T) = f(0)/(1 + 2\tau_B(T, \Omega_0))$, where $\tau_B(T, \Omega_0)$ is the Bose-Einstein occupation number for a mode frequency $\Omega_0$ at temperature $T$ and $\Omega_0$ is a fitting parameter: $h\Omega_0(Bi) \approx 6.8$ meV, $h\Omega_0(Sb) \approx 10.7$ meV, and $h\Omega_0(As) \approx 15.5$ meV.
Sb [45], and only the calculated values for As, where no experimental measurements are available. The pump pulse photon energy in the calculations is 1.5 eV, as in the experiment in Ref. [17].

The agreement between theory and experiment is good. In particular, the calculated $E_g$ force relaxation rate in antimony differs from experiment by a constant scattering rate of $\Gamma \sim 12.5 \text{ ps}^{-1}$ [38], consistent with a temperature-independent scattering mechanism due to static imperfections in the sample, such as impurities or grain boundaries. The calculated relaxation rate in bismuth differs from experiment by a roughly uniform factor of $\sim 1.5$. This small discrepancy could be due to some additional scattering mechanism not considered here, such as electron-electron scattering. However, given the challenging nature of the experiment, the agreement is good and confirms that electron-phonon scattering is the dominant relaxation mechanism for the $E_g$ driving force in both materials. Calculations of the $E_g$ force lifetime keeping the phonon populations fixed at their initial values differ from the full calculations by less than 1%, indicating that evolution of the phonon populations is not important for the relaxation of the $E_g$ force. Thus the $E_g$ force relaxation is primarily due to coupling between the excited electron-hole plasma and the preexisting thermal disorder present at the time of photoexcitation.

The inset of Fig. 2 shows the average lifetime of states within the excited electron-hole plasma due to electron-phonon coupling, which we define

$$\langle \tau(T) \rangle = \frac{\sum_{n\in \text{vb}} \gamma_{nk}(T)(1 - f_{nk}) + \sum_{n\in \text{cb}} \gamma_{nk}(T)f_{nk}}{\sum_{n\in \text{vb}} (1 - f_{nk}) + \sum_{n\in \text{cb}} f_{nk}},$$

where $\gamma_{nk}$ are the equilibrium inverse relaxation times of the electronic states $|nk\rangle$ [48] and $f_{nk}$ are the initial photoexcited electronic occupations following absorption of 1.5 eV photons. We see that the average lifetime of the electron-hole plasma is similar to, but less than the $E_g$ force lifetime in all three materials, since not all electron-phonon scattering events degrade the $E_g$ force, but all relax the states within the electron-hole plasma. This could be useful in more structurally complex systems where a full simulation of atomic force decay would be computationally demanding. A large value of $\langle \tau \rangle$ means that the excited electronic states have long lifetimes, which could potentially facilitate the generation of long-lived symmetry-breaking atomic forces. We further note that the temperature dependence of the $E_g$ force lifetime is very similar to that of $\langle \tau \rangle$. Thus, if we compute the lifetime of the $E_g$ force at low temperature, we can estimate $\tau_{E_g}(T)$ by computing $\langle \tau(T) \rangle$, which is computationally much less demanding. In more structurally complex materials, where a full simulation of the force decay might be very difficult, $\langle \tau \rangle$ should provide a reasonable approximation of the lifetime of symmetry-breaking atomic driving forces.

The similarity between $\langle \tau \rangle$ and the lifetime of the $E_g$ force underlines the importance of the coupling between the excited electron-hole plasma and the continuum of thermal vibrations in determining the behavior of symmetry-breaking atomic driving forces. This is in contrast to the $A_{1g}$ driving force, which decays to a value similar to the force we would obtain by assuming two separate thermal distributions for the photoexcited electrons and holes, on timescales less than 100 fs (as shown in Fig. 1 and Table I). This underlines that the dynamics affecting symmetry-breaking forces are quite different to those determining symmetry-preserving forces.

In Fig. 3, we show that both the initial $E_g$ force and the $E_g$ force lifetime vary substantially with the pump photon energy in all three materials [49]. The amplitude of the $E_g$ mode is proportional to the product $\tau_{E_g} F_{E_g}(t = 0)$, for a given number of photons absorbed per unit cell [50]. Within the energy range considered, this indicates that bismuth should be pumped with photons of energy $\sim 0.9$ eV, antimony with photons of energy in the interval $[1.0, 1.5]$ eV, and arsenic with photons of energy in the interval $[1.0, 2.5]$ eV to maximize the $E_g$ mode amplitude. In other materials, choosing a photon energy which maximizes $\tau_{E_g} F_{E_g}(t = 0)$ would enable us to increase
the amplitude of symmetry-breaking coherent modes, which could permit investigation into the possibility of inducing structural phase transitions that lower crystal symmetry [12].

In conclusion, we have presented a first principles method for calculating the generation and relaxation of low-symmetry photoinduced forces, which goes beyond conventional TDDFT approaches by explicitly considering coupling between the excited electron-hole plasma and the continuum of thermal vibrations, enabling us to accurately describe the ultrafast excitation and relaxation of the symmetry-breaking \( E_g \) driving force in Bi, Sb, and As. We have defined a nonequilibrium average lifetime of states within the electron-hole plasma and shown that it provides a crude indication of the \( E_g \) force lifetime and has the same temperature dependence as the \( E_g \) force lifetime in all three materials, making it a computationally useful diagnostic for the lifetime of low-symmetry photoinduced forces in more structurally complex materials. We have demonstrated that the lifetimes of the \( E_g \) forces in Bi, Sb, and As vary substantially with the photon energy of the pump pulse, and suggest that similar effects would occur in other materials, providing a path to generating larger amplitude symmetry-breaking atomic motion by suitable choice of pump photon energy.
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