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A decomposition result for Kirchhoff plate bending problems and a new discretization approach

Katharina Rafetseder* and Walter Zulehner*
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Abstract

A new approach is introduced for deriving a mixed variational formulation for Kirchhoff plate bending problems with mixed boundary conditions involving clamped, simply supported, and free boundary parts. Based on a regular decomposition of an appropriate nonstandard Sobolev space for the bending moments, the fourth-order problem can be equivalently written as a system of three (consecutively to solve) second-order problems in standard Sobolev spaces. This leads to new discretization methods, which are flexible in the sense, that any existing and well-working discretization method and solution strategy for standard second-order problems can be used as a modular building block of the new method.

Similar results for the first biharmonic problem have been obtained in our previous work [W. Krendl, K. Rafetseder and W. Zulehner, A decomposition result for biharmonic problems and the Hellan-Herrmann-Johnson method, ETNA, 2016]. The extension to more general boundary conditions encounters several difficulties including the construction of an appropriate nonstandard Sobolev space, the verification of Brezzi’s conditions, and the adaptation of the regular decomposition.
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1 Introduction

We consider the Kirchhoff plate bending problem: For a given load $f$, find the deflection $w$ such that

$$\text{div} \text{Div} (C \nabla^2 w) = f \quad \text{in} \quad \Omega$$

with appropriate boundary conditions. Here $\Omega$ is a bounded domain in $\mathbb{R}^2$ with a polygonal Lipschitz boundary $\Gamma$, div denotes the standard divergence of a vector-valued function, Div the row-wise divergence of a matrix-valued function, $\nabla^2$ the Hessian and $C$ the material tensor. Note that (1) reduces to the biharmonic equation, if $C$ is the identity. In this paper we focus on mixed methods for the original unknown $w$ and the bending moments $M = -C \nabla^2 w$ as additional unknowns, which are often quantities of interest on their own.

In our previous work [17] the first biharmonic boundary value problem is studied, which corresponds to the situation of a purely clamped plate. For this model problem a new mixed
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variational formulation is derived, which satisfies Brezzi’s conditions and is equivalent to the original problem. However, these important properties come at the cost of an appropriate nonstandard Sobolev space \( V \) for \( M \). Based on a regular decomposition of \( V \), the fourth-order problem can be rewritten as a sequence of three (consecutively to solve) second-order elliptic problems in standard Sobolev spaces. This leads to a new interpretation of known mixed finite element methods as well as to the construction of new discretization methods, see [17] for details. This approach fits into an abstract framework recently presented in [6] for the decomposition of higher-order problems. However, more general boundary conditions (beyond a purely clamped plate) are not considered there as well.

The aim of this paper is to extend the ideas of [17] to the more general situation of a Kirchhoff plate with mixed boundary conditions involving clamped, simply supported, and free boundary parts. This is by far not straight-forward.

The first difficulty arises in the derivation of the new mixed formulation. Contrary to clamped boundary parts, appropriate boundary conditions for \( M \) have to be incorporated into the definition of the nonstandard Sobolev space \( V \) for simply supported and free boundary parts. In this paper we do this indirectly using the framework of (possibly unbounded) densely defined operators in Hilbert spaces. This approach avoids the direct use of trace operators in nonstandard Sobolev spaces, which would be technically rather involved. A second difficulty is the verification of Brezzi’s conditions. In [17] the main ingredient for the proof of an inf-sup condition is the property that matrix-valued functions of the form \( vI \) are contained in \( V \), where \( I \) denotes the identity matrix and \( v \) satisfies homogeneous Dirichlet boundary conditions induced by the boundary conditions for \( w \). This inclusion is no longer true for problems with free boundary parts. So, a new technique is required for proving the inf-sup condition. A third difficulty arises in the regular decomposition for a similar reason. The first component of the decomposition in [17] is of the form \( pI \) and is not contained in \( V \) for problems with free boundary parts. So, a new approach is required to pursue the decomposition for problems with free boundary parts. It is shown in this paper how to overcome all these difficulties and how to achieve again a decomposition of the fourth-order problem into three (consecutively to solve) second-order elliptic problems in standard Sobolev spaces.

So far in literature, mixed methods for (1) in \( w \) and \( M \) have been formulated as linear operator equations in function spaces for which either the associated linear operator is not an isomorphism or the involved norms contain a mesh-dependent variant of the \( H^2 \)-norm for \( w \), see, e.g., [5, 10, 2, 3, 4]. This lack of easy-to-access knowledge on the mapping properties of the involved operators on the continuous level makes it hard to design efficient preconditioners on the discrete level. Our new mixed formulation satisfies Brezzi’s conditions. Therefore, the associated linear operator is an isomorphism. Additionally, the operator is of triangular structure. This naturally leads to the construction of efficient solvers. Moreover, the new mixed formulation is equivalent to the original problem without additional convexity assumptions on \( \Omega \), while most of the papers in literature (except for [3]) require \( \Omega \) to be convex.

For alternative discretization methods such as conforming, non-conforming, and discontinuous Galerkin methods for the primal formulation as well as alternative mixed methods we refer to the short discussion in [17] and the references cited there. Our approach leads to new discretization methods, which are flexible in the sense, that any existing and well-working discretization method for second-order problems can be used as a modular building block of the new method.

The paper is organized as follows. In Section 2 the Kirchhoff plate bending problem is introduced. Section 3 contains a new mixed formulation, for which well-posedness and equiv-
alence to the original problem is shown. A regular decomposition of the nonstandard Sobolev space for $M$ is derived in Section 4 and the resulting decoupled formulation is presented. The decoupled formulation leads in a natural way to the construction of a new discretization method, which is introduced in Section 5, and for which a priori error estimates are derived. The paper closes with numerical experiments in Section 6.

2 The Kirchhoff plate bending problem

We consider the Kirchhoff plate bending problem of a linearly elastic plate where the undeformed mid-surface is described by a domain $\Omega \subset \mathbb{R}^2$ with a polygonal Lipschitz boundary $\Gamma$. In what follows, let the boundary $\Gamma$ be written in the form $\Gamma = \mathcal{V}_\Gamma \cup \mathcal{E}_\Gamma$ with $\mathcal{E}_\Gamma = \bigcup_{k=1}^{K} E_k$, where $E_k$, $k = 1, 2, \ldots, K$, are the edges of $\Gamma$, considered as open line segments and $\mathcal{V}_\Gamma$ denotes the set of corner points in $\Gamma$. Furthermore, $n = (n_1, n_2)^T$ and $t = (-n_2, n_1)^T$ represent the unit outer normal vector and the unit counterclockwise tangent vector to $\Gamma$, respectively.

The plate is considered to be clamped on a part $\Gamma_c \subset \Gamma$, simply supported on $\Gamma_s \subset \Gamma$, free on $\Gamma_f \subset \Gamma$, with $\Gamma = \Gamma_c \cup \Gamma_s \cup \Gamma_f$. We assume that each edge $E \in \mathcal{E}_\Gamma$ is contained in exactly one of the sets $\Gamma_c$, $\Gamma_s$, $\Gamma_f$, and the edges are maximal in the sense that two edges with the same boundary condition do not meet at an angle of $\pi$. Recall the definition of the bending moments $M$ by the Hessian of the deflection $w$ $M = -C\nabla^2 w$,

where $C$ is the fourth-order material tensor. The tensor $C$ is assumed to be symmetric and positive definite on symmetric matrices, $\lambda_{min}(C)$ and $\lambda_{max}(C)$ denote the minimal and maximal eigenvalue of $C$, respectively. For example, for isotropic materials with Poisson ratio $\nu$, the material tensor $C$ is given by $CN = D ((1 - \nu)N + \nu \text{tr}(N)I)$ for matrices $N$, where $D > 0$ depends on material constants, $I$ is the identity matrix and $\text{tr}$ is the trace operator for matrices (cf. [24]). We introduce the following notations

$M_{nn} = Mn \cdot n, \quad M_{nt} = Mn \cdot t$

for the normal-normal component and the normal-tangential component of $M$, where the symbol $\cdot$ denotes the Euclidean inner product. The classical Kirchhoff plate bending problem reads as follows (cf. [24]): For given load $f$, find a deflection $w$ such that

$$\text{div Div } (C\nabla^2 w) = -\text{div Div } M = f \quad \text{in } \Omega,$$

with the boundary conditions

$$w = 0, \quad \partial_n w = 0 \quad \text{on } \Gamma_c,$$

$$w = 0, \quad M_{nn} = 0 \quad \text{on } \Gamma_s,$$

$$M_{nn} = 0, \quad \partial_t M_{nt} + \text{Div } M \cdot n = 0 \quad \text{on } \Gamma_f,$$

where $\partial_t$ denotes the tangential derivative, and the corner conditions

$$[M_{nt}]_x = M_{n_1t_1}(x) - M_{n_2t_2}(x) = 0 \quad \text{for all } x \in \mathcal{V}_{\Gamma,f},$$

(3)
Moreover, the symmetric gradient and the symmetric conditions for the right-hand side the following definitions of differential operators:

\[
\hat{\nabla} \psi = \begin{pmatrix} \partial_1 \psi_1 \\ \partial_1 \psi_2 \\ \partial_2 \psi_1 \\ \partial_2 \psi_2 \end{pmatrix}, \quad \text{Curl } \psi = \begin{pmatrix} \partial_2 \psi_1 \\ -\partial_1 \psi_1 \\ \partial_2 \psi_2 \\ -\partial_1 \psi_2 \end{pmatrix}, \quad \text{Div } \psi = \partial_1 \psi_1 + \partial_2 \psi_2, \quad \text{Rot } \psi = \partial_1 \psi_2 - \partial_2 \psi_1, \\
\hat{\nabla} N = \begin{pmatrix} \partial_1 N_{11} + \partial_2 N_{12} \\ \partial_1 N_{21} + \partial_2 N_{22} \end{pmatrix}, \quad \text{Rot } N = \begin{pmatrix} \partial_1 N_{12} - \partial_2 N_{11} \\ \partial_1 N_{22} - \partial_2 N_{21} \end{pmatrix}.
\]

Moreover, the symmetric gradient and the symmetric Curl are introduced by

\[
\varepsilon(\psi) = \frac{1}{2} (\hat{\nabla} \psi + (\hat{\nabla} \psi)^T), \quad \text{symCurl } \psi = \frac{1}{2} (\text{Curl } \psi + (\text{Curl } \psi)^T).
\]

Remark 2.1. There is a fourth type of boundary condition given by

\[
\partial_n w = 0, \quad \partial_t M_{mn} + \text{Div } M \cdot n = 0
\]

with corner conditions of the form (3), which appears, e.g., in boundary value problems of the Cahn-Hilliard equation. The theory presented in the following can easily be extended to mixed boundary conditions including also this fourth type.

A standard (primal) variational formulation of (2) is given as follows: find \( w \in W \) such that

\[
\int_{\Omega} C \nabla^2 w : \nabla^2 v \, dx = \langle F, v \rangle \quad \text{for all } v \in W,
\]

with the Frobenius inner product \( A : B = \sum_{i,j} A_{ij} B_{ij} \) for matrices \( A, B \), the right-hand side \( \langle F, v \rangle = \int_{\Gamma} f \, dx \), and the function space

\[
W = \{ v \in H^2(\Omega) : \quad v = 0, \quad \partial_n v = 0 \text{ on } \Gamma_c, \quad v = 0 \text{ on } \Gamma_s \}
\]

with associated norm \( \| v \|_W = \| v \|_2 \). Following, e.g., [1, 19], here and throughout the paper \( L^2(\Omega) \) and \( H^m(\Omega) \) denote the standard Lebesgue and Sobolev spaces of functions on \( \Omega \) with corresponding norms \( \| \cdot \|_0 \) and \( \| \cdot \|_m \) for positive integers \( m \). For functions on \( \Gamma \) we use \( L^2(\Gamma) \) and \( H^2(\Gamma) \) to denote the Lebesgue space and the trace space of \( H^1(\Omega) \) with corresponding norms \( \| \cdot \|_{0,\Gamma} \) and \( \| \cdot \|_{\frac{1}{2},\Gamma} \). Moreover, \( H^1_{0,\Gamma}(\Omega) \) denotes the set of function in \( H^1(\Omega) \) which vanish on a part \( \Gamma' \) of \( \Gamma \). The \( L^2 \)-inner product on \( \Omega \) and \( \Gamma' \) are always denoted by \( \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_{\Gamma'} \), respectively, no matter whether it is used for scalar, vector-valued, or matrix-valued functions.

In order to avoid technicalities related to rigid body motions, we assume throughout the paper that \( \Gamma_c \) contains at least one non-trivial edge \( E \in \mathcal{E}_T \). Then existence and uniqueness of a solution \( w \) to (4) are guaranteed by the theorem of Lax-Milgram (see, e.g., [18, 20]) for even more general right-hand sides \( \langle F, v \rangle \), where \( F \in W^* \). Here we use \( H^* \) to denote the dual of a Hilbert space \( H \) and \( \langle \cdot, \cdot \rangle \) for the duality product on \( H^* \times H \). Moreover, the solution \( w \) depends continuously on \( F \)

\[
\| w \|_W \leq c \| F \|_{W^*},
\]

with \( c = c'/\lambda_{\min}(C) \), where \( c' \) depends only on the constant \( c_F \) of Friedrichs’ inequality. All results of this paper can easily be extended to the case \( \Gamma_c = \emptyset \) under appropriate compatibility conditions for the right-hand side \( F \).

For scalar functions \( v \), vector-valued functions \( \psi \), and matrix-valued functions \( N \), we use the following definitions of differential operators:
3 A new mixed variational formulation

For a better motivation of the new mixed variational approach we use the classical concept of (possibly unbounded) linear operators $B: D(B) \subset X \rightarrow Y^*$, where $X$ and $Y$ are Hilbert spaces and $D(B)$, the domain of definition of $B$, is dense in $X$. The adjoint $B^*: D(B^*) \subset Y \rightarrow X^*$ is then defined as follows: $y \in D(B^*)$ if and only if $y \in Y$ and there is a linear functional $G \in X^*$ such that

$$\langle Bx, y \rangle = \langle G, x \rangle \quad \text{for all } x \in D(B).$$

(7)

In this case we define $B^*y = G$. Note that $\langle B^*y, x \rangle$ is well-defined for $x \in X$ and $y \in D(B^*)$ and we have in particular

$$\langle B^*y, x \rangle = \langle Bx, y \rangle \quad \text{for all } x \in D(B), \, y \in D(B^*).$$

(8)

The domain $D(B^*)$ is a Hilbert space w.r.t. the graph norm $\|x\|_B = (\|x\|_X^2 + \|Bx\|_Y^2)^{1/2}$.

For the new mixed variational formulation we introduce the bending moments $M = -C\nabla^2w$ as auxiliary variable. Then (1) becomes

$$\text{div } \text{Div } M = -f,$$

(9)

where $\text{div } \text{Div}$ is to be interpreted as the adjoint $B^*$ of $B = \nabla^2$ with the notations introduced above. So it is natural to consider the Hilbert space $D(B^*)$ as an appropriate function space for $M$ and to interpret (9) as an equation in $X^*$. This makes the Hilbert space $X$ the natural choice for the function space for $w$.

There are several options how to choose $X$. However, according to the discussion from above, there is a restriction to meet: $D(B)$ is a dense subset of $X$ for the domain of definition of $B = \nabla^2$. It is quite natural to choose $D(B) = W$ and to define $B = \nabla^2$ as an operator mapping to $Y = L^2(\Omega)_{\text{sym}}$, (or, more precisely, to the dual of $Y$,) given by

$$\langle \nabla^2 v, N \rangle = \int_\Omega \nabla^2 v : N \, dx \quad \text{for } v \in D(B) = W, \, N \in Y = L^2(\Omega)_{\text{sym}},$$

where $L^2(\Omega)_{\text{sym}}$ denotes the space of symmetric matrix-valued functions given by

$$L^2(\Omega)_{\text{sym}} = \{ N : N_{ij} = N_{ji} \in L^2(\Omega), \, i, j = 1, 2 \}$$

and equipped with the standard $L^2$-norm $\|N\|_0$ for matrix-valued functions $N$.

Now we discuss three possible choices for $X$ for which $D(B) = W$ is a dense subset of $X$. A first and trivial option would be $X = W$. Then it is easy to see that $D(B^*) = L^2(\Omega)_{\text{sym}}$. Note that for this choice we have $X \subset H^2(\Omega)$, so the disadvantage for the mixed method is to work with a second-order Sobolev space for $w$. A second option would be $X = L^2(\Omega)$. Then it turns out that $D(B^*) \subset H(\text{div } \text{Div}, \text{sym}) = \{ N \in L^2(\Omega)_{\text{sym}} : \text{div } \text{Div } N \in L^2(\Omega) \}$, where here div Div is defined in the distributional sense. This time the disadvantage for the mixed method is to work with a second-order Sobolev space for $M$.

The idea for the new mixed formulation is to distribute the smoothness requirements evenly among $w$ and $M$ by choosing the space $X$ as an intermediate space between $W$ and $L^2(\Omega)$. In particular, we propose to set $X$ equal to $Q$, given by

$$Q = H^{1, \Gamma_c \cup \Gamma_s}(\Omega) = \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_c \cup \Gamma_s \},$$

equipped with the norm $\|v\|_Q = \|v\|_1$.  

5
Lemma 3.2. The subspace $W$ is dense in $Q$.

Proof. We follow the lines of the proof of [11, Theorem 1.6.1]. In order to verify the density, we have to check that the trace space $\gamma(W)$ is dense in the trace space $\gamma(Q)$, where $\gamma$ is the standard $H^1$-trace representing the value on the boundary. By considering the situation locally near each corner in $V_\Gamma$, the required density follows from the density of $C_0^\infty(\mathbb{R}^+)$ in $H^\frac{1}{2}(\mathbb{R}^+)$ and $\tilde{H}^\frac{1}{2}(\mathbb{R}^+)$; see [12].

This choice for $X$ meets the required condition:

Remark 3.3. The space $Q$ is the interpolation space between $W$ and $L^2(\Omega)$. Note that we only use interpolation as motivation, but do not rely in the following on results from interpolation theory.

Now we leave the abstract framework and use, from now on, the notations

$$\text{div Div} \quad \text{and} \quad H(\text{div Div}, \Omega; Q^*)_{\text{sym}}$$

instead of $B^*$ and $D(B^*)$, respectively. In consistence with the abstract framework, the Hilbert space $H(\text{div Div}, \Omega; Q^*)_{\text{sym}}$ is explicitly given by

$$H(\text{div Div}, \Omega; Q^*)_{\text{sym}} = \{ N \in L^2(\Omega)_{\text{sym}} : \text{the functional}$$

$$G : v \mapsto \int_\Omega \nabla^2 v : N \, dx, \; v \in W, \; \text{is bounded w.r.t. the Q-norm}\},$$

equipped with the norm $\|N\|_{\text{div Div},Q^*} = (\|N\|_0^2 + \|\text{div Div} N\|^2_{Q^*})^{1/2}$.

This motivates the new mixed formulation as follows: For $F \in Q^*$, find $M \in \mathcal{V}$ and $w \in Q$ such that

$$\langle M, N \rangle_{\mathcal{C}^{-1}} + \langle \text{div Div} N, w \rangle = 0 \quad \text{for all } N \in \mathcal{V},$$

$$\langle \text{div Div} M, v \rangle = -\langle F, v \rangle \quad \text{for all } v \in Q,$$  \hspace{1cm} (11)

with the function spaces

$$\mathcal{V} = H(\text{div Div}, \Omega; Q^*)_{\text{sym}}, \quad Q = H^1_{0,\Gamma_c,\Gamma_s}(\Omega),$$

(12)

equipped with the norms $\|N\|_{\mathcal{V}} = \|N\|_{\text{div Div},Q^*}$ and $\|v\|_Q = \|v\|_1$. Here, we use the notation

$$\langle M, N \rangle_{\mathcal{C}^{-1}} = (\mathcal{C}^{-1}M, N).$$

The first line in (11) comes from the relation $\mathcal{C}^{-1}M + \nabla^2 w = 0$ between bending moment $M$ and deflection $w$, the second line originates from (9). Note that we require additional regularity of $F$, namely $F \in Q^*$. In contrast, for the primal problem (4) we need only $F \in W^*$. We also observe that

Remark 3.3. In [21, 22, 23] a similar nonstandard Sobolev space is introduced. Note, our way of definition is different and well-suited for the further considerations.

Problem (11) has the typical structure of a saddle point problem

$$a(M, N) + b(N, w) = 0 \quad \text{for all } N \in \mathcal{V},$$

$$b(M, v) = -\langle F, v \rangle \quad \text{for all } v \in Q,$$

whose associated linear operator $A : \mathcal{V} \times Q \to (\mathcal{V} \times Q)^*$ is given by

$$\langle A(M, w), (N, v) \rangle = a(M, N) + b(N, w) + b(M, v).$$

If the bilinear form $a$ is symmetric, i.e., $a(M, N) = a(N, M)$, and non-negative, i.e., $a(N, N) \geq 0$, which is fulfilled for (11), it is well-known that $A$ is an isomorphism from $\mathcal{V} \times Q$ onto $(\mathcal{V} \times Q)^*$, if and only if the following conditions are satisfied; see, e.g., [4]:

Remark 3.4.
1. \( a \) is bounded: There is a constant \( \|a\| > 0 \) such that
\[
|a(M, N)| \leq \|a\| \|M\|_V \|N\|_V \quad \text{for all } M, N \in V.
\]

2. \( b \) is bounded: There is a constant \( \|b\| > 0 \) such that
\[
|b(N, v)| \leq \|b\| \|N\|_V \|v\|_Q \quad \text{for all } N \in V, v \in Q.
\]

3. \( a \) is coercive on the kernel of \( b \): There is a constant \( \alpha > 0 \) such that
\[
a(N, N) \geq \alpha \|N\|_V^2 \quad \text{for all } N \in \text{Ker}B
\]
with \( \text{Ker}B = \{ N \in V : b(N, v) = 0 \text{ for all } v \in Q \} \).

4. \( b \) satisfies the inf-sup condition: There is a constant \( \beta > 0 \) such that
\[
\inf_{0 \neq v \in Q} \sup_{0 \neq N \in V} \frac{b(N, v)}{\|N\|_V \|v\|_Q} \geq \beta.
\]

We will refer to these conditions as Brezzi’s conditions with constants \( \|a\|, \|b\|, \alpha, \) and \( \beta \).

In order to verify Brezzi’s conditions for (11), we need the following result on the relation between the primal problem (4) and the new mixed problem (11).

**Theorem 3.4.** Let \( w \) be the solution of the primal problem (4) for \( F \in Q^* \). Then we have \( M = -C \nabla^2 w \in V \) and \((M, w)\) solves the mixed problem (11).

**Proof.** Since \( w \in W \) solves (4), it follows that \( M \in L^2(\Omega)_{\text{sym}} \) and
\[
\langle \nabla^2 v, M \rangle = \int_\Omega M : \nabla^2 v \, dx = -\int_\Omega C \nabla^2 w : \nabla^2 v \, dx = \langle -F, v \rangle \quad \text{for all } v \in W.
\]

From the definition of the domain of the adjoint operator in (7) we obtain that \( \text{div} \, \text{Div} \, M = -F \in Q^* \), which shows that \( M \in V \) and that the second equation of (11) is satisfied. Using (8), we receive
\[
\langle \text{div} \, \text{Div} \, N, w \rangle = \langle \nabla^2 w, N \rangle = \int_\Omega N : \nabla^2 w \, dx = -\int_\Omega N : C^{-1} M \, dx
\]
for all \( N \in V \), which proves the first equation. \( \square \)

**Theorem 3.5.** The mixed problem defined by (11) and (12) satisfies Brezzi’s conditions with the constants \( \|a\| = 1/\lambda_{\text{min}}(C), \|b\| = 1, \alpha = 1/\lambda_{\text{max}}(C) \) and \( \beta = (1 + c)^{-1/2} \), where \( c = c' \lambda_{\text{max}}(C)/\lambda_{\text{min}}(C) \) and \( c' \) as in (6).

**Proof.** The verification of the first three parts of Brezzi’s conditions is simple and, therefore, omitted. For showing the inf-sup condition, let \( w^v \) be the solution of the primal problem (4) with the right-hand side \( F^v = -(v, \cdot)_Q \in Q^* \) for a fixed but arbitrary \( v \in Q \). From Theorem 3.4 it follows that \( M^v = -C \nabla^2 w^v \in V \), and \((M^v, w^v)\) is solution of the corresponding mixed problem (11). From the second line of the mixed formulation (11) we obtain
\[
\langle \text{div} \, \text{Div} \, M^v, v \rangle = (v, v)_Q = \|v\|_Q^2
\]
and
\[\|\text{div Div } M^v\|_{Q^*} = \sup_{q \in Q} \frac{\langle \text{div Div } M^v, q \rangle}{\|q\|_{Q}} = \sup_{q \in Q} \frac{(v, q)_{Q}}{\|q\|_{Q}} = \|v\|_{Q}.\]

Using the stability estimate (6) we obtain
\[\|M^v\|_0^2 = \|C\nabla^2 w^v\|_0^2 \leq \lambda_{\max}(C)(C\nabla^2 w^v, \nabla^2 w^v) = \lambda_{\max}(C)(F^v, w^v) \leq \lambda_{\max}(C)\|F^v\|_{W^*} \|w^v\|_W \leq c \|F^v\|_{W^*}^2 \leq c \|w^v\|_{Q^*}^2 = c \|v\|_{Q}^2\]
with \(c = c' \lambda_{\max}(C)/\lambda_{\min}(C).\) Hence,
\[\|M^v\|_{\text{div Div};Q^*}^2 = \|M^v\|_0^2 + \|\text{div Div } M^v\|_{Q^*}^2 \leq (1 + c) \|v\|_{Q}^2.\]

Therefore,
\[\sup_{0 \neq N \in \mathcal{V}} \frac{\langle \text{div Div } N, v \rangle}{\|N\|_{\text{div Div};Q^*}} \geq \frac{\langle \text{div Div } M^v, v \rangle}{\|M^v\|_{\text{div Div};Q^*}} \geq (1 + c)^{-1/2} \|v\|_{Q},\]
which completes the proof. \(\square\)

**Remark 3.6.** The choice of \(M^v\) for proving the inf-sup condition is different to the choice \(M^v = v I\) as it is used, e.g., in [5, 17], which would not work here, since \(v I \notin \mathcal{V}\) for problems with a free boundary part.

**Corollary 3.7.** The primal problem (4) and the mixed problem (11) are equivalent in the following sense: If \(w\) solves (4), then \(M = -C\nabla^2 w \in \mathcal{V}\) and \((M, w)\) solves (11). Vice versa, if \((M, w)\) solves (11), then \(w \in W\) and solves (4).

**Proof.** The first part has already been shown in Theorem 3.4. Since, both problems are uniquely solvable the reverse direction is true as well. \(\square\)

In the case of a purely clamped plate, we have \(Q = H^1_0(\Omega)\). So, in this mixed setting, \(w = 0\) on \(\Gamma\) is treated as an essential boundary condition, while \(\partial_n w = 0\) on \(\Gamma\) becomes a natural boundary condition incorporated in the variational formulation. No boundary conditions are prescribed for \(M\), which makes the definition of an appropriate space \(V\) for \(M\) much easier. The space \(V\) can be introduced directly as \(\{N \in L^2(\Omega)_{\text{sym}}:\text{div Div } \in H^{-1}(\Omega)\}\), where here \(\text{div Div}\) is to be interpreted in the distributional sense, see [17].

The situation is more involved for mixed boundary conditions. Here we have \(Q = H^1_0(\Omega)\). So \(w = 0\) on \(\Gamma_{\mathrm{c}} \cup \Gamma_{\mathrm{s}}\) is treated as an essential boundary condition, while \(\partial_n w = 0\) on \(\Gamma_{\mathrm{c}}\) and \(\partial_t M_{nt} + \text{Div } M \cdot n\) on \(\Gamma_{\mathrm{f}}\) become natural boundary conditions incorporated in the variational formulation. The remaining boundary conditions \(M_{nn} = 0\) on \(\Gamma_{\mathrm{s}} \cup \Gamma_{\mathrm{f}}\) and the corner conditions (3) are treated as essential boundary conditions: They are not explicitly visible but are hidden in the definition of the space \(H(\text{div Div}, \Omega; Q^*)_{\text{sym}}\). We doubt that there is an easy and direct way of formulating the corner conditions (3) with the help of pointwise trace operators in \(H(\text{div Div}, \Omega; Q^*)_{\text{sym}}\). However, for sufficiently smooth functions \(N\), the corner conditions can be explicitly extracted using the definition of \(H(\text{div Div}, \Omega; Q^*)_{\text{sym}}\), as we will see in the next theorem.

**Theorem 3.8.** Let \(N \in L^2(\Omega)_{\text{sym}} \cap C^1(\overline{\Omega})\). Then \(N \in H(\text{div Div}, \Omega; Q^*)_{\text{sym}}\) if and only if
\[N_{nn} = 0 \quad \text{on } \Gamma_{\mathrm{s}} \cup \Gamma_{\mathrm{f}} \quad \text{and} \quad [N_n]_x = 0 \quad \text{for all } x \in \mathcal{V}_{\Gamma_{\mathrm{f}}}.\]

(13)
Proof. Recall the representation of $H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}}$ in (10). For $v \in W$, we obtain by integration by parts

$$\langle G, v \rangle = \int_{\Omega} N : \nabla^2 v \, dx$$

$$= - \int_{\Omega} \text{Div} \, N \cdot \nabla v \, dx + \int_{\Gamma_s \cup \Gamma_f} N_{nn} \partial_n v \, ds$$

$$- \int_{\Gamma_f} (\partial_t N_{nt}) v \, ds + \sum_{x \in V_{\Gamma, f}} [N_{nt}]_x v(x).$$

(14)

Assume now that $N$ satisfies the boundary conditions (13). Then we have

$$\langle G, v \rangle = - \int_{\Omega} \text{Div} \, N \cdot \nabla v \, dx - \int_{\Gamma_f} (\partial_t N_{nt}) v \, ds,$$

which is obviously bounded w.r.t. the $H^1$-norm. Hence $N \in H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}}$.

On the other hand, if $N \in H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}}$, then the functional $G$ given by (14) is bounded w.r.t. the $H^1$-norm. For $v \in H^2_{N,V}(\Omega)$ we obtain

$$\langle G, v \rangle = - \int_{\Omega} \text{Div} \, N \cdot \nabla v \, dx - \int_{\Gamma_f} (\partial_t N_{nt}) v \, ds$$

(15)

where $H^2_{N,V}(\Omega) = \{v \in H^2(\Omega) : \partial_n v = 0 \text{ on } \Gamma, \ v(x) = 0 \text{ for all } x \in V_{\Gamma}\}$. Note that all expressions in (15) are continuous in $v$ w.r.t. the $H^1$-norm. Analogously to the proof of Lemma 3.2, one can show that $H^2_{N,V}(\Omega) \cap W$ is dense in $W$ w.r.t. the $H^1$-norm. Then it follows that (15) is valid for all $v \in W$. This implies together with (14) that

$$\int_{\Gamma_s \cup \Gamma_f} N_{nn} \partial_n v \, ds + \sum_{x \in V_{\Gamma, f}} [N_{nt}]_x v(x) = 0 \quad \text{for all } v \in W.$$

From this the boundary conditions in (13) follow by standard arguments.

Remark 3.9. A similar characterization can be derived for piecewise smooth functions from $H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}}$, e.g., for functions from finite element spaces.

4 Regular decomposition

The rather simple proof of the well-posedness of the new mixed formulation (11) comes at the cost of the nonstandard Sobolev space $H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}}$. The next theorem provides a regular decomposition of this space, which makes $H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}}$ computationally accessible. In order to derive our decomposition, we need a characterization of the kernel of the distributional $\text{div} \, \text{Div}$, given in the next lemma, see [15, 17] for a proof.

Lemma 4.1. Let $\Omega$ be simply connected. For $N \in L^2(\Omega)_{\text{sym}}$, we have $\text{div} \, \text{Div} \, N = 0$ in the distributional sense iff $N = \text{symCurl} \, \psi$ for some function $\psi \in (H^1(\Omega))^2$. The function $\psi$ is unique up to an element from $RT_0 = \{ax + b : a \in \mathbb{R}, \ b \in \mathbb{R}^2\}$. 


In preparation for the next theorem, observe that \( \text{Div} \, \text{Curl} \psi = 0 \). Therefore, \( \text{Curl} \psi \in H(\text{Div}, \Omega) = \{N \in L^2(\Omega) : \text{Div} N \in (L^2(\Omega))^2\} \) , the normal component of \( \text{Curl} \psi \) is well-defined on the boundary

\[
(C_{\text{Curl}} \psi)n \in (H^{-\frac{1}{2}}(\Gamma))^2 \quad \text{with} \quad H^{-\frac{1}{2}}(\Gamma) = (H^\frac{\frac{1}{2}}{2}(\Gamma))^*,
\]

and we have by integration by parts

\[
\int_\Omega \text{Curl} \psi : \nabla \xi = \langle (\text{Curl} \psi)n, \xi \rangle_{\Gamma},
\]

for all \( \psi \in (H^1(\Omega))^2 \) and \( \xi \in (H^1(\Omega))^2 \). For smooth functions \( (\text{Curl} \psi)n \) coincides with the tangential derivative of \( \psi \), so we use the notation

\[
\partial_t \psi = (\text{Curl} \psi)n.
\]

**Theorem 4.2.** Let \( \Omega \) be simply connected. For each \( N \in H(\text{div} \, \text{Div} ; Q^*)_{\text{sym}} \) there exists a decomposition

\[
N = qI + \text{symCurl} \psi
\]

with \( q \in Q = H^1_{0,\Gamma_c,\Gamma_s}(\Omega) \) and \( \psi \in (H^1(\Omega))^2 \) satisfying the coupling condition

\[
\langle \partial_t \psi, \nabla v \rangle_{\Gamma} = - \int_{\Gamma} q \, \partial_n v \, ds \quad \text{for all} \ v \in W.
\]

The function \( q \in Q \) is the unique solution of the Poisson problem

\[
\int_{\Omega} \nabla q \cdot \nabla v \, dx = -\langle \text{div} \, \text{Div} N, v \rangle \quad \text{for all} \ v \in Q,
\]

and \( \psi \in (H^1(\Omega))^2 \) is unique up to an element from \( RT_0 \). Vice versa, for each \( N \) given by (16) with \( q \in Q \) and \( \psi \in (H^1(\Omega))^2 \) satisfying (17), it follows that \( N \in H(\text{div} \, \text{Div} ; Q^*)_{\text{sym}} \). Moreover,

\[
\xi \leq (\|q\|^2_1 + \|\text{symCurl} \psi\|^2_0) \leq \|N\|^2_{\text{div} \, \text{Div} ; Q^*} \leq \overline{c} \left( \|q\|^2_1 + \|\text{symCurl} \psi\|^2_0 \right),
\]

with positive constants \( \xi \) and \( \overline{c} \), which depend only on the constant \( c_F \) of Friedrichs’ inequality.

**Proof.** Let \( q \in Q \) be the unique solution of the variational problem

\[
\int_{\Omega} \nabla q \cdot \nabla v \, dx = -\langle \text{div} \, \text{Div} N, v \rangle \quad \text{for all} \ v \in Q.
\]

For \( v \in C_0^\infty(\Omega) \) we receive from integration by parts

\[
\langle \text{div} \, \text{Div} qI, v \rangle = \int_{\Omega} qI : \nabla^2 v \, dx = - \int_{\Omega} \nabla q \cdot \nabla v \, dx.
\]

This implies \( \text{div} \, \text{Div} (N - qI) = 0 \) in the distributional sense. According to Lemma 4.1, there exists a function \( \psi \in (H^1(\Omega))^2 \) such that

\[
N - qI = \text{symCurl} \psi.
\]
For $v \in W$ integration by parts provides
\[
\langle \text{div Div } N, v \rangle = -\int_{\Omega} \nabla q \cdot \nabla v \, dx + \int_{\Gamma} q \, \partial_n v \, ds + \langle \partial_t \psi, \nabla v \rangle_{\Gamma}.
\]

With (20) it follows that
\[
\langle \partial_t \psi, \nabla v \rangle_{\Gamma} = -\int_{\Gamma} q \, \partial_n v \, ds \quad \text{for all } v \in W.
\]

For the reverse direction, assume that (16) and (17) hold. By using the integration by parts formula from above we obtain
\[
\langle \nabla^2 v, N \rangle = -\int_{\Omega} \nabla q \cdot \nabla v \, dx,
\]
which immediately implies that $G : v \mapsto \langle \nabla^2 v, N \rangle$ is bounded w.r.t. the $Q$-norm, i.e. $N \in H(\text{div Div}, \Omega; Q^*)_{\text{sym}}$.

In order to show (19), note that (18) implies
\[
\| \text{div Div } N \|_{Q^*} = \sup_{v \in Q} \int_{\Omega} \nabla q \cdot \nabla v \, dx.
\]

Hence,
\[
(1 + c_F^2)^{-1/2} |q|_1 \leq \| \text{div Div } N \|_{Q^*} \leq |q|_1,
\]
using Friedrichs’ inequality $\|q\|_0 \leq c_F |q|_1$, where $|q|_1$ denotes the $H^1$-semi-norm.

With these inequalities we obtain for the estimate from above
\[
\|N\|_{\text{div Div}, Q^*}^2 = \|N\|_0^2 + \|\text{div Div } N\|_{Q^*}^2 = \|qI + \text{symCurl } \psi\|_0^2 + \|\text{div Div } N\|_{Q^*}^2 \leq 2 \|qI\|_0^2 + 2 \|\text{symCurl } \psi\|_0^2 + |\psi|_1^2 \leq 4 |q|_1^2 + 2 \|\text{symCurl } \psi\|_0^2,
\]
and for the estimate from below
\[
|q|_1^2 + \|\text{symCurl } \psi\|_0^2 = |q|_1^2 + \|N - qI\|_0^2 \leq |q|_1^2 + 2 \|N\|_0^2 + 2 \|qI\|_0^2 \leq 2 \|N\|_0^2 + (1 + 5c_F^2) |q|_1^2 \leq 2 \|N\|_0^2 + (1 + 5c_F^2)(1 + c_F^2) \|\text{div Div } N\|_{Q^*}^2.
\]

Therefore, (19) holds with $1/\zeta = \max(2, (1 + 5c_F^2)(1 + c_F^2))$ and $\tau = 4$. \qed

Remark 4.3. By applying Korn’s inequality to $\psi = (-\psi_2, \psi_1)^T$ we obtain
\[
\|\text{symCurl } \psi\|_0 \geq c_K |\psi|_1 = c_K |\psi|_1 \quad \text{for all } \psi \in (H^1(\Omega))^2 / RT_0,
\]
where $H/RT_0$ denotes the $L^2$-orthogonal complement of $RT_0$ in $H$ for spaces $H \subset (H^1(\Omega))^2$.

Then it follows that
\[
c_K(1 + c_F^2)^{-1/2} \|\psi\|_1 \leq \|\text{symCurl } \psi\|_0 \leq \|\psi\|_1.
\]

So, provided the unique element $\psi \in (H^1(\Omega))^2 / RT_0$ is chosen for the decomposition, stability follows from (19) in standard $H^1$-norms.
4.1 The coupling condition

Theorem 4.2 shows that each function \( N \in V = H(\text{div} \, \text{Div}, \Omega; Q^*)_{\text{sym}} \) can be represented by a pair of functions \((q, \psi) \in V\) with

\[
V = \{(q, \psi) \in Q \times (H^1(\Omega))^2 : q, \psi \text{ satisfy the coupling condition (17)}\}
\]

Observe that (17) involves only traces of \( q \) and \( \psi \) on \( \Gamma \). We obviously have

\[
V = \{(q, \psi) \in Q \times (H^1(\Omega))^2 : \psi \in \Psi_q\},
\]

where \( \Psi_q \) is given by the following definition:

**Definition 4.4.** For fixed \( q \in Q \) we define

\[
\Psi_q = \{\psi \in (H^1(\Omega))^2 : \langle \partial_t \psi, \nabla v \rangle = -\int_\Gamma q \partial_n v \, ds \quad \text{for all } v \in W\}.
\]

So \( \Psi_q \) consists of those functions \( \psi \in (H^1(\Omega))^2 \) that fulfill (17), which becomes in this context a boundary condition for \( \psi \) with given \( q \). In particular, functions from \( \Psi_0 \), the space associated to \( q = 0 \), satisfy the corresponding homogeneous boundary conditions.

It is essential for deriving a decoupled formulation that \( V \) is a direct sum of two subspaces, which we will show next. For this we construct, for each \( q \in Q \), a specific function \( \psi[q] \in \Psi_q \) as follows: Let \( E \) be a fixed edge on \( \Gamma_c \) with boundary \( \partial E = \{x_A, x_B\} \), where \( x_A, x_B \) are ordered in counterclockwise direction. We set

\[
\psi_T[q](x) = -\int_0^t q n \, ds \quad \text{with} \quad x = \gamma(s) \quad \text{on} \ \Gamma \setminus E.
\]  

(21)

Here \((\sigma, \gamma(\sigma))\) denotes the arc length parametrization of \( \Gamma \) in counterclockwise direction with \( x_B = \gamma(0) \) and \( x_A = \gamma(\sigma_E) \) for some \( \sigma_E > 0 \). Next we extend \( \psi_T[q] \) on the whole boundary \( \Gamma \) by connecting its values at \( \partial E \) linearly on \( E \). By this \( \psi_T[q] \) becomes a continuous function on \( \Gamma \) with a weak tangential derivative in \((L^2(\Gamma))^2\) satisfying

\[
\partial_t \psi_T[q] = -q n \quad \text{on} \ \Gamma \setminus E.
\]

Finally, let \( \psi[q] \in (H^1(\Omega))^2 \) be the harmonic extension of \( \psi_T[q] \), which is well-defined, since we obviously have \( \psi_T[q] \in (H^{1/2}(\Gamma))^2 \).

**Lemma 4.5.** For each \( q \in Q \), let \( \psi[q] \in (H^1(\Omega))^2 \) be given as described above. Then \( \psi[q] \in \Psi_q \) and we have

\[
V = V_0 \oplus V_1 \quad \text{with} \quad V_0 = \{0\} \times \Psi_0, \quad V_1 = \{(q, \psi[q]) : q \in Q\}.
\]  

(22)

Moreover, there is a constant \( c > 0 \) such that

\[
\|\psi[q]\|_1 \leq c\|q\|_1 \quad \text{for all } q \in Q.
\]  

(23)

**Proof.** For all \( v \in W \), we have

\[
\langle \partial_t \psi[q], \nabla v \rangle_\Gamma = -\int_{\Gamma \setminus E} qn \cdot \nabla v \, ds = -\int_\Gamma q \partial_n v \, ds,
\]
since $\nabla v = 0$ on $E$, which shows that $\psi[q] \in \Psi_q$. The decomposition (22) can easily be derived from the representation

$$(q, \psi) = (q, \psi[q]) + (0, \psi_0) \quad \text{with} \quad \psi_0 = \psi - \psi[q] \in \Psi_0.$$ 

The sum is direct, since $\psi[q] = 0$ for $q = 0$. Finally, for showing (23), observe that

$$\psi_{\Gamma}[q](x) = (1 - (\sigma - \sigma_E)/|E|) \psi_{\Gamma}[q](x_A) \quad \text{with} \quad x = \gamma(\sigma) \quad \text{on} \quad E,$$

where $|E|$ denotes the length of $E$. From this and (21) it easily follows that

$$\|\psi_{\Gamma}[q]\|_{1,\Gamma} \leq c \|q\|_{0,\Gamma}.$$

Here $H^1(\Gamma)$ denotes the space of functions with weak tangential derivative with corresponding norm $\|\cdot\|_{1,\Gamma}$, see, e.g., [19]. The rest follows from standard trace and inverse trace inequalities.

\(\square\)

**Remark 4.6.** The above construction relies on the assumption that we have at least one clamped edge, which we made at the beginning of this paper. However, this construction can be extended for general mixed boundary conditions using the freedom we have in the choice of $\psi_{\Gamma}[q]$ on clamped and simply supported edges and the compatibility conditions on $F$.

**Lemma 4.7.** The space $\Psi_0$ is equal to the set of all functions $\psi \in (H^1(\Omega))^2$ that satisfy the following boundary conditions:

$$\begin{align*}
\psi \cdot n &= c_E \quad \text{on each edge} \quad E \subset \Gamma_s, \\
\psi &= r_C \quad \text{on each connected component} \quad C \quad \text{of} \quad \Gamma_f,
\end{align*}$$

with some constants $c_E \in \mathbb{R}$ for each edge $E \subset \Gamma_s$ and functions $r_C \in RT_0$ for each connected component $C \subset \Gamma_f$ satisfying the compatibility conditions $c_E = r_C(x) \cdot n_E$, if $E \subset \Gamma_s$ is an adjacent edge to a component $C$ of $\Gamma_f$, where $x$ is the enclosed corner point and $n_E$ is the normal on $E$. Moreover, for each set of constants $c_E \in \mathbb{R}$ and functions $r_C \in RT_0$ that satisfy the compatibility conditions, there is a function $\psi \in (H^1(\Omega))^2$, for which the boundary conditions (24) hold.

**Proof.** For $\psi \in (H^1(\Omega))^2$ and $v \in C^\infty(\Omega) \cap W$ we have

$$\begin{align*}
\langle \partial_t \psi, \nabla v \rangle_\Gamma &= \int_\Omega \text{Curl} \psi : \nabla^2 v \ dx = -\int_\Gamma \psi \cdot (\nabla^2 v) \ t \ ds \\
&= -\sum_{E \subset \Gamma_s} \int_E (\psi \cdot n) \partial_t(n) \ ds - \sum_{E \subset \Gamma_f} \int_E \psi \cdot \partial_t(\nabla v) \ ds
\end{align*} \tag{25}$$

using integration by parts and the boundary conditions for $v$. Now let $\psi \in \Psi_0$ and let $E$ be an edge from $\Gamma_s \cup \Gamma_f$. For each function $\varphi \in C^\infty_0(E)$, one can easily construct a function $v \in C^\infty_0(\Omega \cup E)$ with $v = 0$ and $\partial_n v = \varphi$ on $E$. Since $\psi \in \Psi_0$, we have $\langle \partial_t \psi, \nabla v \rangle_\Gamma = 0$, which reduces to

$$\int_E (\psi \cdot n) \partial_t \varphi \ ds = 0 \quad \text{for all} \quad \varphi \in C^\infty_0(E)$$

by using (25). Hence, $\psi \cdot n$ is equal to a constant $c_E$ on $E$. By a similar argument it follows that $\partial_t(\psi \cdot t)$ is equal to a constant $a_E$ on each edge $E \in \Gamma_f$. 

13
Using that $\psi \cdot n$ is edgewise constant on $\Gamma_s \cup \Gamma_c$ and $\partial_t(\psi \cdot t)$ is edgewise constant on $\Gamma_f$, we obtain from (25) by edgewise integration by parts:

$$\langle \partial_t \psi, \nabla v \rangle_{\Gamma} = \sum_{E \subset \Gamma_s} ((\psi \cdot n) \partial_n v)\big|_{\partial E} + \sum_{E \subset \Gamma_f} (\psi \cdot \nabla v - \partial_t(\psi \cdot t) v)\big|_{\partial E}. \quad (26)$$

Now let $E$ and $E'$ be two adjacent edges from $\Gamma_f$ with the common corner point $x$ and let $v \in C_0^\infty(\Omega \cup E \cup E' \cup \{x\})$. Then the condition $\langle \partial_t \psi, \nabla v \rangle_{\Gamma} = 0$ reduces to

$$0 = [\psi \cdot \nabla v - \partial_t(\psi \cdot t) v]_x = [\psi]_x \cdot \nabla v(x) - [\partial_t(\psi \cdot t)]_x v(x).$$

Observe that $\psi \in P_1$ on each edge of $\Gamma_f$ and is the trace of an $H^1$-function. Therefore, $\psi$ must be continuous on $\Gamma_f$, which implies $[\psi]_x = 0$. Since $v(x)$ can be chosen arbitrarily, it follows that $[\partial_t(\psi \cdot t)]_x = 0$. So $\partial_t(\psi \cdot t)$ is not only constant on each edge $E$ of $\Gamma_f$ but it is equal to the same constant $a_C$ on each edge of a connected component $C$ of $\Gamma_f$. Since we additionally know from above that $\psi \cdot n$ is constant on such an edge, it easily follows that $\partial_t \tilde{\psi} = 0$ on each edge of $C$ with $\tilde{\psi}(x) = \psi(x) - a_C x$. Since $\psi$ is continuous on $\Gamma$, $\psi$ is continuous, too. Then it follows that $\tilde{\psi}$ is equal to a common constant $b_C \in \mathbb{R}^2$ on $C$. Hence, $\psi(x) = a_C x + b_C$ on $C$.

Let $E \subset \Gamma_s$ be an edge adjacent to a connected component $C$ of $\Gamma_f$ with enclosed corner point $x$. By a similar argument as above one can deduce from $\langle \partial_t \psi, \nabla v \rangle_{\Gamma} = 0$ and (26) the compatibility condition $c_E = r_C(x) \cdot n_E$.

For proving the reverse direction, let $\psi \in (H^1(\Omega))^2$ satisfy the boundary conditions (24). Using (26) we have

$$\langle \partial_t \psi, \nabla v \rangle_{\Gamma} = \sum_{E \subset \Gamma_s} ((\psi \cdot n) \partial_n v)\big|_{\partial E} + \sum_{E \subset \Gamma_f} (\psi \cdot \nabla v - \partial_t(\psi \cdot t) v)\big|_{\partial E} = 0,$$

for all $v \in C^\infty(\overline{\Omega}) \cap W$ for the following reasons: $\partial_n v(x) = 0$ on all interior corner points of $\Gamma_s$, $\psi \cdot \nabla v - \partial_t(\psi \cdot t)v$ is continuous on $\Gamma_f$, $v = 0$ and $\nabla v = 0$ on corner points on the interface of $\Gamma_s$ or $\Gamma_f$ with $\Gamma_c$, and the compatibility conditions on corner points on the interface of $\Gamma_s$ and $\Gamma_f$. So it follows that $\psi \in \Psi_0$.

For the last part, let a set of data $c_E \in \mathbb{R}$ for each edge $E \subset \Gamma_s$ and $r_C \in RT_0$ for each connected component $C \subset \Gamma_f$ be given, which satisfy the compatibility conditions. We will first construct a continuous function $\hat{\psi}$ on $\Gamma$ with $\hat{\psi}_{|E} \in P_1$ for each edge $E \in \mathcal{E}_\Gamma$, where $P_1$ is the set of polynomials of degree $\leq 1$, by prescribing its values on all corner points $x \in \mathcal{V}_\Gamma$ as follows:

$$\hat{\psi}_\Gamma(x) = \begin{cases} r_C(x) & \text{if } x \text{ is a corner points of the connected component } C \subset \Gamma_f, \\ \psi_s(x) & \text{if } x \text{ is an interior corner point of } \Gamma_s, \\ \psi_{sc}(x) & \text{if } x \text{ is a corner point on the interface of } \Gamma_s \text{ and } \Gamma_c, \\ 0 & \text{if } x \text{ is an interior corner point of } \Gamma_c. \end{cases}$$

Here $\psi_s(x)$ and $\psi_{sc}(x)$ are defined as follows: For a common corner point $x$ of $E, E' \subset \Gamma_s$, $\psi_s(x)$ is uniquely given by

$$\psi_s(x) \cdot n_E = c_E \quad \text{and} \quad \psi_s(x) \cdot n_{E'} = c_{E'}.$$ 

For a common corner point $x$ of $E \subset \Gamma_s$ and $E' \subset \Gamma_c$, $\psi_{sc}(x)$ is uniquely given by

$$\psi_{sc}(x) \cdot n_E = c_E \quad \text{and} \quad \psi_{sc}(x) \cdot t_E = 0.$$
Let \( \hat{\psi} \in (H^1(\Omega))^2 \) be the harmonic extension of \( \hat{\psi}_T \). It is easy to verify that the boundary conditions (24) are satisfied.

In order to eliminate \( c_E \) and \( r_C \) in (24) we introduce the following Clément-type projection operator on \( \Gamma \).

**Definition 4.8.** Let \( \psi_T \in L^2(\Gamma) \). Then the projection \( \Pi_\Gamma : L^2(\Gamma) \to L^2(\Gamma) \) is given by \( \hat{\psi}_T = \Pi_\Gamma \psi_T \), where \( \hat{\psi}_T \) is constructed as in the last part of the proof of Lemma 4.7 from the data \( c_E(\psi_T) \) and \( r_C(\psi_T) \), which are the \( L^2 \)-projection of \( \psi_T \cdot n_E \) onto the set \( P_0 \) of constant functions and the \( L^2 \)-projection of \( \psi_T |_C \) onto \( RT_0 \), respectively.

With this notation the boundary conditions (24) can be rewritten as

\[
(P \psi) \cdot n = 0 \quad \text{on} \quad \Gamma_s, \quad P \psi = 0 \quad \text{on} \quad \Gamma_f,
\]

(27)

with \( P \psi = (I - \Pi_\Gamma) \psi \).

### 4.2 Decoupled formulation

Using the representations

\[
M = pI + \text{symCurl} \phi, \quad N = qI + \text{symCurl} \psi
\]

together with (22) leads to the following equivalent formulation of (11): Find \( p \in Q, \phi \in \Psi_p = \psi[p] + \Psi_0 \) and \( w \in Q \) such that

\[
\begin{align*}
(pI + \text{symCurl} \phi, qI + \text{symCurl} \psi[q])_{\mathcal{C}^{-1}} - (\nabla w, \nabla q) &= 0 \\
(pI + \text{symCurl} \phi, \text{symCurl} \psi_0)_{\mathcal{C}^{-1}} - (\nabla p, \nabla v) &= -\langle F, v \rangle.
\end{align*}
\]

for all \( q \in Q, \psi_0 \in \Psi_0 \) and \( v \in Q \). Therefore, the mixed formulation of the Kirchhoff plate bending problem is equivalent to three (consecutively to solve) elliptic second-order problems:

1. The \( p \)-problem: Find \( p \in Q \) such that

\[
(\nabla p, \nabla v) = \langle F, v \rangle \quad \text{for all} \quad v \in Q.
\]

(28)

2. The \( \phi \)-problem: For given \( p \in Q \), find \( \phi \in \Psi_p = \psi[p] + \Psi_0 \) such that

\[
(\text{symCurl} \phi, \text{symCurl} \psi_0)_{\mathcal{C}^{-1}} = -(pI, \text{symCurl} \psi_0)_{\mathcal{C}^{-1}} \quad \text{for all} \quad \psi_0 \in \Psi_0.
\]

(29)

3. The \( w \)-problem: For given \( M = pI + \text{symCurl} \phi \), find \( w \in Q \) such that

\[
(\nabla w, \nabla q) = (M, qI + \text{symCurl} \psi[q])_{\mathcal{C}^{-1}} \quad \text{for all} \quad q \in Q.
\]

(30)

**Remark 4.9.** For the rotated function \( \phi^\perp = (-\phi_2, \phi_1)^T \) the \( \phi \)-problem becomes a linear elasticity problem

\[
(\varepsilon(\phi^\perp), \varepsilon(\psi_0^\perp))_{\mathcal{C}^{-1}} = -(pI, \varepsilon(\psi_0^\perp))_{\mathcal{C}^{-1}}
\]

with a appropriately rotated material tensor \( \hat{\mathcal{C}}^{-1} \).
Remark 4.10. If we only have clamped and simply supported boundary parts, we know from Section 4.1 that \( \psi[q] = 0 \) on \( \Omega \). Therefore, the terms involving \( \psi[q] \) just vanish. Furthermore, in the purely clamped case \( \Psi_p \) and \( \Psi_0 \) become \( (H^1(\Omega))^2 \).

Remark 4.11. 1. The \( p \)-problem and the \( w \)-problem are standard Poisson problems with mixed boundary conditions on \( \Gamma_c \cup \Gamma_s \) and \( \Gamma_f \).

2. The solution of the \( \phi \)-problem satisfies the second-order differential equation

\[
\text{Rot} \left( C^{-1} \text{symCurl} \phi \right) = -\text{Rot} \left( C^{-1}(pI) \right) \quad \text{in } \Omega, \tag{31}
\]

the (essential) boundary conditions (see (27))

\[
(P \psi) \cdot n = (P \psi_T[p]) \cdot n \quad \text{on } \Gamma_s, \quad P \psi = P \psi_T[p] \quad \text{on } \Gamma_f, \tag{32}
\]

and the following condition for the flux \( \chi = (C^{-1} \text{symCurl} \phi) \cdot t \):

\[
\langle \chi, \psi \rangle_{\Gamma} = -\langle (C^{-1} pI) t, \psi \rangle_{\Gamma} \quad \text{for all } \psi \in \Psi_0. \tag{33}
\]

If \( \chi \in L^2(\Gamma) \), then the following (natural) boundary conditions can be extracted:

\[
\chi = 0 \quad \text{on } \Gamma_c, \quad \chi \cdot t = 0 \quad \text{on } \Gamma_s, \tag{34}
\]

where \( p = 0 \) on \( \Gamma_c \cup \Gamma_s \) is used (see the \( p \)-problem).

3. For the rotated function \( \phi^\perp \), (31) is a linear elasticity problem

\[
-\text{Div} \left( \hat{C}^{-1} \varepsilon(\phi^\perp) \right) = \text{Div} \left( \hat{C}^{-1}(pI) \right) \quad \text{in } \Omega
\]

with the corresponding boundary conditions for \( \phi^\perp \) and \( (\hat{C}^{-1} \varepsilon(\phi^\perp)) n \), which can be interpreted as displacement and traction.

5 The discretization method

Let \( (T_h)_{h \in \mathcal{H}} \) be a family of subdivision of the domain \( \Omega \) into polygonal elements. The diameter of an element \( T \in T_h \) is denoted by \( h_T \) and we define \( h = \max \{ h_T : T \in T_h \} \). We denote the set of all edges \( e \) of elements \( T \in T_h \) with \( e \subset \Gamma_s \) by \( \mathcal{E}_{h,s} \) and with \( e \subset \Gamma_f \) by \( \mathcal{E}_{h,f} \). The length of an edge \( e \) is denoted by \( h_e \). Moreover, we assume that the total number of edges in \( \mathcal{E}_{h,s} \cup \mathcal{E}_{h,f} \) is bounded by \( c h^{-1} \). Here and in the sequel \( c \) denotes a generic constant independent of \( h \), possibly different at each occurrence.

Remark 5.1. Observe that the symbol \( e \) is used to indicate element edges, while the symbol \( E \) used in the preceding sections is reserved for edges of the domain as introduced at the beginning of Section 2.

Let \( S_h \) be a finite dimensional subspace of \( H^1(\Omega) \) of piecewise polynomials with degree \( k \) associated with \( T_h \) and we set \( S_{h,0} = S_h \cap H^1_{0,\Gamma_c \cup \Gamma_s}(\Omega) \). For \( v \in H^s(\Omega) \), with \( 1 \leq s \leq k + 1 \), we assume the standard approximation property

\[
\inf_{v_h \in S_h} \| v - v_h \|_s \leq c h^{s-1} \| v \|_s, \quad \text{(A1)}
\]
Remark 5.2. 1. The discrete \( p \)-problem is the standard Galerkin method applied to (28).

2. The discrete \( \phi \)-problem is a Nitsche method applied to (29), which is derived as follows. We start from the identity

\[
(M, \text{symCurl} \psi)_{C^{-1}} + \langle (C^{-1} M) t, \psi \rangle_\Gamma = 0 \quad \text{for all } \psi \in (H^1(\Omega))^2,
\]
which follows from (29) using integration by parts. With (33) it follows that

\[ \langle (C^{-1}M)t, \psi \rangle_{\Gamma} = \langle (C^{-1}M)t, P\psi \rangle_{\Gamma} = \langle \chi, P\psi \rangle_{\Gamma} + c(p, \psi) \]  

(40)

with \( \chi = (C^{-1}\text{symCurl } \phi)t \). The natural boundary conditions (34) for \( \phi \) lead to

\[ \langle \chi, P\psi \rangle_{\Gamma} = (\chi \cdot n, P\psi \cdot n)_{\Gamma_s} + (\chi, P\psi)_{\Gamma_f} = s(\phi, \psi), \]  

(41)

provided \( \chi \in L^2(\Gamma) \). Then the method is obtained by first extending (39) by the terms \( s(\psi, \phi - \psi_T[p]) \) and \( r_h(\phi - \psi_T[p], \psi) \), which vanish for the exact solution (see (32)), and then by replacing \( p, \phi, \) and \( \psi \) with \( p_h, \phi_h, \) and \( \psi_h \). Following [9] we call \( s(\phi, \psi) + c(p, \psi), \)

\( s(\psi, \phi), \) and \( r_h(\phi, \psi) \) the consistency, symmetry and penalty terms, respectively.

3. The discrete \( w \)-problem is the standard Galerkin method applied to (30), where the right-hand side is reformulated as follows. By using (39), (40), and (41) with \( \psi = \psi[q] \) we obtain for the right-hand side of (30):

\[
(M, qI + \text{symCurl } \psi[q])_{C^{-1}} = (M, qI)_{C^{-1}} - s(\phi, \psi_T[q]) - c(p, \psi_T[q]) - r_h(\phi - \psi_T[p], \psi_T[q])
\]  

(42)

Then (38) is obtained by replacing \( p \) and \( \phi \) with \( p_h \) and \( \phi_h \).

Remark 5.3. Since only \( \psi_T[p_h] \) and \( \psi_T[q_h] \) appear in the numerical method, the extensions of \( \psi[p_h] \) and \( \psi[q_h] \) to the interior are not needed. Although the functions \( \psi_T[q_h] \) do not have local support, the linear systems can still be assembled with optimal complexity.

Remark 5.4. Our decomposition of the continuous problem also leads to a new interpretation of the well-known Hellan-Herrmann-Johnson (HHJ) method; see [13, 14, 16]. We can proceed similar as in Theorem 4.2 and derive a discrete regular decomposition for the approximation space of the auxiliary variable, leading to a reformulation of the HHJ method in form of three consecutively to solve discretized second-order problems, as it has already been worked out in details in the purely clamped situation in [17]. To the authors knowledge the HHJ method is restricted to triangular meshes. The new method introduced above is more flexible in the sense that triangular and quadrilateral meshes can be handled and also isogeometric B-spline discretization spaces can be used.

The main result of this section is the following a priori discretization error estimate for the proposed method.

**Theorem 5.5.** Assume that \( \Omega \) is convex. Let \((w, M), \) with \( M = pI + \text{symCurl } \phi, \) be the solution of the mixed formulation (11) and \((w_h, M_h), \) with \( M_h = p_hI + \text{symCurl } \phi_h, \) be the approximate solution, given by (35), (36), (37). For \( w \in H^{s_w}(\Omega), \) \( p \in H^{s_p}(\Omega) \) and \( \phi \in (H^{s_\phi}(\Omega))^2, \) with \( 1 \leq s_w, s_p \leq k + 1 \) and \( \frac{3}{2} < s_\phi \leq k + 1, \) we have the estimate

\[ \|M - M_h\|_0 + \|w - w_h\|_1 \leq c \left( h^{s_w - 1}\|w\|_{s_w} + h^{s_p - 1}\|p\|_{s_p} + h^{s_\phi - 1}\|\phi\|_{s_\phi} \right). \]

Especially, for \( s_p = k + 1, \) \( s_\phi = k + 1 \) and \( s_w = k + 1 \) we obtain

\[ \|M - M_h\|_0 + \|w - w_h\|_1 \leq c h^k \left( \|w\|_{k+1} + \|p\|_{k+1} + \|\phi\|_{k+1} \right). \]

We will derive these estimates by discussing the discretization errors of the \( p \)-problem, the \( \phi \)-problem, and the \( w \)-problem consecutively.
5.1 Error estimates for the $p$-problem

We start with the $p$-problem (28) and its discretization (35). It is well-known that the following error estimates hold:

**Lemma 5.6 (p-problem).** Under the assumptions of Theorem 5.5 we have

\[ \|p - p_h\|_1 \leq c \ h^{s_p - 1} \|p\|_{s_p}, \quad \|p - p_h\|_0 \leq c \ h^{s_p} \|p\|_{s_p}, \quad \|p - p_h\|_{0,\Gamma} \leq c \ h^{s_p - \frac{1}{2}} \|p\|_{s_p}. \]

We refer to standard literature for the proof. Note that the convexity of $\Omega$ is used only for the $L^2$-estimates.

5.2 Error estimates for the $\phi$-problem

We follow the standard approach as outlined, e.g., in [9] and introduce two mesh-dependent semi-norms: the jump semi-norm $|\psi|_{\frac{1}{2},h}$ and the average semi-norm $|\chi|_{\frac{1}{2},h}$, which here are given by

\[
|\psi|_{\frac{1}{2},h}^2 = \sum_{e \in \mathcal{E}_{h,s}} h_e^{-1} \|\psi \cdot n\|_{0,e}^2 + \sum_{e \in \mathcal{E}_{h,f}} h_e^{-1} \|\psi\|_{0,e}^2,
\]
\[
|\chi|_{\frac{1}{2},h}^2 = \sum_{e \in \mathcal{E}_{h,s}} h_e \|\chi \cdot n\|_{0,e}^2 + \sum_{e \in \mathcal{E}_{h,f}} h_e \|\chi\|_{0,e}^2.
\]

The analysis relies on the discrete coercivity and the boundedness of the bilinear form $a_{\phi,h}$ in appropriate norms.

**Lemma 5.7 (Coercivity).** There is a constant $c > 0$ such that

\[ a_{\phi,h}(\psi_h, \psi_h) \geq c \|\psi_h\|_{h}^2 \quad \text{for all } \psi_h \in (S_h)^2 / RT_0, \]

provided $\eta$ is sufficiently large, where the mesh-dependent norm $\|\phi\|_h$ is given by

\[ \|\phi\|_h^2 = (\text{symCurl} \phi, \text{symCurl} \phi)_{C - 1} + |\P \phi|_{\frac{1}{2},h}^2. \]

**Lemma 5.8 (Boundedness).** There is a constant $c > 0$ such that

\[ a_{\phi,h}(\phi, \psi_h) \leq c \|\phi\|_{h,s} \|\psi_h\|_h \]

for all $\phi \in (H^s(\Omega))^2 + (S_h)^2$, with $s > \frac{3}{2}$ and $\psi_h \in (S_h)^2$, where the mesh-dependent norm $\|\phi\|_{h,s}$ is given by

\[ \|\phi\|_{h,s}^2 = \|\phi\|_{h}^2 + |\chi|_{\frac{1}{2},h}^2 \quad \text{with } \chi = (C^{-1}\text{symCurl} \phi) t. \]

The proofs of these two lemmas are analogous to the proofs of similar results in [9] and are, therefore, omitted. However, for later use, we explicitly mention here the fundamental estimates for the consistency, symmetry, and penalty terms which are used for proving coercivity and boundedness: For all $\psi \in (H^1(\Omega))^2$, $\xi \in (L^2(\Gamma))^2$, $q \in L^2(\Gamma)$ we have

\[
|s(\psi, \xi)| \leq c \inf_{\psi_h \in (S_h)^2} \|\psi - \psi_h\|_{h,s} + \|\psi\|_h \|\P \xi|_{\frac{1}{2},h}^2 \tag{43}
\]
\[
|c(q, \psi)| \leq |(C^{-1}q I) t|_{-\frac{1}{2},h} \|\psi\|_h, \tag{44}
\]
\[
|r_h(\xi, \psi)| \leq c \|\P \xi|_{\frac{1}{2},h} \|\psi\|_h. \tag{45}
\]
Obviously, (43) simplifies to
\[ |s(\psi_h, \xi)| \leq c \| \psi_h \| h \| P \xi \|_{\frac{1}{2}, h} \quad \text{for all } \psi_h \in (S_h)^2. \] (46)

Additionally we need an estimate of the consistency error.

**Lemma 5.9** (Consistency error). *Under the assumptions of Theorem 5.5 we have*
\[
\sup_{0 \neq \psi_h \in (S_h)^2} \frac{|a_{\phi,h}(\phi, \psi_h) - \langle F_{\phi,h}, \psi_h \rangle|}{\| \psi_h \| h} \leq c h^{s_p - 1} \| p \|_{s_p}.
\]

**Proof.** From (39), (40), and (41) it follows by elementary calculation that
\[
a_{\phi,h}(\phi, \psi_h) - \langle F_{\phi,h}, \psi_h \rangle = -(p - p_h) \mathbf{I} \text{symCurl } \psi_h \rangle_{C-1} - c(p - p_h, \psi_h)
+ s(\psi_h, \psi_T[p - p_h] + r_h(\psi_T[p - p_h], \psi_h).
\]

From the Cauchy inequality on \( \Omega \) and (44), (46), (45) we obtain
\[
|a_{\phi,h}(\phi, \psi_h) - \langle F_{\phi,h}, \psi_h \rangle| \
\leq c \left( \| p - p_h \|_0 + |(C^{-1}(p - p_h) \mathbf{I} t_{\frac{1}{2}, h} + | P \psi_T[p - p_h]|_{\frac{1}{2}, h} \right) \| \psi_h \|_h.
\]

From the continuous trace inequality (A3) it follows that
\[
| (C^{-1}(p - p_h) \mathbf{I} t_{\frac{1}{2}, h} \leq c \sum_{e \in \mathcal{E}_{h,f}} h_e \| p - p_h \|_{0,e}^2 \leq c \left( \| p - p_h \|_0^2 + h^2 \| \nabla (p - p_h) \|_{0}^2 \right).
\]

From the definition of \( \Pi_T \xi \) and \( \psi_T[q] \) one obtains by elementary estimates
\[
h_e^{-1} \| \Pi_T \xi \|_{0, e}^2 \leq c h \| \xi \|_{\frac{1}{2}, h} \quad \text{and} \quad h_e^{-1} \| \psi_T[q] \|_{0, e}^2 \leq c \| q \|_{0, \Gamma}^2
\]
for all \( e \in \mathcal{E}_{h,s} \cup \mathcal{E}_{h,f}, \xi \in (L^2(\Gamma))^2, \) and \( q \in L^2(\Gamma). \) Using that the total number of edges in \( \mathcal{E}_{h,s} \cup \mathcal{E}_{h,f} \) is bounded by \( c h^{-1} \) it follows that
\[
\| \Pi_T \xi \|_{\frac{1}{2}, h} \leq c \| \xi \|_{\frac{1}{2}, h} \quad \text{and} \quad \| \psi_T[q] \|_{\frac{1}{2}, h} \leq c \| q \|_{0, \Gamma}^2,
\]
and, therefore,
\[
\| P \psi_T[p - p_h] \|_{\frac{1}{2}, h} \leq c h^{-1} \| p - p_h \|_{0, \Gamma}^2.
\]

Then the estimate immediately follows from the error estimates in Lemma 5.6. \( \square \)

From the last three lemmas we obtain the following error estimate for the \( \phi \)-problem:

**Lemma 5.10** (\( \phi \)-problem). *Under the assumptions of Theorem 5.5 we have*
\[
\| \phi - \phi_h \|_h \leq c \left( h^{s_p - 1} \| \phi \|_{s_p} + h^{s_p - 1} \| p \|_{s_p} \right).
\]

**Proof.** From coercivity and boundedness we obtain by standard arguments:
\[
\| \phi - \phi_h \|_h \leq c \left( \inf_{\psi_h \in (S_h)^2} \| \psi_h - \phi \|_{h,+} + \sup_{0 \neq \xi_h \in (S_h)^2} \frac{|a_{\phi,h}(\phi, \xi_h) - \langle F_{\phi,h}, \xi_h \rangle|}{\| \xi_h \|_h} \right).
\]

Since \( \phi \in (H^s(\Omega))^2 \), with \( \frac{3}{2} < s \leq k + 1 \), it follows from assumptions (A1) and (A3) that
\[
\inf_{\psi_h \in (S_h)^2} \| \phi - \psi_h \|_{h,+} \leq c h^{s-1} \| \phi \|_s.
\]

This approximation property and Lemma 5.9 directly imply the error estimate. \( \square \)
5.3 Error estimates for the $w$-problem

**Lemma 5.11** ($w$-problem). Under the assumptions of Theorem 5.5 we have

$$\|w - w_h\|_1 \leq c \left( h^{s_w-1} \|w\|_{s_w} + h^{s_p-1} \|p\|_{s_p} + h^{s_p-1} \|\phi\|_{s_\phi} \right).$$

**Proof.** The first lemma of Strang provides

$$\|w - w_h\|_1 \leq c \left( \inf_{v_h \in S_h,0} \|w - v_h\|_1 + \sup_{0 \neq q_h \in S_h,0} \frac{|(\nabla w, \nabla q_h) - \langle F_{w,h}, q_h \rangle|}{\|q_h\|_1} \right).$$

The first term can be estimated by the approximation property (A1). It remains to estimate the consistency error. Using (30) with (42) and (38) we have

$$(\nabla w, \nabla q_h) - \langle F_{w,h}, q_h \rangle = (M - M_h, q_h I)_{C^{-1}} - s(\phi - \phi_h, \psi_T[q_h]) - c(p - p_h, \psi_T[q_h])$$

$$+ r_h(\phi_h - \psi_T[p_h], \psi_T[q_h]).$$

Subtracting (39) and (36) leads to

$$(M - M_h, \text{symCurl } \psi_h)_{C^{-1}} + s(\phi - \phi_h, \psi_h) + c(p - p_h, \psi_h)$$

$$- s(\psi_h, \phi - \psi_T[p_h]) - r_h(\phi_h - \psi_T[p_h], \psi_h) = 0 \text{ for all } \psi_h \in (S_h)^2.$$
and
\[ |P(\phi_h - \psi_T[p_h])|_{\frac{1}{2},h} = |P(\phi_h - \phi) + P(\psi_T[p - p_h])|_{\frac{1}{2},h} \leq \|\phi_h - \phi\|_h + |P\psi_T[p - p_h]|_{\frac{1}{2},h} \leq \|\phi_h - \phi\|_h + ch^{-\frac{1}{2}}\|p - p_h\|_{0,\Gamma}, \]
see the estimates in the proof of Lemma 5.10. Then the result follows directly from the estimates in Lemma 5.6, Lemma 5.10, and (A3*).

Finally, we obtain the proof of the main result:

**Proof of Theorem 5.5.** By combining the results of Lemma 5.6 and Lemma 5.10 we obtain
\[ \|M - M_h\|_0 \leq \|p - p_h\|_0 + \|\text{symCurl}(\phi - \phi_h)\|_0 \leq c (h^{\kappa - 1}\|p\|_{s_p} + h^{\kappa - 1}\|\phi\|_{s_0}). \]
Together with Lemma 5.11 this completes the proof.

## 6 Numerical experiments

We consider a square plate \( \Omega = (-1,1)^2 \) with simply supported north and south boundary, clamped west boundary and free east boundary. The material tensor \( C \) is the identity, and the load is given by
\[ f(x, y) = 4\pi^4 \sin(\pi x) \sin(\pi y). \]
The exact solution is of the form
\[ w(x, y) = ((a + bx) \cosh(\pi x) + (c + dx) \sinh(\pi x) + \sin(\pi x)) \sin(\pi y), \]
which satisfies the boundary conditions on the simply supported boundary parts anyway. The constants \( a, b, c \) and \( d \) are chosen such that the four remaining boundary conditions (on the clamped and free boundary parts) are fulfilled, for details, see [24].

In order to illustrate the flexibility of our discretization method we use for \( S_h \) isogeometric B-spline discretization spaces of degree \( k \) with maximum smoothness; see, e.g. [7, 8] for information on isogeometric analysis. For \( k = 1 \), the discretization space \( S_h \) coincides with the standard finite element space of continuous and piecewise bilinear elements. In all experiments a sparse direct solver is used for each of the three sub-problems. The implementation is done in the framework of G+Smo ("Geometry + Simulation Modules"), an object-oriented C++ library, see https://ricamsvn.ricam.oeaw.ac.at/trac/gismo/wiki/WikiStart.

In Tables 1, 2, 3 the discretization errors for \( k = 1, 2, 3 \) are shown. The first column shows the refinement level \( L \), i.e. the number of uniform \( h \)-refinements of \( \Omega \). The column "order" contains the error reduction relative to the previous level. The experiments show optimal convergence rates for \( w \) and \( M \) as predicted by the analysis. For the columns containing the errors for \( p \) and \( \phi \), the (analytically not available) exact solutions \( p \) and \( \phi \) are replaced by their numerical solutions on level \( L = 9 \). Note that also for \( p \) and \( \phi \) optimal convergence rates are observed.

| \( L \) | \( \|w - w_h\|_1 \) order | \( \|M - M_h\|_0 \) order | \( \|p - p_h\|_0 \) order | \( \|\phi - \phi_h\|_1 \) order |
|---|---|---|---|---|
| 4 | 1.09 \cdot 10^{-1} 0.992 | 1.24 \cdot 10^{-1} 0.974 | 1.43 \cdot 10^{-2} 1.985 | 1.04 \cdot 10^{-1} 1.050 |
| 5 | 5.47 \cdot 10^{-2} 0.998 | 6.26 \cdot 10^{-2} 0.993 | 3.59 \cdot 10^{-3} 1.999 | 5.17 \cdot 10^{-2} 1.017 |
| 6 | 2.73 \cdot 10^{-2} 0.999 | 3.13 \cdot 10^{-2} 0.998 | 8.90 \cdot 10^{-4} 2.011 | 2.56 \cdot 10^{-2} 1.012 |
| 7 | 1.36 \cdot 10^{-2} 0.999 | 1.56 \cdot 10^{-2} 0.999 | 2.14 \cdot 10^{-4} 2.052 | 1.24 \cdot 10^{-2} 1.036 |
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Table 2: Discretization errors, $k = 2$.

| $L$ | $\|w - w_h\|_1$ order | $\|M - M_h\|_0$ order | $\|p - p_h\|_0$ order | $\|\phi - \phi_h\|_1$ order |
|-----|-----------------|----------------|-----------------|-----------------|
| 4   | $4.33 \cdot 10^{-2}$ | $1.75 \cdot 10^{-1}$ | $1.22 \cdot 10^{-2}$ | $3.160$ | $2.04 \cdot 10^{-1}$ | $2.055$ |
| 5   | $1.06 \cdot 10^{-2}$ | $4.29 \cdot 10^{-2}$ | $1.49 \cdot 10^{-3}$ | $3.042$ | $5.05 \cdot 10^{-2}$ | $2.017$ |
| 6   | $2.66 \cdot 10^{-3}$ | $1.06 \cdot 10^{-2}$ | $1.85 \cdot 10^{-4}$ | $3.010$ | $1.25 \cdot 10^{-2}$ | $2.005$ |
| 7   | $6.65 \cdot 10^{-4}$ | $2.66 \cdot 10^{-3}$ | $2.30 \cdot 10^{-5}$ | $3.002$ | $3.13 \cdot 10^{-3}$ | $2.003$ |

Table 3: Discretization errors, $k = 3$.

| $L$ | $\|w - w_h\|_1$ order | $\|M - M_h\|_0$ order | $\|p - p_h\|_0$ order | $\|\phi - \phi_h\|_1$ order |
|-----|-----------------|----------------|----------------|----------------|
| 4   | $2.75 \cdot 10^{-3}$ | $1.10 \cdot 10^{-2}$ | $7.69 \cdot 10^{-4}$ | $4.219$ | $1.27 \cdot 10^{-2}$ | $3.019$ |
| 5   | $3.46 \cdot 10^{-4}$ | $1.38 \cdot 10^{-3}$ | $4.63 \cdot 10^{-5}$ | $4.054$ | $1.62 \cdot 10^{-3}$ | $2.966$ |
| 6   | $4.37 \cdot 10^{-5}$ | $1.75 \cdot 10^{-4}$ | $2.86 \cdot 10^{-6}$ | $4.012$ | $2.07 \cdot 10^{-4}$ | $2.972$ |
| 7   | $5.50 \cdot 10^{-6}$ | $2.22 \cdot 10^{-5}$ | $1.78 \cdot 10^{-7}$ | $4.005$ | $2.60 \cdot 10^{-5}$ | $2.995$ |

References

[1] R. A. Adams and J. J. F. Fournier. Sobolev Spaces. 2nd ed. New York, NY: Academic Press, 2nd ed. edition, 2003.

[2] I. Babuška, J. Osborn, and J. Pitkäranta. Analysis of mixed methods using mesh dependent norms. Math. Comput., 35:1039–1062, 1980.

[3] H. Blum and R. Rannacher. On mixed finite element methods in plate bending analysis. I: The first Herrmann scheme. Comput. Mech., 6(3):221–236, 1990.

[4] D. Boffi, F. Brezzi, and M. Fortin. Mixed Finite Element Methods and Applications. Berlin: Springer, 2013.

[5] F. Brezzi and P. Raviart. Mixed finite element methods for 4th order elliptic equations. Topics in numerical analysis III, Proc. R. Irish Acad. Conf., Dublin 1976, 33-56 (1977), 1977.

[6] L. Chen and X. Huang. Differential complex, Helmholtz decompositions, and decoupling of mixed methods. ArXiv e-prints: 1611.03936, Nov. 2016.

[7] J. A. Cotrell, T. J. R. Hughes, and Y. Bazilevs. Isogeometric Analysis, Toward Integration of CAD and FEA. John Wiley and Sons, 2009.

[8] L. B. da Veiga, A. Buffa, G. Sangalli, and R. Vázquez. Mathematical analysis of variational isogeometric methods. Acta Numerica, 2014.

[9] D. A. Di Pietro and A. Ern. Mathematical Aspects of Discontinuous Galerkin Methods. Berlin: Springer, 2012.

[10] R. Falk and J. Osborn. Error estimates for mixed methods. RAIRO, Anal. Numér., 14:249–277, 1980.
[11] P. Grisvard. *Singularities in Boundary Value Problems*. Paris: Masson; Berlin: Springer-Verlag, 1992.

[12] P. Grisvard. *Elliptic Problems in Nonsmooth Domains*. Reprint of the 1985 hardback ed. Philadelphia, PA: Society for Industrial and Applied Mathematics (SIAM), reprint of the 1985 hardback ed. edition, 2011.

[13] K. Hellan. Analysis of elastic plates in flexure by a simplified finite element method. Acta Polytech. Scand. CI 46, 1967.

[14] L. Herrmann. Finite element bending analysis for plates. *J. Eng. Mech., Div. ASCE EM5*, 93:49 – 83, 1967.

[15] J. Huang, X. Huang, and Y. Xu. Convergence of an adaptive mixed finite element method for Kirchhoff plate bending problems. *SIAM J. Numer. Anal.*, 49(2):574–607, 2011.

[16] C. Johnson. On the convergence of a mixed finite-element method for plate bending problems. *Numer. Math.*, 21:43–62, 1973.

[17] W. Krendl, K. Rafetseder, and W. Zulehner. A decomposition result for biharmonic problems and the Hellan-Herrmann-Johnson method. *ETNA, Electron. Trans. Numer. Anal.*, 45:257–282, 2016.

[18] J. Lions and E. Magenes. Non-Homogeneous Boundary Value Problems and Applications. Vol. I. Die Grundlehren der mathematischen Wissenschaften. Band 181. Berlin-Heidelberg-New York: Springer-Verlag, 1972.

[19] W. McLean. *Strongly Elliptic Systems and Boundary Integral Equations*. Cambridge: Cambridge University Press, 2000.

[20] J. Nečas. *Direct Methods in the Theory of Elliptic Equations*. Transl. from the French. Berlin: Springer, 2012.

[21] A. S. Pechstein. *A New Family of Mixed Finite Elements for Elasticity*. PhD thesis, Johannes Kepler University Linz, 2009. URL: http://www.numa.uni-linz.ac.at/Teaching/PhD/Finished/sinwel-diss.pdf.

[22] A. S. Pechstein and J. Schöberl. Tangential-displacement and normal–normal-stress continuous mixed finite elements for elasticity. *Math. Models Methods Appl. Sci.*, 21(8):1761–1782, 2011.

[23] A. S. Pechstein and J. Schöberl. An analysis of the TDNNS method using natural norms. *ArXiv e-prints: 1606.06853*, June 2016.

[24] J. Reddy. *Theory and Analysis of Elastic Plates and Shells, Second Edition*. Taylor & Francis, 2007.
Latest Reports in this series

2009 - 2015

[...]

2016

2016-01 Matúš Benko and Helmut Gfrerer
On Estimating the Regular Normal Cone to Constraint Systems and Stationarity Conditions
May 2016

2016-02 Clemens Hofreither and Stefan Takacs
Robust Multigrid for Isogeometric Analysis Based on Stable Splittings of Spline Spaces
June 2016

2016-03 Helmut Gfrerer and Boris S. Mordukhovich
Robinson Stability of Parametric Constraint Systems via Variational Analysis
August 2016

2016-04 Helmut Gfrerer and Jane J. Ye
New Constraint Qualifications for Mathematical Programs with Equilibrium Constraints via Variational Analysis
August 2016

2016-05 Matúš Benko and Helmut Gfrerer
An SQP Method for Mathematical Programs with Vanishing Constraints with Strong Convergence Properties
August 2016

2016-06 Peter Gangl and Ulrich Langer
A Local Mesh Modification Strategy for Interface Problems with Application to Shape and Topology Optimization
September 2016

2016-07 Bernhard Endtmayer and Thomas Wick
A Partition-of-Unity Dual-Weighted Residual Approach for Multi-Objective Goal Functional Error Estimation Applied to Elliptic Problems
October 2016

2016-08 Matúš Benko and Helmut Gfrerer
New Verifiable Stationarity Concepts for a Class of Mathematical Programs with Disjunctive Constraints
November 2016

2016-09 Dirk Pauly and Walter Zulehner
On Closed and Exact Grad grad- and div Div-Complexes, Corresponding Compact Embeddings for Tensor Rotations, and a Related Decomposition Result for Biharmonic Problems in 3D
November 2016

2016-10 Irina Georgieva and Clemens Hofreither
On the Best Uniform Approximation by Low-Rank Matrices
December 2016

2017

2017-01 Katharina Rafetseder and Walter Zulehner
A Decomposition Result for Kirchhoff Plate Bending Problems and a New Discretization Approach
March 2017

From 1998 to 2008 reports were published by SFB013. Please see
http://www.sfb013.uni-linz.ac.at/index.php?id=reports

From 2004 on reports were also published by RICAM. Please see
http://www.ricam.oeaw.ac.at/publications/list/

For a complete list of NuMa reports see
http://www.numa.uni-linz.ac.at/Publications/List/