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ABSTRACT

Human body orientation estimation (HBOE) is widely applied into various applications, including robotics, surveillance, pedestrian analysis and autonomous driving. Although many approaches have been addressing the HBOE problem from specific under-controlled scenes to challenging in-the-wild environments, they assume human instances are already detected and take a well cropped sub-image as the input. This setting is less efficient and prone to errors in real application, such as crowds of people. In the paper, we propose a single-stage end-to-end trainable framework for tackling the HBOE problem with multi-persons. By integrating the prediction of bounding boxes and direction angles in one embedding, our method can jointly estimate the location and orientation of all bodies in one image directly. Our key idea is to integrate the HBOE task into the multi-scale anchor channel predictions of persons for concurrently benefiting from engaged intermediate features. Therefore, our approach can naturally adapt to difficult instances involving low resolution and occlusion as in object detection. We validated the efficiency and effectiveness of our method in the recently presented benchmark MEBOW with extensive experiments. Besides, we completed ambiguous instances ignored by the MEBOW dataset, and provided corresponding weak body-orientation labels to keep the integrity and consistency of it for supporting studies toward multi-persons. Our work is available at https://github.com/hnuzhy/JointBDOE.

Index Terms— Body Detection, Body Orientation Estimation, Embedding, Multi-task Learning

1. INTRODUCTION

The human body orientation estimation (HBOE) task is defined as estimating the skeleton orientation of one person at the orthogonal camera frontal view. It can not only be directly applied in many industrial applications, e.g., pedestrian behavior analysis in intelligent vehicles [1][2] and attention estimation in classrooms [3], but also serve as a vital auxiliary for assisting other closely related upstream vision tasks [4][5][6]. As a standalone problem, HBOE has been studied for a lone time [7][8][9][10][11][12]. Earlier, the widely used HBOE dataset TUD [7] is built with eight coarse-grained orientation classes. Then, Hara et al. [10] refined orientation labels of the TUD dataset into continuous angles. Using RGB-D sensors, the MCG-RGBD dataset [12] can provide RGB images and depth information for achieving fine-grained HBOE. Recently, MEBOW [6] created a large-scale, high-precision, diverse-background dataset based on COCO [13] with its readily available human instances bounding box labels. This new benchmark with contextual information and the variety of background poses many unresolved real-world challenges for in-the-wild HBOE task.

However, most previous work in HBOE assumes the input is a well cropped human instance. When in real application, these single HBOE methods have to firstly obtain human instances by the pre-trained person detector (e.g., Faster R-CNN [14]). We argue this setting is defective facing multi-persons for two reasons. First, two separated stages will take linearly growing time as the number of people in the image in-
creases. Second, one cropped instance may be incomplete or have other persons which will greatly interfere with feature discrimination. These two drawbacks also have been commonly referred and addressed in single-stage object detection [15] and bottom-up human pose estimation [16].

To alleviate the shortcomings of two-stage multi-person HBOE methods, we propose a single-stage YOLOv5 [17] based method for tackling the multi-person HBOE problem. Inspired by multi-task learning frameworks [18, 19, 20, 21], our method can jointly detect person and estimate body orientation. Specifically, we design a unified embedding including information of both bounding box and direction angle suitable for each anchor channel prediction, and selectively optimize body orientation using proposals with high probability of person instances. Benefiting from the single-stage object detection network, our method has the potential to be much faster than its two-stage counterparts, and performs better in crowded scenes. It is most probably preferred in real application for its simplicity and efficiency. In experiments, to adapt training of multi-persons, we reconstructed the annotation of MEBOW by introducing full body bounding boxes and weak orientation labels. Some examples are shown in Figure 1.

Our contributions are three-folds: (1) We propose a novel single-stage framework for dealing with the multi-person HBOE task for the first time. It can realize person detection and body orientation estimation jointly. (2) We design a new generic unified embedding which extends the traditional object representation and associates the orientation angle into it. (3) Our method has achieved superior performance in reconstructed multi-person HBOE dataset MEBOW, which demonstrates its potential value in real application.

2. RELATED WORK

2.1. Human Body Orientation Estimation

As a precondition step of human body orientation estimation (HBOE), human body detection is usually accomplished as a by-product using general object detectors trained on large-scale benchmarks like COCO [13], or resolved by dedicated person detectors trained on pedestrian datasets (e.g., TUD [7] and CityPersons [22]) and human-oriented datasets (e.g., CrowdHuman [23]). The detection foundation has also progressed from the traditional hand-crafted feature-based approaches to the current deep learning-based methods including Faster R-CNN [14], FCOS [15] and YOLOv5 [17].

Similarly, previous studies [7,8,12,10] for HBOE tend to prefer feature engineering and traditional classifiers when the datasets having limited scales and coarse orientation labels. Methods [9,5] tentatively applied simple multi-layer neural networks to solve the HBOE as a classification problem. Hara et.al. [10] re-annotated the TUD dataset with continuous orientation labels for predicting fine-grained orientations. Recently, MEBOW [6] pushed deep learning-based HBOE methods forward by presenting a new large-scale challenging benchmark, and established a strong baseline model for HBOE. PedRecNet [20] was a new multi-task network that supports various pedestrian-oriented functions including the HBOE which obtained a comparable result to the state-of-the-art [6]. However, none of these methods has tried to solve the HBOE problem under multi-person scenarios. In this paper, to the best of our knowledge, we are the first to explore this problem with uncropped original frame as the input.

2.2. Multi-task Learning

Generally, multi-task learning strategies [18,19] are favored for their high efficiency and potential of exploiting synergies among correlated tasks. The HBOE task has also been associated with estimations of head pose [5,21], 3D human pose [6,20] and 3D eye gaze [3,21]. Raza et.al. [5] designed two parallel trained CNN classifiers for pedestrian head-pose and body-orientation. MEBOW [6] treated body orientation as a lower-cost supervision source for assisting better 3D human pose estimation. PedRecNet [20] proposed a unified multi-task architecture for full 3D human pose and orientation estimation. GAFA [21] introduced a new 3D gaze estimation method and dataset leveraging the intrinsic gaze, head, and body coordination of people. Again, the input of all these multi-task studies is an RGB cropped bounding box image of a human. Different from them, the approach we proposed for joint body detection and orientation estimation will remedy Section 1 mentioned inherent deficiencies of existing HBOE methods that take cropped single person as the input.
3. OUR APPROACH

We adopt the single-stage YOLOv5 [17], which can simultaneously classify objects and regress their locations over a dense grid, as our basic detector. Figure 2 illustrates the process of our proposed joint multi-person body detection and orientation estimation (JointBDOE) method. Given an input image, we keep the data augmentation strategy (e.g., Mosaic and MixUp), and utilize the CSPDarknet53 [24] backbone and PANet [25] neck for efficient feature extraction and fusion. Then, multi-scale grid heads can predict human instances with various sizes. We have integrated body orientation into the classical object representation. After applying non-maximum suppression (NMS) on these predictions, we finally obtain both location and orientation of all bodies.

3.1. Unified Embedding

Generally, we consider the unified embedding to be an extension of the conventional object representation that additionally includes attributes associated with the object. In this way, we can learn multiple related tasks with minimal computational burden for sharing a single network head.

Here, we suppose the output group of one anchor channel in $i$-th image grid cell with $s \in \{8, 16, 32, 64\}$ times size reduction is $H_i^s$. In YOLOv5, the anchor channel number $N_a$ of each head is fixed to 3. For one particular anchor channel prediction $H_{i,a}^s$, its representation can be written as $(\hat{p}, \hat{t}, \hat{c})$. It includes the objectness $\hat{p}$ indicating probability of an object existence, localization offset $\hat{t} = (\hat{x}, \hat{y}, \hat{w}, \hat{h})$ for bounding box, and classification scores $\hat{c} = (\hat{c}_1, \ldots, \hat{c}_k)$. For our HBOE task, the $\hat{p}$ is typically for the human instance. The object class has only one type ($k = 1$). Furthermore, we extend $H_{i,a}^s$ with one more property $\hat{o}$ denoting body orientation.

Now, we obtain a unified embedding $\hat{e} = (\hat{p}, \hat{x}, \hat{y}, \hat{w}, \hat{h}, \hat{c}, \hat{o})$ containing all properties of body (refer Figure 2). Obviously, this unified embedding can be easily evolved to other similar tasks, like encoding Euler angles of eye gaze and head pose.

3.2. Body Orientation Training

Human body orientation is defined as one continuous angle $\theta \in [0, 360]$. In our embedding $\hat{e}$, we normalize $o$ into $[0, 1]$ for fitting the sigmoid output after each prediction head. During training, we adopt the MSE for body orientation regression. Considering the orientation covers full-range view, we reform a wrapped MSE loss for more reasonable supervision:

$$L_{ori} = \frac{1}{n} \sum_{i=1}^{n} \min(\|\hat{o}_i - o_i\|_2, \|1 - |\hat{o}_i - o_i|\|_2)$$

(1)

where $\hat{o}_i$ is the estimated result from $i$-th multi-scale head, and $o_i$ is the corresponding ground-truth. The $n$ is 4 here.

Although the human body orientation is self-explanatory from the image, we declare that there are two potential troubles: 1) Some severely occluded, highly truncated, or tiny human instances are hard to determine. 2) Dense anchor channel predictions may contain many areas with partial human body or none. Figure 3 gives an illustration. These special samples have limited or no effect on the supervised learning of body orientation. Thus, we utilize a tolerance threshold $\tau$ to filter out unfavorable $\hat{o}_i$ in each embedding.

$$L'_{ori} = \sum_s \phi(\hat{p} > \tau) \min(\|\hat{\phi} - o\|_2, \|1 - |\hat{\phi} - o|\|_2)$$

(2)

However, false negative hard samples should not be discarded and are necessary (refer Bottom of Figure 1). We obtain a suitable value for the hyper-parameter $\tau$ by ablation studies.

3.3. Multi-task Loss Optimization

For body detection training, we follow the original object detection loss design for objectness and localization:

$$L_{obj} = 1/n \sum_{i=1}^{n} BCE(\hat{p}, p \cdot \text{CloU}(\hat{t}_i, t_i))$$

(3)

$$L_{box} = 1/n \sum_{i=1}^{n} [1 - \text{CloU}(\hat{t}_i, t_i)]$$

(4)

where BCE is the binary cross-entropy, CloU means the complete intersection over union. The body objectness $p = 1$ is multiplied by the IoU score to promote concentrated anchor channel predictions. And $p = 0$ means no target human body. We do not need the classification loss $L_{cls}$ for the $\hat{c}$ is meaningless in our HBOE task. The total loss $L$ is a weighted summation of all three loss components:

$$L = \alpha L_{obj} + \beta L_{box} + \lambda L'_{ori}$$

(5)

where we set weights $\alpha = 0.7$ and $\beta = 0.05$ as in YOLOv5. Then, the optimal value of $\lambda$ for orientation regression loss weight is explored by ablation studies.

4. EXPERIMENTS

4.1. Implementation Details

Reconstructed MEBOW. The MEBOW dataset has labeled 54,007 images, out of which 51,836 images (127,844 human
instances) are for training and 2,171 images (5,536 human instances) are for testing. We keep these images and restore challenging human instances that originally given by COCO [13], and the corresponding body orientation is given by the method in MEBOW as a weak label. Finally, we have 216,853 and 9,059 instances for training and testing, respectively.

**Metrics.** Following [6, 20], we report the mean absolute error (MAE) and Acc.-$X^\circ$ ($X \in \{5, 15, 30\}$) of body orientation estimation results. As for the joint body detection task, we report the AP$^{0.5}$ and Recall results as a reference.

**Training.** We use YOLOv5s, YOLOv5m and YOLOv5l as our backbones, and follow their basic training settings in [17]. On our reconstructed MEBOW dataset, the max epoch is set to 500. The input images are resized and padded to $1024 \times 1024$, keeping the original aspect ratio. Training parameters $\tau$ and $\lambda$ are manually tuned by experiments.

### 4.2. Evaluation on Datasets

**Ablation Studies.** For simplicity, we used YOLOv5s to train 300 epochs, and the last model to test for finding optimal parameters. In Table 1, we temporarily set $\lambda$ to 0.1 and selected threshold $\tau$ from 0.0 to 0.5 with a step 0.1. The lowest MAE is obtained when $\tau$ is 0.2, which indicates an appropriate filtering of hard samples is vital. Then, we fixed $\tau$ and chose the loss weight $\lambda$ for $L_{ori}$ from $\{0.02, 0.05, 0.10, 0.15\}$. When $\lambda$ is 0.05, we got a better trade-off between body detection and orientation estimation.

**Comparison.** Finally, we quantitatively and qualitatively demonstrate the impressive results achieved by our proposed method. As shown in Table 2, our method trained on reconstructed MEBOW (no mark†) achieved high AP$^{0.5}$ and Recall of body detection and reasonable body orientation accuracy. For a fair comparison, we also evaluated our models on the original MEBOW discarding many challenging instances (with mark†). The model using YOLOv5l† obtained approximate MAE and accuracy results with MEBOW [6] and PedRecNet [20] which are elaborately designed and firmly dedicated to the single HBOE task. Thus, considering that our method is weakly supervised learning based and trained on the whole original image toward multi-persons, such results with relative disparity are comparable.

### 5. CONCLUSIONS

In this paper, we propose a novel single-stage joint human body detection and orientation estimation method for multi-person scenes. In order to share the features extracted by body detection, we subtly expand the object representation and design a unified embedding including the body orientation attribute. Observing that not all anchor channel predictions contribute orientation regression consistently, we filter out undesired samples in its loss. Finally, our method performs well on the reconstructed MEBOW dataset for the multi-person HBOE task. Moreover, the near real-time efficiency of our model is not affected by the number of people in the image.
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