Learning Deterministic Finite Automata Decompositions from Examples and Demonstrations
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Abstract—The identification of a deterministic finite automaton (DFA) from labeled examples is a well-studied problem in the literature; however, prior work focuses on the identification of monolithic DFAs. Although monolithic DFAs provide accurate descriptions of systems’ behavior, they lack simplicity and interpretability; moreover, they fail to capture sub-tasks realized by the system and introduce inductive biases away from the inherent decomposition of the overall task. In this paper, we present an algorithm for learning conjunctions of DFAs from labeled examples. Our approach extends an existing SAT-based method to systematically enumerate Pareto-optimal candidate solutions. We highlight the utility of our approach by integrating it with a state-of-the-art algorithm for learning DFAs from demonstrations. Our experiments show that the algorithm learns sub-tasks realized by the labeled examples, and it is scalable in the domains of interest.

I. INTRODUCTION

Grammatical inference is a mature and well-studied field with many application domains ranging from machine learning to computational biology [1]. The identification of a minimum size deterministic finite automaton (DFA) from labeled examples is one of the most well-investigated problems in this field. Furthermore, with the increase in computational power in recent years, the problem can be solved efficiently by various tools available in the literature (e.g., [2], [3]).

Existing work on DFA identification primarily focuses on the monolithic case, i.e., learning a single DFA from examples. Although such DFAs capture a language consistent with the examples, they may lack simplicity and interpretability. Furthermore, complex tasks often decompose into independent sub-tasks. However, monolithic DFA identification fails to capture the natural decomposition of the system behavior, introducing an inductive bias away from the inherent decomposition of the overall task. In this paper, we present an algorithm for learning DFA decompositions from examples by reducing the problem to graph coloring in SAT and a Pareto-optimal solution search over candidate solutions. A DFA decomposition is a set of DFAs such that the intersection of their languages is the language of the system, which implicitly defines a conjunction of simpler specifications realized by the overall system. We present an algorithm of our algorithm to a state-of-the-art method for learning task specifications from unlabeled demonstrations [4] to showcase a domain of interest for DFA decompositions.

Related Work. Existing work considers the problem of minimal DFA identification from labeled examples [1]. It is shown that the DFA identification problem with a given upper bound on the number of states is an NP-complete problem [5]. Another work shows that this problem cannot be efficiently approximated [6]. Fortunately, practical methods exist in the literature. A common approach is to apply the evidence driven state-merging algorithm [7], [8], [9], which is a greedy algorithm that aims to find a good local optimum. Other works for learning DFAs use evolutionary computation [10], [11], later improved by multi-start random hill climbing [12].

A different approach to the monolithic DFA identification is to leverage highly-optimized modern SAT solvers by encoding the problem in SAT [13]. In follow up works, several symmetry breaking predicates are proposed for the SAT encoding to reduce the search space [3], [14], [15], [16]. However, to the best of our knowledge, no work considers directly learning DFA decompositions from examples and demonstrations.

This work also relates to the problem of decomposing a known automaton. Ashar et al. [17] explore computing cascade and general decomposition of finite state machines. The Krohn–Rhodes theorem [18] reduces a finite automaton into a cascade of irreducible automata. Kupferman & Mosheiff [19] present various complexity results for DFA decomposability.

Finally, the problem of learning objectives from demonstrations of an expert dates back to the problem of Inverse Optimal Control [20] and, more recently in the artificial intelligence community, the problem of Inverse Reinforcement Learning (IRL) [21]. The goal in IRL is to recover the unknown reward function that an expert agent is trying to maximize based on observations of that expert. Recently, several works have considered a version of the IRL problem in which the expert agent is trying to maximize the satisfaction of a Boolean task specification [22], [23], [4]. However, no work considers learning decompositions of specifications from demonstrations.

II. PROBLEM FORMULATION

Let $\mathcal{D}$ denote the set of DFAs over some fixed alphabet $\Sigma$. An $(m_1, \ldots, m_n)$-DFA decomposition is a tuple of $n$ DFAs $(A_1, \ldots, A_n) \in \mathcal{D}^n$ where $A_i$ has $m_i$ states and $m = \sum_{i=1}^{n} m_i$.
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m_1 \leq m_2 \leq \cdots \leq m_n$. We associate a partial order \(\prec\) on DFA decompositions using the standard product order on the number of states. That is, \((A'_1, \ldots, A'_n) \prec (A_1, \ldots, A_n)\) if \(m'_i \leq m_i\) for all \(i \in [n]\) and \(m'_j < m_j\) for some \(j \in [n]\). In this case, we say \((A'_1, \ldots, A'_n)\) dominates \((A_1, \ldots, A_n)\). A DFA decomposition \((A_1, \ldots, A_n)\) accepts a string \(w\) iff all \(A_i\) accept \(w\). A string that is not accepted is rejected. The language of a decomposition, \(\mathcal{L}(A_1, \ldots, A_n)\), is the set of accepting strings, i.e., the intersection of all DFA languages.

In order to bias towards “simpler” solutions, we further extend the partial order \(\prec\) over equally sized (i.e., if \(m'_i = m_i\) for all \(i \in [n]\)) decompositions by letting \((A'_1, \ldots, A'_n) \prec (A_1, \ldots, A_n)\) if \((A'_1, \ldots, A'_n)\) has fewer total non-stuttering edges than \((A_1, \ldots, A_n)\).

We study the problem of finding a DFA decomposition from a set of positive and negative labeled examples such that the decomposition accepts the positive examples and rejects the negative examples. We start by formally defining the DFA decomposition identification problem (DFA-DIP), and then presenting an overview of the proposed approach.

The Deterministic Finite Automaton Decomposition Identification Problem (DFA-DIP). Given positive examples, \(D_+\) and negative examples, \(D_-\), and a natural number \(n \in \mathbb{N}\), find a \((m_1, \ldots, m_n)\)-DFA decomposition \((A_1, \ldots, A_n)\) satisfying the following conditions.

\(\text{(C1) The decomposition is consistent with } (D_+, D_-):\)
\[
D_+ \subseteq \mathcal{L}(A_1, A_2, \ldots, A_n),
\]
\[
D_- \subseteq \Sigma^* \setminus \mathcal{L}(A_1, A_2, \ldots, A_n).
\]

\(\text{(C2) There does not exist a DFA decomposition that dominates } (A_1, \ldots, A_n) \text{ and satisfies (C1).}\)

We refer to the set of DFA decompositions that solve an instance of DFA-DIP as the Pareto-optimal frontier of solutions. Note that for \(n = 1\), DFA-DIP reduces to monolithic DFA identification. We propose finding the set of DFA decompositions that solve DFA-DIP by reduction to graph coloring in SAT and a breadth first search in solution space. Specifically, we extend the existing work on SAT-based monolithic DFA identification [13], [15] to finding \(n\) DFAs with \(m_1, \ldots, m_n\) states and \(q\) non-stuttering edges such that the intersection of their languages is consistent with the given examples. On top of this SAT-based approach, we develop a search strategy over the numbers of states and edges passed to the SAT solver as these values are not known a priori.

III. LEARNING DFAS FROM EXAMPLES

In this section, we present the proposed approach. We start with the SAT encoding of the DFA decomposition problem and continue with the Pareto frontier search in the solution space. We then showcase an example of learning conjunctions of DFAs from labeled examples. Finally, we present experimental results and evaluate the scalability of our method.

A. Encoding DFA-DIP in SAT

We extend the SAT encoding for monolithic DFA identification presented in [13], [15], which solves a graph coloring problem, to finding \(n\) DFAs with \(m_1, m_2, \ldots, m_n\) states. The extension relies on the observation that for conjunctions of DFAs, we need to enforce that a positive example must be accepted by all DFAs, and a negative example must be rejected by at least one of the DFAs. Due to space limitations, we only present the modified clauses of the encoding, and invite reader to Appendix A of the extended version of the paper [25] for further details.

The encoding works on an augmented prefix tree acceptor (APTA), a tree-shaped automaton with nodes corresponding to prefixes and edges to appending letters, constructed from given examples, which has paths for each example leading to accepting or rejecting states based on the example’s label; therefore, an APTA defines \(D_+\) and \(D_-\) which then constrains the accepting states, rejecting states, and the transition function of the unknown DFAs. For each DFA, \(A_i\), the encoding will associate the APTA states with one of the \(m_i\) colors for DFA \(A_i\), subject to the constraints imposed by \(D_+\) and \(D_-\) APTA states with the same (DFA-indexed) color will be the same state in the corresponding DFA. We refer to states of an APTA as \(V\), its accepting states as \(V_+\), and its rejecting states as \(V_-\). Given \(n\) for the number of DFAs, \(m_1, \ldots, m_n\) for the number of states of DFAs, and \(q\) for the number of non-stuttering edges, the SAT encoding uses three types of variables:

1. color variables \(x^k_{v,i} \equiv 1\) \((k \in [n]; v \in V; i \in [m_k])\) iff APTA state \(v\) has color \(i\) in DFA \(k\),
2. parent relation variables \(y^k_{l,i,j} \equiv 1\) \((k \in [n]; l \in \Sigma, \text{where } \Sigma\text{ is the alphabet}; i, j \in [m_k])\) iff DFA \(k\) transitions with symbol \(l\) from state \(i\) to state \(j\), and
3. accepting color variables \(z^k_i \equiv 1\) \((k \in [n]; i \in [m_k])\) iff state \(i\) of DFA \(k\) is an accepting state.

The encoding for the monolithic DFA identification also uses the same variable types; however, in our encoding, we also index variables over \(n\) DFAs instead of a single DFA. With this extension, one can trivially instantiate the encoding presented in [13], [15]. Below, we list the new rules we define for our problem. For the complete list of rules, see Appendix A of the extended version of the paper [25].

(R1) A negative example must be rejected by at least one DFA:

\[
\bigwedge_{v \in V_-} \bigvee_{k \in [n]} \bigwedge_{i \in [m_k]} x^k_{v,i} \implies \neg z^k_i.
\]

(R2) Accepting and rejecting states of APTA cannot be merged:

\[
\bigwedge_{v_- \in V_-} \bigwedge_{v_+ \in V_+} \bigwedge_{k \in [n]} \bigwedge_{i \in [m_k]} \bigwedge_{j \in [m_k], j \neq i} \bigwedge_{l \in \Sigma} \bigwedge_{l \neq j} \bigwedge_{l \in \Sigma} (x^k_{v_-,i} \land \neg z^k_i) \implies \neg x^k_{v_+,i}.
\]

(R3) Upperbound on the number of non-stuttering edges:

\[
\sum_{k \in [n]} \sum_{l \in \Sigma} \sum_{i \in [m_k], i \neq j} y^k_{l,i,j} \leq q.
\]
Theorem 1. Given labeled examples, $n$ for the number of DFAs, $m_1, \ldots, m_n$ for the number of states of DFAs, and $q$ for the number non-stuttering edges, a solution to the above SAT encoding satisfies (C1) of DFA-DIP.

Proof: We assume that the SAT-based reduction to graph coloring for monolithic DFA identification given in [13] is correct. Next, observe that (R3) can only remove solutions and thus does not affect (C1). Constraint (R1) and (R2) replace similar constraint in the monolithic encoding given in [13]: (R1') a negative example must be rejected by the DFA:

$$\bigwedge_{v \in V_-} \bigwedge_{i \in [m_k]} x_{v,i} \implies \neg z_i,$$

(R2') accepting and rejecting states of the APTA cannot be merged:

$$\bigwedge_{v \in V_- \cup V_+} \bigwedge_{i \in [m_k]} x_{v,i} \implies \neg x_{v',i}.$$

In the monolithic DFA case, there is only a single DFA so for ease of notation, we drop the index $k$. First notice that constraints (R1') and (R2') have no bearing on whether the DFA accepts each positive example. Therefore, our encoding automatically requires that each DFA in the DFA decomposition accepts all of the positive examples and is not constrained to unnecessarily accept any unspecified examples.

Constraint (R1') ensures that the resulting monolithic DFA rejects every negative example by making the color of the node in the APTA associated with the negative example rejecting. Constraint (R1) replaces this and ensures that at least one of the DFAs in the DFA decomposition rejects a negative example by making the color of the node in the APTA associated with the negative example rejecting in at least one of the $n$ DFAs in the decomposition. Thus, the language intersection of the resulting decomposition correctly rejects negative examples.

Constraint (R2') ensures that all pairs of rejecting and accepting nodes of the APTA cannot be assigned the same color (i.e., merged) in the resulting DFAs. Constraint (R2), which replaces (R2'), ensures that for each DFA in the decomposition, the pair $(x^k_{v',i}, x^k_{v',i})$ of accepting and rejecting nodes of the APTA cannot be assigned the same color only if DFA $k$ is rejecting the negative example associated with $x^k_{v',i}$ (which is handled by constraint (R1)). This allows all but one DFA in the DFA decomposition to accept negative examples. Therefore, the language of the decomposition is not constrained to reject any unspecified examples.

Algorithm 1 Pareto frontier enumeration algorithm.

Require: Positive $D_+$ and negative $D_-$ labeled examples and positive integer $n$.

1: $(P^*, Q) \leftarrow \{1, \ldots, 1\}$ \Comment{Initial Pareto front and queue.}

2: while $Q \neq \emptyset$ do

3: $m \leftarrow Q.dequeue()$

4: if $\exists \hat{m} \in P^*$ s.t. $\hat{m} < m$ then

5: SAT, $A \leftarrow \text{SOLVE}(n, m, D_+, D_-)$ \Comment{Omits (R3).}

6: if SAT then

7: $P^* = P^* \cup A$ \Comment{Add to the Pareto frontier.}

8: else

9: for $k = 1, \ldots, n$ do

10: $(m', m'_k) \leftarrow (m, m'_k + 1)$

11: if ordered$(m')$ then $Q.enqueue(m')$

12: return minimize_stutter$(P^*)$ \Comment{Binary search using (R3).}

B. Pareto Frontier Search

The SAT encoding detailed in section III-A produces a DFA decomposition that satisfies (C1), but not necessarily (C2). In this section, we provide the details of the Pareto frontier enumeration algorithm that uses the SAT encoding as an inner loop to find a DFA decomposition that solves DFA-DIP.

Our proposed Pareto frontier enumeration algorithm is a breadth first search (BFS) over DFA decomposition size tuples that skips tuples that are dominated by an existing solution. This BFS is over a directed acyclic graph $G = (V, E)$ formed in the following way. There is a vertex in the graph for every ordered tuple of states sizes. There is an edge from $(m_1, m_2, \ldots, m_n)$ to $(m'_1, m'_2, \ldots, m'_n)$ if there exists some $j \in [n]$ such that:

$$m'_i = \begin{cases} m_i + 1 & \text{if } i = j; \\ m_i & \text{otherwise.} \end{cases}$$

A size tuple $(m_1, \ldots, m_n)$ is a sink, i.e., the search does not continue past this vertex, if there exists a $(m_1, \ldots, m_n)$-decomposition that solves DFA-DIP or the size tuple is dominated by a previously traversed solution. In the prior case, the associated DFA decomposition is also returned as a solution on the Pareto-optimal frontier. The BFS starts from $m_1 = m_2 = \cdots = m_n = 1$, and performs the search as explained. Algorithm 1 presents the details of the BFS performed in the solution space for finding the Pareto frontier.

After finding a minimal number of states $m_1, m_2, \ldots, m_n$ that solve the problem, there still might exist multiple DFA decompositions of that size that solve (C1). These ties are broken in favor of DFA decompositions that have the fewest total non-stuttering edges, $q$. For each minimal dfa this is done by a binary search over $q$ and denoted: minimize_stutter$(\bullet)$.

Theorem 2. Algorithm 1 is sound and complete; it outputs the full Pareto-optimal frontier of solutions without returning any dominated solutions, therefore satisfying (C2) of DFA-DIP.

Proof: See the extended version of the paper [25].
C. Example: Learning Partially-Ordered Tasks

We continue with a toy example showcasing the capabilities of the proposed approach. Later, we use the same class of decompositions to evaluate the scalability of our algorithm. Inspired from the multi-task reinforcement learning literature [26], our example focuses on partially-ordered temporal tasks executed in parallel. Specifically, consider a case where an agent is performing two ordering tasks in parallel: (i) observe before and (ii) observe before . A positive example of such behavior is simply any sequence of observations ensuring both of the given orderings, e.g. , and a negative example is any sequence that fails to satisfy both orderings, e.g. .

We generate such positive and negative examples and feed them to our algorithm. Figure 2 presents the learned DFAs recognizing ordering sub-tasks of the example. The intersection of their languages is consistent with the given observations, and their conjunction is the overall task realized by the system generating the traces. The monolithic DFA recognizing the same language has nine states, and is more complicated (see Figure 4 in Appendix C of the extended version of the paper [25]).

D. Experimental Evaluation

We evaluate the scalability of our algorithm through experiments with changing sizes of partially-ordered tasks introduced in Section III-C. In our evaluation, we aim to answer two questions: (Q1) “How does solving time scale with the number of ordering tasks?”, and (Q2) “How does solving time scale with the number of labeled examples?”. We implement our algorithm in Python with PySAT [27], and we use Glucose4 [28] as the SAT solver. Our baseline is an implementation of the monolithic DFA identification encoding from [13], [15] with the same software as our implementation.

Experiments are performed on a Quad-Core Intel i7 processor clocked at 2.3 GHz and a 32 GB main memory.

To evaluate the scalability, we randomly generate positive and negative examples with varying problem sizes. For (Q1), we generate 10 (half of which are positive and half of which are negative) partially-ordered task examples with (i) 2 symbols, and (ii) 4 symbols, and we vary the number of DFAs from 2 to 12. For (Q2), we generate 10 to 20 partially-ordered task examples with (i) 2 symbols and 4 DFAs, and (ii) 4 symbols and 2 DFAs. Half of these examples are positive and the other half is negative. Since the examples are generated randomly, we run the experiments for 10 different random seeds and report the average. We set the timeout limit to 10 minutes, and stop when our algorithm timeouts for all random seeds.

Figure 1a presents the experiment results answering (Q1), where we vary the number of DFAs implied by the given examples. For partially-ordered tasks with 2 symbols, green solid line is the (monolithic DFA) baseline and the blue solid is our algorithm. Similarly, for partially-ordered tasks with 4 symbols, pink dashed line is the baseline and the red dashed line is our algorithm. Figure 1b presents the experiment results answering (Q2), where we vary the number of examples. For partially-ordered tasks with 2 symbols and 4 DFAs, green solid line is the baseline and the blue solid is our algorithm; for partially-ordered tasks with 4 symbols and 2 DFAs, pink dashed line is the baseline and the red dashed line is our algorithm. As expected, the baseline scales better than our algorithm as we also search for the Pareto frontier and solve an inherently harder problem. Notice that given 10 examples, our algorithm is able to scale up to 11 DFAs for tasks with 2 symbols, and 8 DFAs for tasks with 4 symbols; for 2 symbols and 4 DFAs, it is able to scale up to 60 examples, and for 4 symbols and 2 DFAs, it is able to scale up to 190 examples. As we demonstrate in the next section, these limits for scalability are practically useful in certain domains.

IV. LEARNING DFAS FROM DEMONSTRATIONS

Next, we show how our algorithm can be incorporated into Demonstration Informed Specification Search (DISS) - a framework for learning languages from expert demonstra-
A stochastic grid world environment with expert demonstrations of an agent trying to accomplish a task.

Positive
Negative

(c) Go to.
(d) Avoid.
(e) After, go to before.
(f) Monolithic DFA for the example presented in Section IV.

Fig. 3. Figure 3a shows the stochastic grid world environment. Figure 3b shows the positive and negative examples of the expert’s behavior conjectured by DISS and Figures 3c to 3e showcases the associated DFA decomposition identified by our algorithm. Figure 3f shows the monolithic DFA learned in [4].

For our purposes a demonstration is an unlabeled path through a workspace that maps to a string and is biased towards being accepting by some unknown language. For example, we ran our implementation of DISS using demonstrations produced by an expert attempting to accomplish a task in a stochastic grid world environment, the same example used in [4] and shown in Figure 3a. At each step, the agent can move in any of the four cardinal directions, but because of wind blowing from the north to the south, with some probability, the agent will transition to the space south of it in spite of its chosen action. Two demonstrations of the task “Reach while avoiding.” If it ever touches, it must then touch before reaching.” are shown in Figure 3a.

In order to efficiently search for tasks, DISS reduces the learning from demonstrations problem into a series of identification problems to be solved by a black-box identification algorithm. The goal of DISS is to find a task that minimizes the joint description length, called the energy, of the task and the demonstrations assuming the agent were performing said task. The energy is measured in bits to encode an object.

Below, we reproduce the results from [4], but using our algorithm as the task identifier rather than the monolithic DFA identifier provided. The use of DFA decompositions biases DISS to conjecture concepts that are simpler to express in terms of a DFA decomposition. To define the description length of DFA decompositions, we adapt the DFA encoding used in [4] by expressing a decomposition as the concatenation of the encodings of the individual DFAs. To remove unnecessary redundancy two optimizations were performed. First common headers, e.g. indicating the alphabet size, were combined. Second, as the DFAs in a decomposition are ordered by size, we expressed changes in size rather than absolute size, see Appendix B in the extended version of the paper [25] for details.

To allow exploring more decompositions, with some probability, the number of DFAs in the decomposition was randomly incremented or decremented during identification.

A. Experimental Evaluation

In Figures 3c to 3e we present the learned DFA decomposition along with the corresponding Figure 3b labeled examples conjectured by DISS to explain the expert behavior. Importantly, this decomposition exactly captures the demonstrated task. We note that this is in contrast to the DFA learned in [4], shown in Figure 3f, which allows visiting after visiting. Further, we remark that the time required to learn the monolithic and decomposed DFAs was comparable. In particular, the number of labeled examples was less than 60 and as with the monolithic baseline, most of the time is not spent in task identification, but instead conjecturing the labeled examples. As we saw with in Section III-D, this number of examples is easily handled by our SAT-based identification algorithm. Finally, the number of labeled examples that needed to be conjectured to find low energy tasks was similar for both implementations (see Figures 5 and 6 in Appendix C of the extended version of the paper [25]). Thus, our variant of DISS performed similar to the monolithic variant, while finding DFAs that exactly represented the task.

V. Conclusion

To the best of our knowledge, this work presents the first approach for solving DFA-DIP. Our algorithm works by reducing the problem to a Pareto-optimal search of the space of the number of states in a DFA decomposition with a SAT call in the inner loop. The SAT-based encoding is based on an efficient reduction to graph coloring. We demonstrated the scalability of our algorithm on a class of problems inspired by the multi-task reinforcement learning literature and show that the additional computational cost for identifying DFA decompositions over monolithic DFAs is not prohibitive. Finally, we showed how identifying DFA decompositions can provide a useful inductive bias while learning from demonstrations.
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