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SUMMARY
Agent-based models (ABMs) are a natural platform for capturing the multiple time and spatial scales in biological processes. However, these models are computationally expensive, especially when including molecular-level effects. The traditional approach to simulating this type of multiscale ABM is to solve a system of ordinary differential equations for the molecular events per cell. This significantly adds to the computational cost of simulations as the number of agents grows, which contributes to many ABMs being limited to around $10^5$ cells. We propose an approach that requires the same computational time independent of the number of agents. This speeds up the entire simulation by orders of magnitude, allowing for more thorough explorations of ABMs with even larger numbers of agents. We use two systems to show that the new method strongly agrees with the traditionally used approach. This computational strategy can be applied to a wide range of biological investigations.

INTRODUCTION
Living systems are intrinsically multiscale - biological components are tethered together in interconnected labyrinths that are dynamically changing in time and space (Dhurjati and Mahadevan, 2008). Multiscale mathematical models have been used as a conceptual framework to study such systems where, for example, biological components participate in an ongoing dialogue consisting of sending, receiving, and interpreting an elaborate set of molecular signals (Meier-Schellersheim et al., 2009). Of the variety of multiscale mathematical modeling approaches that exist, agent-based models (ABMs) have emerged as a powerful tool in both basic biology (Holcombe et al., 2012) and translational systems biology (An et al., 2009), which is a field that combines laboratory, clinical, and computational methods to develop effective strategies for controlling biological processes related to human health and translating these findings for rapid clinical application (Vodovotz and An, 2014).

An ABM describes populations as individuals or agents, each with its own set of properties and behaviors. In this way, these models are well-suited to capture the connectivity and heterogeneity in biological systems. The traditional method for incorporating the molecular level details of cell signaling and targeted therapeutics into ABMs involves solving systems of ordinary differential equations (ODEs) locally at each spatial location where a cell resides (Ghaffarizadeh et al., 2016; Wang et al., 2009; Cilfone et al., 2015). We will refer to this commonly used approach as the local method. As the number of cells increases, solving a system of ODEs for each agent significantly increases the computational costs and becomes prohibitive when simulating upwards of $10^5$ cells (Cilfone et al., 2015). However, even just one cubic centimeter of tissue will contain more than $10^8$ cells (Del Monte, 2009). To accurately capture biological processes at this scale in mathematical models will thus require the development of new theoretical and computational frameworks. To reduce the computational time and expense associated with the currently used local method described above, we introduce and validate a faster approach that we will refer to as the global method for simulating multiscale ABMs of interacting molecular and cellular systems (Figure 1).

We take the molecular drivers of cancer growth and targeted molecular therapeutics as our test case to explain the similarities and differences between the local and global methods and to demonstrate the advantages of our simulation strategy. Translational systems biology and systems pharmacology are two...
examples of fields where approaches that incorporate agent-based modeling have been used to both broaden our understanding of cancer biology and improve our ability to treat cancer in the clinical setting (Norton et al., 2019). For example, in cancer therapeutics, multiscale ABMs have been used to investigate the impact of combined therapies on myeloma cell growth (Ji et al., 2017), to predict the effect of receptor tyrosine kinase inhibitor therapy in brain cancer (Sun et al., 2012), to help guide the rational design of complex therapeutic interventions that target the colorectal cancer microenvironment (Kather et al., 2017), and to provide a framework for predicting treatment/biomarker combinations in different cancer types (Gong et al., 2017). These models and others like them provide strong evidence for the using ABMs to predict disease progression and guide recommendations for therapeutic interventions (Anderson and Quaranta, 2008; Yankeelov et al., 2015).

Given that ABMs have many basic science and translational applications and that the primary focus of our test case is cancer biology, we will introduce and validate the global method with two models of cancer growth and targeted therapy (Figure 2). These two models lend themselves to two different implementations of the global method that are illustrative of the flexibility and extensibility of this method. The first is a fibroblast growth factor receptor 3 (FGFR3)-mediated bladder cancer and treatment. In this system, FGFR3 is mutated on the tumor cells, resulting in constitutive signaling that confers a fitness advantage (Casadei et al., 2019). A small-molecule inhibitor (SMI) of FGFR3—a therapy that has shown promise in clinical trials (Siegel et al., 2020; Casadei et al., 2019)—is administered to suppress tumor growth. As its name suggests, an SMI has a very small size with an atomic mass on the order of 100 Da (Arkin et al., 2014). This affects certain pharmacodynamic properties of these drugs, such as diffusion rates and elimination rates (Buchwald, 2010). In the local method, we observe that the FGFR3 signaling in the presence of the SMI quickly reaches a uniform quasi-equilibrium, and thus we implement the global method by viewing the entire tumor mass as belonging to a single region that changes with the tumor.

Viewing the global method as an approximation of the local method, we test the hypothesis that the output from the local and global methods agree. In the FGFR3 system, we look at the FGFR3 signaling in both methods. As we observe that the local method shows uniform effects across all tumor cells, we implement the global method with all tumor cells in a single, uniform region. As the effect of this pathway is on the growth dynamics of the cells, we develop a metric that we refer to as the expected growth rate (EGR) or the total expected growth (TEG) when it is integrated. It is a noise-free measurement of how much a population in an ABM will grow on average, which we use to make comparisons between the methods without needing to run many simulations. We also record the wall time, which is the time in the real world that the algorithm takes to go from start to finish, to compare the speed of the two methods. We also consider the wall time spent on the constituent parts of the algorithms to determine which modules are most responsible for the computational cost. We finally look at the signal-to-noise ratio in the local method to quantify the heterogeneity of drug penetrance and activity to compare against the uniform output of the global method. We explore the sensitivity of these results to the parameter values in the Supplement to show how these results generalize to other systems.

We then apply the global method to a second system that provides a richer study of the spatial dynamics of the molecules and agents. This system looks at the interleukin-6 (IL-6)-mediated, cancer-stem-cell-driven growth of head and neck squamous cell carcinoma (HNSCC) (Herzog et al., 2021). IL-6 is a cytokine that affects many cell processes, such as proliferation and survival, and it is commonly overexpressed in most cancer types (Krishnamurthy et al., 2014; ChoudharyMoaz et al., 2016). The therapeutic strategy considered for this case is a monoclonal antibody against IL-6R, which contrasts with the SMI described above as antibodies are larger and penetrate into the tumor differently. Both of these molecules are known to enter the tumor from blood vessels and have been observed to affect tumor cells based on their proximity to these blood vessels (Krishnamurthy et al., 2010). We thus implement the global method with the natural geometry this imposes on the tumor.

In the IL-6 system, the natural geometry imposed by the location of blood vessels leads us to implement the global method with multiple regions defined by their distance from the blood vessel. We still consider the cell signaling differences between the two methods, but focus more on the spatial distributions of the molecules and of the different cell phenotypes. In particular, we focus on the distributions of their distances from the blood vessel as well as the local densities near each cell type.
RESULTS

The global method accurately and quickly reproduces the results of the local method in the FGFR3 model

The global method output matches the local method output

Our first goal is to establish the equivalence of these two methods in the FGFR3 model. We use each method 20 times to simulate a growing tumor that starts with 10,000 tumor cells and grows for 8 days, applying daily doses of anti-FGFR3 therapy starting on Day 1 and ending on Day 5, corresponding to a typical dosing schedule of FGFR3 inhibitor given only on weekdays (Hahn et al., 2017). The quantity of the dose is chosen to reflect the empirically observed concentration in systemic circulation immediately after a 75 mg/kg dose is administered to a mouse (Gruenewald et al., 2019). We use a step size of $\Delta t = 6\text{ min}$ for cell fate decisions and a step size of $\tau = 0.6\text{ min}$ in solving the local method. We choose $\Delta t$ faster than event rates to get a higher resolution on the metrics we measure. The local method time step is chosen based on the diffusion and reaction rates.

In Figure 3, we see agreement between the methods on the population dynamics of the tumor cells and the EGR. The methods also agree in terms of both the underlying inhibitor concentrations and mean strength of signal (Figure S1). Comparing all runs to their collective average, we see both methods follow similar residual distributions (Figure 3A). The inset shows the actual population dynamics.

To sift through the noise, we compare the EGR (see STAR Methods) for all runs. As the differences in tumor size between the two methods are driven by the calculation of $\phi_D$ which is then used to determine EGR, the close agreement observed in Figure 3A follows from the similarity in EGR for each simulation (Figure 3B). In fact, the differences in EGR are less than $1 \times 10^{-3} \text{ d}^{-1}$ with the maximum difference occurring immediately
Having established the equivalence of these methods in the FGFR3 model, we next look at how long each of these runs takes. The local method takes approximately 100 times longer than the global method (Figure 3E). The difference in these wall times is solely attributable to how the two methods handle inhibitor dynamics.

The global method reduces the computational time by more than one order of magnitude

Because we are often interested in modeling more than 10,000 cells and because models tend to grow more cells throughout the simulation, we analyze how the wall time of the two methods increases with the initial number of tumor cells. We vary the initial tumor population between 50 and 50,000 cells and run the simulation for 8 days. Comparing the wall times of these simulations (Figure 3F), we see that the local method is slower than the global method by one to two orders of magnitude. To put this another
way, at the same time the local method simulated 500 tumor cells, the global method could simulate 50,000 tumor cells.

To better understand why the local method takes longer to simulate, we time the simulations at several levels of granularity: the total time for a simulation, the time to advance the whole system $\Delta t$, and the time spent solving each differential equation. We also determine the wall time spent on tasks common to both methods by computing the difference between the duration of a single update and the time spent solving all differential equations. We call these common tasks. The local method spends more than 90% of the wall time on molecular dynamics (Figure S2E) and less than 10% on common tasks (Figure S2D),
independent of the size of the tumor. For the global method, by contrast, the proportion of wall time spent on common tasks approaches 1 as the tumor size grows while the proportion spent on molecular dynamics approaches 0 (Figures S2D and S2E). This gives further evidence that the difference in wall times between these two methods will only grow as the number of cells gets larger. This is because all of the growth in the global method’s wall time is attributable to common tasks, which make up less than 10% of the growth in wall time effort for the local method.

We further isolate the time spent solving ODEs for each, that is, excluding the diffusion PDE in the local method. We see that across all tumor sizes, a large proportion of time is spent on solving ODEs and that this proportion grows with the tumor size as the tumor size increases in the local method, this part grows toward taking up all 87% of the wall time spent on molecular dynamics (Figure 3G). This indicates that the primary driver of the increased wall time for the local method is solving the set of ODEs, one for each tumor cell. By contrast, the global method spends relatively little time-solving ODEs and less so as the tumor grows.

Variability in the local method is predictable but inconsequential

To understand how the intercellular variability in cell signaling as determined in the local method could lead to differences between the two methods, we look at the level of noise in the local method. In understanding the noise, we use the signal-to-noise ratio (SNR), which we define here as the ratio of the mean (signal) to the SD(noise) of the $\phi_D$ values for all the cells used for cell fate decisions in a single update step. In Figure 4A, we plot this curve on the same axes as the actual $\phi_D$ values with the SNR values given on the right in the log scale. We restrict the time domain over which we plotted the SNR to $\frac{1}{2}$ of the tumor growth to bring into focus the fluctuations in SNR when the drug is in the system. These values are all at least 50 and can grow upwards of $10^4$ during the daily administration of the drug. This indicates that the SD of the $\phi_D$ values is at most 4%, and as little as 0.01%, of their mean value.
The pattern of the SNR is also informative of drug penetrance and activity in the tumor microenvironment (TME) over the course of one treatment. As expected, the SNR drops immediately and precipitously on dose administration only to quickly rise back to $10^2$ within 1 h. After 1.5 h, a similar pattern occurs with a smaller drop and slower rise. These are the results of known phases in drug delivery into a TME (Thurber et al., 2008) and we lay these out in Figure 4B by plotting all SNR values against the time after the previous therapy, discarding those that occurred before therapy or more than one day after therapy. The first phase is the saturation of the tumor with the drug where cells located at the leading edge of the tumor initially have increased access to the drug owing to neighboring lattice points being unoccupied and thus not taking up any of the drugs. These cells, eventually, saturate and the drug can more freely diffuse from outside the tumor into the center restoring a large SNR. However, the drug in the systemic circulation is being rapidly cleared during this time and is, eventually, unable to continue to supply the TME with adequate levels of drug to maintain the saturation of the tumor cells. At this time, the balance shifts with the center of the tumor holding more drug (much of it bound to surface-bound FGFR3) and the cells on the leading edge find their unoccupied neighbors losing drug more rapidly as there are no cells to keep it bound up. Thus, the second phase begins and continues through the elimination of the drug in circulation and in the TME. The heatmaps in Figures 4C and 4D highlight this effect by showing the concentration of free inhibitor within the TME during each of these phases.

This leaves the question of when the largest impact of noise can occur. That is, we want to know not only when the SNR is high, but when the corresponding signal is also high. To re-frame this: high relative levels of noise are insufficient to determine if there will be a large impact on our simulations because, at low levels of signal, relatively high levels of noise would nonetheless have small effects on cell fate decisions. This is owing to the functional forms which link the intracellular signaling with cell fate decisions being approximately linear. Thus, the SD alone indicates how much the noise would affect cell fate decisions and tumor growth. In Figure S3, we see that the SD peaks around 20 min and 10 h after therapy.

**The global method is robust to changes in parameters**

A key question that remains is how the parameters governing our current model might be affecting the results here and thus, whether this technique can be extended to other models that consider different drugs, different tissues, and different molecular targets. In particular, we are studying an SMI in the FGFR3 model, which implies certain ranges for parameters governing distribution and diffusion that are qualitatively different from those governing, for example, antibodies (Jain and Stylianopoulos, 2010; Thurber et al., 2008). Similarly, the reaction rates of these drugs with their intended targets can vary across many orders of magnitude (Tassa et al., 2010), which will dictate how quickly free molecules of the drug are bound up and how much remains free to diffuse throughout the microenvironment (Thurber et al., 2008).

We consider two groups of three kinetic parameters each and sample each parameter over three orders of magnitude with a Latin hypercube. These two groups are pharmacokinetic parameters and reaction rate parameters. We show that the largest difference in EGR between the two methods is 0.003 days$^{-1}$ (Figure S5F) and $3\times10^{-3}$ d$^{-1}$ (Figure S10F), respectively. Over an eight day simulation, this results in at most a 0.3% difference in expected tumor size for both sets (Figures S4B). The SNR is high throughout the simulation for most parameter values and follows similar temporal patterns as observed in Figure 4B (Figures S4D and S6D). See Figures S4–S11 for all these results.

In addition, we consider how the method performs when we vary the vascular assumptions and consider the case that the drug is an antibody. Results for these are shown in Figures S12–S14.

**The global method preserves spatial information in the IL-6 model**

Where the global method implementation for the FGFR3 model uses dynamic regions and has a single agent phenotype, the implementation in the IL-6 model takes advantage of the natural geometry imposed by the location of the blood vessels to define static regions. The model also has three cell phenotypes. We thus use this model to further explore the validity of the global method by focusing on the spatial arrangement of agents and the penetrance of the substrates into the microenvironment. We simulate two cohorts of tumors: one without all-6R and one with all-6R. Both cohorts consist of 20 runs with each of the local and global methods, censoring after 50 days of simulated time. All tumors are initialized with $(100, 10, 20)$ instances of (stem, progenitor, TD) cells, uniformly randomly distributed throughout a $20\times20\times20$ lattice. In these simulations, we use a step size of $\Delta t = 60$ min for cell fate decisions and a step
size of \( \tau = 0.1 \) min in solving the local method. We selected \( \Delta t \) based on the timescale for the fastest-occurring agent event, that is, movement. The local method time step was chosen based on the diffusion and reaction rates in the microenvironment. The concentrations for the two substrates are chosen empirically so that there are both discernible effects on cell fate decisions and so that there would be spatial heterogeneity. See STAR Methods for additional model details and see Table S4 for parameter values used. We remark here that the two methods produced similar growth dynamics for each agent phenotype (Figures 5A and 6A), though there is considerably more inter-simulation noise owing to fewer agents and the variability in the effects of spatial location. We also remark here that the global method takes much less time than the local method (Figures 5B and 6B) in both cohorts. The difference is around an order of magnitude and, importantly, it is clear that as the number of agents grows, the wall time spent on ODEs increases faster. This means that larger simulations will see larger differences between the wall times of the two methods.

The global method preserves substrate concentration throughout the tumor microenvironment

We first look at the substrate concentrations in the microenvironment under the two methods. As the IL-6 concentration is held constant at the blood vessel throughout the simulation, the system quickly reaches an equilibrium state with high IL-6 concentration near the blood vessel which decays to near 0 by the far...
The global method preserves agent spatial arrangement in the tumor microenvironment

We next look at the spatial arrangement of all agents by phenotype, specifically looking at the distance by type from the blood vessel. Snapshots at the end of one simulation with each method are shown for the cohort without (Figure 7A) and with (Figure 7D) aIL-6R. In the first cohort without aIL-6R, stem cells move closer to the blood vessel relative to their progenitor and TD counterparts, particularly around Day 20 in the simulation (Figure 5C). This behavior is preserved between the two methods (Figure 7B). With the introduction of aIL-6R, this difference between cell types disappears, and this, too, is preserved between the two methods (Figures 6C and 7E). We also look at the codensity (see STAR Methods) of each cell type, and find the two methods differ little on this local aspect of agent spatial arrangements (Figures 7C, 7F, S16, and S17).

DISCUSSION

Our global method makes it possible to perform vastly more agent-based modeling simulations on more realistic tumor sizes, specifically, and on larger numbers of cells in living tissues more generally. This new approach will speed up every step of the process for building, parameterizing, validating, and predicting with ABMs. The magnitude of this speedup will allow for a deeper exploration of ABMs and allow for more
robust predictions. Most agent-based mathematical/computational approaches for modeling molecular-level details in these large cellular systems can feasibly simulate no more than $10^6$ cells on a quad-core desktop workstation (Ghaffarizadeh et al., 2018). However, coordinated cellular assemblies in living tissues consist of billions of cells. Obtaining an integrated understanding of dynamic molecular and cellular processes for realistic numbers of cells requires the development of new theoretical and computational frameworks that can operate efficiently at these large scales. This is true across a broad range of fields within systems biology as just one milliliter in the human body contains the order of $10^9$ cells.

To reduce the computational time and expense associated with currently used methods, in this work we introduce and validate a faster approach for simulating multiscale ABMs of large interacting molecular and cellular systems. Such models have been used to study diseases (Bauer et al., 2009; Cilfone et al., 2013; Deisboeck et al., 2011), treatments (Hunt et al., 2013), and angiogenesis (Qutub et al., 2009). Our first test case is an ABM where molecular drivers influence cell proliferation and survival with a drug that targets these drivers. Our second test case looks at an ABM where there is additional geometric information that is incorporated in the implementation. Commonly used simulation strategies explicitly model all of the resulting signaling events individually, but at a computational cost that grows linearly with the number of cells.

Our first aim was to show that the global method accurately approximates the net effect of cell signaling by averaging over groups of cells. By comparing cell signaling, expected growth rate, molecular distributions, and proximity to blood vessels, we showed this to be the case. This work fits into the paradigm of tuneable resolution in which certain aspects of a detailed model are coarse-grained out in order to save computational resources (Cilfone et al., 2015). Tuneable resolution has been applied to replace computationally expensive differential equations with non-differential equations modules to speed up simulations while not sacrificing accuracy (Marino et al., 2011; Gong et al., 2014).

The natural critique of the global method is the lack of an intracellular signaling model for each cell that could more fully capture tissue heterogeneity. According to our results, the external signals that affect these intracellular signaling networks can be successfully approximated by locally constant (in space, not time) functions once one has some preliminary understanding of the dynamics of the system. As phenotypic variation within tissue often occurs on a discrete scale, for example, epithelial or mesenchymal (Dongre and Weinberg, 2019), stem or non-stem cells (Jilkine, 2019), activated or not (Bayani et al., 2020), the global method solves a single system of ODEs for each of these distinct phenotypes, as we did with the

![Figure 7. Global and local methods produce similar spatial arrangements of agents](image-url)

(A–F) Comparisons are made between the methods without (A–C) and with (D–F) aIL-6R. Shaded areas represent ± one SD of inter-simulation variability.

(A) Snapshots of one simulation at Day 50 in both methods using the color and shape scheme of Figure 2.

(B) Percent differences of distance to blood vessels (BV) by type computed as $|\frac{\text{Global} - \text{Local}}{\text{Local}}| \times 100\%$.

(C) Same as (B) but comparing codensity.

(D–F) Same as (A–C) but with aIL-6R.
IL-6 model. Even when a model includes phenotypic heterogeneity along a continuous spectrum, for example, protein expression (Sha et al., 2020), thresholds are often introduced to create discrete phenotypes. When the cellular variability is owing to spatial location as in the IL-6 model, the global method can divide the microenvironment into geometrically-derived regions.

Another critique is that the global method could be further simplified by a quasi-steady state assumption that would be sufficient to determine the average cell signaling and the resulting effect on cell fate decisions. If the assumption is valid for a given system, then our method will still converge on the quasi-equilibrium without much additional computation cost, certainly not relative to the rest of the cost for simulating the ABM (see Figure 3G). It is also not obvious that all intracellular signaling networks will have an easily computable quasi-equilibrium. In such cases, numerical methods would be necessary to determine equilibria, stability, and basins of attraction, which raises the computational cost of a quasi-equilibrium assumption.

In a similar vein, our chosen models may appear so simple as to be approximated by a system of ODEs, which is by far less computationally expensive even than the global method. Two points are warranted here. First, the conversion of an ABM into a system of ODEs is an active field of research (Nardini et al., 2021). Second, and more importantly, ABMs are modular while ODEs are not. Additional modules can be added to these models, requiring no additional consideration of the global method so long as there are no direct interactions with the molecular layer. For example, the addition of immune cells in the FGFR3 model does not require any changes to the global method implementation as immune cells are not known to express FGFR3.

Our second aim was to reduce the computational cost of simulating ABMs, which we did by reducing the wall time by as much as a factor of 100. That is, simulating a tumor of the size used in mouse models ($10^6$ cells) for twenty simulated days using the local method on a quad-core desktop workstation would take around four weeks; using the global method, it would take less than half a day. This moves us toward the goal of simulating at the giga-scale ($10^9$ cells) (Montagud et al., 2021). The main cause for the speedup is reducing the number of reaction ODEs that need to be solved at each step from the number of tumor cells down to either one (in the FGFR3 implementation) or a constant number (in the IL-6 implementation). This step in the local method is embarrassingly parallel, meaning that using additional computing resources such as a high-performance computing (HPC) cluster could narrow the gap between these methods. However, the stochastic nature of ABMs necessitates running hundreds, if not thousands, of simulations to understand the distribution of possible behaviors across many parameter values. Thus, while this time difference could be narrowed to a single simulation, it nonetheless shows that the global method allows for greater exploration of the model.

Having established that the global method works and works faster with our particular model systems in mind, we looked at how the method would perform in other contexts. First, in the FGFR3 model, we showed that the variability in the strength of the signaling pathway in the local method was small relative to its mean, demonstrating that the spatial location of the tumor cells has little effect on the drug-inhibited intracellular signaling. Even under different vasculature assumptions, this remained the case. Then, we showed that all these results were robust under varying model parameters that will vary with different drugs and different targets. Finally, we considered the specific case of an antibody that targeted FGFR3 in the same way as the SMI. Although there is less agreement between the two methods, the pattern of the expected growth rate shows that the global method is viable for understanding this system.

Indeed, the utility of the global method is not in comparing it with the local method. Rather, we want to be comparing the efficacy of various dosing strategies or evaluating the effects of biological parameters on tissue fate. Although our goal here was to have it agree with the local method, that was only to produce confidence that we can study biological systems using our new and faster method. Hence, even in cases where the local and global methods have relatively more variability, for example, the case of an avascular tumor treated with a monoclonal antibody, we can still use the global method to predict the effects of different parameter values and dosing schedules. This is because the global method shows qualitatively similar effects of various molecules on a tissue.

We thus expect this method to open new opportunities across basic biology and translational systems biology for deeper understanding of ABMs with more cells. Many techniques already exist in the field
for simplifying ABM simulation and analysis. Mean-field models reduce an ABM down to a system of differential equations allowing for faster simulations if not explicit mathematical analysis (Baker and Simpson, 2010; Chaplain et al., 2020). Compartment-based models (CBMs) keep the agent-based nature of ABMs while achieving speedups and/or increased numbers of cells per simulation by coarsening the lattice to house more cells in a single spatial location (Fadai et al., 2019). Other approaches have begun to use machine learning to build a neural network to handle intracellular signaling pathways (Cess and Finley, 2020). Our method adds to this in an important way by decreasing the computational cost of including cell signaling and targeted therapeutics.

While we applied the global method to a lattice-based ABM, we see no reason it cannot be extended to other types of ABMs that involve molecular-level dynamics that affect cell fate decisions. For example, an off-lattice model, such as PhysiCell (Ghaffarizadeh et al., 2018), could discretize the microenvironment into a lattice of voxels in which each lattice point could contain multiple agents. Then, in solving the differential equations governing the molecular layer, either implementation of the global method here could be used to speed up these computations. For vertex-based models or Cellular Potts Models, the need for high spatial resolution at the boundary of cells perhaps precludes the utility of the global method. However, if the purpose of such resolution is tied, for example, to cell-cell interactions and not molecular dynamics, one can connect the molecular level dynamics in a given voxel to the average across some subset of the microenvironment. We have not made attempts to test the global method in such models, but make these remarks here as suggestions for those interested in making such extensions of the method.

In the context of lattice-based models as we have looked at here, the global method does have room for improvements and future innovations. As one example, the assumption that IL-6 production by endothelial cells is constant over time can be adapted to situations where this source term varies over time (similar to anti-FGFR3 in that model) or even space (if drug concentration decreases along the length of a capillary). As another, stochastic signaling in the global method could be used to mimic the variability of cell signaling within the microenvironment. These perturbations can be derived from experiments that quantify the variability of cell signaling in a tissue both spatially and temporally. For example, if data showed that IL-6R signaling was dependent on distance from blood vessels but with quantifiable variability within regions defined by their distance from blood vessels, then the output of the global method can be perturbed to match these observations. When the effect of cell signaling is a discrete phenotypic change, the output of the global method could be used to define a probability of switching in much the same way as the machine learning approaches (Cess and Finley, 2020).

There are many other phenomena that have large effects on ABMs that could require special care to include in the global method framework. For example, insufficient access to oxygen and basic nutrients can cause dramatic changes at the cellular and tissue levels. In cancer, interstitial fluid pressure, enhanced permeability and retention, tortuous vasculature, and inhomogeneity of the extracellular matrix can all have effects on drug distribution and diffusion in ways that add heterogeneity to the microenvironment (Jain and Stylianopoulos, 2010; Shipley and Chapman, 2010; Thurber et al., 2008). Also, cellular interactions with the ECM or proximity to draining lymph nodes can also affect the system in a way that may require consideration before implementing the global method. We hope that the groundwork we have laid will provide some assurances that it would be worth the effort.

Indeed, we ourselves will be using this method to explore how best to administer a combination targeted and immunotherapy to bladder cancer with this FGFR3 mutation. In addition to using the global method for FGFR3 SMIs, we will also be using it to model the immunotherapy acting within the TME. This requires modifying the global method to include intercellular signaling. In using the global method, we significantly increase our capacity to analyze the model, test different treatment protocols, and inform clinical decisions.

**Limitations of the study**

The present study only applied the global method to two examples of ABMs, yet there are many different features of ABMs and the systems they aim to model that are not here considered. This includes biological features—such as intercellular signaling and the extracellular matrix—as well as platform features—such as off-lattice models or Cellular Potts models. It remains to be seen to what degree the success we have had here with these models can be carried over into ABMs that do have these features.
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METHOD DETAILS

We compare two methods—the local method and the global method—for updating cell signaling in a lattice-based, 3D ABM (Figure 1A). This involves solving differential equations with state variables corresponding to receptors, inhibitors, and their complexes over a time step of $\Delta t$. A standard method couples an ODE for distribution, a partial differential equation (PDE) for diffusion, and a system of ODEs per tumor cell for reaction rates (Ghaffarizadeh et al., 2016). We contrast this with a new method that combines all these into a single system of ODEs. To achieve this, we average the local state variable concentrations in a given region and solve an ODE with these to be applied globally to all cells in this region. For this reason, we call these two methods the local and the global method, respectively. Their differences are outlined in Table S1.

We first study the relationship between these two methods using an ABM of bladder cancer in which the tumor cells have acquired a mutation in the FGFR3 gene resulting in ligand-independent dimerization and thus have constitutive signaling along this pathway (Casadei et al., 2019) (Figure 2A). The tumor cells exist on a 3D lattice proliferating and undergoing apoptosis with rates of both events mediated by this FGFR3 signaling. The strength of this signal is the single means by which the two methods affect tumor growth. Additionally, we model the treatment of these tumors with an SMI of FGFR3. Details of the FGFR3 ABM are included below.

To test our method in a new setting with richer spatial dynamics, we study the relationship between these two methods in an on-lattice, 3D ABM of IL-6-mediated tumor growth. The tumor in this ABM includes a cell-lineage model in which cancer cells can undergo successive rounds of differentiation starting from a stem-like state to a non-proliferative terminally differentiated (TD) state (Nazari et al., 2018). The tumor cells in this model also exist on a 3D lattice where they proliferate, undergo apoptosis, and also can engage in random movement. The rates of apoptosis for all cell types as well the self-renewal rate of cancer stem cells (Figure 2C) are affected by IL-6R signaling. We also model the treatment of a monoclonal antibody against IL-6R, all-6R, to observe the effects on the validity of the global method when larger therapeutic agents are simulated. Details of the IL-6 ABM are included below.
Here, we proceed by describing the differential equations that govern these two methods, outlining the ABM dynamics for each model, and introducing a new metric we use to compare them.

**The local method**

The local method splits the dynamics in the FGFR3 model into three differential equations—the diffusion dynamics (Equation 1), the distribution dynamics (Equation 2), and the reaction dynamics (Equation 5)—solving each in turn for a short duration $t \leq \Delta t$. The same split happens for the IL-6 model with those equations found in their corresponding place below (Equations 1, 3, and 7). These calculations are repeated until the molecular components of the system have been advanced by $\Delta t$. This is similar to what others have done (Ghaffarizadeh et al., 2016). For simplicity, we will identify the start and end of each of these updates by $t = 0$ and $t = \tau$, respectively. We then use the final concentration of the complex of interest to compute the fractional occupancy on each tumor cell $x$, which we call $\phi(x)$ in both models for simplicity. See below for the effects of this quantity on cell fate decisions in the FGFR3 model and see below for the effects on the IL-6 model.

**Local method: Diffusion**

The diffusion equation describes the evolution of a substrate concentration in the microenvironment, $C(t, x)$ or simply $C$. Only diffusion, $D$, and degradation, $\lambda_2$, are included in this equation. This PDE is solved over the microenvironment, denoted $\Omega$, which is a rectangular prism containing the tumor and some surrounding tissue in our models. By default, we use a Neumann boundary condition, reflecting a far-field approximation that assumes the concentration of the substrate is approximately uniform far from the microenvironment of interest. We solve Equation 1 by using the locally one-dimensional method (LOD), splitting the Laplacian into three parts, one for each spatial direction. If a Dirichlet condition is required, which we do for IL-6 in the IL-6 model, then after each iteration in the LOD algorithm, we impose the Dirichlet condition at those lattice points.

$$\frac{\partial C}{\partial t} = D \nabla^2 C - \lambda_2 C, \quad \frac{\partial C}{\partial n} = 0 \text{ on } \partial \Omega$$  

(Equation 1)

where $n$ is the outward facing normal vector to $\partial \Omega$.

**Local method: Pharmacokinetics**

Some substrates follow a PK model that connects concentrations of the substrate across multiple compartments of an organism. In cases where the substrate follows such a model, drugs being a typical example, we make this connection in the local method by adding source terms at the lattice sites that are adjacent to blood vessels. In the FGFR3 model, the distribution terms (Equation 2) follow a simplified two-compartment model that accounts for systemic elimination, influx into the TME, and degradation within the TME. The concentration of drug in the systemic circulation is represented by $C_{\text{sys}}(t)$ or simply $C_{\text{sys}}$. The additional drug concentration flowing into the TME is represented by $C_{\text{new}}$. At the end of this step, we add the new drug concentration to the updated old drug concentration, assuming that the drug entered the TME at all points equally. That is, we update the value of $C(r, x)$ to now be $C(r, x) + C_{\text{new}}(r)$. We use $\lambda_1$ to represent the rate of systemic elimination of the drug and $k_{12}$ to represent the rate of influx of the drug into the TME. We assume that the drug in circulation undergoes a monophasic elimination as is consistent with experiments using FGFR3 inhibitors (Gruenewald et al., 2019). This means that the effects of distribution and redistribution on the systemic concentration can be reasonably approximated by a single elimination term for $C_{\text{sys}}$.

$$\frac{dC_{\text{sys}}}{dt} = -\lambda_1 C_{\text{sys}}$$

$$\frac{dC_{\text{new}}}{dt} = k_{12} C_{\text{sys}} - \lambda_2 C_{\text{new}}, \quad C_{\text{new}}(0) = 0$$  

(Equation 2)

We also consider the case where the tumor is not so well-vascularized that the drug enters at all points in the TME. This is important to consider given that it is well-known that tumor vasculature is often aberrant and highly variable even within a single tumor (Forster et al., 2017). It is also possible that a nascent tumor, such as a micrometastasis, is poorly vascularized or lacks vasculature altogether (Bailey-Downs et al., 2014). We thus consider two additional assumptions about how blood vessels...
may be present in the TME. First, we consider the case of several blood vessels running in a parallel lines through the tumor. We space these out on a lattice so that neighboring blood vessels are 400 \( \mu m \) apart to match the observation that all cells are within 200 \( \mu m \) of a blood vessel. Second, we consider the case that no blood vessels are in the tumor and instead drug enters the TME exclusively through points outside the tumor. These cases can be understood as a “normally” vascularized tumor and an avascular tumor. Our original assumption of drug entering the entire TME can then be understood as a “maximally vascularized” tumor and we can arrange these on a spectrum from most to least vascularized in this order: maximally vascularized, vascularized, avascular. In each of these new assumptions, we scale the dosing so that all simulated tumors receive approximately the same total amount of drug. In these cases, we simply only update the substrate concentrations at lattice sites next to the blood vessels to \( C(t,x) + C_{\text{new}}(\tau) \).

In modeling the antibody in the IL-6 system, we use a three-compartment model that accounts for inter-compartmental clearance and redistribution in addition to the above-mentioned terms in the FGFR3 model. The reason for the extra compartment is because it gives rise to a biphasic elimination profile. In implementing this model, the PK dynamics were solved before the diffusion dynamics and so no consideration is needed for degradation of the newly-influxed substrate. This is evidence of the flexibility of the splitting and ordering of these equations that others have done (Ghaffarizadeh et al., 2016). Altogether, the PK model for all-6R is given by Equation 3. Here, \( A_{bv} \) is the concentration at peri-vascular lattice sites in the TME, \( A_{sys} \) is the concentration of all-6R in systemic circulation, and \( A_p \) is the concentration in the peripheral compartment. Note that in this model, the substrate is entering only at certain lattice sites (perivascular sites) and not the entire TME as we initially assume in the FGFR3 model. Also, \( A_p \) has no direct connection with the concentration in the TME.

\[
\frac{dA_{bv}}{dt} = e^\ast (A_{sys} - A_{bv}) \\
\frac{dA_{sys}}{dt} = -\lambda_1 A_{sys} + k_{12} (A_p - A_{sys}) \\
\frac{dA_p}{dt} = k_{21} (A_{sys} - A_p)
\]

(Equation 3)

**Local method: Reactions**

Finally, we solve the reaction equation for each tumor cell, sampling from \( C \) to determine the inhibitor concentration accessible to each cell. In the FGFR3 model, the system of ODEs in Equation 5 has six dependent variables: \( R \) is for FGFR3 monomers, \( D_a \) is for active FGFR3 dimers, \( C \) is for FGFR3 inhibitor, \( R^C \) is for the monomer-inhibitor complex, \( D^C_a \) is for the active dimer-inhibitor complex, and \( D^C \) is for the monomer-inhibitor dimer. All variables are defined as local concentrations at each tumor cell. We note that we could be explicit and write \( C(t,x_i) \) for the inhibitor concentration near tumor cell \( i \), which is located at \( x_i \), but we instead use \( C \) here as the context makes the meaning clear. The reactions and their rates are in Equation 4. All the terms in Equation 5 arise from reaction rates following the law of mass action with appropriate stoichiometric coefficients.

\[
2R \overset{k_r}{\underset{k_i}{\rightarrow}} D_a \quad \text{(monomer dimerization)} \\
D_a \rightarrow 2R \quad \text{(internalization and recycling)} \\
R + C \overset{k_on}{\underset{k_off}{\rightarrow}} R^C \quad \text{(inhibitor binding monomer)} \\
D_a + C \overset{k_on}{\underset{k_off}{\rightarrow}} D^C_a \quad \text{(inhibitor binding dimer)} \\
2R^C \overset{k_r}{\underset{k_i}{\rightarrow}} D^C \quad \text{(monomer \,-\, inhibitor dimerization)} \\
D^C \overset{k_r}{\underset{k_i}{\rightarrow}} 2R^C \quad \text{(internalization and recycling)}
\]

(Equation 4)
\[
\frac{dR}{dt} = -2k_f R^2 + 2k_D A + 2k_p A - k_{on}^\ell R C + k_{off}^\ell R C
\]
\[
\frac{dA}{dt} = k_f R^2 - k_i D A - k_D A + k_{on} D A C + k_{off} D A
\]
\[
\frac{dC}{dt} = -k_f R C + k_i R^2 + k_D A C + k_{on} D A C + k_{off} D A
\]
\[
\frac{dR}{dt} = k_f R C - 2k_i (R C)^2 + 2k_D C + 2k_p D C
\]
\[
\frac{dA}{dt} = k_f R C - k_{off} D C
\]
\[
\frac{dC}{dt} = k_{on} D A C - k_{off} D A
\]
\[
\frac{dR}{dt} = k_{on} (R C)^2 - k_i D C - k_{off} D C
\] (Equation 5)

In the IL-6 model, the system of ODEs in Equation 7 has five dependent variables: \( R \) is for IL-6R, \( C \) is for free IL-6, \( RC \) is for IL-6-IL-6R complexes, \( A \) is for all-6R, and \( RA \) is for the IL-6-all-6R complexes. Again, all variables are defined as local concentrations at each tumor cell. We also note here that we could be explicit and write \( C(t, x_i) \) and \( A(t, x_i) \) for the IL-6 and all-6R concentrations, respectively, near tumor cell \( i \), which is located at \( x_i \), but we instead use \( C \) and \( A \) here as the context makes the meaning clear. The reactions and their rates are in Equation 6. All the terms in Equation 7 arise from reaction rates following the law of mass action with appropriate stoichiometric coefficients.

The global method

The global method solves the differential equations described above for the local method, but does so by combining them into a single system of ODEs and solving them all at once. To do this, we first divide the TME into two or more regions over which molecular state variables will be averaged to solve the equations. This system of equations is solved using a MATLAB solver, ode15s. The reaction equations can exhibit some stiffness, and that is why we use this particular solver. The output of this process is applied to each tumor cell. In the IL-6 model, the region and type of the tumor cell are considered in applying this output. Consequently, two cells of the same type and in the same region experience identical effects of the substrate on their cell fate decisions.

The global method with dynamic regions: FGFR3 model

In the FGFR3 model, the global method will assign a single vector of receptor, inhibitor, and complex concentrations to each tumor cell as well as an average concentration at all lattice points not occupied by a tumor cell. To do this, we define two disjoint regions of the TME: the tumor-occupied volume (TOV) and the ambient space (AMB). We assume that the drug concentrations in each of these regions can be approximated by their average concentrations. These regions are dynamic in that they change over the course of a single simulation as tumor cells proliferate and die.

In connecting the concentrations of these two regions for diffusion calculations, we need to define their volumes. For simplicity, we use cells as our unit of volume with each lattice location representing one
unit. The volume of the TOV is then simply the number of tumor cells, \( N_T \). The volume of the ambient space is the volume of the TME minus the volume of the TOV. We denote the volumes of these two disjoint subsets of the TME as \( V_{TOV} \) and \( V_{AMB} \), respectively, and similarly define \( V_{TME} = V_{TOV} + V_{AMB} \).

### The global method with geometrically-derived regions: IL-6 model

In a context where there is a clear geometry to the distribution of a substrate in the TME, the global method can be modified to better reflect that reality. For example, in the IL-6-mediated cancer growth model, endothelial cells are known to produce large amounts of IL-6, in addition to being the entry point of antibodies into the TME. It follows that the distance to the blood vessel of a given cell informs how much substrate the cell can react with. Thus, in the IL-6 model we divide the TME into static regions by the distance of endothelial cells are known to produce large amounts of IL-6, in addition to being the entry point of antibodies into the TME. It follows that the distance to the blood vessel of a given cell informs how much substrate the cell can react with. Thus, in the IL-6 model we divide the TME into static regions by the distance of the lattice site to the nearest blood vessel. In this work, we shall place the blood vessel on the “bottom” boundary (\( z = z_{min} \)) and define the regions as one cell thick planes each defined by their distance from the blood vessel. It is possible to view each such plane as a TME with occupied and non-occupied volumes as above, giving it dynamic subregions, but we shall here assume that each region is well-mixed, in other words that it has a uniform density of each substrate throughout.

### Global method: Diffusion

We now describe how the global method handles diffusion. We start with the diffusion term of the PDE in \( \text{Equation 1} \), discretize it using finite differences, and assume the average concentrations in each of the neighboring locations to compute the rate of change in the central location. Defining some terms, let \( u \) be the concentration of inhibitor in the TME and let \( u_i^{(h)} \) be the discretization of \( u \) at time step \( i \) and at location \((x_j, y_k, z_l)\) on the lattice with a uniform step size of \( h \). Let \( v \) and \( w \) be the average concentrations in the TOV and ambient space, respectively. Let \( p \) be the proportion of the TME that the TOV occupies and let \( q = 1 - p \) be the proportion the ambient space occupies. Using the notation from above, we can also write \( p = V_{TOV}/V_{TME} \) and \( q = V_{AMB}/V_{TME} \). Then, a standard finite difference scheme for the Laplacian gives

\[
\frac{u_i(t) - u_i(t-1)}{\Delta t} = \frac{\nabla^2 u_i}{h^2} \left[ \frac{2u_{i+1}^{(h)} + u_{i-1}^{(h)}}{h^2} + \frac{2u_{i+1}^{(h)} + u_{i-1}^{(h)}}{h^2} \right]
\]

(Equation 8)

A first approach, and one we make in the FGFR3 model, is to assume that the neighboring locations in the lattice being in the TOV or ambient space is independent of which one the central point is. That is, the expected concentration of, for example, \( u_i^{(h)} \), is \( pv + qw \). Thus, if there is a tumor cell at \((x_j, y_k, z_l)\), then

\[
\frac{u_i^{(h)} - u_i^{(h-1)}}{\Delta t} = \frac{3}{h^2} (2(pv + qw) - 2v)
\]

(Equation 9)

Similarly, if there is no tumor cell at \((x_j, y_k, z_l)\), then

\[
\frac{u_i^{(h)} - u_i^{(h-1)}}{\Delta t} = \frac{6}{h^2} ((p - 1)v + qw)
\]

(Equation 10)

The expressions in Equations 9 and 10 are then added to \( dC_{TOV}/dt \) and \( dC_{AMB}/dt \).

A second approach, and one we take in the IL-6 model, is to calculate the proportion of neighbors that belong to a given region and use this in place of \( p \) and \( q \) above. In the IL-6 model, the regions are square regions that are one cell thick, and so 1/6 neighbors are in each of the regions above and below a given region and the remaining 2/3 are in the same region. At a lattice site on the boundary of the lattice where a Neumann condition is imposed, we assume that its neighbors are in its region. We remark here that this
computation of neighbors could be done in the dynamic regions of the FGFR3 model by computing the proportion of neighboring lattice sites to tumor cells that are occupied or not. If we let $C_i$ represent the concentration in region $i$ and $p_{ij}$ be the proportion of region $i$ neighbors in region $j$, then the effect of diffusion on region $i$ is given by

$$\frac{dC_i}{dt} = \sum_j 6p_{ij} \frac{C_j - C_i}{h^2}$$  \hspace{1cm} \text{(Equation 11)}$$

Both of these approaches can be understood as weighted averages of the concentration differences between both/all the regions, multiplied by the factor $2d/h^2$, where $d$ here is the number of spatial dimensions in the simulation.

**Global method: Pharmacokinetics**

In the FGFR3 model, we initially assume that the drug enters the TME at all points equally. Thus, the pharmacokinetics are captured by adding a $k_{12} C_{\text{sys}}$ term to the rates of change for both $C_{\text{TOV}}$ and $C_{\text{AMB}}$. Since the reactions are all solved at once, we do not need to create a new variable $C_{\text{new}}$ to track newly-extravasated drug in the TME. The PK reactions in the FGFR3 model are then given in Equation 12.

$$\frac{dC_{\text{TOV}}}{dt} = k_{12} C_{\text{sys}}$$
$$\frac{dC_{\text{AMB}}}{dt} = k_{12} C_{\text{sys}}$$
$$\frac{dC_{\text{sys}}}{dt} = - \lambda_1 C_{\text{sys}}$$  \hspace{1cm} \text{(Equation 12)}$$

When we consider the other vascularization possibilities described above in the FGFR3 model, we multiply the rates for $dC_{\text{TOV}}/dt$ and $dC_{\text{AMB}}/dt$ in Equation 12 by the proportion of their respective regions that contain blood vessels.

In the IL-6 model, we assume that only one region, Region 1, is perivascular, we only add a PK term for this region in the aIL-6R dynamics (Equation 13). Note, IL-6 does not have a PK component; it enters the TME via a Dirichlet condition imposed on perivascular sites.

$$\frac{dA_1}{dt} = e \cdot (A_{\text{sys}} - A_1)$$
$$\frac{dA_{\text{sys}}}{dt} = k_{12} (A_p - A_{\text{sys}})$$
$$\frac{dA_p}{dt} = k_{21} (A_{\text{sys}} - A_p)$$  \hspace{1cm} \text{(Equation 13)}$$

**Global method: Reactions**

In the FGFR3 model, the reaction equations are solved by using the average across all the molecular state variables and in the TOV. That is, the average concentrations are used as the state variables in solving Equation 5.

For the IL-6 model, the different cell types react differently with the substrates due to assumptions about how many IL-6R each has (see $R_k$ in Table S4). So, we set $R_k$ to represent the average concentration of IL-6R on cell type $k$ in region $i$ (where $k = 1, 2, 3$ stands for the three cell types in the cell lineage model), and similarly for other cell bound complexes. Additionally, since the molecular reactions only occur in a subset of each region, we must weight the contributions to the average concentration within the region accordingly. Letting $q_{ik}$ represent the proportion of region $i$ that has a cell of type $k$, these give weights for each region for the effects of the reaction on the average concentration. Then, the full set of reaction equations is given by
\[
\frac{dR_k}{dt} = -k_l R_k C_i + k_l R_k^C - k_l^A R_k A_i + k_l^A R_k^A
\]
\[
\frac{dC_i}{dt} = -k_i \sum_{k=1}^{3} q_k R_k C_i + k_i \sum_{k=1}^{3} q_k R_k^C
\]
\[
\frac{dR_k^C}{dt} = k_l R_k C_i - k_l R_k^C
\]
\[
\frac{dA_i}{dt} = -k_i \sum_{k=1}^{3} q_k R_k A_i + k_i \sum_{k=1}^{3} q_k R_k^C
\]
\[
\frac{dR_k^A}{dt} = k_l^A R_k A_i - k_l^A R_k^A
\]

**FGFR3 agent-based model**

Agents in the FGFR3 model exist on a 3D lattice. The agents are initialized randomly with lattice sites chosen randomly with weights that decay based on their distance from the origin. Once the agent locations are decided, a box is created around all the tumor cells and that defines the lattice for the simulation. The agents always occupy a single lattice site. The volume of agents is assumed to be constant and held at the volume of one lattice site, \(w^3\). All parameter values for this model are in Table S2. The parameters values that change when considering an anti-FGFR3 antibody in place of an SMI are in Table S3.

**FGFR3 model: Population updates**

Common to both methods is how the populations update. The simulation is discretized into uniform time steps of \(\Delta t \leq 12\) h. During each step, every tumor cell has a probability, \(p_{\text{active}}(x)\), to make a cell fate decision either to proliferate or to undergo apoptosis, which we consider mutually exclusive events during one time step. Otherwise, the tumor cell rests. These probabilities are computed using the formula:

\[
p_i(x) = r_i(x) \Delta t, \quad i = \text{proliferation, apoptosis} \quad \text{(Equation 15)}
\]

where \(i\) indexes the events, \(x \in T\) represents individual tumor cells, and \(r_i\) is the cell-specific rate of each process defined below. This is a first-order approximation of the exponential distribution which is appropriate here because our time step is small. For larger time steps, we would need to instead use \(p_i(x) = 1 - \exp(-r_i \Delta t)\). At each step, we check that the sum of all these probabilities does not exceed 1, i.e.

\[
p_{\text{active}}(x) = \sum_i p_i(x) \leq 1, \quad \forall x \in T \quad \text{(Equation 16)}
\]

If this sum does exceed one, we can simply decrease the time step, \(\Delta t\), to address this. To choose the fate of each cell, we take a random draw \(s(x) \sim U(0, 1)\) for each \(x \in T\) and compare this to the vector of cumulative sums of these probabilities, \(S(x)\), choosing the smallest index \(j\) satisfying \(s(x) < S(x)_j\) as the choice for \(x\). Once all cells have a fate chosen, we shuffle the order in which to carry out these updates to avoid unintentionally biasing the system in some way due to the biologically meaningless ordering of cells in the tumor.

**FGFR3 model: Fractional occupancy**

Every tumor cell has FGFR3 receptors. These receptors dimerize as governed by the reaction equations found in Equation 5 with ramifications for cell fate decisions as covered in subsequent sections. Otherwise, these receptors will only interact with inhibitor molecules. We define the active FGFR3 dimer fractional occupancy by

\[
\phi_D(x) = \frac{D_a(x)}{R_T} \quad \text{(Equation 17)}
\]

where \(D_a(x)\) represents the concentration of active dimers on tumor cell \(x\) and \(R_T\) is a constant representing the concentration of all FGFR3 receptors, regardless of their state, on each tumor cell. Due to there being, by definition, at most half as many dimers as monomers, we know that at throughout the simulation

\[
\phi_C(x) = \frac{D_a(x)}{R_T} \leq \frac{1}{2} \quad \text{(Equation 18)}
\]
FGFR3 model: Proliferation

The tumor cells proliferate at a base rate of $a_1$ that is increased by FGFR3 signaling. This increase is dependent upon $\phi_D(x)$ and the constant $a_2$ by

$$r_{\text{proliferation}}(x) = a_1 + a_2 \phi_D(x)$$  \hspace{1cm} (Equation 19)

When a cell is assigned the fate of proliferation, if there are $\leq \rho_{\text{max}}$ open lattice spots in the Moore neighborhood around a tumor cell, we prohibit proliferation to reflect density-dependent proliferation. If there are sufficient open spots, then these are weighted by the reciprocal of their distance in the $l_1$ norm (the taxicab metric) from the tumor cell and one is selected randomly based on these weightings for the new cell to be placed in. Reflecting boundary conditions are also imposed so cells on the boundary view neighboring sites that are off the lattice as occupied.

There are two important ways we change this base rate based on whether a cell has recently proliferated. The first is that a cell must wait a minimum of $L_{G0}$ hours between proliferations. Thus, if it has not been $L_{G0}$ hours since the last proliferation for $x$, then $r_{\text{proliferation}}(x) = 0$. When the cell does proliferate, it is assumed that it happens at a random time, chosen uniformly over the update interval. Second, if this period expires during the update step, then the remaining time is used in place of $\Delta t$ for cell $x$. That is, if the cell must still wait $w < \Delta t$ hours at the start of the update, then $\Delta t$ in Equation 15 is replaced by $\Delta t - w$ for the proliferation probability of cell $x$. Together, these make the proliferations more realistic—not allowing the same cell to proliferate multiple times in a short time interval—and creating greater consistency between different choices of $\Delta t$.

We must then determine what receptor concentrations to assign to the two new daughter cells. When $\Delta t$ is small, we cannot assume that the reactions are at equilibrium and so their initial conditions will matter. We assume that all complexes on the original cell are split evenly between the two cells, i.e. each has half the original concentration. Then, enough FGFR3 monomer is assigned so the total concentration of FGFR3 in all forms is $R_I$. The two methods differ slightly in handling the free inhibitor at this step because of the dynamic regions in this implementation of the global method. The local method explicitly tracks this concentration throughout the entire TME and this value is used for each daughter cell. The global method updates the average TOV free inhibitor concentration by taking a weighted average of this value with the concentration in the AMB. The weight assigned to the AMB concentration is the volume of the AMB (computed as the difference between the total number of lattice points and the previous size of the tumor). The weight assigned to the TOV is the number of apoptotic cells removed, corresponding to the volume of the newly unoccupied locations. The average concentration in the AMB is unaffected by this process.

FGFR3 model: Apoptosis

The tumor cells undergo apoptosis at a base rate $\delta$ that is decreased by FGFR3 signaling. This decrease is also dependent on $\phi_D(x)$ and the constant $\gamma$:

$$r_{\text{apoptosis}}(x) = \frac{\delta}{1 + \phi_D(x)/\gamma}$$  \hspace{1cm} (Equation 20)

After all the cell fates are resolved, the apoptotic cells are removed from the lattice, freeing up their locations for new tumor cells to proliferate into on subsequent steps.

Additionally, in the global method we update the concentration of free inhibitor in the AMB after each apoptosis, corresponding to a new location no longer occupied by a tumor cell. To do this, similarly to the proliferation step, we update this concentration by taking the weighted average of this value with the average concentration in the TOV. The weight assigned to the AMB concentration is the volume of the AMB (computed as the difference between the total number of lattice points and the previous size of the tumor). The weight assigned to the TOV is the number of apoptotic cells removed, corresponding to the volume of the newly unoccupied locations.

IL-6 agent-based model

In the IL-6 model, tumor cells also exist on a 3D with reflecting boundary conditions and a maximum of one cell per lattice site. The agents are initialized uniformly distributed on a $20 \times 20 \times 20$ lattice.
IL-6 model: Cell lineage
Cancer cells are one of three distinct phenotypes: cancer stem cells, progenitor cells, and terminally differentiated cells (TDs). As shown in Figure 2C, cancer stem cells can undergo both symmetric and asymmetric division. The former increments the stem cell compartment by one while the latter increases the progenitor cell compartment by one. Progenitor cells undergo \( w \) rounds of transient amplification where their division results in an additional progenitor cell. After these \( w \) proliferations, their next division produces two TD cells, which are non-proliferative.

IL-6 model: Population updates
The cells in the IL-6 model follow the same algorithm as those in the FGFR3 model for choosing their cell fate decisions in each update step, using the exact value of the exponential distribution rather than the approximation in Equation 15. In addition to proliferation and apoptosis, cells in this model can also undergo random movement in a Moore neighborhood. As with proliferation, reflecting boundary conditions are imposed to prevent cells from leaving the lattice.

IL-6 model: Fractional occupancy
Analogous to \( f_D \) above in the FGFR3 model, the fractional occupancy of IL-6R on tumor cells is used to mediate rates, and thus probabilities, of certain cell fate decisions. Here, \( f_D \) is the proportion of IL-6R on a given tumor cell that is bound to IL-6, i.e. it is given by

\[
f_D(x) = \frac{R_C(x)}{R_T(x)}
\]

(Equation 21)

where \( R_T(x) \) is the total IL-6R on cell \( x \), which varies by cell type according to Table S4.

IL-6 model: Proliferation
The resultant cell types of proliferation are described above under cell lineages. The only aspect of this affected by \( f_D \) is the probability that a stem cell undergoes symmetric division instead of asymmetric division. Higher \( f_D \) values result in higher probabilities of symmetric division. In addition, there is a negative feedback from the stem cell population on this self-renewal rate. This probability, \( P_S \) is given in Equation 22 where \( S \) is the number of stem cells in the model.

\[
P_S(S, f_D) = \frac{(P_{S_{max}} - P_{S_{min}}(f_D))P_{N_{S}}}{P_{N_{S}} + S} + P_{S_{min}}(f_D)
\]

(Equation 22)

\[
P_{S_{min}}(f_D) = \mu_S \left( P_{S_{max}} - P_{S_{min}} \right) f_D + P_{S_{min}}
\]

See (Nazari et al., 2018) for a full explanation of these expressions.

IL-6 model: Apoptosis
As in the FGFR3 model, apoptosis rates decrease for all cell types as \( f_D \) increases. The rate of apoptosis in this context is modeled by the exact same Hill-type function in Equation 20 with parameter values chosen as in Table S4.

IL-6 model: Movement
All cells can undergo random movement in the IL-6 model. Cells can move to any of the 26 open lattice sites with probability weighted by the inverse of their distance from the central point. Reflecting boundary conditions are imposed to keep the cells on the lattice.

Expected growth rate
In both tumor growth examples considered here, the direct effect of the diffusing substrate on the agents is altering their rates of proliferation and apoptosis. Thus, quantifying the difference between the two methods in terms of tumor growth is an essential—as well as accessible—way to understand how well the two methods agree. Rather than relying on the noisy tumor growth curves, however, we introduce the expected growth rate (EGR) of the tumor. We introduce this metric in the context of the FGFR3 model.
During every tumor update step, we compute the rates at which each cell fate decision occurs for each cell. The rate values themselves are the result of deterministic models and thus not subject to randomness like the outcomes are, and so we can utilize them as expectations by averaging them across all the cells. Then, the difference between the average proliferation rate and the average apoptosis rate is the expected growth rate at that time step. That is, if at time \( t \) in the simulation, this difference is \( r(t) \), the number of tumor cells, \( T(t) \), is obeying the non-autonomous differential equation \( T' = r(t)T \). We define the expected growth rate as \( r(t) \). The solution to this differential equation is

\[
T(t) = T(0) \exp \int_0^t r(s) \, ds
\]

(Equation 23)

If we know the difference in the expected growth rate (or the total expected growth) between two simulations, we can compute the ratio of their expected tumor sizes using only this information:

\[
\frac{T_1(t)}{T_2(t)} = \frac{T_1(0)}{T_2(0)} \exp \int_0^t (r_1(s) - r_2(s)) \, ds
\]

(Equation 24)

where the second equality assumes that the tumors have the same initial size, in which case the difference in TEG is sufficient to determine this ratio.

In computing \( r(t) \), we could include the effects of the minimum time to proliferation and contact inhibition. However, since the purpose of computing this value is to get a noise-free indication of how a simulated tumor is expected to grow, we do not consider either of these. Both of these effects are equally applied in the global and local methods so this omission will not bias the results. In the Supplement, we show the expected growth rate when these stochastic effects are included (e.g., See Figure S1F).

**Codensity in the IL-6 model**

To quantify the local spatial arrangement near a given cell, we use the codensity function. For a given location in the microenvironment \( x \), the codensity at \( x \) is the distance to the \( n \)th nearest cell. It is formally expressed in Equation 25. For a cell \( x \), we shall refer to the codensity at the location of \( x \) as the codensity of \( x \), by abuse of notation.

\[
cod_n(x) = \inf_d \{ d : \#(B_d(x) \cap T) \geq n \}
\]

(Equation 25)

This is a local quantity in that it is only dependent on the local neighborhood of a given cell, as opposed to the location of a blood vessel, for example. It is called the codensity because it is negatively correlated with the density so that cells with relatively high codensity are in a region of relatively low density.

Additionally, we define type-specific codensities. Enumerating the cell types by \( k = 1, 2, \ldots \), the codensity relative to \( k \) at \( x \) is simply

\[
cod_n(x; k) = \inf_d \{ d : \#(B_d(x) \cap T_k) \geq n \}
\]

(Equation 26)

where \( T_k \subset T \) is the set of all agents of type \( k \). In both codensity functions, we shall often omit the subscript \( n \) once a choice for \( n \) has been made.