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Abstract

The CMS Collaboration intends to pursue the study of central exclusive production (CEP) events, \( pp \to pXp \), at the High-Luminosity LHC (HL-LHC) by means of a new near-beam proton spectrometer. In CEP events, the state X is produced at central rapidities, and the scattered protons do not leave the beam pipe. The kinematics of X can be fully reconstructed from that of the protons, which gives access to final states otherwise not visible. CEP allows unique sensitivity to physics beyond the standard model, e.g. in the search for anomalous quartic gauge couplings, axion-like particles, and in general new resonances.

CMS has been successfully operating the Precision Proton Spectrometer (PPS) since 2016; PPS started as a joint CMS and TOTEM project, and then evolved into a standard CMS subsystem. The present document outlines the physics interest of a new near-beam proton spectrometer at the HL-LHC, and explores its feasibility and expected performance. The document has been edited by the members of the PPS group and builds on their experience in the construction and operation of PPS.

Discussion with the machine groups has led to the identification of four locations suitable for the installation of movable proton detectors: at 196, 220, 234, and 420 m from the interaction point, on both sides (in this document these locations always imply both sides, unless otherwise noted). The locations at 196, 220, and 234 m can be instrumented with Roman Pot devices similar to the ones presently used. The 420 m location requires a bypass cryostat (which has been developed for other locations in the LHC) and a movable detector vessel approaching the beam from between the two beam pipes.

Acceptance studies indicate that having the beams cross in the vertical plane at the interaction point, as implemented after Long Shutdown 3, is vastly preferable over the present horizontal crossing. This gives access to centrally produced states X in the mass range 133 GeV\(^{-}\) – 2.7 TeV with the stations at 196, 220, and 234 m. The mass range becomes 43 GeV\(^{-}\) – 2.7 TeV if the 420 m station is included, which makes it possible to study central exclusive production of the 125 GeV Higgs boson. This is a major improvement with respect to the current mass range of 350 GeV\(^{-}\) – 2 TeV.

The radiation background has also been studied. Radiation hardness is required for all components in the tunnel. Service work during short technical stops will not be possible. The irradiation dose rate will be very strongly peaked near the beam. Detectors should therefore be vertically shifted with a
remotely controlled movement system to move the irradiation peak to a different spot in the detector, and thus mitigate the effects of radiation damage. A shift by 0.5 mm every $20 \text{ fb}^{-1}$ is sufficient.

The high “pileup” level foreseen at the HL-LHC (where the mean number of interactions per bunch crossing, $\mu$, can be as large as 200) makes it necessary to measure the longitudinal coordinate of the vertex via time of flight; sensors with a single plane resolution of 50–60 ps are adequate. For the tracking part, pixel sizes between 100 and 200 $\mu$m are sufficient. For the choice of the detector technologies, synergies with the developments currently ongoing for the Phase-2 upgrade of the central pixel system and the forward MIP timing detector should be carefully considered.

A preliminary estimation suggests that the stations at 196, 220, and 234 m could be built at a total cost between 1 and 2 MCHF. The project can easily be staged, and the costs spread over time; the 420 m station can be addressed in a second step.

In summary, a new near-beam proton spectrometer for operation at the HL-LHC appears feasible. It would greatly extend the CMS physics reach with a limited investment.
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Executive Summary

The CMS Collaboration intends to pursue the study of central exclusive production (CEP) events, \( \text{pp} \to \text{pXp} \), at the High-Luminosity LHC (HL-LHC) by means of a new near-beam proton spectrometer. In CEP events, the state X is produced at central rapidities, and the scattered protons do not leave the beam pipe. The kinematics of X can be fully reconstructed from that of the protons, which gives access to final states otherwise not visible. CEP allows unique sensitivity to physics beyond the standard model, e.g. in the search for anomalous quartic gauge couplings, axion-like particles, and in general new resonances.

CMS has been successfully operating the Precision Proton Spectrometer (PPS) since 2016; PPS started as a joint CMS and TOTEM project, and then evolved into a standard CMS subsystem. The present document outlines the physics interest of a new near-beam proton spectrometer at the HL-LHC, and explores its feasibility and expected performance. The document has been edited by the members of the PPS group and builds on their experience in the construction and operation of PPS.

Discussion with the machine groups has led to the identification of four locations suitable for the installation of movable proton detectors: at 196, 220, 234, and 420 m from the interaction point, on both sides (in this document these locations always imply both sides, unless otherwise noted). The locations at 196, 220, and 234 m can be instrumented with Roman Pot devices similar to the ones presently used. The 420 m location requires a bypass cryostat (which has been developed for other locations in the LHC) and a movable detector vessel approaching the beam from between the two beam pipes.

Acceptance studies indicate that having the beams cross in the vertical plane at the interaction point, as implemented after Long Shutdown 3, is vastly preferable over the present horizontal crossing. This gives access to centrally produced states X in the mass range \( 133 \text{ GeV} - 2.7 \text{ TeV} \) with the stations at 196, 220, and 234 m. The mass range becomes \( 43 \text{ GeV} - 2.7 \text{ TeV} \) if the 420 m station is included, which makes it possible to study central exclusive production of the 125 GeV Higgs boson. This is a major improvement with respect to the current mass range of \( 350 \text{ GeV} - 2 \text{ TeV} \).

The radiation background has also been studied. Radiation hardness is required for all components in the tunnel. Service work during short technical stops will not be possible. The irradiation dose rate will be very strongly peaked near the beam. Detectors should therefore be vertically shifted with a remotely controlled movement system to move the irradiation peak to a different spot in the detector, and thus mitigate the effects of radiation damage. A shift by 0.5 mm every \( 20 \text{ fb}^{-1} \) is sufficient.

The high “pileup” level foreseen at the HL-LHC (where the mean number of interactions per bunch crossing, \( \mu \), can be as large as 200) makes it necessary to measure the longitudinal coordinate of the vertex via time of flight; sensors with a single plane resolution of 50–60 ps are adequate. For the tracking part, pixel sizes between 100 and 200 \( \mu \text{m} \) are sufficient. For the choice of the detector technologies, synergies with the
developments currently ongoing for the Phase-2 upgrade of the central pixel system and the forward MIP timing detector should be carefully considered.

A preliminary estimation suggests that the stations at 196, 220, and 234 m could be built at a total cost between 1 and 2 MCHF. The project can easily be staged, and the costs spread over time; the 420 m station can be addressed in a second step.

In summary, a new near-beam proton spectrometer for operation at the HL-LHC appears feasible. It would greatly extend the CMS physics reach with a limited investment.
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1 Introduction

This Expression of Interest presents the new CMS Precision Proton Spectrometer for operation in Runs 4, 5, and 6 after the Long Shutdown 3 (LS3), i.e. in the High-Luminosity LHC (HL-LHC) phase. Based on the HL-LHC goal of producing a total integrated luminosity of 3000 fb$^{-1}$ [1], the expectation of the new PPS project is to collect about a factor 10 more data than the present PPS system will until LS3.

In the LHC Runs 1 and 2, the TOTEM experiment [2–4] and the CT-PPS project [5], later integrated in CMS as the PPS subdetector, have laid a solid foundation in the operation of Roman Pot (XRP) detectors very close to the LHC beams. Both beams coming from the Interaction Point 5 (IP5) were symmetrically equipped with leading-proton spectrometers. In Run 1, the phase of TOTEM standalone operation, the XRPs were only used in special runs at very low luminosities, whereas later, after LS1, uncharted territory was explored by inserting XRPs also in regular fills [6] up to the highest LHC luminosity of about $2 \times 10^{34}$ cm$^{-2}$s$^{-1}$. By the end of Run 2, PPS has collected an integrated luminosity of more than 100 fb$^{-1}$.

The more than 15 years of design, construction and operation of movable near-beam devices and the analysis of their data have resulted in detailed experience with the challenges of performing precision tracking and time-of-flight measurements in the harsh environment a few millimetres from the beam (see Section 2).

Exploitation of the present PPS system, with some upgrades and optimizations during LS2, will continue throughout Run 3 with the hope of collecting an additional 150–200 fb$^{-1}$ of integrated luminosity. During LS3 the entire Long Straight Section around IP5 (LSS5) will be restructured, implying the removal of the present spectrometer. The project presented here aims at the construction of a new double-arm proton spectrometer, i.e. equipping again both outgoing beam lines with detector stations.

After a short outline of the experimental power that a proton spectrometer adds to CMS (essentially a 4$\pi$ coverage), the main physics objectives brought within reach by PPS with the data volume of HL-LHC are discussed in Section 3. Then Section 4 introduces the new structure of LSS5 and the possibilities for adding movable near-beam detector devices in the outgoing beamlines. After identifying the locations best suited for detecting leading protons in view of maximising the kinematic acceptance, the first rough integration constraints, in particular the available longitudinal and transverse space, are presented. Section 5 is devoted to describing the boundary conditions imposed by the accelerator and beam parameters. Particular emphasis is put on the evolution of optics and crossing-angle during a fill and on the collimation scheme. Based on these operational parameters and mechanical constraints, the expected physics performance is then evaluated (Section 6).

The orientation of the crossing-plane in IP5, horizontal or vertical, has a major impact on the performance and was thus of central importance in the development of the project. Already in December 2018, CMS therefore requested [7] to swap the crossing-planes in IP1 and IP5 relative to the present situation – i.e. in IP5 the beams will cross vertically instead of horizontally. This change, also favoured by machine experts, has finally been adopted for implementation [8]. Thus the main focus of this document naturally lies on the vertical crossing, but to underline its superiority, it was found instructive to compare some important quantities and performance numbers with the ones for the horizontal case.

To assess the spectrometer performance in each of the favoured detector locations, the proton detection acceptance and resolution in terms of the key kinematic variables are derived as a function of the beam parameters and based on present-day assumptions on optics (Version 1.3 [9]), collimation scheme, near-beam-detector insertion rules from machine protection arguments, and detector resolution. Since the reconstruction of the proton kinematics requires an excellent knowledge of the machine optics and the detector alignment, calibration concepts are discussed.

The last part of this document deals with the technological implementation of the project. After an outline of the harsh radiation environment (Section 7), the tracking and timing detectors (Section 8), their possible trigger contribution (Section 9), and their movable vessels (Section 10) are discussed. While specific technologies are still undecided at this stage, the basic requirements can already be defined. Building on the experience from PPS in Run 2 some options are discussed.
For the scope of this document, nominal performance numbers [1] are assumed: in particular, a beam energy of 7 TeV, a levelled peak luminosity of $5 \times 10^{34} \text{cm}^{-2}\text{s}^{-1}$ and a mean pileup multiplicity up to 140. The ultimate performance numbers are somewhat higher (beam energy up to 7.5 TeV, luminosity up to $7.5 \times 10^{34} \text{cm}^{-2}\text{s}^{-1}$, mean pileup up to 200).
2 The PPS System before LS2 – A Success Story

The CMS Precision Proton Spectrometer (PPS) was born as a joint project of the CMS and TOTEM Collaborations, with the aim of studying Central Exclusive Production (CEP) in proton-proton collisions in standard LHC running conditions.

The idea of proton tagging at high luminosity goes back in time more than 15 years, with an initial CMS-TOTEM study on “Prospects for Diffractive and Forward Physics at the LHC” [10], followed in 2005–2008 by the FP420 project developed by a joint ATLAS and CMS group [11]. FP420 investigated the feasibility of discovering the Higgs Boson in CEP events with protons measured at about 420 m from the interaction point. More studies on proton tagging in the TOTEM region were performed by CMS within the High Precision Spectrometer project (2009–2010), and finally again by CMS and TOTEM together; this led to the Technical Design Report for the CMS-TOTEM Precision Proton Spectrometer [5], which was approved by the LHCC in 2014.

PPS was meant to start taking data in 2017. However, the appearance of an enhancement in the photon-photon spectrum at around 750 GeV in the 2015 CMS [12–14] and ATLAS [15–17] data led to an acceleration of the program, with the first data taken already in 2016. If a resonance decaying to two photons had really been there, it would have been possible to produce it exclusively and it would have been visible in the invariant mass spectrum of the scattered protons measured with PPS.

Each arm of the spectrometer consists of a silicon tracker to measure the scattered proton trajectory, along with a timing system to determine its time of flight. The difference between the times of flight in the two arms can be translated into the vertex position along the beam line; comparing this with the position determined from the central part of the event allows the suppression of pileup background. The tracking system was initially based on the TOTEM silicon strip detectors [3] and evolved to one consisting of 3D pixel detectors only. The timing used ultra-fast silicon and diamond detectors in 2017, and double diamond sensors in 2018. An overview of the PPS station configuration until LS3 is given in Appendix B.1.

Timing is a key ingredient of PPS; resolutions of less than 100 ps have been reached, with the potential of further improvements. The timing system has shown to be stable at the level of better than 10 ps – a remarkable achievement also in view of the approximately 500 m distance between the two measuring stations.

PPS has been an eminent success. It has proven that operating a near-beam proton spectrometer at a high-luminosity collider is feasible – something that only a few years ago was considered impossible by many. PPS has had no impact on the operation of the LHC in terms of background, heating, or impedance. Since 2016, it accumulated data in excess of 100 fb$^{-1}$ as a standard CMS subsystem.

The very first 10 fb$^{-1}$ of data collected with PPS in 2016 led to a paper on central (semi)-exclusive dilepton production, where the two leptons are detected in the central CMS apparatus, and at least one scattered proton is measured in PPS [18]. These results are important in themselves as they are the first on high-mass dilepton production with a proton tag. They are perhaps even more important because they prove that PPS works as designed. Several more analyses are currently in progress: on central exclusive production of photon pairs [19], WW pairs and t$\bar{t}$ pairs; a search for new physics in the missing mass spectrum in pp $\rightarrow p \oplus Z/\gamma X \oplus p$ events is also ongoing.

A final remark is in order. The success of PPS has been made possible by a somewhat unusual event in high-energy physics: two independent collaborations, CMS and TOTEM, have joined forces to pursue a common physics interest. CMS and TOTEM have existed for decades as separate experiments, with different goals, organizational structures, and traditions. It was not a priori obvious that this joint venture would succeed. It however did, and in 2018 a Memorandum of Understanding between CERN, CMS, and TOTEM was signed, stipulating that all TOTEM members could become members of CMS if they so desired. Since then, the CMS-TOTEM Preci-
sion Proton Spectrometer has become the Precision Proton Spectrometer, a CMS subsystem on a par with all others.


# 3 Physics Perspectives

In most of the pp collisions at the LHC, the scattered protons dissociate after exchanging gluons or quarks. However, in the case of colourless exchanges, photon ($\gamma$) exchange for electromagnetic interactions or pomeron ($I_P$) exchange for strong interactions, interacting protons could emerge intact. The intact protons, having lost a fraction $\xi = \Delta p/p$ of their longitudinal momentum, are deflected from the proton bunch by the LHC magnets and measured in the PPS detector with unprecedented resolution. In hard scattering events (involving production of high $p_T$ particles), particles produced at the interaction point can be measured and reconstructed by the CMS detector. Combining the information from PPS with that from the central CMS detector allows the study of hard interactions in CEP processes. A schematic diagram for a CEP process is depicted in Fig. 1.

For Runs 2 and 3 of the LHC, the range of invariant mass of the system “X” extends from approximately 350 GeV to 2 TeV, when both protons can be detected (“double-arm” measurement), and above 50 GeV when only one proton is detected by PPS (“single-arm” measurement). In the former case, full event reconstruction is made possible by matching the proton kinematics to the kinematics of “X” measured by the central detector. As the exclusive standard model processes under investigation have small cross sections at high masses, $m_X$, (more details in Section 3.2), most measurements will be limited by statistical uncertainties with the full Run 2+3 data set. In addition, searches for new phenomena will benefit from the higher integrated luminosities of the HL-LHC. In channels where the kinematic matching is not sufficient to adequately suppress backgrounds from uncorrelated pileup protons, precision timing detectors can be used to match the longitudinal vertex position of the system “X” with the protons, as described in Section 8.1.4.

As discussed in the following chapters, the combination of all four locations under study for HL-LHC detectors (at 196, 220, 234, and 420 m on each side of IP5, see Appendix B.2 for a configuration overview) would cover an extended mass range from approximately 50 GeV to 2.7 TeV when both protons can be detected. In addition to the increased integrated luminosity, this will allow an expanded set of physics topics to be studied, in comparison to Runs 2 and 3. The increased upper mass range would increase the acceptance for both direct and indirect searches for beyond standard model (BSM) physics. The reduced lower mass limit, associated with a station at 420 m from IP5, would significantly enhance the acceptance for all SM processes and, in particular, Higgs production, as well as for the production of feebly coupled BSM resonances (such as e.g. light axion-like particles). A few examples are illustrated in this section, using generator-level Monte Carlo simulations with the PPS acceptance calculated for the HL-LHC beam and optics parameters (Version 1.3 [9]) averaged over the fill (i.e. the middle of the “luminosity levelling trajectory”; see Section 5.2 for the running scenario). All studies shown in this section have been performed for the vertical beam crossing at IP5, in which the beams cross in the $y-z$ plane rather than the $x-z$ plane, as now officially decided [8].
3.1 Search for New Physics in the High Mass Region

3.1.1 Direct BSM Searches at High Masses

Currently, several analyses are exploiting the PPS data collected during Run 2 to perform direct searches for new particles up to the upper mass acceptance limit of $\sim 2$ TeV. The HL-LHC acceptance of a 196 m station would allow this search region to be extended to approximately 2.7 TeV. A wide variety of BSM scenarios involving $\gamma\gamma$ production with forward protons have been explored in the theoretical literature (a first systematic study of photon-induced collisions at the LHC was discussed in [20]). Those in which new particles are light enough to be directly produced within the PPS acceptance typically involve either resonance production or pair production of new charged particles. Assuming no new physics is discovered during Runs 2 and 3 of the LHC, the increase in available luminosity with the PPS upgrade would improve the sensitivity to smaller couplings, while the configuration of the stations would expand the mass range that can be probed with forward protons.

For exclusive production with intact protons, either spin-0 or spin-2 resonances can be produced in $\gamma\gamma$ interactions [21–23]. This type of search is particularly interesting for resonances with large couplings to photons but not to gluons, which may appear in the $\gamma\gamma \to X \to \gamma\gamma$ channel [24–30]. As an example, the expected sensitivity for axion-like particles (ALP) is shown in Fig. 2, in the plane of the ALP mass and ALP-photon coupling $f^{-1}$, for an assumed luminosity of 300 fb$^{-1}$.

![Figure 2: Exclusion regions on the ALP–photon coupling ($f^{-1}$) and mass plane. The light-shaded grey regions show the expected 95% confidence level (CL) exclusion limit for 300 fb$^{-1}$ in central exclusive diphoton production events for different branching fractions of the ALP into two photons [30]. The plot extends both above and below the maximum range of the PPS acceptance; the large improvement in the limits between 0.6-2.0 TeV reflects the range where proton detection was assumed for the selections applied in the study.](image)

Conversely, if a resonance is detected via decays to two photons, measuring the cross section with forward protons will help constrain its couplings to photons in a model-independent way [31]. While many of the theoretical studies of this scenario were performed in the context of the 750 GeV diphoton enhancement, which was not confirmed, the same concepts apply more generally.

Pair production of supersymmetric sleptons or charginos was one of the first searches considered in this production channel [32–34]. While the LHC has placed severe constraints on SUSY models already, the use of forward protons has recently been revisited as a possible means to improve searches in difficult scenarios with highly compressed spectra [35,36], or long-lived particles [37,38]. Further studies would be needed to compare the sensitivity of these searches to other approaches.

In other models, $\gamma\gamma$ production is expected to be particularly effective for probing pair production of particles with exotic electric or magnetic charges. In the case of doubly charged parti-
cles [39–41] the $\gamma\gamma$ channel is predicted to contribute a significant fraction of the total production rate of such particles, while in the case of magnetic monopoles [42–44] it is predicted to be the dominant production mechanism at the HL-LHC.

Finally, the use of forward protons has been proposed to perform general searches for invisible particles via the “missing mass” distribution recoiling against the protons [45, 46]. Schematic diagrams for the production of new particles that do not leave any signature in the central detector are shown in Fig. 3.

Figure 3: Schematic diagrams for the central exclusive production of an invisible system without (left) and with (right) associated SM particles.

3.1.2 Indirect BSM Searches and Electroweak Physics at High Masses

One of the main activities of the Run 2/3 PPS program is the study of diboson production, to search for deviations from the standard model in $\gamma\gamma$ interactions in the mass range of 350 GeV−2 TeV. Typically, deviations are quantified in terms of Anomalous Gauge Couplings or Effective Field Theories, which are intended to have minimal assumptions on the exact details of the new physics [47–51, 53]. A number of specific new physics models which can provide nonresonant enhancements at high masses have also been studied in this context [53–56].

The regions most sensitive to new effects are generally at high mass. The HL-LHC acceptance of a 196 m station would allow this to be extended to approximately 2.7 TeV, opening a new region of phase space above the Run 2/3 acceptance limit of $\sim 2$ TeV.

3.1.2.1 Quartic Gauge Couplings with W Bosons

The $\gamma\gamma \to W^+W^-$ process is allowed in the standard model, via diagrams with triple or quartic couplings of gauge bosons (Fig. 4). This provides a good means to test the interactions of photons and W bosons at high energies, and to search for Anomalous Quartic Gauge Couplings (AQGC) or other nonresonant signals of new physics.

During Run 1 of the LHC, this process was investigated by CMS and ATLAS without the ability to detect the scattered protons, by searching for an electron-muon vertex with no additional track activity [57–59]. Due to the large backgrounds in other W decay modes, only the $\mu^+e^-\nu_\mu\bar{\nu}_e$ final state was studied during Run 1, representing $\approx 2\%$ of the total $W^+W^-$ branching fraction. In this case, large correction factors and systematic uncertainties were required to account for modelling of the central track multiplicity, and for the fraction of events in which one or both of the protons dissociates to an undetected system. In addition, without the constraints on the photon-photon collision energy provided by the protons, these analyses required the introduction of form factors to avoid unitarity-violating effects at very large masses, complicating the theory interpretation.

The standard model cross section is concentrated at low masses and is steeply decreasing with the diboson mass ($m_{WW}$), while in the presence of anomalous couplings the cross section grows in the high-mass tails of the distribution. Because of this, the total number of $\gamma\gamma \to W^+W^-$ events detected does not directly translate into the sensitivity to AQGC’s. Instead, a measurement in the low-mass region is primarily useful to verify the standard model predictions for this process, while the AQGC sensitivity comes from the high-mass/high-$\xi$ (fractional momentum loss of the proton) tails, where the number of events is expected to be small. The difference in the expected yields
Figure 4: Standard model diagrams contributing to \( pp \rightarrow pW^+W^-p \) production with intact protons. The t-channel diagram (left: with two triple gauge couplings) and the quartic diagram (right) are shown.

vs. the minimum \( \xi \) is shown in Fig. 5, for the case of the SM only and for two examples of the SM+AQGC. As expected, the effect of the AQGC is apparent at large \( \xi \) values, while the low-\( \xi \) region is dominated by the SM contribution.

Full simulation studies of the \( \gamma\gamma \rightarrow W^+W^- \) process (with \( W^+W^- \rightarrow \mu^+e^-\nu_\mu\bar{\nu}_e \)) were performed for the original PPS Technical Design Report [5]. These indicated that, while only a few standard model events are expected within the Run 2/3 PPS acceptance in this channel, the Run 1 limits on unitarized Anomalous Quartic Gauge Couplings could be exceeded by almost 2 orders of magnitude.

Figure 5: Generator-level yields with both protons above the minimal \( \xi \)-acceptance value on the abscissa, and below \( \xi = 0.20 \). The number of events expected per 100 fb\(^{-1} \) in the process \( \gamma\gamma \rightarrow W^+W^- \rightarrow \mu^+e^-\nu_\mu\bar{\nu}_e \) at \( \sqrt{s} = 14 \) TeV is shown, requiring \( p_T(\mu,e) > 20 \) GeV, \( |\eta(\mu,e)| < 2.4 \). The black histogram indicates the standard model expectation, while the blue and red histograms show the expectation for Anomalous Quartic Gauge Couplings with \( a^0_W/\Lambda^2 = 1 \times 10^{-6} \) GeV\(^{-2} \) and \( 1 \times 10^{-7} \) GeV\(^{-2} \), respectively.

These early studies mainly focused on the \( \mu^+e^-\nu_\mu\bar{\nu}_e \) final state, as it has favourable trigger thresholds and backgrounds, allowing easier access to the low-mass region of interest for the SM. In the high-mass search for AQGC signals, thanks to the background rejection and kinematic constraints provided by the protons, channels with one or both W bosons decaying to jets can also be studied. This allows > 70% of the \( W^+W^- \) decays to be used in the analysis, compared to the \( \approx 2\% \) in the \( \mu^+e^-\nu_\mu\bar{\nu}_e \) channel; preliminary analyses of these channels are already in progress.
using Run-2 data from PPS. However, assuming no new physics, these analyses are expected to be limited by statistics at the end of Run 3, due to both the integrated luminosity and the more limited $\xi$ coverage of the PPS configuration in Runs 2 and 3.

### 3.1.2.2 All Neutral Anomalous Quartic Gauge Couplings

In contrast to the $\gamma\gamma \rightarrow W^+W^-$ channel, triple or quartic couplings of neutral gauge bosons are forbidden in the standard model. Therefore processes such as $\gamma\gamma \rightarrow \gamma\gamma$, $\gamma\gamma \rightarrow ZZ$, and $\gamma\gamma \rightarrow Z\gamma$ can occur only at highly suppressed rates through higher-order diagrams in the SM, and their cross sections are difficult to measure in pp collisions. However, in scenarios with anomalous couplings, they can receive detectable enhancements at large masses \cite{50,51,53,54}. Thus any signal observed in these channels would be a clear indication of physics beyond the SM.

Anomalous couplings in these processes are less explored. Only recently the first direct limits on the dimension-8 couplings of four photons, $|\xi_1| < 3.7 \times 10^{-13}$ GeV$^{-4}$ and $|\xi_2| < 7.7 \times 10^{-13}$ GeV$^{-4}$, were obtained \cite{19}. In Ref. \cite{53}, simulations showed that sensitivities of the order of $10^{-14}$ GeV$^{-4}$ could be reached in the $\gamma\gamma \rightarrow \gamma\gamma$ channel with forward proton detectors, in a scenario with 3000 fb$^{-1}$ and pileup of 200 events per crossing. In that study a more limited mass acceptance was assumed for the protons, between 350 and 1700 GeV. The increased high mass limits offered by the 196 m station in the current proposal would further improve the acceptance for such searches. Searches for $\gamma\gamma \rightarrow \gamma\gamma$ production using the Run 2 PPS data are in progress \cite{19}.

Constraints on the $\gamma\gamma Z$ coupling (one-loop induced processes in the SM) can be realized via the $\gamma\gamma \rightarrow \gamma Z$ scattering or directly through the SM $Z \rightarrow \gamma\gamma\gamma$ decay. Since the exclusive channel is very clean ($Z + \ell\ell$), a stringent limit on the dim-8 effective operators $\xi_{1}^{3\gamma Z}$ and $\xi_{2}^{3\gamma Z}$ can be set. For the HL-LHC with 3000 fb$^{-1}$, the sensitivity to the anomalous coupling at 95% CL reaches the level of $10^{-14}$ GeV$^{-4}$ \cite{60}. An example of expected bounds for different integrated luminosities, with and without timing detectors, is shown in Fig. 6. The contour lines in the right-hand panel correspond to time resolutions (2–10 ps) that are not yet achievable with present-day detector systems. While no simulation for a more realistic performance ($\sim$ 20 ps) is available yet, a visual extrapolation can be made based on the distances between the ellipses shown: the bounds for 20 ps will not be drastically worse than for 10 ps.

![Expected bounds at 95% CL](image)

Figure 6: Expected bounds on the anomalous $\gamma\gamma\gamma Z$ couplings at 95% CL with 300 fb$^{-1}$ and 3000 fb$^{-1}$ at the HL-LHC without time-of-flight measurement (left). Expected bounds at 95% CL for timing resolutions of $\delta t = 2, 5, 10$ ps at the HL-LHC (right). Figure from Ref. \cite{60}.

### 3.1.2.3 Anomalous Effects in the $\tau$-Lepton Sector

In addition to anomalous production of gauge bosons, indirect searches may be performed in other channels, such as $\gamma\gamma \rightarrow \tau^+\tau^-$. This channel is of particular interest as it is sensitive to the anomalous magnetic moment (or “$g-2$”) of the $\tau$ lepton. Currently, measurements of $\gamma\gamma \rightarrow \tau^+\tau^-$ production at LEP provide some of the strongest constraints on this quantity \cite{61,62}. Preliminary
phenomenological studies [63] found that these could be surpassed at the LHC using forward proton detectors. More detailed studies are required to confirm the initial estimates and to compare with the sensitivity of other proposed analyses.

3.2 Standard Model Processes

The central exclusive production cross section spans several orders of magnitude, from tens of pb for di-jet production to a few fb for Higgs boson production. Three types of interaction can be considered: pomeron-pomeron (P−P) [52], photon-photon (γ−γ) or pomeron-photon (P−γ). The last is sometimes referred to as photoproduction and will be discussed in Section 3.2.5. Figure 7 illustrates the production cross section of exclusive $b\bar{b}$ and $γγ$ events as a function of the mass for different production modes. The cross sections were obtained using SuperChic v4 [64] and FPMC [65] MC event generators for the exclusive production of pair of b-quarks and photons, respectively. In all cases, a lower cut on proton momentum loss of $ξ_{min} = 0.003$ was applied.

![Figure 7: Integrated cross sections of different exclusive processes with intact protons at $\sqrt{s} = 14$ TeV, plotted as a function of the required minimum central system mass. Both photons or $b$-quarks are required to have a transverse momentum above 20 GeV.](image)

While QCD-induced processes are typically dominant at low masses, the photon-photon scattering is enhanced at high masses (Fig. 7). The visible rates of exclusive processes are suppressed because of additional soft interactions between the spectator partons; these interactions produce particles that fill the rapidity gap and slow down the final-state protons (rescattering effects). This effect is quantified by the so-called rapidity gap survival probability, which ranges between about 90% for $γ−γ$ induced processes and a few percent for $P − P$ induced processes. The survival probability has been calculated for various centre-of-mass energies and proton impact parameters, but still lacks sufficient experimental data to precisely validate the theoretical models.

Fiducial cross sections for different standard model processes at $\sqrt{s} = 14$ TeV for $P−P$ and $γ−γ$ production modes were evaluated with the generator-level requirements that $p_T$ be at least 20 GeV for the final-state particles within the central detector acceptance, and that the two protons be both within the PPS acceptance. They are shown in Table 1 for different PPS acceptance scenarios.

3.2.1 QCD Physics

Several crucial aspects of the proton structure and the strong interaction can be tested with the central diffractive production of QCD events. The study of central diffractive production is of great importance per se, as it is directly related to long range behaviour of gauge fields in the confinement region. Angular distributions of quasi elastically scattered protons provide additional information [68,69]. Hard exclusive production of di-jet events is described in QCD as originating from $gg \rightarrow gg$ (since the light quark di-jets production should be suppressed approximately with the quark mass $m_q^2/m_{jj}^2$). Therefore, it can be used as a “gluon jet factory” to study jet fragmentation.
Table 1: Fiducial cross sections of CEP of standard model processes in pp collisions at $\sqrt{s} = 14$ TeV, calculated with the FPMC generator [65], using the KMR exclusive model for pomeron fluxes [66] and the Equivalent Photon Approximation (EPA) for photon fluxes [67]. Gap survival probabilities of 3% and 90% are considered for $I_P^-$ and $\gamma^-$, respectively. A central detector selection cut of $p_T > 20$ GeV on the generated objects was applied for all processes with two particles in the final state. Two scenarios for proton tagging acceptance are shown: with and without the stations at $\pm 420$ m.

| Process | fiducial cross section [fb] | w/o 420 m station |
|---------|-----------------------------|-------------------|
| jj      | $\mathcal{O}(10^6)$        | 60                |
| $W^+W^-$| --                          | 37                |
| $\mu\mu$| --                          | 46                |
| $t\bar{t}$| --                          | 0.15              |
| H       | 0.6                         | 0.07              |
| $\gamma\gamma$| 0.02                     | 0.003             |

with a pure sample of gluon-initiated jets. Exclusive tri-jet production is also predicted to occur at a substantial rate, and predominantly contain three gluon jets [70].

Additionally, although the jets should be gluon jets $\approx 99\%$ of the time, heavy-quark jets are less suppressed and open a door for additional tests of QCD physics.

3.2.2 Electroweak Physics

Standard model $\gamma\gamma \rightarrow \ell^+\ell^-$ production ($\ell^\pm = e^\pm, \mu^\pm$) with single proton tags was the first process measured with PPS Run-2 data and is an important calibration channel to validate the reconstruction of the protons [18, 71]. The Run 2 and 3 PPS acceptance is such that 10 fb$^{-1}$ are enough to obtain a clear single-arm signal, while the number of double-arm events is small for even a full year of data-taking. For the HL-LHC, Fig. 8 and Table 2 illustrate the effect of adding the 420 m station to the other three stations. It would increase the visible cross section by approximately 3 orders of magnitude and allow the collection of a significant number of double-arm events per fb$^{-1}$ in the $\mu\mu$ channel alone. In addition, the more numerous single proton dissociation events can be used for calibration studies, though with larger theoretical uncertainties on the visible cross section. Assuming a survival probability of 0.76 [72], approximately 85 single-dissociation $\mu\mu$ events per fb$^{-1}$ per arm could be expected within the acceptance, mostly in the 420 m station. By comparison, the first PPS analysis using Run-2 data obtained approximately one event of this type per fb$^{-1}$. The $\gamma\gamma \rightarrow e^+e^-$ process is expected to have an equal cross section within the acceptance, and would provide an another important calibration channel.

For diboson production, $\gamma\gamma \rightarrow W^+W^-$ (with $W^+W^- \rightarrow \mu^+e^-\nu_\mu\bar{\nu}_e$) is a particularly clean channel that was studied in detail for the PPS TDR [5]; however only a handful of standard model events are expected in 100 fb$^{-1}$ with the Run 2 and 3 PPS acceptance. The configuration of stations considered here would substantially increase the acceptance for 2-arm events, allowing a significant measurement of the SM cross section in the $\mu^+e^-$ final state, which will serve as a benchmark for diboson searches in other channels and at higher masses.

Table 2: Example standard model processes, and the rate of 2-arm events expected at generator level within the acceptance of the four PPS stations under consideration, in pp collisions at 14 TeV. The acceptance cuts for both the central detector and the forward protons are applied at generator level.

| Process                  | Central detector acceptance cuts                                      | 2-arm events   |
|--------------------------|-----------------------------------------------------------------------|----------------|
| $\gamma\gamma \rightarrow \mu\mu$ (SM) | $p_T(\mu) > 20$ GeV, $|\eta(\mu)| < 2.4, m(\mu\mu) > 40$ GeV | 47 / fb$^{-1}$ |
| $\gamma\gamma \rightarrow WW \rightarrow \mu e$ (SM) | $p_T(\mu, e) > 20$ GeV, $|\eta(\mu, e)| < 2.4$ | 72 / 100 fb$^{-1}$ |
3.2.3 Higgs Physics

Central exclusive Higgs boson production has been extensively studied theoretically and in simulations (including the original detailed studies of the FP420 project [11]). In this case, unlike higher-mass and weakly coupled final states, gluon-gluon production is expected to dominate over $\gamma\gamma$ production (Fig. 9). The production is strongly constrained to $J^{PC} = 0^{++}$ final states, providing an independent determination of the quantum numbers of the Higgs boson.

The cross section for CEP Higgs production in the SM has been evaluated by several groups. While exclusive dijet production data from the Tevatron ruled out many initial models, there are still several viable predictions, most based on variations of a pQCD approach. Roughly, these predict central values of the total cross section ranging between a few fb and a few tenths of a fb, depending on details of the survival probabilities, parton distribution functions (PDFs), Sudakov factors and other assumptions of the calculations [73–80]. The theoretical uncertainties of one available calculation have been estimated to be up to a factor of 25 [81]. As described in many of these publications, most of the same theoretical uncertainties enter in the central exclusive dijet process, described earlier (Section 3.2.1). A measurement of CEP dijets at the same energy and mass range would therefore remove most of the remaining theoretical uncertainties in the Higgs cross section predictions.

Figure 9: Diagram for central exclusive \( pp \rightarrow pHp \) production by pomeron exchange (left) and photon-fusion (right).

For the KMR model as implemented in the FPMC Monte Carlo generator [65], a 125.4 GeV Higgs boson is predicted to have a cross section of 1.7 fb in central exclusive production, including...
the effect of an assumed 0.03 survival probability correction factor. For this mass value, the protons can be detected only in asymmetric events with one proton in the 420 m acceptance and one in the 234 m acceptance, and in symmetric events with both protons in the acceptance of a 420 m station. Without the 420 m stations, there is no acceptance for the SM Higgs in any combination of other stations. The acceptance of the 420 m station is relatively insensitive to the crossing angle and $\beta^*$ levelling scheme employed by the LHC, while the acceptance of the 234 m station varies more strongly throughout the levelling trajectory (i.e. from the beginning to the end of the fill). Taking the mean acceptance between the beginning and the end of the levelling trajectory results in a prediction of $\sim 600$ events with both protons in the acceptance per $ab^{-1}$, assuming a Higgs mass of 125.4 GeV. This number includes all Higgs events produced, before any channel-dependent effects of triggering on and reconstructing the decay products in the central region. As noted previously, the theoretical uncertainties are potentially large. For example, using the KMR model implemented in the SuperChic v4 generator [64], with a modified treatment of the survival probabilities and updated PDFs, the prediction is 0.4 fb. A more detailed discussion of the dependence on PDFs, survival probabilities, and higher order corrections, can be found in Ref. [82].

![Figure 10: Generator-level distributions of the $\xi$ of the outgoing protons in standard model pp $\rightarrow$ pHp (H $\rightarrow$ b $\bar{b}$), after acceptance cuts. The filled blue boxes represent generated signal events, the hollow ones illustrate the projected PPS acceptance with the 220 m and 234 m stations alone (green), and when the 420 m stations (red) are included in addition, in linear (left panel) and log (right panel) scale. The proton acceptance ranges correspond to the average between the acceptance at the beginning and end of a fill. The acceptance of the 196 m position is not shown, since it does not contribute to the acceptance for the 125 GeV Higgs boson. The acceptance requirements in the central region are applied to the generator-level b-quarks: $p_T(b) > 40$ GeV and $|\eta(b)| < 2.4$.](image)

Figure 10 illustrates the predicted $\xi$ distributions of the two outgoing protons in exclusive H $\rightarrow$ b $\bar{b}$ production, compared to the acceptances of different possible combinations of PPS detector stations.

In this example only the b $\bar{b}$ channel is plotted because it provides the largest decay branching fraction. However, it should be noted that the acceptance and resolution for the protons will be independent of the decay channel of the Higgs boson. The reconstructed proton resolution at a 420 m station is discussed in detail in Section 6.2. Given the available space, the resolution of the reconstructed $\xi$ is estimated to be $\sigma(\xi) \approx 3 \times 10^{-4}$, in the approximation that the polar scattering angles $\theta_x$ and $\theta_y$ are equal to zero. For a Higgs boson of 125.4 GeV produced at rapidity $y = 0$, this corresponds to a mass resolution of $\approx 3$ GeV. While this is worse than the central CMS detector mass resolution for the highest precision Higgs decay modes, the determination using the protons is independent of the exact final state.

In addition, the azimuthal angular distributions of the outgoing protons are sensitive to CP-violating effects in the Higgs sector [83].

### 3.2.3.1 HW$^+W^-$ production

Associated production of a Higgs boson and a W$^+W^-$ vector-boson pair (Fig. 11, left) has the potential for probing the Higgs sector in CEP events in the absence of the $\pm 420$ m stations.
The exclusive production cross section is estimated to be $\sigma \approx 0.04 \text{fb}$ at tree-level by MadGraph5_aMC@NLO [84] version 2.7.2 in the Higgs Effective Field Theory (HEFT) model [85–87], using the EPA for photon fluxes [67] at a fixed factorization scale of $\mu_F = 10 \text{GeV}$ and assuming a gap survival probability of 0.9. High acceptance is expected because of the large invariant mass of the central system. The expected signal yield is illustrated in Fig. 11 (right). The reconstruction of full event kinematics becomes possible using the tagged protons. In this case, the production rate of the $HW^+W^-$ process can be measured regardless of the Higgs boson decay mode, by reconstructing the $W$ bosons in semi- or fully hadronic decays, and the protons. Requiring the residual mass to be compatible with the Higgs mass would allow an independent measurement of the Higgs boson branching ratios.

![Figure 11: Associated production of a Higgs boson and a $W^+W^-$ pair via photon-photon fusion. Left: schematic diagram. Right: generator-level yields with both protons above the $\xi$-acceptance value on the abscissa. The coloured lines represent the minimal acceptance of the 234 m (blue) and 420 m (red) stations.](image)

### 3.2.4 Top Physics

The exclusive production of top-quark pairs has a relatively low cross section (of the order of tenths of a fb, see Table 1 and Ref. [88]). The production is dominated by the $\gamma\gamma \rightarrow t\bar{t}$ process since QCD contributions are rapidly vanishing at high $t\bar{t}$ invariant masses. As discussed below, this reaction is potentially interesting for SM and BSM studies.

Central exclusive production of $t\bar{t}$ pairs has the potential of probing the colour-singlet exchange process in a region so far unexplored. This mechanism is suppressed in inclusive $t\bar{t}$ events, where the protons mostly do not survive [89]. Spin correlations in exclusive $t\bar{t}$ events differ from those in the inclusive channel because of the different initial-state particles. This can serve as an independent test of SM predictions.

The observation of central exclusive $t\bar{t}$ events can be translated into a measurement of the quartic dimension-8 anomalous couplings ($c_{\gamma\gamma t\bar{t}}$), and potentially provide a stringent limit from the measured invariant mass spectrum.

Because of the high invariant mass (above $\sim 350 \text{GeV}$), the acceptance of the first three stations is large. The expected signal yields are illustrated in Fig. 12 as a function of the minimum $\xi$ value.

The main background for exclusive $t\bar{t}$ production is the inclusive $t\bar{t}$ process with the two intact protons due to pileup. Although the inclusive $t\bar{t}$ production cross section is $\mathcal{O}(10^6)$ times larger than the exclusive one, the exclusivity of the process and the correlation between the $t\bar{t}$ system measured in the central detector and the scattered protons can be used to suppress the inclusive background.

### 3.2.5 Photoproduction

Single exclusive $Z$-production can happen only through photoproduction: $\gamma^* \not{p} \rightarrow Z$. A virtual photon radiated from one proton fluctuates into a $q\bar{q}$ pair, which scatters via $\not{p}$ exchange off the other proton and then produces the vector boson (see Fig. 13).

The photon-emitting (Coulomb scattered) proton will have a small squared four-momentum transfer $|t|$, less than $0.1 \text{GeV}^2$, while the other one will have a larger $|t|$, up to $0.5 \text{GeV}^2$, typical
for strong diffractive processes. In this case, the Z-boson will have $p_T(Z) < 0.7 \text{ GeV}$, the leptons from $Z \rightarrow \ell\ell$ will be almost back-to-back in azimuth, and the additional charged multiplicity at the dilepton vertex will be small. A future PPS spectrometer with the 420 m stations would have acceptance for exclusive Z production with both protons detected. Without the 420 m stations, on the other hand, the lower mass acceptance limit for double proton detection is too high (between 133 and 265 GeV, varying during the fill, see Table 4), but one can tag these events using only one proton: if the Z is sufficiently boosted in the $z$-direction, the proton in that direction has larger $\xi = \frac{m_Z}{\sqrt{s}} e^{i\pi}$ and falls inside the PPS acceptance.

It should be noted that high mass central exclusive dijet production, $pp \rightarrow p \oplus j j \oplus p$, can also occur via photoproduction in a $C = -1$ state, where $C$ is the charge parity. The cross section of this process is, however, expected to be significantly lower than the corresponding one from color-singlet gg fusion.
4 Locations for Near-Beam Detectors

4.1 Layout of LSS5

During the Long Shutdown LS3 the Long Straight Section LSS5 will be entirely redesigned. Some magnet and collimator locations will change, and crab cavities will be added. An overview drawing of the new layout is shown in Fig. 14. The objective of the following section is to identify free space suited for the installation of movable near-beam detectors.

4.2 Selection of Potential Detector Locations

The search for suitable detector locations around IP5 is driven by the goal to cover the widest possible range of masses $M$ in CEP processes to be measured via the fractional momentum losses

$$\xi_{1/2} := \frac{\Delta p_{1/2}}{p}$$

of the two surviving protons using the relation

$$M^2 = \xi_1 \xi_2 s,$$

where $\sqrt{s} = 14 \text{TeV}$ is the centre-of-mass energy. The minimum (maximum) accepted mass is obtained in the symmetric case $\xi_1 = \xi_2 = \xi_{\text{min(max)}}$:

$$M_{\text{min(max)}} = |\xi|_{\text{min(max)}} \sqrt{s}.$$

The best detector acceptance for leading protons with $\xi \neq 0$ is obtained with sensors approaching the beam horizontally, i.e. along $x$. This can be seen in the transverse hit distributions shown later in Section 8.1 (Figs. 43 and 45). The minimum accessible $|\xi|$ at a detector location $\varsigma$ along the beam line is given by the smallest accepted hit position $x_{\text{min}}$ determined by the closest detector approach to the beam – and the horizontal dispersion $D_x$ at that location:

$$|\xi|_{\text{min}}(\alpha, \beta^*, \varsigma) = \frac{x_{\text{min}}}{|D_x(\alpha, \xi_{\text{min}}, \varsigma)|} = \frac{n_{\text{TCT}}(\beta^*) + \Delta n_1 |\sigma_x(\beta^*, \varsigma)| + \Delta d + \delta}{|D_x(\alpha, \xi_{\text{min}}, \varsigma)|},$$

where $\sigma_x$ is the horizontal beam width depending on the optics (characterized by $\beta^*$, i.e. the value of the $\beta$ function at the IP), $n_{\text{TCT}}$ is the half-gap of the tertiary collimators (TCT) as defined by the collimation scheme, $\Delta n_1 = 3$ is the retraction of the near-beam detector vessels (e.g. Roman Pots) relative to the TCT position in terms of $\sigma_x$, $\Delta d = 0.3 \text{ mm}$ is an additional safety retraction to allow for beam orbit fluctuations, and the constant $\delta$, typically 0.5 mm, accounts for any distance between the outer housing surface closest to the beam and the sensitive detector. The dispersion $D_x$ depends not only on the crossing-angle $\alpha$ but also on $\xi$. This $\xi$-dependence implies that Eq. (4) has to be solved for $|\xi|_{\text{min}}$, which is accomplished using a parameterization of $D_x(\alpha, \xi)$ based on simulations with MAD-X [91].

Similarly to $|\xi|_{\text{min}}$, the maximum accessible $\xi$ can be expressed as

$$|\xi|_{\text{max}}(\alpha, \beta^*) = \frac{d_{\text{T}}(\beta^*)}{D_{\text{T}}(\alpha, \xi_{\text{max}})},$$

where $d_{\text{T}}$ is the tightest aperture limitation – in most cases the half gap of a TCL collimator (“Target Collimator Long”) as defined by the collimation scheme, and $D_{\text{T}}$ is the dispersion at that aperture limitation. Again, because of the $\xi$-dependence of $D_{\text{T}}$, Eq. (5) has to be solved for $\xi_{\text{max}}$ after parameterising $D_{\text{T}}(\alpha, \xi)$.

The first step of the location search is to plot the $\varsigma$-dependent quantities, $\sigma_x$ and $D_x$, along the outgoing beam line for one typical HL-LHC optics configuration (Fig. 15, left). The resulting $|\xi|_{\text{min}}$ is shown in Fig. 15 (right). For vertical crossing, smaller values are reached. The locations most suitable for the measurement of small $|\xi|$ values are marked in red. Closer layout inspection

\footnote{In this document the variable $\varsigma$ is used for the longitudinal coordinate (beam direction) instead of $s$ to avoid confusion with the Mandelstam $s$.}
Figure 14: Layout of Long Straight Section LSS5 (Sector 5-6) at HL-LHC [90].
of the region around the minimum at 232 m (inside the quadrupole Q6) indicated two promising locations: at 220 m (just before “TCL6”, the TCL collimator in LHC cell number 6 counted from IP5) and at 234 m (after the exit of Q6). Even smaller momentum losses can be reached beyond 300 m, but the only location with some free space lies around 420 m (the “missing magnet” region already studied previously by the FP420 project [11]).

Figure 15: Left: Horizontal dispersion and beam width (scaled by 1000) as a function of the distance $\varsigma$ from IP5 for Beam 1, i.e. in LHC Sector 5-6. Right: Minimum accepted $|\xi|$ as a function of $\varsigma$ according to Eq. (4) for $(\alpha/2, \beta^*) = (250 \mu \text{rad}, 15 \text{ cm})$ and $n_{\text{TCL}} = 12.9$. The TCL collimator positions are indicated. In both pictures the continuous and dashed lines represent vertical and horizontal crossing in IP5, respectively. The study was done with optics version 1.3 [9].

At $\varsigma \approx 270$ m the dispersion changes sign (Fig. 15, left). This means in practice that the proton trajectories transition from $x > 0$ to $x < 0$. The implication for the potential detector location at 420 m is that detectors need to be placed in the confined space between the incoming and the outgoing beam pipes, excluding conventional Roman Pot technology. A further complication is that in this location the beam pipes are in a cryostat, necessitating more involved engineering changes.

A region of interest for the detection of higher masses lies at 196 m, just upstream of the collimator TCL5 that intercepts protons with large $|\xi|$ (Section 6.1.2). Locations even farther upstream, before TCLX4, would give an even higher upper mass cut but are excluded because of the prohibitively high low-mass limit leaving no acceptance interval.

In summary, for the more detailed discussions in the following sections, four detector locations have been retained: 196 m, 220 m, 234 m, 420 m, each on both sides of IP5.

4.3 Mechanical Constraints, Available Space

In this section, preliminary information on the longitudinal and vertical space constraints is presented for each of the four detector locations. This will serve as input for the first iteration in the design of the detector stations. In particular, the available longitudinal space determines whether a station can be composed of two units for the measurement of local track angles and, if so, how long the lever arm between the units can be. The resulting resolution improvement in the kinematic reconstruction is then derived in Section 6.2.

A preliminary space reservation request for the four locations has been made by CMS [92].

4.3.1 The 196 m Station

The layout of the sector from the quadrupole Q4 to the TCL5 collimator (Fig. 16) is still uncertain because it might be necessary to flip and shift Q4 for irradiation reasons. Furthermore, there is
Figure 16: Preliminary layout [93] of the sector between Q4 and Q5 with tentative detector units, labelled as horizontal Roman Pots (XRPH). Three possible scenarios are shown: present standard layout (top), flipped-Q4 scenario (middle and bottom) with different possible locations for the BBLR [94].

A space reservation for two Long-Range Beam-Beam compensation units (BBLR) [94], one per beam. After first discussions with the people in charge of the BBLR, it seems possible to integrate two detector units of a tentative length of about 750 mm in all configurations. Resolution and acceptance considerations (Section 6.2) would favour a global position as close to TCL5 as possible and a lever arm of a few metres between the units. In the present scenario without Q4 flip, about 3.5 m could be realized, whereas in the flipped scenario the reduced space of 1.9 m would limit this lever arm. However, there are preliminary considerations about a new BBLR design where the units for the two beams would not be arranged in series but parallel. In that case the total longitudinal space needed by the BBLR would be about 5.5 m instead of two times 4.5 m. The two detector units could then be placed upstream and downstream of the BBLR with a lever arm of 5.5 m. The integration discussions will continue with good chances for a satisfactory solution.

The beam pipe in this region is circular with inner and outer diameters of 80 and 84 mm, respectively, i.e. the same geometry as at the present LHC. A special requirement of this sector is that all instrumentation on the beam line must be remotely movable by \( \pm (2 - 2.5) \) mm, both horizontally and vertically. Developments of movable support structures are ongoing on the machine side and should be adaptable for PPS needs.

4.3.2 The 220 m Station

Near 220 m (Fig. 17) the space situation is the most relaxed of all the locations under consideration. A total length of 4327 mm is potentially available. This would allow for two detector units, called 220-N (“Near”) and 220-F (“Far”), with a lever arm of 4 to 5 m to improve the precision of track reconstruction without jeopardising the acceptance overlap of the two units (Section 6.2). There should also be space for two pairs of detector vessels approaching the beam vertically, which are needed by the present techniques for alignment and optics calibration (Section 6.3.2). The beam pipe in this region is circular with inner and outer diameters of 80 and 84 mm, respectively, i.e. the same geometry as at the present LHC.
4.3.3 The 234 m Station

In the current design of HL-LHC, the location envisaged for the 234 m station is occupied by the first of the three DQR boxes underneath the beam pipes. However, it is probably possible to arrange these elements differently, by stacking two of them vertically, as already done in the interaction region IR7 at the present LHC. Discussions with the layout team are ongoing and look promising. This relocation would make space for two detector units (see Fig. 18 for a preliminary idea), called 234-N and 234-F, with a lever arm of about 3 m. The inner and outer beam pipe diameters are 80 and 84 mm, respectively, allowing in principle the integration of conventional Roman Pot units.

4.3.4 The 420 m Station

The region of interest near 420 m (Fig. 19) lies in the so-called “missing magnet” location previously studied by the FP420 project [11]. It has the following characteristics:

- This location consists of an empty cryostat of 12.6 m length in cell C11.R5 between the magnets Q10 and Q11. To install any equipment in the beam line requires the construction of a cryogenic bypass. A solution already exists: for the installation of the new TCLD collimators (“Target Collimator Long Dispersion suppressor”) in equivalent locations in IR2 and IR7 a connection cryostat has been developed [96, 97]. Within the space created by the connection cryostat there will probably be no room for a second detector unit. Hence the kinematic reconstruction will not profit from a lever arm longer than the unit itself (see discussion in Section 6.2).

- The positive sign of the dispersion (Fig. 15) means that scattered proton tracks run in the narrow space between the outgoing and the incoming beam pipe: the centres of the two
Figure 19: Layout of cell C11R5 just behind Q10 [95]. The region of interest for a detector station lies in the location of the empty cryostat LEGR.
beams have a distance of only 194 mm. This precludes the installation of a standard Roman Pot.

- The beam pipes have a truncated circular shape as outlined in Fig. 43 (page 55, bottom right) with a diameter of 44.0 mm and a vertical dimension of 34.3 mm.

Ideas for movable detector devices compatible with these space constraints will be presented in Section 10.
5 Machine Parameters and their Impact on Forward Physics

5.1 Beam Parameters

Table 3 lists the beam parameters foreseen for HL-LHC [1] in comparison with the nominal LHC parameters.

Table 3: HL-LHC nominal parameters [1] for 25 ns operation for two production modes of the LHC beam in the injectors.

| Parameter                                                       | Nominal LHC (design report) | HL-LHC (standard) | HL-LHC (BCMS)# |
|-----------------------------------------------------------------|-----------------------------|------------------|----------------|
| Beam energy in collision [TeV]                                  | 7                           | 7                | 7              |
| Particles per bunch, \(N[10^{13}]\)                            | 1.15                        | 2.2              | 2.2            |
| Number of bunches per beam                                     | 2808                        | 2748             | 2604           |
| Number of collisions in IP1 and IP5\(^*\)                      | 2808                        | 2736             | 2592           |
| \(N_{tot}[10^{14}]\)                                           | 3.2                         | 6.0              | 5.7            |
| Beam current [A]                                               | 0.58                        | 1.09             | 1.03           |
| Crossing angle in IP1 and IP5 [μrad]                           | 285                         | 510              | 510            |
| Minimum normalized long-range beam–beam separation [σ]         | 9.4                         | 12.5             | 12.5           |
| Minimum \(β^{*}\) [m]                                         | 0.55                        | 0.2              | 0.2            |
| \(ε_{b}\) [μm]                                                 | 3.75                        | 2.50             | 2.50           |
| \(ε_{t}\) [eV\(\)]                                            | 2.50                        | 2.50             | 2.50           |
| R.M.S. energy spread [0.0001]                                  | 1.13                        | 1.08             | 1.08           |
| R.M.S. bunch length [cm]                                       | 7.55                        | 8.1              | 8.1            |
| IBS horizontal in collision [h]                                | 80–106                      | 18.8             | 18.8           |
| IBS longitudinal in collision [h]                              | 61–60                       | 20.6             | 20.6           |
| Piwinski parameter                                             | 0.65                        | 2.5              | 2.5            |
| Total reduction factor \(R_{e}\) without crab cavities at min. \(β^{*}\) | 0.836                       | 0.369            | 0.369          |
| Total reduction factor \(R_{l}\) with crab cavities at min. \(β^{*}\) | (0.981)                     | 0.715            | 0.715          |
| Beam–beam tune shift/IP                                        | 0.0031                      | 0.01             | 0.01           |
| Peak luminosity without crab cavities \(L_{peak}[10^{34}\text{ cm}^{-2}\text{ s}^{-1}]\)| 1.00                        | 6.52             | 6.18           |
| Peak luminosity with crab cavities \(L_{peak}\times R_l/R_e [10^{34}\text{ cm}^{-2}\text{ s}^{-1}]\)| (1.18)                      | 12.6             | 11.9           |
| Events/crossing without levelling and without crab cavities   | 27                          | 172              | 172            |
| Levelled luminosity for \(μ=140 [10^{34}\text{ cm}^{-2}\text{ s}^{-1}]\)| -                           | 5.32\(^\dagger\) | 5.02\(^\dagger\) |
| Events/crossing \(μ\) (with levelling and crab cavities)^1      | 27                          | 140              | 140            |
| Maximum line density of pile-up events during fill [events/mm]| 0.21                        | 1.3              | 1.3            |
| Levelling time [h] (assuming no emittance growth)^1            | -                           | 5.23             | 5.23           |
| Number of collisions in IP2/IP8                                | 2808                        | 2452/2524\(^\ddagger\) | 2288/2396\(^\ddagger\) |
| \(N\) at injection \([10^{11}]\)^1                           | 1.20                        | 2.30             | 2.30           |
| Maximum number of bunches per injection                        | 288                         | 288              | 288            |
| \(N_{tot}/\text{injection}[10^{13}]\)                         | 3.46                        | 6.62             | 6.62           |
| \(ε_{b}\) at SPS extraction [μm]\(^\ddagger\)                | 3.50                        | 2.00             | <2.00\(^\ddagger\) |

*BCMS parameters are only considered for injection and as a backup parameter set in case one encounters larger than expected emittance growth in the HL-LHC during injection, ramp and squeeze

*Assuming one less batch from the PS for machine protection (pilot injection, transfer line steering with 12 nominal bunches) and non-colliding bunches for experiments (background studies, etc.). Note that due to RF beam loading the abort gap length must not exceed the 3 μs design value.

^1For the design of the HL-LHC systems (collimators, triplet magnets, etc.), a margin of 50% on the peak luminosity (corresponding to the ultimate levelled luminosity of approximately \(7.5 \times 10^{34}\) cm\(^{-2}\) s\(^{-1}\) and to a pile-up \(μ=200\)) has been agreed.

^1The total number of events/crossing is calculated with an inelastic cross-section of 81 mb, while 111 mb is assumed as a pessimistic value for calculating the proton burn off and the resulting levelling time [5, 7].

^1The lower number of collisions in IR2/8 compared to the general-purpose detectors is a result of the agreed filling scheme, aiming as much as possible at an equal sharing of collisions between the experiments.

^1An intensity loss of 5% distributed along the cycle is assumed from SPS extraction to collisions in the LHC.

^1A transverse emittance blow-up of 10–15% on the average H/V emittance in addition to that expected from intra-beam scattering (IBS) is assumed (to reach 2.5 μm of emittance in collision for 25 ns operation).

^1For the BCMS scheme, emittances down to 1.7 μm have already been achieved at LHC injection, which might be used to mitigate excessive emittance blow-up in the LHC during injection and ramp.
For the purposes of near-beam detector instrumentation and forward physics, the following key changes relative to the present-day LHC need to be pointed out:

- The number of protons per bunch, \(N\), and hence the beam current, increases by almost a factor 2. This implies a factor four in impedance heating. Therefore special care will have to be taken in impedance mitigation techniques and detector cooling (Section 10.1).

- The luminosity increase leads to an increase of detector-vessel induced shower rates by the same factor. This shower development will have to be carefully studied in collaboration with the collimation and FLUKA simulation [98] team to avoid radiation-induced heat-load problems in machine elements downstream of the detector stations. Mitigation and monitoring are discussed in Section 10.2. Another side effect of the high luminosity is the irradiation of all instrumentation in the tunnel (Section 7). This has to be taken into account in the choice of detector and electronics technology (Section 8.1.2) and the design of the vessel and movement system (Section 10.4).

- The table shows minimum values for \(\beta^*\) and maximum values of the crossing-angle, both well beyond the LHC extrema. In fact, owing to the strong luminosity levelling requirement, both values can change over a wide range during a fill, as discussed in Section 5.2.

- The beam emittance is expected to be lower, leading to thinner beams. Hence a new nominal normalized emittance value of \(\varepsilon_n = 2.5 \mu m\) rad (instead of 3.5 \(\mu m\) rad), used for all nominal beam width calculations and collimator position settings (Section 5.3), was introduced.

- The increased pileup (\(\mu \sim 140\)) imposes stringent requirements on the time-of-flight resolution for longitudinal vertex identification (Section 8.1.4).

- The table mentions the introduction of crab cavities. Their effect on forward protons is studied in Section 5.4 and found to be negligible.

### 5.2 Optics and Crossing-Angle

The optics at HL-LHC will follow the logic of the ATS optics [99] (see also Ref. [100] for a detailed discussion of its impact on PPS) where the final part of the \(\beta^*\) squeeze in an IP is obtained by adjusting the beta function outside the interaction region (IR) while leaving the magnet strengths in the IR unchanged. This strategy leads to a constant transport matrix from the IP to the leading-proton detectors even when \(\beta^*\) changes during the fill. This invariance property of the optics is advantageous for forward physics because it avoids continuous optics recalibrations during fills. Experimentally, its validity has been verified in the analysis of Run-2 data. At HL-LHC this feature will be even more important because the luminosity levelling for pileup mitigation implies a variation of \(\beta^*\) over a range of 70 cm to 15 cm from the beginning to the end of a fill (Fig. 20, top).

The invariance of the transport matrix elements \(v_{XRP}\) (magnification of the vertex position) and \(L_{XRP}\) (effective length translating a scattering angle into a track displacement at the detector) from the IP to a detector plane (in an XRP) can be exploited to derive the \(\beta^*\)-dependence of the beam width \(\sigma_{XRP}\) needed in Eq. (4) for calculating \(\xi_{\text{min}}\) from machine parameters:

\[
 v_{XRP} = \sqrt{\frac{\beta_{XRP}}{\beta^*}} \cos \mu_{XRP} = \text{const.},
\]

\[
 L_{XRP} = \sqrt{\frac{\beta_{XRP}}{\beta^*}} \sin \mu_{XRP} = \text{const.},
\]

where \(\mu_{XRP}\) is the phase advance of the beta function from the IP to the XRPs. Solving (6) and (7) for \(\beta_{XRP}\), one obtains

\[
 \beta_{XRP} = v_{XRP}^2 \beta^* + \frac{L_{XRP}^2}{\beta^*},
\]

and hence

\[
 \sigma_{XRP} = \sqrt{\frac{\varepsilon_n \beta_{XRP}}{\gamma}} = \sqrt{\frac{\varepsilon_n}{\gamma}} \left( v_{XRP}^2 \beta^* + \frac{L_{XRP}^2}{\beta^*} \right),
\]

28
Figure 20: Evolution of $\beta^*$ (top) and the full crossing-angle $\alpha$ (bottom) during a fill according to different luminosity levelling schemes (extracted from Ref. [101]). A discussion of these schemes (“baseline”, “relaxed adaptive”, “aggressive adaptive”) would go beyond the scope of this document and is not needed for its understanding.

where $\gamma$ is the Lorentz factor of the proton. The constants $v_{\text{XRP}}$ and $L_{\text{XRP}}$ have to be determined with a MAD-X simulation [91] for any example $\beta^*$. If in future optics versions the strict invariance of $v_{\text{XRP}}$ and $L_{\text{XRP}}$ is lost, the simple analytical solution will have to be replaced with numerical techniques.

In some luminosity levelling schemes, the crossing-angle $\alpha$ will change simultaneously with $\beta^*$ (Fig. 20, bottom), with a linear impact on the dispersion in the crossing-plane. The linearity is shown in Fig. 21 for HL-LHC and has been experimentally verified in Run 2. The sequence of points ($\alpha/2, \beta^*$) in a fill defines a levelling trajectory along which the performance of the proton spectrometer will vary.

Depending on whether the crossing-plane is horizontal or vertical, the crossing-angle variation affects the proton acceptance in near-beam detectors at different levels, as discussed in Section 6.1. Given that at the time of the studies for this report the crossing-angle plane in IP5 (horizontal as until LS3, or vertical) had not yet been decided, both options were investigated.

Since – as will be concluded at the end of Section 6 – vertical beam crossing in IP5 is overall advantageous, CMS requested it in December 2018 [7]. In June 2020 [8], this favourable scheme, vertical crossing in IP5 and hence horizontal crossing in IP1, was decided to be implemented.
5.3 Collimation Scheme

Like all movable devices, near-beam detectors are integrated into the collimator hierarchy of LHC’s multistage collimation system where each stage has to stay in the protected shadow of its preceding stage. Experiment devices are the fourth stage in this hierarchy and thus need to be retracted by a certain distance relative to the tertiary stage, the TCTs. In Eq. (4), giving the minimum measurable momentum loss of a proton, this retraction was expressed as a combination of a part $\Delta n$ in terms of beam widths and a fixed part $\Delta d$ in absolute distance units.

The debris-absorbing TCLs upstream of a leading proton detector are important since they usually constitute the aperture limitations defining the highest observable values of proton momentum loss $\xi$ and scattering angles $\theta_x$, as already seen in Eq. (5) and discussed further in Section 6.1.2.

In full generality, the distances of the collimator jaws from the beam centre may have to follow the evolution of $\beta^*$ during a fill. This dependence is then transferred into the proton acceptance, e.g. via $n_{\text{TCT}}(\beta^*)$ in Eq. (4). The collimation strategy presently foreseen for HL-LHC [102] keeps the TCT and TCL gaps constant in absolute distance. This distance is defined as a multiple of the beam width at the smallest $\beta^*$ reachable in a fill, i.e. at $\beta^*_0 = 15$ cm:

$$d_{\text{TCT}} = 12.9 \sigma_{\text{TCT}}(\beta^*_0), \quad (10)$$

$$d_{\text{TCL}} = 14.2 \sigma_{\text{TCL}}(\beta^*_0). \quad (11)$$

With the approximate relation,

$$\sigma_{\text{TCT/TCL}}(\beta^*) \propto \frac{1}{\sqrt{\beta^*}}, \quad (12)$$

follows

$$n_{\text{TCT}}(\beta^*) = \frac{d_{\text{TCT}}}{\sigma_{\text{TCT}}(\beta^*)} = 12.9 \frac{\sigma_{\text{TCT}}(\beta^*_0)}{\sigma_{\text{TCT}}(\beta^*)} = 12.9 \sqrt{\frac{\beta^*}{15 \text{ cm}}}, \quad (13)$$

which is needed for calculating $|\xi|_{\text{min}}$ with Eq. (4).

5.4 Crab Cavities

The crab cavities (see Section 4.2 in Ref. [1]), to be installed in the range 155–163 m from IP5, i.e. between TCLX.4 and Q4, will rotate the proton bunches in the crossing plane $(z, X)$ (where
\( X = x, y \) for horizontal and vertical crossing, respectively) in order to compensate for the luminosity loss due to the crossing-angle \( \alpha \) via the geometrical factor \( \frac{\sigma_X}{\sqrt{\sigma_X^2 \cos^2 \frac{\alpha}{2} + \sigma_Y^2 \sin^2 \frac{\alpha}{2}}} \). They therefore have an impact on the proton transport matrix that had to be studied with MAD-X [91]. The studies were performed for the case of a vertical crossing angle \( \alpha/2 = 250 \mu \text{rad} \) and a maximal vertical crabbing angle \( \alpha_{\text{crab}} = -190 \mu \text{rad} \). The following effects were observed:

- For protons originating in the centre of the vertex distribution, \( (x^*, y^*, z^*) = (0, 0, 0) \), the only visible effect is a tiny modification of the momentum loss, proportional to the crabbing angle and linearly dependent on the original \( \xi^* \) (Fig. 22). The resulting \( \Delta \xi \) is at most of the order \( 10^{-7} \), i.e. negligible.

- Protons originating from the periphery of the vertex distribution in the vertical plane \( (y^* \neq 0 \) or \( z^* \neq 0 \)) are affected by the bunch rotation functionality of the crab cavities. They suffer a tiny momentum loss of the order \( 10^{-9} \) (Fig. 23). The trailing protons \( (z^* \neq 0) \) also receive a vertical displacement by a few tens of microns (Fig. 24). Again, both effects were found to be proportional to the crabbing angle.

- Protons with a vertical scattering angle suffer a tiny momentum shift of the order \( 10^{-8} \) (Fig. 25).

- The optical functions, \( v_y \) and \( L_y \), are unaffected.

- All quantities in the non-crossing direction \( (x \) in the case studied here) are unaffected.

![Figure 22: Momentum change caused by the crab cavities to protons originating at vertex (0,0,0) and measured in the 196 m detector station, as a function of the crabbing angle. Here a crossing-angle \( \alpha/2 = 250 \mu \text{rad} \) and round optics with \( \beta^* = 15 \text{ cm} \) were assumed.](image)

In summary, all proton transport effects induced by the crab cavities are very small and can be ignored.
Figure 23: Momentum loss caused by the crab cavities to protons originating at peripheral vertices $(0, y^*, z^*)$ and measured in the 196 m detector station, for a crossing-angle $\alpha/2 = 250 \mu\text{rad}$, a round optics with $\beta^* = 15 \text{ cm}$, and maximum crabbing angle $\alpha_{\text{crab}} = -190 \mu\text{rad}$, as a function of the normalized vertical (top) and longitudinal (bottom) vertex positions.

Figure 24: Vertical track displacement caused by the crab cavities to protons originating at trailing vertices $(0, 0, z^*)$ and measured in the 196 m detector station, for a crossing-angle $\alpha/2 = 250 \mu\text{rad}$, a round optics with $\beta^* = 15 \text{ cm}$, and maximum crabbing angle $\alpha_{\text{crab}} = -190 \mu\text{rad}$, as a function of the normalized longitudinal vertex position.
Figure 25: Momentum change caused by the crab cavities to protons originating at the central vertex (0,0,0) but with a vertical scattering angle $\theta_y^*$, and measured in the 196 m detector station, for a crossing-angle $\alpha/2 = 250 \mu$rad, a round optics with $\beta^* = 15$ cm, and maximum crabbing angle $\alpha_{\text{crab}} = -190 \mu$rad.
6 Kinematic Acceptance and Resolution in the Chosen Locations

Based on the accelerator and beam parameters reported in the previous section, the expected spectrometer performance is derived, assuming that all four preferred detector locations are instrumented.

The kinematic properties of the leading protons in CEP events can be expressed in terms of the variables $\xi, \theta_x^*, \theta_y^*, x^*, y^*, z^*$. The momentum loss $\xi$ and its acceptance range have already been introduced and discussed in Section 4 as a criterion in the search for appropriate PPS detector locations. The following treatment goes one step further by looking at the acceptance for the two leading protons not individually but combined in terms of the centrally produced mass according to Eq. (2), and later also in terms of the production rapidity of that mass.

In addition, the scattering angle components $\theta_x^*$ and $\theta_y^*$ (or equivalently the transverse proton momenta $p_x^*$ and $p_y^*$) are considered.

The transverse vertex, $(x^*, y^*)$, will be neglected here since its distribution will only be a few microns wide, far too narrow to be resolved with forward physics detectors.

Finally, the longitudinal vertex position, $z^*$, will be discussed only later in Section 8, in the context of vertex identification via time-of-flight measurements.

6.1 Acceptance

6.1.1 Minimum Mass

The minimum central diffractive mass accepted at a location $\varsigma$ for given $\alpha$ and $\beta^*$ can be calculated using Eqs. (2) and (4). For simplicity, symmetric optics in the two beams, i.e. equal $|\xi|_{\text{min}}$, are assumed:

$$M_{\text{min}} = |\xi|_{\text{min}} \sqrt{s}.$$ (14)

The result of this calculation, contour lines of $M_{\text{min}}$ in the beam parameter space $(\alpha/2, \beta^*)$, is shown in Fig. 26 for the four chosen detector locations. The luminosity-levelling trajectories from Section 5.2 (Fig. 20) are drawn, too. The start point at the beginning of the fill is always at the maximum $\beta^*$ value.

From these graphs the following conclusions are drawn:

- The main driving factor for the minimum mass is the dispersion, which in turn is fully determined by the crossing-angle. The optics (via $\beta^*$) play a minor role.
- If the 420 m location can be instrumented, the minimum mass is about 50 GeV with only a very weak dependence on the optics, the crossing-angle, and its plane (horizontal or vertical).
- Without the 420 m location, vertical crossing gives a much better low-mass acceptance (starting at 160 GeV) than horizontal crossing (starting at 515 GeV).

6.1.2 Maximum Mass

In order to calculate the maximum accepted mass with Eqs. (3) and (5), the aperture limitations have to be identified for each crossing-angle. In the case of vertical beam crossing in IP5, both horizontal and vertical apertures may impose limitations, whereas in the case of horizontal crossing there is no substantial vertical dispersion and hence no acceptance loss from the vertical aperture. The detailed discussion here is only given for vertical crossing as it has been decided for IP5 at HL-LHC; for the simpler horizontal case only the final result is reported.

Figure 27 shows the horizontal and vertical aperture model of the IR5 region along with projections of a few example trajectories for $\alpha_y/2 = 250 \mu\text{rad}$. In particular, those $\xi$-values were chosen that just hit the edges of the TCL collimators, the predominant aperture limitations. The figure also shows two exceptions where other elements constitute the limitations:

- For potential locations beyond 315 m (i.e. the 420 m location relevant in the scope of this document), the last TCL collimator, TCL6, is not the tightest aperture limitation. TCL6
Figure 26: Contour lines for the minimum accepted mass $M_{\text{min}} = |\xi|_{\text{min}} \sqrt{s}$ in the crossing-angle/optics parameter space ($\alpha_x/2, \beta^*$). On the right-hand ordinate the XRP approach distance is calculated from $\beta^*$. The coloured lines represent luminosity-levelling trajectories from Fig. 20 with the same colour code in case of horizontal crossing in IP5. For vertical crossing, the violet line represents any of the trajectories. The labels (1A) – (2Z) in the first panel define the trajectory start and end points used in Figs. 30 and 31.

- Imposes a limit at $\xi = 0.026$ whereas the beam pipe just before 420 m cuts already at $\xi = 0.012$. The upper mass limit of the 420 m station is therefore independent of the collimation scheme.

- The vertical aperture of Q4 and its corrector magnets cuts at $\xi = 0.194$ whereas TCLX.4 has its bottleneck only at $\xi = 0.203$. This vertical limitation is only dominant for crossing-angles greater than 240 $\mu$rad.

An instructive visualization of the aperture limitations is shown in Fig. 28. At each point along the beamline, the horizontal and vertical apertures are directly converted into the $\xi$-limit at that point. For a given detector location the dominant limit can be read off as the deepest minimum upstream.

Figure 29 shows the upper mass cutoff as a function of the crossing angle in both the vertical and the horizontal crossing cases. As discussed before, for vertical crossing the most dominant limitations come from the horizontal aperture and for all locations, except 420 m, this horizontal aperture is limited by the TCL collimators. At 420 m, on the other hand, the beam-pipe absorbs protons with $|\xi| > 0.012$. The highest masses are accepted by the unit at 196 m: up to 2.7 TeV for vertical crossing, and up to 4 TeV for horizontal crossing.
Figure 27: Horizontal (left) and vertical (right) aperture models with example trajectories hitting an element because of their $\xi$-values (see text). This figure corresponds to a vertical crossing-angle $\alpha_y/2 = 250\,\mu\text{rad}$.

Figure 28: Maximum value of $|\xi|$ for which a proton trajectory can just pass through the horizontal (left) and vertical (right) aperture at the longitudinal position $\zeta$ for a vertical crossing-angle $\alpha_y/2 = 250\,\mu\text{rad}$. The blue and red colours denote which of the aperture walls (left/right, top/bottom) are hit.

6.1.3 Mass-Rapidity Acceptance

The CEP acceptance for a given point in the beam parameter space $(\alpha, \beta^*)$ can be visualized by drawing for every instrumented detector location the $|\xi|$-acceptance bands – whose limits are calculated as discussed in the previous section – in the mass-rapidity plane of the centrally produced system:

$$
\left( \ln \frac{M}{\sqrt{s}}, y \right) = \left( \frac{1}{2} (\ln |\xi| + \ln |\xi_2|), \frac{1}{2} (\ln |\xi| - \ln |\xi_2|) \right).
$$

Figure 30 shows these $(M, y)$ contour plots for the start and end points of the two extreme levelling trajectories defined in Fig. 26: points (1A) and (1Z) for any trajectory with vertical crossing in IP5, points (2A) and (2Z) for the “Baseline” trajectory with horizontal crossing. The projections on the mass axis, under the approximation of uniform rapidity distributions, are given in Fig. 31.
Figure 29: Maximum accepted central mass for each detector location as a function of the crossing-angle. Left (vertical crossing): both horizontal and vertical apertures contribute to the mass limits. The continuous lines denote the most restrictive, i.e. dominant, limitations. Right (horizontal crossing): only the horizontal apertures contribute.

Table 4 lists the $\xi$ and mass limits for the four stations and for both crossing-angle orientations. The following observations are made:

- In most cases, the acceptance zones of the four detector locations are non-overlapping and separated by gaps. Only at the end of the fill, in the case of vertical crossing, there is some overlap between the 234 m and 420 m stations. For horizontal crossing, the gaps would be much wider than for the vertical crossing that has been chosen.

- Although the double-arm acceptance has mass gaps at central rapidities, the mixed acceptance zones combining different detector units in the two arms of the experiment (e.g. 420 m left + 234 m right) fill some of these mass gaps by providing acceptance at forward rapidities.

- Combined with other stations on the opposite side, the 420 m station contributes very significant acceptance also at intermediate masses (up to 670 GeV for vertical crossing).

- The gaps between the acceptances of 196 m, 220 m, and 234 m can potentially be closed by opening TCL5 and TCL6 a little further if allowable from machine protection arguments. On the other hand, the gap between 234 m and 420 m is caused by the beam pipe at $\varsigma > 300$ m limiting the aperture (Section 6.1.2). It could only be closed by adding a detector unit near 300 m where, however, no free space is available.

- Without the 420 m stations, the minimum mass for vertical crossing is 133 GeV, whereas for horizontal crossing it would be 437 GeV, i.e. significantly worse.

- Large-mass acceptance, above 1 TeV, is contributed by the 196 m stations, also in combination with the 220 m stations. For vertical crossing, the upper mass limit will be shifted from about 2 TeV for the pre-LS3 PPS system to 2.7 TeV at HL-LHC. For horizontal crossing, the absolute maximum would be 4 TeV, but in a very small rapidity range, i.e. with small acceptance.

Based on the large acceptance gaps for horizontal crossing and, in particular, the high minimum mass without the 420 m stations, this project expressed, already early in its development, a strong preference for vertical crossing in IP5. CMS adopted this preference and requested vertical crossing after LS3 [7]. In June 2020, the decision was taken to implement the vertical crossing [8].
Figure 30: Acceptance for the protons from CEP events in the mass-rapidity plane of the centrally produced system. The yellow/orange colour tones mark single-arm proton acceptance, the green tones mark double-arm acceptance. The labels (1A), ..., (2Z) denote the same points on the levelling trajectories in the $(\alpha_x/2, \beta^*_x)$ plane as defined in Fig. 26. Top: start and end point of any levelling trajectory for a vertical crossing angle in IP5, bottom: start and end point of the baseline levelling trajectory for horizontal crossing in IP5.
Figure 31: Projection of the \((M, y)\) acceptance on the mass axis under the approximation of flat rapidity distributions, adding up all the double-arm areas of Fig. 30 for the same points in the \((\alpha, \beta^*)\) beam parameter space. Top: vertical crossing, bottom: horizontal crossing. The dashed lines represent a configuration without the 420 m stations.
Table 4: Lower and upper ξ limits, and minimum and maximum central mass accepted by each station at rapidity y = 0. The top and bottom blocks represent vertical (officially chosen for implementation) and horizontal crossing (for comparison), respectively. The ranges in the minimum values indicate the beginning and the end of the levelling trajectories, (1A) to (1Z) and (2A) to (2Z).

| Station | |ξ_{min}| |ξ_{max}| |M_{min} [GeV] @ y = 0| |M_{max} [GeV] @ y = 0|
|---|---|---|---|---|---|
| 196 m | 0.0786−0.0856 | 0.1967 | 1100.87−1197.80 | 2754.27 |
| 220 m | 0.0371−0.0381 | 0.0688 | 519.89−533.18 | 962.70 |
| 234 m | 0.0189−0.0095 | 0.0263 | 264.96−132.80 | 368.11 |
| 420 m | 0.0031−0.0034 | 0.0116 | 43.38−47.04 | 162.66 |

| Station | |ξ_{min}| |ξ_{max}| |M_{min} [GeV] @ y = 0| |M_{max} [GeV] @ y = 0|
|---|---|---|---|---|---|
| 196 m | 0.1654−0.1779 | 0.2871 | 2316.15−2490.07 | 4018.94 |
| 220 m | 0.0984−0.1014 | 0.1488 | 1377.48−1419.13 | 2083.04 |
| 234 m | 0.0564−0.0312 | 0.0732 | 789.48−437.07 | 1024.60 |
| 420 m | 0.0032−0.0034 | 0.0118 | 44.55−48.20 | 165.28 |

6.1.4 Scattering Angle

Up to this point, all kinematic acceptance studies have neglected the scattering angle for simplicity. This section presents the results of an extended aperture study based on MAD-X simulations: for a series of values of ξ, the minimum and maximum values of θ^∗_x and θ^∗_y are calculated for which a proton can still pass through all beamline elements upstream of the detector station. Figure 32 shows these results for the case of vertical crossing in IP5. The up-down asymmetry in the θ^∗_y acceptance are a consequence of the vertical dispersion. Note also that for nonzero θ^∗_x the gaps between the ξ-regions accepted by the four detector stations are reduced. This study still does not offer full generality because situations where both components θ^∗_x and θ^∗_y are calculated for which a proton can still pass through all beamline elements upstream of the detector station. Figure 32 shows these results for the case of vertical crossing in IP5. The up-down asymmetry in the θ^∗_y acceptance are a consequence of the vertical dispersion. Note also that for nonzero θ^∗_x the gaps between the ξ-regions accepted by the four detector stations are reduced. This study still does not offer full generality because situations where both components θ^∗_x and θ^∗_y are nonzero are not treated. If the beam pipe had a rectangular cross section, the limits on θ^∗_x and θ^∗_y would be independent and could be applied separately to each component. However, the typical rectellipsoid shape² of most beam-pipe elements, leads to slight violations of the independence of the two components in the rather rare cases when both are close to their extrema (i.e. in diagonal track directions when the rounded corners of the beam pipe are hit).

In the physics performance studies performed so far (Section 3), the effect of the scattering angle on the acceptance have not yet been taken into account. The distribution of signal protons will be centered at a scattering angle of zero. In the case of γγ processes, the RMS of the distribution is expected to be ~ 0.08 mrad at the upper end of the ξ range, decreasing for smaller ξ values. Therefore, neglecting the scattering angle θ^∗_x will have only a small impact on the physics acceptance studies, and neglecting θ^∗_y will have essentially no impact, apart from the beam pipe limitation on the upper edge of the 196 m acceptance.

²A rectellipse is a hybrid shape formed by superimposing a rectangle and an ellipse, resulting in a rectangle with rounded corners.
Figure 32: Two-dimensional single-proton acceptance in the \((\xi, \theta^*_x)\) plane for \(\theta^*_y = 0\) (top), and in the \((\xi, \theta^*_y)\) plane for \(\theta^*_x = 0\) (bottom), for \(\alpha_y/2 = 250 \mu\text{rad}\) (vertical crossing) and \(\beta^* = 15\text{ cm}\). The right-hand axes translate the scattering angles into the corresponding transverse momenta.
6.2 Reconstruction and Resolution

The goal of forward detector event analysis is the reconstruction of the scattering kinematics using the leading proton track segments measured hundreds of metres away from the interaction point. The objective of this section is not to describe the most advanced reconstruction techniques applied in real data analysis [100, 105] (see also Ref. [103] for the first development of the concepts), but

- to investigate the possibility to resolve the kinematic variables of the forward protons,
- to establish the ideal lever arm between the two units of each detector station, which then has to be confronted with the available space discussed earlier in Section 4.3.

The trajectory of a proton with fractional momentum loss $\xi$, Eq. (1), emerging at a scattering angle $(\theta_x^*, \theta_y^*)$ from a vertex at IP5 with transverse position $(x^*, y^*)$, is described in linear approximation by the transport matrix equation [104, 110]

$$ \vec{d}(\varsigma) = T(\varsigma) \cdot \vec{d}^\ast, $$

where $\vec{d}(\varsigma) = (x, \theta_x^*, y, \theta_y^*, \xi)^T$ is the coordinate vector in the position $\varsigma$ along the beam line, and $\vec{d}^\ast$ is the corresponding vector at the vertex. The transport matrix

$$ T = \begin{pmatrix} v_x & L_x & m_{13} & m_{14} & D_x \\ \frac{dv_x}{ds} & \frac{dL_x}{ds} & m_{23} & m_{24} & \frac{dD_x}{ds} \\ m_{31} & m_{32} & v_y & L_y & D_y \\ \frac{dv_y}{ds} & \frac{dL_y}{ds} & m_{41} & m_{42} & \frac{dD_y}{ds} \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix} $$

is defined by the optical functions: the vertex magnification $v_{x/y}$ (see Eq. (6)), the effective length $L_{x/y}$ (see Eq. (7)), and the dispersion $D_{x/y}$ (Section 4.2). For the nominal LHC optics the coefficients $m_{13}$, ..., $m_{42}$, which couple the $x$ and $y$ coordinates, are zero. In the following treatment only the case of vertical beam crossing is considered, where both dispersion components $D_x$ and $D_y$ are nonzero. It is important to note that all optical functions depend on $\xi$ (Figs. 33, 34), which introduces nonlinearities into the equation system. In practice, these nonlinearities are dealt with by either an analytical, iterative approach, or by performing a global $\chi^2$ fit to the entire transport matrix equation with the kinematic variables as free parameters [100, 105].

Figure 33: $\xi$-Dependence of the effective length (left) and the magnification (right) in $x$ (top) and in $y$ (bottom) at the four detector locations. The coloured sections lie within the acceptance (for vertical beam crossing).

The reconstruction objective – the determination of $\vec{d}^\ast$ – can be achieved if
1. the optical functions and their $\xi$-dependences are known, and

2. a sufficient number of independent measurements is performed on each track.

Condition 1 requires a magnetic model of the LHC and data-constrained calibration techniques (Section 6.3.3).

How is Condition 2 quantified, and how can it be fulfilled? Each individual measurement point at a detector contributes one equation per coordinate [2]:

$$x(\xi) = v_x(\xi)x^* + L_x(\xi)\theta_x^* + D_x(\xi)\xi$$

$$y(\xi) = v_y(\xi)y^* + L_y(\xi)\theta_y^* + D_y(\xi)\xi.$$  (18)

The explicit measurement of a local angle $\theta_{x/y}$ can be replaced with the equivalent measurement of a second position.

The reconstruction of all five variables constituting $\vec{d}$ would require to measure each track projection in at least three points, providing six equations: three for $x$, three for $y$. Because of the missing acceptance overlap between the four station locations defined in the previous chapters, each station has to perform the full kinematic measurement in its respective $\xi$-range. This would ideally mean to accommodate three detector units in each station region, which is impracticable for reasons of space, integration, and cost. However, given the very small vertex distribution widths $\sigma(x^*)$ and $\sigma(y^*)$ for the strongly squeezed low-$\beta^*$ optics at hand\(^3\), and given the magnification functions $v_{x/y}$ of only $O(1)$, the transverse vertex reconstruction would not be precise enough for matching the leading proton with the central event. Therefore an appropriate approach is to reconstruct only $\xi$, $\theta_x^*$, and $\theta_y^*$, for which two detector units with adequate lever arm are sufficient, and to assign a systematic uncertainty for the neglected vertex terms. Vertex identification, on the other hand, is performed via time-of-flight measurements providing the longitudinal vertex position.

After setting $x^* = y^* = 0$, Eqs. (18) and (19), evaluated at two detector units in locations $\xi_1$ and $\xi_2$, can be solved [100,105]:

$$\xi_{\text{from } x} = \frac{x_1L_{x,2} - x_2L_{x,1}}{D_{x,1}L_{x,2} - D_{x,2}L_{x,1}}; \quad \theta_x^* = \frac{x_1D_{x,2} - x_2D_{x,1}}{D_{x,2}L_{x,1} - D_{x,1}L_{x,2}},$$  (20)

$$\xi_{\text{from } y} = \frac{y_1L_{y,2} - y_2L_{y,1}}{D_{y,1}L_{y,2} - D_{y,2}L_{y,1}}; \quad \theta_y^* = \frac{y_1D_{y,2} - y_2D_{y,1}}{D_{y,2}L_{y,1} - D_{y,1}L_{y,2}}.$$  (21)

\(^3\)To give examples, at $\beta^* = 0.7$ m and nominal emittance, $\sigma(x^*) = \sigma(y^*) = 15 \mu$m, whereas at $\beta^* = 0.15$ m it measures only 7 $\mu$m.
In the presently considered case of vertical beam crossing, the variable ξ can be reconstructed in two independent ways: from the horizontal and from the vertical track coordinates.

By error propagation it follows that:

\[
\sigma(\xi_{\text{from } x}) = \sigma(x) \frac{\sqrt{L_{x,1}^2 + L_{x,2}^2}}{|D_{x,1}L_{x,2} - D_{x,2}L_{x,1}|}, \quad \sigma(\theta^*_x) = \sigma(x) \frac{\sqrt{D_{x,1}^2 + D_{x,2}^2}}{|D_{x,1}L_{x,2} - D_{x,2}L_{x,1}|},
\]

\[
\sigma(\xi_{\text{from } y}) = \sigma(y) \frac{\sqrt{L_{y,1}^2 + L_{y,2}^2}}{|D_{y,1}L_{y,2} - D_{y,2}L_{y,1}|}, \quad \sigma(\theta^*_y) = \sigma(y) \frac{\sqrt{D_{y,1}^2 + D_{y,2}^2}}{|D_{y,1}L_{y,2} - D_{y,2}L_{y,1}|},
\]

where \(\sigma(x)\) and \(\sigma(y)\) are the spatial resolutions of a detector unit (e.g. a package of several planes of semiconductor detectors). A better determination of \(\xi\) can be obtained by taking a weighted average of the reconstructed values obtained with the horizontal and vertical coordinates only. The simultaneous reconstruction of \(\theta^*_x/y\) and \(\xi\) improves with increasing denominator \(D_{x/y,1}L_{x/y,2} - D_{x/y,2}L_{x/y,1} \neq 0\), which shows the importance of the lever arm between the two detector units of a station. The decisive criterion, however, is not the absolute length of the lever arm but the change of \(L_{x/y}\) and \(D_{x/y}\) over this distance. In fact, since this denominator is a difference of two numbers of roughly the same magnitude, the result is very sensitive to slight changes in the optical functions and evolution along the beamline.

Figures 35 to 38 show the \(\xi\) and \(\theta^*_x/y\) resolutions from Eqs. (22) and (23) as a function of the lever arm. Since the resolutions depend on \(\xi\), they are represented by bands corresponding to the range \((|\xi|_{\text{min}}, |\xi|_{\text{max}})\). The calculations shown in the graphs also include additional terms for the smearing from the non-reconstructed vertex. Having very little impact and being lengthy, they are not explicitly discussed in this text.

The reconstruction is only usable if the resolution \(\sigma(\xi)\) is smaller than the value of \(|\xi|\) itself, i.e. for lever arms having the resolution curve below the green band of accepted \(\xi\) values. For increasing lever arm the resolution improves, but at the same time the acceptance overlap between the two units deteriorates because the dispersion changes along \(\xi\), as shown by the black \(\Delta|\xi|_{\text{min}}\) curve. As long as \(\Delta|\xi|_{\text{min}} < \sigma(\xi)\), this deterioration is below significance, so the ideal compromise between acceptance and resolution optimization lies in the region where \(\Delta|\xi|_{\text{min}} \approx \sigma(\xi)\). To compare the \(\theta^*_x/y\) resolutions with the acceptance, see Fig. 32: the typical acceptance limit is roughly \(|\theta^*_x/y| < 0.7\) mrad; hence the scattering angle can be resolved, except at 420 m.

In situations where the lever arm cannot – for space reasons – be made long enough to fulfill the condition \(\sigma(\xi) < |\xi|\), as for example at 420 m, it may be necessary to give up on reconstructing the angles \(\theta^*_x/y\) by assuming them to be zero and assigning a systematic uncertainty on \(\xi\) for this approximation. In this case, the reconstructed \(\xi\) is simply given by

\[
\xi_{\text{from } x} = \frac{1}{2} \left( \frac{x_1}{D_{x,1}} + \frac{x_2}{D_{x,2}} \right),
\]

\[
\xi_{\text{from } y} = \frac{1}{2} \left( \frac{y_1}{D_{y,1}} + \frac{y_2}{D_{y,2}} \right)
\]

with uncertainties

\[
\sigma^2(\xi_{\text{from } x}) = \frac{1}{4} \left( \frac{1}{D_{x,1}^2} + \frac{1}{D_{x,2}^2} \right) \sigma^2(x) + \frac{1}{4} \left( \frac{L_{x,1}}{D_{x,1}} + \frac{L_{x,2}}{D_{x,2}} \right)^2 \sigma^2(\theta^*_x)
\]

\[
\sigma^2(\xi_{\text{from } y}) = \frac{1}{4} \left( \frac{1}{D_{y,1}^2} + \frac{1}{D_{y,2}^2} \right) \sigma^2(y) + \frac{1}{4} \left( \frac{L_{y,1}}{D_{y,1}} + \frac{L_{y,2}}{D_{y,2}} \right)^2 \sigma^2(\theta^*_y)
\]

The angular uncertainty at the vertex, \(\sigma(\theta^*_y)\), has two contributions:

- the angular beam spread: \(\sigma_{\text{spread}}(\theta^*_y) = \sqrt{\frac{\xi_{\text{scan}}}{3\pi}}\) amounting to 50 \(\mu\)rad for \(\beta^* = 15\) cm;
- the rms width of the scattering angle distribution. Since this is process-dependent, we use the inclusive central diffractive distribution \(\frac{d\sigma_{\text{inclus}}}{d\theta^*_y} \propto e^{-B\theta^*_y}\) for simplicity:

\[
\sigma_{\text{cross-sec}}(\theta^*_y) = \frac{1}{\sqrt{2B}},
\]

amounting to \(\sim 45\) \(\mu\)rad for a diffractive slope \(B\) of the order of 5 GeV\(^{-2}\).
The performance of this alternative reconstruction is also shown in Figs. 35 to 38 as bands delimited by dashed lines.

**Figure 35:** Lever arm study for the 196 m station for vertical crossing in IP5 with $\alpha/2 = 250 \mu$rad and $\beta^* = 0.15$ m, assuming a spatial resolution of $20 \mu$m per unit. One unit is placed at the fixed position 196 m, whereas the position of the second unit varies along the abscissa of the plot. Dark red and blue bands delimited by continuous lines: resolution in $\xi$ (left panel) and $\theta^*_x/y$ (right panel) for reconstruction via $x$ (Eqs. (20), (22)) and $y$ (Eqs. (21), (23)), respectively. Light red and blue bands delimited by dashed lines: $\xi$ reconstruction via $x$ or $y$ but assuming $\theta^*_x/y = 0$ (Eqs. (24) to (27)). Black line: deterioration of the acceptance limit $|\xi|_{\text{min}}$ with increasing lever arm.

**Figure 36:** Lever arm study for the 220 m station. See caption of Fig. 35.

Comparison with the available space (Section 4.3) leads to the conclusion that a sufficiently long lever arm can be accommodated in all stations except at 420 m: even though the present empty cryostat LEGR extends from 419.4 m to 432 m, the available space in the new connection cryostat designed for the TCLD collimators in points 2 and 7 - and a possible option for accommodating the 420 m station (see Section 10.3.2) - is only about 50 cm long, not sufficient to simultaneously resolve $\xi$ and $\theta^*_x/y$ with satisfactory resolution. The $\xi$ reconstruction might have to proceed via Eq. (24). Since $|\xi|_{\text{min}}$ is almost perfectly flat between 419.4 m and 432 m, the detector station can be placed in any position preferred from integration arguments.
Figure 37: Lever arm study for the 234 m station. See caption of Fig. 35.

Figure 38: Lever arm study for the 420 m station. See caption of Fig. 35. The first detector unit has been placed at 426 m, the centre of the present empty cryostat. The change of $|\xi|_{\text{min}}$ is negligible in this station.

6.3 Calibrations

A prerequisite for the reconstruction of kinematic variables as described in the previous section is the knowledge of

- the optical functions,
- the positions and angular orientations of the detectors (alignment).

While the details of the calibration strategy for HL-LHC are still to be defined, experience from the Runs 1 and 2 provides a collection of tools and methods that can be built on. The present section will list and describe these basic concepts.

6.3.1 Special Calibration Fills

A lesson learnt in Runs 1 and 2 is the importance of special calibration fills with very low beam current (typical three nominal bunches per beam) enabling the insertion of the Roman Pots as
close as about $5\sigma$ from the beam centre. Furthermore, at low beam currents the TCL collimators that cut away events at the upper end of the $\xi$ scale can be left open. Such configurations give access to a much wider $\xi$ range than the typical $15\sigma$ in standard high-luminosity fills. In particular, structures originating from the $\xi$ dependence of the optical functions become visible.

Figure 39: Acceptance in $\xi$ and $\theta^*_x$ in special calibration fills with movable detector vessels inserted to $5\sigma$ from the beam centre and TCL collimators retracted. Vertical crossing in IP5 with $\alpha/2 = 250\mu\text{rad}$ is assumed.

At HL-LHC, special fills with close detector insertions and open TCLs would also address a specific difficulty of the forward detector configuration presented in this document: the largely missing kinematic overlap between the four detector stations (see in particular Fig. 32). Figure 39 shows the improved $(\xi, \theta^*_x)$ acceptance for an insertion distance of $5\sigma$ and open TCLs. At small scattering angles $|\theta^*_x|$, where – because of the steep exponential $d\sigma/dt$ – most events are collected, there are now $\xi$-acceptance overlaps

- between the 420 m and the 234 m stations,
- between the 234 m, the 220 m, and the 196 m stations.

These overlaps will allow cross-calibrations between the different stations.

In practice, the calibration data collection will – like in Runs 1 and 2 – be performed in the same fills as the beam-based alignment, a standard procedure of the collimation system establishing the correct hierarchy within the different collimation stages [106]. Typically, it is sufficient to take calibration data at about three different crossing-angles, $\alpha$, and one value of $\beta^*$, provided that the $\beta^*$-independence of the transport matrix (Section 5.2) is maintained as an optics property. For each configuration $(\alpha, \beta^*)$ about three hours of data collection are needed. Because of the special collimator and XRP position settings these operations are performed in the beam mode “ADJUST”, not in “STABLE BEAMS”, preventing some detector systems (e.g. the tracker) from running.
6.3.2 Alignment

The operational and analysis experience with XRP data from the LHC Runs 1 and 2 has established a sequence of various alignment techniques that will lay a solid foundation also for HL-LHC, with some modifications due to differences in instrumentation and acceptances. The present-day strategy comprises the following steps (details in Section 3.4 of Ref. [107], Section 2.7 of Ref. [5], Ref. [108], Section 3 of Ref. [18]). Only the calibration fills require a special machine configuration, as discussed in Section 6.3.1, whereas the alignment steps in physics fills are software procedures carried out with regular offline data and hence transparent to CMS operations.

1. Alignment in calibration fills:

A special low-intensity fill allowing the XRs to approach the beam centre to a distance of only about 5σ is used for the first alignment stages:

(a) Beam-based alignment of the XRP detector housing relative to the beam centre:

The beam is scraped with the primary collimators (TCP) in IR7 to develop a sharp edge. Then each XRP is moved in small steps (approximately 10 µm) until it touches the edge of the beam, which generates a spike in the rate observed in the beam-loss monitors (BLM) downstream of the respective XRP. At this point, the XRP is at the same distance (in units of beam σ) as the TCP. With knowledge of the beam width σ at the XRP the absolute distance of the XRP housing from the beam centre can be deduced. In the present PPS system this step is performed for the horizontal and the vertical XRP.

Since in the present-day XRP's the distance between the detector edge and the beam-facing window of the XRP housing is not sufficiently well known, this step does not yet provide the absolute alignment between beam and detector, but it provides a first approximation.

(b) Track-based alignment of horizontal and vertical detectors relative to each other:

This step takes advantage of the overlap between horizontal and vertical detectors at the close approach distance in calibration fills. It determines the relative positions of the detectors and their rotations about the beam axis.

(c) Horizontal detector alignment relative to the beam using elastic events:

The close approach of the vertical detectors to the beam gives access to a sufficient number of elastic events. The symmetries in their hit distributions in the detector planes can be exploited to determine the horizontal beam position.

(d) Vertical detector alignment relative to the beam using diffractive events:

The vertical beam position with respect to the sensors is determined by fitting a straight line to the y coordinate of the maximum of the hit distribution as a function of x and extrapolating it to x = 0.

The uncertainties of this procedure amount to 5 mrad for rotations, 50 µm for horizontal shifts, and 75 µm for vertical shifts. These numbers apply to the alignment of a single pot with respect to the beam. The relative alignment of two XRP units is further constrained by the zero angle of the beam axis and has an uncertainty of the order of 10 µm.

2. Alignment transfer to physics fills:

Since the beam position can change from fill to fill, a detector alignment has to be repeated for each fill. In physics fills, characterized by very high intensities and hence a strict collimator hierarchy, the horizontal XRP's are much farther away from the beam (typically 15σ), and the vertical XRP's – irrelevant for inelastic events at low β* – are not inserted at all. This excludes the steps (1b) and (1c) above. Instead, properties of the hit distributions – uniquely determined by the kinematic distributions of the physics processes and by the optics – are exploited.

(a) Horizontal alignment:

The normalized x-coordinate distribution of the hits in the detector plane relative to the beam is directly given by the ξ-distribution and hence invariant. Any shifts of the
beam along $x$ can therefore be obtained by comparing the $x$ distribution of a physics fill with the one of a calibration fill.

(b) Vertical alignment:
Like in step (1d).

The precision of this alignment transfer is about $100 \mu m$, but again, like in the calibration fills, the relative alignment between XRP units has a much smaller uncertainty (about $10 \mu m$).

The special constraints of HL-LHC will require modifications in some steps of this procedure. While details of the alignment strategy are still to be defined, some ideas to explore can already be listed.

1(HL-LHC). Calibration fills:

(a) The beam-based alignment could be improved and sped up by installing button Beam Position Monitors (BPMs) in the jaws of the movable detector vessels as it is done for the collimators. Furthermore, a precise measurement of the sensor position relative to the housing would enable already the beam-based alignment to determine the beam position relative to the detector, reducing the importance of steps (1b) and (1c).

(b) Under standard low-$\beta^*$ optics conditions, vertical detectors have no significant acceptance for protons with $\xi \neq 0$ and are therefore not needed for physics runs. They only serve for the short calibration runs collecting elastically scattered protons. Given this limited use and the space constraints in the machine, not all locations will be equipped with vertical units. The present idea is to equip only the 220 m station with one or two vertical units. The steps (1b) (track-based alignment relying on horizontal-vertical overlap) and (1c) (alignment using elastic events) would then be performed only for the 220 m station. Taking advantage of the kinematic overlap between the stations in the calibration fills (Section 6.3.1), one could then transfer the alignment from the 220 m station to the others.

(c) The alignment step (1d) based on hit-map properties could be extended, taking advantage of the strong vertical dispersion. During a calibration fill the vertical crossing-angle could be inverted, so that hit maps for both signs could be recorded. For each crossing-angle sign a straight line would be fitted to the $y$ coordinate of the maximum of the hit distribution as a function of $x$: $y_{+\alpha}(x)$ and $y_{-\alpha}(x)$. The extrapolated point where $y_{+\alpha}(x) = y_{-\alpha}(x)$ is the beam position. The additional data taking at the opposite crossing-angle would increase the length of the calibration run by about two hours.

2(HL-LHC). Physics fills:

(a) The alignment step (2a) would again be performed in each physics fill.

(b) The alignment step (2b) would again be performed in each physics fill.

(c) An absolute horizontal alignment can also be done by fixing the $\xi$ scale with a standard-model process, e.g. dilepton production where the mass is measured by the central detector (Section 3.2). However, because of the steeply falling cross section as a function of $|\xi|_{\text{min}}$ (Fig. 8 left) this method will only be available for the low-mass stations (420 m and 234 m).

6.3.3 Optics Calibration
Like for the alignment, there is a well-established procedure for calibrating the optical functions using proton data. The technique is described in Refs. [100, 104, 105, 109, 110, 112], [107] (Section 3.3), [18] (Section 4.1). The optics calibration is based on a collection of data-driven tools to constrain the optical functions, $L_x, L_y, D_x, D_y$, and their $\xi$-dependence. The HL-LHC strategy will be largely based on the same principles, even though a few new complications still need to be solved.

1. The effective lengths $L_x(\xi = 0)$ and $L_y(\xi = 0)$ are constrained based on the measured distributions of track positions and local angles for elastic events, exploiting the collinearity
of the two protons. These constraints can then be used in a multiparameter fit to correct the
nominal machine optics for imperfections and deviations in the magnetic lattice that are not
directly measured. The nominal tolerances of the magnetic lattice properties are taken into
account in this “optics rematching” technique.

For the design of an HL-LHC PPS spectrometer it has to be pointed out that the measurement
of local angles for elastic events requires two pairs of vertical detector units. As discussed
earlier, vertical detectors cannot be implemented in each of the four stations but probably
only at 220 m. The constraints determined there will have to be used to also correct the
effective lengths at the 196 m station upstream. The downstream stations, at 234 and 420 m,
cannot fully profit from this correction since the tracks have to pass further quadrupoles
before reaching them. This problem still needs to be addressed.

2. The $\xi$-dependence of $L_x$ is determined from the width of the $x$-distribution in a detector
plane: $\sigma_x(\xi) = L_x(\xi)\sigma_{\theta^*_y} + v_x(\xi)\sigma_x^*$, where the width $\sigma_{\theta^*_y}$ of the scattering-angle
distribution does not depend on $\xi$, and the vertex term is small with only a weak $\xi$-dependence. This is a
very new technique [111,112] and has not yet been tested for $L_y$ but should be applicable. At
present, the $\xi$-dependence of $L_y$ is taken from the MAD-X simulation. A data-driven cross-
check can be made by verifying that the reconstructed scattering-angle distribution $(\theta^*_x, \theta^*_y)$
is round as required by the kinematics. A special case at HL-LHC will be the 420 m station
where the $\xi$-dependence of $L_x$ and $L_y$ within the acceptance interval is weak (Fig. 33).

This method has been developed for PPS and does not require vertical detector units.

3. The calibration of the dispersion $D_x(\xi), D_y(\xi)$ takes advantage of the zero-crossing $L_y(\xi_0) = 0$,
which is visible as a narrow waist in the hit distribution in the detector plane because
all protons with $\xi = \xi_0$ pass through (apart from the vertex smearing) the same point
$(x(\xi_0), y(\xi_0))$. At this point, the horizontal and vertical dispersions are fixed to $D_x = x(\xi_0)/\xi_0$
and $D_y = y(\xi_0)/\xi_0$, respectively. Note, however, that in normal HL-LHC physics runs the
point $(x(\xi_0), y(\xi_0))$ will not be within the detector acceptance. This underlines the impor-
tance of the calibration runs, where the detectors are close enough to the beam that the
waist is visible in all stations, except at 420 m, where this waist lies beyond the upper $\xi$ limit
(Fig. 44). These special runs will also profit from an acceptance overlap between the stations,
allowing cross-calibrations.

Alternatively or as a cross-check, the $\xi$-distributions in the left and the right spectrometer
arm can be compared and brought to congruence by adjusting the dispersion.

4. The $\xi$-dependence of the dispersion is presently taken from the MAD-X simulations.

5. A final verification of the dispersion can be performed using dilepton events where the mass
is measured by the central detector (Section 3.2).
7 Radiation Environment

The increased luminosity at HL-LHC leads to a harsh radiation environment with consequences on equipment irradiation and maintenance planning. FLUKA simulations, benchmarked with measurements in Run 2, were carried out for the following configurations [113]:

- LHC until LS3, assuming integrated luminosities of 144 and 180 fb$^{-1}$ for Run 2 and 3, respectively;
- HL-LHC, assuming the ultimate performance case with a total integrated luminosity of 900 fb$^{-1}$ for each of the 3-year periods of Runs 4, 5, and 6.

The results were expressed in terms of residual dose rates in the Long Straight Sections of the high-luminosity interaction points 1 and 5 at the end of a running period after certain cool-down times; see Fig. 40 for the end of Run 2 and Fig. 41 for the end of Run 4. The ratio between the residual rates after Run 6 and after Run 4 with a cooling time of one month (Fig. 42) is close to 1, indicating a saturation.

A common observation is that the hottest regions of interest for forward physics are:

- around the neutral beam absorber (TAN at pre-LS3 LHC, TAXN at HL-LHC) and TCL4: only relevant because service personnel need to pass through this area to access the detector locations;
- the TCL5 location: not used for detectors at present LHC but very close to the 196 m location at HL-LHC;
- the TCL6 location: very close to the 220 m station in both LHC and HL-LHC layouts.

Comparison of the dose rates near TCL5 between LS2 and LS4 shows an increase by a factor 8.6, which is of the same order as the ratio in integrated luminosities, 6.3. Since in the pre-LS3 simulation TCL6 was assumed fully open, a direct comparison with the spike at HL-LHC is not possible, but a similar increase as at TCL5 can be assumed.

The TCL6 area was already very hot in 2016 and 2017, requiring the construction of a movable shield for maintenance work. To arrive at the same dose rate as at the pre-LS3 LHC after one week, a cooling time of about 17 months would be needed. While shielding can help to some extent, it is clear that interventions during the short Technical Stops are excluded and work can only be performed in the Year-End Technical Stops after long waiting times still to be quantified. In particular, detector package replacements during a running season, as performed in the pre-LS3 PPS during the short Technical Stops, will be impossible. Hence all instrumentation from detectors and electronics to the movement system will have to be designed maintenance-free with particular focus on radiation hardness. A more detailed analysis of the expected detector irradiation has to take into account the strongly peaked hit distribution (Section 8.1.2). The dose is concentrated on a very small spot in the detector area. This fact was exploited in the past by shifting detectors vertically in technical stops during the year, in order to displace the most exposed spot and thus extend the detector lifetime. At HL-LHC such mechanical position adjustments will have to be automated with remote control. A piezo-electric movement system is being introduced during LS2 for the tracking detector packages to be operational in Run 3.
Figure 40: Simulated radiation environment in Sector 1-2 at the end of Run 2 [113]. The different curves represent the cooling times specified in the legend. The situation in Sector 5-6 is expected to be very similar. The local maximum at $\sim 180$ m corresponds to the collimator TCL5 (the layout differs from HL-LHC shown in Fig. 41). TCL6 does not show any peak because it was open in the simulation.

Figure 41: Simulated radiation environment in Sector 5-6 at the end of Run 4 [113]. The different curves in the two panels show the dose rates after different cooling times. The local maxima at $\sim 197$ m and $\sim 222$ m correspond to the collimators TCL5 and TCL6.
Figure 42: Ratio of the simulated dose rates in Sector 1-2 after LS6 and after LS4 for a cooling time of one month [113]. The situation in Sector 5-6 is expected to be similar.
8 Detectors

8.1 Requirements

8.1.1 Sensitive Area

For an optimum acceptance in the kinematic variables $\xi$ and $\theta^*_{x/y}$ the detectors should not impose any limitations beyond those defined by the beamline aperture between IP5 and the detector location. Hence the detector size has to be big enough to intercept all tracks passing the aperture. Figures 43 and 44 show the mapping of $(\xi, \theta^*, \phi^*)$ on the scoring planes at the four station locations for regular physics runs and for calibration runs, respectively. Each pair $(\xi, \theta^*)$ corresponds to an ellipse in the detector plane. Only the accepted portions of the ellipses are drawn. The underlying cutoffs are displayed in Figs. 32 and 39. The inversion of the vertical crossing-angle – foreseen to happen every year – flips the sign of the $y$ coordinate of each track point. The detectors therefore need to cover twice the vertical extent of the hit population drawn.

To have full coverage of the kinematics not only in regular physics runs but also in the calibration runs providing overlaps between the stations, the detectors should cover at least the following areas $(x \times y)$, where the factor two in the $y$-dimension accounts for the periodic flip of the vertical crossing-angle:

- 196 m: 24 mm $\times$ (2 $\times$ 32 mm),
- 220 m: 23 mm $\times$ (2 $\times$ 33 mm),
- 234 m: 17 mm $\times$ (2 $\times$ 24 mm),
- 420 m: 20 mm $\times$ (2 $\times$ 2 mm).

Note, however, that these sizes do not take into account that for diluting the spots of most intense irradiation, vertical shifts of the detector packages on a regular basis should be envisaged, which would require larger vertical dimensions; see the discussion in the next section.

8.1.2 Environment

The most important environmental challenge for the detectors is the intense, highly non-uniform irradiation, vertical shifts of the detector packages on a regular basis should be envisaged, which

3. Then, using the optical transport functions for $x$ and $y$ coordinates as delta functions, one obtains the following equation:

$$
\frac{d^3\sigma_{SD}}{d\xi dt d\phi} = \frac{A}{2\pi} \frac{1}{|\xi|} e^{-B|t|} \quad \text{or} \quad \frac{d^3\sigma_{SD}}{d\xi d\theta^*_x d\theta^*_y} = \frac{A p^2}{8\pi |\xi|} e^{B p^2 (\theta^*_x y + \theta^*_y)^2}.
$$

Figure 45 shows that the diffractive proton fluence is concentrated in a narrow band peaking on a line starting at the beam and continuing through the detector plane with a local slope $dy/dx(\xi) = D_y(\xi)/D_x(\xi)$. On this line, the intensity is highest near the beam and in the focal point where $L_y(\xi) = 0$. For the 234 m station, this point lies within the acceptance even in normal physics runs, as can be seen in the kinematic map in Fig. 43 (the very flat ellipse in the bottom left panel). At the 196 m and 220 m stations, it is only visible in the short calibration runs where no significant dose is received. At 420 m, this point lies outside the aperture and is never visible. Hence the 234 m station has the highest fluence peak. Table 5 lists the points of maximum fluence in all detector stations. As an independent cross-check, the fluence maps have also been calculated by generating the kinematic variables $(\xi, \theta^*_x, \theta^*_y)$ weighted with the differential cross section (28).
Figure 43: Mapping of the kinematic variables ($\xi, \theta^*$) on the detector planes in the four locations for vertical crossing and $\alpha/2 = 250 \mu$rad. Several discrete values of $\xi$ are shown. The black points are for $\theta = 0$. The red and blue ellipses are for $\theta^* = 100$ and $200 \mu$rad, respectively, with varying azimuth. Only points within aperture acceptance are shown. TCL and detector position settings correspond to regular physics runs. The violet vertical lines show the detector edges near the beam; the sensitive area lies to their right. The black outer lines represent the shapes of the beamlines at the detector stations.
Figure 44: Like Fig. 43, but for the detector positions and open TCL settings of calibration runs.
Figure 45: Hit maps for single diffractive events accumulated for an integrated luminosity of 1 fb$^{-1}$. The colour scale represents the fluence $\Phi[p/cm^2]$ calculated using the transformation integral (29). The violet vertical lines mark the positions of the detector edges near the beam in regular physics runs; the sensitive areas lie to their right. The black outer lines represent the shapes of the beamlines at the detector stations.
and then transforming them into hit positions \((x, y)\) using the transport equations. Since the two methods suffer from different computational imprecisions, both results are given in Table 5 to indicate the systematic uncertainty from the calculation technique. The error due to the simplicity of the single-diffraction model will be much larger.

To assess the effect of one year of HL-LHC on the detectors, the fluence was also scaled to the foreseen yearly integrated luminosity of 300 fb\(^{-1}\) (last column in Table 5). For the station at 234 m, fluences of the order \(10^{16}\) p/cm\(^2\) are expected per year. This is a challenge for detector development, but upcoming detector generations are likely to cope with it. As a partial mitigation of the problem the most exposed spot can be moved over the detector area to dilute the load. For this purpose a remote-controlled vertical movement mechanism is foreseen. The vertical detector dimension needs to be adapted accordingly. At 196 m and – to a lesser extent – at 220 m the hit distribution fills a substantial part of the beam pipe area, which makes vertical movements difficult, but the peak fluences in these stations are an order of magnitude lower than at 234 m.

Table 5: Points of maximum proton fluence \(\Phi\) (after 1 and 300 fb\(^{-1}\)) extracted from the data of Fig. 45. The values in brackets are the results of the alternative method via \((\xi, \theta^*_x, \theta^*_y)\) generation and tracking (see text).

| Station | \(x_{\text{peak}}\) [mm] | \(y_{\text{peak}}\) [mm] | \(\Phi\) [p/cm\(^2\)] (1 fb\(^{-1}\)) | \(\Phi\) [p/cm\(^2\)] (300 fb\(^{-1}\)) |
|---------|----------------|----------------|-------------------------------|-------------------------------|
| 196 m   | 9.9           | -11.6         | 0.18 (0.19) \times 10^{13}   | 5.4 (5.7) \times 10^{14}     |
| 220 m   | 4.5           | -5.7          | 0.98 (0.99) \times 10^{13}   | 2.9 (3.0) \times 10^{15}     |
| 234 m   | 2.3           | -2.7          | 4.7 (4.4) \times 10^{13}     | 1.4 (1.3) \times 10^{16}     |
| 420 m   | 6.8           | 0.2           | 2.0 (2.0) \times 10^{13}     | 6.0 (6.0) \times 10^{15}     |

The above calculation was benchmarked with pixel hitmaps recorded in 2017 \((\alpha/2 = 150 \mu\text{rad}, \beta^* = 0.4 \text{m})\) with the XRP unit “56-220-F-H” (nomenclature: Sector 5-6, unit 220 m Far Horizontal). The result for one detector plane after scaling to an integrated luminosity of 1 fb\(^{-1}\) is shown in Fig. 46. The two most obvious differences to the corresponding map for HL-LHC (Fig. 45 top right) are

- the slope of the dominant band due to the vertical dispersion at HL-LHC, almost negligible in Run 2,
- the diffuse cloud of points present in the LHC map due to machine backgrounds, not included in the HL-LHC calculation.

Nevertheless, the fluences at the point \((x = 4.42 \text{ mm}, y = 0)\), i.e. the detector edge position at HL-LHC, agree within a factor 2: 2.10 \times 10^{13} p/cm\(^2\) (from data taken in 2017, averaged over the six detector planes in the XRP “56-220-F-H” versus 0.98 \times 10^{13} p/cm\(^2\) (HL-LHC calculation). This shows that despite differences between the optical functions in Run 2 and at HL-LHC, the order of magnitude of particle rates in a given detector position is similar.

The predicted hit maps can also be used to calculate the occupancy per unit area and bunch crossing, which in turn can contribute one of the arguments for determining the necessary detector segmentation. Table 6 shows the peak fluence per bunch crossing and the resulting occupancy for three example segmentations. In the Run-2 measurement (2017) the peak fluence per bunch crossing in the 220 m detectors was 14 times higher than expected for HL-LHC in the same location. This is caused by the much smaller detector distance from the beam centre due to the different optics: 1.9 mm in 2017 and 4.4 mm at HL-LHC.

This study indicates that at all four locations a segmentation with pads as large as 200 \(\mu\text{m}\) can be afforded while keeping the occupancy at a similar level as observed in Run 2 (2017). At the 196 m and 220 m stations, where large areas need to be covered by detectors, this solution would keep the number of channels manageable. At 234 m, where the occupancy is highest, it might be prudent to reduce the pad size to 100 \(\mu\text{m}\), given that no backgrounds beyond single diffraction have been considered so far.
Figure 46: Measured hit map from Run 2 (2017) in the horizontal XRP unit “56-220-F”, pixel plane 2. The map taken with zero-bias trigger for a sample with recorded integrated luminosity of $0.14 \text{ nb}^{-1}$ was scaled to $1 \text{ fb}^{-1}$ for direct comparison with the calculation for HL-LHC (Fig. 45 top right). The colour scale represents the fluence $\Phi [\text{p/cm}^2]$. The violet line shows where the detector edge would be located at HL-LHC; the sensitive area lies to its right.

Table 6: Second column: peak fluence scaled to the integrated luminosity of one bunch crossing for a luminosity of $5 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}$ (with levelling) and $k = 2736$ colliding bunches (the beam parameters given in Table 3). Third to fifth columns: occupancy per detector pad for three example segmentations. The last line represents the measurement in 2017 with the XRP “56-220-F-H”.

| Station | $\Phi [\text{p/cm}^2]$ (BX) | Occupancy 50 $\times$ 50 $\mu$m$^2$ | 100 $\times$ 100 $\mu$m$^2$ | 200 $\times$ 200 $\mu$m$^2$ |
|---------|-----------------------------|----------------------------------|---------------------------|---------------------------|
| 196 m   | 2.9                         | $7.3 \times 10^{-5}$             | $2.9 \times 10^{-4}$     | 0.0012                    |
| 220 m   | 16                          | $4.0 \times 10^{-4}$             | $1.6 \times 10^{-3}$     | 0.0064                    |
| 234 m   | 75                          | $1.9 \times 10^{-3}$             | $7.5 \times 10^{-3}$     | 0.030                     |
| 420 m   | 32                          | $8.0 \times 10^{-4}$             | $3.2 \times 10^{-3}$     | 0.013                     |
| 220 m (2017) | 221                      | $150 \times 100 \mu$m$^2$: Occupancy = 0.03 |

8.1.3 Tracking Requirements

The occupancy study in the previous section yielded pad sizes between 100 and 200 $\mu$m. Considering the upper end of that range, the resolution of a 200 $\mu$m pad without charge sharing and without plane inclination would be $200 \mu$m/$\sqrt{2} = 58 \mu$m. However, the present pixel detectors with a horizontal (vertical) cell pitch of 150 $\mu$m (100 $\mu$m) and a plane inclination of 18.4° have a spatial resolution of $\sim 25 \mu$m per plane, which is clearly better than the conservative estimate of pitch/$\sqrt{2}$.

With four to six planes per unit the total resolution per detector stack will be better, depending on the projective alignment of the pixels in different planes. This is fully adequate for the reconstruction of the proton kinematics.

8.1.4 Timing Requirements

The required time resolution is given by the linear density of vertices at the IP which in turn is determined by the longitudinal bunch profile and the pileup multiplicity $\mu$. To first order, the bunch profile is Gaussian within $\pm 2\sigma$ from the centre with a width of $\sigma_b = 0.270$ ns, corresponding to
under the approximation of a constant bunch length throughout the fill. The mean pileup multiplicity is expected to be as high as 140 at standard HL-LHC performance and up to 200 at ultimate performance. With this input the linear vertex density at the longitudinal position $z$ (relative to the ideal IP) and the time $t$ (relative to the crossing time of the bunch centres) can be derived as

$$
\rho_v(z,t) = \frac{d^2\mu}{dz dt} = \frac{\mu}{\left(\sqrt{2\pi} \sigma_b \sqrt{2}\right)^2} e^{\frac{-z^2}{2\sigma_b^2}} e^{\frac{-t^2}{2\sigma_b^2}}.
$$

(30)

This vertex density distribution is a two-dimensional Gaussian with spatial and temporal widths

$$
\sigma_v = \frac{\sigma_b}{\sqrt{2}}.
$$

(31)

After time integration (from $-\infty$ to $\infty$ for simplicity, without using vertex time information in central CMS) the mean vertex distance as a function of $z$ is given by

$$
\langle \Delta z \rangle(z) = \frac{1}{\rho_v(z)} = \frac{\sqrt{2\pi} \sigma_v}{\mu} e^{\frac{-z^2}{2\sigma_v^2}}.
$$

(32)

The reconstructed vertex position is given by the difference of the times of flight in the two arms, $t_1$ and $t_2$:

$$
z_v = \frac{1}{2}(t_2 - t_1)
$$

(33)

To resolve the mean vertex distance $\Delta z$, each arm of the proton spectrometer needs a time resolution

$$
\sigma_t = \sigma(t_{1,2}) < \sqrt{2} \langle \Delta z \rangle.
$$

(34)

Figure 47 shows $\sigma_t$ as a function of $z$ for four different values of $\mu$.

Figure 47: Time resolution required per spectrometer arm to resolve the mean vertex distance at a position $z$ (in units of the longitudinal vertex width $\sigma_v$) from the IP centre. Four different pileup multiplicities are shown: $\mu = 50$ (LHC Run 2), 100, 140 (nominal HL-LHC performance), and 200 (ultimate HL-LHC performance). Left: for standalone PPS timing. Right: combining the PPS timing with the MTD system, selecting a time-slice of $\pm 50$ ps around the central bunch crossing time.

As the graphs demonstrate, for $\mu = 50$ a time resolution of 10 ps is sufficient to resolve vertices even in the densest part of the bunch crossing region, whereas at HL-LHC pileup multiplicities of 140 and 200, resolutions of 4.8 ps and 3.4 ps would be needed, respectively, which has not yet

\footnote{All calculations in this section are carried out in natural units with $c = 1$.}
been achieved. Present detector technologies can reach a single-plane resolution of \( \sim 50 - 60 \text{ ps} \) (Section 8.2.1). With two movable vessel units containing together about 10 planes, the single-arm resolution would be about \( \sigma_t = 15 - 20 \text{ ps} \). In such a scenario, vertices would only be resolved in the periphery of the distribution. To give an example, for \( \mu = 140 \) \( 200 \) a single-arm time resolution \( \sigma_t = 20 \text{ ps} \) would resolve vertices outside \( \pm 1.68 \) \( 1.88 \) \( \sigma_v \), i.e. 9% \( 6\% \) of all vertices. However, for most physics analyses it is not necessary to fully resolve the entire ensemble of vertices of a given bunch crossing:

- The selection of a specific central event topology reduces the number of vertices relevant for combination with leading protons.
- The CMS Phase-2 upgrade for HL-LHC foresees a thin MIP timing detector layer, MTD [115], between the tracker and the calorimeters, divided into a barrel and two endcap sections. With this new detector an additional vertex separation in the time dimension, i.e. by the vertex time, \( t_v \), rather than its position, \( z_v \), will become possible. The time integration of the density in Eq. (30) can then be carried out in slices compatible with the MTD time resolution between 30 and 60 ps (without and with radiation damage, respectively), reducing the effective linear vertex density in each time slice. A time slice of \( \pm 50 \text{ ps} \) around the peak density time point would relax the single-arm time resolution requirement to 23 ps and 16 ps for \( \mu = 140 \) and \( 200 \), respectively. This lies within the achievable range. To assign the two protons to the correct time slice, the vertex time, \( t_v \), has to be calculated from PPS as well. This is done by using the sum of the times of flight:

\[
t_2 + t_1 = 2t_v + 2z_d, \tag{35}
\]

where \( \pm z_d \) are the detector positions in the two arms.

Note that Eq. (35) can also be used to suppress background from strongly out-of-time particles in the two beams, e.g. debunched beam halo, by eliminating events where the calculated \( t_v \) is several \( \sigma_v \) away from the peak of the vertex time distribution.

### 8.1.5 Combination of Tracking and Timing

Given that

- in all locations, except at 220 m, the space available for integrating movable detectors is very limited,
- in regular operation there is no acceptance overlap between the four locations,
- the number of movable devices should be kept at a minimum, both for impedance minimization and for limiting the complexity of the system and its operation,

it is not possible to have separate movable units for tracking and timing detectors. The most elegant solution is to have detectors performing both measurements at the same time. Developments at present are exploring pixel detectors that will allow a simultaneous measurement of the position and the timing; they will be briefly described in Section 8.2.2. The concurrent use of diamond detectors for timing and coarse tracking is possible. An alternative initial solution would be to have in each movable vessel two different types of detectors dedicated to only tracking and only timing, respectively. The disadvantage would be the doubling of the total number of detector planes which would increase the longitudinal space needed and thus limit the reduction of the overall dimensions of the movable devices.

### 8.2 Detector Technologies

As already stated in Section 8.1.1, the dimensions of the detectors of the new PPS spectrometer are very small, and each layer considered will have to cover an area between \( 12 \text{ cm}^2 \) at 196 m and a few \( \text{cm}^2 \) at 420 m.

While the search for suitable technologies will proceed in all directions, there are already some candidates for which present operational experience at the LHC exists and whose performance can
be expected to improve until the Long Shutdown 3. Needless to say, all possible synergies with the developments currently ongoing for the Phase-2 upgrade of the central pixel system and for the forward MIP timing detector will be carefully evaluated.

8.2.1 Diamond Detectors

Diamonds detectors are presently used by PPS for timing measurements [116–118]. The Double Diamond (DD) configuration, i.e. a double-layer of detectors connected to the same amplifier input, is the best performing option for diamond detectors aimed at timing and limited tracking. A first measurement in a test beam [120] showed that a time precision of 50 ps per DD plane could be obtained for a readout pixel size of \(0.55 \times 4.2\ mm^2\) when read out with a waveform digitizer (SAMPIC [121]) or an oscilloscope.

The present timing precision for the DD used by PPS during Run 2 at the highest luminosity shows that the improvement due to the double layer configuration is not as significant as expected [118, 119]. A detailed check was done at a test beam for sensors coming from the Run 2. The reasons of the poorer precision have been analysed and understood; here they are briefly explained.

These measurements show:

- The loss due to radiation damage of the detector is minimal (loss of a few % and limited to a small area near the most irradiated point) and can be ruled out as the main cause of the large difference in precision observed during Run 2.

In fact, after the end of Run 2, the diamond detectors that had integrated the 100 fb\(^{-1}\) were mounted on a new hybrid and examined at a test beam. The detector pixel that had been closest to the LHC beam was mapped with a silicon tracker. It exhibited a small region of the order of a mm\(^2\) with a reduced efficiency but still > 95\% [122, 123]. The mapping in Fig. 48 shows a decrease in the rise time of the pulse and a minor decrease in pulse amplitude. This agrees with measurements at earlier radiation damage tests in the CERN irradiation facility [124]. These tests had indicated that single crystal diamond detectors exposed to fluences up to \(5 \times 10^{15}\) protons/cm\(^2\) (corresponding to \(3 \times 10^{15}\) \(n_{eq}/cm^2\)), which is reached after 100 fb\(^{-1}\), exhibit a slightly lower signal amplitude and a shorter rise time but without a significant deterioration of the time resolution. A possible increase of the operation high voltage can be applied, if necessary, to recover signal amplitude and extend the lifetime.

This result, obtained with never irradiated hybrids, indicates that the decrease in timing precision with increased irradiation is essentially due to the damage of the amplifier of the pads closer to the circulating beam.

These hybrids were initially developed for the conditions foreseen for the TOTEM experiment: a new hybrid is being designed with a better optimization and will be ready for Run 3.
Another cause of loss of precision is the fact that the arrival time of the signal was measured with the existing PPS High Performance TDC (HPTDC [125]): the signal from the hybrids was routed via a NINO chip [126] where the signal coupling could not be perfectly optimized, which deteriorated the resolution.

After a further re-optimization of the hybrid and the NINO connections, a resolution of 50–60 ps per plane is expected for Run 3.

Furthermore, some technical aspects of the present XRP detector vessel and its movement and cooling systems have to be improved. In fact, some observed shortcomings limiting the performance were induced by non-detector related problems. The detectors and the on-board electronics are operated under a secondary vacuum of 8–10 mbar and cooled at a temperature of −12°C in the very small volume of the Roman Pot.

It was observed that for the nominal signal amplifier gain, in a real LHC run, crossboard pickup led to larger noise oscillations, forcing the reduction of the preamplifier gain to obtain stable operation, which brought a deterioration of the precision.

In addition, for some detectors, HV induced discharges forced the reduction of the operating high voltage, again resulting in a worse resolution, bringing the overall timing precision to 100–150 ps.

Work is in progress to remove these limitations for Run 3. However, the secondary vacuum and the operating temperature of −12°C will continue to be required.

In conclusion, if diamonds are chosen as detectors for the new PPS spectrometer and each station is equipped with eight measuring planes designed with the present technology and optimized for these new running conditions, the single-arm resolution will then be around 20 ps.

With improved detectors and electronics the goal of ≲10 ps per arm with this technology does not seem out of reach.

8.2.2 3D Pixel Detectors

3D silicon pixel detectors are presently used by PPS for tracking [127, 128]. They operate at a temperature of about −20°C in the secondary vacuum of the XRP. The spatial resolution is already adequate for the future PPS spectrometer: ~25 μm for 150 μm wide pixels with an inclination of 20° between the perpendicular to the detector plane and the beam. The present technology, with its so-called 200 μm wide “slim edges”, has an insensitive margin of only ~50 μm because the depletion region extends significantly into the edge area. This leads only to minor acceptance losses at the lower end of the |ξ| or mass range. Typically, an increase of the insensitive margin width by 0.1 mm increases the minimum accepted mass by about 10 GeV. An option for further improving the “edgelessness” would be 3D detectors with active edges [129].

All acceptance numbers given in the earlier sections of this document take into account a distance δ = 0.5 mm from the outer surface of the movable vessel to the point in the detector where full sensitivity is reached, which comfortably accommodates the ~50 μm wide insensitive margin.

The radiation hardness of these detectors was measured in irradiation tests and operationally observed in Run 2 [128].

The present sensors can cope with a uniform irradiation of 5 × 10^{15} protons/cm² (corresponding to 3 × 10^{15} neq/cm²) reached after 100 fb⁻¹ for the optics and XRP configuration of Run 2. Future sensors, the same as used in the Phase 2 CMS Inner Tracker upgrade, are required to withstand 2 × 10^{16} neq/cm².

The radiation field in the PPS detector is highly non-uniform, showing a sharp peak around the very localized regions crossed by the huge flux of diffractive protons. This leads to a strong reduction of the detection capability in an area of the order of less than a millimetre while a large fraction of the detector area is still working properly.

For the PPS pixels in Run 2 the main problem was traced to the strongly non-uniform irradiation exposure of the electronics chip bonded to the detector, the PSI46 chip developed for the CMS Pixel detector.

It is possible to cope with this localized damage during the run by periodically moving the detector planes vertically inside the XRP vessels, i.e. tangentially to the beam. In Run 2 this
strategy of diluting the irradiation peak has been implemented by shifting the detector packages manually during short technical stops of the LHC. For Run 3 a remotely controlled vertical movement system based on piezoelectric motors has been developed. PPS experience from operation in Run 2 indicates that the present detector electronics need to be displaced by about 0.5 mm after having integrated approximately 20 fb$^{-1}$ of luminosity in a specific running position near the beam. For a total integrated luminosity of 300 fb$^{-1}$ per year at HL-LHC, this strategy would imply 15 movement steps of 0.5 mm or a total displacement amplitude of 7.5 mm per year. The peak fluences in Table 5 (last column) would thus be divided by a factor 15 and reach a manageable level.

Furthermore, new pixel read-out chips, more radiation-hard than the ones currently used, are being developed for CMS and ATLAS on the HL-LHC horizon. PPS will profit from these developments.

Thanks to the unique structure of 3D detectors, it is possible to have a uniform field in the depletion layer; by choosing small electrode spacing, very short drift times can then be achieved without reducing the substrate thickness, thus preserving the signal amplitude. This makes the detector architecture potentially interesting also for timing.

Very first measurements [130] on prototype detectors with 50 µm electrode spacing, non-optimized electronics, and using a $^{90}$Sr source already indicated time resolutions between 30 and 180 ps per plane depending on the signal amplitude. A later experiment [131] with $^{90}$Sr electrons confirmed the 30 ps resolution.

Recent measurements [132, 133] on specially shaped 3D cells with laser beams and 270 MeV pion beams yielded time resolutions of 20 and 30 ps, respectively.

If these results are confirmed, this detector technology, capable of providing simultaneous tracking and timing, can become available rapidly for the very small dimensions and the small number of the detectors needed for the new PPS.

8.2.3 Planar Silicon Detectors

Prototypes of the Low Gain Avalanche Detectors, LGAD or more simply Ultra-Fast Silicon Detectors, UFSD [134], have been used in Run 2. They served mainly for timing measurements in special TOTEM+CMS runs at $\beta^* = 90$ m and low pileup ($\mu \sim 0.5$), but a few planes were also used in PPS timing XRPs, complementing the diamond detectors.

This technology could be explored further when a new generation of more radiation hard detectors, now under development for the CMS MTD, will be available.

8.3 Reference Timing System

The clock distribution system presently used by PPS can be reimplemented for HL-LHC. It is described in Refs. [4] (Section 6.3.2) and [5] (Section 5.7.2). This system also offers the possibility of correlating the proton timing information with the one of the upgraded central detectors.

The system has been used for PPS timing detectors since September 2017.

The linearity of the HPTDC used for the PPS readout has been checked by leveraging the tunable phase shift.

The optical clock distribution jitter is of the order of 1 ps (measurement limited by the scope bandwidth).

Since the present system is synchronized to LHC via the Beam1 reference, the beam cogging (phase delay between the two beams used to centre the interaction point in IP5) can introduce a bias or shift in time.

The phase drift is a long term one and oscillates in a range of about 10 ps.
9 Trigger Strategy

The trigger strategy is expected to largely follow the lines of the present PPS system, which does not provide a Level 1 (L1) trigger but can contribute to the High Level Trigger (HLT). However, as already discussed in Ref. [5] (Chapter 6), there are options for L1 proton triggers capable of reducing event rates, based on proton multiplicity or the longitudinal vertex position obtained from the timing detectors. Furthermore, the TOTEM XRP tracking detector trigger transmitted via a fast electrical cable [135] could be adapted to PPS use. The increased CMS L1 latency time in Run 4 [136] would open up this possibility even for the most distant station at 420 m.
10 Movable Detector Vessels and Machine Integration

The development of movable detector vessels and their integration into the machine can build on a wealth of experience gathered in the LHC Runs 1 and 2. For three out of the four preferred locations, advanced versions of the Roman Pot technology, developed by the TOTEM experiment and later upgraded [4] for high-luminosity operation by PPS, are conceivable. The fourth location, near 420 m from IP5, suffers from special space and integration constraints and will need a specific development.

The present section discusses the most important guidelines for further optimizations and new developments. In the end, the presently known candidate technologies are listed.

10.1 Impedance Effects and their Mitigation

Like every beamline element with resistive material around the beam, near-beam detectors contribute to the impedance acting on the beam current and causing two kinds of effects:

- Effects on the beam: wake fields induced by the passing proton bunches perturb subsequent bunches and thus lead to longitudinal and transverse beam instabilities. To limit these effects, an impedance budget has been defined for the whole LHC ring. Each beamline element is only allowed to contribute a certain fraction of this budget.

- Local impedance heating, i.e. the transfer of power from the beam to the wall of a cavity.

In the original design of the TOTEM XRPs impedance reduction was less important because operation had been foreseen only in special runs with very low beam currents. Thus the original box-shaped XRPs exhibited both an abrupt aperture restriction (when inserted) and cavities around the detector boxes (even when retracted). The only impedance mitigation implemented was the installation of ferrite plates around the detector boxes [137] in order to dampen cavity-induced resonances. In the first high-luminosity test insertions of the XRPs at the end of Run 1 these measures were found to be insufficient, as significant heating was observed at the XRPs, despite the active cooling of the detector packages, resulting in ferrite outgassing and vacuum degradation.

Consequently, to make the XRP system compatible with continuous high-luminosity operation in Run 2, more detailed studies and tests were performed during LS1, resulting in the following system upgrades [138]:

- All existing XRPs were equipped with Radio Frequency (RF) shields filling most of the cavities between the cylindrical flange walls and the box-shaped detector housings. This removed the most dangerous high-amplitude resonances below 1.4 GHz.

- The new XRPs for timing detectors were designed with cylindrical rather than box-shaped geometry, avoiding cavities almost entirely.

- Like in other machine elements, the ferrites were replaced with a new type made of a better material with a higher Curie temperature. They were baked out under vacuum to minimize outgassing.

- The mounting location of the ferrites was moved to the region most affected by impedance heating; the ferrite geometry was adapted accordingly.

In Run 2, the XRPs were inserted regularly in almost all physics fills. During operation the temperature in several points on the XRPs as well as the machine vacuum in the respective sectors were continuously monitored. The temperature stayed within comfortable limits, no vacuum degradation and no beam instabilities were observed. This proved the effectiveness of the impedance mitigation measures and the adequacy of the cooling system.

For the HL-LHC, where the current will increase by a factor of two and hence the heating by a factor of four, the LHC impedance team sees “no indication that the current PPS Roman Pot system would be an issue with HL-LHC beams, provided cooling is sufficient” [139]. For the design of a new system the following points need to be kept in mind:

- The number of near-beam devices should be kept at the minimum necessary for the physics.
• For beam stability, the impedance is most critical in the initial fill phase before collisions because of the absence of Landau damping. Therefore it is important to be able to keep the devices as far from the beam as possible during this phase, ideally totally retracted.

• Devices that cannot be fully retracted should not have abrupt aperture steps but tapers with an angle smaller than 11°.

• Bellows have to be shielded.

• The design should avoid resonant cavities below 2 GHz.

• The device surfaces facing the beam should be coated with a good conductor.

• The cooling has to be strong enough to cope with the increased beam current and hence heating power.

During all preparations a close cooperation with the Impedance Working Group will be maintained. For all new devices impedance simulations have to be carried out, profiting from tools that have significantly improved since LS1. For this purpose, the modelling of impedance heating was recently benchmarked with temperature probe measurements taken during an LHC fill in 2015 [141].

10.2 Showers

The insertion of movable devices close to the beam generates showers since beam halo and collision debris scatter off the vessel and detector material. While these processes will have to be studied in detail with FLUKA, as previously done for the Run-2 PPS configuration, some mitigation and monitoring guidelines can already be given.

• The material exposed to the beam halo has to be minimized. In particular, the windows separating the secondary vacuum of the detector vessels from the primary beam vacuum have to be as thin as possible, but thick and strong enough to limit the deformation in case of an accidental secondary vacuum loss which could lead to the dangerous scenario of a window bulging into the beam.

• It is advantageous to have TCL collimators downstream of movable devices to absorb debris generated by the latter. For the 196 m and 220 m stations the collimators TCL5 and TCL6 will play that role. For the 234 m and 420 m stations the present layout does not foresee any downstream TCLs. FLUKA studies will address possible problems from showers. Note, however, that in 2018 the PPS system operated at the highest Run-2 luminosities with TCL6 fully open and did not induce any radiation problem for the downstream elements.

• After each detector station (and ideally even after each unit) a BLM has to be installed to monitor losses generated by the movable device. This is also needed for the beam-based alignment.

10.3 Technologies for Movable Devices

10.3.1 The “Warm” Locations (196 m, 220 m, and 234 m)

The three non-cryogenic locations are easiest to equip with detectors:

• No cryogenic bypass is needed.

• The dispersion is negative, implying that scattered protons with $\xi < 0$ arrive on the side radially away from the LHC ring centre, not inwards where the second beam pipe lies at only 194 mm distance (beam centre to beam centre). Hence the transverse space constraints are quite relaxed.

Since the beam pipes in these regions have the same diameters as in the present-day LHC, it would be possible to install Roman Pots very similar to the existing ones. However, one will nevertheless take advantage of the opportunity to improve some minor shortcomings experienced in Runs 1 and 2, notably:
• A lack of rigidity in certain aluminium parts that should better be made of steel. This would straighten the movement trajectory and thus allow a more precise transfer of metrology data to detector alignment constants, simplifying the track- and physics-based alignment steps.

• A better control of the distance between the detector edges and the Roman Pot window facing the beam. Also this improvement would help in the alignment procedure.

• A revised, more sturdy microswitch and electrical stopper system, less prone to electrical contact problems and hence even more reliable than the present-day system (that had on average one failure per year).

• The BPMs, mechanically integrated in the Roman Pot beam pipes, have not performed with enough precision to be usable for the detector alignment relative to the beam. Improvements have to be found. An option to be explored is the integration of BPM buttons directly into the XRP jaws as done in the LHC collimators. A problem, however, is the single-jaw nature of the XRPs in contrast to the double-jaw collimators.

Also, given the rather small detector dimensions and their small weights, one might explore a lighter, more compact design.

10.3.2 The “Cold” Location 420 m

The 420 m location requires the replacement of the present-day empty cryostat LEGR with a connection cryostat to create some free space for a detector system. An additional complication is the positive dispersion deflecting protons with $\xi < 0$ into the narrow space between the two beam pipes, which precludes the use of Roman Pots with present-day dimensions. The first problem could be solved by reusing or adapting the already existing design of a connection cryostat for the new TCLD collimators to be installed in equivalent locations in IR2 and IR7. Figure 49 shows this cryostat assembly, already with the TCLD integrated. A zoom on the TCLD itself is shown in Fig. 50. For PPS purposes, the TCLD could be replaced with any movable detector vessel fitting in the same space (see Fig. 51 for the dimensions). An alternative solution to be explored could be the connection cryostat designed for the old FP420 project [11] (Section 6 therein). The compatibility with the present HL-LHC layout needs to be investigated.

Figure 49: Full connection cryostat assembly design, with new TCLD collimator integrated (from Ref. [97]).

Possible technology options for the movable detector vessel presently under consideration include:

1. A modified TCLD Collimator: most of the collimator design would be maintained but the solid jaws replaced with detector housings of the same geometry. Such a device would have the same advantages as the collimator: very stable movement on two axes per jaw, the vertical movement for irradiation dilution, the redundant LVDTs (Linear Variable Differential Transformer [140]), the button BPMs integrated in the jaws, and optimized impedance properties. A difficulty, on the other hand, would be the significant amount of material in front of the detectors due to the flat-angle taper of the jaw.
Figure 50: Left: TCLD integrated in the bypass cryostat; right: TCLD alone (from Ref. [96]).

Figure 51: Dimensions of the assembly of TCLD and bypass cryostat (from Ref. [96]).

2. New compact Roman Pots could be designed to fit even in the narrow space between the two beam pipes. Such a design could have the advantages of the well-established impedance properties of the present-day Roman Pots, and a very thin window in front of the detectors.

3. Movable Beam Pipe: the design of the “Hamburg Beam Pipe” that had once been considered for PPS, could be revisited and improved. The main problem, the impossibility of complete retraction implying a higher impedance before collisions, might be overcome by adding an 11° taper and a copper coating; see also the discussion in Ref. [5] (Section 3.6).

10.4 Movement and Interlock System

The present-day XRP movement system [142] is based on the functionality principles and on hardware and software components as used by the LHC collimation system. This implies in particular that all components exposed to radiation are as radiation tolerant as their identical counterparts in the collimation system.
However, in the system design phase, certain simplifications have been made because of the originally intended limited use of the XRP s only for special runs of the TOTEM experiment. After operational experience further modifications were made during LS1 and in year-end technical stops. For the HL-LHC phase the movement system should be fundamentally redesigned taking into account the lessons learnt in Runs 1–3, but keeping it as close as possible to the collimator system. The vertical movement capability of the horizontal detector units, allowing the dilution of the most irradiated region, should be integrated in the main movement system. Such an option is already present in the collimator system, called “5th axis”.

The functionality and implementation of the interlock system [143], preventing beam operation while any movable device is in a forbidden position, are expected to be very similar to the present ones. A particular upgrade to be envisaged is the introduction of redundant LVDTs (measuring the XRP positions for interlock purposes) to be protected against malfunctions and hence false interlocks.

The design will proceed in continued close cooperation with the Machine Protection Panel.

10.5 Services

- **Cooling System:**
  The evaporative cooling system based on C₃F₈ [144], successfully used for the TOTEM/PPS XRP s, is a likely candidate technology to be adapted for the new HL-LHC spectrometer. Because of the increased impedance heating power (factor of four, see Section 10.1), the cooling power needs to be increased accordingly, which is reachable with a new generation of more efficient heat exchangers at the detector units [145,146]. Because of the high radiation environment of the LHC tunnel, the main part of this cooling system is installed in the shielded underground service cavern USC55. From there the cooling fluid is transported at ambient temperature to the detector stations. The related services (cooling plant in USC55, cooling fluid lines) have to be foreseen. The capacity and performance of the cooling system presently installed at IP5 are compatible with the requirements and demands of the new RP installation for HL-LHC. It will not need more space, but all components (pumps, valves, DCS elements) need to be exchanged.

  Alternatively, the Aircooler system [146] might be an option. The ongoing development of innovative heat exchangers will allow the use of detector package cooling based on the VORTEX principle even during HL-LHC operation. The main advantage is the maintenance free operation in the LHC tunnel; in addition, the overhead on the cooling system at IP5 is reduced to the compressor, which has to provide compressed air at around 10 bar.

- **Secondary Vacuum:**
  Like in the present Roman Pot system, the vessels housing the detectors will have to be under vacuum, separated from the primary machine vacuum. This requires remote-controlled pumps and gauges located in the alcoves RR53 and RR57.

- **Summary of Rack Space:**
  The following space needs to be reserved (see Fig. 52 for USC55, Fig. 53 for RR57, and Fig. 54 for RR53):
  - The detector electronics and the vacuum equipment together will require 4 racks in each of the tunnel alcoves RR53 and RR57.
  - The motor control needs 2 racks in USC55.
  - The vacuum control needs 1 rack in USC55.
  - The interlock logic box and the interface to the LHC BIS system (CIBUs) are located in one rack together with other machine interlock components (e.g. the main CMS CIBUs) in USC55.
  - Additional racks for detector power supplies, trigger, DAQ, and DCS elements (still to be determined) will be needed in the CMS sections of USC55.
Figure 52: Layout of the USC55 service cavern (adapted from Ref. [147]) showing the rack space occupied by TOTEM / PPS equipment in Runs 1–3.
Figure 53: Layout of the RR57 tunnel alcove in Sector 5-6 [148]. The racks presently used by TOTEM are marked with green frames.
Figure 54: Layout of the RR53 tunnel alcove in Sector 4-5 [149]. The racks presently used by TOTEM are marked with green frames.
11 Summary

We propose to build a new Precision Proton Spectrometer for operation in the full HL-LHC phase.

- The physics goal is to extend the central exclusive production studies of the present-day PPS system to processes with lower cross sections and to a wider mass range.

- Four locations have been identified to be suitable for installing movable proton detectors: 196 m, 220 m, 234 m, and 420 m, each on both sides of IP5. Preliminary space reservations have been made.

- The locations at 196 m, 220 m, and 234 m can be instrumented with Roman Pot devices similar to the ones presently used. The 420 m location requires a bypass cryostat (which has been developed for other locations in the LHC) and a movable detector vessel approaching the beam from the narrow space between the two beam pipes (still to be developed, with some candidate technologies existing).

- Acceptance studies resulted in a strong preference for a vertical crossing-angle in IP5. The HL-LHC Executive Committee decided to implement it for HL-LHC.

- With this vertical beam crossing the central mass range covered will be:
  - 133 GeV – 2.7 TeV with only the stations at 196 m, 220 m, and 234 m;
  - 43 GeV – 2.7 TeV with all stations, including 420 m. For comparison: the Run-2 configuration covered approximately the mass range 350 GeV – 2 TeV.

- The intense radiation background implies radiation hardness requirements on all components installed in the tunnel. Service work during short Technical Stops will not be possible.

- The irradiation dose rate is very strongly peaked near the beam. Hence the most irradiated spot on a detector needs to be periodically shifted with a remote-controlled vertical detector movement system. A shift by 0.5 mm every 20 fb$^{-1}$ is sufficient.

- The mean pileup multiplicity up to 200 makes a longitudinal vertex identification via time-of-flight measurement necessary. The time resolution requirement is not a discrete “all or nothing” criterion. A single-plane resolution of 50 – 60 ps is already adequate.

- The detector technologies envisaged are those that are already used and continuously improved in the pre-LS3 PPS system:
  - Diamond detectors for time-of-flight measurements,
  - 3D pixel detectors for tracking, possibly also for timing,
  - UFSD detectors as an alternative for timing if the ongoing developments are successful.

- The stations at 196, 220, and 234 m are similar to those currently in use at PPS, both in their design and in the technology used. Based on this, a preliminary budget estimation suggests that they could be built at a total cost between 1 and 2 MCHF.

Conversely, the 420 m station requires the modification of a cryostat and a novel approach for the detector vessel. More work is needed for an estimate of the cost in this case.
A Glossary

ALP  Axion-Like Particles
AQGC  Anomalous Quartic Gauge Coupling
BBLR  Long-Range Beam-Beam compensation unit (machine acronym for “Beam Beam Long Range”)
BIS  Beam Interlock System
BLM  Beam Loss Monitor
BPM  Beam Position Monitor
BSM  Beyond the standard model
CEP  Central Exclusive Production
CIBU  User interface to the interlock system ("Controls Interlocks Beam User")
DCS  Detector Control System
DD  Double Diamond, i.e. double layer of diamond detectors
HPTDC  High Performance Time-to-Digital Converter
IP  Interaction Point
LSn  n-th Long Shutdown of the LHC
LSS5  Long Straight Section of the LHC around IP5
LVDT  Linear Variable Differential Transformer [140]: used for an XRP position measurement.
MIP  Minimum Ionising Particle
PPS  Precision Proton Spectrometer
Qn  Quadrupole magnet in LHC cell number n counted from the nearest IP, e.g. Q6.
RF shield  Radio Frequency shield
RR53 and RR57  Tunnel alcoves for electronics and services at about ±240 m from IP5.
TAN  Neutral beam absorber (machine acronym for "Target Absorber Neutrals")
TCL  Debris collimator (machine acronym for "Target Collimator Long")
TCLn or TCL.n  TCL collimator in cell number n counted from the nearest IP, e.g. TCL5. In cell 4 it is called TCLX.4.
TCLD  Machine acronym for “Target Collimator Long Dispersion suppressor”
TCT  Tertiary collimator (machine acronym for “Target Collimator Tertiary”)
UFSD  Ultra Fast Silicon Detector
USC55  Underground Service Cavern number 55 at IP5.
XRP  Roman Pot (machine acronym for “eXperiment Roman Pot”)
XRPH  Horizontal Roman Pot
XRPV  Vertical Roman Pot
B  PPS Station Overview

B.1 Pre-LS3 Configuration

The PPS XRP units in the pre-LS3 configuration of Sector 5-6 are shown in Fig. 55 and listed in Table 7. The configuration of Sector 4-5 is mirror-symmetric to the one in Sector 5-6. Not all units were used every year, and their detector instrumentation varied.

Table 7: List of PPS XRP units in the pre-LS3 configuration of Sector 5-6. The units in Sector 4-5 have the same distances from IP5; in their names “56” is replaced with “45”.

| Unit         | Distance from IP5 [m] | Comments                                             |
|--------------|-----------------------|------------------------------------------------------|
| 56-210-N-T/B | 203.377               | vertical XRP pair for calibrations                   |
| 56-210-N-H   | 203.826               | horizontal XRP for tracking detectors, removed in LS2 |
| 56-210-F-H   | 212.551               | horizontal XRP for tracking detectors                |
| 56-210-F-T/B | 213.000               | vertical XRP pair for calibrations and TOTEM special runs |
| 56-220-N-T/B | 214.628               | vertical XRP pair for calibrations and TOTEM special runs |
| 56-220-N-H   | 215.077               | horizontal XRP for timing detectors after LS2        |
| 56-220-C-H   | 215.710               | horizontal XRP for timing detectors                  |
| 56-220-F-H   | 219.551               | horizontal XRP for tracking detectors                |
| 56-220-F-T/B | 220.000               | vertical XRP pair for calibrations and TOTEM special runs |

B.2 HL-LHC Configuration

The PPS units tentatively foreseen for Sector 5-6 at HL-LHC are shown in Fig. 56 and listed in Table 8. The configuration of Sector 4-5 is mirror-symmetric to the one in Sector 5-6.

Table 8: Tentative list of PPS detector vessel units in Sector 5-6 foreseen for HL-LHC. The units in Sector 4-5 have the same distances from IP5; in their names “56” is replaced with “45”.

| Unit         | Distance from IP5 [m] | Comments                                             |
|--------------|-----------------------|------------------------------------------------------|
| 56-196-N-H   | 192–198               | horizontal unit for tracking and timing detectors     |
| 56-196-F-H   | 198–199               | horizontal unit for tracking and timing detectors     |
| 56-220-N-H   | ~ 216                 | horizontal unit for tracking and timing detectors     |
| 56-220-N-T/B | ~ 217                 | vertical pair for calibrations                       |
| 56-220-F-T/B | ~ 219                 | vertical pair for calibrations                       |
| 56-220-F-H   | ~ 220                 | horizontal unit for tracking and timing detectors     |
| 56-234-N-H   | ~ 234                 | horizontal unit for tracking and timing detectors     |
| 56-234-F-H   | ~ 237                 | horizontal unit for tracking and timing detectors     |
| 56-420-H     | ~ 420                 | horizontal unit for tracking and timing detectors     |
Figure 55: Schematic overview of the PPS units in Sector 5-6 (outgoing Beam 1) in the pre-LS3 configuration (top drawing adapted from Ref. [150]). The instrumentation in Sector 4-5 (outgoing Beam 2) is mirror-symmetric.
Figure 56: Schematic overview of the planned PPS stations in Sector 5-6 (outgoing Beam 1) in the HL-LHC configuration (adapted from Ref. [90]). The instrumentation in Sector 4-5 (outgoing Beam 2) is mirror-symmetric.
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