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Abstract. For a decreasing real valued function $\psi$, a pair $(A, b)$ of a real $m \times n$ matrix $A$ and $b \in \mathbb{R}^m$ is said to be $\psi$-Dirichlet improvable if the system
\[
\|Aq + b - p\|^m < \psi(T) \quad \text{and} \quad \|q\|^n < T
\]
has a solution $p \in \mathbb{Z}^m$, $q \in \mathbb{Z}^n$ for all sufficiently large $T$, where $\| \cdot \|$ denotes the supremum norm. Kleinbock and Wadleigh (2019) established an integrability criterion for the Lebesgue measure of the $\psi$-Dirichlet non-improvable set. In this paper, we prove a similar criterion for the Hausdorff measure of the $\psi$-Dirichlet non-improvable set. Also, we extend this result to the singly metric case that $b$ is fixed. As an application, we compute the Hausdorff dimension of the set of pairs $(A, b)$ with uniform Diophantine exponents $\omega(A, b) \leq w$.

1. Introduction

Let $m, n$ be positive integers, and denote by $M_{m,n}(\mathbb{R})$ the set of $m \times n$ real matrices. Dirichlet’s Theorem (1842) is the starting point of this paper:

Dirichlet’s Theorem. For any $A \in M_{m,n}(\mathbb{R})$ and $T > 1$, there exist $p \in \mathbb{Z}^m$ and $q \in \mathbb{Z}^n \setminus \{0\}$ such that
\[
\|Aq - p\|^m \leq \frac{1}{T} \quad \text{and} \quad \|q\|^n < T.
\] (1.1)

Here and hereafter, $\| \cdot \|$ stands for the supremum norm on $\mathbb{R}^k$ given by $\|x\| = \max_{1 \leq i \leq k} |x_i|$. Dirichlet’s theorem is a uniform Diophantine approximation result because it guarantees a non-trivial integral solution for all $T$. A weaker form guaranteeing that such a system is solvable for an unbounded set of $T$ is called asymptotic approximation. The following corollary is an example of asymptotic approximation from Dirichlet’s theorem.

Dirichlet’s Corollary. For any $A \in M_{m,n}(\mathbb{R})$ there exist infinitely many $q \in \mathbb{Z}^n$ such that
\[
\|Aq - p\|^m < \frac{1}{\|q\|^n} \quad \text{for some} \quad p \in \mathbb{Z}^m.
\] (1.2)

The above two statements give a rate of approximation which works for all real matrices. However, if we replace the right-hand sides of (1.1) and (1.2) by faster decaying functions of $T$ and $\|q\|^n$ respectively, then one can
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ask sizes of corresponding sets of matrices satisfying the improved systems. Those sets are very well studied in the setting of Dirichlet’s Corollary.

For a function $\psi : \mathbb{R}^+ \to \mathbb{R}^+$, we say that $A \in M_{m,n}(\mathbb{R})$ is $\psi$-approximable if there exist infinitely many $q \in \mathbb{Z}^n$ such that

$$\|Aq - p\|^m < \psi(\|q\|^n)$$

for some $p \in \mathbb{Z}^m$.

Denote by $W_{m,n}(\psi)$ the set of $\psi$-approximable matrices in the unit cube $[0,1]^{mn}$. Then the set $W_{m,n}(\psi)$ satisfies the following zero-one law with respect to the Lebesgue measure.

**Khintchine-Groshev Theorem.** Given a non-increasing $\psi$, the set $W_{m,n}(\psi)$ has zero (resp. full) Lebesgue measure if and only if the series $\sum_k \psi(k)$ converges (resp. diverges).

To distinguish between sizes of null sets, we can consider Hausdorff measure and dimension as the appropriate tools. Since the set $W_{m,n}(\psi)$ is always containing $m \cdot n$-dimensional hyperplanes, we may focus on $s$-dimensional Hausdorff measures with $s \geq m \cdot n - 1$. The following result was proved by Jarník in 1931 for $n = 1$ and [DV97] in general.

**Theorem 1.1** (Jarník). Let $\psi$ be a non-increasing function. Then for $s > m(n - 1)$,

$$\mathcal{H}^s(W_{m,n}(\psi)) = \begin{cases} 
0 & \text{if } \sum_{q=1}^{\infty} q^{m+n-1} \left( \frac{\hat{\psi}(q)}{q} \right)^{s-m(n-1)} < \infty, \\
\mathcal{H}^s([0,1]^{mn}) & \text{if } \sum_{q=1}^{\infty} q^{m+n-1} \left( \frac{\hat{\psi}(q)}{q} \right)^{s-m(n-1)} = \infty,
\end{cases}$$

where $\hat{\psi}(q) = \psi(q^n)^{\frac{1}{m}}$.

Here, $\mathcal{H}^s([0,1]^{mn})$ is infinity for $s < mn$. On the other hand, $\mathcal{H}^{mn}$ comparable to the $mn$-dimensional Lebesgue measure, hence, Theorem 1.1 implies Khintchine-Groshev Theorem.

It is worth mentioning that Jarník’s theorem was indeed proved for any dimension functions $f$, not just the functions of the form $f(r) := r^s$ stated in Theorem 1.1, see [DV97]. Regarding inhomogeneous Diophantine approximation, the analogue of Jarník’s theorem for doubly metric case was proved in [HKS20] and for singly metric case in [B04].

For similar generalizations in the setting of Dirichlet’s Theorem, let us give the following definition: for a non-increasing function $\psi : [T_0, \infty) \to \mathbb{R}^+$, where $T_0 > 1$ is fixed, we say that $A \in M_{m,n}(\mathbb{R})$ is $\psi$-Dirichlet if the system

$$\|Aq - p\|^m < \psi(T) \quad \text{and} \quad \|q\|^n < T$$


\footnote{Here, we follow the definition given in [KM99, KW19] but, in Section 4, we will use the slightly different definition, such as [BV10], where the inequality $\|Aq - p\| < \psi(\|q\|)$ is used instead of (1.3).}
has a nontrivial integral solution for all large enough $T$. Surprisingly, no zero-one law analogous to Khintchine-Groshev Theorem was known until recently when Kleinbock and Wadleigh [KW18] proved a zero-one law on the Lebesgue measure of Dirichlet improbable numbers, that is, $m = n = 1$. The Hausdorff measure-theoretic results for Dirichlet non-improvable numbers analogous to Theorem 1.1 have also been established in [HKWW18] for a general class of dimension functions $f$ called the essentially sub-linear dimension functions. For the non-essentially sub-linear dimension functions, the relevant results are in [BHS20]. For general $m, n \in \mathbb{N}$, Kleinbock, Strömbergsson, and Yu [KSY21] recently gave sufficient conditions on $\psi$ to ensure that the set of $\psi$-Dirichlet $m \times n$ matrices has zero or full Lebesgue measure.

Now, we focus our attention on inhomogeneous Diophantine approximation replacing the values of a system of linear forms $Aq$ by those of a system of affine forms $Aq + b$, where $A \in M_{m,n}(\mathbb{R})$ and $b \in \mathbb{R}^m$. Let $\widetilde{M}_{m,n}(\mathbb{R}) := M_{m,n}(\mathbb{R}) \times \mathbb{R}^m$. Following [KW19], for a non-increasing function $\psi : [T_0, \infty) \to \mathbb{R}_+$, we say that a pair $(A, b) \in \widetilde{M}_{m,n}(\mathbb{R})$ is $\psi$-Dirichlet if there exist $p \in \mathbb{Z}^m$ and $q \in \mathbb{Z}^n$ such that

$$\|Aq + b - p\|^m < \psi(T) \quad \text{and} \quad \|q\|^n < T$$

whenever $T$ is large enough. Denote by $\hat{D}_{m,n}(\psi)$ the set of $\psi$-Dirichlet pairs in the unit cube $[0, 1]^{mn+m}$. Note that in this definition, the case $q = 0$ is allowed so that $(A, b)$ is always $\psi$-Dirichlet for any $b \in \mathbb{Z}^m$.

Recently, Kleinbock and Wadleigh established the following zero-one law for the set $\hat{D}_{m,n}(\psi)$ with respect to the Lebesgue measure.

**Theorem 1.2.** [KW19] Given a non-increasing $\psi$, the set $\hat{D}_{m,n}(\psi)$ has zero (resp. full) Lebesgue measure if and only if the series

$$\sum_j \frac{1}{\psi(j) j^2}$$

diverges (resp. converges).

As mentioned in [KW19, Section 7], one can naturally ask whether Theorem 1.2 can be extended along two directions:

- Zero-infinity law for a Hausdorff measure,
- Singly metric case ($b$ fixed).

Although Theorem 1.2 provides the Lebesgue measure of the set $\hat{D}_{m,n}(\psi)$, nothing was known about the Hausdorff dimension of this set. In this article, we give an analogue of Theorem 1.2 for the Hausdorff measure by establishing the zero-infinity law analogous to Theorem 1.1. Let us state our main theorem.

**Theorem 1.3.** Given a decreasing function $\psi$ with $\lim_{T \to \infty} \psi(T) = 0$ and $0 \leq s \leq mn + m$, the $s$-dimensional Hausdorff measure of $\hat{D}_{m,n}(\psi)^c$ is given
by

\[ \mathcal{H}^s(\hat{D}_{m,n}(\psi)^c) = \begin{cases} 
0 & \text{if } \sum_{q=1}^{\infty} \frac{1}{\psi(q)q^2} \left( \frac{q^{-\frac{1}{\psi(q)}}}{\psi(q)} \right)^{mn+m-s} < \infty, \\
\mathcal{H}^s([0,1]^{mn+m}) & \text{if } \sum_{q=1}^{\infty} \frac{1}{\psi(q)q^2} \left( \frac{q^{-\frac{1}{\psi(q)}}}{\psi(q)} \right)^{mn+m-s} = \infty. 
\end{cases} \]

Moreover, the convergent case still holds for every non-increasing function \( \psi \) without the assumption \( \lim_{T \to \infty} \psi(T) = 0 \).

On the other hand, Theorem 1.2 provides us only the information on Lebesgue measure in the doubly metric case, i.e. it computes Lebesgue measure of the set \( \hat{D}_{m,n}(\psi) \subseteq \hat{M}_{m,n} \). A more refined question in inhomogeneous Diophantine approximation is fixing \( \psi \) and asking the analogous question for the slices of \( \hat{D}_{m,n}(\psi) \). For fixed \( \psi \), let \( \hat{D}_{m,n}^b(\psi) := \{ A \in M_{m,n}(\mathbb{R}) : (A, b) \in \hat{D}_{m,n}(\psi) \} \). The following theorem answers the question for the singly metric case.

**Theorem 1.4.** Given a decreasing function \( \psi \) with \( \lim_{T \to \infty} \psi(T) = 0 \) and \( 0 \leq s \leq mn \), the \( s \)-dimensional Hausdorff measure of \( \hat{D}_{m,n}(\psi)^c \) is given by

\[ \mathcal{H}^s(\hat{D}_{m,n}^b(\psi)^c) = \begin{cases} 
0 & \text{if } \sum_{q=1}^{\infty} \frac{1}{\psi(q)q^2} \left( \frac{q^{-\frac{1}{\psi(q)}}}{\psi(q)} \right)^{mn-s} < \infty, \\
\mathcal{H}^s([0,1]^{mn}) & \text{if } \sum_{q=1}^{\infty} \frac{1}{\psi(q)q^2} \left( \frac{q^{-\frac{1}{\psi(q)}}}{\psi(q)} \right)^{mn-s} = \infty. 
\end{cases} \]

for every \( b \in \mathbb{R}^m \backslash \mathbb{Z}^m \). Moreover, the convergent case still holds for every \( b \in \mathbb{R}^m \) and every non-increasing function \( \psi \) without the assumption \( \lim_{T \to \infty} \psi(T) = 0 \).

Theorem 1.3 and Theorem 1.4 can be applied to compute the Hausdorff dimension of the Dirichlet non-improvable set for some specific functions explicitly. For example, let \( \psi_a(q) := q^{-a} \) and \( \psi_{a,b}(q) := q^{-a}(\log q)^b \) for \( a > 0 \), \( b \geq 0 \). Our results directly gives the following: For \( 0 < a \leq 1 \), the Hausdorff dimension of \( \hat{D}_{m,n}^b(\psi_{a,b})^c \) is \( s_a := mn - \frac{mn(1-a)}{m+na} \) and

\[ \mathcal{H}^{s_a}(\hat{D}_{m,n}^b(\psi_{a,b})^c) = \begin{cases} 
0 & \text{if } b > \frac{m+na}{m+n}, \\
\mathcal{H}^{s_a}([0,1]^{mn}) & \text{if } b \leq \frac{m+na}{m+n}.
\end{cases} \]

for every \( b \in \mathbb{R}^m \backslash \mathbb{Z}^m \). More explicitly, \( \mathcal{H}^{s_a}([0,1]^{mn}) = \mathcal{H}^{mn}([0,1]^{mn}) = 1 \) if \( a = 1 \), and \( \mathcal{H}^{s_a}([0,1]^{mn}) = \infty \) otherwise. For the doubly metric case, the
Hausdorff dimension of $\hat{D}_{m,n}(\psi_{a,b})^c$ is $s_a + m$ and

$$\mathcal{H}^{s_a+m}(\hat{D}_{m,n}(\psi_{a,b})^c) = \begin{cases} 0 & \text{if } b > \frac{m+na}{m+n}, \\ \mathcal{H}^{s_a+m}([0,1]^{mn+m}) & \text{if } b \leq \frac{m+na}{m+n}. \end{cases}$$

Also, we can observe that the Hausdorff dimension is always bigger than $mn$ for the singly metric case and $mn + m - n$ for the doubly metric case regardless of the choice of $\psi$.

We remark that the above results for $\psi_a$ can be stated in terms of uniform Diophantine exponents. We denote by $\psi(A,b)$ the supremum of the real numbers $w$ for which, for all sufficiently large $T$, the inequalities

$$\|Aq + b - p\| < T^{-w} \quad \text{and} \quad \|q\| < T$$

have an integral solution $p \in \mathbb{Z}^m$ and $q \in \mathbb{Z}^n$. For further details and references regarding the above notion, see [BL05, B16]. Considering $\psi_a$ with $a = \frac{mn}{n}$, we have the following corollary by the definition.

**Corollary 1.5.** For any $w > 0$,

$$\dim_H \{(A,b) \in M_{m,n}(\mathbb{R}) \times \mathbb{R}^m : \hat{w}(A,b) \leq w\} = \min \left\{ mn + m - \frac{n - mw}{1 + w}, mn + m \right\},$$

$$\dim_H \{A \in M_{m,n}(\mathbb{R}) : \hat{w}(A,b) \leq w\} = \min \left\{ mn - \frac{n - mw}{1 + w}, mn \right\}$$

for every $b \in \mathbb{R}^m \setminus \mathbb{Z}^m$. Therefore, for any $0 < w \leq \frac{n}{m}$,

$$\dim_H \{(A,b) \in M_{m,n}(\mathbb{R}) \times \mathbb{R}^m : \hat{w}(A,b) = w\} = mn + m - \frac{n - mw}{1 + w},$$

$$\dim_H \{A \in M_{m,n}(\mathbb{R}) : \hat{w}(A,b) = w\} = mn - \frac{n - mw}{1 + w},$$

for every $b \in \mathbb{R}^m \setminus \mathbb{Z}^m$.

The structure of this paper is as follows: In Section 2, we introduce some preliminaries including ubiquitous systems and reduce the inhomogeneous Diophantine approximation problem to a shrinking target problem in the space of grids in $\mathbb{R}^{m+n}$. In Section 3 and Section 4, we prove the convergent part and the divergent part of the main theorem, respectively. In both of the proofs of the convergence and the divergence, our main tool is a duality phenomenon between the homogeneous Diophantine approximation and the inhomogeneous Diophantine approximation, which is called Transference Principle (see [Cas57, BL05]). Roughly speaking, $A \in M_{m,n}(\mathbb{R})$ is well-approximable if and only if $(A,b) \in M_{m,n}(\mathbb{R}) \times \mathbb{R}^m$ is Dirichlet non-improvable for most of $b \in \mathbb{R}^m$. In Section 3, we count the number of covering balls following the method used in [KKLM17] based on this observation. In Section 4, we use mass distributions on some well-approximable
sets for the doubly metric case and establish a local ubiquity with an appropriate ubiquitous function for the singly metric case. Finally, in Section 5, we discuss some concluding remarks and possible open questions.
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2. Preliminaries

2.1. **Hausdorff measure and auxiliary lemmas.** Below we give a brief introduction to Hausdorff measure and dimension. For further details, see [Fal].

Let \( E \) be a subset of a Euclidean space \( \mathbb{R}^k \). For \( \delta > 0 \), a cover \( \mathcal{C} \) of \( E \) is called a \( \delta \)-cover of \( E \) if \( \text{diam}(C) \leq \delta \) for all \( C \in \mathcal{C} \). For \( 0 \leq s \leq k \), let

\[
\mathcal{H}_s^\delta(E) = \inf \sum_{C \in \mathcal{C}} \text{diam}(C)^s,
\]

where the infimum is taken over all finite or countable \( \delta \)-cover \( \mathcal{C} \) of \( E \). Then the \textit{s-dimensional Hausdorff measure} of a set \( E \) is defined by

\[
\mathcal{H}^s(E) = \lim_{\delta \to 0} \mathcal{H}_s^\delta(E).
\]

Finally, the **Hausdorff dimension** of \( E \) is given by

\[
\dim_H(E) = \inf\{s \geq 0 : \mathcal{H}^s(E) = 0\}.
\]

The following principle commonly known as the Mass Distribution Principle [Fal, §4.1] will be used to show the divergent part of Theorem 1.3.

**Lemma 2.1** (Mass Distribution Principle). Let \( \mu \) be a probability measure supported on \( F \subset \mathbb{R}^k \). Suppose there are positive constants \( c > 0 \), \( r_0 > 0 \), and \( 0 \leq s \leq k \) such that

\[
\mu(B) \leq cr^s
\]

for any ball \( B \) with radius \( r \leq r_0 \). If \( E \) is a subset of \( F \) with \( \mu(E) = \lambda > 0 \) then \( \mathcal{H}^s(E) \geq \lambda/c \).

We state the Hausdorff measure version of the Borel-Cantelli lemma [BD99, Lemma 3.10] which will allow us to estimate the Hausdorff measure of the convergent part of Theorem 1.3 and Theorem 1.4.
Lemma 2.2 (Hausdorff-Cantelli). Let \( \{B_i\}_{i \geq 1} \) be a sequence of measurable sets in \( \mathbb{R}^k \) and suppose that for some \( 0 \leq s \leq k \),
\[
\sum_i \text{diam}(B_i)^s < \infty.
\]
Then
\[
\mathcal{H}^s(\limsup_{i \to \infty} B_i) = 0.
\]

2.2. Homogeneous dynamics. Our argument is based on the Dani correspondence, which forms a connection between Diophantine approximation and homogeneous dynamics. The classical Dani correspondence for homogeneous Diophantine approximation dates back to [D85] (See also [KM99]). The analogous correspondence between inhomogeneous Diophantine approximation and the dynamics in the space of grids have been used in [Ki99, Sha11, ET11, LSS19, GV]. In this section, we introduce the space of grids in \( \mathbb{R}^{m+n} \) and the diagonal flow on this space. For \( d = m + n \), let
\[
G_d = SL_d(\mathbb{R}) \quad \text{and} \quad \hat{G}_d = ASL_d(\mathbb{R}) = G_d \times \mathbb{R}^d,
\]
and let
\[
\Gamma_d = SL_d(\mathbb{Z}) \quad \text{and} \quad \hat{\Gamma}_d = ASL_d(\mathbb{Z}) = \Gamma_d \times \mathbb{Z}^d.
\]
Elements of \( \hat{G}_d \) will be denoted by \( \langle g, w \rangle \), where \( g \in G_d \) and \( w \in \mathbb{R}^d \).
Denote by \( X_d = G_d/\Gamma_d \) the space of unimodular lattices in \( \mathbb{R}^d \) and denote by \( \hat{X}_d = \hat{G}_d/\hat{\Gamma}_d \) the space of unimodular grids, i.e., affine shifts of unimodular lattices in \( \mathbb{R}^d \). For simplicity, let \( G := G_d, X := X_d \) and denote by \( m_X \) the Haar probability measure on \( X_d \). For \( t \in \mathbb{R} \), let
\[
a_t := \text{diag}(e^{t/m}, \ldots, e^{t/m}, e^{-t/n}, \ldots, e^{-t/n}).
\]
Let us denote by
\[
u_A := \begin{pmatrix} I_m & A \\ 0 & I_n \end{pmatrix} \in G_d \quad \text{and} \quad \nu_{A,b} := \begin{pmatrix} \left( I_m & A \\ 0 & I_n \end{pmatrix}, \begin{pmatrix} b \\ 0 \end{pmatrix} \end{pmatrix} \in \hat{G}_d
\]
for \( A \in M_{m,n}(\mathbb{R}) \) and \( (A,b) \in \hat{M}_{m,n}(\mathbb{R}) \). Let us also denote by
\[
\Lambda_A := \nu_{A} \mathbb{Z}^d \in X \quad \text{and} \quad \Lambda_{A,b} := \nu_{A,b} \mathbb{Z}^d \in \hat{X}_d,
\]
where \( \nu_{A,b} \mathbb{Z}^d = \left\{ \begin{pmatrix} Aq + b - p \\ q \end{pmatrix} : p \in \mathbb{Z}^m, q \in \mathbb{Z}^n \right\} \). The expanding horospherical subgroup of \( G_d \) with respect to \( \{a_t : t > 0 \} \) is given by \( H := \{ \nu_A : A \in M_{m,n}(\mathbb{R}) \} \). On the other hand, the nonexpanding horospherical subgroup of \( G_d \) with respect to \( \{a_t : t > 0 \} \) is given by
\[
\tilde{H} := \left\{ \begin{pmatrix} P \\ R \end{pmatrix} : P \in M_{m,m}(\mathbb{R}), Q \in M_{n,n}(\mathbb{R}), R \in M_{n,m}(\mathbb{R}), \det(P) \det(Q) = 1 \right\}.
\]
Note that \( \tilde{H} \) is the complementary subgroup to \( H \). We denote by \( m_H \) and \( m_{\tilde{H}} \) the left-invariant Haar measure on \( H \) and \( \tilde{H} \), respectively.

Let \( d \) be a right invariant measure on \( G \). We can take \( d \) to satisfy \( ||g - id|| \leq d(g, id) \) for \( g \) in the sufficiently small ball \( B^G_r(id) \), where \( || \cdot || \) is the
supremum norm on $M_{d,d}(\mathbb{R})$. This metric induces metrics on $H, \tilde{H}$, and $X$ by restriction. We let $B^G_r(id), B^H_r(id), B^\tilde{H}_r(id), \text{and } B^X_r(id)$ denote the open ball in $G, H, \tilde{H}$, and $X$ of radius $r$ centered at the identity, respectively.

Following [KW19], we define the functions $\Delta : \hat{X} \rightarrow [-\infty, \infty)$ by

$$\Delta(\Lambda) := \log \inf_{v \in \Lambda} \|v\|,$$

which can be considered as the logarithm of a height function.

**Lemma 2.3.** [KM99, Lemma 8.3] Let $m, n \in \mathbb{N}$ and $T_0 \in \mathbb{R}_+$ be given. Suppose $\psi : [T_0, \infty) \rightarrow \mathbb{R}_+$ is a continuous, non-increasing function. Then there exists a unique continuous function

$$z = z_\psi : [t_0, \infty) \rightarrow \mathbb{R},$$

where $t_0 := \frac{m}{m+n} \log T_0 - \frac{n}{m+n} \log \psi(T_0)$, such that

1. The function $t \mapsto t + nz(t)$ is strictly increasing and unbounded;
2. The function $t \mapsto t - mz(t)$ is nondecreasing;
3. $\psi(e^{t+nz(t)}) = e^{-t+nmz(t)}$ for all $t \geq t_0$.

The following lemma reduces the inhomogeneous Diophantine approximation problem to the shrinking target problem on the space of grids.

**Lemma 2.4.** [KM99, KW19] Let $\psi : [T_0, \infty) \rightarrow \mathbb{R}_+$ be a non-increasing continuous function, and let $z = z_\psi$ be the function associated to $\psi$ by Lemma 2.3. Then $(A, b) \in \hat{D}_{m,n}(\psi)$ if and only if $\Delta(a_tA_{A,b}) < z_\psi(t)$ for all sufficiently large $t$.

**Remark 2.5.** In other words, Lemma 2.4 means that

$$\hat{D}_{m,n}(\psi)^c = \limsup_{t \to \infty} \{(A, b) : \Delta(a_tA_{A,b}) \geq z_\psi(t)\},$$

$$\hat{D}_{m,n}^b(\psi)^c = \limsup_{t \to \infty} \{A : \Delta(a_tA_{A,b}) \geq z_\psi(t)\}.$$

Here, the limsup sets are taken for real values $t \in \mathbb{R}$. However, in the proof of the convergent part, we are going to work with limsup sets taken for $t \in \mathbb{N}$ to apply the Hausdorff-Cantelli lemma. Thus, in the Section 3, we will use the following alternative: there exists a constant $C_0 > 0$ satisfying

$$\hat{D}_{m,n}(\psi)^c \subseteq \limsup_{t \to \infty, t \in \mathbb{N}} \{(A, b) : \Delta(a_tA_{A,b}) \geq z_\psi(t) - C_0\},$$

$$\hat{D}_{m,n}^b(\psi)^c \subseteq \limsup_{t \to \infty, t \in \mathbb{N}} \{A : \Delta(a_tA_{A,b}) \geq z_\psi(t) - C_0\}.$$

This alternative holds since $z_\psi$ is uniformly continuous by Lemma 2.3 and $\Delta$ is uniformly continuous on the set $\Delta^{-1}([z, \infty])$ for any $z \in \mathbb{R}$ ([KW19, Lemma 2.1]).
Lemma 2.6. Let $\psi : [T_0, \infty) \to \mathbb{R}_+$ be a non-increasing continuous function, and let $z = z_\psi$ be the function associated to $\psi$ by Lemma 2.3. For $0 \leq s \leq mn$, we have

$$\sum_{q=[T_0]}^{\infty} \frac{1}{\psi(q)^2} \left( \frac{q^1}{\psi(q)^{1/m}} \right)^{mn-s} < \infty \iff \sum_{t=[T_0]}^{\infty} e^{-(m+n)(z(t)-\frac{mn-s}{mn})} < \infty.$$ 

Proof. Note that if $0 \leq s \leq mn - n$, both of the sum is infinity regardless of $\psi$, thus we may assume $mn - n < s \leq mn$. Following [KM99] and [KW19], we replace the sums with integrals

$$\int_{T_0}^{\infty} \frac{1}{\psi(x)^2} \left( \frac{x}{\psi(x)^{1/m}} \right)^{mn-s} dx \quad \text{and} \quad \int_{T_0}^{\infty} e^{-(m+n)(z(t)-\frac{mn-s}{mn})} dt$$

respectively. Define

$$P := -\log \circ \psi \circ \exp : [T_0, \infty) \to \mathbb{R} \quad \text{and} \quad \lambda(t) := t + nz(t).$$

Since $\psi(e^\lambda) = e^{-P(\lambda)}$, we have

$$\int_{T_0}^{\infty} \frac{1}{\psi(x)^2} \left( \frac{x}{\psi(x)^{1/m}} \right)^{mn-s} dx = \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} d\lambda$$

Using $P(\lambda(t)) = t - mz(t)$, we also have

$$\int_{T_0}^{\infty} e^{-(m+n)(z(t)-\frac{mn-s}{mn})} dt = \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} d\left[ \frac{m}{m+n} \lambda + \frac{n}{m+n} P(\lambda) \right]$$

$$= \frac{m}{m+n} \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} d\lambda$$

$$+ \frac{n}{m+n} \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} dP(\lambda).$$

The second term in the last line can be expressed by

$$\frac{n}{m+n} \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} dP(\lambda)$$

$$= \frac{n}{m+n} \left( 1 + \frac{mn-s}{m} \right)^{-1} \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda} d\left( e^{(1+\frac{mn-s}{m})P(\lambda)} \right)$$

Using integration by parts, the last integral is

$$\int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda} d\left( e^{(1+\frac{mn-s}{m})P(\lambda)} \right)$$

$$= \left( 1 - \frac{mn-s}{n} \right) \int_{\log T_0}^{\infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} d\lambda$$

$$+ \left( \lim_{\lambda \to \infty} e^{-(1-\frac{mn-s}{n})\lambda+(1+\frac{mn-s}{m})P(\lambda)} - T_0^{-\frac{mn-s}{n}} \psi(T_0)^{-(1+\frac{mn-s}{m})} \right).$$
Note that \( \lim_{\lambda \to \infty} e^{-\left(1-\frac{m+n-s}{n}\right)\lambda+(1+\frac{m+n-s}{n})P(\lambda)} = 0 \) if the integral

\[
\int_{\log T_0}^{\infty} e^{-\left(1-\frac{m+n-s}{n}\right)\lambda+(1+\frac{m+n-s}{n})P(\lambda)} d\lambda
\]

converges. Thus the convergence of

\[
\int_{T_0}^{\infty} \frac{1}{\psi(x)x^2} \left( \frac{x^{\frac{1}{n}}}{\psi(x)^{\frac{1}{m}}} \right)^{m-n} dx \quad \text{or} \quad \int_{T_0}^{\infty} e^{-(m+n)((z(t) - \frac{m+n-s}{m})t)} dt
\]

implies the convergence of the other one since all summands are positive except the finite value \(-T_0^{-\left(1-\frac{m+n-s}{s}\right)} \psi(T_0)^{-\left(1+\frac{m+n-s}{s}\right)}\).

2.3. Ubiquitous systems. The proof of the divergent parts of Theorem 1.4, that is the singly metric case, is based on the ubiquity framework developed in [BDV06, BV09]. The concept of ubiquitous systems goes back to [BS70] and [DRV90] as a method of determining lower bounds for the Hausdorff dimension of limsup sets. This concept was developed by Beresnevich, Dickinson and Velani in [BDV06] to provide a very general and abstract approach for establishing the Hausdorff measure of a large class of limsup sets. In this subsection, we introduce a simplified form of ubiquitous systems to deal with the specific application as in [BDV06, Section 12.1].

We consider \([0,1]^{mn}\) with the supremum norm \(\| \cdot \|\). Let \(\mathcal{R} := (R_\alpha)_{\alpha \in J}\) be a family of resonant sets \(R_\alpha \subset [0,1]^{mn}\) indexed by a countable set \(J\). We assume that each resonant set \(R_\alpha\) is an \((m-1)n\)-dimensional, rational hyperplane following [BDV06, Section 12.1]. Let \(\beta : J \to \mathbb{R}^+ : \alpha \mapsto \beta_\alpha\) be a positive function on \(J\) for which the number of \(\alpha \in J\) with \(\beta_\alpha\) bounded above is always finite. Given a set \(S \subset [0,1]^{mn}\), let

\[
\Delta(S, r) := \{ X \in [0,1]^{mn} : \text{dist}(X, S) < r \},
\]

where \(\text{dist}(X, S) := \inf\{\|X - Y\| : Y \in S\}\). Fix a decreasing function \(\Psi : \mathbb{R}^+ \to \mathbb{R}^+\), which is called the approximating function. For \(N \in \mathbb{N}\), let

\[
\Delta(\Psi, N) := \bigcup_{\alpha \in J : 2^{N-1} < \beta_\alpha \leq 2^N} \Delta(R_\alpha, \Psi(\beta_\alpha))
\]

and let

\[
\Lambda(\Psi) := \limsup_{N \to \infty} \Delta(\Psi, N) = \bigcap_{M=1}^{\infty} \bigcup_{N=M}^{\infty} \Delta(\Psi, N).
\]

Throughout, \(\rho : \mathbb{R}^+ \to \mathbb{R}^+\) will denote a function satisfying \(\lim_{t \to \infty} \rho(t) = 0\) and is usually referred to as the ubiquitous function. Let

\[
\Delta(\rho, N) := \bigcup_{\alpha \in J : 2^{N-1} < \beta_\alpha \leq 2^N} \Delta(R_\alpha, \rho(\beta_\alpha)).
\]
Definition 2.7 (Local ubiquity). Let $B$ be an arbitrary ball in $[0,1]^{mn}$. Suppose that there exist a ubiquitous function $\rho$ and an absolute constant $\kappa > 0$ such that

$$|B \cap \Delta(\rho,N)| \geq \kappa |B| \quad \text{for } N \geq N_0(B),$$

where $| \cdot |$ denotes the Lebesgue measure on $[0,1]^{mn}$. Then the pair $(\mathcal{R}, \beta)$ is said to be a \textit{locally ubiquitous} system relative to $\rho$.

With notations in [BDV06], the Lebesgue measure on $[0,1]^{mn}$ is of type (M2) with $\delta = mn$ and the intersection conditions are also satisfied with $\gamma = (m-1)n$ (see [BDV06, Section 12.1]). These conditions are not stated here but these extra conditions exist and need to be established for the more abstract ubiquity.

Finally, a function $h$ is said to be 2-regular if there exists a positive constant $\lambda < 1$ such that for $N$ sufficiently large

$$h(2^{N+1}) \leq \lambda h(2^N).$$

The following theorem is a simplified version of [BV09, Theorem 1].

Theorem 2.8. [BV09, Theorem 1] Suppose that $(\mathcal{R}, \beta)$ is a local ubiquitous system relative to $\rho$ and that $\Psi$ is an approximating function. Furthermore, suppose that $\rho$ is 2-regular. Then for $(m-1)n < s \leq mn$

$$\mathcal{H}^s(\Lambda(\Psi)) = \mathcal{H}^s([0,1]^{mn}) \quad \text{if} \quad \sum_{N=1}^{\infty} \frac{\Psi(2^N)^s-(m-1)n}{\rho(2^N)^n} = \infty.$$  

3. PROOF OF THE CONVERGENT PART

3.1. Weak-$L^1$ estimate. To obtain the upper bound of Hausdorff dimension, we will basically count the number of covering balls following the ideas from [KKLM17]. We are going to use the equidistribution of expanding subgroup of the $a_t$-action on $X$ to compute the Lebesgue measure of the set of points visiting the shrinking target for each time $t$, following the “thickening” technique of Margulis [M04]. We also refer to the formulation of [KM96]. However, if we apply the thickening argument for $L^2$ functions as usual, it does not give the optimal dimension upper bound. To obtain the optimal dimension bound, we need a $L^{1,w}$ estimate as the following Proposition 3.1. $L^{1,w}$ norm of a function $f$ on $X$ is defined by $$||f||_{L^{1,w}(X)} := \sup_{M > 0} M \mu_X(\{x \in X : |f(x)| \geq M\}),$$ and $L^{1,w}(X)$ is the space of measurable functions with finite $L^{1,w}$-norm.

Proposition 3.1. Let $H, \tilde{H}$ be the maximal expanding, nonexpanding subgroup of $G_d$, respectively. Assume that $f \in L^{1,w}(X)$ is a nonnegative function satisfying the following condition: there exist $c, r_0 > 0$ such that $c < |f(hx) - \overline{f(x)}|$ for any $h \in B_{r_0}^H(id), x \in X$. Then for any $x \in X$, there exist a
constant $K = K(x) > 0$ such that
\[ m_H(\{ h \in B^H_1(id) : f(a_ihx) \geq M \}) \leq \frac{K}{M} \]
for all $M > 0$, $t > 0$, i.e. for any $x \in X$, $\|(a_i)_* f_x\|_{L^1,w(B^H_1(id))}$ is uniformly bounded for all $t > 0$, where the function $f_x : H \to \mathbb{R}$ is defined by $f_x(h) = f(hx)$.

**Proof.** Fix $x \in X$ and let $E_{M,t} := \{ h \in B^H_1(id) : f(a_ihx) \geq M \}$. For contradiction, suppose that for any $K > 0$, there exist $t, M > 0$ such that $m_H(E_{M,t}) > \frac{K}{t}$. Let $\tilde{E}_{M,t} := \{ \tilde{h} h : h \in E_{M,t}, \tilde{h} \in B^H_r(id) \}$, where $0 < r < r_0$ is a small real number to be determined later. Then for any $\tilde{h} h \in \tilde{E}_{M,t}$,
\[ f(a_ihx) = f(\tilde{a}_i\tilde{h}a_{i}^{-1}a_ihx) > cf(a_ihx) \geq cM \]
since $a_i\tilde{h}a_{i}^{-1} \in B^H_r(id)$. We partition $B^H_1(id)$ into $D_1, \cdots, D_N$ so that a map $\pi_x : G \to X$ defined by $\pi_x(g) = gx$ is injective on each $D_i$. Note that the number of the partition $N$ is not depending on $K$. Choose $r$ small enough so that $\pi_x$ is injective on $B^H_r(id)D_i$ for all $1 \leq i \leq N$. Let $E_{M,t} = \bigsqcup_{i=1}^{N} E_i$, where $E_i = E_{M,t} \cap D_i$, then
\[ m_X(\{ y \in X : f(y) \geq cM \}) = m_X(\{ y \in X : f(a_iy) \geq cM \}) \geq m_X(\{ \tilde{h} hx \in X : \tilde{h} h \in \tilde{E}_{M,t} \}) \geq m_G(\{ \tilde{h} h \in G : \tilde{h} \in B^H_r(id), h \in E_i \}) \geq m_H(B^H_r(id))m_H(E_i) \]
for all $1 \leq i \leq N$. Summing over $1 \leq i \leq N$, we have
\[ Nm_X(\{ y \in X : f(y) \geq cM \}) \geq m_H(B^H_r(id))m_H(E_{M,t}) \geq \frac{m_H(B^H_r(id))K}{M} \]
and it implies $\|f\|_{L^1,w(X)} = \infty$ since $K > 0$ is arbitrary and $c, r, N$ are independent to $K$. It contradicts the assumption $f \in L^1,w(X)$. □

3.2. **successive minima function.** Let $\lambda_j(\Lambda)$ denote the $j$-th successive minimum of a lattice $\Lambda \subseteq \mathbb{R}^d$ i.e. the infimum of $\lambda$ such that the ball $B^{\mathbb{R}^d}_\lambda(0)$ contains $j$ independent vectors of $\Lambda$. The following inequality explains the relationship between the successive minima functions $\lambda_1$ and $\lambda_d$.

**Theorem 3.2** (Mahler’s inequality, [Cas59], Theorem VI in Chapter VIII). For any lattice $\Lambda \subseteq \mathbb{R}^d$, $1 \leq \lambda_1(\Lambda^*) \lambda_d(\Lambda) \leq d!$ holds, where $\Lambda^*$ is the dual lattice of $\Lambda$. 
Note that the Haar measure $m_X$ is invariant under the dual operation since the dual operation is induced by the transpose of the inverse of a matrix, which is an automorphism of $G$. Another ingredient we will use is Siegel’s integral formula.

**Theorem 3.3** (Siegel’s integral formula). For a compactly supported integrable function $f \in L^1(\mathbb{R}^d)$, we define a function $\hat{f}$ on $X$ by

$$\hat{f}(\Lambda) = \sum_{v \in \Lambda \setminus \{0\}} f(v).$$

Then for any $f$ as above, $\int_X \hat{f}dm_X = \int_{\mathbb{R}^d} f dm_{\mathbb{R}^d}$.

In the following Proposition 3.4 and 3.5, we will show that the function $\lambda^d_\Lambda$ satisfies the assumption of Proposition 3.1.

**Proposition 3.4.** $\lambda^d_\Lambda \in L^{1,w}(X)$.

**Proof.** For any $r > 0$,

$$m_X(\{ \Lambda : \lambda^d_\Lambda(\Lambda) \geq (d!)^dr^{-d}\}) = m_X(\{ \Lambda : \lambda_\Lambda(\Lambda) \geq d!r^{-1}\})$$

$$\leq m_X(\{ \Lambda : \lambda_1(\Lambda^*) \leq r\})$$

$$= m_X(\{ \Lambda : \lambda_1(\Lambda) \leq r\})$$

$$\leq \int_{\Lambda \in X} \chi_{B_r(0)}(\Lambda) dm_X(\Lambda)$$

$$= \int_{\mathbb{R}^d} \chi_{B_r(0)} dm_{\mathbb{R}^d} \propto r^d,$$

thus $\lambda^d_\Lambda \in L^{1,w}(X)$. In (3.1), the second line is by Mahler’s inequality, the third line is by the invariance of $m_X$ under the dual operation, the fourth line is using the fact that $\lambda_1(\Lambda) \leq r$ implies $\chi_{B_r(0)}(\Lambda) \geq 1$, and the last line is by Siegel’s integral formula.\hfill $\square$

**Proposition 3.5.** For any $0 < c < 1$, there exists $r > 0$ such that for any $g \in G$ with $d(g, id) < r$, $c\lambda_d(\Lambda) < \lambda_\Lambda(g\Lambda) < c^{-1}\lambda_d(\Lambda)$ holds for any $\Lambda \in X$.

**Proof.** It suffices to show the statement under the stronger assumption that both of $g$ and $g^{-1}$ are in the ball $B_G(id)$. Then there exist independent vectors $v_1, \ldots, v_d \in \Lambda$ such that $\|v_1\| \leq \|v_2\| \leq \cdots \leq \|v_d\| = \lambda_\Lambda(\Lambda)$. For each $1 \leq i \leq d$,

$$\|gv_i - v_i\| \leq d\|g - id\|\|v_i\| \leq dr\lambda_\Lambda(\Lambda),$$

thus $\|gv_i\| \leq (1 + dr)\lambda_\Lambda(\Lambda)$. It implies $\lambda_\Lambda(g\Lambda) \leq (1 + dr)\lambda_\Lambda(\Lambda)$ since $gv_1, \cdots, gv_d$ are independent vectors. Applying this for $g^{-1}$ and $g\Lambda$, instead of $g$ and $\Lambda$, we have

$$\lambda_\Lambda(\Lambda) = \lambda_\Lambda(g^{-1}g\Lambda) \leq (1 + dr)\lambda_\Lambda(g\Lambda).$$

Thus for any $\Lambda \in X$ and $g \in B_G(id)$, $(1 + dr)^{-1}\lambda_\Lambda(\Lambda) < \lambda_\Lambda(g\Lambda) < (1 + dr)\lambda_\Lambda(\Lambda)$ holds.\hfill $\square$
3.3. The number of covering balls. In this subsection, we will construct a sequence of coverings for $\tilde{D}_{m,n}(\psi)^c$ and $\tilde{D}_{m,n}(\psi)^c$ to apply Hausdorff-Cantelli Theorem. Recall that we adopt the supremum norm $\|\cdot\|$ on $[0,1]^{mn}$.

**Proposition 3.6.** Let $C_0 > 0$ be a constant described in Remark 2.5. For $t \in \mathbb{N}$, let $Z_t := \{ A \in [0,1]^{mn} : \log(d\lambda_d(a_tA_A)) \geq z_\psi(t) - C_0 \}$. Then $Z_t$ can be covered with $K e^{(m+n)(t-z_\psi(t))}$ balls in $M_{m,n}(\mathbb{R})$ of radius $\frac{1}{2} e^{-\left(\frac{d}{m} + \frac{k}{n}\right)t}$ for a constant $K > 0$ depending only on the dimension $d$.

**Proof.** $[0,1]^{mn}$ can be covered with $p(\geq e^{(m+n)t})$ cubes $D_1, D_2, \ldots, D_p$, with sides parallel to the axes of $\mathbb{R}^{mn}$ and of sidelength $r \leq e^{-\left(\frac{d}{m} + \frac{k}{n}\right)t}$ and having mutually disjoint interiors.

**Lemma 3.7.** For $t \in \mathbb{N}$, let $Z'_t := \{ A \in [0,1]^{mn} : \log(d^2 \lambda_d(a_tA_A)) \geq z_\psi(t) - C_0 - 1 \}$. For any $t \geq 1$, if $D_i \cap Z_t \neq \emptyset$ for some $1 \leq i \leq p$, then $D_i \subset Z'_t$.

**Proof.** Assume that there exists $x \in D_i$ but $x \notin Z'_t$ for some $t > 0$. Choose a point $y \in D_i \cap Z_t$, then $\|x - y\| \leq r$ and

$$\|a_tu_{x-y}a_t - id\| = \left\| \left( I_m \ e^{\left(\frac{k}{m} + \frac{k}{n}\right)t}(x-y) \right) - id \right\| \leq \left\| e^{\left(\frac{k}{m} + \frac{k}{n}\right)t}(x-y) \right\| \leq 1.$$ 

Thus, for $g = a_tu_{x-y}a_t$, it satisfies $\|g - id\| \leq 1$ and $a_tA_y = ga_tA_x$. On the other hand, $\log(d^2 \lambda_d(a_tA_x)) < z_\psi(t) - C_0 - 1$, $\log(d \lambda_d(a_tA_y)) \geq z_\psi(t) - C_0$ hold since $x \notin Z'_t$, $y \in Z_t$. We can take independent vectors $v_1, \ldots, v_d \in \mathbb{R}^d$ in the lattice $a_tA_x$ satisfying $\|v_i\| < \frac{1}{d} e^{z_\psi(t)-C_0}$ for all $1 \leq i \leq d$. Let $w_i = g v_i$, then $w_i$’s are independent vectors in the lattice $a_tA_y$ and satisfy

$$\|w_i\| \leq d \|g\| \|v_i\| \leq 2d \|v_i\| < 2 \frac{1}{d} e^{z_\psi(t)-C_0} < 1$$

for all $1 \leq i \leq d$. Thus we obtain $\log(d \lambda_d(a_tA_y)) < z_\psi(t) - C_0$ but it contradicts to $y \in Z_t$. \hfill \Box

Let $p' := |\{D_i : D_i \cap Z_t \neq \emptyset\}|$ and by reordering the $D_i$’s if necessary, we can assume that $\{D_1, \ldots, D_p'\} = \{D_i : D_i \cap Z_t \neq \emptyset\}$. Then $Z_t \subseteq \bigcup_{i=1}^{p'} D_i \subseteq Z'_t$ by Lemma 3.7. Now we will apply Proposition 3.1 for the function $\lambda_d^d$ with the base point $x = \mathbb{Z}^d$. By Proposition 3.4 and Proposition 3.5, $\lambda_d^d$ satisfies the conditions of Proposition 3.1. Then we have

$$m_{\mathbb{R}^{mn}}(Z'_t) \leq m_{\mathbb{R}^{mn}} \left( \left\{ A \in [0,1]^{mn} : \lambda_d(a_tA_A) \geq \frac{1}{d^2} e^{z_\psi(t)-C_0-1} \right\} \right)$$

$$\asymp m_H \left( \left\{ h \in B^H_t(id) : \lambda_d^d(a_th\mathbb{Z}^d) \geq \frac{1}{d^2} e^{d(z_\psi(t)-C_0-1)} \right\} \right)$$

$$\ll e^{-dz_\psi(t)}.$$
On the other hand, \( m_{\mathbb{R}^{m+n}}(Z'_t) \geq \sum_{i=1}^{p'} m_{\mathbb{R}^{m+n}}(D_i) = p'e^{-dt} \) holds, thus we fin-
ally obtain \( p' \ll e^{d(t-z\psi(t))} \). It means that \( Z_t \) can be covered by \( \ll e^{d(t-z\psi(t))} \)
many balls of \( r \)-radius since \( Z_t \subseteq \bigcup_{i=1}^{p'} D_i \).

\[ \square \]

**Proposition 3.8.** Let \( 0 \leq s \leq mn \). If \( \sum_{q=1}^{\infty} \frac{1}{\psi(q)^3} \left( \frac{n^s}{\psi(q)^{mn}} \right)^{mn-s} < \infty \), then \( \mathcal{H}^s(\limsup_{t \to \infty} Z_t) = 0 \) and \( \mathcal{H}^{s+m}(\limsup_{t \to \infty} Z_t \times [0,1]^m) = 0 \).

**Proof.** By Lemma 2.6, the assumption \( \sum_{q=1}^{\infty} \frac{1}{\psi(q)^3} \left( \frac{n^s}{\psi(q)^{mn}} \right)^{mn-s} < \infty \) is
equivalent to \( \sum_{t=1}^{\infty} e^{-(m+n)}(\frac{m}{t})^{\frac{mn-s}{mn}}) < \infty \). For each \( t \in \mathbb{N} \), let \( D_{t1}, D_{t2}, \ldots, D_{tp_t} \)
be the balls of radius \( \frac{1}{2}e^{-(\frac{m}{n}+\frac{1}{n})t} \) covering \( Z_t \) as in Proposition 3.6. Note that\( p_t \), the number of the balls, is not greater than \( Ke^{(m+n)(t-z\psi(t))} \) by Proposition 3.6. By applying Lemma 2.2 to a sequence of balls \( \{D_{tj}\}_{t \in \mathbb{N}, 1 \leq j \leq p_t} \), we have \( \mathcal{H}^s(\limsup_{t \to \infty} Z_t) \leq \mathcal{H}^s(\limsup_{t \to \infty} D_{tj}) = 0 \).

We prove the second statement by a similar argument. Proposition 3.6 implies that \( Z_t \times [0,1]^m \) can be covered with \( Ke^{\frac{m-n}{n}}e^{(m+n)(t-z\psi(t))} \) balls of radius \( \frac{1}{2}e^{-(\frac{m}{n}+\frac{1}{n})t} \). Applying Lemma 2.2 again, we have \( \mathcal{H}^{s+m}(\limsup_{t \to \infty} Z_t \times [0,1]^m) = 0 \).

\[ \square \]

The convergent part of Theorem 1.3 and 1.4 follows this proposition.

**Proof of Theorem 1.3 and 1.4.** We first prove the singly metric case, Theorem 1.4. We claim that \( \log(d\lambda_d(aL_A)) \geq \Delta(aL_{A,b}) \) for every \( b \in \mathbb{R}^m \).
Let \( v_1, \ldots, v_d \) be independent vectors satisfying \( \|v_i\| \leq \lambda_d(aL_A) \) for \( 1 \leq i \leq d \). Then there exists a vector of \( aL_{A,b} \) which can be written as a form of
\[ \sum_{i=1}^{d} \alpha_i v_i \] for some \(-1 \leq \alpha_i \leq 1 \)'s, so the length of the shortest vector is
\[ \leq \sum_{i=1}^{d} \|v_i\| \] Thus, \( \Delta(aL_{A,b}) \leq \log \sum_{i=1}^{d} \|v_i\| \leq \log(d\lambda_d(aL_A)) \). It implies
\[ \hat{D}_{m,n}^{b}(\psi)^c \subseteq \limsup_{t \to \infty} \{A \in [0,1]^m : \Delta(aL_{A,b}) \geq z\psi(t) - C_0 \} \subseteq \limsup_{t \to \infty} Z_t \] by Lemma 2.4, thus we obtain \( \mathcal{H}^s(\hat{D}_{m,n}^{b}(\psi)^c) \leq \mathcal{H}^s(\limsup_{t \to \infty} Z_t) = 0 \) by Proposition 3.8.

Similarly for the doubly metric case, together with the second statement of Proposition 3.8, \( D_{m,n}^{b}(\psi)^c \subseteq \limsup_{t \to \infty} \{(A,b) \in [0,1]^{m+n} : \Delta(aL_{A,b}) \geq z\psi(t) - C_0 \} \subseteq \limsup_{t \to \infty} Z_t \times [0,1]^m \) provides the proof of Theorem 1.3.

\[ \square \]
4. PROOF OF THE DIVERGENT PART

4.1. Notation and a transference lemma. Let \( d = m + n \) and assume that \( \psi : [T_0, \infty) \to \mathbb{R}_+ \) be a decreasing function satisfying \( \lim_{T \to \infty} \psi(T) = 0 \). Denote by \( \| \cdot \|_Z \) and \( | \cdot |_Z \) the distance to the nearest integral vector and integer, respectively. Define the function \( \tilde{\psi} : [S_0, \infty) \to \mathbb{R}_+ \) by

\[
\tilde{\psi}(S) = (\psi^{-1}(S^{-m}))^{-\frac{1}{n}},
\]

where \( S_0 = \psi(T_0)^{-1/m} \). We associate \( \psi \)-Dirichlet non-improvability with \( \tilde{\psi} \)-approximability via a transference lemma as follows.

**Lemma 4.1** (A transference lemma, [Cas57]). Given \((A, b) \in \widetilde{M}_{m,n}(\mathbb{R})\), if the system

\[
\| t A x \|_Z < d^{-1} | b \cdot x |_Z \tilde{\psi}(S) \quad \text{and} \quad \| x \| < d^{-1} | b \cdot x |_Z \psi(S)
\]

has a nontrivial solution \( x \in \mathbb{Z}^m \) for an unbounded set of \( S \geq S_0 \), then \((A, b) \in \tilde{D}_{m,n}(\psi)^c\).

**Proof.** Using part A of Theorem XVII in Chapter V of [Cas57] with \( C = \psi(T)^{-1/m} \) and \( \Theta = T^{1/n} \), the fact that

\[
\| Aq - b \|_Z \leq \psi(T)^{1/m} \quad \text{and} \quad \| q \| \leq T^{1/n}
\]

for some \( q \in \mathbb{Z}^n \) implies that

\[
| b \cdot x |_Z \leq d \max(T^{1/n} \| t A x \|_Z, \psi(T)^{1/m} \| x \|)
\]

holds for all \( x \in \mathbb{Z}^m \). Thus the lemma follows with \( S = \psi(T)^{-1/m} \) and \( \tilde{\psi}(S) = T^{-1/n} \) since \( \lim_{T \to \infty} \psi(T) = 0 \).

Thus we adopt the following notations for each \( S \geq S_0 \) and \( 0 < \epsilon < 1/2 \):

- Let \( W_{S, \epsilon} \) be the set of \( A \in [0,1]^{mn} \) such that there exists \( x_{A,S} \in \mathbb{Z}^m \setminus \{0\} \) satisfying

  \[
  \| t A x_{A,S} \|_Z < d^{-1} \epsilon \tilde{\psi}(S) \quad \text{and} \quad \| x_{A,S} \| < d^{-1} \epsilon S.
  \]

- Let \( \tilde{W}_{S, \epsilon} := \{(A, b) \in [0,1]^{mn+m} : A \in W_{S, \epsilon} \text{ and } | b \cdot x_{A,S} |_Z > \epsilon \} \).

- For fixed \( b \in \mathbb{R}^m \), let \( W_{b, S, \epsilon} \) be the set of \( A \in [0,1]^{mn} \) such that there exists \( x \in \mathbb{Z}^m \setminus \{0\} \) satisfying

  (i) \( | b \cdot x |_Z > \epsilon \),

  (ii) \( \| t A x \|_Z < d^{-1} \epsilon \tilde{\psi}(S) \) \quad \text{and} \quad \| x \| < d^{-1} \epsilon S.

- Let \( W_{b, \epsilon} := \limsup_{S \to \infty} W_{b, S, \epsilon} \).

Note that \( A \in W_{S, \epsilon} \) if and only if

\[
\| t A x_{A,S} \|_Z < \Psi_{\epsilon}(U) \quad \text{and} \quad \| x_{A,S} \| < U,
\]

where

\[
(4.1) \quad \Psi_{\epsilon}(U) := d^{-1} \epsilon \tilde{\psi}(d \epsilon^{-1} U).
\]

By Lemma 4.1, \( \limsup_{S \to \infty} \tilde{W}_{S, \epsilon} \subset \tilde{D}_{m,n}(\psi)^c \) and \( W_{b, \epsilon} \subset \tilde{D}_{m,n}(\psi)^c \).
We remark that \( \limsup_{S \to \infty} W_{S, \epsilon} \) is the set of \( \Psi_\epsilon \)-approximable matrices, that is, \( \limsup_{S \to \infty} W_{S, \epsilon} = \{ A \in [0, 1]^{mn} : \epsilon A \in W_{n,m} (\Psi_\epsilon) \} \). Here and hereafter, as mentioned before in footnote 1, we adopt the slightly different definition for \( \Psi_\epsilon \)-approximability, where the inequality \( \| \epsilon A \|_Z < \Psi_\epsilon (\|x\|) \) is used instead of (1.3). Then, \( W_{b, \epsilon} \) can be considered as the set of \( \Psi_\epsilon \)-approximable matrices with solutions restricted on the set \( \{ x \in \mathbb{Z}^m : |b \cdot x|_Z > \epsilon \} \).

### 4.2. Mass distributions on \( \Psi_\epsilon \)-approximable matrices

In this subsection, we prove the divergent part of Theorem 1.3 using mass distributions on \( \Psi_\epsilon \)-approximable matrices following [AB18].

**Lemma 4.2.** For each \( 0 \leq s \leq mn \) and \( 0 < \epsilon < 1/2 \), let \( U_0 = d^{-1}\epsilon S_0 \). Then,

\[
\sum_{q=[T_0]}^{\infty} \frac{1}{\psi(q) q^2} \left( \frac{q^{1-s}}{\psi(q)^{1-n}} \right)^{mn-s} < \infty \iff \sum_{h=[U_0]}^{\infty} h^{m+n-1} \left( \frac{\Psi_\epsilon (h)}{h} \right)^{s-n(m-1)} < \infty.
\]

**Proof.** Since \( \Psi_\epsilon (h) = d^{-1}\epsilon \tilde{\psi}(de^{-1}h) \),

\[
\sum_{h=[U_0]}^{\infty} h^{m+n-1} \left( \frac{\Psi_\epsilon (h)}{h} \right)^{s-n(m-1)} < \infty \iff \sum_{q=[S_0]}^{\infty} q^{m+n-1} \left( \frac{\tilde{\psi}(q)}{q} \right)^{s-n(m-1)} < \infty.
\]

Thus, similar to Lemma 2.6, we may assume \( mn - n < s \leq mn \) and replace the sums with integrals

\[
\int_{T_0}^{\epsilon} \frac{1}{\psi(x) x^2} \left( \frac{x^{1-s}}{\psi(x)^{1-n}} \right)^{mn-s} \, dx \quad \text{and} \quad \int_{S_0}^{\epsilon} y^{m+n-1} \left( \frac{\tilde{\psi}(y)}{y} \right)^{s-n(m-1)} \, dy,
\]

respectively. Since \( \tilde{\psi}(y) = \psi^{-1}(y^{-m})^{-\frac{1}{n}} \), we have

\[
\int_{S_0}^{\epsilon} y^{m+n-1} \left( \frac{\tilde{\psi}(y)}{y} \right)^{s-n(m-1)} \, dy = \int_{S_0}^{\epsilon} y^{mn+m-1-s} \left( \psi^{-1}(y^{-m}) \right)^{m-1-\frac{s}{m}} \, dy
\]

\[
= \frac{1}{m} \int_{(S_0)^m} t^{n-\frac{s}{m}} \left( \psi^{-1}(t^{-1}) \right)^{m-1-\frac{s}{m}} \, dt
\]

\[
= \frac{1}{m} \int_{\psi^{-1}(S_0^{-m})} x^{m-1-\frac{s}{m} \psi(x)^{-n+\frac{s}{m}}} \psi(x)^{-1} \, dx
\]

\[
= \frac{1}{m} \left( n + 1 - \frac{s}{m} \right)^{-1} \int_{T_0}^{\epsilon} x^{m-1-\frac{s}{m}} d \left( \psi(x)^{-1} \right)^{n+1-\frac{s}{m}}
\]
Using integration by parts,
\[
\int_{T_0}^{\infty} x^{m-1-\frac{s}{n}} d \left( (\psi(x))^{-1} \right)^{n+1-\frac{s}{m}}
\]
\[
= \lim_{x \to \infty} x^{m-1-\frac{s}{n}} \psi(x)^{n-1+\frac{s}{m}} - T_0^{m-1-\frac{s}{n}} \psi(T_0)^{-n-1+\frac{s}{m}}
\]
\[
+ \left( \frac{s-n(m-1)}{n} \right) \int_{T_0}^{\infty} \psi(x)^{-n-1+\frac{s}{m}} x^{m-2-\frac{s}{n}} dx.
\]

Observe that
\[
\int_{T_0}^{\infty} \psi(x)^{-n-1+\frac{s}{m}} x^{m-2-\frac{s}{n}} dx = \int_{T_0}^{\infty} \psi(x)^{-n-1+\frac{s}{m}} x^{m-1-\frac{s}{m}} d \log x.
\]

Thus the convergence of \( \int_{T_0}^{\infty} \psi(x)^{-n-1+\frac{s}{m}} x^{m-2-\frac{s}{n}} dx \) gives that
\[
\lim_{x \to \infty} x^{m-1-\frac{s}{n}} \psi(x)^{-n-1+\frac{s}{m}} < \infty.
\]

Hence the convergence of
\[
\int_{T_0}^{\infty} \frac{1}{\psi(x)^{x^2}} \left( \frac{x^{\frac{1}{n}}}{\psi(x)^{\frac{1}{m}}} \right)^{mn-s} dx \text{ or } \int_{S_0}^{\infty} y^{m+n-1} \left( \frac{\psi(y)}{y} \right)^{s-n(m-1)} dy
\]
implies the convergence of the other one since all summands are positive except the finite value \(-T_0^{m-1-\frac{s}{n}} \psi(T_0)^{-n-1+\frac{s}{m}}\).

\[\square\]

**Lemma 4.3.** [AB18, Section 5] Assume that
\[
\sum_{q=1}^{\infty} \frac{1}{\psi(q)^{q^2}} \left( \frac{q^{\frac{1}{n}}}{\psi(q)^{\frac{1}{m}}} \right)^{mn-s} = \infty.
\]

Fix \(0 < \epsilon < 1/2\). Then, for any \(\eta > 1\), there exists a probability measure \(\mu\) on \(\limsup_{S \to \infty} W_{S, \epsilon}\) satisfying the condition that for any arbitrary ball \(D\) of sufficiently small radius \(r(D)\) we have
\[
\mu(D) \ll \frac{r(D)^s}{\eta},
\]
where the implied constant does not depend on \(D\) or \(\eta\).

**Proof.** Note that \(\limsup_{S \to \infty} W_{S, \epsilon} = \{ A \in [0, 1]^{mn} : t A \in \mathcal{W}_{m,m}(\Psi_{\epsilon}) \}\). By Lemma 4.2, \(\sum_{h=1}^{\infty} h^{m+n-1} \left( \frac{\psi(h)}{h} \right)^{s-n(m-1)} = \infty\), which is the divergent assumption of Jarník’s Theorem (Theorem 1.1) for \(\mathcal{W}_{m,m}(\Psi_{\epsilon})\). From the proof of Jarník’s Theorem in [AB18] and the construction of a probability measure in [AB18, Section 5] we can obtain a probability measure \(\mu\) on \(\limsup_{S \to \infty} W_{S, \epsilon}\) satisfying the above condition. \(\square\)

Let us give a proof of the divergence part of Theorem 1.3.
Proof of Theorem 1.3. If \( s = mn + m \), then it follows from Theorem 1.2. Assume that \( m \leq s < mn + m \) and fix \( 0 < \epsilon < 1/2 \). For any fixed \( \eta > 1 \), let \( \mu \) be a probability measure on \( \limsup_{S \to \infty} W_{S, \epsilon} \) as in Lemma 4.3 with \( s - m \) instead of \( s \). Consider the product measure \( \nu = \mu \times m_{\mathbb{R}^m} \), where \( m_{\mathbb{R}^m} \) is the canonical Lebesgue measure on \( \mathbb{R}^m \), and let \( \pi_1 \) and \( \pi_2 \) be the natural projections from \( \mathbb{R}^{mn+m} \) to \( \mathbb{R}^{mn} \) and \( \mathbb{R}^m \), respectively. For any fixed integer \( N \geq 1 \), let \( V_{S, \epsilon} = W_{S, \epsilon} \setminus \bigcup_{k=N}^{S-1} W_{k, \epsilon} \) and \( \hat{V}_{S, \epsilon} = \{(A, b) \in \hat{W}_{S, \epsilon} : A \in V_{S, \epsilon}\} \) and \( E_{A, S, \epsilon} = \{b \in [0,1]^m : |b \cdot x_{A,S}|_{\mathbb{Z}} > \epsilon\} \). Note that \( m_{\mathbb{R}^m}(E_{A, S, \epsilon}) \geq 1 - 2\epsilon \).

Using Fubini’s theorem, we have
\[
\nu\left( \bigcup_{S \geq N} \hat{W}_{S, \epsilon} \right) = \nu\left( \bigcup_{S \geq N} \hat{V}_{S, \epsilon} \right) = \sum_{S \geq N} \nu(\hat{V}_{S, \epsilon}) \geq \sum_{S \geq N} (1 - 2\epsilon)\mu(V_{S, \epsilon}) = (1 - 2\epsilon)\mu\left( \bigcup_{S \geq N} W_{S, \epsilon} \right) = 1 - 2\epsilon.
\]

Since \( N \geq 1 \) is arbitrary, we have \( \nu(\limsup_{S \to \infty} \hat{W}_{S, \epsilon}) \geq 1 - 2\epsilon \).

For any arbitrary ball \( B \subset \mathbb{R}^{mn+m} \) of sufficiently small radius \( r(B) \), we have
\[
(4.2) \quad \nu(B) = \mu(\pi_1(B)) \times m_{\mathbb{R}^m}(\pi_2(B)) \ll \frac{r(B)^s}{\eta},
\]
where the implied constant does not depend on \( B \) or \( \eta \). If \( 0 \leq s < m \), we have (4.2) with \( \mu \) in Lemma 4.3 with \( s = 0 \).

By the Mass Distribution Principle (Lemma 2.1) and Lemma 4.1, we have
\[
\mathcal{H}^s(\hat{D}_{m,n}(\psi)^c) \geq \mathcal{H}^s(\limsup_{S \to \infty} \hat{W}_{S, \epsilon}) \gg (1 - 2\epsilon)\eta
\]
and the proof is finished by taking \( \eta \to \infty \).

4.3. **Local ubiquity for** \( W_{b, \epsilon} \). The singly metric case is more complicated than the doubly metric case. In this subsection, we will prove Theorem 1.4 by establishing the ubiquitous system for \( W_{b, \epsilon} \) with an appropriate \( \epsilon \) as follows.

For \( b = (b_1, \ldots, b_m) \in \mathbb{R}^m \setminus \mathbb{Z}^m \), define
\[
(4.3) \quad \epsilon(b) := \min_{1 \leq j < m, |b_j| \geq 0} \frac{|b_j|_{\mathbb{Z}}}{4}.
\]
Note that the fact that \( b \in \mathbb{R}^m \setminus \mathbb{Z}^m \) implies \( \epsilon(b) > 0 \). The following lemma will be used when we count the number of integral vectors \( z \in \mathbb{Z}^m \) such that
\[
(4.4) \quad |b \cdot z|_{\mathbb{Z}} \leq \epsilon(b).
\]
Lemma 4.4. For \( b = (b_1, \ldots, b_m) \in \mathbb{R}^m \setminus \mathbb{Z}^m \), let \( \epsilon(b) \) be as in (4.3) and \( 1 \leq i \leq m \) be an index such that \( \epsilon(b) = \frac{|b_i|}{m} \). Then, for any \( x \in \mathbb{Z}^m \), at most one of \( x \) and \( x + e_i \) satisfies (4.4), where \( e_i \) denotes the vector with a 1 in the \( i \)th coordinate and 0’s elsewhere.

Proof. Observe that if \( |b \cdot x| \leq \epsilon(b) \), then
\[
|b \cdot (x + e_i)| - |b_i| \leq |b \cdot x| \leq \epsilon(b).
\]
By definition of \( \epsilon(b) \), we have
\[
|b \cdot (x + e_i)| \geq |b_i| - \epsilon(b) > \epsilon(b).
\]
\( \square \)

Now we fix \( b \in \mathbb{R}^m \setminus \mathbb{Z}^m \) and write \( \epsilon_0 := \epsilon(b) \) and \( \Psi_0 := \Psi_{\epsilon_0} \) as we set in (4.1) and (4.3). With notations in Subsection 2.3, let
\[
J := \{(x, y) \in \mathbb{Z}^m \times \mathbb{Z}^m : \|y\| \leq m\|x\| \text{ and } |b \cdot x| > \epsilon_0\}, \quad \Psi(h) := \frac{\Psi_0(h)}{h},
\]
\( \alpha := (x, y) \in J, \quad \beta_\alpha := \|x\|, \quad R_\alpha := \{A \in [0, 1]^m : ^t Ax = y\}. \)

Note that \( W_{b, \epsilon_0} = \Lambda(\Psi) \) and the family \( R \) of resonant sets \( R_\alpha \) consists of \((m-1)n\)-dimensional, rational hyperplanes.

By Lemma 4.2, we may assume that
\[
\sum_{h=1}^{\infty} h^{m+n-1} \left( \frac{\Psi_0(h)}{h} \right)^{s-n(m-1)} = \infty.
\]
Then we can find a strictly increasing sequence of positive integers \( \{h_i\}_{i \in \mathbb{N}} \) such that
\[
\sum_{h_{i-1} < h \leq h_i} h^{m+n-1} \left( \frac{\Psi_0(h)}{h} \right)^{s-n(m-1)n} > 1
\]
and \( h_i > 2h_{i-1} \). Put \( \omega(h) := \frac{1}{h} \) if \( h_{i-1} < h \leq h_i \). Then \( \omega \) is 2-regular and
\[
\sum_{h=1}^{\infty} h^{m+n-1} \left( \frac{\Psi_0(h)}{h} \right)^{s-n(m-1)n} \omega(h)^{-n} = \infty.
\]
For a constant \( c > 0 \), define the ubiquitous function \( \rho_c : \mathbb{R}^+ \to \mathbb{R}^+ \) by
\[
\rho_c(h) := \begin{cases} 
ch^{-\frac{k+n}{m}} & \text{if } m = 1, \\
ch^{-\frac{m+n}{m} \omega(h)} & \text{if } m \geq 2,
\end{cases}
\]
Clearly the ubiquitous function is 2-regular.

Theorem 4.5. The pair \((\mathcal{R}, \beta)\) is a locally ubiquitous system relative to \( \rho = \rho_c \) for some constant \( c > 0 \).

Proof of Theorem 1.4. For fixed \( b = (b_1, \ldots, b_m) \in \mathbb{R}^m \setminus \mathbb{Z}^m \), assume that \( b_i \notin \mathbb{Z} \). If \( b_i \) is rational, then there is \( 0 < \epsilon < 1/2 \) such that \( |kb_i| > \epsilon \) for infinitely many positive integer \( k \). If \( b_i \) is irrational, then the set \{\( kb_i \) (mod 1) : \( k \in \mathbb{Z} \)\} is dense in \([0, 1]\). Hence, for any fixed \( 0 < \epsilon < 1/2 \), \( |kb_i| > \epsilon \) holds for infinitely many positive integer \( k \). Let us denote that increasing sequence by \( \{k_j\}_{j=1}^{\infty} \). This observation implies that the set \( \{A \in [0, 1]^m : ^t Ak_i e_i = 0\} \).
which is the finite union of \((m-1)n\)-dimensional hyperplanes, is a subset of \(W_{b,\epsilon}\) for each \(j \in \mathbb{N}\). Hence for any \(0 \leq s \leq (m-1)n\)

\[
\mathcal{H}^s(D_{m,n}^b(\psi)^c) \geq \mathcal{H}^s(W_{b,\epsilon}) = \mathcal{H}^s([0,1]^{mn}).
\]

Now assume that \((m-1)n < s \leq mn\). It follows from Theorem 2.8 and Theorem 4.5 that

\[
\mathcal{H}^s(D_{m,n}^b(\psi)^c) \geq \mathcal{H}^s(W_{b,\epsilon}) = \mathcal{H}^s([0,1]^{mn}).
\]

Here, we use the fact that the divergence and convergence of the sums

\[
\sum_{N=1}^{\infty} 2^{NaN} f(2^N) \quad \text{and} \quad \sum_{h=1}^{\infty} h^{a-1} f(h)
\]

coincide for any monotonic function \(f: \mathbb{R}^+ \rightarrow \mathbb{R}^+\) and \(\alpha \in \mathbb{R}\).  \(\square\)

Recall that we adopt the supremum norm \(|\cdot|\) on \([0,1]^{mn}\) following Subsection 2.3. We consider \(m = 1\) and \(m \geq 2\), separately.

**Proof of Theorem 4.5 for \(m = 1\).** Note that, for \((x,y) \in J\), the resonant set \(R_{x,y}\) is the one point set \(\{\frac{y}{x} := \left(\frac{y_1}{x}, \ldots, \frac{y_n}{x}\right)\}\) and \(\Delta(R_{x,y}, \rho(2^N)) = B\left(\frac{y}{x}, \rho(2^N)\right)\), the ball of radius \(\rho(2^N)\) centered at \(\frac{y}{x}\). We basically follow the strategy in [Tho04, Chapter 3].

Let \(B\) an arbitrary square in \([0,1]^n\) and write \(B = \prod_{i=1}^{n} [l_i, u_i], \quad 1 = (l_1, \ldots, l_n), \quad u = (u_1, \ldots, u_n)\). We restrict \(y\) to \(\gcd(x, y) = 1\) and \(\frac{y}{x} \in B\). Observe that

\[
|B \cap \Delta(\rho, N)| \geq \bigcup_{2^{N-1} < x \leq 2^N} \bigcup_{xL < y < xu} \bigcup_{|b-x| \geq \epsilon_0} B\left(\frac{y}{x}, \rho(2^N)\right) + O(\rho(2^N)).
\]

Here, \(xL < y < xu\) means that \(xl_i < y_i < xu_i\) for all \(1 \leq i \leq n\). Let

\[
T(N) := \left\{ \frac{y}{x} \in \mathbb{Q}^n : (x, y) \in J, \gcd(x, y) = 1, \ xL \leq y \leq xu, \ 2^{N-1} < x \leq 2^N \right\},
\]

and

\[
G(N) := \left\{ \frac{y}{x} \in T(N) : B\left(\frac{y}{x}, \rho(2^N)\right) \cap B\left(\frac{s}{l}, \rho(2^N)\right) = \emptyset, \ \forall \frac{s}{l} \neq \frac{y}{x} \in T(N) \right\}.
\]

**Lemma 4.6.** For \(N\) large enough

1. \(#T(N) \geq c_1 |B|2^{N(n+1)}\) for some constant \(0 < c_1 < 1\).
2. \(#G(N) \geq \frac{1}{2} \#T(N)\).
Thus, it follows from Lemma 4.6 that for $N$ large enough

\[
\text{r.h.s. of (4.6)} \geq \left| \bigcup_{x \in G(N)} B \left( \frac{N}{x}, \rho(2^N) \right) \right| + O(\rho(2^N)) \]

\[= \#G(N) \times 2^n \rho(2^N)^n + O(\rho(2^N)) \]

\[\geq \frac{1}{2} \#T(N) \times 2^n \rho(2^N)^n + O(\rho(2^N)) \]

\[\geq c^n c_1 2^{n-1} |B| + O(\rho(2^N)) \geq \frac{1}{2} c^n c_1 2^{n-1} |B|. \]

Thus the local ubiquity follows from (4.6).

**Proof of (1) in Lemma 4.6.** Note that for $\alpha > 0$ and $\ell \in \mathbb{N}$

\[
\sum_{1 \leq k \leq \alpha \ell} 1 = \sum_{1 \leq k \leq \alpha \ell} \sum_{1 \leq d \mid \text{gcd}(k, \ell)} \mu(d) = \sum_{d \mid \ell} \mu(d) \sum_{1 \leq k \leq \alpha \ell / d} 1 \]

\[= \sum_{d \mid \ell} \mu(d) \lfloor \alpha \ell / d \rfloor = \alpha \varphi(\ell) + O(\tau(\ell)), \tag{4.7} \]

where $\tau(\ell) = \sum_{d \mid \ell} 1$, the number of divisors of $\ell$. Here and hereafter, $\mu$, $\varphi$, and $\lfloor \cdot \rfloor$ stand for the Möbius function, Euler function, and floor function, respectively.

Fix small $0 < \epsilon < \frac{3}{\pi} - \frac{1}{4}$. Note that $\frac{1}{N^2} \sum_{q=1}^{N} \varphi(q) \to \frac{3}{\pi^2}$ as $N \to \infty$ (see [HW60, Theorem 330]) and $\tau(h) = O(h^\delta)$ for any $\delta > 0$ (see [HW60, Theorem 315]). Thus, for $N$ large enough and for $\delta > 0$ small enough,

\[
\#T(N) \geq \sum_{2^{N-1} < x \leq 2^N} \sum_{[b : x]_2 > \epsilon_0} 1 \geq \sum_{2^{N-1} < x \leq 2^N} \sum_{\gcd(x, y) = 1} 1 \sum_{2^{N-1} < x \leq 2^N} x_i \leq y_i \leq x_i \]

\[\geq \sum_{2^{N-1} < x \leq 2^N} \sum_{\gcd(x, y) = 1} 1 (|B| \varphi(x)x_{n-1} + O(x^{n-1} \tau(x))) \]

\[\geq \sum_{2^{N-1} < x \leq 2^N} \sum_{[b : x]_2 > \epsilon_0} 1 \left( B \varphi(x) 2^{(N-1)(n-1)} + O(2^{N(n+\delta)}) \right) \]

\[\geq \sum_{2^{N-1} < x \leq 2^N} \sum_{[b : x]_2 \leq \epsilon_0} 1 \left( B \varphi(x) 2^{(N-1)(n-1)} \right) \left( \sum_{2^{N-1} < x \leq 2^N} \varphi(x) - \sum_{2^{N-1} < x \leq 2^N} x \right) + O(2^{N(n+\delta)}) \]

\[\geq \sum_{2^{N-1} < x \leq 2^N} \sum_{[b : x]_2 \leq \epsilon_0} 1 \left( B \varphi(x) 2^{(N-1)(n-1)} \left( \frac{3}{\pi^2} - \frac{1}{4} - \epsilon \right) (2^{2N} - 2^{2(N-1)}) \right) = c_1 |B| 2^{N(n+1)}. \]

The second line is by (4.7) and the fifth line is by Lemma 4.4. \qed
Proof of (2) in Lemma 4.6. Let $B(N) := T(N) \setminus G(N)$. By definition, $\frac{y}{x} \in B(N)$ if and only if there is a point $\frac{s}{t} \neq \frac{y}{x} \in T(N)$ such that 

$$B\left(\frac{y}{x}, \rho(2^N)\right) \cap B\left(\frac{s}{t}, \rho(2^N)\right) \neq \emptyset.$$

The coprimeness condition ensures that the centers $\frac{y}{x}$ and $\frac{s}{t}$ of the balls are distinct. Thus, we have $0 < \|\frac{y}{x} - \frac{s}{t}\| \leq 2\rho(2^N)$, or, equivalently,

$$0 < \|ty - xs\| \leq 2xt\rho(2^N).$$

It follows that the associated 4-tuple $(y, x, s, t)$ is an element of the set 

$$V(N) := \{(y, x, s, t) : 0 < \|ty - xs\| \leq 2^{2N+1}\rho(2^N), \gcd(x, y) = \gcd(t, s) = 1, 2^{N-1} < x, t \leq 2^N, xl \leq y \leq xu, tl \leq s \leq tu\}.$$ 

Hence, $\#B(N) \leq \#V(N)$ and it is enough to show that $\#V(N) \leq \frac{1}{2}\#T(N)$. Observe that if $n = 1$, then $V(N)$ is empty by taking $c < \frac{1}{2}$. We consider $n = 2$ and $n > 2$, separately.

Case $n = 2$. Note that $2^{2N+1}\rho(2^N) = 2c2^{N/2}$. If $(y, x, s, t) \in V(N)$, then there exist $a_1, a_2$ with $|a_i| \leq 2c2^{N/2}$ and at least one of $a_i$’s being nonzero, such that $ty_i - xs_i = a_i$ for all $i = 1, 2$. Let us denote by $V(a_1, a_2, N)$ the set of the above $(y, x, s, t) \in V(N)$ for given $a_1, a_2$.

We first consider the case either $a_1 = 0$ or $a_2 = 0$. Given $2^{N-1} < x, t \leq 2^N$ and a, the number of solutions $(y, s) \in [1, 2^N]^2$ of the equation $ty - xs = a$ is less than $2\gcd(x, t)$ since the general solution of this equation is of the form $(y_0 + \frac{t}{\gcd(x, t)}s_0, s_0 + \frac{t}{\gcd(x, t)}a)$ for $p \in \mathbb{Z}$. It follows that the number of elements $(y, x, s, t) \in V(N)$ such that either $a_1 = 0$ or $a_2 = 0$ is bounded above by

$$\sum_{1 \leq |a_1| \leq 2c2^N} \#V(a_1, 0, N) + \sum_{1 \leq |a_2| \leq 2c2^N} \#V(0, a_2, N) \leq 4 \sum_{1 \leq a_1 \leq 2c2^N} \sum_{(x, t) \in (2^{N-1}, 2^N)^2} \# \{(y_1, s_1) : ty_1 - xs_1 = a_1\} \# \{(y_2, s_2) : ty_2 - xs_2 = a_2\} \leq 4 \sum_{1 \leq a_1 \leq 2c2^N} \sum_{(x, t) \in (2^{N-1}, 2^N)^2} (2\gcd(x, t))^2 \leq 16 \sum_{1 \leq d \leq 2^N} \sum_{1 \leq a_1 \leq 2c2^N} \frac{d^2}{d|a_1|} \# \{(x, t) \in (2^{N-1}, 2^N)^2 : \gcd(x, t) = d\} \ll \sum_{1 \leq d \leq 2^N} \frac{2^N}{d} d^2 \left(\frac{2^{N-1}}{d}\right)^2 = O(2^{5N}).$$
We now consider the case $a_1 \neq 0$ and $a_2 \neq 0$. Note that if $(y, x, s, t) \in V(a_1, a_2, N)$, then we have

$$a_1 y_2 - a_2 y_1 = k x$$

(4.9)

for some $k \in \mathbb{Z}$. Thus we will count the set of $(a_1, a_2, k, x, y_1, y_2)$ satisfying the equation (4.9) where $2^{N-1} < x \leq 2^N$, $l_i x \leq y_i \leq u_i x$, and $1 \leq |a_i| \leq 2e2^{N/2}$ for $i = 1, 2$. Let us denote by $\bar{V}(N)$ the above set. We will only present the counting for the case $a_1 > 0$ and $a_2 > 0$, but the counting estimates remains the same for the cases of the other signs, and the proof also still works similarly.

For fixed $a_1 > 0$ and $a_2 > 0$, let us count the set of $(k, x, y_1, y_2)$ such that $(a_1, a_2, k, x, y_1, y_2) \in \bar{V}(N)$. It follows from the equation (4.9) and $l_i x \leq y_i \leq u_i x$ for $i = 1, 2$ that

$$a_1 l_2 - a_2 u_1 \leq k \leq a_1 u_2 - a_2 l_1.$$

Denoting by $d = \gcd(a_1, a_2)$, it follows from the equation (4.9) that $d | k x$. Thus we can write $d = d_1 d_2$, where $d_1 | k$ and $d_2 | x$, and denote by $a'_i = a_i / d$ for $i = 1, 2$, $k' = k / d_1$, and $x' = x / d_2$. Then we have

$$a'_1 y_2 - a'_2 y_1 = k' x'.$$

(4.10)

If $(\bar{y}_1, \bar{y}_2)$ is a solution of (4.10), then the general solution of (4.10) is of the form $(\bar{y}_1 + p a'_1, \bar{y}_2 + p a'_2)$ with $p \in \mathbb{Z}$. Hence the number of solution $(y_1, y_2)$ of (4.10) with $l_i x \leq y_i \leq u_i x$ for $i = 1, 2$ is at most

$$\min \left( \left| \frac{(u_1 - l_1) x}{a'_1} \right|, \left| \frac{(u_2 - l_2) x}{a'_2} \right| \right) \leq 2 \min \left( \frac{(u_1 - l_1) x}{a'_1}, \frac{(u_2 - l_2) x}{a'_2} \right).$$
since \((u_i - l_i)x/a'_i \geq 1\) with \(i = 1, 2\) for all large enough \(N\). Hence it follows that for any small enough \(\delta > 0\),

\[
\sum_{1 \leq a_1, a_2 \leq 2c2^{N/2}} \sum_{d = d_1d_2} \sum_{a_1l_1 - a_2u_1 \leq k \leq a_1l_2 - a_2u_2} 2 \min \left( \frac{(u_1 - l_1)x}{a'_1}, \frac{(u_2 - l_2)x}{a'_2} \right)
\]

\[
\leq \sum_{1 \leq a_1, a_2 \leq 2c2^{N/2}} \sum_{d = d_1d_2} \sum_{2^{N-1} \leq x \leq 2^N} 2 \left[ \frac{a_2(u_1 - l_1) + a_1(u_2 - l_2)}{d_1} \right] \left[ \frac{2^N}{d_2} \right] \min \left( \frac{(u_1 - l_1)x}{a'_1}, \frac{(u_2 - l_2)x}{a'_2} \right)
\]

\[
\leq \sum_{1 \leq a_1, a_2 \leq 2c2^{N/2}} \sum_{d = d_1d_2} 4 \left( \frac{a_2(u_1 - l_1) + a_1(u_2 - l_2)}{d_1} + 1 \right) \frac{2^N}{d_2} \min \left( \frac{(u_1 - l_1)2^N}{a'_1}, \frac{(u_2 - l_2)2^N}{a'_2} \right)
\]

\[
\leq \sum_{1 \leq a_1, a_2 \leq 2c2^{N/2}} \sum_{d = d_1d_2} 2^{N+2} \left( \frac{(a_2(u_1 - l_1) + a_1(u_2 - l_2))}{d_1} \right) \min \left( \frac{u_1 - l_1}{a_1}, \frac{u_2 - l_2}{a_2} \right) + \frac{(u_1 - l_1)d_1}{a_1}
\]

\[
\leq \sum_{1 \leq a_1, a_2 \leq 2c2^{N/2}} \tau(d) \left( 2^{N+3}(u_1 - l_1)(u_2 - l_2) + d2^{N+2} \frac{(u_1 - l_1)}{a_1} \right)
\]

\[
\leq \sum_{1 \leq d \leq 2c2^{N/2}} \sum_{1 \leq a'_1, a'_2 \leq 2c2^{N/2}} d^\delta \left( 2^{N+3}|B| + 2^{N+2} \frac{(u_1 - l_1)}{a_1} \right)
\]

\[
\leq \sum_{1 \leq d \leq 2c2^{N/2}} \left( \frac{1}{d^{\delta - 3}}c_2^{2^N} |B| + \frac{1}{d^{\delta - 3}} N2^{2N+\frac{\delta}{2}} \right)
\]

\[
\ll c^2 |B| 2^{3N} + O(N2^{2N+\frac{(1+\delta)N}{2}}).
\]

Combining with the cases of other signs, we have

\[
\#\tilde{V}(N) \ll c^2 |B| 2^{3N} + O(N2^{2N+\frac{(1+\delta)N}{2}}).
\]

We next claim that \(\sum_{1 \leq |a_1|, |a_2| \leq 2c2^{N/2}} \#V(a_1, a_2, N) \leq 2\#\tilde{V}(N)\) by showing that for fixed \((a_1, a_2, k, x, y_1, y_2) \in \tilde{V}(N)\), there are at most two pairs of \((s_1, s_2, t)\) such that \((y, x, s, t) \in V(N)\). To see this, observe that \(ty_i = a_i \pmod{x}\) for \(i = 1, 2\) and \(\gcd(y, x) = 1\). Since \(\gcd(y, x) = 1\), there exist \(a_1, a_2 \in \mathbb{Z}\) such that \(a_1y_1 + a_2y_2 \equiv 1 \pmod{x}\). It follows that \(t \equiv a_1a_1 + a_2a_2 \pmod{x}\) is uniquely determined modulo \(x\) for fixed \(a_i, y_i\) and \(x\). Since \(t < 2x\), the number of possible \(t\) is at most two. Once \(t\) is determined, then \(s_1\) and \(s_2\) are also determined uniquely, thus the claim follows.

Hence, combining (4.8), (4.11), and the above claim, we have

\[
\#V(N) \ll c^2 |B| 2^{3N} + O(N2^{2N+\frac{(1+\delta)N}{2}} + N2^{\frac{\delta}{2}N}).
\]
By taking $\delta < 1$, for all large enough $N$, $\#V(N) \leq Cc^2 |B| 2^{3N}$ for some absolute constant $C > 0$. It follows that $\#V(N) < \frac{1}{2} \#T(N)$ for sufficiently large $N$ by choosing $c < (\frac{c}{2})^{1/2}$.

**Case n > 2.** For fixed $2^{N-1} < x, t \leq 2^N$, we denote by
\[
d = \gcd(x, t), \quad x' = \frac{x}{d}, \quad t' = \frac{t}{d}, \quad A = 2^{2N+1} \rho(2^N), \quad \text{and} \quad A' = \frac{A}{d}.
\]

We will count the following set: for $0 \leq a \leq A'$,
\[
V_{x,t}(a) := \{(y, s) : t'y - x's = a, \ x\ell \leq y \leq xu, \ t\ell \leq s \leq tu\}.
\]

**Claim 1.** $\#V_{x,t}(0) \leq \max([d(u - \ell)], 1)$.

**Proof.** Since $(t', x') = 1$, $x'|y$ holds. Thus
\[
\#\{y : x'|y, \ x\ell \leq y \leq xu\} \leq \max\left(\left\lfloor \frac{x(u - \ell)}{x'} \right\rfloor, 1\right) = \max([d(u - \ell)], 1),
\]
which concludes the claim since $s$ is uniquely determined by $y$. \qed

Now assume that $a \neq 0$ and $A' \geq 1$. Let $y_0 = y_0(x, t)$ and $s_0 = s_0(x, t)$ be the integers with the smallest absolute value such that
\[
t'y_0 \equiv a_0 \pmod{x'} \quad \text{and} \quad x's_0 \equiv -b_0 \pmod{t'},
\]
for some $0 < a_0 = a_0(x, t) \leq A'$ and $0 < b_0 = b_0(x, t) \leq A'$. We remark that such $y_0$ and $s_0$ are unique since $a_0 \neq 0$.

**Claim 2.** $a_0 = b_0$ and $t'y_0 - x's_0 = a_0$.

**Proof.** Let $y, s$ be such that $t'y_0 - x's = a_0$ and $t'y - x's_0 = b_0$. Then
\[
|s| = \left|\frac{t'y_0 - a_0}{x'}\right| \leq \frac{a_0 + t'|y_0|}{x'} \leq \frac{a_0 + t'|y|}{x'} = \frac{a_0 + |b_0 + x's_0|}{x'} \leq \frac{a_0 + b_0}{x'} + |s_0|.
\]

Since $n > 2$, for all large enough $N$,
\[
\frac{a_0 + b_0}{x'} \leq \frac{2A'}{x'} = \frac{2A}{x} \leq \frac{2c^2(1 - \frac{1}{n})2^N}{2^{N-1}} < 1.
\]
Hence we have $|s| = |s_0|$, and similarly $|y| = |y_0|$. If $s = -s_0$, then on one hand, $x's \equiv b_0(\text{mod } t')$; on the other hand, since $t'y_0 - x's = a_0$, we have $x's \equiv -a_0 \equiv x' - a_0(\text{mod } t')$. It cannot happen that $b_0 = x' - a_0$ since $x' > 2A' \geq a_0 + b_0$. Hence we get $s = s_0$, and similarly $y = y_0$. It concludes the claim. \qed

**Claim 3.** $1 \leq |y_0|, |s_0| \leq \left\lfloor \frac{2x'}{A'} \right\rfloor = \left\lfloor \frac{2x}{A} \right\rfloor \leq 2^{\frac{N}{10} + 1}$.

**Proof.** Consider the set $P = \{t', 2t', \ldots, \left\lfloor \frac{2x'}{x'} \right\rfloor t'\} \pmod{x'}$. Partition $[1, x'] \cap \mathbb{N}$ into $[A']$ consecutive integers. Then the number of the partitions is at most $\left\lfloor \frac{x'}{[A']} \right\rfloor$. It follows from $A' \geq 1$ that $2[A'] \geq A'$, hence,
\[ \left\lfloor \frac{x}{A} \right\rfloor \leq \left\lfloor \frac{x'}{A'} \right\rfloor \]. By the pigeonhole principle, there are at least two elements of \( P \) in the same partition, say \( i' \) and \( j' \) with \( i \neq j \). Then \((i-j)t') \pmod{x'} \) is contained in \([1,|A'|]\) or \([-|A'|,-1]\). The fact that \(|i-j| \leq \left\lfloor \frac{2x'}{A'} \right\rfloor \) and the minimality of \( y_0 \) imply the claim for \( y_0 \). Similarly, we can conclude the claim for \( s_0 \).

\[ \square \]

**Claim 4.** If \(|y_0| \leq (u-l)a_0 \) or \(|s_0| \leq (u-l)a_0 \), then
\[ \sum_{a=1}^{A'} \#V_{x,t}(a) \leq 10A(u-l). \]

**Proof.** It suffices to show the case \(|y_0| \leq (u-l)a_0 \). Let
\[ A_k := \{ x \leq y \leq xu : y \equiv k(\text{mod } y_0) \} = \{ z_k, z_k + |y_0|, \ldots, z_k + \alpha_k|y_0| \} \]
for \( 0 \leq k \leq |y_0| - 1 \). Then \( z_k \in \mathbb{N} \) is the element such that \( x \leq z_k < xu + |y_0| \) and \( z_k \equiv k(\text{mod } y_0) \), and \( \alpha_k \in \mathbb{N} \) satisfies \( \alpha_k \leq \frac{x(u-l)}{|y_0|} \). Partition \( A_k \) into \( M = \left\lfloor \frac{A}{a_0} \right\rfloor \) consecutive integers. Recall that \( \frac{x}{a_0} \geq \frac{x'}{A'} \geq 1 \) holds. Then the number of the partitions is at most \( \left\lfloor \frac{\alpha_k+1}{M} \right\rfloor \leq \frac{\alpha_k}{x_0} + 1 \).

Let \( P = \{ z'_k, z'_k + |y_0|, \ldots, z'_k + (M-1)|y_0| \} \) be a partition of \( M \) consecutive integers, where \( z'_k \in A_k \). To count the number of \( y \in P \) such that \((t'y) \equiv a \pmod{x'} \) with \( 1 \leq a \leq A' \), we see the set \( t'P \) modulo \( x' \). Write \( t'z'_k \equiv w(\text{mod } x') \) for some \( 0 \leq w < x' \). Then the elements of \( t'P \) can be written \( \{w, w+a_0, \ldots, w+(M-1)a_0\} \) or \( \{w-a_0, \ldots, w-(M-1)a_0\} \) (mod \( x' \)) depending on the sign of \( y_0 \). Since \( Ma_0 = \left\lfloor \frac{A'}{a_0} \right\rfloor a_0 \leq x' \), there are at most \( \left\lfloor \frac{x}{a_0} \right\rfloor \) elements in \( t'P \) which are congruent to \( a \) modulo \( x' \) for some \( 1 \leq a \leq A' \).

To sum up, for each \( A_k \), there are at most
\[ \left\lfloor \frac{A'}{a_0} \right\rfloor \cdot \frac{\alpha_k+1}{M} \leq \frac{2A'}{a_0} \left( \frac{2a_0(x(u-l)+2a_0|y_0|)}{x'|y_0|} + 1 \right) = \frac{4A'|x(u-l)}{|y_0|} + \frac{4A'}{x'} + \frac{2A'}{a_0} \]
number of \( y \) such that \( y \in A_k \) and \((t'y) \equiv a(\text{mod } x') \) for some \( 1 \leq a \leq A' \). Since there are \(|y_0| \) number of \( A_k \)'s and \( s \) is uniquely determined by \( y \), we have
\[ \sum_{a=1}^{A'} \#V_{x,t}(a) \leq |y_0| \left( \frac{4A'(x(u-l))}{|y_0|} + \frac{4A'}{x'} + \frac{2A'}{a_0} \right) = 4A(u-l) + \frac{4A|x_0|}{x} + \frac{2A'|y_0|}{a_0} \leq 4A(u-l) + 4A(u-l)\frac{a_0}{x} + 2A'(u-l) \leq 10A(u-l). \]
Here we used the assumption \(|y_0| \leq (u-l)a_0 \) in the last line. \( \square \)
We remark that under the assumption of Claim 4, the counting of $V_{x,t}(a)$’s is good enough for our purpose. Thus we will count the set of $x, t$’s such that $y_0, s_0, a_0$ may not satisfy the assumption of Claim 4.

Note that $\gcd(y_0, s_0) = 1$, otherwise it contradicts to the minimality of $y_0, s_0$. Through Claim 3, we consider the following sets and the map:

\[
S_{\text{good}} = \{(y_0, s_0, a_0) : |y_0| \leq 2^{\frac{N}{2} + 1}, |s_0| \leq 2^{\frac{N}{2} + 1}, \gcd(y_0, s_0) = 1, (u - \ell)^{-1} \min(|y_0|, |s_0|) \leq a_0 \leq A'\},
\]

\[
S_{\text{bad}} = \{(y_0, s_0, a_0) : |y_0| \leq 2^{\frac{N}{2} + 1}, |s_0| \leq 2^{\frac{N}{2} + 1}, \gcd(y_0, s_0) = 1, 1 \leq a_0 < (u - \ell)^{-1} \min(|y_0|, |s_0|)\},
\]

\[
\pi : (2^{N - 1}, 2^N)^2 \ni (x, t) \mapsto (y_0(x, t), s_0(x, t), a_0(x, t)) \in S_{\text{good}} \cup S_{\text{bad}}.
\]

Let us first count the set $\pi^{-1}(S_{\text{bad}})$. For $(y_0, s_0, a_0) \in S_{\text{bad}}$, assume that there exists $t'_0, x'_0$ such that $t'_0y_0 - x'_0s_0 = a_0$. Since $\gcd(y_0, s_0) = 1$, all solutions of $t'y_0 - x's_0 = a_0$ can be represented in the form

\[
(t', x') = (t'_0 + ks_0, x'_0 + ky_0), \quad k \in \mathbb{Z}.
\]

Thus, for each $d \geq 1$,

\[
\# \{(x, t) \in (2^{N - 1}, 2^N)^2 : y_0(x, t) = y_0, s_0(x, t) = s_0, \gcd(x, t) = d\} \leq \min\left(\frac{2^N}{d|s_0|}, \frac{2^N}{d|y_0|}\right).
\]

Summing over $1 \leq d \leq 2^N$, we have

\[
\# \{(x, t) \in (2^{N - 1}, 2^N)^2 : y_0(x, t) = y_0, s_0(x, t) = s_0\} \leq \sum_{1 \leq d \leq 2^N} \frac{1}{d} \min\left(\frac{2^N}{|s_0|}, \frac{2^N}{|y_0|}\right) \ll N \min\left(\frac{2^N}{|s_0|}, \frac{2^N}{|y_0|}\right).
\]

Since $n > 2$, it follows that for all small enough $\delta > 0$,

(4.12)

\[
\#\pi^{-1}(S_{\text{bad}}) \ll \sum_{\substack{|y_0|, |s_0| \leq 2^{\frac{N}{2} + 1} \\ 1 \leq a_0 < (u - \ell)^{-1} \min(|y_0|, |s_0|)}} N \min\left(\frac{2^N}{|s_0|}, \frac{2^N}{|y_0|}\right)
\]

\[
\leq \sum_{|y_0|, |s_0| \leq 2^{\frac{N}{2} + 1}} N(u - \ell)^{-1} \min\left(\frac{2^N}{|s_0|}, \frac{2^N}{|y_0|}\right) \min(|y_0|, |s_0|)
\]

\[
\leq (u - \ell)^{-1} \sum_{|y_0|, |s_0| \leq 2^{\frac{N}{2} + 1}} N2^N \min\left(\frac{|y_0|}{|s_0|}, \frac{|s_0|}{|y_0|}\right)
\]

\[
\ll (u - \ell)^{-1} \frac{N2^N}{n} 2^{N + 2\frac{N}{2}} \ll 2^{(2-\delta)N}.
\]

Now, for each $1 \leq i \leq n$ and $0 \leq a \leq A'$, let us denote by

\[
V_{x,t}^i(a) := \{(y_i, s_i) : t'y_i - x's_i = a, x\ell_i \leq y_i \leq xu_i, \ell \leq s_i \leq tu_i\}.
\]
Then we have

\[ \#V(N) \leq \sum_{(x,t) \in (2N-1,2N]^2} \prod_{i=1}^{n} \sum_{a=0}^{A'} \#V_{x,t}^i(a). \]

For \((x,t) \in \pi^{-1}(S_{\text{good}})\) and sufficiently large \(N\),

\[
A' \sum_{a=1}^{A'} \#V_{x,t}^i(a) + \#V_{x,t}^i(0) \leq 10A(u_i - l_i) + \max(A(u_i - l_i), 1) \leq 11A(u_i - l_i).
\]

We applied Claim 4 for the first term, and Claim 1 for the second term.

For each \(0 \leq a \leq A'\), the number of solutions \((y,s)\) of

\[ t_{1y} - x_{ts} = a, \quad 1 \leq y \leq x, \quad 1 \leq s \leq t \]

is at most \(d\), hence \(\#V_{x,t}^i(a) \leq d\). For \((x,t) \in \pi^{-1}(S_{\text{bad}})\), it follows that

\[
\sum_{a=1}^{A'} \#V_{x,t}^i(a) \leq (A' + 1)d \leq 2A.
\]

Therefore, combining (4.12), (4.13), and (4.14), we have

\[
\#V(N) \ll \left( \#\pi^{-1}(S_{\text{good}}) \right) \prod_{i=1}^{n} A(u_i - \ell_i) + \left( \#\pi^{-1}(S_{\text{bad}}) \right) (2A)^n \ll 2^{2N} A^n \prod_{i=1}^{n} (u_i - \ell_i) + O(2^{N(n+1-\delta)}) \ll c^n |B|2^{N(n+1)},
\]

hence \(\#V(N) \leq Cc^n |B|2^{N(n+1)}\) for sufficiently large \(N\) and some absolute constant \(C > 0\). It follows that \(\#V(N) < \frac{1}{2} \#T(N)\) for sufficiently large \(N\) by choosing \(c < (\frac{C}{2})^{1/n}\). \(\square\)

This proves Theorem 4.5 for \(m = 1\). \(\square\)

**Proof of Theorem 4.5 for \(m \geq 2\).** Note that it suffices to show that

\[
|\Delta(\rho, N)| \rightarrow 1 \quad \text{as} \quad N \rightarrow \infty
\]

for the local unbiquity. Instead of the strategy for \(m = 1\), we will use mean and variance techniques in [DV97] using the auxiliary function \(\omega\) in (4.5).

Without loss of generality we may assume that \(\epsilon_0 = \epsilon(b) = |b| \frac{1}{b|z|} \). Let \(I(N)\) denote the set of vectors \(x = (x_1, \ldots, x_m) \in \mathbb{Z}^m\) such that

1. \(N \leq x_1 \leq 2N,\)
2. For \(i = 2, \ldots, m,\)

\[ 1 \leq x_i \leq \frac{N}{\omega(2N)^{\frac{1}{2(n-1)}}}, \]

3. \(\gcd(x) = 1,\)
4. \(|b \cdot x|_z > \epsilon_0.\)
Denote by \( J(N) := \{(x, y) \in I(N) \times \mathbb{Z}^n : \|y\| \leq m\|x\|\} \). Then \( J(N) \subset J \).

Let \( \chi_{\Delta(x,y)} \) be the characteristic function

\[
\chi_{\Delta(x,y)}(A) := \begin{cases} 
1 & \text{if } A \in \Delta(x,y), \\
0 & \text{otherwise},
\end{cases}
\]

where

\[
\Delta(x,y) := \Delta(R(x,y), N^{-\frac{m}{n}} \omega(2N)\|x\|^{-1}).
\]

Also, for a matrix \( A \in [0,1]^{mn} \), define

\[
\nu_N(A) := \sum_{(x,y) \in J(N)} \chi_{\Delta(x,y)}(t^A).
\]

Thus \( \nu_N(A) \) is the number of resonant sets \( R(x,y) \) for \( (x,y) \in J(N) \) which are ‘close’ to \( t^A \), i.e. such that \( \|t^A x - y\| < \delta(N) \), where \( \delta(N) := N^{-\frac{m}{n}} \omega(2N) \).

Denote by \( \mu_N \) and \( \sigma_N^2 \) the mean and variance respectively, that is

\[
\mu_N := \int_{[0,1]^{mn}} \nu_N(A)\,dA \quad \text{and} \quad \sigma_N^2 := \int_{[0,1]^{mn}} \nu_N^2(A)\,dA - \mu_N^2.
\]

Since \( \|x\|^{-1} \leq N^{-1} \) for any \( x \in I(N) \), we have

\[
\Delta(R(x,y), N^{-\frac{m}{n}} \omega(2N)\|x\|^{-1}) \subset \Delta(R(x,y), \rho(2N))
\]

by taking \( c < 2^{\frac{m+n}{n}} \). Thus, we claim that

\[
|Z_N| \to 0 \quad \text{as} \quad N \to \infty,
\]

where \( Z_N := \nu_N^{-1}(0) = \{A \in [0,1]^{mn} : \nu_N(A) = 0\} \), which implies (4.15) by replacing \( N \) with \( 2N-1 \).

**Lemma 4.7.** For \( N \) large enough, \( \sigma_N^2 \leq \mu_N \) and \( \mu_N \geq c_0 \omega(2N)^{\frac{1}{2}} \) for some positive constant \( c_0 \) independent of \( N \).

**Proof.** Suppose that \( N \) is large enough so that \( \delta(N) = N^{-\frac{m}{n}} \omega(2N) < \frac{1}{2} \).

By Lemma 8 in [Spr79], for \( x \in I(N) \),

\[
\sum_{y: (x,y) \in J(N)} \int_{[0,1]^{mn}} \chi_{\Delta(x,y)}(A)\,dA = \left| \{A \in [0,1]^{mn} : \|t^A\|_\infty < \delta(N)\} \right|
\]

\[
= (2\delta(N))^n = 2^n N^{-m} \omega(2N)^n.
\]

Hence

\[
\mu_N = \sum_{(x,y) \in J(N)} \int_{[0,1]^{mn}} \chi_{\Delta(x,y)}(A)\,dA = \sum_{x \in I(N)} 2^n N^{-m} \omega(2N)^n.
\]

Let \( S(i) \) denote the set of vectors \( x \in \mathbb{Z}^m \) satisfying the condition \( (i) \) in the definition \( I(N) \) for each \( i = 1, 2, 3, 4 \). Note that

\[
\sum_{x \in I(N)} 1 \geq \sum_{x \in S(1) \cap S(2) \cap S(3)} 1 - \sum_{x \in S(1) \cap S(2) \cap S(4)} 1.
\]
Following \cite[p.40]{Spr79},
\[
\sum_{x \in S(1) \cap S(2) \cap S(3)} \frac{1}{\omega(2N)^{\frac{m}{2}}} \sum_{d \mid \gcd(x)} \mu(d) = \sum_{\substack{N \leq x_1 < 2N \ d \mid x_1 \ \text{d}} \prod_{i=2}^{m} \left\{ x_i \in \mathbb{Z} : d \mid x_i, \ 1 \leq x_i \leq \frac{N}{\omega(2N)^{2(m-1)}} \right\}}
\]
\[
= \sum_{N \leq x_1 < 2N} \frac{1}{d \omega(2N)^{2(m-1)}} \sum_{d \mid x_1} \mu(d) \left( \frac{N^{m-1}}{\omega(2N)^{\frac{m}{2}}} \phi(x_1) + O(\tau(x_1)) \right)
\]
\[
= \left\{ \begin{array}{ll}
\sum_{N \leq x_1 < 2N} \frac{N}{\omega(2N)^{\frac{m}{2}}} \phi(x_1) + O(\tau(x_1)) & \text{if } m = 2,
\sum_{N \leq x_1 < 2N} \frac{N^{m-1}}{\omega(2N)^{\frac{m}{2}}} \prod_{p \mid x_1} \left( 1 - \frac{1}{p^{m-1}} \right) + O(N^{m-2} \tau(x_1)) & \text{if } m \geq 3.
\end{array} \right.
\]

Fix small $0 < \epsilon < \frac{6}{\pi^2} - \frac{1}{2}$. Note that $\frac{1}{N} \sum_{q=1}^{N} \frac{\varphi(q)}{q} \to \frac{6}{\pi^2}$ as $N \to \infty$ (see \cite[Lemma 2.4]{H98}) and $\tau(h) = O(h^\delta)$ for any $\delta > 0$ (see \cite[Theorem 315]{HW60}). In the case $m = 2$, we have
\[
\sum_{x \in S(1) \cap S(2) \cap S(3)} 1 \geq \left( \frac{6}{\pi^2} - \epsilon \right) \frac{N^2}{\omega(2N)^{\frac{m}{2}}}
\]
for all large enough $N$. If $m \geq 3$, then
\[
\prod_{p \mid x_1} \left( 1 - \frac{1}{p^{m-1}} \right) > \prod_{p \text{ prime}} \left( 1 - \frac{1}{p^2} \right) = \frac{6}{\pi^2},
\]
hence we have that for all large enough $N$,
\[
\sum_{x \in S(1) \cap S(2) \cap S(3)} 1 \geq \left( \frac{6}{\pi^2} - \epsilon \right) \frac{N^m}{\omega(2N)^{\frac{m}{2}}}.
\]

On the other hand, it follows from Lemma 4.4 that
\[
\sum_{x \in S(1) \cap S(2) \cap S(3)} 1 \leq \frac{1}{2} \frac{N^m}{\omega(2N)^{\frac{m}{2}}}.
\]
Taking $c_0 = 2^n \left( \frac{6}{\pi^2} - \frac{1}{2} - \epsilon \right) > 0$, it follows that
\[
\mu_N = 2^n N^{-m} \omega(2N)^n \sum_{x \in I(N)} 1 \geq c_0 \omega(2N)^{\frac{m}{2}}.
\]
To prove that $\sigma^2_N \leq \mu_N$, we note that, for $x \neq x' \in I(N)$,
\[
\sum_{y:(x,y) \in J(N)} \sum_{y':(x',y') \in J(N)} \int_{[0,1]^{mn}} \chi_{\Delta(x,y)}(A) \chi_{\Delta(x',y')} (A) dA
\]
\[
= |\{ A \in [0,1]^{mn} : \|Ax\|_Z < \delta(N)\}| \times |\{ A \in [0,1]^{mn} : \|Ax'\|_Z < \delta(N)\}|
\]
\[
= 2^{2n} N^{-2m} \omega(2N)^{2n}.
\]
by Lemma 9 in [Spr79]. Thus we have
\[
\int_{[0,1]^{mn}} \nu^2_N(A) dA
\]
\[
= \sum_{x \in I(N)} \sum_{x' \in I(N)} \sum_{y:(x,y) \in J(N)} \sum_{y':(x',y') \in J(N)} \int_{[0,1]^{mn}} \chi_{\Delta(x,y)}(A) \chi_{\Delta(x',y')} (A) dA
\]
\[
= \mu_N + 2^{2n} N^{-2m} \omega(2N)^{2n} \sum_{x \neq x' \in I(N)} 1 \leq \mu_N + \mu_N^2.
\]
By definition of $\sigma^2_N$, we have
\[
\sigma^2_N \leq \mu_N.
\]

Note that
\[
\sigma^2_N = \int_{[0,1]^{mn}} (\nu_N(A) - \mu_N)^2 dA \geq \int_{Z_N} (\nu_N(A) - \mu_N)^2 dA = \mu_N^2 |Z_N|.
\]
This together with Lemma 4.7 implies that
\[
|Z_N| \leq \frac{1}{\mu_N} \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty.
\]

5. Concluding remarks and open questions

Remarks and open questions about homogeneous cases are stated in [KW18, Section 4], [KW19, Section 7.1], and [KSY21, Section 1], so we skip remarks about homogeneous cases by referring these two references.

5.1. A-fixed singly metric case. In this paper, we focused on the doubly metric case ($\hat{D}_{m,n}(\psi)$) and the $b$-fixed singly metric case ($\hat{D}_{m,n}^b(\psi)$). Thus, it is natural to ask the same question for $A$-fixed singly metric case. More precisely, for fixed $A \in M_{m,n}(\mathbb{R})$ let
\[
\hat{D}_{m,n,A}(\psi) = \{ b \in \mathbb{R}^m : (A, b) \in \hat{D}_{m,n}(\psi) \}.
\]
As stated in [KW19, Section 7.3], $\hat{D}_{m,n,A}(\psi)$ seems to depend heavily on Diophantine properties of $A$. So, one can ask which Diophantine conditions on $A$ guarantee that $\hat{D}_{m,n,A}(\psi)$ has full or null Lebesgue (or Hausdorff) measure depending on $\psi$. It seems plausible to use the transference lemma (Lemma 4.1).
5.2. Dirichlet non-improvable set vs. well-approximable set. It has been shown in [HKWW18] that the set of \( \psi \)-Dirichlet non-improvable numbers is a bigger set than the set of \( \psi \)-approximable numbers. It is subsequently proved in [BBH20-1] that the difference set is non-trivial, see also [BBH20-2]. So, it is natural to ask whether it is reasonable to conclude that \( W_{m,n}(\psi) \) is contained in the set \( \tilde{D}_{m,n}(\Psi)^c \) for an appropriate choice of \( \Psi \). In particular, with the notations in Subsection 4.1, it raises natural question of estimating the Hausdorff dimension of difference sets \( \tilde{D}_{m,n}(\psi)^c \limsup \hat{W}_{S,\epsilon} \) and \( \tilde{D}^b_{m,n}(\psi)^c \setminus W_{b,\epsilon} \) as in [BBH20-1, BBH20-2].

5.3. Weighted setting. Let \( r = (r_1, \cdots, r_m) \) be an \( m \)-tuple and \( s = (s_1, \cdots, s_n) \) be an \( n \)-tuple such that \( r_i, s_j > 0 \) and \( \sum_{1 \leq i \leq m} r_i = 1 = \sum_{1 \leq j \leq n} s_j \). Define the \( r \)-quasinorm of \( x \in \mathbb{R}^m \) and \( s \)-quasinorm of \( y \in \mathbb{R}^n \) by

\[
\|x\|_r := \max_{1 \leq i \leq m} |x_i|^{\frac{1}{r_i}} \quad \text{and} \quad \|y\|_s := \max_{1 \leq j \leq n} |y_j|^{\frac{1}{s_j}}.
\]

For a non-increasing function \( \psi : [T_0, \infty) \to \mathbb{R}_+ \), where \( T_0 > 1 \) is fixed, we say that \( A \in M_{m,n}(\mathbb{R}) \) is \( \psi \)-Dirichlet with respect to the weight \( (r, s) \) if the system

\[
\|Aq - p\|_r < \psi(T) \quad \text{and} \quad \|q\|_s < T
\]

has a nontrivial integral solution for all large enough \( T \).

In this paper we have computed the Hausdorff measure of Dirichlet non-improvable sets in the unweighted setting \( r = (\frac{1}{m}, \cdots, \frac{1}{m}), s = (\frac{1}{n}, \cdots, \frac{1}{n}) \), so one can ask the same questions for arbitrary weights \( (r, s) \). There have been several recent results on the weighted ubiquity and weighted transference theorems (see [CGGMS20], [G20], and [WW21]). It seems plausible to utilize these results to obtain a criterion for the Hausdorff measure of the \( \psi \)-Dirichlet non-improvable set in the weighted setting, as we used the ubiquity and the mass transference principle in the unweighted setting.

5.4. Diophantine exponents. In Corollary 1.5, we computed the Hausdorff dimension of the set of pairs \((A, b)\) (or the set of \( A \) for fixed \( b \in \mathbb{R}^n \setminus \mathbb{Z}^n \)) with uniform Diophantine exponents \( \hat{w}(A, b) \leq w \). It directly implies that the Hausdorff dimension of the level set of pairs \((A, b)\) with \( \hat{w}(A, b) = w \) is \( mn + m - \frac{n-mw}{1+mw} \) as stated in Corollary 1.5, where \( w \leq \frac{n}{m} \). However, the results of the present paper does not give the Hausdorff dimension of the level sets for \( w > \frac{n}{m} \) since the \( \psi \)-Dirichlet non-improvable set with \( \psi(q) = q^{-mw} \) has full Hausdorff dimension. Therefore, a study on the Hausdorff dimension of Dirichlet improvable sets (instead of non-improvable sets) would be necessary to compute the Hausdorff dimension of the level sets for \( w > \frac{n}{m} \).
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