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Abstract: Understanding of intermediate protein structure prediction serves as a crucial component to find the function of residues of amino acid. In this paper, focus on the intermediate protein structure by using feed forward and backpropagation method and enhancing the concept of sliding window. Prediction of secondary structure is a very complex problem of bioinformatics. This can be reduced by predicting or unfold the protein structures if it is unfolded so that can give the great results in medical sciences. Our main motive is to improve the accuracy of secondary structures and minimize the error. Experimentally, use the Multilayer ADALINE network for learning and KERAS TENSORFLOW use for train the weight matrix and sigmoid function for calculating the resultant with back propagation. Resultant of this paper results provides more prominent results as compare to already existing methods. Those improve the accuracy of secondary structure prediction.
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I. INTRODUCTION

Computational Secondary structure prediction (CSSP) is a method that can be used to generate the intermediate structure of proteins, those helps to fulfill the diagnosis of medical sciences. Protein folding is the very immense problem of bioinformatics, this problem can be minimized by uncover the middle structure of protein rather than 3-D structure from its initial structure. Protein secondary structure provides to facilitate in better drug designing. Before the secondary or intermediate structure prediction of proteins, 3-D structure is resolute from the primary protein sequences but this structure is very massive. Due to this structure designing of any drug generates a very huge problem. By introducing the intermediate structure the protein folding problem can be resolved. The minimization of the problem of protein folding provides rapidly growth in the area of bioinformatics and medical drug designing. If identification of intermediate structure as compare to tertiary structure so this can be enhanced the learning of medical sciences. The precision of existing protein intermediate construction guess scheme is evaluate in tabloid benchmarks such as Live Bench and CLC Workbench.

So that in this proposed work define a prediction model that model uses trained weight matrix from tensor flow GPU’s and learn the network by using Multilayer ADALINE learning. It completely focused on how to increase the accuracy of secondary structures.

II. RELATED WORK

Primary structure represents in the form of alphabets and intermediate protein structure in the form of alpha-Helix, beta sheets, and turn or coils. Many literature presents for solve this problem, Nitin Bhardwaj et al. aims to focus on binding DNA-residues from that predicts the secondary protein sequences after refinement in depending the distances. Leete.al, resolves by developing new computational biology and bioinformatics methods and new database servers. John Moullet.al defines innovative schemes for envisage three-dimensional drop-line led to a two-fold enhancement in contact precision. Akosua Busia.et.al proposes a ensemble method and a chain of deep neural network with convolution model. In this predict 8 class structure rather than 3 class by using QS accuracy method. Gokmen-atlag. used a tensor flow approach and snake make workflow that train the large databases and calculate the high grade performance. Shivanet.al used an algorithm that can be used computational models to reduce error of intermediate protein structure prediction. HarisHasicket.al, intend a innovative hybrid scheme that depends on the convention of numerous neural networks through the employ of a compromise task and measure up to our approach with other proficient manner. SandhyaParasnath.et.al, presents a parallel programming approach with accelerating prediction by using GPU. Rashid.et.al, prompts a new loom for structure factors of proteins to train and an exploration that guide to improve it.

So it is conclude from this literature that need the eminent exactness tolerate the employ of the prophecy in protein folding problem, taxonomy of structural motifs, and enhancement of sequence alignments.

III. METHODOLOGY

Feed-forward networks are the distinct category of neural network that is very popular. The attractiveness of this particular method is that it dilutes the problem of many recognized fields of bio-informatics; this trouble is one of them. It originates from the actuality that they have been functionally flourishing to a extensive range of information progression assignment in miscellaneous fields. Intermediate structure of protein prediction is one of them. Multi-layered feed forward network mold is taught with the help of middle layers and by varying sliding window
size to determine optimal window size giving highest accuracy. In this figure, three layers of hidden neurons, input layer and output layer. The connectivity of this layered structure connected to each layer to another layer, in this structure hidden layers are varied according to 1200 for first layer, 600 for second layer and 100 for third layer and other problems these are varied as per the problem.

![Layered structure of Primary, Hidden and Output](image)

**Fig 1:**-layered structure of Primary, Hidden and Output

The primary structure of Amino Acid is the prime concern for the intermediate structure prediction. So that, sequences of primary structures in the form of alphabets like A, C, D...20 amino acids used in primary sequences are collected and rest 6 alphabets are silent. These alphabets related to secondary structures from PDB (protein data bank) that is in the form of H, E, and C. For example MVLSEGWLQLHVWAK VLSEGWLQLHVWAK VLSEGWLQLHVWAK, this is the primary sequence corresponding to secondary sequence each residue relates with secondary like HHHHHHEECC.... CCCCC.... CCCCCCEE ...HHHHHHEEEE. So the key intent of this research work is to predict intermediate structure of protein from primary structures.

A Encoding

In this model, envisage the intermediate structure of proteins from its initial sequences. The neural network takes the protein sequence as the inputs and it undergoes calculations and then predicts the output class. First we can collect data as input and output sequences from PDB (protein data bank), these output sequences use only for testing. We have 3 output classes (H, E, C) and the 20 input typeset (A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y). After that Number of inputs to the network is decided by the window size, the size of sliding window is 17. We do encode of primary sequences by using binary encoding, each residue defines as 20+1(extra) bit data so complete window size is 357 as inputs. Each character of the sequence is being binary encoded. There are 21 characters possible in the sequence so each character is represented as 1 at its respective position and rest of all as 0. So each character representation length is 21.

| A | 10000000000000000000 |
| C | 01000000000000000000 |
| D | 00100000000000000000 |
| E | 00010000000000000000 |
| F | 00001000000000000000 |
| G | 00000100000000000000 |
| H | 00000010000000000000 |

**Table 1:**-Encoding of primary sequences

B Model structure and Weight training

In this prophecy model we have used three hidden layers, first middle layer has 1200 neurons, second middle layer has 600 neurons and the third middle layer has 100 neurons. In this we use sigmoid activation function. Processing starts from input layer to hidden layer 1 to hidden layer 2 to hidden layer 3 and then output. After the feed forward processing the error correction factor is being calculated and then back propagated for the calculation of the error correction factor at different hidden layers and change in weights. Then the final weights are being updated with the change in weights. In this, we use the Keras Machine Learning Library which basically uses the Tensor Flow for the processing. Tensor Flow is being provided by the Google for the Machine learning solutions. Different packages like Numpy, Pickel have been used to design the program. The Model is being designed as:

- 1200 at hidden layer 1
- 600 at hidden layer 2
- 100 at hidden layer 3
- at the output layer

The training of the network is being lead using the Tensor Flow which used to do the processing using threads.

![Weight trained by using Keras from input to hidden](image)

**Fig 2:**-Weight trained by using Keras from input to hidden (357-12000)
IV. PROPOSED ALGORITHM

1. Input size: for a given sequence to be predicted, a window size of $|w|$ is considered. Input layer is presented with input of size $|w|*21$ where 21 corresponds to 20 amino acids + one extra unknown residue.

2. The network takes as input and output sequences; those are collected from protein data bank (PDB) prediction for each position in the sequence.

   **Input Sequence**

   A C H I K T L E Y
   H P R F S U T E H

   **Output Sequence**

   H H H H E C T
   C C H H E E

3. Each input data residue encoded in to binary form for example:-

   | A | B | C |
   |---|---|---|
   | 1 | 0 | 0 |

4. They expect type will be either ‘H’- α-helix element, ‘E’- β- beta strand or ‘-’ representing turn/coil or non prediction. The process begins with taking a large input set of training patterns of defined size. Secondary structure for each of the patterns is predicted using some efficient existing prediction tool. Accordingly the auto generated pattern ID, the pattern itself & its associated structure is recorded in a database relation.

5. Network training begins by presenting the analyzed patterns to the network one by one. An initial weight matrix initialized randomly is considered and weight training has done by Keras machine learning libraries.

6. Based on some processing done at the hidden layer, the production expected from hidden layer neurons is calculated using the equations.

   \[
   z_k = f(W_{z_k}) \quad \text{[3]}
   \]

   \[
   f(x) = \frac{1}{1 + e^{-x}} \quad \text{[4]}
   \]

7. Based on some processing done at the hidden layer, the crop of the system is compared with the intermediate structure of the pattern and calculating the error value if there is any. The error is feedback to the hidden layer and accordingly the weight matrix is adjusted. This process is iterated until the error factor falls within the accepted range.

8. Accordingly the modified weight matrix expressed in the form of an array or string is stored by using Keras database. This process is repeated for all the stored patterns. This accomplishes the network training process.

9. Finally a naïve pattern is presented to the network and using some efficient search technique the most suitable pattern is found within the database prepared during the training step and its corresponding weight matrix is extracted. Suitability is defined in terms of degree of similarity as test process.

10. For assessment of observed and authentic protein intermediate structure for the
experiment records, we estimate the figure of similarities for the predicted protein secondary structures and calculated the efficiency for three hidden states for each test data as $Q^*=N_{\text{predicted}}/N_{\text{observed}}\times100$

C. Finally, the accurate input result depends on the family of proteins to which it belongs. Many methods lie to calculate the performance of these for predict the intermediate structure of proteins. The most common method is a simple success rate, $Q^*$, which is the proportion of suitably predicted scrunts on three types of secondary structures; tiny proportion of initial structure acceptably calculate as alpha-helix, beta-strand, and turns

D. Datasets
Secondary structures are generated by folding the initial sequences in the outline of Helix, β-sheets, turns or coils. These structures resolved the important problem of bioinformatics. Some sequences are freely accessible in Worldwide Protein Data Bank. These are freely accessible on the Internet via the websites of its member organization like RCSB. In this paper collect the primary and secondary sequences from PDB bank. There are 153836 formations in Protein Data Bank.

![Table 2: DATA SET OF PRIMARY AND SECONDARY SEQUENCE](image)

Table 2: Distinction sequence ids with window size obtained diverse accuracies.

| Frame Size | Accuracy |
|------------|----------|
| 13         | 60-63%   |
| 15         | 63-65%   |
| 17         | 70-75%   |

In this paper, find the maximum accuracy by using 17th frame size rather than other size of frames, check the accuracy with different frames and with different sequence ids for single frame size:-

![Table 4: Distinction sequence ids with window size obtained diverse accuracies](image)

![Table 3: distinction of Accuracy with diverse frame size](image)

V. RESULTS AND DISCUSSION
Diverse computational methods are present in literature for secondary structure prediction but this proposed method provides the optimize results. We are recognizing that this proposed algorithm increasing accuracy. Accuracy of NN is expected to be comparable to other popular secondary structure tools provided a significant number of patterns are trained and stored. To get more significant results from molecular biology point of view, it is felt that training patterns needs to be longer is size probably 15-20 characters long. Currently program is being tested on patterns of size 17 .in this size we received highest accuracy as compare to other window sizes.

VI. CONCLUSION
The precise discovery of protein intermediate formation is obligatory to detect syndrome and deficit exactly [1]. The implementation of the above proposed algorithm, the accuracy should come out to be approximately 70%. This gives the conclusion that the multi layered feed forward and feedback network can be used for the prediction of intermediate structure of protein with an accuracy of approximately 70% whereas the highest accuracy with this method till date is 70%. In future we predict the protein 3-D construction and improve accuracy.
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