Brain Tumor Segmentation Using Graph Coloring Approach in Magnetic Resonance Images

Abstract
It is important to have an accurate and reliable brain tumor segmentation for cancer diagnosis and treatment planning. There are few unsupervised approaches for brain tumor segmentation. In this paper, a new unsupervised approach based on graph coloring for brain tumor segmentation is introduced. In this study, a graph coloring approach is used for brain tumor segmentation. For this aim, each pixel of brain image assumed as a node of graph and difference between brightness of a couple of pixels considered as edge. This method was applied on T1-enhanced magnetic resonance images of low-grade and high-grade patients. Since a rigid graph was needed for graph coloring, edges must be divided into existing or nonexisting edge using a threshold. The value of this threshold has affected the accuracy of image segmentation, so the choice of the optimal threshold was important. The optimal value for this threshold was 0.42 of maximum value of difference of brightness between pixels that caused the 83.62% of correlation accuracy. The results showed that graph coloring approach can be a reliable unsupervised approach for brain tumor segmentation. This approach, as an unsupervised approach, shows better accuracy in comparison with neural networks and neuro-fuzzy networks. However, as a limitation, the accuracy of this approach is dependent on the threshold of edges.
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Introduction
Accurate segmentation of brain tumors is important in diagnosing cancer, planning treatment, and evaluating the outcome of treatment. Because manual division of brain tumors is difficult, a lot of effort has been devoted to developing methods for dividing semi-automatic or automatic brain tumors. Most studies of segmentation of brain tumors focus on glioma, which is the most common brain tumor in adults and can be processed using magnetic resonance imaging (MRI) imaging with different sequences. The segmentation of glioma using MRI data may be challenging for the following reasons: first, glioma may look similar to gliosis and stroke in MRI data. Second, glioma may appear in any position of the brain with a variety of shapes, appearances, and sizes. Third, instead of replacing them, the glioma attacks the surrounding brain tissue, creating fuzzy boundaries, and fourth, MRI data inconsistency exacerbates this problem. Automatic segmentation of glioma may be a useful tool for reducing tumor localization errors. In heterogeneous tumors, such as glioma, this distinction cannot be made with routine MRI techniques. There are many approaches to tissue segmentation in MRI like region-based and contour-based approaches. There are two major approaches for brain tumor segmentation with MRI, consisting of supervised and unsupervised approaches. Supervised segmentation approaches need manually labeled images which may be hard to achieve, but unsupervised approaches do not need these manual labels. However, as a limitation, using these approaches may be challenging via variation of pixel brightness and localization of tumor lesion. Another limitation of these approaches is their low accuracy in comparison with supervised approaches.

Graph coloring performs as accuracy better in automatically segmenting images based on the region-based approach among various techniques of unsupervised
image segmentation, which means the better accuracy and sensitivity of the localization the tumor.\textsuperscript{[10]-[12]} Graph theory approaches play an important role in image segmentation, in which various graphical algorithms are used to solve many problems by different graph coloring techniques.\textsuperscript{[13]} In graph-based algorithms, an image can be displayed as a graphic in which each pixel is considered as a node, and these algorithms describe the result between the graph nodes and the range of colors to divide the pixels.\textsuperscript{[14]} Graph’s theoretical approach organizes the elements of the image into efficient mathematical structures, which makes the formulation of the problem more flexible and the resources more computational.\textsuperscript{[15]} Recently, there is growing interest in using graph theory in medical image segmentation.\textsuperscript{[16]}

In this study, we will introduce a novel graph coloring method that uses the combination of unsupervised features of image segmentation as graph coloring and supervised feature as a threshold to develop the accuracy of segmentation for glioma segmentation in T1-enhanced MRI and investigate the performance of this approach for glioma segmentation.

**Materials and Methods**

**Dataset**

Since the aim of this study is glioma segmentation in brain MRI, multiparametric MRI of MICCAI BraTS challenge dataset was a good choice. This dataset clinically acquired 3T preoperative multimodal MRI scans of glioblastoma with pathologically confirmed diagnosis contained T1 weighted, T2 weighted, FLAIR, and T1 gadolinium (Gd)-enhanced image and were acquired with different clinical protocols and various scanners from 19 institutions,\textsuperscript{[17]} as illustrated in Figure 1.

| T1 (Gd) | T1 weighted |
|--------|-------------|
| ![Image](image1.png) | ![Image](image2.png) |

| FLAIR | T2 weighted |
|-------|-------------|
| ![Image](image3.png) | ![Image](image4.png) |

This dataset contained 262 high-grade and 199 low-grade brain tumor images. Each image consists of 155 slices, and the size of each slice is $240 \times 240$.

All the imaging datasets have been segmented manually, by one to four raters, following the same annotation protocol, and their annotations were approved by experienced neuroradiologists. Annotations comprise the GD-enhancing tumor and necrotic tumor, as illustrated in Figure 2.

As we will use one of these MRI sequences and as mentioned in some studies, T1 (Gd) shows the best discrimination between enhancing and necrotic tumors;\textsuperscript{[18,19]} the T1 (Gd) will be used for this study.

**Segmentation**

As described above, the goal of this study is tumor segmentation in brain MRI using graph coloring approach. The original idea for this method came from the fact that in image segmentation, pixels are placed in a class that is similar in terms of brightness. Now, if the image is considered as a graph in which the neighborhood is not based on geographical coordinates but on the difference in brightness, we can say that the image can be segmented by using graph coloring. Therefore, in this study, we will first create an image graph and then use the graph coloring method to segment the image. Therefore, in the continuation of this section, we will first explain the method of creating a graph of the brightness specifications of pixels, and then, we will explain how to segment the image using graph coloring. This approach is briefly illustrated in Figure 3.

**Graph creating**

An image can be converted to a G (V, E) graph by considering the brightness of the pixels so that V represents the set of nodes and E represents the edge between the nodes. In the image graph, each pixel of the image is known as the node, and the edge between the nodes indicates the similarity of brightness between the pixels.
Therefore, pixels whose brightness is less spaced will have a stronger edge coefficient and those that are farther apart will have a lower edge coefficient. Therefore, the following steps will be performed to create this graph.

1. Making a brightness distance matrix
2. Normalize the brightness distance matrix
3. Build a neighborhood matrix using the brightness distance matrix
4. Structuring the graph.

The first step in building a matrix is the spacing of the indicators. Therefore, by having n pixels, we will have a distance of \( n \times n \) matrix, the value of each of which is calculated as follows.

\[
D(i, j) = |Br(i) - Br(j)|
\]  

Where \( D(i, j) \) indicates the difference in brightness between the pixels \( i \) and \( j \) and \( Br(i) \) indicates the brightness of the pixel \( i \).

In the next step, this matrix must be normalized so that all its numbers are between zero and one, which will be done using Eq. 2.

\[
D_n(i, j) = \frac{D(i, j) - \min_D}{\max_D - \min_D}
\]  

Where \( D_n(i, j) \) is the line \( i \) and the column \( j \) is the normal matrix of the distance between the light and the \( \min_D \) and \( \max_D \) are the minimum and maximum distances of the brightness, respectively.

The next step in building a neighborhood matrix is to use a brightness distance matrix, so those pixels which are more similar in term of brightness have a stronger neighborhood, and parts that are more spaced in terms of the index have a weaker neighborhood. To achieve this matrix, the neighborhood matrix derivatives are calculated as follows.

\[
N(i, j) = 1 - D_n(i, j)
\]  

Where \( N(i, j) \) is the line of the \( i^{th} \) row and the \( j^{th} \) column is the neighborhood matrix. By constructing this matrix, the graph can be structured in such a way that there is an edge between the vertices that have a value between zero and one, in this way, there is an edge between the nodes that have a value between zero and one, and if this value is higher than a predefined threshold, there is an edge between these two nodes, and if it is less than this threshold, there is no edge.

\[
E(i, j) = \begin{cases} 1 & \text{if } N(i, j) \geq \text{tr} \\ 0 & \text{if } N(i, j) < \text{tr} \end{cases}
\]  

\( \text{tr} \) is the threshold.

**Graph coloring**

Since in this study, neighborhood neighbors do not necessarily mean their proximity physically, and based on their characteristics, the neighborhood is defined, so this type of neighborhood is somehow considered an irregular neighborhood. The following is a graphic coloring method based on this type of neighborhood.

1. Graph matrix structuring: To structure the graph matrix, an \( n \times n \) matrix will be constructed in which \( n \) is the number of vertices of the graph and all its nodes are zero except for the nodes in which the two nodes are adjacent to each other. Therefore, the graph matrix drivers will be calculated as follows

\[
GM(i, j) = \begin{cases} 1 & \text{if nodes } i \text{ and } j \text{ are adjacent} \\ 0 & \text{if nodes } i \text{ and } j \text{ are not adjacent} \end{cases}
\]

2. Sort the matrix structure: The next step is to arrange the graph matrix so that the line with the corresponding vertex with the most neighbor is at the top of the matrix and the line with the corresponding vertex with the least neighbor is at the bottom of the matrix

3. Primary structure of the color matrix: Creating a matrix with 1 row and \( n \) columns as the color matrix of the vertices, at this stage we refer to all vertices of the same color (color number 1)

4. Determining the flag of the nodes: Now for the nodes in the matrix arranged, we compare them with the previous nodes so that the second node in this matrix is compared with the first node, the third node is compared with the second and first nodes, and the fourth node is compared with the node. The third, second, and first are compared, and so on until we reach the last node, and we adopt a flag for each node. Now, if each node is compared to its previous node or nodes, if it is the same color and neighbor as at least one of its previous nodes, its flag will be one, otherwise it will be zero

5. Improving the color matrix: In this step, a number is added to the color matrix drive of each vertex whose flag is 1, and then we go to step 4. This operation is performed until The color matrix changes.

*Construting complementary matrix*

Since in the picture, the pixels that are on the same level in terms of brightness will be neighbors in the neighborhood matrix, and we want these pieces to have the same color, and on the other hand, in “Graph coloring” section, it was explained that neighborhood neighbors cannot be the same.
color. Therefore, a complementary graph must be created to determine the color for the image graph. A graph is a complement to a graph whose community creates a complete graph with the original graph. Therefore, the complementary graph, where the main graph has a ridge, lacks a ridge, and where it does not have a ridge, will include a ridge. Therefore, the complement graph is defined as follows.

\[
EC(i,j) = \begin{cases} 
1 & \text{if } E(i,j) = 0 \\
0 & \text{if } E(i,j) = 1 
\end{cases}
\]  

(6)

Where EC is a complementary matrix.

MATLAB 2015b was used on a PC with Intel® Core i5-7400 CPU at 3.00 GHz processor and 4 GB installed memory.

**Conclusion**

Since graph coloring is a time-consuming process, at the first step, we selected the location of tumor in image and cropped the region of tumor, as illustrated in Figure 4. This localization was done by ourselves base on prior knowledge about tumor location. According to the MRI images and specifications and based on images’ evaluation information, the tumor span was selected by the operator. In fact, the location selection depends on the operator’s knowledge and perception.

For proving and investigating the effect of image size on run time of graph coloring, a \( n \times n \) image was selected for graph coloring and run time of this algorithm was computed for varying number of pixels. For this aim, MATLAB 2015b was used on a PC with Intel® Core i5-7400 CPU at 3.00 GHz processor and 4 GB installed memory. As it is an obvious increment of image size, it causes an exponentially increment of run time, as illustrated in Figure 5.

At the second step, distances between pixels are calculated and a threshold must be considered for making graph. In this step, the value of threshold is considered as 0.4. Distances and threshold are shown in Figure 6.

Using these features and graph coloring approach, the segmented image is achieved, and for comparison between the segmented image and original labels of pixels, the correlation is used. Using this threshold, the correlation is 82% and results are illustrated in Figure 7.

For more investigation, threshold must be alternated, so this value alternated between 0.33% and 58% and correlation is evaluated and results are shown in Figure 6.

As shown in Figure 8, there is a mid-range threshold that can make high-quality segmentation and the best correlation is 83.63%.

**Discussion**

In this study, a new semi-automatic brain tumor segmentation based on a graph coloring approach has been introduced. This approach used each pixel as a node of a graph and using these nodes, distances between brightness used as
edges between nodes and at next step, the rigid graph was structured using this graph and a 40% threshold. The complementary of this graph was colored and segmented the image. Using correlation between segmented image and original segmented tissue performance of this approach was evaluated [Figure 7]. The result shows this approach as a cornerstone of graph coloring can be reliable. It would be called a cornerstone because in this study the brightness was just used as a simple feature of image, and on the other hand, T1 (Gd) MRI image was used. So it would be expected using combination of other types of MRI images and more complex feature of image, may could improve the results.

Moreover, one of the most important problems of unsupervised approaches for image segmentation is their accuracy. For evaluating the performance of introduced approach, its performance compared with two common supervised approaches contained artificial neural networks and neuro-fuzzy system and their results are shown in Table 1. Artificial neural network is a multilayer perceptron with one hidden layer and 5 neurons and neuro-fuzzy system is Sugeno type with 5 membership functions.

As it is shown in Table 1, the performance of introduced approach as an unsupervised approach is better than these two common supervised approaches.

The limitation of the graph coloring method is time-consuming. As it is shown in Figure 5, running time of this method is exponentially related to size of image, so for bigger region of tumor, it would be more time-consuming, so for overcoming this problem, it would be needed more preprocessing for extracting most important pixels or dividing the region into several parts. For feature studies, it would be suggested to use more reliable and complex features of image instead of brightness, such as continuous wavelet and combination of other types of MRI images.

Table 1: A comparison between the introduced approach and artificial neural networks and neuro-fuzzy system

| Performance | Introduced approach (%) | Train accuracy of neural network (%) | Test accuracy of neural network (%) | Train accuracy of neuro-fuzzy system (%) | Test accuracy of neuro-fuzzy system (%) |
|-------------|-------------------------|-------------------------------------|------------------------------------|-----------------------------------------|----------------------------------------|
| 83.63       | 82.84                   | 81.43                               | 81.08                              | 70.26                                   |

Figure 7: Comparison between algorithm label and original label

Figure 8: Relation between thresholds in correlation
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