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Abstract

Learning analytics and educational data mining have gained an increased interest as an important way of understanding the way humans learn. The paper introduces an adaptive language learning system designed to track and accelerate the development of academic vocabulary skills thereby generating dense longitudinal data of individual vocabulary growth trajectories. We report on an exploratory study based on the dense longitudinal data obtained from our system. The goal is the study was twofold: (1) to examine the pace and shape of vocabulary growth trajectories and (2) to understand the role various individual differences factors play in explaining variation in such growth trajectories.

1 Introduction

Considerable variability is observed in the rate at which individuals (both children and adults) learn language. From the literature on child development and adult second language development we know that some individuals start slow and speed up, others start fast and continue at a steady pace. This variability is particularly apparent in the area of vocabulary acquisition (see, e.g., Hart and Risley, 1995; Pellicer-Sánchez, 2018). Understanding the acquisition of vocabulary knowledge – i.e. the pace of vocabulary growth – is considered to be of key importance for a number of reasons: Vocabulary skills are shown to be strongly related to a variety of academic, vocational and social outcomes (e.g. Rohde and Thompson, 2007; Dollinger et al., 2008; Verhoeven et al., 2011).

These skills are a crucial component of language competence and language use (Nation, 1993; Milton, 2013) and their development is found to boost the acquisition of other language domains, such as grammar and phonology (e.g., Goodman and Bates, 2013). Vocabulary skills have been recognized as a strong predictor of reading comprehension ability in both first and second language development (e.g., Muter et al., 2004; Tannenbaum et al., 2006; Verhoogen and Van Leeuwe, 2008; Verhoeven et al., 2011; Cain and Oakhill, 2011).

With the emergence of technology-enhanced language learning systems and automatic analyses of educational data obtained by such systems, many efforts have been directed at facilitating the learning experience (e.g., Becker and Nguyen, 2017). These efforts emphasize the effectiveness of adaptive (personalized) language learning as opposed to traditional cohort-based learning (Ismail et al., 2016). The dense longitudinal data generated by such systems open up new avenues for exploring human learning based on learning analytics and educational data mining, an emerging multidisciplinary field closely linked to statistics and machine learning on the one side and the cognitive and language sciences on the other side (Vahdat et al., 2016). These data make it possible to perform learning behavior analytics at many different granularities and behavior categories.

In this paper we introduce an adaptive language learning system – AISLE (short for Adaptive Statistical Language Learning) – that was designed with the aim to track and accelerate the development of vocabulary skills and to generate dense, longitudinal data to understand the dynamics of growth of individual learning trajectories. The design of the system was motivated by recent developments in the language sciences in general, and in the area of language learning and processing in particular. These developments are driven, among other things, by the existence of large databases of
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language use (language corpora), the use of NLP techniques and statistical analyses and computational modeling of language data.

The paper is organized as follows. In a first step, we describe the architecture and design principles of the adaptive language learning system. In a second step, we present first results of a study on vocabulary growth based on the dense longitudinal data obtained by the system. The data come from a group of 46 second language (L2) learners of English who engaged with the AISLE system in a laboratory setting for several hours distributed across three sessions over a period of three weeks. Using a within-subject design embedded in an individual-differences (IDs) framework, the same group of participants was administered a battery of tasks assessing a range of experience-related, cognitive and affective IDs factors that may affect second language acquisition. The study is guided by the following two research questions: (1) What is the best longitudinal model that describes participants’ vocabulary growth and how much variation is there in growth rates? and (2) What is the role of a range of IDs factors in explaining variation in participants’ vocabulary acquisition?

2 Introducing AISLE: Design Principles and Architecture

The AISLE system is characterized by two design features: [1] ‘optimal language input’ (see subsection 2.1) and [2] ‘optimal repetition intervals’ (see Subsection 2.2). The graphical user interface (GUI) was designed to give users automatic feedback during the learning process (see Subsection 2.3). The interface also includes a number of questionnaires and tasks assessing diverse individual differences across experience-related, cognitive and affective domains.

2.1 Extraction and Representation of Vocabulary Items

Since the target population are university students, we were particularly interested in tracking and accelerating the development of academic vocabulary (AV). As it is the case with the general vocabulary skills, AV knowledge is recognized as an indispensable component of academic reading abilities (e.g., Biemiller, 1999; Nagy and Townsend, 2012), which is and has been directly linked to academic success, economic opportunity, and societal well-being (Ippolito et al., 2008; Jacobs, 2008). The key role of academic vocabulary in educational success is true for both native and non-native speakers of English (e.g., Schmitt et al. 2011). In response to this, a substantial amount of research has been devoted to the compilation of vocabulary lists (Gardner and Davies, 2013). A major advance has been in recognizing that language requires not only knowledge of a vast amount of statistically relevant academic vocabulary but also successful extraction of the statistics of academic multiword sequences (MWS), i.e. variably sized continuous or discontinuous frequently recurring strings of words. In fact, in recent models of language MWS (ngrams) are increasingly recognized as the fundamental building blocks that facilitate anticipatory processing and boost language acquisition (Arnon and Christiansen, 2017). Correspondingly, the term ‘vocabulary item’ is used here as a cover term for both single words and MWS (ngrams of different orders).

To arrive at ‘optimal language input’, we extracted ‘statistically relevant’ vocabulary items – words (unigrams) and n-grams for \( n \in \{2, 3, 4\} \) – from a Corpus of Contemporary American English\(^1\), approx. 560 million words of text equally divided among spoken, fiction, popular magazines, newspapers, and academic texts. This extraction involved several preprocessing steps that we performed using the spaCy\(^2\) framework for natural language processing. The whole preprocessing pipeline is written with PySpark\(^3\) and executed on a Hadoop\(^4\) cluster. The pipeline involved the following four consecutive steps:

1. **Lemmatization:** This step is only performed to extract unigrams. The outcome of this step is a sequence of lemmas for a given processed document.

2. **Sentence splitting:** The sentence splitting was performed to ensure that n-grams are not extracted across sentence boundaries, and also to increase the degree of parallelism of the following steps.

3. **N-Gram Extraction:** Next, we extracted n-grams for all for \( n \in \{2, 3, 4\} \) for each sentence. The result of this step is a collection

\(^1\)https://corpus.byu.edu/coca/
\(^2\)https://spacy.io/
\(^3\)https://spark.apache.org/
\(^4\)https://hadoop.apache.org/
of all n-grams along with the number of documents in which an item occurs and its frequency of occurrence in each document.

4. Metrics Calculation: The final step concerns the calculation of more sophisticated metrics, used in the identification of statistically relevant vocabulary items. By applying these metrics, only those words relevant for understanding texts - neither too general, nor to specific - are presented to learners.

As a metric for the distribution of a n-gram in the corpus we use dispersion as defined by Gardner and Davies (2013). Formalized, we used the following metrics for frequency $f$ and dispersion $d$ where $i_n$ defines an arbitrary item with n words (n-gram), $T_k$ defines a subcorpus with $k \in \{(a), (b), (c), (d)\}$, $N_n(T_k)$ defines the list of n-grams in subcorpus $T_k$ and $\#i_n(T_k)$ describes the count of the item $i_n$ in the subcorpus $T_k$. Further, $\sigma i_n(T_k)$ describes the number of documents of subcorpus $T_k$, $i_n$ appears in. The abbreviation gen stands for ‘general’ and ac for ‘academic’:

$$f_{gen}(i_n) := \sum_{k \in \{a, b, c, d\}} \frac{\#i_n(T_k)}{|N_n(T_k)|}$$  \hspace{1cm} (1)

$$d_{gen}(i_n) := \sum_{k \in \{a, b, c, d\}} \frac{\sigma i_n(T_k)}{|N_n(T_k)|}$$  \hspace{1cm} (2)

$$f_{ac}(i_n) := \frac{\#i_n(T_{(d)})}{|N_n(T_{(d)})|}$$  \hspace{1cm} (3)

$$d_{ac}(i_n) := \frac{\sigma i_n(T_{(d)})}{|N_n(T_{(d)})|}$$  \hspace{1cm} (4)

A vocabulary item is considered to be ‘statistically relevant’ if one of the conditions given in (5) and (6) holds, where $k_f$ and $k_d$ are variable thresholds for the frequency and dispersion ratio, respectively, between academic and general corpora that are determined experimentally, depending on value $n$:

$$\frac{f_{ac}(i_n)}{f_{gen}(i_n)} > k_f$$  \hspace{1cm} (5)

$$\frac{d_{ac}(i_n)}{d_{gen}(i_n)} > k_d$$  \hspace{1cm} (6)

Further, we calculate a rank that defines how academic a n-gram is as follows where the parameters $MIN_D$ (minimum academic dispersion) and $MIN_R$ (minimum ratio of academic and general dispersion) have to be evaluated experimentally for each item length:

$$rank = \begin{cases} 0 & \text{if } d_{ac} < MIN_D \\ \frac{f_{ac}}{f_{gen}} \cdot \frac{d_{ac}}{d_{general}} & \text{else} \end{cases}$$  \hspace{1cm} (7)

After this pipeline has been executed for all sub-collections (a)-(d) of the COCA corpus a combination step is performed that aggregates the results from the four collections and calculates the defined rank for each item.

The extracted items are represented in a Neo4j\(^5\) graph database. The access to the database was realized in a flask API. This enables the interconnection of each n-gram with all its constitutive lemmas, which is especially useful later on to ensure that the basic building blocks of an n-gram are known to a degree necessary to present it to the user during learning. The graph representation of data consists of three different types of nodes:

- **lemma**-nodes contain a lemma as well as related metrics like frequency and dispersion.
- **n-gram**-nodes contain a n-gram and related metrics like frequency and dispersion.
- **user**-nodes represent a user of the learning application together with some information about his current state of learning.

For relations, we define the following two types:

- **contains**: this directed relation connects n-gram nodes to the lemmas of the words it

---

\(^5\)https://neo4j.com/
Figure 2: Representation of words and grams in a graph database

consists of. Additionally the relations store the metrics relative item frequency and entropy.

- has_seen: this directed relation connects user nodes to the lemmas and n-grams they have already seen while using the learning application. As soon as this relation is established, it further contains information about the current learning progress for this item like learning score, how often it has been presented and how long answers did take.

Lemma and n-gram nodes and their metrics are initially loaded directly from the aggregated corpus list and then connected using contains-relations which indicate the position of a lemma in the respective n-gram. Following the equations given in (5) and (6), we only imported academically relevant items into the graph database. The user nodes are populated from the running learning system application and a new node is generated for every user upon registration.

2.2 Learning algorithm

To ensure ‘optimal repetition intervals’ we developed and implemented an adaptive learning algorithm. The general structure of the learning algorithm is visualized in Figure 3. The algorithm selects a set of items from the graph database, which fall into four different categories: (1) items never seen before, (2) items recently answered incorrectly, (3) items close to be learned and (4) items already learned. The algorithm presents all items to the user one after the other and waits for the user’s response. The current knowledge status of a vocabulary item is represented by ‘normalized learning score’ that takes the user’s prior history of a given item into account. Values between 0 and 0.8 indicate that a given item is not yet part of the user’s vocabulary repertoire. Once the learner has reached a normalized learning score for a given item that is greater than 0.8 the item is considered to be learned. The scoring of an individual user response to an item depends on whether or not the item has already been presented to the user. If the item is presented for the first time and the answer is correct, a has-seen-relation with the value 0.8 is created in the graph database between the user and the item and the item is treated as already known. If the answer is incorrect, the evaluation of the answer depends on the severity of the error, so that a spelling error is punished less than a completely wrong word. To this end, the user’s response – a character string – is compared with the target word(s) based on the Levenshtein distance between the two strings. The evaluation takes the length of the target item into account (1 - Edit distance/Word length (in characters)) and ranges between between 0 (maximally incorrect) and 1 (maximally correct)).

The primary metric of participants’ performance is their cumulative number of items learned during the time of engagement with the system. An vocabulary item was taken to be learned if (i) it is was not marked as ‘previously known’ and (ii) its ‘normalized learning score’ – the sum of all scores received for an item normalized by the number of presentations – has reached the threshold value of 0.8. Based on the user’s prior performance, the algorithm decides on the next set of items based on their statistical relevance and the learner’s current knowledge state of the vocabulary items.

2.3 User Interface

Users interact with the system via a web interface based on the vue.js-framework⁶. The web interface provides two major functionalities: user interaction and user tracking. After login, the user has access to the vocabulary learning module as well as to a number of tasks and measures geared to assess a range of learner background and IDs factors. During vocabulary learning, the user performs a cloze test (aka fill-the-gap task) where a sentence is presented in which the target item is

⁶https://vuejs.org/
Figure 3: Learning Algorithm

missing and the task is to fill in the gap. The corresponding definition of the target item is presented below the sentence (see Figure 4 (top)). In case the user has entered the target word, the vocabulary item is colored green and displayed for two seconds. In case of a mismatch between the target and the user’s input string, the correct string is presented with mismatching characters being highlighted in red font color (see Figure 4 (bottom)). After presentation of the correct answer, the user is prompted to re-enter it and the next item is presented. The interface stores and visualizes multiple relevant performance indicators that are available to the user at any point in time during interaction with the system. These indicators include the number of learned words so far and the longest streaks of consecutive correct inputs in the current session and during the total interaction period with the system (see Figure 5). A number of additional metrics are collected that, while not shown to the user, are useful for subsequent data analyses. These metrics include the number of responses per minute, the average number of repetitions per item, the number of items presented that were already known, the average number of pre-

sentations of an items until the item was learned, mean time until item learned in minutes, and the mean number of words per hour (see Table 1).

2.4 Integrated individual differences tasks and measures

The interface features a range of questionnaires and tasks assessing diverse individual differences (IDs) factors across experience-related, cognitive and affective domains. Upon successful registration, learners can currently complete a total of eight questionnaires and tasks. The group of currently integrated measures includes a two standardized tests designed to assess receptive vocabulary, the ‘Lexical Test for Advanced Learners of English’ (LexTALE, Lemhöfer and Broersma, 2012) and the ‘Vocabulary Levels Test’ (VLT, Schmitt et al., 2001) as well as a proxy measure of print exposure, the ‘Author Recognition Test’ (ART, West et al., 1993), and the ‘Need for Cognition’ test (NFC, Cacioppo et al., 1984), a personality-based measure indicating the degree to which an individual prefers cognitively engaging activities (see Subsection 3.2. for further details). The battery further contains implementations of two language and social background questionnaires – the LEAP-Q questionnaire (Marian et al., 2007) and the LSBQ-questionnaire (Anderson et al., 2018), as well as the Big Five Inventory (BFI, John et al., 2008) designed to assess five personality dimensions (Extraversion, Neuroticism, Conscientiousness, Openness to Experience, and Agreeableness). The web-based integration of tasks gauging additional cognitive abilities is still under development. At present, such tasks can be integrated using separate applications (see Section 3 for details on how these tasks are currently integrated into the system).
Figure 4: Item presentation – Users interact with the AISLE system via a fill-the-gap task. Sentences containing an empty slot to be filled with a target word are presented along with a definition of the target word (top). In case of a mismatch between the target and the user’s input string, the correct string is presented with mismatching characters being highlighted in red font color (bottom).

Figure 5: Performance feedback provided to the user – The interface stores and visualizes multiple relevant performance indicators that are available to the user at any point during interaction with the system. These indicators include the number of learned words so far and the longest streaks of consecutive correct inputs in the current session and during the total interaction period with the system.
3 Modeling Growth Trajectories

In this section, we report on first results of a study on vocabulary growth based on the dense longitudinal data obtained by the AISLE system. As outlined in the Introduction (Section 1), the study addressed the following two research questions: (1) What is the best longitudinal model that describes participants’ vocabulary growth and how much variation is there in growth rates? and (2) What is the role of a range of IDs factors in explaining variation in participants’ vocabulary acquisition? We focus here on the acquisition of individual words (1-grams). The number of cumulative word types learned within a four-hour engagement with the AISLE system served as the measure of vocabulary growth. Variability in this performance metric was related to a total of 17 individual difference measures: four experience-based measures, five personality indicators and eight cognitive measures (see Subsection 3.2 for details; an overview of these measures is provided in Table 2).

3.1 Participants

The data come from forty-six second language (L2) learners of English (25 female and 21 male, M = 22.98 years, SD = 3.32). All participants were university students from the RWTH Aachen University studying towards a BA or MA degree.

3.2 Materials

L2-Experience measures: Participants were administered two receptive vocabulary tasks: the ‘Lexical Test for Advanced Learners of English’ (LexTALe, Lemhöfer and Broersma, 2012) and the ‘Vocabulary Levels Test’ (VLT, Schmitt et al., 2001). The LexTALe is a short yes/no vocabulary test implemented as a lexical decision task. In it participants are presented a series of letter strings, some of which are existing English words and some of which are not, and are asked to indicate for each item whether it is an existing English word or not. The test consists of 60 items (40 words, 20 nonwords). Performance on the test is assessed as the percentage of correct responses adjusted for the unequal proportion of words and nonwords (averaged % correct).

The VLT assesses vocabulary knowledge at four frequency levels of English word families targeting the top 2000, 3000, 5000, and 10000 most frequent words in a language plus words from the domain of academic language (based on items from the Academic Word List; Coxhead, 2000). Each level consists of 30 items in a multiple matching format in which single words in the left-hand column need to be matched with a meaning presented in the right-hand column. Performance on the VLT is measured as the number of correct matches.

In addition, participants completed the ‘Author Recognition Test’ (ART, West et al., 1993) and the ‘Need for Cognition’ test (NFC, Cacioppo et al., 1984). The ART is a proxy measure of print exposure in which test takers are presented with a series of 81 names and foils and are asked to indicate which ones they recognize as authors. Performance on the task is assessed in terms of the number of correctly identified authors minus the number of foils selected.

The NFC is a personality-based measure indicating the degree to which an individual prefers cognitively engaging activities. Test takers indicate their agreement (based on a 5-point Likert scale) with 18 statements such as ‘I really enjoy a task that involves coming up with new solutions to problems’ (positive polarity item) or ‘Thinking is not my idea of fun’ (negative polarity item). Scores on the NFC are determined by averaging the responses to all items (with negative polarity items being reverse scored).

Personality-related measures: Participants were also asked to fill in the Big Five Inventory (BFI, John et al., 2008), a 44-item personality-related questionnaire that measures an individual on the Big Five personality dimensions (Extraversion, Neuroticism, Conscientiousness, Openness to Experience, and Agreeableness). Scores on each dimension are assessed in terms of person-centered z-scores adjusted for differences in acquiescent response styles (‘yea-saying’ vs. ‘nay-saying’).

Cognitive measures: We administered a total of eight cognitive IDs measures as indicators three aspects of cognition: (1) four indicators of statistical learning ability (the probabilistic Serial Reaction Time (pSRT) task from Kaufman et al. (2010), along with the Visual-Nonverbal-Adjacent (VNA), Auditory-Verbal-Adjacent (AVA), and the Auditory-Verbal-Nonadjacent (AVN) Artificial Grammar Learning tasks described in Siegelman and Frost (2015)), (2) one indicator of verbal working memory (a modified version of the Reading Span (RSPAN) task as described in Farmer
et al. (2017)), and (3) three indicators of cognitive control (the variants of the Simon task and the Eriksen-Flanker task used in Wilhelm et al. (2013) as well as the Stroop Color-Word task described in Linnman et al. (2006)). Performance on all measures was scored following standard procedures. A brief description of each measure is provided in Table 2. For further details on these tasks the reader is referred to the cited literature.

### 3.3 Procedure

The participants engaged with the adaptive language learning system in a laboratory setting for a total of approximately four hours distributed across three sessions within a period of three weeks. Once they had successfully registered participants completed the experience- and personality-related questionnaires and tasks. The cognitive tasks were interspersed with the vocabulary learning sessions. These tasks were administered in a laboratory setting using PsychoPy\(^7\), an open-source application for the creation of experiments in behavioral science (Peirce et al., 2019). The results obtained from these tasks were automatically exported into the graph database.

### 3.4 Results

Before turning to the modeling results, we first briefly present an overview of the descriptive statistics of the engagement- and performance-metrics tracked by the AISLE system (Table 1). As shown in Table 1, there was considerable variation in the way users interacted with the system as well as in their learning outcomes. For example, the observed range of the number of items learned was 8 to 84 items, with a mean of 19.18 items learned and a standard deviation of 17.90 items. Normalized by the net amount of time that users engaged with the system these differences corresponded to an observed range in mean learning rates of 0.89 to 23.03 words learned per hour, with a mean of 5.16 words per hour and a standard deviation of 4.36 words per hour. The descriptive statistics of all cognitive, personality-related and L2 experience-related individual difference measures investigated in this study is presented in Table 2.

In finding the best model for vocabulary growth, we began with an empirical plot of participants’ cumulative number of words learned (Figure 6: left panel). As is evident from this plot, participants varied considerably in their rates of vocabulary growth. Growth curve analysis (Mirman, 2017) was used to analyze the word learning trajectories up to the 678\(^{th}\) interaction, which was reached by 75% of the participants (i.e. 25% of the participants responded to fewer than 678 items). To obtain the best fitting within-person model for these data, i.e. the ‘unconditional growth model (GCM)’, we fitted linear, quadratic, and cubic growth models to the data using orthogonal polynomials of ‘number of interactions’ as our ‘Time’ variables. All models were fitted using the BOBYQA algorithm for optimization as implemented in the package lme4 (version 1.1-21, Bates et al., 2014) for the R language and environment for statistical computing and graphics (R Core Team, 2018). Model comparisons using Akaike’s Information Criterion (AIC) revealed that the cubic unconditional growth model best represented the empirical data. The plot of the cubic model also best mirrored the plot of the empirical data (see Figure 6: center panel). On average, the cubic model indicates that users have an estimated cumulative vocabulary of approximately 15 word types, with an average increase of about 2 words types per 100 presented items. The rightmost plot in Figure 6 shows the predicted vocabulary growth at the 10\(^{th}\), 25\(^{th}\), 50\(^{th}\), 75\(^{th}\), and 90\(^{th}\) percentiles.

Next we explored the relationship between vocabulary growth and each of our 17 L2 experience-related, personality-related and cognitive individual differences measures. All ID variables were dichotomized based on median splits (high vs. low). The best fitting (minimal adequate) model was identified using a forward model selection procedure based on likelihood ratio tests, i.e. we started with the cubic unconditional growth model and evaluated the added value of each ID predictor. We subsequently included the most significant predictor, re-estimated the model and repeated the procedure until no significant term was left to include. In all models we used the maximal random effects structure justified by our design, which included by-subject random intercepts and slopes on all time terms. The results of the models are summarized in Table 3. Preliminary analyses (data not shown) indicated that – when considered on their own – 9 out of the 17 ID variables were significant predictors of growth trajectories (L2 experience-related: ART (sig. quadratic

\(^7\)https://www.psychopy.org/
Table 1: Descriptive statistics of the AISLE metrics

|                          | mean    | sd      | obs. range |
|--------------------------|---------|---------|------------|
| Total number of responses| 828.67  | 391.34  | 271 – 1980 |
| Number of responses per minute | 3.84    | 1.92    | 1.69 – 10.64 |
| Average number of repetitions per item | 4.67    | 1.97    | 2.24 – 10.54 |
| Number of items already known | 58.84   | 38.99   | 17 – 172   |
| Number of new items presented | 160.80  | 26.30   | 111 – 216  |
| Number of items learned | 19.18   | 17.90   | 4 – 84     |
| Average number of presentations until word learned | 2.36    | 0.99    | 1.00 – 5.52 |
| Mean time until items learned (in min) | 23.00   | 6.94    | 10.63 – 49.38 |
| Number of items learned per hour | 5.16    | 4.36    | 0.89 – 23.03 |

Figure 6: Plots of empirical growth trajectories (left), predicted growth trajectories from cubic model (center), and average predicted vocabulary growth at the 10th, 25th, 50th, 75th, and 90th percentiles.

and cubic change), LexTALE (sig. quadratic change), NFC (sig. linear, quadratic and cubic change); VLT (sig. quadratic change); Cognitive: Ericisen-Flanker (sig. linear, quadratic and cubic change); Personality-related: Openness (sig. linear, quadratic and cubic change), Extraversion (sig. quadratic and cubic change), Agreeableness (sig. quadratic and cubic change), Neuroticism (sig. linear, quadratic and cubic change). No effects were found for the conscientiousness personality trait and the cognitive predictors AVA, AVN, VNA, pSRT, RSPAN, Simon, and Stroop. The NFC score was the strongest single predictor of linear, quadratic and cubic growth (all $p < .01$, see Table 3), indicating that participants with higher NFC scores exhibited significantly faster rates of increase, relative to participants with lower NFC scores. The best fitting (minimal adequate) model contained the participants scores on the Need for Cognition (NFC) scale as well as scores on the Openness to Experience personality trait. This model indicated that learning rates were significantly associated with the openness personality trait even after controlling for the effects of L2 experience, such that individuals with high openness scores showed faster learning rates. These effects are visualized in Figure 7, which shows that the trajectories of vocabulary growth began to separate early (around 200 presented items) based on whether or not the participant has a high or low NFC score. The effect of openness became apparent after 400 presentations, where individuals with lower scores level-off while the cumulative vocabulary of individuals with higher scores kept increasing.

4 Discussion and Future Work

It is widely recognized that vocabulary skills play a critical role in people’s lives and future prospects as they are shown to be strongly related to individuals’ overall educational success and academic achievement (Hart and Risley, 1995; Townsend et al., 2012). As a consequence, research on vocabulary growth has emphasized the importance of understanding not only the causes of individual differences in vocabulary growth rates but also the consequences of acquiring vocabulary at different rates (Rowe et al., 2012; Duff et al., 2015). Much of the cognitive developmental research in the area of vocabulary growth has utilized cross-
Table 2: Descriptive statistics for all cognitive, personality-related and L2 experience-related individual difference measures investigated in this study.

| Task                        | Dependent measure                                                                 | Mean (SD)         | Obs. range          |
|-----------------------------|-----------------------------------------------------------------------------------|-------------------|---------------------|
| **Statistical Learning**    |                                                                                   |                   |                     |
| pSRT                        | Mean reaction time (RT) difference between improbable and probable trials (in sec) $(\Delta RT_{\text{improbable}} - \Delta RT_{\text{probable}})$ | 0.04 (0.03)       | -0.02 – 0.1         |
| VNA                         | Percent correct (out of 32 2-alternative forced choice trails)                     | 49.03 (10.01)     | 31.25 – 71.88       |
| AVA                         | Percent correct (out of 36 2-alternative forced choice trails)                    | 51.36 (12.77)     | 16.67 – 86.11       |
| AVN                         | Percent correct (out of 36 2-alternative forced choice trails)                    | 52.04 (11.94)     | 33.33 – 80.56       |
| **Verbal Working Memory**   |                                                                                   |                   |                     |
| RSPAN                       | Percentage of responses (out of 60) that were accurate*                           | 68.16 (20.13)     | 11.11 – 96.67       |
| **Cognitive Control**       |                                                                                   |                   |                     |
| Ericsen-Flanker             | Mean reaction time (RT) difference between congruent and incongruent items $(\Delta RT_{\text{incongruent}} - \Delta RT_{\text{congruent}})$ | 0.07 (0.1)        | -0.14 – 0.42        |
| Simon                       | $\Delta RT_{\text{incongruent}} - \Delta RT_{\text{congruent}}$                | 0.07 (0.06)       | -0.08 – 0.21        |
| Stroop                      | $\Delta RT_{\text{incongruent}} - \Delta RT_{\text{congruent}}$                | 0.18 (0.21)       | -0.19 – 1.13        |
| **Personality Traits**      |                                                                                   |                   |                     |
| Openness                    | For all 5 indicators: person-centered z-scores adjusted for differences            | 0.00 (0.68)       | -1.53 – 1.05        |
| Conscientiousness           |                                                                                   | 0.35 (0.45)       | -0.65 – 1.28        |
| Extraversion                | in acquiescent response styles                                                    | -0.36 (0.59)      | -1.28 – 1.20        |
| Agreeableness               | (‘yea-saying’ vs. ‘nay-saying’)                                                   | 0.07 (0.56)       | -1.34 – 1.18        |
| Neuroticism                 |                                                                                   | 0.28 (0.68)       | -0.85 – 3.67        |
| **L2 Experience**           |                                                                                   |                   |                     |
| LexTALEEnglish              | Average % correct                                                                  | 73.75 (10.16)     | 53.75 – 93.75       |
| VLT                         | Num. correct (out of 150 items)                                                   | 121.25 (20.28)    | 21.00 – 142.00      |
| ART                         | Num. correctly identified authors minus foils marked (out of 81)                  | 11.22 (6.59)      | 0.00 – 26.00        |
| NFC                         | Avg. of responses to all items (out of 18) with negative polarity items reverse scored | 3.60 (0.57)       | 2.06 – 4.72        |

*NOTE: Responses on the RSPAN task were coded as accurate if participants recalled the final word and judged the sentence in which it had occurred correctly.*
Table 3: Results of growth curve analysis - Estimates of fixed effects and Goodness of Fit for the unconditional cubic growth model (left) and models including the L2 experience predictor Need for Cognition (NFC; middle) and Openness to Experience personality trait (right). The variable ‘Time’ refers to the number of interactions with the AISLE system.

| Dependent variable: Number of words learned | Unconditional GCM | added NFC (L2 exp.) | added Openness (Pers.) (best-fitting model) |
|--------------------------------------------|-------------------|---------------------|-------------------------------------------|
| Constant                                   | 12.065*** (1.272) | 17.657*** (2.073)   | 19.443*** (2.359)                         |
| Linear change                              | 68.295*** (14.492)| 193.456*** (34.185) | 216.504*** (37.897)                       |
| Quadratic change                           | 6.356 (5.780)     | 81.212*** (12.188)  | 91.081*** (11.791)                        |
| Cubic change                               | 9.733* (5.119)    | 34.998*** (6.115)   | 38.739*** (6.912)                         |
| NFC                                        |                   | −5.501* (2.997)     | −3.815 (3.012)                            |
| NFC x Time                                 |                   | −99.283** (46.577)  | −59.411 (50.181)                          |
| NFC x Time^2                               |                   | −62.305*** (13.738) | −38.427*** (18.165)                       |
| NFC x Time^3                               |                   | −27.749*** (8.498)  | −20.236** (9.203)                         |
| Openness                                   |                   | −5.267* (2.941)     | −85.196* (47.702)                         |
| Openness x Time                            |                   | −41.335*** (15.750) | −13.417 (8.794)                           |
| Openness x Time^2                          |                   |                    |                                           |
| Openness x Time^3                          |                   |                    |                                           |
| Log Likelihood                             | −97,698.190       | −97,692.140        | −97,688.800                               |

Note: *p<0.1; **p<0.05; ***p<0.01

sectional methodologies to capture snapshots of children’s competence at different stages. While cross-sectional studies are useful to describe vocabulary growth in the general population over time, only longitudinal studies can shed light on the pace and pattern of vocabulary development, i.e. estimate rates of growth. It is, thus, unfortunate that the bulk of discussions within the field of (both child and second) language acquisition favors a cross-sectional view of vocabulary development and, as a consequence, discussions about longitudinal research are scarce.

In the present paper we introduced an adaptive language learning system (AISLE) designed to track and accelerate academic vocabulary growth in university students. The extraction pipeline relied on NLP techniques to arrive at statistically relevant items (‘optimal language input’). The learning algorithm was designed to adapt in real-time during learning sessions to match the student’s progress and memory patterns (‘optimal repetition intervals’).

In a second step, we showcased how the dense, longitudinal data generated by the system can be utilized to understand the dynamics of individual vocabulary growth trajectories. To this end, we presented first results of a study on a group who engaged with the AISLE system in a laboratory setting for several hours across three sessions over a period of three weeks. The goal of the study was twofold. First, we aimed to make use of our dense longitudinal data to examine the pace and shape of vocabulary growth trajectories. Second, we aimed to understand the role that experience-related, cognitive and affective factors play in explaining variation in students’ vocabulary acquisition. We began by fitting the best longitudinal model to our dense observational data of vocabulary growth. We found that the empirical data were best represented by a cubic growth curve model. This result is consistent with the results reported in previous studies on children’s vocabulary growth (e.g. Ganger and Brent, 2004; Rowe et al., 2012), suggesting that the vocabulary growth trajectories exhibit similar shapes across different learning contexts. The cubic model indicates that, on average, users increased their vocabulary size by approximately two words per 100 presented vocabulary items and increased their vocabulary by about 15 words in the course of a three-hour period of engagement with the system. There was, however, substantial variation in vocabulary growth with in-
individuals above the 90th percentile reaching an estimated vocabulary growth of about 50 words after 600 presented vocabulary items, whereas individuals below the the 10th percentile acquired about 5 words overall. Considerable between-subject variation was also observed for all other engagement and performance indicators collected by the system (see Table 1). To achieve our second goal, we next incorporated a total of 17 experience-related, cognitive and affective factors measured into this growth model to examine whether and to what extent they affected the velocity (linear change) and acceleration (quadratic change) of learners’ vocabulary growth. We found that - when considered on their own - 9 out of 17 IDs factors (four experience-related, four affective, and one cognitive factor) were significantly associated with vocabulary development. The best-fitting (minimal adequate) model assessing the joint effects of the IDs factors indicated (1) that participants with higher scores on the NFC experience proxy measure exhibited significantly faster rates of increase, relative to participants with lower NFC scores, and (2) that individuals with higher scores on the openness personality scale show faster learning rates – relative to those with lower scores on that scale. These results contribute to and expand the existing literature on the role of individual differences in second language acquisition (Dörnyei and Skehan, 2008; Ellis, 2004; Dewaele, 2009).

In conclusion, advancing our understanding of the dynamics of vocabulary growth is of central importance. There is a growing awareness in the cognitive sciences that an adequate theoretical model of language acquisition should be first and foremost constrained by empirical demonstrations of IDs as well as predict and account for the complex interrelationships between variation in the quantity and quality of language input, cognitive and affective factors in language development and attainment (for a recent review, see Kidd et al., 2017). The data obtained from an adaptive language learning system such as AISLE have the potential to transform our current understanding of vocabulary growth and to provide a new window into the mechanisms and principles underlying language development in general.
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