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Abstract

Fast and precise propagation of satellite orbits is required for mission design, orbit determination and payload data analysis. We present a method to improve the computational performance of numerical propagators and simultaneously maintain the accuracy level required by any particular application. This is achieved by determining the positional accuracy needed and the corresponding acceptable error in acceleration on the basis of the mission requirements, removing those perturbation forces whose effect is negligible compared to the accuracy requirement, implementing an efficient and precise algorithm for the harmonic synthesis of the geopotential gradient (i.e., the gravitational acceleration) and adjusting the tolerance of the numerical propagator to achieve the prescribed accuracy level with minimum cost. In particular, to achieve the optimum balance between accuracy and computational performance, the number of geopotential spherical harmonics to retain is adjusted during the integration on the basis of the accuracy requirement. The contribution of high-order harmonics decays rapidly with altitude, so the minimum expansion degree meeting the target accuracy decreases with height. The optimum degree for each altitude is determined by making the truncation error of the harmonic synthesis equal to the admissible acceleration error. This paper presents a detailed description of the technique and test cases highlighting its accuracy and efficiency.

Keywords: Orbit propagation; Accuracy; Efficiency; Perturbations; Harmonic synthesis.

1 Introduction

Accurate predictions of satellite trajectories are required for mission analysis, trajectory design, targeting, guidance and navigation. The accelerated growth of the space industry, with missions of increased complexity, calls for better performance in such tasks as orbit propagation and determination. Furthermore, there is a critical need to predict the trajectories of space debris at the most populated altitudes [1]. The development of advanced tools to tackle effectively and accurately these problems is an inescapable requirement to maintain the current rate of progress.

There are three categories of orbit propagation methods: numerical, analytical, and semi-analytical [2, 3, 4]. Numerical methods, also termed special perturbations, compute and approximate solutions of the general equations of motion [see, e.g., 5, 6, 7, 8]. They are accurate and applicable to very complex scenarios, but computationally demanding. Analytical methods, also known as general perturbations,
replace the original equations with an analytical approximation that captures the essential features of the
problem. Fundamental analytical theories are due to [9, 10, 11, 12]. The approximate equations enable
analytical integration, with substantial improvements in computational cost. The drawback is reduced
accuracy. In a middle ground, semi-analytical methods blend numerical and analytical approaches by
treating separately the short- and long-period components of the perturbations. The mean element rates
are numerically propagated, whereas the short-period terms are modelled analytically by Fourier series.
Among the most prominent semi-analytical theories we recall those due to [13, 14, 15].

The phenomenal increase in computer power over the last decades favored the investigation in the area
of special perturbations, reducing the popularity of analytical theories, with the notable exception of
SGP4 [16] which is widely used for tracking satellites and space debris in geocentric orbit. However,
analytical techniques provide deeper insight into physical mechanisms at play. They are also essential
tools for mission planning. More recently, the requirements introduced by the space law have resulted
in applications with relaxed accuracy requirements (e.g., the long-term propagation of end-of-life
disposal strategies) suitable for analytical and semi-analytical propagators. This is the context in which
STELA (Semi-analytic Tool for End of Life Analysis) [17] and HEOSAT (Highly Elliptical Orbit
SATellite propagator) [18] have been developed.

References [19, 20] review different types of Runge-Kutta integrators used for orbit propagation.
Discussions on symplectic integration methods applied to celestial mechanics and astrodynamics can be
found in [21, 22, 23, 24]. Formulations tailored for specific problems include the DROMO regularized
propagator [25] and its developments [26, 27, 28]. [29] describes a fast numerical integration technique
using a low-fidelity force model for tracking purposes.

The focus of the present contribution is simultaneously on the accuracy and the efficiency of orbital
propagation. As discussed in [30], the numerical integration error is an important part of the overall
uncertainty, and a tradeoff between computation time and accuracy must be established. In the same
context, [31] investigated the sensitivity of the orbital dynamics with respect to geopotential truncation
in a study devoted to the design of frozen orbits. Reference [32] analyzes the impact of geopotential
expansion degree in the accuracy of orbit propagation for the LAGEOS (Laser Geodynamics Satellite)
spacecraft. It also explores the effect of different choices of EGM (Earth Gravitational Model). We
present a technique for the accurate and efficient propagation of geocentric orbits using Cowell’s method
[33]. The accuracy demanded by any particular application – derived from the mission requirements –
is preserved by including in the equations of motion only the perturbing accelerations that produce
deviations larger than the target accuracy. Also, the settings of the numerical integrator must be adjusted
to keep discretization errors below the acceptable threshold while minimizing computational cost. We
devote special care to the treatment of the acceleration caused by the geopotential, its expansion in spherical harmonics [34] and the accuracy of the Stokes coefficients of the EGM. The minimum expansion degree required to compute the gravitational acceleration is determined based on the desired accuracy level. The degree is adjusted dynamically as the calculation progresses, taking into account the instantaneous altitude of the satellite. The relation between the truncation error and the expansion degree is established beforehand, sampling the gravitational field at different latitudes, longitudes and heights. From this dataset, the required expansion degree for each altitude is determined as a function of the truncation error. Also, a statistical analysis of the gravitational field gives the maximum accuracy achievable at each height (i.e., the intrinsic uncertainty of the model when all the harmonics of the field are included). This information is valuable, as it determines whether or not a particular model of the gravity field (e.g., EGM96 [35], EGM2008 [36]) is satisfactory for a specific application.

This paper describes in detail a methodology originally developed to investigate station-keeping requirements of Tundra-type constellations [37]. We provide a comprehensive explanation of the steps required to adjust the physical model and numerical integrator in order to guarantee the accuracy of the solution, which are applicable to any type of orbit. We also compare the computational performance of the technique against the standard approach, which uses a fixed expansion degree for the gravitational field synthesis. This paper is an improved and extended version of a summary description presented at the International Astronautical Congress [38].

Section 2 of the paper describes the theoretical models and numerical algorithms used to facilitate reproduction of our results. Section 3 illustrates the analysis of the geopotential model uncertainties. Section 4 presents the method to determine, based on the accuracy requirements, the threshold acceleration level below which perturbations can be neglected. The practical application of the methodology is illustrated with a Molniya orbit [39] (where the large eccentricity highlights clearly the advantages of the dynamic expansion). Section 5 contains the numerical results. It gives guidelines for the correct setup of the integrator and presents the solution for the example orbit, focusing on the accuracy and computational performance. We include a comparison with simpler approaches as well as high-precision reference solutions to demonstrate the performance and accuracy of our technique. Finally, we draw the main conclusions in Section 6.

2 Material and methods

Our orbit propagation suite integrates the equations of motion in Cartesian coordinates with adaptive embedded Runge-Kutta (RK) schemes. For the calculations presented in this paper, we selected a scheme of orders 7 and 8 due to Fehlberg [40]. We used linear extrapolation, retaining the 8th order solution.
The satellite state vector \( \mathbf{s}_{\text{sat}} \) is formulated in the J2000 (noon January 1\(^{st}\) 2000 Terrestrial Time) Mean Equator and Ascending Node reference frame. To a very high accuracy (23 milliarcseconds [41]) the orientation of this system coincides with the International Celestial Reference Frame, so it will be designated ICRF henceforth. The governing Ordinary Differential Equation (ODE) is

\[
\frac{d}{dt} \begin{bmatrix} \mathbf{x}_{\text{sat}} \\ \mathbf{v}_{\text{sat}} \\ \mathbf{a}_{\text{sat}} \end{bmatrix} = \begin{bmatrix} \mathbf{x}_{\text{sat}} \\ \mathbf{v}_{\text{sat}} \\ \mathbf{a}_{\text{sat}} \end{bmatrix},
\]  

(1)

Where \( \mathbf{s}_{\text{sat}} \) is the satellite state vector, containing the spacecraft position \( \mathbf{x}_{\text{sat}} \) and velocity \( \mathbf{v}_{\text{sat}} \). The satellite acceleration \( \mathbf{a}_{\text{sat}} \) can be split into a main component due to Earth’s gravitational field \( \mathbf{g} \) and perturbative accelerations \( \mathbf{a}_{\text{pert}} \):

\[
\mathbf{a}_{\text{sat}} = \mathbf{g} + \mathbf{a}_{\text{pert}}.
\]  

(2)

The perturbations we shall consider in the analysis are: third-body gravitational perturbations of the Moon, Sun and Jupiter \( \mathbf{a}_{\text{TB}} \), solar radiation pressure \( \mathbf{a}_{\text{rad}} \), Earth albedo radiation pressure \( \mathbf{a}_{\text{albe}} \), solid Earth tides \( \mathbf{a}_{\text{ET}} \), ocean tides \( \mathbf{a}_{\text{OT}} \) and low-order relativistic correction \( \mathbf{a}_{\text{rel}} \):

\[
\mathbf{a}_{\text{pert}} = \mathbf{a}_{\text{TB}} + \mathbf{a}_{\text{rad}} + \mathbf{a}_{\text{albe}} + \mathbf{a}_{\text{ET}} + \mathbf{a}_{\text{OT}} + \mathbf{a}_{\text{rel}}.
\]  

(3)

We have not included aerodynamic drag in (3) because it is not relevant for the type of orbit we shall discuss. Nevertheless, its magnitude will be assessed in section 4.3 to confirm that it can be safely neglected. On the other hand, for Low Earth Orbit (LEO) applications atmospheric drag is extremely important and must be included in the analysis.

For the sake of clarity, and to limit the length of the paper, we have restricted the range of perturbations considered. However, the methodology we present is general and remains applicable to cases where additional forces play an important role. The procedure does not depend on the physical source of perturbations.

### 2.1 Third-body perturbations

The gravitational perturbations due to third bodies are given by their respective tidal forces. These are the sum of the gravitational pull on the satellite and the inertial force due to the acceleration of the origin of the reference frame (Earth’s barycenter):
\[
\mathbf{a}_{TB} = Gm_{TB} \left( \frac{\mathbf{x}_{TB} - \mathbf{x}_{sat}}{\|\mathbf{x}_{TB} - \mathbf{x}_{sat}\|^3} - \frac{\mathbf{x}_{TB}}{\|\mathbf{x}_{TB}\|^3} \right) \quad \text{where} \quad TB = \text{Sun, Moon, Jupiter, ... } . \tag{4}
\]

In Eq. (4), \( \mathbf{x}_{TB} \) and \( \mathbf{x}_{sat} \) denote the geocentric position vectors of the perturbing body and the satellite, respectively, while \( m_{TB} \) is the mass of the third body and \( G \) is the universal gravitational constant. For this work, the Sun, Moon and Jupiter have been included in the calculation. When the third body is very far from Earth – especially problematic for Jupiter, where \( \|\mathbf{x}_{Jupiter}\| \gg \|\mathbf{x}_{sat}\| \) – expression (4) becomes ill-conditioned because it is the difference of two very similar vectors. This increases the relative error of the result compared with the uncertainty of each of the terms involved. This problem can be mitigated by reworking the formula of tidal acceleration as shown in [42]. The more robust expression – using the Sun as example – is:

\[
\mathbf{a}_{Sun} = -\frac{Gm_{Sun}}{\|\mathbf{x}_{Sun}\|^3 (q + 1)^{3/2}} \left( \mathbf{x}_{sat} + f \mathbf{x}_{Sun} \right) , \tag{5}
\]

where

\[
q = \frac{\|\mathbf{x}_{sat}\|^2 - 2 \mathbf{x}_{sat} \cdot \mathbf{x}_{Sun}}{\|\mathbf{x}_{Sun}\|^2} ; \quad f = q \frac{3 + 3g + q^2}{1 + (q + 1)^{3/2}} . \tag{6}
\]

To compute the position of the celestial bodies we used tabulated geocentric state vectors from JPL’s Solar System Dynamics website [43]. To recover the position at an arbitrary date, the table is interpolated using cubic splines.

### 2.2 Computation of Earth’s gravity field

#### 2.2.1 Orientation of the terrestrial reference frame

To calculate the gravitational acceleration acting on the satellite its coordinates must be transformed to an Earth-fixed reference frame. Let us denote this reference as TRS (short for Terrestrial Reference System). This is a coordinate system with the \( z \) axis along the instantaneous axis of rotation of the Earth and the \( x \) axis pointing towards the reference meridian (Greenwich). The transformation from ICRF to TRS is a two-stage process that uses the Mean Equator and Ascending Node of Date reference frame –
MOD hereafter – as an intermediate step. The z direction of MOD also coincides with Earth’s axis, while the x axis points towards the current vernal equinox (this frame is quasi-inertial).

For the transformation from ICRF to MOD we neglected nutation and polar motion. This introduces a misalignment smaller than 10’’ – 50 µrad – between the instantaneous axis of rotation of the Earth and the z axis of the MOD reference frame [41]. This error is deemed acceptable for our purposes. Therefore, we use only the Earth precession matrix P and the transformation is given by \( x^{MOD} = P \cdot x^{ICRF} \) [41]. Matrix P is expressed as a function of the Lieske et al. precession angles [44], computed with the polynomial approximation recommended by IAU (International Astronomical Union) [45].

Next, the transformation from MOD to TRS is a simple rotation about the z axis. The angle between MOD and TRS is the Greenwich Mean Sidereal Time (GMST). It can be expressed as

\[
GMST = \theta(UT1) + \tau(TT)
\]

(7)

In the equation above \( \theta \) represents the Earth rotation angle, which is a linear function of \( UT1 \) – Universal Time, related to the apparent motion of the Sun – and \( \tau \) accounts for precession of the equinoxes. \( TT \) – Terrestrial Time – has a direct relationship to physical time measured in SI seconds. UT1, however, cannot be accurately predicted because the rotation rate of the Earth is subject to very complex short-term variations. The difference between both timekeeping standards

\[
\Delta T = TT - UT1
\]

(8)

is measured by the IERS (International Earth Rotation and Reference Systems Service). For the purpose of this paper (i.e., epochs less than 10 years in the future) a reasonable assumption is taking a constant rate of drift of \( TT \) with respect to \( UT1 \), equal to the average value over the last century. Using the tables in [46], we obtain

\[
\frac{d \Delta T}{d TT} \approx 58 \frac{s}{\text{century}}
\]

(9)

which allows us to solve for GMST as a function of TT only. We used a polynomial approximation of relation (7) taken from [47], which is accurate to better than 1 mas (5 nrad). This error is negligible compared with the loss of accuracy incurred by removing nutation from the calculations.

2.2.2 Harmonic synthesis of the gravitational field

The gravitational acceleration (g) is given by the gradient of the geopotential (V)
\[ g = \nabla V = \frac{\partial V}{\partial x} \mathbf{i} + \frac{\partial V}{\partial y} \mathbf{j} + \frac{\partial V}{\partial z} \mathbf{k} = \frac{\partial V}{\partial r} \mathbf{e}_r + \frac{\partial V}{\partial \theta} \mathbf{e}_\theta + \frac{\partial V}{\partial \lambda} \mathbf{e}_\lambda , \]  

(10)

depending on whether Cartesian \( \{x, y, z\} \) or spherical \( \{r, \theta, \lambda\} \) – radius, colatitude and longitude – coordinates are used. The potential is expressed as the sum of spherical harmonics [48]:

\[ V(r, \theta, \lambda) = \frac{Gm_{\text{Earth}}}{r} \left( 1 + \sum_{n=2}^{N} \left( \frac{a_{\text{Earth}}}{r} \right)^n \Omega_n \right), \]

(11)

where \( N \) denotes the degree of the expansion, \( a_{\text{Earth}} \) is Earth’s equatorial radius and the partial sum of degree \( n \) is given by

\[ \Omega_n = \sum_{m=0}^{n} \bar{P}_{nm} (\theta) \left( \bar{C}^1_{nm} \cos m\lambda + \bar{C}^2_{nm} \sin m\lambda \right) . \]

(12)

In Eq. (12) \( \bar{P}_{nm}(\theta) \) is the fully-normalized Associated Legendre Function (ALF) of the first kind of degree \( n \) and order \( m \), and \( \{\bar{C}^1_{nm}, \bar{C}^2_{nm}\} \) are the respective Stokes coefficients of the model. Expression (11) assumes the origin of the coordinate system coincides with Earth’s barycenter, making the terms of degree 1 null.

Our propagator includes two different algorithms for computing the gradient (10). One, in spherical coordinates, implements the modified forward row recursion scheme from [48]. It is suitable for ultra-high-degree expansions (\( N > 2000 \)). Through sequential memory access patterns and vectorization with AVX2 (Advanced Vector Extensions 2) instructions [49], the algorithm becomes very efficient in current CPU architectures. As an example, for \( N = 30 \) in single-threaded mode (i.e., utilizing only one core) an Intel i7-8750H mobile CPU – 2.2 GHz base clock, 3.9 GHz maximum boost – performs 730 000 field evaluations per second. While the forward row scheme is accurate and fast, it is not suitable for polar orbits because – in spherical coordinates – the derivative of the ALFs along the meridians is singular at the poles. To deal with completely arbitrary orbits, the propagator includes also a harmonic synthesis module that operates on Cartesian coordinates and is free from singularities. The algorithm [50] replaces the ALFs with Helmholtz polynomials \( H^m_n \) [51, 52]. The field (11) is rewritten in terms of the direction cosines of the position vector

\[ X_1 = \frac{x}{r} ; \quad X_2 = \frac{y}{r} ; \quad X_3 = \frac{z}{r} , \]

(13)
and the radial distance $r$. This yields a new series expansion of the form

$$V(\chi_1, \chi_2, \chi_2, r) = \sum_{n=0}^{N} p_n \sum_{m=0}^{n} D_{nm}(\chi_1, \chi_2) H_n^m(\chi_1) .$$

(14)

In the expression above, $p_n$ is the parallactic factor

$$p_n = \frac{Gm_{\text{Earth}}}{r} \left( \frac{a_{\text{Earth}}}{r} \right)^n ,$$

(15)

and $D_{nm}$ is the mass coefficient function of degree $n$ and order $m$

$$D_{nm}(\chi_1, \chi_2) = \bar{C}_{nm}^1 \text{Re} \left( (\chi_1 + i\chi_2)^m \right) - \bar{C}_{nm}^2 \text{Im} \left( (\chi_1 + i\chi_2)^m \right) .$$

(16)

Details on the algorithm as well as efficient recursion schemes for computing the sums can be found in [53].

### 2.2.3 Secular evolution of the gravitational field

For the modelling of Earth’s gravitational field we followed the guidelines from the IRS Conventions 2010 standard (IERS Technical Note No. 36, IERS TN36 henceforth) [54]. It establishes EGM2008 as the recommended geopotential model with some adjustments.

To account for the progressive drift of the low-degree zonal harmonics, IERS TN36 gives their values at a reference epoch ($C_{n0}$) and a secular rate ($dC_{n0}/dt$):

$$C_{n0}^1 = C_{n0}^0 + \frac{dC_{n0}}{dt} (t - t_0) \quad n = 1, 2, 3 ,$$

(17)

where $t_0$ denotes the reference epoch (J2000). Furthermore, the IERS TN36 recommended value of $C_{20}^{12}$ differs from the original EGM2008 datum. It is based on 17 years of SLR (Satellite Laser Ranging) which is expected to improve on the 4 years of GRACE (Gravity Recovery and Climate Experiment) data used in EGM2008.

### 2.3 Solid Earth tide modeling

Due to the combined tidal forces of the Moon and Sun, the figure of the Earth experiences cyclical variations that cause a modulation of the gravitational field. This effect has been accounted for using the
procedure defined in IERS TN36. The change in the gravitational field is expressed as a variation of the Stokes coefficients given by

\[
\Delta \tilde{C}_{nm}^i - i \Delta \tilde{C}_{nm}^2 = \frac{k_{nm}}{2n+1} \sum_{j={\text{Moon, Sun}}} \frac{m_j}{m_{\text{Earth}}} \left( \frac{a_{\text{Earth}}}{r_j} \right) P_{nm}(\theta_j) e^{-im\lambda_j}, \quad n = 2, 3; m = 0, 1, \ldots, n, \quad (18)
\]

where \(i\) denotes the imaginary unit, \(j\) is either the Sun or Moon and \(k_{nm}\) is the nominal Love number for degree \(n\) and order \(m\). \(\{r_j, \theta_j, \lambda_j\}\) represent the geocentric spherical coordinates of celestial body \(j\) in the TRS frame and \(m_j\) is its mass. We used the Love numbers corresponding to the anelastic Earth model, which includes the phase lag between the gravity excitation and Earth’s deformation. There is an additional effect caused by the degree 2 tides on the degree 4 Stokes coefficients:

\[
\Delta \tilde{C}_{4m}^i - i \Delta \tilde{C}_{4m}^2 = \frac{k_{2m}^+}{5} \sum_{j={\text{Moon, Sun}}} \frac{m_j}{m_{\text{Earth}}} \left( \frac{a_{\text{Earth}}}{r_j} \right) P_{nm}(\theta_j) e^{-im\lambda_j}, \quad m = 0, 1, 2. \quad (19)
\]

In a second step, the coefficient variations computed from (18) and (19), which assume fixed Love numbers, are corrected for frequency dependency. For more details, refer to IERS TR36. Finally, because we used the zero-tide version of EGM2008, the time-average of \(\Delta \tilde{C}_{20}^i\) must be subtracted from the variation, because it is already included in the geopotential model [54].

### 2.4 Ocean tide modeling

The tidal displacement of the oceans also influences Earth’s gravity field. We modeled this effect with the FES2004 (Finite Element Solution 2004) ocean tide model [55]. The variation of the Stokes coefficients is obtained as a sum of the contributions of the different tide constituents:

\[
\Delta \tilde{C}_{nm}^i - i \Delta \tilde{C}_{nm}^2 = \sum_f \sum_+ \left( \tilde{C}_{f,nm}^+ \mp i \tilde{C}_{f,nm}^{-} \right) e^{\pm i \theta_f(t)}, \quad (20)
\]

where \(f\) denotes a constituent and \(\tilde{C}_{f,nm}^+\) and \(\tilde{C}_{f,nm}^{-}\) are the amplitudes of the corresponding geopotential harmonics of degree \(n\) and order \(m\). The superscripts + and – indicate the prograde and retrograde components of the main wave \(f\) and \(\theta_f(t)\) is the argument of the tide constituent. More details of the theory behind Eq. (20) can be found in [54].
For the scope of this paper, including the main components of the solid Earth and ocean tides is sufficient. Higher-accuracy applications, especially in LEO, might require considering solid Earth pole tides and ocean pole tides as described in IERS TR36.

2.5 Solar radiation pressure perturbation

The effect of radiation pressure is included with a simplified model that treats the satellite as a 100% reflective sphere. The net acceleration is

$$a_{rad} = -\phi \frac{W_{Sun} A_{sat}}{4\pi c m_{sat}} \frac{x_{sE}}{\|x_{sS}\|},$$

(21)

where $W_{Sun}$ is the absolute luminosity of the Sun – $3.83 \cdot 10^{26}$ W – $c$ denotes the speed of light in vacuum, $A_{sat}/m_{sat}$ is the area-to-mass ratio of the satellite and $x_{sS} = x_{Sun} - x_{sat}$. The eclipse factor $\phi$ accounts for occultation of the Sun by the Earth. To determine its value, the angular radii of the Earth and Sun viewed from the satellite must be determined:

$$\alpha_{Earth} = \arcsin\left(\frac{a_{Earth}}{\|x_{sE}\|}\right); \quad \alpha_{Sun} = \arcsin\left(\frac{a_{Sun}}{\|x_{sS}\|}\right) \approx \frac{a_{Sun}}{\|x_{sS}\|},$$

(22)

where $a_{Sun}$ is the Solar radius – $6.97 \cdot 10^5$ km – and $x_{sE} = x_{Earth} - x_{sat}$. In (22) we assumed $a_{Sun} \ll \|x_{sS}\|$, which is reasonable for a spacecraft orbiting Earth. Next, the angular separation $\beta$ between Sun and Earth is computed:

$$\beta = \arccos\left(\frac{x_{sE} \cdot x_{sS}}{\|x_{sE}\| \|x_{sS}\|}\right),$$

(23)

which discriminates between three different configurations

$$\beta > (\alpha_{Earth} + \alpha_{Sun}) \rightarrow \phi = 1 \quad \text{(no eclipse)}$$

$$\alpha_{Earth} - \alpha_{Sun} < \beta < (\alpha_{Earth} + \alpha_{Sun}) \rightarrow \phi \in [0,1] \quad \text{(satellite in penumbra)}$$

$$\beta < (\alpha_{Earth} - \alpha_{Sun}) \rightarrow \phi = 0 \quad \text{(satellite in umbra)}$$

(24)
In case of partial eclipse – penumbra – the exact expression for the fraction of the solar disk shadowed by the Earth can be found in [56]. It is, however, cumbersome and costly to evaluate. For most Earth orbits we can safely assume $\alpha_{Earth} \gg \alpha_{Sun}$, in which case it is easy to show that

$$\phi \approx 1 + \frac{\varphi \sqrt{1 - \varphi^2} - \arccos \varphi}{\pi},$$

with $\varphi = (\beta - \alpha_{Earth}) / \alpha_{Sun}$.

### 2.6 Albedo radiation pressure perturbation

For low and moderate height orbits the radiation pressure from light reflected by the Earth surface can also play a relevant role. We used a model for a spherical satellite that has the advantage of reducing to simple algebraic expressions for those cases where the terminator (the boundary between the shadowed and the sunlit parts of Earth) is not visible from the spacecraft [57]. When the terminator is in sight, the acceleration can be computed using line integrals instead of surface integrals, reducing the computational burden. The model assumes a uniform albedo across Earth’s surface and that each illuminated point behaves like a Lambertian source. Thus, the radiance ($L$) of each illuminated surface element is

$$L = \rho_{Earth} \frac{W_{Sun} \cos \Psi_{Sun}}{4\pi \|x_{Sun}\|^2 \pi},$$

where $\rho_{Earth}$ denotes Earth’s average albedo (we used a value of 0.3), the second term of the product in the RHS is the incident solar flux at Earth’s surface and $\Psi_{Sun}$ is the incidence angle of the Sun rays. The acceleration experienced by the spacecraft due to the radiation reflected from a surface element of the Earth is:

$$da_{albe} = \frac{A_{Sun}}{m_{sat}} \frac{L d\Omega}{c} \mathbf{u}.$$  

In Eq. (27) $d\Omega$ represents the solid angle subtended by the surface element seen from the satellite and $\mathbf{u}$ is a unit vector pointing from the surface element to the satellite. Integrating Eq. (27) over the visible illuminated part of Earth’s surface gives the perturbing acceleration. For details of the integration process, refer to [57].
Given the scope of this paper, the simple model of radiation pressure outlined in sections 2.4 and 2.6 is adequate. However, depending on the application, additional effects might be considered such as: infrared radiation from Earth’s surface, the satellite’s own thermal radiation distribution and the thrust due to transmitter antennas [58][59].

2.7 Relativistic correction

To the lowest order approximation, the relativistic correction is an additional attraction given by [60]

$$a_{rel} = -\frac{3Gm_{\text{Earth}} h_{\text{sat}}^2}{c^2} \frac{x_{\text{sat}}}{\|x_{\text{sat}}\|},$$  \hspace{1cm} (28)

where $h_{\text{sat}} = \|x_{\text{sat}} \times v_{\text{sat}}\|$ is the magnitude of the specific orbital angular momentum of the satellite.

Expression (28) is based on the Schwarzschild central field only, it does not include geodetic precession (de Sitter effect) or gravitomagnetism (frame dragging). For the purposes of this paper the low-order approximation is sufficient, but a more detailed formulation may be required in higher-accuracy applications. For a comprehensive treatment, please refer to IERS TN36.

3 Intrinsic geopotential model uncertainty and truncation error

When propagating Earth orbits in a non-spherical gravitational field, especial attention must be paid to the choice of geopotential model and expansion degree. Depending on the accuracy requirements of each particular application, the admissible error when evaluating the gravity acceleration changes; there is no “one size fits all” solution. Unfortunately, this is often ignored in existing literature, with the expansion degree of the harmonic series chosen beforehand, without giving supporting evidence. To guarantee the accuracy of a propagated trajectory, three steps are required to choose a suitable geopotential model:

1. Determine the accuracy in the evaluation of the spacecraft acceleration suitable for a particular application

2. Select an EGM – e.g., EGM96, EGM2008 or EIGEN-6C4 (European Improved Gravity model of the Earth by New techniques [61]) – adequate for the accuracy determined in step 1

3. Determine the minimum expansion degree required in order to keep the errors within tolerance but without incurring in excessive computational cost.
Section 4 of the paper will deal with step 1, while this part focuses on items 2 and 3. For the time being, we shall assume that the absolute accuracy \( \varepsilon_a \) required for the computation of the acceleration is known.

### 3.1 Intrinsic accuracy of the geopotential model

With “intrinsic” accuracy we mean the best precision that can be obtained from a particular geopotential model. This is the uncertainty of the acceleration when all the available Stokes coefficients are included in the expansion (i.e., the series is not truncated). Given that the coefficients are measured experimentally, they have an intrinsic uncertainty characterized by their standard deviation \( \sigma_{nn} = \sigma \left( \tilde{C}_{nn}^\alpha \right) \). The matrix \( \sigma_{nn}^{\alpha} \) is part of the definition of a geopotential model and is publicly available. The potential expansion (14) can be recast as

\[
V(x, y, z) = \sum_{\forall n, m, \alpha} \tilde{C}_{mn}^\alpha A_{\alpha}(x, y, z) \quad \text{where} \quad \alpha = 1, 2. \tag{29}
\]

We used Cartesian coordinates in (29) to make the expressions for the acceleration simpler, but our discussion would be equally valid for the expansion in spherical coordinates (11). For any point in space, the coefficients \( \tilde{C}_{mn}^\alpha \) on the Right Hand Side (RHS) of (29) have an associated uncertainty \( \sigma_{nn}^{\alpha} \). On the other hand, the terms \( A_{\alpha}(x, y, z) \) – combinations of ALFs, trigonometric and arithmetic functions – can, in principle, be evaluated exactly. Applying the Central Limit Theorem [62] to Eq. (29), assuming that \( C_{mn}^{\alpha} \) are randomly-distributed independent variables while the functions \( A_{\alpha} \) are exact, gives

\[
\sigma(V) = \sqrt{\sum_{\forall n, m, \alpha} \left( \sigma_{nn}^{\alpha} A_{\alpha} \right)^2} = \sqrt{\sum_{\forall n, m, \alpha} S_{nn\alpha} \}, \tag{30}
\]

where \( S_{nn\alpha} \) denotes the variance of the \( C_{mn}^{\alpha} A_{\alpha} \) terms. Thus, it is possible to compute the uncertainty of the potential at each point in space. For trajectory propagation, we are more interested in the uncertainty of the gravitational acceleration. Proceeding in the same way as for the potential:

\[
s(g_i) = \sum_{\forall n, m, \alpha} S_{nn\alpha}^i \quad i = 1, 2, 3, \tag{31}
\]

where \( s(g_i) \) is the variance of the i-th component of the gravitational acceleration and
The standard deviation of the acceleration vector can be estimated, using the Euclidean norm, as

\[ \sigma_g = \sqrt{s(g_1) + s(g_2) + s(g_3)} . \]  

(33)

Using a 95% confidence level – 2\( \sigma \) – we can consider a particular model adequate if

\[ 2\sigma_g \leq \epsilon_a . \]  

(34)

The reader must keep in mind that \( \sigma_g \) is a function of position, because the terms \( A_{nm}^\alpha \) vary in space. Therefore, condition (34) is a local requirement. It is impractical to test (34) for every point along the trajectory, hence a condition that can be checked before starting the propagation is needed. To this end, one must realize that the largest changes in \( \sigma_g \) are due to altitude, with longitude and latitude being of secondary importance. High-degree harmonics decay rapidly with height. Therefore, far from the surface the uncertainty is controlled by the low-degree terms of the expansion. To determine the typical uncertainty at each altitude, we can sample the function \( \sigma_g \) (33) with a sufficiently fine grid in latitude and longitude, retaining the maximum value to obtain a conservative estimate. An exact value is not needed because, to estimate errors, what really matters is the order of magnitude of the uncertainty. Let us consider a grid of points in spherical coordinates

\[ \mathbf{x}_{ijk} : \{ h, \theta, \lambda \} \quad i = 1, \ldots, n_h ; \quad j = 1, \ldots, n_\theta ; \quad k = 1, \ldots, n_\lambda , \]  

(35)

where \( h = r - a_{\text{Earth}} \) is the geocentric altitude. The maximum value of \( \sigma_g \) among all the sampling points at a given altitude is used to derive the uncertainty estimate

\[ \tilde{\varepsilon}_{g_{\text{min}}}^\text{min}(h) = 2 \max_{j,k} \left[ \sigma_g(\mathbf{x}_{ijk}) \right] \quad \forall j,k . \]  

(36)

We use the superscript min because the quantity denotes the minimum uncertainty achievable if all the terms of the field are included. The factor 2 on the RHS of (36) comes from the 95% confidence level criterion (34). If the series is truncated, the uncertainty may be larger. \( \tilde{\varepsilon}_{g_{\text{min}}}^\text{min}(h) \) can be precomputed and stored in a table. Then, to determine if a geopotential model is adequate, we only need to replace \( 2\sigma_g \) in (34) with the conservative estimate (36), giving
\[ \varepsilon_g^{\text{min}}(h) < \varepsilon_a \quad \forall \ h \in [h_{\text{per}}, h_{\text{apo}}], \]  

(37)

where the subscripts \textit{per} and \textit{apo} denote the perigee and apogee of the orbit. We calculated \( \varepsilon_g^{\text{min}} \) for EGM96 and EGM2008, using the zero-tide version of the models. EGM96 is now deprecated, but was the recommended standard before ERS TN36 was released. The difference between the two models is illustrative of the progress of technology. The results are shown in Fig. 1 for a uniform grid in spherical coordinates with 10º resolution in both longitude and latitude. Tests with coarser grids showed no significant differences, meaning the sample is representative. The plot indicates that, over the range of altitudes tested, EGM2008 yields a tenfold accuracy improvement over EGM96. At altitudes between 1000 and 2000 km the difference is even larger, with EGM2008 having an advantage of two orders of magnitude.

![Fig. 1 - Intrinsic accuracy vs. height for EGM96 & EGM2008 (10º grid)](image)

Over the range of altitudes tested, the accuracy of both model changes by 7 orders of magnitude. The minimum uncertainty corresponds to maximum height, where the value of the field is controlled by the low-degree harmonics, which can be measured with high accuracy. Closer to the surface, the role of high degree harmonics becomes important and, given their larger uncertainty, the error increases rapidly. Fig. 1 offers a simple way of determining the suitability of a geopotential model for a specific application. For example, imagine that an accuracy of \( 10^{-8} \) m/s\(^2\) is sought at \( h = 1000 \) km. The chart shows that EGM2008 is adequate but EGM96 is not. On the other hand, if the same accuracy is required for a geostationary satellite -- \( h = 35,786 \) km -- either model is suitable.
3.2 Truncation error of the field expansion

The intrinsic accuracy $\varepsilon^\text{min}$, by itself, only determines if it is possible to reach the target accuracy with a given model. To achieve maximum computational efficiency while respecting tolerances, the truncation error of the field expansion must be characterized. Let $N_{\text{max}}$ be the maximum field expansion degree for a certain geopotential model (e.g., $N_{\text{max}}=2159$ for EGM2008). If the series (11) is truncated at degree $N<N_{\text{max}}$, we define the absolute truncation error of the gravitational acceleration as

$$\varepsilon_{\text{tr}}(x, N) = g(x, N) - g(x, N_{\text{max}}).$$ (38)

Just like (33), expression (38) is not very useful in practice because it is a function of height, longitude and latitude. It is also very expensive to compute, as it requires expanding the field all the way to $N_{\text{max}}$, at which point the truncation error vanishes anyway. Thus, a fast way to estimate $\varepsilon_{\text{tr}}$ is needed.

Remembering that the relative importance of the terms in the harmonic series is governed mainly by altitude, we can sample the truncation error at the points of a grid and compute an estimate of the typical value:

$$\varepsilon_{\text{tr}}(h_l, N) = \max \left[ |\varepsilon_{\text{tr}}(x_{ijk}, N)\cdot e^l| \right] \quad \forall \ j, k \quad l = 1, 2, 3. \quad (39)$$

In (39) $\varepsilon_{\text{tr}}^l$ denotes the $l$-th component of the typical error and $e^l$ are the unit vectors of the reference frame. As an example, Fig. 2 shows the three components of the truncation error as a function of the expansion degree for an altitude of 2000 km. The intrinsic accuracy of the EGM2008 model is also included for reference. For expansion degrees above 44, the intrinsic uncertainty of the model becomes dominant.
While the components of the truncation error are interesting for illustrative purposes, the magnitude of the error vector is more convenient for estimating propagation uncertainties. Therefore, moving forward, we shall retain only the norm of the truncation error:

$$\tilde{e}_{tr}\left(h, N\right) = \max\left[\left\| e_{tr}\left(\mathbf{x}_{ijk}, N\right)\right\|\right] \quad \forall \; j, k.$$  \hspace{1cm} (40)

From the computational point of view, the most useful relation is the reciprocal of (40), giving the minimum required expansion degree ($N_{req}$) as a function of the altitude and truncation error

$$N_{req}\left(h, \tilde{e}_{tr}\right).$$ \hspace{1cm} (41)

This function is easy to obtain once (40) has been evaluated. Fig. 3 shows the variation of $N_{req}$ for the EGM2008 model using the same grid as Fig. 1. In a double-log plot, the $N_{req}$-$h$ curves for constant truncation error are almost linear, with small irregularities due to the discrete nature of the expansion degree, which can only take integer values. The slope of the curves indicates that, at constant accuracy, the expansion degree must be doubled each time the height is halved. Note that the graph shows $N_{req} = 1$ for $h = 64000$ km and $e_{tr} = 10^{-5}$ m/s$^2$. As indicated in Sect. 2.2, due to the choice of the origin of coordinates, the Stokes coefficients of degree 1 are null. Therefore, $N_{req} = 1$ is equivalent to $N_{req} = 0$ (i.e.,
the gravity field of a point mass). $N_{\text{req}}=1$ has been retained because zero cannot be plotted in a logarithmic scale.

An interesting result can be obtained equating the intrinsic accuracy (36) to the truncation error (40):

$$
\tilde{\varepsilon}_g^\text{min}(h) = \tilde{\varepsilon}_{\text{tr}}(h, N_{\text{eff}}),
$$

where $N_{\text{eff}}(h)$ is the maximum effective expansion degree. It represents the degree that makes the intrinsic accuracy and the truncation error comparable. Adding terms of degree higher than $N_{\text{eff}}$ would not improve the accuracy of the acceleration because the uncertainty of the Stokes coefficients would dominate the error.

![Fig. 3 - Required expansion degree vs. height and truncation error for EGM2008 (10° grid)](image)

On the other hand, if the truncation error is large compared to the model uncertainty ($\tilde{\varepsilon}_g^\text{min}$), the latter can be neglected. Using an engineering approach, we assume the truncation error dominates when it is 10 times larger than $\tilde{\varepsilon}_g^\text{min}$. Denoting the corresponding degree with $N_{\text{tr}}$

$$
\tilde{\varepsilon}_{\text{tr}}(h, N_{\text{tr}}) = 10 \tilde{\varepsilon}_g^\text{min}(h). \tag{43}
$$

The values of $N_{\text{eff}}$ and $N_{\text{tr}}$ as functions of altitude can be found in Fig. 4. Using an expansion degree higher than $N_{\text{eff}}$ is a waste of computational resources and should be avoided. From Fig. 4 we learn, for example, that in geostationary orbits it is pointless to use $N$ above 8, which corresponds to an accuracy of $10^{-12}$ m/s². The only way to reduce the uncertainty would be switching from EGM2008 to an improved
geopotential model. However, whenever $N < N_{\text{tru}}$, the uncertainty of the Stokes coefficients can be safely ignored and the accuracy of the harmonic synthesis can be estimated directly from Fig. 3.

![Fig. 4 - Effective and truncation error-dominated expansion degrees (EGM2008)](image)

Given the steep rate of change of $N_{\text{req}}$ with height, it is clear that large computational savings can be obtained for eccentric orbits if instead of using a fixed expansion degree, $N$ is adjusted dynamically along the trajectory. This can be done inexpensively because $N_{\text{req}}(h, \varepsilon)$ only needs to be computed once and stored in a table. Then, during propagation, the table is interpolated to yield the optimum expansion degree at all times.

### 4 Determination of the accuracy requirements and numerical setup

In this section we present a systematic method for establishing the accuracy requirements, streamlining the physical model and enforcing the numerical tolerances while maximizing efficiency. We use a Molniya orbit to illustrate the methodology. Due to its large eccentricity, it covers a wide range of altitudes. This requires extra attention setting up the calculation, but allows for large performance gains if the model is tuned correctly.
4.1 A practical case: the Molniya orbit

Molniya orbits (see Fig. 5) were developed to provide communications and remote sensing services to high-latitude areas of the Soviet Union. These regions cannot be served effectively with geostationary satellites due to insufficient elevation over the horizon. A Molniya orbit has a period of one half sidereal day\(^1\) (\(T=43082.05\) s), critical inclination (63.4º) to reduce drift of the argument of perigee due to Earth’s polar flattening, large eccentricity (~0.75) and argument of perigee of -90º (i.e., the apogee coincides with the point of highest latitude). Due to the high eccentricity, the satellite spends most of the time close to the apogee – this is called apogee dwell – which is placed above the zone to be served. Using a constellation of three satellites in evenly spaced orbital planes, it is possible to provide continuous coverage to the area of interest. The perturbation forces will cause the orbital elements of the satellite to drift with time, requiring periodic station-keeping maneuvers. The propellant budget for these maneuvers is a fundamental design constraint, as it limits the operational life of the satellite.

For our example, let us assume that the satellite operations require a 1º positional accuracy. Molniya satellites do not remain fixed in the sky and therefore do not need the same orbit stability as geostationary spacecraft (which are typically maintained inside a 0.1º window). An angular displacement of 1º corresponds to a shift in the ground track of some 100 km. This is a small distance compared with the size of the coverage area, typically spanning thousands of kilometers. We shall assume that the station-keeping maneuvers are scheduled once per month (once every 15 days is a common practice for geostationary satellites). Therefore, in order to plan the maneuvers, the operator must be able to sense a drift of 1º over a period of 30 days. We shall further assume that the propagation error must be at least two orders of magnitude smaller to predict reliably if a maneuver will be necessary and determine the amount of propellant required. The accuracy target for the propagator will then be set to 0.01º over 30 days. Using this condition as starting point, we shall fine-tune the model to achieve maximum performance without compromising the accuracy. To this effect, the initial orbital parameters of the satellite must be defined. We have chosen the following values:

\[^1\text{In reality, the orbital period differs slightly — by a few seconds — from one half sidereal day. This reduces the drift of the ground track when the ascending node of the orbit precesses due to Earth’s oblateness. However, this detail is not relevant for our discussion. See [37] for more information.}\]
Fig. 5 - Molniya orbit. The positions of the satellite at one-hour intervals are marked

- Semimajor axis $a_0 = 26562.85$ km (determined from the orbital period)
- Eccentricity $e_0 = 0.7222$
- Inclination $i_0 = 63.4^\circ$ (critical)
- Right Ascension of the Ascending Node (RAAN) $\Omega_0 = 0^\circ$
- Argument of the perigee $\omega_0 = 270^\circ$
- Initial true anomaly $\theta_0 = 180^\circ$ (apogee)
- Start of propagation JD 2459215.5 (January 1st 2021, 00:00 UT)

The values of $\Omega_0$ and $\theta_0$ are arbitrary and do not play any important role for the objectives of the present discussion. They influence the position of the ground track, but do not have any effect on the physics or numerical complexity of the problem. From the orbital parameters, we can compute the perigee and apogee radii $r_{per} = a_0(1 - e_0) = 7379$ km, $r_{apo} = a_0(1 + e_0) = 45747$ km — which play a very important role in the estimation of the magnitude of the different perturbations.

The area-to-mass ratio of the satellite is required to compute the acceleration due to radiation pressure. We shall assume $A_{sat} / m_{sat} = 0.01$ m²/kg, which is sensible for a communications satellite.

### 4.2 Determination of the acceleration threshold

A cumulative angular error of 0.01° over 30 days for a satellite with an orbital period of one half sidereal day is equivalent to a drift of 3 μrad per orbit. To make this equivalence, we implicitly assumed that the drift of the orbit is linear in time. As long as the perturbations are small (i.e., the orbit does not deviate significantly from its nominal configuration, something which is true in real operations) this is a
reasonable approximation. It is the basis, for example, of Gauss’ planetary equations [63], which express the rate of change of the orbital elements as linear functions of the perturbative force. While the rates change continuously along the orbit, their net effect integrated over one revolution is much more stable. Therefore, we expect the order of magnitude of the change per orbit to be consistent.

To convert from angular error to distance uncertainty, we shall assume the most disadvantageous case (i.e., satellite at the perigee). An apparent displacement of 3 µrad in the sky when the altitude of the satellite is \( h_{\text{per}} = 1000 \text{ km} \) corresponds to a linear displacement of 3 m (or less). Therefore, if the positional accuracy is \( \varepsilon_x = 3 \text{ m} \), the angular error will be smaller than the target – 3 µrad – over the complete orbit. This is a conservative approach because, as far as communications service is concerned, the important area is the apogee. The same angular uncertainty when the satellite is near maximum altitude corresponds to a much larger position error.

Once the positional accuracy requirement has been established, it is possible to determine the acceleration threshold \( \varepsilon_a \). This is the maximum error in the determination of the perturbative accelerations that does not compromise the accuracy of the solution. Let \( \mathbf{x}(t) \) be the – hypothetical – exact trajectory, computed with a perfect physical model, whereas \( \tilde{\mathbf{x}}(t) \) represents the approximate solution obtained with simplified physics. The differential equations governing these two variables are:

\[
\ddot{\mathbf{x}} = \mathbf{a}(\mathbf{x}, t) \\
\ddot{\tilde{\mathbf{x}}} = \ddot{\mathbf{a}}(\tilde{\mathbf{x}}, t) = \mathbf{a}(\tilde{\mathbf{x}}, t) + \mathbf{a}_e(\tilde{\mathbf{x}}, t),
\]

(44)

where \( \mathbf{a} \) and \( \ddot{\mathbf{a}} \) denote the exact and approximate acceleration fields and \( \mathbf{a}_e \) is the error of the latter. Therefore, the differential equation for the positional error \( \mathbf{e}(t) = \tilde{\mathbf{x}} - \mathbf{x} \) is

\[
\dot{\mathbf{e}} = [\mathbf{a}(\tilde{\mathbf{x}}, t) - \mathbf{a}(\mathbf{x}, t)] + \mathbf{a}_e(\tilde{\mathbf{x}}, t),
\]

(45)

with the initial conditions (we assume that initial position and velocity are exact)

\[
\begin{align*}
t = 0 \quad \rightarrow \quad & \mathbf{e} = \mathbf{0} \\
& \dot{\mathbf{e}} = \mathbf{0}.
\end{align*}
\]

(46)

The attentive reader has probably realized that Eq. (45) is very similar to Encke’s method of special perturbations [64] if the perturbative acceleration is replaced with the error term \( \mathbf{a}_e \). The bracket in the RHS of Eq. (45) is a feedback term that couples with the basic error due to \( \mathbf{a}_e \). Once the satellite moves
away from the ideal trajectory, there is an additional change in acceleration due to the non-uniformity of the force field that contributes to the uncertainty. In principle, integrating twice equation (45) would yield the position error

$$ e(t) = \int_0^t \int_0^\eta \dot{e}(\tilde{x}, \tilde{z}) \, d\tilde{z} \, d\eta . \quad (47) $$

In a real situation, however, expression (47) cannot be evaluated directly because the acceleration error $a_x$ is unknown. Nevertheless, we can estimate the size of $e$ by looking at the magnitude of the relevant terms. Let $\varepsilon_a \geq \|a_x\|$ be an upper bound of the magnitude of the acceleration error. The simplest error estimate is obtained assuming $\|a(\tilde{x}, t) - a(x, t) + a_x\| - \|a_x\|$ (i.e., $a_x$ is dominant or, at least, comparable to the feedback term). In that case:

$$ \|e\| \approx \int \int \|a_x\| \leq \int \int \|a_x\| = \int \varepsilon_a \frac{t^2}{2} . \quad (48) $$

Note that (48) yields a conservative bound of $\|e\|$, because neither the magnitude nor the direction of $a_x$ are constant in reality. Most orbital perturbations are cyclic in nature, so their net effect over one revolution is smaller. Setting $\|e\| = \varepsilon_a$ (the target positional accuracy after one orbit) and $t = T$ in (48) gives an estimate of the acceleration threshold

$$ \varepsilon_a \sim \frac{2\varepsilon_a}{T^2} = 3.3 \times 10^{-9} \frac{m}{s^2} . \quad (49) $$

Error estimations are never accurate, only their orders of magnitude are relevant. Therefore, we can set $\varepsilon_a = 10^{-8} \frac{m}{s^2}$ (because $\log_{10} 3.3 > 0.5$). Rounding the value up also compensates for the conservative bias of the estimate.

Once the order of magnitude of the admissible error has been determined, it is good practice to check that the condition $\|a(\tilde{x}, t) - a(x, t) + a_x\| - \|a_x\|$ really holds. Taking a first order approximation of the coupling term gives

$$ a(\tilde{x}, t) - a(x, t) \approx \nabla \tilde{a}(\tilde{x}, t) \cdot (\tilde{x}(t) - x(t)) = \nabla \tilde{a}(\tilde{x}, t) \cdot e(t) . \quad (50) $$
The gradient of the acceleration is dominated by the point-mass component of the gravity field. Thus, the characteristic value of the gradient \( \nabla^* a \) – the asterisk denotes a typical value – is

\[
\nabla^* a \approx \nabla^* g = \frac{G m_{\text{Earth}}}{(r^*)^3}.
\]

(51)

Taking a characteristic radius \( r^* \sim 20,000 \text{ km} \), gives \( \nabla^* a \sim 5 \times 10^{-8} \text{ s}^{-2} \). Assuming the target position error is met \( \varepsilon(t) \sim 1 \text{ m} \) and Eq. (50) gives \( \left\| \mathbf{a}(\mathbf{x},t) - \mathbf{a}(\mathbf{x},t) \right\| \sim 5 \times 10^{-8} \text{ m/s}^2 \). While this value is above our guesstimate for \( \varepsilon_a \), it is still comparable (remember that we are interested only in the order of magnitude). Therefore, the derivation can be considered self-consistent and we may proceed forward assuming \( \varepsilon_a = 10^{-8} \text{ m/s}^2 \). This number must not be taken at face value, it is simply an initial guess. The suitability of this value shall be verified during the setup of the numerical model, to ensure that the target tolerances are met.

### 4.3 Tailoring the physical model

Once the threshold acceleration has been determined, it can be compared to the typical value of the different forces in action. Those that fall below the threshold can be removed from the model without compromising the accuracy of the calculations. For each source of perturbations, we shall determine the typical value at perigee and apogee.

In addition to the perturbation forces discussed in the previous section, it is worth checking the magnitude of the aerodynamic drag for completeness. At the perigee height – 1000 km – the atmospheric density depends strongly on solar activity, and is very difficult to predict. When the solar activity increases, the intermediate layers of the atmosphere expand, resulting in increased density at high altitude. According to the NRLMSISE-00 (Naval Research Laboratory Mass Spectrometer and Incoherent Scatter radar Exosphere) model [65] – the current standard for space research – the density at 1000 km varies roughly between \( \rho = 10^{-15} \text{ kg/m}^3 \) at times of low solar activity and \( \rho = 10^{-14} \text{ kg/m}^3 \) when the Sun is very active. The acceleration due to atmospheric drag is given by [66]

\[
a_{\text{drag}} = -\frac{1}{2} \rho \frac{A_{\text{sat}}}{m_{\text{sat}}} C_D \left\| \mathbf{v}_{\text{sat}} \right\| \mathbf{v}_{\text{sat}},
\]

(52)
where $C_D$ is the drag coefficient and $v_{sat}$ is the speed of the satellite. The effect is obviously greatest at the perigee, where the maximum velocity – 9.65 km/s – and air density are encountered. Assuming $C_D \sim 1$ and high solar activity, the aerodynamic acceleration at perigee is $a_{drag} = 5 \cdot 10^{-16}$ m/s$^2$. This is eight orders of magnitude below $\varepsilon_a$, meaning that aerodynamic forces are irrelevant for the calculation.

| Perturbation            | Perigee   | Apogee   | Above $\varepsilon_a = 10^{-8}$ m/s$^2$ |
|-------------------------|-----------|----------|----------------------------------------|
| Lunar gravity           | $1 \cdot 10^{-6}$ | $1 \cdot 10^{-5}$ | YES                                   |
| Solar gravity           | $6 \cdot 10^{-7}$ | $4 \cdot 10^{-6}$ | YES                                   |
| Jovian gravity          | $3 \cdot 10^{-12}$ | $2 \cdot 10^{-11}$ | NO                                    |
| Solid Earth tide        | $1 \cdot 10^{-7}$ | $1 \cdot 10^{-10}$ | YES                                   |
| Ocean tide              | $5 \cdot 10^{-9}$ | $1 \cdot 10^{-12}$ | NO                                    |
| Sun radiation pressure  | $5 \cdot 10^{-8}$ | $5 \cdot 10^{-8}$ | YES                                   |
| Albedo radiation press. | $1 \cdot 10^{-8}$ | $2 \cdot 10^{-10}$ | MARGINALLY                           |
| Relativistic            | $2 \cdot 10^{-8}$ | $2 \cdot 10^{-11}$ | MARGINALLY                           |
| Atmospheric drag        | $5 \cdot 10^{-16}$ | $\ll 5 \cdot 10^{-16}$ | NO                                    |

Table 1 - Characteristic accelerations due to different perturbation sources for a Molniya satellite

Table 1 lists typical values of the perturbation sources. We see that the third-body effects due to Sun and Moon are clearly above the threshold, whereas the gravitational perturbation due to the Jovian system – computed for the January 1st 2021 epoch – is three orders of magnitude smaller than $\varepsilon_a$ and can be safely neglected.

The gravity from solid Earth tides is 10 times above the threshold at the perigee altitude, and should be taken into account. The overall effect over one orbit is likely limited, however, because the perturbation decays rapidly with height, becoming negligible at the apogee. Besides, the estimate in Table 1 is conservative, it corresponds to a Spring tide (Sun, Earth and Moon aligned). Most of the time the effect will be smaller. The contribution of ocean tides is always below $\varepsilon_a$, and is unlikely to have a significant effect at the target accuracy level.

The solar radiation pressure perturbation is almost an order of magnitude above $\varepsilon_a$, and must be included in the analysis. The albedo radiation perturbation barely reaches the cutoff value, so it is difficult to decide at this point if the effect is relevant. Section 5.2 contains a more detailed assessment. Please note
that the estimated value in Table 1 is conservative because it assumes the Sun is directly at the zenith of
the satellite, maximizing the effect of albedo.

Finally, the relativistic correction at the perigee height is also comparable to $\varepsilon_r$ – as always, we deal
with approximations, the exact value is not important. Thus, whether it is relevant or not will be
determined at a later stage.

In summary, a preliminary assessment suggests that the forces relevant for the problem are:

- Terrestrial gravity (field expansion degree adjusted for an accuracy of $10^{-8}$ m/s$^2$)
- Lunar gravity
- Solar gravity
- Solid Earth tides
- Solar radiation pressure
- Albedo radiation pressure
- Relativistic correction

The importance of each term shall be investigated in detail in the next section.

5 Numerical results

5.1 Integrator setup

Besides the physical model, the numerical parameters of the integrator must be adjusted in order to reach
the desired accuracy. The embedded RK scheme is adaptive so, as far as precision is concerned, only
the relative tolerance $\varepsilon_{rel}$ needs adjustment. The rest of the integrator parameters – like initial and
maximum/minimum step sizes – have little effect on the accuracy (if set incorrectly, however, they might
cause the propagation to terminate prematurely or increase the run time, but this is outside the scope of
our discussion).

A priori, there is no well-defined relationship between the tolerance setting of the integrator and the
error in the final state. The adaptive integrator adjusts the time increment to keep the error estimate –
the difference between the high- and low-order approximations – below the specified tolerance for each
time step. However, a typical simulation requires a large number of increments, so the individual step
errors accumulate over time. The suitable tolerance setting must be determined empirically, studying the
convergence of the final state. To this effect, we shall propagate the complete trajectory\(^2\) – 60 revolutions, for which the target error is 180 m – with different tolerance levels and estimate the discretization error for each run (by comparison against the most accurate solution).

It is possible to obtain a rough estimate of the adequate relative tolerance setting by assuming that the accumulated absolute error per time step remains constant. Then, the error per step would be simply the final error divided by the number of steps. For a single revolution, numerical experiments show that the number of time steps used by the integrator is on the order of 50. This value depends weakly on the choice of tolerance, because for a method of orders 7/8 the time step size goes as the 8th root of the tolerance. Thus, one can compute a single revolution with a typical relative tolerance (say, \(\varepsilon_{\text{rel}} = 10^{-8}\)) and obtain a reasonable guess of the number of steps required, even if the tolerance used for the final calculation is different. Assuming 50 steps per revolution, 3000 time steps would be required for one month. Given that the final tolerable error is 180 m, hypothesizing that the error accumulates uniformly over time, the absolute error per step would be 6 cm. Thus, we can estimate the relative tolerance setting of the integrator as the ratio of error per step to the typical magnitude of the geocentric position vector (i.e., the relative position error accumulated during one step):

\[
\varepsilon_{\text{rel}} \sim \frac{6\text{ cm}}{r^*} \sim 10^{-9}.
\] (53)

This value can be used to start the convergence study. Please note that it is just a rough orientation to commence the analysis.

To have an estimation of the exact solution – a requisite to compute errors – we shall propagate the trajectory including all the perturbative forces (even those that we expect to have negligible effects on the solution) and use a fixed degree \(N=100\) for the synthesis of the gravity field. In Fig. 4 we see that the effective expansion degree of EGM2008 at the perigee altitude \(\sim 1000\) km is 71. Thus, additional

\(^2\) It is not necessary to use the complete trajectory for the convergence study or for analyzing the impact on the solution of the different perturbative forces (this is discussed in section 5.2). It would be possible to use a smaller number of revolutions for the preliminary calculations. For the sake of brevity, we used 60 orbits for all numerical experiments. This way the reference solutions from sections 5.1 and 5.2 can be used directly for section 5.3.
harmonics would not improve the quality of the reference solution. An enhanced geopotential model (the soon-to-be released EGM2020, for example [67]) would be needed for better results.

Next, we build a sequence of solutions with decreasing integrator tolerance, starting with the estimation (53), to determine at which level convergence is achieved. The estimation of the absolute position error of a solution corresponding to a tolerance setting $\varepsilon_{\text{rel}}$ is:

$$\tilde{e}_x(T, \varepsilon_{\text{rel}}) = \left\| x(T, \varepsilon_{\text{rel}}) - x(T, \varepsilon_{\text{rel}}^\text{min}) \right\|,$$  \hspace{1cm} (54)

where $\varepsilon_{\text{rel}}^\text{min}$ the minimum relative tolerance tested (corresponding to the most accurate solution). The orbit is not closed due to the perturbations, so the exact final position is unknown. Thus, the best approximation available is used instead.

![Fig. 6 – Reference solution convergence (all perturbations, EGM expansion degree N=100)](image)

Fig. 6 displays the relationship between the integrator tolerance and positional error obtained for $\varepsilon_{\text{rel}}^\text{min} = 10^{-13}$. Note that a suitable value of $\varepsilon_{\text{rel}}^\text{min}$ cannot be chosen a priori, it has been determined empirically through examination of the results for different tolerances. Starting with the estimate (53), the relative tolerance is decreased in a geometric progression until the absolute error becomes small compared to 180 m. At that point, an adequate $\varepsilon_{\text{rel}}^\text{min}$ has been found. From Fig. 6 we can estimate that the error of the reference solution ($\varepsilon_{\text{rel}} = 10^{-13}$) is less than 1 m. This is small compared with the target accuracy and suitable to evaluate the true impact of each perturbative force (the focus of the next section).
5.2 Verification of the physical model

Once the discretization error due to the integrator has been reduced to a suitable level, the accuracy of the physical model can be assessed. To verify if the list of relevant perturbative forces sketched in section 4.3 is correct, we shall switch off one perturbation at a time to determine the accuracy loss with respect to the reference solution. Forces having an effect on the solution smaller than the absolute tolerance can be ignored safely.

Table 2 lists different combinations of physical model settings and the corresponding difference in final position compared to the reference configuration \((k=1)\):

\[
\delta_k = \| \mathbf{x}_k(T) - \mathbf{x}_1(T) \|.
\] (55)

In all cases, the relative tolerance of the integrator is \(10^{-13}\). Values of \(\delta_k\) in bold characters indicate configurations not meeting the target accuracy (180 m).

| \(K\) | EGM setting | Sun 3rd body | Moon 3rd body | Jupiter 3rd body | Solar rad. | Albedo rad. | Earth tide | Ocean tide | Relativ. correc. | \(\Delta_k\) (m) |
|-------|-------------|--------------|---------------|------------------|------------|-------------|------------|-----------|------------------|----------------|
| 1     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | .              |
| 2     | \(N=100\)  | ✓            | ✓             | NO               | ✓          | ✓           | ✓          | ✓         | ✓                | 12·10^{-3}   |
| 3     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 1.3·10^{-3} |
| 4     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 380           |
| 5     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 71            |
| 6     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 10^{-8} m/s^2 |
| 7     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 140           |
| 8     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 10^{-8} m/s^2 |
| 9     | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 10^{-9} m/s^2 |
| 10    | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 1.1           |
| 11    | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 71            |
| 12    | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 380           |
| 13    | \(N=100\)  | ✓            | ✓             | ✓                | ✓          | ✓           | ✓          | ✓         | ✓                | 10^{-8} m/s^2 |

Table 2 – Change in final position of a Molniya orbit for different physical model configurations \((\varepsilon_{rel} = 10^{-13}\)).

Cases \(k=2\) and \(k=3\) confirm that effects of Jupiter’s gravity and ocean tides are indeed negligible. They are smaller than 1 m, comparable to the accuracy of the numerical integration.

Cases 4 and 5 analyze the two perturbations that barely reached the acceleration threshold. We see that removing the relativistic correction is acceptable, as it only increases the error by 18 m. In contrast, neglecting the albedo radiation pressure causes an error of 380 m and is unacceptable.
Configurations 6 to 9 showcase the effect of those forces inducing accelerations above the threshold (in the case of solid Earth tides this happens only near the perigee). The gravity of the Sun and Moon causes displacements of tens of kilometers and must be retained, obviously. Likewise, ignoring solar radiation pressure yields an error above one kilometer. On the other hand, the solid Earth tide changes the final position by 50 m only, and can be removed from the model.

Cases 10 to 12 illustrate the effect of the dynamic EGM expansion degree. For a field truncation error $\epsilon_{\text{nu}} = 10^{-8} \text{ m/s}^2$, as derived in section 4.2, the position error is below 70 m. For $\epsilon_{\text{nu}} = 10^{-7} \text{ m/s}^2$ the error increases to 430 m, while for $\epsilon_{\text{nu}} = 10^{-9} \text{ m/s}^2$ it drops to 1 m. Therefore, our initial guess of the required gravity synthesis accuracy was correct.

Inspecting the results for cases 2 to 11, we can finally determine the forces to include in the production model:

- Earth gravity to an accuracy of $10^{-8} \text{ m/s}^2$
- Solar gravity
- Lunar gravity
- Solar radiation pressure
- Albedo radiation pressure

Case 12 confirms that for this model the positional error is 140 m. Thus, it complies with our accuracy requirements.

The last parameter to determine is the relative tolerance of the integrator. From Fig. 6 we expect a setting of $10^{-11}$ would be adequate. It is worth noting that the convergence plot in Fig. 6 corresponds to the reference model (which includes all perturbation sources and uses a fixed expansion degree). In principle, it may not be applicable to the production configuration, which has a different physical model and dynamic field expansion. However, moving from a detailed model to a simpler one is not expected to impact negatively the performance of the integrator (on the contrary, the acceleration field of the reduced fidelity model is smoother, due to the lower degree of the spherical harmonics, and easier to propagate). Therefore, the relative tolerance guideline from Fig. 6 should be conservative when applied to the production model. To demonstrate this, we plotted the absolute error of the production model as a function of the integrator relative tolerance in Fig. 7. The error has been computed with respect to the reference solution (case k=1 in Table 2). It remains approximately constant for $\epsilon_{\text{rel}} \leq 10^{-11}$. In this range the discretization error of the numerical integrator is small compared to the inaccuracy introduced by the simplified physics – 140 m, as shown by case 13 in Table 2 – and has little effect on the trajectory. For tolerances between $10^{-11}$ and $10^{-10}$ both sources of uncertainty are comparable and the curve becomes
irregular. The dip in the curve is due to random error cancelations. For tolerances above $10^{-10}$ the
discretization error of the integrator dominates, and the curve raises sharply. Henceforth, a relative
tolerance of $10^{-11}$ shall be retained for the production model.

Fig. 7 – Absolute error vs. integrator tolerance for production model
(Sun and Moon gravity, Solar and albedo radiation pressure, EGM accuracy 10^{-8} m/s^2)

5.3 Comparative performance and accuracy

We now discuss the accuracy and efficiency of the calculations. We present cost comparisons between
the dynamic expansion degree technique and the conventional fixed-degree approach. The normalized
computational cost (i.e., duration of the simulation) for each case is presented using the production
configuration from section 5.2 as reference. To obtain a reliable estimate of the cost, the execution times
are measured running the propagator for 1000 revolutions instead of 60. This averages out the effect of
background activity on the host computer. We also showcase the ability of the dynamic degree choice
to improve the solution accuracy with limited increases in solution time.

Table 3 presents a summary of the results. All the errors are measured with respect to the reference
solution. Three configurations of the physical model are used:

- FULL: All perturbation forces included
- PROD: Production model, no tides, relativistic correction or Jupiter gravity
- ALT: Alternative model, perturbations included in PROD plus Earth tide and relativistic
correction (an explanation for this choice is given below)
The first row of the table \((k=1)\) is the reference solution used to estimate errors. Case \(k=14\) (the numbering continues from Table 2 in order to have a unique identifier for each configuration) is the production configuration, which has unit normalized cost. Its absolute error is 125 m, within the tolerance limits. We see that the reference solution is 35 times more expensive.

In case 15 the production physical model is used together with a fixed-degree expansion \(N=100\). The error target is met, as expected, but the cost is one order of magnitude higher than with the dynamic degree choice. The harmonic synthesis degree can be reduced to some extent without compromising the accuracy because, as we indicated before, it is above the effective expansion degree for the perigee altitude. To make a fair performance comparison, we reduced the expansion degree until the result became unreliable. For \(N=45\) (case 16) the solution starts to fluctuate, indicating the truncation error becomes important. Further reductions of \(N\) cause unpredictable increases and decreases of the error, due to random cancellations. Even though case 16 has been carefully tuned for maximum performance, it remains two and a half times more expensive than the dynamic expansion \((k=14)\). Clearly, a fixed expansion degree must cannot deliver optimal performance when the satellite experiences large variations of altitude.

To further illustrate the benefits of the dynamic expansion technique, we computed a higher accuracy solution \((k=17)\) by including all the perturbation sources and lowering the EGM truncation degree to \(10^{-9}\) m/s\(^2\). A reduction of the integrator tolerance to \(10^{-12}\) was required to realize the benefits of the improved physical model. We see that the errors drops by two orders of magnitude while the cost increases to 2.8 only. In contrast, the same computation using fixed \(N=100\) \((k=18)\) has a cost index of 15. Again, for the sake of fairness, we reduced the expansion degree to the point where the accuracy begins to degrade \((N=60, k=19)\). The accuracy (about 1 m) is preserved, but the cost index remain elevated at 6.6. For illustrative purposes, we further reduced the expansion degree until the cost became comparable to the configuration \(k=17\). This is case \(k=20\) (expansion degree \(N=20\)) which incurs an error of 50 m, totally negating to benefits of the improved physical model.

A benefit of the sensitivity study from section 4.3 (Table 2) is that we can easily improve the performance of the solution by removing physical effects not relevant at the current accuracy level (1 m for the high-accuracy case). The table shows that removing Jupiter’s gravity and ocean tides would introduce an error on the order of 10 cm, which is acceptable. This is important from the performance standpoint, because the computation of the ocean tide is expensive due to the large number of constituents in FES2004 [55]. We ran a computation \((k=21)\) which ignores these two perturbations (ALT physics model). Using variable expansion degree we achieve the same accuracy as case 17, but with a
cost index of 1.9. Of course, the same strategy can be applied to fixed expansion degree \((k=22)\) but the cost index only drops to 5.4 (2.8 times higher than the equivalent dynamic expansion case, \(k=21)\).

| \(k\) | Comment                  | EGM setting       | \(\varepsilon_{\text{rel}}\) | Physics model | \(\delta\) (m) | Cost index |
|------|--------------------------|-------------------|-------------------------------|---------------|----------------|-------------|
| 1    | Reference                | \(N=100\)        | \(10^{-13}\)                   | FULL          | -              | 19          |
| 14   | Production               | \(\varepsilon_{\text{rel}}=10^{-9} \text{ m/s}^2\) | \(10^{-11}\)               | PROD          | 125            | 1           |
| 15   | PROD physics, \(N=100\)  | \(N=100\)        | \(10^{-11}\)                   | PROD          | 54             | 9.6         |
| 16   | PROD physics, \(N=45\)   | \(N=45\)         | \(10^{-11}\)                   | PROD          | 49             | 2.4         |
| 17   | High accuracy, Dyn. degree | \(\varepsilon_{\text{rel}}=10^{-9} \text{ m/s}^2\) | \(10^{-12}\)               | FULL          | 1.8            | 3.2         |
| 18   | FULL physics, \(N=100\)  | \(N=100\)        | \(10^{-12}\)                   | FULL          | 0.89           | 15          |
| 19   | FULL physics, \(N=60\)   | \(N=60\)         | \(10^{-12}\)                   | FULL          | 1.4            | 6.6         |
| 20   | FULL physics, \(N=30\)   | \(N=30\)         | \(10^{-12}\)                   | FULL          | 5              | 3.3         |
| 21   | ALT physics, Dyn. degree | \(\varepsilon_{\text{rel}}=10^{-9} \text{ m/s}^2\) | \(10^{-12}\)               | ALT           | 1.8            | 1.9         |
| 22   | ALT physics, \(N=60\)    | \(N=60\)         | \(10^{-12}\)                   | ALT           | 1.6            | 5.4         |
| 23   | Low fidelity, Dyn. degree | \(\varepsilon_{\text{rel}}=10^{-7} \text{ m/s}^2\) | \(10^{-11}\)               | PROD          | 160            | 0.83        |
| 24   | Low fidelity, \(N=20\)   | \(N=20\)         | \(10^{-11}\)                   | PROD          | 240            | 0.91        |

Table 3 – Comparison of accuracy and computational cost for different model setups of a Molniya orbit.

Finally, we tried a reduced fidelity computation increasing the EGM truncation error to \(10^{-9} \text{ m/s}^2\) (case 23). The error remains almost unchanged – and within requirements – while achieving a cost reduction of 20%. On the other hand, if we try to build a fixed-degree solution having comparable cost \((k=24)\) the error jumps to 240 m, outside tolerance. Once again, the fixed expansion degree does not strike a good balance between accuracy and cost.
For informative purposes, we included the evolution of the orbital elements for the reference solution \((k=1)\) in Fig. 7. Note that the changes in inclination \((i)\), eccentricity \((e)\) and argument of the perigee \((\omega)\) have been upscaled to make them apparent, because they are very small compared to the variation of RAAN. The latter changes by \(70^\circ\) over 500 days due to Earth’s polar flattening. In contrast, over the same time span, \(\omega\) increases by less than \(2^\circ\) due to the choice of critical inclination, which cancels the effect of Earth’s oblateness. The changes of inclination and eccentricity, mostly due to lunisolar perturbations, are very small \((0.15^\circ\) and \(0.014^\circ\), respectively). Finally, the variation of the semimajor axis, which is quasi-periodic, has a small relative amplitude \((30\ \text{km})\). However, it is important for satellite phasing because it affects the orbital period.

### 6 CONCLUSIONS

We presented a simple and effective method for optimizing the precision and efficiency of an orbit propagator. Starting with the accuracy requirement of the application (which is a function of the mission objectives), the allowable acceleration error is determined. The physical model is then adapted to match this uncertainty, removing as much complexity from it as possible. Together with a proper setting of the integrator tolerance, this yields a solution that respects the accuracy constraints of the problem while minimizing the computational cost. The preparation of the model only needs back-of-the-envelope
calculations and some propagation tests. These can be completed in a short time, optimizing the performance of the production model (especially important for sensitivity analysis and optimization, where large batches of cases need to be computed) and giving the analyst confidence in the results.

A vital part of the strategy involves an analysis of the uncertainty of the gravity field model. From the statistical uncertainty of the Stokes coefficients, the typical error of the gravitational acceleration is derived as a function of height. This defines the accuracy limit that can be achieved from a particular geopotential model. Using this result, an analyst can quickly determine if a particular EGM is suitable for his application.

A study of the truncation error of the field as a function of the expansion degree shows that, for a given precision, the expansion degree decreases rapidly with altitude ($N_{\text{eq}} \propto h^{-1}$, approximately). It is clear that, for orbits where height is not constant, a fixed expansion degree is a suboptimal choice. Our study for the Molniya orbit shows that by using a dynamic degree selection, the accuracy of the solution can be maintained while reducing the computational cost by a factor of 3 or more. Moreover, when the dynamic expansion is used, accuracy can be improved with a modest change in solution cost. We managed to increase the accuracy of the baseline solution by two orders of magnitude with just a 90% rise in computational cost.

Even in the case of circular orbits – where the dynamic expansion offers no efficiency advantage – our results are important, because they remove the guesswork from the selection of the truncation degree. This is a marked improvement with respect to generic recommendations, that do not consider the specific requirements of each application. For example, the IERS Conventions 2010 [54] gives the following guidelines for EGM2008 truncation levels:

| Orbit height (km) | Satellite | Truncation level |
|-------------------|-----------|------------------|
| 953               | Starlette | 90               |
| 5892              | LAGEOS    | 20               |
| 20222             | GPS       | 12               |

Table 4 – EGM2008 suggested truncation levels from IERS Conventions 2010 [54]

The suggested truncation levels in Table 4 agree very well with the effective expansion degree $N_{\text{eff}}(h)$ from Fig. 4. This is unsurprising because the recommendation is meant for geodesy work, where maximum accuracy is sought. For less stringent applications, using the IERS recommendation would be computationally inefficient. Our methodology offers additional flexibility, allowing the analyst to adjust the gravity expansion degree for any specific application.
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