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Abstract. Real estate is one of the most fast-paced and emerging industries today. Nowadays everyone wants to be the owner of their house rather than live on rent. Therefore, people are very cautious in searching for the most suitable house. Different people have a different budget and so varies their desire. This paper draws attention to the house rate predictions based on different objectives like financial status and expectations of non-house holders. It consists of two prediction sets, one with all the available features required for buying the house and the other with a few selected features. It involves varying machine learning regression techniques like linear regression, polynomial regression, decision tree, and random forest. Here, all the above techniques are compared, and it is found that polynomial regression with all the features gives the best results.

1. Introduction

Housing is the utmost need of any individual; it can be either bought or rented. As per the data, 65.1% homeowners are there in the US in 2019 [1]. With time more and more people are drawn towards buying their own houses. Each has a different set of budgets and priorities for their house. People also surf the internet to search the house of their choice. For fulfilling their needs, machine learning engineers from across the world with data scientists are working to predict precise results to the shareholders and customers. Machine learning and generative modelling [2] have been able to infiltrate various domains of scientific progress including economic forecasting and medicine. High dimensional modelling of big data has been detrimental to performing diagnostic and prognostic procedures [3]. It is possible to understand attributes pertaining to organs of the human body vital for carrying out necessary life processes [4][5]. Examples of these include the classification of cardiovascular diseases [6][7], cell nuclei segmentation across varied experimental systems to facilitate diagnostic operations done by doctors [8] and even for detecting diseases in crops [9].

The models in this paper use variables regarding house facilities like interior square feet of the property, number of bedrooms, number of bathrooms, total number of rooms, the quality score assigned for rooms based on buyer reviews, the quality score assigned for bathroom based on buyer reviews, the quality score assigned for bedroom based on buyer reviews, the overall quality score assigned for the property, the sale condition of the house and the type of building. Variables regarding
surrounding and localities of the house are the area in which the real estate is located, the distance of the property to the main road, whether parking facility is available, availability of utilities, street of the real estate, and the zone. At the end variables that are used regarding the sale price of the house are the commission paid to the agent and the total sale price of the property. Here the total sales price is the target variable.

For getting precise predictions, first, all measuring techniques like Root Mean Square Error, Mean Squared Error, Mean Squared Log Error and R2 Score are used on all the features for linear regression, polynomial regression, decision tree, and random forest, and calculated scores for Model I. In the second model, the features are filtered through correlation matrix and with the selected features only we calculated predictions are calculated with same measuring techniques and on same regression analysis used before, and it is named Model II. The results of both models are compared to get an accurate prediction.

The order of sections of this paper are: Section 1 comprises Introduction, Section 2 is a study on Related Work, whereas Section 3 encapsulates the Data Preparation, Section 4 gives the study of techniques used like Linear Regression, Polynomial Regression, Decision Tree and Random Forest, Section 5 encapsulates the Evaluation Metrics like Root Mean Square Error, Mean Squared Error, Mean Squared Log Error and R-Squared Error. Section 6 is the discussion on the results received after comparing the different models, and the paper concludes in Section 7.

2. Related Work
Fik et al. (2003) implemented house price variations with the impact of location feature on it. The authors used x, y coordinates to explain the house price variation of the model. There were only a few features in this model in which selling price was dependent [10]. As only a few features were used, the results were not immaculate. Later, the model implemented by Varma et al. (2018) mainly aims at accurately predicting the selling price of a property based on the perimeters preferred by the buyers. The authors used Google maps API and conducted a locality search. This model uses linear regression, boosted regression, and forest regression techniques [11]. Here, several features were taken into consideration for more accurate predictions. Bhagat et al. (2016) predict the house pricing based on the linear regression model [12]. The same prediction technique is used by Amri et al. (2012) in their paper [13]. Vineeth et al. (2018) implemented a model using different techniques of data science namely simple linear regression, multilinear regression, and neural networks with an RMSE score of 8.0337, 5.4731 and 2.1905 respectively. In the study, the authors conclude that neural networks give the best prediction with an RMSE score of 2.1905 [14]. Similarly, Alfiyatin et al. (2017) give a model that uses regression using a technique called Particle Swarm Optimization (PSO) for predicting the house price [15], comparing seven models to find least error. Afonso et al. (2019) propose a model in which final prediction was the combination of two different machine learning methods. The authors used a dataset containing data collected from different websites of Brazil from 2015 to 2018 and achieved a RMSLE of 0.23847. Future work in this model includes grabbing the speed of the training set [16]. Yajuan et al. (2013) presented a model based on the calculations of the house price index by the outstanding method of the Repeated Sales Model. The authors predicted the house rates of small towns by the data collected by the yearly house price index of the city Huludao. This method proved the accuracy of fit and use of the Repeated Sales Model as a significant approach to predict house prices of small or average-sized towns [17]. Their method of using the Repeated Sales Model was originally proposed by Jansen et al. (2008) [18].

3. Data Preparation
This section gives a brief description of the data used in our implementation. In later sections, different implementations are also shown. The algorithms chosen for performing the predictions are based on the variety of datasets, as physical world data may not be easy to handle, balanced, scaled, or complete. An overview of the model approach is shown in Figure 1.
3.1. The Dataset

The dataset taken for the study is a real-world dataset. Therefore it comprises a few errors which are to be dealt with. The dataset consists of 7109 records and 19 attributes. The columns with nominal attributes are PRT_ID, N_BEDROOM, N_BATHROOM, N_ROOM, SALE_COND, PARK_FACIL, BUILDTYPE, UTILITY_AVAIL, STREET, MZZONE, and the columns with numeric attributes are AREA, INT_SQFT, DIST_MAINROAD, QS_ROOMS, QS_BATHROOM, QS_BEDROOM, QS_OVERALL, COMMIS, and SALES_PRICE.

3.2. Data Exploration

One of the most crucial steps of building a machine learning model is data exploration. It is done to gain various insights of our dataset and figure out the errors. Some of the common errors in datasets are missing values [19], outliers [20], and skewness [21]. Dataset is first cleaned, before predicting the accuracy.

3.2.1. Missing Values, Outliers, and Skewness. In our dataset, there are a few missing values. Features having missing values are N_BEDROOM, N_BATHROOM, and QS_OVERALL. The missing values of the categorical feature like N_BEDROOM are replaced by the mode of all the data points of the column. The other categorical feature N_BATHROOM, on observation, shows that if the N_BEDROOM data is less than or equal to 1 then N_BATHROOM data for that record will be 1, otherwise it will be 2. On the other hand, missing values of the continuous feature like QS_OVERALL is replaced by the mean of all the data points of the column. It is found that there are no outliers and Skewness in our dataset.

3.2.2 Correlation Matrix for Model II. For the implementation of Model II, the correlation matrix is used on the given features as shown in Figure 2, and highly correlated features with the target variable are selected, which are again taken into account to see the correlation between them, and highly correlated features are deselected [22][23]. And, at the end of the process, features used for Model II are INT_SQFT, COMMIS, and the target variable i.e., SALES_PRICE.
3.3. Splitting the Data
In our paper, 70% of the readings have been selected for the train set and the other 30% for the test set. The values for dependent variables are determined by applying certain algorithms on the training set. Then, a training set algorithm is put in the testing data for only independent variables. The obtained dependent variables and original values are compared and the one with the minimum error is selected [14].

4. Technology
4.1. Linear Regression
Linear Regression classifier is used between the target variable and other independent variables to find a linear relationship between them [24][25][26]. It is a regression model, used for predicting continuous values. Given, a dataset \( \{y_i, x_{i1}, \ldots, x_{ip}\}_{i=1}^n \) of n observations presumes that p-vector of \( x \) regressor and \( y \), the dependent variable, has a linear relationship. There is a term for disturbance referred to as \( \varepsilon \), the variable for error that adds unwanted noise in the relationship between the regressors and the dependent variables. The pros and cons of linear regression are given in Table 1. The equation formulates as:

\[
y_i = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_p x_{ip} + \varepsilon_i = x_i^T \beta + \varepsilon_i, \quad i = 1, \ldots, n,
\]

Where \( T \) is the transpose of the matrix. In general, \( y \) is written as,

\[
y = X\beta + \varepsilon
\]

Where,
\( y = \left( \begin{array}{c} y_1 \\ y_2 \\ \vdots \\ y_n \end{array} \right), \) 

\( X = \left( \begin{array}{c} x_{11} \\ x_{12} \\ \vdots \\ x_{np} \end{array} \right), \) 

\( \beta = \left( \begin{array}{c} \beta_0 \\ \beta_1 \\ \vdots \\ \beta_p \end{array} \right), \) 

\( \varepsilon = \left( \begin{array}{c} \varepsilon_0 \\ \varepsilon_1 \\ \vdots \\ \varepsilon_n \end{array} \right) \) 

4.2. Polynomial Regression

Polynomial Regression is a regression algorithm which is considered to be a special case of multiple linear regression, as some polynomial terms are added to modify the Multiple Linear Regression model to increase accuracy and make it Polynomial Regression [27]. It can only be used as a regression model to predict continuous values. Polynomial Regression’s pros and cons are enlisted in Table 2. The Polynomial Regression equation.

\[ y_i = \beta_0 + \beta_1 x_i + \beta_2 x_i^2 + \cdots + \beta_m x_i^m + \varepsilon_i \quad (i = 1, 2, \ldots, n) \] 

While using pure matrix notation,

\[ \tilde{y} = X\hat{\beta} + \tilde{\varepsilon} \] 

Where \( X \) is design matrix, \( \tilde{y} \) the random vector, \( \hat{\beta} \) the parameter vector, and \( \tilde{\varepsilon} \) is the vector of random errors [28].

4.3. Decision Trees Regression

The decision tree is a sort of algorithm that requires a label for functioning, and hence they come under supervised learning. The main aim to use the Decision Tree algorithm involves creating a training model used for predicting the target variable’s class or value by studying easy decision order.
In this algorithm, the data split continuously according to a certain parameter [29]. It can be used for the regression model as well as the classification model. The regression model predicts the values of a continuous variable, whereas in the classification model it works with a categorical target. In this paper, the regression model of Decision Trees is used [30]. Some of the terms used in decision trees are leaf/terminal node, which refers to the nodes which do not have any nodes branching out from them, decision node, refers to the nodes which have child nodes, the root node, refers to the highest node without any parent node, splitting, refers to the process of branching, sub-tree/branch, refers to a tree that is a child of another node, parent node, refers to a parent of a certain node and child node refers to the child of certain parent node. Figure 3 shows an overview of these terms. Table 3 lists the pros and cons of using Decision Trees.

![Decision Tree Diagram]

**Figure 3. Overview of Decision Tree**

| Pros                                      | Cons                          |
|-------------------------------------------|-------------------------------|
| Feature scaling is not needed.            | Prone to overfitting.         |
| Implementation is easy, robust and Simple. | Not suitable for small datasets. |

**4.4. Random Forest Regression**

Random Forest is a supervised learning algorithm. The decision tree is contemplated as a base of the Random Forest algorithm [31][32]. Random Forest can be used for regression as well as classification just like the Decision Tree algorithm [33]. For the classification model it works with a categorical target, whereas in the regression model, it predicts the values of a continuous variable. Random Forest is a collection of several decision trees, just like a real forest that consists of trees. It is often also referred to an ensemble learning technique. For the processing, a set of samples of data are picked arbitrary which comprises different decision trees. Each tree gives the prediction, and the average of them is selected for the case in the regression model. In this paper, the regression algorithm of random forests is used. First of all, it divides the dataset into multiple sets, each set produces a decision tree based on different evaluation metrics used. Later the mean of all the predictions is considered as the final prediction. It is more clearly shown in Figure 4. Table 4 enlists the pros and cons of using the Random Forest model.
5. Evaluation Metrics

Machine learning refers to the analysis of a certain dataset, which on processing with different algorithms, gives certain predictions. Accuracy prediction depends on the type of model. For a regression model, the evaluation metrics used are Root Mean Square Error [34], Mean Squared Error, Mean Squared Log Error, and R2 Score. The fallacy in the predictions is represented by the errors. The main conception includes that there will be a comparison between predicted and actual values to calculate evaluation metrics [35].

5.1. Mean Squared Error (MSE)

Random Forest is a supervised learning algorithm. Mean Squared Mean Squared Error computes the difference between the mean squared of the predicted values and the actual values, that is, calculates mean of the squared errors [35]. Mathematically it is calculated as:

$$MSE = \frac{1}{k} \sum_{i=1}^{k} (x_i - \hat{x}_i)^2$$  \hspace{1cm} (8)$$

where, $k$ is the number of predictions, $x$ refers to the actual values, and $\hat{x}$ is the predicted values. In this paper, MSE is used for all the four algorithms and the results are shown for both the models, that is, Model I consists of all the features whereas Model II consists only of the highly correlated features. Evaluations of the metrics are shown in Table 5 in the result section.
5.2. **Root Mean Square Error (RMSE)**

Root Mean Square Error is one of the most popularly used machine learning evaluation metrics. It computes the square root of the Mean Squared Error. In other words, it is the square root of the mean of the squared errors. Error is the difference between actual and predicted values [34]. Mathematically,

\[
RMSE = \sqrt{\text{MSE}} = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (x_i - \hat{x}_i)^2}
\]  

(9)

The results are shown in Table 6 in the result section.

5.3. **Mean Squared Log Error (MSLE)**

Mean Squared Log Error is the evaluation metrics that computes the ratio of predicted and actual values. Mathematically it can be written as,

\[
L(x, \hat{x}) = \frac{1}{k} \sum_{i=0}^{k} (\log(x_i + 1) - \log(\hat{x}_i + 1))^2
\]  

(10)

MSLE is applied to all the four algorithms for both the models, the results are shown in Table 7.

5.4. **R² Score**

R squared or the coefficient of determination is the measure of the closeness of predicted data with the actual data. It varies from 0 to 1, represented as a percentage. Higher the value of R squared, more accurate is the prediction model [36]. It can also be explained as,

\[
R^2 = 1 \frac{\sum(x_i - \hat{x}_i)^2}{\sum(x_i - \bar{x})^2}
\]  

(11)

where \(\bar{x}_i\) is the mean value of \(x\). The evaluation of the metrics is shown in Table 8.

6. **Result and Discussion**

In this paper, various evaluation metrics are used on different algorithms for both models. The results of them are given below in the form of tables. Mean Squared Error computes the difference between the mean squared of the predicted values and the actual values, that is, calculates mean of the squared errors. Evaluations of the metrics are shown in Table 5.

### Table 5. Mean Squared Error Evaluation.

|                  | Linear Regression | Polynomial Regression | Decision Tree Regression | Random Forests Regression |
|------------------|-------------------|-----------------------|--------------------------|--------------------------|
| Model I: All the features | 62368429058       | 57469524516.          | 67405567878              | 177293361                |
|                  | 7.35              | 67                    | 0.94                     | 2333.64                  |
| Model II: Highly correlated features | 71606595374       | 69051175314           | 12864557541              | 650189830                |
|                  | 93.0              | 77.65                 | 957.85                   | 0529.16                  |

Root Mean Square Error computes the square root of the Mean Squared Error. RMSE is applied to all the four algorithms for both the models, the results are shown in Table 6.
Table 6. Root Mean Square Error Evaluation.

|                      | Linear Regression | Polynomial Regression | Decision Tree Regression | Random Forests Regression |
|----------------------|-------------------|-----------------------|--------------------------|---------------------------|
| Model I: All the features | 789736.85         | 239728.02             | 821008.94                | 1331515.53                |
| Model II: Highly correlated features | 2675940.87       | 2627759.03            | 3586719.61               | 2549882.02                |

Mean Squared Log Error is the evaluation metrics that computes the ratio of predicted and actual values. The results are shown in Table 7.

Table 7. Mean Squared Log Error Evaluation.

|                      | Linear Regression | Polynomial Regression | Decision Tree Regression | Random Forests Regression |
|----------------------|-------------------|-----------------------|--------------------------|---------------------------|
| Model I: All the features | 0.00895           | 0.00075               | 0.00859                  | 0.01970                   |
| Model II: Highly correlated features | 0.06596          | 0.06461               | 0.11421                  | 0.05991                   |

R squared or the coefficient of determination is the measure of the closeness of predicted data with the actual data. The evaluation of the same is shown in Table 8.

Table 8. R-Squared Score Evaluation.

|                      | Linear Regression | Polynomial Regression | Decision Tree Regression | Random Forests Regression |
|----------------------|-------------------|-----------------------|--------------------------|---------------------------|
| Model I: All the features | 0.95520           | 0.99587               | 0.95159                  | 0.87266                   |
| Model II: Highly correlated features | 0.48568          | 0.50403               | 0.07599                  | 0.53300                   |

Residuals represent the difference between the true value and predicted value of y. In Figure 5, the residual plot for testing and training data for all the algorithms used in Model I, that is where all the features are used is shown, and in Figure 6, the residual plot for the algorithms used in Model II, that is where only highly correlated features are used is shown.
Figure 5. Residual plots for Model I.

Shapiro-Wilk test is one of the most popular and reliable test for normality check of the dataset. This test is applied on the dataset, and the results obtained are shown in Table 9.
Different evaluation metrics are used on the models to predict the accuracy with the least error. A comparison of both the models with different algorithms of Machine Learning is shown in Figure 7.

With all the comparison metrics, it is observed that Polynomial Regression with Model I shows the least Root Mean Square Error with a value of 239728.021. Therefore, there are fewer errors in this metric as compared to others. Along with this, the R-Squared Score is 0.99587, which is 99.587% for Polynomial Regression in Model I. Mean Squared Error is also lowest for the Polynomial Regression algorithm in Model I with the value of 57469524516.67. The other evaluation metric used, Mean Squared Log Error also gives the least value with Polynomial Regression on Model I being 0.00075. Apart from Polynomial Regression, Linear Regression also showed satisfactory results with Model I. R-Squared score for the same is 0.95520, or 95.520%. The predictions of Model II, however, were not very good. This is because only used highly correlated features are used, and dropped the other available features, but the sale price depends on all the features combined rather than on just two features. This study shows that the sale price of a house depends on various features combined and not just a few correlated features. Another reason for the poorer performance of Model II could be attributed to generalizing better.
7. Conclusion and Future Work
Real estate is a rapidly growing business. Each year, more and more people are buying houses. People take into consideration several features before buying a house. House price prediction predicts house pricing based on different features. In this paper, 18 features are used to predict the sale price for Model I, and the highly correlated features, that is 2 features for Model II. Many evaluation techniques like Mean Squared Error, Root Mean Square Error, Mean Squared Log Error, and R-Squared Score are used on different machine learning algorithms, which are Linear Regression, Polynomial Regression, Decision Trees Regression, and Random Forests Regression. After comparing all the algorithms and both the models, it is concluded that Polynomial Regression on Model I, which is a model with all the 18 features gives the best result. This helps the buyers to predict the price of the housing more accurately.

For further research, a mobile application can be developed by the researchers to sort the houses of their choice and need, with the help of advanced machine learning algorithms [37][38] for intelligently showing the data of customers’ interest. Further, more emphasis can be given to modelling the house prices through tree-based boosting techniques such as XGBoost [39] and CatBoost [40].
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