A targeted search for Main Belt Comets
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ABSTRACT

Main Belt Comets (MBCs) exhibit sublimation-driven activity while occupying asteroid-like orbits in the Main Asteroid Belt. MBCs and candidates show stronger clustering of their longitudes of perihelion around 15° than other objects from the Outer Main Belt (OMB). This potential property of MBCs could facilitate the discovery of new candidates by observing objects in similar orbits. We acquired deep r-band images of 534 targeted asteroids using the INT/WFC between 2018 and 2020. Our sample is comprised of OMB objects observed near perihelion, with longitudes of perihelion between 0° and 30° and orbital parameters similar to knowns MBCs. Our pipeline applied activity detection methods to 319 of these objects to look for tails or comae, and we visually inspected the remaining asteroids. Our activity detection pipeline highlighted a faint anti-solar tail-like feature around 2001 NL19 (279870) observed on 2018 November 07, six months after perihelion. This is consistent with cometary activity but additional observations of this object will be needed during its next perihelion to investigate its potential MBC status. If it is active our survey yields a detection rate of ~1:300, which is higher than previous similar surveys, supporting the idea of dynamical clustering of MBCs. If not, it is consistent with previously estimated abundance rates of MBCs in the OMB (<1:500).
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1 INTRODUCTION

1.1 Main Belt Comets

Main Belt Comets (MBCs) display comet-like outgassing while occupying asteroidal orbits in the Main Asteroid Belt. Asteroids and comets have long been perceived as two very distinct populations, initially formed within and beyond the snowline, and existing in different reservoirs. The recent discovery of icy objects in the Main Belt, as well as of other active asteroids and inactive comets, blurs the physical and dynamical boundaries between comets and asteroids and indicates it is rather a continuum (Jewitt & Hsieh 2022).

MBCs constitute a subset of the active asteroids along with disrupted asteroids, the activity of which is not due to ice sublimation but rather other phenomena such as impacts or rotational effects. To categorize an active asteroid as an MBC, possible evidence for outgassing includes recurring activity during multiple passages at perihelion, strong non-gravitational acceleration or prolonged dust emission. No direct detection of gas has been made so far due to the low gas production rates in MBCs (Snodgrass et al. 2017).

The first known MBC 133P/Elst-Pizarro was discovered in 1996 (Elst et al. 1996). There are now 9 objects in total that have shown recurring activity near perihelion and around 20 additional candidates are known (Table 1). Sonnett et al. (2011) estimated the average MBC to asteroid ratio to be 1:400 in the Main Belt but only a small number will be active at any given time. Efforts have been deployed to discover MBCs in archival data or through targeted or untargeted surveys, but their scarcity and transient activity, in addition to observational constraints, make it challenging. Attempts at finding active objects in archival data from the Canada–France–Hawaii Telescope Legacy Survey (Gilbert & Wiegert 2009, 2010), the Thousand Asteroid Light Curve Survey (TALCS) (Sonnett et al. 2011), the Palomar Transient Factory survey (Waszczak et al. 2013) or the Hyper-Suprime-Cam/Suprime-Cam data (Hsieh et al. 2016; Schwamb et al. 2017) have not lead to any new detection of MBCs.
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1.2 Orbital clustering of known MBCs

Kim et al. (2018) analysed orbital elements of confirmed and suspected MBCs of the Outer Main Belt (OMB), and found that the longitudes of perihelion $\tilde{\omega}$ of these objects seem to cluster around that of Jupiter ($\tilde{\omega}_J \approx 15^\circ$), as illustrated by Fig. 1. Rayleigh’s Z-test measures the probability that a sample of circular data (e.g. angles) is drawn from a uniform distribution. Using Rayleigh’s Z-test the authors found that the probability that these longitudes were drawn from a uniform distribution was $< 0.3$ per cent. Such a clustering is a known feature of the whole OMB population, which is more affected by Jupiter dynamically, but they used Watson’s $U^2$ test to show that the clustering was stronger among MBCs and MBC candidates. Watson’s $U^2$ test measures the probability that two samples of circular data are drawn from the same distribution. They found that the probability for the longitudes of perihelion of the MBC sample to be drawn from the same distribution as the longitudes of perihelion of all OMB objects was $< 0.1$ per cent.

Table 1. List of known MBCs and candidates, their orbital characteristics and likely source of activity. S: Sublimation. R: Rotation. I: Impact. (*) Objects considered by Kim et al. (2018). (**) Objects that have shown recurring activity near perihelion. Objects with $a > 2.82$ belong to the OMB.

| Object | Origin of activity | a (AU) | e | i (deg) | $T_J$ (yr) | $\bar{P}$ (yr) | $\tilde{\omega}$ (deg) |
|--------|--------------------|--------|---|--------|----------|-------------|----------------|
| 1 Ceres | S                  | 2.77   | 0.078 | 10.6 | 3.310   | 4.6          | 154.0          |
| 133P/Elst–Pizarro (P/1996 N2) (*) (**) | S                  | 3.16   | 0.157 | 1.4  | 3.184   | 5.64         | -68.0          |
| 176P/LINEAR (*) | S/I?              | 3.19   | 0.193 | 0.2  | 3.167   | 5.72         | 21.0           |
| 233P/La Sagra (P/2005 JR71) | S                  | 3.03   | 0.411 | 11.3 | 3.081   | 5.28         | 102.2          |
| 238P/Read (P/2005 U1) (*) (**) | S                  | 3.16   | 0.253 | 1.3  | 3.154   | 5.61         | 17.6           |
| 259P/Garradd (P/2008 R1) (**) | S                  | 2.73   | 0.342 | 15.9 | 3.217   | 4.52         | -51.0          |
| 288P (2006 VW139)(*) (**) | S                  | 3.05   | 0.201 | 3.2  | 3.203   | 5.34         | 3.2            |
| 313P/Gibbs (P/2003 S10) (*) (**) | S                  | 3.15   | 0.242 | 11.0 | 3.133   | 5.61         | 0.0            |
| 324P/La Sagra (P/2010 R2) (*) (**) | S                  | 3.09   | 0.154 | 21.4 | 3.100   | 5.45         | -30.1          |
| 358P/PANSTARRS (P/2012 T1) (*) (**) | S                  | 3.16   | 0.236 | 11.1 | 3.134   | 5.61         | 26.8           |
| 427P (P/2017 S5) (ATLAS) | S/R?              | 3.17   | 0.313 | 11.8 | 3.092   | 5.28         | -8.1           |
| 432P (P/2021 N4) | ?                  | 3.04   | 0.243 | 10.1 | 3.173   | 5.28         | -16.0          |
| 433P (248370) (2005 QN173) (***) | S/R/I?            | 3.07   | 0.226 | 0.1  | 3.192   | 5.37         | -40.0          |
| P/2016 J1-A (PANSTARRS) (***) | S/I/R?            | 3.17   | 0.228 | 14.3 | 3.113   | 5.64         | -113.4         |
| P/2013 R3 (Catalina-PANSTARRS) (*) | S/R?              | 3.03   | 0.273 | 0.9  | 3.184   | 5.28         | -8.77          |
| P/2015 X6 (PANSTARRS) | R/S?              | 2.75   | 0.17  | 4.6  | 3.319   | 4.57         | 76.0           |
| P/2017 S9 (PANSTARRS) | ?                  | 3.16   | 0.305 | 14.1 | 3.087   | 5.61         | 24.0           |
| P/2018 P3 (PANSTARRS) (***) | S                  | 3.01   | 0.416 | 8.9  | 3.096   | 5.2          | 5.2            |
| P/2019 A3 (PANSTARRS) | ?                  | 3.15   | 0.265 | 15.4 | 3.099   | 5.59         | -3.7           |
| P/2019 A4 (PANSTARRS) | R/I?              | 2.61   | 0.09  | 13.3 | 3.365   | 4.22         | 101.0          |
| P/2019 A7 (PANSTARRS) | ?                  | 3.19   | 0.161 | 17.8 | 3.103   | 5.69         | 41.0           |
| P/2020 O1 (Lemmon-PANSTARRS) | S/R?              | 2.65   | 0.12  | 5.2  | 3.376   | 4.3          | -79.0          |
| P/2021 A5 (PANSTARRS) | S                  | 3.05   | 0.14  | 18.2 | 3.147   | 5.31         | 30.0           |
| P/2021 L4 | ?                  | 3.17   | 0.119 | 17.0 | 3.125   | 5.64         | 118.0          |
| P/2021 R8 | ?                  | 3.02   | 0.294 | 2.2  | 3.179   | 5.26         | -2.0           |

Table 2. Results of statistical tests from Kim et al. (2018) and this study. Rayleigh’s Z-test measures the probability that the sample (here the longitudes of perihelion of MBCs and active asteroids from the OMB for which ice sublimation is a possible driver of activity) is drawn from a uniform distribution. Watson’s $U^2$ test measures the probability that two samples (here the previous sample and the longitudes of perihelion of all known OMB objects) are drawn from the same distribution.

|                  | Kim et al. (2018) | This study (2022) |
|------------------|-------------------|-------------------|
| Rayleigh’s Z-test| $< 0.3\%$         | $< 0.001\%$      |
| Watson’s $U^2$   | $< 2\%$           | $< 1\%$          |

Kim et al. (2018) accounted for 9 asteroids, among which only 5 had shown recurring activity. Since then, 3 new MBCs were identified in the Outer Main Belt along with many candidates. Figure 1 shows perihelia of all known MBCs as of 2021. Using this updated...
data set of MBCs and MBC candidates in the OMB. Rayleigh’s z-test yields a probability < 0.001 per cent for the longitudes of perihelion to be uniformly distributed. Comparing these asteroids to 149 946 numbered asteroids from AstDys with OMB orbits (2.824 < a ≤ 3.277 AU, e ≤ 0.45, i ≤ 40°), Watson’s U² test returns a probability < 1 per cent for longitudes of OMBs and those of MBCs to be drawn from the same distribution. This updated analysis seems to confirm the clustering of MBCs suspected by Kim et al. (2018).

Hence, this clustering of orbital parameters could reveal an inherent property of MBCs, which would constrain their origin and evolution scenarios as a population. Under this hypothesis, the authors predicted that MBCs were more likely to be discovered in the Northern autumn sky, when such asteroids would be observable at perihelion.

This article will present an imaging survey conducted to look for a tail (dust projected away from the nucleus) and/or a coma (extended atmosphere around the nucleus) surrounding targeted Main Belt Asteroids. Section 2 characterises the data products and target selection criteria. Section 3 explains the reduction and analysis processes. Section 4 describes the results of the analysis. In sections 5 and 6 we discuss our findings and conclusions.

2 OBSERVATIONS

Throughout three observing runs in November 2018, October 2019 and September 2020, 534 different asteroids were imaged using the Wide Field Camera (WFC) and Sloan r filter on the 2.5m Isaac Newton Telescope (INT). The full log of observations is available in Appendix A. This section will describe the target selection criteria and the associated data products.

2.1 Target selection

Using the JPL Small Body Data Base1 (JPL SBDB) and OpenORB (Exolab Group 2002), a list of all known Main Belt asteroids meeting the selection criteria listed in Table 3 was generated to determine target candidates. We selected asteroids:

- with an apparent V-magnitude limit of less than 21 to be visible with our desired exposure times,
- with well determined orbits (data arc > 100 days), to be easily identified on the frames,
- between 50 days pre-perihelion and 200 days post-perihelion at the time of observation, to maximize chances of visible activity.
- with similar orbits (semi-major axis, eccentricity and Tisserand parameter) as known MBCs,
- with longitudes of perihelion between 0 and 30°, to conform with the hypothesis of Kim et al. (2018) (see section 1.2).

660 candidates were obtained for the 2018 run, 694 for the 2019 run, and 566 for the 2020 run. During the observing runs, targets were selected in real time from the list of candidates. Priority was given to asteroids with perihelia closest to that of Jupiter, largest eccentricities, shortest time to perihelion, and belonging to young asteroid families or families containing known MBCs. The observation schedule was optimised by observing asteroids in sequences requiring small shifts of the telescope and by fitting multiple asteroids in the field of view of the WFC when possible.

Figure 2 shows orbital parameters of our targets from JPL SBDB as of 2022 August 15. Given the most recent calculations, while most values remain within our boundaries, a few objects do not fit our selection criteria anymore.

2.2 Data products

The WFC instrument has a pixel scale of 0.333 arcsec/pixel and a total field of view of 34° × 34° split between 4 rectangular CCDs, each of them comprising 2048 × 4100 useful imaging pixels (approximately 11.4’ × 22.8’). For each asteroid 3 to 10 frames were acquired, making up a total exposure of 500 seconds. The number of frames was selected to minimize the effects of the motion of the asteroid. The INT has a typical seeing of 1” to 3” and each image typically shows between 500 and 2500 detectable light sources: stars, galaxies, other asteroids, etc.

A few asteroids were observed multiple times to double check for activity, and multiple asteroids were imaged simultaneously, which creates confusion in the vocabulary to distinguish observed objects and the associated images. In what follows, we will call a “set of frames” a single {consecutive set of images} + {asteroid} combination. With this convention, two asteroids appearing on the same images count as two sets of frames, and one asteroid observed on two different nights counts as two set of frames. On this basis, we obtained 276 sets of frames during the 2018 run, 163 during the 2019 run and 115 during the 2020 run, i.e. 554 in total (detailed in Table 4). The full log of observations is given in Appendix A.

It should be noted that the data from the 2020 run shows higher noise levels. We suspect this is due to the guiding camera having been left on during the acquisition and causing increased readout noise. Consequently, our images are not as deep as they should be, therefore the pipeline can struggle to calibrate and align some frames or to locate the faint asteroids on the images.

1 http://ssd.jpl.nasa.gov/sbdb.cgi
Table 3. Selection criteria for the list of potential targets. They are further described in Section 2.1.

| Parameter                                      | Criterion                        | Reason for the criterion                                      |
|------------------------------------------------|----------------------------------|---------------------------------------------------------------|
| **Absolute parameters from JPL SBDB**          |                                  |                                                               |
| Data arc used for ephemerides calculation      | Spanning at least 100 days       | Low uncertainty on the ephemerides                            |
| Absolute magnitude $H$                         | $H < 18$                         | To match apparent magnitude limit of $V = 21$ at time of observation |
| Semi-major axis $a$                            | $3.05 < a < 3.25$AU              | MBC-like orbit                                                |
| Eccentricity $e$                               | $0.15 < e < 0.3$                 | MBC-like orbit                                                |
| Tisserand parameter with respect to Jupiter $T_J$ | $T_J > 3.05$                    | MBC-like orbit                                                |
| Longitude of perihelion $\omega$               | $0 < \omega < 30^\circ$         | $\omega_J = 15^\circ$, Kim et al. (2018)                     |
| **Time-dependent parameters calculated for the middle of the observing run using OpenORB** |                                  |                                                               |
| Closeness to perihelion                        | $-50 < \Delta t_{peri} < +200$ days | Maximize chances of activity if MBC                           |
| Apparent magnitude $V$                         | $V < 21$                         | Target visibility                                             |

Figure 2. Distribution of orbital parameters of our 534 targets obtained from JPL SBDB as of 15/08/2022. Black lines and arrows indicate our selection boundaries.

Table 4. Number of sets of frames obtained each night, and number of sets that could be analysed by the pipeline (“valid”).

| Night             | Sets of frames | Valid sets of frames |
|-------------------|----------------|----------------------|
| 07/11/2018        | 73             | 40                   |
| 08/11/2018        | 40             | 22                   |
| 09/11/2018        | 53             | 35                   |
| 10/11/2018        | 59             | 32                   |
| 11/11/2018        | 19             | 10                   |
| 13/11/2018        | 32             | 19                   |
| 21/10/2019        | 48             | 34                   |
| 22/10/2019        | 46             | 34                   |
| 23/10/2019        | 54             | 28                   |
| 24/10/2019        | 15             | 5                    |
| 16/09/2020        | 5              | 2                    |
| 17/09/2020        | 39             | 19                   |
| 18/09/2020        | 42             | 21                   |
| 19/09/2020        | 29             | 18                   |
| **Total**         | 554            | 319                  |

3 METHOD

Sonnett et al. (2011) applied activity detection algorithms to the 924 Main-Belt objects detected by TALCS but did not find any sign of activity in the data. We adapted their method to analyse our WFC data. This section will summarize the tail and coma detection techniques, and further details can be found in Sonnett et al. (2011).

One should note that our data products differ from the ones that the authors studied. In particular they make use of several observations of each asteroid taken at different times, and can analyse them individually to assess whether an object obtains recurring high activity detection levels. In our study almost all targets are observed only once. Therefore our study differs from theirs in the nature of what we are trying to detect as well as the characteristics of our data (seeing, precision of the data reduction, etc.).

3.1 Data reduction and preliminary analysis

All raw frames were bias and flat-field corrected. Defective pixels were accounted for by stacking all bias frames together and creating a mask of pixels with a significantly high level. These pixels are ignored during the analysis.

We use the Source Extractor Python (SEP) package (Bertin & Arnouts 1996; Barbary 2016) to detect light sources on the images. For each set of frames we identify matching stars and align the frames using astromag (Beroiz et al. 2020) before median-stacking them (see Fig. 3, left). Using predicted rates of
To account for the important seeing variations in our data, we scale (Figure 4).

If we cannot find the asteroid this way, we use the predicted rates of motion from JPL Horizons to search for a light source that would be moving at similar rates on our successive frames.

The activity detection methods require us to see the asteroid on a uniform background, with no neighbouring star. We define a radius $r_{\text{neighbour}}$ within which we must not detect any other light source, in which case we reject the set of frames (Fig. 3). The value of $r_{\text{neighbour}}$ depends on the Full Width at Half-Maximum (FWHM) of the asteroid, as described in section 3.2.

Although we try to account for the varying noise levels and seeing, our pipeline does not perform this filtering perfectly, and sometimes fails to detect these neighbouring light sources, or accidentally mistakes background noise for a light source. To correct for this defect we manually inspect the results after running the pipeline and identify wrongly analysed targets to remove from our results, as well as wrongly rejected targets for which to force the analysis past this filtering stage. The results presented in Section 4 take into account this corrected filtering.

### 3.2 Tail detection

The tail detection method aims to detect an abnormally bright region adjacent to the object. To do so we define an annulus surrounding the target and divide it into 18 angular segments. If a tail is visible we expect to detect a higher flux in the segment that it falls into (Figure 4).

Let us call $r_{\text{in}}$ and $r_{\text{out}}$ the inner and outer radii of this annulus. To account for the important seeing variations in our data, we scale $r_{\text{in}}$ to the FWHM of each target. This allows us to avoid most of the flux from the nucleus, without losing too much potential tail flux. However the sensitivity of the technique depends on the area of the segments and will vary between targets. $r_{\text{in}}$ is usually between 10 and 20 pixels ($\approx 3''$ to $6''$). We fix the width of the annulus $(r_{\text{out}} - r_{\text{in}})$ at 12 pixels, or $\approx 4$ arcseconds. At 1.65AU when $r_{\text{in}} = 10$ pixels (seeing of $\approx 1.5'''$), this corresponds to a region between 4000 km to 9000 km from the nucleus. We define a $2''$-wide annulus just outside of the search annulus in order to compute the local background flux $F_{\text{local}}$ as the median flux in this annulus.

For each segment $n=1,2,...,18$ we compute the median flux $F_n$ in the segment in order to identify the brightest segment. We then compute the excess of brightness of this segment compared to the background, i.e. $F_{\text{ast}} = \max_{1 \leq n \leq 18} (F_n) - F_{\text{local}}$. As our observations have varying noise levels and stacking precisions, an absolute detection threshold for $F_{\text{ast}}$ cannot be defined. Instead, we select stars with similar brightness to the asteroid to assess the typical noise levels and features of the frame. For each of these stars we repeat the same process and compute the excess of brightness in the brightest segment $F_{\text{ast}}$ as for the asteroid. We then compare $F_{\text{ast}}$ to the distribution of these $F_n$ values to see whether the asteroid stands out. To do so, following the methodology of Sonnett et al. (2011) we compute a tail detection indicator $p_{\text{ast}}$ corresponding to the percentage of stars that have $F_{\text{ast}} > F_n$. For instance, $p_{\text{ast}} = 0.08$ means that only 8 per cent of the stars had $F_{\text{ast}} > F_n$. If there is a tail, $F_{\text{ast}}$ should be significantly larger than most values of $F_n$ therefore $p_{\text{ast}}$ should be low. However, without a tail the asteroid should look similar to the stars and $F_{\text{ast}}$ could randomly rank anywhere among the $F_n$ values, therefore a low $p_{\text{ast}}$ does not guarantee a detection.

To counter this statistical variability, Sonnett et al. (2011) use a large number of frames per target. They compute $p_{\text{ast}}$ for each individual frame and analyse the distribution of $p_{\text{ast}}$ values, looking for consistently small values. In our study we only usually analyse one stacked image per asteroid, so our one value of $p_{\text{ast}}$ is our final indicator to assess which objects are worth examining manually.

Detection thresholds will be discussed in section 4.

### 3.3 Coma detection

The coma detection method compares the asteroid’s brightness profile to the Point Spread Function (PSF) expected for a non-extended body. As our exposure times were selected to minimize the effects of the asteroid’s motion, it should have the same PSF as stars.

On each frame of the set we extract flux-normalised thumbnails of stars that are slightly brighter than the asteroid and in the same region on the CCD. We want similar stars that have a good signal to noise ratio in order to build a good quality PSF model, and we want to avoid distortion effects across the CCD. We only perform the analysis if at least 2 comparison stars are found. As we are going to median-stack the images, a high number of comparison stars is preferable to minimize the effects of the noise or of visual anomalies present on individual thumbnails of the stars. A low number of comparison stars found to be similar to the asteroid can also indicate a problem with the asteroid thumbnail (undetected close stars, visual artefact, wrong object mistaken for the asteroid, etc.).

The following process is illustrated by Fig. 6 in Sonnett et al. (2011). The thumbnails of the stars are median-stacked to obtain a PSF specific to each frame. Each PSF thumbnail is then artificially trailed with the rates of motion of the asteroid to create a frame-specific simulated asteroid profile. The resulting frame-specific thumbnails are then stacked together to create the final simulated asteroid model.

A comet model is also generated by convolving a $1/r$ profile
Figure 4. Principle of the tail detection analysis, as detailed in section 3.2.

For the asteroid, we calculate the excess of brightness $F_{\text{ast}}$ as the difference between the median flux in the brightest green segment and the median flux of the blue annulus. Similarly, we calculate values of $F_*$ for a sample of comparison stars. We then calculate the tail detection indicator $p_{\text{ast}}$ as the percentage of $F_*$ that are higher than $F_{\text{ast}}$. A low $p_{\text{ast}}$ value indicates that the excess of brightness in the brightest segment around the asteroid is statistically significant.

with the asteroid model. It has a more diffuse profile for the same total brightness.

Following the method of Sonnett et al. (2011), we compare these models to the asteroid by fitting a linear mix of the two flux-normalised models \(((1 - f_c) \times \text{asteroid model} + f_c \times \text{coma model})\) to the flux-normalised asteroid thumbnail to determine the coma fraction $f_c$. If the asteroid displays a coma, we can expect a more extended profile and therefore a higher value of $f_c$ than for a non-active body in these given observing conditions. We assess what constitute a "high" value of $f_c$ by using a control sample of stars, and discuss detection thresholds in section 4.

3.4 Validation

In order to test the ability of the analysis pipeline to detect activity and better constrain what constitute low or high detection levels, we performed the analysis on images of a known active object observed with the WFC.

47P/Ashbrook–Jackson is a Jupiter-family comet. It was observed on 2006 March 02 with the INT (Fig. 5) (Snodgrass et al. 2008) while at 5.1 au from the Sun, 35 months pre-perihelion. Therefore it is only displaying faint activity, which matches the level of activity we typically aim to detect around our targets. At first glance one might not notice activity when reviewing the image of 47P, however an appropriate brightness scale reveals a faint tail in the West direction. The pipeline returned a $p_{\text{ast}}$ value of 0.186 with the brightest segment matching the antisolar direction. $p_{\text{ast}}$ is relatively low but not minimal, as the brightness seems divided between three main segments. 47P also obtained a coma fraction of 0.046.

For comparison, Figure 5 shows the result of the analysis for two random asteroids that do not seem active. Asteroid 368395 shows brightness in one particular direction but it does not physically match the direction of a potential tail, moreover it obtains a $p_{\text{ast}}$ value of 0.93, indicating that the excess of brightness of the bright direction is not statistically significant. Asteroid 331571 obtained a $p_{\text{ast}}$ value of 0.16327, but multiple directions obtain similar levels of high brightness, indicating that the low $p_{\text{ast}}$ value is not due to a tail. Both of these objects obtained a coma fraction of 0.0001, significantly lower than 47P.

4 RESULTS

4.1 Overview

Out of 549 sets of frames, we obtained valid $p_{\text{ast}}$ values for 319 sets, corresponding to 316 distinct asteroids, and valid coma fractions for 293 of them (as the selection of comparison stars used for the coma detection method is more strict than for the tail detection method). Most of the rejections are due to close neighbouring sources, but in a few cases the asteroids were too faint to be found (especially for data from the 2020 run). The sets of frames for which the analysis could not be performed were visually checked for signs of activity.

The distribution of tail and coma detection scores obtained among our targeted sample is shown by the filled histogram on Figure 6, and will be commented on in Sections 4.2 and 4.3.

For each method, we determined arbitrary detection thresholds from: 1) Studying the total distribution of results among our sample. 2) Taking into account our test results for 47P. 3) Applying the pipeline to stars to evaluate what results are expected from non detection. 4) Applying our pipeline to random asteroids that appear on our frames coincidentally. These detection thresholds do not guarantee a detection but determine which asteroid should be further investigated manually for activity. This will be detailed progressively in the next subsections.
Figure 5. Result of the analysis of Jupiter Family Comet 47P, as well as two of our asteroids that appear to be inactive for reference. 47P shows a low $p_{ast}$ value (middle left figure), with brightness concentrated in the antisolar/antivelocity direction (top left figure). When displaying the image with a more appropriate brightness scale (bottom left) a faint tail is visible in this direction. Asteroid 368395 also shows brightness in one particular direction (top middle figure) but it corresponds to a high $p_{ast}$ value (central figure) which indicates that this level of brightness is not significant. Finally asteroid 331571 obtains a low $p_{ast}$ value (middle right figure) but multiple segments around the asteroids obtain similarly high levels of brightness, there is no tail-like feature that stands out.
4.2 Tail detection results
The distribution of $p_{\text{ast}}$ values obtained among our targeted sample and control samples is shown in Figure 6 (a). We obtain a slightly sloped distribution favouring medium/high values of $p_{\text{ast}}$.

In the absence of activity, one would expect a uniform distribution, as each asteroid is equivalent to its comparison stars and can therefore reach any value of $p_{\text{ast}}$ randomly. In reality, the overall shape of the distribution is affected by the pipeline’s inability to perfectly detect neighbouring stars.

For instance, on Figure 5 (middle row right), the distribution of $F_{\text{s}}$ shows most values concentrating around 1, with a second small population around 3.5. This is likely due to neighbouring sources close to these stars going undetected by the pipeline. Although the asteroids around which a neighbouring star went undetected can be removed manually from the results, for a given asteroid we do not remove the comparison stars that have an undetected close neighbour. These stars will obtain high $F_{\text{star}}$ values, likely higher than $F_{\text{ast}}$, biasing $p_{\text{ast}}$ towards higher values. Detection thresholds take this bias into account and will be discussed in section 4.5.

4.3 Coma detection results
The distribution of coma detection scores obtained among our targeted sample is shown in Figure 6 (b). Most asteroids obtain coma fractions lower than 0.05 per cent, with a second peak at 1 per cent due to it being the initial condition for the fitting process, and a few values spreading out to 2.9 per cent.

The initial value of 0.01 was selected in order not to encourage the exploration of higher coma fractions and not bias it towards small values. There does not seem to be any particular feature on the images explaining the fitting process stagnating around 0.01.

4.4 Control Samples
To control the behaviour of the analysis pipeline we applied it to two control samples comprised of non-active sources. We first applied the pipeline to a first control sample of 312 stars appearing on multiple frames. The distribution of scores for these stars is shown with as the solid line in Figure 6. We also applied the pipeline to a sample of 339 non-targeted asteroids. These are asteroids that randomly happen to be in the field of view of the instrument during the observations. We used the Skybot (Berthier et al. 2006) service to list these objects. The distribution of scores for these random asteroids is shown with a dotted outline in Figure 6.

We used Kolmogorov-Smirnov statistics to compare the distribution of results for our targets and our control samples. When comparing two data samples, if the p-value returned by the KS test is lower than 5 per cent we can reject the hypothesis that the samples are drawn from the same distribution. Table 5 shows the p-values derived from the KS test.

For the tail detection, the KS test returns high p-values, indicating that the distributions are similar for the targets and both control samples. However, the KS test indicates differences in the distributions of coma fraction. Fig 6 d. shows the cumulative distribution of the results for all three samples close to zero, in the range where most of the values are found. The targeted sample and the random asteroids show similar slopes whereas the sample of stars shows a steeper slope. This indicates a different behaviour when analysing moving objects compared to fixed sources. Although we try to replicate the motion of the asteroids when building the asteroid models, the trailing is not perfect and some residuals remain, as illustrated by Figure 7.

One should also note that the random asteroids were studied on frames from a few nights only, and the stars from one night only. Although we tried to select frames and nights that were representative of the variations in seeing in our total sample, this can explain the differences in the distribution of results, and show how sensitive the coma method is to the quality of the data.

![Figure 6. Normalized histograms of the $p_{\text{ast}}$ values (a) and coma fractions (b) obtained for our targeted sample and control samples of random stars and asteroids. Figure (c) is a zoomed version of Figure (b) highlighting the few values between 0.02 and 0.4. Figure (d) shows the cumulative distributions of the values within 0 and 0.0005.](https://example.com/figure6.png)

![Table 5. p-values from the Kolmogorov-Smirnov test used to compare the distributions of results between our targets and each control sample. “R-Ast” = Random asteroids.](https://example.com/table5.png)
Asteroid model

Figure 7. Example of a case where the asteroid model does not accurately replicate the motion of the asteroid. The "model - data" image on the right is the result of subtracting the asteroid thumbnail (left) to the asteroid model (middle). The model seems slightly more trailed than the asteroid.

4.5 Manual inspection of targets with high detection scores

Given the previous results, we chose to manually review the objects with \( p_{\text{ast}} \leq 0.31 \), corresponding approximately to the top 20 per cent of objects with lowest \( p_{\text{ast}} \) values. Given the artefacts in the coma detection method previously mentioned and how sensitive it is to the quality of the images and to the selection of reference stars, we decided not to use it as our main detection tool. Still, the result of the coma detection method can be a useful indicator to support detection in the case of a high tail detection probability, and the asteroid model can be subtracted from the image to try to isolate and inspect any tail-like feature.

For each object with \( p_{\text{ast}} \leq 0.31 \) we look for a visible coma or a visible tail. The features that we are looking for are:

- the brightest segment(s) being significantly brighter than the segments in other directions. If multiple directions show similar levels of brightness as the brightest direction then it does not really stand out as a "tail".
- the direction of the brightest segment being close to the antivelocity/antisolar directions.
- a visible tail-looking feature.

Without most of these conditions it is likely that the high tail detection level is simply random or due to background contamination, and we need to investigate no further.

For asteroids satisfying some of these conditions, we also downloaded images of the background fields from the PanSTARRS DR1 (PS1) Image Cutout Server\(^3\) to see whether these detection levels can be due to a faint background source close to the asteroid that we would not have been able to discern on the image. However, our observations are typically slightly deeper than the PS1 data and a background source could still go unnoticed. Fig. 8 shows an example of an asteroid that obtained high detection levels and showed a comet-like feature that turned out to be a faint background star detected via PS1.

Tables 6 and 7 lists our results and comments for these asteroids. In most cases the detection turned out to be due to faint background sources. In many other cases, although no background source was visible, no tail-like features were visible either, and it seems like the asteroids reached low \( p_{\text{ast}} \) values randomly. However, although not unambiguously displaying a tail, asteroid 2001 NL19 (279870) caught our attention. It is described in the following subsection.

4.6 2001 NL19 (279870)

2001 NL19 (279870) was observed on 2019 November 07, and obtained a \( p_{\text{ast}} \) value of 0.145 and a coma fraction of 0.014. Figure 9 shows the result of the tail analysis for 2001 NL19 as well as our deep image of the object with enhanced contrast.

279870 (2001 NL19) shows high levels of brightness in multiple segments in the west direction, which matches with the anti-velocity and anti-solar directions. A bright feature is visible in that region of the image. Although it does not unambiguously look like a tail, it could be a small faint tail or an outburst.

PanSTARRS-1 images do not show a background source. Moreover, one should note that the direction of the feature is different from the trailing direction of the stars; the "tail" is horizontal while the stars appear trailed along a diagonal axis. If there was a background star behind the target it would likely produce a diagonal tail-like feature. There is no visible contamination on any individual frame such as cosmic rays that could explain the bright feature on the stacked image.

2001 NL19 is also visible on multiple images from the Asteroid Terrestrial-impact Last Alert System (ATLAS) (Tonry et al. 2018) between September 2019 and January 2020. However the variations in magnitude and orientation among the images, as well as the expected decrease in activity during that period (2001 NL19 reached perihelion in May 2019) complicates the exploitation of the data to look for activity. We did not find any sign of activity in the ATLAS data, although our INT images are typically deeper than ATLAS ones.

We cannot definitely conclude on the activity of 2001 NL19 and further observations are needed to lift the ambiguity.

5 DISCUSSION

As explained in previous sections, our analysis suffers from multiple biases and limitations. As we are dealing with a large amount of data with varying quality, density of stars, artefacts, etc., automating the data reduction and analysis was challenging. In some cases the alignment of frames or identification of the asteroid can lack accuracy. The detection of close neighbouring stars can be inaccurate, and some sets of frames had to be removed from or added to the results \textit{a posteriori}. This unreliability also introduces a bias in the results of tail detection and, to a lesser extent, can affect the calculation of asteroid models for coma detection. The modelling
| Night     | Object      | $p_{ref}$ | $f_c$ | RA & DEC | One bright dir. | AS/AV | Tail-Like | Bkg. source |
|-----------|-------------|-----------|-------|----------|----------------|-------|-----------|-------------|
| 07-11-2018 | 2001 RB105 | 0.1       | 2.0e-05 | 22:57:43.230 -04:45:14.30 | N     | AS       | N           | N           |
| 07-11-2018 | 2007 SH20  | 0.31      | 8.4e-11 | 22:42:46.594 -16:52:19.33 | Y     | ~AS      | Y           | N           |
| 07-11-2018 | 82779      | 0.28      | 0.02   | 03:13:2.870 +15:09:3.96 | N     | N        | N           | N           |
| 07-11-2018 | 211018     | 0.28      | 0.01   | 03:48:21.334 +18:07:38.21 | N     | N        | ?           | ?           |
| 07-11-2018 | 279870     | 0.15      | 0.01   | 05:15:34.267 +29:14:59.09 | Y     | AV       | Y           | N           |
| 07-11-2018 | 466499     | 0.16      | 0.3e-04 | 00:15:28:64 -24:02:53.53 | Y     | N        | ?           | Y           |
| 08-11-2018 | 163644     | 0.24      | 0.01   | 23:53:18.675 -05:04:03.58 | N     | N        | N           | N           |
| 08-11-2018 | 27543      | 0.2       | 0.3e-01 | 23:26:14.496 -14:50:49.34 | Y     | AV       | Y           | N           |
| 08-11-2018 | 336023     | 0.24      | 2.3E-04 | 00:57:13.977 +13:43:36.68 | Y     | N        | N           | N           |
| 08-11-2018 | 7279       | 0.31      | N/A    | 01:35:12.31 +13:18:32.22 | Y     | AS       | N           | N           |
| 08-11-2018 | 5575       | 0.31      | N/A    | 01:26:21.71 +18:06:42.62 | N     | AV       | N           | N           |
| 08-11-2018 | 113191     | 0.3       | 9.9E-04 | 02:17:27:18 +15:20:27.99 | N     | AS       | N           | N           |
| 09-11-2018 | 2001 UF200 | 0.24      | 0.01   | 23:13:31.998 -06:48:19.34 | Y     | N        | N           | Y           |
| 09-11-2018 | 27543      | 0.2       | 0.3e-01 | 02:16:46.89 +15:18:47.00 | N     | Y        | Y           | N           |
| 09-11-2018 | 2007 SH20  | 0.31      | 8.4e-11 | 22:42:46.594 -16:52:19.33 | Y     | N        | ?           | ?           |
| 09-11-2018 | 82779      | 0.28      | 0.02   | 03:13:2.870 +15:09:3.96 | N     | N        | N           | N           |
| 09-11-2018 | 211018     | 0.28      | 0.01   | 03:48:21.334 +18:07:38.21 | N     | N        | ?           | ?           |
| 09-11-2018 | 279870     | 0.15      | 0.01   | 05:15:34.267 +29:14:59.09 | Y     | AV       | Y           | N           |
| 09-11-2018 | 466499     | 0.16      | 0.3e-04 | 00:15:28:64 -24:02:53.53 | Y     | N        | ?           | Y           |

Table 6. Targets that obtained the highest tail detection results and comments based on our manual review ("Y"= Yes / "N" = No). For each object, we are interested in whether only one bright direction is standing out ("One bright dir."), whether this direction matches the antisolar or antivelocity directions ("AS/AV"), whether a tail-like feature is visible by eye ("Tail-like"), and whether we can see a background source on PanSTARRS-1 images ("Bkg source"). "BP" = There seems to be one particularly bright pixel that might cause the high detection level. The coma fraction is "N/A" when not enough comparison stars were found to perform the coma detection analysis. (Part 1/2)
A targeted search for Main Belt Comets

Table 7. Targets that obtained the highest tail detection results and comments based on our manual review ("Y" = Yes / "N" = No). For each object, we are interested in whether only one bright direction is standing out ("One bright dir."), whether this direction matches the antisolar or antivelocity directions ("AS/AV"), whether a tail-like feature is visible by eye ("Tail-like"), and whether we can see a backgroung source on PanSTARRS-1 images ("Bkg source"). "BP" = There seems to be one particularly bright pixel that might cause the high detection level. The coma fraction is "N/A" when not enough comparison stars were found to perform the coma detection analysis. (Part 2/2)

Figure 9. Result of the tail detection method for 2001 NL19 (279870). The object obtained a $p_{ast}$ value of 0.18 and displays a faint tail-like feature in the west direction.
of the motion of the asteroids is sometimes imprecise which can influence coma detection as well.

We chose to review and correct the results manually rather than aiming for a fully-automated process. We would rather have to inspect the frames manually than have activity go unnoticed because it did not exactly fit stricter detection criteria.

Still, this analysis allowed us to identify one potentially active object among our sample. 2001 NL19 will be back at perihelion in October 2023 and we will conduct more observations of this object to look for activity.

If 2001 NL19 is a Main Belt Comet, our study yields a detection rate of 1:316 if we do not account for the targets that could not be processed by the analysis pipeline and for which activity that is faint would most likely go undetected. In comparison, Sonnett et al. (2011) derived a MBC to asteroid ratio of $< 1 : 500$ for the Outer Main Belt, meaning that our targeted survey captured more efficient than non-targeted surveys. This would indicate the veracity and usefulness of the clustering of longitudes of perihelion found by Kim et al. (2018). If this object is not active, then our study is consistent with previous limits put on the MBC population.

6 CONCLUSION

Using the WFC on the INT we imaged 534 asteroids with longitudes of perihelion close to that of Jupiter, in accordance with the hypothesis of Kim et al. (2018), making up a total of 554 sets of frames. We adapted activity detection methods developed by Sonnett et al. (2011) to look for tails or comae on our images, and were able to apply this analysis pipeline to 319 sets of frames, corresponding to 316 different asteroids.

Among the objects that were analysed we manually inspected the ones with the lowest $p_{act}$ values, which might indicate the presence of a tail. Most of these objects did not seem active or reached low $p_{act}$ values due to contamination by faint background sources. However asteroid 2001 NL19 seems to show a faint bright feature matching the antivelocity and antisolar directions. This feature does not seem to be due to background sources or cosmic rays, and we are not aware of other deep observations of the object at that time to confirm activity. Further observations of the object near its next perihelion could help confirm its MBC nature, and the effectiveness of the target selection criterion.

This study also brought to light the many adjustments that had to be made to the original analysis method to fit the characteristics of WFC data products. A similar pipeline for data from other instruments is currently under development, in particular for data from the Vera C. Rubin Observatory.
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Table A1. Extract of the full observation log, which includes observing parameters, orbital characteristics of each target and results of the tail and coma detection methods. Δ: Observer distance; R_h: Heliocentric distance; STO: Sun-Target-Observer angle; a: Semi-major axis; e: Eccentricity; i: Inclination; T_J: Tisserand parameter with respect to Jupiter; Δt_peri: Time to perihelion; V: Apparent magnitude; H: Absolute magnitude; υ: True anomaly; p_tail: Tail detection indicator; f_c: Coma fraction. The full table will be made available online.

| UT time        | Exposures (s) | Object     | Δ (AU) | R_h (AU) | STO (deg) | a (AU) | e  | i (deg) | T_J |
|----------------|---------------|------------|--------|----------|-----------|--------|-----|---------|-----|
| 2018-11-07 19:30:40.5 | 10×50          | 426856     | 1.98   | 2.426    | 23.3      | 3.13   | 0.229| 16.4    | 3.11|
| 2018-11-07 19:45:52.5 | 10×50          | 378471     | 1.991  | 2.399    | 23.8      | 3.15   | 0.241| 9.32    | 3.14|
| 2018-11-07 19:59:56.5 | 10×50          | 2002 TU167 | 1.777  | 2.262    | 24.9      | 3.07   | 0.269| 18.6    | 3.1 |
| 2018-11-07 20:14:08.9 | 7×71           | 464725     | 1.707  | 2.284    | 23.5      | 3.07   | 0.257| 8.64    | 3.16|
| 2018-11-07 20:26:42.5 | 6×83           | 2001 RB105 | 1.766  | 2.351    | 22.6      | 3.16   | 0.257| 9.19    | 1.70|
| 2018-11-07 20:38:51.5 | 7×71           | 276362     | 1.86   | 2.466    | 21.1      | 3.1    | 0.205| 2.02    | 3.19|
| 2018-11-07 20:51:27.5 | 8×62           | 2007 SH20  | 1.896  | 2.427    | 22.5      | 3.15   | 0.23 | 10.7    | 3.14|
| 2018-11-07 21:04:44.5 | 7×71           | 332435     | 1.773  | 2.422    | 20.8      | 3.18   | 0.241| 14.0    | 3.11|
| 2018-11-07 21:17:07.5 | 3×166          | 193897     | 1.656  | 2.391    | 19.2      | 3.15   | 0.243| 8.38    | 3.15|
| 2018-11-07 21:27:50.5 | 3×166          | 113556     | 1.932  | 2.574    | 19.5      | 3.08   | 0.167| 1.68    | 3.21|
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