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Abstract

For a long time it has been a challenging goal to identify all orthogonal polynomial systems that occur as eigenfunctions of a linear differential equation. One of the widest classes of such eigenfunctions known so far, is given by Koornwinder’s generalized Jacobi polynomials with four parameters $\alpha, \beta \in \mathbb{N}_0$ and $M, N \geq 0$ determining the orthogonality measure on the interval $-1 \leq x \leq 1$. The corresponding differential equation of order $2\alpha + 2\beta + 6$ is presented here as a linear combination of four elementary components which make the corresponding differential operator widely accessible for applications. In particular, we show that this operator is symmetric with respect to the underlying scalar product and thus verify the orthogonality of the eigenfunctions.
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1 Introduction

In 1999, J. and R. Koekoek [5] found a new class of higher-order linear differential equations satisfied by the generalized Jacobi polynomials \( \{P_{n}^{\alpha,\beta,M,N}(x)\}_{n=0}^{\infty} \), $\alpha, \beta > -1$, $M, N \geq 0$. These function systems were introduced and investigated by T. H. Koornwinder [6] as the orthogonal polynomials with respect to a linear combination of the Jacobi weight function \( w_{\alpha,\beta} \) and, in general, two delta functions at the endpoints of the interval $-1 \leq x \leq 1$,

\[
\begin{align*}
    w_{\alpha,\beta,M,N}(x) &= w_{\alpha,\beta}(x) + M\delta(x + 1) + N\delta(x - 1), \\
    w_{\alpha,\beta}(x) &= h_{\alpha,\beta}^{-1}(1 - x)^{\alpha}(1 + x)^{\beta}, \\
    h_{\alpha,\beta} &= \int_{-1}^{1} (1 - x)^{\alpha}(1 + x)^{\beta} dx = 2^{\alpha+\beta+1}\Gamma(\alpha + 1)\Gamma(\beta + 1)/\Gamma(\alpha + \beta + 2).
\end{align*}
\]

In terms of the classical Jacobi polynomials (cf. [3] Sec. 10.8])

\[
P_{n}^{\alpha,\beta}(x) = \frac{(\alpha + 1)_{n}}{n!} F_{1}(\frac{n}{2}, n + \alpha + \beta + 1; \alpha + 1; \frac{1 - x}{2}), n \in \mathbb{N}_0 = \{0, 1, \cdots\},
\]
Koornwinder’s generalized Jacobi polynomials are given by (see [5],[6],[1])

\[ P^{\alpha,\beta,M,N}_n(x) = P^{\alpha,\beta}_n(x) + MQ^{\alpha,\beta}_n(x) + NR^{\alpha,\beta}_n(x) + MN S^{\alpha,\beta}_n(x), \quad n \in \mathbb{N}_0, \]  
(1.3)

where \( Q^{\alpha,\beta}_0(x) = R^{\alpha,\beta}_0(x) = S^{\alpha,\beta}_0(x) = 0 \) and

\[ Q^{\alpha,\beta}_n(x) = q^{\alpha,\beta}_n(x + 1)P^{\alpha,\beta+2}_{n-1}(x), \quad q^{\alpha,\beta}_n = \frac{(\alpha + \beta + 2)n(\beta + 2)n - 1}{2n!(\alpha + 1)n - 1}, \quad n \geq 1, \]  
(1.4)

\[ R^{\alpha,\beta}_n(x) = r^{\alpha,\beta}_n(x - 1)P^{\alpha+2,\beta}_n(x), \quad r^{\alpha,\beta}_n = \frac{(\alpha + \beta + 2)n(\alpha + 2)n - 1}{2n!(\beta + 1)n - 1}, \quad n \geq 1, \]  
(1.5)

\[ S^{\alpha,\beta}_n(x) = s^{\alpha,\beta}_n(x^2 - 1)P^{\alpha+2,\beta+2}_{n-2}(x), \quad s^{\alpha,\beta}_n = \frac{(\alpha + \beta + 2)n(\alpha + \beta + 2)n + 1}{(\alpha + 1)(\beta + 1)(n - 1)!n!}, \quad n \geq 2. \]  
(1.6)

Because of the well-known relationship \( P^{\alpha,\beta}_n(x) = (-1)^n P^{\beta,\alpha}_n(-x) \), one also has

\[ Q^{\alpha,\beta}_n(x) = (-1)^n R^{\beta,\alpha}_n(-x), \quad S^{\alpha,\beta}_n(x) = (-1)^n S^{\beta,\alpha}_n(-x) \]  
(1.7)

and hence \( P^{\alpha,\beta,M,N}_n(x) = (-1)^n P^{\beta,\alpha,N,M}_n(-x), \quad n \in \mathbb{N}_0. \)

Shortly after Koekoek’s discovery, the generalized Jacobi equation was interpreted by Bavinck [1] as an eigenvalue equation with the generalized Jacobi polynomials as its eigenfunctions. According to the four terms of definition (1.3), Bavinck looked for a representation in the modular form

\[ [L^{\alpha,\beta}_x + MA^{\alpha,\beta}_x + NB^{\alpha,\beta}_x + MN C^{\alpha,\beta}_x]P^{\alpha,\beta,M,N}_n(x) = [\lambda_n + M\alpha_n + N\beta_n + MN\gamma_n]P^{\alpha,\beta,M,N}_n(x), \quad n \in \mathbb{N}_0. \]  
(1.8)

Notice that for \( M = N = 0 \), equation (1.8) comprises the classical second-order differential equation for the Jacobi polynomials, \( L^{\alpha,\beta}_x P^{\alpha,\beta}_n(x) = \lambda_n P^{\alpha,\beta}_n(x), \quad n \in \mathbb{N}_0, \) where

\[ L^{\alpha,\beta}_x = (x^2 - 1)D^2_x + [\alpha - \beta + (\alpha + \beta + 2)x]D_x, \quad \lambda_n = n(n + \alpha + \beta + 1). \]  
(1.9)

Throughout this paper, \( D^i_x \equiv (D_x)^i, \quad i = 1, 2, \cdots, \) denotes an \( i \)-fold differentiation with respect to \( x \). The other three differential expressions on the left-hand side of (1.8), \( A^{\alpha,\beta}_x, B^{\alpha,\beta}_x, C^{\alpha,\beta}_x \), were explicitly given by J. and R. Koekoek [5] as polynomials in \( D_x \) with coefficient functions involving certain generalized hypergeometric sums. In addition, Bavinck [1] used some operator theoretical arguments to present them in factorized form, i.e., as a product of second-order differential operators, see (2.20) below. In particular, it turned out that

\[ A^{\alpha,\beta}_x \text{ is of order } 2\beta + 4, \quad \text{if } \beta \in \mathbb{N}_0, \alpha > -1, \]

\[ B^{\alpha,\beta}_x \text{ is of order } 2\alpha + 4, \quad \text{if } \alpha \in \mathbb{N}_0, \beta > -1, \]

\[ C^{\alpha,\beta}_x \text{ is of order } 2\alpha + 2\beta + 6, \quad \text{if } \alpha, \beta \in \mathbb{N}_0. \]  
(1.10)

The main purpose of this paper is to establish another, completely elementary representation of the higher-order differential equation (1.8). This is carried out in Section 2 together with some
of its features. The crucial part of the proof is to handle the operator $C_x^{\alpha,\beta}$ and its interplay with the other three components. Among others, it illustrates why, for different values of the parameters $\alpha, \beta \in \mathbb{N}_0$, $M, N > 0$, the order of the equation is $2\alpha + 2\beta + 6$ and thus less than the sum of the two orders $2\alpha + 4$ and $2\beta + 4$ in the particular Jacobi-type cases with only one additional point mass in the weight function. New elementary representations of the latter Jacobi-type equations as well as of the symmetric ultrapherical-type equation for $\alpha = \beta \in \mathbb{N}_0$, $M, N > 0$, have recently been given by the author [11],[10]. Moreover, our present results are suited to gain new insight into earlier contributions of various authors in the field since the pioneering work of H. L. Krall [8], see also [7],[4]. A prominent example is the generalized Legendre case $\alpha = \beta = 0$ with different values of $M, N > 0$. The corresponding sixth-order equation for the so-called Krall polynomials has been discovered by L.L. Littlejohn [9]. Its new elementary form will be presented in Corollary 2.4 below.

In Section 3 we use the new representation of the generalized Jacobi equation to show that the corresponding differential operator (3.3) is symmetric with respect to the weighted scalar product associated with $w_{\alpha,\beta,M,N}(x)$. Consequently, its eigenfunctions form an orthogonal system in the corresponding function space. Moreover, our results may lay foundation to a deeper spectral theoretical treatment of the higher-order differential equation.

2 Elementary representation of the generalized Jacobi equation

First of all, we slightly reformulate equation (1.8), which is motivated as follows. While the eigenvalue component $\lambda_n = n(n + \alpha + \beta + 1)$ is a monic polynomial in $n$ of second degree, say $\Lambda_{2,n}^{\alpha,\beta}$, the other three eigenvalue components $\alpha_n, \beta_n, \gamma_n$ were given in [1, (2.2)-(2.4)] as certain algebraic expressions. However, each of them can be normalized to become a monic polynomial in $n$, as well, where its degree coincides with the order of the corresponding differential operator. Adopting the notations used in [11] and indicating the respective order as another index, we write

$$\alpha_n = b_{\alpha,\beta}^{-1} \Lambda_{2,\alpha+4,n}^{\beta,\alpha}, \quad \beta_n = b_{\alpha,\beta}^{-1} \Lambda_{2,\alpha+4,n}^{\alpha,\beta}, \quad \gamma_n = c_{\alpha,\beta}^{-1} \Lambda_{2,\alpha+2,\beta+6,n}^{\alpha,\beta},$$

where

$$b_{\alpha,\beta} = (\alpha + 2)!(\beta + 1)\alpha_1, \quad c_{\alpha,\beta} = (\alpha + 1)(\beta + 1)(\alpha + \beta + 3)(\alpha + \beta + 1)^2,$$ (2.1)

and

$$\Lambda_{2,\alpha+4,n}^{\alpha,\beta} = (\alpha + 2)(n + \beta)\alpha_2, \quad \Lambda_{2,\alpha+2,\beta+6,n}^{\alpha,\beta} = (n - 1)\alpha_3(n + \beta + 3).$$ (2.2)

Similarly, we normalize the differential operators on the left-hand side of (1.8) by setting

$$L_{2,\alpha}^x \simeq L_{x}^{\alpha,\beta}, \quad L_{2,\beta+4,x}^{\alpha} \simeq b_{\beta,\alpha} A_{x}^{\alpha,\beta}, \quad L_{2,\alpha+4,x}^{\alpha,\beta} \simeq b_{\alpha,\beta} B_{x}^{\alpha,\beta}, \quad L_{2,\alpha+2,\beta+6,x}^{\alpha,\beta} \simeq c_{\alpha,\beta} C_{x}^{\alpha,\beta}.$$ (2.3)
Theorem 2.1. For \( \alpha, \beta \in \mathbb{N}_0, M, N > 0 \), Koornwinder’s generalized Jacobi polynomials \( y_n(x) = P_n^{\alpha, \beta, M, N}(x), n \in \mathbb{N}_0 \), are the eigenfunctions of the generalized Jacobi equation

\[
\left\{ \frac{[L_{2,x}^{\alpha, \beta} - \Lambda_{2,n}^{\alpha, \beta}]}{b_{\alpha, \beta}} + \frac{M}{b_{\alpha, \beta}}[L_{2\beta+4,x}^{\beta, \alpha} - \Lambda_{2\beta+4,n}^{\beta, \alpha}] + \frac{N}{b_{\alpha, \beta}}[L_{2\beta+6,x}^{\alpha, \beta} - \Lambda_{2\beta+6,n}^{\alpha, \beta}] \right\} y_n(x) = 0.
\]

Here, the four eigenvalue components are given in (1.9) and (2.2) and, for any sufficiently smooth functions \( y(x) \),

\[
L_{2,x}^{\alpha, \beta} y(x) = \frac{1}{(x-1)^{\alpha + 1}} \frac{D_x}{(x+1)^{\beta + 1}} [(x-1)^{\alpha + 1}(x+1)^{\beta + 1} D_x y(x)], \tag{2.5}
\]

\[
\tilde{L}_{2\beta+4,x}^{\beta, \alpha} y(x) = \frac{x+1}{(x-1)^{\alpha + 3}} D_x^{\beta + 2} \left\{ (x-1)^{\alpha + 2} D_x^{\beta + 2} (x+1)^{\beta + 1} y(x) \right\}, \tag{2.6}
\]

\[
L_{2\alpha+4,x}^{\alpha, \beta} y(x) = \frac{x-1}{(x+1)^{\alpha + 2}} D_x^{\alpha + 2} \left\{ (x+1)^{\alpha + 2} D_x^{\alpha + 2} (x-1)^{\alpha + 1} y(x) \right\}, \tag{2.7}
\]

\[
L_{2\alpha+2\beta+6,x}^{\alpha, \beta} y(x) = (x^2-1) D_x^{\alpha + \beta + 3} \left\{ (x-1)^{\alpha + 1} (x+1)^{\alpha + 1} D_x^{\alpha + \beta + 3} (x-1)^{\alpha + 1} (x+1)^{\beta + 1} y(x) \right\}. \tag{2.8}
\]

Expanding these four differential expressions as power series in \( D_x^i \), the coefficient functions are polynomials of degree \( i \) in \( x \), where those of highest degree are of a particularly simple form, i.e.,

\[
L_{2,x}^{\alpha, \beta} y(x) = \sum_{i=1}^{2} c_i^{\alpha, \beta}(x) D_x^i y(x), \quad c_1^{\alpha, \beta}(x) = \alpha - \beta + (\alpha + \beta + 2)x, \quad c_2^{\alpha, \beta}(x) = x^2 - 1
\]

\[
\tilde{L}_{2\beta+4,x}^{\beta, \alpha} y(x) = \sum_{i=1}^{2\beta+4} d_i^{\beta, \alpha}(x) D_x^i, \quad d_1^{\beta, \alpha}(x) = (x^2 - 1)^{\beta + 2}
\]

\[
L_{2\alpha+4,x}^{\alpha, \beta} y(x) = \sum_{i=1}^{2\alpha+4} e_i^{\alpha, \beta}(x) D_x^i y(x), \quad e_1^{\alpha, \beta}(x) = (x^2 - 1)^{\alpha + 2}
\]

\[
L_{2\alpha+2\beta+6,x}^{\alpha, \beta} y(x) = \sum_{i=1}^{2\alpha+2\beta+6} f_i^{\alpha, \beta}(x) D_x^i y(x), \quad f_1^{\alpha, \beta}(x) = (x^2 - 1)^{\alpha + \beta + 3}.
\]

The proof of Theorem 2.1 crucially depends on the following properties of the four components of equation (2.4).

Proposition 2.2. Let \( \alpha, \beta \in \mathbb{N}_0 \). The four terms (1.2), (1.4)–(1.6) of Koornwinder’s generalized Jacobi polynomials \( P_n^{\alpha, \beta, M, N}(x), n \in \mathbb{N}_0 \), are characterized as polynomial solutions of the four eigenvalue equations

\[
L_{2,x}^{\alpha, \beta} P_n^{\alpha, \beta}(x) = \Lambda_n^{\alpha, \beta} P_n^{\alpha, \beta}(x) \quad \text{for } n \in \mathbb{N}_0
\]

(2.10)
readily yields the classical Jacobi equation (2.10) via

\[ L_{2\beta+4,x}^{\beta,\alpha} Q_n^{\alpha,\beta}(x) = \Lambda_{2\beta+4,n}^{\beta,\alpha} Q_n^{\alpha,\beta}(x) \] (2.11)

\[ L_{2\alpha+4,x}^{\alpha,\beta} P_n^{\alpha,\beta}(x) = \Lambda_{2\alpha+4,n}^{\alpha,\beta} P_n^{\alpha,\beta}(x) \] (2.12)

\[ L_{2\alpha+2\beta+6,x}^{\alpha,\beta} S_n^{\alpha,\beta}(x) = \Lambda_{2\alpha+2\beta+6,n}^{\alpha,\beta} S_n^{\alpha,\beta}(x). \] (2.13)

Proof. A combination of the two differentiation formulas (cf. [3, 10.8.17, (38)])

\[ D_x P_n^{\gamma,\delta}(x) = \frac{1}{2}(n + \gamma + \delta + 1)P_{n-1}^{\gamma+1,\delta+1}(x), \gamma, \delta > -1 \] (2.14)

\[ D_x[(x - 1)^{\gamma}(x + 1)^{\delta} P_n^{\gamma,\delta}(x)] = 2(n + 1)(x - 1)^{\gamma-1}(x + 1)^{\delta-1} P_{n-1}^{\gamma+1,\delta+1}(x), \gamma, \delta > 0 \] (2.15)

readily yields the classical Jacobi equation (2.10) via

\[ L_{2,x}^{\alpha,\beta} P_n^{\alpha,\beta}(x) = \frac{n + \alpha + \beta + 1}{2(x - 1)^{\alpha}(x + 1)^{\beta}}D_x[(x - 1)^{\alpha+1}(x + 1)^{\beta+1}P_{n-1}^{\alpha+1,\beta+1}(x)] \]

\[ = n(n + \alpha + \beta + 1)P_n^{\alpha,\beta}(x) = \Lambda_{2,n}^{\alpha,\beta} P_n^{\alpha,\beta}(x). \]

In order to carry out the higher-order derivatives occurring in (2.6)–(2.8), we iteratively use two further differentiation formulas which may be derived from standard properties of the Jacobi polynomials (cf. [3, 10.8]),

\[ D_x[(x - 1)^{\gamma} P_n^{\gamma,\delta}(x)] = (n + \gamma)(x - 1)^{\gamma-1} P_{n-1}^{\gamma+1,\delta+1}(x), \gamma > 0, \delta > -1 \] (2.16)

\[ D_x[(x + 1)^{\delta} P_n^{\gamma,\delta}(x)] = (n + \delta)(x + 1)^{\delta-1} P_{n-1}^{\gamma+1,\delta+1}(x), \gamma > -1, \delta > 0. \] (2.17)

Concerning (2.11) it follows that for each \( n \in \mathbb{N} \),

\[ \tilde{L}_{2\beta+4,x}^{\beta,\alpha} Q_n^{\alpha,\beta}(x) = \frac{x + 1}{(x - 1)^{\alpha}} D_x^{\alpha+2} \{ (x - 1)^{\alpha+\beta+2} D_x^{\beta+2} \{ (x + 1)^{\beta+2} q_n^{\alpha,\beta} P_{n-1}^{\alpha,\beta+2}(x) \} \} \]

\[ = q_n^{\alpha,\beta}(x)(x + 1)^{\alpha+\beta+2}(n + \alpha)_{\beta+2} P_{n-1}^{\alpha,\beta+2}(x) = \Lambda_{2\beta+4,n}^{\beta,\alpha} Q_n^{\alpha,\beta}(x). \]

Similarly, (2.12) is achieved by (cf. [11, (4.7)])

\[ L_{2\alpha+4,x}^{\alpha,\beta} P_n^{\alpha,\beta}(x) = \frac{x - 1}{(x + 1)^{\beta}} D_x^{\alpha+2} \{ (x + 1)^{\alpha+\beta+2} D_x^{\beta+2} \{ (x - 1)^{\alpha+\beta+2} r_n^{\alpha,\beta} P_{n-1}^{\alpha,\beta+2}(x) \} \} \]

\[ = r_n^{\alpha,\beta}(x)(x + 1)^{\alpha+\beta+2}(n + \alpha)_{\alpha+2} P_{n-1}^{\alpha,\beta+2}(x) = \Lambda_{2\alpha+4,n}^{\alpha,\beta} P_n^{\alpha,\beta}(x). \]
Concerning equation (2.13), we first apply formula (2.15), then (2.16) if $\alpha \geq \beta$ [or (2.17) if $\alpha < \beta$], and finally (2.14) to obtain, for $n \geq 2$,

$$
D^{\alpha+\beta+3}[(x-1)^{\alpha+2}(x+1)^{\beta+2}P_{n-2}^{\alpha+2,\beta+2}(x)] = 2^{\beta+2}(n-1)_{\beta+2}D_x^{\alpha+1}[(x-1)^{\alpha-\beta}P_{n+\beta}^{\alpha-\beta,0}(x)]
$$

$$
= 2^{\beta+2}(n-1)_{\beta+2}(n+\beta+1)_{\alpha-\beta}D_x^{\alpha+1}[P_n^{0,\alpha-\beta}(x)]
$$

$$
= 2^{\beta+2}(n-1)_{\alpha+2}(n+\alpha+1)_{\beta+1}P_{n-1}^{\beta+1,\alpha+1}(x)
$$

$$
= 2(n-1)_{\alpha+\beta+3}P_{n-2}^{\alpha+2,\beta+2}(x).
$$

Moreover, in view of (2.18) and (2.14), it follows that

$$
D^{\alpha+\beta+3}[(x-1)^{\beta+1}(x+1)^{\alpha+1}P_{n-1}^{\alpha+1,\alpha+1}(x)] = 2(n)_{\alpha+\beta+1}D_x^2P_{n}^{\alpha,\beta}(x) = \frac{1}{2}(n)_{\alpha+\beta+3}P_{n-2}^{\alpha+2,\beta+2}(x).
$$

Putting together the two identities (2.18) and (2.19), we arrive at the required identity

$$
P_{2\alpha+2\beta+6,n}^{\alpha,\beta}(x)
$$

$$
= (x^2 - 1)D_x^{\alpha+\beta+3}\{(x-1)^{\beta+1}(x+1)^{\alpha+1}D_x^{\alpha+\beta+3}[(x-1)^{\alpha+2}(x+1)^{\beta+2}s_n^{\alpha,\beta}P_{n-2}^{\alpha+2,\beta+2}(x)]\}
$$

$$
= s_n^{\alpha,\beta}(x^2 - 1)2(n-1)_{\alpha+\beta+3}D_x^{\alpha+\beta+3}\{(x-1)^{\beta+1}(x+1)^{\alpha+1}P_{n-1}^{\beta+1,\alpha+1}(x)\}
$$

$$
= s_n^{\alpha,\beta}(x^2 - 1)(n-1)_{\alpha+\beta+3}(n)_{\alpha+\beta+3}P_{n-2}^{\alpha+2,\beta+2}(x) = \Lambda_{2\alpha+2\beta+6,n}^{\alpha,\beta}(x).
$$

At this stage, we recognize that certain counterparts of the identities (2.11)–(2.13) are achieved via the following factorization of the three higher-order differential operators in equation (1.8). Recalling the values of the constants (2.1), there hold (see [1] Sec. 2)

$$
A_x^{\alpha,\beta}y(x) = b_{\beta,\alpha}^{-1}\prod_{j=0}^{\beta+1} \{ L_j^{\alpha,\beta} + \frac{(\beta+1)}{x} + j(\alpha + \beta + 1 - j) \} y(x),
$$

$$
B_x^{\alpha,\beta}y(x) = b_{\alpha,\beta}^{-1}\prod_{j=0}^{\alpha+1} \{ L_j^{\alpha,\beta} - \frac{(\alpha+1)}{x} + j(\alpha + \beta + 1 - j) \} y(x),
$$

$$
C_x^{\alpha,\beta}y(x) = c_{\alpha,\beta}^{-1}\prod_{j=0}^{\alpha+\beta+2} \{ L_j^{\alpha,\beta} + \frac{(\beta+1)}{x+1} - \frac{(\alpha+1)}{x} + j(\alpha + \beta + 1 - j) \} y(x).
$$

Proposition 2.3. [1] Sec. 3] The three operators defined in (2.20) satisfy

$$
b_{\beta,\alpha}A_x^{\alpha,\beta}Q_n^{\alpha,\beta}(x) = \Lambda_{2\beta+4,n}^{\alpha,\beta}Q_n^{\alpha,\beta}(x), \ n \geq 1,
$$

$$
b_{\alpha,\beta}B_x^{\alpha,\beta}R_n^{\alpha,\beta}(x) = \Lambda_{2\alpha+4,n}^{\alpha,\beta}R_n^{\alpha,\beta}(x), \ n \geq 1,
$$

$$
c_{\alpha,\beta}C_x^{\alpha,\beta}S_n^{\alpha,\beta}(x) = \Lambda_{2\alpha+2\beta+6,n}^{\alpha,\beta}S_n^{\alpha,\beta}(x), \ n \geq 2.
$$
Proof. It suffices to recall the proof of (2.23). The other two identities hold analogously, see, e.g., [11, Cor. 4.1]. A successive application of the $\alpha + \beta + 3$ factors in the product representing $C_{x}^{\alpha,\beta}$ as well as of the Jacobi equation (2.10) with the parameters shifted to $\alpha + 2, \beta + 2$ yields

\[
c_{\alpha,\beta}C_{x}^{\alpha,\beta}S_{n}^{\alpha,\beta}(x) = \prod_{j=0}^{\alpha+\beta+2} \left\{ L_{2;x}^{\alpha,\beta} + \frac{2(\beta + 1)}{x + 1} - \frac{2(\alpha + 1)}{x - 1} + j(\alpha + \beta + 1 - j) \right\} \left[ s_{n}^{\alpha,\beta}(x^2 - 1) P_{n-2}^{\alpha+2,\beta+2}(x) \right]
\]

\[
= s_{n}^{\alpha,\beta}(x^2 - 1) \prod_{j=0}^{\alpha+\beta+2} \left\{ (n - 2)(n + \alpha + \beta + 3) + (j + 2)(\alpha + \beta + 3 - j) \right\} \cdot P_{n-2}^{\alpha+2,\beta+2}(x)
\]

\[
= \prod_{j=0}^{\alpha+\beta+2} \left\{ (n + j)(n + \alpha + \beta + 1 - j) \right\} \cdot s_{n}^{\alpha,\beta}(x^2 - 1) P_{n-2}^{\alpha+2,\beta+2}(x)
\]

\[
= (n - 1)_{\alpha+\beta+3}(n)_{\alpha+\beta+3} S_{n}^{\alpha,\beta}(x).
\]

□

Proof of Theorem 2.1. Comparing the results of the two Propositions 2.2 and 2.3 we find that

\[
\begin{align*}
[L_{2;x}^{\alpha,\beta} - \beta_{\alpha,\beta} A_{x}^{\alpha,\beta}] Q_{n}^{\alpha,\beta}(x) &= 0, \ n \geq 1, \\
[L_{2;x}^{\alpha,\beta} - \alpha_{\alpha,\beta} B_{x}^{\alpha,\beta}] R_{n}^{\alpha,\beta}(x) &= 0, \ n \geq 1, \\
[L_{2;x}^{\alpha,\beta} - \alpha_{\alpha,\beta} C_{x}^{\alpha,\beta}] S_{n}^{\alpha,\beta}(x) &= 0, \ n \geq 2.
\end{align*}
\]

(2.24)

In order to show that in all three cases, the difference of the two operators on the left-hand side vanishes on the space of all polynomials and thus justify the original setting (2.3), we follow the arguments used in [1]. In fact, the polynomials $\{Q_{n}^{\alpha,\beta}\}_{n=1}^{\infty}$, $\{R_{n}^{\alpha,\beta}\}_{n=1}^{\infty}$, and $\{S_{n}^{\alpha,\beta}\}_{n=2}^{\infty}$ form three bases for the polynomials divisible by $x + 1, x - 1$, and $x^2 - 1$, respectively. So it remains to verify that, similarly to $A_{x}^{\alpha,\beta}, B_{x}^{\alpha,\beta}, C_{x}^{\alpha,\beta}$, the differential operators $L_{2;x}^{\alpha,\beta}, L_{2;x}^{\alpha,\beta}, L_{2;x}^{2,\beta+4,6,x}$ map constants into 0, while $L_{2;x}^{\alpha,\beta}$ does it with any linear function. This, however, follows easily by definition (2.6)–(2.8). In particular, if $y(x)$ is a linear function, the inner derivative in (2.8) is a constant, so that the outer derivative annihilates the whole expression. Hence, our representation (2.4) of the generalized Jacobi equation matches with the one Bavinck stated in [11, (1.8), (2.19)].

The expansions (2.9) as well as their highest coefficient functions follow directly from the representations (2.5)–(2.8). This concludes the proof of Theorem 2.1. □

Corollary 2.4. The sixth-order differential equation satisfied by the Krall polynomials $y_{n}(x) =$
A direct verification of (2.27) and, likewise, of (2.26) is given in [11, Sec. 5]. Moreover, we equations. A particular example deals with the Jacobi-type equation with parameters

\[ P_{n}^{0,0,M,N}(x), M, N > 0, n \in \mathbb{N}_0, \text{ takes the elementary form} \]

\[
D_x[(x^2 - 1)D_x y_n(x)] + \frac{M}{2} (x + 1) D_x^2 \left\{ (x - 1)^2 D_x^2 [(x + 1) y_n(x)] \right\} + \frac{N}{2} (x - 1) D_x^2 \left\{ (x + 1)^2 D_x^2 [(x - 1) y_n(x)] \right\} + \frac{MN}{3} (x^2 - 1) D_x^2 \left\{ (x^2 - 1) D_x^2 [(x^2 - 1) y_n(x)] \right\} = (n)_2 \left\{ 1 + \frac{M + N}{2} (n) + \frac{MN}{3} (n - 1)_4 \right\} y_n(x). \tag{2.25}
\]

Inserting the decomposition (1.3) of the generalized Jacobi polynomials,

\[ y_n(x) = P_n^{\alpha,\beta,M,N}(x) = P_n^{\alpha,\beta}(x) + M Q_n^{\alpha,\beta}(x) + N P_n^{\alpha,\beta}(x) + M N S_n^{\alpha,\beta}(x), n \in \mathbb{N}_0, \]

into the equation (2.4), we easily see that all terms of equal factors of the parameters \( M \) and \( N \) must vanish simultaneously. So in addition to the four identities stated in Proposition 2.2, we obtain four two-term identities as well as one with four terms.

**Corollary 2.5.** For \( \alpha, \beta \in \mathbb{N}_0, M, N > 0, \) and all \( n \in \mathbb{N}_0, \)

\[
\begin{align*}
[L_{2,x}^{\alpha,\beta} - \Lambda_{2,n}^{\alpha,\beta}] P_n^{\alpha,\beta}(x) + b^{-1}_{\beta,\alpha} [L_{2,\beta + 4,x}^{\beta,\alpha} - \Lambda_{2,\beta + 4,n}^{\beta,\alpha}] P_n^{\alpha,\beta}(x) = 0, \tag{2.26} \\
[L_{2,x}^{\alpha,\beta} - \Lambda_{2,n}^{\alpha,\beta}] R_n^{\alpha,\beta}(x) + b^{-1}_{\alpha,\beta} [L_{2,\alpha + 4,x}^{\alpha,\beta} - \Lambda_{2,\alpha + 4,n}^{\alpha,\beta}] P_n^{\alpha,\beta}(x) = 0, \tag{2.27} \\
b^{-1}_{\beta,\alpha} [L_{2,\beta + 4,x}^{\beta,\alpha} - \Lambda_{2,\beta + 4,n}^{\beta,\alpha}] S_n^{\alpha,\beta}(x) + c^{-1}_{\alpha,\beta} [L_{2,\alpha + 2\beta + 6,x}^{\alpha,\beta} - \Lambda_{2,\alpha + 2\beta + 6,n}^{\alpha,\beta}] Q_n^{\alpha,\beta}(x) = 0, \tag{2.28} \\
b^{-1}_{\alpha,\beta} [L_{2,\alpha + 4,x}^{\alpha,\beta} - \Lambda_{2,\alpha + 4,n}^{\alpha,\beta}] S_n^{\alpha,\beta}(x) + c^{-1}_{\alpha,\beta} [L_{2,\alpha + 2\beta + 6,x}^{\alpha,\beta} - \Lambda_{2,\alpha + 2\beta + 6,n}^{\alpha,\beta}] Q_n^{\alpha,\beta}(x) = 0, \tag{2.29} \\
[L_{2,x}^{\alpha,\beta} - \Lambda_{2,n}^{\alpha,\beta}] S_n^{\alpha,\beta}(x) + b^{-1}_{\beta,\alpha} [L_{2,\beta + 4,x}^{\beta,\alpha} - \Lambda_{2,\beta + 4,n}^{\beta,\alpha}] R_n^{\alpha,\beta}(x) + \\
b^{-1}_{\alpha,\beta} [L_{2,\alpha + 4,x}^{\alpha,\beta} - \Lambda_{2,\alpha + 4,n}^{\alpha,\beta}] Q_n^{\alpha,\beta}(x) + c^{-1}_{\alpha,\beta} [L_{2,\alpha + 2\beta + 6,x}^{\alpha,\beta} - \Lambda_{2,\alpha + 2\beta + 6,n}^{\alpha,\beta}] P_n^{\alpha,\beta}(x) = 0. \tag{2.30} \\
\end{align*}
\]

A direct verification of (2.27) and, likewise, of (2.26) is given in [11] Sec. 5. Moreover, we verified the five identities (2.26)–(2.30) for various values of the parameters via MAPLE.

Recently, A. J. Durán [2] developed a concept based on so-called \( \mathcal{D} \)-operators to construct orthogonal polynomial systems that are eigenfunctions of higher-order difference and differential equations. A particular example deals with the Jacobi-type equation with parameters \( \alpha, \beta \) and \( M > 0. \) Adjusting the notations used in [2] Sec. 8.2 to ours, these polynomials are determined as certain linear combinations of the Jacobi polynomials \( P_{n-1}^{\alpha,\beta+1}(x) \) and \( P_n^{\alpha,\beta+1}(x), \) which coincide with the Jacobi-type polynomials (1.3) for \( N = 0. \) Moreover, it turns out that the resulting differential equation can be written in the form (cf.2.4)

\[
\left\{ [L_{2,x}^{\alpha,\beta} - n(n + \alpha + \beta + 1)] + \frac{M}{(\beta + 2)! (\alpha + 1)_{\beta + 1}} [L_{2,\beta + 4,x}^{\beta,\alpha} - (n)_{\beta + 2}(n + \alpha)_{\beta + 2}] \right\} y_n(x) = 0. \tag{2.31}
\]
But in contrast to the representation (2.20), the higher-order differential operator \( \tilde{L}^{\beta,\alpha}_{2\beta+4} \) is given now as the product
\[
\tilde{L}^{\beta,\alpha}_{2\beta+4} = L^{-1}_{2,\beta} \prod_{j=0}^{\beta} \{ L^{\beta+1,\alpha}_{2,\beta} + (\alpha + 1 + j)(\beta + 1 - j) \} y(x),
\]
(2.32)
involving the second-order operators (cf. (1.9))
\[
L^{-1}_{2,\beta} = (x^2 - 1)D_x^2 + (\alpha + 1)(1 + x)D_x,
\]
\[
L^{\beta+1,\alpha}_{2,\beta} = (x^2 - 1)D_x^2 + [\alpha - \beta - 1 + (\alpha + \beta + 3)x] D_x.
\]

In order to verify that this operator satisfies the eigenvalue equation (2.11), as well, we proceed from the alternative setting (cf. [3, 10.8 (33)])
\[
Q^{\alpha,\beta}_n(x) = q^{\alpha,\beta}_n(x + 1) P^{\alpha+2,\beta+6}_{n-1}(x) = q^{\alpha,\beta}_n \frac{2(n + \alpha + \beta + 1)P^{\alpha+1,\beta+1}_{n-1}(x) + 2nP^{\alpha,\beta+1}_n(x)}{2n + \alpha + \beta + 1}.
\]
(2.33)

Now we apply each operator under the product sign in (2.32) successively to the two terms on the right-hand side of (2.33) by employing the Jacobi equation with parameters \( \alpha \) and \( \beta + 1 \). Eventually we observe that
\[
2 L^{-1}_{2,\beta} P^{\alpha,\beta}_n(x) = (x + 1) \{ (x - 1)D_x + (\alpha + 1) \} (n + \alpha + \beta + 1)P^{\alpha+1,\beta+1}_{n-1}(x)
= (n + \alpha + \beta + 1)(n + \alpha)(x + 1)P^{\alpha+2,\beta+6}_{n-1}(x).
\]

By symmetry, the operator \( L^{\alpha,\beta}_{2\alpha+4} \) in equation (2.4) has a representation analogous to (2.32). It would be interesting to find a similar expression for the operator \( L^{\alpha,\beta}_{2\alpha+2\beta+6} \), as well.

### 3 The orthogonality of the eigensolutions

The aim of this section is to show that for different values of the combined eigenvalue parameter
\[
\Lambda^{\alpha,\beta,M,N}_{2\alpha+\beta+6,n} = \Lambda^{\alpha,\beta}_{2,n} + \frac{M}{b_{\beta,\alpha}} \Lambda^{\beta,\alpha}_{2\beta+4,n} + \frac{N}{b_{\alpha,\beta}} \Lambda^{\alpha,\beta}_{2\alpha+4,n} + \frac{MN}{c_{\alpha,\beta}} \Lambda^{\alpha,\beta}_{2\alpha+2\beta+6,n}, \quad n \in \mathbb{N}_0,
\]
the eigenfunctions of the generalized Jacobi equation (2.4) are orthogonal with respect to the scalar product
\[
(f,g)_{w(\alpha,\beta,M,N)} = (f,g)_{w(\alpha,\beta)} + Mf(-1)g(-1) + Nf(1)g(1),
\]
\[
(f,g)_{w(\alpha,\beta)} = h^{-1}_{\alpha,\beta} \int_{-1}^{1} f(x)g(x)(1 - x)^{\alpha}(1 + x)^{\beta} dx, \quad f, g \in C[-1,1].
\]
(3.2)

This in turn, is a direct consequence of the following fundamental symmetry relation.
Theorem 3.1. Let $\alpha, \beta \in \mathbb{N}_0$, $M, N > 0$, and let, for sufficiently smooth function $y(x)$,

$$L_{2\alpha+2\beta+6,x}^{\alpha,\beta,M,N} y(x) = \left[ L_{2,x}^{\alpha,\beta} + \frac{M}{b_{\alpha,\beta}} L_{2\beta+4,x}^{\beta,\alpha} + \frac{N}{b_{\alpha,\beta}} L_{2\alpha+4,x}^{\alpha,\beta} + \frac{MN}{c_{\alpha,\beta}} L_{2\alpha+2\beta+6,x}^{\alpha,\beta} \right] y(x) \tag{3.3}$$

denote the combined differential operator in equation (2.4). Then there holds

$$(L_{2\alpha+2\beta+6,x}^{\alpha,\beta,M,N} f, g)_{w(\alpha,\beta,M,N)} = (f, L_{2\alpha+2\beta+6,x}^{\alpha,\beta,M,N} g)_{w(\alpha,\beta,M,N)}, \quad f, g \in C^{(2\alpha+2\beta+6)}[-1,1]. \tag{3.4}$$

Proposition 3.2. For any $f, g \in C^{(2\alpha+2\beta+6)}[-1,1]$ we define the following four integral expressions, each being symmetric in its two arguments,

$$U^{\alpha,\beta}(f, g) = h_{\alpha,\beta}^{-1} \int_{-1}^{1} f'(x)g'(x)(1-x)^{\alpha+1}(1+x)^{\beta+1} dx,$$

$$\overline{V}^{\beta,\alpha}(f, g) = h_{\alpha,\beta}^{-1} \int_{-1}^{1} D_x^{\beta+2}[(x+1)^{\beta+1}f(x)] D_x^{\alpha+2}[(x+1)^{\alpha+1}g(x)](1-x)^{\alpha+\beta+2} dx,$$

$$V^{\alpha,\beta}(f, g) = h_{\alpha,\beta}^{-1} \int_{-1}^{1} D_x^{\alpha+2}[(x-1)^{\alpha+1}f(x)] D_x^{\alpha+2}[(x-1)^{\alpha+1}g(x)](1+x)^{\alpha+\beta+2} dx,$$

$$W^{\alpha,\beta}(f, g) = h_{\alpha,\beta}^{-1} \int_{-1}^{1} D_x^{\alpha+\beta+3}[(x-1)^{\alpha+1}(x+1)^{\beta+1}f(x)] \cdot D_x^{\alpha+\beta+3}[(x-1)^{\alpha+1}(x+1)^{\beta+1}g(x)](1-x)^{\beta+1}(1+x)^{\alpha+1} dx.$$

With $b_{\alpha,\beta}$, $c_{\alpha,\beta}$ as in (2.1), the four components of the differential operator (3.3) satisfy

(i) $(L_{2,x}^{\alpha,\beta} f, g)_{w(\alpha,\beta)} = U^{\alpha,\beta}(f, g)$,

(ii) $(L_{2\beta+4,x}^{\beta,\alpha} f, g)_{w(\alpha,\beta)} = \overline{V}^{\beta,\alpha}(f, g) + 2(\beta+1)b_{\beta,\alpha}f'(-1)g(-1)$,

(iii) $(L_{2\alpha+4,x}^{\alpha,\beta} f, g)_{w(\alpha,\beta)} = V^{\alpha,\beta}(f, g) - 2(\alpha+1)b_{\alpha,\beta}f'(1)g(1),$

(iv) $(L_{2\alpha+2\beta+6,x}^{\alpha,\beta} f, g)_{w(\alpha,\beta)} = W^{\alpha,\beta}(f, g) + \frac{c_{\alpha,\beta}}{b_{\alpha,\beta}} 2(\alpha+1)_{\beta+2} D_x^{\alpha+2}[(x-1)^{\alpha+1}f(x)]\big|_{x=-1} g(-1) - \frac{c_{\alpha,\beta}}{b_{\alpha,\beta}} 2(\alpha+1)_{\beta+2} D_x^{\alpha+2}[(x+1)^{\beta+1}f(x)]\big|_{x=1} g(1),$

(v) $L_{2,x}^{\alpha,\beta} f(x)|_{x=-1} = -2(\beta+1)f'(-1), \quad L_{2,x}^{\alpha,\beta} f(x)|_{x=1} = 2(\alpha+1)f'(1)$,

$\overline{L}_{2\beta+4,x}^{\beta,\alpha} f(x)|_{x=-1} = 0, \quad \overline{L}_{2\beta+4,x}^{\beta,\alpha} f(x)|_{x=1} = 2(\alpha+1)_{\beta+2} D_x^{\beta+2}[(x+1)^{\beta+1}f(x)]|_{x=1},$

$L_{2\alpha+4,x}^{\alpha,\beta} f(x)|_{x=1} = 0, \quad L_{2\alpha+4,x}^{\alpha,\beta} f(x)|_{x=-1} = -2(\beta+1)_{\alpha+2} D_x^{\alpha+2}[(x-1)^{\alpha+1}f(x)]|_{x=-1},$

$L_{2\alpha+2\beta+6,x}^{\alpha,\beta} f(x)|_{x=\pm1} = 0.$
Proof. (i) Using integration by parts, the integrated term vanishes at \( x = \pm 1 \), so that
\[
\left( L_{2, x}^{\alpha, \beta} f, g \right)_{w(\alpha, \beta)} = (-1)^{\alpha} h_{\alpha, \beta}^{-1} \int_{-1}^{1} D_x^\alpha \left[ (x - 1)^{\alpha + 1} (x + 1)^{\beta + 1} D_x f(x) \right] g(x) \, dx \\
= - h_{\alpha, \beta}^{-1} (1 - x)^{\alpha + 1} (1 + x)^{\beta + 1} f'(x) g'(x) \bigg|_{x=-1}^{x=1} + U^{\alpha, \beta}(f, g) \\
= U^{\alpha, \beta}(f, g).
\]

(ii) In view of the representation (2.6) of \( \tilde{L}_{2\beta+4, x}^{\beta, \alpha} \), a \((\beta + 2)\)-fold integration by parts yields
\[
\begin{align*}
&h_{\alpha, \beta}(\tilde{L}_{2\beta+4, x}^{\beta, \alpha} f, g)_{w(\alpha, \beta)} \\
&= (-1)^{\alpha} \int_{-1}^{1} D_x^{\beta + 2} \left\{ (x - 1)^{\alpha + \beta + 2} D_x^{\beta + 2} \left[ (x + 1)^{\beta + 1} f(x) \right] \right\} (x + 1)^{\beta + 1} g(x) \, dx \\
&= \sum_{j=0}^{\beta + 1} (-1)^{\alpha + j} D_x^{\beta + 1 - j} \left\{ (x - 1)^{\alpha + \beta + 2} D_x^{\beta + 2} \left[ (x + 1)^{\beta + 1} f(x) \right] \right\} D_x^{\beta + 1} \left[ (x + 1)^{\beta + 1} g(x) \right] \bigg|_{x=-1}^{x=1} \\
&\quad + \int_{-1}^{1} (1 - x)^{\alpha + \beta + 2} D_x^{\beta + 2} \left[ (x + 1)^{\beta + 1} f(x) \right] D_x^{\beta + 2} \left[ (x + 1)^{\beta + 1} g(x) \right] \, dx.
\end{align*}
\]
Since all terms of the sum vanish up to the one for \( j = \beta + 1 \), evaluated at \( x = -1 \), we have
\[
\begin{align*}
&\left( \tilde{L}_{2\beta+4, x}^{\beta, \alpha} f, g \right)_{w(\alpha, \beta)} - \tilde{V}_{\beta, \alpha}(f, g) \\
&= h_{\alpha, \beta}^{-1} (1 - x)^{\alpha + \beta + 2} D_x^{\beta + 2} \left[ (x + 1)^{\beta + 1} f(x) \right] D_x^{\beta + 1} \left[ (x + 1)^{\beta + 1} g(x) \right] \bigg|_{x=-1}^{x=1} \\
&= h_{\alpha, \beta}^{-1} 2^{\alpha + \beta + 2} (\beta + 2)! f'(-1) (\beta + 1)! g(-1) \\
&= 2(\beta + 1) b_{\beta, \alpha} f'(-1) g(-1).
\end{align*}
\]

(iii) This identity is verified analogously to item (ii), see \[\text{[11]}\ Prop. 3.2 (i)]\.

(iv) Invoking the representation (2.8) and using the abbreviation \( v_{\alpha, \beta}(x) = (x - 1)^{\alpha + 1} (x + 1)^{\beta + 1} \), we obtain, now by an \((\alpha + \beta + 3)\)-fold integration by parts,
\[
\begin{align*}
&h_{\alpha, \beta}(L_{2\alpha+2\beta+6, x}^{\alpha, \beta} f, g)_{w(\alpha, \beta)} \\
&= (-1)^{\alpha} \int_{-1}^{1} D_x^{\alpha + \beta + 3} \left\{ v_{\beta, \alpha}(x) D_x^{\alpha + \beta + 3} \left[ v_{\alpha, \beta}(x) f(x) \right] \right\} v_{\alpha, \beta}(x) g(x) \, dx \\
&= \sum_{j=0}^{\alpha + \beta + 2} (-1)^{\alpha + j} D_x^{\alpha + \beta + 2 - j} \left\{ v_{\beta, \alpha}(x) D_x^{\alpha + \beta + 3} \left[ v_{\alpha, \beta}(x) f(x) \right] \right\} D_x^{\alpha + \beta + 3} \left[ v_{\alpha, \beta}(x) g(x) \right] \bigg|_{x=-1}^{x=1} \\
&\quad + (-1)^{\beta + 1} \int_{-1}^{1} v_{\beta, \alpha}(x) D_x^{\alpha + \beta + 3} \left[ v_{\alpha, \beta}(x) f(x) \right] D_x^{\alpha + \beta + 3} \left[ v_{\alpha, \beta}(x) g(x) \right] \, dx.
\end{align*}
\]
Here, the only non-vanishing contributions of the sum are the term for \( j = \beta + 1 \) at \( x = -1 \) and

\[11\]
the term for \( j = \alpha + 1 \) at \( x = 1 \). Hence,

\[
(L_{2\alpha+2\beta+6,\alpha}^\alpha,\beta f, g)_{w(\alpha,\beta)} - W_{\alpha,\beta}^\alpha(f, g)
\]

\[
= h_{\alpha,\beta}^{-1}(-1)^{\alpha+\beta} D_x^{\alpha+1} \left\{ v_{\alpha,\beta}(x) D_x^{\alpha,\beta+3} \left[ v_{\alpha,\beta}(x) f(x) \right] \right\} D_x^{\alpha+1} \left[ v_{\alpha,\beta}(x) g(x) \right] \big|_{x=-1}
- h_{\alpha,\beta}^{-1} D_x^{\alpha+1} \left\{ v_{\alpha,\beta}(x) D_x^{\alpha,\beta+3} \left[ v_{\alpha,\beta}(x) f(x) \right] \right\} D_x^{\alpha+1} \left[ v_{\alpha,\beta}(x) g(x) \right] \big|_{x=1}
\]

\[
= h_{\alpha,\beta}^{-1}(\alpha + 1)! 2^{\alpha+1} \frac{((\alpha + \beta + 3)!)}{(\alpha + 2)!} D_x^{\alpha+2} \left[ (x - 1)^{\alpha+1} f(x) \right] \big|_{x=-1} 2^{\alpha+1}(\beta + 1)! g(-1)
- h_{\alpha,\beta}^{-1}(\beta + 1)! 2^{\alpha+1} \frac{((\alpha + \beta + 3)!)}{(\beta + 2)!} D_x^{\alpha+2} \left[ (x + 1)^{\beta+1} f(x) \right] \big|_{x=1}(\alpha + 1)! 2^{\beta+1} g(1).
\]

This yields the assertion (iv) since

\[
h_{\alpha,\beta}^{-1}(\alpha + 1)! (\beta + 1)! (\alpha + \beta + 3)! = c_{\alpha,\beta} b_{\alpha,\beta}^{-1} 2(\beta + 1)_{\alpha+2} (\alpha + 2)!
= c_{\alpha,\beta} b_{\alpha,\beta}^{-1} 2(\alpha + 1)_{\beta+2} (\beta + 2)!
\]

(v) The values of the four differential expressions at \( x = \pm 1 \) follow directly by definition (2.5)–(2.8). \( \square \)

**Proof of Theorem 3.1.** The left-hand side of (3.4) takes the form

\[
(L_{2\alpha+2\beta+6,\alpha}^\alpha,\beta f, g)_{w(\alpha,\beta)} = M \left[ L_{2\alpha+2\beta+6,\alpha}^\alpha,\beta f(x) \right] \big|_{x=-1} g(-1) + N \left[ L_{2\alpha+2\beta+6,\alpha}^\alpha,\beta f(x) \right] \big|_{x=1} g(1).
\]

In view of Proposition 3.2 this gives

\[
U_{\alpha,\beta}^\alpha(f, g) + \frac{M}{b_{\alpha,\beta}} V_{\alpha,\beta}^\alpha(f, g) + \frac{N}{b_{\alpha,\beta}} V_{\alpha,\beta}^\alpha(f, g) + \frac{MN}{c_{\alpha,\beta}} W_{\alpha,\beta}^\alpha(f, g)
+ M \left\{ c_{\alpha,\beta} b_{\alpha,\beta}^{-1} 2(\beta + 1)_{\alpha+2} D_x^{\alpha+2} \left[ (x - 1)^{\alpha+1} f(x) \right] \big|_{x=-1} g(-1)
- c_{\alpha,\beta} b_{\alpha,\beta}^{-1} 2(\alpha + 1)_{\beta+2} D_x^{\alpha+2} \left[ (x + 1)^{\beta+1} f(x) \right] \big|_{x=1} g(1) \right\}
+ M \left\{ -2(\beta + 1) f'(-1) - \frac{N}{b_{\alpha,\beta}} 2(\beta + 1)_{\alpha+2} D_x^{\alpha+2} \left[ (x - 1)^{\alpha+1} f(x) \right] \big|_{x=-1} g(-1)
+ N \left\{ 2(\alpha + 1) f'(1) + \frac{M}{b_{\alpha,\beta}} 2(\alpha + 1)_{\beta+2} D_x^{\alpha+2} \left[ (x + 1)^{\beta+1} f(x) \right] \big|_{x=1} \right\} g(1) \right\}
\]

Since all integrated terms compensate, we are left with the sum of the four expressions

\[
U_{\alpha,\beta}^\alpha(f, g) + \frac{M}{b_{\alpha,\beta}} V_{\alpha,\beta}^\alpha(f, g) + \frac{N}{b_{\alpha,\beta}} V_{\alpha,\beta}^\alpha(f, g) + \frac{MN}{c_{\alpha,\beta}} W_{\alpha,\beta}^\alpha(f, g).
\]
Here we can interchange the roles of the functions $f$ and $g$ without altering the value of the four terms. So we arrive at the required identity (3.4). □

**Corollary 3.3.** For $\alpha, \beta \in \mathbb{N}_0$, $M, N > 0$, the polynomial eigenfunctions of equation (2.4), $y_n(x) = P_{n}^{\alpha,\beta,M,N}(x)$, $n \in \mathbb{N}_0$, satisfy the orthogonality relation, for $n \neq m$,

\[
(y_n, y_m)_{w(\alpha,\beta,M,N)} = h_{\alpha,\beta}^{-1} \int_{-1}^{1} y_n(x)y_m(x)(1-x)^{\alpha}(1+x)^{\beta}dx
+ M y_n(-1)y_m(-1) + N y_n(1)y_m(1) = 0.
\]

(3.5)

**Proof.** Employing the symmetry property (3.4) of the differential operator $L_{2\alpha+2\beta+6,x}^{\alpha,\beta,M,N}$, we obtain

\[
(L_{2\alpha+2\beta+6,x}^{\alpha,\beta,M,N} y_n, y_m)_{w(\alpha,\beta,M,N)} - (y_n, L_{2\alpha+2\beta+6,x}^{\alpha,\beta,M,N} y_m)_{w(\alpha,\beta,M,N)} = 0.
\]

(3.6)

Since the eigenvalues $\Lambda_{2\alpha+2\beta+6,n}^{\alpha,\beta,M,N}$ are strictly increasing for $n \in \mathbb{N}_0$, the scalar product on the left-hand side vanishes. □
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