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Simple formulation and a straightforward proof of the Lieb–Mattis theorem (LMT) do not indicate how powerful a tool it is. For more than fifty years, this theorem has been mainly discussed in its ‘strong’ form and applied mainly to many type of infinite spin lattices. It can be easily proved that in such cases, geometrically frustrated systems have to be excluded. However, it has been recently shown that the so-called ‘weak’ or general form of the LMT can be exploited considering some small, geometrically frustrated quantum spin systems. Moreover, many systems, which do not satisfy assumptions of the LMT, show identical features, including the level order characteristic for bipartite spin systems. It yields a question about possible generalizations or modifications of this theorem to involve a larger class of problems. To begin, algebraic aspects have to be understood with the invaluable role of the Perron-Frobenius theorem. The latter theorem is investigated, discussed, modified etc. in immense number of works. Many of them are important in physical applications and ways of reasoning they present can be exploited in different approaches to the LMT.
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1. Introduction

Physics and chemistry, both experimental and theoretical, of magnetic nanosystems have experienced rapid progress since pioneering papers on molecular magnets at the turn of the 20th and 21st centuries [1–4]. Among others, this is caused by their possible applications in molecular spintronics, magnetic hyperthermia, quantum computing and for high-density information storage or as magneto-optic devices and magnetic refrigerants. It has to be stressed that such objects are also considered as the testbeds for verification of fundamental quantum theories. At present, investigations are focused on both homo- and heterometallic complexes comprising transition and rare earth metal ions. Their most promising low temperature properties depend crucially on their quantum nature, which leads to the discrete energy levels. And properties of the most significant ground-state level are of great importance. Reliable results can be obtained within the frame of the quantum spin models, with the dominant position of large class of Heisenberg-like systems. There are several strict results (e.g. the well-known Bethe Ansatz and its generalizations) and the Lieb–Mattis theorem (LMT) [5] occupies an important place amongst them. Due to its general character it is not applicable to, for example, anisotropic systems, nevertheless it provides a simple and powerful tool to obtain rigorous results.

The Lieb–Mattis [5] theorem was announced in an earlier paper, in which similar reasoning had been applied to an antiferromagnetic linear chain of spin \( s = 1/2 \) [6]. Both papers have influenced investigations in condensed matter physics\(^1\) and are still highly-cited. Their importance goes beyond condensed matter physics, what is confirmed by many databases like Scopus or Web of Science, and in both cases the number of citations per year increases recently\(^2\). In condensed matter physics, this is clearly related to development in investigation of, to mention only a few, entanglement, topological phases, single molecule magnets and frustration. Examples of other problems discussed with the use of the LMT or the Lieb–Schultz–Mattis theorem can be found in Refs. [7–14]. On the other hand, there are many attempts to extend these theorems (e.g. Refs. [15–18]). It can be shown [19] that the LMT is, in fact, a consequence of the Perron–Frobenius theorem (PFT) [20–24], so possible extensions of the latter one may lead to generalization of the LMT. In the case of bipartite systems, the transformation proposed in Refs. [5, 6] yields a Hamiltonian as a Hermitian matrix with non-negative elements, so the PFT can be applied

\(^{1}\) In April 2017, Ref. [6] was included in a virtual issue of Ann. Phys. as one of the Most Cited in Condensed Matter Theory; see: https://www.journals.elsevier.com/annals-of-physics/virtual-special-issues.

\(^{2}\) According to the Web of Science Core Collection (December, 2017) Ref. [5] was cited about 600 times in total (approx. 11 per year) and 90 times in the last five years (18 per year). These numbers for Ref. [6] are as follows: more than 2300 (about 40 per year) and about 560 (more than 110 per year).
directly. Non-bipartite systems, like polygons with odd number \( n > 3 \) sides and antiferromagnetic coupling of the nearest neighbors, are not bipartite and, after similar transformation, some entries are negative. However, some results [25–27] indicate possibility to consider matrices with some negative elements, so it is excepted that it will give impact for reconsideration of the LMT and allow to extend the class of systems with well-determined ground-state properties.

It has to be pointed out that most problems considered are based on the so-called ‘strong’ version of the LMT, which, roughly speaking, excludes systems with competing interactions or geometrically frustrated [28]. The ‘weak’ (or general) form of this theorem allows some additional and relatively weak antiferromagnetic couplings, leading to geometric frustration in systems which are bipartite according to assumptions of the LMT [29,30], so coexistence of geometric frustration and bipartiteness is admissible. However, at the same time, it demands strong long-range couplings, what is rather non-physical in large (infinite) systems. Therefore, this feature can be observed in small systems or systems with special topology. On the other hand, the so-called Lieb–Mattis Level Order (LMLO) is realized in both, ‘strong’ and ‘weak’ cases. Moreover, it can be proved (in some cases numerically only) that larger, non-bipartite in general, analogous of bipartite systems still exhibit the LMLO [30–32]. Similarly, this effect is observed for anisotropic systems, but the total spin number \( S \) has to be replaced by the total magnetization \( M \) [33–36]. Reformulation of the LMT to include all these cases is a challenging task and to complete it, this theorem itself has to be ‘revisited’ and mathematical background must be meticulously examined. This paper, as its title says, is mainly devoted to the first part of this project with stress on mathematical correctness.

In the following section systems satisfying postulates of the LMT are presented. Next, in Sec. 3, the theorem itself and its mathematical background, including the PFT, are discussed. Some models not satisfying assumptions of the LMT, but showing the same properties as those being its subject, are shortly described in Sec. 4 and some open problems are indicated. The paper ends with overall conclusions in Sec. 5.

2. The domain of the Lieb–Mattis theorem

2.1. The Heisenberg Hamiltonian

The original paper of Lieb and Mattis starts with the following Hamiltonian:

\[
H = 2 \sum J_{ij} \mathbf{s}_i \cdot \mathbf{s}_j;
\]

the factor 2, irrelevant in proofs, suggests that this sum is taken over different non-ordered pairs \( \{i, j\} \), but it was not clearly stated throughout the whole text. Some steps in considerations could be performed properly (or without special assumptions) for finite systems only, so it should be assumed that \( 1 \leq i, j \leq n \). In this paper, the LMT is discussed in the context of magnetic molecules (finite quantum spin systems), so this restriction does not lead to any constraints. On the other hand, it is very important that this Hamiltonian is isotropic and commutes with the square of total spin operator \( S^2 \), where \( S = \sum_{i=1}^{n} s_i \) with non-negative eigenvalues less or equal than \( S_{\text{max}}(S_{\text{max}}+1) \) for \( S_{\text{max}} = \sum_{i=1}^{n} s_i \). With all these comments the system under question can be determined as follows.

For a given \( 1 < n \in \mathbb{N} \) there is set on indices \( V = \{j \in \mathbb{N} \mid 1 \leq j \leq n\} \) and to each of them a spin number \( s_j \), determining a spin operator \( s_j \), is unambiguously assigned. The set \( E' \) of all non-ordered pairs \( \{j, k\} \) with \( \binom{n}{2} = n(n-1)/2 \) elements is constructed in the natural way (with the loss of generality \( j < k \) can be assumed). A real-valued function:

\[
J: E' \to \mathbb{R}: \{j, k\} \to J_{jk} = J_{kj}
\]
determines weights of edges (an exchange integral is assigned to each bond) [37]. In spin models, bonds with \( J_{jk} = 0 \) are neglected, so a mathematical object under consideration is a simple (edge-)weighted graph with non-zero weights \( J_{jk} \in \mathbb{R} \) and the set of edges \( E = \{\{j, k\} \in E' \mid J_{jk} \neq 0\} \); vertex weights \( s_i \) are irrelevant in this approach. The isotropic Heisenberg Hamiltonian is determined as the following sum over all non-ordered pairs:

\[
H = 2 \sum_{j,k=1 \mid j < k}^{n} J_{jk} s_j \cdot s_k;
\]

the ‘non-existing’ edges with \( J_{jk} = 0 \) have not been excluded in this sum, since they ‘disappear’ in the natural way, but considering the graph representation of this model, only the edges with non-zero weights are taken into account.
2.2. Bipartiteness

In graph theory, a graph is bipartite when its set of vertices $V$ can be divided into two disjoint, non-empty and independent sets, i.e. $V = U \cup W$, $U \cap W = \emptyset$, $U \cap W = \emptyset$, in such a way that every edge connects vertices from different subsets only [37]. In other words, if $\{j,k\} \in E$, then vertices $j$ and $k$ belong to different sets $U$ and $W$. Equivalently they are determined as graphs with no odd-length cycles, what is a very important property [see Fig. 1(a)].

In graph theory, the matching problem is considered taking into account weights of edges, but a graph in question is still bipartite graph if weights are neglected [37]. It means that the weights of edges do not modify the bipartiteness. The LMT demands rather bipartite weighted graphs than bipartite graphs with weights, i.e. weighted bipartite graphs [37]. In the former case, the bipartiteness is determined taking into account the weights of edges. A formal definition can be stated as follows: A simple edge-weighted graph with non-zero real weights is bipartite with a threshold $t$ if its set of vertices can be decomposed into two disjoint and non-empty sets ($U$ and $W$, say) such that edges $\{u,u'\}$ and $\{w,w'\}$, where $u,u' \in U$ and $w,w' \in W$, have weights $w \leq t$, whereas edges $\{u,w\}$ have weights $w \geq t$ [see Fig. 1(b)]. Note that in this case subset $U$ and $W$ are not independent, since vertices from the same set may be adjacent. In the special case $t = 0$, when edges with zero weights are omitted, the subgraphs with sets of vertices $U$ and $W$, respectively, have edges with negative weights, whereas existing edges $\{u,w\}$ have positive weights only. Such subgraphs can be named ‘negatively weighted subgraphs’ and hereafter, in the context of spin systems, they will be referred to as ‘ferromagnetic components (parts) of a (spin) system’\(^3\). It can be easily seen that in the bipartite weighted graphs with the threshold $t = 0$, all cycles contain an even number of edges with positive weights.

The LMT can be applied to spin systems, with the Hamiltonian given by Eq. (1), which can be presented as bipartite weighted graphs, but for $t > 0$ they have to be complete ones, which means that for each pair of vertices $u \in U$ and $w \in W$, there exist the edge $\{u,w\}$ with non-zero weight $w \geq t > 0$. Due to the inequality signs, when weights are compared with the threshold, the bipartition of a spin system may be not unique and possible thresholds leading to the same bipartition, belong to some, finite or even infinite, range. Using symbols introduced by Lieb and Mattis, the definition of a bipartite (in sense of the LMT) spin system with $n$ spins coupled to each other according to Eq. (1) says: There exists a constant $g^2 \geq 0$ that indices $1 \leq j \leq n$ can be divided into two subsets $A$ and $B$ with

$$J_{j,j'}, J_{k,k'} \leq g^2, \quad J_{j,k} \geq g^2,$$

(2)

where $j,j' \in A$ and $k,k' \in B$ [5,28]\(^4\); such systems are referred to as LM-bipartite (LMB) systems, for short. The completeness of the appropriate graph means that for $g^2 > 0$ even distant spin have to be coupled antiferromagnetically with $J \geq g^2$, which is rather non-physical assumption. Therefore, LMB spin systems with $g^2 > 0$ have to be rather small ones or have special topology like centered polygons or pyramids, as presented in Fig. 2.

\(^3\)In Eq. (1) negative exchange integrals correspond to ferromagnetic couplings.

\(^4\)Many authors apply the original Heisenberg convention, in which antiferromagnetic exchange integrals are negative, then the inequalities in Eq. (2) have to be reversed and the sign of the threshold has to be changed, i.e. $J_{j,j'}, J_{k,k'} \geq -g^2$ and $J_{j,k} \leq -g^2$. In Ref. [28] the sign was not be modified accordingly.
2.3. Remarks

It was not stated by the authors, but was pointed out in Ref. [19] that the proof presented in Ref. [5] is correct when the appropriate graph is connected [37], i.e. there exists a path connecting any two vertices. In other words, for any pair \( \{j, k\} \), there exists at least one \( s \)-element sequence \( (s > 0, l_0 \equiv j, l_s \equiv k) \)

\[ J_{l_1, l_2}, J_{l_2, l_3}, \ldots, J_{l_{s-1}, k} \]  

with non-zero elements \( J_{l_r, l_{r+1}} \) for all \( 0 \leq r < s \). In the opposite case, there are two (or more) non-interacting subsystems \( X \) and \( Y \) (not necessarily bipartite) with the ground-state total spin numbers \( S_X(Y) \), respectively. Hence, the whole system is highly degenerate with the total spin \( S \) being any number in the range \( (|S_X - S_Y|, S_X + S_Y) \). Only for one of them equal to 0, the ground-state of the system is a uniquely determined \( S \)-multiplet with \( S = S_X \) (assuming \( S_Y = 0 \)) in the absence of accidental degeneration in the subsystems.

When \( g^2 = 0 \), then in each of the subsystems, only ferromagnetic exchange integrals are possible, so appropriate subsets constitute ferromagnetic components. Moreover, in this case, all cycles contain an even number of antiferromagnetic bonds, so a system in question is not geometrically frustrated [28, 30, 38, see also Fig. 2(d)]. However, for \( g^2 > 0 \) coexistence of LM-bipartiteness and (geometric) frustration is possible (see Figs. 2(a)–(c) and more detailed discussion in Refs. [29, 30, 32]). Even more, since systems considered are complete (and therefore connected for \( g^2 > 0 \)) then geometric frustration is surely present, since there is at least one antiferromagnetic coupling in one of the subsystems. If such bonds do not exist then \( g^2 = 0 \) may be assumed and, henceforth, the geometric frustration is absent.

In the paper by Lieb and Mattis [5], there is no formal exclusion of empty sets, but assuming, for example, \( B = \emptyset \) trivial results are received (see Sec. 3 below). It is only worth to mention that in such a case for each pair \( \{j, k\} \), there exists at least one sequence (3) with all exchange integrals being negative. Hence, the system cannot be decomposed, but it is not necessarily ferromagnetic (cf. Ref. [5]).

3. The Lieb–Mattis theorem and its applications

3.1. The theorem

For the LMB system the numbers \( S_A(B) \) and their absolute difference are introduced:

\[ S_A = \sum_{j \in A} s_j, \quad S_B = \sum_{k \in B} s_k, \quad S = |S_A - S_B|. \]  

(4)

Lieb and Mattis proved that the ground state of the Hamiltonian (1) belongs at most to total spin \( S = S \). Hence, the absolute difference is the upper limit of the ground-state total spin: \( S_0 \leq S \). Let \( E_{\text{min}}(S) \) denotes the minimum energy of states belonging to the total spin \( S \). The LMF says that these energies form an increasing sequence, i.e.:

\[ E_{\text{min}}(S) > E_{\text{min}}(S - 1) \]  

for all \( S > S_0 \).  

(5)

This is referred to as the Lieb–Mattis level order (LMLO) and, introducing differences:

\[ \Delta S = E_{\text{min}}(S) - E_{\text{min}}(S - 1), \]  

(6)
Fig. 3. Illustration of the Lieb–Mattis level order in LM-bipartite systems. For the sake of simplicity it is assumed that the Landé band for $S \geq S_0$ (full squares) is parabolic. Full and empty circles correspond to $g^2 > 0$ and $g^2 = 0$, respectively. Lines are a guide for the eye.

can be reformulated as: $\Delta S$ are positive for all $S > S_0$. This effect is observed in many quantum spins systems and it is said that eigenstates with energies $E_{\text{min}}(S)$ form the so-called Landé band [39, 40]. In the special case of non-frustrated systems, i.e. for $g^2 = 0$, a stronger constraint can be proved [5]:

$$E_{\text{min}}(S) > E_{\text{min}}(S), \quad \text{for } S < S_0,$$

which unambiguously determines $S_0 = S$ (see Fig. 3). It has to be emphasized that the LMT says nothing about ordering of levels with $S < S_0$. A general formulation of the LMT is also referred to as the ‘weak form’ with the ‘strong form’ assigned to the case $g^2 = 0$.

If, by chance, there are a few possible LM-bipartitions, with different threshold $g^2$ probably, then the most restrictive one, i.e. this with the least $S_0$, is applied. If the case $B = \emptyset$ was allowed, then the trivial result would be obtained $S_0 \leq S_{\text{max}} = \sum_{j=1}^{n} s_j$, with the equality sign for purely ferromagnetic systems only ($g^2 = 0$ would force all non-zero weights $J_{jk}$ to be negative in this case). Assuming systems in Fig. 2 to be homogeneous ($s_j = s$ for all $1 \leq j \leq n$) the following constraints can be easily determined: (a) $S_0 \leq s$, (b) and (d) $S_0 = 0$, and (c) $S_0 \leq 5s$.

Other examples can be found in Refs. [28–30, 32, 41].

A very important example of LMB systems is the so-called sublattice Hamiltonian or the rotational band model [39, 42–44]. Spins are divided into subsets $A$ and $B$ with all pairs $\{j, k\}$, $j \in A$, $k \in B$, coupled antiferromagnetically with the same magnitude $J > 0$, so:

$$H = J \mathbf{S}_A \cdot \mathbf{S}_B, \quad \text{where } \mathbf{S}_{A(B)} = \sum_{j \in A(B)} s_j.$$  \hspace{1cm} (8)

This system is LM-bipartite with any $0 \leq g^2 \leq J$, so the least value ($g^2 = 0$) yields $S_0 = |S_A - S_B|$ and the corresponding graph is complete bipartite one.

### 3.2. Remarks about the proof

The original proof in Ref. [5] was decomposed into two parts: (i) a detailed discussion on the case $g^2 = 0$ and (ii) a short comment on the general case, so this paper goes along this way. The most crucial is a canonical transformation:

$$s^x_j \rightarrow -s^x_j, \quad s^y_j \rightarrow -s^y_j, \quad s^z_j \rightarrow +s^z_j$$

for all spins in a chosen subsystem, say $j \in A$. It yields all off-diagonal entries to be non-positive [5, 19]. Further analysis may be done repeating Lieb and Mattis’s reasoning or the Perron-Frobenius theorem (PFT) may be invoked (see below and Ref. [19]).
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Fig. 4. The energies $E_{\text{min}}(S)$ (the Landé band) for fictitious LM-bipartite Hamiltonians $H(g) = g^2 S^2 + S(S - 7) + 15$. Symbols are defined in the legend and lines are a guide for the eye.

When a Hamiltonian, commuting with $S^2$, is LM-bipartite for $g^2 > 0$ then, it is transformed to:

$$H' = H - g^2 S^2,$$

which determines the LMB system with $g' = 0$. Since usually the threshold $g^2$ can be chosen in (infinitely) many ways, it must be done carefully – the Hamiltonian $H'$ has to satisfy all conditions stated in the previous section, among others the corresponding bipartite weighted graph has to be connected and complete. This transformation does affect the upper limit given by $S$ (the partition into sets $A$ and $B$ is not modified) and the LMLO for $S > S$ is preserved. However, the inequality (7) does not hold, in a general case. Modifying a bit Eq. (10) one may introduce:

$$H(g) = H' + g^2 S^2,$$

and observe changes in energies $E_{\text{min}}(S)$ for different values of $g^2$. A simple example is presented in Fig. 4, where $H' = S(S - 7) + 15$ is assumed. The ground-state total spin $S_0$ decreases for increasing $g^2$, yielding the sequence $S_0 = 7/2, 5/2, 3/2, 1/2$ with ‘critical’ values of $g^2 = 1/7, 3/5$, and $5/3$ (at this points the ground-state level is formed by two $S$-multiplets with different total spin number $S$, so the degenerate frustration may be observed [45]).

However, the second (increasing) part of the universal sequence discussed in Refs. [29,30] cannot be explained in this way. It is important to emphasize that this sequence is received when the energies $E_{\text{min}}(S)$ for $S < S$ are ordered, what constitutes the special case. In a general case, different values of $S_0$ may appear in any order (cf. Fig. 3).

To end this section, the relation between the two theorems, Lieb–Mattis and Perron–Frobenius, is discussed. The latter one (PFT) is presented after Ref. [19]. Let $A$ be a square matrix of size $N > 1$ with all entries being non-negative real numbers. If there exits $p \geq 1$ that $A^p$ has strictly positive entries, then, with $\Lambda$ being a set of all eigenvalues of $A$:

1. $\lambda_0 = \max_{\lambda \in \Lambda} |\lambda|$ and it is simple (non-degenerate), i.e. it is a simple root of $\det(A - \lambda \mathbb{I}_N) = 0$, where $\mathbb{I}_N$ is the unit matrix;
2. for any other $\lambda \in \Lambda$, $|\lambda| < \lambda_0$;
3. the eigenvector of $A$ associated to $\lambda_0$ has strictly positive coordinates.

These conditions are satisfied, for example, for the operator $S^2$, so a vector with positive coordinates is associated to $S_{\text{max}}$ in each subspace with given total magnetization $M$.

To use the PFT in the proof of the LMT, it is necessary to perform such modification of the Hamiltonian matrix that the above requirements are satisfied. The first step is done with the transformation (9). Since the minimum is what ones looks for, then the sign of this matrix is changed. The eigenvalues $E_{\text{min}} \leq E \leq E_{\text{max}}$ of the Hamiltonian (1) satisfy, as a rule, $E_{\text{min}} < 0$, $E_{\text{max}} > 0$, and $|E_{\text{min}}| > E_{\text{max}}$, so these two steps should be enough. In
the other case, to ensure that $E_{\text{min}}$ and the corresponding eigenvector are determined properly, a shift may be done, i.e. a matrix $\gamma \mathbb{I}_N$ with enough large $\gamma > 0$ is added to obtain the matrix $A$. The connectivity of the corresponding graph guarantees that for some $p \geq 1$ all matrix elements of $A^p$ are strictly positive.

4. Open problems

The LMT, with the proof sketched in the previous section, explains many features observed in investigated models of molecular nanomagnets. However, there are facts, which cannot be assigned to this theorem in the present form. It has been already mentioned above that the second part of the total spin sequence discussed in Refs. [29,30] cannot be explained by the simple analysis illustrated in Fig. 4. Moreover, in the case of ring-shaped molecules studied some features go beyond the properties given by the LMT. E.g., the differences (6) are not only positive, but also form an increasing sequence (see Fig. 5).

$$\Delta S > \Delta S_{-1}, \quad \text{for all } S > S_0; \quad (11)$$

note that is true also for $S_0 < S$ [30,32]. Even if this fact is not directly mentioned, it is confirmed by magnetization steps presented (see, e.g., Refs. [34,46]).

These phenomena are clearly seen considering a very simple model of a heterogeneous centered square (see the inset in Fig. 5) with the Hamiltonian:

$$H_{\square} = J_1(s_1 + s_3) \cdot (s_2 + s_4) + J_2s_0 \cdot (s_1 + s_2 + s_3 + s_4). \quad (12)$$

To keep this system symmetric, it is postulated that $s_j = s$ for $1 \leq j \leq 4$ with $s_0 = s'$ in a general case. Introducing intermediate spins:

$$S_A = s_1 + s_3, \quad S_B = s_2 + s_4, \quad S_{\square} = S_A + S_B, \quad S = s_0 + S_{\square}$$

and assuming $J_1 = 1, J_2 = \alpha J_1$, it can be rewritten as:

$$H_{\square} = S_A \cdot S_B + \alpha s_0 \cdot S_{\square},$$

so its eigenvalues can be exactly determined with simple algebra for all values of the spin numbers $0 \leq S_A, B \leq 2s, 0 \leq \triangle \leq 4s, 0 \leq \triangle s \leq 4s + s'$ and the parameter $\alpha \in \mathbb{R}$ (cf. Refs. [30,34,43]). Some ranges of the parameter $\alpha$ can be clearly distinguished:

1. $\alpha < 0$: The system is not LMB, so the constraint $S_0 \leq 4s + s'$ is applicable only.
2. $\alpha = 0$: Two non-interacting systems are present, but one of them has $S_{\square} = 0$, so it has to be $S_0 = s'$ with any accidental degeneration.
3. $0 < \alpha < 1$: there are two possibilities:
   a. To take $\alpha < g^2 < 1$ and consider the system as one-component with $S_0 \leq 4s + s'$.
   b. To consider a bipartition $A = \{1,3\}, B = \{0,2,4\}$ with $g^2 = \alpha$. However:

$$H_{\square} = (1 - \alpha)S_A \cdot S_B - \alpha(s_1 \cdot s_3 + s_2 \cdot s_4),$$

so two non-interacting subsystems, as in the case (2) above, are obtained, and therefore, formally, the LMT cannot be applied.
4. $\alpha = 1$: It is a very particular point. Assuming $g^2 > 1$ yields $H'$ describing the single ferromagnetic component, whereas $g^2 = 1$ leads to two ferromagnetic components ($A' = \{1,3\}, B' = \{2,4\}$) and isolated spin $s_0$.
5. $\alpha > 1$: The domain of the LMT is reached, at last. The system is LMB for any $1 \leq g^2 \leq \alpha$ and for the least value $g^2 = 1$ one has:

$$H' = -(s_1 \cdot s_3 + s_2 \cdot s_4) + (\alpha - 1)s_0 \cdot S_{\square}$$

with obvious LM-bipartition $A' = \{1,2,3,4\}, B' = \{0\}$, so $S = 4s - s'$.

The results obtained for $s = 1, s' = 2$ are presented in Fig. 5. It is evident that the LMLO is present for all $\alpha \in \mathbb{R}$, even with the stronger constraint given by Eq. (11).

Also the sequence of the ground-state total spin $S_0(\alpha)$ (see the inset in Fig. 5) is consistent with the previous discussion [29,30,32,47, see also Fig. 4], though $g^2$ cannot be assumed constant here. Analogous results were also obtained for the isosceles triangle [29,30].

All the above features follow the special properties of ring-shaped molecules investigated and can be explained by ‘specialized’ forms of the LMT or more detailed studies, including careful analysis of the energy spectrum for $S < S$ and discussion on the special cases: two isolated subsystems or one-component systems (cf. Ref. [19]). It is very likely that in some cases such considerations will allow to apply the PFT in its original form. However, the same properties have been confirmed by exact diagonalization calculations for larger systems [29,30,32,46], which, in general, are not LMB systems. In such cases the crucial transformation (9), performed for any decomposition into
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5. Conclusion and final remarks

The Lieb–Mattis theorem has been applied to many quantum spin systems and considered and generalized in various ways. However, the LMB systems with $g^2 > 0$ have not been carefully analyzed, since they appear under exceptional conditions. Progress in synthesis of molecular nanomagnets has shown that the coexistence of geometric frustration and LM-bipartition is possible and this observation has put forward interest in a general (‘weak’) form of the LMT. As it has been discussed above there are two main questions. At first, some features not included in the theorem itself, like the universal sequences of the ground-state total spin or the LMLO with the stronger condition (11), have to be investigated and explained. Secondly, the domain of the LMB should be thoroughly studied and necessary modifications should be done to include, for example, the whole range of the parameter $\alpha$ in Fig. 5 or larger, not LM-bipartite in general, systems. It can be presumed that a part of these problems can be solved applying the Perron–Frobenius theorem in its standard version, but in some cases generalizations of the PFT have to be taken into account.

Single-ion anisotropy plays the crucial role in investigations of single-molecule magnets and in many cases of anisotropic models some features analogous to LMLO are also observed [33,35,36,48,49]. However, in such cases the total spin is not a good quantum number, so the LMLO should be rather related to the total magnetization. Sometimes, for relatively small anisotropy parameters it is assumed that the total spin is, loosely speaking, ‘an approximated good quantum number’ and energy levels are labelled with $S$, even in the presence of anisotropy [40]. Such approach stands in contradictions to rigorous mathematical considerations presented above. Moreover, it was shown that such approximation can be accepted for levels with extreme energies, since they are quite stable, but there are abrupt changes of mean values of the total spin number for levels with intermediate energies [50, 51]. On the other hand, it has to be carefully studied whether this is an intrinsic effect or it simply follows splitting of $S$-multiples observed in the isotropic regime. It should be emphasized that subspaces with a fixed magnetization are very important in the proof of the LMT, then rhombic anisotropy has to be excluded.
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