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Abstract—Software Defined Network (SDN) is an emerging network paradigm which provides a centralized view of the network by decoupling the network control plane from the data plane. This strategy of maintaining a global view of the network optimizes resource management. However, implementation of SDN using a single physical controller lead to issues of scalability and robustness. A physically distributed but logically centralized SDN controller architecture promises to resolve both these issues. Distributed SDN along with its benefits brings along the problem of the number of controllers required and their placement in the network. This problem is referred to as the controller placement problem (CPP) and this paper is mainly concerned with the CPP solution techniques. The paper formally defines CPP, gives a comprehensive review of the various performance metrics and characteristics of the available CPP solutions. Finally, we point out the existing literature gap and discuss the future research direction in this domain.
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I. INTRODUCTION

With the growth of enterprise data centers, traffic pattern has changed significantly. Unlike the traditional client-server application where majority of the traffic flow is between a client and a server, today’s application access a number of databases and servers which additionally generates substantial machine-to-machine traffic. At the same time, the explosion in the number of mobile devices and continuous generation of huge content, demand high-bandwidth, and a dynamic network environment. It is virtually impossible for the traditional network to cater to today’s dynamic server environment due to its static nature and tight coupling between the control and data plane.

SDN has grown as a networking paradigm that extends the adoption of virtualization technologies from servers to networks. Although SDN is still in its early days, a number of SDN based networking devices and software is being rolled out by the SDN industry, including major industry players such as B4 [1] (Andromeda [2]) from Google, SWAN [3] from Microsoft (Windows Server 2016 [4]) and Application Centric Infrastructure [5] from Cisco.

One of the greatest advantages of SDN is that the network intelligence is centralized in software-based controllers. The network appears as a single control plane to applications which greatly simplifies network design and operation. Moreover, a centralized control layer facilitates network administrators management and optimization of network resources. The logical centralization of SDN can be achieved using either a single controller or multiple controllers who share part of their local network state to form a global view. A single controller is an implementation of SDN in true spirit but it has serious issues with regard to scalability due to the limited resources of the SDN controller when handling a large number of requests. A single SDN controller also has robustness issues as it is a single point of failure. To overcome these issues, a distributed SDN controller has been proposed. The general idea behind the deployment of multiple controllers is to distribute the load in the network equally. Further, one controller should take over when another crashes, thus solving both the issues of scalability and robustness.

In a distributed SDN controller architecture, the network performance considerably depends on the placement of controllers, the so-called controller placement problem (CPP). For that matter, controller placement is also a problem in a SDN with a single physical controller [6], but the problem is less pronounced. Heller et al. [7] were the first to perform research on CPP. They formulated the problem as a facility location problem and it was shown to be NP-hard. Since then there have been numerous efforts to optimally place the controllers. In this survey, we comprehensively identify the performance metrics used in CPP and how they relate to the available CPP solutions. We group the various CPP solutions available in literature and identify the tradeoff between these approaches. Finally, we identify the research gaps to motivate further research in CPP.

A. Why are we conducting the survey on CPP in SDN?

In the recent past, there have been a number of surveys in the broad area of SDN. These surveys can be broadly classified into three categories - surveys dealing on a holistic view of the SDN paradigm, specific aspects of SDN and SDN for different network environments. Surveys that deal with the general aspect of SDN are those surveys that deal with SDN architecture, taxonomies, application domain and
The authors of [9]-[10] discussed components of SDN like network virtualization, QoS, SDN languages abstraction etc. The other surveys on SDN in addition to the general discussion on SDN focused on the layers of SDN and overview of ongoing research in each layer [11], controller design and its performance [12] and cross-layer issues of SDN [13].

The surveys that focus on a single aspect of SDN are those dealing with distributed aspects of SDN design [14]- [15] [16] [17]. These surveys discuss the design aspects of a distributed control plane such as topology, controller synchronization and datastore. Troist et al. [18] presented an extensive investigation of OpenFlow based SDN programming languages, its features and ongoing research efforts. The survey by Fonseca et al. [19] addressed fault management in SDN while the security aspects of SDN has been investigated in [20]- [21], [22]. The survey by Karakus et al. [23] focused on the QoS aspects in SDN. The other SDN survey focus areas include load balance [24]- [25], traffic engineering [26], resource allocation [27], test-bed for large-scale SDN [28] and energy [29] [30].

There are a few surveys that focus on the application of SDN in networks other than wired. For instance, Liang et al. [31], Haque et al. [32] have investigated SDN for wireless networks. SDN based optical network has been discussed in [33].

To the best of our knowledge, there exist a very limited number of surveys that have addressed the CPP of SDN [34] [35] [36]. These few available surveys are not comprehensive, the numbers of papers reviewed are limited and the classification is based on a single performance parameter. The state of the art on CPP is large and the solution techniques vary widely. In this survey, we have tried to present a comprehensive survey covering all possible aspects of CPP. In order to present a consistent view of the control placement problems formulated in literature, we formulated the problems again using the same set of symbols and variables.

B. Survey Strategy

In this survey, we identify the limitations of a single controller, advantages and additional concerns of a distributed control plane and then identify the issues concerning controller placement in SDN. We examine the current efforts to address these issues, the contributions and research gaps in the ongoing researches. As there is a large body of work on CPP, we compare these works using two broad comparison criteria - (i) objectives/evaluation metric and (ii) solution approach.

Performance metrics or evaluation criteria are important to judge the quality, performance, and efficiency of a proposed scheme. In traditional networks, latency is generally considered as an evaluation metric while designing network algorithms. However, in SDN, there are a number of additional performance metrics which are equally important and specific to SDN such as controller capacity, flow setup time etc. In this survey, we examine in detail the various metrics used in CPP research and try to understand their significance.

The performance metrics are further categorized into independent and dependent. Independent metrics are those metrics which can be optimized either in isolation or in combination. These metrics may be constructively dependent in the sense that if we improve one it may positively affect the other, for example, flow setup time and latency. The independent metrics may also be conflicting in nature as in the case of latency and capacity. Dependent metrics, on the other hand, have a direct relation and they cannot be considered in isolation. These metrics are conflicting in nature because if we improve one it will negatively affect the other. For example, to improve energy, some controllers and links need to be switched off which will adversely affect the latency.

The CPP is a combinatorial problem which is known to be NP-hard. To tackle the problem, researchers bring about simplifying assumptions and have experimented with different solution approaches. In this survey, we compare the complexity and accuracy of the different CPP solution approaches. The placement of controllers depends on the type of network. Solutions to the CPP are thus structured according to those that target wired and wireless networks. There are two end results of a solution to the CPP, placement of the controllers and the mapping (or binding) of switches to a controller. Most of the early works on CPP assume that the mapping between the remains unchanged. The Internet traffic being bursty for small time scales, researchers have realized that a static controller to switch mapping cannot guarantee optimal performance for all time instances. To account for this temporal variation of network traffic, there is a large body of work which proposes to dynamically change the binding between the switch and the controller. In this survey, the CPP solutions for wired networks is further classified into static and dynamic or adaptive.

In the case of wireless networks, the link characteristic is highly dynamic and so a static controller to switch mapping will not work for such an environment. Thus most of the CPP solutions for wireless networks consider a dynamic mapping. Although we consider wireless SDN from a CPP perspective, the deployment issues of SDN in a wireless environment is not in the scope of this survey. The survey technique used in the paper is summarized in Figure 1.

---

Fig. 1: Survey strategy
C. Roadmap

The rest of the paper is organized as follows. Section II briefly discuss the components and working principle of software defined networking. The limitations of a single control plane and the design issues of a distributed control plane architecture are discussed in Section III. Section IV introduces the controller placement problem (CPP) and outlines the numerous objectives used in CPP. The solutions proposed to static solve CPP is presented in Section V. Literature related to dynamic controller placement is provided in this section. The next section VI focus on CPP for wireless network. Section VII present the overview of solution approaches and techniques that are used in literature. Section VIII highlights open research problems of controller placement problem in SDN. Lastly, Section IX concludes the conclusions.

II. BACKGROUND

In traditional networks, the tight coupling of the control plane which decides how to handle network traffic and the forwarding plane which forwards traffic as per the decisions of the control plane, restrict flexibility and evolution of the network. SDN is defined as a network architecture where the control plane is decoupled from the data plane and moved to an external entity called the SDN controller or NOS (Network Operating System). In SDN forwarding decisions are flow-based and the network is programmable through software applications running on top of the NOS [12]. In the SDN architecture, the network intelligence in SDN is logically centralized in software-based SDN controllers, who are authorized with the task of maintaining a global view of the network. As a result, the network is abstracted to the applications above as a single logical switch. Enterprises, carriers and end-users gain control over the entire network as a single logical point which simplifies network design and operation. At the same time, the design of the network devices underlying the SDN controllers is simplified as they do not need to understand protocols and policies but merely accept instructions from the controllers. A logical view of the SDN architecture, therefore, broadly consists of three layers or planes - management, control and infrastructure. Interfaces are used for communication among the layers.

A. Layers in SDN

The infrastructure layer consists of network devices such as switches, routers or middle-boxes. Each of this device has one or more flow tables which consist of rule, action, and statistics. The rules in the flow table are populated by the controller either in a proactive or reactive manner. The forwarding devices are responsible to receive packets coming from a host, match the incoming flow to a rule in its flow table and take action accordingly. In case of a miss, the rule is sent to the controller for making a decision.

The SDN controller or the control plane is considered as brain of the SDN and it is realized in software. The controller provides the programmatic interface which facilitates network administrators to incorporate new features without vendor dependence. The centralized network state allows automation in configuring, management and optimization of network resources. Moreover, the SDN architecture supports a set of APIs to implement common network services such as security, access control, traffic engineering including routing. The centralized SDN architecture also makes it possible to provision resources, on-demand allocation of resources thereby truly virtualizing the network.

SDN applications use the controller’s API to configure flows to route packets through the best possible path, load balance traffic, handle link failures and redirect traffic for auditing, authentication, inspection and other such security-related tasks. The SDN applications are event-driven and their response may range from a simple default action to complex dynamic reaction.

B. Interfaces in SDN

Communication between a controller and the other two layers of SDN or between SDN controllers in case of a distributed control plane take place through APIs provided by the controller. Communication between forwarding devices and controller take place through southbound API, a well-known example of which is OpenFlow [37]. This interface provides an abstract view of the infrastructure layer to the programmer. OpenFlow is not the only southbound API but there are others, such as ForCES [38] and OpFlex [39]. The extensible messaging and presence protocol (XMPP) [40], a communication protocol that allows messaging exchange among clients through a centralized server, has found a new application as a southbound API [41]. The network devices run XMPP clients and announce their presence by setting up connections with a central server. The clients on receiving instructions from server update their configuration.

The northbound API is a low-level interface that provides SDN applications access to the network devices. This interface provides application developers an abstract view of the network topology. As a result, developers are able to deal with the whole network topology instead of a particular node. The abstraction facilitates network virtualization and decoupling the network services from underlying network devices. Although there is no standard northbound API, RESTAPI [42] and OSGi [43] are two popular northbound API. Most major SDN controllers include REST and OSGi support.

A SDN domain [44] is that portion of a network consisting of a SDN controller and SDN capable switches under its control. The controller controls the entire intradomain information including routes and bandwidth under its domain. In large SDN environment, multiple controllers are deployed to reduce latency, minimize controller workload or minimize multiple network performance metrics in relation to controller placement. Thus a SDN controller can cover multiple NOS. Such distributed control plane architecture, as well as independent SDN domains, require periodic information exchange between the controllers to allow synchronization, exchange of notification and messages. In the SDN architecture, the East-Westbound API has been proposed as an inter-SDN domain protocol. To provide interoperability between different controllers, it is necessary to have standard East-Westbound API.
SDNi [44] is a message exchange protocol to exchange information between domain SDN controllers. SDNi primarily allows two types of message to be exchanged - propagation of flow setup requirements and exchange of reachability information. SDNi can be implemented as an extension of Border Gateway Protocol (BGP) and Session Initiation Protocol (SIP) over stream control transmission protocols (SCTP). P. Lin et al. [45] proposed an inter-domain mechanism West-East Bridge (WE-Bridge) for inter-domain SDN. WE-Bridge allows multiple SDN domains to coexist by sharing the network static aspects such as reachability, topology, network services as well as the dynamic aspects such as flow table entries in the switches, real-time bandwidth utilization and flow paths in the network. F. Benamrane [46] proposed an East-Westbound API called communication interface for distributed control plane (CIDC). The proposed interface provides the exchange of notification service or exchange message between controllers and customizes the behavior of controllers. It also allows sharing of policies to support distributed services such as firewall, load balancing, and security.

C. Packet forwarding in SDN

The flow table is at the core of a SDN switch. Each entry of the flow table consists of three entries - header fields, counters, and actions. When a packet arrives at a forwarding device, the device extracts the header from the packet and matches it to its flow table’s header fields. In case of a match, it will take action corresponding to that entry; it may forward or drop the packet. The counter field is used to track statistics relative to the flow. The header fields that are matched consists of twelve tuple - switch input port, VLAN ID, VLAN priority, source MAC (medium access control) address, destination MAC address, frame type, IP source address, IP destination address, IP protocol, IP ToS (type of service) bits, TCP/UDP source port and TCP/UDP destination port. The matching process stops when the first matching flow entry is found. The number of fields that will be matched will depend upon the conformance level. In case of full conformance all the twelve fields are matched, in layer two conformance only the layer two fields are matched and in layer three conformance the layer three header fields are supported.

In case an arriving packet does not match any flow entry, the forwarding device considers it as a new packet, encapsulates the packet header in a PACKET_IN message and forwards it to the controller for exception handling. However, for certain matching flow entries, the switch may always forward the packet to the controller such as a routing protocol control packet. On receiving the PACKET_IN message, the controller runs an instance of the routing protocol to find a route and this would potentially require changing forwarding tables. The controller modifies the forwarding tables of the affected switches by sending the FLOW_MOD command and sends a PACKET_OUT message to the source device. These forwarding devices are also responsible to forward the new packet after receiving the rule from the controller. Figure 2a reflects the working principle of SDN where the switch and controller both are assumed to be based on the OpenFlow protocol. The host\((h_1)\) sends a packet to switch\((S_1)\) and results in a flow table miss. The exception results in a control packet PACKET_IN being forwarded to the controller\((C_1)\) containing the packet header. The controller computes the path using its interior gateway protocol. Assume the path \(S_1\rightarrow S_2\rightarrow S_3\) is computed. Figure 2b shows the response from the controller. The controller updates the routing table of the switches \(S_1\), \(S_2\), and \(S_3\) by sending FLOW_MOD control packets and simultaneously sends a PACKET_OUT message to the source switch\((S_1)\) defining how the packet should be processed by the switch.

D. SDN Signaling

The communication between the control plane and the forwarding devices happen using secure and reliable channel called control channel. Figure 3 depicts the different types of control channel - out-band control and in-band control. The choice between these two channels is a trade-off between capital expenditure (CAPEX) and performance. In out-band signaling, there are separate channels for data and control traffic. Out-band signaling is generally used in a data center kind of environment, where nodes are in close proximity and performance is a primary objective. For large networks like carrier and ISP networks, which span over a country or a continent, the cost for out-band signaling will be prohibitive. In in-band signaling, the control and data traffic share the same network infrastructure. In-band signaling has lower CAPEX and is generally preferred. However, timely and reliable transmissions of control traffic are a challenge in in-band signaling. S.-C. Lin et al. [47] proposed to solve this performance issue by load balancing the control traffic. The other issue with in-
In-band offload

The first approach is to offload some of the tasks of the control plane to the data plane. The second approach is to revamp the control plane by adding more controllers.

### III. SDN Architecture Issues

The flow-based routing in SDN has enabled networks to support flexible policies. However, the architecture of SDN which relies on directing the first packet of each flow to the controller places considerable load on the controller. Installing all the flow rules proactively is not an attractive solution since the rules can change over time and a huge initialization cost will have to be incurred. To address the limitations of a single controller, researchers have suggested a two-pronged strategy. The first approach is to offload some of the tasks of the control plane to the data plane. The second approach is to revamp the control plane by adding more controllers.

#### A. Limitations of a single controller

A single controller often suffices the latency requirement of a small to moderate size network. Some researchers have advocated the presence of one physical controller and they have concentrated on improving its performance. For instance, NOX [48] is a centralized, single-threaded OpenFlow controller system. Although NOX has simple programming model, it cannot exploit the advantages offered by current multi-core processors. To enhance the capacity of the single controller, some proposals such as Beacon [49], McNettle [50] and Maestro [51] have been proposed which utilizes the optimization techniques of parallelism provided by multi-core processors.

The choice of a controller can be based on different requirements of the user such as the programming language, learning curve, areas of focus, etc. For example, controllers built using the programming language like Python degrades the controller performance but has an easy learning curve. Some controllers are focused to a specific domain, such as RouteFlow [52], which is optimized for inter-domain routing. POX [53] is widely used in research and education because it is easy to understand and can be rapidly prototyped. However, POX performance in terms of throughput and response time is not as good as the others. OpenDaylight controller supports high modularity and is based on Java language which supports multi-threading and also enables to run cross-platform. Thus it is preferred as a production level controller, though it is difficult to learn. A comparison of the mainstream production level controllers and those used in academic research is given in Table I.

| Controller | Instance | Language | Organization       |
|------------|----------|----------|---------------------|
| NOX [48]   | Single   | C++      | Nicira Networks     |
| POX [53]   | Single   | Python   | Nicira Networks     |
| Ryu [54]   | Single   | Python   | NTT                 |
| Beacon [55]| Single   | Java     | Stanford University |
| Floodlight [56] | Single | Java     | Big Switch Networks |
| McNettle [50] | Single   | Haskell  | Yale University     |
| ONOS [57]  | Multiple | Java     | ON.Lab              |
| OpenContrail [61] | Multiple | Python, c | Juniper project     |
| RouteFlow [52] | C       | Kulcloud |
| McNettle [50] | Single   | Haskell  | Yale University     |
| Terma [59] | Ruby, c  | NEC      |
| MUL [60]   | C        | Kulcloud |

However, as the size of the network grows, a single controller will not scale well due to the following reasons.

- **Control traffic overhead:** In order to setup a flow on a N-switch path, the one-way cost in terms of network load is about 94+144N bytes [62]. The control traffic overhead destined towards a central controller will grow as the number of switches increase.

- **Flow setup latency:** The flow setup time for switches farther from the controller will be higher. A network with a large diameter or a network with several node clusters will encounter long flow setup latencies irrespective of where the controller is placed. It has been shown that increasing the number of controllers from 1 to 3 reduces the average latency by half [7].

- **Intrinsic controller capacity:** A controller can only support a limited number of flow setups per second. For example, one NOX controller can handle 30K new flows per second [63]. As the flow setup times are bound by the processing power of the controller, the flow setup times will increase with the increase in network size.

- **Delay in flow statistics gathering:** SDN schedulers [64] [65] [66] can be used to improve static load balancing, reordering of the rule to fully utilize the switches and improve distributed processing framework such as Hadoop [67]. The schedulers need timely access to flow statistics in order to perform optimally. A centralized controller will frequently need to query the switches which will considerably increase the flow of control traffic in the network.

- **Availability:** The availability of a network can be affected either due to reliability or security [68]. The single point of failure problem is an issue in SDN with a centralized controller, although this can be overcome by deploying hot standby slave controllers. A single controller is also more vulnerable to security attacks. If the single controller gets compromised or comes under a denial of service attack, there will be network outage.
B. Modification in Data Plane

SDN imposes high control traffic overhead, particularly for events that require frequent per packet processing (e.g., traffic classification). Researchers have thus proposed an alternative perspective for handling events which require frequent control plane intervention. Both DIFANE [69] and DevoFlow [62] reduce the reliance of SDN on the control plane by attempting to keep flows in the data plane. In DIFANE, the entire traffic is kept in the data plane by partitioning the rules for forwarding and storing it in the appropriate switches. The task of the controller is reduced to partitioning the rules over the switches. In the DevoFlow architecture, the authors have modified data plane, so that small flows (called mice) are handled by the data plane itself.

These architectures, however, breach the very principle of SDN which is centralizing the intelligence and is not in the scope of our survey.

C. Distributed control plane

To address the issues of a single controller, researchers have proposed a distributed control plane, where controllers are physically distributed but logically centralized. Most of the current controllers listed in Table I support the logically centralized and physically distributed control plane. An important and related issue often ignored by SDN researchers while handling CPP is synchronization of the multiple controllers. Even though the controllers are physically distributed they should be logically centralized, keeping in view the central SDN principle that a controller should have a global view of the network. To achieve the consistent network-wide view, whenever the local view of one controller changes, it synchronizes the updated information with the other controllers.

One of the main sources of overhead in multi-controller deployment is this synchronization traffic among the controllers. It has been reported that in a network with 20 nodes and two OpenDaylight controllers, the aggregated synchronization traffic is about 1 Mbps [70]. Although the East-Westbound API has been proposed with the sole objective of communication among distributed SDN controllers, no such universally accepted interface exists.

Researchers have explored different design choices of the distributed control plane. Techniques to synchronize the distributed control plane in SDN differ primarily in the topology of the controllers, the way network state information is stored and exchange of routing information.

1) Topology: Distributed control plane (DCP) are categorized based on the arrangement of the controllers - flat, hierarchical and hybrid hierarchical. In the flat architecture (Figure 4), all controllers are at one level and communication takes place among the controllers to get a global view. In the hierarchical architecture, controllers are arranged according to a tree-like structure, thus all the controllers are not at the same level. The controllers at the lowest level manage the network devices directly connected to it and contain only their local view. The upper-level controllers manage the view of all the lower level controllers directly connected to it. The root controller will have the global view and will be responsible for coordination among the local controllers. The hybrid architecture is similar to hierarchical, except that there is more than one controller at the highest level which can communicate with one another (like flat architecture).

2) Data Storage: Controllers need a datastore to store the status of network devices under its domain. The controllers can use either a relational or non-relational database and it may be global or a standalone database system. In the global datastore framework shown in Figure 4a, a global network store is built by aggregating the network state of the individual controllers. The commonly used global datastore are WheelFS [71], MongoDB [72], Cassandra [73], and Hazelcast [74]. In the case of a standalone datastore as shown in Figure 4b, the routing information of each controller domain is stored locally in the controllers.

3) Synchronization: The controllers need to frequently exchange information about the devices it manages, so as to build a global view of the physical layer. In the global datastore framework, the publish/subscribe messaging paradigm is widely used to accomplish this task. Publish/subscribe model provides an asynchronous means of communication in distributed systems. In this paradigm, the queue is an intervening entity that represents a topic or channel which enables the publisher(sender) to interact with the subscriber(receiver). In this model, the sender publishes the message to the queue while the receiver subscribes the message from the queue.

The other approach commonly used is custom messaging protocol. In the standalone datastore framework, the controllers exchange information among themselves using East/West API.
D. Overview of distributed control plane

In this section, we review the mainstream distributed control plane architecture available in the literature. Onix [75] provides a framework for a distributed control plane to scale networks. The scalability is achieved using three strategies - partitioning, aggregation and consistency and durability. Onix allows the network to be partitioned, where each partition is controlled by an instance of an Onix controller. Details of the network entities are stored in a data structure called the network information base (NIB). Aggregation allows a cluster of Onix nodes to appear as a single node in a different cluster’s NIB. The consistency and durability requirements of the network state can be tuned as per an application’s requirement. For applications with the requirement of stronger consistency and durability, a replicated transactional database is used. For applications that are more tolerant to consistency and durability, a one-hop DHT is used.

HyperFlow [76] uses a publish/subscribe messaging paradigm to propagate the controller events using the distributed file system WheelFS [71]. Each controller subscribes to three channels - data channel, control channel and its own channel. Application events of general interest are published on the data channel. Events and commands targeted to a specific controller are published in the controller channel. A controller also periodically advertises itself in its own channel to facilitate controller discovery and failure detection. HyperFlow has been implemented as an application for NOX.

Phemius et. al. [77] proposed DISCO, a distributed SDN control plane where the DISCO controller also communicates using the publish/subscribe messaging paradigm. The controller consists of two parts - intradomain part and an interdomain part. The intradomain part handles the network related service like link discovery and path computation while the interdomain part is used to exchange aggregated network-wide information with other controllers. DISCO was implemented on top of Floodlight, an open source OpenFlow controller.

In Kandoo [78] all communications among the controllers are event based. It creates a two-level hierarchy of the controllers - multiple local controllers and a root controller. The local controllers at the lower level are as close as possible to the switches in order to process local applications. Local controllers can be deployed on the same host where a software switch is housed or by changing the software of a physical switch. In case both the options are not possible, then Kandoo local controllers are placed as close as possible to the switches. The root controller subscribes to events in the local controller and after the local controller locally processes the event; it relays the event to the root controller for further processing. The root controller can be based on HyperFlow or Onix.

OpenDaylight [79] is an open source controller platform designed for scalability and high availability. The network state information is stored in network state database (NSDB). To provide high availability the NSDB is partitioned, each partition managed by a controller. For high availability, the replica of the partitions is distributed across other SDN controllers.

Open Network Operating System (ONOS) [57] is another open source project to provide a global network view of the application even if the controllers are physically distributed as well as provide fault tolerance. The network was implemented using the single-instance SDN controller Floodlight. The network view discovered by each ONOS instance was implemented using the graph database Blueprint. To construct the global network, RAMCloud [80] a distributed key-value store was implemented. Event notification between ONOS instances was implemented using the broadcast messaging system of Hazelcast [74] which is based on the publish-subscribe system.

The logical xBar [81] concept envisions that xBars are the building blocks which can be recursively merged to form large xBars. The proposed control plane design consists of two building blocks - (i) the logical xBar, a programmable entity which is responsible for switching packets and (ii) the logical server responsible for forwarding table management and control plane computations. Although the network topology is not assumed to be explicitly hierarchical, the recursive aggregation of xBars imposes a natural hierarchy on the network.

While logical xBar envisions the basic building blocks to be recursive, IRIS [82] envisions a recursive network abstraction. The network is split into multiple unit SDN, each managed by a separate controller. The interaction between these unit SDNs is managed by super-controllers which are hierarchically placed.

The logically centralized SDN controllers that we have seen so far assume that the network is under a single or centralize administrative domain. That is the same organization administers the network. Decentralize-SDN or D-SDN proposes a SDN framework allowing distribution of the control plane among administratively decentralized and heterogeneous networks. The control distribution is achieved by defining a hierarchy of main controllers and secondary controllers. Each controller has its own database and the network state among the main controllers is exchanged using update messages.

Y. Fu et. al. [83] show that when the network size increases by $X$, the complexity of the control plane increases by $X^2$. In such networks, they argue that the flat distributed control plane architecture, like Onix and HyperFlow, cannot solve the super-linear complexity of the control plane. Although the hierarchal control plane such as KANDOO and Logical xBar solve the problem, they argue that the path between nodes get stretched. To solve these problems, they propose Orion, a hybrid hierarchal control plane. In this architecture, a large-scale network is managed by multiple instances of area controllers which in turn are managed by domain controllers. The data store used to store node information is NoSQL database and the distribution of the routing rules is realized using the publish/subscribe mechanism.

The distributed SDN controllers that we have encountered so far primarily focused on how to scale SDN for large networks. However, they assume that the traffic is static and hence the mapping between a switch and controller is static. ElastiCon [84] focus on an elastic distributed controller architecture. It allows the controller pool to expand or shrink dynamically as well as the mapping between a switch and controller to be dynamic depending on the traffic characteristics.
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A comparison of the mainstream distributed control plane
architecture is given in Table II.

| Distributed Architecture | Controller Implemented | Data Store | Synchronization Technique | Controller Topology |
|--------------------------|------------------------|------------|--------------------------|-------------------|
| Onix [75]                | OpenFlow based         | Replicated Database, DHT | Custom API Pub/Sub (Zookeeper) | Flat |
| HyperFlow [76]           | NOX                    | WheelFS    | Pub/Sub                  | Flat |
| DISCO [77]               | Floodlight             | Extended Database | Pub/Sub (AMQP)                  | Flat |
| ONOS [57]                | Floodlight             | Blueprint RamCloud | Pub/Sub                  | Flat |
| OpenDaylight [79]        | OpenDaylight           | Network State Database (NSDB) | Raft (Replication) | Flat |
| KANDOO [78]              | Any OpenFlow Controller | Centralized Repository | Pub/Sub                  | Hierarchical |
| Logical xBar [81]        | –                      | Logical Server | –                        | Hierarchical |
| IRIS [82]                | Floodlight/Beacon      | MongoDB    | Custom                   | Hierarchical |
| D-SDN [85]               | Floodlight             | Individual Database | Custom                   | Hierarchical |
| ORION [83]               | Floodlight             | NoSQL database | Pub/Sub                  | Hybrid Hierarchical |
| LazyCtrl [86]            | Floodlight             | Bloom Filler | -                        | Hybrid |
| ElastiCon [84]           | Floodlight             | Hazelcast   | Pub/Sub                  | Flat |

IV. CONTROLLER PLACEMENT PROBLEM (CPP)

As the task of generating forwarding rules and populating
it onto the switches is delegated to the controllers, the layout
of the controllers will greatly influence the performance of
the network. Multiple controllers are required not only to
improve network performance but also for high availability
of the network. There are two aspects to the controller placement
problem, the number of controllers to be deployed and their
placement. The number of controllers required is a trade-off
between performance and deployment cost.

Heller et al. [7] were among the first few researchers to
address the controller placement problem. To formulate the
problem mathematically, let us consider a network with $n$
number of switches represented by the set $S = \{ s_1, s_2, \ldots, s_n \}$
and $k$ number of controllers represented as $C = \{ c_1, c_2, \ldots, c_k \}$, where $k \leq n$.
The network is modeled as an undirected
$G = (V, E)$, where $V$ refers to the set of switches and
$E$ refers to the links between the switches. The CPP problem
is to place the controllers such that the network gives optimal
performance with respect to one or more performance metrics.
The input to the controller placement problem is thus the
tuple $(C, S, G)$. The output of the controller placement is the
tuple $\langle p_1, A_1 \rangle, < p_2, A_2 \rangle, \ldots, < p_k, A_k \rangle$ where $p_i$ is
the potential location of $c_i$, the $i^{th}$ controller. $A_i$ is the set
of switches controlled by the controller $c_i$ and they form the
control domain of the controller. Let

$$ P_i = \{ p_1, p_2, \ldots, p_k \} $$

(1)
denote one possible placement of the $k$ controllers. Given
$k$ is the number of controllers, the total possible number of
placements is $\binom{\gamma}{k}$. The set of all placements ($P$) is given as
$P = \{ P_i \in 2^\gamma | |P_i| = k \}$.

In general, the controllers are usually assumed to be co-
located with the switches [87]. Huque et al. [88] referred to
such co-location of controllers with the switch as restricted
search and advocated the advantages of open search, which
allows the controller to be placed in any location within the
geographical area. However, they also mention that open search
may not be always feasible due to geographical restrictions.
The symbols used are summarized in Table III

| Symbol     | Description                               |
|------------|-------------------------------------------|
| $G(V,E)$   | Graph $G$, where $V$ is a set of switches & $E$ is a set of links between the switches |
| $S = \{ s_1, s_2, \ldots, s_n \}$ | Set of switches |
| $C = \{ c_1, c_2, \ldots, c_k \}$ | Set of controllers, where $k \leq n$ |
| $P = \{ P_1, P_2, \ldots, P_k \}$ | Set of placements |
| $P_i = \{ p_1, p_2, \ldots, p_k \}$ | One possible placement of the $k$ controllers |
| $p_i$ | Potential location of $c_i$ |
| $A_i$ | Set of switches controlled by the controller $c_i$ |
| $d(u,v)$ | Delay between the nodes $u$ and $v$, where $u, v \in V$ |
| $a_i$ | Binary Variable (Active controller) |
| $a_i$ | Binary Variable (Active link) |
| $x_f$ | Probability of failure of a component $x$, where $x \in \{ V \cup E \}$ |
| $E'(x_f)$ | Total number of control paths directly or indirectly affected path due to failure probability $x_f$ |
| $\mathcal{F}$ | Set of all failure scenarios |
| $f \in \mathcal{F}$ | A failure scenario |
| $\mathcal{F}$ | Set of all controller failure scenarios |
| $f_i \in \mathcal{F}$ | A Controller failure scenario |
| $\text{Time}(c_j)$ | Processing time to run the routing protocol by controller $c_j$ |
| $A_{ij}$ | Set of switches assigned to controller $c_i$ |
| $\text{Cost}(c)$ | Cost of controller installation |
| $\text{Cost}(E'_{ij})$ | Connection establishment cost between controller to controller and controller to switch for a placement $P_i$ |
| $E'(P_i)$ | Set of control paths for a given controller placement $P_i$ |

TABLE III: Symbols and Descriptions
A. Objectives used in CPP

Researchers working on CPP use a number of metrics to measure performance. The number of controllers and their placement depends on the objective(s) one wants to optimize. We classify the performance metrics into two subclasses, one is independent, where the objectives can be considered in isolation and the other is dependent, where the metrics need to be jointly considered with the independent metrics. The performance metrics that come under independent objectives are latency, flow setup time, availability and capacity. The latency metric can be further subclassified depending on the type of nodes between which the latency is measured. The availability metric can also be further sub classified depending on the availability of the network in the event of a failure or how the network recovers from failures. Load balancing is the most common capacity aware metric. The dependent objectives are energy aware and cost aware. The two main objectives that come under energy aware are the elastic controller and elastic link. The cost aware metrics that are mainly used is the deployment cost metric and switch migration cost metric. A list of the metrics used by different CPP approaches is given in Table [IV] The categorization of the metrics used in CPP is shown Figure [5]

1) CPP with Independent Objective: In CPP using independent objective(s), one or more objectives may be used. In CPP with multiple independent objectives, each of the objectives is formulated independently and they are solved as a multi-objective optimization problem. These objectives may constructively influence one another or may be conflicting in nature.

- **Latency**: One of the most frequently used performance metrics is latency or delay. The overall latency consists of transmission, propagation, queuing and processing delay. Latency is measured between two nodes and depending on the type of nodes considered, latency can be of two types - switch to controller latency (also called node to controller latency) and controller to controller latency.
  - Node to Controller latency ($N2C$): This latency measures the delay between a node and its assigned controller [7], [89], [90]. In order to minimize the $N2C$, each node will compute the minimum delay with all the controllers. The $N2C$ metric that will be minimized can be computed by computing the average across all these latencies. Let $d(u,v)$ be the delay between the nodes $u$ and $v$, where $u,v \in V$. The node to controller latency ($N2C$) for a particular placement $P_i$ is given as

$$N2C(P_i) = \frac{1}{|S|} \sum_{s \in S} \min_{p_j \in P_i} d(s, p_j) \quad (2)$$

The objective is to find from amongst all the placements the one which minimizes the value of $N2C$, which is given as

$$\arg\min_{P_i \in P}[N2C(P_i)]$$

The other way of computing $N2C$ is by minimizing the maximum value of all the latencies.

| Metrics                          | Notations |
|---------------------------------|-----------|
| Switch to Controller latency    | $N2C$     |
| Controller to Controller latency| $C2C$     |
| Flow Setup Time                 | $FST$     |
| Controller Failure Tolerance    | $CFT$     |
| Reliability                     | $Rel$     |
| Elastic Controller              | $EC$      |
| Elastic Link                    | $EL$      |
| Deployment Cost                 | $DC$      |
| Switch Migration Cost           | $SMC$     |
| Link/ Switch Failure Tolerance  | $LSFT$    |
| Imbalance                       | $IMBL$    |
| Utilization                     | $Util$    |

TABLE IV: Metrics and Notations
Controller to Controller latency (C2C): This latency measures the delay between two controllers [91], [92], [93]. Analogous to N2C, the C2C for a particular placement $P_k$ can be computed as:

$$C2C(P_k) = \frac{1}{|C|} \sum_{p_i,p_j \in P_k} d(p_i,p_j)$$

The objective to minimize the overall controller to controller latency can be defined as

$$\arg \min_{P \in P} [C2C(P)]$$

Flow Setup Time (FST): In reactive SDN controllers, the first packet of a flow arriving at a switch requires the controller to install flow rules in all the involved switches of its control domain. The end-to-end flow setup time [94] is defined as the duration for the first packet of a flow to travel from the source to its destination. Thus, end-to-end flow setup time includes the time required to setup forwarding rules in all the involved switches as well as the time taken to forward the packet along the data plane. In a control domain, the flow setup time [95] will consist of the delay for the PACKET_IN message to travel from the first switch where the packet lands to controller; the processing time to run the routing protocol ($t_{route}$) at the controller; and the latency for FLOW_MOD message to travel from the controller to all the affected switches. The controller will also send a PACKET_OUT message to the switch. The FLOW_MOD and PACKET_OUT message will be sent out by the controller almost simultaneously, so we can consider a single delay for these two messages. The flow setup time of a switch $s$ for a particular controller placement $P_i$ can be written as

$$fst(s) = \min_{p_j \in P_i} d(s,p_j) + t_{route}(c_j) + \max_{s' \in S'}\{d(p_j,s),d(p_j,s')\}$$

where the set $S'$ denote the number of switches affected by the flow. The average flow setup time of the entire network for a given controller placement is given in the following equation.

$$FST(P_i) = \frac{1}{|S|} \sum_{s \in S} fst(s)$$

The objective is to find a placement which optimizes the overall flow setup time.

$$\arg \min_{P \in P} [FST(P)]$$

Availability: Availability is a measure of the duration a system will remain operational in the event of failures. The objective of this metric is to investigate the impact of the network component failure on the availability of SDN. The availability of a system may be either with reduced functionality or reduced performance. The first case gives a measure of the reliability of the system while the latter gives a measure of the fault tolerance of the system.

Reliability: Reliability gives a quantitative analysis of the performance of a system. It is a measure of the availability of network in the face of the failure of physical network components. The probabilistic reliability metric assumes that those components may fail with a certain probability [96]. The two commonly used metric to measure the reliability of a system is connectivity-based and traffic-based. F. Ros et al. [97] aim to provide reliability of at least five nines. In SDN, failure of a network component will result in disruption of either the control traffic or the data traffic (or both). The traffic-based metric considers the traffic carrying capacity of the network. Failure of network components will result in degradation of the traffic carrying capacity.

Let $x_f$ be the probability of failure of a component $x$ and $F$ is the set of all such failure scenarios $f$. In this work, as we are dealing with CPP, we consider control path failures between switches and controllers as well as between controllers. Let $E^c_{f}$ represent the set of all control paths for a given controller placement $P_i$ and let $E^p_{f}$ be the total number of control paths directly or indirectly affected path due to failure probability $x_f$. The percentage of control path failure for a given controller placement scenario $P_i$ can be expressed as

$$Rel(P_i) = \sum_{f \in F} \left( \frac{x_f \times \{ E^c_{f} \}}{|E^p_{f}|} \right)$$

The objective is to find a controller placement combination which maximizes the reliability.

$$\arg \max_{P \in P} [Rel(P)]$$

Fault Tolerance: Fault tolerance measures the resilience of the system in recovering from any component failure such as controller, link, switch etc [98]. In this survey, as our focus is on CPP, we consider the resilience of the system to controller failures. In Equation [9], we defined the set $F_i$ as one possible placement of $k$ controllers. In a controller failure tolerance scenario, in the worst case up to $k-1$ of these controllers can fail. Thus the set $(F_i)$ which considers one possible placement in a controller failure scenario is

$$F_i = \{ p_i \in 2^k | p_i \in P_i \}$$

The set $(F)$ of all possible controller placements in a fault tolerance scenario is $F = \{ F_i \in 2^k \}$. During a controller failure, switches may get reassigned resulting in increased latencies. The latency for one failure scenario $F_i$ is

$$CFT(F_i) = \frac{1}{|F_i|} \sum_{f \in F_i} \sum_{p \in F_i} N2C(f_p)$$

The objective of controller failure tolerance [91], [92] is to minimize node to controller (N2C) latency during failure scenarios.

$$\arg \min_{F \in F} [CFT(F)]$$
Like latency and controller load, it may have an adverse effect on the other performance metrics to the number of active controllers. Although decreasing the metric. For example, energy consumed is directly proportional but needs to be jointly considered with at least an independent metric. As the capacity of SDN controller is limited in term of resources, so distributing the load equally on the controllers is another important measure to improve the performance of SDN [92] [99]. Let $A_f$ denote the set of switches assigned to controller $c_i$ when a maximum of $k - 1$ out of $k$ controllers can fail. The imbalance metric $IMBL$ for a failure scenario is the difference between the maximum and minimum of nodes that can be assigned to a controller.

$$IMBL(F_i) = \max_{f_j \in F_i} |A_f| - \min_{f_j \in F_i} |A_f|$$

The objective is to balance the load on the controllers or in other words to minimize the imbalance metric.

$$\arg \min_{F_i \in F} [IMBL(F_i)]$$

2) CPP with Dependent Objective: In this section, we consider those objectives which cannot be considered in isolation but needs to be jointly considered with at least an independent metric. For example, energy consumed is directly proportional to the number of active controllers. Although decreasing the number of active controllers will reduce energy consumption, it may have an adverse effect on the other performance metrics like latency and controller load.

- **Capacity Aware:** The number of nodes a server can handle is limited by its processing power, memory, access bandwidth and other resources. The problem of placement of controllers considering the load and capacity of controllers is called as capacitated CPP. The objective of a capacity aware metric is to restrain the load on a controller to exceed its processing threshold.

- **Load Balance:** The load on a controller primarily consists of three components - (i) number of flow setup request processed (ii) managing the nodes in its domain and (iii) synchronization messages exchanged with other controllers to form a global view. As the capacity of SDN controller is limited in term of resources, so distributing the load equally on the controllers is another important measure to improve the performance of SDN [92] [99]. Let $A_f$ denote the set of switches assigned to controller $c_i$ when a maximum of $k - 1$ out of $k$ controllers can fail. The imbalance metric $IMBL$ for a failure scenario is the difference between the maximum and minimum of nodes that can be assigned to a controller.

$$IMBL(F_i) = \max_{f_j \in F_i} |A_f| - \min_{f_j \in F_i} |A_f|$$

The objective is to balance the load on the controllers or in other words to minimize the imbalance metric.

$$\arg \min_{F_i \in F} [IMBL(F_i)]$$

- **Cost Aware:** The goal of cost-aware metric is to minimize the cost of setting up and managing SDN, while considering constraints such as controller capacity, latency and so on.

- **Deployment Cost (DC):** The objective of this metric is to optimally plan [104] a SDN, including number of controllers, their placement, as well as interconnections between them. Given $C$ and $E^c$ be the set of controllers and the set of control paths for a given control placement $P_i$ respectively. On similar lines, let $Cost(c)$ and $Cost(E^c)$ be the cost of controller installation and the cost of connection establishment cost between controller to controller and controller to switch respectively. The deployment cost $DC$ will be given as

$$DC = \min_{c \in C} \sum_{c_i} Cost(c) + \sum_{e \in E^c} Cost(e)$$

with constraints similar to those of energy aware.

Switch migration is necessitated to balance the load among the controllers, recover from controller failure and reduce flow setup time as can be seen in the work by A. DIXIT et al. [84], Cheng et al. [105]. As switch migration involves some cost, the decision to whether to migrate a switch or not can be difficult at times. Moreover, we need to choose a target switch for migration from amongst multiple switches. Here, switch migration cost (SMC) [106] [107] can help out to choose one of the possible migration scenarios which can be the trade-off between objective and overhead.

- **Switch Migration Cost (SMC):** The process of migrating a switch, involves the cost in terms of the control message to be exchanged between the controllers and the difference in delay encountered by flows associated due to the migration. Let us consider a case where switch $s_k$ needs to be migrated from the controller $c_i$ to the target controller $c_j$. Let $l_e$ is the total control messages that need to be exchanged active or not. The objective of the elastic link metric is to minimize the number of links, subject to certain constraints.

$$EL = \min_{e \in F} \sum a_e$$

The constraints may be that there exists exactly one control path between the nodes, link utilization does not exceed its capacity and node to controller latency is minimized [101].

- **Elastic Controller (EC):** The objective of this metric considers switching off some controllers during the off-peak hours [25], [102], [103]. The number of controllers active is a function of the network traffic. Let the binary variable $a_e$, denote whether the controller $c$ is active or not. The objective is to minimize the number of controllers as shown in the following equation subject to some constraints.

$$EC = \min_{c \in C} \sum a_e$$
between the controllers to affect the migration and let $l_m$ be the load or number of flows associated with switch $s_k$. Thus the switch migration cost metric can be defined as

$$SMC = \min \{t_c \times d(c_i, c_j) + l_m \times (|d(s, c_i) - d(s, c_j)|)\}$$

V. STATIC CPP SOLUTIONS

In this section, we review the techniques and approaches of representative papers proposed to solve the static CPP. The papers are grouped on the basis of metrics (detailed in Table IV). They propose to optimize. During our study, we found that most researchers focused on minimizing latency as one of their objectives. The other thing to be noted is that researchers are usually concerned with optimizing more than one objective.

A. Latency

Heller et al. [7] address the problem of controller placement as a facility location problem and report that the answer to the problem depends on metric choice(s), network topology itself and desired reaction bound. They try to minimize the average propagation latency called the $k$-median or $k$-mean problem and worst case propagation latency called the $k$-centers problem. The authors established that both these latencies cannot be minimized simultaneously. They experimented over the Internet2 OS3E [108] topology and the Internet topology zoo datasets [109]. They measured the optimal average or worst case latency by trying out all possible combinations of the controllers (brute-force approach). They showed that latencies reported for optimal placement of the controllers are significantly better than random placement of controllers. The approach by Heller et al. other than being computationally exhaustive also assumes that the number of controllers required is known beforehand.

Zhao et al. [90] extended the work of Heller et. al. [7] to find the optimal number of controllers using the affinity propagation clustering algorithm [110]. Their objective is to form clusters and estimate the number of controllers. The authors proposed a modified version of the affinity propagation clustering algorithm since the algorithm cannot be applied directly as it uses the Euclidean distance to measure node similarity. In SDN, the Euclidean distance cannot be used since nodes are generally not directly reachable in a real network topology.

The authors in [111] propose to minimize the worst case latency using a modified $k$-mean clustering technique. Again the $k$-mean clustering technique cannot be directly used as it uses Euclidean distance to measure the distance between nodes. The $k$-mean algorithm also requires initialization of the $k$ cluster centers which makes the algorithm sensitive to the initialization parameters. They compared their work with the standard $k$-mean approach and showed an improvement by a factor of greater than 2.

Wang et al. [89] also use latency as a performance metric to place the controllers. In addition to propagation latency, the authors also considered switch processing latency, transmission latency, and queuing latency. They partitioned the network into sub-networks using a clustering technique and proposed to place one or more controllers in each of these subdomains based on node density. The clustering technique proposed uses Dijkstra’s algorithm [112] to measure the shortest distance between nodes and randomly selects cluster centers. Although the authors include the different latencies in their problem formulation, in their proposed solution, they make the simplifying assumption that the shortest distance incorporates the end-to-end latency.

In [113], the objective is to minimize both the synchronization cost between controllers (C2C) as well as communication cost between controller and switch (N2C). The synchronization cost is defined as the measure of hops between a controller pair and communication cost is the sum of hops between a controller-switch pair. The authors formulate the problem as integer linear programming (ILP). Due to the high computational complexity of QIP, the authors propose greedy approximation solution and a heuristic approach. The approximation solution decomposes the initial problem as several classical facility location problems and selects the minimum cost among them as the final result. The heuristic approach sorts the nodes in decreasing order of their degree and returns a placement such that the synchronization cost and communication cost is below a threshold.

B. Latency and Capacity

The SDN controller is implemented in software which runs either in a physical or a virtual server. Due to server capacity limitations and higher failure probability of heavily loaded controllers, a controller placement strategy should also take into account controller capacity. Yao et al. [114] extend Heller’s [7] work of minimizing the worst case latency by incorporating the controller capacity as a constraint. The problem is defined as capacitated controller placement problem and it is shown to be NP-hard as well as different from the classical capacitated $k$-center problem. The authors use integer programming to find the minimal number of controllers within a specified radius, where the radius denote the worst case latency. The authors report that their result in terms of the number of controllers and latency is less than that of the $k$-center problem.

Gao et. al. [115] propose to minimize the average node to the controller (N2C) and controller to controller(C2C) latency subject to the condition that the load on the controllers does not exceed their capacity. They solve the problem using PSO (Particle Swarm Optimization) algorithm where each particle represents a placement instance of the $k$ controllers. They compare their approach in terms of latency and computational time with a greedy algorithm and integer linear programming.

Liu et. al. [116] also use PSO to computer clusters, where the particles represent a placement instance of the $k$ controllers like in [115]. However, elements of the particle also include the number of switches associated with each of the controllers. Their objectives include minimizing the node to controller latency, load balance the controllers such that the load on the controllers do not exceed their capacity. The authors introduce a new metric, switch to switch latency, however, the authors
do not mention how this metric is different from node to node latency.

Sanner et al. [117] propose to find the number of controllers $k$ and place them to minimize the latency as well as balance load on the controllers in terms of the switch attached to the controllers. They proposed two flavors of the solution - adapted $k$-mean clustering and hierarchical clustering. In the heuristic hierarchical clustering technique initially, each node (switch) is considered as a cluster with a controller. The clusters are then merged without violating the bound on latency and load.

In [93], the authors distinctively formulate the problem of $N2C$ and $C2C$. Next, they use Nash bargaining to model the trade-off between these two latencies while considering controller load balancing as a constraint. In their proposed approach, the $N2C$ latency and $C2C$ latency are considered as two players. To use Nash bargaining, the threat point needs to be found first which in their case is $N2C_{\text{worst}}$ and $C2C_{\text{worst}}$. The trade-off between the two latencies is modeled as an optimization problem and the threat point is computed using linear optimization. The authors claim that their proposed solution ensures better trade-off in comparison to the mono objective CPP.

Obtaining Pareto optimal solutions for problems with multiple conflicting objectives is known to be a hard problem, thus researchers resort to multi-objective evolutionary algorithms (MOEAs) [118]. These evolutionary algorithms have the capability to obtain Pareto optimal solutions in relatively few iterations. A number of researchers [119], [120], [121], [122] have tried to solve the problem of minimizing latency and capacity management using a modified version of NSGA-II [123] (non-dominating sorting genetic algorithm). The modification is in terms of greedy initialization among others. The convergence analysis is performed using the metric IGD (Inverted generational distance) which compare the performance of algorithms in terms of real Pareto front generated.

In traditional MOGA (Multi-Objective Genetic Algorithm), the mutation process is random and thus the algorithms do not necessarily converge in each iteration. In PSO, the search direction is guided which leads to reduced convergence time. Liao [124] modified the traditional MOGA by adding PSO based mutation and show that it leads to reduced convergence time as compared to the classical genetic algorithm.

C. Latency and Availability

In SDN, while latency is undoubtedly an important design metric, many researchers argue that availability is crucial for operational SDNs. Guo et al. [125] study the problem of controller placement to improve latency as well as network resilience. The authors consider the SDN architecture as two interdependent networks - a switch to switch network (SS) for data forwarding and a controller to switch (CS) network for network control. They model these two networks as an interdependence graph. Failure of a switch will affect its entire associated links in SS and due to mutual dependence between the two networks, the effect of the failure will propagate to the associated links in CS. The authors examine the effect of cascading failure between the SS and CS network. Their objective is to make the network resilient to such failures. The solution proposed is a greedy algorithm, where given $k$ controllers, the algorithm partitions the network into $k$ clusters and place the controller in each cluster with maximal closeness centrality. The authors introduce a resilience metric for cascading failure analysis.

Hu et. al. [126], [96] propose a metric expected control path loss which measures the reliability of the control path between a controller and switch or between controllers. Their objective is to minimize the metric. The problem is shown to be NP-hard by reducing it to the dominated set problem. The authors propose a $l$-$w$-greedy algorithm which ranks potential locations of switches based on increasing switch failure probability. From among these locations, the algorithm chooses the first $w$ locations. For non-zero values of $l$, the controller allows $l$ steps of backtracking. The authors also use simulated annealing [127] to solve the problem. They show that the optimal reliability can be obtained if the number of controllers lies in the range $[0.035\nu, 0.117\nu]$, where $\nu$ is the number of nodes.

The objective in [97] is to achieve at least five nines reliability in the southbound interface. The problem is formulated to minimize the dual cost of deploying a controller and the cost of serving a node by the controller. The network topology in addition to network nodes proposes facility locations where controllers can be deployed. The objective is to choose for every node a subset of deployed controllers such that the probability of having an operational path between them is higher than a given threshold. The heuristic proposes to solve the problem by selecting facilities on disjoint paths which allows the system to avoid controllers at facilities that do not contribute to increased reliability. Further to reduce the number of deployed controllers, the facilities are ranked according to their expected contribution to southbound reliability. The rationale is to give higher priority to facilities that are useful to larger number of nodes.

The work in [128] is motivated by the observation that most of the network failures affect a single link at a time. Thus instead of considering controller placement under comprehensive network state where any number of nodes and links can fail, they consider single link failure case only. The problem is shown to be NP-hard and a greedy algorithm is proposed. In each iteration, the algorithm chooses a potential controller, computes the worst case latency under single link failure scenario for the new placement scheme. If the computed worst case latency improves upon the previously computed value, it is accepted as a better placement scheme.

Zhong et. al. [129] also consider the availability of a SDN network in the event of a single link failure. They define two reliability metric which measures the average number of disconnected switches caused either by a single link failure in the network or a single link failure in the control network. Their objective is to find a minimum cover of the network, which is equivalent to find the least number of controllers, that also minimizes their proposed reliability metric. The authors propose a PSO inspired heuristic to compute initial the random controller placements in each iteration, and choose from among them the most optimized solution.
In [130], the authors in addition to latency propose a survivability metric, which is a measure of the number of the edge-disjoint path between a switch and controller. The objective is to maximize the survivability metric while partitioning the network to decide controller domains. The authors, however, do not propose any solution approach in their paper.

Ishigaki et al. [131] define a new metric burden of a node which is defined as the number of shortest paths that use the node as a relay point. The objective is to find a placement which minimizes the total burdens on all the nodes in the graph. Computing the burden of a node requires finding the shortest path. The authors propose to use the Dijkstra’s algorithm [112] to find the shortest path, when the number of controllers is small as compared to the number of nodes and the Floyd-Warshall algorithm [132] if the two sets are comparable. They further show that from an aspect of latency and availability, their results are comparable to that of the closeness centrality placement but they achieve it with much less computational complexity.

In this paper [133], the objective is to enhance reliability by maximizing the average connectivity between clusters. Further, they also propose to reduce the latency between controllers by minimizing the imbalance of control traffic between clusters and reduce the number of controllers. The problem is formulated as a linear programming model using the max-flow min-cut theorem [134] since the minimum cut represents the connectivity between two clusters. As the objectives are conflicting and uncorrelated, the solution proposed uses the NSGA-II framework [123].

D. Latency, Capacity and Availability

Deploying multiple controllers not only reduces latency but also makes the network resilient to controller failures. However, during a controller outage, nodes need to be re-assigned to the second best controller. Researchers [91], [92], [135] in addition to minimizing latency and balancing of controller load have also proposed to handle link failures. Their objective is to minimize the latencies not only during failure-free routing but also during controller failures. They consider up to $k-1$ controller failures.

Hock et al. [91] proposed a resilient POCO (Pareto-based Optimal COnTroller-placement) framework which consider the Pareto-optimal controller placements out of all the placements. The POCO framework does not give any recommendation and leaves it to the network administrator to choose any one of the Pareto-optimal placement that best meet their needs. In order to find the set of Pareto-optimal placement of the controllers, the POCO framework performs an exhaustive search. Thus the POCO framework will not scale well in case of large size networks. To overcome the computational overhead, Lange et al. [92] extended the POCO framework and proposed to find the Pareto-optimal front using a heuristic technique based on Pareto simulated annealing [136].

Perrot et al. [137] extend the POCO framework to find the minimum number of controllers required. The authors formulate the problem as an integer programming problem where the main objective is to minimize the number of active controllers and all other objectives are considered as constraints. They solved their integer programming model using CPLEX [138] and used the POCO framework to evaluate their solution.

In [139], the authors inspired by the Motter model [140] discuss the possibility of cascading failure in SDN. In a SDN, when a controller fails, its load will be distributed among the remaining controllers. Due to this load redistribution, the load on a controller may exceed its capacity and may trigger a cascading failure. The authors outline three optimal strategies to prevent cascading failures. The optimal strategies must fulfill the following conditions (i) the system’s ability to handle the load of the failed controller (ii) controller load must be initially balanced to avoid failure of an overloaded controller and (iii) load distribution after a controller failure, must not result in a controller exceeding its capacity. They, however, do not specify the number of controller failures that can be tolerated.

Jimenez et al. [141] propose to place the controllers such that the delay between node to controller as well as the delay between controllers is bounded. The other objective is to build a robust control plane by proposing to select shortest branches with optimal connectivity so as to minimize the impact of node failures. To solve the CPP, the authors introduce an algorithm, $k$-critical broadly based on the $k$-center and $k$-median algorithm. The algorithm computes a parameter to select candidate nodes which is a function of node connectivity and path weight. From among the candidate nodes, the nodes that can become a controller are those nodes that satisfy delay requirement of a switch which is not yet assigned to any controller.

Muller et. al. [98] proposed Survivor, a framework that exploits path diversity to handle peak-time load failure while balancing the load on the controllers. The failover mechanism is further enhanced by preparing a list of backup controllers. The problem is formulated as integer linear programming (ILP) with the objective of maximizing connectivity and controller capacity as constraints. The backup controller is computed using a heuristic which selects the closest controller instances in terms of delay or residual capacity.

Killi et. al. [142], similar to the idea of backup controllers, propose reference controllers for every switch which will be used as failover controllers. They consider the worst case scenario where up to $k-1$ controllers can fail and their objective is to minimize the delay from a switch to its $k^{th}$ reference controller. An assumption made by the authors is that the switches have failure foresight, that is the switches know the status of all the controllers which is unrealistic. The authors in a subsequent work [87] handle the issue of failure foresight by minimizing the maximum sum of the C2C latency from a switch to its first reference controller. In other words, the objective is to minimize the maximum, sum of latency from a switch to its first reference controller and from the first reference controller to the second reference controller and so on.

Xiao et al. [99] handle the problem of deployment of SDN in WAN (Wide area network). They propose to partition a WAN using spectral clustering called SDN domains where
Each domain is controlled by a SDN controller. The min-max cut function \[143\] is used as a metric for spectral clustering which minimizes interdomain similarity but maximizes intradomain similarity. The authors propose to place a SDN controller in each of the SDN domain so as to optimize latency, capacity, and reliability. The authors in a subsequent work \[144\] extend their work to compute the optimal number of SDN domains by exploiting the structure of the eigenvectors. The eigengap gives a measure of the graph connectivity and it is used to reveal the number of clusters. Spectral clustering technique has time complexity \(O(n^3)\) which is greater than other clustering technique. The work by Liao et al. \[145\] is similar to the spectral clustering of SDN \[99\] described above in the sense that they propose to split the network into subnetworks, each of which will be controlled by a controller, however, the clustering is density-based. The network is split into clusters by computing for each switch its local density as well as its distance to switches with higher density. In the second part of their work, the authors propose that in addition to density, the capacity of the controllers can also be used during cluster formation, the so-called capacitated density-based clustering. In this type of clustering, if the load of a cluster cannot be expanded the switches are assigned to another cluster or form a new cluster. The controller placement in each sub-network is done considering \(N2C\) latency, \(C2C\) latency, and reliability.

**E. Latency, Capacity, and Energy**

Rivera et al. \[101\] focus on minimizing the energy consumption by reducing the number of active control link, while ensuring that all switches have path to a controller within a given delay bound and the load of the controllers is balanced. The problem is formulated as a BIP (Binary integer programming) which being exhaustive for large-scale network, a heuristic method is proposed. Given the demand between a pair of nodes, the algorithm computes \(k\) paths for each demand. The authors then find the surviving links, which is the smallest connected set of links which route all demands and other links are switched off. The authors report that their framework is able to reduce energy consumption by up to 55% during the off-peak period and only 20% more links are used compared to the optimal solution.

In \[101\], a simplifying assumption made was that placement of the controllers is known. Hu et al. \[88\] extend their work by showing that controller placement also affects energy consumption. Their objective is to find a controller placement that minimizes the power consumption of the control network while ensuring that delay and capacity constraints are not exceeded. The problem is formulated as a binary integer program with the aim of minimizing the number of active control links. The authors propose a genetic algorithm where a chromosome represents a placement solution of the controllers. The fitness function computes the number of links in the solution using GreCo \[101\].

**F. Latency, Capacity and Cost**

Sallahi et al. \[104\] propose a mathematical model to minimize the network cost while considering other constraints. The problem is formulated as an ILP where the objective is to minimize the cost of controller installation, linking of controllers to switches and interlinking of controllers, while ensuring constraints like controller and link capacity is not exceeded. The authors in \[146\], extend their work with the objective of minimizing the cost of expanding an existing SDN network with constraints similar to that of their previous work. In both cases, the authors use CPLEX \[138\] to compute the solutions and as such their solution will work only for small-scale networks.

Zhao et al. \[147\] define the CPP as the problem of minimizing the number of clusters and cluster the controllers into sets called controller sets. Each controller set involves some basic costs like warehouse rent and power supply cost which need to be minimized. The problem is formulated as an ILP that aims to minimize the controller cost, basic costs, \(N2C\), \(C2C\) and manpower costs. The proposed solution adopts the divide-and-conquer philosophy by partitioning the network into SDN domains and places a controller set in each such domain. A greedy algorithm is proposed to partition the network which exploits the property of minimum nonzero eigenvalue of Laplacian matrix to cluster closer nodes to a SDN domain by considering the minimum non-zero eigenvalue.

**G. Flow setup time**

One of the primary tasks of a SDN controller is setting up flows. In SDN, the first packet of a flow that arrives at the egress switch is forwarded to the controller for setting up the flow table entries. The response time of a request sent from a switch is defined as the duration the request is sent from the switch until the response is received from the controller. Cheng et al. \[148\] propose to minimize the response time. The problem is formulated by assuming each controller as a M/M/1 queuing model. The objective is to minimize the mean response time of the queuing model. The authors propose three heuristics- incremental greedy algorithm, primal-dual-based algorithm and network-partition-based algorithm to solve this problem. In the greedy approach, in each iteration, the controllers that can serve the maximum number of switches are chosen. The process is repeated until every switch is served by a controller. The authors report that the greedy algorithm performs better than the other two approaches.

Zeng et. al. \[95\] assume that from the perspective of a controller, the flow setup request queue at the controller. They also use a M/M/1 queuing model to model the SDN controller. The authors propose to minimize the number of controllers while ensuring that the flow setup time does not exceed a threshold. The problem is modeled as an integer programming model and a greedy solution is proposed. In their solution approach, a switch is assigned to a controller with the smallest transmission latency provided the flow setup time constraint is not violated.

A comparison of the different objectives and summary of the solution approaches of static CPP discussed in this paper is given in Table \[V\].
| OPTIMIZE OBJECTIVE | REF. | PROBLEM FORMULATION | SHORT DESCRIPTION OF SOLUTION APPROACH |
|--------------------|------|---------------------|---------------------------------------|
| OPTIMIZE OBJECTIVE | 7    | Facility location problem | Decomposed the problem to facility location problem and used greedy solution approach based on synchronization cost and connectivity. |
| OPTIMIZE OBJECTIVE | 113  | Integer linear programming | Used exhaustive search to provide optimal solution. |
| OPTIMIZE OBJECTIVE | 111  | Network partitioning with linear programming | Modified k-mean clustering technique is used, where similarity is a function of N2C. |
| OPTIMIZE OBJECTIVE | 89   | Network partitioning with linear programming | Clustering-based network partition algorithm is proposed, where similarity is a function of latency (End2End and queuing latency). |
| OPTIMIZE OBJECTIVE | 90   | Linear programming | Spectral clustering technique is used to minimize the N2C. And PSO and firefly meta heuristic are also used to solve the problem. |
| OPTIMIZE OBJECTIVE | 149, 150, 151 | Facility location problem | Computed the number of controllers that need to be deployed using PSO based meta-heuristic algorithm. |
| OPTIMIZE OBJECTIVE | 152  | Weighted minimum set cover problem (WMSCP) | CPLEX is used for optimal solution. Joint placement of hypervisors and controllers in virtual SDN. |
| OPTIMIZE OBJECTIVE | 153  | Integer linear programming | Co-operative game theory (Nash Bargaining algorithm) is used to solve the multi-objective problem. |
| OPTIMIZE OBJECTIVE | 114  | Capacitated facility location problem | Used exact algorithm to get optimal solution. |
| OPTIMIZE OBJECTIVE | 115  | Linear programming | PSO-based meta-heuristic technique is used to solve global latency (N2C & C2C) with capacity constraint. |
| OPTIMIZE OBJECTIVE | 119, 122 | Multi-objective combinatorial optimizing model (MOCO) | Used meta-heuristic approach (NSGA-II) with greedy initialization to solve objectives (N2C, C2C, & IMBL) and Inverted generational distance as fitness function. |
| OPTIMIZE OBJECTIVE | 121, 120 | Multi-objective combinatorial optimizing model (MOCO) | Used meta-heuristic approach (NSGA-II) with greedy initialization to solve objectives (N2C, C2C, & IMBL) and Inverted generational distance as fitness function. |
| OPTIMIZE OBJECTIVE | 116  | Linear programming | Co-operative game theory (Nash Bargaining algorithm) is used to solve the multi-objective problem. |
| OPTIMIZE OBJECTIVE | 117, 93 | Set Covering Problem(ILP) | Hierarchical based clustering algorithm is used. |
| OPTIMIZE OBJECTIVE | 124  | Multi-objective combinatorial optimization model (MOCO) | Used meta-heuristic approach (MOGA), and modified the mutation process using PSO. |
| OPTIMIZE OBJECTIVE | 155  | Partitioning | Proposed greedy based controlling pattern algorithm to minimize the number of controller with control latency, where control latency is calculated using Kalman filter. |
| OPTIMIZE OBJECTIVE | 156  | Linear programming | CPLEX is used to minimize both IMLB and N2C. |
| OPTIMIZE OBJECTIVE | 157  | Partitioning | Used meta-heuristic approach (MOGA), and fitness function is formulated based on load diversity and minimum spanning tree (Prims is used to spanning tree). |
| OPTIMIZE OBJECTIVE | 158  | Partitioning | Used k*-mean algorithm (hierarchical k-means algorithm initializes more than k clusters and merges top-n nearest clusters to get k clusters), where similarity is a function of N2C and load balance. |
| OPTIMIZE OBJECTIVE | 160  | Integer linear programming | A heuristic algorithm is proposed where k-mean clustering technique is used to find first cluster. |
| OPTIMIZE OBJECTIVE | 161  | Partitioning | Proposed clustering method utilizing cooperative game theory approach. |
| Reference | Model Framework | Optimization Approach | Approach Details |
|-----------|----------------|-----------------------|------------------|
| [91]      | Multi-objective combinatorial optimization model (MOCO) | Proposed a Pareto optimal solution using exhaustive search. Developed the framework (POCO) in MATLAB. |
| [139]     | Theoretical | Used Motter based solution proposed for complex network to avoid cascading failure. |
| [98]      | Integer linear programming | Proposed a framework to find node-disjoint, capacity sensitive path; selected backup controller based on heuristic approach i.e., delay or capacity residual based algorithm. |
| [141]     | $k-$ center and $k-$ median problem | Proposed $k-$critical algorithm to find out minimum controllers and robustness to failures. |
| [99], [144] | Network partitioning | Spectral clustering is used, where min-cut and normalized-cut is used to partition. |
| [92], [135] | Multi-objective combinatorial optimization model (MOCO) | Pareto based meta and specific heuristic (PSA & PCKM) is proposed to avoid exhaustive evaluation in terms of time and memory. |
| [137]     | Integer linear programming | Used CPLEX to get optimal solution. |
| [142], [87], [145] | Mixed integer linear programming | Used CPLEX as well as meta-heuristic approach (simulated annealing) to solve the problem. |
| [162]     | Capacitated reliable fixed-charge location problem (Integer linear programming) | Gurobi is used to provide optimal solution. |
| [163]     | Partitioning (Integer linear programming) | Proposed heuristic algorithm to solve the problem in linear time that is based on community detection algorithm (Capacitated label propagation algorithm). |
| [164]     | Mathematical formulation | $k$-mean clustering technique is used to provide optimal solution while greedy approach to sub optimal solution. |
| [165]     | Multi-objective combinatorial optimization model (MOCO) | POCO framework is used for production network. |
| [166]     | Multi-objective combinatorial optimization model (MOCO) | Exhaustive search is used to obtain optimal solution. |
| [167]     | Multi-objective combinatorial optimization model (MOCO) | A clustering technique (PAM-partitioning around medoids) and NSGA-II heuristic approach are used to solve the problem. |
| [168]     | Mixed integer linear programming | CPLEX is used to provide optimal solution in case of single link failure. |
| [169]     | Linear programming | Two heuristic algorithms are proposed based on clique graph theory technique i.e using all maximal clique and single maximal clique respectively. |
| [170]     | Multi-objective combinatorial optimization model (MOCO) | Meta-heuristic (adaptive bacterial foraging optimization) is used. |
| [125]     | Graph theoretical approach (Interdependence Graph) | Used hierarchal agglomeration algorithm to partition the network; controller placement chosen using maximal closeness centrality. |
| [171], [126], [96] | Integer linear programming | Proposed two approaches: $l-w$ greedy algorithm and simulated annealing (SA). The greedy algorithm allow $l$ backtrack steps, $w$ list of ranked potential controller location. |
| [97], [70] | Fault tolerance facility location problem | To meet reliability constraints, a greedy algorithm was proposed where nodes are ranked in terms of their degrees. |
| Reference | Approach                                                                 | Solution Description                                                                                                                                                                                                                                                                                                                                 |
|-----------|--------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| [128]     | $k$–center problem                                                      | Proposed optimal solution based on traversal algorithm (state-first search algorithm is used) as well as a greedy based solution.                                                                                                                                                                                                                     |
| [131]     | Graph theoretical approach (Stress centrality)                          | Computed burden of each node, which is the number of time the node appears on the shortest path. Proposed to minimize node burden.                                                                                                                                                                                                                 |
| [129]     | Min cover problem                                                       | The min cover problem was reduced to finding the least number of controllers. A PSO inspired heuristic was proposed.                                                                                                                                                                                                                           |
| [130]     | Graph theoretical approach                                             | Used spectral clustering technique to partition the network, where similarity is a function $N2C$ and survivability metric.                                                                                                                                                                                                                   |
| [133]     | Mixed integer programming                                               | Proposed modified version of NSGA-II to find a tradeoff between average connectivity and IMBL as well as minimize the active controllers.                                                                                                                                                                                                       |
| [172]     | Mixed integer linear programming                                        | Solver is used to minimize the latency between switch to assigned controller and its backup controller.                                                                                                                                                                                                                                       |
| [173]     | Integer linear programming                                              | Used heuristic approach to handle single link failure.                                                                                                                                                                                                                                                                                        |
| [174]     | Multi-objective combinatorial optimization model (MOCO)                 | PSO and GA based meta heuristic is proposed to find optimal placement of backup controllers.                                                                                                                                                                                                                                                    |
| [6]       | Theoretical                                                             | Greedy approach is used to place a single controller to make system reliable.                                                                                                                                                                                                                                                                     |
| [175]     | Facility location problem                                              | Using weight random early detection (function of latency and rate of unreachability) a modified SA algorithm is implemented.                                                                                                                                                                                                                      |
| [101]     | Binary integer programming                                              | The classical heuristic approach (GreCo) along with Yen’s algorithm is used to find the $k$–shortest path that meet the capacity and latency constraints.                                                                                                                                                                                          |
| [88]      | Binary integer programming                                              | CPLEX is used to get optimal solution. Proposed a modified genetic algorithm where new generation operator is used in place of the crossover operator and GreCo is used as fitness functions.                                                                                                                                                     |
| [104], [146] | Linear programming                                                    | CPLEX is used to provide optimal solution but exhaustive for large network.                                                                                                                                                                                                                                                                       |
| [147]     | Integer linear programming                                              | Proposed a greedy algorithm which chunk the network into small domain based on minimum non-zero eigenvalue of Laplacian matrix.                                                                                                                                                                                                            |
| [148]     | Queuing model                                                           | Proposed three heuristic algorithms to guarantee; QoS: (1) Incremental greedy algorithm that iteratively add switches to controller (2) Primal-dual algorithm which claims to provide near optimal solution (3) Network partition algorithm which provides balanced placement.                                                                                                                        |
| [95]      | Integer programming                                                    | Used Gurobi to find optimal solution and also proposed a heuristic algorithm. SDN sub-domains are merged to minimize controller without violating the constraints or flow setup time.                                                                                                                                         |

TABLE V: Comparison of solution approaches on static CPP
VI. Adaptive CPP Solutions

In the CPP solutions that we have seen so far the controller pool, as well as the mapping between a switch and a controller, is fixed based on some initial goals. However, as traffic conditions change dynamically, the initial configuration may no longer fulfill the intended objectives. The adaptive CPP solutions propose a framework to dynamically vary the number of controllers and their switch mappings as to adapt to changing network conditions.

A. Capacity

Dixit et al. [177] [84] observed that real networks exhibit both temporal and spatial traffic variations. The temporal variations will arise due to traffic conditions depending on the time of day as well as in smaller time scales due to application characteristics. Spatial traffic variations will occur due to the flows generated by applications connected to the different switches. To handle such variations, the authors propose an elastic distributed controller framework to balance controller load by migrating switches from overloaded controllers to lightly loaded ones. To address disruption of ongoing flows during switch migration, they proposed to use the equal controller mode (specified in OpenFlow v1.2) while transitioning a controller from master to slave. Further, they propose to grow or shrink the controller pool if the controller load exceeds the upper or lower threshold.

Cheng et al. [178] [105] use game theory to handle switch migration policies. The authors define network utility as the number of events a controller can handle under available resources. Their objective is to maximize the overall network utility, which put differently means maximizing the resource utilization of each controller. They aim to load balance the controllers by re-assigning switches instead of adding/deleting controllers. The problem is formulated as a 0-1 integer linear program. The authors initially propose to approximate the optimal value using the log-sum-exp function. In a latter work [105], the authors propose a non-cooperative game theoretic approach. The controllers are envisioned as players and switches as commodities. The game is to trade switches among the controllers so as to maximize their profit (utility). Events emitted by a switch are broadcasted to all involved controllers of the events. Each of these controllers computes its utilization changes if the switch is accepted. The controller whose change in utilization will be maximum wins and the switch is accordingly assigned to the controller.

Cello et al. [179] propose to reduce the load imbalance among DCN controllers using switch migration. The SDN network is modeled as a vertex-weighted and edge-weighted graph where vertices represent SDN switches. The vertex weights and edge weights represent new flow arrivals at the switch and flow arrivals from other SDN domains respectively. The controller load balancing problem is reduced to a graph partitioning problem where the controller load is the sum of weight of the vertices in the partition plus the sum of weight of the edges directed towards the partition. The partition problem being NP-complete, the authors propose BalCon, a heuristic algorithm. The algorithm monitors congestion at each controller and list potential candidate switches for migrations. The traffic pattern of these candidate switches are analyzed to form clusters of heavily connected switches and the best cluster is selected for migration.

The controller load balancing techniques that we have discussed so far achieve their objective by reassignment of switches from an overloaded controller to a less loaded controller. Kyung et al [180] propose a load distribution paradigm based on a per-flow basis. In this approach, a switch forwards a new packet to its default controller. Depending on the load of the controller, the packet is either processed or forwarded to another controller. The authors claim that their approach outperforms the conventional switch migration technique in terms of blocking probability and controller capacity utilization ratio. The approach was evaluated using a Markov chain model. Although the per-flow load balancing approach looks attractive, it will incur additional cost in terms of controller-to-controller traffic which has been overlooked by the authors.

In [181], a fraction of the flows is distributed to multiple controllers instead of per-flow load balancing. The authors assume a switch to be mapped to multiple controllers, a so-called multiple mapping approach. The mapping is determined based on observation of the network traffic over a period of time. The objective is to find the optimal multiple mapping for each switch such that the flow setup time with respect to resilience constraint is minimized. This approach provides better fairness to the switches as well as resilience to each switch in terms of controller failure. However, the main drawback of this scheme is that the switch needs to keep track of flows and accordingly distribute the flows to the multiple controllers.

In [182], the authors introduce the problem of load oscillation where target controllers used to offload the load of overloaded controllers themselves becomes overloaded quickly. The authors identify that this is because the switch migration strategy only considers the load of the switch but not the network status. A group of switches is chosen for migration such that the load of the target controller is close to the network average load. They also show that this process improves the time complexity of the balancing process.

Although data center networks (DCNs) like Internet traffic have an unpredictable traffic pattern, their volume of traffic is considerably high. Thus load balancing the controllers by duplicating the database at each controller will not solve the problem of degradation in response time. Tam et al. [183], therefore, introduced the concept of devolved controllers for DCNs, where each controller covers only a part of the total network. However, together they can respond to any request from any node. The authors show that the optimal allocation problem of the devolved controller is NP-hard and propose an approximate solution.

A number of researchers [184] have shown that the devolved controllers too can suffer from the problem of traffic imbalance. Gao et al. [185] handle the problem of traffic load imbalance in devolved controllers by formulating it as a problem of balancing traffic load among m partitions. The problem of migrating switches among the partitions is solved using integer programming. The authors also show that the
load balancing problem in devolved controllers is NP-complete and design an $f$-approximation algorithm. The authors further show that their solution can be integrated with OpenFlow.

The work by Kim et al. [186] is also targeted towards DCN. Their primary aim is to distribute the control traffic load of a SDN network among multiple controllers so as to reduce packet delay in the data plane as well as reduce the flow setup time.

The authors propose two policies, forward and backward algorithm, to change the master controller of a switch and which of these policies will be activated depends on the CPU load. The forward algorithm changes the master controller of a switch generating the highest traffic while the backward algorithm changes the master controller of a switch generating lowest traffic. The authors observe that the time to change the master role of a switch depends on the controller load. Thus when the controller load is high the backward algorithm is used and when the controller load is low it is possible to change the master role of any switch and so the forward algorithm is used.

### B. Flow Setup Time

Bari et al. [103] proposed a dynamic controller placement framework which consists of three modules - monitoring, reassigment, and provisioning. The monitoring module periodically pulls relevant statistics from the switches, which is used by the reassigment module to decide whether to reassign a switch. The provision module provisions the controllers and makes the necessary switch to controller mappings. Their objective is to minimize the cost incurred during statistics collection, flow setup, synchronization and switch reassigment. The problem is formulated as an ILP and two heuristics are proposed. The first solution is a greedy approach based on the knapsack problem and the second solution is based on simulated annealing. In the objective function, the authors have not considered the inter-domain communication cost.

He et al. [94] build their work on top of [103]. The authors formulate the end-to-end flow setup time which basically consists of three components. These components include the flow setup time when the switches are in the same SDN domain when the switches are in different control domain and forwarding latency between the source and destination nodes. Their objective is to minimize the average flow setup time. The problem is formulated as an ILP where either the placement of the controllers or the mappings between switches and controllers can change or both the placement and assignments can change synchronously. The problem is solved using generic optimizers like CPLEX [138].

### C. Capacity and Latency

Rath et al. [102] capture the problem of addition/deletion of controllers so as to minimize the number of controllers with bounds on the controller load and latency as a centralized nonlinear function. As a centralized solution will not be scalable, the problem is reformulated as a distributed individual optimization problem per controller. These individual problems being non-strictly competitive, it is solved as a non-zero sum game. The authors further, reason that to make the approach adaptive, the equations need to be solved iteratively. They, however, do not mention the frequency of the iterations.

Ul Haque et al. [187] propose to handle the variation in network traffic by dynamically changing the placement of controllers. The authors propose two search techniques to find the placement of controllers. In the open search technique, given the location of the switches the entire region is searched to find the optimal placement of controllers. Although the open search technique results in maximum utilization of the controllers, the approach is not practical as controllers cannot be placed at any location. Thus a restricted search problem is introduced, where placement of the controllers is restricted to a set of selected locations. The authors find the location of the controllers using a location searching algorithm (LSA). The algorithm partitions the network into sub-regions using latency bounds and it uses a heuristic to find the smallest enclosing circle, given the location of switches. The heuristic is based on Welzl’s algorithm [188] with the controller being placed at the center of the circle.

Zhou et al. [189] formulate the problem of switch migration using the 3-D earth mover’s distance model (EMD) [190], a well-known algorithm to measure difference between images. In EMD, images are represented using signatures and the objective is to find the optimal flow of earth between images subject to a number of constraints. The authors formulate the switch migration problem as a signature matching problem and extend the traditional EMD algorithm to reduce the difference in traffic load between controllers. The authors also consider capacity, bandwidth, and latency constraint during switch migration. A heuristic model is also proposed to reduce the time and computational complexity. The authors further claim that the results achieved outperform the results reported in one of their previous work [106] on the same problem.

### D. Capacity and Cost

An efficient switch migration technique should not only discuss the process to choose target switch and target controllers to effect the migration but it should also consider switch migration cost. Switch migration-based decision-making (SMDM) [106] is a framework to build a tradeoff between migration costs and load imbalance among the controllers. The tradeoff is measured using a metric migration efficiency which is a ratio of the difference in controller load before and after migration to the migration cost. The switch migration problem is shown to be NP-hard and a greedy approach is proposed. In the proposed approach, a controller prefers to migrate a switch with less load and higher efficiency. The switch migration algorithm is triggered when the load diversity between two controllers exceeds a threshold.

Hu et al. [107] propose Efficiency-Aware Switch Migration (EASM), a dynamic switch migration framework whose objectives are similar to that of SMDM [106]. However, unlike SMDM the migration efficiency is the ratio of load balancing rate to switch migration cost. The migration cost is computed in terms of the average size of PACKET_IN message and migration hops between the switch and controller. The authors
introduce load difference matrix and trigger factor which is a measure of the load variance of the controllers. If the trigger factor exceeds a threshold the switch migration process is invoked.

Table VI list the solution approaches on dynamic CPP discussed in this paper.

VII. CPP SOLUTIONS FOR WIRELESS NETWORKS

SDN has found applications in different areas of wireless networks like resource sharing, scalability, and traffic engineering. Slicing is a popular technique used to slice traffic flow into separate subspaces. Resource sharing can be improved in SDN network by using the SDN controller to optimize the allocation of channels to the slices [196]. Scalability in terms of reduced turnaround time and robustness to link/node failures [197]. [198] can be improved by using a distributed SDN control plane in wireless networks. Wireless network operators use SDN to extend support to traffic load balancing and energy-aware routing. In this survey, however, we limit our scope to those research works that propose solutions to the control placement problem in wireless networks.

Ahmad et al. [199] put forward the concept of densenets, dense and heterogeneous wireless networks, to meet the increasing traffic demand in wireless networks. However, increasing the density of networks also considerably increase the load on the backhaul networks and existing network protocols thus requiring massive deployment of network devices. To address these issues introduced by densenets, the authors proposed a dynamic two-tier SDN controller hierarchy. In [200], [201], the authors formulate the problem of optimizing the flow setup time in densenets, taking into consideration the stringent constraints of cellular networks. The problem is formulated as a mixed integer program and is shown to be NP-hard. The authors propose a heuristic, where nodes are greedily assigned to regional controllers depending on the number of unassigned neighbor nodes or number of unsatisfied flows.

In wireless networks, the channel state of a link evolves over time. In order to activate the correct subset of links, a SDN controller obtains the channel state information (CSI) of each link in the network. Theoretically maintaining a single centralized controller will yield high performance since the controller can compute a globally optimal schedule but it is impractical due to the latency involved in obtaining the network-wide CSIs. Johnston et. al. [202] analyze the impact of static placement of multiple controllers so as to optimize the throughput of a wireless network. However, as the channel state is time-varying, the optimal controller placement will depend on the channel transmission probabilities. The authors subsequently pose the problem as a dynamic controller placement problem and characterize the problem using linear programming.

There is a growing interest in integrating SDN in the envisaged 5G network [203] by separating the control plane and data plane functions within the Serving GateWay (SGW) and Packet data GateWay (PGW). This separation enables the creation of S/PGW-C (control plane) and S/PGW-U (user/data plane) responsible for managing the user plane and forwarding traffic respectively. Assuming that a mobile operator has deployed one S/PGW-C per region when a user equipment (UE) moves from one region to another, the UE context needs to be moved from the first S/PGW-C to the second one to maintain UE connectivity. This relocation of the UE context is costly and ideally, we would like to limit to a single S/PGW-C. However, limiting the number of S/PGW-C would result in its overloading, which in turn will increase the flow setup time. Ksentini et. al. [204] formulate the problem of minimizing the number of S/PGW-C locations while maintaining an acceptable load on each of these control planes as an integer linear problem. Given the two conflicting objectives, the authors argue that a Pareto-optimal solution needs to be derived and they use Nash bargaining game theory approach to compute the Pareto-optimal solution. It may be noted that the authors have also proposed a game theoretic solution to the controller placement problem for wired networks in [93].

Abdel et al. [205] address the controller placement problem in a cellular network controlled by a set of SDN controllers. The authors initially assume a wired connection between the controller and their controlled elements. Later they assume these connections to be wireless. For the wireless model, path loss and shadowing model are combined, retransmission is included and delay is considered a combination of propagation latency and transmission latency. The authors propose two problem formulations. In the first, the average response time of the controllers is constrained to a predefined value. In the second formulation, the response time of each controller is restricted to be less than a pre-defined value. The problems are formulated as an integer linear programming.

Abdel et al. [206], extend the controller placement problem in the cellular network to LTE networks. The system model is a set of evolved nodeBs (eNBs) forming a cellular network and a set of SDN controllers deployed to control the eNBs. The objective is to find the minimum number of controllers and their optimal locations to fulfill the eNB’s delay requirements. The authors consider two flavors of the problem, a static and adaptive eNB-controller assignment. The static assignment problem is formulated using a stochastic model where the objective is to minimize the number of controllers while ensuring that the response time of each eNB does not exceed a threshold with a certain pre-defined probability. In the adaptive assignment problem, the eNB-controller assignment adapts to the variations in eNB request rates. The problem is formulated using as a two-stage stochastic problem, wherein the first stage decision is static and in the second stage the distribution of the stochastic variables are assumed to be known and the assignment is done accordingly. These stochastic problems are converted to deterministic programs using sample average approximation and formulated as mixed integer linear programming (MILP).

A summary of the solution approaches on wireless CPP discussed in this paper is given in Table VII.
### TABLE VI: Comparison of solution approaches on adaptive CPP

| OBJECTIVE | REF. | PROBLEM FORMULATION | SHORT DESCRIPTION OF SOLUTION APPROACH | DYNAMIC TECHNIQUE |
|-----------|------|---------------------|----------------------------------------|------------------|
| **CAPACITY** | | | | |
| | [177], [84] | Decision model(ElastiCon framework) and partitioning | Heuristic algorithms are proposed to expand/shrink the control plane and change switch migration accordingly. | Add/delete controller as well as Switch reassignment |
| | [178] | 0–1 Integer linear programming to maximize network utility | Distributed Hopping algorithm is proposed to give approximate result (Markov approximation using log-sum-exp). | Switch reassignment |
| | [105] | Network utility maximization as partitioning problem | Used non-cooperative game theory approach to maximize profit resource utilization. | Switch reassignment |
| | [179] | Min-max problem \( \text{Partitioning} \) | Reduced problem to a graph partitioning problem, and proposed a heuristic algorithm(BalCon). | Switch reassignment |
| | [182] | Mathematical model to dampen load oscillation | Switches and target controller are selected taking into consideration the network status to avoid the load oscillation. | Switch reassignment |
| | [180] | Markov chain model | Proposed approximation solution by reducing 2-D Markov chain to 1-D using normalization to the service rate. | Flow reassignment |
| | [181] | Queuing technique \( \text{Linear programming} \) | Presented an analysis of the problem without proposing any specific solution. | Flows reassignment |
| | [185] | Integer linear programming | Proposed multiple solution approaches and compared with different scenarios; 1)linear programming relaxation algorithm; 2) centralized greedy algorithm; 3) decentralized greedy algorithm | Switch reassignment. |
| | [186] | 0/1-knapsack problem | Proposed classical heuristic approach for switch migration(Greedy based forward-backward algorithm). | Switch reassignment |
| | [191] | Markov chain model | Proposed greedy algorithm based on the betweenness centrality. | Add/delete controller |
| **FLOW SETUP TIME** | | | | |
| | [103] | Integer linear programming \( \text{Single source unsplittable flow} \) | Classical and meta-heuristic solutions based on greedy knapsack algorithm and simulated annealing. | Add/delete controller |
| | [94] | Mixed Integer linear programming \( \text{Assignment problem} \) | Generic optimizer solver (Gurobi [176]) is used to minimize FST. | Switch reassignment, as well as Controller reallocation Add/delete controller |
| | [192] | | Provided a solution for dynamically adjustment of controllers: using randomized fixed horizon control (RFHC) algorithm [193] and modified stable matching with coalition game theory. | |
| | [194] | Linear programming | | Switch reassignment |
| | [102] | Non linear problem and simplify to linear problem | | Add/delete controller |
| **CAPACITY AND LATENCY** | | | | |
| | [183], [195] | Network partitioning and mathematical model | Proposed two search technique to find the controller; without restriction (open search) and restricted to location of switches (restricted search). | Add/delete controller |
| | [189] | Signature matching problem 3-D EMD model i.e., linear programming transportation problem | CPLEX is used to solve EMD Problem; A heuristic model is also proposed. | Switch reassignment |
| **CAPACITY AND COST** | | | | |
| | [106] | Bin packing/Decision model; \( \text{Switch Migration-based Decision-Making(SMDM)} \) | Propose greedy approach to switch selection based on load and efficiency. | Switch reassignment |
| | [107] | Decision model \( \text{Efficiency-Aware Switch Migration)} \) (EASM) | Used meta-heuristic(SA) to select the target controller and greedy approach to select switch i.e., based on load and efficiency. | Switch reassignment |
TABLE VII: Comparison of solution approaches on CPP for wireless networks

| Objective | Ref. | Problem Formulation | Short Description of Solution methodology | Network Type |
|-----------|------|---------------------|-----------------------------------------|--------------|
| Minimize number of controllers based on data flow processing (Data rate, N2C, Capacity) | 200, 201 | MIQCP (Mixed integer programming with quadratic terms in the constraints) | LP Optimizer (Gurobi) is only applicable for prototype of LTE network. Classical heuristic (greedy algorithm) is proposed for practical domain | Assumed unlimited data rate and zero latency based backbone infrastructure |
| Proposed adaptive CPP to optimize throughput | 202 | Linear programming | Used node queue length for controller placement and channel state information for dynamic channel allocation | Wireless Network |
| Minimize the frequency of SGW-C relocations and IMBL to ensure given FST | 204 | Integer linear programming | Propose Nash bargaining with Threat points to tradeoff between conflicting nature of objectives, and provide Pareto optimal solution | 5G network |
| Minimize average FST and per controller FST | 205 | 1) Mixed integer program 2) Chance-constrained stochastic programs | CPLEX is used to get optimal solution | 1) Link between N2C is wireless 2) Wireless network model based on combined path loss and shadowing channel model |
| Minimize the active controller with FST | 206 | 1) Queuing model 2) Chance-constrained stochastic programs (CCSP) 3) Mixed integer programming | Convert chance-constrained stochastic programs (intractable to solve) to Mixed integer programming and use CPLEX to solve this problem | LTE network |
| Minimize the average latency and the average outage (link failure probability) probability | 207 | Linear programming | Used Matlab k-Medoid function to find out k clusters and brute force algorithm is applied to place the controller in clusters | Assumed that channel is based on a Rayleigh fading with no line of sight |
| Maximize reliability to meet latency constraint for joint placement of satellite and controller | 208 | Linear programming | Proposed meta-heuristics algorithm which adopt cluster based approximation approach in each iteration, (simulated annealing and clustering hybrid algorithm) | 5G satellite integrated network |
| Minimize interference | 209 | — | Proposed a greedy algorithm based on ranking function | Wireless mesh network |

VIII. CHARACTERISTICS OF CPP SOLUTIONS

A. Static CPP

After reviewing the CPP solutions available in literature, we observed that the most general way of formulating CPP is to model the problem as a linear program (LP). Typically one of the CPP metrics (described in Section IV-A) is considered as an objective, and one or more of the other metrics are regarded as constraints. Latency is one of the metrics which is commonly optimized. A variant of the LP model is to consider multiple objectives by formulating it as a weighted objective function. The CPP problem is also formulated as a facility location problem [7], which is an instance of mixed integer programming. Two variants of the facility location problem have been encountered, capacitated and uncapacitated. The capacitated form assume that the maximum number of switches that can be serviced by a controller is bounded by the processing capability of the controller. In the uncapacitated version, no such restriction is assumed. These linear programming problems are solved optimally by using well know optimizer tools like CPLEX [138], Gurobi [176] etc or by exploring the entire solution space. Solutions using LP solvers and exhaustive search cannot scale for large networks, thus a number of researchers have proposed solutions based on classical heuristic (greedy) or meta-heuristic approach.

The second most popular way of formulating static CPP is to explore the entire solution space by defining the problem as a multi-objective, combinatorial optimization problem (MOCO). The solution approach here is to design a framework that returns the Pareto-optimal fronts. As finding these optimal fronts is known to be NP-hard, the strategy is thus to find an approximation using heuristics or evolutionary (meta-heuristic) algorithms. However, evolutionary algorithms suffer from the problem of getting stuck in local Pareto-optimal solutions, thus researchers have suggested modifications to the evolutionary algorithms to find accurate enough approximations. Another approach used to solve the multi-objective problem is using game theory, where the conflicting objectives are looked upon as players.

Other than the traditional way of formulating CPP, another popular approach is to reduce the complexity of the controller placement problem by partitioning the network into sub-networks. The objectives are separately implemented in each sub-network such that the network as a whole achieves the
prescribed objectives. The solution to this problem formulation leverages on the inherent partitioning capability of clustering algorithms. A sizeable number of researcher work have proposed to use the \( k \)-means algorithm, a popular and effective clustering approach. The \( k \)-means algorithm, however, cannot be directly implemented in CPP, since it requires choosing initial random centers. The second concern with this algorithm is that it measures separation between the nodes using Euclidean distance. However, the use of Euclidean distance may not be always feasible in practical networks due to the absence of directly connected paths. Thus the CPP solutions based on \( k \)-means algorithm have proposed its variant to overcome these two issues. The other clustering techniques that are used to solve the network partitioning formulation are based on affinity propagation, density, hierarchical and spectral clustering. The clustering techniques can also be studied based on the assumption of whether the numbers of clusters are known beforehand or not. Affinity propagation is a graph-based technique in which the number of partitions is not known a priori.

There is also a class of static CPP approach where the problem is posed as a graph analysis problem. The solutions to these approaches are based on complex network analysis such as using centrality measures for controller placement or examination of cliques in a graph. There is also a small number of work which formulate the problem as a queueing theory problem. The controllers are regarded as servers and request from switches as clients demanding service. These problems are finally solved using heuristics.

Figure 6 show the different problem formulation methods and solution approaches used in static CPP. The percentage of papers is computed over the total number of 99 CPP papers that we have reviewed in this survey.

\[\text{LP}: \text{Linear Programming}, \text{MOCO}: \text{Multi-Objective Combinatorial Optimization}, \text{Pat}: \text{Partition}, \text{GrT}: \text{Graph Theoretical}, \text{Que}: \text{Queueing}, \text{Oth}: \text{Others}, \text{Sol}: \text{Solver}, \text{Heu}: \text{Heuristic}, \text{Clt}: \text{Clustering}, \text{MH}: \text{Meta-Heuristic}, \text{GT}: \text{Game theory}, \text{Exh}: \text{Exhaustive}\]

Fig. 6: Problem formulation and solution approaches for static controller placement problem

B. Adaptive CPP

Researchers realized that static placement of controller and static switch to controller mapping cannot adapt to real networks where the traffic condition is highly dynamic. In adaptive CPP, the main focus is on handling the traffic load imbalance in SDN controllers called the controller load balancing problem. Figure 7 show the problem formulation and solution approaches used in adaptive CPP. The problem formulation, as well as the proposed solution used in adaptive CPP is to a large extent similar to those of static CPP. In addition to the problem formulation approach used in static CPP, two new problem formulation approaches are used in dynamic, decision and Markov model. The adaptive CPP formulations using decision model are those where the framework iteratively computes or monitor a parameter and based on the measured values makes a decision to trigger the solution process. For instance, a decision on whether to migrate a switch or not may be based on if the difference in measured load between controllers exceed a threshold. The different states of the controller like under-utilized, over-utilized or stable and the transition between these states are modeled using a Markov model.

The main distinction of adaptive CPP solution approaches over static CPP is in the way the former approaches handle the varying traffic conditions. Researchers have proposed to handle the dynamism in SDN traffic by reassigning the flows. Flow rearrangement can be achieved by per-flow reassignment, reassigning fraction of flows, or all flows of a switch. The last approach, that is reassigning all of flows of a switch basically translates to migrating a switch from one controller to another. In such switch migrations, the solution approach should incorporate an approach to choose the target switch that will be reallocated and a target controller which will act as the new primary controller of the target switch. The
A second way of handling dynamic traffic in CPP is by relocating the controllers. In this case, we need a method to select the target controller as well as a target switch which will accommodate the controller.

A third way of handling dynamism is by adding or deleting controllers based on requirement. A controller can be deleted if either the controller utilization is below a threshold or no switch is assigned to the controller. Likewise a new controller may be added if the current set of controllers cannot handle the overall traffic in the network. In the case of controller addition, it is usually added close to an overloaded controller so that the cost of migrating flows is reduced.

The solution approaches employed in adaptive CPP are same as that of static CPP. An interesting observation is that although some researchers have modeled the problem using the partitioning method the solution approach do not feature clustering. Such a measure can be attributed to the fact that in adaptive CPP the primary concern of the solution approach is to consider when a migration procedure needs to be affected.

---

**Fig. 7:** Problem formulation and solution approaches for dynamic controller placement problem.

**Fig. 8:** Problem formulation and solution approaches for controller placement problem in wireless domain.
and not how to create clusters.

C. CPP for wireless domain

Figure 8 shows the various problem formulation method and solution approaches used in wireless domain. Problem formulation in wireless CPP need to consider varying traffic conditions similar to adaptive CPP. However, unlike adaptive CPP where the variation in traffic condition is primarily due to user behavior, in wireless networks the dynamic traffic conditions are largely due to node mobility. The second reason that contribute to variation in traffic conditions in wireless domain is due to the unpredictable channel conditions. Thus other than formulating the problem as a linear programming model, the second most popular CPP problem formulation approach in wireless networks is to model the uncertainty using CCS (chance constrained stochastic) program. The CCS model is however characterized using linear programming.

Researchers also proposed to handle the channel uncertainty based on queue length information and transmission probability. Yet another approach to handle varying channel conditions is by allowing switches to periodically transmit the channel state information (CSI) to the controller.

IX. Discussion & Future Research Direction

In this survey, we have reviewed 99 research papers on CPP published between 2012 to mid of 2018, spread across three domains. Figure 9 provides a domain-wise statistics of these papers. The bulk of these papers is on static CPP but there is a clear trend that researchers are now focusing more on adaptive CPP. The research effort on placement of controllers in wireless domain is the least. Similar to adaptive CPP, work in this domain is also gathering momentum. An insight from this survey, is that formulating the problem as a linear programming model is the most common approach across all the three domains. We found that greedy heuristics is the most popular solution approach followed by meta-heuristic approaches.

A clear research challenge in CPP, is to find a traffic agnostic controller placement. Considering the real world dynamics, we feel that adaptive CPP is the way forward. The issues of wireless CPP are comparable to those of adaptive CPP. We identify the possible research directions in these two domains:

- **Controller relocation:** In the course of our survey, we found that controller relocation technique is used to optimize a number of parameters. However, we feel that relocating the controller within its own domain will not help in improving traffic load imbalance across the SDN domains. Controller relocation at most can improve the flow setup time. Inter-domain relocation of controller may help in improving the load imbalance metric provided the controllers are not of the same capacity. However, this will require a centralized approach where an oracle is aware of the capacity of all the controllers. Further controller load balancing will only be effective, if in-band signaling is used. Hence, we feel that controller relocation alone will not be an effective approach.

- **Switch migration overhead** Switch reassignment strategy is a popular and effective technique to deal with dynamic network traffic. This approach has the dual effect of limiting the flow setup time and improve load imbalance. However, the reassignment comes with a cost and we found that very few work have considered the overhead involved in switch migration. The other issue is that if the traffic has a seasonal trend then there is a possibility that a switch may toggle between two controllers, a so called ping-pong effect observed in cellular networks.

- **Target switch/controller selection:** An additional issue with switch migration that most authors have not considered is a systematic way of selecting the target switch and controller. The target switch is selected randomly and the target controller from the neighbor. Some authors have suggested to select an under-utilized controller but in case multiple such controllers exist there is no clear strategy. There is a limited number of work that have proposed to consider migration efficiency during switch/controller reassignment. The efficiency is computed based on the presumption that traffic conditions will remain same in the next epoch notwithstanding the fact that future traffic does not necessarily depend on past and current traffic condition.

- **Traffic prediction based CPP** During our survey, we found that decision on switch migration is basically based on current or past traffic conditions. Researchers have shown that though Internet traffic show a seasonal trend for large time scales (hours, weeks, etc) it is highly chaotic for smaller time scales (seconds or minutes). Hence developing methods to predict traffic behavior in the next epoch and then deciding on switch reassignment will prove to be much more beneficial. The challenge here would be in predicting the traffic of real SDN networks. Modeling Internet traffic is still an open research challenge but in case of SDN networks, we can do in on a network-by-network basis by collecting real traffic and

---
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**Fig. 9:** Year-wise papers detail of Controller Placement Problem (CPP)
developing suitable learning models.

- **Flow relocation:** We have observed that a few researchers instead of migrating a switch have proposed to distribute a fraction of the flows to other controllers. There are two crucial issues that need to be considered in such an approach. The first is keeping track of the flows and discover the correct division of flows is a non-trivial task. Moreover, the switch needs to keep track of the flows which means some intelligence is being pushed back to the infrastructure layer which is against the SDN paradigm. The second issue is that in case flow relocation is implemented, a switch will need to have multiple masters simultaneously.

- **Addition/deletion of controller(s):** Researchers have proposed addition or deletion of controllers to enhance the capacity or reduce the energy usage of a SDN network. In such cases, an issue that has been overlooked is the cost of turning on or switching off a controller in terms of time and energy. It may be less productive to switch off controllers for short duration, if they need to be powered up again.

- **Mobility aware based CPP:** SDN has been proposed for the next-generation future network like 5G where user mobility impacts the performance of the network. Literature have revealed that traditional mobility model may not be valid for such networks since in these networks femto cells will handle majority of the data transfer. Thus mobility-aware placement of controllers is an open research issue.

- **CPP for other network domains** Researchers have been contemplating deployment of SDN architecture in other network domains such as IoT, sensor network etc. These networks have their own typical characteristics in terms of range, topology, energy limitations etc. Thus there is a possibility to explore the challenges in placement of SDN controllers in such networks.

**X. Conclusion**

This paper presents a quantitative as well as qualitative perspective of controller placement problem (CPP) in software-defined networks (SDN). The aim of this survey is to provide a comprehensive view of CPP, identify the research gaps and provide future research directions. In order to provide a complete coverage on the subject, the survey begins with a brief introduction on SDN, shortcomings of a single SDN controller and evolution of a multi-controller/distributed SDN architecture. The paper highlights the issues related to a distributed SDN architecture and introduces the problem of controller placement. A two pronged strategy is adopted to examine the problem of controller placement - CPP objectives and CPP solutions. The state-of-the-art on CPP solutions is discussed based on whether the solution proposed is for wired or wireless network. In regard to the nature of mapping between a switch and its controller, the CPP solutions for wired networks are further sub-divided into static and adaptive. Finally, we generalize the characteristics of the different CPP solutions. With regard to future research direction, we suggest examining the issues with controller relocation, controller addition/deletion, challenges related to switch migration, examining issues related to mobility and CPP for other network domains such as IoT and sensor networks.
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