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Abstract: In the present work we are concerned with the following Kirchhoff-Choquard-type equation

\[-M(||\nabla u||^2_2)\Delta u + Q(x)u + \mu(V(| \cdot |)^* u^2)u = f(u) \text{ in } \mathbb{R}^2,\]

for $M : \mathbb{R} \to \mathbb{R}$ given by $M(t) = a + bt$, $\mu > 0$, $V$ a sign-changing and possible unbounded potential, $Q$ a continuous external potential and a nonlinearity $f$ with exponential critical growth. We prove existence and multiplicity of solutions in the nondegenerate case and guarantee the existence of solutions in the degenerate case.
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1 Introduction

The present work is devoted to study existence and multiplicity of solutions to the following class of Kirchhoff-Choquard equations

\[-M(||\nabla u||^2_2)\Delta u + Q(x)u + \mu(V(| \cdot |)^* u^2)u = f(u) \text{ in } \mathbb{R}^2, \quad (1.1)\]
where $\mu > 0$, $M : \mathbb{R} \to \mathbb{R}$ is a Kirchhoff type function, $Q : \mathbb{R}^2 \to \mathbb{R}$ is a nonnegative potential, $V : \mathbb{R} \to \mathbb{R}$ is a continuous sign-changing and possible unbounded potential and $f : \mathbb{R} \to \mathbb{R}$ is a continuous function with primitive $F(t) = \int_0^t f(s)ds$.

This paper was motivated by recent works dealing with Choquard equations with logarithmic kernel, such as [4, 5, 7, 8], and some works of Kirchhoff-type equations, as for example [13, 17]. In the following, we make a quick literature overview.

On one hand, the following Choquard or nonlinear Schrödinger-Newton equation

$$- \Delta u + V(x)u + \gamma(\Gamma_N * |u|^2)u = b|u|^{p-2}u, \quad p > 2, \quad b > 0, \quad \text{in } \mathbb{R}^N,$$

(1.2)

where $\Gamma_N$ is the well-known fundamental solution of the Laplacian

$$\Gamma_N(x) = \begin{cases} \frac{1}{N(2-N)\sigma_N} |x|^{2-N} & \text{if } N \geq 3, \\ \frac{1}{2\pi} \ln |x| & \text{if } N = 2, \end{cases}$$

has been extensively studied in the case $N = 3$, due to its relevance in physics. Although what the equation name suggests, it was first studied by Fröhlich and Pekar in [9, 10, 23], to describe the quantum mechanics of a polaron at rest, in the particular case $V(x) \equiv \text{Constant} > 0$ and $\gamma > 0$. Then, in 1976, Choquard introduced the same equation in the study of an electron trapped in its hole. Moreover, Penrose has derived equation (1.2) while discussing about the self-gravitational collapse of a quantum-mechanical system in [19]. See also [16].

In the case $N = 2$, in [7], the authors have proved the existence of a ground state solution, using the Nehari manifold and the existence of infinitely many geometrically distinct solutions, when $Q : \mathbb{R}^2 \to (0, \infty)$ is continuous and $\mathbb{Z}^2$-periodic, $\mu > 0$ and a nonlinearity of the form $f(u) = b|u|^{p-2}u$, with $b \geq 0$ and $p \geq 4$. Then, intending to fill the gap, i.e., the situation $2 < p < 4$, the paper [8] deals with equation (1.1) when $Q(x) \equiv \text{Constant} > 0$ and $\mu > 0$, and $f(u) = |u|^{p-2}u$, with $2 < p < 4$, and provides existence of a mountain pass solution as well as of a ground state solution. Finally, in [4], the authors prove existence and multiplicity results for the $p$–fractional Laplacian operator and in [5] existence and multiplicity results are derived for $(p,N)$-Laplacian equations. Moreover, in [5] the authors prove for the first time that, up to subsequence, Cerami sequences are bounded in the solution space.

Let us recall that, from a physical point of view, the local nonlinear terms on the right side of equation (1.2), such as $b|u|^{p-2}u$, for $b \in \mathbb{R}$ and $p > 2$, usually appears in the Schrödinger equations as a way of modelling the interaction among particles. We refer the reader to [4] for a complete overview in this topic.

On the other hand, the literature of Kirchhoff-type equations and its related elliptic problems is very interesting and quite large. As an example, we cite [11] where the authors consider the following equation

$$\begin{cases} - \left( a + b \int_{\mathbb{R}^N} |\nabla u|^2 dx \right) \Delta u + u = f(x, u) \text{ in } \mathbb{R}^N, \\ u \in H^1(\mathbb{R}^N), \end{cases}$$
and prove the existence of a sequence of radial solutions \( (u_k) \subset H^1(\mathbb{R}^N) \) satisfying \( I(u_k) \to \infty \), as \( k \to \infty \). For a more detailed overview in the numerous results involving Kirchhoff equations, we refer the reader to [13, 14, 17, 20] and the references therein.

To finish, we emphasize that nonlinearities with exponential behaviour appear frequently in applied problems, from physics to biology, which show us the importance of the studies on this topic. In this sense, we cite some works that deal with nonlinearities of Moser-Trudinger type [6, 12, 17, 18] and the references therein.

We intend to extend or complement the above mentioned works, considering a generalized sign-changing convolution potential, the Kirchhoff operator and a nonlinearity with critical exponential growth.

In the sequel we present the features of equation (1.1). Throughout this paper, \( \mathbb{R}^+ = \{ t \in \mathbb{R} ; t > 0 \} \). In our work we are going to consider the following Kirchhoff function \((M)\) \( M : \mathbb{R} \to \mathbb{R} \) given by \( M(t) = a + bt \), for all \( t \in \mathbb{R} \), with \( a > 0 \) and \( b \geq 0 \) or \( a = 0 \) and \( b > 0 \). The case where \( a > 0 \) is called nondegenerate while the situation in which \( a = 0 \) is said to be degenerate. We are going to consider both cases here.

Since our intention is to provide a way to solve problems with sign-changing potentials that can be unbounded from below, we require that \( V \) has a nontrivial negative part, \( V^- = \max\{-V, 0\} \). But some of the arguments can be modified in order to apply these techniques to positive potentials as well. The positive part of \( V \) is defined as \( \max\{V, 0\} \). Thus, we assume that \( V : \mathbb{R}^+ \to \mathbb{R} \) is a real function verifying the following properties

\( (V_1)\) There are real functions \( a_1, a_2 : \mathbb{R}^+ \to \mathbb{R} \) such that \( a_2 \in L^\infty(\mathbb{R}^+) \), \( a_{1,0} = \inf_{t \geq 2} a_1(t) > 0 \), \( a_{2,0} = \inf_{t \in \mathbb{R}^+} a_2(t) > 0 \) and

\[
 a_1(t) \ln(1 + t) \leq V^+(t) \leq a_2(t) \ln(1 + t), \forall t > 0.
\]

\( (V_2)\) There exists a real function \( a_3 : \mathbb{R}^+ \to \mathbb{R} \) such that \( a_3(t) > 0 \) in a subset of \( \mathbb{R}^+ \) with positive measure,

\[
 V^-(t) \leq \frac{a_3(t)}{t} \quad \forall t > 0 \quad \text{and} \quad \begin{cases} a_3 \in L^\infty(\mathbb{R}), \\ \text{or} \\ a_3(t) = t^{-\lambda}, \text{ for some } \lambda \in [1, 3) \text{ and for all } t > 0, \end{cases}
\]

\( (V_3)\) There exists an open subset \( I \subset \mathbb{R}^+ \) such that \( V(t) < 0 \) for all \( t \in I \).

Natural examples of potentials \( V \), satisfying conditions \( (V_1) - (V_3) \), have the following geometry: \( V(|x|) \to \infty \) as \( |x| \to \infty \) and, either its negative part is bounded or \( V(|x|) \to -\infty \) as \( |x| \to 0 \). Such behaviour is studied in Lemma 3.3. Below, we present some examples of possible \( V \). Note that, in example (b), the negative part is bounded.

**Example 1.1.** (a) The most important example as a potential \( V \) is the logarithmic kernel,
\( V(|x|) = \ln |x|, \) for all \( x \in \mathbb{R}^2. \) Observe that condition \((V_1)\) is satisfied with \( a_2(t) \equiv 1\) and

\[
a_1(t) = \begin{cases} 
\frac{\ln t}{2 \ln(1 + t)}, & \text{if } t \geq 2, \\
\frac{\ln 2}{2 \ln 3} (t - 1), & \text{if } 1 \leq t \leq 2, \\
0, & \text{if } 0 \leq t \leq 1.
\end{cases}
\]

Conditions \((V_2)\) and \((V_3)\) are verified with functions \( a_3, a_4, a_5 \equiv 1.\)

(b) Define \( V(|x|) = |x|^{\alpha} - |x|^\beta, \) for \( 0 < \beta < \alpha < 1 \) suitably chosen.

(c) One can also consider more exotic potentials, such as \( V: \mathbb{R}^+ \to \mathbb{R} \) given by

\[
V(|x|) = \begin{cases} 
- \frac{1}{|x|}, & \text{if } 0 < |x| \leq 1 \\
2|x| - 3, & \text{if } 1 \leq |x| \leq \frac{3}{2} \\
\ln \left( |x| - \frac{1}{2} \right), & \text{if } \frac{3}{2} \leq |x|.
\end{cases}
\]

As for the external potential \( Q: \mathbb{R}^2 \to \mathbb{R}, \) we ask condition

\((Q)\) \( Q \in C(\mathbb{R}^2, \mathbb{R}), \inf_{x \in \mathbb{R}^2} Q(x) = Q_0 > 0 \) and there exists \( p \in (1, \infty] \) such that \( Q \in L^p(\mathbb{R}^2). \)

Finally, we recall that a function \( h \) has subcritical exponential growth at \( +\infty, \) if

\[
\lim_{s \to +\infty} \frac{h(s)}{e^{\alpha s^2} - 1} = 0, \text{ for all } \alpha > 0,
\]

and we say that \( h \) has \( \alpha_0\)-critical exponential growth at \( \infty, \) if

\[
\lim_{s \to +\infty} \frac{h(s)}{e^{\alpha s^2} - 1} = \begin{cases} 
0, & \forall \alpha > \alpha_0 \\
\infty, & \forall \alpha < \alpha_0
\end{cases}.
\]

Thus, inspired by works such as \([4, 17, 21],\) we consider the following conditions over \( f.\)

\((f_1)\) \( f \in C(\mathbb{R}, \mathbb{R}), f(0) = 0 \) and has critical exponential growth with \( \alpha_0 = 4\pi.\)

\((f_2)\) \( \lim_{|t| \to 0} \frac{|f(t)|}{|t|^{\tau}} = 0, \) for some \( \tau > 1.\)

\((f_3)\) There exists \( \theta \geq 4 \) such that \( f(t)t \geq \theta F(t) > 0, \) for all \( t \in \mathbb{R} \setminus \{0\}.\)

\((f_4)\) There exist \( q > 4 \) and \( C_q > 0 \) such that \( F(t) \geq C_q |t|^q, \) for all \( t \in \mathbb{R}.\)

From conditions \((f_1)\) and \((f_2),\) given \( \varepsilon > 0, \alpha > 4\pi, \) fixed, for all \( p > 2, \) we can find two
constants \( K_1 = K_1(p, \alpha, \varepsilon) > 0 \) and \( K_2 = K_2(p, \alpha, \varepsilon) > 0 \) such that
\[
f(t) \leq \varepsilon |t|^p + K_1 |t|^{p-1} (e^{\alpha t^2} - 1), \quad \forall \ t \in \mathbb{R},
\]
and
\[
F(t) \leq \varepsilon |t|^{p+1} + K_2 |t|^p (e^{\alpha t^2} - 1), \quad \forall \ t \in \mathbb{R}.
\]

**Example 1.2.** As a prototype for nonlinearity \( f \) satisfying conditions \((f_1) - (f_4)\), we can consider \( f : \mathbb{R} \to \mathbb{R} \) given by
\[
f(t) = C_q \begin{cases} 
t^q, & \text{if } 0 \leq t \leq 1 \\
t^q e^{4\pi(t^2-1)}, & \text{if } t > 1 
\end{cases},
\]
for \( C_q > 0 \) sufficiently large and \( q > 3 \) and consider the its odd extension.

**Example 1.3.** From Example 1.1, one can see that problem \((1.1)\) includes, as a very important particular case, the planar Schrödinger-Poisson system
\[
-\Delta u + Q(x)u + \mu (\ln |\cdot| \ast |u|^2)u = f(u) \quad \text{in} \quad \mathbb{R}^2.
\]

We are now ready to enunciate our first main result.

**Theorem 1.1.** Suppose \((V_1) - (V_3), (Q), (f_1) - (f_4), a > 0, b \geq 0, \mu > 0, q > 4 \) and \( C_q > 0 \) sufficiently large. Then,

(a) problem \((1.1)\) has a nontrivial solution at the mountain pass level, that is, there exists \( u \in X \setminus \{0\} \) such that \( u \) is a critical point for \( I \) and \( I(u) = c_{mp} \), where
\[
c_{mp} = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I(\gamma(t)),
\]
with \( \Gamma = \{ \gamma \in C([0,1], X) ; \gamma(0) = 0 \text{ and } I(\gamma(1)) < 0 \} \).

(b) Problem \((1.1)\) has a nontrivial ground state solution, in the sense that, there is \( u \in X \setminus \{0\} \) that is a critical point to \( I \) and satisfies
\[
I(u) = c_g = \inf \{ I(v) ; v \in \mathcal{K} \}, \text{ where } \mathcal{K} = \{ v \in X \setminus \{0\} ; I'(v) = 0 \}.
\]

Then, in order to get multiple solutions for \((1.1)\), we are going to apply a symmetric version of mountain pass theorem. To do so, we need to change condition \((f_1)\) by the following.

\((f'_1)\) \quad \( f \in C(\mathbb{R}, \mathbb{R}), f(0) = 0, f \) is odd and has critical exponential growth with \( \alpha_0 = 4\pi \).

As a prototype example for this case, one can consider the odd extension of \( f \) given in Example 1.2.

**Theorem 1.2.** Suppose \((V_1) - (V_3), (Q), (f_1'), (f_2) - (f_4), a > 0, b \geq 0, \mu > 0, q > 4 \) and \( C_q > 0 \) sufficiently large. Then, problem \((1.1)\) has infinitely many solutions.
In the degenerate case we also need some changes in the hypotheses for $f$. First of all, in order to get the mountain pass geometry, we ask

\[ (f'_2) \quad \lim_{|t| \to 0} \frac{|f(t)|}{|t|^\tau} = 0, \text{ for some } \tau > 3. \]

Moreover, to obtain boundedness for Cerami sequences in $H^1(\mathbb{R}^2)$, we need

\[ (f'_3) \quad \text{There exists } \theta \geq 8 \text{ such that } f(t)t \geq \theta F(t) > 0, \text{ for all } t \in \mathbb{R} \setminus \{0\}. \]

**Theorem 1.3.** Suppose $(V_1) - (V_3), (Q), (f_1), (f'_2), (f'_3), (f_4), a = 0, b > 0, q > 4$ and $C_q > 0$ sufficiently large. Then,

(a) there exists a value $\mu_* > 0$ such that, for all $\mu \in (0, \mu_*)$, problem (1.1) has a nontrivial solution at the mountain pass level, i.e., there exits $u \in X \setminus \{0\}$ a critical point for $I$ satisfying $I(u) = c_{mp}$, where

\[ c_{mp} = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I(\gamma(t)), \]

with $\Gamma = \{ \gamma \in C([0,1], X) \mid \gamma(0) = 0 \text{ and } I(\gamma(1)) < 0 \}$.

(b) There exists a value $\mu_{**} \in (0, \mu_*]$ such that, for all $\mu \in (0, \mu_{**})$, problem (1.1) has a nontrivial ground state solution, in the sense that, there is $u \in X \setminus \{0\}$ that is a critical point to $I$ and satisfies

\[ I(u) = c_g = \inf \{ I(v) \mid v \in \mathcal{K} \}, \text{ where } \mathcal{K} = \{ v \in X \setminus \{0\} \mid I'(v) = 0 \}. \]

Throughout the paper, we consider the following notations: $L^*(\mathbb{R}^2)$ denotes the usual Lebesgue space with norm $|| \cdot ||_s$; $X'$ stands as the dual space of $X$; $B_r(x)$ is the ball centred in $x$ with radius $r > 0$, simply $B_r$ if $x = 0$; $r_1, r_2$ will be real values verifying $r_1, r_2 > 1$, $r_1 \sim 1$ and $\frac{1}{r_1} + \frac{1}{r_2} = 1$; $(y * u)(x) = u(x - y)$, for all $x, y \in \mathbb{R}^2$; $x_n \searrow x$ will mean that $x_n \to x$ and $x_n \geq x$, for all $n \in \mathbb{N}$; $K_i, i \in \mathbb{N}$, denote important constants present in the estimates; $C_i, i \in \mathbb{N}$, denote different positive constants whose exact values are not essential to the exposition of the arguments.

The paper is organized as follows: in Section 2 we present some technical results concerning the framework and boundedness of sequences in the solution space. Section 3 is devoted to analyse the geometry of the functional and the involved potentials. Moreover, we verify some boundedness and convergence properties. In Section 4 we consider the nondegenerate case and present the proof of a key proposition and of Theorems 1.1 and 1.2. Finally, in Section 5, we study the degenerate case and prove the existence result related to it.

## 2 Framework and Technical Results

In this section, we are going to present the space where we are going to look for solutions to (1.1) and some technical results concerning sequences in such space. To begin with, since
we are going to use a variational approach, we introduce the Euler-Lagrange functional $I : H^1(\mathbb{R}^2) \to \mathbb{R} \cup \{\infty\}$ associated to (1.1), given by

$$I(u) = \frac{a}{2} \int_{\mathbb{R}^2} |\nabla u|^2 dx + \frac{b}{4} \left( \int_{\mathbb{R}^2} |\nabla u|^2 dx \right)^2 + \frac{1}{2} \int_{\mathbb{R}^2} Q(x)u^2(x)dx + \frac{H}{4} P(u) - \int F(u)dx,$$

(2.1)

where $P : H^1(\mathbb{R}^2) \to \mathbb{R} \cup \{\infty\}$ is defined as

$$P(u) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V(|x - y|)u^2(x)u^2(y)dxdy.$$ 

(2.2)

We also consider two auxiliary bilinear symmetric and positive forms $\overline{P}_1, \overline{P}_2 : H^1(\mathbb{R}^2) \to \mathbb{R} \cup \{\infty\}$ given by

$$\overline{P}_1(u) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V^+(|x - y|)u(x)v(y)dxdy \quad \text{and} \quad \overline{P}_2(u) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V^-(|x - y|)u(x)v(y)dxdy,$$

(2.3)

respectively, and the functionals $P_1, P_2 : H^1(\mathbb{R}^2) \to \mathbb{R} \cup \{\infty\}$ defined as $P_1 = \overline{P}_1(u^2, u^2)$ and $P_2 = \overline{P}_2(u^2, u^2)$. Observe that $P(u) = P_1(u) - P_2(u)$.

Now, based on [7], we consider the slightly smaller Hilbert space

$$X = \{u \in H^1(\mathbb{R}^2) ; \|u\|_* < \infty\}, \quad \text{where} \quad \|u\|_*^2 = \int_{\mathbb{R}^2} \ln(1 + |x|)u^2(x)dx,$$

endowed with the norm $\| \cdot \|_X^2 = \| \cdot \|^2 + \| \cdot \|_*^2$, where $\| \cdot \|$ is the usual norm in $H^1(\mathbb{R}^2)$, and $\| \cdot \|_*$ comes from the inner product

$$\langle u, v \rangle_* = \int_{\mathbb{R}^2} \ln(1 + |x|)u(x)v(x) \, dx.$$

Clearly $\| \cdot \| \leq \| \cdot \|_X$, so that $X \hookrightarrow H^1(\mathbb{R}^2) \hookrightarrow L^s(\mathbb{R}^2)$, for all $s \geq 2$.

Our first aim in this section is to prove that $I \in C^1(X, \mathbb{R})$. Thus, we present some preliminary results to achieve this aim.

We start recalling the reader the well-known Moser-Trudinger inequality.

**Lemma 2.1.** [6] If $\alpha > 0$ and $u \in H^1(\mathbb{R}^2)$, then

$$\int_{\mathbb{R}^2} \left( e^{\alpha|u|^2} - 1 \right) dx < \infty.$$ 

Moreover, if $\|\nabla u\|_2^2 \leq 1$, $\|u\|_2^2 \leq M < \infty$ and $\alpha < 4\pi$, then there exists a constant $K_{\alpha,M} = K(M, \alpha)$, such that

$$\int_{\mathbb{R}^2} \left( e^{\alpha|u|^2} - 1 \right) dx < K_{\alpha,M}.$$ 

Then, combined with (1.4) and Hölder inequality, for $r_1, r_2 > 1$, $r_1 \sim 1$ and $\frac{1}{r_1} + \frac{1}{r_2} = 1$,
we have

$$\int_{\mathbb{R}^2} F(u) \, dx \leq ||u||_{\tau+1}^{\tau+1} + K_2 ||u||_{p_r^2}^p \left( \int_{\mathbb{R}^2} (e^{r_1u^2} - 1) \, dx \right)^{\frac{1}{r_1}} < \infty, \forall u \in H^1(\mathbb{R}^2). \tag{2.4}$$

On the other side, from condition \((V_1)\), there exists a constant \(K_3 > 0\) such that

$$P_1(u) \leq ||a_2||_{\infty} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln(1 + |x - y|) u^2(x) u^2(y) \, dx \, dy \leq K_3 ||u||_1^2 ||u||_2^2, \tag{2.5}$$

and, from condition \((V_2)\) and the Hardy-Littlewood-Sobolev inequality (HLS) (found in [15]), there is \(K_4 > 0\) satisfying

$$P_2(u) \leq ||a_3||_{\infty} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - y|} u^2(x) u^2(y) \, dx \, dy \leq K_4 \frac{1}{t}, \tag{2.6}$$

if \(a_3 \in L^\infty(\mathbb{R})\), and

$$P_2(u) \leq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \frac{1}{|x - y|^{\lambda+1}} u^2(x) u^2(y) \, dx \, dy \leq K_{HLS} ||a||_{\infty}^{4 \frac{s}{3-s}}, \tag{2.6}$$

if \(a_3(t) = t^{-\lambda}, \text{ for all } t > 0 \text{ and } \lambda \in [-1, 3]\). One should observe that the constant \(K_4\) also depend on the best Hardy-Littlewood-Sobolev constant, denoted by \(K_{HLS}\). From now on we consider only the second case, since \(a_3 \in L^\infty(\mathbb{R})\) can be treated similarly. Moreover, from condition \((Q)\), we have, for \(p > 1\) given in \((Q)\), with \(\frac{1}{p} + \frac{1}{p'} = 1\), that

$$\int_{\mathbb{R}^2} Q(x) u^2 \, dx \leq ||Q||_p ||u||_{2p'}^2 \quad \text{and} \quad \int_{\mathbb{R}^2} Q(x) uv \, dx \leq ||Q||_p ||u||_{2p'} ||v||_{2p'}. \tag{2.7}$$

Furthermore, from [7, Lemma 2.2], we have the following compact embedding.

**Lemma 2.2.** The space \(X\) is compactly embedded in \(L^s(\mathbb{R}^2)\) for all \(s \geq 2\).

Consequently, one can easily verify by standard arguments that \(I\) is well-defined on \(X\), \(I \in C^1(X, \mathbb{R})\) and

$$P'(u)(v) = 4 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V(|x - y|) u^2(x) u(y) v(y) \, dx \, dy, \forall v \in X.$$

The derivative of \(P\) can be treated in a similar way as that in [7, Lemma 2.2]. We recall the
reader that a nontrivial *weak solution* for (1.1) is a function \( u \in X \setminus \{0\} \) satisfying

\[
a \int_{\mathbb{R}^2} \nabla u \nabla vdx + b \left( \int_{\mathbb{R}^2} |\nabla u|^2dx \right) \int_{\mathbb{R}^2} \nabla u \nabla vdx + \int_{\mathbb{R}^2} Q(x)uvdx \\
+ \mu \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V(|x - y|)u^2(x)u(y)v(y)\, dx\, dy = \int_{\mathbb{R}^2} f(u)vdx, \forall v \in X.
\]

Hence, critical points for \( I \) will be weak solutions for (1.1).

In the sequence we provide two crucial technical lemmas. The first one states when we have boundedness or convergence in \( X \) and the second one shows an important integral convergence. We will prove a general version of theses results, in order to provide a version that can be possible used in some other problems. In this sense, consider a continuous function \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) satisfying the following condition:

\( g) \) \( g \in C(\mathbb{R}, \mathbb{R}), g(0) = 0 \) and there are constants \( K_5 \in \mathbb{R} \setminus \{0\}, K_6 > 0 \) such that

\[
K_5|t| \leq |g(t)| \leq K_6|t|, \forall t \in \mathbb{R}
\]

From condition \( (g) \), we have

\[
\frac{K_5}{2} |t|^2 \leq G(t) \leq \frac{K_6}{2} |t|^2, \forall t \in \mathbb{R}. \tag{2.8}
\]

**Example 2.1.** (1) Clearly, the prototype for \( g \) is given by \( g(t) = t \), for all \( t \in \mathbb{R} \).

(2) We also have more general examples for \( g \), such as \( g : \mathbb{R} \rightarrow \mathbb{R} \) given by

\[
g(t) = \begin{cases} 
  t, & \text{if } t \in [0, 1] \\
  t^3, & \text{if } t \in (1, 2] \\
  4t, & \text{if } t \in (2, \infty)
\end{cases}
\]

One can easily verify that \( g \) satisfies the desired condition.

**Lemma 2.3.** Let \( u \in L^2(\mathbb{R}^2) \setminus \{0\} \). Suppose that \( (u_n), (v_n) \subset X \) are two sequences satisfying \( u_n(x) \rightarrow u(x) \) a.e. in \( \mathbb{R}^2 \) and \( (v_n) \) is bounded in \( L^2(\mathbb{R}^2) \). Set

\[
\omega_n = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V^+(|x - y|)G(u_n(x))G(v_n(y))\, dx\, dy.
\]

Then, if \( \sup_{n \in \mathbb{N}} \omega_n < \infty \), \( (\|v_n\|_{\cdot}) \subset \mathbb{R} \) is bounded. Moreover, if \( \omega_n \rightarrow 0 \) and \( v_n \rightarrow 0 \) in \( L^2(\mathbb{R}^2) \), then \( \|v_n\|_{\cdot} \rightarrow 0 \).

**Proof.** From Egorov’s Theorem, there are \( R \in \mathbb{N}, \delta > 0, n_0 \in \mathbb{N} \) and \( A \subset B_R \) such that \( A \) is a measurable set with \( |A| > 0 \) and \( u_n(x) > \delta \), for all \( n \geq n_0 \). Without loss of generality we can consider \( R > 2 \). Thus, if \( x \in B_R \) and \( y \in B^{\delta}_{2R} \), we have \( 1 + |x - y| \geq \sqrt{1 + |y|} \) and
\[ |x - y| > 2. \] Therefore, for each \( n \geq n_0 \), we have

\[
\omega_n \geq \frac{K_2^2}{4} \int_0^\infty \int_A a_1(|x-y|) \ln(1 + |x-y|) u_n^2(x) v_n^2(y) \, dx \, dy
\]

\[
\geq \frac{K_2^2 a_1 \delta^2 |A|}{8} \int_0^\infty \ln(1 + |y|) v_n^2(y) \, dy
\]

\[
= \frac{K_2^2 a_1 \delta^2 |A|}{8} (||v_n||^2 - \ln(1 + 2|A|)||v_n||^2),
\]

and the result follows. \( \square \)

**Lemma 2.4.** Let \((u_n) \subset X \) such that \( u_n \rightharpoonup u \) in \( X \). Then,

\[
\lim_{n \to \infty} \int \int \mathcal{V}^+(|x-y|) G(u_n(x)) g(u(y))(u_n(y) - u(y)) \, dx \, dy = 0.
\]

**Proof.** For simplicity, for each \( n \in \mathbb{N} \), set

\[ A_n = \int \int \mathcal{V}^+(|x-y|) G(u_n(x)) |g(u(y))||u_n(y) - u(y)| \, dx \, dy. \]

Since \( u_n \rightharpoonup u \) in \( X \), from Lemma 2.2, \( u_n \to u \) in \( L^s(\mathbb{R}^2) \) for all \( s \geq 2 \). From this, condition \((g)\) and (2.8), we have

\[
A_n \leq ||a_2||_\infty \frac{K_0^2}{2} u_n^2(x) |u(y)||u_n(y) - u(y)| \, dx \, dy
\]

\[
\leq \frac{K_0^2 ||a_2||_\infty}{2} \left[ ||u_n||^2 ||u||^2 ||u_n - u||^2 + ||u_n||^2 \left( \int \ln(1 + |y|)|u(y)||u_n(y) - u(y)| \, dy \right) \right].
\]

To finish the proof one can agree similarly as in [7, Lemma 2.6]. \( \square \)

### 3 Geometry Properties and Convergence Results

In the present section, we verify that \( I \) has the mountain pass geometry and prove that, up to a subsequence, Cerami sequences are bounded in \( X \). Moreover, we analyse the geometry of the potential \( V \) and the functional \( P \). For the next computations, we need the following useful inequality,

\[
\int f(u) \, dx \leq \varepsilon ||u||^{\gamma+1}_{\gamma+1} + K_2 ||u||^\gamma_{\gamma+2} \left( \int_{\mathbb{R}^2} (e^{r_1|u|^2} - 1) \, dx \right)^{\frac{1}{\gamma+2}}.
\]

**Lemma 3.1.** There exists a value \( \rho > 0 \), sufficiently small, such that

\[ m_\beta = \inf \{ I(u) ; u \in X, ||u|| = \beta \} > 0, \forall \beta \in (0, \rho] \]
\[ l_{\beta} = \inf \{ I'(u)(u) ; u \in X, ||u|| = \beta \} > 0, \forall \beta \in (0, \rho). \]

**Proof.** Let \( \alpha > 4\pi \) and \( u \in X \) such that \( r_1 \alpha ||u||^2 < 4\pi \).

**Case \( \alpha > 0 \):** From (Q), equations (2.4), (3.1) and (2.6), Lemma 2.1 and the embeddings, we have

\[
I(u) \geq \frac{a}{2} ||\nabla u||_2^2 + \frac{b}{4} ||\nabla u||_2^2 + \frac{Q_0}{2} ||u||_2^2 - \frac{\mu}{4} K_4 ||u||_{p_\infty}^4 - \varepsilon ||u||_{p+1}^2 - K_2 K_\alpha ||u||_{p2^*}^2
\]

\[
\geq C_1 ||u||^2 [1 - \mu C_6 ||u||^2 - \varepsilon C_7 ||u||^{p-1} - C_8 ||u||^{q-2}] + \frac{b}{4} ||\nabla u||_2^2,
\]

where \( C_1 = \min \{ \frac{a}{2}, \frac{Q_0}{2} \} > 0 \) and, similarly,

\[
I'(u)(u) \geq C_5 ||u||^2 [1 - \mu C_6 ||u||^2 - \varepsilon C_7 ||u||^{p-1} - C_8 ||u||^{q-2}] + b ||\nabla u||_2^2,
\]

where \( C_5 = \min \{ a, Q_0 \} \). Hence, for any \( \mu > 0 \) and for \( \rho, \varepsilon > 0 \) sufficiently small, the result is valid for this case.

**Case \( \alpha = 0 \):** Since we are going to take \( \rho > 0 \) small, we can assume that \( ||u||^2 < 1 \). Then, \( ||u||^2 \geq ||u||_2^2 \). Moreover,

\[
\frac{b}{4} ||\nabla u||_2^2 + \frac{Q_0}{2} ||u||_2^2 \geq C_9 (||\nabla u||_2^2 + ||u||_2^2) \geq \frac{C_9}{4} ||u||^4,
\]

where \( C_9 = \min \{ \frac{b}{4}, \frac{Q_0}{2} \} \). Consequently,

\[
I(u) \geq ||u||^4 \left( \frac{C_9}{4} - C_{10} \mu - \varepsilon C_{11} ||u||^{p-3} - C_{12} ||u||^{q-4} \right). \tag{3.2}
\]

Therefore, for \( \rho, \varepsilon, \mu > 0 \) sufficiently small, we also have the result in this case. \( \square \)

**Remark 3.1.** In inequality (3.2), we can write the right hand side as

\[
\frac{C_9}{4} - C_{10} \mu - \varepsilon C_{11} ||u||^{p-3} - C_{12} ||u||^{q-4}
\]

\[
= \left( \frac{C_9}{8} - C_{10} \mu \right) + \left( \frac{C_9}{8} - \varepsilon C_{11} ||u||^{p-3} - C_{12} ||u||^{q-4} \right). \tag{3.3}
\]

For the first term to be positive we need

\[
\frac{C_9}{8C_{10}} > \mu.
\]

To be more precise, we can explicit the constants \( C_9 \) and \( C_{10} \). First of all, from the Gagliardo-Nirenberg inequality, we have

\[
||u||^4_{\frac{4}{3-\alpha}} \leq K_{GN}^\frac{3-\alpha}{\alpha} ||u||^4,
\]

where \( K_{GN} > 0 \) is the best constant. Hence, taking into account that

\[
C_9 = \min \left\{ \frac{b}{4}, \frac{Q_0}{2} \right\} \quad \text{and} \quad C_{10} = K_{HLS} K_{GN}^\frac{3-\alpha}{\alpha},
\]
we get
\[
\min \left\{ \frac{b}{4}, \frac{Q_0}{2} \right\} 8K_{HLS}K_{\frac{1}{2},\chi} > \mu.
\]
Therefore, considering a sufficiently small \( \mu_0 > 0 \) such that the above equation is satisfied and the second term in (3.3) is positive we have the result of Lemma 3.1, in the degenerate case, for all \( \mu \in (0, \mu_0) \).

Finally, we highlight that, in the case which \( a_3 \in L^\infty(\mathbb{R}) \), we have
\[
\min \left\{ \frac{b}{4}, \frac{Q_0}{2} \right\} 8||a_3||_\infty K_{HLS}K_{\frac{1}{2},\chi} > \mu.
\]

**Lemma 3.2.** Let \( u \in X \setminus \{0\} \) and \( q > 4 \). Then,
\[
I(tu) \searrow 0, \text{ as } t \to 0, \sup_{t>0} I(tu) < \infty \text{ and } I(tu) \to -\infty, \text{ as } t \to \infty.
\]

**Proof.** Let \( u \in X \setminus \{0\}, q > 4 \) and \( t > 0 \). From \((f_4)\) (2.7) and (2.5), we have
\[
I(tu) \leq \frac{a}{2}||\nabla u||_2^2 + \frac{b}{4}t^4||\nabla u||_2^4 + \frac{t^2}{2}||Q||_p||u||_{2p'}^2 + \frac{\mu K_3}{4}t^4||u||_X^4 - C_q t^q||u||_q^q \to -\infty,
\]
as \( t \to \infty \). Now, let \( t > 0 \) sufficiently small such that \( r_1 \alpha t^2||u||^2 < 4\pi \). Then, from Lemma 2.1 and (2.4),
\[
\int_{\mathbb{R}^2} F(tu) \, dx \leq \varepsilon t^{r+1}||u||_{r+1}^{r+1} + C_1 t^q||u||_{q\mathbb{R}_2}^q \to 0, \text{ as } t \to 0.
\]
Thus, we conclude that \( I(tu) \to 0 \) as \( t \to 0 \) and, since \( I \in C^1(X, \mathbb{R}) \), \( \sup_{t>0} I(tu) < \infty \). \( \square \)

From Lemmas 3.1 and 3.2, the value \( c_{mp} \) stated in (1.5) is well-defined and satisfies \( 0 < m_p \leq c_{mp} < \infty \). Moreover, since \( I \) has the mountain pass geometry, there exists a Cerami sequence for \( I \) at the level \( c_{mp} \), that is, there exists \( (u_n) \subset X \) such that
\[
I(u_n) \to c_{mp} \quad \text{and} \quad ||I'(u_n)||_{X'}(1 + ||u_n||_X) \to 0, \text{ as } n \to \infty. \quad (3.4)
\]

Before we investigate boundedness and convergence for such sequences, we will study the geometry of \( P \) and \( V \).

**Lemma 3.3.** For the potential \( V \) and the functional \( P \), we have the following properties:

(i) \( V^+(t) \to \infty, \text{ as } t \to \infty, \text{ and } V^+(t) \to 0, \text{ as } t \to 0 \);

(ii) \( V^-(t) \to 0, \text{ as } t \to \infty \);

(iii) \( V(t) \to \infty, \text{ as } t \to \infty \).

(iv) There exists a function \( u_0 \in X \setminus \{0\} \) such that \( P(u_0) < 0 \).

**Proof.** (i) From condition \((V_1)\), for \( t \geq 2 \), we have
\[
0 < a_{1,0} \ln(1 + t) < a_1(t) \ln(1 + t) \geq V^+(t) \to 0, \text{ as } t \to \infty.
\]
On the other side, also from condition \((V_1)\),
\[
0 \leq V^+(t) \leq ||a_2||_\infty \ln(1 + t) \to 0, \quad \text{as } t \to 0.
\]

**(ii)** From condition \((V_2)\), follows that
\[
0 \leq V^-(t) \leq \frac{a_3(t)}{t} \left\{
\begin{array}{ll}
\frac{||a_3||_\infty}{t}, & \text{if } a_3 \in L^\infty(\mathbb{R}) \\
\frac{1}{t^{1+\lambda}}, & \text{if } a_3(t) = t^{-\lambda}
\end{array}
\right. \to 0, \quad \text{as } t \to \infty.
\]

**(iii)** It follows immediately from items (i) and (ii).

**(iv)** From condition \((V_3)\) we can consider an open interval \((c, d) \subset \mathcal{I}\) in which \(V(t) < 0\). Take \(x_0 \in (B_{c} \cap B_{d})\). Let \(\psi\) be a function such that \(\psi \in C^\infty(\mathbb{R}^2, \mathbb{R})\) and \(\text{supp } \psi \subset B_{\frac{1}{4}a}(x_0)\). Then, \(\psi \in X \setminus \{0\}\) and \(P(\psi) < 0\).

As an immediately consequence, we have the following corollary.

**Corollary 3.1.** The set \(\mathcal{A} = \{ u \in X : u \neq 0, P(u) \leq 0 \} \neq \emptyset\).

Hence, we are able to find an useful upper bound to the mountain pass level which will make possible to obtain our main results.

**Lemma 3.4.** There exists a constant \(K_7 = K_7(a, b, q, Q, p) > 0\) such that \(c_{mp} \leq \frac{K_7}{C_q^{q-2}}\).

**Proof.** From the continuous Sobolev embeddings, for \(q > 4\), there exists a constant \(C > 0\) such that \(||u|| \geq C||u||_q\), for all \(u \in H^1(\mathbb{R}^2) \setminus \{0\}\). Thus, by Corollary 3.1, it makes sense to define
\[
S_q(v) = \frac{||v||}{||v||_q} \quad \text{and} \quad S_q = \inf_{v \in \mathcal{A}} S_q(v) \geq \inf_{v \notin \emptyset} S_q(v) > 0.
\]

Now, from Lemma 3.2, for \(v \in \mathcal{A}\) and \(T > 0\) sufficiently large, \(I(T\gamma) < 0\). So, we can define a path \(\gamma \in \Gamma\) by \(\gamma(t) = tTv\), for \(t \in [0, 1]\), such that
\[
c_{mp} \leq \max_{0 \leq t \leq 1} I(\gamma(t)) = \max_{0 \leq t \leq 1} I(tTv) \leq \max_{t > 0} I(tv).
\]

Consequently, from \((Q)\), \((f_4)\) and the Gagliardo-Nirenberg inequality, for \(\psi \in \mathcal{A}\), we have
\[
c_{mp} \leq \max_{t \geq 0} \left\{ \frac{a + ||Q||_p K^{p-1}_{GN}}{2} S_q(\psi)^2 t^2 ||\psi||_q^2 - \frac{C_q}{2} t^q ||\psi||_q^q \right\} + \max_{t \geq 0} \left\{ \frac{b}{4} S_q(\psi)^4 t^4 ||\psi||_q^4 - \frac{C_q}{2} t^q ||\psi||_q^q \right\}.
\]

Considering the auxiliary functions \(h_1, h_2 : \mathbb{R} \to \mathbb{R}\) given, respectively, by \(h_1(t) = at^2 - bt^q\) and \(h_2(t) = ct^4 + dt^q\), for \(a, b, c, d > 0\), we obtain that
\[
c_{mp} \leq \left( 2^{\frac{q}{q-2}} - \frac{2^{q-2}}{q} \right) \left( a + ||Q||_p K^{p-1}_{GN} \right)^{\frac{q}{q-2}} S_q(\psi)^{\frac{2q}{q-2}} \left( \frac{1}{qC_q} \right)^{\frac{2}{q-2}}.
\]
Therefore, taking the infimum over all \( \psi \in A \), we get the desired result.

Finally, in the last results of this section we verify when Cerami sequences are, up to subsequences, bounded in \( X \). Consider \( (u_n) \subset X \) satisfying

\[
\exists \, d > 0 \quad \text{ s.t. } \quad I(u_n) \leq d, \quad \text{ for all } n \in \mathbb{N} \quad \text{ and } \quad \|I'(u_n)\|_{X'}(1 + \|u_n\|_X) \to 0, \quad \text{ as } n \to \infty. \quad (3.5)
\]

**Lemma 3.5.** Let \( (u_n) \subset X \) be bounded in \( H^1(\mathbb{R}^2) \) such that

\[
\lim_{n \to \infty} \inf \sup_{y \in \mathbb{Z}^2} \int_{B_2(x)} u_n^2(x)dx > 0.
\]

Then, there exists \( u \in H^1(\mathbb{R}^2) \setminus \{0\} \) and \( (y_n) \subset \mathbb{Z}^2 \) such that, up to a subsequence, \( y_n * u_n = \tilde{u}_n \rightharpoonup u \in H^1(\mathbb{R}^2) \). Particularly, \( u \neq 0 \) in \( L^2(\mathbb{R}^2) \).

**Lemma 3.6.** Let \( (u_n) \subset X \) be a sequence satisfying (3.5), bounded in \( H^1(\mathbb{R}^2) \) and such that \( \|\nabla u_n\|_2 < 2\sqrt{\frac{\pi}{r_1r_2}} \), for all \( n \in \mathbb{N} \), and

\[
\lim_{n \to \infty} \inf \sup_{y \in \mathbb{Z}^2} \int_{B_2(y)} u_n^2(x)dx > 0.
\]

Then, up to a subsequence, \( (\tilde{u}_n) \) is bounded in \( X \).

**Proof.** The proof follows from Lemmas 2.2, 2.3 and 3.5, equations (2.4) and (2.6) and the facts that, \( P_1 \) is invariant under \( \mathbb{Z}^2 \)-translations and that, for all \( n \in \mathbb{N} \),

\[
\frac{\mu}{4} P_1(u_n) = I(u_n) - \frac{a}{2} \|\nabla u_n\|_2^2 - \frac{b}{4} \|\nabla u_n\|_1^4 - \frac{1}{2} \int_{\mathbb{R}^2} Q(x)u_n^2(x)dx + \frac{\mu}{4} P_2(u_n) + \int F(u_n)dx,
\]

as desired.

We highlight that the next technical lemma is the key in obtaining multiplicity of solutions for problem (1.1), since it makes possible to verify the validity of \( (PS) \) condition at some suitable levels.

**Corollary 3.2.** Let \( (u_n) \subset X \) under the hypotheses given in Lemma 3.6. Then, up to a subsequence, \( (u_n) \) is bounded in \( X \).

**Proof.** To begin with, from Lemma 3.6, passing to a subsequence if necessary, there exists \( (y_n) \subset \mathbb{Z}^2 \) such that \( \tilde{u}_n \rightharpoonup u \) in \( X \), with \( u \neq 0 \) in \( L^2(\mathbb{R}^2) \), \( \tilde{u}_n(x) \to u(x) \) pointwise a.e. in \( \mathbb{R}^2 \) and, from Lemma 2.2, \( \tilde{u}_n \to u \) in \( L^s(\mathbb{R}^2) \), for all \( s \geq 2 \).

Moreover, one can see that there are \( R_1, C_1 > 0 \) and \( n_1 \in \mathbb{N} \) such that \( \|u_n\|_{p, B_{R_1}} \geq C_1 > 0 \), for all \( n \geq n_1 \). From this we can conclude that \( (y_n) \) is bounded in \( \mathbb{Z}^2 \) and, using that

\[
\|u_n\|^2_s = \int_{\mathbb{R}^2} \ln(1 + |x - y_n|) \tilde{u}_n^2(x)dx \leq \|\tilde{u}_n\|^2_s + \ln(1 + |y_n|)\|\tilde{u}_n\|^2_s, \quad \forall \, n \in \mathbb{N},
\]

and that \( (u_n) \) is already bounded in \( H^1(\mathbb{R}^2) \), the result follows.
**Lemma 3.7.** Assume $q > 4$ and $\alpha > 4\pi$, fixed. Let $(u_n) \subset X$ be a sequence satisfying (3.5), $||\nabla u_n||_2 < 2\sqrt{\frac{\pi}{\alpha}}$ and that does not verify $||u_n|| \to 0$ and $I(u_n) \to 0$. Then,

$$\lim \inf_{n \to \infty} \sup_{y \in \mathbb{Z}^2} \int_{B(y)} u_n^2(x) dx > 0.$$ 

**Proof.** The proof is done by contradiction, applying the Lion’s Lemma, and using (2.6), (3.1), Moser-Trudinger inequality and that $I'(u_n)(u_n) \to 0$, as $n \to \infty$. \qed

## 4 The nondegenerate case ($a > 0$)

This section is devoted to prove Theorems 1.1 and 1.2. Since we are going to handle the *nondegenerate* case, throughout this section we will assume $a > 0$ and $b \geq 0$. Our strategy consists in proving boundedness of Cerami sequences in $H^1(\mathbb{R}^2)$, guaranteeing that it is possible to apply Moser-Trudinger inequality for such sequences and, under what conditions, $I$ has nontrivial critical points in $X$. To finish this section, we verify that (1.1) has infinitely many solutions.

**Lemma 4.1.** Suppose that $a > 0$ and $b \geq 0$. Let $(u_n) \subset X$ a sequence satisfying (3.5). Then, $(u_n)$ is bounded in $H^1(\mathbb{R}^2)$.

**Proof.** From condition $(f_3)$ and (3.5), we have

$$d + o(1) \geq I(u_n) - \frac{1}{4} I'(u_n)(u_n) = \frac{a}{4} ||\nabla u_n||_2^2 + \frac{1}{4} \int_{\mathbb{R}^2} Q(x) u_n^2 dx + \int_{\mathbb{R}^2} \left[ \frac{f(u_n) u_n}{4} - F(u_n) \right] dx \geq \min\{a, Q_0\} \frac{1}{4} ||u_n||^2, \forall n \in \mathbb{N}.$$ 

Hence, for all $n \in \mathbb{N},$

$$\left( \frac{4d}{\min\{a, Q_0\}} \right)^{\frac{1}{2}} + o(1) \geq ||u_n||, \forall n \in \mathbb{N},$$

and the result follows. \qed

**Corollary 4.1.** Let $(u_n) \subset X$ be a sequence satisfying (3.5), with $d \in (0, c_{mp}]$, or being a Cerami sequence in level $c_{mp}$. Then, up to a subsequence, there exists a constant $K_8 = K_8(a, b, q, Q, p) > 0$ such that $||u_n|| \leq \frac{K_8}{C_q^{q-2}}$, for all $n \in \mathbb{N}.$

**Proof.** The proof follows directly from Lemmas 3.4 and 4.1 and lim sup properties. \qed

**Proposition 4.1.** Suppose $q > 4$ and $C_q > 0$ sufficiently large. Let $(u_n) \subset X$ a sequence satisfying (3.5), with $d \in (0, c_{mp}]$, or being a Cerami sequence in level $c_{mp}$. Then, passing to a subsequence, if necessary, only one between the following alternatives hold:

(a) $||u_n|| \to 0$ and $I(u_n) \to 0.$
(b) There exists a function \( u \in X \setminus \{0\} \) such that \( u_n \to u \) in \( X \) and \( u \) is a critical point to \( I \) in \( X \).

**Proof.** Let us suppose that item (a) does not hold. Then, from Lemmas 4.1, 3.5, 3.7, 3.6 and Corollary 3.2, passing to a subsequence if necessary, \( u_n \to u \) in \( X \), for \( u \in X \setminus \{0\} \). Moreover, from Lemma 2.2, \( u_n \to u \) in \( L^s(\mathbb{R}^2) \), for all \( s \geq 2 \).

Now, from Corollary 4.1, up to a subsequence, we can assume that \( r_1 \alpha \|u_n\|^2 < 4\pi \), for all \( n \in \mathbb{N} \) and \( C_q > 0 \) sufficiently large. Thus, from (3.5), (2.7), Lemma 2.1 and (HLS), we have the following main properties

(i) \( |I'(u_n)(u_n - u)| \leq ||I'(u_n)||_{X'}||u_n - u||_X \to 0 \), as \( n \to \infty \);

(ii) \( P'_2(u_n)(u_n - u) \to 0, \int_{\mathbb{R}^2} Q(x)u_n^2dx \to 0 \) and \( \int_{\mathbb{R}^2} f(u_n)u_n dx \to 0 \), as \( n \to \infty \).

Moreover, from \( u_n \to u \) in \( H^1(\mathbb{R}^2) \), the weakly sequentially lower semicontinuity of \( || \cdot ||_2 \) and \( \lim \inf \) properties, passing to a subsequence if necessary, we have

\[
\langle \nabla u_n, \nabla (u_n - u) \rangle = ||\nabla u_n||_2^2 - ||\nabla u||_2^2 + o(1).
\]

Consequently, from Lemma 2.4 with \( g(t) = t \), (i) and (ii), follows that

\[
o(1) = I'(u_n)(u_n - u) \\
\geq a(||\nabla u_n||_2^2 - ||\nabla u||_2^2) + b||\nabla u_n||_2^2(||\nabla u_n||_2^2 - ||\nabla u||_2^2 + o(1))P'_1(u_n)(u_n - u) + o(1) \\
= a(||\nabla u_n||_2^2 - ||\nabla u||_2^2) + \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V^+(|x - y|)u_n^2(x)(u_n - u)^2(y)dxdy \\
+ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V^+(|x - y|)u_n^2(x)(u_n(y) - u(y))dxdy + o(1) \\
\geq a(||\nabla u_n||_2^2 - ||\nabla u||_2^2) + o(1) \geq o(1).
\]

Hence, we obtain that \( ||\nabla u_n||_2^2 - ||\nabla u||_2^2 \to 0 \) and, since \( u_n \to u \) in \( L^2(\mathbb{R}^2) \), \( u_n \to u \) in \( H^1(\mathbb{R}^2) \). Moreover, returning to the above inequality we conclude that

\[
\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} V^+(|x - y|)u_n^2(x)(u_n - u)^2(y)dxdy \to 0
\]

and, from Lemma 2.3, \( ||u_n - u||_s \to 0 \), which implies that \( u_n \to u \) in \( X \). Finally, for \( v \in X \),

\[
|I'(v)(u)| \leq |I'(u)(v) - I'(u)(v)| + ||I'(u)||_{X'}|v| \to 0, \text{ as } n \to \infty.
\]

Therefore, \( u \) is a nontrivial critical point for \( I \) in \( X \). \( \square 

**Proof of Theorem 1.1.** Item (a) follows immediately from (3.4), Lemma 3.1 and Proposition 4.1. Let us prove item (b). From item (a), \( K \neq \emptyset \). Let \( (u_n) \subset K \) such that \( I(u_n) \to c_g \).

Observe that \( c_g \in [\infty, c_{mp}] \). If \( c_g = c_{mp} \) nothing remains to be proved. Assume that \( c_g < c_{mp} \). Thus, combined with the definition of \( K \), we have that \( (u_n) \) satisfies (3.5) with \( d = c_{mp} \). Hence, from Lemma 3.1 and Proposition 4.1, there exists \( u \in X \setminus \{0\} \) such that
$u_n \to u$ in $X$ and $u$ is a critical point for $I$. Moreover, we have $I(u) = c_q$ which implies, particularly, that $c_q > -\infty$. □

In order to prove our second main result, let $k \in \mathbb{N}$, arbitrary but fixed, and $Z \subset X$ a subspace with $\dim Z = k$ and norm $\| \cdot \|_Z$. Our goal is to apply a symmetric version of the mountain pass theorem, due to Ambrosetti and Rabinowitz [2] (see also [3, 22]).

**Theorem 4.1.** ( [1, Theorem 4.1]) Let $E = E_1 \oplus E_2$, where $E$ is a real Banach space and $E_1$ is finite dimensional. Suppose that $J \in C^1(E, \mathbb{R})$ is even, $J(0) = 0$, and that it verifies

\[(J_1) \text{ there exists } \tau, r > 0 \text{ such that } J(u) \geq \tau \text{ if } \|u\|_E = r, u \in E_2,\]

\[(J_2) \text{ there exists a finite-dimensional subspace } F \subset E, \text{ with } \dim E_1 < \dim F, \text{ and a constant } B > 0 \text{ such that } \max_{u \in F} J(u) \leq B,\]

\[(J_3) J \text{ satisfies the } (PS)_c \text{ condition for all } c \in (0, B).\]

Then, $J$ possess at least $\dim F - \dim E_1$ pairs of nontrivial critical points.

In the sequence we need to verify the conditions of Theorem 4.1. First of all, one should observe that, under conditions $(f_1') - (f_4)$, $(Q)$, $(M)$ and $(V_1) - (V_3)$ we already have that $I \in C^1(X, \mathbb{R})$, is even, $I(0) = 0$ and, from Lemma 3.1, $I$ verifies $(J_1)$. So, it remains to prove that $I$ also verifies $(J_2)$ and $(J_3)$.

**Lemma 4.2.** Let $q > 4$. Then, there exists $R > 0$ such that $I(u) \leq 0$ for all $u \in X$ verifying $\|u\|_Z \geq R$.

**Proof.** Since $\dim Z < \infty$, all norms are equivalent. Thus, from condition $(f_4)$ and (2.5), we have

$$I(u) \leq C_1\|u\|_Z^2 + C_2\|u\|_Z^4 - C_3\|u\|_Z^q \to -\infty,$$

as $\|u\|_Z \to \infty$. □

**Lemma 4.3.** Let $q > 4$. Then, there exists $\eta > 0$, sufficiently small, such that $\max_{u \in Z} I(u) \leq \eta$ and $r_1\alpha \frac{\eta}{\min\{a, Q\}} < \pi$.

**Proof.** Let $u \in Z \setminus \{0\}$. Thus, from $\dim Z < \infty$, condition $(f_4)$ and (2.5), there are constants constants $C_1, C_2, C_3 > 0$, depending on $a, b, q$ and $Q$ such that

$$I(u) \leq C_1\|u\|_Z^2 + C_2\|u\|_Z^4 - C_3\|u\|_Z^q.$$

Arguing in a similar way as in Lemma 3.4, one can find a constant $C_4 > 0$ satisfying

$$I(u) \leq \frac{C_4}{C_4^\beta}, \text{ for some exponent } \beta = \beta(q) > 1.$$

Consequently,

$$\max_{u \in Z} I(u) \leq \frac{C_4}{C_4^\beta}$$

and, taking $C_q > 0$ sufficiently large we find a value $\eta > 0$ sufficiently small as desired. □
In the next proposition we guarantee that \( I \) satisfies the \((PS)_d\) condition for all \( d \in (0, \eta) \). One can observe that the proof can be done in a very similar way as that of Proposition 4.1, so we will omit it here. We highlight that the validity of following lemma is possible only in virtue of Lemma 3.2.

**Lemma 4.4.** The functional \( I \) satisfies condition \((PSC)_d\) for all \( d \in (0, \eta) \).

**Proof of Theorem 1.2.** From Lemmas 3.1, 4.3 and 4.4 and an immediate application of Theorem 4.1, with \( E = X, E_1 = \{0\}, \mathcal{F} = Z, J = I, \tau = m_\rho, r = \rho \) and \( B = \eta \), we get that \( I \) possess at least \( k \) nontrivial critical points. Therefore, as we can make \( k \) as large as we want, we conclude that (1.1) has infinitely many solutions.

## 5 The degenerate case \((a = 0)\)

In this section we investigate the existence of solutions for (1.1) in the *degenerate* case. So, we assume \( a = 0 \) and \( b > 0 \) throughout it. Since we have the same multiplying constant \( \frac{1}{4} \) in both terms, that one depending on \( ||\nabla \cdot || \) and that on with \( V \), we need a different approach than was used in Section 4. The technique is based in Lemmas 5.1 and 5.2, which are inspired in similar results of [7].

**Lemma 5.1.** Let \( (u_n) \subset X \) a sequence satisfying (3.5) and \( (t_n) \subset \left( 0, \left( \frac{\theta - 1}{\eta} \right) \frac{1}{2} \right) \). Then, \( I(t_n u_n) \leq I(u_n) \), for all \( n \in \mathbb{N} \).

**Proof.** Observe that

\[
I(t_n u_n) = \frac{b}{4} t_n^2 ||\nabla u_n||^4 + \frac{t_n^2}{2} \int_{\mathbb{R}^2} Q(x) u_n^2 dx + \frac{\mu}{4} i_n^4 P(u_n) - \int_{\mathbb{R}^2} F(t_n u_n) dx \tag{5.1}
\]

and

\[
\mu P'(u_n)(u_n) = I'(u_n)(u_n) - b||\nabla u_n||^2 - \int_{\mathbb{R}^2} Q(x) u_n^2 dx + \int_{\mathbb{R}^2} f(u_n) u_n dx. \tag{5.2}
\]

Thus, combining (5.1) and (5.2),

\[
I(t_n u_n) - I(u_n) = \frac{b}{4} (t_n^4 - 1)||\nabla u_n||^4 + \frac{t_n^2}{2} \int_{\mathbb{R}^2} Q(x) u_n^2 dx + \frac{\mu}{4} (t_n^4 - 1) P(u_n)
\]

\[
+ \int_{\mathbb{R}^2} [F(u_n) - F(t_n u_n)] dx
\]

\[
= \frac{1}{2} \left( t_n^2 - \frac{t_n^4}{2} - \frac{1}{2} \right) \int_{\mathbb{R}^2} Q(x) u_n^2 dx + \int_{\mathbb{R}^2} \left[ F(u_n) - F(t_n u_n) + \frac{t_n^4 - 1}{4} f(u_n) u_n \right] dx
\]

\[
\leq 0,
\]

since \( t_n^2 - \frac{t_n^4}{2} - \frac{1}{2} \leq 0 \), for all \( n \in \mathbb{N} \), and

\[
F(u_n) + \frac{t_n^4 - 1}{4} f(u_n) u_n \leq \left( \frac{1}{\theta} + \frac{t_n^4 - 1}{4} \right) f(u_n) u_n \leq 0, \forall n \in \mathbb{N}.
\]
Therefore, \( I(t_n u_n) \leq I(u_n) \), for all \( n \in \mathbb{N} \).

**Lemma 5.2.** Let \((u_n) \subset X\) satisfying (3.5). Then, \((u_n)\) is bounded in \(H^1(\mathbb{R}^2)\).

**Proof.** Suppose by contradiction that \(||u_n|| \to \infty\). For a fixed \( \alpha > 4\pi \), define \( v_n = \sqrt{\frac{\pi}{r_1 \alpha}} u_n \), for each \( n \in \mathbb{N} \). Thus, \( ||v_n|| = \sqrt{\frac{\pi}{r_1 \alpha}} \), for all \( n \in \mathbb{N} \). Consequently, \((v_n)\) is bounded in \(H^1(\mathbb{R}^2)\).

**Claim:** \( \liminf_{n \to \infty} \sup_{y \in \mathbb{R}^2} \int_{B_2(y)} v_n^2(x)dx > 0 \).

Otherwise, by Lion’s Lemma, \( v_n \to 0 \) in \( L^s(\mathbb{R}^2) \), for all \( s \in (2, \infty) \). Thus, from (2.6), (3.1), (3.5) and Lemma 2.1, we have

\[
0 \leq \mu P_1(v_n) + b ||\nabla v_n||^4 + \frac{1}{2} Q(x)v_n^2 dx = I'(v_n)(v_n) + \mu P_2(v_n) + \int_{\mathbb{R}^2} f(v_n)v_n dx \\
\leq \mu K_5 ||v_n||^4 + \varepsilon ||v_n||_r^{p+1} + C_1 ||v_n||_q^q \to 0,
\]

as \( n \to \infty \). Consequently, \( P_1(v_n) \to 0 \), \( ||\nabla v_n||_2 \to 0 \) and, by \((Q)\), \( ||v_n||_2 \to 0 \). Hence, \( ||v_n|| \to 0 \), which is a contradiction.

Therefore, from Lemma 3.2, up to a subsequence, \( v_n \rightharpoonup v \) in \( X \), for \( v \in X \setminus \{0\} \). We can assume, without loss of generality, that \( v_n(x) \to v(x) \) a.e. in \( \mathbb{R}^2 \). Moreover, from the continuous Sobolev embeddings, \( v_n \rightharpoonup v \) in \( L^s(\mathbb{R}^2) \). Thus, from weakly sequentially lower semicontinuity, boundedness in \( X \), (2.7), the Gagliardo-Nirenberg inequality and condition \((f_4)\), there exist \( n_0 \in \mathbb{N} \) such that, for \( t > 0 \),

\[
I(tv_n) \leq t^4 b \left( \frac{\pi}{r_1 \alpha} \right)^2 + \frac{t^2}{4} \frac{\pi}{r_1 \alpha} ||Q|| \mu K_{GN}^p + t^4 C_2 - C_q t^q ||v||_q^q \forall n \geq n_0.
\]

So, if we choose \( t_0 > 0 \) sufficiently large, \( I(t_0 v_n) \leq -1 \), for all \( n \geq n_0 \). But, by other hand,

\[
t_0 \sqrt{\frac{\pi}{r_1 \alpha} ||u_n||} \to 0, \text{ as } n \to \infty,
\]

which contradicts Lemma 3.2. Therefore, \((u_n)\) is bounded in \(H^1(\mathbb{R}^2)\).

Let \((u_n) \subset X\) be the sequence given in equation (3.4). From Lemma 5.2, there exists a constant \( K_{mp} > 0 \) such that, passing to a subsequence if necessary, \( ||u_n|| \leq K_{mp}, \) for all \( n \in \mathbb{N} \). Although we already have a bound for this Cerami sequence, we still need a sufficiently small bound for \( ||\nabla u_n||_2 \) in order to apply Lemma 2.1.

**Lemma 5.3.** Let \((u_n) \subset X\) a sequence satisfying (3.4). Then, there are \( \mu_{mp} > 0 \) sufficiently small and a constant \( K_9 > 0 \) such that, up to a subsequence, \( ||\nabla u_n||_2 \leq K_9 \mu_{mp}, \) for all \( n \in \mathbb{N} \) and \( \mu \in (0, \mu_{mp}) \).

**Proof.** From (2.6) and the Gagliardo-Nirenberg inequality, we have

\[
P_2(u_n) \leq K_5 ||u_n||^{4 + \frac{4}{s - \lambda}} \leq K_5 K_{GN}^{\frac{4}{s - \lambda}} ||u_n||^4 \leq K_5 K_{GN}^{\frac{4}{s - \lambda}} K_{mp}^4, \forall n \in \mathbb{N}.
\]
Consequently,
\[
c_{mp} + o(1) \geq I(u_n) - \frac{1}{8} I'(u_n)(u_n)
\]
\[
\geq \frac{b}{8}\|\nabla u_n\|_2^2 + \frac{3}{8} Q_0\|u_n\|_2^2 - \mu \frac{K_5 K_{GN} K_{mp}^4}{4} + \int_{\mathbb{R}^2} \left(\frac{1}{8} f(u_n)u_n - F(u_n)\right) dx
\]
\[
\geq \frac{b}{8}\|\nabla u_n\|_2^2 - \mu \frac{K_5 K_{GN} K_{mp}^4}{4}.
\]

Hence, considering \(\mu_{mp} > 0\) sufficiently small, we have
\[
c_{mp} + o(1) \geq \epsilon b\|\nabla u_n\|_2^4,
\]
for all \(n \in \mathbb{N}, \mu \in (0, \mu_{mp})\) and a value \(\epsilon \in (0, \frac{1}{8})\), depending on \(\mu_{mp}\).

Therefore, the result follows for \(K_9 = (\frac{1}{\epsilon})^\frac{1}{4} > 0\). \(\square\)

**Proof of Theorem 1.3** - (a). The proof follows from Lemmas 2.4, 2.1, 3.1, 3.5, 3.7, 3.6, 5.2 and 5.3 and Corollary 3.2, arguing in a very similar way as Proposition 4.1 and Theorem 1.1. \(\square\)

Since we already have item (a), we can consider the set \(K = \{v \in X \setminus \{0\} : I'(v) = 0\}\) that is not empty. So, \(c_g \in [-\infty, c_{mp}]\) and there exists a sequence \((u_n) \subset K\) such that \(I(u_n) \to c_g\). We will assume \(c_g < c_{mp}\) once if the equality holds, nothing remains to be proved. Also, by the definition of \(K\), one can see that \((u_n)\) satisfies
\[
||I'(u_n)||_{X'}(1 + ||u_n||_X) \to 0, \text{ as } n \to \infty.
\]
Thus, from Lemma 5.2, there exists a constant \(K_g > 0\) such that \(||u_n|| \leq K_g\), for all \(n \in \mathbb{N}\).

**Lemma 5.4.** Let \((u_n) \subset X\) be the minimizing sequence for \(c_g\). Then, there are \(\mu_g > 0\) sufficiently small and a constant \(K_{10} > 0\) such that, up to a subsequence, \(||\nabla u_n||_2 \leq K_{10} c_{mp}, \text{ for all } n \in \mathbb{N} \text{ and } \mu \in (0, \mu_g)\).

**Proof.** Similarly as done in Lemma 5.3, since \(c_g < c_{mp}\), up to a subsequence, we get
\[
c_{mp} + o(1) \geq \frac{b}{8}\|\nabla u_n\|_2^4 - \mu \frac{K_5 K_{GN}^4 K_g^4}{4}.
\]
Thus, considering \(\mu_g > 0\) sufficiently small, we have
\[
c_{mp} + o(1) \geq \tau b\|\nabla u_n\|_2^4,
\]
for all \(n \in \mathbb{N}, \mu \in (0, \mu_g)\) and a value \(\tau \in (0, \frac{1}{8})\), depending on \(\mu_g\).

Therefore, the result follows for \(K_{10} = (\frac{1}{\tau b})^\frac{1}{4} > 0\). \(\square\)

**Remark 5.1.** One should observe that, since the nonemptiness of \(K\) depends on the existence of a solution at the mountain pass level, the value \(\mu_g\) must also satisfy \(\mu_g \leq \mu_{mp}\).
Proof of Theorem 1.3-(b). The proof follows from Lemmas 2.4, 2.1, 3.1, 3.5, 3.7, 3.6, 5.2 and 5.4 and Corollary 3.2, arguing in a very similar way as Proposition 4.1 and Theorem 1.1.
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