Research on the Application of Machine Vision in Tea Autonomous Picking
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Abstract. As a non-destructive, real-time, fast, objective, and economical detection method, machine vision technology has been widely used in target recognition and positioning in various fields in recent years. Selective picking of tea buds is an important prerequisite for high-quality and efficient tea production. Autonomous picking of tea based on machine vision has become a research hotspot at home and abroad. At present, many scholars have studied the visual recognition and positioning methods in the process of intelligent tea picking, but the effect has not yet reached the actual picking requirements. In order to give everyone a comprehensive understanding of the existing research methods, this article systematically reviews the tea bud segmentation and bud picking point positioning methods based on machine vision technology, and prospects the application prospects and directions of machine vision technology in tea picking.
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1. Introduction
With the rapid development of the tea industry, the requirements for high-quality tea production are getting higher and higher [1]. Tea harvesting is the prerequisite for tea production. Similar to the harvesting time of other crops, tea harvesting is also seasonal and asynchronous. The traditional manual tea picking method is extremely inefficient and consumes farming time, and the quality of tea varies from person to person, and some novices often fail to meet the requirements [2]. Although the mechanical tea picking method improves work efficiency, due to lack of autonomy, the young shoots and old leaves are cut across the board, and the quality of tea is not guaranteed, which destroys the integrity of the shoots [3, 4]. At the same time, it also damages the body of tea trees and reduces the output of tea in the coming year. With the rise of machine vision technology, a new method has been provided to solve the problem of selective picking with quality and quantity during the tea picking process [5-7].

The key to selective tea picking lies in the identification and positioning of tea buds. To ensure the integrity of the bud identification and the accurate positioning of the picking points are the prerequisites for intelligent picking. Domestic and foreign scholars have carried out a large number of related technical researches on this issue and achieved certain results [8-10], but there is still a certain distance
from practical application. In order to facilitate researchers to understand the current research progress on the identification and positioning of tea buds, this article reviews and analyzes the existing research results. This paper summarizes the methods and characteristics of tea buds segmentation and picking point location, and analyzes the technical difficulties of tea buds identification and location, which provides a reference for tea selective picking research.

2. Image Segmentation Method Of Tea Buds

2.1. Image Segmentation of Tea Buds based on Threshold Method

Threshold segmentation is a common algorithm for directly segmenting an image [11], and the key is how to choose an appropriate threshold. The methods of threshold selection mainly include: the method of selecting the threshold using the principle of maximum correlation, the method based on the stable state of the image topology, the gray-level co-occurrence matrix method, the maximum entropy method and the peak-valley value analysis method. In most cases, the choice of threshold will use a combination of two or more methods. The grayscale interval is usually selected by the grayscale histogram of the image. There are only two parts of the target and the background in an image, and the grayscale histogram presents obvious double peaks. At this time, the valley is set as the threshold value to $T$, then the segmentation expression can be written as:

$$f(i, j) = \begin{cases} 
255, & f(i, j) < T \\
0, & f(i, j) \geq T 
\end{cases}$$

The image processed by formula (1) is divided into black and white parts, that is, the target is separated from the background. The global threshold value only depends on the image gray value, and only related to the nature of each image pixel. The local threshold depends on the gray value of the image and some local characteristics of the neighborhood of the point, that is, related to the characteristics of the local area. The dynamic threshold or the adaptive threshold not only depends on the gray value of the image and some local characteristics of the neighborhood of the point, but also on the spatial coordinates, that is, the obtained threshold is related to the coordinates.

2.2. Tea Image Segmentation Combining Color and Region Growth

In order to reduce the influence of the image brightness change on the image segmentation, the image is converted from the RGB color space to the HSI color space [12,13], and the H and S parameters in the HSI model are selected as the characteristics of the buds image, and the seed region is selected. After determining the seed region, based on the characteristics of the color similarity of tea buds, regional growth is performed. Combined with the feature that the regional growth algorithm is basically the same in the same target region and its neighboring block features, multiple sub-blocks of the image are scanned and merged, and the neighbors between the regions performs region growth and region merging according to reasonable merging and stop merging rules, and after morphological processing, small points and holes are removed, so as to achieve rapid and accurate segmentation of tea bud images.

The implementation process of tea image segmentation method combining color and region growth includes: converting the original RGB color image into HSI space, selecting H and S parameters for preliminary seed, then performing seed region growth based on color similarity and region adjacency, and combining the color distance and the edge distance to grow and merge the region, and finally the tea buds of the images acquired from different angles are segmented and compared. The process of completing the tea bud segmentation algorithm is shown in Figure 1.
2.3. Tea Bud Segmentation based on Deep Learning

Aiming at the problems of traditional machine vision-based tea bud detection methods such as poor robustness and low accuracy of manual feature extraction, the deep learning-based target detection YOLO algorithm was applied to the image detection of tea buds under complex backgrounds [14]. And the YOLO network architecture is improved from multi-scale detection. The related technical methods of tea bud segmentation based on deep learning are as follows:

(1) Image pre-segmentation

The input image is pre-segmented using the method based on RGB color information to extract the approximate area of the shoots, and to suppress the background areas such as old leaves and branches in the image. The input RGB image is converted into a single channel gray image by extracting the ultra-green features of tea [15]. The image of the bud area is obtained finally by using the OTSU algorithm to separate the bud area from the background area (old leaves, soil, stem), and mask the background area [16].

(2) YOLO algorithm

The YOLO target detection framework is a single-step detection algorithm that treats the target position frame and classification prediction as a regression problem. Compared with the two-step framework such as Raster-CNN, FPN, etc., in terms of equalization accuracy and speed, the YOLO algorithm can achieve real-time target detection with the same accuracy [17]. The YOLO algorithm unifies the feature extraction network, location box prediction, and category prediction into one framework, which can realize end-to-end training.

In the YOLO framework, the position box, the classification regression network and the image feature extraction network are directly fused into a model. The size of the feature response graph output by the model is $S \times S$ and the dimension is $S \times S$, where $S$ is the number of grids. The frame effect diagram of the YOLO algorithm is shown in Figure 2. In the training stage, it can be equivalent to dividing the input tea bud image into $S \times S$ grids, and then each grid is responsible for predicting $B$ different scales coordinates of the detection frame, the confidence of the detection frame and the probability of each category.

(3) Improved feature extraction network architecture

The feature extraction network of the YOLO series algorithm mainly includes Darknet-9 of YOLOv2. Darknet consists of 19 convolutional layers and 5 pooling layers. The convolution kernel size is 3×3 and

![Figure 1. The processing process of tea bud segmentation algorithm.](image)

![Figure 2. YOLO frame.](image)
1×1, and the step size is 1. For the complex background problem of tea bud image recognition, considering the accuracy of target recognition, based on the Darknet-9 classification network and the pre-segmentation process, an improved tea bud detection network is proposed. The improved network structure for the detection process of tea buds is shown in Figure 3. The improved Darknet only performs predictive regression on two scales of 13×13 and 26×26. The feature extraction layer is composed of multiple residual network layers, and the size of the convolution kernel in each bottleneck module is composed of 3×3 and 1×1.

![Figure 3. The process of improved network structure.](image)

3. **Positioning METHOD OF Tea BUDS PICKING POINT**

The identification of tea buds is the prerequisite for intelligent picking of fresh tea, and the extraction of information about the picking position of the buds after identification is also a key technology for intelligent picking.

4. **Two-Dimensional Picking Coordinate Extraction Method based on Tea Image**

Firstly, taking a picture of the tea tree, and then the position information of the tea buds in the horizontal projection plane is determined according to the image [18]. The imaging principle diagram is shown in Figure 4, point C is the actual position of the tea bud, point A is the position of the tea bud on the calibration surface determined by the image, and the actual projection position of the tea bud on the calibration surface is C'. Therefore, the picking point A of the tea buds determined by the image on the calibrated object surface has a deviation AC' from the actual picking point C'. Suppose the depth of the tea buds is CC'=20 mm. For different camera angles of view, the deviation can be calculated according to the formula AC'= CC'*tan(θ/2).

![Figure 4. The diagram of camera imaging principle diagram.](image)

The circumscribed rectangle of a geometric image is a rectangle that completely contains all the points and lines on the figure, and each side is in contact with the figure. There are infinitely many circumscribed rectangles of a figure, and the one with the smallest area is called the smallest circumscribed rectangle [19]. The picking point of the tea bud can be determined by solving the minimum circumscribed rectangle of the outer contour of the tea bud. The common method for solving the minimum circumscribed rectangle is the target rotation method.
A polygon and the angles between its sides and the horizontal axis are shown in Figure 5(a). The pentagon is a convex polygon, so its convex hull is itself. Selecting the 30° side in Figure 5(a) as the start edge of the rotation, rotating the polygon by 30° and find its circumscribed rectangle in the coordinate system direction, the result is shown in Figure 5(b). After reading the images in sequence, the connected regions (each tea bud forms a connected region) are marked, and then the minimum area circumscribed rectangle is solved for each connected region and the center point is marked.

5. Positioning of Tea Buds based on Raster Projection Profile Technology

Grating projection profilometry uses the time-phase method to obtain the phase of the grating field, and uses the discriminant mechanism and morphological filter to remove the noise points, and uses the polynomial approximation method to calculate the height to overcome the nonlinear error [20]. The grating projection method projects a grating field with periodic distribution in space. In the measurement, the phase is used to describe the spatial distribution of the grating field, and the phase is calculated in the fringe image to obtain the three-dimensional coordinates of the point. Since the phase is continuously distributed in space, the grating projection method can directly measure the entire frame through one projection, which is a prominent advantage of the phase method. The measurement system is shown in Figure 6. The work of the whole system can be divided into two steps: the identification of the tea shoots, determining the existence of the tender shoots of the tea and giving the horizontal coordinates; using the raster projection method to measure the actual height of the tender shoots relative to the reference surface.

The system is designed to project four grating fringes with different wavelengths for multiple times, and the fringe number $m_k$ is 1, 4, 16, and 64 respectively. Among them, the main phase field value $\phi_k$ of each fringe is still calculated by the four-step phase shift method, but the phase solution process is as follows:
\[ \varphi_k^u = \begin{cases} \varphi_k^w, & k = 1 \\ \varphi_k^w + 2\pi \text{Round}, & k > 1 \end{cases} \]

In the time phase profile, the fringe patterns of different wavelengths are projected to the measured object, and a fringe pattern sequence of shape modulation is obtained, so that each phase point is independently expanded along the time axis. Compared with the traditional four-step phase shift spatial phase unwrapping method, the time phase unwrapping method does not look for an unfolding path in the two-dimensional phase field, and can effectively avoid the error diffusion caused by the phase solution error point.

6. Stereo Matching and Positioning

As far as binocular stereo vision is concerned, the core of the calculation of three-dimensional information is to know the specific position of the spatial point, that is, to calculate the parallax from the coordinates of the point in the two images [21, 22]. Matching the areas identified by the target detection algorithm in the left and right cameras, determining the corresponding relationship between the image points of the same target in the left and right imaging planes in the three-dimensional space, and completing the search for the correlation degree of the two sets of data, which is the purpose of stereo matching. With the help of stereo matching, the corresponding relationship between the left and right images in the binocular camera is determined, and the picking center point is found.

(1) feature point extraction and matching based on SURF algorithm

Feature-based matching algorithms mainly include three major features: point features, local features and overall features. The point feature is mainly composed of three parts: SURF, SIFT and Harris [23-25]. The SURF feature has good robustness, can perfectly avoid the interference of external noise and light, and has a faster calculation speed and a strong scale without distortion. In the SURF feature detection algorithm, a Hessian matrix is constructed for second-order differential detection to identify potential points of interest that are invariant to scale and selection. The main method used by this algorithm to calculate the direction of feature points is to count the Harr wavelet features in the circular neighborhood of feature points. The length of the Harr wavelet template is 4 s, that is, in a circular neighborhood with a characteristic point in the center and a radius of \( R \), the horizontal and vertical Harr wavelet characteristics of all points in the \( \pi/3 \) sector are counted, and the calculation results are accumulated. Then rotate the fan shape at intervals of 0.2 radians, and at the same time perform a second statistics on the Harr wavelet eigenvalues in this area, and finally determine that the main direction of this characteristic point is the direction of the fan with the largest value. The schematic diagram is shown in Figure 7.

![Figure 7](image)

Figure 7. Schematic diagram of calculating the main direction of feature points.

(2) Principle of Positioning

When the camera takes an image, any point on the image can find countless mapping points in space. The straight line formed by these mapping points is called the line of sight. If two cameras are used to shoot a target at the same time, there will always be a point on the target that can be used as the
intersection of the two cameras' sight lines. The intersection formed by the image plane and the sight lines of the two cameras is the image forming phase point \[26\].

In the binocular stereo vision system, assuming that the internal parameters of the two cameras are exactly the same, the world coordinate system coincides with the camera coordinate system of the left camera, and the image coordinates of the space point \(P(x, y, z)\) formed on the camera are \(P_i = u_i + v_i\). The distance between the optical centers of the two cameras \(O_iO_j = d\), focal length is \(f\). According to the triangle similarity relationship, the imaging coordinates can be derived.

7. Difficulties In The Identification And Positioning Of Tea Buds

Looking at the current research status of tea visual identification and positioning at home and abroad, although a lot of progress has been made, it still cannot meet the actual picking requirements. There are mainly the following technical difficulties \[27-30\]:

1. There are many varieties of tea, the picking methods are flexible and diverse, and the picking standards are different, which puts forward high requirements for machine vision to identify tea.

2. In the natural environment where tea is grown, the intensity of light is different and the weather is complex and changeable, which has a great impact on the accurate identification of the bud area.

3. The growth posture and growth position of tea are different, and the tea clumps are dense and the distribution density is high, resulting in the young buds being blocked by the stems and old leaves.

4. Due to the light weight of the buds, the movement of the robot causes the tea leaves to swing, which greatly interferes with the accuracy of the visual positioning of the picking point.

In view of the current technical difficulties, four aspects can be considered: (1) By adding sample data, such as taking tea images in different regions and different weathers to improve the universality of the algorithm; (2) Multiple segmentation methods can be integrated to improve the stability of the algorithm to promote its effective role in practical applications \[31\]; (3) There are relatively few researches on the intelligent production of tea based on deep learning, and a variety of deep convolutional neural network tea buds detection models can be established to reduce manual labor influence of feature extraction and external environment on the segmentation and positioning of buds. (4) Aiming at the problem of positioning interference caused by motion, it can be considered to improve the accuracy of positioning by studying dynamic recognition and positioning algorithms \[32\].

8. Conclusion

Carrying out research on machine vision technology and realizing the automatic control and refined management of the whole process of the tea industry are of great significance for ensuring the high yield, efficiency, quality, safety and health of the tea industry and achieving sustainable development. Aiming at the problems of selective and autonomous tea picking, this paper reviews the application status of machine vision technology in tea intelligent picking, expounds the related algorithms of tea sprout segmentation and positioning using machine vision, and analyzes the basic principles and technical points. Current researches on tea bud segmentation and positioning are mainly for specific environments or tea types, but there are many types of tea, and the growth environment is greatly affected by regions and weather, which leads to poor algorithm stability and general applicability. At present, the difficulty in the identification and positioning of tea buds lies in the diversity of tea, the influence of environmental background, and the dynamic interference. The solution can be thought from aspects such as intelligent algorithms, dynamic recognition and positioning, etc. With the rapid development of machine vision technology, it has great development space and broad application prospects in tea picking and processing.
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