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Abstract
An increasing number of machine learning tasks deal with learning representations from set-structured data. Solutions to these problems involve the composition of permutation-equivariant modules (e.g., self-attention, or individual processing via feed-forward neural networks) and permutation-invariant modules (e.g., global average pooling, or pooling by multi-head attention). In this paper, we propose a geometrically-interpretable framework for learning representations from set-structured data, which is rooted in the optimal mass transportation problem. In particular, we treat elements of a set as samples from a probability measure and propose an exact Euclidean embedding for Generalized Sliced Wasserstein (GSW) distances to learn from set-structured data effectively. We evaluate our proposed framework on multiple supervised and unsupervised set learning tasks and demonstrate its superiority over state-of-the-art set representation learning approaches.

1. Introduction
Many traditional machine learning architectures, such as feed-forward neural networks, operate on constant-size inputs. Each sample fed into such an architecture consists of a list of features, whose size is kept fixed throughout the training/testing process. On the other hand, architectures, such as convolutional and recurrent neural networks (CNNs and RNNs, respectively), allow the size of each input sample to be arbitrary, but they still carry a notion of, e.g., spatial or temporal, ordering among the input features.

Nevertheless, there exist many problems in which each sample consists of an unordered set of elements. 3-D point cloud classification, sequence ordering, and even problems as simple as finding the maximum/minimum element of a set are examples of problems in which the size of each input sample can be different and the ordering of the input elements is unimportant. Such a set learning phenomenon also arises at the output of graph neural networks (GNNs), as well as CNNs, where a backbone is applied on the graph nodes (resp., original input image pixels), leading to an unordered set of node embeddings (resp., superpixel features). This intermediate set of embeddings are then mapped to a constant-size embedding that represents the entire input graph/image through a pooling method, such as average/max pooling, which is insensitive to the size and ordering of the embedding set.

Such problems have motivated general-purpose set embedding methods that provide a parametric mapping of sets to a fixed-dimensional embedding space by means of a permutation-invariant function. In (Zaheer et al., 2017), the authors introduced the notion of Deep Sets, where each element of a set first undergoes a backbone, and the resulting embeddings are then aggregated via a simple mean/sum pooling method. The work in (Lee et al., 2019) proposed Set Transformers, where a permutation-equivariant self-attention mechanism is used to perform message-passing among the set elements, followed by a cross-attention module with a set of seed elements to derive a permutation-invariant embedding for the whole set. Moreover, in (Skianis et al., 2020), a network-flow-based approach is introduced, where the relationship between each set and multiple hidden sets are used to derive the set embeddings for any given set.

On a different, but related note, in their pioneering work, Kusner et al. (2015) viewed the elements of a set as samples from an underlying probability measure and leveraged the 1-Wasserstein distance (i.e., the earth mover’s distance) to compare sets with one another. The work of Kusner et al. (2015) and its extension to supervised learning (Huang et al., 2016) show that comparing the underlying probability measures is a powerful idea and leads to excellent performance. The Wasserstein distances and their variations have become increasingly popular in machine learning and computer vision (Kolouri et al., 2017), e.g., for generative modeling (Arjovsky et al., 2017; Gulrajani et al., 2017; Tolstikhin et al., 2018; Kolouri et al., 2019b) and domain adaptation.
(Courty et al., 2017; Damodaran et al., 2018), among others. These distances have recently been used for measuring distances between graph/image embedding sets (Zhang et al., 2020a; Togninalli et al., 2019; Kolouri et al., 2021).

The computational complexity of the inherent linear programming involved in calculating the Wasserstein distance has given rise to a large number of works in multiple directions to address this computational challenge, e.g., various convex regularizations (Cuturi, 2013; Genevay et al., 2016), and multi-scale and hierarchical solvers (Oberman & Ruan, 2015; Schmitzer, 2016). Alternatively, the sliced-Wasserstein (SW) distance (Deshpande et al., 2018; Kolouri & Ruan, 2015; Schmitzer, 2016), and multi-scale and hierarchical solvers (Oberman & Ruan, 2015; Schmitzer, 2016). Alternatively, the sliced-Wasserstein (SW) distance (Deshpande et al., 2018; Kolouri et al., 2018; Deshpande et al., 2019), and generalized sliced-Wasserstein (GSW) distances (Kolouri et al., 2019a) leverage the closed-form solution of the optimal transport problem for one-dimensional distributions to provide a computationally efficient distance that shares some statistical and topological characteristics with the Wasserstein distances (Nadjahi et al., 2020).

In this paper, we leverage the GSW distance and propose a geometrically-interpretable framework for learning from set-structured data. We make the following contributions:

1. Proposing a Euclidean embedding for the generalized sliced-Wasserstein distance, which we refer to as Generalized Sliced-Wasserstein Embedding (GSWE);
2. Leveraging GSWE to devise a new framework for unsupervised and supervised learning on set-structured data; and,
3. Demonstrating the effectiveness of GSWE in learning from sets and comparing it to state-of-the-art approaches (Lee et al., 2019; Skianis et al., 2020).

2. Related Work

2.1. Pooling Methods for Set Learning

Permutation-invariant functions are a critical component in learning from sets and are often referred to as pooling layers. Max, min, and sum or average pooling are simple examples of such functions. Recently, various work has shown the effectiveness of more sophisticated and often parametrized pooling operators in improving the performance of learning algorithms (Cangea et al., 2018; Murphy et al., 2019; Lee et al., 2019; Zhang et al., 2020b). Attention-based pooling (Trinh et al., 2019; Lee et al., 2019), in particular, has been shown to perform really well in practice. In this paper, we introduce a novel pooling using optimal transportation and show that this pooling is geometrically meaningful. More precisely, the proposed process is equivalent to calculating an embedding for sets in which the Euclidean distance is equal to the generalized sliced-Wasserstein distance. Our work is closely related to the concurrent work by Mialon et al. (2021), however, we arrive at our proposed pooling from a very different perspective compared to Mialon et al. (2021). In short, Mialon et al. (2021) propose a linear Wasserstein embedding, similar to (Kolouri et al., 2021), in a reproducing kernel Hilbert space (RKHS), while our proposed framework is based on devising an exact Euclidean embedding for the generalized sliced-Wasserstein distance. In addition, we develop a unique unsupervised learning scheme that is motivated by the concept of optimizing a set of slices, similar to the idea of max-sliced Wasserstein distance (Deshpande et al., 2019; Kolouri et al., 2019a), leveraging the recently developed contrastive learning losses (Le-Khac et al., 2020).

2.2. Self-Supervised Learning

Learning without or with few labels is the key to unlocking the true potential of deep learning. Self-supervised learning approaches are recently shown to succeed at unsupervised representation learning in many tasks, mainly in computer vision and natural language processing. In this paper, we are interested in self-supervised learning from set-structured data. The essence of self-supervised learning is to utilize a supervision signal that can be programmatically generated from the data without the need for hand-crafted labels.

Many classic self-supervised learning methods employ a so-called proxy- or pseudo-task, which is expected to require the model to learn feature representations that will be useful in the “downstream” task, or primary task of interest. In one early example (Larsson et al., 2016; Zhang et al., 2016), it was shown that a model can be pretrained by inducing the network to correctly reproduce the original color in color photographs which have been made black-and-white. Numerous other pseudo-tasks, including rotation prediction (RotNet) (Gidaris et al., 2018), jigsaw puzzle solving (Misra & Maaten, 2020), and object counting (Noroozi et al., 2017) have been explored and produced promising results.

The crafting of suitable pseudo-tasks for a given dataset and downstream task requires care. For example, RotNet, a pseudo-task which rotates sample images and requires the network to predict which rotation has been applied, has been shown to work very well on vertically-biased natural image data, but would likely produce only a weak effect on rotationally-invariant image data (e.g., aerial images).

Partially in response to this, interest has grown in the so-called contrastive learning methods (Oord et al., 2018). The core idea of contrastive learning is to create a latent feature space in which features from similar data are close together, and features from dissimilar data are spread apart. Notions of “similar” and “dissimilar” vary, but it is common to use augmentations to produce alternative “views” of each data point, and to consider all of the views of a given data point as being like unto one another (positive samples), while
views of other data points are dissimilar (negative samples) (Le-Khac et al., 2020).

In one early example of contrastive learning, (Wu et al., 2018), only negative examples were utilized: The latent space was constructed by causing each image’s representation, or latent feature, to lie as far as possible from all other images’ representations as possible within a compact space. Necessarily, visually similar images in the training data begin to clump within the feature space. Later methods, such as MoCo (He et al., 2020), BYOL (Grill et al., 2020), and SimCLR (Chen et al., 2020) utilize memory banks, momentum decay of network parameters, or very large batch sizes to prevent mode collapse in the feature space due to the use of positive samples. In SimSiam (Chen & He, 2020), the authors demonstrate that utilizing a stop-gradient operator in the loss calculation is sufficient to prevent such collapse, and rely on positive samples only. We will show how we can leverage the ideas of SimCLR and SimSiam in our proposed framework for unsupervised representation learning on set-structured data.

3. Preliminaries

3.1. Wasserstein Distances

Let \( \mu_i \) denote a Borel probability measure with finite \( p \)th moment defined on \( Z \subseteq \mathbb{R}^d \), with corresponding probability density function \( q_i \), i.e., \( d\mu_i(z) = q_i(z)dz \). The \( p \)-Wasserstein distance between \( \mu_i \) and \( \mu_j \) defined on \( Z, Z' \subseteq \mathbb{R}^d \) is the solution to the optimal mass transportation problem with \( \ell_p \) transport cost (Villani, 2008):

\[
W_p(\mu_i, \mu_j) = \left( \inf_{\gamma \in \Gamma(\mu_i, \mu_j)} \int_{Z \times Z'} ||z - z'||^p d\gamma(z, z') \right)^{\frac{1}{p}},
\]

where \( \Gamma(\mu_i, \mu_j) \) is the set of all transportation plans \( \gamma \in \Gamma(\mu_i, \mu_j) \) such that \( \gamma(A \times Z') = \mu_i(A) \) and \( \gamma(Z \times B) = \mu_j(B) \) for any Borel subsets \( A \subseteq Z \) and \( B \subseteq Z' \). Due to Brenier’s theorem (Brenier, 1991), for absolutely continuous \( \mu_i \) and \( \mu_j \), the \( p \)-Wasserstein distance can be equivalently obtained from the Monge formulation (Villani, 2008),

\[
W_p(\mu_i, \mu_j) = \left( \inf_{f \in MP(\mu_i, \mu_j)} \int_Z ||z - f(z)||^p d\mu_i(z) \right)^{\frac{1}{p}},
\]

where \( MP(\mu_i, \mu_j) = \{ f : Z \to Z' \mid f_{\#}\mu_i = \mu_j \} \) and \( f_{\#}\mu_i \) represents the pushforward of measure \( \mu_i \), characterized as \( f_{\#}\mu_i(B) = \mu_i(f^{-1}(B)) \) for any Borel subset \( B \subseteq Z' \). The mapping \( f \) is referred to as a transport map (Kolouri et al., 2017), and the optimal transport map is called the Monge map. For discrete probability measures, when the transport plan \( \gamma \) is a deterministic optimal coupling, such a transport plan is referred to as a Monge coupling (Villani, 2008). For one-dimensional probability measures, the Wasserstein distance has a closed-form solution and can be calculated as

\[
W_p(\mu_i, \mu_j) = \left( \int_0^1 |F_{\mu_i}^{-1}(\tau) - F_{\mu_j}^{-1}(\tau)|^p d\tau \right)^{\frac{1}{p}},
\]

where \( F_{\mu_i}(t) = \mu_i([−\infty, t]) \) and \( F_{\mu_i}^{-1} \) is the quantile function of \( \mu_i \). The simplicity of calculating Wasserstein distances between one-dimensional probability measures has led to the idea of (max-)sliced Wasserstein distances (Kolouri et al., 2019a) and (max-)generalized-sliced Wasserstein distances (Deshpande et al., 2019) for higher-dimensional distributions.

3.2. Generalized Sliced-Wasserstein Distances

Let \( g_\theta : \mathbb{R}^d \to \mathbb{R} \) be a parametric function with parameters \( \theta \in \Theta \subseteq \mathbb{R}^d_\theta \), satisfying the regularity conditions in both inputs and parameters as presented in (Kolouri et al., 2019a). Then a generalized slice of probability measure \( \mu_i \) with respect to \( g_\theta \) is the one-dimensional probability measure \( g_\theta_{\#}\mu_i \), which has the following density for all \( t \in \mathbb{R} \),

\[
q_\theta^i(t) = \int_Z q_i(z)\delta(t - g_\theta(z))dz,
\]

where \( \delta(\cdot) \) denotes the Dirac function on \( \mathbb{R} \) (see Figure 1). Having (4), the generalized sliced-Wasserstein distance is defined as

\[
GWSW_p(\mu_i, \mu_j) = \left( \int_{\Theta} W_p^p(g_\theta_{\#}\mu_i, g_\theta_{\#}\mu_j) d\theta \right)^{\frac{1}{p}}.
\]
Note that for \( g_\theta(z) = \theta \cdot z \) and \( \Omega_\theta = S^{d-1} \), where \( S^{d-1} \) denotes the unit \( d \)-dimensional hypersphere, the generalized sliced-Wasserstein distance is equivalent to the sliced-Wasserstein distance. Equation (5) is the expected value of the Wasserstein distances between slices of distributions \( \mu_i \) and \( \mu_j \). It has been shown in (Deshpande et al., 2019; Kolouri et al., 2019a) that the expected value in (5) could be substituted with a maximum, i.e.,

\[
\max-GSW_p(\mu_i, \mu_j) = \max_{\theta \in \Omega_\theta} W_p(g_\theta \# \mu_i, g_\theta \# \mu_j),
\]

and that max-GSW remains to be a proper statistical metric. Other notable extensions of the GSW distance include the subspace-robust Wasserstein distance (Paty & Cuturi, 2019), which generalizes the notion of slicing to a projection onto subspaces, and the distributional sliced-Wasserstein distance (Nguyen et al., 2020) that proposes to replace the embedding space is obtained via \( \phi(\mu_i) \) with a non-uniform distribution.

From an algorithmic point of view, the expectation in (5) is approximated using Monte-Carlo integration, which results in an average of a set of \( p \)-Wasserstein distances between random slices of \( d \)-dimensional measures. In practice, however, GSW distances only output a good Monte-Carlo approximation using a large number of slices, while max-GSW distances achieve similar results with only a single slice, although at the cost of an optimization over \( \theta \).

### 4. Generalized Sliced-Wasserstein Embedding

In this paper, similar to the work of Kusner et al. (2015), we view the elements of a set as samples from an underlying probability distribution. We then measure the dissimilarity between two sets as the Generalized Sliced-Wasserstein (GSW) distance. Calculating the pairwise distances and leveraging kernel methods, however, would require a quadratic number of distance calculations during training, and a linear number of distance calculations during evaluation (in number of training sets). Instead, here we propose a Euclidean embedding for the GSW distance. We show that this embedding could be thought as a pooling operator, and can be easily incorporated as a layer in a deep neural architecture. Below we describe our proposed embedding.

We are interested in finding a Euclidean embedding for probability measures, such that the weighted \( \ell_p \) distance between two embedded measures is equivalent to the GSW distance between them. Consider a set of probability measures \( \{\mu_i\}_{i=1}^N \) with densities \( \{q_i\}_{i=1}^N \), and for simplicity of notation, let \( \nu_i^0 := g_\theta \# \mu_i \) denote the slice of measure \( \mu_i \) with respect to \( g_\theta \). Also, let \( \mu_0 \) denote a reference measure, with \( \nu_0^0 \) representing its corresponding slice. Then, it is straightforward to show that the optimal transport map (i.e., Monge map) between \( \nu_i^0 \) and \( \nu_0^0 \) can be written as:

\[
f_i^0 = F^{-1}_{\nu_i^0} \circ F_{\nu_0^0},
\]

where as mentioned before, \( F_{\nu_i^0}^{-1} \) and \( F_{\nu_0^0}^{-1} \) respectively denote the quantile functions of \( \nu_i^0 \) and \( \nu_0^0 \). Now, letting \( id \) denote the identity function, we can write the so-called cumulative distribution transform (CDT) (Park et al., 2018) of \( \nu_i^0 \) as

\[
\tilde{f}_i^0 := f_i^0 - id,
\]

which, for \( p \geq 1 \) and for a fixed \( \theta \), satisfies the following conditions:

C1: The weighted \( p \)-norm of \( \tilde{f}_i^0 \) equals the \( p \)-Wasserstein distance between \( \nu_i^0 \) and \( \nu_0^0 \), i.e.,

\[
\|\tilde{f}_i^0\|_{\nu_i^0,p} = W_p(\nu_i^0, \nu_0^0),
\]

hence implying that \( \|\tilde{f}_i^0\|_{\nu_0^0,p} = 0 \).

C2: the weighted \( \ell_p \) distance between \( \tilde{f}_i^0 \) and \( \tilde{f}_j^0 \) equals the \( p \)-Wasserstein distance between \( \nu_i^0 \) and \( \nu_j^0 \), i.e.,

\[
\|\tilde{f}_i^0 - \tilde{f}_j^0\|_{\nu_0^0,p} = W_p(\nu_i^0, \nu_j^0).
\]

Please refer to the supplementary materials, for a proof of conditions C1 and C2. Finally, the GSW distance between two measures, \( \mu_i \) and \( \mu_j \), can be obtained as

\[
GSW_p(\mu_i, \mu_j) = \left( \int_{\Omega_\theta} \|\tilde{f}_i^0 - \tilde{f}_j^0\|_{\nu_0^0,p} \, d\theta \right)^{\frac{1}{p}} = \left( \int_{\Omega_\theta} \left( \int_{\mathbb{R}^d} \|\tilde{f}_i^0(t) - \tilde{f}_j^0(t)\|^p \, d\nu_0^0(t) \right) \, d\theta \right)^{\frac{1}{p}}.
\]

Based on (9), for probability measure \( \mu_i \), the mapping to the embedding space is obtained via \( \phi(\mu_i) := \{\tilde{f}_i^0\}_{\theta \in \Omega_\theta} \).

### 4.1. Empirical Embedding

In practice, one often has access only to a finite number of samples from the distributions. Specifically, let \( Z_i = \{z_i^m \sim q_i\}_{m=1}^{M_i} \) denote the set of \( M_i \) samples from the \( i \)-th distribution, and similarly let \( Z_0 = \{z_0^m \sim q_0\}_{m=1}^{M} \) denote the set of \( M \) samples from the reference distribution. Let \( \Theta_L = \{\theta_l \sim U_{\Omega_\theta}\}_{l=1}^{L} \) denote a set of \( L \) parameter sets sampled uniformly at random from \( \Omega_\theta \). Then, the empirical distribution of the \( l \)-th slice of \( q_i \) can be written as

\[
\hat{q}_i^0 = \frac{1}{M_i} \sum_{m=1}^{M_i} \delta(t - g_0(z_i^m)).
\]
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In the cases where $M = M_i$, the optimal transport map $f^{\theta_i}_l$ in (7) is obtained by sorting $Z^{\theta_i}_l := \{g_\theta_l(z^i_m)\}_{m=1}^M$, and the embedding can be written as

$$[\hat{g}^{\theta_i}_l]_m = g_\theta_l(z^i_{\pi_i(m)}) - g_\theta_l(z^0_{\pi_0(m)}),$$

where $\pi_i(m)$ denotes the permutation obtained by sorting $Z^{\theta_i}_l$. In the cases where $M \neq M_i$, the transport map can be obtained via numerical interpolation using (7).

Having the embedding per slice, we can then calculate the empirical GSW distance

$$G_{SW,p}(\mu_i, \mu_j) = \|\phi(\mu_i) - \phi(\mu_j)\|_{p,\mu_0} \approx \left(\frac{1}{ML} \sum_{l=1}^L \|\hat{g}^{\theta_i}_l - \hat{g}^{\theta_j}_l\|_p \right)^{\frac{1}{p}}.$$  

Note that the aforementioned embedding procedure can be generalized to an arbitrary number of reference sets. Figure 2 illustrates an overview of the empirical embedding framework with $K$ reference sets, where the embedding vectors with respect to all reference sets are concatenated to derive the final set embedding. Moreover, to reduce the number of trainable parameters across the $L$ different slices, one can use parameter sharing for a subset of the slice parameter sets $\{\theta_l\}_{l=1}^L$. In particular, if each slice is represented by the set of parameters of a neural network, such as a multi-layer perceptron (MLP), with $d$-dimensional inputs and scalar outputs, then the $L$ different neural networks corresponding to the $L$ slices may share their parameters in all layers except for the last layer. This is equivalent to combining all the slicers into an aggregate neural network with $d$-dimensional inputs and $L$-dimensional outputs.

Given the high-dimensional nature of the problems of interest in machine learning, one often requires a large number of random samples, $L$, to obtain a good approximation of the GSW distance. This is related to the projection complexity of the sliced distances (Deshpande et al., 2019). To avoid the poor scaling of Monte-Carlo approximation with respect to the number of slices, we devise a unique approach that ties GSW embedding to metric learning. First, we note that ideas like max-GSW (Kolouri et al., 2019a; Deshpande et al., 2019) or subspace-robust Wasserstein distance (Paty & Cuturi, 2019) would not be practical in this setting, where the slicing parameters, $\Theta_L$, are fixed for all probability measures and not chosen separately for each probability measure $\mu_i$. Next we propose a solution to this problem.

### 4.2. Optimal Slices for a Set of Distributions

Given samples from our training probability distributions, i.e., $\{Z_i\}_{i=1}^N$, and samples from a reference measure, $Z_0$, we seek an optimal set of $L$ slices $\Theta^*_L$ that could be learned from the data. The optimization on $\Theta^*_L$ ties the GSW framework to the field of metric learning, allowing us to find slices or, in other words, an embedding with a specific statistical characterization. In the following, we propose two different approaches to finding the optimal slices, which are both rooted in the core idea of contrastive learning,
commonly used as a self-supervisory signal. With a slight abuse of notation, for any given distribution \( Z_i \) and set of slices \( \Theta_L \), we denote the corresponding embedding of \( Z_i \) by \( \nu_i^{\Theta_L} \).

- **SimCLR.** In scenarios where there exists some a priori notion of similarity and dissimilarity between sets, we leverage the following contrastive loss (Chen et al., 2020) to find the optimal slices, where for each batch of \( B \) of \( |B| \) samples, the optimization problem can be written as

\[
\min_{\Theta_L \in \Omega_L^k} \frac{1}{2|B|} \sum_{i \in B} \left( \ell_i^{\Theta_L} + \ell_i^{\Theta_L} \right), 
\]

(12)

For each sample \( i \in B \), the two loss terms \( \ell_i^{\Theta_L} \) and \( \ell_i^{\Theta_L} \) in (12) are respectively defined as

\[
\ell_i^{\Theta_L} := -\log \frac{S(\nu_i^{\Theta_L}, \nu_j^{\Theta_L})}{\sum_{j \in B \setminus \{i\}} S(\nu_i^{\Theta_L}, \nu_j^{\Theta_L}) + \sum_{k \in B \setminus \{i\}} S(\nu_i^{\Theta_L}, \nu_k^{\Theta_L})},
\]

(13)

\[
\ell_i^{\Theta_L} := -\log \frac{S(\nu_i^{\Theta_L}, \nu_j^{\Theta_L})}{\sum_{j \in B \setminus \{i\}} S(\nu_i^{\Theta_L}, \nu_j^{\Theta_L}) + \sum_{k \in B \setminus \{i\}} S(\nu_i^{\Theta_L}, \nu_k^{\Theta_L})},
\]

(14)

where for a given temperature hyperparameter \( \tau \), we define

\[
S(x, y) := \exp(x^T y / \tau).
\]

(15)

In (13)-(14), for each sample \( i \in B \), \( \nu_i^{\Theta_L} \) denotes the embedding of some \( Z_i \) similar to \( Z_i \) (usually generated from \( Z_i \) via an augmentation procedure), while for any \( j \in B \setminus \{i\} \), both \( Z_j \) and \( \bar{Z}_j \) are assumed to be dissimilar to both \( Z_i \) and \( \bar{Z}_i \).

- **SimSiam.** We also examine a more recent self-supervised formulation by (Chen & He, 2020), in which only positive examples factor into the loss. Specifically, for a batch of samples denoted by \( B \), the optimal slices are found by solving the following optimization problem,

\[
\min_{\Theta_L \in \Omega_L^k} \frac{1}{2|B|} \sum_{i \in B} \left( D(\nu_i^{\Theta_L}, \nu_j^{\Theta_L}) + D(\nu_i^{\Theta_L}, \nu_k^{\Theta_L}) \right),
\]

(16)

where

\[
D(x, y) := ||x - \text{stopgrad}(y)||_p^p,
\]

(17)

and as before, \( \nu_i^{\Theta_L} \) represents the embedding of an augmentation of \( \nu_i^{\Theta_L} \). The operator \( \text{stopgrad}(\cdot) \) is included to prevent mode collapse in the latent space due to the lack of negative samples in this loss formulation.

5. Experiments

We evaluate the proposed GSWE algorithm against Set Transformer (Lee et al., 2019) and RepSet (Skianis et al., 2020) baseline methods, for both unsupervised (more precisely self-supervised) and supervised learning on various set-structured datasets. Implementation details of the experiments can be found in the Supplementary Material.

5.1. Unsupervised Learning

We first focus on unsupervised learning of set embeddings using the self-supervised approaches discussed in Section 4.2. We consider the following two datasets:

- **Set-Circles:** We generate a simple two-dimensional dataset called, Set-Circles (see Figure 3 (top left)). Each sample is a set with random number of elements generated on a random arc on a circle with additive noise. There are two classes, in the dataset which are identified by the radius of the circle the samples live on. The average norm of the set elements is an ideal feature for discriminating the classes.

- **Point Cloud MNIST:** We also consider the two-dimensional point cloud MNIST dataset (LeCun et al., 1998), where each sample consists of a set of points in the xy-plane converted from the pixels of a corresponding 0-9 digit image (see Figure 3 (bottom left)).

We perform self-supervised learning on these datasets using the two losses covered in Section 4.2, namely SimCLR and SimSiam. After training the networks, we perform nearest neighbor retrieval for the test sets and measure the label agreement between the input and the retrieved set. We emphasize that for the Set-Circles dataset, in order to avoid a trivial solution, all methods use a backbone that maps the set elements from \( \mathbb{R}^2 \) to \( \mathbb{R} \) (Otherwise the problem becomes trivial to solve).

Figure 3 shows the performance of GSWE as compared with the Set Transformer architecture (denoted by PMA, referring to the pooling with multi-head attention module) for different cardinalities of the reference set. As the figure shows, on both datasets and using both loss functions, our proposed approach either performs similarly to or outperforms the Set Transformer method for reference sets with greater than a single element. Note that for a single element in the reference set, our proposed GSWE method effectively reduces to global average pooling, while PMA can be viewed as weighted global average pooling. That explains the performance gain achieved by PMA for a reference set of size 1 with SimSiam loss on the Set-Circles dataset. However, as soon as an additional element is added to the reference set, GSWE performs significantly better than PMA. Note that given the same backbone, GSWE has
far fewer parameters than PMA, due to the absence of multi-head attention in the pooling module in GSWE, which helps explain the superiority of GSWE as compared to PMA in terms of nearest neighbor retrieval accuracy.

5.2. Supervised Learning

We also evaluate our proposed method on a set of four text categorization datasets, namely twitter, bbc-sport, classic, and amazon. (Skianis et al., 2020). In each dataset, each input sample is a document, viewed as a set of elements, where each element corresponds to a 300-dimensional word embedding of a term in the document, and the goal is to classify the documents based on the word embedding sets in a supervised manner. For these experiments, we report the 5-fold cross-validation accuracy using our proposed GSWE method, as compared to PMA, i.e., Set Transformer, and RepSet. Note that the number of reference sets in our approach and RepSet is analogous to the number of attention heads in PMA. Moreover, the number of the points/elements per reference set is analogous to the number of seeds in PMA. We perform a comparative study to demonstrate the performance of each method as a function of these parameters. More details on the experiments can be found in the Supplementary Material.

Figure 4 shows the 5-fold cross-validation accuracy achieved by GSWE and PMA for different numbers of elements in a single reference set. As RepSet is designed only for multiple reference/hidden sets, we omit its performance results from this figure. As the figure demonstrates, across all datasets, GSWE performs on par with PMA, while exhibiting superior peak accuracies as compared to PMA. Moreover, Figure 5 shows the performance of GSWE, PMA, and RepSet for different numbers of reference sets, where the cardinality of each reference set is fixed at 16 for twitter (due to smaller set cardinalities) and 64 for the remaining datasets. As the figure demonstrates, while both GSWE and PMA demonstrate a robust performance with respect to the number of reference sets, with GSWE again having the edge over PMA in terms of peak accuracy, RepSet critically depends on having a higher number of reference sets, and having few reference sets dramatically reduces its achievable accuracy, which is why we have omitted its performance results for the cases where it was far inferior.
than that of GSWE and PMA.

6. Conclusion

We introduced a novel method for learning representations from set-structured data via generalized sliced Wasserstein (GSW) distances. Our method treats the elements of each input set as samples from a distribution, and derives an embedding for the entire set based on the GSW distance between the representations of the set elements (derived through a permutation-equivariant backbone) and one or multiple reference set(s), whose elements are learned in an end-to-end fashion. We showed that our method derives an exact Euclidean embedding which is geometrically-interpretable for set-structured data. Moreover, we demonstrated, through experimental results, that our set embedding approach provides state-of-the-art performance on a variety of supervised and unsupervised set classification tasks, in part due to a reduced number of parameters as opposed to attention-based pooling methods.
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Appendices

A. Implementation Details

A.1. Unsupervised Experiments

For the set-circles dataset, we use a multi-layer perceptron (MLP) backbone with 2 hidden layers, each of size 64, rectified linear unit (ReLU) non-linearity, and output size of 1 (corresponding to a single slice, as adding more outputs makes the classification problem trivial). To create augmentations, we rotate the elements of each set by a certain angle, uniformly selected at random from the interval $[0, 2\pi)$. Training is conducted for 50 epochs, using a batch size of 32 and Adam optimizer with a learning rate of $10^{-4}$. The training process is repeated 100 times, each with a different random seed.

For the point cloud MNIST dataset, inspired by (Kosiorek et al., 2020), we use an attention-based backbone using the set attention block (SAB) module introduced in (Lee et al., 2019) for both the GSWE and PMA pooling methods, where consecutive layers share their parameters. In particular, the 2-dimensional input feature is first projected into a 256-dimensional space through a linear mapping. It then undergoes a 256-dimensional SAB layer with 4 attention heads 3 consecutive times, and the output is then projected to a 16-dimensional output using a final linear mapping. To create augmentations, we first project the $(x, y)$ coordinates of each element using Gaussian noise with zero mean and unit variance. Training is conducted for 25 epochs, using a batch size of 32 and Adam optimizer with a learning rate of $10^{-3}$. The training process is repeated 10 times, each with a different random seed.

For both datasets and both pooling mechanisms, we set the temperature hyperparameter for the contrastive loss to $\tau = 0.1$. Moreover, once training is completed, we freeze the set embeddings, evaluate the 1-nearest neighbor (1-NN) accuracy of the test samples (using neighbors from the training samples), and report the mean and standard deviation of the resulting accuracies across the runs with different random seeds.

A.2. Supervised Experiments

For all datasets, we consider an attention-based backbone using the set attention block (SAB) module (Lee et al., 2019) for the GSWE and PMA pooling methods. In particular, we use a backbone with two 128-dimensional hidden layers and one 16-dimensional output layer. The hidden layers use 4 attention heads, while the last layer uses a single attention head. After the pooling modules, we use a classifier with a single 128-dimensional hidden layer and rectified linear unit (ReLU) non-linearity. For evaluating the RepSet baseline,
we use the same end-to-end architecture as in (Skianis et al., 2020), including the classifier and the network-flow-based backbone. All algorithms are trained for 50 epochs, using a batch size of 64 and Adam optimizer with a learning rate of $10^{-3}$, and the 5-fold cross-validation accuracy is reported.

### B. Dataset Statistics

Table 1 shows the statistics of the two point cloud datasets and four text categorization datasets that we used for the unsupervised and supervised experiments, respectively.

### C. Proof of C1 and C2

First we show that the reference is mapped to the origin, $\hat{\nu}^\theta_0 = 0$.

$$\hat{\nu}^\theta_0 = F_{\nu}^{-1} \circ \nu^\theta_0 - id$$

$$= id - id = 0,$$

where we used definition (8), and Equation (7). Now we prove C2.

$$\|\hat{\nu}^\theta_i - \hat{\nu}^\theta_j\|_{\nu_i^\theta, p} = \|f_i^\theta - f_j^\theta\|_{\nu_i^\theta, p}$$

$$= \left( \int_\mathbb{R} |f_i^\theta(t) - f_j^\theta(t)|^p d\nu_0^\theta(t) \right)^{\frac{1}{p}}$$

$$= \left( \int_\mathbb{R} |F_{\nu_i^\theta}^{-1}(F_{\nu_i^\theta}(t)) - F_{\nu_j^\theta}^{-1}(F_{\nu_j^\theta}(t))|^p d\nu_0^\theta(t) \right)^{\frac{1}{p}}$$

$$= \left( \int_\mathbb{R} |F_{\nu_i^\theta}^{-1}(u) - F_{\nu_j^\theta}^{-1}(u)|^p du \right)^{\frac{1}{p}}$$

$$= W_p(\nu_i^\theta, \nu_j^\theta).$$

Finally, given C2 and the fact that $\hat{\nu}^\theta_0 = 0$, we obtain C1:

$$\|\hat{\nu}^\theta_i\|_{\nu_i^\theta, p} = \|\hat{\nu}^\theta_i - \hat{\nu}^\theta_0\|_{\nu_i^\theta, p} = W_p(\nu_i^\theta, \nu_0^\theta).$$

| Experiment type | Dataset       | Number of training sets | Mean training set size | Number of features per element | Number of classes |
|-----------------|---------------|-------------------------|------------------------|-------------------------------|------------------|
| Unsupervised    | Set-Circles   | 400                     | 14.6                   | 2                             | 2                |
|                 | Point Cloud MNIST | 60,000                 | 149.9                  | 2                             | 10               |
|                 | twitter       | 2,176                   | 9.9                    | 300                           | 3                |
|                 | bbcssport     | 517                     | 117.4                  | 300                           | 5                |
|                 | classic       | 4,965                   | 38.6                   | 300                           | 4                |
| Supervised      | amazon        | 5,600                   | 45.0                   | 300                           | 4                |

Table 1. Statistics of the datasets used in the unsupervised and supervised experiments.