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Abstract

The evolution of cooperation among unrelated individuals in human and animal societies remains a challenging issue across disciplines. It is an important subject also in the evolutionary game theory to research how cooperation arises. The subject has been extensively studied especially in Prisoners’ dilemma game (PD) and the emergence of cooperation is important subject also in public goods game (PGG). In this article, we consider evolutionary PGG on complex networks where the topology of the networks varies under the influence of game dynamics. Then we study what effects on the evolution of player’s strategies, defection and cooperation and the average payoff does the interaction between the game dynamics and the network topology bring. By investigating them by making computer simulations, we intend to clear in what situations cooperation strategy is promoted or preserved. We also intend to investigate the influence of the interaction on the average payoff over all players. Furthermore how initial networks are transformed to final networks by the evolution through the influences of PGG dynamics is investigated.

1 Introduction

The evolution of cooperation among unrelated individuals in human and animal societies remains a challenging issue across disciplines. Since the 1990s, it has been an important subject also in the evolutionary game theory [1] to research how cooperation arises. The subject has been extensively studied during the past thirty years, especially in Prisoners’ dilemma game (PD) and its various modified versions [2]. A rational player chooses Nash equilibrium strategy, defection, in the original version of the one-off PD with two strategies by two players [3]. So by what mechanism cooperation, that is Pareto Optimum, is realized, it is a question. In the iterated games of PD, a tendency to choose the Nash equilibrium strategy is relieved under some conditions [4]. There are many circumstantial evidences that the cooperation is promoted within groups in the evolutionary PD on lattice, which is a sort of spacial games [2], [5]. Similar studies for evolutionary games on complex networks [6], which are considered as metaphors for various relations in the real world, in addition to regular networks such as lattice, have been investigated [7], [8], [9]. Moreover it is begun to pay its attention to the relations between the evolution of cooperation and the network structure in social dilemma games [10] [11]. The researches on how does game dynamics on networks influence the network topology, has been developed [12], [13]. The PD on growing networks [14], [15], time-varying networks and other networks [16] for promoting cooperation have been studied. Recently it is pointed that the evolution of strategies may not satisfyingly promote cooperative behavior in the evolutionary games. It has been recognized that the effect of spatial structure and heterogeneity in addition to the evolution of strategies is important for cooperation [17], [18], [19]. In the coevolution in the evolutionary games another property besides the evolution of strategies may simultaneously be subject to evolutions in general. See an excellent review by [20] for researches about such coevolution. Furthermore it has been pointed out that the combination of network structure and other factors such as memory promotes cooperation behavior [21], [22]. However, its assertion are not yet conclusive and sufficiently general, because the analysis of interactions between network topology and game dynamics is rather intricated [23].

On the other hand, the Public Goods Game (PGG) [2], [21], [23] that can be interpreted as n-persons PD has been considered. Studies for cooperation as have been made in PD game have already begun also in PGG [26]. Especially PGG on complex networks with topology change has been
studied\cite{27,28,30,29,31,32}. First PGG using the normalized enhancement factor $\delta$ on random networks $\cite{33}$ has been studied \cite{27}. A focal player compares his/her payoff with the payoff of a player chosen randomly among neighbors and change the strategy based on Fermi rule where either a player experience strategy dynamics with a probability $w$ or network dynamics is undergone with a probability $1-w$. In \cite{28}, PGG on Barabasi-Albert network $\cite{34}$ has been studied. There the network is fixed but a focal player plays PGG with $g$ players, which is a fixed number, among neighbors of a focal player. In the model, comparing the focal player’s payoff with the payoff of a player chosen randomly among neighbors, his/her strategy is also changed and, the change of the network structure is based on ”reputation” of players $\cite{28}$. PGG on lattice has been studied in $\cite{30}$. In their model, players break the adverse social ties bringing the worst productivity, whereas remain ties with others. After breaking the ties, the player will search for a more beneficial interaction with another partner among the neighbors of neighbors. There a measure of individual’s inertia to react to their rational selections both at strategy and topological levels is introduced. The strategy and the local network structure of a site are updated with probabilities $\omega$ and $1-\omega$, respectively. Different $\omega$ values separate those so that the two time scales is implemented by asynchronous updating $\omega$. The model in \cite{29} has explored PGG on Newman-Watts small world network $\cite{33}$. A characteristic property of their model is that the change of network topology is undergone based on ”aspiration level”, whereas the strategy is undergone based on Fermi rule. The model proposed by $\cite{31}$ introduce ”aspiration” for strategy change and the change of network topology where an unsatisfied player with negative satisfaction defined by using the aspiration breaks an edge to random neighbor, changes strategy or add an edge to a random player. The model is only based on the player’s personal information but doesn’t need to know any information of the neighbors of the player. All of the works assert that cooperation can be promoted or maintained within the framework of their models. A fine review including rich references is described in $\cite{37}$.

In this article, we consider evolutionary PGG on diverse complex networks where the topology of the networks varies under the influence of game dynamics. There the strategy change and the change of network topology are so simple in the sense that our models are stochastic ones but do not introduce any outside factors such as the aspiration (level), Fermi rule and reputation. We introduce some strategy models that are considered to reflect and simplify people’s features in the real world. The models sometimes include a part of futures of above-mentioned models $\cite{27,28,30,29,31,32}$. We will study in a lump including a part of them in this article. The some models reflect game dynamics whereas others do not. Though diverse complex networks are investigated as initial networks, we mainly study how does the interaction between the game dynamics and the network topology influence the evolution of player’s strategies, defection and cooperation, and the average payoff over all players. Investigating them by making computer simulations, we intend to clarify in what situations cooperation is promoted or preserved. We also intend to investigate the influence of the interaction on the average payoff over all players. Furthermore we investigate how initial networks are transformed to final networks by the network evolution through the influences of PGG dynamics.

The structure of this article is as follows. In the section 2, we explain the original PGG and the PGG on a network. After that we introduce PGG on complex network as our models. There we introduce evolutionary models with diverse tactics including network evolution. The some models reflect game dynamics whereas others do not. Then the comparison of both type models would uncover the influences of game dynamics on cooperation or affluence. Even more some models change the network topology every game round where the network evolves, whereas others do not. The comparison of both type models would uncover the influences of topology change of the network on cooperation or affluence. We present the results of simulations of the proposed models in the section 3. After performing extensive computer simulations, we select and present only the most conclusive results in this article. In the last section, we briefly summarize our main findings.

## 2 PGG on Network and Models

### 2.1 PGG

PGG is a game with two strategies that puts into a public pot (C-strategy, cooperators) or not(D-strategy, defectors) for public benefit. Players secretly choose how many of their private tokens to put into the public pot. The tokens in this pot are multiplied by a factor $r$ (synergy factor), where $r$ is normally greater than one and less than the number of players $n$, and this public good payoff is evenly divided among all players. So the tokens are kept even in players who do not contribute. The
The group’s total payoff is maximized when everyone contributes all of their tokens to the public pool. The Nash equilibrium in this game, however, is not to contribute by all. Those who contribute below average or nothing are called “free riders” [25].

In this article, we assume that tokens to put into a public pot are a constant \( M > 0 \). So cooperators gain the following payoff \( P_c \):

\[
P_c = \frac{rmM}{n} - M = M\left(\frac{rm}{n} - 1\right)
\]

(1)

where \( m \) is the number of cooperators. The payoff \( P_d \) gained by defectors who contribute nothing is

\[
P_d = M\frac{rm}{n}.
\]

(2)

So rational players always choose D-strategy because \( P_c < P_d \). However, all players gain more profit at large \( m \) than small \( m \) in general. The larger the number of cooperators becomes, the larger payoffs gained by players become. That is a dilemma. This dilemma is analogous to Prisoners’ dilemma where the Paret optimal is not Nash equilibrium. For simplicity, we set \( M = 1 \) in this article.

### 2.2 PGG on Networks

We extend the original PGG to PGG on networks in this subsection [38]. For example, let’s consider a network given in Fig.1, where players exist on nodes. Nodes connected with a node by edges represent opponents who the player on the node plays PGG. Players mutually connected by edges mean that there are some personal relations among them. In Fig.1, player A plays PGG with players B, C, D and E. This PGG is called A-chair game, which is played by 5 players. On the other hand, player D plays PGG with 2 players, A and E. So in Fig.1 player A have to play 5 games, that are B, C, D and E-chair games in addition to A-chair game. The total payoff of player A is the sum of the 5 games. In general, every player \( i \) plays \( k_i + 1 \) PGGs, where \( k_i \) is the degree of node \( i \).

### 2.3 Strategy Models

We propose some models for strategy evolution. They can be broadly classified into the following two types. One is that a player playing many PGGs generally employs different strategies for each game, which are represented by a strategy vector and called A-Model. Another is that a player playing many PGGs employs the same strategy for each game, which is called B-Model.

#### A-Model

Every player \( i \) plays \( k_i + 1 \) games with different strategies. So every player has a strategy vector \( S^A_i \):

\[
S^A_i = (s^A_{i1}, s^A_{i2}, s^A_{i3}, \cdots, s^A_{in}),
\]

(3)

where \( s^A_{ij} \in \{0, 1\} \). \( s^A_{ij} = 1 \) when the player does put a token into a public pot and \( s^A_{ij} = 0 \) when the player doesn’t. The dimension of the vector \( S^A_i \) is fixed to the number of players, \( n \), so that we keep the dimension of the strategy vectors for all players at constant value. We have to prepare the strategies even for unconnected players because the opponents for a player may change moment by moment due to topology change of the network. The strategy vectors for all players are integrated into a matrix; \( n \times n \) Strategy Matrix; \( S^A \).

#### B-Model

Every player \( i \) plays \( k_i + 1 \) games with the same strategies, C or D. So a player chooses a fixed strategy but strategies for all players are integrated into a vector \( S^B_i \):

\[
S^B_i = (s^B_{i1}, s^B_{i2}, s^B_{i3}, \cdots, s^B_{in}),
\]

(4)

where \( s^B_{ij} \in \{0, 1\} \). \( s^B_{ij} = 1 \) when the player does put a token into a public pot and \( s^B_{ij} = 0 \) when the player doesn’t.

Initially we take \( s^A_{ij} = 1 \) or \( s^B_{ij} = 1 \) with the probability \( c \) that is a model parameter and \( s^A_{ij} = 0 \) or \( s^B_{ij} = 0 \) with the probability \( 1 - c \). Some updating models for strategies are obtained for A-model and B-model, respectively. We introduce two models for tactics to explore the effects of the game dynamics for A-Model.

A-1 Model is the model that a player \( i \) imitates the strategy vector of the player who accepted the largest payoff among players connected with the player \( i \) in the next round. Thus the strategies of players are affected by the game dynamics. They are greedy persons.
A-2 Model is the model that a player $i$ increases the ratio of $C$($D$) by $t$ in his/her strategy vector, when the total number of $C$($D$) strategy in $i$-th component of the strategy vectors of the players connected with the player $i$ is bigger than the one of $D$($C$), in the next round. Thus the strategies of players are not affected by the game dynamics. They are opportunism.

Similarly to A-Model, three models for tactics are introduced in B-Model.

B-1 Model is the model that a player $i$ imitates the strategy of the player that accepted the largest payoff among players connected with the player $i$ in the next round. Thus the strategies of players are affected by the game dynamics like A-1 Model. They are also greedy persons.

B-2 Model is the model that a player $i$ chooses the strategy of the majority side among the players connected with the player $i$, in the next round. Thus the strategies of players are not affected by the game dynamics like A-2 Model. They are also opportunism.

B-3 Model is the model that a player flips his/her strategy from $C$($D$) to $D$($C$) in the next round, when the payoff acquired by the player becomes negative. They are persons who hate to admit defeat.

We do not consider any model corresponding to B-3 Model in A-Model, because we think that a person would not drastically change his(her) strategy such as flipping all the components of a strategy vector in a practical manner. Such thought has already seen in A-2 Model where the change of the ratio of $C$ or $D$ strategy in a strategy vector is controlled by a not so large parameter $t$.

### 2.4 Topology Change Models

We propose two models for topological evolutions of a network.

**α-Model**

A player $i$ cuts the edge with one of players with $D$ strategy, who are harmful to the player $i$ or reduce the payoff of the player $i$, with the probability $p$. The player $i$ sets up a new edge to an unconnected player $j$ chosen randomly with the probability $q$.

**β-Model**

A player $i$ cuts an edge with one of players with $D$ strategy, which are harmful to the player $i$ or reduce the payoff of the player $i$, with the probability $p$. The player $i$ sets up a new edge to an unconnected player $j$ who are not directly connected but connected in two hops with the player $i$ with the probability $q$.

We make simulations of these models on the following typical three networks as initial networks to explore the transition of the average payoff and the number of cooperators, and topological transition, especially the degree distributions for all models.

1. Random Networks(ER, Erdos-Reny model\[33\]),
2. Scale Free networks (SF, Barabashi-Albata model\[34\]) with scaling exponent=3,
3. Small World networks(WS, Wattz-Strogatz models\[^{[35]}\] with rewriting ratio \(w = 0.1 \sim 0.01\), where \(w=0.01 \sim 0.1\) is the parameter area that shows obvious small world properties.

We should study the cases with \(p = q = 0\) and \(p = q \neq 0\) to explore the influence of topology change on the average payoffs and the number of cooperators. At \(p = q\), the total number of edges is kept nearly constant. The different two cases reveal the effects of topology change.

3 Simulation Results

In simulations, we fix \(M = 1, t = 0.1\), and take \(N = 200\). \(k\) is taken between 4 and 16. \(k = 4 \sim 6\) is representatives of low degrees and \(k = 16\) is a representative of high degrees for \(N = 200\). \(r\) is taken between 0.5 and 8.0. Though \(r = 0.5\) seems to be trivial since it is expected that all D-strategy is realize, simulations do not always show such results. In this section, varying \(p, q, r, k\) and \(c\), we investigate the ratio of D-strategy, the average payoff and the future of the constructed network topology after topology change, especially degree distributions. \(c\) has only an influence on the final converged value of D-ratio but does not have any influences on the whole behaviors of the time change of the D-ratio. When \(0 < \{p, q\} < 1\), the results are the same as those of \(p = q = 1\), but only the convergence becomes slow. The number of repetition is appropriately chosen in the same parameters by observing how the results converge.

In view of such properties, we show mainly the characteristic results of \(\alpha\)-model in this article.

3.1 A models

A-1model: Fig.2 and Fig.3 show the ratio of D-strategy with and without topology change in A-1 model in WS network with \(w = 0.1\) and \(k = 4\). This essential behaviors are same as those of the other initial networks. C-strategy is promoted still more in the case with network evolution, especially large \(r\). The D-strategy is particularly promoted at \(r = 1\), which is a boundary synagy whether total token is amplified or not. When network topology does not change, D-strategy is almost dominant. In concert with these observations, we see that the average payoff is larger in the case with network evolution at small degree in Fig.4 and Fig.5. When \(r\) is large, the average payoff becomes large through all models.

A-2model: Fig.6 and Fig.7 clearly show that the ratio of C-strategy rather increases in the case with network evolution. Really C-strategy occupies 50 percent or more of the whole for all \(r\). Then the average payoff is also larger in low degrees as shown in Fig.8 and Fig.9. This fact is reflected in the fact that public goods become larger when free riders are rarely found.

3.2 B models

B-1model: All players choose the D-strategy at networks with a high degree, except at large \(r\), regardless of with and without topology change as seen in Fig.10 and Fig. 11. It is natural that the ratio of C-strategy at large \(r\) increases more than that at small \(r\), relatively, since the relative difference of the payoffs between players with D-strategy and ones with C-strategy narrows at large \(r\). Then C-strategy proves more advantageous than D-strategy. It is found from Fig.10 and Fig.11 that such tendency is more remarkable in the case with topology change.

From Fig.12 and Fig.13, we observe that the strategy of all players becomes C-strategy or D-strategy in most cases at small degree, but dependently on \(r\) to some extent. Though it is thought that D-strategy useseusally conquers C-strategy, the following phenomena can occur so that C-strategy makes a conquest of the network. There are first cases that some small size groups with all C-strategy that get comparatively high payoff accidentally occur and are steadied. When the some players of the group connected with a few players with D-strategy, there is the possibility that the palayer with C-strategy is the most well-off, especially at large \(r\). Then C-strategy is able to make a conquest of D-strategy. Secondly in the case where a network is covered almost by players with D-strategy, the payoffs of the players are almost zero. When there is one player with C-strategy, payoffs of the player and players connected the player are not zero and positive at large \(r\). When there are two such groups and a player with C-strategy in a first group connects to another player with C-strategy in the second group, the two players with C-strategy may get larger payoffs than players with D-strategy in the groups. So the number of players with C-strategy increase, and after all players on the network may become full of C-strategy. Since the players with D-strategy are often cut, players with C-strategy have relatively large degree. Thus the players with C-strategy trend to gain profit and so easy to
spread at large \( r \). Such situation reinforces the above-mentioned two phenomena. The average payoff, of course, becomes larger when C-strategy is numerically superior to D-strategy, which is observed also from Fig.14 and Fig. 15 where the average payoff necessarily becomes zero when all players choose D-strategy. Such the situations are almost the same, regardless of with and without topology change.

**B-2model:** Roughly D-strategy is dominant in many cases. It, however, is difficult to show the definite and typical results, since the results of simulations strongly depend on the initial network and the initial distribution of players with C-strategy and D-strategy so that they are rather unstable.

**B-3model:** C-strategy is more promoted only in the cases which topology change does not occur. Though D-strategy has a majority in the model with topology change for all \( r \) as seen in Fig.16, C-strategy gets a majority for some \( r \) in the cases without topology change in Fig.17. This behavior is contrary to A-models. We can not, however, observe the essential differences in both models for the average payoffs as seen in Fig.18 and Fig.19.
Figure 8: The D ratio in A2-model (SFnet $k = 6$) with topology change

Figure 9: The D ratio in A2-model (SFnet $k = 6$) without topology change

Figure 10: The D ratio in B1-model (ERnet $k = 16$) with topology change

Figure 11: The D ratio in B1-model (ERnet $k = 16$) without topology change

Figure 12: The D ratio in B1-model (WSnet, $w = 0.1$, $k = 4$) with topology change

Figure 13: The D ratio in B1-model (WSnet, $w = 0.1$, $k = 4$) without topology change

Figure 14: The average payoff in B1-model (ERnet, $k = 4$) with topology change

Figure 15: The average payoff in B1-model (ERnet, $k = 4$) without topology change
3.3 Degree Distribution

In $\alpha$ models, degree distributions come close to the Poisson distribution as random networks, regardless of $r$, for all initial networks. An example of these facts is shown in Fig. 20 where the point graph shows the Poisson distribution. The nodes with zero degree, however, increase in cases with the low average degree as shown in Fig. 21, where nodes with D-strategy are almost isolated.

Since the average payoff and D-ratio in $\beta$-models were almost the same as in $\alpha$-models, we omit the details of them. But there are apparent differences in the degree distributions in the both models. These are shown in Fig. 22 and Fig. 23. The degree distributions at small $k$ basically become line graphs shown in Fig. 22 in A-models and also B1-model where players with D-strategy who account for a large portion are almost isolated and have zero degree. On the other hand, at large $k$ many players with D-strategy are often isolated but the degree distribution has a small peak at the original average degree in B2-model and also B3-model. Such the situations are not the characteristic of

Figure 20: The degree distribution in B1-model (SFnet, $k = 4$) with topology change

Figure 21: The degree distribution in B1-model (ERnet, $k = 4$) without topology change

Figure 22: The degree distribution in A-model (SFnet, $k = 4$) with topology change

Figure 23: The degree distribution in A-model (ERnet, $k = 4$) without topology change
WS-net. These characteristics do not depend on initial networks. In $\beta$-model, when a player does not have the neighbor of his/her neighbor, the total number of edges decreases. Especially it is easy to fall into such situation for players with D-strategy, who are often broken with other players.

The structures of final networks after network evolution depend heavily on how to attach new edges to nodes but not to cut edges from these facts.

### 3.4 Effects of dynamics and Topology change

The models subjected to the influence of game dynamics are A1, B1 and B3 models. On the other hand A2 and B2 models are not subjected to the influence of such game dynamics. Though both A1 model and A-2 model maintain C-strategy by a certain ratio in the both cases with topology change ($p = q = 1$) and without topology change($p = q = 0$), D-strategy is dominant in the cases without topology change. C-strategy is notably dominant in A2-model and A1-model at large $r$ with topology change. The average payoffs of cases with topology change is larger than ones without topology change. It is considered that there are detectable effects of topology change on the A-models with strategy vectors in the average payoff and D-ratio from such observations.

We observe different effects as for topology change in B3-model from other models. Though D-strategy is dominant on the whole in the cases with topology change, C-strategy mostly gains a majority in the many cases at large $r$ without topology change. In B1-model, C-strategy is dominant at large $r$ and small $k$ but D-strategy is dominant at small $r$. In such a way, a kind of phase transition like phenomenon emerges by changing $r$. There is, however, not the marked influence of topology change on the average payoff. As result, there is not the great influence of topology change in B1-model. In B2-model that does not reflect game dynamics, D-strategy is almost dominant regardless of whether there has been topology change or not.

Accordingly, the topology change has a great influence on D-ratio and the average payoff in A-models using strategy vectors. In B-models, however, it has only a slight influence on the average payoff. The influence on the ratio of C-strategy is model dependent.

Next we consider the influences of the game dynamics. There are no crucial differences between A1-model and A2-model in D-ratio and the average payoff, regardless of whether there are topology change or not. The qualitative differences between B2-model and B3-model are not observed in the cases with topology change. A kind of the phase transition like phenomenon is observed in B1-model at small $k$ by changing $r$. The cases without topology change are as follows. C-strategy is dominant in many cases of B3-model for large $r$ but D-strategy is mostly dominant in B2-model, especially at small $k$. The tendency that the game dynamics promotes C-strategy in the case without topology change is strong. Thus there are some differences in results between the models reflecting the game dynamics and not reflecting it. Based on the above observations, in many cases there are no crucial differences between the models reflecting the game dynamics and not reflecting it, but there is only a big difference among B-models that employ the fixed strategy in the cases without topology change.
3.5 Summaries of Simulations

On the whole the differences of the initial networks have not influenced on the essential results. The final network structures are almost the same especially for all \( \alpha \)-models, and the degree distribution is mostly Poisson distribution, because it is thought that the way that cut and paste edges for every model is common. The average degree of an initial network, however, influences on the degree distribution. Thus we think that the crucial difference by the game dynamics in the final networks has not arisen.

There are hardly any differences in the ratio of the players with C-strategy and the average payoff between \( \alpha \)-model and \( \beta \)-model. A big difference between the both models arises in the final network structure. This shows that a final network structure mainly depends on the way to paste edges between nodes or players.

When the average degree of a network is small, that is, there are only few participants of the game, C-strategy is more promoted. This shows that the effect that cuts edges to unprofitable players is larger at small \( k \). Since the players whose edges are cut is easily isolated at small \( k \), they can not frequently get any payoff from PGG. The fact that the isolated players increase at small \( k \) is supported also from degree distributions.

The models that preserve or promote C-strategy are B3 model without topology change and B1-model with small \( k \) and large \( r \) among B-models with fixed strategies in \( \alpha \) model. On the other hand, A1-model and A-2 model and B1-model with large \( r \) and small \( k \) preserve or promote C-strategy among the models with topology change. Then A2-model using strategy vectors does expressly promote C-strategy. Thus the models using strategy vector tend rather to promote C-strategy, when the topology of networks changes.

4 Summary

In this research, we studied the ratio of players with D-strategy, the average payoff of all players and the final degree distributions by simulating evolutionary PGG, where players have various types of tactics, on complex networks. The diverse tactics are considered to model the actions that usual persons would take. We investigated whether the interaction between the game dynamics and topology change, or a combined effect thereof promotes cooperation and make people (players) wealthy or not. As a result, it is shown that D-strategy is dominant in many cases, dependently on \( r \). C-strategy, however, rather tends to comparatively flourish when \( k \) is small than when large \( k \). It, however, is almost impossible that the interaction or the combined effect of the network evolution and PGG dynamics promote cooperation. A few exceptions that the combined effect somewhat preserves C-strategy are only A1-model and B1-model with small \( k \) and large \( r \). Especially A2-model remarkably promotes C-strategy but it is independent of the game dynamics. Thus the increment of C-strategy is not due to the interaction or the combined effect but only due to topological evolution. In contrast, D-strategy is obviously dominant in the models without topology change and PGG dynamics. Other factor such as punishment for promoting so much C-strategy may be needed [39],[40).

It is shown that the degree distribution of initial networks except random networks varies considerably to approach Poisson-like distribution in \( \alpha \)-model. We found that the degree distribution of finally constructed networks depends chiefly on the new connection rule of edges among topology change by comparing \( \alpha \)-model and \( \beta \)-model.

Diverse people coexist in the real world. We should make more realistic models, where players can employ diverse tactics simultaneously, A1, A2, B1 \( \cdots \) and so on, to reflect such the situation. The results in this article are preliminary ones, where some models with tactics probable in the world are considered in a piecewise manner. Deeper considerations with more general modeling are therefore indicated in subsequent studies.

References

[1] J. Maynard Smith, *Evolution and the Theory of Games*, Cambridge Univ. Press, Cambridge, U.K. 1982
[2] M. A. Nowak, *Evolutionary Dynamics*, Harvard Univ. Press, Cambridge, MA, 2006
[3] Jorgen W. Weibull, ”Evolutionary Game Theory”, MIT1995
[4] R. Axelrod, *The evolution of Cooperation*, Basic Books, New York, 1984; J. H. Miller, *The evolution of automata in the repeated prisoner’s dilemma*, Jour. Economic Behavior & Organization, 29(1), 87-112, 1996

[5] M. A. Nowak and M. May, *Nature* 359, pp. 826, 1992; ibid, *Int. J. Bifurc. Chaos* 3, 35, 1993; B. Kerr, M. A. Riley, M. W. Feldman and B. J. Bohannan, *Local dispersal promotes biodiversity in a real-life game of rock-paper-scissors*, *Nature*, 418, 6894, pp. 171-174, 2002

[6] M. Newman, *Networks: An Introduction*, 2010.

[7] G. Szabo and G. Fath, *Phys. Rep.* 446, 97, 2007

[8] S. N. Dorogovtsev, A. V. Goltsev and J. F. F. Mendes, *Critical phenomena in complex network*, Rev. of Mod. Phys. 80, 2008

[9] F. C. Santos and J. M. Pacheco, "Scale-free networks provide a unifying framework for the emergence of cooperation", Phys. Rev. Lett. 95, 098104, 2005

[10] A. Szolnoki, M. Perc, "Resolving social dilemmas on evolving random networks", EPL86, 30007, 2009

[11] P. Holme and G. Ghostral, "Dynamics of networking agents competing for high centrality and low degree", Phys. Rev. Lett. 96, 098701, 2006

[12] F. Fu, T. Wu and L. Wang, *Partner switching stabilizes cooperation in coevolutionary prisoner's dilemma*, Phys. Rev. E79(3), 036101, 2009; H-W. Lee, N. Malik and P. J. Mucha, *Evolutionary prisoner's dilemma games coevolving on adaptive networks*, [arXiv:1702.05119] 2017

[13] T. Gross and B. Blasius, "Adaptive coevolutionary networks: a review", J. R. Soc. Interface 5, pp. 259-271, 2008

[14] J. Poncela, J. Gomez-Gardenes, A. Traulsen and Y. Moreno, "Evolutionary game dynamics in a growing structured population", New Jour. of Phys. 11, 08031-44, 2009

[15] J. Poncela, J. Gomez-Gardenes, L. M. Floria, A. Sanchez, Y. Moreno, "Complex Cooperative Networks from evolutionary Preferential Attachment", PLoS ONE 3(6):e2449. https://doi.org/10.1371/journal.pone.0002449, 2008

[16] A. Cardillo, G. Petri, V. Nicosia, R. Sinatra, J. Gomez-Gardenes and V. Latora, "Evolutionary dynamics of time-resolved social interactions", Phys. Rev. E, 90, 05285, 2014

[17] A. Szolnoki, M. Perc and Z. Danku, "Making new connections towards cooperation in the prisoner's dilemma game", EPL 84, 50007, 2008

[18] M. Perc, "Evolution of cooperation on scale-free networks subject to error and attack", New J. Phys. 11, 033027, 2009

[19] A. Szolnoki, M. Perc, "Emergence of multilevel selection in the prisoner's dilemma game on coevolving random networks", New J. Phys. 11, 093033, 2009

[20] M. Perc and A. Szolnoki, "Coevolutionary games-A mini review", BioSystems 99, 109-125, 2010

[21] T. Hadzibegovic, D. Stauffer and X. P. Han, "Randomness in the evolution of cooperation", Behav. Process. 113, pp. 86-93, 2012

[22] T. Hadzibegovic, D. Stauffer and X. P. Han, "Interplay between cooperation enhancing mechanisms in evolutionary games with tag-mediated interactions", Physica A 496, pp. 676-690, 2018

[23] N. Toyota, *Dynamical networks based on game theory*, a study meeting for network ecology, the second summer school, 2006; N. Toyota, *Dynamics and Topology on Network*, a study meeting for system engineering (in Japanese), complex networks and system engineering, 2006

[24] R. Marc. Isaac, K. P. McCue and C. R. Plott, *Public goods provision in an experimental environment*. J. Pub. Econ. 26, 51774 (1985); C. Hauert, "Public Goods Games". University of Vienna, 2005

[25] C. Hauert, "Public Goods Games". University of Vienna, 2005

[26] F. Battiston and M. Perc and V. Latora, *Determinants of public cooperation in multiplex networks*, [arXiv:1704.0454]

[27] T. Wu, F. Fu and L. Wang, "Individual's explosion to nasty environment promotes cooperation in public good games", EPL 88, 2009

11
[28] T. Wu, F. Fu and L. Wang, "Partner selections in public goods games with constant group size", Phys. Rev. E. 80, 026121, 2009
[29] C. Zhang, J. Zhung, G. Xie and L. Wang, "Coevolving agent strategies and network topology for the public goods games", Eur. Phys. J. B 80, PP.217-222, 2011
[30] H-F Zhang, R-R Liu, Z. Wang and H-X Yang, "Aspiration-induced reconnection in spatial public-goods game", EPL 94, 18006, 2011
[31] A. M. Shapiro and E. Pichler, "Public Goods Games on Adaptive Coevolutionary Networks", Interdisciplinary Jour. of Nonlin. Sci., 27 (7): 073107, 2017
[32] Luo-Luo Jiang, M. Perc and Wen-Xu Wang, "Impact of link deletions on public cooperation in scale-free networks", EPL 93, 40001, 2011
[33] P. Erdos, A. Renyi, gOn random graphs I, Publicationes Mathematicae Debrecen 6: 290-297 (1959).
[34] A.L. Barabasi, R. Albert, gEmergence of Scaling in Random Networks, Science, Vol.286 509-512, 1999.
[35] D.J. Watts, S.H. Strogatz, gCollective dynamics of small-world networks, Nature, Vol.393 440-442, 1998
[36] M.E. Newman and D. J. Watts, "Scaling and percolation in the small-world network model", Phys. Rev. E, 60, 7332, 1999
[37] M. Perc, J. Gomez-Gardenes, A. Szolnoki, LM. Floria and Y. Moreno, "Evolutionary dynamics of group interactions on structured populations: A review", J. R. Soc. Interface 10, 20120997, 2013
[38] F.C. Santos, M. D. Santos and J.M. Pacheco, "Social diversity promotes the emergence of cooperation in public goods games", Nature 454, 213-216, 2008
[39] J. Andreoni, W.T. Harbaugh, L. Vesterlund, "The Carrot or the Stick: Rewards, Punishments, and Cooperation", The American Economic Review. 93 (3): pp.893-902. 2003
[40] M. Perc and A. Szolnoki, "Self-organization of punishment in structured populations", New. J. Phys. 14, 043013, 2012