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Abstract: We consider the Activated Random Walk model on $\mathbb{Z}$. In this model, each particle performs a continuous-time simple symmetric random walk, and falls asleep at rate $\lambda$. A sleeping particle does not move but it is reactivated in the presence of another particle. We show that for any sleep rate $\lambda < \infty$ if the density $\zeta$ is close enough to 1 then the system stays active.

1. Introduction

Activated Random Walk (ARW) is a reaction–diffusion type of particle system that has been intensively studied in recent years. The ARW model belongs to a wider class of Abelian networks that are believed to exhibit self organized criticality. Finite versions of these Abelian networks are Markov chains that have a density parameter that can vary over time. The prediction of self organized criticality says that the density in the Markov chain is naturally attracted to the critical density.

For many Abelian networks there are multiple ways to define a critical density. (For example, by using finite or infinite systems and by varying the starting configuration.) For ARW all of these different definitions appear to produce the same critical value. Such a system is said to exhibit universality. Within the realm of Abelian networks, ARW has generated particular interest as it believed to both exhibit universality and to have a non-trivial critical state. There has been some recent progress towards establishing universality for ARW [15].

So far much of the work on ARW has been dedicated to proving non-trivial bounds on the critical density [3,14,19]. ARW on a graph can be parameterized by two parameters, a sleep rate $\lambda$ and initial density $\zeta$. For every sleep rate $\lambda$ and initial density $\zeta$ the system either fixates or stays active. For a fixed sleep rate $\lambda$ remaining active is monotone in the density so there exists a critical density, below which the system fixates and above which the system stays active. See Fig. 1. More precise definitions are given in Sect. 2. It is highly nontrivial to show that the critical density is neither 0 nor 1.
The most difficult cases for analyzing ARW have proven to be those where the underlying walk is recurrent, namely unbiased walks in dimensions 1 and 2. In dimension 1 the third author and Sidoravicius established that for any \( \lambda \) the critical density is greater than zero [14]. Basu, Ganguy and the first author proved that if the sleep rate is low then critical value is less than one [3]. In this paper we establish the missing part of the active phase for the one-dimensional case: we show existence of a non-trivial active phase for arbitrarily large values of the sleep rate \( \lambda \). Thus the curve in Fig. 1 lies strictly between the vertical lines \( \zeta = 0 \) and \( \zeta = 1 \). The two-dimensional case remains widely open.

Our arguments follow the breakthrough work of [3] which introduced a block argument to obtain some decoupling and make the dynamics amenable to analysis. We build upon a reformulation of the block approach presented in [13] and utilized in [2]. However, there are serious challenges in analyzing the block dynamics without assuming \( \lambda \) to be small.

A brief description of the dynamics is the following. At \( t = 0 \), each site \( x \in \mathbb{Z} \) has a random number of particles, with an average \( \zeta > 0 \) and (for simplicity) independent of the other sites. Active particles perform continuous-time simple symmetric random walks, independently of each other. At rate \( \lambda > 0 \), an active particle decays to a sleeping state. A sleeping particle does not jump, and remains in that state indefinitely, until the moment when another particle is present at the same site. See [13] for more details and a construction of this interacting particle system, as well as motivation and physical background.

We say that the system stays active if each site is visited by active particles infinitely many times.

**Theorem 1.1.** For every \( \lambda < \infty \), there exists \( \zeta < 1 \) such that the one-dimensional simple symmetric ARW with sleep rate \( \lambda \) and initial density \( \zeta \) will a.s. stay active.

This result extends [3] which proved a the same result for small values of \( \lambda \).

The study of ARW has seen considerable progress in the last decade [1–4,6–8,11,14–22]. Most fruitful approaches so far rely on the Abelian property of ARW’s site-wise representation to design “toppling procedures” that provide partial information about the system. See [13] for a recent and comprehensive account. Also see [5,9,10,12] for recent results about other Abelian networks.

Conservation of particles in this model leads to long-range space-time correlations that make the ARW a difficult model to study by standard methods. The argument
introduced in [3] gets around this problem by dynamically attaching particles to a sparse set of sites, \( K \mathbb{Z} \) for some large value of \( K \), called sources. It also chooses \( \lambda \), depending on \( K \), so small that a particle can move from source to source with a small probability of falling asleep. They analyze the odometer function (the count of how many times a particle has moved from each source to each of its neighbors) using an energy-entropy calculation.

This approach from [3] was reformulated in [13] as having two separate parts: a mass balance equation and the probabilistic analysis of a single block. Using this reformulation, a quantitative improvement of the estimates from [3] were obtained in [2], finding the right order of \( \lambda \) for small \( \zeta \) up to a constant factor.

Contrary to the regime considered here, this program worked well for very small values of \( \lambda \), where a particle released at a certain site has high probability of traveling a long distance before it falls asleep. To translate those ideas to the case of large \( \lambda \) a natural starting point is to think of \( \zeta \approx 1 \) as a configuration with most sites occupied by a single particle, which provide a safe “carpet” for other particles to walk over, and few vacant sites where these wandering particles will be challenged by the high sleep rate \( \lambda \). Sections 3 and 4 are devoted to develop a scheme that allows us to introduce dynamics which allow for similar calculations as those in [3].

This paper is divided as follows. In Sect. 2 we briefly describe the site-wise representation and Abelian property. Section 3 is devoted to describing our toppling procedure in detail, including the stationary ‘carpet’ initial condition. In Sect. 4 we introduce the relevant sigma-algebras, particle counters, and mass balance equations, use them to state the single block estimate, and use the latter to prove Theorem 1.1. Finally, Sect. 5 is devoted to proving the single block estimate.

2. Formal Definitions and Setup

The ARW dynamics is defined as follows. The initial configuration is sampled from an ergodic measure \( \nu \) on \( \mathbb{Z} \) with mean \( \zeta \) particles per site. Particles can be active (A) or sleeping (S); initially all particles are active. Each particle performs simple symmetric random walk at rate 1, and at each site, the transitions \( A + S \rightarrow 2A \) and \( A \rightarrow S \) occur at rates \( \infty \) and \( \lambda \), respectively.

More formally, the configuration of the system at each time \( t \geq 0 \) is given by \( \eta_t \in \{0, s, 1, 2, \ldots\} \mathbb{Z} \), where \( s \) is a formal symbol representing a single sleeping particle. For each \( x \in \mathbb{Z} \), the system undergoes the transitions \( \eta_t = t_{x,x-1} \eta_{t-} \) and \( \eta_t = t_{x,x+1} \eta_{t-} \) at rates equal \( \frac{1}{2} \) times the number of active particles at \( x \), and transition \( \eta_t = t_{x,s} \eta_{t-} \) at rate \( \lambda \) times the same number. The transitions \( t \) are defined by

\[
t_{x,s}(\eta)(z) = \begin{cases} 
  s, & z = x \text{ and } \eta(x) = 1, \\
  \eta(z), & \text{otherwise},
\end{cases}
\]

and

\[
t_{x,y}(\eta)(z) = \begin{cases} 
  \eta(y) + 1, & z = y, \\
  \eta(x) - 1, & z = x, \\
  \eta(z), & \text{otherwise},
\end{cases}
\]

where we define \( s + 1 = 2 \) to provide the \( A + S \rightarrow 2A \) reaction.
A useful description is the site-wise representation. Each site \( x \) has associated to it an infinite stack of instructions \((\xi(x,k))_{k=1,2,...}\), which are sampled i.i.d. over \( x \) and \( k \), so that
\[
\xi(x,k) = \begin{cases} 
t_{x,x+1} & \text{with probability } \frac{1}{2(1+\lambda)}, \\
t_{x,x-1} & \text{with probability } \frac{1}{2(1+\lambda)}, \\
t_{x,s} & \text{with probability } \frac{\lambda}{1+\lambda}.
\end{cases}
\]
We say that a site is stable if \( \eta(x) = 0 \) or \( s \), and unstable otherwise. The operation of toppling a site \( x \) is legal if \( x \) is unstable, and consists in updating the configuration by \( \eta \rightarrow \xi(x,k)\eta \), where \( k = \min\{j : \text{instruction } \xi(x,j) \text{ has not been used}\} \).

It is not obvious that a process \((\eta_t)_{t \geq 0}\) following the rules described above exists. But it turns out that it does exist and can be constructed explicitly using the stacks \( \xi \) and some Poisson clocks to trigger toppling operations [13]. Let \( \mathbb{P} \) denote the underlying probability measure.

The main reason to use the site-wise representation is the Abelian property. It says that any two sequences of instructions that stabilize the system on a given finite region yield the same final configuration. We are not going to use the Abelian property directly, but rather a condition for non-fixation that is obtained using it.

Given \( k \in \mathbb{N} \) and a sequence \( \alpha = (x_1, x_2, \ldots, x_k) \), we say that \( \alpha \) is a legal sequence of topplings for \( \eta \) if \( x_1 \) is unstable, \( x_2 \) is unstable after \( x_1 \) is toppled, \( x_3 \) is unstable after \( x_1 \) and \( x_2 \) are toppled, and so on. We define the odometer \( m_\alpha(x) \) as the number of times that \( x \) appears in \( \alpha \). Finally, we define
\[
m_\eta(x) = \sup_\alpha m_\alpha(x)
\]
where the supremum is over all finite legal sequences of topplings.

**Lemma 2.1.** If the initial state \( \nu \) is spatially ergodic, then
\[
\mathbb{P}((\eta_t)_{t \geq 0} \text{ stays active}) = \lim_k \mathbb{P}(m_\eta(0) \geq k) = 0 \text{ or } 1.
\]

**Proof.** This is just a reformulation of [13, Corollary 2.8]. \( \square \)

Finally, we can take as our initial distribution any shift-invariant ergodic measure, thanks to the following result from [15].

**Theorem 2.2.** For any \( \lambda \), there exists \( \zeta_c \) such that, for any shift-invariant ergodic distribution \( \nu \) supported on active configurations with density \( \zeta \), the Activated Random Walk model with initial condition sampled from \( \nu \) and sleep rate \( \lambda \) will a.s. fixate if \( \zeta < \zeta_c \) and a.s. stay active if \( \zeta > \zeta_c \).

This allows us to choose a particularly useful initial condition, which is described in Sect. 3.

### 3. Carpet-Hole Toppling Procedure

We perform a particular sequence of topplings where particles and sites are grouped into large blocks. We work at one block at a time, following a left-to-right policy.

This ‘carpet-hole toppling procedure’ classifies particles into two types—‘free’ and ‘carpet.’ The free particles will be further subdivided into ‘hot,’ ‘thawed’ and ‘frozen’. There are also two types of regions of space—‘blocks’ and ‘transit regions’—that are
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Let us give a heads up and motivate this terminology. Frozen particles will be the result of an undesired event. These are free particles that we will refrain from trying to move any further, as it would risk disrupting the carpet structure that we rely on. Thawed particles are free particles that are available for us to bounce around until they fall asleep or arrive at a neighboring block. Frozen particles can (and will commonly) be ‘rescued’ by thawed particles, and converted back to thawed free particles. The one particle among the thawed ones that is currently being bounced around is the hot particle.

3.1. Initial configuration on $\mathbb{Z}$. For a given $\lambda < \infty$, we will take $a = a(\lambda)$ and $K = K(a, \lambda) > a$ large (to be chosen later in (5.2)). Consider the following configuration of particles

$$\eta_{0}^{\text{neat}}(x) = \begin{cases} 0, & x \in 2K \mathbb{Z}, \\ 1, & \text{otherwise}, \end{cases}$$

shown in Fig. 2.

So initially every site has exactly one particle, except for the sites $iK$ for $i = 2, 4, 6, \ldots$, which have zero particles. The initial configuration is a random translation of $\eta_{0}^{\text{neat}}$:

$$v_{0} = \frac{1}{2K} \sum_{j=1}^{2K} \delta_{\theta^{j}/\eta_{0}^{\text{neat}}},$$

where $\theta$ is the usual shift map. Since $v_{0}$ is shift-invariant ergodic, using Theorem 2.2 allows us to start from this initial configuration in order to prove the main result. Observe that the density of particles in $\eta_{0}^{\text{neat}}$ is $\zeta = 1 - (2K)^{-1}$.

3.2. Toppling procedure on finite configurations. We now specify a procedure to decide which unstable sites to topple, so as to obtain a lower bound in probability to the number of particles that exit a large interval.

Fix $n \in 2\mathbb{N}$, and let

$$D_{n} = (a, nK + K - a).$$

For each $i = 1, 2, \ldots, n$, the segment $[iK - a, iK + a]$ is called the $i$th block and $(iK + a, iK + K - a)$ is called the $i$th transit region. The sites in $K\mathbb{Z}$ are called holes. These holes may move around during the procedure but they always stay within their block.

We divide the particles into several categories and particles will be able to switch back and forth between the categories by rules which we will now describe. Each particle will either be a free particle or a carpet particle. Initially, particles at sites $K, 3K, 5K, \ldots$ are fixed throughout the process, and a few special sites called ‘holes,’ which constantly move inside each block.

![Fig. 2. A portion of the initial configuration which contains four blocks separated by three transit regions. All four blocks have holes which are located at $(i - 2)K$, $(i - 1)K$, $iK$ and $(i + 1)K$. The two holes at $(i - 1)K$ and $(i + 1)K$ have no particles.](image-url)
called free particles, and all other particles are called carpet particles. All free particles start thawed, and the one at site $x = K$ is declared hot.

The following properties are trivially satisfied by $\eta_0^{\text{neat}}$ (as well as other configurations $\eta^{\text{neat}}(m, i)$ that we will introduce later), and will be preserved by the procedure (see Fig. 3):

(P1) Each block $i$ has exactly one hole which is located at some site $x \in [iK, iK + a]$.
(P2) Every site except the holes contains a carpet particle.
(P3) Carpet particles between the hole and $x = iK + a$ are active.
(P4) Free particles are always active.
(P5) All free particles except the hot particle are at sites $iK$ or $iK \pm a$, and there is at most one free particle at $iK$ for each $i$.
(P6) There is at most one frozen free particle per block.
(P7) There is a frozen free particle in block $i$ if and only if the hole and the frozen particle are both at position $iK + a$.
(P8) In the block containing the hot particle, the hole (which by (P1) is unique) is either vacant or occupied only by the hot particle itself, unless the hole is at $x = iK + a$.
(P9) The hot particle is free and thawed.

We only move the hot particle. We will follow a left-most priority policy for choosing which free particle in $D_n$ will be hot, described as follows. To attempt an emission, we choose the left-most block (smallest $i$) that contains a thawed free particle. Among the thawed free particles in block $i$, we choose the one at $iK$ if there is one, otherwise one from $iK - a$. If neither of these two sites has a free particle, by (P5) we choose one from $iK + a$. We declare the chosen particle to be the hot particle. This seemingly strange choice rule inside the block is to ensure (P8). After each successful or failed attempted emission from a block, we choose the next hot particle (possibly the same!) with the same criterion.

3.3. Attempted emissions. Suppose we have just declared a particle to be hot, say at block $i$. We now outline a portion of the carpet-hole toppling procedure that we call an attempted emission. This is the evolution of the carpet-hole toppling procedure until the hot particle reaches a new block or until the hot particle is frozen. We call the arrival of the hot particle at either block $i - 1$ or block $i + 1$ a successful emission. We call an attempted emission ending with the hot particle being frozen a failure. Note that each attempted emission is associated with one block so it makes sense to speak of the attempted emissions in block $i$.

Case 1: There is a frozen particle at block $i$. In this case, by (P1), (P2), (P7), and (P9), every site in block $i$ has a particle which is not the hot particle. We repeatedly topple the site that contains the hot particle until it arrives at $iK \pm K \mp a$. This is a successful emission.

Moreover, if in this process the hot particle visits every site in $[iK, iK + a]$, we move the hole to position $iK$, turn the frozen free particle at $iK + a$ into a carpet particle, and turn the carpet particle at site $x = iK$ into a thawed free particle. Properties (P1)–(P9)
are preserved (using (P6), there are no other frozen particles in block $i$ besides the one we have just thawed).

**Case 2:** There is not a frozen particle at block $i$. This case is more common and more involved to describe. By (P7) and (P8), the hole is either empty or occupied by the hot particle. If the hot particle is not in the hole, we repeatedly topple it until it either enters a neighboring block at $i K \pm K \mp a$ (which finishes the attempted emission with success) or arrives at the hole.

Once at the hole, we topple the hot particle. If it sleeps, we turn it into a carpet particle, turn the next site to the right into the hole and its carpet particle into the hot particle (by (P3), it is active). If this happens at site $i K + a - 1$, so that the hole moves to $i K + a$, the attempted emission has failed, the hot particle is declared frozen and (if possible) a new hot particle is to be chosen (so (P9) is not violated).

If it jumps to the right, it may either arrive at $i K + K - a$, completing a successful emission, or return to the hole (back to the same status quo). If it jumps to the left, it may either arrive at $i K - K + a$, completing a successful emission, or return to the hole, in which case it will have visited a number if sites in $[i K, i K + a]$. If the hot particle returns to the hole (i.e. does not complete a successful emission), we move the hole to leftmost site in $[i K, i K + a]$ just visited, turn the hot particle into a carpet particle, and turn the carpet particle at the (new) position of the hole into the new hot particle, preserving (P3). This will be repeated until the hot particle is successfully emitted to a neighboring block or remains frozen at $i K + a$. Again, Properties (P1)–(P9) are preserved.

**Case 3:** There are no thawed particles in $D_n$. When there are no more free thawed particles in $D_n$, then we cannot choose a new hot particle and the carpet-hole toppling procedure terminates.

3.4. Conservation of free particles. By following the above procedure, the number of free particles is conserved, as is the number of carpet particles. The number of holes is also conserved, and the hole in block $i$ never leaves block $i$. Moreover, every site between the hole and the right hand boundary $i K + a$ contains an active carpet particle; thawed free particles are always active; and frozen free particles are always at the boundary of a block.

Let $\text{Frozen}_{D_n}$ denote the number of frozen free particles remaining in $D_n$ after applying this toppling procedure to the first $n$ blocks. Also let $\text{Exit}_{D_n}$ denote the number of free particles that exit $D_n$ while applying this toppling procedure to the first $n$ blocks.

**Lemma 3.1.** The number of free particles never changes during the carpet-hole toppling procedure. It is always $n/2$ and

$$\text{Exit}_{D_n} + \text{Frozen}_{D_n} = \frac{n}{2}.$$  

**Proof.** There are initially $n/2$ free particles in $D_n$. Each time a free particle is converted into a carpet particle, (either while executing **Case 1** or **Case 2**), a carpet particle is converted into a free particle. Additionally, particles are never added or removed from the system. Thus the number of free particles is constant. After running the carpet-hole toppling procedure each free particle has either exited $D_n$ and contributes to $\text{Exit}_{D_n}$, or remains frozen inside $D_n$ and contributes to $\text{Frozen}_{D_n}$.

\hspace{1cm} $\blacksquare$
3.5. **Proof of non-fixation.** The main work in proving Theorem 1.1 is to establish the following proposition.

**Proposition 3.2.** Given \( \lambda < \infty \), there exist \( c > 0, a \in \mathbb{N} \) and \( K \in \mathbb{N} \) such that for \( n \) sufficiently large,

\[
P(\text{Frozen}_{D_n} \geq n/4) \leq e^{-cn}.
\]

This quickly implies the main theorem, via Lemma 2.1.

**Proof of Theorem 1.1.** Assume that \( \eta_0 = \eta_0^{\text{neat}} \), which occurs with probability \( 1/2^K \). First note that \( m_\eta(a) + m_\eta(b) \geq \text{Exit}_{D_n} \), (where \( b = nK + K - a \)), because every toppling performed in this procedure is legal for the ARW. When the procedure ends, there are at least \( \text{Exit}_{D_n} \) particles at \( \{a, b\} \) and these two sites can be legally toppled at least as many times as the number of particles standing there.

Recall that there are initially \( n/2 \) free (non-carpet) particles in the carpet configuration. Lemma 3.1 and Proposition 3.2 yield

\[
P\left(\text{Exit}_{D_n} \geq n/4\right) = P\left(\text{Frozen}_{D_n} \leq n/4\right) > 1 - e^{cn}
\]

for large \( n \). Since \( K \) is fixed, letting \( n \to \infty \) and using Lemma 2.1 we conclude that the system will a.s. stay active.

\( \square \)

4. **Coupling, Filtration and Mass Balance Equations**

In this section we give a proof of Proposition 3.2. Our strategy is as follows. \( \text{Frozen}_{D_n} \) is the number of blocks that have a frozen particle at the end of the carpet-hole toppling procedure, so it can be written as the sum of indicator functions of there being a frozen particle in each block. One possible approach to proving Proposition 3.2 is to show that these events have small probability and are roughly independent. Unfortunately these events appear to be dependent in some extremely complicated way. We get around this by writing \( \text{Frozen}_{D_n} \) as a sum of random variables in a different manner. To do this we will need to make some delicate choices of the instructions in the site-wise representation. The choices of the instructions (and some associated \( \sigma \)-algebras that the choices generate) are defined in Sects. 4.1 and 4.2. Using these choices we show how to write \( \text{Frozen}_{D_n} \) as a sum in Lemma 4.2 of Sect. 4.3. Then in Sect. 4.4 we state Lemma 4.3 which shows that the random variables in the sum are only weakly dependent. This allows us to prove Proposition 3.2. We delay the proof of Lemma 4.3 until Sect. 5.

4.1. **Coupling and filtration.** We start by describing a coupling which will introduce some statistical independence between the procedure on different blocks and allow us to disentangle their interaction to some extent.

For each \( y \in \mathbb{Z} \) in any block, let \( \xi^y = (\xi^y_k)_{k \in \mathbb{N}} \) be an i.i.d. sequence of instructions. When we topple the hot particle at site \( y \), the particle moves according to the next unused instruction in this stack. For sites \( y \in \mathbb{Z} \) in the transit regions, set \( \xi^y = (\xi^{y,L}, \xi^{y,R}) \), where each coordinate is an independent copy of the same stack of instructions. When the hot particle reaches a site \( y \) in a transit region, we check which block that particle visited last. If it was the block to the left of \( y \), then the particle moves according to next unused instruction in the \( L \) stack, and otherwise it uses the next unused instruction in the \( R \) stack.
Consider the following filtration associated to the carpet-hole toppling procedure, which encapsulates the left-to-right procedure:

\[ \mathcal{F}_i = \sigma[\{\xi^y : y \in (0, iK + a]\} \cup \{\xi^{x,L} : x \in (iK + a, iK + K - a)\}] \]

In words, \( \mathcal{F}_i \) consists of all the information of all stacks in blocks up to block \( i \), plus all the stacks associated to particles exiting block \( i \) at its right endpoint until they reach block \( i + 1 \). So \( \mathcal{F}_i \) tells us about particles that go from block \( i \) to \( i + 1 \) but not vice versa.

### 4.2. Relevant observables in each block

For any \( m \in \mathbb{N} \cup \{0\} \), and \( j \in \{1, \ldots, n\} \), consider the configuration

\[ \eta^\text{neat}_0 (m, j) = \eta^\text{neat}_0 + m\delta_{jK+a} \]

obtained by adding \( m \) particles to the right boundary of block \( j \). For \( 1 \leqslant i \leqslant j \leqslant n \), define \( L^i_j(m) \) as the total number of left-step instructions executed from the stack \( \{\xi_{(i-1)K+a+1,R}\}_k \) after performing the carpet-hole toppling procedure restricted to the blocks \( 1, 2, \ldots, j \) starting from initial configuration \( \eta^\text{neat}_0(m, j) \).

Also, let \( S^i_j(m) \) denote number of free particles in block \( i \) and in state \( S \) after stabilizing blocks \( 1, 2, \ldots, j \) starting from initial configuration \( \eta^\text{neat}_0(m, j) \) according to the carpet-hole toppling procedure on \( D_j \).

When we consider \( j = i \), we may write \( S_i \) for \( S^i_i \) and \( L_i \) for \( L^i_i \).

### 4.3. Coarse-grained particle flow

This description of individual blocks is completed by considering how they interact. We consider the flow of particles between blocks, or more precisely the right-to-left flow. Define the random “coarse-grained odometer” vector \( M^n = (M^n_0, M^n_1, \ldots, M^n_n) \), by letting \( M^n_i \) denote the number of times a free particle is emitted from block \( i + 1 \) to block \( i \) after running this procedure on \( D_n \). Although we do not use the following fact it is worthwhile to notice that this definition implies that \( M^n_n = 0 \).

Fix any sequence of instructions. When we apply the carpet-hole toppling procedure on \( D_n \) starting from configuration \( \eta^\text{neat}_0 \) (equivalently \( \eta^\text{neat}_0(0, n) \)) we get the following vectors:

- The coarse-grained odometer vector \( (M^n_0, M^n_1, \ldots, M^n_n) \),
- The frozen particle vector \( (S^n_0(0), S^n_1(0), \ldots, S^n_n(0)) \) and
- The left emissions vector \( (L^n_0(0), L^n_1(0), \ldots, L^n_n(0)) \).

For each \( i = 1, \ldots, n \) fixed, we can also run the carpet-hole procedure on \( D_i \) starting from configuration \( \eta^\text{neat}_0(M^n_i, i) \) using the same stacks of instructions. This gives us the numbers \( S_i(M^n_i) \) and \( L_i(M^n_i) \). The next lemma relates these vectors.

**Lemma 4.1.** For each \( i \in \{1, \ldots, n\} \), a.s.,

\[ S^n_i(0) = S_i(M^n_i) \quad \text{and} \quad L^n_i(0) = L_i(M^n_i). \]

**Proof.** The lemma is tautological for \( i = n \). Fix \( i \in \{1, \ldots, n - 1\} \). The carpet-hole toppling procedure of Sect. 3.2 chooses the next hot particle from blocks \( 1, \ldots, i \) whenever possible. When it is possible, the choice depends only on the configuration of particles (carpet, hole, frozen, thawed) in these blocks. When it is not possible, the procedure
will either stop, or the hot particles will be chosen in blocks \(i+1, \ldots, n\) until the very moment when a successful emission from block \(i+1\) to block \(i\) occurs. From this point on, the dynamics will again be restricted to blocks \(1, \ldots, i\) until the next time when there are no thawed particles in this region, and so on.

Among the sequence of topplings performed when following this procedure on \(D_n\), consider only the subsequence that is related to emissions starting in blocks \(1, \ldots, i\). From the above considerations, we see that this subsequence only depends on what happens in blocks \(i+1, \ldots, n\) via the input of particles arriving at site \(iK+a\). Moreover, the free particles emitted this way are the ones with least priority to be chosen as the next hot particle among all other thawed particles in blocks \(1, \ldots, i\). So, to determine what happens during emissions in blocks \(1, \ldots, i\), it does not matter whether \(M^n_{i}\) particles were sent back from blocks \(i+1, \ldots, n\) one by one as the procedure is followed, or whether they had been artificially added to \(x = iK+a\) at the beginning.

The only other way that emissions in block \(i+1\) could possibly affect the outcome of the procedure on blocks \(1, \ldots, n\) is by using instructions from the stacks \(\xi\) in the transit region. But this was taken care of by putting two stacks on each site of transit regions.

In other words, the procedure on \(D_n\) starting from \(i_0^{\text{neat}}\) results in the same sequence of topplings as the procedure on \(D_i\) starting from \(i_0^{\text{neat}}(M^n_i, i)\) if we ignore the topplings performed during attempted emissions started in blocks \(i+1, i+2, \ldots, n\). Since these sequences determine \(S^n_i(0)\) and \(S_i(M^n_i)\) in the same way, these numbers must coincide. Similarly for \(L^n_i(0)\) and \(L_i(M^n_i)\). \(\square\)

The connection between the dynamics of all blocks and the observable \(\text{Frozen}_{D_n}\) is the following.

**Lemma 4.2.** Almost surely,

\[
\text{Frozen}_{D_n} = \sum_{i=1}^{n} S_i(M^n_i).
\]

**Proof.** This follows straight from the definition of \(\text{Frozen}_{D_n}\) and Lemma 4.1. \(\square\)

### 4.4. Mass balance equations and proof of the main estimate.

We finally prove Proposition 3.2. Rather than working with the complicated structure of \(M^n\), we make a bound over all deterministic vectors \(m\) that satisfy certain constraints. A vector \(m = (m_0, m_1, \ldots, m_n)\) is said to satisfy the mass balance equations if

\[
L_i(m_i) = m_{i-1} \text{ for } i = 1, 2, \ldots, n.
\]

Note that \(M^n\) always satisfies the mass balance equations. Note also that \(M^n_0 \leq \frac{n}{2}\). To prove Proposition 3.2, we rely on the following estimate for a single block. Note the conditioning on \(\mathcal{F}_{i-1}\).

**Lemma 4.3.** Given \(\lambda < \infty\), there exist a and \(K\) such that the following holds. For every \(n \in 2\mathbb{N}\) and every \(i = 1, 2, \ldots, n\), a.s.,

\[
\sup_{\ell \geq 0} \sum_{m_i=0}^{\infty} \mathbb{E} \left[ e^{16S_i(m_i)} 1\{L_i(m_i) = \ell\} \mid \mathcal{F}_{i-1} \right] < e^3. \tag{4.4}
\]

The proof is given in the next section.
Proof of Proposition 3.2. Recall that Frozen$_{Dn}$ is the number of frozen free particles remaining in $D_n$ after we apply the carpet-hole toppling procedure to this region. By decomposing over the $M_i^n$’s and using Lemma 4.2 we get

$$\mathbb{E} e^{16\text{Frozen}_{Dn}} = \mathbb{E} \left[ \sum_{m_0=0}^{n/2} \sum_{m_1} \cdots \sum_{m_n} \prod_{i=1}^{n} e^{16S_i(m_i)} 1\{m_i = M_i^n\} 1\{L_i(m_i) = m_{i-1}\} \right] \leq \mathbb{E} \left[ \sum_{m_0=0}^{n/2} \sum_{m_1} \cdots \sum_{m_n} \prod_{i=1}^{n} e^{16S_i(m_i)} 1\{L_i(m_i) = m_{i-1}\} \right].$$

We will inductively show that

$$\mathbb{E} \left[ \sum_{m_0=0}^{n/2} \sum_{m_1} \cdots \sum_{m_k} \prod_{i=1}^{k} e^{16S_i(m_i)} 1\{L_i(m_i) = m_{i-1}\} \right] \leq ne^{3k}.$$

For $k = 0$ this sum is $1 + n/2$ so the base case of our induction is true. Assume that the inequality is true for $k - 1$. By conditioning on $F_{k-1}$ and using Lemma 4.3, we get

$$\mathbb{E} \left[ \sum_{m_0=0}^{n/2} \sum_{m_1} \cdots \sum_{m_k} \prod_{i=1}^{k} e^{16S_i(m_i)} 1\{L_i(m_i) = m_{i-1}\} \right] \leq \mathbb{E} \left[ \sum_{m_0=0}^{n/2} \sum_{m_1} \cdots \sum_{m_{k-1}} \prod_{i=1}^{k-1} e^{16S_i(m_i)} 1\{L_i(m_i) = m_{i-1}\} \right] \cdot \sup_{\ell \geq 0} \sum_{m_k=0}^\infty \mathbb{E} \left[ e^{16S_k(m_k)} 1\{L_k(m_k) = \ell\} | F_{k-1} \right] \leq \mathbb{E} \left[ e^3 \sum_{m_0=0}^{n/2} \sum_{m_1} \cdots \sum_{m_{k-1}} \prod_{i=1}^{k-1} e^{16S_i(m_i)} 1\{L_i(m_i) = m_{i-1}\} \right] \leq n \cdot e^{3(k-1)} = n \cdot e^{3k}.$$

Using Markov’s inequality on our previous calculation with $k = n$ we obtain

$$\mathbb{P}(\text{Frozen}_{Dn} \geq n/4) = \mathbb{P}(e^{16\text{Frozen}_{Dn}} \geq e^{4n}) \leq e^{-4n} \mathbb{E} e^{16\text{Frozen}_{Dn}} \leq ne^{-4n} e^{3n} \leq e^{-cn}$$

for large $n$. □

5. Single Block Estimate

In this section we prove Lemma 4.3, the single block estimate. The key idea is that, however large $\lambda$ may be, the expected length of a simple random walk excursion is larger.
5.1. Re-indexing the L and S counters. First we fix a block $i$. Then we let $j$ be the number of times (counted with multiplicity) that a new particle in block $i$ has been designated as the hot particle. We refer to each new designation of the hot particle and its subsequent moves as an attempted emission. We re-index the left-emission and frozen particle counters $L_i(m)$ and $S_i(m)$ by respectively defining (with a slight abuse of notation) $L(j)$ and $S(j)$ as the total number of particles emitted from block $i$ to block $i-1$ and the number of frozen free particles present at block $i$, after $j$ attempted emissions in block $i$, starting from configuration $\eta_{0}^{\text{neat}}(\infty, i)$.

Additionally, let $\text{Hole}(j) \in [0, a]$ denote the position of the hole after the $j$th attempted emission. Note that

$$\text{Hole}(j) = a \iff S(j) = 1. \quad (5.1)$$

Let $\mathcal{G}_j$ denote the $\sigma$-field generated by all the information revealed up to the end of the $j$th attempted emission in block $i$ plus the information encoded by $\mathcal{F}_{i-1}$. Denote $\mathbb{P}[\cdot | \mathcal{F}_{i-1}]$ by $\tilde{\mathbb{P}}$.

We now choose the sizes of the blocks and transit regions in the following way. Given $\lambda > 0$, set

$$a = 12\lceil e^{100(\lambda + 1)} \rceil \quad \text{and} \quad K = a^2. \quad (5.2)$$

The following lemmas, which estimate deviations for the hole process, will be combined to prove Lemma 4.3.

**Lemma 5.3.** For any $j$, the event $\text{Hole}(j - 1) \in [0, a/2] \cup \{a\}$ is $\mathcal{G}_{j-1}$ measurable and, almost surely,

$$\tilde{\mathbb{P}}(\text{Hole}(j) > a/2 | \mathcal{G}_{j-1})1\{\text{Hole}(j - 1) \in [0, a/2] \cup \{a\}\} < e^{-100}.$$

Also,

**Lemma 5.4.** For any $j$, almost surely,

$$\tilde{\mathbb{P}}(a/2 < \text{Hole}(j) < a | \mathcal{G}_{j-1}) < e^{-100}.$$

Additionally, the probability of emitting to the left for every two attempted emissions is bounded from below.

**Lemma 5.5.** For any $j$, the following almost sure bound holds:

$$\tilde{\mathbb{P}}(L(j + 2) > L(j) | \mathcal{G}_j) \geq \frac{1}{3}.$$

Before proving the lemmas, we show how they can be used to prove Lemma 4.3.

**Proof of Lemma 4.3.** Recall each particle added at site $iK + a$ is thawed and, because of the left-most priority policy, the $m$th particle added to $iK + a$ in $\eta_{0}^{\text{neat}}(\infty, i)$ will only become hot after the $(m - 1)$st particle has been designated as the hot particle and there are no other thawed free particles to the left of $iK + a$. Moreover, it will become hot (and increase $j$) before the $(m + 1)$st such particle becomes hot. Thus, each value of $m$ will correspond to at least one value of $j$, whereas multiple values of $j$ can correspond to the same $m$. Hence,

$$\sum_{m=0}^{\infty} e^{16S_i(m)}1\{L_i(m) = \ell\} \leq \sum_{j=0}^{\infty} e^{16S(j)}1\{L(j) = \ell\}.$$
So the sum in (4,4) can be bounded from above by
\[
\leq \sup_{\ell \geq 0} \sum_{j=0}^{\infty} \mathbb{E} \left[ e^{16S(j)} 1\{L(j) = \ell\} | \mathcal{F}_{i-1} \right].
\]

For each \( \ell \in \mathbb{N}_0 \), let \( \tau_\ell \) be the smallest \( j \) for which \( L(j) = \ell \). Now fix \( \ell \in \mathbb{N} \), and re-write the above sum as
\[
= \mathbb{E} \left[ \sum_{j=\tau_\ell}^{\tau_{\ell+1}-1} e^{16S(j)} | \mathcal{F}_{i-1} \right]. \tag{5.6}
\]

Recall that \( \tilde{\mathbb{E}} \) denotes \( \mathbb{E}[\cdot | \mathcal{F}_{i-1}] \). We first rewrite this expectation as
\[
= \tilde{\mathbb{E}} \sum_{j=0}^{\infty} 1\{\tau_{\ell+1} - \tau_\ell > j\}[1 + (e^{16} - 1)1\{S(\tau_\ell + j = 1)\}].
\]

Define \( G_\ell \) as the event that \( S(j) = 0 \) for all \( j \) such that \( L(j) = \ell \), and bound the above expectation by
\[
\leq \tilde{\mathbb{E}} \sum_{j=0}^{\infty} 1\{\tau_{\ell+1} - \tau_\ell > j\}[1\{G_\ell\} + e^{16}1\{G^c_\ell\}],
\]

which equals
\[
= \tilde{\mathbb{E}}[(\tau_{\ell+1} - \tau_\ell)1\{G_\ell\}] + \tilde{\mathbb{E}} \sum_{j=0}^{\infty} e^{16}1\{\tau_{\ell+1} - \tau_\ell > j\}1\{G^c_\ell\}. \tag{5.7}
\]

The first term in (5.7) is bounded by \( \tilde{\mathbb{E}}[\tau_{\ell+1} - \tau_\ell] \). By Lemma 5.5,
\[
\mathbb{P}[\tau_{\ell+1} - \tau_\ell > j | G_{\tau_\ell}] \leq (\frac{3}{2})^{\lfloor j/2 \rfloor} \tag{5.8}
\]

for every \( j \in \mathbb{N} \), hence
\[
\tilde{\mathbb{E}}[\tau_{\ell+1} - \tau_\ell] \leq 6. \tag{5.9}
\]

For the second term in (5.7), we split the sum at \( k := 600 \) and bound one of the indicators by 1, obtaining
\[
\leq ke^{16} \tilde{\mathbb{P}}(G^c_\ell) + \sum_{j=k}^{\infty} e^{16} \tilde{\mathbb{P}}(\tau_{\ell+1} - \tau_\ell > j). \tag{5.10}
\]

as an upper bound for the last term in (5.7).

By (5.8), the sum in (5.10) is bounded by
\[
\leq \sum_{j=k}^{\infty} e^{16}(\frac{3}{2})^{\lfloor j/2 \rfloor} < 1. \tag{5.11}
\]

The last inequality follows from our choice of \( k \).
To conclude the proof, we now show that
\[ \tilde{\mathbb{P}}(G^c) < \frac{2}{ke^{16}}. \] (5.12)

We consider two events that together imply \( G^\ell \). First, using (5.8) and union bound,
\[ \tilde{\mathbb{P}}(\tau_{\ell + 1} - \tau_{\ell - 2} > k \mid G_{\tau_{\ell - 2}}) \leq 3 \left( \frac{2}{3} \right)^{k/6} < \frac{1}{ke^{16}}. \]

Second, using Lemmas 5.4 and 5.3,
\[ \tilde{\mathbb{P}}(\text{Hole}(\tau_{\ell - 2} + j) \in [0, a^2] \forall j = \tau_{\ell - 2} + 2, \ldots, \tau_{\ell - 2} + k \mid G_{\tau_{\ell - 2}}) \geq (1 - e^{-100})(1 - e^{-100})^{k-1} > 1 - ke^{-100} > 1 - \frac{1}{ke^{16}}. \]

Indeed, the first \( (1 - e^{-100}) \) term is for \( \text{Hole}(\tau_{\ell - 2} + 1) \notin (\frac{a}{2}, a) \), and is provided by Lemma 5.4. Each of the other \( k - 1 \) terms is for \( \text{Hole}(\tau_{\ell - 2} + j) \in [0, \frac{a}{2}] \), and is provided by Lemma 5.3 after conditioning on \( G_{\tau_{\ell - 2} + j - 1} \).

Occurrence of the above event, together with the event \( \tau_{\ell + 1} \leq \tau_{\ell - 2} + k \), imply that \( \text{Hole}(j) \in [0, \frac{a}{2}] \) for all \( j \) such that \( L(j) = \ell \). This in turn implies the event \( G^\ell \), because of (5.1). Hence, combining the two last estimates, we get (5.12).

Finally, putting estimates (5.9), (5.10), (5.11) and (5.12) together, (5.7) is bounded by \( 6 + 1 + 2 < e^3 \). Thus (5.6) and (4.4) are also bounded by \( e^3 \). This proves the lemma. \( \square \)

5.2. A Markov chain. Define \( W_t \) to be a Markov chain on \([0, \infty]\) with initial condition \( W_0 = 0 \). Let \( \{Z_1, Z_2, \ldots\} \) be an iid sequence of random variables with common distribution \( Z \) such that
\[ \mathbb{P}(Z = z) = \frac{1}{z(z+1)}, \quad z = 1, 2, \ldots \]

This distribution \( Z \) is the distribution of the maximum distance away from 0 reached by a simple random walk started from 0 until its first return to 0.

For each \( v \in \{1, 2, \ldots, a\} \) define the distribution \( Y_v \) which takes values
\[
\begin{cases}
+1, & \text{with probability } \frac{\lambda}{\lambda + 1}, \\
0, & \text{with probability } \frac{1/2}{\lambda + 1}, \\
- \min(Z, v) & \text{with probability } \frac{1/2}{\lambda + 1}.
\end{cases}
\]

These values represent (roughly) the change in the position of the hole if the free particle falls asleep without moving, moves to the right and returns to the hole, or moves to the left and returns to the hole.

Let
\[ \delta = \left( \frac{1}{\lambda + 1} \right) \left( \frac{1}{2} \right) \left( \frac{1}{K - 2a} \right). \]
This is an upper bound on the probability of an emission to the right (or to the left.) Emissions correspond with either $Y_v = 0$ or $Y_v = -v$. For each $v$ define the distribution $\tilde{Y}_v$ which takes values

$$
\begin{cases}
+1, & \text{with probability } \frac{\lambda}{\lambda + 1}, \\
0, & \text{with probability } \frac{1}{\lambda + 1}, \\
-k, & \text{with probability } \frac{1}{\lambda + 1} \frac{1}{k(k+1)} \text{ for } k = 1 \ldots v - 1 \\
-v, & \text{with probability } \frac{1}{2} \frac{1}{v} - \delta.
\end{cases}
$$

(5.13)

These values give a distribution which stochastically dominates the change in the position of the hole conditioned on there being no emission. Then set the distribution of $W_{t+1} - W_t$ to be $Y_{W_t}$.

For small values $v$ the expected drift

$$
\mathbb{E}(W_{t+1} - W_t \mid W_t = v) = \mathbb{E}(Y_v) > 0
$$

but for values $v \geq a/3$ we get the following lemma.

**Lemma 5.14.** For $v \geq a/3$

$$
\mathbb{E}(Y_v), \mathbb{E}(\tilde{Y}_v) \leq -40.
$$

**Proof.** Note that

$$
\mathbb{E}[Y_v] \leq 1 - \frac{1}{\lambda + 1} - \frac{1}{2(\lambda + 1)} \sum_{k=1}^{a/3} \frac{1}{k(k+1)} \cdot k
$$

$$
\leq 1 - \frac{1}{\lambda + 1} - \frac{\log(a/3) - \log 2}{2(\lambda + 1)}
$$

$$
\leq 1 - \frac{1}{\lambda + 1} - \frac{100(\lambda + 1) - \log 2}{2(\lambda + 1)}
$$

$$
\leq 1 - \frac{1}{\lambda + 1} - \frac{49 + \log 2}{2(\lambda + 1)}
$$

$$
\leq -48.
$$

For $v \leq a$, using the definitions of $Y_{a/3}$ and $\tilde{Y}_{a/3}$ we also get that

$$
\mathbb{E}[\tilde{Y}_v] = \mathbb{E}[Y_v] + (v + 1)\delta \leq -40.
$$

□

**Lemma 5.15.** Let random variables $\{\tilde{Y}_{a/3}(i)\}_{i=1}^\infty$ be i.i.d. with distribution $\tilde{Y}_{a/3}$.

$$
P \left( \sum_{i=1}^{a/6} \tilde{Y}_{a/3}(i) \geq -a/6 \right) \leq e^{-a}.
$$

(5.16)

and

$$
P \left( \sum_{i=1}^{a/2} \tilde{Y}_{a/3}(i) > -2a/3 \right) \leq e^{-a}.
$$
Proof. We will use the following Hoeffding bound. Suppose $(Y_i)_{i=1}^\infty$ are i.i.d. random variables with mean $\nu$ and $Y_i \in [-b, 1]$. Fix $\gamma > 0$ such that $\gamma b$ is an integer, and assume $\nu < -\gamma^{-1}$. Then

$$\mathbb{P}\left(\sum_{i=1}^{\gamma b} Y_i > -b\right) \leq \exp(-2\gamma (1 + \gamma \nu)^2 b).$$

Then using $a/6$ instead of $b$, $\gamma = 1$ and $\nu = -40$, along with the fact that $\tilde{Y}_{a/6}$ stochastically dominates $\tilde{Y}_{a/3}$, we get the first inequality. Using $2a/3$ instead of $b$, $\gamma = 3/4$ and $\nu = -40$ we get the second inequality. \qed

Let $A_t$ be the event that the first $t' > t$ such that $W_{t'} = a$ is less than the first $t' > t$ such that $W_t' \leq a/3$.

**Lemma 5.17.** For any value $v \in (a/3, a/2]$ and $t \in \mathbb{N}$.

$$\mathbb{P}(A_t \mid W_t = v) \leq e^{-a}.$$  

**Proof.** If $A_t$ occurs then $t' - t \geq a/2$. For each $s \in [t, t')$ we have $W_s > a/3$. Thus for every $s \in [t, t')$ we have that the distribution of $W_{s+1} - W_s$ is dominated by $Y_{[a/3]}$. So from this starting configuration $A_t$ requires that the sum of $a/2$ independent random variables with distributions dominated by $Y_{[a/3]}$ is at least $-a/6$. We bound this by the probability that the sum of $a/2$ independent random variables with distribution of $\tilde{Y}_{[a/3]}$ is at least $-a/6$. By Lemmas 5.14 and 5.15 we obtain the probability

$$\mathbb{P}\left(\sum_{i=1}^{a/6} \tilde{Y}_{a/3}(i) > -a/6\right) \leq e^{-a}.$$ \qed

5.3. Analysis of the carpet-hole toppling procedure. We say a step of the carpet-hole toppling procedure is the hot particle starting at the hole and either

(1) Falling asleep,
(2) Emitting, or
(3) Moving away from the hole and returning to it.

Let $T_j$ be the number of steps taken by carpet-hole procedure between the $j-1$st attempted emission and the $j$th attempted emission.

**Lemma 5.18.** For all $v$ we have

$$\mathbb{P}(T_j > a^3 \mid \text{Hole}(j-1) = v) < \frac{1}{a}.$$  

If $v \leq a/2$ then

$$\mathbb{P}(T_j < a/2 \mid \text{Hole}(j-1) = v) < \frac{1}{4a}.$$
Proof. At each step the chance of an emission is at least \( \frac{1}{(\lambda + 1)(K + a)} > a^{-2.1} \). Then the first inequality follows from

\[
\left( 1 - \frac{1}{(\lambda + 1)(K + a)} \right)^{a^3} < (1 - a^{-2.1})^{a^3} < 2e^{-a^9} < \frac{1}{a}.
\]

For the second inequality as \( v < a/2 \) there can be no failure in the first \( a/2 \) steps. Thus \( T_j \) can only be \( < a/2 \) if there is an emission. At each step the chance of an emission is at most \( \frac{1}{(\lambda + 1)(K - a)} > \frac{1}{2(\lambda + 1)K} \). By a union bound the probability of an emission in the first \( a/2 \) steps is at most

\[
\frac{(a/2)}{2(\lambda + 1)K} \leq \frac{a}{4K} = \frac{1}{4a}.
\]

Proof of Lemma 5.3. Recall that \( G_j \) contains all the information revealed up to the end of the \( j \)th attempted emission in block \( i \) plus the information encoded by \( F_{i-1} \). Thus for each \( j \), Hole\((j)\) is \( G_j \) measurable. The process Hole\((j)\) is a Markov process that is related to, but different from the one described in the previous section. That process continues until there is an emission or a failure. (Emissions only occur when \( W(j) - W(j-1) \in \{0, w_{j-1}\} \) so they are correlated with the \( W(j) \) process.) As \( G_{j-1} \) contains no information after the \( j-1 \)st emission, conditioning on \( G_{j-1} \) is equivalent to conditioning on Hole\((j-1)\).

Thus it is sufficient to show that for any value \( v \in [0, a/2] \cup \{a\}, \)

\[
P(Hole(j) > a/2 \mid Hole(j - 1) = v) < \frac{4}{a} < e^{-100}.
\]

Case \( v = a \). If \( v = a \) then there is a frozen free particle in the hole, every location in the block and the adjacent transit regions has a particle, and the hot particle is performing simple random walk until it leaves one of the two transit regions at \( K - a \) or \( -K + a \). Since the hot particle starts at \( \pm a \), the probability that it visits the entire block before being emitted is at least

\[
1 - \frac{2a}{K - 2a} > 1 - \frac{4a}{K} = 1 - \frac{4}{a}.
\]

On this event, the hole is reset to 0, so Hole\((j) = 0\). This establishes the first case.

Case \( v \leq a/3 \). We will prove the following bounds.

\[
\tilde{P}(\text{Hole}(j) > a/2 \cap \{T_j \in [0, a^3]\} \mid \text{Hole}(j - 1) = v) < \frac{1}{a} \quad (5.19)
\]

and

\[
\tilde{P}(\text{Hole}(j) > a/2 \cap \{T_j \geq a^3\} \mid \text{Hole}(j - 1) = v) < \frac{1}{a} \quad (5.20)
\]

Then this case will follow by a union bound.

Consider the process with the hole started at \( a/3 \). We calculate the probability that the hole reaches \( a/2 \) before it becomes less than \( a/3 \). This takes at least \( a/6 \) steps. At each of these steps the hole is at or to the right of \( a/3 \). Thus the distribution of the movement of the hole, conditioned on no emission, is stochastically bounded by \( \tilde{Y}_{a/3} \) from (5.13). The probability that the hole reaches \( a/2 \) before it reaches \( a/3 - 1 \) is therefore bounded
by the probability that the sum of $a/6$ copies of $\tilde{Y}_{a/3}$ is at least 0. By Lemma 5.15 this probability is bounded by $e^{-a}$.

To prove (5.19) we note that if $\text{Hole}(j) > a/2 \cap \{T_j \in [0,a^3]\}$ occurs then one of the first $a^3$ times the hole is at $a/3$ it moves to $a/2$ before returning to the left of $a/3$. By the union bound and the fact that $a > 10$ this has probability at most $a^3 e^{-a} < 1/a$. The bound in (5.20) follows straight from the first half of Lemma 5.18.

**Case** $v \in (a/3,a/2)$. We proceed as in the previous case except that we break the event in (5.19) into two pieces; one with $T_j < a/2$ and one with $T_j \in [a/2,a^3)$. Note that a failure cannot occur with $T_j < a/2$. The probability that an emission occurs in the first $a/2-1$ steps is bounded by $1/4a$ by the second half of Lemma 5.18.

Next we bound the probability that an emission does not occur in the first $a/2 - 1$ steps and the hole is always to the right of $a/3$ in the first $a/2 - 1$ steps. In this case the step distribution of the hole is bounded by $\tilde{Y}_{a/3}$. If the hole is never $\leq a/3$ then the sum of the first $a/6$ steps (conditioned on no emission) is at least $-a/6$ with probability at most $e^{-a}$ by (5.16) in Lemma 5.15. Once the hole is at (or to the left of) $a/3$ we proceed as in the previous case, completing the proof with a union bound.

Next we prove Lemma 5.4.

**Proof of Lemma 5.4.** As mentioned in the previous proof conditioning on $G_{j-1}$ is equivalent to conditioning on $\mathcal{F}_{i-1}$ and $\text{Hole}(j-1)$.

The case $j = 0$ is trivial, since the hole starts at position 0. So suppose $j \geq 1$. First, if $\text{Hole}(j-1) \in [0,a/2] \cup \{a\}$, then Lemma 5.3 immediately gives a bound for the probability that $\text{Hole}(j) > a/2$.

So assume $\text{Hole}(j-1) \in (a/2,a)$. The proof is very similar to the case $v \in (a/3,a/2)$ in the proof of Lemma 5.3. If there is a failure before an emission then $\text{Hole}(j) = a$. So we only need to consider the case that there is an emission first. The probability that there is an emission in the first $a/2$ steps is bounded by the second half of Lemma 5.18.

The probability that there is no emission in the first $a/2$ steps and the hole is never in $[0,a/3]$ in that time is at most $e^{-a}$ by the second part of Lemma 5.15. The bounds are the same as in the proof of Lemma 5.3.

Finally, we complete our argument by proving Lemma 5.5.

**Proof of Lemma 5.5.** Again conditioning on $G_j$ is equivalent to conditioning on $\text{Hole}(j)$. Each time a failure occurs, by (P6) the next hot particle to be activated in block $i$ automatically is emitted successfully. Thus at least one successful emission occurs for every two attempted emissions. Each particle starts from inside the block, which is an interval of length $2a$, while the neighboring blocks are distance $K$ away on either side. Thus, the classical gambler’s ruin probabilities for simple random walk shows that each successful emission has probability at least $\frac{1}{2} - \frac{a}{2K} \geq \frac{1}{3}$ of being to the left. The result follows.
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