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Abstract

The elastic Neumann–Poincaré operator is a boundary integral operator associated with the Lamé system of linear elasticity. It is known that if the boundary of a planar domain is smooth enough, it has eigenvalues converging to two different points determined by Lamé parameters. We show that eigenvalues converge at a polynomial rate on smooth boundaries and the convergence rate is determined by smoothness of the boundary. We also show that they converge at an exponential rate if the boundary of the domain is real analytic.
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1 Introduction

In this paper we study the convergence rate of the elastic Neumann–Poincaré (abbreviated by NP) operator defined on the boundary of a two-dimensional bounded domain.

The elastic NP operator, which is also commonly called the double layer potential, arises naturally when solving boundary value problems for the Lamé system of linear elasticity using Layer potentials. The Lamé system is defined by

$$\mathcal{L}_{\lambda,\mu} := \mu \Delta + (\lambda + \mu) \nabla \nabla \cdot,$$

(1.1)

where (\(\lambda, \mu\)) denotes the pair of Lamé parameters. While a precise definition will given in the next section, we mention, as an example, that the solution to the Neumann problem
on a bounded domain $\Omega$, namely, $L^\lambda,\mu u = 0$ in $\Omega$ and $\partial_\nu u = g$ on $\partial\Omega$ ($\partial_\nu$ denotes the conormal derivative), is given by

$$u(x) = S(-1/2I + K^*)^{-1}g(x), \quad x \in \Omega,$$

where $I$ is the identity operator, $S$ is the single layer potential, $K$ is the elastic NP operator on $\partial\Omega$, and $K^*$ is its adjoint on $L^2$-space (see, for example, [5]).

As observed in the above mentioned paper, the elastic NP operator defined on the boundary $\partial\Omega$ of the domain $\Omega$ is not compact on either $L^2(\partial\Omega)^2$ or $H^{1/2}(\partial\Omega)^2$ (the Sobolev space of order $1/2$) even if $\partial\Omega$ is smooth. However, it is recently discovered in [1] that if the two-dimensional region $\Omega$ has the $C^1,\alpha$ boundary for some $\alpha > 0$, then the elastic NP operator $K$ is polynomially compact, more precisely,

$$K^2 - k_0^2I$$

is compact on $H^{1/2}(\partial\Omega)^2$, (1.2)

where the number $k_0$ is defined by

$$k_0 = \frac{\mu}{2(2\mu + \lambda)}. \quad (1.3)$$

As a consequence, it is shown that the spectrum of $K$ on $H^{1/2}(\partial\Omega)^2$ consists of two sets of eigenvalues converging to $\pm k_0$, respectively. The purpose of this paper is to investigate the convergence rates of eigenvalues.

The electro-static NP operator, which is the counterpart of the elastic NP operator for the Laplace operator, has much simpler spectral structure. If $\partial\Omega$ is $C^{1,\alpha}$ ($\alpha > 0$), then the electro-static NP operator is compact and has eigenvalues converging to $0$. Quantitative estimates of the decay rate of NP eigenvalues has been obtained: Suppose that the NP eigenvalues $\{\lambda_j\}$ are arranged in such a way that $|\lambda_1| = |\lambda_2| \geq |\lambda_3| = |\lambda_4| \geq \ldots$. It is helpful to mention that if $\lambda$ is an eigenvalue of the electro-static NP operator in two dimensions, so is $-\lambda$ [4]. It is proved in [14] that if the boundary of the domain is $C^k$ ($k \geq 2$), then

$$|\lambda_j| = o(j^d) \quad \text{as} \quad j \to \infty, \quad (1.4)$$

for any $d > -k + 3/2$ (see also [8]). If $\partial\Omega$ is real analytic, then it is proved in [2] that for any $\epsilon < \epsilon_{\partial\Omega}$ there is a constant $C$ such that

$$|\lambda_{2n-1}| = |\lambda_{2n}| \leq Ce^{-n\epsilon} \quad (1.5)$$

for all $n$. Here $\epsilon_{\partial\Omega}$ is the modified maximal Grauert radius of $\partial\Omega$ (see subsection 2.2 of this paper for the definition of the modified maximal Grauert radius of $\partial\Omega$). Moreover, it is proved by a few examples that the estimate (1.5) is optimal.

In this paper we extend the results for the electro-static NP operator to the elastic one. Let $\Omega$ be a simply connected bounded domain in $\mathbb{R}^2$ with $C^{1,\alpha}$ boundary for some $\alpha > 0$, and let $\lambda_j^\pm$ be eigenvalues of the elastic NP operator $K$ accumulating to $\pm k_0$, respectively. We show that $\lambda_j^\pm$ converges to $\pm k_0$ at a polynomial rate on smooth boundaries (Theorem 3.1), and at an exponential rate on real analytic boundaries (Theorem 4.2). It is worth mentioning that the polynomial and exponential rates obtained in this paper may not be optimal, in particular, the exponential rate is not. We include a brief discussion on this in Conclusion at the end of this paper.
In order to obtain results of this paper, we utilize a number of important ingredients. Among them are a result of J. Delgado and M. Ruzhansky [6] which relates the regularity of the integral kernel with the Schatten class where the operator belongs, a result of Gilfeather [7] on the decomposition of polynomially compact operators, Weyl’s inequality on singular values and eigenvalues, and the Weyl-Courant min-max principle.

This paper is organized as follows. In section 2 we review derivation of the result (1.2) and show some regularities of the integral kernel of the elastic NP operator using a complex parametrization. Section 3 is to deal with the polynomial convergence on smooth boundaries, and Section 4 is for the exponential convergence on real analytic boundaries. This paper ends with a short conclusion.

2 Prelimaries

2.1 Elasto-static NP operator

In this subsection we briefly review the result (1.2) as well as some preliminary results for the investigation of this paper.

Let \( \mathbf{\Gamma} = (\Gamma_{ij})_{i,j=1}^2 \) be the Kelvin matrix of fundamental solutions to the Lamé operator in two dimensions, namely,

\[
\Gamma_{ij}(x) = \frac{\alpha_1}{2\pi} \delta_{ij} \ln |x| - \frac{\alpha_2 x_i x_j}{2\pi |x|^2},
\]

where

\[
\alpha_1 = \frac{1}{2} \left( \frac{1}{\mu} + \frac{1}{2\mu + \lambda} \right) \quad \text{and} \quad \alpha_2 = \frac{1}{2} \left( \frac{1}{\mu} - \frac{1}{2\mu + \lambda} \right).
\]

Then the NP operator for the Lamé system is defined by

\[
K[f](x) := \text{p.v.} \int_{\partial \Omega} \partial_{\nu_y} \mathbf{\Gamma}(x - y) f(y) d\sigma(y) \quad \text{a.e. } x \in \partial \Omega.
\]

Here, p.v. stands for the Cauchy principal value, and the conormal derivative on \( \partial \Omega \) corresponding to the Lamé operator \( \mathcal{L}_{\lambda, \mu} \) is defined to be

\[
\partial_{\nu} u := (\nabla u) n = \lambda (\nabla \cdot u) n + \mu \left( \nabla u + \nabla u^\top \right) n \quad \text{on } \partial \Omega,
\]

where \( n \) is the outward unit normal to \( \partial \Omega \) and the superscript \( \top \) denotes transpose of a matrix. The conormal derivative \( \partial_{\nu_y} \mathbf{\Gamma}(x - y) \) of the Kelvin matrix with respect to \( y \)-variables is defined by

\[
\partial_{\nu_y} \mathbf{\Gamma}(x - y) b = \partial_{\nu_y} (\mathbf{\Gamma}(x - y)b)
\]

for any constant vector \( b \).

It is shown in [1] that

\[
\partial_{\nu_y} \mathbf{\Gamma}(x - y) = 2k_0 K_1(x,y) - K_2(x,y),
\]
where $k_0$ is the number given in (1.3) and

$$K_1(x, y) = \frac{n_y(x - y) - (x - y)n_y^\top}{2\pi|x - y|^2} = \frac{1}{2\pi|x - y|^2} \begin{bmatrix} 0 & K(x, y) \\ -K(x, y) & 0 \end{bmatrix}. \quad (2.7)$$

$$K_2(x, y) = \frac{\mu}{2\mu + \lambda} \frac{(x - y) \cdot n_y}{2\pi|x - y|^2} + \frac{2(\mu + \lambda)(x - y) \cdot n_y}{2\pi|x - y|^2} (x - y)(x - y)^\top. \quad (2.8)$$

Here and throughout the paper $I$ is the $2 \times 2$ identity matrix as the identity operator.

We define $T_j$, $j = 1, 2$, to be the operator defined by the integral kernel $K_j$, namely,

$$T_j[\varphi](x) := \text{p.v.} \int_{\partial \Omega} K_j(x, y)\varphi(y) \, d\sigma(y), \quad x \in \partial \Omega. \quad (2.9)$$

Observe that

$$K(x, y) := -n_2(y)(x_1 - y_1) + n_1(y)(x_2 - y_2). \quad (2.10)$$

Using this fact, it is proved in [1] that

$$T_1 = \frac{1}{2} \begin{bmatrix} 0 & -\mathcal{H} \\ \mathcal{H} & 0 \end{bmatrix} + \begin{bmatrix} 0 & \mathcal{K}\mathcal{H} \\ -\mathcal{K}\mathcal{H} & 0 \end{bmatrix}, \quad (2.11)$$

where $\mathcal{H}$ is the Hilbert transformation on $\partial \Omega$ and $\mathcal{K}$ is the electro-static NP operator, namely,

$$\mathcal{K}[\psi](x) := \frac{1}{2\pi} \int_{\partial \Omega} \frac{(y - x) \cdot n_y}{|x - y|^2} \psi(y) \, d\sigma(y), \quad x \in \partial \Omega. \quad (2.12)$$

Let

$$H = \begin{bmatrix} 0 & -\mathcal{H} \\ \mathcal{H} & 0 \end{bmatrix}, \quad (2.13)$$

and

$$B = \begin{bmatrix} \mathcal{K} & 0 \\ 0 & \mathcal{K} \end{bmatrix}. \quad (2.14)$$

Then we have the following relation from (2.6) and (2.11):

$$K = k_0H - 2k_0BH - T_2. \quad (2.15)$$

Let us denote the integral kernel of $\mathcal{K}$ by $K_0$, namely,

$$K_0(x, y) = \frac{1}{2\pi} \frac{(y - x) \cdot n_y}{|x - y|^2}. \quad (2.16)$$

If $\partial \Omega$ is $C^{1, \alpha}$, then

$$|K_0(x, y)| \leq C|x - y|^{-1+\alpha}$$

for some constant $C$. Thus, if $\alpha > 0$, then $\mathcal{K}$ is compact, and so is $B$. Since the term $K_2$ has $K_0$ as factors as one can see from (2.8), we infer that $T_2$ is compact. Thus, $2k_0BH + T_2$ is compact. Since $\mathcal{H}^2 = -I$ and hence $H^2 = I$, (1.2) follows.

The elastic NP operator $K$ can be realized as a self-adjoint operator on $H^{1/2}(\partial \Omega)^2$ by introducing a new inner product in the same way as for the symmetrization of the
electro-static NP operator in [10]. In fact, let \( S \) be the single layer potential for the Lamé system, namely,
\[
S[\varphi](x) = \int_{\partial \Omega} \Gamma(x - y)\varphi(y)d\sigma(y).
\]

Even though there are some domains \( \Omega \) such that \( S \) may have one-dimensional null space as a mapping from \( H^{-1/2}(\partial \Omega)^2 \) into \( H^{1/2}(\partial \Omega)^2 \), if we dilate the domain in such a case, then \( S : H^{-1/2}(\partial \Omega)^2 \to H^{1/2}(\partial \Omega)^2 \) becomes invertible. Since the elastic NP operator is invariant under dilation, we may assume without loss of generality that \( S \) is invertible from the beginning. Let \( \langle \cdot, \cdot \rangle \) denote the \( H^{1/2} - H^{-1/2} \) duality pairing, and define
\[
\langle \varphi, \psi \rangle_* := \langle \varphi, S^{-1}[\psi] \rangle
\]
for \( \varphi, \psi \in H^{1/2}(\partial \Omega)^2 \). It is actually an inner product on \( H^{1/2}(\partial \Omega)^2 \), and the elastic NP operator \( K \) is self-adjoint with respect to this inner product, which is a consequence of the Plemelj’s symmetrization principle, namely,
\[
SK^* = KS.
\]

See [11] and references therein. Since \( K \) is self-adjoint, we can infer from (1.2) that there are two nonempty sequences of eigenvalues converging to \( k_0 \) and \( -k_0 \).

### 2.2 Complex parametrization of the NP operator

In this section we derive some regularity estimates of the integral kernel of the operator \( K - k_0H = -2k_0BH - T_2 \) appearing in (2.15). For that purpose, it is convenient to use a complex parametrization of \( \partial \Omega \).

Let \( S^1 \) be the unit circle and \( Q : S^1 \to \partial \Omega \subset \mathbb{C} \) be a regular parametrization of \( \partial \Omega \). Here and afterwards we identify \( \mathbb{R}^2 \) with the complex plane \( \mathbb{C} \). Let
\[
q(t) := Q(e^{it}), \quad t \in \mathbb{R}.
\]
Then \( q \) is \( C^{k,\alpha} \) if \( \partial \Omega \) is \( C^{k,\alpha} \) smooth, and is real analytic if \( \partial \Omega \) is. Moreover, \( q \) is a 2\( \pi \)-periodic function, namely, \( q(t + 2\pi) = q(t) \).

Suppose that \( \partial \Omega \) is real analytic. Then \( Q \) admits an extension as an analytic mapping from an annulus
\[
A_\varepsilon := \{ \tau \in \mathbb{C} : e^{-\varepsilon} < |\tau| < e^\varepsilon \}
\]
for some \( \varepsilon > 0 \) onto a tubular neighborhood of \( \partial \Omega \) in \( \mathbb{C} \). The function \( q \) is an analytic function from \( \mathbb{R} \times i(-\varepsilon, \varepsilon) \) onto a tubular neighborhood of \( \partial \Omega \).

For a real analytic parametrization \( q \) of \( \partial \Omega \), we consider the numbers \( \varepsilon \) such that \( q \) satisfies an additional condition:
\[
(G) \quad \text{if } q(t) = q(s) \text{ for } t \in [-\pi, \pi) \times i(-\varepsilon, \varepsilon) \text{ and } s \in [-\pi, \pi), \text{ then } t = s.
\]
It is worth emphasizing that the condition (G) is weaker than univalence. It only requires that \( q \) attains values \( q(s) \) for \( s \in [-\pi, \pi) \) only at \( s \): The condition (G) is equivalent to the fact that the only points that the function \( q : \mathbb{R} \times i(-\varepsilon, \varepsilon) \to \mathbb{C} \) maps to \( \partial \Omega \) are those on the real line. Since \( Q \) is one-to-one on \( \partial \Omega \), the extended function is univalent in \( A_\varepsilon \) if \( \varepsilon \) is sufficiently small. Therefore, the condition (G) is fulfilled if \( \varepsilon \) is small. We
denote the supremum of such $\epsilon$ by $\epsilon_q$ and call it the modified maximal Grauert radius of $q$. We emphasize that $\epsilon_q$ may differ depending on the parametrization $q$. The supremum of $\epsilon_q$ over all regular real analytic parametrizations $q$ of $\partial\Omega$ is called the modified maximal Grauert radius of $\partial\Omega$ and it is shown in [2] that the electro-static NP eigenvalues converges to 0 at the rate of $o(e^{-\epsilon j})$ as $j \to \infty$ for any $\epsilon$ less than the modified maximal Grauert radius of $\partial\Omega$.

There is a special parametrization of $\partial\Omega$ (and such a parametrization will be used in this paper). Let $U$ be the unit disk and $\Phi : U \to \Omega$ be a Riemann mapping, namely, a univalent mapping from $U$ onto $\Omega$ ($\Omega$ is assumed to be simply connected). If $\partial\Omega$ is $C^{k,\alpha}$, then $\Phi$ can be extended as an injective $C^{k,\alpha}$ mapping from $\overline{U}$ onto $\overline{\Omega}$ (see [15] Theorem 3.6). If $\partial\Omega$ is real analytic, then $\Phi$ is extended as an analytic function in a neighborhood of $U$ (see [15, Proposition 3.1]). Thus, assuming that $\partial\Omega$ is $C^{k,\alpha}$, we may take $Q = \Phi$ on $S^1 = \partial U$ and $q$ accordingly. For convenience, we call such a parametrization by the name ‘a parametrization by a Riemann mapping $\Phi$’.

Let $q$ be a $2\pi$-periodic parametrization of $\partial\Omega$. Let $T_q(t,s)$ be the integral kernel of the operator $2k_0BH + T_2$ after parametrization by $q$, namely,

$$(2k_0BH + T_2)[\varphi](q(t)) = \int_{-\pi}^{\pi} T_q(t,s)\varphi(q(s))ds. \quad (2.21)$$

Since $T_q(t,s)$ is $2\pi$-periodic with respect to the $t$ variable, it admits the Fourier series expansion:

$$T_q(t,s) = \sum_{k \in \mathbb{Z}} a_k^q(s)e^{ikt}, \quad a_k^q(s) = \frac{1}{2\pi} \int_{-\pi}^{\pi} T_q(t,s)e^{-ikt}dt. \quad (2.22)$$

We emphasize that $T_q$ is a $2 \times 2$ matrix-valued function, and so is $a_k^q(s)$.

We obtain the following proposition.

**Proposition 2.1** Let $\Omega$ be a simply connected bounded domain in $\mathbb{R}^2$.

(i) If $\partial\Omega$ is $C^{k,\alpha}$ for some $k$ and $0 \leq \alpha < 1$ satisfying $k + \alpha > 2$, then the integral kernels of the operators $B$ and $T_2$ are $C^{k-2,\alpha}$-smooth in both $t$ and $s$ variables.

(ii) If $\partial\Omega$ is real analytic, let $q$ be the parametrization of $\partial\Omega$ by a Riemann mapping of $\Omega$, and $T_q$ be the parametrized kernel given by (2.21) and $a_k^q$ be its Fourier coefficient defined by (2.22). For any $0 < \epsilon < \epsilon_q$ ($\epsilon_q$ is the modified maximal Grauert radius of $q$) there is a constant $C$ such that

$$|a_k^q(s)| \leq Ce^{-\epsilon|k|} \quad (2.23)$$

for all integer $k$ and $s \in [-\pi, \pi)$. Here $|a_k^q(s)|$ denotes the maximum of its entries in absolute value.

**Proof.** Write the operator $T_2$ as

$$T_2 = \frac{\mu}{2\mu + \lambda} T_{2,1} + \frac{2(\mu + \lambda)}{2\mu + \lambda} T_{2,2}, \quad (2.24)$$

where the definition of each operator is clear from (2.8). In particular, $T_{2,1} = KI$ where $K$ is the electro-static NP operator.
It is known that the integral kernel of $K$ admits an analytic extension to the maximal Grauert tube. In fact, if we let $x = q(t)$ and $y = q(s)$ for $x, y \in \partial \Omega$ where $q$ is a regular parametrization of $\partial \Omega$ (either $C^{k, \alpha}$ or real analytic), then the outward unit normal vector $n_y$ is given by $-i[q'(s)]/|q'(s)|$ and $d\sigma(y) = |q'(s)|ds$. Using notation (2.16), the parametrized kernel denoted by $A_q(t, s)$ is given by

$$A_q(t, s) = K_0(x, y)|q'(t)| = \frac{1}{4\pi i} \left[ \frac{q'(t)}{q(t) - q(s)} - \frac{\overline{q'(t)}}{q(t) - \overline{q(s)}} \right].$$  \hspace{1cm} (2.25)

It is shown in [2, 14] that $A_q(t, s)$ is $C^{k-2, \alpha}$ if $\partial \Omega$ is $C^{k, \alpha}$, and if $\partial \Omega$ is real analytic, then $A_q(t, s)$ extends as an analytic function in $|\Im s| < \epsilon_q$. As a consequence, it is proved that for any $0 < \epsilon < \epsilon_q$ there is a constant $C$ such that

$$\left| \frac{1}{2\pi} \int_{-\pi}^{\pi} A_q(t, s)e^{-ikt} dt \right| \leq Ce^{-\epsilon|k|} \hspace{1cm} (2.26)$$

for all integer $k$ and $s \in [-\pi, \pi]$. Here we review the proof of (2.26) in [2] since the same argument is repeatedly used.

If $k > 0$, then we take a rectangular contour $R$ with the clockwise orientation in $\mathbb{R} \times i(-\epsilon_q, \epsilon_q)$:

$$R = R_1 \cup R_2 \cup R_3 \cup R_4 := [-\pi, \pi] \cup [\pi, \pi - i\epsilon] \cup [\pi - i\epsilon, -\pi] \cup [-\pi - i\epsilon, -\pi].$$

Since $A_q(t, s)$ is analytic in $\mathbb{R} \times i(-\epsilon_q, \epsilon_q)$ and $2\pi$-periodic with respect to the $t$ variable, we have

$$0 = \int_R A_q(t, s)e^{-ikt} dt = \left\{ \int_{R_1} + \int_{R_3} \right\} A_q(t, s)e^{-ikt} dt,$$

which implies

$$\int_{-\pi}^{\pi} A_q(t, s)e^{-ikt} dt = -\int_{R_3} A_q(t, s)e^{-ikt} dt = -\int_{-\pi - i\epsilon}^{\pi - i\epsilon} A_q(t, s)e^{-ikt} dt.$$  \hspace{1cm} (2.26)

Since $|A_q(t, s)|$ is bounded for all $s \in \mathbb{R}$ and $t \in R_3$, (2.26) for $k > 0$ follows. (2.26) for $k < 0$ can be proved similarly, and the $k = 0$ case is obvious.

We now look into the operator $T_{2, 2}$. If we use the same parametrization, then the parametrized kernel of $T_{2, 2}$, which is denoted by $K_{2, 2}(t, s)$, is given by

$$K_{2, 2}(t, s) := \frac{(x - y) \cdot n_y}{2\pi |x - y|^2} (x - y) (x - y) \top |q'(s)|$$

$$= 2q'(s)A_q(t, s) \frac{(q(t) - q(s)) \otimes (q(t) - q(s))}{|q(t) - q(s)|^2}.$$  \hspace{1cm} \hspace{1cm} (2.26)

Here $(q(t) - q(s)) \otimes (q(t) - q(s))$ denotes the tensor product, that is,

$$\begin{bmatrix}
R(q(t) - q(s))^2 & R((q(t) - q(s))^2 & R((q(t) - q(s))^2 \\
R((q(t) - q(s))^2 & R((q(t) - q(s))^2 & R((q(t) - q(s))^2)
\end{bmatrix}.$$  \hspace{1cm} \hspace{1cm} (2.26)
Let $H$ be the Hilbert transform on the circle. The Hilbert transform on the circle can be computed explicitly. In fact, we have

$$\frac{(q(t) - q(s)) \otimes (q(t) - q(s))}{|q(t) - q(s)|^2}$$

is $C^{k-1, \alpha}$ if $\partial \Omega$ is $C^{k, \alpha}$. Moreover, letting $q^*(s) = \overline{q(s)}$, we have

$$|q(t) - q(s)|^2 = (\overline{q(t)} - q^*(s))(q(t) - q(s)),$$

$$\Re(q(t) - q(s)) = \frac{q(t) - q(s) + \overline{q(t)} - q^*(s)}{2},$$

$$\Im(q(t) - q(s)) = \frac{q(t) - q(s) - \overline{q(t)} + q^*(s)}{2i}$$

for real $s, t$. These identities show that $R(t, s)$ as a function of $s$ is analytic in $|\Im| < \epsilon_q$ for each fixed $t$. Thus $K_{2,2}(t, s)$ is $C^{k-2, \alpha}$ if $\partial \Omega$ is $C^{k, \alpha}$, and extends analytically to $|\Im| < \epsilon_q$ if $q$ is real analytic. The estimate $2.23$ for $K_{2,2}(t, s)$ can be derived in the same way to derive the estimate for $A_q$ above. It is worthy mentioning that the facts proved so far hold for any parametrization $q$, not just for a parametrization by a Riemann mapping.

The operator $\frac{2}{i} \mathcal{B} + \mathbf{T}_2$ is expressed in terms of $K$, $K\mathcal{H}$, and $\mathbf{T}_{22}$. Thus we need to prove $2.23$ for the operator $K\mathcal{H}$. For that purpose, we use a parametrization $q$ by a Riemann mapping, say $\Phi$. Note that the function $f + i\mathcal{H}[f]$ extends analytically in $\Omega$. Let $\mathcal{H}_0$ be the Hilbert transform on $U$, the unit disc. Then, $\mathcal{H}_0[f + i\mathcal{H}_0 f \circ \Phi]$ extends analytically in $U$, and so does $(f + i\mathcal{H}[f]) \circ \Phi$. Thus we have, after adjusting a constant,

$$\mathcal{H}[f] \circ \Phi = \mathcal{H}_0[f \circ \Phi].$$

The Hilbert transform on the circle can be computed explicitly. In fact, we have

$$\mathcal{H}_0[\mathrm{e}^{ikt}] = -i(\text{sgn } k)\mathrm{e}^{ikt} \text{ for all } k \neq 0.$$  \hfill (2.28)

In particular, we see that $\mathcal{H}_0$ is skew-symmetric, namely,

$$\int_{-\pi}^{\pi} f(t) \mathcal{H}_0[g](t) dt = -\int_{-\pi}^{\pi} \mathcal{H}_0[f](t) g(t) dt$$

for any square integrable functions $f$ and $g$ on $[-\pi, \pi]$. Therefore, we have

$$K\mathcal{H}[f](\Phi(\xi)) = \int_{\partial \Omega} K_0(\Phi(\xi), y) \mathcal{H}[f](y) d\sigma(y)$$

$$= \int_{\partial U} K_0(\Phi(\xi), \Phi(\omega)) (\mathcal{H}_0 f)(\Phi(\omega)) |\Phi'(\omega)| d\sigma(\omega)$$

$$= \int_{\partial U} K_0(\Phi(\xi), \Phi(\omega)) \mathcal{H}_0[f \circ \Phi](\omega) |\Phi'(\omega)| d\sigma(\omega)$$

$$= -\int_{\partial U} \mathcal{H}_0[K_0(\Phi(\xi), \Phi(\cdot)) |\Phi'(\cdot)|](\omega)(f \circ \Phi)(\omega) d\sigma(\omega).$$

We then infer that the parametrized kernel of $K\mathcal{H}$, which is denoted by $B_q(t, s)$, is given by

$$B_q(t, s) = -\mathcal{H}_0[K_0(\Phi(e^{it}), \Phi(\cdot)) |\Phi'(\cdot)|](e^{ix}).$$
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Thanks to (2.24), we have
\[ B_q(t, s) = -\mathcal{H}_0[A_q(t, \cdot)](e^{is}). \]

To show (2.23) for \( B_q(t, s) \), we observe that
\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} B_q(t, s)e^{-ikt} \, dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} A_q(t, s)\mathcal{H}_0[e^{-ikt}] \, dt. \]

It then follows from (2.28) that
\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} B_q(t, s)e^{-ikt} \, dt = \frac{\text{sgn} k}{2\pi} \int_{-\pi}^{\pi} A_q(t, s)e^{-ikt} \, dt. \]

Thus (2.23) for \( B_q(t, s) \) follows from (2.26), and the proof is complete. \( \square \)

3 Polynomial convergence on smooth boundaries

In this section, we prove the following theorem:

**Theorem 3.1** If \( \partial \Omega \) is \( C^{k,\alpha} \) with \( k + \alpha > 2 \) and \( 0 \leq \alpha < 1 \), then eigenvalues \( \lambda_j^\pm \) of the elastic NP operator \( K \) converging to \( \pm k_0 \) satisfy
\[ \lambda_j^\pm = \pm k_0 + o(j^d) \quad \text{as} \quad j \to \infty \]
for any \( d > -(k + \alpha) + 3/2. \)

3.1 Schatten classes

Recall that every compact operator \( L \) on a separable Hilbert space takes the canonical form
\[ L\psi = \sum_{j=1}^{\infty} \alpha_j \langle \psi, v_j \rangle u_j \]
for some orthonormal basis \( \{u_j\} \) and \( \{v_j\} \), where \( \alpha_j \) are singular values of \( L \) (i.e., eigenvalues of \((L^*L)^{1/2}\)), and \( \langle \cdot, \cdot \rangle \) is the inner product. The singular values are non-negative, and we denote the \( p \)-Schatten (quasi)-norm of \( L \) by
\[ \|L\|_{S^p} = \left( \sum_{j=1}^{\infty} \alpha_j^p \right)^{1/p}. \]

If \( p \geq 1 \), then (3.2) defines a norm. For \( 0 < p < 1 \), (3.2) does not define a norm but it is a unitary invariant functional which is a ‘quasi-norm’ in the sense that instead of the triangle inequality we have
\[ \|L + M\|_{S^p} \leq 2^{1/p-1}(\|L\|_{S^p} + \|M\|_{S^p}), \quad 0 < p < 1. \]
Further, we have the Hölder inequality:
\[ \|LM\|_{S^r} \leq \|L\|_{S^p}\|M\|_{S^q} \]
for \( 0 < p, q \leq \infty \) with \( 1/p + 1/q = 1/r \) (see, e.g., [6, 16]).
Lemma 3.2 If operators $A, B, C, D$ on a separable Hilbert space $H$ are in the Schatten class $S_r$, then the operator $R$, defined by

$$R = \begin{bmatrix} A & B \\ C & D \end{bmatrix},$$

is in the same Schatten class $S_r$ on the Hilbert space $H \times H$.

Proof. Since the Schatten (quasi)-norm is unitary invariant, we have

$$\left\| \begin{bmatrix} O & B \\ O & O \end{bmatrix} \right\|_{S_r(H \times H)} = \left\| \begin{bmatrix} O & I \\ O & O \end{bmatrix} \right\|_{S_r(H \times H)} = \left\| \begin{bmatrix} B & O \\ O & O \end{bmatrix} \right\|_{S_r(H \times H)} = \|B\|_{S_r},$$

and

$$\left\| \begin{bmatrix} O & O \\ C & O \end{bmatrix} \right\|_{S_r(H \times H)} = \left\| \begin{bmatrix} O & I \\ C & O \end{bmatrix} \right\|_{S_r(H \times H)} = \left\| \begin{bmatrix} O & O \\ O & C \end{bmatrix} \right\|_{S_r(H \times H)} = \|C\|_{S_r}.$$

From the inequality (3.3), we have

$$\|R\|_{S_r(H \times H)} \leq C_1(\|A\|_{S_r} + \|B\|_{S_r} + \|C\|_{S_r} + \|D\|_{S_r}) < +\infty$$

for some constant $C_1$, as desired. \qed

Here we invoke the result [3, Theorem 3.6] which states that if $E(x, y) \in H^{\mu_1, \mu_2}_x(\partial \Omega) \times \partial \Omega)$ (the Sobolev space of order $\mu_1$ in $x$-variable and $\mu_2$ in $y$-variable), then the integral operator $E$ on $L^2(\partial \Omega)$ defined by the integral kernel $E(x, y)$ is in the Schatten classes $S_r(L^2(\partial \Omega))$ for $r > \frac{2}{1+2(\mu_1+\mu_2)}$. Suppose that $\partial \Omega$ is $C^{k, \alpha}$ with $k + \alpha > 2$. According to Proposition [2.7] (i), the integral kernels of $B$ and $T_2$, which are $2 \times 2$ matrix-valued functions, are $C^{k-2, \alpha}$-smooth in both $t$ and $s$ variables. Thus each component of $B$ and $T_2$ is in the Schatten class $S_r$ for $r > \frac{2}{1+2(k-2+\alpha)} = \frac{2}{2k+2\alpha-3}$ by letting $\mu_1 + \mu_2 = k - 2 + \alpha$.

We then infer from Lemma [3.2] that $B$ and $T_2$ themselves are in the same Schatten class $S_r$. Since $H$ is a bounded operator on $L^2(\partial \Omega)^2$ and the Schatten class $S_r$ is an ideal on the space of all the bounded operators, $2k_0BH + T_2$ is in the Schatten class $S_r$ for $r > \frac{2}{2k+2\alpha-3}$.

Let us introduce an invertible linear transform on $L^2(\partial \Omega)^2$:

$$P = \frac{1}{\sqrt{2}} \begin{bmatrix} I & H \\ H & I \end{bmatrix}.$$  \hspace{1cm} (3.5)

Since $H^2 = -I$, we have

$$P^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix} I & -H \\ -H & I \end{bmatrix}. \hspace{1cm} (3.6)$$

It follows from (2.15) that

$$P^{-1}KP = k_0 \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} - Q,$$  \hspace{1cm} (3.7)

where

$$Q := P^{-1}(2k_0BH + T_2)P.$$  \hspace{1cm} (3.8)

Since $2k_0BH + T_2$ belongs to the Schatten class $S_r$ for $r > \frac{2}{2k+2\alpha-3}$, so does $Q$.

Let us now recall the result [7, Theorem 1] on the decomposition of polynomially compact operators, of which the following is a special case:
Theorem 3.3 Let $A$ be a polynomially compact operator on a Hilbert space $H$ with minimal polynomial $p(z) = (z - k_0)(z + k_0)$. Then the Hilbert space $H$ is decomposed into the direct sum $H = H_{k_0} \bigoplus H_{-k_0}$, and the operators $A - k_0 I$ and $A + k_0 I$ are compact on $H_{k_0}$ and $H_{-k_0}$, respectively.

In the above, the decomposition can be explicitly given by

$$H_{k_0} = E_{k_0} H \quad \text{and} \quad H_{-k_0} = E_{-k_0} H,$$

where

$$E_{k_0} := \frac{1}{2\pi i} \int_{\partial(k_0)} (A - \lambda I)^{-1} d\lambda,$$

$$E_{-k_0} := \frac{1}{2\pi i} \int_{\partial(-k_0)} (A - \lambda I)^{-1} d\lambda.$$

Here $\partial(k_0)$ and $\partial(-k_0)$ denote disjoint contours around $k_0$ and $-k_0$ satisfying $\sigma(K) \subset \text{int}(\partial(k_0)) \cup \text{int}(\partial(-k_0))$. We emphasize that the $E_{\pm k_0} = I$ on $H_{\pm k_0}$, respectively.

We now apply the decomposition to the operator $A = P^{-1} K P$. According to (3.7), we have

$$(P^{-1} K P - \lambda I = \begin{bmatrix} (k_0 - \lambda)I & 0 \\ 0 & (-k_0 - \lambda)I \end{bmatrix} - Q. \quad (3.12)$$

Using the partial Neumann series, we have

$$\begin{align*}
(P^{-1} K P - \lambda I)^{-1} & = \begin{bmatrix} (k_0 - \lambda)I & 0 \\ 0 & (-k_0 - \lambda)I \end{bmatrix} - Q \\
& = \begin{bmatrix} (k_0 - \lambda)I & 0 \\ 0 & (-k_0 - \lambda)I \end{bmatrix}^{-1} \left( I - \begin{bmatrix} (k_0 - \lambda)I & 0 \\ 0 & (-k_0 - \lambda)I \end{bmatrix}^{-1} Q \right)^{-1} \\
& = C(\lambda) \left[ I + C(\lambda)Q + A(\lambda) \right],
\end{align*}$$

where

$$C(\lambda) := \begin{bmatrix} \frac{1}{k_0 - \lambda} I & 0 \\ 0 & \frac{-1}{k_0 + \lambda} I \end{bmatrix} \quad (3.13)$$

and

$$A(\lambda) = (C(\lambda)Q)^2 (I - C(\lambda)Q)^{-1} = (I - C(\lambda)Q)^{-1} (C(\lambda)Q)^2. \quad (3.14)$$

We now prove that $E_{k_0}$ defined by (3.10) with $A = P^{-1} K P$ is of the form

$$E_{k_0} = \begin{bmatrix} -I & 0 \\ 0 & 0 \end{bmatrix} + Q_{k_0}, \quad (3.15)$$

where $Q_{k_0}$ is in the same Schatten class as $Q^2$. In fact, one can see immediately that

$$\frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda) d\lambda = \begin{bmatrix} -I & 0 \\ 0 & 0 \end{bmatrix}.$$
We also have
\[
\frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda)^2 Q d\lambda = 0.
\]
Let
\[
Q_{k_0} := \frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda)A(\lambda) d\lambda,
\]
and we show that \(Q_{k_0}\) is in the same Schatten class as \(Q^2\). In fact, if we denote the matrix operator \(Q\) as \(Q = (Q_{ij})_{i,j=1,2}\), then we find
\[
QC(\lambda) = C(\lambda)Q + \left(\begin{array}{cc} -1 & 1 \\ \lambda & -1 \end{array}\right) \begin{bmatrix} O & Q_{12} \\ -Q_{21} & O \end{bmatrix} = C(\lambda)Q + B(\lambda)R.
\]
Therefore,
\[
C(\lambda)A(\lambda) = C(\lambda) (I - C(\lambda)Q)^{-1} (C(\lambda)Q)^2
\]
\[
= C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda)^2 Q^2 + C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda) B(\lambda) R Q.
\]
Since \(Q^2\) and \(RQ\) are independent of \(\lambda\), we have
\[
Q_{k_0} = \left(\frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda)^2 d\lambda\right) Q^2
\]
\[
+ \left(\frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda) B(\lambda) d\lambda\right) R Q.
\]
Since \(\text{dist}(\partial(k_0), \lambda_j) > c_0\) for some \(c_0 > 0\) for all eigenvalues \(\lambda_j\) of \(P^{-1}KP\), \((I - C(\lambda)Q)^{-1}\) is bounded independently of \(\lambda \in \partial(k_0)\), namely,
\[
\| (I - C(\lambda)Q)^{-1} \| \leq C
\]
for some \(C\) independent of \(\lambda\). Therefore operator-valued functions \(C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda)^2\) and \(C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda) B(\lambda)\) are bounded and continuous in \(\lambda \in \partial(k_0)\), and hence
\[
\left\| \int_{\partial(k_0)} C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda)^2 d\lambda \right\| + \left\| \int_{\partial(k_0)} C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda) B(\lambda) d\lambda \right\| \leq C
\]
for some \(C\) (see, for example, [17 §5, Theorem 1]).

Suppose that \(Q\) belongs to the Schatten class \(S_p\) for some \(p\). Then by the definition of \(R\) in (3.17), we see that \(R \in S_p\), and (3.11) shows that \(Q^2, RQ \in S_p/2\). It then follows from \(KK\) that
\[
\|Q_{k_0}\|_{S_{p/2}} \leq C_P \left( \left\| \int_{\partial(k_0)} C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda)^2 d\lambda \right\|^2_{S_{p/2}} + \left\| \int_{\partial(k_0)} C(\lambda) (I - C(\lambda)Q)^{-1} C(\lambda) B(\lambda) d\lambda \right\|^2_{S_{p/2}} \right) < +\infty.
\]
Thus, \(Q_{k_0} \in S_{p/2}\).
In short, we showed that $E_{k_0}$ is of the form (3.15), and that if $Q \in S_p$, then $Q_{k_0} \in S_{p/2}$ ($Q^2$ also belongs to the same class). Similarly, one can show that

$$E_{-k_0} := \frac{1}{2\pi i} \int_{\partial(-k_0)} (P^{-1}KP - \lambda I)^{-1}d\lambda = \begin{bmatrix} 0 & 0 \\ 0 & -I \end{bmatrix} + Q_{-k_0}, \quad (3.19)$$

where $Q_{-k_0} \in S_{p/2}$ if $Q \in S_p$.

We are now ready to prove Theorem 3.1.

Proof of Theorem 3.1. Let us consider the operator $P^{-1}KP - k_0I$ on $H_{k_0} := E_{k_0}(L^2(\partial \Omega))^2$ where $E_{k_0}$ is of the form in (3.15). In view of (3.12), we have

$$(P^{-1}KP - k_0I)E_{k_0} = \left( k_0 \begin{bmatrix} 0 & 0 \\ 0 & -2I \end{bmatrix} - Q \right) \left( \begin{bmatrix} -I & 0 \\ 0 & 0 \end{bmatrix} + Q_{k_0} \right)$$

$$= Q \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + k_0 \begin{bmatrix} 0 & 0 \\ 0 & -2I \end{bmatrix} Q_{k_0} \mod S_r. \quad (3.20)$$

This operator is in Schatten class $S_r$ with $r > \frac{2}{2k+2\alpha-3}$.

Here we invoke a result: If a self-adjoint operator $A$ on a Hilbert space belong to the Schatten class $S_r$, then its singular values $a_j$ satisfy

$$a_j = O(j^{-1/r+\epsilon}) \quad \text{as } j \to \infty,$$

for any $\epsilon > 0$. See, for example, [13, 16] for a proof of this fact. Since $E_{k_0} = I$ on $H_{k_0}$ in (3.20), the singular values of $P^{-1}KP - k_0I$ on $H_{k_0}$, denoted by $\alpha_j^+$, satisfy

$$\alpha_j^+ = o(j^d) \quad \text{as } j \to \infty, \quad (3.21)$$

for any $d > -(k + \alpha) + 3/2$. Let $\kappa_j$ be eigenvalues of $P^{-1}KP - k_0I$ on $H_{k_0}$ enumerated in decreasing order in absolute values. By Weyl’s inequality [10], $\kappa_j$ satisfies

$$\sum_j |\kappa_j|^r \leq \sum_j |\alpha_j|^r$$

as long as the righthand side is finite. Thus we have

$$\kappa_j = o(j^d) \quad \text{as } j \to \infty,$$

for any $d > -(k + \alpha) + 3/2$. Since $\lambda_j^+$ are eigenvalues of $K$ on $H^{1/2}(\partial \Omega)^2$ while $\kappa_j$ are eigenvalues of $P^{-1}KP - k_0I$ on $L^2(\partial \Omega)^2$, we have $\{\lambda_j^+ - k_0\} \subset \{\kappa_j\}$, and thus

$$\lambda_j^+ - k_0 = o(j^d) \quad \text{as } j \to \infty, \quad (3.22)$$

for any $d > -(k + \alpha) + 3/2$, as desired.

For the space $H_{-k_0}$, similarly we have

$$\lambda_j^- + k_0 = o(j^d) \quad \text{as } j \to \infty, \quad (3.23)$$

for any $d > -(k + \alpha) + 3/2$. This completes the proof. \qed
4 Exponential decay on analytic boundaries

We now consider the case of analytic boundaries.

Suppose that $\partial \Omega$ is real analytic and let $\Phi : U \to \Omega$ be a Riemann mapping. Let $q$ be the parametrization of $\partial \Omega$ by $\Phi$, namely, $q(s) = \Phi(e^{is})$, and let $\epsilon_q$ be the maximal Grauert radius of $q$. For $\psi \in H^{1/2}(\partial \Omega)^2$, let $f(s) := \psi(q(s))$. By (2.27), we have

$$P[\psi](q(s)) = \frac{1}{\sqrt{2}} \left[ \psi_1(q(s)) + \mathcal{H}[\psi_2](q(s)) \right] = \tilde{P}[f](s),$$

where

$$\tilde{P} = \frac{1}{\sqrt{2}} \begin{bmatrix} I & \mathcal{H}_0 \\ \mathcal{H}_0 & I \end{bmatrix}. \quad (4.1)$$

With $T_q(t, s)$ defined in (2.21), let

$$V[f](t) := \int_{-\pi}^{\pi} T_q(t, s)f(s)ds.$$  

Then, it follows from (2.21), (2.22) and (3.8) that

$$Q[\psi](q(t)) = \tilde{P}^{-1}V\tilde{P}[f](t).$$

If we write

$$Q[\psi](q(t)) = \int_{-\pi}^{\pi} \tilde{T}_q(t, s)f(s)ds \quad (4.2)$$

and

$$\tilde{T}_q(t, s) := \sum_{k \in \mathbb{Z}} \tilde{a}_k^q(s)e^{ikt}, \quad (4.3)$$

then

$$\int_{-\pi}^{\pi} \tilde{a}_k^q(s)(\psi \circ q)(s)ds = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ikt}Q[\psi](q(t))dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{P}[e^{-ikt}I]V\tilde{P}[f](t)dt,$$

where the last equality holds thanks to (2.29) because

$$\tilde{P}^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix} I & -\mathcal{H}_0 \\ -\mathcal{H}_0 & I \end{bmatrix}.$$  

Because of (2.28), we have

$$\tilde{P}[e^{-ikt}I] = e^{-ikt}P_k,$$

where

$$P_k := \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & \text{isgn } k \\ \text{isgn } k & 1 \end{bmatrix}. \quad (4.4)$$
Therefore,
\[
\int_{-\pi}^{\pi} \tilde{a}_k^q(s)f(s)ds = P_k \int_{-\pi}^{\pi} e^{-ikt} \tilde{\mathbf{P}}[f](t)dt \\
= P_k \int_{-\pi}^{\pi} \tilde{a}_k^q(s)\tilde{\mathbf{P}}[f](s)ds \\
= P_k \int_{-\pi}^{\pi} 1 \sqrt{2} \left[ \begin{array}{ccc} a_{11}^k - \mathcal{H}_0(a_{12}^k) & a_{12}^k - \mathcal{H}_0(a_{11}^k) \\ a_{12}^k - \mathcal{H}_0(a_{22}^k) & a_{22}^k - \mathcal{H}_0(a_{21}^k) \end{array} \right] f(s)ds.
\]

Here we denote the matrix elements of $a_k^q(s)$ by $a_{ij}^k$ ($i, j = 1, 2$). Since above relation holds for all $f$, we conclude that
\[
\tilde{a}_k^q(s) = \frac{1}{\sqrt{2}} P_k \left[ \begin{array}{ccc} a_{11}^k - \mathcal{H}_0(a_{12}^k) & a_{12}^k - \mathcal{H}_0(a_{11}^k) \\ a_{12}^k - \mathcal{H}_0(a_{22}^k) & a_{22}^k - \mathcal{H}_0(a_{21}^k) \end{array} \right].
\]

(4.5)

For $\psi \in H^{1/2}(\partial \Omega)^2$, let $f = \psi \circ q$. Then $f \in H^{1/2}(\mathbb{T})^2$, namely, $f \in H^{1/2}([-\pi, \pi]^2$ and $2\pi$-periodic. Let
\[
\mathbf{Q}[f](t) := Q[\psi](q(t)).
\]

Then we see from (4.2) and (4.3) that
\[
\mathbf{Q}[f](t) = \sum_{k \in \mathbb{Z}} e^{ikt} \frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{a}_k^q(s)f(s)ds.
\]

(4.7)

For a positive integer $n$ define the finite truncation $\mathbf{Q}_n$ of $\mathbf{Q}$ by
\[
\mathbf{Q}_n[f](t) := \sum_{|k| < n} e^{ikt} \frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{a}_k^q(s)f(s)ds.
\]

(4.8)

Then $\mathbf{Q}_n$ is of rank $2(2n - 1)$. Moreover, we have
\[
\|(\mathbf{Q} - \mathbf{Q}_n)[f]\|_{H^{1/2}(\mathbb{T})^2} \leq C \sum_{|k| \geq n} |k| \left| \int_{-\pi}^{\pi} \tilde{a}_k^q(s)f(s)ds \right| \\
\leq C \sum_{|k| \geq n} |k| \|\tilde{\mathbf{a}}_k^q\|_{L^2(\mathbb{T})^4} \|f\|_{H^{1/2}(\mathbb{T})^2}.
\]

(4.9)

Since the Hilbert transform $\mathcal{H}_0$ is bounded on $L^2(\mathbb{T})$, we have from (2.23), (4.1) and (4.5) that for any $\epsilon < \epsilon_q$ there exist $C_1$ and $C_2$ such that
\[
\|\tilde{\mathbf{a}}_k^q\|_{L^2(\mathbb{T})^4} \leq \|\tilde{\mathbf{a}}_k^q\|_{L^2(\mathbb{T})^4} \leq C_1 \|a_k^q\|_{L^2(\mathbb{T})^4} \leq C_2 e^{-|k|}
\]
for all $k$. Thus,
\[
\|(\mathbf{Q} - \mathbf{Q}_n)[f]\|_{H^{1/2}(\mathbb{T})^2} \leq C_2 \sum_{|k| \geq n} |k| e^{-\epsilon|k|} \|f\|_{H^{1/2}(\mathbb{T})^2} \leq C_2 e^{-\epsilon n}.
\]

In short, we have
\[
\|(\mathbf{Q} - \mathbf{Q}_n)\| \leq C_2 e^{-\epsilon n}
\]
for any $\epsilon < \epsilon_q$.

We are now at the position to state and prove the second main theorem of this paper. The proof relies on the Weyl-Courant min-max principle which we state below for readers’ sake (see, for example, [11] for a proof).
Lemma 4.1 Let $T$ be a compact symmetric operator on a Hilbert space, whose eigenvalues \( \{\kappa_n\}_{n=1}^{\infty} \) are arranged as
\[
|\kappa_1| \geq |\kappa_2| \geq \cdots \geq |\kappa_n| \geq \cdots.
\]
If $T_n$ is an operator of rank less than or equal to $n$, then
\[
\|T - T_n\| \geq |\kappa_{n+1}|.
\]

The following theorem is the second main result of this paper.

Theorem 4.2 Suppose that $\partial \Omega$ is real analytic. Let $q$ be a parametrization of $\partial \Omega$ by a Riemann mapping and let $\epsilon_q$ be its modified maximal Grauert radius. Then, eigenvalues $\lambda_j^\pm$ of the elastic NP operator $K$ converging to $\pm k_0$ satisfy
\[
\lambda_j^\pm = \pm k_0 + o(e^{-\epsilon_j}) \quad \text{as } j \to \infty
\]
for any $\epsilon < \epsilon_q/8$.

Proof. Let $P$ be the operator define by (3.5), and define similarly to (2.17) an inner product for $\varphi, \psi \in H^{1/2}(\partial \Omega)$ by
\[
\langle \varphi, \psi \rangle_{**} := \langle \varphi, P^{-1}S^{-1}P\psi \rangle,
\]
where $S$ is the single layer potential. Since $P$ is an invertible operator on $H^{1/2}(\partial \Omega)^2$, it is indeed an inner product on $H^{1/2}(\partial \Omega)^2$.

The operator $P^{-1}KP$ is self-adjoint with respect to $\langle \cdot, \cdot \rangle_{**}$ by Plemelji’s symmetrization principle (2.18). Let $H_{k_0}$ and $H_{-k_0}$ be defined according to (3.9) with $H = H^{1/2}(\partial \Omega)^2$. Then $P^{-1}KP$ maps $H_{k_0}$ into itself. Since $E_{k_0}$ is the identity on $H_{k_0}$, it follows from (3.20) that if $\varphi \in H_{k_0}$, then
\[
(P^{-1}KP - k_0 I)[\varphi] = (P^{-1}KP - k_0 I)E_{k_0}[\varphi] = \left( Q \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + k_0 \begin{bmatrix} 0 & 0 \\ 0 & -2I \end{bmatrix} Q_{k_0} \right)[\varphi].
\]
Thus the operator
\[
Q \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + k_0 \begin{bmatrix} 0 & 0 \\ 0 & -2I \end{bmatrix} Q_{k_0}
\]
is self-adjoint on $H_{k_0}$.

For $\varphi \in H_{k_0}$ let $f = \varphi \circ q$, and denote the collection of such functions by $\tilde{H}_{k_0}$. Equip $\tilde{H}_{k_0}$ with the inner product
\[
\langle f, g \rangle_{**} := \langle \varphi, \psi \rangle_{**},
\]
where $f = \varphi \circ q$ and $g = \psi \circ q$. Having (3.18) in mind, we define
\[
\tilde{Q}_{k_0} = \left( \frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda) \left( I - C(\lambda)\tilde{Q} \right)^{-1} C(\lambda)^2 d\lambda \right) \tilde{Q}^2
\]
\[
+ \left( \frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda) \left( I - C(\lambda)\tilde{Q} \right)^{-1} C(\lambda)B(\lambda) d\lambda \right) \tilde{R} \tilde{Q},
\]
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where $\tilde{Q}$ is defined by (4.6) and $\tilde{R}$ is defined similarly, and define

$$
T := \tilde{Q} \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + k_0 \begin{bmatrix} 0 & 0 \\ 0 & -2I \end{bmatrix} \tilde{Q}_0.
$$

(4.13)

Then $T$ is self-adjoint on $\tilde{H}_{k_0}$ with respect to the inner product (4.12).

Using the finite truncation $Q_n$ of $\tilde{Q}$, we define

$$
\tilde{Q}_{k_0,n} := \left( \frac{1}{2\pi i} \int_{\partial(k_0)} C(\lambda) \left( I - C(\lambda) \tilde{Q} \right)^{-1} C(\lambda)^2 d\lambda \right) \tilde{Q}Q_n
$$

and

$$
T_n := \tilde{Q}_n \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + k_0 \begin{bmatrix} 0 & 0 \\ 0 & -2I \end{bmatrix} \tilde{Q}_{k_0,n}.
$$

(4.14)

Since $\tilde{Q}_n$ is of rank $2(2n-1)$, $T_n$ is of rank at most $4(2n-1)$. Moreover, we have from (4.9) that

$$
\|T - T_n\| \leq C \|\tilde{Q} - \tilde{Q}_n\| \leq Ce^{-\epsilon n}.
$$

(4.15)

Let $\{\kappa_n\}_{n=1}^\infty$ be eigenvalues of $T$ on $\tilde{H}_{k_0}$ arranged according to (4.10). Then Lemma 4.1 and (4.15) show that

$$
|\kappa_{4(2n-1)+1}| \leq Ce^{-\epsilon n},
$$

and this inequality holds for all $\epsilon < \epsilon_q$. In other words, we have

$$
|\kappa_k| \leq Ce^{-\epsilon k/8},
$$

(4.16)

This completes the proof of (4.11) for $\lambda^+_j$. Similarly one can prove (4.11) for $\lambda^-_j$. □

**Conclusion**

It is proved in this paper that eigenvalues of the elastic NP operator on $\partial \Omega$, the boundary of a planar domain $\Omega$, converge to $\pm k_0$ at a polynomial rate if $\partial \Omega$ is smooth, and at an exponential rate if $\partial \Omega$ is real analytic. Moreover, quantitative convergence rates are derived.

It is shown in [1] that on the ellipse $x^2/a^2 + y^2/b^2 = 1$ ($a \geq b$)

$$
|\lambda^+_j - k_0| \approx Cne^{-\rho} \quad \text{and} \quad |\lambda^-_j + k_0| \approx Cne^{-2\rho},
$$

(4.17)

where

$$
\rho = \log \frac{a+b}{a-b}.
$$

This $\rho$ is the modified maximal Grauert radius of the parametrization $q(t) = a \cos t + ib \sin t$ of the ellipse (see Example 2 in [2]). This example shows that the convergence rate (4.11) is not optimal. In particular, (4.17) shows that the convergence rates of eigenvalues at $k_0$ and $-k_0$ are different. But the method of this paper cannot catch such a difference.
It is quite interesting and challenging to clarify such a difference in convergence rates for general domains with real analytic boundaries. Optimality of the convergence rate on smooth boundaries also requires further investigation.

In three dimensions elastic NP eigenvalues consist of three subsequences converging to $k_0, 0$ and $-k_0$. It is a challenging problem to find convergence rates in three dimensions and Weyl asymptotics of the convergence. In connection with this problem we refer readers to recent work of Miyanishi and Miyanishi-Rosneblum where Weyl asymptotics for the eigenvalues for the electro-static NP operator.
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