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Abstract. In this paper, we develop a high order semi-Lagrangian (SL) discontinuous Galerkin (DG) method for nonlinear Vlasov-Poisson (VP) simulations without operator splitting. In particular, we combine two recently developed novel techniques: one is the high order non-splitting SLDG transport method [Cai, et al., J Sci Comput, 2017], and the other is the high order characteristics tracing technique proposed in [Qiu and Russo, J Sci Comput, 2017]. The proposed method with up to third order accuracy in both space and time is locally mass conservative, free of splitting error, positivity-preserving, stable and robust for large time stepping size. The SLDG VP solver is applied to classic benchmark test problems such as Landau damping and two-stream instabilities for VP simulations. Efficiency and effectiveness of the proposed scheme is extensively tested. Tremendous CPU savings are shown by comparisons between the proposed SL DG scheme and the classical Runge-Kutta DG method.
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1 Introduction

This paper focuses on development of a class of high order semi-Lagrangian discontinuous Galerkin (SLDG) methods for Vlasov-Poisson (VP) simulations without operator splitting. This is a continuation of our previous research effort on a high order non-splitting SLDG method for solving linear transport equations [4]. The VP system, arising from plasma applications, is known as a fundamental model for collisionless plasmas with a negligible magnetic field. It reads as follows,

\[
\frac{\partial f}{\partial t} + v \cdot \nabla_x f + \mathbf{E}(x, t) \cdot \nabla_v f = 0, \tag{1.1}
\]

and

\[
\mathbf{E}(x, t) = -\nabla_x \phi(x, t), \quad -\Delta_x \phi(x, t) = \rho(x, t), \tag{1.2}
\]

where \(x\) and \(v\) are coordinates in phase space \((x, v) \in \mathbb{R}^3 \times \mathbb{R}^3\), \(\mathbf{E}\) is the electric field, \(\phi\) is the self-consistent electrostatic potential and \(f(t, x, v)\) is probability distribution function which describes the probability of finding a particle with velocity \(v\) at position \(x\) at time \(t\). The probability distribution function couples to the long range fields via the charge density, \(\rho(t, x) = \int_{\mathbb{R}^3} f(t, x, v) dv - 1\), where we take the limit of uniformly distributed infinitely massive ions in the background. Equations (1.1) and (1.2) have been nondimensionalized so that all physical constants are one.

Particle-in-cell (PIC) methods have long been a standard tool for numerical simulation of the VP system [3]. Such methods are known to be able to generate reasonable results with relatively low computational cost for high-dimensional simulations. A PIC method mainly comprises two components: (a) A collection of \(N\) macro-particles are sampled from the initial distribution function, and they are pushed in the Lagrangian framework via solving the characteristic equation

\[
\begin{cases}
\frac{dx}{dt} = v, \\
\frac{dv}{dt} = \mathbf{E}(x, t).
\end{cases} \tag{1.3}
\]

(b) Meanwhile, electric field \(\mathbf{E}\) is solved from Poisson’s equation (1.2) by means of a mesh-based scheme when needed. Despite of the simplicity of the PIC method, it suffers from the sampling noise of order \(O(1/\sqrt{N})\), which prevents accurate description of physics of interest in many cases. We refer to the classic textbook [3] for a more detailed review of PIC methods. In this work, we...
are interested in the SL approach. As with PIC methods, an SL method advances the solution by following characteristics; while, instead of particles, the solution is interpreted based on a fixed mesh, similar to the Eularian approach. Consequently, such a method is able to conveniently achieve desirable accuracy with the time step restriction only set by the physical quantities such as the plasma frequency, leading to great savings in computational time. Due to the distinguished property, SL approaches have already elicited substantial interest in plasma simulation community [34, 18].

In this paper, we use the widely recognized DG spatial discretization [15] for the VP simulation. The DG method uses a discontinuous approximation space for the numerical solution and test functions, thus being very effective in resolving complex solution structures, such as the filaments arising from phase mixing in the Vlasov simulations. By contrast, a continuous finite element method tends to introduce excessive numerical diffusion by the restrictive continuity requirement of the approximation space, resulting in smears of the solution or spurious oscillations [25]. The Eularian DG methods in conjunction with the Runge-Kutta (RK) and other time integrators have been applied for the Vlasov model in the literature, see [25, 13, 12, 10, 11]. On the other hand, the major drawback of such Eularian DG methods is the associated stringent CFL condition when an explicit time integrator is employed. The implicit method developed in [10] can avoid the issue, but substantial computational cost would be incurred for solving the resulting nonlinear algebraic equations.

In our previous work, a class of high order SLDG methods has been proposed which incorporates DG spatial discretization into the SL framework with the aim to take advantage of both. To our best knowledge, this is the first non-splitting, locally conservative, and highly accurate (with up to third order accuracy) SLDG scheme in the literature. In this paper, we consider to generalize our scheme to the VP simulations. The first SL method for solving the VP system was developed by Cheng and Knorr in their seminal paper [9], in which an operator splitting strategy was introduced. One prominent advantage of performing operator splitting is that the resulting split equations are linear and in lower dimensions, thus largely simplifying the algorithm design and implementation of SL schemes [18, 7]. Most existing high order SL schemes are designed based on the splitting strategy. In the literature, finite volume based [19], finite difference based [27, 31, 6, 28, 30], and DG based [31, 33] methods are available. However, a splitting error in time will be incurred, which
can be significant and hence compromise accuracy of the numerical solution over long time Vlasov simulations \cite{14}. This observation motivates our study on the development of a non-splitting high order SLDG schemes for the VP system. The SLDG scheme proposed in \cite{32} is based on a flux form and free of splitting error, but still subject to time step restriction, which undermines computational efficiency of the scheme.

When generalizing our non-splitting SLDG transport method to the VP simulation, we need to address an additional difficulty. That is, unlike in the linear transport or the VP simulation with operator splitting setting, the characteristics can no longer be exactly tracked, since their evolution is nonlinear and subject to the electric field that is induced by the unknown function itself. In \cite{29}, a novel characteristics tracking strategy with up to third order temporal accuracy is developed via a two-stage multi-derivative prediction-correction approach. We propose in this work to incorporate the strategy to realize high order accuracy in time. It is worthwhile to mention that, in \cite{29}, a non-splitting finite difference SL method based on such a characteristics tracking strategy is also proposed, which is high order accurate in both space and time and unconditionally stable, but fails to conserve the total mass. More recently, a mass conservative variant is developed in \cite{37} through a conservative correction technique, yet a time step constraint is introduced for stability.

This paper is organized as follows. In Section 2, we formulate the SLDG scheme for solving the VP system. We also propose an economical version of the SLDG method for computational efficiency. The performance of the proposed method is shown in Section 3 through extensive numerical tests on several benchmark problems for VP simulations. Finally, concluding remarks are made in Section 4.

2 Truly multi-dimensional SLDG algorithm

In this section, we formulate the SLDG method for the VP simulations in two dimensions. We start by introducing the underlying algorithm framework, then the two main components of the proposed SLDG scheme are presented, including a high order characteristics tracing mechanism for the VP system based on a prediction-correction technique as well as the high order SLDG transport scheme. Some implementation details are also provided.
2.1 Algorithm framework

We consider the VP system (1.1) with the one-dimensional (1D) physical space and 1D velocity space on the two-dimensional (2D) domain \( \Omega = \Omega_x \times \Omega_v \), where \( \Omega_x \) is a bounded domain with periodic boundary conditions and \( \Omega_v = [-v_{\text{max}}, v_{\text{max}}] \) with \( v_{\text{max}} \) chosen large enough so that a zero boundary condition is reasonably imposed. We assume a Cartesian uniform partition of the computational domain \( \Omega = \{A_j\}_{j=1}^J \) (see Figure 2.1) for simplicity. In principle, the method can be extended to general unstructured meshes with some modifications in implementation. Such extension will be addressed in our forthcoming paper. We define the finite dimensional piecewise polynomial approximation space, \( V^k_h = \{v_h: v_h|_{A_j} \in P^k(A_j)\} \), where \( P^k(A_j) \) denotes the set of polynomials of degree at most of \( k \) on element \( A_j \). For illustrative purposes, we only present the formulation of the SLDG scheme with \( P^1 \) polynomial space. The generalization to \( P^2 \) polynomial space follows a similar procedure discussed in [4].

In order to update the solution at time level \( t^{n+1} \) over the cell \( A_j \) based on the solution at time level \( t^n \), we employ the weak formulation of characteristic Galerkin method proposed in [22, 4]. Specifically, we consider the following adjoint problem for the time dependent test function \( \psi \)

\[
\psi_t + v v_x + E(x,t) \psi_v = 0, \quad \text{subject to } \psi(t = t^{n+1}) = \Psi(x,v), \quad t \in [t^n, t^{n+1}],
\]

where \( \Psi \in P^k(A_j) \). The scheme formulation takes advantage of the identity

\[
\frac{d}{dt} \int_{\bar{A}_j(t)} f(x,v,t) \psi(x,v,t) dv dx = 0,
\]

where \( \bar{A}_j(t) \) is a dynamic moving cell, emanating form the Eulerian cell \( A_j \) at \( t^{n+1} \) backward in time by following characteristics trajectories. The multi-dimensional SLDG scheme is formulated as follows: Given the approximate solution \( f^n \in V^k_h \) at time \( t^n \), find \( f^{n+1} \in V^k_h \) such that \( \forall \Psi \in V^k_h \), we have

\[
\int_{A_j} f^{n+1} \Psi(x,v) dv dx = \int_{\bar{A}_j(t^n)} f^n \psi(x,v,t^n) dv dx, \quad \text{for } j = 1, \ldots, J,
\]

where \( \psi \) solves (2.1) and \( A_j^* = \bar{A}_j(t^n) \). \( A_j^* \) is called the upstream cell of \( A_j \). In general, \( A_j^* \) is no longer a rectangle, for example, see a deformed upstream cell bounded by red curves in Figure 2.1. The proposed SLDG method in updating the numerical solution \( f^n \) to \( f^{n+1} \) consists of the following two main steps.
1. **Construct approximated upstream cells by following characteristics.** Denote the four vertices of $A_j$ as $c_q$, with the coordinates $(x_q, v_q)$, $q = 1, \ldots, 4$ in the phase space. We trace characteristics backward in time to $t^n$ for the four vertices and then obtain $c_q^\ast$ with the new coordinates $(x_q^\ast, v_q^\ast)$, $q = 1, \ldots, 4$. For example, see $c_4$ and $c_4^\ast$ in Figure 2.1. Then the upstream cell can be approximated by a quadrilateral determined by the four vertices $c_q^\ast$. The new coordinates $(x_q^\ast, v_q^\ast)$ of $c_q^\ast$ are approximated by numerically solving the characteristics equation (2.1) in the 2D case, i.e.,

$$\begin{cases}
\frac{dx(t)}{dt} = v(t), \\
\frac{dv(t)}{dt} = E(x(t), t),
\end{cases}$$

with

$$\begin{cases}
x(t^{n+1}) = x_q, \\
v(t^{n+1}) = v_q,
\end{cases} \quad q = 1, 2, 3, 4, \quad (2.4)$$

which is a set of final value problems. We remark that the above equations are non-trivial to solve with high order temporal accuracy. In particular, note that the electric field $E$ depends on the unknown $f$ via Poisson’s equation (1.2) in a global rather than local fashion. To circumvent the difficulty, we propose to combine a high order two-stage multi-derivative prediction-correction strategy for tracing characteristics as proposed in [29]. Such a strategy is briefly described in the context of the proposed SLDG scheme in Section 2.2. If a high order (e.g. third order) approximation is desired, then four sides of $A_j^\ast$ should be approximated by quadratic curves, in which case more points should be tracked for the curve fitting, see [4] for more details.

2. **Update the solution $f^{n+1}$ by evaluating the RHS of eq. (2.3) for $\forall \Psi \in V^k_h$.** We approximate $A_j^\ast$ by a quadrilateral in the previous step. The test function $\psi$ at $t^n$ can be approximated by a polynomial via a least squares procedure by tracking point values of $\psi$ along characteristics. In order to efficiently evaluate the volume integral in the RHS of (2.3), it is converted into a set of line integrals by the use of Green’s theorem. Such an idea is borrowed from CSLAM [26], and further reformulated in [4] for the development of an SLDG transport scheme. The above-mentioned procedure is briefly described in Section 2.3.

### 2.2 High order characteristics tracing prediction-correction algorithm

In this subsection, we describe a high order predictor-corrector procedure for locating the feet of the characteristics of the VP system. Such an approach is originally proposed in [29]. We first introduce several shorthand notations. The superscript $n$ denotes the time level, the superscript $(\tau)$
denotes the formal order of approximation for time discretization, and the subscript $q$ is the index for the vertices of the underlying cell in the phase space. For example, $(x_q^{n,(\tau)}, v_q^{n,(\tau)})$ is the $\tau$-th order approximation of $(x_q^*, v_q^*)$ and $A_j^{n,(\tau)}$ is the quadrilateral determined by the corresponding four vertices.

We start from a first order scheme for tracing characteristics (2.4). We let

$$
x_q^{n,(1)} = x_q - v_q \Delta t, \quad v_q^{n,(1)} = v_q - E(x_q, t^n) \Delta t,
$$

which leads to a first order approximations to $(x_q^*, v_q^*)$. The electric field $E$ depends on $f$ via Poisson’s equation, which can be numerically solved by the LDG method [2, 16, 8]. Note that the numerical solution $E_h$ solved by the LDG method are discontinuous across cell boundaries, i.e. $E_h(x_q^+, t^n) \neq E_h(x_q^-, t^n)$, where the superscripts $\pm$ are the right- and left-hand limits of the corresponding functions with respect to $x_q$. In our implementation, we take the average of $E_h$ at the boundaries as the numerical solution $E_q$, i.e. $E(x_q, t^n) = \frac{(E_h(x_q^+, t^n) + E_h(x_q^-, t^n))}{2}$. Let $A_j^{n,(1)}$ to be the quadrilateral formed by the four upstream vertices $(x_q^{n,(1)}, v_q^{n,(1)})$, $q = 1, 2, 3, 4$. Then, by the SLDG formulation (to be described in the next subsection)

$$\int_{A_j} f^{n+1,(1)} \Psi(x,v) dxdv = \int_{A_j^{n,(1)}} f^n \psi(x,v,t^n) dxdv,$$

we obtain $f^{n+1,(1)}$ as a first order approximation in time to the solution at $t^{n+1}$. Based on $f^{n+1,(1)}$, we apply the LDG method to Poisson’s equation (1.2) again and compute $E_q^{n+1,(1)}$, which approximates $E(x_q, t^{n+1})$ with first order temporal accuracy.
A second order scheme can be built upon the first order one. First, let

\[ x_q^{n,(2)} = x_q - \frac{1}{2} (v_q + v_q^{n,(1)}) \Delta t, \quad v_q^{n,(2)} = v_q - \frac{1}{2} (E(x_q^{n,(1)}, t^n) + E_q^{n+1,(1)}) \Delta t, \]  

(2.7)

which gives a second order approximations to \((x_q^*, v_q^*)\). Then the second order approximation solution \(f^{n+1,(2)}\) is obtained from the SLDG formulation

\[ \int_{A_j} f^{n+1,(2)} \Psi(x,v) dx dv = \int_{A_j^{n,(2)}} f^n \psi(x,v,t^n) dx dv. \]  

(2.8)

Based on \(f^{n+1,(2)}\), we are able to compute \(E_q^{n+1,(2)}\) from Poisson’s equation, which approximates \(E(x_q, t^{n+1})\) with second order temporal accuracy.

Lastly, a third order scheme can be designed based on the above second order approximation.

Let

\[ x_q^{n,(3)} = x_q - v_q \Delta t + \frac{\Delta t^2}{2} \left( \frac{2}{3} E_q^{n+1,(2)} + \frac{1}{3} E(x_q^{n,(2)}, t^n) \right), \]  

(2.9)

\[ v_q^{n,(3)} = v_q - E_q^{n+1,(2)} \Delta t + \frac{\Delta t^2}{2} \left( \frac{2}{3} \frac{d}{dt} E(x_q, t^{n+1})^{(2)} + \frac{1}{3} \frac{d}{dt} E(x_q^{n,(2)}, t^n) \right), \]  

(2.10)

where \(\frac{d}{dt}\) is the material derivative along the characteristic curve \cite{29}, i.e.,

\[ \frac{d}{dt} E = \frac{\partial E}{\partial t} + \frac{\partial E}{\partial x} \frac{\partial x}{\partial t} = \mathcal{J}^0 - J(x,t) + v(\rho - 1). \]

where \(J(x,t) = \int f v dv\) is the current density and \(\mathcal{J}^0 = \frac{1}{L} \int J(x,t = 0) dx\) is the average of the current density at \(t = 0\) with \(L = |\Omega_x|\). In particular, in equation (2.10)

\[ \left( \frac{d}{dt} E(x_q, t^{n+1}) \right)^{(2)} = \mathcal{J}^0 - J_q^{n+1,(2)} + v_q (\rho_q^{n+1,(2)} - 1), \]  

(2.11)

\[ \frac{d}{dt} E(x_q^{n,(2)}, t^n) = \mathcal{J}^0 - J(x_q^{n,(2)}) + v_q^{n,(2)} (\rho(x_q^{n,(2)}, t^n) - 1). \]  

(2.12)

It can be checked by a local truncation error analysis that \((x_q^{n,(3)}, v_q^{n,(3)})\) is a third order approximation to \((x_q^*, v_q^*)\) \cite{29}. Consequently, the third order approximation solution \(f^{n+1,(2)}\) is updated from the SLDG formulation

\[ \int_{A_j} f^{n+1,(2)} \Psi(x,v) dx dv = \int_{A_j^{n,(3)}} f^n \psi(x,v,t^n) dx dv. \]  

(2.13)
2.3 A two-dimensional SLDG method with quadrilateral upstream cells.

Below, we present the procedure in evaluating the integral \( \int_{A_j^*} f^n(x, v, t^n) dx dv \) with a quadrilateral upstream cell \( A_j^* \). In the algorithm design, we have to pay attention to the following two observations, see [4].

- \( \Psi = \psi(x, v, t^{n+1}) \) is chosen to be polynomial basis functions on \( V_h^k \), while, in general \( \psi(x, v, t^n) \) is no longer a polynomial. A polynomial function constructed by a least squares procedure is used to approximate \( \psi(x, v, t^n) \).

- Over the upstream cell \( A_j^* \) (or its approximation \( A_j^{n(\tau)} \)), \( f^n(x, v, t^n) \) is discontinuous across Eulerian cell boundaries, see the background Eulerian grid lines in Figure 2.1. To properly evaluate the volume integral, one has to perform the evaluation in a sub-area by sub-area manner. Meanwhile, direct evaluation of volume integrals over these irregular-shape sub-areas is very involved in implementation. The proposed strategy is to convert each volume integral into line integrals by the use of Green’s Theorem.

Based on these observations, the proposed algorithm consists of two main components. One is the search algorithm that finds the boundaries for each sub-area, i.e. the overlapping region between the upstream cell and background Eulerian cells. The other is the use of Green’s theorem that enables us to convert the volume integral to line integrals based on the result of the search algorithm.

Below we describe the detailed procedure in evaluating the volume integral over an approximation of upstream cell \( A_j^{n(\tau)} \) for the SLDG scheme with \( P^1 \) polynomial space.

(1) **Least squares approximation of test function** \( \psi(x, v, t^n) \). Based on the fact that the solution of the adjoint problem (2.1) stays unchanged along characteristics, we have

\[
\psi(x_q^{n(\tau)}, v_q^{n(\tau)}, t^n) = \Psi(x_q, v_q), \quad q = 1, 2, \ldots, 4.
\]

Thus, we can reconstruct a unique linear function \( \psi^*(x, v) \) by a least squares strategy that approximates \( \psi(x, v, t^n) \) on \( A_j^{n(\tau)} \).

(2) **Evaluation of the volume integral**. Denote \( A_{j,l}^{n(\tau)} \) as a non-empty overlapping region between the upstream cell \( A_j^{n(\tau)} \) and the background Eulerian cell \( A_l \), i.e., \( A_{j,l}^{n(\tau)} = A_j^{n(\tau)} \cap A_l \),
see Figure 2.1(b). Then the volume integral, e.g. RHS of eq. (2.6) with \( \tau = 1 \), becomes

\[
\int_{A_{j,\tau}^{n}} f(x, v, t^n) \psi(x, v, t^n) dx dv \approx \sum_{l \in \varepsilon_{r, j}^{n, (\tau)}} \int_{A_{j, \tau}^{n, l}} f(x, v, t^n) \psi^*(x, v) dx dv,
\]

(2.14)

where \( \varepsilon_{r, j}^{n, (\tau)} = \{l | A_{j, \tau}^{n, l} \neq \emptyset\} \). Note that the integrands on the RHS of (2.14) are piecewise polynomials. By introducing two auxiliary function \( P(x, v) \) and \( Q(x, v) \) such that

\[
-\frac{\partial P}{\partial v} + \frac{\partial Q}{\partial x} = f(x, v, t^n) \psi^*(x, v),
\]

the area integral \( \int_{A_{j, \tau}^{n, l}} f(x, v, t^n) \psi^*(x, v) dx dv \) can be converted into line integrals via Green’s theorem, i.e.,

\[
\int_{A_{j, \tau}^{n, l}} f(x, v, t^n) \psi^*(x, v) dx dv = \oint_{\partial A_{j, \tau}^{n, l}} P dx + Q dv,
\]

(2.15)

see Figure 2.1(b). Note that the choices of \( P \) and \( Q \) are not unique, but the value of the line integrals is independent of the choices. In the implementation, we follow the same procedure in [26] when choosing \( P \) and \( Q \). In summary, combining (2.14) and (2.15), we have the following

\[
\int_{A_{j, \tau}^{n}} f(x, v, t_n) \psi(x, v, t_n) dx dv = \sum_{l \in \varepsilon_{r, j}^{n, (\tau)}} \int_{A_{j, \tau}^{n, l}} u(x, v, t_n) \psi^*(x, v) dx dv
\]

\[
= \sum_{l \in \varepsilon_{r, j}^{n, (\tau)}} \oint_{\partial A_{j, \tau}^{n, l}} P dx + Q dv
\]

\[
= \sum_{q=1}^{N_o} \int_{L_q} [P dx + Q dv] + \sum_{q=1}^{N_i} \int_{S_q} [P dx + Q dv].
\]

(2.16)

Note that in the above computation, we have organized the liner integrals into two categories: along outer line segments (see Figure 2.2 (b)) and along inner line segments (see Figure 2.2 (c)). Line segments can be uniquely determined by two end points, which are intersection points of the four sides of the upstream cell with grid lines. We compute all intersection points and connect them in a counterclockwise orientation to obtain outer line segments, denoted as \( L_q, q = 1, \ldots, N_o \), see Figure 2.2(b). The line segments that are aligned with grid lines and enclosed by \( A_{j, \tau}^{n, l} \) are defined as inner line segments, see Figure 2.2(c). Note that there are two orientations along each inner segment, but the corresponding line integrals have to be evaluated in their own sub-area, given that \( f^n \) is discontinuous across a inner line segment. For instance, \( \overrightarrow{s_1c_1} \) belongs to the left background cell and \( \overrightarrow{c_1s_1} \) belongs to the right background.
cell. Again we refer to [26, 4] for more details in implementation and in generalization to the SLDG scheme with \( P^2 \) polynomial space.

![Figure 2.2: Schematic illustration of the search algorithm.](image)

2.4 A two-dimensional SLDG method with quadratic-curved quadrilateral upstream cells.

Note that the aforementioned SLDG methods with quadrilateral approximation yields the second order accuracy even though \( P^2 \) approximation space is used. In order to achieve a formal third order accuracy, a quadratic-curved quadrilateral is used to approximate each upstream cell \( A^\star \) when evaluating of the integral

\[
\int_{A^\star} f^n \psi(x, v, t^n) dx dv.
\]

In particular, one can construct a parabola to approximate each side of an upstream cell. Since the procedure of the SLDG scheme with quadratic-curved quadrilateral upstream cells is similar to that of the SLDG scheme with quadrilateral upstream cells, we only highlight the evaluation of line integrals along outer line segments. The procedure of evaluation consists of the following main steps.

1. **Construction of quadratic-curved upstream cells by following characteristics.**

   (1a) Locate nine points on the upstream cell \( A^\star_j \), i.e. \( c^\star_i, i = 1, \ldots, 9 \), from nine uniformly distributed points at \( A_j \) by tracking characteristics backward in time, i.e., solving the characteristics equations \([2.4]\) starting from \( c_i, i = 1 \cdots, 9 \), see the layout in Figure 2.3 (a).

   (1b) Construct a quadratic curve to approximate each side of the upstream cell. In particular, to construct the quadratic curve, \( \overline{c_1^\star, c_2^\star, c_3^\star} \) as shown in Figure 2.3 (b), we perform the
Figure 2.3: Schematic illustration of the SLDG formulation in two dimensions: quadratic-curved quadrilateral approximation to an upstream cell.

Following procedure. First, we can construct a linear coordinate transformation $x - v$ to $\xi - \eta$ such that the coordinates of $c^*_1$ and $c^*_3$ are $(-1, 0)$ and $(1, 0)$ in $\xi - \eta$ space, respectively (see Figure 2.3 (b)). The coordinate transformation is given by

$$
\begin{align*}
    x &= \frac{x^*_3 - x^*_1}{2} \xi + \frac{v^*_3 - v^*_1}{2} \eta + \frac{x^*_3 + x^*_1}{2}, \\
    v &= \frac{v^*_3 - v^*_1}{2} \xi - \frac{x^*_3 - x^*_1}{2} \eta + \frac{v^*_3 + v^*_1}{2}.
\end{align*}
$$

By such a transformation, we can get the $\xi - \eta$ coordinate for the point $c^*_2$ as $(\xi_2, \eta_2)$. Based on the date point $(-1, 0)$, $(\xi_2, \eta_2)$ and $(1, 0)$, we construct the quadratic curve as follows

$$
\overbrace{c^*_1, c^*_2, c^*_3} : \eta(x, v) = \frac{\eta_2}{\xi_2^2 - 1} (\xi(x, v)^2 - 1).
$$

(3) **Search algorithm of outer line segments.** We compute all the intersections between grid lines and four curved-sides of the upstream cell $A^*_j$ and organize them in the counterclockwise order for outer line segments $L_q$, $q = 1, \cdots, N_o$. Specifically, to find intersection points between grid lines and $c^*_1, c^*_2, c^*_3$, we solve the following equations

$$
\begin{align*}
    x_i &= \frac{x^*_3 - x^*_1}{2} \xi + \frac{v^*_3 - v^*_1}{2} \eta + \frac{x^*_3 + x^*_1}{2} \quad \text{(intersection with grid line } x = x_i), \\
    \eta &= \frac{\eta_2}{\xi_2^2 - 1} (\xi^2 - 1)
\end{align*}
$$

and

$$
\begin{align*}
    v_j &= \frac{v^*_3 - v^*_1}{2} \xi - \frac{x^*_3 - x^*_1}{2} \eta + \frac{v^*_3 + v^*_1}{2} \quad \text{(intersection with grid line } v = v_j), \\
    \eta &= \frac{\eta_2}{\xi_2^2 - 1} (\xi^2 - 1).
\end{align*}
$$
Using the algorithm provided in Appendix A to solve (2.19)-(2.20), we can obtain all intersection points.

(4) Evaluation of line integrals along outer line segments. The integral along outer line segments \( \sum_{q=1}^{N_o} \int_{L_q} [Pdx + Qdv] \) can be evaluated by the following parameterization for each line segment. Assume that \( L_q \) is part of the side \( \overrightarrow{c_1^*, c_2^*, c_3^*} \). Substituting (2.18) into (2.17), we have

\[
\begin{align*}
  x(\xi) &= \frac{x_3^* - x_1^*}{2} \xi + \frac{v_3^* - v_1^*}{2} \frac{y_2}{\xi_2^* - 1} (\xi^2 - 1) + \frac{x_3^* + x_1^*}{2}, \\
  v(\xi) &= \frac{v_3^* - v_1^*}{2} \xi - \frac{x_3^* - x_1^*}{2} \frac{y_2}{\xi_2^* - 1} (\xi^2 - 1) + \frac{v_3^* + v_1^*}{2}.
\end{align*}
\]

Hence,

\[
\int_{L_q} [Pdx + Qdv] = \int_{\xi(q)}^{\xi(q+1)} [P(x(\xi, \eta), v(\xi, \eta))x'(\xi) + Q((\xi, \eta), v(\xi, \eta))v'(\xi)]d\xi,
\]

where \( (\xi(q), \eta(q)) \) and \( (\xi(q+1), \eta(q+1)) \) are the start and end points of \( L_q \) in \( \xi - \eta \) coordinate, respectively. The integrand in (2.22) is a polynomial and thus the integral can be exactly computed by a numerical quadrature rule with sufficient degree of precision.

2.5 Positivity-preserving limiter

If the initial condition for the VP system (1.1) is positive, then the solution always stays positive as time evolves. Such a property is called positivity preservation. In our SLDG schemes, it can be shown that the updated cell averages at \( t^{n+1} \) stay positive, if the numerical solution \( f^n \) at \( t^n \) is positive. Similar to [31, 22, 23], in order to preserve positivity of numerical solutions, we further apply a high order positivity-preserving (PP) limiter [38] into the proposed SLDG scheme, which can be implemented as follows. The numerical solution \( f(x, v, t^n) \) in cell \( A_j \) is modified by \( \tilde{f}(x, v) \)

\[
\tilde{f}(x, v) = \theta(f(x, v, t^n) - \overline{f}) + \overline{f}, \quad \theta = \min \left\{ \left| \frac{f}{m' - \overline{f}} \right|, 1 \right\},
\]

where \( \overline{f} \) is the cell average of the numerical solution and \( m' \) is the minimum value of \( f(x, v, t^n) \) over \( A_j \). For \( P^1 \) polynomials, the minimum value can be found by comparing the values at four vertices of \( A_j \). For \( P^2 \) polynomials, besides the four vertices, all critical points inside \( A_j \) should be considered to determine the function’s minimum value. Note that the proposed SLDG schemes with the PP limiter feature the \( L^1 \) conservation property and hence the \( L^1 \) stability for nonnegative initial conditions. The proof follows a similar argument in [31].
2.6 The efficient implementation

In this subsection, we propose an efficient implementation of the $P^2$ SLDG method with quadratic-curved upstream cells using the third order temporal scheme $\eqref{eq:3.9}-\eqref{eq:3.10}$. As shown in Section 2.2 for updating the numerical solution from $t^n$ to $t^{n+1}$, this third order scheme includes two prediction steps $\eqref{eq:2.6}, \eqref{eq:2.8}$, and one correction step $\eqref{eq:2.13}$. To save some computational cost, we propose to use lower order SLDG schemes in two predictions steps. The efficient implementation of the $P^2$ SLDG method with quadratic-curved upstream cells using the third order scheme is summarized in the flow chart named as Algorithm 1 below. Note that the efficient implementation will not compromise that accuracy of the scheme, which can be verified by a simple Taylor expansion. The numerical results presented in the next section also justifies the efficiency of the economical implementation.

Algorithm 1: The $P^2$ SLDG method with quadratic-curved upstream cells using the third order scheme:

1. The first order prediction:
   - Solve the electric field $E$ by the LDG method, based on the solution $f^n$.
   - Trace the characteristics $\eqref{eq:2.4}$ for a time step $\Delta t$ by the first order scheme $\eqref{eq:2.5}$.
   - Evolve the solution $f^n$ by using $P^0$ SLDG (i.e. only the cell averages are used and updated) with the quadrilateral approximation to upstream cells to get $f^{n+1,(1)}$.

2. The second order prediction:
   - Solve the electric field $E$ by the LDG method, based on the solution $f^{n+1,(1)}$.
   - Trace the characteristics $\eqref{eq:2.4}$ for a time step $\Delta t$ by the second order scheme $\eqref{eq:2.7}$.
   - Evolve the solution $f^{n+1,(1)}$ by using $P^1$ SLDG with the quadrilateral approximation to upstream cells to get $f^{n+1,(2)}$.

3. The third order correction:
   - Solve the electric field $E$ by the LDG method, based on the solution $f^{n+1,(2)}$.
   - Trace the characteristics $\eqref{eq:2.4}$ for a time step $\Delta t$ by the second order scheme $\eqref{eq:2.9}-\eqref{eq:2.10}$.
   - Evolve the solution $f^{n+1,(2)}$ by using $P^2$ SLDG with quadratic-curved quadrilateral approximation to upstream cells to get $f^{n+1}$.
3 Numerical Results

In this section, for the VP system, we examine the performance of the proposed SLDG method with second/third order temporal accuracy, denoted by $P^k$ SLDG-time2/3, with quadrilateral or quadratic-curved (QC) quadrilateral approximation to upstream cells (using the notation without or with QC). We implement the regular as well as efficient versions of the numerical scheme as described in Section 2.6 (using the notation without or with E). In all of our numerical tests, we let the time step size $\Delta t = \frac{CFL}{\Delta x \max(|E|)}$, where $CFL$ is specified for different runs. For example, $P^2$ SLDG-QC-time3-E-CFL10 refers to the efficient implementation of the SLDG scheme with $P^2$ solution space, with quadratic-curved quadrilateral approximation to upstream cells, using third order scheme in characteristics tracing and with $CFL = 10$. We apply PP limiter for all test examples. We also note that the proposed SLDG methods are stable and highly accurate under very large $CFL$ numbers as shown in numerical tests in this section. However, if an excessively large $CFL$ number is used, some approximated upstream cells may become distorted, leading to a breakdown of the scheme. When the distortion happens in the simulation, a smaller time step should be used so that no distortion appears.

In this section, we demonstrate the following different aspects via extensive numerical tests of the proposed algorithm on a set of benchmark VP examples.

1. Using a high order characteristics tracing scheme. For weak Landau damping, we benchmark the numerical damping rate of the electrostatic field $E$ against the theoretical value from the linear theory. In particular, we test the SLDG method with second and third order characteristics tracing schemes using $CFL$ numbers as large as 20. In Figure 3.4, we showed the advantage of using a third order characteristics tracing scheme (compared with a second order one) for its superior performance in capturing the correct damping rate with $CFL$ as large as 20.

2. Spatial order of convergence: the need to use quadratic curves in approximating sides of upstream cells. We test the spatial order of convergence in Table 3.1 for strong Landau damping, and in Table 3.4 for two stream instabilities. The computational effort in using a quadratic-curved quadrilateral approximation of upstream cells is justified by smaller error magnitudes observed and the corresponding third order convergence for the SLDG scheme.
with \( P^2 \) polynomial space.

3. **Temporal order of convergence.** We test the temporal order of convergence in Table 3.2 for strong Landau damping and in Table 3.5 and 3.6 for two stream instabilities. Simulations with large CFLs, ranging from 5 to 50 or more, provide decent results.

4. **CPU savings for the efficient implementation of the SLDG scheme.** We compare the numerical performance and CPU time for the “regular” and “efficient” implementation of the SLDG scheme in Table 3.1 and 3.4. In particular, for the \( P^2 \) SLDG scheme, more than 30% savings in CPU time are observed, while the accuracy is not compromised. Due to similar performance and significant savings in CPU time, most of our tests are done base on the efficient implementation.

5. **CPU comparison between the SLDG scheme and the classical RKDG.** We perform CPU comparison between the SLDG and RKDG methods in Tables 3.2 and 3.5. Per time step evolution, an SLDG scheme takes about four times as much CPU time as that of a RKDG counterpart with the same order accuracy. On the other hand, for stability of an Eulerian RKDG method, the upper bound of the CFL is about \( \frac{1}{2k+1} \), with \( k \) being the polynomial degree; while for an SLDG scheme, the CFL number can be taken as large as 50, leading to tremendous savings in CPU time (50% to 90% savings). We can choose the time stepping size purely for accuracy consideration, without much constraint from stability.

6. **Preservation of mass and other physical norms.** In the VP system, the following physical quantities should remain constant in time. Tracking relative deviations of these quantities numerically provides a good measurement of the quality of numerical schemes. Our proposed SLDG scheme is locally and globally mass conservative. We will show comparable (sometimes superior) performance in preserving the physical norms for the proposed SLDG scheme with large CFLs.

1. **Mass:**

   \[
   \text{Mass} = \int_v \int_x f(x,v,t) dx dv.
   \]

2. **\( L^p \) norm, \( 1 \leq p < \infty \):**

   \[
   \| f \|_p = \left( \int_v \int_x |f(x,v,t)|^p dx dv \right)^{\frac{1}{p}}.
   \]
3. Energy:

\[
\text{Energy} = \int_v \int_x f(x,v,t)v^2 dx dv + \int_x E^2(x,t) dx,
\]

where \( E(x,t) \) is the electric field.

4. Entropy:

\[
\text{Entropy} = \int_v \int_x f(x,v,t) \log(f(x,v,t)) dx dv.
\]

**Example 3.1. (Weak Landau damping.)** Consider weak Landau damping for the VP system. The initial condition is set to be the following perturbed equilibrium

\[
f(x,v,t=0) = \frac{1}{\sqrt{2\pi}} (1 + \alpha \cos(kx)) \exp \left( -\frac{v^2}{2} \right), \tag{3.1}
\]

with \( \alpha = 0.01 \) and \( k = 0.5 \). Our computational domain is \([0,4\pi] \times [-v_{\text{max}}, v_{\text{max}}]\). We truncate the velocity domain at \( v_{\text{max}} = 2\pi \). This test case has been numerically investigated by several authors (e.g. see [20, 28, 33, 25, 24, 21, 5, 29]).

In Figure 3.4, we present the time evolution of \( L^2 \) norm of the electric field (in semi-log scale) for \( P^2 \) SLDG-time2-E and \( P^2 \) SLDG-time3-E schemes using a mesh of 128 \( \times \) 128 elements and different CFLs. As expected, the decay rate from simulations with \( CFL = 1 \) matches well with the theoretical value \( \gamma = -0.1533 \) [20] (the solid line in the same plots). For \( CFL = 10 \), both results match well with the theoretical value; for \( CFL = 20 \), the third order characteristics tracing scheme exhibits superior performance, compared with the second order one, in capturing the correct damping rate in the long run.

**Example 3.2. (Strong Landau damping.)** Consider strong Landau damping for the VP system. The initial condition is the same as weak one (3.1), but with a larger perturbation parameter \( \alpha = 0.5 \). The computational domain is \([0,4\pi] \times [-2\pi, 2\pi]\).

In Table 3.1 we test the spatial convergence of the proposed SLDG scheme with the third order characteristic tracing scheme. We set \( CFL = 0.1 \) to minimize the error from time discretization. The well-known time reversibility of the VP system is used to test the order of convergence. In particular, one can integrate the VP system forward to some time \( T \), and then reverse the velocity field of the solution and continue to integrate the system by the same amount of time \( T \). Then, the solution should recover the initial condition with reverse velocity field, which can be used as a reference solution. We show the \( L^2 \) and \( L^\infty \) errors and the corresponding orders of convergence for \( P^k \)
Figure 3.4: Weak Landau damping. Time evolution of electric field in $L^2$ norm. Solid line: $CFL = 1$. Square: $CFL = 10$ or $CFL = 20$. The 'Reference' line (dashed line) corresponds to the exponential decay in the amplitude of the oscillation ($\gamma = -0.1533$).

SLDG-(QC)-time3-(E) schemes with $CFL = 0.1$ in Table 3.1. Second order convergence is observed for $P^1$ SLDG scheme as expected. Second order convergence, with smaller error magnitudes than those for $P^1$ SLDG scheme, is observed for $P^2$ SLDG scheme with quadrilateral approximation to upstream cells. Such second order convergence is due to the use of straight lines in approximating sides of upstream cells, even though $P^2$ approximation space is employed. More importantly, if quadratic curves are used in approximating sides of upstream cells, the error is further reduced and the order of convergence is improved to third order, see the results for $P^2$ SLDG-QC scheme. 30% – 40% savings in CPU time are observed for the efficient implementation of $P^2$ SLDG schemes when compare with the CPU time needed for the regular implementation, while the accuracy is not compromised.

Second, temporal convergence from the characteristics tracing scheme used in the proposed
SLDG method is tested. Table 3.2 summarizes the $L^2$ and $L^\infty$ errors and the corresponding temporal convergence rates for the $P^k$ SLDG methods with the second and third order characteristic tracing schemes, where the time reversibility property of the VP system is used to compute the error. To make the temporal error dominant, we use a spatial mesh of $160 \times 160$ elements. In Table 3.2 around second and third order temporal accuracy is observed, for $P^1$ SLDG-time2-E and $P^2$ SLDG-QC-time3-E schemes, respectively, with $CFL$s ranging from 5 to 25. Also in Table 3.2, we perform CPU time comparison between SLDG and RKDG schemes. Per time step, the SLDG scheme costs about 4 times as much CPU time as that of the classical RKDG method. On the other hand, the SLDG scheme allows for a much larger $CFL$. For example, if $CFL = 25$, then time stepping size of the SLDG scheme is 125 times as large as that for a RKDG scheme, leading to tremendous savings in CPU time. Note that, the RKDG code, that we use for CPU comparison, has been optimized for its CPU efficiency.

We show the time evolution of the electric field in the $L^2$ norm (in semi-log scale) in Figure 3.5. The linear decay rate $\gamma_1$ (measured as the slope of a line originating from the local maximum of the second peak to the third peak), as well as the growth rate $\gamma_2$ (measured as the slope of a line originating from the local maximum of the tenth peak to the sixteenth peak) are summarized in Table 3.3, and they agree with the results reported in the literature [20, 33, 25, 24]. Furthermore, in Figure 3.6, we plot time evolutions of the relative derivation of the discrete $L^1$ norm, $L^2$ norm, energy and entropy. In particular, we observe that (1) The error for the $L^1$ norm (on the order of $10^{-9}$) is due to the truncation of the velocity domain, which can be further reduced by using a larger velocity domain in simulations; (2) In general, the $P^2$ SLDG method does a better job in conserving these physical norms than the $P^1$ SLDG method; (3) Compared to the SLDG schemes with larger $CFL$s, the schemes with smaller $CFL$s are able to better conserve the energy, but perform worse in conserving the $L^2$ norm and entropy. (4) The SLDG methods outperform the RKDG method in conserving energy. In Figure 3.7, we present the contour plots of the solutions at $T = 40$ computed by the $P^2$ SLDG-QC-time3-E scheme method and the $P^2$ RKDG method with the mesh of $160 \times 160$ elements. We observe that the SLDG scheme with $CFL = 10$ and the RKDG scheme with $CFL = 0.2$ generate very consistent numerical results. Meanwhile, the SLDG method with $CFL = 30$ is still stable and able to generate decent results: the main structures of the solution are captured, but some mild wiggles are observed.
Table 3.1: Strong Landau damping with $T = 0.5$. Order of accuracy in space and CPU time for $P^k$ SLDG-(QC)-time3-(E) scheme. We set $CFL = 0.1$ so that the spatial error is the dominant error.

| Mesh  | $L^2$ error | Order | $L^\infty$ error | Order | CPU | $L^2$ error | Order | $L^\infty$ error | Order | CPU |
|-------|-------------|-------|-------------------|-------|-----|-------------|-------|-------------------|-------|-----|
| 32$^2$ | 1.21E-3     | 1.18E-2 | 2.28             | 1.21E-3 | 1.18E-2 | 2.17         |
| 64$^2$ | 3.15E-4     | 1.94   | 3.49E-3          | 1.76   | 17.51 | 3.15E-4     | 1.94   | 3.49E-3          | 1.76   | 16.09 |
| 96$^2$ | 1.42E-4     | 1.97   | 1.61E-3          | 1.91   | 58.50 | 1.42E-4     | 1.97   | 1.61E-3          | 1.91   | 55.10 |
| 128$^2$ | 8.02E-5     | 1.98   | 9.18E-4          | 1.95   | 139.60 | 8.02E-5     | 1.98   | 9.18E-4          | 1.95   | 129.78 |
| 160$^2$ | 5.15E-5     | 1.99   | 5.92E-4          | 1.97   | 275.96 | 5.15E-5     | 1.99   | 5.92E-4          | 1.97   | 252.92 |

Table 3.2: Strong Landau damping with $T = 0.5$, and with the mesh of 160 $\times$ 160. Temporal order of convergence and CPU comparison between SLDG and RKDG schemes.

| CFL   | $L^2$ error | Order | $L^\infty$ error | Order | CPU (sec) |
|-------|-------------|-------|-------------------|-------|-----------|
| $P^1$ SLDG-time2-E | | | | | |
| 0.3   | 5.05E-05    | –     | 5.90E-04          | –     | 47.79     |
| 5     | 3.97E-05    | –     | 5.67E-04          | –     | 3.23      |
| 10    | 4.67E-05    | 0.23  | 6.27E-04          | 0.15  | 1.67      |
| 15    | 1.04E-04    | 1.97  | 1.04E-03          | 1.24  | 1.32      |
| 20    | 1.96E-04    | 2.21  | 1.44E-03          | 1.14  | 1.01      |
| 25    | 3.91E-04    | 3.08  | 2.45E-03          | 2.37  | 0.71      |
| $P^1$ RKDG | | | | | |
| 0.3   | 4.36E-05    | –     | 4.17E-04          | –     | 5.26      |
| $P^2$ SLDG-QC-time3-E | | | | | |
| 0.2   | 6.37E-07    | –     | 8.43E-06          | –     | 229.92    |
| 5     | 2.35E-06    | –     | 1.30E-05          | –     | 9.50      |
| 10    | 1.69E-05    | 2.85  | 9.87E-05          | 2.92  | 5.14      |
| 15    | 6.15E-05    | 3.19  | 2.83E-04          | 2.60  | 3.89      |
| 20    | 1.32E-04    | 2.65  | 5.97E-04          | 2.60  | 2.98      |
| 25    | 2.43E-04    | 2.74  | 1.11E-03          | 2.79  | 2.01      |

Example 3.3. (Two Stream instability I.) Consider two stream instability, with an unstable initial...
Table 3.3: Strong Landau damping. $T = 0.5$. A mesh of $160 \times 160$ is used. The linear decay rate $\gamma_1$ and the growth rate $\gamma_2$.

| $CFL$ | $\gamma_1$ | $\gamma_2$ | $\gamma_1$ | $\gamma_2$ |
|-------|-------------|-------------|-------------|-------------|
|       | $P^1$ SLDG-time2-E | $P^2$ SLDG-QC-time3-E |
| 1     | -0.2907     | 0.0847      | -0.2907     | 0.0868      |
| 10    | -0.2875     | 0.0848      | -0.2842     | 0.0866      |
| 20    | -0.3054     | 0.0840      | -0.3125     | 0.0867      |

We first present the spatial convergence of the SLDG schemes in Table 3.4. As in the previous example, we make use of the time reversibility of VP system to test the order of convergence. Slightly less than second order accuracy is observed for the $P^1$ SLDG-time2-E scheme. The error magnitude of the $P^2$ SLDG-time3-E scheme is much smaller than the corresponding one of the $P^1$ SLDG-time2-E scheme, while order reduction is still observed due to the fact that we use straight lines to approximate sides of upstream cells. When quadratic curves are used to approximate sides of upstream cells, the errors are further reduced and around third order convergence is observed for the $P^2$ SLDG-QC scheme. Similar to strong Landau damping, 30%–40% savings in CPU time are observed for $P^2$ SLDG-(QC)-time3 schemes with efficient implementation.

We test the temporal convergence of the SLDG schemes for this example. In order to make the

Figure 3.5: Strong Landau damping: The SLDG schemes are equipped with the PP limiter. Time evolution of the electric field in $L^2$.
temporal error dominant, we use a spatial mesh of $160 \times 160$ elements. The convergence results, as well as CPU comparison with RKDG methods, are presented in Table 3.5. For this example, even from the accuracy point of view, CFL for the $P^1$ SLDG scheme can be taken to be as large as 50 (compared with 0.3 for a $P^1$ RKDG scheme) with comparable performance in terms of magnitude of errors. Again, the corresponding savings in CPU time are tremendous compared with RKDG methods: it takes 7.35 seconds for the RKDG method to reach the final integration time $T = 0.5$; while it takes less than one second for the SLDG method. Similar comments apply to the comparison of CPU time between the $P^2$ SLDG and RKDG schemes. Table 3.5 demonstrates the superior performance and efficiency of the proposed SLDG method. In order to show the temporal convergence rate of the SLDG scheme, we present Table 3.6, where the reference solution comes
from the simulation with the same spatial mesh but with relatively small CFL = 0.1. Expected second and third order convergence rates are observed.

Lastly, we show time evolution of the electric field in the $L^2$ norm (in semi-log scale) for the $P^1$ SLDG-time2-E and $P^2$ SLDG-QC-time3-E schemes using a mesh of 160 × 160 elements and different CFLs in Figure 3.8. In Figure 3.9, we show the relative derivation of the discrete $L^1$ norm, $L^2$ norm, energy and entropy. We observe that all methods are able to conserve the $L^1$ norm up to the truncation error from the velocity domain. The ability of SLDG methods to conserve these physical norms is satisfactory and comparable to the RKDG method. In Figure 3.10, we plot the numerical solutions of phase space profiles at $T = 40$. We observe that the solutions computed by the $P^2$ SLDG-QC-time3-E scheme with CFL = 10, 30 are consistent with that by the $P^2$ RKDG scheme with CFL = 0.2.

Example 3.4. (Two Stream instability II.) Consider the symmetric two stream instability \cite{35, 17}, with the perturbed equilibrium as the initial condition

$$f(x, v, t = 0) = \frac{1}{2v_t\sqrt{2\pi}} \left[ \exp\left(\frac{-(v-u)^2}{2v_{th}^2}\right) + \exp\left(\frac{-(v+u)^2}{2v_{th}^2}\right) \right] (1 + 0.05 \cos(kx)).$$

where $u = 0.99$, $k = \frac{2\pi}{14}$, and $v_t = 0.3$. We let $v_{\text{max}} = 2\pi$ and use a spatial mesh of 160 × 160 elements. We plot the time evolution of the electric field in the $L^2$ and $L^\infty$ norms (in semi-log scale) in Figure 3.11, which is benchmarked against the results reported in the literature. Time evolution of the relative derivation of the discrete $L^1$ norm, $L^2$ norm, energy and entropy in Figure 3.12.
Table 3.4: Two Stream instability I at $T = 0.5$. Spatial order of accuracy and CPU time for the SLDG method. We set $CFL = 0.1$ so that the spatial error is the dominant error.

| Mesh  | $L^2$ error | Order | $L^\infty$ error | Order | CPU  | $L^2$ error | Order | $L^\infty$ error | Order | CPU  |
|-------|-------------|-------|-------------------|-------|------|-------------|-------|-------------------|-------|------|
|       |             |       |                   |       |      |             |       |                   |       |      |
| $P^1$ SLDG-time3 | 32$^2$ | 4.28E-3 | 2.28E-2 | 3.17  | 4.28E-3 | 2.28E-2 | 2.93  |
|       | 64$^2$      | 1.10E-3 | 1.97  | 7.29E-3 | 1.65  | 1.10E-3 | 1.97  | 7.29E-3 | 1.65  | 23.04 |
|       | 96$^2$      | 4.91E-4 | 1.98  | 3.60E-3 | 1.74  | 4.91E-4 | 1.98  | 3.60E-3 | 1.74  | 75.06 |
|       | 128$^2$     | 2.79E-4 | 1.96  | 2.21E-3 | 1.69  | 2.79E-4 | 1.96  | 2.21E-3 | 1.69  | 182.12 |
|       | 160$^2$     | 1.81E-4 | 1.93  | 1.53E-3 | 1.65  | 1.81E-4 | 1.93  | 1.53E-3 | 1.65  | 354.96 |
| $P^2$ SLDG-time3-E | 32$^2$ | 5.33E-4 | 2.80E-3 | 6.78  | 5.33E-4 | 2.79E-3 | 4.35  |
|       | 64$^2$      | 7.47E-5 | 2.84  | 3.88E-4 | 2.85  | 7.47E-5 | 3.87E-4 | 2.85  | 34.25 |
|       | 96$^2$      | 2.52E-5 | 2.67  | 1.63E-4 | 2.14  | 2.52E-5 | 1.63E-4 | 2.14  | 113.35 |
|       | 128$^2$     | 1.30E-5 | 2.31  | 1.20E-4 | 1.08  | 1.30E-5 | 1.19E-4 | 1.08  | 270.32 |
|       | 160$^2$     | 8.61E-6 | 1.84  | 1.00E-4 | 0.80  | 8.61E-6 | 9.99E-5 | 0.80  | 520.23 |
| $P^2$ SLDG-QC-time3-E | 32$^2$ | 5.34E-4 | 2.81E-3 | 7.45  | 5.34E-4 | 2.81E-3 | 4.92  |
|       | 64$^2$      | 7.41E-5 | 2.85  | 3.72E-4 | 2.92  | 7.41E-5 | 3.72E-4 | 2.92  | 38.93 |
|       | 96$^2$      | 2.39E-5 | 2.79  | 1.28E-4 | 2.63  | 2.39E-5 | 1.28E-4 | 2.63  | 131.04 |
|       | 128$^2$     | 1.08E-5 | 2.76  | 6.03E-5 | 2.62  | 1.08E-5 | 6.03E-5 | 2.62  | 312.01 |
|       | 160$^2$     | 5.87E-6 | 2.74  | 3.29E-5 | 2.72  | 5.87E-6 | 3.29E-5 | 2.72  | 596.71 |

Figure 3.8: Two-stream instability I. Time evolution of the electric field in $L^2$.

Figure 3.13 shows the numerical solutions of phase space profiles computed by the $P^2$ SLDG-QC-time3-E method with $CFL = 10, 15$ and the $P^2$ RKDG method with $CFL = 0.2$ at $T = 40$. Decent numerical performance of the $P^2$ SLDG-QC-time3-E method with $CFL = 10$ and the $P^2$ RKDG method with $CFL = 0.2$ is observed. On the other hand, the $P^2$ SLDG-QC-time3-E method with a large $CFL = 15$ is still stable and generates reasonable result, but some mild wiggles are observed. Note that, for this example, distortion of approximate upstream cells (hence the break down of the
Table 3.5: Two Stream instability I at $T = 0.5$. A mesh of $160 \times 160$ is used. Temporal order of convergence for the SLDG method via the time reversibility of the VP system.

| $CFL$ | $L^2$ error | Order | $L^\infty$ error | Order | CPU  |
|-------|-------------|-------|------------------|-------|------|
| $P^1$ SLDG-time2-E | | | | | |
| 0.3   | 1.81E-04    | –     | 1.53E-03         | –     | 64.65|
| 45    | 2.07E-04    | –     | 1.56E-03         | –     | 0.70 |
| 50    | 2.31E-04    | 1.05  | 1.63E-03         | 0.42  | 0.70 |
| 55    | 2.73E-04    | 1.76  | 1.91E-03         | 1.65  | 0.70 |
| 60    | 3.42E-04    | 2.60  | 2.36E-03         | 2.46  | 0.70 |
| 65    | 4.21E-04    | 2.58  | 2.87E-03         | 2.42  | 0.39 |
| $P^1$ RKDG | | | | | |
| 0.3   | 1.83E-04    | –     | 1.51E-03         | –     | 7.35 |

Table 3.6: Two Stream instability I at $T = 0.5$. A mesh of $160 \times 160$ is used. Temporal order of convergence for the SLDG method.

| $CFL$ | $L^2$ error | Order | $L^\infty$ error | Order |
|-------|-------------|-------|------------------|-------|
| $P^2$ SLDG-QC-time3-E | | | | | |
| 0.2   | 5.87E-06    | –     | 3.29E-05         | –     | 307.57|
| 5     | 5.85E-06    | –     | 3.25E-05         | –     | 12.31|
| 10    | 5.96E-06    | 0.03  | 3.30E-05         | 0.02  | 6.75 |
| 15    | 7.23E-06    | 0.48  | 4.31E-05         | 0.66  | 4.81 |
| 20    | 1.18E-05    | 1.69  | 7.70E-05         | 2.01  | 3.93 |
| 25    | 1.89E-05    | 2.13  | 1.23E-04         | 2.11  | 3.00 |
| 30    | 3.52E-05    | 3.40  | 2.32E-04         | 3.46  | 2.98 |
| 35    | 4.72E-05    | 1.91  | 3.17E-04         | 2.03  | 2.01 |
| 40    | 6.49E-05    | 2.38  | 4.23E-04         | 2.16  | 2.00 |
| 45    | 9.75E-05    | 3.45  | 6.16E-04         | 3.19  | 1.97 |
| 50    | 1.46E-04    | 3.82  | 9.28E-04         | 3.90  | 1.92 |
| $P^2$ RKDG | | | | | |
| 0.2   | 6.98E-06    | –     | 3.43E-05         | –     | 57.29|

code) is observed for the $P^2$ SLDG-QC-time3-E method with $CFL = 20$.

**Example 3.5.** *(Bump-on-tail instability.)* Consider an unstable bump-on-tail problem \([1, 36]\) with the initial distribution as

\[ f(x, v, t = 0) = f_{BOT}(v)(1 + 0.04 \cos(kx)). \]
Figure 3.9: Two-stream instability I. Time evolution of $L^1$ (upper left) and $L^2$ (upper right) norms of the solution as well as the discrete kinetic energy (lower left) and entropy (lower right).

(a) $P^2$ SLDG-QC-time3-E with $CFL = 10$
(b) $P^2$ SLDG-QC-time3-E with $CFL = 30$
(c) $P^2$ RKDG with $CFL = 0.2$

Figure 3.10: Two stream instability I at $T = 40$. Mesh: $160 \times 160$. (a): $P^2$ SLDG-QC-time3-E with $CFL = 10$. (b): $P^2$ SLDG-QC-time3-E with $CFL = 30$. (c): $P^2$ RKDG with $CFL = 0.2$. 
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where the bump-on-tail distribution is

\[ f_{BOT}(v) = n_p \exp\left(-\frac{v^2}{2}\right) + n_b \exp\left(-\frac{(v-u)^2}{2v_t^2}\right), \]

The parameters are chosen to be \( n_p = \frac{9}{10\sqrt{2\pi}}, \ n_b = \frac{2}{10\sqrt{2\pi}}, \ u = 4.5, \ v_t = 0.5, \ k = 0.3. \) The computational domain is \([0, \frac{20}{3}\pi] \times [-13, 13]\). We show the time evolution of the electric field in \( L^2 \) norm (in semi-log scale) in Figure 3.14 and show the time evolution of the relative derivation of the discrete \( L^1 \) norm, \( L^2 \) norm, energy and entropy in Figure 3.15. In Figure 3.16, we plot the numerical solutions of phase space profiles computed by the \( P^2 \) SLDG-QC-time3-E method with \( CFL = 10, 30 \) and the \( P^2 \) RKDG method with \( CFL = 0.2 \) at \( T = 40. \) As in Example 3.3, the proposed SLDG schemes with \( CFL \) as large as 30 are still able to generate very consistent results with that by the \( P^2 \) RKDG method with \( CFL = 0.2, \) leading to great computational savings.

4 Conclusion

A high order SLDG method was proposed for solving the VP system. The two key ingredients of the proposed scheme are (1) a high order non-splitting conservative SLDG transport scheme and (2) a high order characteristics tracking approach for the VP system. The proposed method is locally mass conservative, highly accurate, free of splitting error and allows for extra large time stepping size. To the best of the authors’ knowledge, this is the first SLDG scheme that is able to attain all these desired properties. The numerical performance of the method is promising. We compare the CPU time of an efficient implementation of the proposed method, with that of
Figure 3.12: Two stream instability II. Time evolution of $L^1$ (upper left) and $L^2$ (upper right) norms of the solution as well as the discrete kinetic energy (lower left) and entropy (lower right).

Figure 3.13: Two stream instability II at $T = 40$. Mesh: $160 \times 160$. (a): $P^2$ SLDG-QC-time3-E with $CFL = 10$. (b): $P^2$ SLDG-QC-time3-E with $CFL = 15$. (c): $P^2$ RKDG with $CFL = 0.2$. 
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the Eulerian RK DG method, in many benchmark VP test problems. Tremendous computational savings are observed, without compromising effectiveness of the method. We will perform rigorous error estimate, investigate superconvergence properties, and generalize the scheme to handle non-trivial boundary conditions, diffusion terms, source terms, etc. in our future work. The extension to the VP system in higher dimensions will be explored as well.

A Search intersection points between quadratic-curved sides of an upstream cell and background grid lines

The algorithm for searching intersection points between an upstream cell and the grid line \( x = x_i \) is described in the following. The procedure for searching intersection points between the upstream cell and \( v = v_j \) is pretty similar, thus omitted for brevity. We can find intersection points of the quadratic curve determined by points \((x_1^*, v_1^*), (x_2^*, v_2^*), (x_3^*, v_3^*)\) and grid line \( x = x_i \) by solving the following equation,

\[
\begin{aligned}
  x_i &= \frac{x_3^* - x_1^*}{2} \xi + \frac{v_3^* - v_1^*}{2} \eta + \frac{x_3^* + x_1^*}{2}, \\
  \eta &= \frac{\eta_2}{\xi_2^2 - 1} (\xi^2 - 1).
\end{aligned}
\]

(A.1)

Case 1 If \( |x_3^* - x_1^*| \leq |v_3^* - v_1^*| \), we have the following equation derived from (A.1),

\[
A \xi^2 + B \xi + C = 0.
\]

(A.2)

where

\[
A = \frac{\eta_2}{\xi_2^2 - 1}, \quad B = \frac{x_3^* - x_1^*}{v_3^* - v_1^*}, \quad C = -\left( \frac{x_1^* + x_3^*}{2} \right) - \frac{\eta_2}{\xi_2^2 - 1}.
\]
Figure 3.15: Bump-on-tail instability. Time evolution of $L^1$ (upper left) and $L^2$ (upper right) norms of the solution as well as the discrete kinetic energy (lower left) and entropy (lower right).

Figure 3.16: Bump-on-tail instability. Mesh: 160 $\times$ 160. (a): $P^2$ SLDG-QC-time3-E with CFL = 10. (b): $P^2$ SLDG-QC-time3-E with CFL = 30. (c): $P^2$ RKDG with CFL = 0.2.
We can solve (A.2) as follows:

\[
\text{if } A \geq \varepsilon, \text{ where } \varepsilon = 10^{-13} \text{ then }
\]

Let \( \Delta = B^2 - 4AC \).

If \( \Delta < 0 \), there is no solution.

If \( \Delta = 0 \), there is only one solution, \( \xi_1 = -\frac{B}{2A} \).

If \( \Delta > 0 \), there are two solutions,

\[
\xi_1 = \frac{2C}{-B - \gamma \sqrt{\Delta}}, \quad \xi_2 = \frac{-B - \gamma \sqrt{\Delta}}{2A},
\]

where \( \gamma = 1 \) if \( B \geq 0 \), and \( \gamma = -1 \) otherwise.

\[
\text{else if } A < \varepsilon \text{ and } B \geq \varepsilon \text{ then }
\]

there is only one solution, \( \xi_1 = -\frac{C}{B} \).

\[
\text{else}
\]

We retreat this case as no intersection points.

\[
\text{end if}
\]

If \( \xi \in [-1, 1] \), the solution \((\xi, \eta)\) is identified as an intersection point.

**Case 2** If \( |x_3^* - x_1^*| > |v_3^* - v_1^*| \), we have the following equation derived from (A.1),

\[
A\eta^2 + B\eta + C = 0,
\]

where

\[
A = \frac{\eta_2}{\xi_2^2 - 1}\left(\frac{v_3^* - v_1^*}{x_3^* - x_1^*}\right)^2,
\]

\[
B = -1 - \frac{4}{x_2^* - x_1^*}\left(\frac{v_3^* - v_1^*}{x_3^* - x_1^*}\right)^2\frac{\eta_2}{\xi_2^2 - 1},
\]

\[
C = \frac{\eta_2}{\xi_2^2 - 1}\left(\frac{4}{(x_3^* - x_1^*)^2} - 1\right).
\]

Similar to Case 1.1, the solution \( \eta \) can be solved. And then,

\[
\xi = \frac{2x_i - x_3^* - x_1^*}{x_3^* - x_1^*} - \frac{v_3^* - v_1^*}{x_3^* - x_1^*}\eta. \tag{A.3}
\]

If \( \xi \in [-1, 1] \), the solution \((\xi, \eta)\) is identified as an intersection point.
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