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Abstract

Below, we summarize the appearances and possible uses of the two-sided approach and the two-sided counting in the most diverse areas of (secondary) school mathematics.
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1 Introduction

One of the topics in the oral part of advanced mathematics is regularly called Methods of Proof and Their Presentation in the Proof of Theorems. It is a problem not only for the students, but sometimes even for the preparatory or examiners, exactly which methods can be considered as belonging to the requirements of the core material, and which methods should be included in the short time for the exam, through which items, the candidate to keep it short, understandable, but not trivial. Most aids mention the following: direct proof, indirect proof, induction, Pigeonhole principle.

The method of two-sided addition is nowhere, or very rarely, included. Nevertheless, this method, and in general the two-sided approach, can be used in many areas of mathematics to avoid and simplify formal proofs, as well as to „nice“, essential, illustrative proofs. The method was first used by Archimedes (287 BC - 212 BC). Changing points of view is also particularly difficult in mathematics.

However, the multiple approaches, to the same thing from several perspectives, directions, methods allow for behind-the-scenes, exploration of real causes, access to actual mathematical content (Figure 1).
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2 Algebra

2.1 Operational properties

In elementary school, algebraic expressions first appear in their abstract form. At this age, students’ abstraction skills are not yet at such a level that they can master \((b+c)a = ba + ca\) type identities (operational properties) in an abstract way. After the learning difficulties and often failures of identities that are often intended to be acquired only in abstract form, it is no wonder that many people have trouble dealing with similar expressions later on. However, by using a simple geometric model - the (so far) known method of calculating the area of a rectangle-, we can help the understanding with an diagram, for example as follows (Figure 2).

![Figure 2](image)

The figure on the left shows a rectangle with sides \(b+c\) and \(a\), respectively, so its area is \((b+c)a\). Cut our rectangle into two rectangles as shown in the figure on the right. Thus we obtained two rectangles with sides \(b\) and \(a\) and \(c\) and \(a\). Of course, the sum of the areas of the two parts is equal to the area of the original rectangle, i.e. \((b+c)a = ba + ca\).

Remark. In the product of the sum of the two terms by the sum of the two terms, the formalism of „every term with every term“ can be made easy to understand and can be recalled later with the help of a visual representation similar to the above. Now, with the help of a small trick, we will cut a suitable rectangle with cuts parallel to its sides, and write down its area before and after cutting. Consider the following figure (Figure 3).
2.2 Notable identities

A significant part of the ninth grade curriculum deals with notable multiplications, different methods of multiplication, and operations with algebraic fractions. Possessing this knowledge at the asset level is a prerequisite for progress, but learning it is difficult. One reason for this is that their teaching, including applications, is formal.

By modifying the above figures that can be used in primary school (e.g. if the corresponding two rectangles in Figure 3 are square) we can get help that can be used in high school as well (Figure 4). By writing the area of the square in two ways, you get: 

\[(a + b)^2 = a^2 + 2ab + b^2.\]

Exercise 1. Let us prove and illustrate that

(a) \(a(b - c) = ab - ac,\)
(b) \((a - b)(c + d) = ac + ad - bc - bd,\)
(c) \((a - b)(c - d) = ac - ad - bc + bd,\)
(d) \((a - b)^2 = a^2 - 2ab + b^2,\)
(e) \((a + b)^3 = a^3 + 3a^2b + 3ab^2 + b^3.\)

2.3 Notable amounts - 1 + 2 + 3 + ... + n

Many people know Gauss’s beautiful proof of the closed form of the sum of the first \(n\) positive integers based on oral tradition. The relation thus obtained:
\[ 1 + 2 + 3 + \ldots + n = \frac{n(n + 1)}{2} \]

studied, despite the evidence, the question of why, precisely why exactly this, may often arise in our students. The question can be answered, and thus the essence of the relationship, the true mathematical content behind the formula can be illuminated by carrying out a suitably chosen enumeration in two ways. Of course, all this can be helped with a good diagram. The sum of the first \( n \) positive integers can be naturally illustrated as follows. Place pebbles (squares of unit area) as shown in the figure 5.

![Figure 5: 1 + 2 + 3 + ...](image)

What we got is half of a \( n \times (n + 1) \) rectangle (Figure 6).

![Figure 6: The \( n \times (n + 1) \) rectangle and its half](image)

The number of pebbles in the above arrangement can be determined in two ways. Summing the pebbles (area of squares) per column, the number of pebbles (the area): \( 1 + 2 + \ldots + n \). By counting the pebbles (areas of squares) at the same time, using the half rectangle, we get \( \frac{n(n+1)}{2} \) number of pebbles. Thus, by counting the number of pebbles in two ways, we get:

\[ 1 + 2 + \ldots + n = \frac{n(n + 1)}{2}. \]

Exercise 2. (a) The elements of the series \( 1, 1+2, 1+2+3, \ldots \) are also called triangular numbers. Why?

(b) We know that the difference between consecutive triangular numbers is respectively 2, 3, \ldots. But what can we say about the sum of two adjacent triangular numbers?
2.4 Notable sums - $1 + 3 + 5 + \ldots + 2n - 1$

The fact that the sum of the first $n$ positive odd numbers is exactly $n^2$ is particularly surprising. Of course, the proof can be done by applying the versatile method, induction, but there is definitely a proof suitable for the „Big Book” for a nice connection. Maybe the next one is just like that. The search for a new method is necessary not only because of the avoidance of empty formalism, but also because the induction proof in this case does not answer why, even though we can definitely expect this from a good proof.

Place $n^2$ number of pebbles in the shape of a $n \times n$ square (Figure 7). Divide our square, as shown in the figure. From determining the number of pebbles in two ways:

$$1 + 3 + \ldots + (2n - 1) = n^2.$$

![Figure 7: The $n^2$ number of pebbles and their division](image)

Exercise 3. Using methods similar to the above, find a closed form for the sums below

(a) $2 + 4 + \ldots + 2n$,
(b) $1 + 2 + 3 + \ldots + n - 1 + n + n - 1 + n - 2 + \ldots + 2 + 1$,
(c) $1^2 + 2^2 + 3^2 + \ldots + n^2$,
(d) $1^3 + 2^3 + 3^3 + \ldots + n^3$,
(e) $f_1^2 + f_2^2 + \ldots + f_n^2$, where $f_n$ denotes the $n$th Fibonacci number: $f_1 = f_2 = 1$, $f_n = f_{n-1} + f_{n-2}, n > 2$.

Exercise 4. Let us prove and illustrate that

(a) $2 + 4 + \ldots + 2n = n(n + 1)$,
(b) $1 + 2 + \ldots + n + n - 1 + n - 2 + \ldots + 2 + 1 = n^2$,
(c) $1^2 + 2^2 + 3^2 + \ldots + n^2 = \frac{n(n+1)(2n+1)}{6}$,
(d) $1^3 + 2^3 + 3^3 + \ldots + n^3 = \left( \frac{n(n+1)}{2} \right)^2$.

According to Pál Erdős, there must be a „Big Book”, with the most beautiful proof of all theorems.
Exercise 5. Let’s examine the following equalities.

\[
1 + 3 + 1 = 1^2 + 2^2, \\
1 + 3 + 5 + 3 + 1 = 2^2 + 3^2, \\
1 + 3 + 5 + 7 + 5 + 3 + 1 = 3^2 + 4^2.
\]

Using the above, let’s find a possible production of the sum of adjacent square numbers.

Exercise 6. Let’s make comments about the equations below and prove them.

\[
1 = 1^3 \\
2 + 4 + 2 = 2^3 \\
3 + 6 + 9 + 6 + 3 = 3^3 \\
4 + 8 + 12 + 16 + 12 + 8 + 4 = 4^3
\]

2.5 Text tasks

Solving the so-called „text problems” has been an increasingly problematic area of mathematics teaching for years, it is demonstrably worse for e.g. also the graduation tasks set in this form. The comprehension of the text itself, then the setting up of the model and the interpretation of the result, are causing more and more serious problems. (The formal use of the model, i.e. the equation, system of equations, etc. solution is less.) However, the solution of this type of tasks, as well as the equation, system of equations, etc. belonging to the text, one of the most efficient ways to write it, and to create a model in general, is simple: we write the same quantity in two different ways using the known data and the unknowns introduced in a suitable way. An example of this is shown below.

Exercise 7. For 1.3 kg of salt solution, 8 kg of 15% salt solution is poured, and thus a 10% salt solution is created. What % was the original solution?

Solution. We can help you create the model by filling in a simple table, for example in the following way.

| weight (kg) | concentration (%) | amount of solute (kg) |
|-------------|------------------|-----------------------|
| Solution 1  | 1.3              | \(x\)                 |
| Solution 2  | 0.8              | 15                     |
| mix         | 2.1              | \|\frac{1.3}{100}\|, \|\frac{1.8}{15}\|, \|\frac{10}{100}\| |

The value belonging to an empty cell in the table, i.e. the solute content of the mixture, can be written in two ways. On the one hand, it is a 2.1 kg 10% solution with a solute
content (measured in kg) of \( \frac{2.1 \cdot 10}{100} \), on the other hand, the solute content of the mixture is the same as the individual with the sum of the solute content of the components, and thus \( \frac{1.3 \cdot x}{100} + \frac{0.8 \cdot 15}{100} \). Since we wrote the same quantity in two ways, we get:

\[
\frac{2.1 \cdot 10}{100} = \frac{1.3 \cdot x}{100} + \frac{0.8 \cdot 15}{100}.
\]

Solving the equation \( (x = 7) \) gives the (percentage) concentration of the first component.

### 2.6 The definition of a real exponential power

In elementary school, we introduce the definition of a positive whole exponent power. Based on this, in the ninth grade we define the concepts of zero and negative integer exponents using the permanence principle. In the tenth and eleventh grades, we use the concept of the \( n \)th root to form the concept of a power with a rational exponent. In connection with the introduction of the exponential function, we also need the concept of a power with a real exponent. We can do all this with the help of the two-sided approximation

The function \( f : \mathbb{Q} \rightarrow \mathbb{R}, f(x) = 2^x \) is strictly monotonically increasing. It is therefore advisable to define the function \( g : \mathbb{R} \rightarrow \mathbb{R}, g(x) = 2^x \) as an extension of the function \( f \) in such a way that it is also strictly monotonically increasing. For this, we need to attribute meaning to powers with irrational exponents, such as the expression \( 2^{\sqrt{2}} \). Consider the following two-sided approximation of \( \sqrt{2} \).

\[
1 < \sqrt{2} < 2
\]
\[
1.4 < \sqrt{2} < 1.5
\]
\[
1.41 < \sqrt{2} < 1.42
\]
\[
1.414 < \sqrt{2} < 1.415
\]
\[
\vdots
\]

So

\[
2 = 2^1 < 2^{\sqrt{2}} < 2^2 = 4
\]
\[
2.63 \approx 2^{1.4} < 2^{\sqrt{2}} < 2^{1.5} \approx 2.83
\]
\[
2.657 \approx 2^{1.41} < 2^{\sqrt{2}} < 2^{1.42} \approx 2.676
\]
\[
2.664 \approx 2^{1.414} < 2^{\sqrt{2}} < 2^{1.415} \approx 2.666
\]
\[
\vdots
\]

These intervals have exactly one point in common, which will be the value of \( 2^{\sqrt{2}} \). The value of the expression \( a^x (a > 0, a \neq 1) \) can also be defined similarly, for any irrational exponent \( x \) (for \( 0 < a < 1 \) it is strictly monotonically decreasing, for \( a > 1 \) it is strictly monotone increasing).
3 Number theory

The method of two-sided approximation can also bring many interesting results in the
field of number theory.

3.1 The number of divisors

Exercise 8. Denote by $d(n)$ the number of divisors of $n$ positive integers. Let us prove
that
\[ d(1) + d(2) + d(3) + \ldots + d(n) = n + \left\lfloor \frac{n}{2} \right\rfloor + \left\lfloor \frac{n}{3} \right\rfloor + \ldots + \left\lfloor \frac{n}{n} \right\rfloor, \]
where $\left\lfloor a \right\rfloor$ denotes the (lower) integer part of the real number $a$, i.e. the largest of the
integers not larger than $a$.

Solution. Let $n$ be a fixed positive integer, and consider a $n \times n$ table. Color the $j$-th
element of the $i$-th row in the table gray if $i \mid j$, otherwise paint it white (Figure 8).

\[ \begin{array}{cccc}
1 & 2 & 3 & \ldots \\
4 & 5 & 6 & \ldots \\
\vdots & \vdots & \vdots & \vdots \\
n & n+1 & n+2 & \ldots \\
\end{array} \]

Figure 8: The number of divisors

Let’s examine how many gray fields we have per column and per row. It is clear that
in the $j$th column there is exactly $d(j)$ number of gray fields, so the total of the table is
$d(1) + d(2) + d(3) + \ldots + d(n)$ contains a gray field. Counting row by row, the first row is
completely gray, it has $n$ gray fields, the second row has $\left\lfloor \frac{n}{2} \right\rfloor$, the third row has $\left\lfloor \frac{n}{3} \right\rfloor$ and
so on, in the last $n$th row only $1 = \left\lfloor \frac{n}{n} \right\rfloor$. Thus, in the entire table $n + \left\lfloor \frac{n}{2} \right\rfloor + \left\lfloor \frac{n}{3} \right\rfloor + \ldots + \left\lfloor \frac{n}{n} \right\rfloor$
is a gray field. The two sums must match, since they both show the number of gray fields
in the table, so we got:
\[ d(1) + d(2) + d(3) + \ldots + d(n) = n + \left\lfloor \frac{n}{2} \right\rfloor + \left\lfloor \frac{n}{3} \right\rfloor + \ldots + \left\lfloor \frac{n}{n} \right\rfloor. \]

Exercise 9. Using the above, let’s estimate the
\[ \frac{d(1) + d(2) + d(3) + \ldots + d(n)}{n} \]
quotient.

Solution. It is clear from the definition of the integralpart that if $1 \leq k \leq n$ then
\[ \frac{n}{k} - 1 < \left\lfloor \frac{n}{k} \right\rfloor \leq \frac{n}{k}. \]
Thus, using our result above, we get:

\[(n - 1) + \left(\frac{n}{2} - 1\right) + \ldots + \left(\frac{n}{n} - 1\right) < d(1) + d(2) + \ldots + d(n) \leq n + \frac{n}{2} + \frac{n}{3} + \ldots + \frac{n}{n},\]

so

\[1 + \frac{1}{2} + \ldots + \frac{1}{n} - 1 < \frac{d(1) + d(2) + \ldots + d(n)}{n} \leq 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n}.\]

**Remark.** The interesting thing about the estimate is that both the lower and upper estimates increase beyond all limits, but their difference is 1.

## 4 Combinatorics

Combinatorics is one of the “mother areas” of two-sided addition/counting. Consider the following task.

### 4.1 Binomial coefficients and what lies behind them

**Exercise 10.** Let us prove that

\[1 + 2 + \ldots + n = \binom{n + 1}{2}.\]

The above and similar tasks can be solved, for example, by induction, or by formal transformations using the definition and properties of binomial coefficients. None of these solution methods provide answers to the previously mentioned „Why”-type questions, leaving the underlying, real mathematical content unanswered.

**Remark.** Depending on the structure, \( \binom{n}{k} \) can be defined as the number of \( k \) subsets of a set with \( n \) elements, or in the form \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \). In the first case, it is precisely the latter production that is displayed as an item, while in the case of the latter definition, the number of subsets of a \( n \) element set with \( k \) elements is obtained. The following can be used in both configurations with minor modifications. In the following, we will solve the above task using our method.

**Solution.** On the right side is the number of two-element subsets of a set with \( n + 1 \) elements. So it is enough to see that it is also on the left side. Denote the elements of the set \( a_1, a_2, \ldots, a_n, a_{n+1} \). List all two-element subsets as follows. First, take the ones with the element \( a_1 \): \( \{a_1, a_2\}, \{a_1, a_3\}, \ldots, \{a_1, a_n\}, \{a_1, a_{n+1}\} \). Their number is \( n \). Now let’s take those in which the element with the smallest index is \( a_2 \). They are: \( \{a_2, a_3\}, \{a_2, a_4\}, \ldots, \{a_2, a_{n+1}\} \). The number of these subsets is exactly \( n - 1 \). Continuing this, the subsets that contain the smallest index element \( a_k \): \( \{a_k, a_{k+1}\}, \{a_k, a_{k+2}\}, \ldots, \{a_k, a_{n+1}\} \), and their number is \( n + 1 - k \). Thus, we actually listed all subsets, and the number of sets in each group is \( n, n - 1, \ldots, 2, 1 \).

Regardless of the construction, the point where non-repeating combinations are connected to a special type of repeating permutations is of particular importance. In the following,
we show an example of this, in a way that helps the discovery, using the two-sided counting method. Imagine a table that is \( n - k + 1 \) (0 \( \leq \) \( k \) \( \leq \) \( n \)) steps long and \( k + 1 \) steps wide.

![Table 1: The mouse and the cheese](image)

There is currently a mouse sitting in the lower left corner, and a piece of cheese in the upper right corner of the board. Our mouse can only move up or to the right, always to an adjacent field. How many ways can our mouse get to the cheese?

First, let’s see how many steps our mouse needs. Since it is currently in the first space of the first row, it needs to move \( n - k \) more to the right and move up \( k \) spaces.

1. Since he needs a total of \( n - k \) steps to the right and \( k \) up, he creates \( n \) number of cards and draws \( \rightarrow \) on \( n - k \) and \( \uparrow \) on \( k \). Now, as many ways as you can line up these arrows, you can get to the cheese in as many ways. And the number of these row arrangements is exactly \( \frac{n!}{k!(n-k)!} \), since it has \( n \) number of cards, of which \( k \) and \( n-k \) are the same.

2. After thinking about this, our mouse finds it too tiring, so it thinks like this: If I number my steps from one to \( n \) and select the ones I want to take upwards, it is clear that I have to take the unselected steps to the right. Thus, there are as many ways to the cheese as there are ways in which I can choose \( k \) from among the numbers 1, 2, \ldots, \( n \), and the number of these choices is exactly \( \left( \begin{array}{c} n \\ k \end{array} \right) \).

Thus we proved that

\[
\left( \begin{array}{c} n \\ k \end{array} \right) = \frac{n!}{k!(n-k)!}.
\]

The difficulty of a task, its success in solving it, and its popularity among students depend not only on the problem itself (so all of the above are subjective), but also on the way it is presented. To illustrate this, consider the following task.
Exercise 11. (a) Add the elements in rows 0, 1, 2, \ldots of Pascal’s triangle. What do we experience? Let’s state our conjecture in general terms and prove it.

(b) Let us prove that the number of subsets of a set with \( n \) elements is \( 2^n \).

(c) Let us prove that the sum of the elements in the \( n \)th row of Pascal’s triangle is \( 2^n \).

(d) Prove that \( \binom{n}{0} + \binom{n}{1} + \ldots + \binom{n}{n} = 2^n \).

Solution. In the row \( n \) of Pascal’s triangle, or on the left side of equality (d), there is the number of all subsets of a set with \( n \) elements. Let the elements of the set be \( a_1, a_2, \ldots, a_n \).

For each subset, it is true whether \( a_1 \) is an element or not. Thus, we can decide in two ways regarding the element \( a_1 \) (either we include it in the given subset or not). Whatever we decide, regardless of this decision, we have to decide again whether to include it in the subset in the case of element \( a_2 \). Thus, in the case of the first two elements, there are already \( 2 \cdot 2 = 4 \) possible choices. The procedure can be continued, and no matter how we decided in the case of the first \( k \) element, the number of possibilities is doubled if the next element is taken into account. Thus, when we reach the \( n \)th element, we will have \( 2^n \) different subsets.

The above method becomes clearer and more understandable if we list the elements of the set and write a + or – sign (possibly 0 or 1) under each element, depending on whether it is included in the given subset, or not.

\[
a_1, \ a_2, \ a_3, \ldots, a_{n-1}, \ a_n
\]

Thus, there can be two types of signs under each element independently, so the number of possibilities is: \( 2 \cdot 2 \cdot \ldots \cdot 2 = 2^n \).

Exercise 12. Let us prove and illustrate that

(a) \( \binom{n+1}{k} = \binom{n}{k} + \binom{n}{k-1} \),

(b) if \( 2 \leq k \leq n \), then \( \binom{n+1}{k} = \binom{n-1}{k-2} + 2 \cdot \binom{n-1}{k-1} + \binom{n-1}{k} \),

(c) if \( 0 \leq j \leq k \leq n \), then \( \binom{n+1}{k} = \sum_{i=0}^{j} \binom{j}{i} \binom{n+1-j}{k-i} \).

Solution.

(a) Let’s imagine that we have to choose a delegation of \( k \) members in a class with \( n + 1 \) members. Of course, we can do this in a \( \binom{n+1}{k} \) way. But if we pay special attention to the fate of Ábel (who is, of course, a member of the class), we can find another solution to the same problem. Our situation is not much more complicated now, Ábel is either included in the delegation or not. If so, then he is already a member, so \( k - 1 \) more delegates must be chosen from the remaining \( n \) members of the class, and this can be done in the \( \binom{n}{k-1} \) way. And if Ábel is not a member of the delegation,
then all \( k \) delegates must be selected from the other \( n \) members of the class, and we have \( \binom{n}{k} \) options for this. In this way, delegates can be chosen in total, according to a different point of view, in a \( \binom{n}{k} + \binom{n}{k-1} \) manner.

(b) Now let’s select separately the cases where, of the two members of the class, Ábel and Balázs, both exactly one or neither of them is a member of the committee.

(c) Let us now monitor the fate of student \( j \) in the class.

The two-sided counting method not only shows the essence, but also provides simple, beautiful solutions that do not involve calculations or formal transformations, sometimes with surprising interpretations. With this in mind, let’s solve the following task.

Exercise 13. (a) \( 2^n \cdot \binom{n}{0} + 2^{n-1} \cdot \binom{n}{1} + 2^{n-2} \cdot \binom{n}{2} + \ldots + 2 \cdot \binom{n}{n-1} + 1 \cdot \binom{n}{n} = 3^n \),

(b) \( \sum_{k=0}^{n} \sum_{m=0}^{k} \binom{n}{k} \binom{k}{m} = 3^n \).

The relationship between Pascal’s triangle containing binomial coefficients and Fibonacci numbers can be discussed using our method in the following way. Examining Pascal’s triangle a little more closely, we can notice that by summing up the lines of Pascal’s triangle in a suitable way, we get the correct Fibonacci numbers.

![Pascal's Triangle](image)

The observation itself can be surprising, and even put into a formula, we get the following, not very friendly task.

Exercise 14. Let us prove that

\[
 f_n = \binom{n}{0} + \sum_{k=0}^{\frac{n-1}{2}} \binom{n-k-1}{k} ,
\]

where \( f_n \) denotes the \( n \)th Fibonacci number.

Neither the method of determination, nor the possible solution methods provide an answer to the reason for this surprising correlation. Starting from a little further away, however, we can find a solution that answers all questions. So let’s solve the following exercise (in two ways).
Exercise 15. We want to paint all floors of a house blue or white, but two adjacent floors cannot be blue at the same time. How many different colors are possible for a house with \( n \) floors?

Solution. (1.) So let \( h_n \) denote the number of possible colorings of a \( n \) storey house. In the case of a one-floor house, we can color it in two ways, or we can paint the single floor white or blue. In the case of two floors, we have three options for coloring, as follows: white-white, white-blue, blue-white. In the case of a house with \( n \) floors, the \( n \)th floor is either white or blue. If it is white, then the floor \( n-1 \) below it can be colored arbitrarily, i.e. the number of properly colored houses with \( n \) floors is the same as the number of properly colored houses with \( n-1 \) floors \( (h_{n-1}) \). If the color of the last \( n \)th floor is blue, then the \( n-1 \)th floor is necessarily white, so the remaining \( n-2 \) floors must be colored, which is possible in exactly as many ways as there are \( n-2 \) floors house can be painted according to the conditions \((h_{n-2})\). Then: \( h_1 = 2, \ h_2 = 3, \ h_n = h_{n-1} + h_{n-2} \) if \( n \geq 3 \). That is: \( h_n = f_{n+2} \).

(2.) Let the \( k \) floors of the \( n \) floors house be blue. Then there is a total of \( n - k + 1 \) space between, below and above the remaining \( n - k \) white floors, we can place our \( k \) blue floors here, which is \( \binom{n-k+1}{k} \) possible. The number of blue floors can vary from 0 until the above placement is possible, i.e.:

\[
\begin{align*}
    k & \leq n - k + 1 \\
    2k & \leq n + 1 \\
    k & \leq \left\lfloor \frac{n + 1}{2} \right\rfloor
\end{align*}
\]

So we got:

\[
    h_n = \sum_{k=0}^{\left\lfloor \frac{n+1}{2} \right\rfloor} \binom{n-k+1}{k}.
\]

Rewriting the relation from \( n + 2 \) to \( n \), we are ready.

Exercise 16. Let us prove and illustrate that

\[
\begin{align*}
    (a) \ n^{(n-1)}_k &= k^{(n)}_k, \\
    (b) \ \binom{n}{l} \binom{n-l}{k-l} &= \binom{k}{l} \binom{n}{k}, \\
    (c) \ \binom{n}{k} + \binom{n-1}{k} + \ldots + \binom{k}{k} &= \binom{n+1}{k+1}.
\end{align*}
\]

Exercise 17. How many head-write sequences of length \( n \) are there in which two heads cannot be next to each other?
4.2 Partitions

By partitions of a positive integer $n$, we mean writing the number $n$ as a sum of positive integers, where the order of the terms to be added does not matter.

**Exercise 18.** Let us prove that if $n, k \in \mathbb{N}^+$ then the number of partitions of $n$ in which each member is at most $k$ is the same as the number of partitions of $n$ containing at most $k$ members.

**Solution.** The number of partitions of the number $n$ can be illustrated naturally as follows. Place unit squares next to or above each other so that each partition consists of a number of unit squares corresponding to the size of the partition.

Let’s rotate the figure by 90! (Or simply look at the same figure from a different direction.)

If all members of the partition in the first figure are at most $k$, this means that the rotated figure shows a partition with at most $k$ members. Therefore, every diagram belonging to a partition containing at most $k$ is also a diagram of exactly one partition with at most $k$ members. With this observation, we realized our claim.

5 Analysis

In the following, we show some examples of the appearance and application possibilities of our method from the field of analysis.

5.1 Police (or sandwich) principle

One of the relations of elementary analysis concerning the limit value of series is the theorem also known as the police (sandwich) principle:

**Theorem 1.** Let $a_n, b_n, c_n$ be sequences of real numbers for which (almost) for every $n \in \mathbb{N} \ a_n \leq b_n \leq c_n$. Then if $\lim_{n \to \infty} a_n = \lim_{n \to \infty} c_n = a$, then the sequence $b_n$ is also convergent, and $\lim_{n \to \infty} b_n = a$. 
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Exercise 19. Determine the limit of the sequence \( b_n = \sqrt[3]{3^n + 5^n} \).

Solution. Consider the following estimate, which holds for all \( n \in \mathbb{N} \):

\[
\frac{5}{\sqrt[3]{5^n}} \leq \sqrt[3]{3^n + 5^n} \leq \frac{5}{\sqrt[3]{3^n}}
\]

Since \( a_n = 5 \) and \( c_n = \sqrt[3]{2} \cdot 5 \), and so \( \lim_{n \to \infty} a_n = 5 \), and \( \lim_{n \to \infty} c_n = 5 \), therefore

\[
\lim_{n \to \infty} b_n = \lim_{n \to \infty} \sqrt[3]{3^n + 5^n} = 5.
\]

5.2 Infinite series - A geometric series

With the help of our method, (certain types) of infinite sums become manageable and negotiable with the help of elementary tools.

Exercise 20. In the past, they sold chocolate that had a slip in its paper, and for ten slips you could get another bar of chocolate. How many bars of edible chocolate is one such bar actually worth? (The task comes from László Kalmár (1905-1976).)

Solution. Each bar of chocolate has a coupon, which according to the rules is worth one tenth of chocolate. But this tithe chocolate also contains a tithe label, which is also worth all the chocolates, and so on. So a bar of chocolate is actually

\[
1 + \frac{1}{10} + \frac{1}{10^2} + \frac{1}{10^3} + \ldots + \frac{1}{10^n} + \ldots
\]

worth of chocolate.

Let’s look at our chocolate from a different perspective. Pisti goes into the store with 9 coupons and asks the saleswoman, with whom she is on good terms, since she often buys chocolate from her, to give her a chocolate from the shelf for a moment, and she will pay for it without waiting. Pisti, as soon as he received the chocolate, opens it and takes out the missing tenth coupon for payment, and then pays for his chocolate with the ten coupons. So he got 10 for the price of 9 chocolates, that is, one chocolate is actually worth \( \frac{10}{9} \) chocolates. With this we realized:

\[
1 + \frac{1}{10} + \frac{1}{10^2} + \frac{1}{10^3} + \ldots + \frac{1}{10^n} + \ldots = \sum_{n=0}^{\infty} \frac{1}{10^n} = \frac{10}{9}.
\]

5.3 A non-geometric series - a geometric model

Exercise 21. Determine the sum of the row

\[
\sum_{n=0}^{\infty} \frac{n}{2^n}.
\]
The amount is two ways

Solution. Consider the following figure (Figure 9).

The sum of the areas of the rectangles shown on the left: \(\frac{1}{2} + \frac{2}{4} + \frac{3}{8} + \ldots + \frac{n}{2^n} + \ldots\), it is clear that it is equal to the sum of the areas of the rectangles on the right - the two figures can be shifted into each other - which: \(1 + \frac{1}{2} + \frac{1}{2^2} + \frac{1}{2^3} + \ldots + \frac{1}{2^n} + \ldots\). And this sum - as it is the sum of a convergent geometric series - can be easily calculated. This is how we got:

\[
\sum_{n=0}^{\infty} \frac{n}{2^n} = 1 + \frac{1}{2} + \frac{1}{2^2} + \frac{1}{2^3} + \ldots + \frac{1}{2^n} + \ldots = 2.
\]

Remark. The sum on the right can also be determined, even without knowledge of convergent geometric series, with the help of the following problem.

Exercise 22. We have a circular cake that we want to eat completely so that we can eat it every day of our endlessly long lives. How should we proceed?

Solution. On the first day, eat half of the cake, on the second day, half of the remaining part, and so on. Thus, on the \(n\)th day, we eat the \(\frac{1}{2^n}\)th part of the cake, i.e.: \(\frac{1}{2} + \frac{1}{2^2} + \frac{1}{2^3} + \ldots + \frac{1}{2^n} + \ldots = 1\). The series in the task can be summed up in a different way, in a way that does not exceed advanced high school knowledge, the sum can be calculated as the sum of the sum of the next, imaginatively written infinite number of geometric series.

\[
\frac{1}{2} + \frac{1}{2^2} + \frac{1}{2^3} + \ldots \\
\frac{1}{2^2} + \frac{1}{2^3} + \frac{1}{2^4} + \ldots \\
\frac{1}{2^3} + \frac{1}{2^4} + \ldots \\
\vdots
\]

\footnote{Richard Swineshead, an English mathematician, dealt with this line for the first time during the investigation of a physical problem in the XIV. century.}
Summing up the sums of the above geometric series, \(1 + \frac{1}{2} + \frac{1}{2^2} + \frac{1}{2^3} + \ldots + \frac{1}{2^n}\) geometric series whose sum is 2.

### 5.4 The definite integral and the area under the graph

Integral calculus is one of the areas of analysis that is also important from the point of view of applications. Already in the famous Moscow Scroll created around 1800 BC, the basic idea of the definite integral calculus can be found in connection with the calculation of the volumes of truncated cones and truncated pyramid. A more advanced version of the method can be found among the ancient Greeks.

The so-called infinitesimals (infinitely small quantities) were first used by Archimedes, with which he achieved significant results. However, it should be mentioned that even Archimedes himself did not consider his own proofs to be accurate. Integral calculus in today’s sense was developed following the work of Newton (1642-1727) and Leibniz, as well as Cauchy and Riemann (1826-1866).

The calculation of the „size” of various plane domes is of serious practical importance. With polygons, this is usually not a problem if you have the right data, but determining (verifying) the area of a circle is not necessarily easy either. Next, we describe a procedure developed by the aforementioned Archimedes to determine the area of a parabolic slice. This is commonly called the method of two-sided approximation.

**Exercise 23.** Calculate the area under the graph of the parabola with the equation \(y = x^2\) on the closed interval \([0, 1]\).

**Solution.** Intuitively, we can immediately give an estimate of the area, since it is at least zero, of course larger than it, or less than half the area of the unit square. However, we would like to define the area more precisely than that. We can do this as follows.

![Figure 10: Two-sided approximation of the area under the graph](image)

We denote the area to be searched by \(T\), which we already know is \(0 < T < 1/2\). Divide the interval \([0, 1]\) into \(n\) equal parts, where \(n \in \mathbb{N}\). The area under the curve can
be estimated from the bottom and top of the $i$th subinterval using the area of a rectangle. The area of the rectangles belonging to the $i$th subinterval is (based on the Figure 5.4):

\[ \frac{1}{n} \cdot \left( \frac{i-1}{n} \right)^2 = \frac{(i-1)^2}{n^3}, \text{ and } \frac{1}{n} \cdot \left( \frac{i}{n} \right)^2 = \frac{i^2}{n^3}, \]

thus, the area $T$ under the graph on the interval $[0, 1]$ is estimated simultaneously from the bottom and top:

\[ \frac{1}{n^3}(1^2 + 2^2 + \ldots + (n-1)^2) \leq T \leq \frac{1}{n^3}(1^2 + 2^2 + \ldots + n^2). \]

Then it refers to the closed form of the square of the first positive integer $n$

\[ 1^2 + 2^2 + \ldots + n^2 = \frac{n(n + 1)(2n + 1)}{6}, \]

with the help of a relation, we can give the following estimate:

\[ \frac{(n-1)n(2n-1)}{6n^3} \leq T \leq \frac{n(n + 1)(2n + 1)}{6n^3}, \]

\[ \left( 1 - \frac{1}{n} \right) \left( \frac{1}{3} - \frac{1}{6n} \right) \leq T \leq \left( 1 + \frac{1}{n} \right) \left( \frac{1}{3} + \frac{1}{6n} \right). \]

Then using the limit value

\[ \lim_{n \to \infty} \frac{1}{n} = 0, \]

it can be seen that the limit value of the series on both sides of the inequality is $\frac{1}{3}$, that is, $T = \frac{1}{3}$.

**Exercise 24.** Given the function $f : [0, a] \to \mathbb{R}$, $f(x) = x^3$, where $a > 0$. Determine the area of the closed plane section under the graph of the function.

The success of determining the area in this way also depended on the calculation of the lower and upper approximate amounts.

**Definition.** A bounded function $f$ interpreted on a closed interval $[a, b]$ is called integrable exactly if there is only one number that is neither smaller than any lower approximate sum of the function $f$ nor larger than any upper approximate sum. This number is called the definite (Riemann) integral of the function $f$ on $[a, b]$, and

\[ \int_a^b f(x) \, dx \]

marked as functions with this property are usually called Riemann-integrable functions.
Using this notation based on the above
\[ \int_0^1 x^2 \, dx = \frac{1}{3} \]
occurs.

6 Geometry

6.1 Analytic geometry - Dot product of vectors

One of the simplest, textbook ways of calculating the inclination angle of vectors given with their coordinates in the Cartesian coordinate system results from writing the dot product of the vectors in two ways. Let the vectors \( \vec{a} (a_1; a_2) \) and \( \vec{b} (b_1; b_2) \) be given on the coordinate plane, denote the inclination angle of these vectors by \( \alpha \). Then the dot product of the two vectors is by definition:
\[
\vec{a} \cdot \vec{b} = |\vec{a}| \cdot |\vec{b}| \cdot \cos \alpha = \sqrt{a_1^2 + a_2^2} \cdot \sqrt{b_1^2 + b_2^2} \cdot \cos \alpha.
\]
Expressed with coordinates,
\[
\vec{a} \cdot \vec{b} = a_1 \cdot b_1 + a_2 \cdot b_2.
\]
It follows from the two-sided approach of the dot product that
\[
\sqrt{a_1^2 + a_2^2} \cdot \sqrt{b_1^2 + b_2^2} \cdot \cos \alpha = a_1 \cdot b_1 + a_2 \cdot b_2. \tag{1}
\]
Hence, expressing the cosine of the inclination angle of the two vectors:
\[
\cos \alpha = \frac{a_1 \cdot b_1 + a_2 \cdot b_2}{\sqrt{a_1^2 + a_2^2} \cdot \sqrt{b_1^2 + b_2^2}}.
\]

Remark. From the equation (1), taking into account that \( \cos \alpha \leq 1 \), the Cauchy-Schwarz-Bunyakovskii inequality is easily obtained (in two terms): Arbitrary \( a_1; a_2; b_1; b_2 \) for real numbers:
\[
\sqrt{a_1^2 + a_2^2} \cdot \sqrt{b_1^2 + b_2^2} \geq a_1 \cdot b_1 + a_2 \cdot b_2.
\]

6.2 Lattice geometry - Pick’s formula

One of the interesting areas of geometry is lattice geometry, which provides the opportunity to approach the geometry of number theory theorems. Points of the Cartesian coordinate system with integer coordinates are called grid points. A lattice polygon is a polygon whose vertices are all lattice points. (It is interesting, for example, that there are only equilateral lattice polygons with an even number of sides.) A lattice triangle is called empty if, apart from its vertices, it contains no lattice points either on its border or in
its interior. A central relation of lattice geometry is the Pick formula, which defines the area of grid polygons using the number of „connected” grid points. We achieve this using our method below. We use the fact that the area of every empty lattice triangle is $\frac{1}{2}$.

Solve the following problem first.

**Exercise 25.** Prove that if there are $h$ grid points on the border of a grid polygon and $b$ grid points inside, then the polygon can be divided into $h + 2b - 2$ empty grid triangles.

**Solution.** The division of grid polygons into empty grid triangles is not clear, but the number of empty grid triangles required for the resolution is independent of the method of resolution, and the sought relationship depends on this surprising statement, the proof of which rests on our method. Let the number of empty grid triangles generated during a given resolution (Figure 11) be $n$. Calculate the sum of the interior angles of the triangles included in the resolution in two ways.

1. The first „mode” is very simple: the sum of the interior angles of a $n$ triangle is $n \cdot 180^\circ$.
2. On the other hand, the sum is obtained from the $360^\circ$ angles formed at the vertices around the interior points, on the other hand, looking at the polygon as a $h$-angle containing $180^\circ$ angles from the total $(h - 2)180^\circ$ angles created at the „vertices”.

![Figure 11: Grid polygon and its resolution](image)

Then the joint result of the two types of counting gives $n \cdot 180 = (h - 2)180 + b \cdot 360$, and thus $n = h - 2 + 2b$. Now using the fact that the area of every empty grid triangle is: $t = \frac{1}{2}$, if there is a grid point $h$ on the boundary of a grid polygon and $b$ inside it, then the area of the polygon is: $t = \frac{1}{2} + b - 1$, this is the so-called Pick formula.

### 6.3 Synthetic geometry - Concept of area (Jordan measure)

In this point, we will define the area and volume of certain subsets of the plane and the space without claiming to be complete, in a different approach from what we have seen before. The concept of area and its measurement is already introduced in the lower grades of elementary school. Then, instead of axioms, we say the following: The basic unit of the area is 1 square meter ($m^2$), the area of a square with a side length of 1 $m$. 
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Exercise 26. Find a method by which we can decide which of the two planar domes shown here (Figure 12) is larger.

![Figure 12: Area of planeidom](image)

Solution. The solution at this age can be imagined in the following way, for example: Cut out the planar domes, then place them on a square grid with a side length of 1 cm (millimeter paper) and count how many square grids are inside each plane dome, and how many square grids can cover each plane dome juice. If this estimate (regarding the area) does not help, let’s examine a square grid consisting of squares with a side length of 0.5 cm, and so on (Figure 13)!

![Figure 13: Area of planeidom](image)

You can already see that the smaller „scale“ enables more accurate work. The length, area, and volume of simple geometric shapes already in antiquity they were known and countable. The concept of area was extended by Peano and Jordan for a larger system of subsets of the plane in the XIX. at the end of the century.

First, we will talk about the subsets of the space $\mathbb{R}^2$. By a square of the space $\mathbb{R}^2$ we always mean a rectangle whose sides are parallel to the axes $X_1X_2$, that is, $\mathbb{R}^2$ has a

$$T = \{(x_1, x_2) \in \mathbb{R}^2 | a \leq x_1 \leq b, c \leq x_2 \leq d\}$$

shaped subset. The area of this

$$t = (b - a)(d - c).$$

The interval in (2) can be divided as follows:

$$a = x_1^{(0)} < \ldots < x_1^{(n)} = b$$
$$c = x_2^{(0)} < \ldots < x_2^{(m)} = d$$
unequally, then $x_1 = x_1^{(i)} (i = 0, 1, \ldots, n)$, and $x_2 = x_2^{(k)} (k = 0, 1, \ldots, m)$ is called a square grid, the subset called to elementary quadrilaterals or lattice angles.

$$T_{ik} = \left\{ (x_1, x_2) \in \mathbb{R}^2 \mid x_1^{(i-1)} \leq x_1 \leq x_1^{(i)}, x_2^{(k-1)} \leq x_2 \leq x_2^{(k)} \right\}.$$ 

In the following, let $A \subset \mathbb{R}^2$ be a bounded set. Then there exists a quadrilateral $T$ such that $A \subset T$. In this case, we can say that $T$ covers the set $A$. In the same sense, we can also say that the set $A$ is also covered by the quadrilateral grid obtained by dividing the sides of the quadrilateral $T$, since it is obvious that $A \subset \cup_{i,k} T$, where the union is all $T$ refers to its elementary quadrilateral.

Now we examine the set of quadrilaterals covering $A$ and the sum of the areas of those elementary quadrilaterals that contain at least one point of $A$. The lower bound of these area sums is called the outer area of the set $A$. And the internal area of the set $A$ is the upper limit of the sum of the areas of the elementary quadrilaterals inside the set $A$, provided that such quadrilaterals exist at all. If there are none, then the internal area of $A$ is considered to be zero.

### 6.4 Jordan measure

After this, we can interpret the concept of measurability and area of the set $A$. We say that the set $A \subset \mathbb{R}^2$ has Jordan-measurable area (or Jordan-measurable for short) if the outer area and inner area of $A$ are equal. The common measure of the outer area and the inner area is called the area of the set $A$.

According to this, the exterior measure of a planar bounded set according to Jordan should be the finite covering it the exact lower bound of the area of many polygonal shapes, according to Jordan and the internal measure of the area of the finitely many polygonal figures lying within it exact upper limit. If these are equal, then the set is Jordan-measurable, and the common value is called the Jordan measure of the set. So we are used to this measure in primary and secondary schools to be called an area. The above connections are illustrated in the following Figure 14.

![Figure 14: Covering outer and inner cubes](image)
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The square below was divided into small squares with side lengths of \(1/n\), and in each case we marked which part is the outer part or the inner part of the given planar block, by definition the boundary cube belongs to both parts, so it cannot be marked exactly. The larger \(n\) we take, the more accurate value we get. The Jordan measure and the Riemann integral are very closely related, since they are one a non-negative real function can be integrated exactly according to Riemann if the plane under the curve of the function is Jordan-measurable. Then the Riemann integral and a the Jordan measurement of the planeidom the same.

The previously sketched procedure for marking the area of subsets in \(\mathbb{R}^2\) can also be used to interpret the volume of bounded subsets of the space \(\mathbb{R}^3\), and an analogous procedure can also be used in the case of length measurement.

In three-dimensional space, of course

\[
T = \{ \mathbf{x} \in \mathbb{R}^3 | \mathbf{x} = (x_1, x_2, x_3), a_i \leq x_i \leq b_i, i = 1, 2, 3 \}
\]

we work with three-dimensional bricks of the shape, the volume of which is a

\[
A = (b_1 - a_1)(b_2 - a_2)(b_3 - a_3)
\]

is defined by the formula, instead of square grids, we use so-called brick grids. The outer and inner volume of a bounded set \(A \subset \mathbb{R}^3\) can be interpreted with the help of such a brick grid in the same way as we saw in \(\mathbb{R}^2\), and the Jordan measurability and volume measure are also the same as the concepts seen previously.

**Exercise 27.** Determine the area of a circle with radius \(r(> 0)!\)

**Solution.** The idea here is similar to the methods seen above, let’s approximate the area from two sides using regular polygons.

![Figure 15: Approximation of the circumference of a circle for \(n = 6\)](image)

\[
A_{\text{inscribed polygon}} \leq A_{\text{circle}} \leq A_{\text{polygon inscribed around it}}
\]

\[
\frac{r^2 \sin \left( \frac{2\pi}{n} \right)}{2} \cdot n \leq A_{\text{circle}} \leq \frac{2r^2 \tan \left( \frac{\pi}{n} \right)}{2} \cdot n,
\]
but
\[
\lim_{n \to \infty} \frac{r^2 \sin \left(\frac{2\pi}{n}\right)}{2} \cdot n = \lim_{n \to \infty} \frac{r^2}{2} \cdot 2\pi \cdot \frac{\sin \left(\frac{2\pi}{n}\right)}{\frac{2\pi}{n}} = r^2\pi,
\]
since
\[
\lim_{x \to 0} \frac{\sin x}{x} = 1.
\]
Furthermore
\[
\lim_{n \to \infty} r^2 \cdot \tan \left(\frac{\pi}{n}\right) \cdot n = \lim_{n \to \infty} r^2\pi \cdot \frac{1}{\cos \left(\frac{\pi}{n}\right)} \cdot \frac{\sin \left(\frac{\pi}{n}\right)}{\frac{\pi}{n}} = r^2\pi.
\]
Then, based on the previously mentioned police principle, we get that
\[
r^2\pi \leq A_{\text{circle}} \leq r^2\pi,
\]
so \(A_{\text{circle}} = r^2\pi\).

**Exercise 28.** Determine the volume of the straight circular cylinder with base radius \(r > 0\) and height \(m\).

**Solution.** To determine the volume of a straight circular cylinder, we will use the fact that the volume of the column is given as follows:

\[
V_{\text{prism}} = A_{\text{surface area}} \cdot m_{\text{prism}}.
\]

The volume of the straight cylinder is determined by the two-sided approximation method using columns inscribed around it, as shown in Figure 16.

![Figure 16: Approximation of the cylinder with a column](image)

The volume of a straight cylinder is determined by the two-sided approximation method using columns inscribed around it and inside it. In the base of the cylinder, i.e., in the circle with radius \(r\), and around the circle, we write a regular polygon, the number of sides of which is denoted by \(n\). In the case of inscribed columns, the vertices of the polygon are located on the outline, and in those written around it, the sides of the polygons (the base edges of the base and cover plate) touch the base of the cylinder.
or cover circle. The base and top plates of the columns and the cylinder fall in one plane. The volume of the inscribed columns is always smaller, and the volume of the surrounding columns is always greater than the volume of the cylinder, so we can write the following inequalities:

\[
A_{\text{into}} \cdot m = V_{\text{into}} \leq V_{\text{cylinder}} \leq V_{\text{around}} = A_{\text{around}} \cdot m,
\]  

(4)

where \( m \) is the height of the cylinder and columns, \( A_{\text{into}} \) and \( A_{\text{around}} \) are the areas of the bases of the columns written in and around them, respectively. By increasing the number of sides of the inscribed and circumscribed columns, the area of the inscribed polygon and thus the volume of the inscribed column increases, while the area of the circumscribed polygon and the volume of the column decreases. By increasing the number of sides of the polygons inscribed in and around it, the difference between the areas of the two polygons can be made as small as possible, and this gives the area of the circle, i.e. \( r^2 \pi \) (see Exercise 27.). Thus, the volume of the cylinder: \( V_{\text{cylinder}} = r^2 \pi m \).

### 6.5 Synthetic geometry - Proof of elementary theorems: The Pythagorean theorem

Among the many proofs of the theorem, one of the simplest is based on writing the area of a right-angled trapezoid in two ways. Indeed, writing the area of the trapezoid alone or as the sum of its parts:

\[
(a + b)^2 = \frac{2ab + c^2}{2}.
\]

Rearranging this,

\[
a^2 + b^2 = c^2
\]

results³ (Figure 17).

![Figure 17: Proving the Pythagorean Theorem](image)

³This proof is said to be attributed to the 20th President of the United States, James A. Garfield.
6.6 Synthetic geometry - Proving compatibility theorems: Reversal of Ceva’s theorem

Let us first consider the following concept and a related theorem.

**Definition.** In a triangle, it connects the vertices to a point on the opposite side sections are called Ceva sections if they intersect at one point (Figure 18).

![Figure 18: Ceva’s sections](image)

**Theorem 2.** In the triangle $ABC$, for the Ceva segments $AX, BY, CZ$ we got

$$\frac{BX}{XC} \frac{CY}{YA} \frac{AZ}{ZB} = 1.$$  

**Exercise 29.** Prove the inversion of the Ceva theorem.

**Theorem 3** (The inversion of the Ceva theorem). If in the triangle $ABC$ for the segments $AX, BY, CZ$ where $X, Y, Z$ are respectively the interior points of the sides $BC, CA, AB$

$$\frac{BX}{XC} \frac{CY}{YA} \frac{AZ}{ZB} = 1$$  

exists, then the three sections fit into one point.

“Zoom in” to the intersection point(s) in two ways, as follows. Denote the intersection of $AX$ and $BY$ by $P$. Denote the end point of the third Ceva section passing through $P$ by $Z'$. Then, due to Ceva’s theorem,

$$\frac{BX}{XC} \frac{CY}{YA} \frac{AZ'}{Z'B} = 1$$  

---

4Giovanni Ceva, Italian mathematician (1648-1736), 1678.
and due to (5),
\[\frac{BX\ CY\ AZ}{XC\ YA\ ZB} = 1,\]
so from (5) and from (6) we get:
\[\frac{AZ'}{Z'B} = \frac{AZ}{ZB} \Rightarrow Z = Z'.\]

### 6.7 Synthetic geometry - Solving fitting problems

Below we show two examples of a sharper appearance of our method.

**Exercise 30.** We connected the vertices \(AE\) and \(DF\) of the squares \(ABCD\) and \(BEFG\) shown in the figure. We prove that the connecting sections intersect on the \(BG\) side (Figure 19)!

![Figure 19: The squares and connecting sections](image)

**Solution.** Denote the intersection of \(AF\) and \(GB\) segments by \(H\), and let the intersection of \(DE\) and \(GB\) segments be \(I\). Also let \(HB = x\) and \(IB = y\) (Figure 20). We must realize that \(H = I\), and thanks to our new notations, this is equivalent to \(x = y\). Let the side length of the square \(ABCD\) be \(a\), and that of the square \(BEFG\) \(b\).

![Figure 20: Squares and intersections](image)
Note that $\Delta HAB \sim \Delta AFE$ because their sides are pairwise parallel. Following from the similarity, the ratio of the lengths of the corresponding sides is the same, i.e. $\frac{x}{x} = \frac{b}{a+b}$. Similarly, $\Delta EIB \sim \Delta EDA$, so $\frac{y}{y} = \frac{a}{a+b}$. Then, comparing the equations, we get: $x = y$, i.e. $H = I$, i.e. the two sections really intersect at the $BG$ section.

**Exercise 31.** Let the inscribed circle of the triangle $ABC$ be the point of contact on the side $c$ of the triangle $E$. Prove that the inscribed circles of the triangle $AEC$ and the triangle $CEB$ touch each other (Figure 21).

**Figure 21: The triangle and the inscribed circles**

**Solution.** Let the inscribed circle of the triangle $ABC$ be $k$, its center $O$, the inscribed circle of the triangle $ACE$ be $k_1$, its center $O_1$, also denote the inscribed circle of the triangle $CEB$ by $k_2$, the center of the circle $O_2$. Let the points of contact of circles $k_1$ and $k_2$ with $CE$ be $D$ and $F$, respectively (Figure 22).

Then, based on the summation of the tangent points of the inscribed circle for the lengths of the segments cut from the sides of the triangle from the triangle $ACE$:

$$DE = s_1 - b = \frac{CE + b + s - a}{2} - b = \frac{CE + s - b - a}{2},$$

and from the triangle $CEB$:

$$FE = s_2 - a = \frac{CE + a + s - b}{2} - a = \frac{CE + s - b - a}{2},$$

can be written where $s_1$ is $ACE$ and $s_2$ is the semicircumference of triangle $CEB$. Now $DE = FE$ or $E = F$ results from comparing the equations.
7 Probability

Using our previous results and experience for infinite series, we can successfully apply our method to the subject of probability calculation.

7.1 A probability model, a geometric series

There may be tasks where the probability of certain events can only be described using infinite series. Using another model, however, we can get results without knowing infinite series, and we can also arrive at a method for summing infinite series from two different approaches to the given problem.

Exercise 32. Two players, Anna and Balázs, play with a regular dice. Anna starts the game and the dice are thrown alternately one at a time, and the first to roll a six wins. What is the probability that Anna wins?

Solution. Let $A$ denote the event that Anna wins. Let’s find the value of $P(A)$. Let us introduce the notation $P(A_n)$, which means that Anna wins in step $n$. We know that the events $\{A_n\}_{n=1}^{\infty}$ are disjoint, so using the $\sigma$-additive property of probability, $P(A) = P(\bigcup_{n=1}^{\infty} A_n) = \sum_{n=1}^{\infty} P(A_n)$. It is easy to see that $n$ can only be an odd number, since Anna can only win on the odd number of throws. Let $n = 2k + 1$ ($k \in \mathbb{N}$), then $P(A_1) = \frac{1}{6}$, $P(A_3) = \frac{1}{6} \left(\frac{5}{6}\right)^2$, since in order for Anna to win on the 3rd throw, the first throw she throws and the second throw thrown by Balázs must not be a six, while Anna the 3rd roll thrown by should be exactly a six. Similar considerations result in $P(A_n) = \frac{1}{6} \left(\frac{5}{6}\right)^{n-1}$. Thus, we can write the sought probability in the form of the following
sum:
\[
\sum_{n=1}^{\infty} P(A_n) = \sum_{k=0}^{\infty} P(A_{2k+1}) = \sum_{k=0}^{\infty} \frac{1}{6} \left(\frac{5}{6}\right)^{2k}.
\]

Now let’s see another approach. Consider the following figure (Figure 23).

Figure 23: States and their probabilities

Here, $S$ denotes the start state, hence the player A, who throws a six with probability $\frac{1}{6}$, thus we get to the winning state $A$, or does not throw a six with probability $\frac{5}{6}$, so we get to state $C_1$, from where B throws. If you roll a six, the probability of this is still $\frac{1}{6}$, and if you do not roll a six, then A again follows, so we have returned to state $S$. Now we are looking for the probability of winning A from the start state, denote this by $P_S(A)$, for the other states as well. Then we can arrive at the following system of equations.

\[
P_S(A) = \frac{1}{6} + \frac{5}{6} P_{C_1}(A)
\]

\[
P_{C_1}(A) = \frac{5}{6} P_S(A)
\]

from which $P_S(A) = \frac{6}{11}$ results. Thus, the probability of the same event was calculated in two ways:

\[
\sum_{k=0}^{\infty} \frac{1}{6} \left(\frac{5}{6}\right)^{2k} = \frac{6}{11}.
\]

8 Some more difficult tasks

To illustrate the greatness of the method, here are some tasks that are much more difficult than before.
8.1 Fibonacci numbers and non-Fibonacci numbers

Exercise 33. Prove that if \(0 < m < n\), then \(X = f_{2m+1} + f_{2m+3} + \ldots + f_{2n+1}\) and \(Y = f_{2m} + f_{2m+2} + \ldots + f_{2n}\) numbers are not members of the Fibonacci sequence, where \(f_n\) denotes the \(n\)th Fibonacci number.

Solution. We will prove that \(X\) and \(Y\) fall between two adjacent Fibonacci numbers, so they cannot be Fibonacci numbers. Consider the expressions \(X = (X + Y) - Y\) and \(Y = X - (X - Y)\). Then,

\[
X = f_{2m} + f_{2m+1} + f_{2m+2} + f_{2m+3} + \ldots + f_{2n} + f_{2n+1} - f_{2m} - f_{2m+2} - \ldots - f_{2n} = f_{2m+2} + f_{2m+4} + \ldots + f_{2n+2} - f_{2m} - f_{2m+2} - \ldots - f_{2n} = f_{2n+2} - f_{2m}
\]

and

\[
Y = f_{2m+1} + f_{2m+3} + \ldots + f_{2n+1} - (f_{2m+1} - f_{2m} + f_{2m+3} - f_{2m+2} + \ldots + f_{2n+1} - f_{2n}) = f_{2m+1} + f_{2m+3} + \ldots + f_{2n+1} - (f_{2m-1} + f_{2m+1} \ldots f_{2n-1}) = f_{2n+1} - f_{2m-1}.
\]

Since \(m < n\), so \(f_{2m} < f_{2n}\), and \(f_{2m-1} < f_{2n-1}\), so

\[
f_{2m+2} > X = f_{2n+2} - f_{2m} > f_{2n+2} - f_{2n} = f_{2n+1}
\]

and

\[
f_{2n+1} > Y = f_{2n+1} - f_{2m-1} > f_{2n+1} - f_{2n-1} = f_{2n}
\]

i.e. both \(X\) and \(Y\) fall between two adjacent Fibonacci numbers, and thus cannot be a Fibonacci number.

8.2 A probability model, a non-geometric series

Exercise 34. Let us prove that

\[
\frac{1}{2} \cdot \left( 1 + \frac{(-1)^{n+1}}{3^n} \right) = \sum_{L=1}^{\infty} \frac{2L}{2^{2L+1}}
\]

Solution. Consider the following problem and solve it in two ways.

Exercise 35. Anna and Balázs play by tossing a regular coin. The winner is the one who throws the \(n\)th head. What is the probability that Anna wins if she starts the game?
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