GROWTH ESTIMATES AND DIAMETER BOUNDS FOR UNTWISTED CLASSICAL GROUPS
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Abstract. Babai’s conjecture states that, for any finite simple non-abelian group $G$, the diameter of $G$ is bounded by $(\log |G|)^C$ for some absolute constant $C$. We prove that, for any untwisted classical group $G$ of rank $r$ defined over a field $\mathbb{F}_q$ with $q$ not too small with respect to $r$,

$$\text{diam}(G(\mathbb{F}_q)) \leq (\log |G(\mathbb{F}_q)|)^{408r^4}.$$ 

This bound improves on results by Breuillard, Green, and Tao [9], Pyber and Szabó [38], and, for $q$ large enough, also by Halasi, Maróti, Pyber, and Qiao [16]. Our approach is in several ways closer to that of preexistent work by Helfgott [20], in that we give dimensional estimates (that is, bounds of the form $|A \cap V(\mathbb{F}_q)| \ll |A^{\dim(V) / \dim(G)}|$, where $A$ is any generating set) for varieties $V$ of specific types, and work in the Lie algebra whenever possible. One of our main tools is a new, more efficient form of escape from subvarieties.

Contents

1. Introduction
2. Basic tools and preliminaries
3. Escape from subvarieties
4. Estimates for conjugacy classes
5. Estimates for non-maximal tori
6. Diameter bounds
Acknowledgements
References

1. Introduction

1.1. Background and main result. Let $G$ be a finite group and $A$ be a subset of $G$. Let $\Gamma(G, A)$ denote the Cayley graph of $G$ with respect to $A$, that is, the graph $\Gamma = (V, E)$ whose vertices are the elements of $G$ and whose set of edges $E$ is $\{(g, ag) : g \in G, a \in A\}$. It is easy to see that $\Gamma(G, A)$ is connected if and only if $G = \langle A \rangle$, i.e. $A$ generates $G$.

Recall that the diameter of a connected graph $\Gamma$ equals $\max_{x,y \in V} \delta(x, y)$, where $\delta(x, y)$ is the length of the shortest path between $x$ and $y$ (and the length of a path is the number
of edges in it). We denote by \( \text{diam}(G, A) \) the diameter of \( \Gamma(G, A) \). For \( A \) symmetric (i.e., such that \( A^{-1} = \{ x^{-1} : x \in A \} \) equals \( A \)) with \( e \in A \), the diameter of \( \Gamma(G, A) \) equals the smallest integer \( m \) such that \( A^m = G \) (where \( A^m = \{ x_1 x_2 \cdots x_m : x_1, \ldots, x_m \in A \} \)). Note that, for \( A \) symmetric, \( \Gamma(G, A) \) is symmetric.

If \( G \) is finite, we can define its *diameter* \( \text{diam}(G) \) as the maximum of \( \text{diam}(G, A) \), where \( A \) runs through all symmetric sets of generators of \( G \) with \( e \in A \). Considering only these sets does not really entail a loss of generality: \( \text{diam}(G) \) is never much smaller than the *directed diameter* \( \text{diam}^+(G) \) defined considering all generating sets \( A \) (see [1, Cor. 2.3]).

The following is a well-known conjecture by Babai; it first appeared in [2]. Here and from now on, \( |S| \) denotes the number of elements in a set \( S \).

**Conjecture 1.1.** ([3, Conj. 1.7]) Let \( G \) be a non-abelian finite simple group. Then

\[
\text{diam}(G) \leq (\log |G|)^C,
\]

where \( C \) is an absolute constant.

Partial results are known for certain classes of finite simple groups. By the Classification of Finite Simple Groups (CFSG), all but finitely many such groups are either groups of Lie type or \( \text{Alt}(n) \) for some \( n \). For \( \text{Alt}(n) \), the first non-trivial diameter bound of \( e^{O((\sqrt{n} \log n)} \) appeared in [2] together with the conjecture itself. The current record is of the form \( e^{O((\log n)^4 \log \log n)} \), or \( e^{(\log \log |G|)^{O(1)}} \) [23].

The first result for groups of Lie type, by the third author [19], settled Conjecture 1.1 for \( \text{PSL}_2(F_p) \), \( p \) prime. This result was followed by an analogous one for \( \text{PSL}_3(F_p) \) [20]; several ideas carry over to general groups of Lie type, and we use them in the present article as well. Today, bounds are known for all finite simple groups of Lie type. There are actually two kinds of strongest results to date, depending on the rank and the size of the base field.

The first kind, due independently to Breuillard, Green, and Tao [9] and Pyber and Szabó [38], bounds the diameter of all finite simple groups of Lie type by \( (\log |G|)^{C(r)} \), for some constant \( C(r) \) depending only on the rank \( r \). Some of the ideas in these papers – and part of their overall strategy – echo those in [19] and [20]; compare [9, Cor. 2.4] and [38, Thm. 68] with [19, Key Prop.], or the role of *dimensional estimates, escape or pivoting* (to be discussed soon) in all of these papers. The exponent \( C(r) \) in [9] is in principle computable but would be hard to make explicit, due to the use of ultrafilters. In [38], \( C(r) \) is given by a tower of exponentials of height depending on \( r \): see the explicit work in [38, App. A]; the tower emerges in [38, Lemma 79], ultimately affecting the bound in [38, Fact 17(e)].

The second kind of result for groups of Lie type, due to Halasi, Maróti, Pyber, and Qiao [16], bounds the diameter by \( q^{O(r \log r)^2} \) for \( r > 1 \), where \( q \) is the size of the base field and \( r \) is the rank of the group. The techniques used are inspired by proofs of diameter bounds in the permutation group setting: the paper builds on the work of Biswas and Yang [5], who in turn adapted concepts from [3] to the Lie type case. This bound is tighter than that given by the first kind of results when \( q \) is not too large with respect to \( r \), where the exact meaning of “not too large” depends on how fast the function \( C(r) \) grows.
Our main result is a bound on the diameter of $G(\mathbb{F}_q)$, with a mild technical assumption on the base field. Throughout the article, $q$ is any prime power.

**Main Theorem.** Let $G < \text{GL}_N$ be an untwisted classical group of type $\text{SL}_n$, $\text{SO}_{2n}^\pm$ ($n \geq 4$), $\text{SO}_{2n+1}$ ($n \geq 3$), or $\text{Sp}_{2n}$. Let $r$ be the rank of $G$, and assume that $\text{char}(\mathbb{F}_q) > N$. Then

$$\text{diam}(G(\mathbb{F}_q)) \leq (2r)^{c_1r^4}(\log |G(\mathbb{F}_q)|)^{c_2r^2} \leq (\log |G(\mathbb{F}_q)|)^{c_3r^4},$$

where $c_1, c_2, c_3$ are absolute constants. For $q \geq e^{8r\log(2r)}$, we can take $(c_1, c_2, c_3) = (930, 57, 408)$.

The constants improve for large rank (see §6.2): for $r \to \infty$ and $q \geq e^{(2+o(1))r\log r}$,

$$\text{diam}(G(\mathbb{F}_q)) \leq \min \left\{ r^{c_1r^4}(\log |G(\mathbb{F}_q)|)^{c_2r^2}, (\log |G(\mathbb{F}_q)|)^{c_3r^4} \right\},$$

$$(c_1, c_2, c_3) = \left( \frac{576}{5} + o(1), \frac{48\log 4}{5} + o(1), \frac{96}{5} + o(1) \right).$$

1.2. **Overview of the article.** Our strategy is akin to that of [9] and [38], but in some respect, it is closer to the older methods of [20].

We start with accessory results about the production of generic elements (escape from subvarieties). Such ideas appear already in [12], although they are probably older than that. Non-explicit predecessors of our results include [20, Prop. 4.1], [9, Lemma 3.11], and [38, Lemma 48]. In Section 3, we make the argument both quantitatively and qualitatively more powerful: we pass through a $G$-invariance result (Proposition 3.2) that not only yields a classical escape (Corollary 3.3), but also a recipe that we shall use later to get rid of unwanted special points (Ariadne’s cookbook, Corollary 3.5).

We pass then to our main ingredient, a dimensional estimate. The concept originates from the work of Larsen and Pink [30], after whom it is sometimes named in the literature: given a variety $V \subseteq G$ and a field $K$, a dimensional estimate is a bound of the form $|A \cap V(K)| \leq C_1|A|^{C_2\frac{\text{dim}(V)}{\text{dim}(G)}}$ for every set $A$ generating $G(K)$. Statements of a form similar to this one appear in [9, Thm. 4.1] and [38, Thm. 40], which are designed to apply to any variety $V$: the key feature in obtaining a diameter bound is the exponent $\frac{\text{dim}(V)}{\text{dim}(G)}$, while the sizes of $C_1$ and $C_2$ determine how good the bound is.

Rather than dealing with general $V$, we focus only on the two classes of varieties needed for the estimation of the diameter: conjugacy classes of regular semisimple elements in Section 4, and non-maximal tori in Section 5. This represents somewhat a return to [20], both in our restriction to these varieties and in the fact that we do much of our work over the Lie algebra, as part of a more general decision to linearize whenever possible. Dimensional estimates for general subvarieties $V$ of connected almost simple linear algebraic groups have been given by the authors in [4], together with diameter bounds for classical groups that are based on these estimates.

All in all, by examining group actions and using Ariadne’s cookbook, we manage to obtain $C_1, C_2$ of the form $e^{O(r^{\log(1)})}$ for the dimensional estimates in both cases, where $r$ is the rank of $G$. For comparison, even when supplemented by explicit new routines, the inductive procedure of [9] leads to a doubly exponential dependence of $C_1$ on $r$: see [4].

From here, in Section 6 we follow a well-known route to diameter bounds: a pivoting argument. The idea comes from the study of the sum-product phenomenon over finite
fields (dating back to [7]), and it was introduced to the study of diameters already in [19]. It appears in the form we need in [9, §5] and [38, §8]. Thanks to the pivoting argument and the bounds on $C_1, C_2$, we first describe the growth of a symmetric set $A$ of generators of $G(F_q)$ in Theorem 6.4, and then prove the Main Theorem.

1.3. Other finite groups of Lie type. Since [9] and [38] apply to all finite simple groups of Lie type, a natural question is whether our strategy applies to other families of algebraic groups. Babai’s conjecture holds for groups of bounded rank, so the only open cases are the twisted classical groups SU$_n$ and SO$_{-2n}$.

There seems to be no substantial obstacle. Dimensional estimates for these groups exist, even if they are doubly exponential in $r$: see [4, Thm. 6.2]. They rely on expressing SU$_n(q)$ and SO$_{-2n}(q)$ as sets of $F_q$-points of linear algebraic groups defined in a larger ambient space, and we should be able to follow a similar procedure in our situation: we just need to add more casework in Sections 4.1 and 5.1. The tools of Section 6 regarding Weyl groups and representations can be used for all finite simple groups of Lie type, so the proof leading to the diameter bound should transfer with only some minor additional technical work.

2. Basic tools and preliminaries

This section familiarizes the reader with the notations and concepts to be used throughout the article. Here we collect basic properties about varieties, degrees, classical groups, and $F_q$-points.

We start by recalling two elementary and general facts about growth.

**Proposition 2.1.** Let $G$ be a finite group, and let $A = A^{-1}$ be a set inside $G$. Then

$$\frac{|A^k|}{|A|} \leq \left(\frac{|A^3|}{|A|}\right)^{k-2}$$

for any $k \geq 3$.

**Proof.** This is a classical result due to Ruzsa; see for instance [21, (3.3)]. \qed

**Proposition 2.2.** Let $G$ be a finite group, and let $A$ be a set of generators of $G$ containing $e$. Then either $A^3 = G$ or $|A^3| \geq 2|A|$.

**Proof.** Use [37, Thm. 1] twice with $B = A$. \qed

2.1. Varieties.

2.1.1. Basic nomenclature. We will use classical language, meaning not “as in Weil” but “as in the first chapter of standard, modern textbooks, such as [17], [34] or [41]”. Since there are some dialectal differences between textbooks, we review some basic terms.

A variety $V$ in $m$-dimensional affine space $A^m$ is defined by a set of $s$ equations of the form $P_i(x_1, \ldots, x_m) = 0$ (for $1 \leq i \leq s$), where all $P_i$ are polynomials and $s$ is any non-negative integer. Given a field $K$ to which all coefficients of all $P_i$ belong, we define

$$V(K) = \{(k_1, \ldots, k_m) \in K^m : P_i(k_1, \ldots, k_m) = 0 \text{ } \forall 1 \leq i \leq s\}.$$ 

Two sets of polynomials $P = \{P_i\}_{i \leq s}$ and $Q = \{Q_j\}_{j \leq t}$ with $P_i, Q_j \in K[x_1, \ldots, x_m]$ define the same variety $V$ if $P$ and $Q$ generate the same ideal in $K[x_1, \ldots, x_m]$, which
we call $I(V)$. By the Nullstellensatz, $V = W$ if and only if $V(\overline{K}) = W(\overline{K})$. A subvariety $W \subseteq V$ is a variety with $I(W) \supseteq I(V)$; $W$ is not necessarily defined over the same field as $V$.

The intersection of two varieties defined by sets of polynomials $\mathcal{P} = \{P_i\}_{i \leq s}$ and $\mathcal{Q} = \{Q_j\}_{j \leq t}$ is the variety defined by $\mathcal{P} \cup \mathcal{Q}$, while the union is defined by $\{P_iQ_j\}_{i \leq s, j \leq t}$. Our intersection is the set-theoretic or reduced one, as opposed to the scheme-theoretic one. We adopt this definition because it suits our needs better: for instance, it allows us to use (2.1), which does not hold for intersections in the other sense unless we impose more conditions; see further comments on the issue in [4, §2.1.2].

We speak of projective varieties analogously, viz., as defined within projective space $\mathbb{P}^n$ by homogeneous polynomial equations in $m + 1$ variables.

In the Zariski topology, the closed sets are the sets $V(\overline{K})$ for all varieties $V$; since $V(\overline{K})$ determines $V$, we may speak of $V$ itself as being the closed set. Any topological term we use refers to the Zariski topology. The Zariski closure $\overline{S}$ of a set $S \subset \mathbb{A}^m(\overline{K})$ is the smallest variety containing $S$.

A variety $V$ is irreducible\footnote{Many sources reserve the word variety for what we call irreducible variety, and call closed algebraic sets what we call varieties.} if it cannot be written as $V_1 \cup V_2$ with $V_1 \not\subseteq V_2$ and $V_2 \not\subseteq V_1$. Every $V$ can be uniquely decomposed into a finite union of irreducible varieties not contained in each other, called the irreducible components of $V$. The dimension $\dim(V)$ of an irreducible variety $V$ is the largest $d$ for which we can write a chain of irreducible proper subvarieties $V_0 \subset V_1 \subset \ldots \subset V_d = V$. We define the dimension of a non-irreducible variety $V$ to be the largest of the dimensions of its irreducible components. A variety is pure-dimensional when all its components are of the same dimension.

A constructible set in $\mathbb{A}^m$ is defined as the result of applying the union, intersection and complement operations a finite number of times (in any order) to varieties in $\mathbb{A}^m$. The image of a constructible set under a morphism is constructible ([34, Cor I.8.2]; this is a theorem of Chevalley’s).

We say that a statement is true for a generic point of a variety $V$ if the set of points $x \in V(\overline{K})$ for which the statement is false all lie in a subvariety $W$ of $V$ with dimension lower than $\dim(V)$. (If $V$ is irreducible, then $\dim(W) < \dim(V)$ if $W$ is a proper subvariety, i.e., if the complement of $W$ is non-empty.) If we are to speak of, say, a generic hyperplane, we must first define a variety (or an open set thereof) whose points correspond to hyperplanes. This is easy: there is a bijection between hyperplanes in $\mathbb{P}^n$ and points of $\mathbb{P}^n$ itself, in that $(y_0, y_1, \ldots, y_n)$ defines the hyperplane $x_0y_0 + \ldots + x_ny_n = 0$. More generally, linear irreducible $d'$-dimensional varieties on $\mathbb{P}^n$ (i.e., $d'$-dimensional planes) correspond to points the Grassmannian $G(d' + 1, n + 1)$, an irreducible projective variety; $d'$-dimensional planes in $\mathbb{A}^n$ correspond to points in an open subset of the Grassmannian $G(d' + 1, n + 1)$.

A morphism $f : \mathbb{A}^m \to \mathbb{A}^{m'}$ is given by an $m'$-tuple of polynomials $f_i$ on $m$ variables. A morphism $f : X \to Y$ for $X \subset \mathbb{A}^m, Y \subset \mathbb{A}^{m'}$ is given as the restriction of a morphism $g : \mathbb{A}^m \to \mathbb{A}^{m'}$ such that $g(x)$ lies on $Y$ for every point $x \in X(\overline{K})$.

Let us prove an auxiliary result we will soon need, using the concepts above.
Lemma 2.3. Let $X \subset \mathbb{A}^m$ be irreducible. Let $f : X \to \mathbb{A}^n$ be a morphism. Assume that $\dim(f(X)) < \dim(X)$. Then, for $h$ a generic hyperplane in $\mathbb{A}^m$, $f(h \cap X) = f(X)$.

Proof. Let $Y = f(X)$. The Grassmannian $G(m, m + 1)$ parametrizes hyperplanes in $\mathbb{A}^m$. Consider the subvariety $W$ of $G(m, m + 1) \times X \times Y$ given by

$$W = \{(h, x, y) : x \text{ lies on } h, f(x) = y\}.$$  

By Chevalley’s theorem, the image of $\pi(W)$ of $W$ under the projection $\pi : G(m, m + 1) \times X \times Y \to G(m, m + 1) \times Y$ is constructible. Now, for any point $y \in f(X)$, the preimage $f^{-1}(y)$ has dimension at least $\dim(X) - \dim(f(X)) \geq 1$ (by [34, Cor. to Thm. I.8.2]), and hence intersects a generic hyperplane in $\mathbb{A}^m$. In other words, the projection of $\pi(W) \cap (G(m, m + 1) \times \{y\})$ to the first coordinate (that is, to $G(m, m + 1)$) has Zariski closure equal to $G(m, m + 1)$ for every $y$. Since $\pi(W)$ is constructible, it follows that $\pi(W)$ contains an open subset of $G(m, m + 1) \times Y$. Hence, there is an open subset $U$ of $G(m, m + 1)$ such that, for every $h \in U$, the projection of $\pi(W) \cap (h \times Y)$ to the second coordinate (that is, to $Y$) has Zariski closure equal to $Y$. A moment’s thought shows that that projection equals $f(h \cap X)$. \qed

2.1.2. Degrees. Let $V \subseteq \mathbb{A}^n$ be a pure-dimensional variety with $\dim(V) = d$. By [10, §3.1.2, Thm.], there is a non-empty open subset $U \subseteq G(n - d + 1, n + 1)$ such that, for every $(n - d)$-dimensional hyperplane $L$ in $\mathbb{A}^n$ corresponding to a point in $U$, the intersection of $V$ with $L$ consists of a finite, fixed number of points. We call that number the degree $\deg(V)$ of $V$.

We can extend the definition of degree to general varieties $V$: $\deg(V)$ is the sum of the degrees of the pure-dimensional parts of $V$. The bound $\deg(V_1 \cup V_2) \leq \deg(V_1) + \deg(V_2)$ holds for any $V_1, V_2$ directly by definition. Since a generic $(n - d)$-dimensional plane does not intersect a variety of dimension lower than $d$, we see that equality $\deg(V_1 \cup V_2) = \deg(V_1) + \deg(V_2)$ holds when any two irreducible components of $V_1, V_2$ intersect properly. In particular, if $V$ is the union of irreducible components $V_i$, then $\deg(V) = \sum_i \deg(V_i)$. By Bézout’s theorem, for $V_1, V_2$ pure-dimensional,

$$\tag{2.1} \deg(V_1 \cap V_2) \leq \deg(V_1) \deg(V_2).$$

The statement above, coming from the work on intersection theory of Fulton and Macpherson, can be found for instance in [14, Ex. 8.4.6], [45, (2.26)], or [10, §II.3.2.2, Thm.]; even more general and precise statements can be found in Fulton [14]. By our definition of degree, we deduce easily from (2.1) that (2.1) itself holds for any $V_1, V_2$ not necessarily pure-dimensional.

Let $V$ be a variety defined by a single polynomial equation $P = 0$ with $\deg(P) > 0$. Then $\deg(V) \leq \deg(P)$, and equality holds if $P$ has no repeated factors. By Bézout, if $V$ is defined by many equations $P_i = 0$, which means that $V = \bigcap_i V_i$ with $V_i$ defined by the single $P_i = 0$, then $\deg(V) = \prod_i \deg(P_i)$.

Adding coordinates to the ambient space does not change the degree: $\deg(V \times \mathbb{A}^t) = \deg(V)$. The degree also behaves well under Cartesian products: if $V \subseteq \mathbb{A}^n, V' \subseteq \mathbb{A}^t$ then $\deg(V \times V') \leq \deg(V) \deg(V')$ by Bézout $(V \times V' = (V \times \mathbb{A}^t) \cap (\mathbb{A}^n \times V'))$.

For a morphism $f : \mathbb{A}^m \to \mathbb{A}^{m'}$ given by an $m'$-tuple of polynomials $f_i$, we define the maximum degree of $f$ to be $\text{mdeg}(f) := \max_i \deg(f_i)$. This definition is not in the standard literature, but it is natural to work with this quantity when dealing with
explicit bounds in algebraic geometry. For a morphism \( f : X \to Y \), we define \( \text{mdeg}(f) \) to be the minimum of \( \text{mdeg}(g) \) over all \( g : \mathbb{A}^m \to \mathbb{A}^{m'} \) with \( g|_X = f \).

**Lemma 2.4.** Let \( f : V \to \mathbb{A}^n \) be a morphism. Then

\[
\text{deg}(f(V)) \leq \text{deg}(V) \text{mdeg}(f)^{\dim(f(V))}.
\]

**Proof.** We may assume without loss of generality that \( V \) is pure-dimensional. We thank user “Angelo” on MathOverflow (question 63451) for the following proof.

Applying Lemma 2.3 repeatedly, we reduce the dimension of \( V \) by cutting it with generic hyperplanes until \( \dim(V) = \dim(f(V)) = d \), without changing \( f(V) \). This operation does not increase \( \text{deg}(V) \), and in addition now a generic fibre of \( f \) is finite and nonempty. Then, given a generic linear space \( L \) of codimension \( d \), we have \( \deg(f(V)) = |L \cap f(V)| \leq |f^{-1}(L)| \), where \( f^{-1}(L) \) is finite (of cardinality bounded by its degree); \( f^{-1}(L) \) is also the intersection of \( V \) and of \( d \) varieties each defined by one linear combination of the polynomials defining \( f \), so by Bézout \( \deg(f^{-1}(L)) \leq \text{deg}(V) \text{mdeg}(f)^d \). \( \square \)

In particular, since any projection map \( \pi \) has maximum degree \( 1 \), we have \( \deg(\pi(V)) \leq \text{deg}(V) \).

### 2.2. Untwisted classical groups.

An **untwisted classical group** \( G \) is for us one of the following: \( \text{SL}_n, \text{SO}_{2n}^+, \text{SO}_{2n+1}, \text{Sp}_{2n} \). The same groups are called “classical Chevalley” in [20]. Following the conventional setup of CFSG, as in (for instance) [46, §1.2], we shall exclude the small cases \( \text{SO}_{2n}^+ \) with \( n \leq 3 \), \( \text{SO}_{2n+1} \) with \( n \leq 2 \), and \( \text{Sp}_2 \), since either their subquotients fail to yield families of finite simple groups or they introduce repetitions in the list of such families. We shall also exclude the case of even characteristic for \( \text{SO}_{2n}^+ \) and \( \text{SO}_{2n+1} \): the first because \( \text{SO}_{2n}^+(\mathbb{F}_q) \) is not connected for \( q \) even, adding unnecessary complications (and \( \text{char}(\mathbb{F}_q) = 2 \) is excluded by the hypotheses of the main theorem anyway); the second because \( \text{SO}_{2n+1}(\mathbb{F}_q) \simeq \text{Sp}_{2n}(\mathbb{F}_q) \) (see for example [46, §3.4.7]).

Each of the untwisted classical groups \( G \) can be defined as a subvariety of the corresponding space of matrices. Note that the representation of \( \text{SL}_n \) that we choose to use is not the most common one as a set inside \( \text{Mat}_n \) (although we switch to using the common one in the final section, since some computations improve such as in Proposition 6.2).

**Definition 2.5.** An untwisted classical group \( G = G_n \) (of parameter \( n \)) over a field \( K \) of characteristic \( p \geq 0 \) is one of the following varieties:

\[
\begin{align*}
\text{SL}_n & = \left\{ \begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix} \in \mathbb{A}^{4n^2} : \det(x_1) = 1, x_1 x_2^\top = \text{Id}_n \right\}, & n \geq 2, \\
\text{SO}_{2n}^+ & = \left\{ x \in \mathbb{A}^{4n^2} : \det(x) = 1, x^\top M_1 x = M_1 \right\} & p \neq 2, n \geq 4, \\
\text{SO}_{2n+1} & = \left\{ x \in \mathbb{A}^{(2n+1)^2} : \det(x) = 1, x^\top M_2 x = M_2 \right\} & p \neq 2, n \geq 3, \\
\text{Sp}_{2n} & = \left\{ x \in \mathbb{A}^{4n^2} : x^\top M_3 x = M_3 \right\} & n \geq 2,
\end{align*}
\]

with

\[
\begin{align*}
M_1 & = \begin{pmatrix} 0 & \text{Id}_n \\ \text{Id}_n & 0 \end{pmatrix}, & M_2 & = \begin{pmatrix} 0 & \text{Id}_n & 0 \\ \text{Id}_n & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, & M_3 & = \begin{pmatrix} 0 & \text{Id}_n \\ -\text{Id}_n & 0 \end{pmatrix}.
\end{align*}
\]
The choice of $M_1, M_2, M_3$ above is standard: see [26, Prop. 2.5.3(i)], [26, Prop. 2.5.3(iii)], and [26, Prop. 2.4.1] respectively.

The inversion map $x \mapsto x^{-1}$ is a polynomial map whenever $\det(x) = 1$, so Definition 2.5 indeed yields varieties, and as a matter of fact algebraic groups since multiplication and inversion are also morphisms. Furthermore, in the representations above, the morphism $-1 : G \to G$ has maximum degree 1: this happens in $\text{SO}_{2n}^+, \text{SO}_{2n+1}$ and $\text{Sp}_{2n}$ because the inverse is related to the transpose, and in $\text{SL}_n$ because of our choice of embedding. As a matter of fact, we have defined $\text{SL}_n$ using this representation exactly because we wanted the inversion map to have maximum degree 1.

Each $G$ in Definition 2.5 is connected [33, Ex. 2.42-2.43-2.44], hence irreducible [33, Cor. 1.35]. Moreover, they are all semisimple [33, Ex. 19.19]. Throughout the rest of the paper, when dealing with an untwisted classical group $G$ we fix the following notation:

- $n \geq 2$ is the parameter appearing in the subscripts of $\text{SL}_n, \text{SO}_{2n}^+, \text{SO}_{2n+1}, \text{Sp}_{2n}$;
- $r$ is the rank of $G$, i.e. the dimension of a maximal torus in $G$;
- $N$ is the dimension of the affine space on which $G$ acts, i.e. $G \subseteq \mathbb{A}^N$ as a variety;
- $\ell = \dim(G)/r$.

Each $G$ in Definition 2.5 is a variety, so it has a degree. We get $\deg(\text{SL}_n) \leq 2n^2$ from the equations defining it; we can improve the bound for $n = 2$ to $\deg(\text{SL}_2) = 2$, since the entries of $x_2$ are linear in the entries of $x_1$. For the other untwisted classical groups, precise computations of $\deg(G)$ are given in [8, Thm. 1.1 and Cor. 3.4]; we give here some more manageable upper bounds. A simple way to do so is to use directly Definition 2.5, but we can in fact do a bit better. By [8, Prop. 4.2 and Rem. 4.3], we have

$$\deg(\text{SO}_{2n}^+), \deg(\text{SO}_N) = 2^{N-1}P(N), \quad \deg(\text{Sp}_N) = P(N + 1),$$

where $P(k)$ is the number of ways to construct $\lfloor k/2 \rfloor$ non-intersecting paths $\omega_1, \ldots, \omega_{\lfloor k/2 \rfloor}$ on the grid graph of vertices $\mathbb{Z}^2$, so that $\omega_i$ starts at $(2i - k, 0)$, ends at $(0, k - 2i)$, and is made of unitary steps that increase one of the coordinates. Dropping the “non-intersecting” condition, we can bound $P(k)$ by $\prod_{i=1}^{\lfloor k/2 \rfloor} \binom{2(k-2i)}{k-2i}$, and then each binomial coefficient trivially by $2^{2(k-2i)}$. Therefore, we obtain

$$\deg(\text{SO}_{2n}^+) \leq 2^{2n-1} \prod_{i=1}^{n} 2^{2(2n-2i)} = 2^{2n^2 - 1},$$

$$\deg(\text{SO}_{2n+1}) \leq 2^{2n} \prod_{i=1}^{n} 2^{2(2n-2i+1)} = 2^{2n^2 + 2n},$$

$$\deg(\text{Sp}_{2n}) \leq \prod_{i=1}^{n} 2^{2(2n-2i+1)} = 2^{2n^2}.$$

Table 1 sums up values of relevant quantities for untwisted classical groups. We choose to express our intermediate bounds mostly in terms of the rank $r$, so the entries below follow the same convention for simplicity. We write $\min(r)$ for the minimum possible rank for $G$ according to the definition.
Table 1. Properties of untwisted classical groups of rank $r$. 

| $G$ | $\min(r)$ | $n$ | $\bar{N}$ | $\dim(G)$ | $\deg(G)$ | $\ell$ |
|-----|---------|-----|---------|---------|---------|-----|
| $\text{SL}_n$ | 1 | $r + 1$ | $2r + 2$ | $r^2 + 2r$ | $\leq 2^{r^2 + 4r}$ $(2$ for $r = 1)$ | $r + 2$ |
| $\text{SO}_{2n}^+$ | 4 | $r$ | $2r$ | $2r^2 - r$ | $\leq 2^{2r^2 - 1}$ | $2r - 1$ |
| $\text{SO}_{2n+1}$ | 3 | $r$ | $2r + 1$ | $2r^2 + r$ | $\leq 2^{2r^2 + 2r}$ | $2r + 1$ |
| $\text{Sp}_{2n}$ | 2 | $r$ | $2r$ | $2r^2 + r$ | $\leq 2^{2r^2}$ | $2r + 1$ |

Furthermore, for all $G$ the multiplication map $\cdot : G \times G \to G$ has maximum degree 2 and the inversion map $^{-1} : G \to G$ has maximum degree 1.

We also list the order of the finite groups $G(\mathbb{F}_q)$ for all $G$ of rank $r$ and all $q$ with $\text{char}(\mathbb{F}_q) > 2$. See [46, §3.3.1, §3.5, §3.7.2].

\[
|\text{SL}_{r+1}(\mathbb{F}_q)| = \frac{1}{q - 1} \prod_{i=0}^{r} (q^{i+1} - q^i), \quad |\text{SO}_{2r}(\mathbb{F}_q)| = q^{r(r-1)}(q^r - 1) \prod_{i=1}^{r-1} (q^{2i} - 1),
\]
\[
|\text{SO}_{2r+1}(\mathbb{F}_q)| = q^{r^2} \prod_{i=1}^{r} (q^{2i} - 1), \quad |\text{Sp}_{2r}(\mathbb{F}_q)| = q^{r^2} \prod_{i=1}^{r} (q^{2i} - 1).
\]

We often resort to working with Lie algebras $\mathfrak{g}$ instead of the groups $G$ themselves. For $G$ as in Definition 2.5, the corresponding $\mathfrak{g}$ are the following varieties:

$\mathfrak{sl}_n = \left\{ \begin{pmatrix} x_{11} & 0 \\ 0 & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = -x_{22}^\top, \text{tr}(x_{11}) = 0 \right\},$

$\mathfrak{so}_{2n}^+ = \left\{ x \in \mathbb{A}^{4n^2} : x + M_1 x^\top M_1^{-1} = 0 \right\}$

$= \left\{ \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = -x_{22}^\top, x_{12} = -x_{21}^\top, x_{21} = -x_{21}^\top \right\},$

$\mathfrak{so}_{2n+1} = \left\{ x \in \mathbb{A}^{(2n+1)^2} : x + M_2 x^\top M_2^{-1} = 0 \right\},$

$= \left\{ \begin{pmatrix} x_{11} & x_{12} & y_1 \\ x_{21} & x_{22} & y_2 \\ -y_2 & -y_1 & 0 \end{pmatrix} \in \mathbb{A}^{(2n+1)^2} : x_{11} = -x_{22}^\top, x_{12} = -x_{12}^\top, x_{21} = -x_{21}^\top \right\},$

$\mathfrak{sp}_{2n} = \left\{ x \in \mathbb{A}^{4n^2} : x + M_3 x^\top M_3^{-1} = 0 \right\}$

$= \left\{ \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = -x_{22}^\top, x_{12} = x_{12}^\top, x_{21} = x_{21}^\top \right\},$

where $M_1, M_2, M_3$ are as in Definition 2.5, where the $x_{ij}$ are $n \times n$ matrices, and where the $y_i$ are $n \times 1$ matrices. The usual definition of $\mathfrak{so}_{2n}^+, \mathfrak{so}_{2n+1}$ is presented in a slightly different way, with the identity matrix instead of $M_1, M_2$, but the resulting Lie algebras are isomorphic: see [25, App. A.2–A.4]. All the $\mathfrak{g}$ above are linear varieties, with $\dim(\mathfrak{g}) = \dim(G)$ and $|\mathfrak{g}(\mathbb{F}_q)| = q^{\dim(G)}$ for $\text{char}(\mathbb{F}_q) > 2$.

2.3. Conjugacy classes. Let $G$ be an untwisted classical group over a field $K$. For an element $g \in G(K)$, we define two important objects: the conjugacy class $\text{Cl}(g) =$
\{xgx^{-1} : x \in G(K)\} and the centralizer \(C(g) = \{x \in G : gx = xg\}\). By definition, \(C(g)\) is a variety. We can also ask ourselves whether there is a variety \(V\) such that \(V(K) = Cl(g)\): if so, we allow ourselves to use \(Cl(g)\) as a shorthand for \(V\) itself, and make sense of the statement "\(Cl(g)\) is a variety". If \(g \in G(K)\), the intersection \(Cl(g) \cap G(K)\) contains the \(G(K)\)-conjugacy class of \(g\), meaning the set \(\{xgx^{-1} : x \in G(K)\}\); the latter may however be smaller, which may result in additional technicalities (as in Lemma 4.3).

Recall that an element \(g \in G(K)\) is semisimple if it is diagonalizable over \(K\) [33, §9.b], and regular if \(C(g)\) is of minimal dimension among all the centralizers of the elements of \(G\) [24, §1.6]. In general \(Cl(g)\) may not be a variety, but it is one if \(g\) is regular semisimple.

**Proposition 2.6.** Let \(G < GL_N\) be an untwisted classical group of rank \(r\) over a field \(K\). Let \(g \in G(K)\) be regular semisimple.

Then \(Cl(g)\) is a variety over \(K\), with \(\dim(Cl(g)) = \dim(G) - r = (1 - \frac{1}{r}) \dim(G)\) and \(\deg(Cl(g)) \leq r! \deg(G) \leq r! 2^{r-2} + 2r\).

*Proof.* Any untwisted classical group is connected semisimple, and for such groups \(Cl(g)\) is Zariski closed (and therefore a variety) if and only if \(g\) is semisimple [24, §1.7]. Since \(g\) is regular, the dimension of the centralizer \(C(g)\) is \(r\) [24, §2.3], which is \(\frac{\dim(G)}{r}\) by definition. We have \(\dim(Cl(g)) = \dim(G) - \dim(C(g))\) [24, §1.5], so we get \(\dim(Cl(g)) = \dim(G) - r = (1 - \frac{1}{r}) \dim(G)\).

Finally, we study the degree of \(Cl(g)\). Elements of \(GL_N\) are conjugate if and only if they have the same Jordan canonical form, which in the semisimple case means that they have the same eigenvalues. Thus, any two semisimple \(g, g' \in G(K)\) are conjugate in \(GL_N\) if and only if the characteristic polynomials \(p_g(t) = \det(t\Id - g)\) and \(p_{g'}(t) = \det(t\Id - g')\) are identical.

Let \(G = SL_n < GL_{2n}\) as given in Definition 2.5, and denote by \(\pi : Mat_{2n} \to Mat_n\) the restriction to the upper left corner. As we just said, for \(g, g' \in G(K)\) semisimple, \(\pi(g), \pi(g')\) are conjugate in \(GL_n\) if and only if \(p_{\pi(g)}(t) = p_{\pi(g')}(t)\). The coefficient of \(t^i\) in \(p_{\pi(g')}(t)\) is of degree \(n - i\) in the entries of \(\pi(g')\) (and of \(g'\)), and if \(g' \in G(K)\) then the coefficient of \(t^0\) must be \((-1)^n \det(\pi(g')) = (-1)^n\). Thus, there is a variety \(W\) of degree \(\leq \prod_{i=1}^{n-1}(n - i) = (n - 1)!\) such that \(\pi(g')\) is conjugate to \(\pi(g)\) in \(GL_n\) if and only if \(\pi(g') \in W\): by the definitions of \(W\) and \(\pi\), we can think of \(W\) as a variety inside \(Mat_{2n}\), and have \(g'\) conjugate to \(g\) via some element of the form \(\begin{pmatrix} h & 0 \\ 0 & (h^{-1})^\top \end{pmatrix}\) (with \(h \in GL_n\)) if and only if \(g' \in W\). Lastly, if we have such an element, we can replace \(h\) by \(\det(h)^{-1/n}h\): we conclude that \(g'\) is conjugate to \(g\) via an element of \(G\) if and only if \(g' \in W\). Hence, \(Cl(g)\) has degree bounded by

\[
\deg(W \cap G) \leq \deg(W) \deg(G) \leq (n - 1)! \deg(G) = r! \deg(G).
\]

Since \(g\) is defined over \(K\), by the construction of \(W\) it is clear that \(Cl(g)\) is defined over \(K\).

Now let \(G = SO_N^+, SO_N, Sp_N\). Define the set

\[
(2.3) \quad \tilde{Cl}(g) = \{xgx^{-1} : x \in GL_N(K)\} \cap G(K).
\]
Since the characteristic polynomials of elements of $\text{SO}_N^+$, $\text{SO}_N$, $\text{Sp}_N$ are symmetric, we only need to consider the coefficients of $t^i$ with $i \geq \frac{N}{2}$, as the other coefficients are equal to these ones up to sign. Thus, $\deg(\overline{\text{Cl}}(g)) \leq \deg(G) \prod_{i=\lceil N/2 \rceil}^{N-1} (N-i) = \lceil \frac{N}{2} \rceil ! \deg(G)$.

It remains to prove that $\overline{\text{Cl}}(g) = \text{Cl}(g)$, or in other words that if $g, g'$ are conjugate by an element of $\text{GL}_N(K)$ then they are conjugate by an element of $G(K)$. We resort to an elementary result of Freudenthal [13]: for any algebraic group $G < \text{GL}_N$ defined by $g^T E g = E$ for some $E$ symmetric or anti-symmetric, $g, g' \in G(K)$ are conjugate by an element of $G(K)$ if and only if they are conjugate by an element of $G(K)$. We can take $E = M_1, M_2, M_3$ for $G = \text{O}_N^+, \text{O}_N, \text{Sp}_N$ respectively, and then pass from $\text{O}_N^+, \text{O}_N$ to $\text{SO}_N^+, \text{SO}_N$ by replacing $h$ by $\det(h)^{-1/n} h$, as we did for $\text{SL}_N$. Hence $\text{Cl}(g)$ has degree bounded by

$$\deg(\overline{\text{Cl}}(g)) \leq \left\lceil \frac{N}{2} \right\rceil ! \deg(G) = r! \deg(G).$$

Again, by construction $\text{Cl}(g)$ is defined over $K$. In all cases, we may bound $\deg(G)$ using Table 1. \hfill \Box

Alternatively, $\deg(\overline{\text{Cl}}(g))$ can be bounded using $\text{Cl}(g) = \overline{\text{Cl}}(g)$ and Lemma 2.4, with $f(h) = hgh^{-1}$. Proposition 2.6 is tighter, but the alternative method may be used for other semisimple groups $G$ for which [13] does not apply.

2.4. Tori. A torus $T$ of an untwisted classical group $G$ is an algebraic subgroup of $G$ isomorphic to $(\text{GL}_1)^m$ for some $m \leq r$ (where $\text{GL}_1$ is the same as the multiplicative algebraic group). A maximal torus of $G$ is a torus for which $m = r$.

In Section 5 we shall discuss tori at length. For our initial construction, we will start by focusing on somewhat special tori, which we call canonical.

**Definition 2.7.** Let $G = G_n$ be an untwisted classical group. Write $\Delta(a_i)$ for the diagonal matrix of entries $a_i$. The canonical maximal torus $T_{\text{max}}$ and its Lie algebra $\mathfrak{t}_{\text{max}}$ are given as follows.

1. If $G = \text{SL}_n$, then

$$T_{\text{max}} = \left\{ \begin{pmatrix} x_{11} & 0 \\ 0 & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = x_{22}^{-1} = \Delta(a_i), \prod_i a_i = 1 \right\},$$

$$\mathfrak{t}_{\text{max}} = \left\{ \begin{pmatrix} x_{11} & 0 \\ 0 & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = -x_{22} = \Delta(a_i), \sum_i a_i = 0 \right\}.$$

2. If $G = \text{SO}_n^+$ or $G = \text{Sp}_n$, then

$$T_{\text{max}} = \left\{ \begin{pmatrix} x_{11} & 0 \\ 0 & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = x_{22}^{-1} = \Delta(a_i) \right\},$$

$$\mathfrak{t}_{\text{max}} = \left\{ \begin{pmatrix} x_{11} & 0 \\ 0 & x_{22} \end{pmatrix} \in \mathbb{A}^{4n^2} : x_{11} = -x_{22} = \Delta(a_i) \right\}.$$

3. If $G = \text{SO}_{2n+1}$, then $T_{\text{max}}$ (respectively $\mathfrak{t}_{\text{max}}$) is as in the $\text{SO}_{2n}^+$ case with one more 1 (respectively one more 0) in the last entry of the diagonal.
A non-maximal torus $T$ of $G$ is canonical if its Lie algebra $\mathfrak{t}$ is the linear subspace of $\mathfrak{t}_{\text{max}}$ given by $\sum_\iota \eta_i a_i = 0$, for some $\eta_i \in \mathbb{Z}$ such that $\eta_n \neq 0$.

In each $G$, the canonical torus $T_{\text{max}}$ is contained in a variety $L$ of degree 1 and dimension at most $N$. Specifically we can choose the variety of diagonal matrices:

\begin{equation}
L = \{(x_{ij})_{i,j} \in \text{Mat}_N : x_{ij} = 0 \text{ when } i \neq j\}.
\end{equation}

Similarly, in each case $\mathfrak{t}_{\text{max}}$ is the diagonal Cartan subalgebra of $\mathfrak{g}$.

### 2.5. Existence of regular semisimple elements in $G(\mathbb{F}_q)$.

For an untwisted classical group $G$ defined over $\mathbb{F}_q$, the set of regular semisimple elements is open and dense in $G$, and in fact in every maximal torus $T$; this holds more generally for any connected semisimple $G$ over any field [24, §2.3–2.5]. What is more, there exists a regular semisimple element over $\mathbb{F}_q$ itself.

**Proposition 2.8.** Let $G$ be an untwisted classical group defined over $\mathbb{F}_q$. Then $G(\mathbb{F}_q)$ contains a regular semisimple element.

**Proof.** By [11, Prop. 7.1.4 and Rem. 7.1.5], the result holds for any $G$ reductive and $q \neq 2$, and if $G$ is an untwisted classical group there are only finitely many exceptions to check for $q = 2$.

Alternatively, $G$ has at least a regular semisimple class invariant under the Frobenius automorphism $x \mapsto x^q$ (in fact, there is an odd number of such classes for any $G$ simply connected and semisimple, see [31, Cor. 3.5]). Then, every such class has a regular semisimple element defined over $\mathbb{F}_q$ (true for every connected $G$, see [43, 2.7(a)]).

### 2.6. $\mathbb{F}_q$-points on varieties.

For technical reasons, we are going to need the existence of an $\mathbb{F}_q$-point outside a proper subvariety. Knowing that we are dealing with a proper subvariety is not always enough: we may have $V(\mathbb{F}_q) = W(\mathbb{F}_q)$ even if $V \subsetneq W$.

We need the following simple and explicit upper bound.

**Proposition 2.9.** [27, Prop. 2.3] Let $V \subseteq \mathbb{A}^m$ be a variety defined over $\mathbb{F}_q$, of dimension $d$ and degree $D$. Then $|V(\mathbb{F}_q) \cap \mathbb{A}^m(\mathbb{F}_q)| \leq D q^d$.

We now apply this proposition. The constraints in the Main Theorem on the size of $q$ with respect to $r$ originate here.

**Corollary 2.10.** Let $G < \text{GL}_N$ be an untwisted classical group of rank $r$, with $\ell = \frac{\dim(G)}{r}$. Let $V = \{x \in \mathbb{A}^{N^2m} : F(x) = 0\}$ for some $m \geq 1$ and some polynomial $F$ defined over $\mathbb{F}_q$, where char($\mathbb{F}_q$) > 2. Assume that $V \cap G^m \subseteq G^m$.

(a) If $q \geq e^{8r \log(2r)}$, $m = \ell$, and $\deg(F) \leq 4(\ell - 1) \dim(G)$, then $G^\ell(\mathbb{F}_q) \setminus V(\mathbb{F}_q) \neq \emptyset$.

(b) If $r \geq 2$, $q \geq e^{3r \log(2r)}$, $m = \ell$, and $\deg(F) \leq 2\ell$, then $G^\ell(\mathbb{F}_q) \setminus V(\mathbb{F}_q) \neq \emptyset$.

(c) If $q \geq 15 r^2$, $m = 1$, and $\deg(F) \leq 2$, then $G(\mathbb{F}_q) \setminus V(\mathbb{F}_q) \neq \emptyset$.

**Proof.** We follow two routes, according to whether $G = \text{SL}_n$ or $G \neq \text{SL}_n$.

First, let $G = \text{SL}_n$: we may deal with this case directly via Proposition 2.9, but since $\deg(G)$ is large we follow another route. Denote by $\pi$ the projection to the upper left corners of the $m$ copies of $G$: in other words, if $x_{ijk}$ is the $(i,j)$-th entry of the matrix in the $k$-th copy of $G$, $\pi$ is the map forgetting every $x_{ijk}$ with either $i > n$ or $j > n$. Let $\tilde{G} = \pi(G)$, i.e. the more usual representation of $\text{SL}_n$. Then, let $\tilde{F}$ be the polynomial
defined taking $F$, setting $x_{ijk} = 0$ inside it for all variables having either $i \leq n < j$ or $j \leq n < i$, and replacing all $x_{ijk}$ having $i,j > n$ with the corresponding $(n-1) \times (n-1)$ minor from the upper left corner: clearly for any $x \in G$ we have $F(x) = 0$ if and only if $\tilde{F}(x) = 0$. Thus, we can work inside $\tilde{G}$ and retrieve the result for $G$.

Call $d = \dim(G) = \dim(\tilde{G})$, and note that we have $\deg(\tilde{G}) \leq n$. By (2.2), $|G^m(\mathbb{F}_q)| = |\tilde{G}^m(\mathbb{F}_q)| > (q-1)^{dm} > q^{dm} \left(1 - \frac{q^m}{q}\right)$. If $\tilde{V} = \{(x \in \mathbb{A}^{n^2} : F(x) = 0)\}$, we also have $\dim(\tilde{V} \cap \tilde{G}^m) \leq dm - 1$ by the irreducibility of $G$, and $\deg(\tilde{V} \cap \tilde{G}^m) \leq \deg(\tilde{F})n^m$ by Bézout. Finally, we have $\deg(\tilde{F}) \leq (n-1)\deg(F)$ by construction. Thus, using Proposition 2.9 we obtain

$$|G^m(\mathbb{F}_q) \setminus (V(\mathbb{F}_q) \cap A^{N^2m}(\mathbb{F}_q))| > q^{dm} \left(1 - \frac{dm + (n-1)\deg(F)n^m}{q}\right).$$

By Table 1 and our choices of $r, q, m, F$ in the various cases, the bound above is non-negative.

Now let $G \neq SL_n$. In this case we shall obtain a better bound by working in the Lie algebra $g$, which is a linear variety. If $G < GL_N$, let $\lambda$ be the birational map $\lambda(x) = (Id_N - x)(Id_N + x)^{-1}$; $\lambda$ is well-defined in $\mathbb{A}^N \setminus Z$, where $Z = \{x \in \mathbb{A}^N : \det(Id_N + x) = 0\}$, and by [32] we know that $\lambda : g \setminus Z \to G \setminus Z$ is an isomorphism between dense open sets of $g$ and $G$ (more than that, $\lambda$ is a Cayley map for $G$, as shown by Weil and referenced in [32, Ex. 1.16]: it is known by [32, Thm. 1.31] that $SL_n$ does not have a Cayley map for $n > 3$, whence the difference of treatments here).

Let

$$X = \{(x, y) \in \mathbb{A}^{N^2+1} : x \in g, \det(Id_N + x)y = 1\},$$

and let $\pi : \mathbb{A}^{N^2+1} \to \mathbb{A}^{N^2}$ be the projection $\pi(x, y) = x$: we have $\deg(X) \leq N + 1$ since $g$ is linear, and $X$ is isomorphic to $g \setminus Z$ via $\pi$, whose inverse is the rational map $x \mapsto (x, \det(Id_N + x)^{-1})$. Recall that the adjugate of $x \in Mat_N$ is the matrix $\text{adj}(x)$ whose $(i,j)$-th entry is $(-1)^{i+j}M_{ji}$, where $M_{ji}$ is the $(j, i)$-th minor of $x$: in particular, $\text{adj}$ is a polynomial map with $\text{mdeg}(\text{adj}) \leq N - 1$, and $\text{adj}(x) = \det(x)x^{-1}$ whenever $x$ is invertible. Let $f : \mathbb{A}^{N^2+1} \to \mathbb{A}^{N^2}$ be defined by $f(x, y) = y(Id_N - x)\text{adj}(Id_N + x)$: $f$ is a polynomial map with $\text{mdeg}(f) \leq N + 1$ and, since $f|_X = (\lambda \circ \pi)|_X$, $X$ is isomorphic to $G \setminus Z$ via $f$. Thus, $f$ is a birational morphism to $G$ irreducible, which means that $X$ itself is irreducible. Write $f^m$ for the map made of $m$ copies of $f$. Let $\tilde{V} = (f^m)^{-1}(V)$, namely

$$\tilde{V} = \{(x_1, \ldots, x_m, y_1, \ldots, y_m) \in \mathbb{A}^{(N^2+1)m} : F(f(x_1, y_1), \ldots, f(x_m, y_m)) = 0\},$$

which is of degree $\leq \text{mdeg}(f)\deg(F)$. Since $X$ is irreducible, $X^m \cap \tilde{V}$ is a proper subvariety of $X^m$ of positive codimension and of degree $\leq (N + 1)^{m+1}\deg(F)$.

It suffices to find an element in $X^m(\mathbb{F}_q) \setminus (\tilde{V}(\mathbb{F}_q) \cap A^{(N^2+1)m}(\mathbb{F}_q))$: if there is one such $x$, then $f(x)$ is an element of $G^m(\mathbb{F}_q) \setminus (V(\mathbb{F}_q) \cap A^{N^2m}(\mathbb{F}_q))$ because $f$ is defined over $\mathbb{F}_q$. The projection $\pi$ induces a bijection from $X(\mathbb{F}_q)$ to $g(\mathbb{F}_q) \setminus Z(\mathbb{F}_q)$, since it preserves $\mathbb{F}_q$-points: hence, calling $d = \dim(G)$,

$$|X(\mathbb{F}_q)| = |g(\mathbb{F}_q)| - |(g \cap Z)(\mathbb{F}_q)| \geq q^d - q^{d-1}N,$$
using \(|q(\mathbb{F}_q)| = q^d\). Bézout, and Proposition 2.9. Thus, applying Proposition 2.9 again and noting that \(\dim(X) = d\), we obtain

\[
|X^m(\mathbb{F}_q) \setminus (\overline{V(\mathbb{F}_q)} \cap \mathbb{A}^{(N^2 + 1)m}(\mathbb{F}_q))| \geq q^{dm} \left(1 - \frac{N}{q}\right)^m - q^{dm-1}(N + 1)^{m+1} \deg(F) \frac{1}{q} \\
> q^{dm} \left(1 - \frac{Nm + (N + 1)^{m+1} \deg(F)}{q}\right).
\]

By Table 1 and our choices of \(r, q, m, F\), the bound above is non-negative. \(\square\)

Computations like the ones above can be performed whenever we want to show that there is some \(\mathbb{F}_q\)-point inside \(W \setminus V\) for some given \(V, W\) with \(\dim(V) < \dim(W)\). Since in our case \(W = G\), by Section 2.2 we know exactly how many \(\mathbb{F}_q\)-points it has: for general \(W\), one would need also a lower bound in addition to Proposition 2.9. To achieve this purpose, we can use a variant of the Lang-Weil bounds [29]—say, by combining the explicit version contained in [15, Thm. 4.1] with the definability result of [18, Prop. 3].

3. Escape from subvarieties

In this section, we give results that allow us to find generic elements of \(G(K)\) in \(k\) steps, where \(K\) is any field and \(k\) is appropriately bounded. Such a result appears in a similar form already in [12]; the idea itself, however, is older than that. In particular, a qualitative proof of Corollary 3.3 can be found in [20]; our main goal is to stress the quantitative details in order to optimize \(k\).

3.1. Escape via \(G\)-invariance. Let us start with an intermediate result. The following lemma lets us keep under control a weighted version of the degree of variety when taking intersections.

**Lemma 3.1.** Let \(\{Z_i\}_{i \in I}\) be a (not necessarily finite) collection of subvarieties of an affine space \(\mathbb{A}^m\), all of dimension \(\leq d\) and degree \(\leq D\). Then, if \(\{W_j\}_j\) is the collection of irreducible components of \(Z_I = \cap_{i \in I} Z_i\), we have

\[
\sum_j \frac{\deg(W_j)}{D^{d - \dim(W_j)}} \leq D.
\]

**Proof.** Notice that, since \(\mathbb{A}^m\) is Noetherian under the Zariski topology, any \(Z_I\) is equal to some \(Z_{I'}\) with \(I' \subseteq I\) finite. We can assume then that \(|I| < \infty\), and we proceed by induction on \(|I|\); the case \(|I| = 1\) is trivial, since \(\deg(Z_i) \leq D\) is the sum of the degrees of its components.

Assume then that we have proved the statement for all \(|I| = k\), and consider \(I' = I \cup \{i\}\); for simplicity, let us call \(X = Z_I\) and \(Y = Z_i\), so that \(Z_{I'} = X \cap Y\). Call \(X_1\) the union of all the irreducible components of \(X\) that appear in \(X \cap Y\), and \(X_2\) the union of all the ones that do not: hence, every component \(W\) of \(X \cap Y\) is either a component of \(X_1\) or a component of \(W' \cap Y\), where in turn \(W'\) is a component of \(X_2\).

If \(W_j\) is in \(X_2\), we have \(W_j = W_j \cap Y\), and its contribution to (3.1) for \(X \cap Y\) is unchanged. If \(W_j\) is in \(X_1\), the components of \(W_j \cap Y\) are of dimension at most \(\dim(W_j) - 1\), and the sum of their degrees is at most \((D - \deg(W_j))\); thus, their contribution to (3.1) for \(X \cap Y\) does not increase. Therefore, (3.1) is proved for \(X \cap Y\) as well, concluding the inductive step. \(\square\)
Thanks to the lemma above, starting with a variety $V$ we are going to be able to find a $G$-invariant intersection of varieties $g \cdot V$, where $\cdot : G \times K^N \to K^N$ is some linear action. Note that $\bigcap_{g \in G} g \cdot V$ is trivially $G$-invariant: what we want is to find a small set of $g$ that can play the same role and such that these elements $g$ are quickly obtainable from a generating set.

**Proposition 3.2.** Let $K$ be a field, and let $G$ be a group acting linearly on $K$ over $K$ (equivalently, a group with a homomorphism $\phi : G \to GL_N(K)$); let $A \subseteq G$ be a set with $e \in A$ and $\langle A \rangle = G$. Consider a proper subvariety $V \subseteq K^N$ with $d = \dim(V)$ and $D = \deg(V)$.

Then, there are elements $e = a_0, a_1, \ldots, a_m \in A^k$ such that $\bigcap_{i=0}^m a_i \cdot V$ is $G$-invariant, with

$$m, k = \sum_{d' = 0}^d D^{d-d'+1} \leq \begin{cases} \left(1 + \frac{1}{D-1}\right) D^{d+1} & \text{if } D \geq 2, \\ d + 1 & \text{if } D = 1. \end{cases}$$

With $\langle A \rangle = G$ we mean that $A$ generates $G$ as a group: in other words, every element $g \in G$ is the product of finitely many elements of $A \cup A^{-1}$, not necessarily of $A$. Nevertheless, the elements $a_i$ in the statement sit inside a power of $A$ itself. The condition $e \in A$ is only needed to simplify notation, as it implies that $A^{k_1} \supseteq A^{k_2}$ whenever $k_1 \geq k_2$.

**Proof.** Our aim is to construct a variety $Z = a_0 \cdot V \cap a_1 \cdot V \cap \ldots \cap a_m \cdot V$, with $a_i \in A^k$, such that $Z$ is $G$-invariant.

We proceed in steps. At the $j$-th step, we assume to be working with a variety $X = X_1 \cup X_2$ with the following properties: $X = \bigcap_{i=0}^{m_j} a_i \cdot V$ for $a_i \in A^{k_j-1}$, $X_1, X_2$ are unions of distinct irreducible components of $X$, $\dim(X_1) \leq d + 1 - j$, and $X_2$ is $G$-invariant; this is trivially the case at the first step, using $X = X_1 = V$ and $m_0 = k_0 = 0$. At the end of the $j$-th step, we want to have found a variety $X'$ with the same properties for $j$ instead of $j-1$, with $\dim(X'_1) \leq \dim(X_1) - 1$ and $m_j, k_j$ bounded in terms of $m_{j-1}, k_{j-1}$; since the dimension of $X_1$ goes down, we must have $X'_1 = \emptyset$ at the $(d+1)$-th step at the latest, and $Z$ is the final $X' = X'_2$.

Call $d_1 = \dim(X_1)$, let $X_{1}, X_{2}, \ldots, X_s$ be the $d_1$-dimensional irreducible components of $X_1$, and let $S \subseteq \{1, \ldots, s\}$ be the maximal set of indices such that $\bigcup_{s' \in S} \bar{X}_{s'}$ is $G$-invariant; if there are no indices outside $S$ we skip to the end of the step, otherwise $\bar{X} = X_1 \setminus \bigcup_{s' \in S} \bar{X}_{s'}$ has some $d_1$-dimensional component. Since $A$ generates $G$ as a group, there must be some $a \in A \cup A^{-1}$ such that $\bar{X} \cap a \cdot \bar{X}$ has at least one $d_1$-dimensional component fewer than $\bar{X}$, or else we would have had $S = \{1, \ldots, s\}$. If there is no such $a$ inside $A$ then there is no such $a$ inside $A \cup A^{-1}$ either, thus we may assume more strongly that $a \in A$. Then, observe that $X = \bar{X} \cup \left(\bigcup_{s' \in S} X_{s'}\right) \cup X_2$, and the last two terms are $G$-invariant: if $Y = \left(\bigcup_{s' \in S} X_{s'}\right) \cup X_2$ then $Y = a \cdot Y$, and $\bar{X} \cap Y = \bar{X} \cap a \cdot Y$ does not have any $d_1$-dimensional component, or else it would contradict the definition of $\bar{X}$. Therefore, $\bar{X} \cap a \cdot \bar{X}$ and $\bar{X} \cap a \cdot X$ have the same number of $d_1$-dimensional components. From the above, since $X = \bigcap_{i=0}^{m_j} a_i \cdot V$, for some $i$ we must have that $\bar{X} \cap a a_i \cdot V$ has at least one $d_1$-dimensional component fewer than $\bar{X}$. Note on the
other hand that, since \( \left( \bigcup_{s \in \mathcal{S}} \tilde{X}_s \right) \cap X_2 \) is \( G \)-invariant and contained in \( a_s \cdot V \), it is also contained in \( a_1 \cdot V \). Hence, we can write \( X \cap a_1 \cdot V = (\tilde{X} \cap a_1 \cdot V) \cup \left( \bigcup_{s' \in \mathcal{S}} \tilde{X}_{s'} \right) \cup X_2 \), with \( \tilde{X} \cap a_1 \cdot V \) having one \( d_1 \)-dimensional component fewer than \( \tilde{X} \).

If \( \tilde{X} \cap a_1 \cdot V \) has still some \( d_1 \)-dimensional components, we repeat the argument with a new \( a' \in A \) such that \( (\tilde{X} \cap a_1 \cdot V) \cap a'(\tilde{X} \cap a_1 \cdot V) \) has one \( d_1 \)-dimensional component fewer than \( \tilde{X} \cap a_1 \cdot V \); this \( a' \) must exist, or else the indices of the \( d_1 \)-dimensional components of \( \tilde{X} \cap a_1 \cdot V \) would have been in \( S \). We iterate until there are no more \( d_1 \)-dimensional components outside \( \left( \bigcup_{s' \in \mathcal{S}} \tilde{X}_{s'} \right) \cup X_2 \). Therefore, if \( \pi_1 \cdot V, \ldots, \pi_l \cdot V \) are the translates of \( V \) we used throughout the procedure, we can write \( X' = X \cap \bigcap_{i=1}^{l} \pi_i \cdot V \) as \( X'_1 \cup X'_2 \), with \( X'_2 = \left( \bigcup_{s' \in \mathcal{S}} \tilde{X}_{s'} \right) \cup X_2 \) being \( G \)-invariant and with \( X'_1 \) defined as the union of all components of \( \tilde{X} \cap \bigcap_{i=1}^{l} \pi_i \cdot V \) not contained in \( X'_2 \). Both \( X'_1, X'_2 \) are unions of irreducible components of \( X' \), distinct among the two sets by definition, and \( \dim(X'_1) \leq d_1 - 1 \leq d - j \) by construction. Thus, we rename \( \pi_i \cdot V \) as \( a_{m_j - 1} \cdot V \) and we observe that \( a_{m_j - 1} \cdot V \in A^{k_j - 1 + \nu} \); the \( j \)-th step is concluded, with \( m_j = m_{j-1} + t \) and \( k_j = k_{j-1} + l \).

It remains to bound the final \( m \) and \( k \). Write \( X^{(d)} \) for the union of the \( d \)-dimensional components of \( X \). In the process above, \( l \leq s - |S| \leq \deg(X^{(d)}) \leq \deg(X^{(d)}) \). At any step, \( X \) is the intersection of varieties of the form \( a \cdot V \), which are all of dimension \( d \) and degree \( D \) like \( V \) itself; then, by Lemma 3.1, we have in particular \( \deg(X^{(d)}) \leq D^{d-d_1+1} \). Since \( d_1 \) decreases at every step, in the worst case we have

\[
m, k \leq \sum_{d_1=0}^{d} D^{d-d_1+1},
\]

and we are done.

Proposition 3.2 has as an immediate corollary the following escape result.

**Corollary 3.3.** Let \( K \), \( G \) and \( A \) be as in Proposition 3.2 (we may drop the assumption \( \langle A \rangle = G \)). Consider a proper subvariety \( V \subsetneq K^n \) and a point \( x \in K^n \) with \( \langle A \rangle x \not\subseteq V(K) \).

Then, if \( d = \dim(V) \) and \( D = \deg(V) \), there is an element \( g \in A^k \) such that \( gx \not\in V(K) \) with \( k = (d + 1)D^{d+1} \); more precisely, we can choose \( k \) as defined in (3.2).

**Proof.** Without loss of generality we may redefine \( G \) to be \( \langle A \rangle \) itself. By Proposition 3.2, there is a variety \( Z = \bigcap_{i=0}^{m} g_i V \) that is \( G \)-invariant under the left multiplication action, and such that \( g_i \in A^k \) with \( k \) given in (3.2). If \( x \in Z(K) \) then \( Gx \subseteq Z(K) \subseteq V(K) \), so \( x \) cannot be contained in \( Z(K) \); therefore we must have \( x \not\in g_i V(K) \) for some \( i \), and the result follows taking \( g = g_i^{-1} \).

Let us add here another useful application of Lemma 3.1.

**Remark 3.4.** If \( Z \) is any intersection of varieties of dimension \( \leq d \) and degree \( \leq D \), then \( \deg(Z) \leq D^{d+1} \). In fact, given the constraint of (3.1), we maximize the degree of \( Z \) when \( \dim(Z) = 0 \), and the conclusion follows.
3.2. Ariadne’s cookbook. Proposition 3.2 can also be exploited in a more subtle way. In a classical escape lemma, given a point \( x \) whose orbit is not contained in a variety \( V \), we manage to make \( x \) escape quickly from \( V \). For technical reasons however, we shall need a stronger statement: not only does a short recipe exist for \( x \) to escape, but also there are few recipes to choose from, regardless of the point \( x \) with which we start.

A mythical example may help. Theseus is going to be placed in the labyrinth of the Minotaur, from which an escape route exists. However, he does not know exactly where inside the labyrinth he will be starting from. Thus, Ariadne compiles for him a cookbook of escape recipes: no matter where he finds himself, at least one of the recipes is going to lead him outside.

This is the aim of Corollary 3.5 below. Let \( V \) be a variety from which it is possible to escape. Then there is a cookbook \( \mathcal{F} \) of recipes \( f \) such that: (1) the cookbook is short; (2) each recipe is short; (3) for any point of \( V \), at least one recipe works. This is the meaning of the three properties in the statement.

For our future convenience, we actually work here with \( s \)-tuples of matrices. Thus for any finite set \( S \), to avoid any ambiguity with \( S^s \), we write \( S^s \times s \) for the set \( S \times \ldots \times S \) (\( s \) times).

**Corollary 3.5.** Let \( K \), \( G \) and \( A \) be as in Proposition 3.2, where \( G < \text{GL}_N(K) \) acts on \( \text{Mat}_N \cong \mathbb{A}^{N^2} \). Consider a proper subvariety \( V \subseteq \mathbb{A}^{N^2s} \) for some integer \( s \).

Then, there are integers \( m, k \) bounded as in (3.2), with \( D = \text{deg}(V) \) and \( d = \min\{\text{dim}(V), N^2 - 1\} \), and there is a set \( \mathcal{F} \) of invertible functions \( f : \mathbb{A}^{N^2s}(K) \to \mathbb{A}^{N^2s}(K) \) with the following properties:

1. \( |\mathcal{F}| \leq (m + 1)^s \); 
2. for any \( \vec{z} \in \mathbb{A}^{N^2s}(K) \) and any \( f \in \mathcal{F} \) we have \( f(\vec{z}) \in (A^k)^{\times s} \cdot \vec{z} \); 
3. for any \( \vec{z} \in \mathbb{A}^{N^2s}(K) \), if \( G^s \cdot \vec{z} \not\subseteq V(K) \) then there is some \( f \in \mathcal{F} \) such that \( f(\vec{z}) \notin V(K) \).

If \( G = \text{SL}_{N/2}(K) \) with \( \text{SL}_{N/2} < \text{GL}_N \) as in Definition 2.5, then inside the bound for \( m, k \) we may use \( D = \text{deg}(V \cap G) \) and \( d = \min\{\text{dim}(V \cap G), \frac{1}{4} N^2 - 1\} \).

**Proof.** Take \( \vec{z} = (z_1, \ldots, z_s) \in \mathbb{A}^{N^2s}(K) \). Our strategy is to construct the functions \( f \) pointwise and componentwise, building for each \( \vec{z} \) appropriate varieties in each of the \( s \) copies of \( \mathbb{A}^{N^2} \) from which to escape, and use Proposition 3.2 to obtain the desired bounds on \( m, k \) (we comment on the case \( G = \text{SL}_{N/2}(K) \) at the end).

We begin by building the varieties, which we do assuming that we have \( G^s \cdot \vec{z} \not\subseteq V(K) \) as in the hypothesis of (3). Fix arbitrarily an ordering of the elements in each of the orbits of the action of \( G^s \) inside \( \mathbb{A}^{N^2s}(K) \), and let \( \vec{x} \) be the first element of \( (G^s \cdot \vec{z}) \setminus V(K) \) according to this ordering. In the first step, we define the variety

\[
V_1 = V_1(\vec{x}) = \{ v \in \mathbb{A}^{N^2} : (v, x_2, \ldots, x_s) \in V \}.
\]

Applying Proposition 3.2 to \( V_1 \), we obtain a set \( X_1 \) of \( m_1 + 1 \) elements \( g_1 \in A^{k_1} \) such that \( \bigcap_{g_1 \in X_1} g_1 \cdot V_1 \) is \( G \)-invariant, for some \( m_1, k_1 \) depending on \( \text{dim}(V_1), \text{deg}(V_1) \). For each \( g_1 \in X_1 \), we then define the variety

\[
V_2 = V_2(g_1, z_1, \vec{x}) = \{ v \in \mathbb{A}^{N^2} : (g_1^{-1} \cdot z_1, v, x_3, \ldots, x_s) \in V \},
\]
and again applying Proposition 3.2 to $V_2$ we obtain $X_2$ such that $\bigcap_{g_2 \in X_2} g_2 \cdot V_2$ is $G$-invariant, with analogous $m_2,k_2$. Proceeding similarly, at the $j$-th step we obtain for each choice of $g_1, \ldots, g_{j-1}$ a variety

$$V_j = V_j(g_1, z_1, \ldots, g_{j-1}, z_{j-1}, \vec{x}) = \{ v \in A^{N^2} : (g_1^{-1} \cdot z_1, \ldots, g_{j-1}^{-1} \cdot z_{j-1}, v, x_{j+1}, \ldots, x_s) \in V \}$$

and some $X_j, m_j, k_j$ corresponding to $V_j$. The varieties $V_j$ and the sets $X_j$ may depend on the choices of $\vec{x}, \vec{z}, g_1, \ldots, g_{j-1}$, but we do have a uniform bound for all $m_j, k_j$. In fact, if we denote by $\pi_j$ the projection to the $j$-th copy of $A^{N^2}$, we have by definition

$$V_j = \pi_j(V \cap L), \quad L = \{(g_1^{-1} \cdot z_1, \ldots, g_{j-1}^{-1} \cdot z_{j-1})\} \times A^{N^2} \times \{(x_{j+1}, \ldots, x_s)\},$$

implying that $\deg(V_j) \leq \deg(V)$ by Bézout and Lemma 2.4. Moreover either $V_j \subsetneq A^{N^2}$, which yields $\dim(V_j) \leq \min\{\dim(V), N^2 - 1\}$, or $V_j = A^{N^2}$, for which we can trivially choose $X_j = \{ e \}$. Therefore, all possible values of $m_j, k_j$ are bounded by $m, k$ as in our statement.

Now we build $F$. In order to have (1), we define one function $f_{\vec{h}}$ for each tuple $\vec{h} \in \{1, \ldots, m+1\}^{s \times s}$ (some functions may be equal to each other, whence the inequality). For each $\vec{z} \in G^s \cdot \vec{z} \not\subseteq V(K)$ we perform the construction described above: for convenience, we can redefine each $X_j$ to be an ordered $(m+1)$-tuple, whose entries we fill with the values in the original set and with additional copies of $e$ (if the set had fewer than $m+1$ elements). Then, we set

$$f_{h_1, \ldots, h_s}(\vec{z}) = (g_{1,h_1}^{-1} \cdot z_1, g_{2,h_2}^{-1} \cdot z_2, \ldots, g_{s,h_s}^{-1} \cdot z_s),$$

where for each $1 \leq j \leq s$ the element $g_{j,h_j}$ is the $h_j$-th entry of $X_j$ (we recall that $X_j$ depends on $\vec{z}$ and on the previous choices $g_{1,h_1}, \ldots, g_{j-1,h_{j-1}}$). For the points $\vec{z}$ for which $G^s \cdot \vec{z} \subseteq V(K)$, we may set $f_{\vec{h}}(\vec{z}) = \vec{z}$ for all $\vec{h}$.

By construction we have already (1) and (2). Now we prove that $f_{\vec{h}}$ is invertible, namely that from $\vec{h}$ and $\vec{y}$ we can retrieve uniquely $\vec{z}$ such that $f_{\vec{h}}(\vec{z}) = \vec{y}$. The element $\vec{z}$ must sit in the same orbit of $G^s$ as $\vec{y}$; if this orbit is contained in $V(K)$ then $\vec{z} = \vec{y}$ and we are done. Otherwise, from the orbit of $\vec{y}$ we know $\vec{x}$, thanks to the ordering of the orbit: this lets us obtain $X_1$, which depends only on $\vec{x}$, and then $g_{1,h_1}$, which depends on $X_1$ and $h_1$; this way we reconstruct $z_1$. Then $\vec{x}, z_1, g_{1,h_1}$ give us $X_2$, which by knowing $h_2$ in turn gives us $g_{2,h_2}$ and $z_2$, and so on.

It remains to show (3): since $G^s \cdot \vec{z} \not\subseteq V(K)$, we have our fixed element $\vec{x} \in (G^s \cdot \vec{z}) \setminus V(K)$. We prove by induction that for all $1 \leq j \leq s$ there is some $h_j$ for which $g_{j,h_j}^{-1} \cdot z_j \not\in V_j$. First of all, $G \cdot z_1 \not\subseteq V_1(K)$ by definition of $\vec{x}$ and $V_1$: thus $z_1$ cannot be in the $G$-invariant intersection of all $g_{1,h} \cdot V_1$, which means that there is some $h_1$ with $g_{1,h_1}^{-1} \cdot z_1 \not\in V_1$. Suppose now that $g_{j,h_j}^{-1} \cdot z_j \not\in V_j$: then by definition $x_{j+1} \not\in V_{j+1}$, which implies that $G \cdot z_{j+1} \not\subseteq V_{j+1}(K)$. As before, $z_{j+1}$ cannot be in the intersection of all $g_{j+1,h} \cdot V_{j+1}$, giving $g_{j+1,h_{j+1}}^{-1} \cdot z_{j+1} \not\in V_{j+1}$ for some $h_{j+1}$. The induction works, and at the last step we obtain $f_{\vec{h}}(\vec{z}) \not\in V$ for our tuple of indices $\vec{h}$, proving (3).

If $G = \text{SL}_{N/2}(K)$ as in Definition 2.5 we can restrict all our constructions to $G$, in particular passing from $V$ to $V \cap G$. In each copy of $A^{N^2}$, this change results in a...
restriction to the upper left corner in terms of dimension, so that \( \dim(V_j) \leq \frac{1}{4}N^2 - 1 \) when \( V_j \) is nontrivial: the alternative bound on \( m, k \) follows. \( \square \)

### 3.3. Escape à la Shitov.

Aside from the classical route taken in Corollary 3.3, one can also rely on a different kind of result for varieties of matrices: in brief, for a variety \( V \subseteq \text{Mat}_N \) and a set of elements \( A \subseteq \text{GL}_N(K) \), the idea is to reduce ourselves to \( A', V' \) for \( V' \) linear inside some larger \( \text{Mat}_N \), and then use a theorem by Shitov [42] as an escape argument for linear matrix varieties.

**Proposition 3.6.** Let \( K \) be a field, and let \( A \subseteq \text{GL}_N(K) \) be a set with \( e \in A \). Let \( V \subseteq \text{Mat}_N \) be a subvariety defined by a finite set of polynomial equations \( P_i(g_{ij}) = 0 \) of degree \( \leq D \), and suppose that \( V(K) \) does not contain \( \langle A \rangle \).

Then there exists an element \( g \in \text{Mat}_N(K) \) with \( k < 11D(N + 1)^D \log N \).

**Proof.** Without loss of generality, we assume that \( V \) is defined by one polynomial \( P \): in fact, there must be one among the \( P_i \) such that \( \langle A \rangle \) is not contained in its set of zeros. Unlike in Corollary 3.3, this assumption does not weaken our final bound, since \( \dim(V) \) is irrelevant in our passages.

First of all, we reduce to \( P \) homogeneous of degree \( D \): consider the embedding

\[
\iota: \text{Mat}_N(K) \to \text{Mat}_{N+1}(K),
\]

which preserves matrix multiplication, and notice that the escape of \( A \) from \( V \) takes as many steps as the escape of \( \iota(A) \) from the variety \( V' \) defined by the homogenization of \( P \) through the variable \( g_{00} \) corresponding to the top left coordinate.

Then we reduce ourselves to the case of a linear variety. To do so, consider the linearization map \( \rho_D : \text{Mat}_N \to \text{Mat}_{ND} \) defined as follows: if the rows and columns of \( \text{Mat}_{ND} \) are indexed by \( i = (i_1, \ldots, i_D), j = (j_1, \ldots, j_D) \) with \( 1 \leq i_k, j_k \leq N \), the matrix \( M = (m_{ij})_{i,j} \in \text{Mat}_N \) is sent to \( \rho_D(M) \) whose \( (i, j) \)-th entry is \( m_{i_1 j_1} \cdots m_{i_D j_D} \).

Then, escaping from \( V \) in \( \text{Mat}_N \) is the same as escaping from \( V' \) in \( \text{Mat}_{ND} \) defined by a linear polynomial \( P' \) obtained from \( P \) by replacing each monomial \( \prod_{k \leq D} g_{i_k j_k} \) with the corresponding variable \( g_{ij} \).

Thus, applying \( \iota \) and \( \rho_D \) we have reduced ourselves to escaping from a linear variety \( V' \) of \( \text{Mat}_N \), with \( N' = (N + 1)^D \). Finally, we can reinterpret [42, Thm. 3] as follows: if \( \langle A \rangle \not\subseteq V'(K) \) with \( V' \) linear in \( \text{Mat}_N \), then there must be an element of \( A^2N' \log_2 N' + 4N' \) outside \( V'(K) \); therefore we escape from this \( V' \) (and the original \( V \)) in a number of steps bounded by

\[
\frac{2}{\log 2} (N + 1)^D \log(N + 1)^D + 4(N + 1)^D < 11D(N + 1)^D \log N. \quad \square
\]

By comparison, under the same conditions as in the statement above, Corollary 3.3 would give \( k \leq N^2 D N^2 \), and using Corollary 3.3 after linearization would give \( k \leq N^{2D} \).

### 4. Estimates for conjugacy classes

In this section, we establish an upper bound for \( |A' \cap V(K)| \) where the variety \( V = \text{Cl}(g) \) is the conjugacy class of a regular semisimple element \( g \in G(K) \). This is one of our key tools to prove the main result about the diameter bound of \( G \). Recall that
by Proposition 2.6 $\text{Cl}(g)$ is indeed a variety, defined over $K$ and whose main dimension and degree are known. Since $\text{Cl}(g)$ is also the image of an irreducible variety (i.e., $G$ itself) via the morphism $x \mapsto xgx^{-1}$, $\text{Cl}(g)$ is irreducible as well.

Here are the key ideas of the proof. Recall that we set $\ell = \frac{\dim(G)}{r}$ throughout the paper. First, we build a map $f : V^\ell \to G^{\ell-1}$ with two properties: $f(A^t) \subseteq A^{k(t)}$ for some controlled exponent $k(t)$, and all the fibres through $f$ outside of an exceptional subvariety $E$ of $V^\ell$ have dimension 0. If we had $E = \emptyset$, we would have $|A^t \cap V(K)|^\ell \leq C|A^{k(t)}|^\ell$, where $C$ is a bound on the number of elements of $A^t$ on a single fibre, and we would be done. We still have to deal with $E$. In a usual dimensional estimate, where $V$ is a general variety, we can set up an induction process on the dimension and treat $E$ by inductive hypothesis: this is what has been done in [9] and [38], and also what we do in [4]. However, we can do better: since our $V$ is the orbit of an action, namely conjugation, we can escape from $E$ using the techniques of Section 3 up to increasing $C$ and $k(t)$ slightly (depending on $\deg(E)$).

The plan above unfolds as follows. In Proposition 4.1 we define a suitable map $f$, proving that its generic fibre is $0$-dimensional. In Lemma 4.2 we describe the exceptional $E$ collecting all large fibres: our $E$ is larger than strictly necessary, but we gain in the process because its degree is small. The main result of the section is Theorem 4.4, in which we put the previous facts together and obtain the estimate.

4.1. The map and the large fibres. We begin by producing the map $f$.

**Proposition 4.1.** Let $G < \text{GL}_N$ be an untwisted classical group of rank $r$ defined over a field $K = \mathbb{F}_q$ with $\text{char}(\mathbb{F}_q) > N$. Let $V = \text{Cl}(g)$ for some $g \in G$ regular semisimple. Then, for $\ell = \frac{\dim(G)}{r}$, the map $f : V^\ell \to G^{\ell-1}$ defined by

$$f(v_1, v_2, \ldots, v_\ell) = (v_1^{-1}v_2, v_2^{-1}v_3, \ldots, v_{\ell-1}^{-1}v_\ell)$$

is dominant.

**Proof.** By [34, §L8], every fibre $V^\ell \cap f^{-1}(x)$ has dimension at least as large as $\dim(V^\ell) - \dim(f(V^\ell))$, and strictly larger fibres form a proper subvariety of $V^\ell$. Therefore, since $\dim(V^\ell) = \ell(\dim(G) - \dim(C(g))) = (\ell - 1)\dim(G) = \dim(G^{\ell-1})$ and $G^{\ell-1}$ is irreducible, $f$ is not dominant if and only if every fibre is of dimension $\geq 1$.

Fix an element $\vec{x} = (x_1, \ldots, x_\ell) \in V^\ell$, and write $\mathfrak{g}$ for the Lie algebra of $G$. For each $i$, define the maps

$$\varphi_i : G \to G,$$

$$\phi_i : \mathfrak{g} \to \mathfrak{g},$$

$$\varphi_i(y) = y^{-1}x_iyx_i^{-1},$$

$$\phi_i(y) = -y + \text{Ad}_{x_i}(y).$$

Then

$$T_{x_i}V = T_{x_i} \text{Cl}(x_i) \simeq T_e \text{Cl}(x_i)x_i^{-1} = T_e(\varphi_i(G)) = \phi_i(\mathfrak{g}).$$

If the fibre $Z \subseteq V^\ell$ of $f$ at $\vec{x}$ has dimension $\geq 1$, take a nonzero vector $\vec{t} = (t_1, \ldots, t_\ell)$ in the corresponding subspace $\mathfrak{z} \subseteq \prod_i \phi_i(\mathfrak{g})$. By the definition of $f$,

$$Df(\vec{t}) = (x_1^{-1}(t_2 - t_1)x_2, x_2^{-1}(t_3 - t_2)x_3, \ldots),$$

and so $t_i = t_j$ for all $i, j$. Hence, it would follow that $\bigcap_i \phi_i(\mathfrak{g})$ is nontrivial.
Write \( t \) for \( T_eC(x_i) \). We would like to show that \( t \) is orthogonal to the space \( \phi_i(\mathfrak{g}) \) with respect to the Killing form \( \langle \cdot, \cdot \rangle \). For \( t \in t \) and \( Ad_{x_i}(y) - y \in \phi_i(\mathfrak{g}) \), using the fact that the Killing form is invariant under the adjoint action \( Ad_{x_i} \), we see that

\[
\langle t, Ad_{x_i}(y) - y \rangle = \langle t, Ad_{x_i}(y) \rangle - \langle t, y \rangle = \langle Ad_{x_i}^{-1}(t), y \rangle - \langle t, y \rangle = 0,
\]

since \( Ad_{x_i}^{-1}(t) = t \). Thus, the spaces \( \phi_i(\mathfrak{g}) \) and \( T_eC(x_i) \) are orthogonal with respect to the Killing form. By our conditions on \( \text{char}(K) \), the Killing form is non-degenerate; for details see [40, p. 47]. Hence, if \( \bigcap_i \phi_i(\mathfrak{g}) \) is nontrivial, the tangent spaces \( T_eC(x_i) \) span a proper subspace of \( \mathfrak{g} \).

By [20, Lemma 5.2] and [20, Prop. 4.13], for a classical group over a field \( K \) of characteristic \( > \max\{r,2\} \), and \( t \) the Lie algebra of a maximal torus of \( G \), the spaces \( t, Ad_{g_1}(t), \ldots, Ad_{g_{\ell-1}}(t) \) span all of \( \mathfrak{g} \) for a generic tuple \( (g_1, \ldots, g_{\ell-1}) \in G^{\ell-1} \). Writing \( x = x_i \) and \( x_i = g_i x_i^{-1} \) for \( 1 \leq i \leq \ell - 1 \), we see that \( T_eC(x_i) = g_i T_eC(x) g_i^{-1} = Ad_{g_i}(t) \), where \( t = T_eC(x) \). We conclude that the fibre of \( f \) at \( \bar{x} \) is 0-dimensional for \( g_1, \ldots, g_{\ell-1} \) generic. Therefore, \( f \) is dominant. \( \square \)

For any map \( g : X \rightarrow Y \), it is possible to define a derivative map \( Dg|_{x=x_0} \) at some point \( x_0 \in X \) between the tangent spaces \( TX|_{x=x_0}, TY|_{y=g(x_0)} \). Call \( Dg|_{x=x_0} \) non-singular if it is non-singular as a linear transformation, i.e. if the only \( v \) such that \( Dg|_{x=x_0}(v) = 0 \) is the zero vector. We can use the singularity of the derivative of our map \( f \) to produce the exceptional variety \( E \).

**Lemma 4.2.** Let \( G, V, f, r, \ell, N \) be as in Proposition 4.1. For any point \( \bar{v} \in V^\ell \), denote by \( X_{\bar{v}} \) the connected component of the fibre \( f^{-1}(f(\bar{v})) \) in which \( \bar{v} \) is contained, and let

\[
E' = \{ \bar{v} \in V^\ell : \dim(X_{\bar{v}}) > 0 \}.
\]

Then there exists a variety of the form \( E = \{ \bar{x} \in A^{N \ell} : F(\bar{x}) = 0 \} \) such that \( E \cap V^\ell \subseteq V^\ell, E \supseteq E', \) and \( \deg(E) \leq \deg(F) \leq 2(\ell - 1) \dim(G) \leq 4r^2(2r + 1) \).

**Proof.** Since by Proposition 4.1 we have \( \dim(V^\ell) = \dim(f(V^\ell)) = \dim(G^{\ell-1}) \), for generic \( \bar{v} \in V^\ell \) the derivative map \( Df|_{x=\bar{v}} \) is non-singular, whereas it is singular for any \( \bar{v} \in E' \). It is then enough to define \( E \) so that it contains all points with singular derivative.

Fix a point \( \bar{g}_0 = (g_0, 1, \ldots, g_0, \ell) \in V^\ell \) where the derivative is non-singular. Every element of \( V \) is conjugate to all the \( g_0, i \), so for any \( \bar{v} \in V^\ell \) we can write \( \bar{v} = (h_i g_0, h_i^{-1})_{i=1}^{\ell-1} \) for some \( h_i \in G \). Let \( h_i = 1 + \Delta_i \), where \( \Delta_i \in \text{Mat}_N \); then \( h_i^{-1} = 1 - \Delta_i + O(\Delta_i^2) \), and we can rewrite

\[
f(v_1, \ldots, v_\ell) = f(g_0, 1, \ldots, g_0, \ell) + ([\Delta_i, g_0, 1, g_0, i+1] + g_0^{-1} [\Delta_i, 1, g_0, i+1])_{i=1}^{\ell-1} + \ldots,
\]

where \( [x, y] = xy - yx \), and where the final ellipsis hides terms of higher order in the \( \Delta_i \). Since the derivative is non-singular at \( \bar{g}_0 \), for each \( i \) there is a set of \( \dim(V) = (1 - \frac{1}{2}) \dim(G) \) values of \( \Delta_i \) (say \( w_{i,1}, \ldots, w_{i, \dim(V)} \)) with the following property. Consider the elements

\[
\bar{w}_{i,j}(\bar{g}) = (0, \ldots, 0, g_i^{-1}[w_{i,j}, g_t], [w_{i,j}, g_t^{-1}]g_{i+1}, 0, \ldots, 0)
\]
as vectors in \(A^{(\ell-1)N^2}\) for all \(1 \leq i \leq \ell\) and all \(1 \leq j \leq \dim(V)\), where in the notation above the two nonzero coordinates are the \((i-1)\)-th and the \(i\)-th (for \(i = 1, \ell\) there is only one nonzero coordinate); then, the set of vectors \(\{\vec{w}_{i,j}(\vec{g})\}_{i=1,j=1}^{\ell,\dim(V)}\) is linearly independent.

Now let \(M\) be the \((\ell - 1) \dim(G) \times (\ell - 1)N^2\) matrix whose rows are the \(\vec{w}_{i,j}(\vec{g})\), where the entries of the \(u_{i,j}\) are considered constants. Since for one choice of \(\vec{g}\) the rows are linearly independent, there is a \((\ell - 1) \dim(G) \times (\ell - 1) \dim(G)\) minor \(F(\vec{g})\) of \(M\) that is not identically zero for \(\vec{g}\) varying in \(V^\ell\); on the other hand, a singular derivative in some point implies in particular that all the minors of \(M\) are zero there. Therefore, we can define \(E\) by the equation \(F(\vec{g}) = 0\): \(E \cap V^\ell\) is proper in \(V^\ell\) because \(F(\vec{g}_0) \neq 0\), and it contains \(E'\).

Finally, every entry of \(M\) is of degree 2 in the entries of the \(g_i\), because \(g_i^{-1}\) is of degree 1; hence,

\[\deg(E) \leq \deg(F) \leq 2(\ell - 1) \dim(G) \leq 4r^2(2r + 1),\]

and we are done. \(\square\)

### 4.2. Dimensional estimate.

Now we put together Sections 3 and 4.1 to obtain the estimate we want.

We start by proving that escaping will indeed be possible during the proof of the main result. Recall that we write \(S^k\) for the set \(S \times \ldots \times S\) (\(k\) times), so as to distinguish it from \(S^k\). Also, we have \(A^{k \times k} = (A \times k) = G^{(k \times k)} = G^k(K)\).

**Lemma 4.3.** Let \(G < \text{GL}_N\) be an untwisted classical group of rank \(r\) defined over \(K = \mathbb{F}_q\). Assume that \(q \geq e^{8r\log(2r)}\) and \(\text{char}(\mathbb{F}_q) > 2\). Let \(g \in G(K)\) be regular semisimple, and let \(V = \text{Cl}(g)\).

Then, for any variety \(E = \{\vec{x} \in K^{N^2} : F(\vec{x}) = 0\}\) defined over \(K\) with \(E \cap V^\ell \subsetneq V^\ell\) and \(\deg(F) \leq 2(\ell - 1) \dim(G)\), we have \(E(K) \cap V^\ell(K) \subsetneq V^\ell(K)\).

**Proof.** By Proposition 2.6, \(V\) is a variety defined over \(K\), and by definition the set \(V(K)\) is closed under the action of conjugation by \(G(K)\). Divide \(V(K)\) into the orbits of this action, and take any set \(S\) of elements of \(G(K)\) such that for each orbit \(O\) there is exactly one \(s \in S\) with \(sgs^{-1} \in O\).

For each \(\vec{s} = (s_1, \ldots, s_\ell) \in S^\ell\), let \(\varphi_{\vec{s}} : G^\ell \to V^\ell\) be the map

\[\varphi_{\vec{s}}(h_1, \ldots, h_\ell) = (h_1s_1gs_1^{-1}h_1^{-1}, \ldots, h_\ell s_\ell gs_\ell^{-1}h_\ell^{-1}).\]

By construction, \(V^\ell(K)\) is the disjoint union of the \(\varphi_{\vec{s}}(G(K))\) for all \(\vec{s} \in S\). The variety \(\vec{E}_{\vec{s}} = \varphi_{\vec{s}}^{-1}(E)\) is defined by the equation \(F(\varphi_{\vec{s}}(\vec{x})) = 0\); observe that \(F \circ \varphi_{\vec{s}}\) is a polynomial of degree \(\leq 4(\ell - 1) \dim(G)\) because the inverse map has degree 1. Since \(E \cap V^\ell \subsetneq V^\ell\), by definition we also have \(\vec{E}_{\vec{s}} \cap G^\ell \subsetneq G^\ell\): therefore, we can apply Corollary 2.10(a) to \(\vec{E}_{\vec{s}}\) and obtain that \(\vec{E}_{\vec{s}}(K) \cap G^\ell(K) \subsetneq G^\ell(K)\). In particular, by the definition of \(\vec{E}_{\vec{s}}\) we obtain as well \(E(K) \cap \varphi_{\vec{s}}(G(K)) \subsetneq \varphi_{\vec{s}}(G(K))\). Since the union is disjoint, this implies that \(E(K) \cap V^\ell(K) \subsetneq V^\ell(K)\). \(\square\)

**Theorem 4.4.** Let \(G < \text{GL}_N\) be an untwisted classical group of rank \(r\) defined over \(K = \mathbb{F}_q\). Assume that \(q \geq e^{8r\log(2r)}\) and \(\text{char}(\mathbb{F}_q) > N\). Let \(A\) be a symmetric set of generators of \(G(K)\). Let \(g \in G(K)\) be regular semisimple, and let \(V = \text{Cl}(g)\).
Then, for any \( t \geq 1 \), we have \(|A^t \cap V(K)| \leq C_1|A^{C_2}|^{\dim(V) \over \dim(G)}\) with \( C_1 \leq (2r)^{18r^2} \), and \( C_2 \leq (2r)^{17r^2 + 2t} \).

**Proof.** Consider the map \( f \) defined in (4.1), for which \( m\deg(f) \leq 2 \), and let \( E \) be the variety defined in Lemma 4.2 by a polynomial \( F \). We know that \( E \cap V^\ell \) is a proper subvariety of \( V^\ell \) containing all the connected components of dimension \( \geq 1 \) of the fibres of \( V^\ell \) through \( f \), and we have also \( \deg(E) \leq \deg(F) \leq 2(\ell - 1)\dim(G) \).

Following the outline at the beginning of the section, our proof is articulated into two steps. First, we bound the number of points in the 0-dimensional part of a fibre: see (4.2). Second, we use the escape procedure as given in Corollary 3.5 to end up outside \( E \): this results in the construction of an escape map \( w_1 \) as in (4.3). Combining the two steps, we find how many points of \((A^t \cap V(K))^{\ell}_{\cdot} \) at most are sent to a unique point of some \((A^{C_2})^{(\ell - 1)} \) via \( f \), or rather via the composition \( w_2 = f \circ w_1 \) defined in (4.3). This procedure leads to (4.5), and then to the final estimate.

We start with the fibre bound. Let \( \bar{x} \notin E \): then \( \bar{x} \) sits in the union \( S_\bar{x} \) of all 0-dimensional components of the fibre \( f^{-1}(\bar{x}) \). By definition, \( S_\bar{x} \) is made of finitely many points: we want to estimate \( |S_\bar{x}| \) independently from \( \bar{x} \); we may do so by bounding the degree of the fibre directly, but there is a more convenient route. Given \( \bar{y} = (y_1, \ldots, y_{\ell-1}) \in G^{\ell-1} \), define the variety

\[
W(\bar{y}) = \{ v_1 \in G : p_{v_1} = p_{v_1 y_1} = p_{v_1 y_1 y_2} = \cdots = p_{v_1 y_1 \cdots y_{\ell-1}} = p_{y_1} \},
\]

where \( p_h \) denotes the characteristic polynomial of \( h \), and define also the map

\[
F_\bar{y} : G \to G^\ell, \quad F_{\bar{y}}(v_1) = (v_1, v_1 y_1, v_1 y_1 y_2, \ldots, v_1 y_1 \cdots y_{\ell-1}).
\]

The map \( F_{\bar{y}} \) is a morphism, and its inverse is just the projection to the first component, thus \( F_{\bar{y}}(W(\bar{y})) \) is isomorphic to \( W(\bar{y}) \). On one hand, \( F_{\bar{y}}(W(\bar{y})) \) is equal to \( V^\ell \cap f^{-1}(\bar{y}) \) by construction. Isomorphisms preserve the number of isolated points, i.e. of 0-dimensional components, even when they do not preserve overall degrees: therefore

\[
|S_\bar{x}| = |\{ \text{isolated points of } f^{-1}(\bar{x}) \}| = |\{ \text{isolated points of } W(f(\bar{x})) \}| \leq \deg(W(f(\bar{x}))).
\]

Then, arguing as in the proof of Proposition 2.6, we obtain that \( \deg(W(f(\bar{x}))) \leq (r!)^\ell \deg(G) \), which gives

\[
|S_\bar{x}| \leq (r!)^\ell \deg(G) \leq r^{4r^2}
\]

for \( r > 1 \), and \( |S_\bar{x}| \leq 2 \) for \( r = 1 \). Now apply Corollary 3.5 for \((G, K, A, V, S) = (G(K), K, A, E, \ell)\) and the action of \( G(K) \) by conjugation. Thus, we know that there is a set of \((m + 1)\ell\) invertible functions, say \( w_\theta \) for an index \( 1 \leq \theta \leq (m + 1)\ell \), such that \( w_\theta((A^t \cap V(K))^{\ell}_{\cdot}) \subseteq (A^{2k+t} \cap V(K))^{\ell}_{\cdot} \) for all \( \theta \), and also such that for every \( \bar{x} \in V^\ell(K) \) there is some \( \theta_{\bar{x}} \) with \( w_{\theta_{\bar{x}}}(\bar{x}) \notin E(K) \) (because \( E \cap V^\ell \subseteq V^\ell \) implies \( V^\ell(K) \notin E(K) \) by Lemma 4.3). Construct the functions \( w_1 : V^\ell(K) \to V^\ell(K) \) and \( w_2 : V^\ell(K) \to G^{\ell-1}(K) \) given by

\[
w_1(\bar{x}) = w_{\theta_{\bar{x}}}(\bar{x}), \quad w_2(\bar{x}) = f(w_1(\bar{x})).
\]

We have

\[
w_2((A^t \cap V(K))^{\ell}_{\cdot}) \subseteq f((A^{2k+t} \cap V(K))^{\ell}_{\cdot} \setminus E(K)) \subseteq (A^{4k+2t})^{(\ell - 1)}_{\cdot},
\]
so let us examine preimages via $w_2$. On one hand, for any fixed $\vec{z} \in (A^{k+2t})^{\times (\ell - 1)}$ there can only be at most $\max\{2, r^{4r^2}\}$ elements $\vec{y} \in (A^{k+t} \cap V(K))^{\times t} \setminus E(K)$ whose image via $f$ is $\vec{z}$: this is because each $\vec{y}$ must sit inside $S_{\vec{z}}$ (by definition of $E$), and the bound follows from (4.2). On the other hand, for any fixed $\vec{y}$ there can only be at most $(m + 1)^t$ elements $\vec{x} \in (A^t \cap V(K))^{\times \ell}$ whose preimage via $w_1$ is $\vec{y}$, because each $w_\theta$ is invertible. Combining these facts with (4.4), we conclude that

$$\left| (A^t \cap V(K))^{\times \ell} \right| \leq (m + 1)^t \max\{2, r^{4r^2}\} \left| (A^{k+2t})^{\times (\ell - 1)} \right|,$$

which implies

$$\left| A^t \cap V(K) \right| \leq (m + 1) \max\{2, r^{4r^2}\}^{1/\ell} |A^{k+2t}|^{1 - 1/\ell}. \tag{4.5}$$

It remains only to estimate the values of $m$ and $k$, which according to Corollary 3.5 are given by Proposition 3.2. For $G \neq SL_n$, by Proposition 3.2, Table 1, and the bound $\deg(E) \leq \deg(F) \leq 2(\ell - 1) \dim(G)$, we obtain

$$m, k \leq \left( 1 + \frac{1}{\deg(F) - 1} \right) \deg(F)^{N^2} < \frac{1}{4} (2r)^{17r^2}, \tag{4.6}$$

which gives us the desired $C_2$. For $G = SL_n$ we may use the alternative bounds in Corollary 3.5: since $E$ is given by one equation $F(\vec{x}) = 0$, restricting to $G$ replaces the entries of $\vec{x}$ with polynomials of degree $n - 1$ in the entries of the upper left corners of $\vec{x}$, thus yielding $\deg(E \cap G) \leq (n - 1) \deg(F)$. The bound then becomes

$$m, k \leq \left( 1 + \frac{1}{(n - 1) \deg(F) - 1} \right) ((n - 1) \deg(F))^{1/4} < \frac{1}{4} (2r)^{17r^2}, \tag{4.7}$$

again giving the desired $C_2$. Then, inside (4.5) we can bound $(2r)^{17r^2} \max\{2, r^{4r^2}\}^{1/\ell} \leq (2r)^{18r^2}$ case by case, which gives us the desired $C_1$. \hfill \Box

5. Estimates for non-maximal tori

Our aim in this section is to prove an upper bound for $|A^t \cap T(K)|$, where $T$ is a torus of $G$ whose elements are not regular semisimple. This will help us conclude that not only can we find when necessary some $g \in A^t \cap T_{\text{max}}(K)$, for $T_{\text{max}}$ a maximal torus and for $t$ small, but that we can also assume $g$ to be regular semisimple. For the rest of the section we suppose that $r \geq 2$, since all tori are maximal by definition when the rank is 1, and append the case $r = 1$ only at the very end (Corollary 5.6).

The exponent in the dimensional estimate we obtain here is not as tight as in the case of $\text{Cl}(g)$: instead of aiming for $\frac{\dim(T)}{\dim(G)}$, we content ourselves with $\frac{1}{t + 1}$. As long as it is bounded away from $\frac{1}{t} = \frac{\dim(T_{\text{max}})}{\dim(G)}$, we are fine.

Our process follows in many parts [20, §§4-5]. The key ideas of the proof are essentially as in Section 4. We find a suitable map from $T^{t+1}$ to $G$, given in (5.4), proving first in Section 5.1 that its generic fibre will be 0-dimensional. Then we find a variety $E$ containing all large fibre components, and we bound its degree: this is the role played by Proposition 5.4, where in the end $E = \tilde{Y}|_{\vec{x} = \vec{y}}$ for some suitable $\vec{y} \notin \tilde{X}$. Finally, from this construction we reach our estimate in Theorem 5.5: the result already appears for $G = SL_n$ as [20, Cor. 5.14], though without explicit constants.
5.1. Linear independence. Fix any non-maximal torus $T$, and recall that $\ell = \frac{\dim(G)}{r}$. We want to find a “good” $\vec{g} = (g_1, \ldots, g_\ell) \in G^\ell$, in the sense that the Lie algebra $\mathfrak{t}$ of $T$ and its adjoint spaces $\text{Ad}_{g_i}(\mathfrak{t})$ are all linearly independent; in other words, the only linear combination $v + v_1 + \ldots + v_\ell$ equal to 0 for $v \in \mathfrak{t}$ and $v_i \in \text{Ad}_{g_i}(\mathfrak{t})$ is the trivial one. Here we establish that there is at least one such $\vec{g}$.

Recall the definition of canonical torus from Definition 2.7. For canonical non-maximal tori, we can explicitly construct a linearly independent combination of spaces.

**Proposition 5.1.** Let $G = G_n < \text{GL}_N$ be an untwisted classical group of rank $r \geq 2$ over $\mathbb{F}_q$, with $\ell = \frac{\dim(G)}{r}$, and let $T$ be a canonical non-maximal torus of $G$. Assume that $\text{char}(\mathbb{F}_q) \nmid 2N$.

Then, there is a tuple $\vec{g} = (g_1, \ldots, g_\ell) \in \mathfrak{g}^\ell(\mathbb{F}_q)$ such that the spaces $\mathfrak{t}, [g_1, \mathfrak{t}], \ldots, [g_\ell, \mathfrak{t}]$ are linearly independent and of dimension $\dim(\mathfrak{t})$.

**Proof.** We prove the statement case by case. For $G_n = \text{SL}_n$ (and $\text{char}(\mathbb{F}_q) \nmid N$), this is [20, Lemma 5.12]: the result is proved for the more common representation of $\text{SL}_n$, but it extends naturally to $\text{SL}_n$ as in Definition 2.5 by constructing the spaces in the upper left corner.

Let $G_n = \text{SO}_n^\pm$, for which $\ell = 2n - 1$. Its Lie algebra $\mathfrak{so}_n^\pm$ is given in §2.2. We may embed a copy of $\mathfrak{so}_{2n-2}^\pm$ inside $\mathfrak{so}_n^\pm$ as

$$
\iota : \mathfrak{so}_{2n-2}^\pm \rightarrow \mathfrak{so}_n^\pm,
$$

and

$$
\iota \begin{pmatrix}
 x_{11} & x_{12} \\
x_{21} & x_{22}
\end{pmatrix} =
\begin{pmatrix}
 x_{11} & 0 & x_{12} & 0 \\
0 & 0 & 0 & 0 \\
x_{21} & 0 & x_{22} & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
$$

Let $\mathfrak{t}'$ be the Lie algebra of the canonical maximal torus of $\mathfrak{so}_{2n-2}^\pm$, and recall that it is the same as the diagonal Cartan subalgebra of $\mathfrak{so}_{2n-2}^\pm$. We apply [20, Lemma 5.2] to $\mathfrak{so}_{2n-2}^\pm$: the result holds since $\text{char}(\mathbb{F}_q) \neq 2$, and it can be used whenever $2n - 2 \geq 2$ (by our definition $n \geq 4$, so we are fine). Therefore, there are $2n - 4 = \ell - 3$ elements $g_1, \ldots, g_{\ell-3} \in \mathfrak{so}_{2n-2}^\pm$ such that $\mathfrak{t}', [g_1, \mathfrak{t}'], \ldots, [g_{\ell-3}, \mathfrak{t}']$ are linearly independent inside $\mathfrak{so}_{2n-2}^\pm$ and of dimension $\dim(\mathfrak{t}')$. Since $\sum \eta_i a_i = 0$ with $\eta_i \neq 0$, $a_i$ is linearly dependent on $a_1, \ldots, a_{\ell-1}$ inside $\mathfrak{t}$: this means that the $a_1, \ldots, a_{\ell-1}$ are linearly independent in $\mathfrak{t}$, and that $\iota([g_i, \mathfrak{t}']) = [\iota(g_i), \mathfrak{t}]$. This implies that the spaces $\mathfrak{t}, [\iota(g_1), \mathfrak{t}], \ldots, [\iota(g_{\ell-3}), \mathfrak{t}]$ are also linearly independent and of dimension $\dim(\mathfrak{t}') = \dim(\mathfrak{t})$.

We need 3 more elements. Call $v$ the $(n - 1) \times 1$ matrix having all entries 1, and call $e_i$ the $(n - 1) \times 1$ matrix having 1 at the $i$-th entry and 0 elsewhere. Then, since $n \geq 4$, we can take

$$
h_1 = \begin{pmatrix}
 0 & v & 0 & 0 \\
0 & 0 & 0 & 0 \\
e_2 & 0 & 0 & 0 \\
e_2^\top & 0 & -v^\top & 0
\end{pmatrix},
$$

and

$$
h_2 = \begin{pmatrix}
 0 & 0 & 0 & 0 \\
0 & 0 & v & 0 \\
e_3 & 0 & 0 & 0 \\
e_3^\top & 0 & 0 & 0
\end{pmatrix}.
$$
\[
\begin{pmatrix}
\vec{0} & e_1 & \vec{0} & v \\
-e_1^\top & 0 & -v^\top & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \vec{0} & 0
\end{pmatrix}.
\]

The spaces \( [h_j, t] \) have matrices whose nonzero entries are concentrated in the \( n \)-th and \( 2n \)-th rows and columns, so their span is orthogonal to \( \ell(\mathfrak{so}^+_{2n-2}) \). We only need to verify that they are linearly independent among each other and of dimension \( \dim(t) \). Given \( t_j \in t \) defined by entries \( a_{j,i} \), the sum \( x = [h_1, t_1] + [h_2, t_2] + [h_3, t_3] \) has entries

\[
x_{2n,n+i} = a_{1,i} - a_{1,n} \quad (1 \leq i < n), \quad x_{n+2,n} = a_{1,2} + a_{1,n},
\]

\[
x_{n+1,2n} = a_{2,i} - a_{2,n} \quad (1 \leq i < n), \quad x_{n+3,n} = a_{2,3} + a_{2,n},
\]

\[
x_{n,n+i} = a_{3,i} + a_{3,n} \quad (1 \leq i < n), \quad x_{1,n} = -a_{1,1} - a_{3,1} + a_{1,n} + a_{3,n}.
\]

Since \( \text{char}(\mathbb{F}_q) \neq 2 \) we can reconstruct all the entries of the \( t_j \) from \( x \), and we are done. This completes the case \( G_n = \text{SO}^+_{2n} \).

Let \( G_n = \text{SO}^+_{2n+1} \), for which \( \ell = 2n + 1 \). Its Lie algebra \( \mathfrak{so}_{2n+1} \) is again given in §2.2.

We may embed a copy of \( \mathfrak{so}^+_{2n} \) inside \( \mathfrak{so}_{2n+1} \) as

\[
\ell : \mathfrak{so}^+_{2n} \to \mathfrak{so}_{2n+1}, \quad \ell \left( \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{pmatrix} \right) = \left( \begin{pmatrix} x_{11} & x_{12} & \vec{0} \\ x_{21} & x_{22} & \vec{0} \\ 0 & 0 & 0 \end{pmatrix} \right).
\]

The images via \( \ell \) of the \( \ell - 2 \) elements of \( \mathfrak{so}^+_{2n} \) we found before can be used for \( \mathfrak{so}_{2n+1} \) too, so it is sufficient to find 2 more elements. Call \( v \) the \( n \times 1 \) matrix having all entries 1. Then we can take

\[
h_1 = \left( \begin{array}{c|c|c}
\vec{0} & \vec{0} & v \\
\hline
\vec{0} & \vec{0} & \vec{0} \\
\hline
0 & -v^\top & 0
\end{array} \right), \quad h_2 = \left( \begin{array}{c|c|c}
\vec{0} & \vec{0} & \vec{0} \\
\hline
\vec{0} & \vec{0} & v \\
\hline
v & 0 & 0
\end{array} \right).
\]

The matrices \( [h_1, t], [h_2, t] \) have nonzero entries only in the last row and column. Moreover, \( a_j \) appears as \( x_{2n+1,n+j} \) in \( [h_1, t] \), and as \( x_{n+j,2n+1} \) in \( [h_2, t] \). This completes the case \( G_n = \text{SO}^+_{2n+1} \).

Finally, let \( G_n = \text{Sp}_{2n} \), for which \( \ell = 2n + 1 \). Its Lie algebra \( \mathfrak{sp}_{2n} \) is the set of matrices

\[
\begin{pmatrix} A & B \\ C & -A^\top \end{pmatrix}
\]

with \( B^\top = B \) and \( C^\top = C \). We may embed a copy of \( \mathfrak{sp}_{2n-2} \) inside \( \mathfrak{sp}_{2n} \) as

\[
\ell : \mathfrak{sp}_{2n-2} \to \mathfrak{sp}_{2n}, \quad \ell \left( \begin{pmatrix} A & B \\ C & -A^\top \end{pmatrix} \right) = \begin{pmatrix} A & \vec{0} & B & \vec{0} \\ \vec{0} & 0 & \vec{0} & \vec{0} \\ C & 0 & -A^\top & 0 \\ \vec{0} & 0 & \vec{0} & 0 \end{pmatrix}.
\]

As in the case of \( \text{SO}^+_{2n} \), by [20, Lemma 5.2] we can take \( \ell - 3 \) elements from \( \mathfrak{sp}_{2n-2} \) whose images via \( \ell \) are suitable elements for our \( t \). We need 3 more.
Since \( \eta_n \neq 0 \), we must have either \( \eta_n + \sum_{i \neq n} \eta_i \neq 0 \) or \( \eta_n - \sum_{i \neq n} \eta_i \neq 0 \). Assume first the former inequality. Then, for \( i = 1, 2, 3 \) we define \( h_i = \begin{pmatrix} A_i & B_i \\ 0 & -A_i^T \end{pmatrix} \) with

\[
A_1 = A_2^T = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad B_3 = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}, \quad A_3 = B_1 = B_2 = 0.
\]

The set of coordinates with nonzero entries of each \([h_i, t]\) is disjoint from the others and from those of the already considered elements, so we only need to prove that \( \dim([h_i, t]) = \dim(t) \). For \([h_2, t]\), we have \( x_{j,2n} = -a_j - a_n \) for \( j \geq n \); thus, since \( \text{char}(\mathbb{F}_q) \neq 2 \) we get \( a_n \) from \( x_{n,2n} \) and then all other \( a_j \). For \([h_1, t]\), we have \( x_{j,n} = a_n - a_j \) for \( j < n \), and analogous entries are found in \([h_2, t]\). Define the map \( \varphi_+ : \mathbb{A}^n \to \mathbb{A}^n \) as \( \varphi_+(\vec{y}) = (y_n - y_1, \ldots, y_n - y_{n-1}) \), and note that \( \dim(\varphi_+(\mathbb{A}^n)) = \dim(\mathbb{A}^n) = n - 1 = \dim(t) \); as long as \( \varphi_+(V) = \mathbb{A}^n \) for \( V = \{ \vec{y} \in \mathbb{A}^n : \sum_i \eta_i y_i = 0 \} \), we are settled. For \( s \in \mathbb{A}^{n-1} \), an element of the fibre \( \varphi_+(\mathbb{A}) \cap V \) has to have \( y_j = y_n + s_j \) for all \( j < n \), and it must satisfy \( \sum_i \eta_i y_i = \eta_n y_n + \sum_{i \neq n} \eta_i (y_n + s_i) = 0 \) too; but there is always a \( y_n \) satisfying such an equation, since \( \eta_n + \sum_{i \neq n} \eta_i \neq 0 \) by hypothesis, so \( \varphi_+(V) = \mathbb{A}^{n-1} \) and we are done.

Assume now instead that \( \eta_n + \sum_{i \neq n} \eta_i = 0 \), which implies \( \eta_n - \sum_{i \neq n} \eta_i \neq 0 \). In this case we define \( h_i = \begin{pmatrix} A_i & B_i \\ C_i & -A_i^T \end{pmatrix} \) with

\[
A_1 = A_2^T = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad B_3 = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}, \quad B_1 = C_2 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_3 = B_2 = C_1 = C_3 = 0.
\]

For \([h_1, t]\), we have \( x_{j,n} = a_n - a_j \) for \( j < n \) and \( x_{2n,n} = 2a_n \). For \([h_2, t]\), we have \( x_{j,n} = a_j - a_n \) for \( j < n \) and \( x_{2n,n} = 2a_n \). For \([h_3, t]\), we have \( x_{j,2n} = -a_n - a_j \) for \( j < n \). Defining \( \varphi_- : \mathbb{A}^n \to \mathbb{A}^n \) as \( \varphi_-(\vec{y}) = (y_n + y_1, \ldots, y_n + y_{n-1}) \), we repeat the passages as in the previous case and find that \( \varphi_-(V) = \mathbb{A}^{n-1} \) using \( \eta_n - \sum_{i \neq n} \eta_i \neq 0 \). This completes the case \( G_n = \text{Sp}_{2n} \). \( \square \)

From the result above, we get an analogous statement for arbitrary non-maximal tori.

**Corollary 5.2.** Let \( G = G_n < \text{GL}_N \) be an untwisted classical group of rank \( r \geq 2 \) over \( \mathbb{F}_q \), with \( \ell = \frac{\dim(G)}{\text{dim}(\mathfrak{t})} \), and let \( T \) be a non-maximal torus of \( G \), with Lie algebra \( \mathfrak{t} \). Assume that \( q \geq e^{3r \log(2^r)} \) and \( \text{char}(\mathbb{F}_q) > N \).

Then there is a tuple \( \vec{g} = (g_1, \ldots, g_r) \in G^r(\mathbb{F}_q) \) such that the spaces \( \mathfrak{t}, \text{Ad}_{g_1}(\mathfrak{t}), \ldots, \text{Ad}_{g_r}(\mathfrak{t}) \) are linearly independent and of dimension \( \dim(\mathfrak{t}) \).

**Proof.** Let \( T_{\text{max}} \) be a maximal torus of \( G \) containing \( T \). By [20, Lemma 4.14], there is a non-trivial character \( \alpha : T_{\text{max}} \to \mathbb{A}^1 \) such that \( T \subseteq \ker(\alpha) \): \( \alpha \) is a map of the form \( \alpha(x_1, \ldots, x_\ell) = \prod_i x_i^{\eta_i} \) for some \( \eta_i \in \mathbb{Z} \) not all 0, where the \( x_i \) are the free parameters defining \( T_{\text{max}} \). Without loss of generality, we may assume that \( T = \ker(\alpha) \), as linear independence for \( \ker(\alpha) \) and its adjoints implies linear independence for their subspaces; up to conjugation, we may also assume that \( T_{\text{max}} \) is canonical as in Definition 2.7, since all maximal tori are conjugate in \( G \). Then, the Lie algebra \( \mathfrak{t} \) lies inside the kernel \( \mathfrak{k} \) of the corresponding character \( \tilde{\alpha} : t_{\text{max}} \to \mathbb{A}^1 \) given by \( \tilde{\alpha}(a) = \sum_i \eta_i a_i \); up to conjugation again, we can reorder the \( a_i \) so as to have \( \eta_i \neq 0 \).
We may have $\alpha$ identically 0 on $F_q$, so we avoid this case by reasoning as follows. Let $p = \text{char}(F_q)$, and let $p^c$ be the highest power of $p$ dividing all the $\eta_i$: then $\alpha(x) = \alpha'(x) p^c$, where $\alpha'(x) = \prod_i x_i^{\eta_i}$ is a non-trivial character with $p \nmid \gcd(\eta_1', \ldots, \eta_m')$. The new character $\alpha'$ has the same kernel $\ell$, because $y \mapsto y^{p^c}$ is a power of the Frobenius automorphism of $F_q$ and thus $\alpha(x) = 1$ if and only if $\alpha'(x) = 1$. Therefore we may work with $\alpha'$ instead of $\alpha$, and $\sum_i \eta_i' a_i$ is not identically 0 anymore.

By the description above, $T$ is canonical. Since in particular $p \nmid 2N$, by Proposition 5.1 there is some $\tilde{g} \in g^t(F_q)$ for which the spaces $\ell, [g_1', \ell], \ldots, [g_l', \ell]$ are linearly independent and of dimension $\dim(\ell)$, so the same holds for $t, [g_1', t], \ldots, [g_l', t]$. Then, since $p > \dim(t)$, the previous assertion implies that for every $\tilde{g} \in G^t(F_q)$ outside a proper subvariety $X \subseteq G^t$ the spaces $t, \text{Ad}_{g_1}(t), \ldots, \text{Ad}_{g_l}(t)$ are linearly independent and of dimension $\dim(t)$ by [20, Prop. 4.13].

It remains to find some $\tilde{g}$ inside $G^t(F_q)$ specifically. We have $p > r$, so we can use [20, (4.14)] to define $X$: thus, $X$ is defined by the equation $\theta \wedge \text{Ad}_{g_1}(\theta) \wedge \ldots \wedge \text{Ad}_{g_l}(\theta) = 0$, where $\theta$ is the exterior product of a basis of $\ell$. Since $\text{Ad}_g(x)$ has degree 2 in the entries of $g$, and since $x \wedge y$ has degree equal to the sum of the degrees of $x, y$, $X$ is defined by finitely many equations $f_i = 0$ with $\deg(f_i) \leq 2l$: at least one $f_{i_0}$ gives a proper subvariety of $G^t$, or else $X$ itself would not be proper. Therefore we can actually work with $\tilde{X} = \{ f_{i_0} = 0 \}$. By Corollary 2.10(b), there exists a $\tilde{g} \in G^t(F_q) \setminus \tilde{X}(F_q)$. \hfill $\Box$

5.2. Dimensional estimates. We start with a technical lemma. Recall the definition of non-singular derivative from Section 4.

**Lemma 5.3.** Let $f : X \rightarrow A^m$ be a morphism. Let $E \subseteq X$ be such that $\ker f|_{x=x_0}$ is non-singular for all $x_0 \in X \setminus E$. Then, for any $x_0 \in X \setminus E$, we have

$$\dim(f^{-1}(f(x_0)) \setminus E) = 0,$$

$$\deg(f^{-1}(f(x_0)) \setminus E) \leq \deg(X) \cdot \deg(f)^m.$$

**Proof.** Fix some $x_0 \in X \setminus E$ (if $E = X$ the statement is empty), and assume that $x_0$ sits on an irreducible component $Z$ of $f^{-1}(f(x_0)) \setminus E$ of dimension at least 1. Then, any nonzero vector $v \in TZ|_{x=x_0}$ must have $\ker f|_{x=x_0}(v) = 0$, since it is tangent to the fibre of $f$ at $x_0$, which contradicts non-singularity at $x_0$.

It remains to bound the degree. For a 0-dimensional object we can write

$$\ker f|_{x=x_0} = f^{-1}(f(x_0)) \setminus E = f^{-1}(f(x_0)) \setminus (f^{-1}(f(x_0)) \cap E),$$

so we have reduced ourselves to a situation in which $Z = Z_1 \setminus Z_2$ with all $Z, Z_1, Z_2$ being varieties and with $Z_1 \supseteq Z_2$: in this case we must have $Z_1 = Z \cup Z_2$, and then $\deg(Z) \leq \deg(Z_1)$. Thus, the degree is bounded by

$$\deg(f^{-1}(f(x_0))) = \deg(\{ x \in X : f(x) = f(x_0) \}) \leq \deg(X) \cdot \deg(f)^m,$$

and we are done. \hfill $\Box$

Let $\phi : G^t \times T^{\ell+1} \rightarrow G$ be the map given by

$$\phi((\vec{x}, \vec{y})) = \phi((x_1, x_2, \ldots, x_{\ell}), (y_1, y_2, \ldots, y_{\ell})) = y \cdot x_1 y_1 x_1^{-1} \cdot x_2 y_2 x_2^{-1} \cdots \cdot x_{\ell} y_\ell x_{\ell}^{-1}.$$
For fixed $\vec{g} \in G^\ell$, we write $\phi_\vec{g} : T^{\ell+1} \to G$ for the map defined by $\phi_\vec{g}(\vec{y}) = \phi(\vec{g}, \vec{y})$. As mentioned before, for all $\vec{g} \in G^\ell$ and $\vec{t} \in T^{\ell+1}$ the map $\phi_\vec{g}$ defines a derivative

$$(D\phi_{\vec{g}})_{|\vec{g}=\vec{t}} : TT^{\ell+1}|_{\vec{y}=\vec{t}} \to TG|_{z=\phi_\vec{g}(\vec{t})}, \quad (D\phi_{\vec{g}})_{|\vec{g}=\vec{t}}(v) = \frac{\partial}{\partial \vec{y}}\phi_\vec{g}(\vec{y})_{|\vec{y}=\vec{t}}(v).$$

Call

$$Y_{G^\ell \times T^{\ell+1}} = \{(\vec{g}, \vec{t}) \in G^\ell \times T^{\ell+1} : (D\phi_{\vec{g}})|_{\vec{y}=\vec{t}} \text{ is singular}\}.$$ 

Let $\psi : G^\ell \times T^{\ell+1} \to G^\ell$ be the map defined by $\psi(\vec{x}, \vec{y}) = (x_1, x_2, \ldots, x_{\ell'})$ where $x_1 = x_\ell$, and $x_j = x_{j+1}^{-1}y_jx_{j+1}^{-1}$ for $1 \leq j \leq \ell - 1$. Note that, if we call $\psi_\ell : G^\ell \to G^\ell$ the map given by $\psi_\ell(\vec{x}) = \psi(\vec{x}, \vec{t})$, then $\psi_\ell^{-1} = \psi_\ell$. Finally, define the map

$$\rho_{(\vec{g}, \vec{t})} : TT^{\ell+1}|_{\vec{y}=\vec{e}} \to TG|_{z=\vec{e}}, \quad \rho_{(\vec{g}, \vec{t})}(v) = \left(\frac{\partial}{\partial \vec{y}}\phi_\vec{g}(\vec{g}, \vec{t}, \vec{y})\right)_{|\vec{y}=\vec{e}}(v).$$

By the definition of $\psi$, in practice we are moving $(D\phi_{\vec{g}})|_{\vec{y}=\vec{t}}$ to the tangent spaces at the identity, so that we can work with the derivative map while having domain and codomain independent from $\vec{g}, \vec{t}$.

The following proposition is closely related to [20, Prop. 4.9].

**Proposition 5.4.** Let $G < \text{GL}_N$ be an untwisted classical group of rank $r \geq 2$ over $\mathbb{F}_q$, with $\ell = \frac{\text{dim}(G)}{2}$, and let $T$ be a non-maximal torus of $G$. Assume that $q \geq e^{3r\log(2r)}$ and $\text{char}(\mathbb{F}_q) > N$.

Then, there are varieties $\bar{X} \subseteq \mathbb{A}^{N^2\ell}, \bar{Y} \subseteq \mathbb{A}^{N^2(2\ell + 1)}$ defined over $\mathbb{F}_q$ such that, calling $X = \bar{X} \cap G^\ell, Y = \bar{Y} \cap (G^\ell \times T^{\ell+1})$, the following properties are satisfied:

(i) $X \subseteq G^\ell$ and $Y \subseteq G^\ell \times T^{\ell+1}$,
(ii) $Y \supseteq Y_{G^\ell \times T^{\ell+1}}$, where the latter is as in (5.1),
(iii) $Y|_{\vec{y}=\vec{t}} \subseteq G^\ell$ for any $\vec{t} \in T^{\ell+1}$,
(iv) $(Y|_{\vec{x}=\vec{g}})(\mathbb{F}_q) \subseteq T^{\ell+1}(\mathbb{F}_q)$ for any $\vec{g} \in G^\ell \setminus X$, and in particular $\vec{e} \notin (Y|_{\vec{x}=\vec{g}})(\mathbb{F}_q)$,
(v) $\bar{X} = \{x \in \mathbb{A}^{N^2\ell} : F(x) = 0\}$ for some polynomial $F$ with $\text{deg}(F) \leq 2(r - 1)$, and
(vi) $\deg(Y|_{\vec{x}=\vec{g}}) \leq \frac{1}{2}(\ell - 1)(r - 1)$ for any $\vec{g} \in G^\ell$.

**Proof.** Observe that $(D\phi_{\vec{g}})|_{\vec{y}=\vec{t}}$ is non-singular if and only if $\rho_{(\vec{g}, \vec{t})}$ is non-singular. We can rewrite the map $\rho_{(\vec{g}, \vec{t})}$ as a linear map between Lie algebras; since

$$\phi_*(\psi(\vec{g}, \vec{t}), \vec{t}) = t \cdot \vec{g}_1t_1\vec{g}_1^{-1} \cdot \vec{g}_2t_2\vec{g}_2^{-1} \cdot \ldots \cdot \vec{g}_\ell t_\ell \vec{g}_\ell^{-1}$$

and $(\ell + 1) \dim(t) < \dim(\mathfrak{g})$, the requirement of a non-singular $\rho_{(\vec{g}, \vec{t})}$ translates into asking for the union of the bases of $t, \vec{g}_1t_1\vec{g}_1^{-1}, \ldots, \vec{g}_\ell t_\ell \vec{g}_\ell^{-1}$ to be a linearly independent set in $\mathfrak{g}$, which means that the spaces have all dimension $\dim(t)$ and they are transverse to each other (i.e. linearly independent). By Corollary 5.2 we know that for the choice $\vec{t} = \vec{e} = (e, e, \ldots, e)$ there are $\vec{g}_i \in G(\mathbb{F}_q)$ for which the spaces are of dimension $\dim(t)$ and transverse: in fact, by definition $\vec{g}_i = \vec{g}_i t_i$ when $\vec{t}$ is the identity tuple. Being transverse means that, fixing a basis of $t$, there is at least one nonzero minor in the $(q \cdot (\ell + 1) \dim(t), N^2)$-matrix defined by the bases of $t, \vec{g}_1t_1\vec{g}_1^{-1}, \ldots, \vec{g}_\ell t_\ell \vec{g}_\ell^{-1}$, where $N^2$ is the dimension of the ambient space for the corresponding $\mathfrak{g}$.
Let $\ell = \bar{e}$, and let $\bar{g}$ be a fixed tuple for which we have transverse spaces of maximal dimension. Fix one specific $((\ell + 1) \dim(t), (\ell + 1) \dim(t))$-submatrix $M$ as above whose corresponding minor $F$ is nonzero. We define the variety

$$\bar{X}(1) = \{g_1 \in \mathbb{A}^{N^2} : F(g_1, \bar{g}_2, \ldots, \bar{g}_\ell) = 0\},$$

where the $\bar{g}_2, \ldots, \bar{g}_\ell$ are treated like fixed constants; as we have already observed, $X(1) = \bar{X}(1) \cap G$ is proper in $G$, so we set $\bar{X} = \bar{X}(1) \times \mathbb{A}^{N^2(\ell - 1)}$ and $X = X(1) \times G^{\ell - 1} \subseteq G^\ell$.

Since any $x^{-1} \in G$ has entries that are polynomial in the entries of $x$, we can extend $\psi$ to a map $\psi : \mathbb{A}^{N^2(2\ell + 1)} \to \mathbb{A}^{N^2\ell}$. The pullback $\bar{Y} = \bar{\psi}^{-1}(\bar{X})$ is defined by the same $F$ in the corresponding spaces $\bar{g}_i^{(\ell - 1)}$, and $Y = \bar{Y} \cap (G^\ell \times T^{\ell + 1}) = \psi^{-1}(X)$ is proper in $G^\ell \times T^{\ell + 1}$. First of all $Y \supseteq Y_{G^\ell \times T^{\ell + 1}}$, since for the latter by definition all minors in the collection from which we picked $M$ are zero. Moreover, since $Y|_{\bar{g} = \bar{e}} = \psi_{\bar{c}}^{-1}(X)$ for every $\ell$, the properness of $X$ implies that $Y|_{\bar{g} = \bar{e}}$ is proper in $G^{\ell}$ as well. By definition, if $\bar{g} \notin X$ then $(D\phi_{\bar{g}})|_{\bar{g} = \bar{e}}$ is non-singular, so $(Y|_{\bar{g} = \bar{e}})_{(\bar{F})}$ is proper in $T^{\ell + 1}((\bar{F})_{\bar{e}})$ because it does not contain $\bar{e}$.

Finally, let us deal with degrees. $M$ has $\dim(t)$ rows that are subrows of the space $g_0(\bar{g}^{q_0 - 1})$: thus, their entries are polynomials of degree 2 in the entries of $g_0$, since the inverse map has degree 1; the other rows of $M$ depend only on the constants $\bar{g}_i$, so $\deg(F) \leq 2 \dim(t) \leq 2(r - 1)$. Consider then $Y|_{\bar{g} = \bar{e}}$, where $\bar{g} = (g_1, g_2, \ldots, g_\ell)$: it is defined by $F(g_1', \bar{g}_2, \ldots, \bar{g}_\ell) = 0$, where by the definition of $\bar{g}$ we have $\bar{g}_i' = \bar{g}_i$, $\bar{g}_j' = \bar{g}_j + \bar{g}_j^{-1} \bar{g}_j^{-1} g_1$ for $1 < j \leq \ell - 1$, and $g_1' = \bar{g}_1 \bar{g}_2^{-1} \bar{g}_2^{-1} g_1$ (thus, the $g_i$ for $i > 1$ do not matter). The $\dim(t)$ rows that come from the space $\bar{g}_i^{\ell - 1}$ have entries that are polynomial of degree $\ell - i$ in the entries of $\bar{g}$; similarly, the entries of the rows of $g_1' \bar{g}_j^{-1}$ are polynomial of degree $\ell$ in the entries of $\bar{g}_j$, and finally the entries of the rows of $t$ are constant, so

$$\deg(Y|_{\bar{g} = \bar{e}}) \leq \sum_{i=1}^{\ell} (\ell - i) \dim(t) \leq \frac{1}{2} \ell(\ell - 1)(r - 1),$$

and we are done. \hfill $\square$

Thanks to the properties of $\bar{X}, \bar{Y}, X, Y$ proved in Proposition 5.4, we show our main result of the section. For technical reasons, we work with a set $B$ generating a conjugate of $G(F_q)$ instead of generating $G(F_q)$ itself: this is because we can more easily characterize elements that are not regular semisimple inside the canonical diagonal torus, and then shift to any other torus by conjugation.

**Theorem 5.5.** Let $G < GL_N$ be an untwisted classical group of rank $r \geq 2$ over $K = \mathbb{F}_q$, with $\ell = \frac{\dim(G)}{2}$. Assume that $q \geq e^{3\log(2r)}$ and $\text{char}(\mathbb{F}_q) > N$. Fix some $h \in G(K)$, and let $B \subseteq G(K)$ be a set of generators of $hG(K)h^{-1}$ with $e \in B = B^{-1}$.

Take a non-maximal torus $T$ of $G$ of degree $\leq r 2^\ell$, contained in the canonical maximal torus of Definition 2.7. Then, for any $t \geq 1$ we have $|B^t \cap T(K)| \leq C_1 |B|^{C_2} |T|^{C_3}$, with $C_1 \leq \frac{1}{2(r + 1)} (2r)^{10r}$ and $C_2 \leq (2r)^{14r^2} + 4rt$.

**Proof.** For any finite set $S$, we write $S^k$ for the set $S \times \ldots \times S$ ($k$ times), so as to distinguish it from $S^k$. We have $(B^{x_1})^{x_2} = (B^{x_2})^{x_1} = (hG(K)h^{-1})^{x_2} = (hG(K)h^{-1})^{x_1} = (h^{x_1}G(K)h^{-1})$. As
$T(K)$ is also a group, call $\vec{e}_i$ the $i$-tuple $(e, \ldots, e)$ and define

$$B_0 = \bigcup_{i=0}^\ell \{\vec{e}_i\} \times (B \cap T(K)) \times \{\vec{e}_{\ell-i}\},$$

$$B_1 = (B^\ell \cap T(K)) \times (\ell+1),$$

$$(B_0)^\ell \subseteq B_1 \subseteq (B_0)^{(\ell+1)\ell},$$

$$T_0 = \langle B_0 \rangle = \langle B_1 \rangle.$$

We have $T_0 \subseteq T^{\ell+1}(K)$ and $\vec{e} = \vec{e}_{\ell+1} \subseteq B_1 = B_1^{-1}$ for $i = 0, 1$.

First, we select an appropriate tuple of elements of $G$. Let $\bar{X}, \bar{Y}, X, Y$ be as in Proposition 5.4: all of them are defined over $K$, and in particular we have $\bar{X} \cap G^\ell = X \subseteq G^\ell$. Call $\bar{h} = (h, h, \ldots, h) \in G^\ell(K)$. Set $V = \bar{h}^{-1}X\bar{h}$, a variety defined over $\bar{K}$ with $V \cap G^\ell = \bar{h}^{-1}X\bar{h} \subseteq G^\ell$; by Proposition 5.4(v), $V$ satisfies the hypotheses of Corollary 2.10(b). We obtain that

$$G^\ell(K) \supseteq (\bar{h}^{-1}X\bar{h})(K)$$

$$\Rightarrow \bar{h}G^\ell(K)\bar{h}^{-1} \supseteq \bar{h}(\bar{h}^{-1}X\bar{h})(K)\bar{h}^{-1} = \bar{h}h^{-1}X(K)\bar{h}^{-1} \cap \bar{h}G^\ell(K)\bar{h}^{-1}$$

$$\Rightarrow \bar{h}G^\ell(K)\bar{h}^{-1} \subseteq X(K).$$

Then we escape using Shitov, which is more convenient than either Corollary 3.3 or Ariadne’s cookbook since the degree of $\bar{X}$ is very small. Up to a degree-preserving isomorphism, we may think of $G^\ell$ as sitting diagonally inside $\text{Mat}_N$. Apply then Proposition 3.6 with $(K, A, N, V) = (\bar{K}, B^\ell, N\ell, \bar{X})$, and with $D = 2(r - 1)$ by Proposition 5.4(v). Thus, there exists $\bar{g} \in (B^k)^\ell$ such that $\bar{g} \notin X(K)$, where

$$k \leq 22(r - 1)(N\ell + 1)^2(r - 1)\log(N\ell).$$

For this choice of $\bar{g}$, define $E = \bar{Y}|_{\bar{x} = \bar{g}} \cap L^{\ell+1}$, where $L$ is as in (2.4). Hence

$$E \supseteq \bar{Y}|_{\bar{x} = \bar{g}} \cap L^{\ell+1} = Y|_{\bar{x} = \bar{g}},$$

which implies that $(D\phi_{\bar{g}})|_{\bar{x} = \bar{g}}$ is non-singular for any $\bar{g} \notin E$ by Proposition 5.4(ii).

Moreover $E(K) \cap T_0 \subseteq T_0$, because of Proposition 5.4(iv) and $\vec{e} \in B_0 \subseteq B_1 \subseteq T_0$. Finally, (2.4) and Proposition 5.4(vi) gives

$$\text{dim}(E) \leq (\ell + 1)\text{dim}(L) \leq N(\ell + 1),$$

$$\text{deg}(E) \leq \text{deg}(\bar{Y}|_{\bar{x} = \bar{g}}) \leq \frac{1}{2}\ell(\ell - 1)(r - 1).$$

By Proposition 3.2, there are elements $\vec{e} = \vec{b}_0, \vec{b}_1, \ldots, \vec{b}_{m_1}$ of $B_0^{m_2}$ such that $\bigcap_{0 \leq i \leq m_1} \vec{b}_i E$ is invariant under the action of $T_0$ by left multiplication and

$$m_1, m_2 \leq \left(1 + \frac{1}{\text{deg}(E) - 1}\right)\text{deg}(E)^{\text{dim}(E)+1} \leq \frac{3}{2} \left(\frac{1}{2}\ell(\ell - 1)(r - 1)\right)^{N(\ell+1)+1}.$$

This implies that $T_0 \cap \bigcap_{0 \leq i \leq m_1} \vec{b}_i E(K)$ is also $T_0$-invariant, and since $E(K) \cap T_0 \subseteq T_0$ it must be that

$$T_0 \cap \bigcap_{0 \leq i \leq m_1} \vec{b}_i E(K) = \emptyset.$$
Hence, each element of $B_1$ is outside $\tilde{b}_i E(K)$ for some $i$, implying
\[
|B^i \cap T(K)|^{\ell+1} = |B_1| \leq \sum_{i=0}^{m_1} |B_1 \cap (T_0 \setminus \tilde{b}_i E(K))| \\
\leq (m_1 + 1)|B_1 \cap (T_0 \setminus \tilde{b}_{i_0} E(K))|,
\]
where $i_0$ is the index for which the intersection above has maximal size.

Say $\tilde{g} = (g_1, \ldots, g_\ell)$ and $\tilde{b}_{i_0} = (b_0, b_1, \ldots, b_\ell)$. Consider now the map $\xi : T^{\ell+1} \to G$ defined as follows:
\[
\xi((t_0, t_1, t_2, \ldots, t_\ell)) = b_0^{-1} t_0 \cdot g_1 b_1^{-1} t_1 g_1^{-1} \cdot g_2 b_2^{-1} t_2 g_2^{-1} \cdots \cdot g_\ell b_\ell^{-1} t_\ell g_\ell^{-1}.
\]
By definition, $\xi$ is the composition of the left multiplication by $\tilde{b}_{i_0}^{-1}$ and of $\phi_{\tilde{g}}$. By (5.2), $(D\phi_{\tilde{g}})_{|\tilde{g}=\tilde{I}}$ is non-singular for any $\tilde{I} \not\in E$, so $\xi^{-1}(\xi(\tilde{I})) \setminus \tilde{b}_{i_0} E$ is $0$-dimensional for all $\tilde{I} \in T^{\ell+1} \setminus \tilde{b}_{i_0} E$ by Lemma 5.3. Furthermore, $\xi$ has been chosen so that $\xi(B_1) \subseteq B^{m_2 + (\ell+1)t + 2k\ell}$. Set
\[
C_2 = m_2 + (\ell + 1)t + 2k\ell \leq (2r)^{14r^2} + 4rt,
\]
where the inequality can be verified directly for $r \leq 20$, say, and deduced from $k \leq m_2 \leq (2r)^{13r^2}$ otherwise. We obtain
\[
|B_1 \cap (T_0 \setminus \tilde{b}_{i_0} E(K))| = \sum_{z \in B^{C_2}} |\xi^{-1}(z) \cap B_1 \cap (T_0 \setminus \tilde{b}_{i_0} E(K))| \\
\leq |B^{C_2}| \cdot \max_{\tilde{I} \in T^{\ell+1} \setminus \tilde{b}_{i_0} E} |B_1 \cap (\xi^{-1}(\xi(\tilde{I})) \setminus \tilde{b}_{i_0} E)(K)| \\
\leq |B^{C_2}| \cdot \max_{\tilde{I} \in T^{\ell+1} \setminus \tilde{b}_{i_0} E} \deg(\xi^{-1}(\xi(\tilde{I})) \setminus \tilde{b}_{i_0} E), \\
\leq |B^{C_2}| \cdot \max_{\tilde{I} \in T^{\ell+1} \setminus \tilde{b}_{i_0} E} \deg(T)^{\ell+1} \text{mdeg}(\xi)^{N^2},
\]
where the last inequality of (5.5) holds by Lemma 5.3.

Finally, note that $\deg(T) \leq r^{2r}$ by definition of $T$, and that $\text{mdeg}(\xi) = m\text{deg}(\phi_{\tilde{g}}) = \ell + 1$. Putting these estimates together with (5.3)–(5.5), we obtain
\[
|B^i \cap T(K)| \leq (m_1 + 1) \frac{C_1}{r^{14r^2}} \cdot r^{2r} \cdot (\ell + 1) \frac{C_2}{r^{14r^2}} \cdot |B^{C_2}| \frac{1}{r^{14r^2}} < \frac{(2r)^{10r}}{r(r + 1)} |B^{C_2}| \frac{1}{r^{14r^2}},
\]
with the last inequality true by Table 1.

The result above, as we mentioned before, allows for an easy generalization to any torus, so that we get the following consequence.

**Corollary 5.6.** Let $G = G_n < \text{GL}_N$ be an untwisted classical group of rank $r$ over $K = \mathbb{F}_q$. Assume that $q \geq e^{3r \log(2r)}$ and that $\text{char}(\mathbb{F}_q) > N$. Let $A$ be a set of generators of $G(K)$ with $e \in A = A^{-1}$. Let $T$ be a maximal torus of $G$.

Call $W$ the set of elements of $G(K)$ that are not regular semisimple. Then, for any $t \geq 1$, we have $|A^t \cap T(K) \cap W| \leq r(r + 1)C_1 |A^{C_2}| \frac{1}{r^{14r^2}}$ with $C_1, C_2$ as in Theorem 5.5.
Proof. Write $T_{\text{can}}$ for the canonical maximal torus of $G$ as in Definition 2.7. All maximal tori of $G$ are conjugate via some element over $\overline{K}$, so there is some $h \in G(\overline{K})$ such that $T_{\text{can}} = hT_{\text{can}}^{-1}$. Thus, we can move our problem back to the diagonal case via conjugation by $h$: the set $B = hAh^{-1}$ is a symmetric set generating $hG(K)h^{-1}$, and $W$ is invariant under conjugation.

By definition, $T_{\text{can}}(K) \cap W$ collects the elements whose eigenvalues (in $\overline{K}$) are not all distinct: we claim that, for all $G$, each $x \in T_{\text{can}}(K) \cap W$ falls into a subtorus $T' \subseteq T_{\text{can}}$ of degree $\leq r2^r$. First, we see from Definition 2.7 that $\deg(T_{\text{can}}) \leq r2^r$ for $G = SL_n$ and $\deg(T_{\text{can}}) \leq 2^r$ in all the other cases; $T'$ is then defined by one additional equation, whose degree we can easily bound. For $G = SL_n$, calling $x_i$ the diagonal entries, the equation is of the form $x_i = x_j$. For $G = SO_{2n}$ and $G = Sp_{2n}$, calling $x_i$ the first $n$ diagonal entries, we have either $x_i = x_j$ or $x_ix_j = 1$. Finally, $G = SO_{2n+1}$ is the same as for $SO_{2n}$ with the addition of $x_i = 1$. Hence, in all cases we get $\deg(T') \leq r2^r$.

In each $G$, there are at most $r(r+1)$ subtori $T'$ defined as above, and all of them are contained in $T_{\text{can}}$. Let $T$ be the collection of such $T'$. When $r \geq 2$, for each $T' \in T$ we apply Theorem 5.5 and get

$$|A^t \cap T(K) \cap W| = |B^t \cap T_{\text{can}}(K) \cap W| = \sum_{T' \in T} |B^t \cap T'(K)| \leq r(r+1)C_1|B^2|^{r+1}/r! = r(r+1)C_1|A^2|^{r+1}/r!.$$

Suppose finally that $r = 1$. By Definition 2.5, the only case is $G = SL_2$, for which we have $W = \{ \pm \text{Id}_2 \}$. Then the bound holds by direct verification.

6. Diameter bounds

In the present section, we finally prove the Main Theorem, using the dimensional estimates contained in Theorem 4.4 and Corollary 5.6.

From now on, the group $G = SL_n$ is defined using the more common embedding inside $\text{Mat}_n$, instead of the embedding inside $\text{Mat}_{2n}$ that was presented in §2.2. We can change definition since the two dimensional estimates referenced above still hold, and $\text{diam}(G(\mathbb{F}_q))$ does not depend on the embedding of $G$. Some computations improve as a result of this change.

We start with a couple of facts on some specific subvarieties of untwisted classical groups.

Lemma 6.1. Let $G$ be an untwisted classical group of rank $r$ over $\mathbb{F}_q$, and let $T$ be a maximal torus in $G$. Assume that $\text{char}(\mathbb{F}_q) > 2$. Then, the number of distinct conjugates of $T$ by elements of $G(\mathbb{F}_q)$ is

$$|\{hTh^{-1} : h \in G(\mathbb{F}_q)\}| \geq \frac{(q-1)^{\text{dim}(G)}}{r!2^r(q+1)^r} \geq \frac{1}{r!4^r}(q-1)^{\text{dim}(G)-r}.$$

Proof. We may suppose that $T$ itself is defined over $\mathbb{F}_q$, up to taking a conjugate by some element of $G(\mathbb{F}_q)$. Then, the normalizer $N(T)$ of $T$ in $G$ is also defined over $\mathbb{F}_q$, and so is the action of $N(T)$ on $T$. Let $\mathcal{W}(G) \simeq N(T)/T$ denote the Weyl group of $G$, as in [6, §11.19]: by what we said above, $\mathcal{W}(G)$ itself can be defined as a variety over $\mathbb{F}_q$ (see [6, §6.3] for quotients of varieties).
By \cite[\S 2.8.4]{46}, we know that
\[
\mathcal{W}(\text{SL}_{r+1}) \simeq \text{Sym}(r+1), \quad \mathcal{W}(\text{SO}^+_q) \simeq \mathcal{H}_r \times \text{Sym}(r), \quad \mathcal{W}(\text{SO}_{2r+1}) \simeq \{\pm 1\}^r \times \text{Sym}(r), \quad \mathcal{W}(\text{Sp}_{2r}) \simeq \{\pm 1\}^r \times \text{Sym}(r),
\]
where $\mathcal{H}_r$ is a subgroup of $\{\pm 1\}^r$ of index 2, so in all cases $|\mathcal{W}(G)| \leq r!2^r$. In particular, $N(T)$ is the disjoint union of at most $r!2^r$ varieties of the form $n_i T$. Some of the $n_i T$ may not have $\mathbb{F}_q$-points, but those that do must have the same number of them: in fact, if $x_1 \in (n_1 T)(\mathbb{F}_q)$ and $x_2 \in (n_2 T)(\mathbb{F}_q)$, the multiplication maps by $x_1^{-1} x_2$ and $x_2^{-1} x_1$ are morphisms defined over $\mathbb{F}_q$. Hence, $|N(T)(\mathbb{F}_q)|/|T(\mathbb{F}_q)| \leq |\mathcal{W}(G)| \leq r!2^r$.

On the other hand $|\{hT^{-1} : h \in G(\mathbb{F}_q)\}| = |G(\mathbb{F}_q)|/|N(T)(\mathbb{F}_q)|$: $h_1, h_2$ in fact yield the same torus if and only if $h_1^{-1} h_2 \in N(T)$. By (2.2) we have $|G(\mathbb{F}_q)| \geq (q-1)^{\dim(G)}$, and by \cite[I.1.5]{36} we have $|T(\mathbb{F}_q)| \leq (q+1)^r$. The desired inequality follows. \hfill \qed

**Proposition 6.2.** Let $G < \text{GL}_N$ be an untwisted classical group of rank $r$ over $\mathbb{F}_q$, and let
\[
\mathfrak{B} = \{g \in G(\mathbb{F}_q) : g \text{ not regular semisimple}\}.
\]
Then, for any symmetric set $A$ of generators of $G(\mathbb{F}_q)$ with $e \in A$, there exists some $g \in A^k \setminus (A^k \cap \mathfrak{B})$ with $k = (2r)^{3r^2 + 3r}$.

**Proof.** By Definition 2.5, $G \subseteq \text{SL}_N$. An element $g \in \text{SL}_N(\mathbb{F}_q)$ is regular semisimple if and only if the discriminant of its characteristic polynomial is nonzero. Hence, if we call this discriminant $P$, the variety $W = \{P = 0\}$ is such that $\mathfrak{B} = (G \cap W)(\mathbb{F}_q)$. There is a regular semisimple element in $G(\mathbb{F}_q)$ by Proposition 2.8, so $G \cap W$ is proper inside $G$, and in particular $\dim(G \cap W) < \dim(G)$ since $G$ is irreducible. Thus, we only need to bound $\deg(W)$ and then use the escape results of Section 3. If we call $D$ the degree of $P$ in the entries of $g$, we have by definition $\deg(W) \leq D$, so the goal is to bound $D$.

Let $G = \text{SL}_n$; recall that in this section we adopt the embedding of $G$ inside $\text{Mat}_n$. By the quasi-homogeneity of the resultant (with weight $i$ for the coefficient $a_i$ in the polynomial $\sum_{i=0}^n a_i x^{n-i}$), we have $D \leq n(n-1) = r(r+1)$. Then, using Corollary 3.3 on $W$, the number of steps in which we find $g$ regular semisimple is bounded by
\[
k \leq \left(1 + \frac{1}{D-1}\right) D n^2 \leq (2r)^{2r^2 + 3r}.
\]

We argue similarly for $G \neq \text{SL}_n$. Since the characteristic polynomial is symmetric, the degrees of the coefficients of $x^i$ and of $x^{N-i}$ for $i \leq \frac{N}{2}$ are both equal to $i$: hence, from the definition of resultant it is easy to see that
\[
\deg(P) \leq N \cdot \left\lfloor \frac{N}{2} \right\rfloor + 2 \cdot \sum_{i=1}^{\left\lfloor N/2 \right\rfloor - 1} (i + 1) \cdot 0 = \left\lfloor \frac{N}{2} \right\rfloor \left( N + \left\lfloor \frac{N}{2} \right\rfloor - 1 \right)
\]
(taking the maximum degree row by row). By Proposition 3.6 we have
\[
k \leq 11D(N+1)^D \log N \leq (2r)^{3r^2 + 3r}
\]
using Table 1. \hfill \qed

Let us also introduce a result that deals separately with the case of $|A|$ very large. See \cite[Prop. 64]{38}, which is essentially the same.
Proposition 6.3. Let $G$ be an untwisted classical group over $\mathbb{F}_q$. Assume that $q > 9$ and $\text{char}(\mathbb{F}_q) > 2$.

If $r$ is the rank of $G$ and $A \subseteq G(\mathbb{F}_q)$ is such that $|A| \geq \frac{2}{9}q^{\text{dim}(G)-\frac{4}{3}}$, then $A^3 = G(\mathbb{F}_q)$.

Proof. For any finite group $H$ with minimal degree of a complex representation equal to $\delta$, if $|A| > \delta^{-\frac{1}{2}}|H|$ then $A^3 = H$ (see [35, Cor. 1]). In our case, the minimal degree is at least $\frac{2q}{9}-1$: see the entries of [44, Table II], which refer to the corresponding simple groups, and note that the same values hold for the groups in our statement (i.e. up to quotient by the centre $Z(G)$, see [28, p. 419]).

By Section 2.2, we have $|G(\mathbb{F}_q)| \leq q^{\text{dim}(G)-\frac{4}{3}(q-1)}$ for $G \neq \text{SL}_2$, whereas $|\text{SL}_2(\mathbb{F}_q)| \leq 1.04q^{\frac{4}{3}(q-1)}$ for $q \geq 5$; thus

$$\left(\frac{2}{q^r-1}\right)^{\frac{1}{r}}|G(\mathbb{F}_q)| \leq \frac{4}{3}q^{\text{dim}(G)-\frac{4}{3}}$$

in all cases, and we obtain the result. \qed

In order to provide an estimate for $C$ in Conjecture 1.1, we first establish a growth result that is as explicit as possible, assuming that we already know some specific dimensional estimates. To sum up, by Theorem 4.4 and Corollary 5.6, we know that for any $l \geq 1$, any regular semisimple element $g$ of $G$, and any maximal torus $T$ of $G$, we have

(6.1) $|A^l \cap \text{Cl}(g)(\mathbb{F}_q)| \leq C_1|A|^{C_2(l)}|1 - \frac{1}{l}|$, \quad $C_1 = (2r)^{18r^2}$, \quad $C_2(l) = (2r)^{17r^2} + 2l$, \\
(6.2) $|A^l \cap T(\mathbb{F}_q) \cap \mathfrak{B}| \leq C'_1|A|^{C'_2(l)}|1 - \frac{1}{l}|$, \quad $C'_1 = (2r)^{10r^2}$, \quad $C'_2(l) = (2r)^{14r^2} + 4rl$,

where $\mathfrak{B}$ is the set of elements of $G(\mathbb{F}_q)$ that are not regular semisimple. Note that $1 - \frac{1}{l} = \frac{\text{dim}(\text{Cl}(g))}{\text{dim}(G)}$, and that $\frac{1}{l + 1} \geq \dim(T)$ for any non-maximal torus $T'$.

Theorem 6.4. Let $G < \text{GL}_N$ be an untwisted classical group of rank $r$ over $K = \mathbb{F}_q$. Assume that $q \geq e^{8r \log(2r)}$ and that $\text{char}(K) > N$. Let $A$ be a symmetric set of generators of $G(K)$.

Then, for any $l \geq 1$, either $A^3l = G(K)$ or $|A^{m(l)}| \geq \frac{1}{c}|A^l|^{1+\varepsilon}$ for at least one of the following triples:

(6.3) $(c, m(l), \varepsilon) = \left((2r)^{32r^2}, (2r)^{14r^2} + 8rl, \frac{1}{12r}\right)$, \\
(6.4) $(c, m(l), \varepsilon) = \left((2r)^{31r^2}, (2r)^{18r^2} + 4l, \frac{1}{15r^2}\right)$, \\
(6.5) $(c, m(l), \varepsilon) = \left((2r)^{14r^2}, (2r)^{18r^2} + 4l, \frac{1}{20r}\right)$.

Proof. If $|A| \geq \frac{2}{9}q^{\text{dim}(G)-\frac{4}{3}}$, then by Proposition 6.3 we have $A^3l = G(K)$. From now on, we assume the contrary.

Define a maximal torus $T$ of $G$ to be involved if $A^k \cap T(K)$ contains a regular semisimple element, where $k' = \max\{k, 2l\}$ and $k$ is as in Proposition 6.2; this term goes back to [9, Def. 5.2]. By definition of $k$, there is a regular semisimple $g \in A^k$, 
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which then lies in a (unique) maximal torus $T$, i.e. $g \in A^k \cap T(K)$: in other words, there exists an involved torus $T$. The proof will be articulated into two cases:

**Case 1:** There are a maximal torus $T$ and an element $h \in A$ such that $T$ is involved and $hTh^{-1}$ is not involved.

**Case 2:** For any $h \in G$, all maximal tori $hTh^{-1}$ are involved where $T$ is our initial involved torus.

The principles behind the proof that we are going to present appear in many versions across the literature: see for instance the pivoting argument in \cite{22}, §5 and \cite{9}, §5, or in other words the use of full CCC-subgroups (read: involved maximal tori) in \cite{38}, §8. We follow in particular the proof of \cite[Thm. 2]{39}, which we generalize to untwisted classical groups.

**Case 1:** By hypothesis there is a regular semisimple $g \in A^{k'} \cap T(K)$ for $k' \geq 2$ as in the definition of involved. This implies that $g' = hgh^{-1} \in A^{k'+2} \cap T'(K)$, which defines a map

$$\psi : A^l \rightarrow \text{Cl}(g')(K), \quad a \mapsto ag' a^{-1}.$$  

If $a_1, a_2 \in A^l$ have the same image under $\psi$, then $a_1^{-1}a_2 \in \text{Cl}(g') = T'$, so $a_1^{-1}a_2$ is an element of $A^{2l} \cap T'(K)$. By hypothesis $T'$ is not involved, so in particular $a_1^{-1}a_2 \in \mathcal{B}$, where $\mathcal{B}$ as in Proposition 6.2 denotes the set of elements of $G(K)$ that are not regular semisimple: therefore, if $x$ is any element in the image of $\psi$ and $\psi^{-1}(x) = \{a_i\}_i$, we can fix $a_1$ and note that the $a_i^{-1}a_i$ are all distinct and in $A^{2l} \cap T'(K) \cap \mathcal{B}$. Combining this with (6.1)–(6.2), we get

$$|A^l| \leq |A^l| \leq |A^{k'+2l+2} \cap \text{Cl}(g')(K)| \leq C_1 |A| \frac{|A^{2l+2} \cap \text{Cl}(g')(K)|}{|A^{k}||A^{2l}|},$$

or in other words

$$|A^{k'+2l+2}|^{1-\frac{1}{k}} |A^2|^{\frac{1}{k}} \geq \frac{|A^l|}{C_1 |A^2|^{\frac{1}{k}}}. \tag{6.6}$$

Then we refine (6.6), by giving upper bounds for $x^\frac{1}{k} y^{-\frac{1}{k}}$ involving only one variable.

1. If $x \leq y^{\frac{1}{6\ell}}$, then we have $(1 - \frac{1}{\ell}) (1 - \frac{1}{\ell}) + \frac{1}{\ell+1} = 1 - \frac{\ell^2 + 6\ell - 1}{6\ell^2 (\ell + 1)}$, so $x^\frac{1}{k} y^{-\frac{1}{k}} \leq y^\frac{\ell^2 + 6\ell - 1}{6\ell^2 (\ell + 1)}$.

2. If $x > y^{\frac{1}{6\ell}}$, then we have $1 - \frac{1}{\ell} + \frac{1}{\ell+1} (1 - \frac{1}{6\ell})^{-1} = 1 - \frac{5\ell - 1}{\ell (\ell + 1) (6\ell - 1)}$, so $x^\frac{1}{k} y^{-\frac{1}{k}} < x^\frac{5\ell - 1}{\ell (\ell + 1) (6\ell - 1)}$.

Using the values in Table 1, we also have

$$\left( 1 - \frac{\ell^2 + 6\ell - 1}{6\ell^2 (\ell + 1)} \right)^{-1} > 1 + \frac{\ell^2 + 6\ell - 1}{6\ell^2 (\ell + 1)} \geq 1 + \frac{1}{12\ell}, \tag{6.7}$$

$$\left( 1 - \frac{5\ell - 1}{\ell (\ell + 1) (6\ell - 1)} \right)^{-1} > 1 + \frac{5\ell - 1}{\ell (\ell + 1) (6\ell - 1)} \geq 1 + \frac{1}{15\ell^2}. \tag{6.8}$$
where the worst cases are respectively $G \neq \text{SL}_{r+1}$ for $r \to \infty$, and $G = \text{SL}_2$. Thus, (6.6) implies one of the two possibilities below: if (1) applies, then by (6.1)–(6.2)–(6.7)

\begin{equation}
|A^{C^2_{(2r)}}| \geq \left(\frac{|A^l|}{C_1C_1'}\right)^{1+\frac{1}{16r^2}} \geq \frac{|A^l|^{1+\frac{1}{16r^2}}}{(2r)^{31r^2}},
\end{equation}

whereas if (2) applies, then by (6.1)–(6.2)–(6.8)

\begin{equation}
|A^{C^2_{(k'+2l+2)}}| \geq \left(\frac{|A^l|}{C_1C_1'}\right)^{1+\frac{1}{16r^2}} \geq \frac{|A^l|^{1+\frac{1}{16r^2}}}{(2r)^{30r^2}}.
\end{equation}

**Case 2:** We are in the case when for all maximal tori $T'$ of the form $hTh^{-1}$ there exists a regular semisimple element $g' \in A^k \cap T'(K)$, where $T$ is our initial maximal torus and $k' = \max\{k, 2l\}$ with $k$ as in Proposition 6.2. We fix one $g'$ arbitrarily for each $T'$; for any one of these $T'$, consider the map

$$
\psi_{T'} : A^l \to \text{Cl}(g')(K), \quad \psi_{T'}(a) = ag'a^{-1}.
$$

Observe that $\psi_{T'}(A^l) \subseteq A^{k'+2l} \cap \text{Cl}(g')(K)$, and that in fact $\text{Cl}(g') = \text{Cl}(g)$ for all the $g'$ we are considering, as the corresponding tori are all conjugate. By definition, if $x$ is the element of $\text{Cl}(g)$ with fibre $\psi_{T'}^{-1}(x)$ of maximal size, we must have

\begin{equation}
|A^{k'+2l} \cap \text{Cl}(g')(K)| \geq |\psi_{T'}(A^l)| \geq |\psi_{T'}^{-1}(x)|.
\end{equation}

As in Case 1, for any two $a_1, a_2 \in A^l$ lying in the fibre $\psi_{T'}^{-1}(x)$ we have $a_1^{-1}a_2 \in A^{2l} \cap T'(K)$, which implies that $|\psi_{T'}^{-1}(x)| \leq |A^{2l} \cap T'(K)|$. Combining this with (6.11), we get

\begin{equation}
|A^{2l} \cap T'(K)| \geq \frac{|A^l|}{|A^{k'+2l} \cap \text{Cl}(g')(K)|}
\end{equation}

for each of the tori $T'$. Now, every regular semisimple element of $G$ sits inside a unique maximal torus, so that $G(K) \setminus \mathfrak{B}$ (where $\mathfrak{B}$ is as in Proposition 6.2) is partitioned between the maximal tori of $G$. Moreover, we have an upper bound on the size of the set $\mathcal{T}$ of conjugates of $T$ by Lemma 6.1. Combining these facts with (6.1)–(6.2)–(6.12),

\begin{equation}
|A^{2l}| \geq |A^{2l} \setminus (A^{2l} \cap \mathfrak{B})| \geq \sum_{T' \in \mathcal{T}} (|A^{2l} \cap T'(\mathbb{F}_q)| - |A^{2l} \cap T'(\mathbb{F}_q) \cap \mathfrak{B}|)
\end{equation}

\begin{equation}
\geq \frac{(q-1)^{\dim(G)-r}}{r!2^r} \left(\frac{|A^l|}{C_1|A^{C^2_{(2l)}}|^{1-\frac{1}{r}}} - C'_1|A^{C^2_{(2l)}}|^{1-\frac{1}{r+1}}\right).
\end{equation}

Suppose that the second term in (6.13) is large, i.e.,

\begin{equation}
C'_1|A^{C^2_{(2l)}}|^{1-\frac{1}{r+1}} \geq \frac{|A^l|}{2C_1|A^{C^2_{(2l)}}|^{1-\frac{1}{r}}},
\end{equation}

We are in the same situation as with (6.6), so we can perform the same refinement. If (1) applies, then by (6.1)–(6.2)–(6.7)

\[
|A^{C_2(2l)}| \geq \left( \frac{|A^l|}{2C_1 C'_1} \right)^{1+\frac{1}{15r}} \geq \frac{|A^l|^{1+\frac{1}{15r}}}{(2r)^{32r^2}},
\]

whereas if (2) applies, then by (6.1)–(6.2)–(6.8)

\[
|A^{C_2(k+2l)}| \geq \left( \frac{|A^l|}{2C_1 C'_1} \right)^{1+\frac{1}{15r}} \geq \frac{|A^l|^{1+\frac{1}{15r}}}{(2r)^{31r^2}}.
\]

Suppose instead that (6.14) does not hold. Then, by (6.1)–(6.13),

\[
C_1 |A^{2l}| A^{C_2(k+2l)} |1-\frac{r}{2}| \geq \frac{(g-1)^{\dim(G)-r}}{r!^{2r+1}} |A^l| \geq \left( 1 - \frac{1}{e^{8r \log(2r)}} \right)^{2r^2} \frac{q^{1/4} \dim(G)}{r!^{2r+1}} |A^l|.
\]

(6.17)

\[
C_1 R |A^l| |R|^{1-\frac{r}{2}} |A^l|^{1-\frac{r}{2}} \geq \frac{q^{1/4} \dim(G)}{r!^{2r+2}} |A^l| \implies R^{2r-1} \geq \frac{1}{(r!^{2r+2} C_1) \frac{q^{\dim(G)}}{r^{2r+1}}}.
\]

Since we have assumed from the start that \( |A^l| < \frac{4}{q} q^{\dim(G)-\frac{r}{2}} \), we have

\[
q^{\dim(G)} \geq \left( \frac{3 |A^l|}{4} \right)^{1-\frac{r}{2}} \geq \frac{2}{3} |A^l|^{1+\frac{1}{8r}} \implies R^{2r-1} \geq \frac{2 |A^l|^{\frac{1}{16r}}}{(r!^{2r+2} C_1) \frac{q^{\dim(G)}}{r^{2r+1}}},
\]

implying by (6.1)

\[
|A^{C_2(k+2l)}| \geq \frac{|A^l|^{1+\frac{1}{8r}}}{(r!^{2r+2} C_1) \frac{q^{\dim(G)}}{r^{2r+1}}} \geq \frac{|A^l|^{1+\frac{1}{8r}}}{(r!^{2r+2} C_1) \frac{q^{\dim(G)}}{r^{2r+1}}} \geq \frac{|A^l|^{1+\frac{1}{16r}}}{(2r)^{14r^2}}.
\]

Finally, we put all the estimates together, and use the value of \( k \) from Proposition 6.2 and the values of \( C_2, C'_2 \) from (6.1)–(6.2): (6.9) and (6.15) yield (6.3), (6.10) and (6.16) yield (6.4), and (6.18) yields (6.5). \( \Box \)

6.1. Proof of Main Theorem. From the conclusion of Theorem 6.4, we move to the proof of our main result. Let \( K = F_q \). For \( q < e^{8r \log(2r)} \), from [16] it follows directly that

\[
\text{diam}(G(K)) = e^{O(r^2 \log(r)^3)},
\]

yielding the bound. Assume \( q \geq e^{8r \log(2r)} \) instead.

For any \( A \) symmetric in \( G(K) \) and any \( l \geq 1 \), by Theorem 6.4 we have either \( A^{3l} = G(K) \) or \( |A^{m(l)}| \geq \frac{1}{c} |A^l|^{1+\varepsilon} \) for \((c, m(l), \varepsilon)\) equal to at least one of the triples (6.3)–(6.4)–(6.5). Write \( m(l) = m_1 l + m_0 \).

Assume first that \(|A| \geq e^{2/\varepsilon}\). Thus, either \( A^{3l} = G(K) \) or \(|A^{m_1 l + m_0}| \geq |A^l|^{1+\varepsilon/2} \) for every \( l \geq 1 \). Define \( l_0 = 1 \) and

\[
l_i = m_i^i + (m_1^{-1} + \ldots + m_1 + 1)m_0
\]

\[ \]
for all \( i \geq 1 \). If \( j \) is the smallest non-negative integer such that \( A^{dj} = G(K) \), then \(|A|^{1+\epsilon/2})^{-1} \leq |A|^{-1} < |G(K)|\). Therefore
\[
j < 1 + \frac{1}{\log(1+\epsilon)} \log \left( \frac{\log |G(K)|}{\log |A|} \right),
\]
which implies
\[
diam(G(K),A) \leq 3d_j \leq 3m_j^2(1 + m_0) < 3m_1(1 + m_0) \left( \frac{\log |G(K)|}{\log |A|} \right)^{\frac{\log m_1}{\log(1+\epsilon)}}.
\]
For any choice of \( c, m_0, m_1, \epsilon \) we have
\[
3m_1(1 + m_0) \leq (2r)^{22r^2}, \quad \frac{\log m_1}{\log(1+\epsilon)} \leq \max \left\{ \frac{r \log(8r)}{\log(\frac{25}{24})}, \frac{r^2 \log 4}{\log(\frac{31}{30})}, \frac{r \log 4}{\log(\frac{31}{30})} \right\} \leq 57r^2,
\]
thus giving
\[
(6.19) \quad diam(G(K),A) \leq (2r)^{22r^2} \left( \frac{\log |G(K)|}{\log |A|} \right)^{57r^2} \leq (\log |G(K)|)^{57r^2}
\]
because \(|A|\) is large enough.

Now assume that \(|A| < c^{2/\epsilon}\). Then, trivially, \(|A|^{c^{2/\epsilon}}| \geq c^{2/\epsilon}\). Applying (6.19) to \( A^{c^{2/\epsilon}}\) we obtain
\[
diam(G(K),A) \leq c^{2/\epsilon} diam(G(K),A^{c^{2/\epsilon}}) \leq (2r)^{930r^4} (\log |G(K)|)^{57r^2}
\]
yielding the result.

As \( q \geq e^{8r \log(2r)} \) by assumption, using (2.2) we have also the two bounds
\[
\log |G(K)| \geq r^2 \log q \geq (2r)^3 \log 2, \quad \log |G(K)| \geq \log |SL_2(\mathbb{F}_q)| \geq 16.63 \geq (\log 2)^{-7.67}.
\]
Hence, we can simplify the result as
\[
diam(G(K),A) \leq \left( \frac{\log |G(K)|}{\log 2} \right)^{930r^4} (\log |G(K)|)^{57r^2} \leq (\log |G(K)|)^{930(1+\epsilon)}r^4+57r^2 \leq (\log |G(K)|)^{1080r^4}.
\]
The proof of the Main Theorem is concluded.

6.2. Asymptotics for \( r \to \infty \). We end the section by giving a quick overview of how to retrieve an explicit asymptotic estimate for \( diam(G(F_q)) \) when the rank of \( G \) goes to infinity. Since there is no qualitative difference in the proofs, we describe how the intermediate results change without reproving them.

Let \( r \to \infty \); hereafter, \( o(1) \) denotes a function \( f \) with \( \lim_{r \to \infty} f(r) = 0 \). The conditions on \( q \) in Corollary 2.10(a)-(b) become \( q \geq e^{(2+o(1))r \log r} \). For \( q \in G \) regular semisimple, the conjugacy class \( Cl(g) \) is a variety of degree \( 2^{(2+o(1))r^2} \) (Proposition 2.6). Consequently, for the map \( f \) defined in (4.1), the number of points in a generic fibre as
in (4.2) can be bounded by $r^{(1+o(1))r^\ell}$. Since $m, k$ in (4.6)-(4.7) are at most $r^{(12+o(1))r^2}$, we obtain in (4.5) that Theorem 4.4 holds with

$$C_1 = r^{(12+o(1))r^2}, \quad C_2 = r^{(12+o(1))r^2 + 2t}.$$

Now, using the definitions and degree bounds contained in Proposition 5.4, the values of $m, k$ in the proof of Theorem 5.5 are at most

$$m = r^{(6+o(1))(\ell+1)}, \quad k = r^{(4+o(1))r}.$$

Thus, putting together (5.3) and (5.5), Theorem 5.5 holds with

$$C_1 = r^{(10+o(1))r}, \quad C_2 = r^{(12+o(1))r^2 + (\ell+1)t}.$$

We proceed to estimating growth, where the values computed above replace the two pairs $C_1, C_2$ and $C_1', C_2'$ inside (6.1) and (6.2). During the proof of Theorem 6.4, unless $A^3 = G(K)$ already, we reach as before one among (6.6)–(6.14)–(6.17). The terms $\frac{1}{12r}, \frac{1}{15r^2}$ of (6.7)–(6.8) are replaced by $\frac{1}{12r}, \frac{5-o(1)}{24r^2}$, and the exponent $\frac{1}{20r}$ of (6.18) is replaced by $\frac{1-o(1)}{12r}$.

Summing up the above, the final pairs $(c, m(l), \varepsilon)$ of Theorem 6.4 become

\[
\left( r^{(12+o(1))r^2}, r^{(12+o(1))r^2 + 2(\ell+1)l, \frac{1}{12r}} \right),
\]
\[
\left( r^{(12+o(1))r^2}, r^{(12+o(1))r^2 + 4l, \frac{5-o(1)}{24r^2}} \right),
\]
\[
\left( r^{(6+o(1))r^2}, r^{(12+o(1))r^2 + 4l, \frac{1-o(1)}{12r}} \right).
\]

Hence, the proof of the Main Theorem works with the exponent $57r^2$ in (6.19) replaced by $\left( \frac{48 \log 4}{5} + o(1) \right) r^2$ and the quantity $c^{2/\varepsilon}$ bounded by $r^{(576/5+o(1))r^4}$. As for the simplified result, the condition on $q$ implies $\log |G(K)| \geq r^3$, and furthermore we can use $c^{(1+o(1))/\varepsilon}$ as a threshold for $|A|$; therefore, the final exponent becomes $\left( \frac{96}{5} + o(1) \right) r^4$.
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