Dynamic parameters identification for sliding joints of surface grinder based on deep neural network modeling
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Abstract
Dynamic parameters of joints are indispensable factors affecting performance of machine tools. In order to obtain the stiffness and damping of sliding joints between the working platform and the machine tool body of the surface grinder, a new method of dynamic parameters identification is proposed that based on deep neural network (DNN) modeling. Firstly, the DNN model of dynamic parameters for working platform-machine tool body sliding joints is established by taking the stiffness and damping parameters as the input and the natural frequencies as the output. Secondly, the number of hidden layers in DNN topology is optimally selected in order to the optimal training results. Thirdly, combining the predicted results by DNN model with experimental results by modal test, the stiffness and damping are identified via cuckoo search algorithm. Finally, the relative error between the predicted and experimental results is less than 2.2%, which achieves extremely high prediction precision; and thereby indicates the feasibility and effectiveness of the proposed method.
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Introduction
As a kind of machine tool used for finish machining, grinder plays a significant role in the field of precision manufacturing. Along with the technical development, higher speed, automation, and precision are the increasingly growing trend, thus, superior static and dynamic characteristics are required.¹⁻⁴ An accurate dynamic model is a prerequisite for improving the design level of machine tools.⁵ Joints are the important part of dynamic model and they always affect the partial stiffness of machine tools, thus the machining performance will be influenced.⁶⁻⁹ Some studies have manifested that 30%-50% of the static stiffness and 90% of the damping for machine tool depend on joints, moreover, 60% of the vibration problems occurring on the machine tool are related to the joints.¹⁰⁻¹² Consequently, it is of great significance to establish dynamic model and identify the dynamic parameters accurately.

Aiming at the dynamic modeling and parameters identification of joints for machine tools, many researchers have focused on three kinds of methods: theoretical calculation method, experimental method and the method combining theory with experiment.⁶,¹³ However, due to the complexity and lower accuracy of
the theoretical calculation method, and the experimental method has poor universality which can only identify a single dynamic parameter of the joint, therefore, the method combining theory with experiment is widely adopted at present. For this method, the dynamic model with joints’ parameters is established based on modeling theories; the experimental results of the joints-system are obtained under certain conditions; then the parameters of joints can be effectively identified by adopting the optimization algorithm. As the dynamic model of the machine tool joints with many parameters and it is of high nonlinear, besides, the intelligent optimization algorithms are being improved increasingly. During the parameters identification, the intelligent optimization algorithms are adopted more those with higher robustness and can approach the optimal solution in the range.14 Zhu et al.4 solved the identification equations of the rolling joints’ axial stiffness and damping parameters by using the genetic algorithm (GA). Li et al.15 identify the parameters of bolt joint by adopting the simulated annealing algorithm. Wang et al.16 adopted the particle swarm optimization (PSO) algorithm to identify the parameters at the toolholder joint by minimizing the difference between predicted and tested tool point FRFs. Although such kind of method can reduce the complexity of theoretical derivation and improve the generality to some extent, modeling precision is still limited, resulting in the accuracy of parameters identification is not very high.17,18 Summarily, some scholars choose the approximate model with high fitting precision to replace the theoretical model. Padmanabhan19 relatively early developed the predictive equations for damping in machine joints based on experiments through response surface methodology (RSM). However, limited by the technical conditions at that time, this research method is based on statistical analysis, which needs to be fitted repeatedly, leading to large amount of workload.20 With the development of computer technology, it is more and more convenient to obtain statistical data. Wang et al.21 constructed the polynomial RSM based on the samples acquired by experimental design, then, they took the relative error between the RSM calculated results and tested results as the objective function, and employed an adaptive simulated annealing algorithm to optimize the dynamic parameters and the relative error is less than 5%.

Since the crux of the approximate model is approximation modeling of the optimization model based on computer aided engineering (CAE),22 and there exists exceedingly complex nonlinear mapping relationship among the dynamic parameters of the joints,23 artificial neural network can be adopted as a general mathematical model of multi-dimensional nonlinear functions with its excellent nonlinear mapping ability.24,25 Zhang et al.26 proposed to establish the nonlinear relationship between the characteristic parameters of the joints including contact stiffness and many of its influencing factors by utilizing back propagation (BP) neural network for the first time. Thereupon then, the characteristic parameters can be predicted founded on the thoroughly trained BP network. Yang et al.27 stated an algorithm model combining the modified particle swarm optimizer (MPSO) and BP neural network, which could achieve high accuracy of modeling and forecasting of the normal and tangential contact stiffness for joints under various affecting factors. Zhu et al.28 put forward to a method that set up a simulation model of sliding joints by neural network and combined with cuckoo search algorithm for identify the dynamic parameters. The final relative error reduced to less than 3.5%, which improved the identification accuracy compared with the former research. Theoretically, neural network can approach any function. Nevertheless, neural network, as a kind of shallow network, its mapping ability for complex and high dimensional data is still limited as it is restricted by limited training samples and calculation units, which leads to weaker dynamic modeling accuracy of joints. Due to the complicated mechanical structure, the dynamic model of the surface grinder sliding joints features multi-inputs and multi-outputs, extreme nonlinearity and strong coupling. The current modeling methods based on shallow network cannot meet the characteristics very well. Some studies have indicated that modeling on complex problems by shallow network will not only cause a sharp increase of computational complexity, but also lead to generalization errors as the lack of network layers, which will not capture the statistical characteristics of data, and thus, it can not reflect the mapping relationship of the data accurately.29,30

With the development of big data and the increase of computer capabilities, as a machine learning method with deeper layers, more complex structure and better modeling ability, deep neural network (DNN) has achieved breakthroughs in various big data processing problems.31,32 In the field of speech processing, Microsoft researchers took advantages of the great learning ability of DNN to construct a speech recognition and translation system, via which simultaneous interpretation could be realized. IFLYTEK applied DNN to Chinese speech recognition, which was officially launched in May 2012.33,34 In the field of image processing, DNN has played a great role in image recognition, image classification, image detection, etc. What’s more, the error of image processing has been constantly reducing and reached a very high accuracy.35 In addition, DNN is widely used in many industrial fields, such as video processing,36 intelligent robots.37 With the in-depth study, DNN is indicated that suitable for processing high dimensional nonlinear data problems in machining issues because of its high
abstract representation, data adaptability and complex modeling. Bai et al.\textsuperscript{38} proposed a DNN consisting of a deep belief network in the bottom and a regression layer on the top to predict the product quality during a kind of multi-parameters complex manufacturing system. The experiments showed that the DNN had better prediction accuracy than the peer shallow models. Ren et al.\textsuperscript{39} proposed a prediction framework for bearing remaining useful life (RUL) by using deep autoencoder and DNN, after comparison, the results showed that it was of higher prediction accuracy than other models. Fan et al.\textsuperscript{40} had realized the prediction for surface roughness of wire electrical discharge machining (WEDM) based on DNN and the Markov chain integrated with DNN (MC-DNN) respectively. The results showed that the prediction methods possessed comparatively fine performance.

Exactly as mentioned above, the surface grinder has very complex mechanical structure, therefrom, the dynamic model of sliding joints presents the characteristics of multi-inputs and multi-outputs, strong coupling etc. From the existing studies, DNN has played a very important role in the above-mentioned high dimensional nonlinear problems. Although it is not widely used in dynamic modeling and dynamic parameters identification for joints of the machine tool, it can be inferred that DNN has a good potential to solve such issues. Taking the self-developed M7120D/H surface grinder as the research object, in this paper, a new approach of dynamic parameters identification for sliding joints based on DNN modeling is presented, moreover, the number of hidden layers in the network topology is optimally selected so as to make the training results optimum. Then combining with the experimental results of modal test and the cuckoo research algorithm is used to identify the stiffness and damping parameters. Therefrom, higher identification precision can be achieved and a valuable reference to other joints may be provided.

The rest of this paper is organized as follows: Section 2 presents the basic principle of proposed research method. Parameters identification based on DNN modeling is discussed in Section 3. Finally, Section 4 concludes the paper and discusses some possible follow-up research ideas.

**Proposed methodology**

In this paper, the framework of the proposed study on identification for dynamic parameters of surface grinder sliding joints based on DNN modeling is shown in Figure 1, which mainly includes four parts: sliding joints modeling and theoretical modal analysis; DNN model designing and training; experimental modal test; dynamic parameters identification.

1. Sliding joints modeling and theoretical modal analysis

According to the above process, it is necessary to establish the equivalent dynamic model of the sliding joints. At present, commonly, several spring-damping elements are used to represent the contact characteristics of the joint. Then, the theoretical modal analysis will be conducted through finite element analysis (FEA) software to calculate the theoretical values of the corresponding natural frequencies with different stiffness and damping conditions. After obtaining large amount of data, furtherly, it can be used as the training datasets of the DNN model.

2. DNN model designing and training

During DNN model designing and training, stiffness and damping of the joint are defined as the input, and the corresponding required first several order natural frequencies by theoretical modal analysis are defined as output of the DNN model. Considering the complex structure of surface grinder sliding joints, the data model features multi-input and multi-output, moreover, the relationship of the inputs and outputs is strongly coupled and highly nonlinear.

3. Experimental modal test

In the process of modal test, the acceleration sensor is set in the reasonable position, the hammer test is carried out by the force hammer to excite the vibration, and the vibration signal is collected and analyzed by the test-analysis system, so as to obtain the experimental natural frequencies of the sliding joints.

4. Dynamic parameters identification

In the process of dynamic parameters identification, firstly, the optimization model is established, that is, the optimization variables and their ranges are determined, and the optimization objective function and constrain conditions are constructed; secondly, the predicted values are obtained by the DNN model, and the experimental values are obtained by modal test; furthermore, the optimization issue is calculated by the selected appropriate convergence conditions and the appropriate optimization algorithm. Consequently, the optimal solution, which is the dynamic parameters of joints can be calculated.

**Sliding joints modeling and theoretical modal analysis**

In the actual machining process, the joints of machine tools always act out both elasticity and damping. The equivalent dynamic model composed of
spring-damping element can be adopted to approximate its contact characteristics. As shown in Figure 2, a sliding joint model is established in this paper. In this figure, the part A and part B are connected by a set of spring-damping element, which exists equivalent stiffness \((k_x, k_y, k_z)\) and equivalent damping \((c_x, c_y, c_z)\) in the three directions. The working platform-machine tool body FEA model is built by COMSOL Multiphysics. The equivalent total stiffness and damping of the joint in the three directions respectively are defined based on the calculation principle of the software. According to the contact area of the joint and the mesh element, the stiffness and damping parameters are automatically equally distributed. Thereby, the FEA calculation can be carried out.

In this paper, as many \(N\) sets samples of stiffness \((k_{xi}, k_{yi}, k_{zi}, i = 1, 2, \ldots, N)\) and damping \((c_{xi}, c_{yi}, c_{zi}, i = 1, 2, \ldots, N)\) for the sliding joint as possible are randomly selected within the range. By the parametric analysis module of COMSOL Multiphysics, the theoretical modal analysis can be carried out, and then the theoretical value of the first \(n\) order natural frequencies \((f_{1i}, f_{2i}, \ldots, f_{ni}, i = 1, 2, \ldots, N)\) on all conditions with

---

**Figure 1.** The framework of the proposed method.

**Figure 2.** Equivalent dynamic model of the working platform-machine tool body sliding joint.
the selected parameters are obtained. Thus, the calculated theoretical modal analysis results will be used as the training datasets to train the DNN model.

**DNN model design and training**

**Theoretical foundation of DNN.** Figure 3 shows a typical DNN model with \((h + 2)\) layers, where, \(h\) is the number of hidden layers. The first is the input layer with \(m\) inputs which is mainly used for receiving input signals without operation. The second to \((h + 1)\) ones are the hidden layers, different each of them contains different nodes. The \((h + 2)\)th one, that is the last, is the output layer, containing \(n\) outputs, which is used for outputting the final result. In this paper, the nodes in the input layer are the stiffness and damping parameters \([(k, c)]\) of the sliding joints. The specific parameters and the number of the nodes depend on the actual structure of the joints and the selected spatial coordinate system. The nodes in the output layer are the first \(n\) order natural frequencies \((f_1, f_2, \ldots, f_n)\), where, the \(n\) is usually taken as 6 according to experience or depends on the circumstances. The number of nodes for a certain hidden layer can be expressed in equation (1):

\[
N_H = \sqrt{N_{H-1} + N_{H+1}} + a(a = 1 \sim 10) \tag{1}
\]

Each node in the hidden and output layer represents a specific output function, which is called excitation function \(f\). Each two nodes in the adjacent layers are connected through a certain weight \(w\) to transfer signal; In addition, the deviation \(b\) should be considered. Therefore, the output vector \(Z^{(t)}\) of the \(i^{th}\) layer can be expressed as shown in equation (2):

\[
Z^{(t)} = f_i(W^{(t)}Z^{(t-1)} + B^{(t)}), t = 2, 3, \ldots, h + 2 \tag{2}
\]

Where, \(W^{(t)}\) is the weight matrix between the \((t-1)^{th}\) and the \(i^{th}\) layer, \(B^{(t)}\) and \(f_i\) are respectively the deviation vector and the excitation function of the \(i^{th}\) layer. Common excitation functions include Sigmoid, ReLU, Tanh, Softmax, etc. At present, error back propagation (BP) is usually widely used in network propagation. Firstly, the weight and deviation are initialized, and then, the error is calculated by a loss function, that is then backpropagated from the output layer to the hidden layer, until each node. According to the characteristics of loss functions, in this paper, mean squared error (MSE) is selected as the loss function which is suitable for the model with the data-input. The formula is shown in equation (3):

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y'_i - y_i)^2 \tag{3}
\]

Where, \(y'_i\) is the predicted value and \(y_i\) is the true value. Moreover, the smaller the MSE, the closer they are and the more convergent the model is. In practical research, it is usually necessary to assign the value of the loss function to control the training level. By taking advantage of gradient descent method, the DNN model can be continuously approximated to the correct trend through adjusting parameters during training. Besides, the learning rate determines the iterations when the loss function reaches the minimum.

Developed on the basis of neural network, DNN is a deep network structure with multi-layer hidden layers, which can represent the mapping relationship for complex data. Compared with neural network, it can furtherly approximate the functions of more complex data which is higher dimensional and nonlinear, and it has the stronger mapping ability. However, the more hidden layers, that is, the deeper the network structure, will not only increase the calculation time,
but also weaken the error feedback, thereby resulting in the disappearance of gradient and difficulty in updating. Therefore, when designing the DNN model, it is necessary to arrange the depth of network reasonably instead of blindly increasing the hidden layers, otherwise it may be counterproductive.

**Model design and training.** According to the principle of machine tool dynamics, there is a complex nonlinear mapping relationship between the natural frequencies and the stiffness, damping of the joints. In this work, a DNN model has been established that is between the dynamic parameters \((k, c)\) and the theoretical value of the first \(n\) order natural frequencies \((f_1, f_2, \ldots, f_n)\). They are respectively input and output of the DNN model both in the form of vector. Because of that, the physical meaning of each dimensional data is always the same, so the order of the numerical natural frequencies can keep stable. Based on the theoretical foundation mentioned above, the corresponding variables are reasonably defined so as to design a suitable DNN model. The data sets are from the theoretical modal analysis results of the FEA model for the working platform-machine tool body sliding joint.

Figure 4 shows the process for DNN model training. For fully effectively training, the datasets is necessary to be as many as possible, that is, the \(N\) in the Figure 4 should be as large as possible. As shown from the data flow represented by the dotted line, the data of the DNN model is from the selected stiffness and damping within the parameters’ range and the corresponding calculated the first \(n\) order natural frequencies. In this paper, the stiffness and damping of the sliding joints are taken as the inputs of the DNN model, meanwhile, the first \(n\) order natural frequencies are taken as the outputs.

**Experimental modal test**

The principle of modal test conducted on the working platform-machine tool body sliding joints is shown in Figure 5. The accelerometer is set at the proper position, and the force hammer is adopted to excite the vibration, and the modal test-analysis system is utilized to collect and analyze the vibration signal. In this paper, LMS. Test Lab (LMS for short) is selected as the test-analysis system that is a complete set of vibration and noise test solution developed by LMS Company. Actually, the LMS is the integration of data acquisition, test, analysis and report with high-speed and multi-channels.
Dynamic parameters identification

Theoretical foundation of cuckoo search algorithm. Cuckoo search algorithm is a kind of swarm intelligence optimization algorithm inspired by cuckoo’s behavior of flight, foraging and reproduction. Each individual’s movement is similar to the bird’s random movement, that is, Lévy-flight. Compared with other algorithm, cuckoo search algorithm has the advantages of stronger ability for global search and problem solving, simple algorithm structure, and excellent searching path. The formula of the updated optimal nest position is shown in equation (4):

\[ x_{i}^{(t+1)} = x_{i}^{(t)} + \alpha \odot Lévy(\lambda), i = 1, 2, \ldots, n \quad (4) \]

Where, \( x_{i}^{(t)} \) is the \( i \)-th solution of the \( t \)-th generation, \( \alpha \) is the control vector of step-size, \( Lévy(\lambda) \) is the random search path, \( \odot \) means entrywise multiplication, by which the numbers of corresponding dimensions are multiplied dot-to-dot. The host discovers the eggs laid by a cuckoo with the probability \( Pa \in [0, 1] \), then the random number \( r \) is generated within it and compared with \( Pa \). If \( r < Pa \), the nest should be rebuilt, namely \( x_{i}^{(t+1)} \), otherwise, it remains. The process is expressed in equation (5):

\[ x_{i}^{(t+1)} = x_{i}^{(t)} + r(x_{j}^{(t)} - x_{k}^{(t)}), i = 1, 2, \ldots, n \quad (5) \]

Where, \( x_{j}^{(t)} \) and \( x_{k}^{(t)} \) respectively represent the two random nest position for the \( t \)-th generation. In this paper, the calculated value of the objective function is taken as the fitness, the range of the stiffness and damping parameters for the joints is taken as the area of nest location. The standard process of cuckoo search algorithm is shown in Figure 6.

Optimization identification. Stiffness and damping are typical dynamic parameters of the joint, whose identification process includes: defining the stiffness and damping parameters \((k, c)\) as the optimization variables, determining the range of the variables by consulting the literatures. The constructed objective function and constrain conditions are shown in equation (6):

\[
\begin{aligned}
\text{min } g(k, c) &= \sqrt{\sum_{j=1}^{n} \left( f_j - f_j^{\text{exp}} \right)^2 } \\
\text{s.t. } & k_l \leq k \leq k_h \\
& c_l \leq c \leq c_h
\end{aligned}
\]  

Where, \((k, c)\) means all the stiffness and damping parameters of different mechanical structures for the working platform-machine tool body in the three directions mentioned in this paper; \(k_l\) and \(k_h\) are respectively the lower and upper limits of each stiffness, meanwhile, \(c_l\) and \(c_h\) are respectively the lower and upper limits of each damping; \(f_j (j = 1, 2, \ldots, n)\) are the predicted values of the first \(n\) order natural frequencies by DNN model, and \(f_j^{\text{exp}} (j = 1, 2, \ldots, n)\) are the experimental values of the first \(n\) order natural frequencies through modal test.
The cuckoo search algorithm is adopted to solve the above-mentioned optimization issue, and then the optimal solution for the dynamic performance parameters \((k, c)\) of the joint is obtained. The specific process for dynamic parameters identification is shown in Figure 7.

**Case study and results discussion**

As shown in Figure 8, the self-developed M7120D/H surface grinder as the research objective includes the machine tool body, working platform, grinding wheel box, sliding seat, column, etc. The working platform-machine tool body sliding joints of this grinder is shown in Figure 9, including one flat guide joint and two symmetrical V-guide joints. In this paper, the working platform-machine tool body sliding guide joints have been modeled, and the dynamic parameters are identified.

**Sliding joints modeling and theoretical modal analysis**

*Theoretical model designing.* Because of the parametric analysis module of COMSOL Multiphysics, the
parametric sweep of stiffness and damping can be realized, and the modal analysis results under the different conditions can be obtained. During the FEA process, the key steps are following:

1. **Definition of material properties**

   According to the actual properties of the surface grinder, the material properties of the FEA model are defined as listed in Table 1.

2. **Mesh generation**

   The physics-controlled mesh is chosen as the sequence type, and the tetrahedral element is adopted, moreover, the fine element size is selected. So, the generated FEA model is shown in Figure 10. Where, the highlighted parts are the sliding joints to be researched.

3. **Modeling the joints**

   For the flat guide, it is 1000 mm long and 60 mm wide, and the dynamic parameters are defined as $(k_{px}, k_{py}, k_{pz}, c_{px}, c_{py}, c_{pz})$. For the V-guide, there are 2 same joints both are 1000 mm long and 38.77 wide; the dynamic parameters of each joint are assumed the equal and namely defined as $(k_{vx}, k_{vy}, k_{vz}, c_{vx}, c_{vy}, c_{vz})$. $N$ sets of total stiffness and total damping of flat guide joint and V-guide joints can be loaded through parametric sweep. According to research experience, in this work, the first six order natural frequencies are taken as the output results, those can be calculated by the FEA software.

### Input parameters designing

In order to obtain the training sample data of the DNN, it is necessary to determine the input parameters, that is, the range of stiffness and damping of the joints. According to the literature survey\(^\text{6,28}\), the range of dynamic parameters is determined: $k \in [1 \times 10^4, 1 \times 10^7]N/m$, $c \in [500, 2800]N \cdot s/m$. For effectively and fully training the DNN, the selected sample data should be distributed as uniformly and densely as possible in the corresponding parameter range, moreover, the different sample points should be independent without interference\(^\text{52}\). In this paper, among the above parameters space, 10,000 sets of incompletely repeated random arrays for stiffness and damping are generated by the rand function of Matlab, so as to generate the required inputs. The distributions of the stiffness and damping parameters for the two kinds of siding joints are shown in Figure 11, which can be seen random, dense and sufficient. Then the input parameters are extracted individually by the parametric analysis module of COMSOL Multiphysics, and the dynamic analysis is carried out one by one, so as to obtain the 10,000 sets of the first six order natural frequencies $(f_{1i}, f_{2i}, f_{3i}, f_{4i}, f_{5i}, f_{6i}, i = 1, 2, \ldots, 10000)$ for the sliding joints, which are the outputs of the DNN model.

### DNN model designing and training

**Model designing**

According to the modeling principle shown in Figure 1, and chapter 2.2, the models with 3–12 layers of BP neural network are adopted respectively in this paper. The stiffness and damping parameters of

### Table 1. The material properties of the joints.

| Density $\rho/\text{kg} \cdot \text{m}^{-3}$ | Elastic modulus (E/Gpa) | Poisson ratio $\mu$ |
|------------------------------------------|-------------------------|--------------------|
| 7300                                     | 210                     | 0.3                |

\begin{figure}
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  \includegraphics[width=\textwidth]{image9.png}
  \caption{The sliding joints.}
  \label{fig:9}
\end{figure}

\begin{figure}
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  \includegraphics[width=\textwidth]{image10.png}
  \caption{The FEA model of sliding joints.}
  \label{fig:10}
\end{figure}
the joints are taken as the input, namely \( k_{px}, k_{py}, k_{pz}, c_{px}, c_{py}, c_{pz}, k_{vx}, k_{vy}, k_{vz}, c_{vx}, c_{vy}, c_{vz} \), and the amount of nodes for input layer is 12; and the first six order natural frequencies are taken as the output, namely \( f_1, f_2, f_3, f_4, f_5, f_6 \), so the amount of nodes for output layer is 6. The number of nodes for the neural network with different layers is listed in Table 2. The more layers, the structure of the network is more complex. In addition, “logsig” and “purelin” are respectively selected as the excitation function of the hidden layer and output layer. The minimum global mean square error (global MSE), the minimum gradient and the learning rate are respectively set to \( 1 \times 10^{-10} \), \( 1 \times 10^{-20} \), and 0.01.

Model training. For the above sample data, where, 7500 sets of that are taken as the training datasets and 2500 sets are taken as the validating datasets, the DNN model shown in Figure 4 is respectively trained that the variables mentioned in chapter 3.2.1 are adopted. Before training, in order to eliminate the influence of dimension among the variables and the negative effect caused by the singular samples, normalization is necessary, and the input and output parameters are transformed into values within 0–1. In the range of input sample parameters, another 2500 sets of random data of non-training nor non-validating samples are taken as testing datasets. Then the global mean absolute error (the global MAE) and the global root mean squared error (the global RMSE) for the results of the DNN model with different layers are compared, shown in Figure 12, and the formulas of them are expressed in Table 3 (No. 1–No. 2). It can be seen from Figure 12 that from three to six layers, the two evaluation indicators decrease gradually as the layer increases, and when the seven-layers, they increase. Under the condition of eight-layers, the two evaluation indicators reach the minimum, after then, they increase somehow and present a state of fluctuation.

The output results of the DNN model with different BP layers are analyzed gradually by order, another two evaluation indicators listed in Table 3 (No. 3–No. 4): the mean absolute error (MAE) and the root mean square error (RMSE) of first–sixth order natural frequencies under the different layers conditions. As shown in

Table 2. The number of nodes for the DNN model with different layers.

| Layers | Nodes setting       |
|--------|---------------------|
| 3      | 12-10-6             |
| 4      | 12-10-15-6          |
| 5      | 12-10-15-20-6       |
| 6      | 12-10-10-15-20-6    |
| 7      | 12-10-10-15-20-25-6 |
| 8      | 12-10-10-10-15-20-25-6 |
| 9      | 12-10-10-10-15-15-20-25-6 |
| 10     | 12-10-10-10-10-15-20-25-6 |
| 11     | 12-10-10-10-10-15-15-20-25-6 |
| 12     | 12-10-10-10-10-15-15-15-20-25-6 |

Figure 11. The distribution of input sample parameters: (a) the distribution of the input stiffness for the flat guide joint, (b) the distribution of the input damping for the flat guide joint, (c) the distribution of the input stiffness for the V-guide joints, and (d) the distribution of the input damping for the V-guide joints.
Figure 13. The two evaluation indicators of the first and the second order natural frequencies under the eight-layers reach the minimum, and other orders natural frequencies’ evaluation indicators change little as the layer increases. Consequently, the DNN model with eight-layers BP neural network is selected to identify the dynamic performance of the sliding joints in this paper.

The loss curves of eight-layers DNN model are shown in Figure 14, and it can be seen that the training error, the validating error and the test error are all convergent.

Figure 14. The loss curves of the DNN model with eight-layers.
Experimental modal test

Based on the principle shown in Figure 5, the modal test is conducted on the working platform-machine tool body sliding joints of the self-developed surface grinder, thus, its natural frequencies can be obtained. The experimental site is shown in Figure 15.

A three-dimensional model is set up in LMS analysis system, as shown in Figure 16, in which 37 measuring points are arranged. The test method that excitation at single point and response at multi-points is adopted to conduct the modal test on the working platform-machine tool body sliding joints. During experimental modal test, the BK4525B three-directions acceleration sensors are set at the measuring points and the Kistler9724A2000 force hammer is adopted to excite vibration. The experimental modal analysis result is shown in Table 4.

Dynamic parameters identification

The dynamic parameters of the surface grinder sliding joints, namely, the stiffness and damping ($k_{px}$, $k_{py}$, $k_{pz}$, $c_{px}$, $c_{py}$, $c_{pz}$, $k_{vx}$, $k_{vy}$, $k_{vz}$, $c_{vx}$, $c_{vy}$, $c_{vz}$) of the flat guide and V-guides, those affect the natural frequencies. On the basis of equation (6) and the actual model of sliding joints, in this work, the specific optimization model is shown in equation (7), and the cuckoo search algorithm is adopted for the optimal solution. After calculation, the convergence curve of the optimization identification process is shown in Figure 17, and the identified dynamic parameters are shown in Table 5.

Result discussion

Taking the identified stiffness and damping parameters into the theoretical modal analysis, thus, the theoretical values of the first six order natural frequencies for working platform-machine tool body sliding joints can be obtained, moreover, compared with the experimental values by modal test. Furthermore, because the research method proposed in Zhu et al. has already achieved very high modeling accuracy, and the relative error of dynamic parameters identification is less than other research, in this paper, as a further verification,
dynamic parameters identification is also studied by this method, then, the first six order frequencies calculated through the identified parameters are compared with the experimental results too. These comparisons are shown in Table 6.

Table 5. The identification results of stiffness and damping.

| Parameter                        | Flat guide | V-guide |
|----------------------------------|------------|---------|
| stiffness in x-direction $k_x/(N\cdot m^{-1})$ | 3,578,576.949 | 9,479,869.699 |
| stiffness in y-direction $k_y/(N\cdot m^{-1})$ | 2,149,706.320 | 5,795,691.075 |
| stiffness in z-direction $k_z/(N\cdot m^{-1})$ | 9,935,396.238 | 1,546,381.878 |
| damping in x-direction $c_x/(N\cdot s\cdot m^{-1})$ | 1158.676 | 2503.748 |
| damping in y-direction $c_y/(N\cdot s\cdot m^{-1})$ | 681.838 | 1329.480 |
| damping in z-direction $c_z/(N\cdot s\cdot m^{-1})$ | 1596.202 | 938.259 |

As shown in the above table, it can be seen that the method proposed in this paper is of higher modeling accuracy. Theoretical modal analysis is conducted by adopting the parameters identified via this method, and the relative errors between the theoretical value and the experimental value of the first six order natural frequencies for the working-platform-machine tool body are all less than 2.2%, by contrast, the relative errors calculated by the method proposed in Zhu et al.²⁸ are all less than 3.3%. Besides, each of the relative error for the first five order natural frequencies obtained by the proposed method is lower than that obtained by the method proposed in Zhu et al.,²⁸ only the relative error of the sixth order natural frequency is slightly higher. However, due to in actual research and engineering, the dynamic performance under the low frequency conditions is more considered, it can be ignored. Thus, in brief, the correctness of research on identification for dynamic parameters of the sliding joints based on DNN modeling in this paper is verified.

Conclusions and future work

This paper presents a new method to study the dynamic parameters identification for sliding joints of surface grinder based on DNN modeling. Firstly, the theoretical modal analysis is conducted to obtain the datasets. Then, the DNN model of dynamic parameters is designed and trained adequately. Next, the experimental modal test is carried out by LMS. Lastly, combined the predicted values with the experimental results of the natural frequencies for sliding joints, the stiffness and damping parameters can be identified by cuckoo search algorithm. Additionally, the identified parameters are used to theoretical modal analysis, the final relative errors between the theoretical value and the experimental result are all less than 2.2%, which achieves high precision.

The main contribution of this paper is that the proposed method makes the effectiveness of modeling for surface grinder sliding joints realized which is of great
modeling accuracy. Moreover, the designed DNN model is utilized to reflect the mapping relationship between the stiffness, damping and the first six order natural frequencies, so that the stiffness and damping can be identified accurately. Furthermore, it is of certain reference and promotion values for multi-input and multi-output, high nonlinear and strong coupled dynamic models.

The surface grinder is a complex mechanical system, which contains various types of joints affecting the dynamic performance of the machine tool jointly. Therefore, in future work, we will be devoted to the study on dynamic performance that with more types of more joints coupling. Besides, establishing more accurate theoretical model via better methods will be considered, such as refining mesh. In addition, we will try to solve the mechanical dynamic problems with higher-dimensional data by other deep learning models.

Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding
The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: This research is supported by National Natural Science Foundation of China (No. 51775323 and 51375289).

ORCID iD
Jianmin Zhu https://orcid.org/0000-0002-7544-9721

Reference
1. Schmitz TL, Davies MA and Kennedy MD. Tool point frequency response prediction for high-speed machining by RCSA. J Manuf Sci Eng-Trans ASME 1996; 123: 700–707.
2. Yusup N, Sarkheyli A, Zain AM, et al. Estimation of optimal machining control parameters using artificial bee colony. J Intell Manuf 2014; 25: 1463–1472.
3. Liu C, Li Y and Shen W. Dynamic feature modelling for closed-loop machining process control of complex parts. Int J Comput Integr Manuf 2015; 28: 753–765.
4. Zhu J, Zhang T, Wang J, et al. Axial dynamic characteristic parameters identification of rolling joints in a ball screw feed system. Proc Inst Mech Eng C-Mech Eng Sci 2016; 230: 2449–2462.
5. Guo M, Wei Z, Wang M, et al. Modal parameter identification of general cutter based on milling stability theory. J Intell Manuf. Epub ahead of print 13 April 2020. DOI: 10.1007/s10845-020-01569-y.
6. Liao B, Zhou X and Yin Z. Modern mechanical dynamics and the engineering application. 1st ed. Beijing: China Machine Press, 2004, pp.232, 262.
7. Xu C, Zhang J, Feng P, et al. Characteristics of stiffness and contact stress distribution of a spindle-holder taper joint under clamping and centrifugal forces. Int J Mach Tools Manuf 2014; 82–83: 21–28.
8. Zhang H, Zhao W, Du C, et al. Dynamic modeling and analysis for gantry-type machine tools considering the effect of axis coupling force on the slider–guide joints’ stiffness. Proc Inst Mech Eng B-J Eng Manuf 2015; 230: 2036–2046.
9. Wang J, Chen T, Wang X, et al. Dynamic identification of tangential contact stiffness by using friction damping in moving contact. Tribol Int 2018; 131: 308–317.
10. Burdekin M, Back N and Cowley A. Analysis of the local deformations in machine joints. J Mech Eng Sci 1979; 21: 25–32.
11. Vafaei S, Rahnejat H and Aini R. Vibration monitoring of high speed spindles using spectral analysis techniques. Int J Mach Tools Manuf 2002; 42: 1223–1243.
12. Zhang G, Huang Y, Shi W, et al. Predicting dynamic behaviours of a whole machine tool structure based on computer-aided engineering. Int J Mach Tools Manuf 2003; 43: 699–706.
13. Xu C, Zhang J, Wu Z, et al. Dynamic modeling and parameters identification of a spindle-holder taper joint. Int J Adv Manuf Technol 2013; 67: 1517–1525.
14. Wang Q, Yang Z and Ding K. Method in identifying the parameters of magic formula tire model based on new self-adaptive differential evolution. J Mech Eng 2014; 50: 120–128.
15. Li D, Zhang Y and Wang P. Dynamic model of machine joints based on structural damping. J Vib Shock 2010; 29: 204–208.
16. Wang E, Wu B, Hu Y, et al. Dynamic parameter identification of tool-spindle interface based on RCSA and particle swarm optimization. Shock Vib 2013; 20: 69–78.
17. Lee WJ and Kim SI. Joint Stiffness identification of an ultra-precision machine for machining large-surface micro-features. Int J Precis Eng Manuf 2009; 10: 115–121.
18. Zhou S and Sun B. Parameter identification and optimization of guide joint of CNC machine tools. In: The 4th advanced materials, mechanics and structural engineering conference, Tianjin, China, 09–11 Oct 2017, Paper no. UNSP 012025, pp.1–7. Bristol: IOP Publishing Ltd.
19. Padmanabhan KK. Prediction of damping in machined joints. Int J Mach Tools Manuf 1992; 32: 305–314.
20. Bahloul R, Mkaddem A, Dal Santo P, et al. Sheet metal bending optimization using response surface method, numerical simulation and design of experiments. Int J Mech Sci 2006; 48: 991–1003.
21. Wang Z, Yuan K and Li G. Optimization identification for dynamic characteristic parameters of sliding joints based on response surface methodology. China Mech Eng 2016; 27: 622–626.
22. Wei W, Zhang L, Xu Y, et al. Machine tool stiffness modeling based on artificial neural network. J Machine Des 2010; 27: 31–35.
23. Jiang S, Zheng Y and Zhu H. A contact stiffness model of machined plane joint based on fractal theory. J Tribol-Trans ASME 2010; 132: 011401–011407.
24. Suen PH and Healey G. Modeling and classifying color textures using random fields in a random environment. Pattern Recognit 1999; 32: 1009–1017.
25. Liao X, Xie H, Zhou Y, et al. Adaptive adjustment of plastic injection processes based on neural network. J Mater Process Technol 2007; 187–188: 676–679.
26. Zhang X, Huang Y, Zhao H, et al. The prediction of the basic characteristic parameters of joint surfaces by BP neural network. Mech Sci Technol 1996; 15: 839–842.
27. Yang H, Fu W, Wang W, et al. Machine joints normal and tangential contact stiffness modeling based on MPSO-BP neural network algorithm. Chin J Sci Instrum 2012; 33: 1856–1861.
28. Zhu J, Zhou Y, He D, et al. Dynamic characteristic parameters identification for machine tool sliding joints based on neural network modeling. J Vib Shock 2018; 37: 109–115.
29. Hinton GE, Osindero S and The YW. A fast learning algorithm for deep belief nets. Neural Comput 2006; 18: 1527–1554.
30. Bengio Y. Learning deep architectures for AI. Found Trends Mach Learn 2009; 2: 1–121.
31. Hinton GE and Salakhutdinov RR. Reducing the dimensionality of data with neural networks. Science 2006; 313: 504–507.
32. Liu J, Gong M, Wang X, et al. Structure learning for deep neural networks based on multiobjective optimization. IEEE Trans Neural Networks Learn Syst 2018; 29: 2450–2463.
33. Liu J. Multiobjective evolving deep neural network models and applications. Xi’an: Xidian University, 2018.
34. Zhu J. A coustic model of Chinese speech recognition based on DNN. Shenzhen: Harbin Institute of Technology, 2014.
35. Zhang J, Wang H, Guo Y, et al. Review of deep learning. Appl Res Comput 2018; 35: 1921–1929.
36. Naoya T, Michael G and Luc Van G. AENet: learning deep audio features for video analysis. IEEE Trans Multimedia 2018; 20: 513–524.
37. Silver D, Huang A, Maddison CJ, et al. Mastering the game of Go with deep neural networks and tree search. Nature 2016; 529: 484–489.
38. Bai Y, Li C, Sun Z, et al. Deep neural network for manufacturing quality prediction. In: 2017 prognostics and system health management conference, Harbin, China, 09–12 Jul 2017, pp.307–311. New York, NY: IEEE.
39. Ren L, Sun Y, Cui J, et al. Bearing remaining useful life prediction based on deep autoencoder and deep neural network. J Manuf Syst 2018; 48: 71–77.
40. Fan C and Jiang JR. Surface roughness prediction based on Markov chain and deep neural network for wire electrical discharge machining. IEEE Eurasia conference on IOT, communication and engineering, Yunlin, China, 03–06 Oct 2019, pp.191–194. New York, NY: IEEE.
41. Yann LC, Bengio Y and Hinton G. Deep learning. Nature 2015; 521: 436–444.
42. Postel M, Bugdayci B, Kuster F, et al. Neural network supported inverse parameter identification for stability predictions in milling. CIRP J Manuf Sci Technol 2020; 29: 71–87.
43. Jiao L, Yang S, Liu F, et al. Seventy years beyond neural networks: retrospect and prospect. Chin J Comput 2016; 39: 1697–1716.
44. Rumelhart DE, Hinton GE and Williams RJ. Learning representations by back propagating errors. Nature 1986; 323: 533–536.
45. Werbos PJ. Backpropagation through time: what it does and how to do it. Proc IEEE 1990; 78: 1550–1560.
46. Samarasinghe S. Neural networks for applied science and engineering. New York, NY: Taylor and Francis Group, LLC, 2006, p.50.
47. Zhu H, Li P, Jiao L, et al. Review of parallel deep neural network. Chin J Comput 2018; 41: 1861–1883.
48. Yang XS and Deb S. Cuckoo search via Lévy flights. In: 2009 world congress on nature & biologically inspired computing, Coimbatore, India, 09–12 Dec 2009, pp.210–214. New York, NY: IEEE.
49. Yang XS and Deb S. Engineering optimisation by cuckoo search. Int J Math Model Numer Optim 2010; 1: 330–343.
50. Zhou X. Research on community detection algorithms in complex networks. Changehun: Jilin University, 2016.
51. Jia B. Study on dynamic modes in flight simulator. Shanghai: Shanghai Jiao Tong University, 2017.
52. Qiu X. Neural networks and deep learning. 1st ed. Beijing: China Machine Press, 2020, p.26.