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Abstract. Federated learning (FL) is a distributed learning method that offers medical institutes the prospect of collaboration in a global model while preserving the privacy of their patients. Although most medical centers conduct similar medical imaging tasks, their differences, such as specializations, number of patients, and devices, lead to distinctive data distributions. Data heterogeneity poses a challenge for FL and the personalization of the local models. In this work, we investigate an adaptive hierarchical clustering method for FL to produce intermediate semi-global models, so clients with similar data distribution have the chance of forming a more specialized model. Our method forms several clusters consisting of clients with the most similar data distributions; then, each cluster continues to train separately. Inside the cluster, we use meta-learning to improve the personalization of the participants’ models. We compare the clustering approach with classical FedAvg and centralized training by evaluating our proposed methods on the HAM10k dataset for skin lesion classification with extreme heterogeneous data distribution. Our experiments demonstrate significant performance gain in heterogeneous distribution compared to standard FL methods in classification accuracy. Moreover, we show that the models converge faster if applied in clusters and outperform centralized training while using only a small subset of data.
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1 Introduction

Deep learning models outperform classic techniques for pathological diagnoses in medical imaging tasks [14,6,1]; however, their performance highly depends on the training data. Unavailability of medical imaging data due to privacy concerns, along with data heterogeneity, can negatively impact the representativity of the model. Federated learning (FL) tackles both of these challenges[12]. A federated setting consists of multiple clients and a server; local clients send their models to the server, and the server aggregates them and produces a global

⋆ Equal Contribution
model [15]. Weighted aggregation in FL aims to improve performance in favor of a global model; in turn, parts of the data distribution that potentially have distinctive features are considered outliers, e.g., since hospitals often outweigh specialized centers in terms of the number of patients, the global model tends to represent hospitals’ distribution, so the prospect of collaboration among institutes with similar data distribution is neglected. To improve personalization, we pose FL as a meta learning problem [8,16]. We demonstrate that clustering and applying a meta learning scheme improve personalization, preserve more specialized data, and enhance the convergence of the model. FedAvg (federated averaging) [15] was proposed as one of the first FL algorithms and has been used as a standard benchmark. Meta learning, or learning to learn [25], is learning how to efficiently solve new tasks from a set of known tasks [8]. FL clients can be interpreted as meta learning tasks since each client’s data distribution equals a different problem; hence, meta learning ideas have been successfully applied to FL [9,10,14]. Inspired by MAML [8], clients with similar distributions are grouped in clusters as a set of tasks, so each cluster is redefined a separate FL problem. This improves the homogeneity of the data between the clients in their corresponding clusters. Although in FL data is not explicitly accessible, we used the value differences of model parameters between the clients from the latest round and the global model as a similarity measure between those clients. Briggs et al. explores a hierarchical clustering technique to group similar models [3], and we utilized the same method for personalization of clients’ models and combined it with our proposed Adaptive Personalization (FedAP) for the final training inside clusters. We kept the simplicity of FedAvg [9], but with two differences: 1) FedAP treats the aggregated global update as a meta-level gradient that can be used with a different optimizer to update the global model. Particularly, it introduces the new hyperparameter of a meta learning rate. 2) At the end of the training, FedAP personalizes the global model to each individual client. This can have a strong advantage in the context of FL [5,9]. An overview of our method is depicted in Figure 1. The main contributions of this work are as follows: 1) We propose FedAP, a new hierarchical clustering approach to perform adaptive personalization inside the clusters and each client. 2) Significant performance gain in terms of classification accuracy and decreasing the accuracy variance between different clients. 3) The code of this work will be publicly released upon its acceptance.

2 Related work

A study on live data of millions of users shows that significant improvements can be achieved by personalizing the learning rate and batch size to clients [26]. The FedOpt [17] extends the FedAvg algorithm and implements personalization by introducing adjustable gradient update strategies for each client and server. Employing weight decay over training rounds on the server-side is shown to be required to lower the error on non-i.i.d. data [13]. proposes to learn base layers globally while keeping classification layers private on the client-side.
FedMD \cite{11} introduces a framework for individually designed by each client. The MOCHA \cite{23} enables efficient meta-learning in the federated environment. Communication efficiency in federated learning is also addressed in \cite{21} suggesting a compression protocol based on quantization. Non i.i.d. data is shown to impact both the convergence speed and the final performance of the FedAvg algorithm \cite{13,21}. \cite{30,13} tackle data heterogeneity by sharing a limited common dataset. IDA \cite{28} proposes to stabilize and improve the learning process by weighting the clients’ updates based on their distance from the global model. Motivated from classical machine learning techniques \cite{12} introduces a weight regularization term to the local objective function to prevent the divergence between local and global models. Yue et al.\cite{29} surveys on the data availability and heterogeneity in the medical domain, concluding that privacy restrictions and missing data pipelines block the full potential of Deep Learning which requires big data sets. The described advances in the field of federated learning can help overcome the challenge of medical data privacy and disseminate machine learning techniques in healthcare \cite{22}. Notably, data heterogeneity remains a significant hurdle to this development, so robust techniques towards non-i.i.d. data carry considerable future potential \cite{18}.

3 Method

In this section, we present our approach to tackling the problem of non-i.i.d. data distribution in federated learning. First, we describe the optimization process in a federated setting and its development in adaptive personalization. Then, we define the original federated averaging scenario. Later, we explain the entire pipeline of our proposed federated adaptive personalization method, followed by how hierarchical clustering can be embedded in our approach.

3.1 Definitions

The global data distribution is denoted by $\mathcal{D}$, while $\mathcal{S} \sim \mathcal{D}$ is the sampled data points and $s_1, ..., s_N = \mathcal{S}$. The data points are distributed across $M$ clients. Each
client $i \in \{1, \ldots, M\}$ only sees its local dataset, which is a subset $S_i \sim D_i$ of the global data and $s_1, \ldots, s_N = S_i$, $D_i$ being the client’s local data distribution. With the global model parameters $\theta_{\text{global}}$, the overall optimization task can be defined as:

$$\min_{\theta_{\text{global}}} L(S) = \min_{\theta_{\text{global}}} \frac{1}{M} \sum_{i=1}^{M} l_{\theta_{\text{global}}}(S_i)$$  \hspace{1cm} (1)$$

where $L$ is the global loss function and $l$ the local loss function of each client. We hypothesize that, while each distribution $D_i$ is different, they can be clustered by similarity. Following Briggs et al., we introduce a distinct model $\theta_c$ for each resulting cluster $c \in C$, where $C$ is the set of all clusters and $\theta_C$ is the set of all cluster model parameters.

We annotate the data distribution in each cluster by $D_c$ with $s_1, \ldots, s_N = S_c$. Integrating these clusters into Equation 1, we arrive at the following global and local loss function for each cluster $c$:

$$\min_{\theta_c} L(S) = \min_{\theta_c} \frac{1}{|C|} \sum_{c \in C} l_{\theta_c}(S_c)$$ \hspace{1cm} (2)$$

$$l_{\theta_c}(S_c) = \frac{1}{|c|} \sum_{i \in c} l_{\theta}(S_i)$$ \hspace{1cm} (3)$$

Extending this model to a personalized version where each client has its own model results in Equation 4:

$$\min_{(\theta_1, \ldots, \theta_n)} L(S) = \min_{(\theta_1, \ldots, \theta_n)} \frac{1}{N} \sum_{i=1}^{N} l_{\theta_i}(S_i)$$ \hspace{1cm} (4)$$

Equation 2 and Equation 4 both introduce additional degrees of freedom which allow to learn the sampled training data points from the respective distributions better than a single model as shown in Equation 1. We can sum up the results in the following form:

$$\min_{\theta_{\text{global}}} L(S) \geq \min_{\theta_c} L(S) \geq \min_{(\theta_1, \ldots, \theta_M)} L(S)$$ \hspace{1cm} (5)$$

While Equation 5 introduces the idea of each client learning its own model to reduce the loss on its distribution, the amount of data available for training is reduced. As theoretical works in deep learning show, the generalization error of models grows if the number of training samples shrinks. This can also be observed in practice and is reflected by the overfitting phenomenon. To maintain a good generalization performance, we propose to train on all of the mentioned levels, gathering information about as many training samples as possible while reducing the problem complexity each model has to solve step by step. We start an initial training overall clients to find a global model $\theta_{\text{global}}$ which should learn basic features of the whole distribution. In the next step, we cluster the clients and begin with the training inside the clusters. The resulting cluster models $\theta_C$ are then personalized in the final step by performing local training on each client $i$, leading to the final personalized model $\theta_i$ for each client. Figure 1 visualizes the whole pipeline.
3.2 Federated Averaging

In the following, we analyze the federated averaging (FedAvg) algorithm in more detail. If we have $M$ clients and $N_i = |D_i|$ is the number of data samples of client $i$, the global and local loss functions take the following form

$$f(\theta) = \sum_{i=1}^{M} \frac{N_i}{N} F_i(\theta) \quad \text{where} \quad F_i(\theta) = \frac{1}{N_i} \sum_{j} f_j(\theta)$$

(6)

where, $F_i(\theta)$ is the local objective of each client and $f(\theta)$ is the global objective averaged over all clients. Training with FedAvg consists of two main updating schemes. Firstly, the clients are training locally with an initially distributed model on their local data for a predefined amount of epochs $e$. For each communication round a client updates its model parameter $\theta_i$ as follows,

$$\forall i, \quad \theta_i^{t+1} \leftarrow \theta_i^t - \eta \cdot \Delta \theta$$

(7)

In a second step, the server computes a weighted average based on the number of data points of each client $i$ of all locally updated model parameters $\theta_i$'s:

$$\theta_{global}^{t+1} \leftarrow \sum_{i=1}^{M} \frac{N_i}{N} \theta_i^{t+1}$$

(8)

3.3 Federated Adaptive Personalization

Our methodology (Federated Adaptive Personalization or FedAP) begins with the initialization of the global model parameters $\theta_{global}$. At the start of each of $k$ federated rounds, they are transferred to a batch of $n$ randomly selected clients, and local training is performed, yielding updated local model parameters $\theta_i$ in each client $i$. Next, $\theta$ is updated using an adaptive meta learning rate $\eta$ based on the current round number. The adaptive meta learning rate decreases linearly throughout the training.

$$\theta_{global} \leftarrow \theta_{global} + \eta \sum_{i=1}^{n} \frac{N_i}{N} (\theta_i - \theta_{global})$$

(9)

Following the last federated round, the local model parameters of all clients $i \in \{1, \ldots, M\}$ are personalized by performing a fixed number of gradient optimization epochs on the local training data.

3.4 Hierarchical Clustering

The personalization of the local models can benefit more from clients that share more similarities in their data with each specific client. Therefore, we propose to perform hierarchical clustering after an initial phase of global federated learning, including all the clients. After performing FedAvg for a specified number of federated rounds, clients are clustered via hierarchical clustering according to their model updates in the current round. Each of the resultant client clusters is then treated as an isolated federated learning problem where either FedAvg or our proposed FedAP is employed. The full pipeline is visualized in Figure 1.
4 Experiments and Results

In this section, we present the experimental setup and the results of our experiments. The dataset, data preprocessing, and the employed data split for federated learning are discussed in section 4.1 and section 4.1, respectively. We compare our proposed personalized clustered models to two baselines, a standard supervised model trained in the centralized setting and FedAvg \cite{15}. Furthermore, we present the results of combining clustering and personalization with existing approaches on the HAM10k skin lesion dataset \cite{24}.

4.1 Experimental Setup

We employ a pretrained MobileNetV2 \cite{20,19} on ImageNet as a base classifier for all the baselines and our proposed model. The hyperparameter tuning was performed using a validation set without any overlap with the test set for the centralized model. For all the federated learning experiments, hyperparameter optimization comprised two steps: First, all clients were generated using a fixed random seed, and the hyperparameters were optimized against the client’s test sets. Then, we generated all clients anew for the evaluation using a different random seed, and a final learning curve was acquired using the previously fixed hyperparameter. The following hyperparameters were optimized: learning rate, batch size, and a number of local training epochs. The final values were re-used in all of the experiments. The models were optimized with SGD optimizer, with learning rate 0.001, inner epochs \(e = 1\), inner personalization epochs 7, inner batch size 16, initial and final meta-learning rate \(\eta_0 = 1.0, \eta_k = 0.46\), total federated rounds \(k = 220\), meta batch size \(n = 5\), cluster initialization rounds 20, Euclidean distance metric, ward linkage mechanism and maximum distance of 5.

Dataset and preprocessing The HAM10k dataset \cite{24} is a collection of 10,015 dermatoscopic images of seven types of skin lesions. The ground truth labels in HAM10k are based on histopathology in over 50\% of the cases and on follow-up examination, expert consensus, or in-vivo confocal microscopy. Our choice of HAM10k for evaluation of our method was due to this dataset’s unbalanced and high non-i.i.d nature. To address the problem of unbalancedness in the dataset, we utilized random undersampling \cite{27}; i.e., for most 500 images from each lesion class were randomly sampled and used for training.

Federated data split One of the common problems in clinical datasets that challenge machine learning methods is low statistical heterogeneity \cite{27}. We modeled highly non-i.i.d data distributions between our clients to represent this problem. Images within each class were partitioned into 35 groups, and the clients were randomly assigned two partitions from different classes until no partition pairs were left. This resulted in 34 clients, with 70 images assigned to each in total from two classes (see the supplementary material for the distribution heatmap).
The 70 images were randomly split into training and test sets at an 80:20 ratio within each client.

### 4.2 Results and Discussions

In this section, we present the results of our experiments and the comparison of our proposed model to previous work. In order to take the number of personalization rounds in FedAP and initialization rounds in HC into account for our total training rounds, the reported accuracy values in Table 1 are based on the total number of training steps for all models.

**Table 1: Results.** The comparison of our methods to the baselines on the non-i.i.d HAM10k dataset. The reported values for federated models are based on the mean and std of all the clients.

| Method                      | Accuracy (%) |
|-----------------------------|--------------|
| Centralized                 | 76.8         |
| FedAvg [15]                 | 41.1 ± 34.31 |
| FedAvg + HC [3]             | 44.1 ± 20.86 |
| FedAP (Ours)                | 84.1 ± 14.53 |
| FedAP + HC (Ours)           | 86.9 ± 12.81 |

Fig. 2: **Average Test Accuracy in Different Rounds.** Classification accuracy averaged over all clients. This figure shows the increase in the convergence rate using both FedAP and HC.

A standard centralized training setting was intended as a standard against which the more constrained federated learning experiments could be measured. For this experiment, a global training and test sets were created by pooling all clients’ respective training and test data. Due to the availability of all clients’ data to a single model, this model achieves relatively higher performance compared to FedAvg.

FedAvg achieves the worst performance across all methods. The learning curve shows a high degree of oscillation due to the fact that the single global model was not able to learn all necessary features from the different learning tasks imposed by different data distributions of the clients. Thus, this demonstrates the lack of robustness of FedAvg in a highly non-i.i.d. data setting, as indicated by preliminary evidence [30,13,21].

For the FedAvg + HC experiment, several FedAvg rounds (given by the hyperparameter "cluster initialization rounds") were performed before clustering. Following this, clients were clustered according to their local updates using hierarchical clustering (as in Briggs et al. [3]). Inside the individual clusters, conventional FedAvg training was performed. The global accuracy was obtained by simply averaging the test set accuracy of all clients. Hierarchical...
clustering increased the overall convergence speed of FedAvg. A sudden jump in the accuracy, as well as final model performance improvement, can be seen after clustering in Figure 2. We assume that an approximation of a homogeneous learning setting is recovered inside the clusters, and indeed the model updates can be used to represent the data distribution. However, this approach still falls far behind the performance of FedAP, substantiating the crucial importance of model personalization in a highly non-i.i.d. data environment. Similar to FedAvg, FedAP randomly samples a batch of $n$ clients at each round and uses SGD for local training. SGD is also used for global training so that the global update rule became $\theta \leftarrow \theta + \eta \cdot \Delta \theta$. Moreover, the adaptive weight decreases linearly with the number of federated rounds, from specified initial to final values. The evaluation of FedAP was performed in the same way as of FedAvg with the difference that, after the distribution of the global model, it was personalized to the clients by performing a number of gradient optimization steps on the local training sets. After this personalization, the model was evaluated on the test set, and again a global accuracy was calculated by averaging all local test set accuracies. The global model for FedAP was able to learn continuously, while the personalization step allowed the adaption to the different client distributions. Especially the extreme non-i.i.d. setting with simple underlying tasks allows the personalization to perform very well.

The FedAP + HC experiment was performed in the same way as the previous one, only that the adaptive personalization is performed after hierarchical clustering. As in the FedAvg + HC experiment, clusters were formed according to clients’ model updates after initial 20 rounds of FedAvg. FedAP + HC shows the overall best performance compared to all other approaches. We observe the same learning curve behavior as in FedAvg + HC. It improves the convergence speed of the algorithm, shown again by the immediate jump in balanced accuracy after clustering depicted in Figure 2. Despite achieving the best performance among the different mentioned variations of the federated setting, we observed that the FedAP + HC model suffers from overfitting in very long runs; i.e., if we train both FedAP and FedAP + HC for around 500 more rounds, the performance stays the same or gains minimal improvement in FedAP, but the FedAP + HC starts deteriorating. We assume that this is an indication of the global model’s higher adaptability to distinct tasks than the cluster models. The core idea of meta-learning roots in learning from many distinctive tasks. Indeed, clustering clients (representing the meta-learning task in a federated learning setting) reduces the diversity of tasks in each cluster to learn from. Therefore, this might be the reason behind FedAP + HC model’s sensitivity to overfitting in more extended training.

5 Conclusion

In this work, we presented and analyzed an adaptive personalization approach along with hierarchical clustering of the clients to tackle the non-i.i.d. problem in federated learning. Our adaptive model parameter weighting with hierarchical
clustering enables the better adaptation of the local models of clients to their distinctive data distribution while still taking advantage of the global aggregation of the different client model updates. The clients are clustered based on their similarity to local model updates and thus can approximate an i.i.d. setting in the respective clusters. Our experiments on the HAM10k dataset with the MobileNetV2 network show drastic improvements in classification accuracy over the standard supervised and over the FedAvg baseline. The lower standard deviation of our proposed method compared to previous work demonstrate that adaptive personalization of client models in the federated setting, inspired by meta-learning, yields higher generalizability of all clients models. In addition, hierarchical clustering increases the convergence speed and allows for better global models. Our experiments show that the models trained with FedAP and HC have the lowest standard deviation and highest average accuracy, demonstrating the proposed methods' effectiveness in reaching a reasonable and high accuracy performance in all clients. Despite the high performance gain of our proposed method, if the model is trained for too many rounds, the performance decreases, which shows its sensitivity to overfitting. Therefore, we plan to investigate this issue in future work.
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