We present a new method of establishing the finite-dimensionality of limit dynamics (in terms of bi-Lipschitz Mané projectors) for semilinear parabolic systems with cross diffusion terms and illustrate it on the model example of three-dimensional complex Ginzburg-Landau equation with periodic boundary conditions. The method combines the so-called spatial-averaging principle invented by Sell and Mallet–Paret with temporal averaging of rapid oscillations which come from cross-diffusion terms.

1. Introduction

It is believed that the long-time dynamics generated by a dissipative PDE is effectively finite-dimensional, i.e. despite the infinite-dimensionality of the initial phase space, the dynamics can be governed by finitely many parameters (the so-called order parameters in the terminology of I. Prigogine) and the associated system of ODEs (the so-called inertial form (IF)) which describes the evolution of these order parameters. However, despite many efforts made in this direction during the last 50 years (see [1–5] and references therein), the precise mathematical meaning of this reduction remains unclear and requires further investigation.

The most popular approach to study the dissipative dynamics is related to the concept of a global attractor which is by definition a compact invariant set attracting the images of all bounded sets of the phase space as time tends to infinity. On the one hand, the global attractor (if it exists) captures all non-trivial dynamics of
the system under consideration and, on the other hand, it is usually essentially smaller than the initial phase space $\Phi$ and this justifies the desired reduction of the number of degrees of freedom. Moreover, one of the main results of attractor theory claims, under relatively weak assumptions on the dissipative PDE considered, that the global attractor exists and possesses finite Hausdorff and box-counting dimensions. In particular, it is true for the two dimensional (2D) Navier–Stokes system, various types of reaction–diffusion equations, damped wave and Schrödinger equations, Ginzburg–Landau equations and many other important classes of PDEs, see [1,5,6].

If the finite-dimensional global attractor $A$ is constructed, then the Mané projection theorem ensures that a projector $P$ to a generic finite-dimensional plane of the phase space $\Phi$ of the problem considered is injective on $A$ if the dimension of the plane is large enough. Thus, the dynamical semigroup $S(t) : A \to A$ generated by the considered PDE on the attractor is conjugated to the projected semigroup $\tilde{S}(t) = PS(t)P^{-1}$ acting on a finite-dimensional compact set $\tilde{A} := PA$, and this gives us a finite-dimensional reduction. In addition, slightly more delicate arguments give us also the IF as a system of ODEs acting on this plane. Projectors which satisfy the injectivity property on the attractor are usually referred as Mané projectors, see [3,6] for more details.

However, the described approach has essential drawbacks which prevent it from being a reasonable way to justify the finite-dimensional reduction in dissipative PDEs. One of the key questions here is the smoothness of the obtained reduced semigroup $\tilde{S}(t)$ and the corresponding IF. It is well known that in general the Mané projector can be chosen in such a way that $P^{-1}$ is Hölder continuous and, in the case of abstract semilinear parabolic equations, the Hölder exponent may be chosen arbitrarily close to one, see [3,7,8]. This leads to Hölder continuous reduced semigroups and IF with Hölder continuous vector fields. In contrast to this, Lipschitz (or even log-Lipschitz) continuity of inverse Mané projectors is much more delicate and in general Lipschitz Mané projectors do not exist even in the class of abstract semilinear parabolic problems, see [9,10] and references therein.

Indeed, let us consider a semilinear parabolic equation of the form

$$\partial_t u + Au = F(u),$$  \hspace{1cm} (1.1)  

in a Hilbert space $H$. Here, $A$ is a positive definite sectorial linear operator with compact inverse and $F : H \to H$ is a given nonlinearity which is assumed to be bounded and at least Lipschitz continuous. Then, the existence of a compact global attractor $A$ with finite box-counting dimension is well known, but there are examples where the attractor $A$ cannot be embedded into any Lipschitz or even log-Lipschitz finite-dimensional manifold and, by this reason, the Lipschitz or log-Lipschitz Mané projections do not exist, see [9,10]. Analogous examples have been recently constructed for the class of one dimensional (1D) reaction–diffusion–advection problems (with local nonlinearities) as well, see [11]. In addition, the dynamics on the attractor in these examples has features which hardly can be interpreted as ‘finite-dimensional’, e.g. limit cycles with super-exponential rate of attraction, travelling waves in Fourier space, etc. see [9]. At the same time, the box-counting dimension in these examples remains finite (and is not very large) and Hölder continuous IF exists. Such examples indicate that the limit dissipative dynamics may be infinite dimensional despite the finiteness of box-counting dimension of the corresponding attractor and motivate the increasing interest to study alternative constructions for the finite-dimensional reduction which are not based on box-counting dimension and Mané projection theorem.

An ideal situation is the case when the considered system possesses a so-called inertial manifold (IM) which is a finite-dimensional smooth (at least $C^1$) normally hyperbolic invariant manifold in the phase space with a global attraction property. Then, the restriction of the equation to this manifold gives the desired IF and we also have that any trajectory of the initial system is attracted exponentially to some trajectory of the IF (the so-called asymptotic phase or exponential tracking property, see [5,10,12–14] and references therein). So, this construction gives natural and transparent finite-dimensional reduction for a number of important equations such as 1D reaction–diffusion equations, Swift–Hohenberg and Kuramoto–Sivashinsky equation, etc.
The existence of such a manifold requires strong separation of slow and fast variables which is usually formulated in terms of invariant cones, see [5,10,15] and references therein. In turn, in order to verify these conditions, the so-called spectral gap conditions (which are much easier to check) are usually exploited. For instance, in the case of equation (1.1) with self-adjoint (or normal) operator $A$, the spectral gap condition for existence of $N$-dimensional IM reads

$$\lambda_{N+1} - \lambda_N > 2L,$$ (1.2)

where $\{\lambda_n\}_{n=1}^{\infty}$ are the eigenvalues of $A$ enumerated in non-decreasing order and $L$ is a Lipschitz constant of the nonlinearity $F$. However, these conditions are very restrictive, for instance, for the most natural case where $A$ is a Laplacian in a bounded domain, they are satisfied for general nonlinearities in 1D case only.

It is also known, in the case where $F$ is a general nonlinearity, that the spectral gap conditions (1.2) are sharp in the sense that if they are violated for all $N$, we always can construct a nonlinearity $F$ such that (1.1) will not possess any finite-dimensional IM, see [9,10]. In contrast to this, for concrete particular classes of equations (1.1) the IM may exist even in the case where the spectral gap conditions are violated.

Up to the moment, there are two approaches to build up IMs that go beyond the spectral gap conditions. The first one is to try to make a change of the dependent variable transforming the equation to a new one for which the spectral gap conditions are satisfied and/or to embed it to a larger system of equations with spectral gap conditions. This works, e.g. for 1D reaction–diffusion–advection problems with Dirichlet and Neumann boundary conditions (surprisingly, in the case of periodic boundary conditions an IM may not exist, see [11,16]). This approach is inspired by the attempt to get the IM for 2D Navier–Stokes equation via the so-called Kwak transform ([17,18]) which unfortunately contained an irrecoverable error, see [19] for more details.

The second approach that goes beyond the spectral gap conditions is the so-called spatial averaging method which works mainly for 2D and three-dimensional (3D) tori and is related with the fact that the multiplication operator on a smooth function $f(x)$ restricted to the properly chosen ‘intermediate’ modes is close to multiplication on its spatial average $\langle f \rangle$. This approach was initially developed by Sell and Mallet–Paret to build up IMs for scalar reaction–diffusion equations on 2D and 3D tori, see [20], and is extended nowadays to many other classes of equations, e.g. for 3D Cahn-Hilliard equation (see [21]) or modified Navier–Stokes equations (see [22]). Note that this method does not in general work for systems since it is crucial that $\langle f \rangle$ is a scalar and not a matrix (an exceptional case is exactly the modified Navier–Stokes system where $\langle f \rangle$ is identically zero).

An intermediate step between Hölder continuous IF built via the Mané projection theorem and IMs is the so-called Romanov theory which gives necessary and sufficient conditions for the existence of Lipschitz continuous Mané projections and Lipschitz IFs, see [23,24]. The conditions for that are somehow close but slightly weaker than the ones for the IMs. For instance, the cone condition also plays a crucial role here, but it needs to be verified on the global attractor only, not on the whole phase space. This simplification allows us to verify it locally for the linearization of our equation on every complete bounded trajectory belonging to the attractor without the need for cut-off procedures (as is known, the proper cut-off of the considered equation is one of the key technical problems in both approaches to IMs mentioned above, see [10,11,16,20] for more details). On the other hand, we believe that the cut-off problem is of a technical nature, so in a more or less general situation the existence of Lipschitz Mané projections should imply also the existence of an IM. For this reason, we treat the existence of Lipschitz Mané projectors as the most essential step in constructing the IM. In addition, at this step, we may demonstrate key ideas in a more transparent way while avoiding the technicalities related with the cut-off procedure.

The main aim of this paper is to present a new method of verifying the existence of Lipschitz Mané projectors and potentially IMs which we refer to as the spatio-temporal averaging method. This method is illustrated on the model example of the 3D complex Ginzburg–Landau equation.
with periodic boundary conditions and more generally, the following cross-diffusion system

$$\partial_t \Psi = (1 + i\omega)\Delta_x \Psi + f(\Psi, \bar{\Psi}),$$  \hspace{1cm} (1.3)

endowed with periodic BC. Here, $\Psi = \Psi_{Re}(t, x) + i\Psi_{Im}(t, x)$ is an unknown complex-valued function, $\omega \in \mathbb{R}$, $\bar{\Psi} = \Psi_{Re} - i\Psi_{Im}$ is a complex conjugate function and $f$ is a given smooth function. In the particular case

$$f(\Psi, \bar{\Psi}) = (1 + i\beta)\Psi - (1 + i\gamma)|\Psi|^2,$$

we end up with the classical Ginzburg–Landau equation (see [25,26] and references therein for more details concerning this equation and its physical meaning).

The proposed method is a combination of the spatial averaging principle of Sell and Mallet–Paret with the classical temporal averaging for equations with large dispersion (in the spirit of [27]). Roughly speaking, at the first step we use spatial averaging in order to get rid of the dependence on the spatial variable $x$, in the equation of variations, and replace $f'(v)\bar{v}$ by $(f')\bar{v}$. However, the matrix $(f')$ is not a scalar matrix, so this is not enough to get the result. The key observation here is that if the cross-diffusion coefficient $\omega \neq 0$, the term $i\omega\Delta_x v$ produces a large dispersion on the intermediate modes (no matter how small $\omega$ is) which can be averaged. Performing this temporal averaging, we finally arrive at a scalar matrix which allows us to complete the arguments, see §2.

The main result of the paper is the following theorem.

**Theorem 1.1.** Let $\omega \neq 0$ and let the nonlinearity $f$ be smooth. Assume also that equation (1.3) is globally solvable in the phase space $\Phi = H^2_{per}(\mathbb{T}^3)$ and possesses a dissipative estimate

$$\|\Psi(t)\|_\Phi \leq Q(\|\Psi(0)\|_\Phi)e^{-\alpha t} + C_s, \hspace{1cm} t \geq 0,$$  \hspace{1cm} (1.4)

where the monotone increasing function $Q$ and positive constants $\alpha$ and $C_s$ are independent of $\Psi(0)$. Then the corresponding solution semigroup in the phase space $\Phi$ possesses a global attractor $A$ which has a Lipschitz continuous Mané projector. In particular, equation (1.3) possesses an IF with Lipschitz continuous vector field.

The proof of this theorem is given in §3, see also remark 3.2 for more details on validity of the dissipative estimate (1.4). Note also that the assumption $\omega \neq 0$ is crucial here. Counterexamples to the existence of a normally hyperbolic IM in the self-adjoint case $\omega = 0$ are given in [28].

### 2. Key estimates for the linearized equation

In this section, we study backward in time solutions for the following linear complex Ginzburg–Landau equation

$$\partial_t v - (1 + i\omega)\Delta_x v + a(t, x)v + b(t, x)\bar{v} = h(t), \hspace{1cm} t \leq 0,$$  \hspace{1cm} (2.1)

in a domain $\Omega = \mathbb{T}^3 := (-\pi, \pi)^3$ endowed by periodic boundary conditions. Here $v(t, x) = v_r(t, x) + iv_i(t, x)$ is an unknown complex-valued function, $\bar{v} = v_r - iv_i$ is a complex conjugation, $\omega \in \mathbb{R}$, $\omega \neq 0$, is a given real number, $a$ and $b$ are given functions which satisfy

$$\|a\|_{C^1_\omega(\mathbb{R} \times \mathbb{T}^3)} + \|b\|_{C^1_\omega(\mathbb{R} \times \mathbb{T}^3)} \leq K,$$  \hspace{1cm} (2.2)

and $h(t)$ is a given function the conditions on which will be specified later.

We want to solve problem (2.1) backward in time with an extra initial condition

$$P_Nv|_{t=0} = v_+,$$  \hspace{1cm} (2.3)

in the proper weighted spaces. Here and below $P_N : H := L^2(\Omega) \rightarrow H_N$ is an orthoprojector to the finite-dimensional subspace $H_N$ generated by all eigenvectors $e_n$ of the Laplacian $-\Delta_x$ (with periodic boundary conditions) which eigenvalues $\lambda_n$ satisfy $\lambda_n \leq N$. 
We first note that without loss of generality, we may assume that
\[ \langle a(t) \rangle := \frac{1}{(2\pi)^3} \int_{\Omega} a(t, x) \, dx \equiv 0. \] (2.4)
Indeed, if this condition is violated, we may change the dependent variable
\[ w(t) = e^{i \int a(s) \, ds} v(t), \] (2.5)
which gives
\[
\partial_t w - (1 + i \omega) \Delta_x w + (a(t, x) - \langle a(t) \rangle) w + b(t, x) e^{2i \int a(s) \, ds} \hat{w} = e^{i \int a(s) \, ds} h(t) := \tilde{h}(t). \] (2.6)
We see that the new weight satisfies
\[ e^{-Kr} \leq |e^{i \int a(s) \, ds}| \leq e^{Kr}, \] (2.7)
independently of the choice of \( N \) and new coefficients \( a \) and \( b \) satisfy (2.4) and inequality (2.2) (maybe with new constant \( K' \) depending only on \( K \)). By this reason, we assume from the very beginning that (2.4) is satisfied.

**Theorem 2.1.** Let the assumptions (2.2) and (2.4) hold. Then, there exists an infinite number of \( N \) such that, for every
\[ h \in H_0^\theta := H^\theta_{2q_0}(\mathbb{R}^\theta, H), \quad \theta = N + \frac{1}{2}, \]
and every \( v_+ \in H_N \), problem (2.1), (2.3) possesses a unique solution \( v \in H_0^\theta \) and the following estimate holds:
\[ \|v\|_{H_0^\theta} \leq C \left( \|h\|_{H_0^\theta} + \|v_+\|_H \right). \] (2.8)
Moreover, the sequence of \( N \) and the constant \( C \) depend only on the constant \( K \) in assumption (2.2) and are independent of the concrete choice of \( a \) and \( b \) satisfying this assumption.

**Proof.** We divide it on several steps.

**Step 1. Elementary transformations.** First, we reduce the problem to the non-weighted case by the standard change of variables
\[ w(t) = e^{\theta t} v. \]
This gives
\[ \partial_t w - (1 + i \omega) \Delta_x w - \theta w + aw + bw = e^{\theta t} \tilde{h}(t), \quad P_N w|_{t=0} = v^+. \] (2.9)
Thus, instead of proving weighted estimate (2.8), it is equivalent to verify its non-weighted analogue (in the space \( H_0^\theta \)) for equation (2.9).

Next, we get rid of the initial data \( v^+ \). To this end, we consider equation (2.9) in the particular case \( a = b = 0 \):
\[ \partial_t w - (1 + i \omega) \Delta_x w - \theta w = \tilde{h}(t), \quad P_N w|_{t=0} = v^+, \] (2.10)
and split it into the Fourier series with respect to the eigenvectors \( \{e_n\}_{n=1}^\infty \) of the Laplacian: \( w(t) = \sum_{n=1}^\infty w_n(t) e_n \). Then, the Fourier coefficients \( w_n(t) \) solve
\[ \frac{d}{dt} w_n + (\lambda_n - \theta + i \omega \lambda_n) w_n = \tilde{h}_n, \quad t \leq 0, \quad w_n(0) = v^+_n, \quad \text{if } \lambda_n \leq N, \] (2.11)
where \( \tilde{h}_n \) and \( v^+_n \) are the Fourier coefficients of \( \tilde{h} \) and \( v^+ \), respectively. To proceed further, we need the following simple lemma which is one of the key technical tools for proving the theorem.

**Lemma 2.2.** For every, \( v^+ \in H_N \) and every \( \tilde{h}_n \in L^2(\mathbb{R}_-, \mathbb{C}) \), problem (2.11) possesses a unique solution \( w_n \in L^2(\mathbb{R}_-, \mathbb{C}) \) and the following estimate holds:
\[ \|w_n\|_{L^2(\mathbb{R}_-, \mathbb{C})} \leq \frac{1}{|\lambda_n - \theta|} \|\tilde{h}_n\|_{L^2(\mathbb{R}_-, \mathbb{C})} + \frac{1}{\sqrt{2|\lambda_n - \theta|}} \|v^+_n\|_C. \] (2.12)
Proof. Proof of the lemma, we recall that $\theta = N + \frac{1}{2}$. By this reason, the explicit solution

$$w_n(t) = e^{(\theta - \lambda_n - i\omega_n)t}v_n^+$$

if $\lambda_n \leq N$ of equation (2.11) with $\tilde{h}_n = 0$ belongs to $L^2(\mathbb{R}, \mathbb{C})$ and satisfies

$$\|w_n\|_{L^2(\mathbb{R}, \mathbb{C})} \leq \frac{1}{|\lambda_n - \theta|} |v_n^+|.$$  

Thus, we only need to verify the estimate for the case $v_n^+ = 0$ (if $\lambda_n \leq N$). It is not difficult to check (see [10]) that the solution $w_n$ can be found as a unique solution of

$$\frac{d}{dt} w_n + (\lambda_n - \theta + i\lambda_n)w_n = \tilde{h}_n,$$

defined for all $t \in \mathbb{R}$ and belonging to $L^2(\mathbb{R}, \mathbb{C})$ (where we extend $\tilde{h}_n$ by zero for $t \geq 0$). After that we may do Fourier transform in time and use Plancherel equality to get

$$\|w_n\|_{L^2(\mathbb{R}, \mathbb{C})} \leq \frac{1}{|\lambda_n - \theta|} \|\tilde{h}_n\|_{L^2(\mathbb{R}, \mathbb{C})},$$

and the lemma is proved. \hfill ■

Using this lemma, we construct a solution $W = W(v^+)$ of the problem

$$\partial_t W - (1 + i\omega)\Delta_x W - \theta W = 0, \quad P_N W|_{t=0} = v^+,$$

belonging to $L^2(\mathbb{R}, H)$ and satisfying

$$\|W\|_{\mathcal{H}_0^-} \leq \|v^+\|_H,$$

(here we have used that $\lambda_n \in \mathbb{Z}$ and therefore $|\lambda_n - \theta| \geq \frac{1}{2}$). Introducing now $\tilde{w} = w - W$, we see that this function solves

$$\partial_t \tilde{w} - (1 + i\omega)\Delta_x \tilde{w} - \theta \tilde{w} + a\tilde{w} + b\tilde{w} = h_1(t), \quad P_N \tilde{w}|_{t=0} = 0,$$

where $h_1(t) := \tilde{h}(t) + aW(t) + b\tilde{W}(t)$. Thus,

$$\|h_1\|_{\mathcal{H}_0^-} \leq \|\tilde{h}\|_{\mathcal{H}_0^+} + 2K\|v^+\|_H$$

and the new function $\tilde{w} \in \mathcal{H}_0^+$ satisfies equation (2.9), but already with $v^+ = 0$. By this reason, we may assume that $v^+ = 0$ from the very beginning and study problem (2.9) with $v^+ = 0$ only.

Step 2. Reduction to intermediate modes. For any $0 < L < N$, let us introduce the orthoprojectors $P_{NL}$, $I_{NL}$ and $Q_{NL}$ to the lower Fourier modes ($\{e_n\}$ with $\lambda_n < N - L$), intermediate modes (with $N - L \leq \lambda_n \leq N + L$) and higher modes (with $\lambda_n > L + N$), respectively. At this moment, $L$ may be arbitrary, but later we will use these projectors in the situation where

$$0 < K \ll L \ll N.$$  

(2.13)

We split the solution $w$ of equation (2.9) (from now on we always assume that $v^+ = 0$) in a sum of three components

$$w(t) = P_{NL}w(t) + I_{NL}w(t) + Q_{NL}w(t) := w_+(t) + z(t) + w_-(t).$$
Then applying the projectors to (2.9), we get
\[ \partial_tw_+ - (1 + i\omega)\Delta_z w_+ - \theta w_+ = \bar{h}_+ - \mathcal{P}_{N,L}a(w_+ + w_+ + z) - \mathcal{P}_{N,L}b(\bar{w}_+ + \bar{w}_+ + \bar{z}), \]
\[ \partial_tw_- - (1 + i\omega)\Delta_z w_- - \theta w_- = \bar{h}_- - \mathcal{Q}_{N,L}a(w_+ + w_- + z) - \mathcal{Q}_{N,L}b(\bar{w}_+ + \bar{w}_- + \bar{z}), \]
\[ \partial_z - (1 + i\omega)\Delta_z z - \theta z = \bar{h}_0 - \mathcal{I}_{N,L}a(w_+ + w_- + z) - \mathcal{I}_{N,L}b(\bar{w}_+ + \bar{w}_- + \bar{z}), \]
where \( \bar{h}_+ = \bar{h}_+ + \bar{h}_+ + \bar{h}_- \) is a splitting of \( \bar{h} \) to lower, intermediate and higher modes.

Let us try to solve the first and the second equations of this system assuming that \( z \in L^2 (\mathbb{R}_-, H) \) is given. To this end, we need the following lemma.

**Lemma 2.4.** Let \( h_\pm \in L^2 (\mathbb{R}_-, H_\pm) \) be given. Then the equation
\[ \partial_tw_+ - (1 + i\omega)\Delta_z w_+ - \theta w_+ = h_+, \quad \mathcal{P}_{N,L}w_+ |_{t=0} = 0, \]
possesses a unique solution \( w_+ \in L^2 (\mathbb{R}_-, H_\pm) \) and the following estimate holds:
\[ \|w_+\|_{L^2 (\mathbb{R}_-, H_\pm)} \leq \frac{1}{L} \|h_+\|_{L^2 (\mathbb{R}_-, H_\pm)}, \tag{2.14} \]
Here and below \( H_+ = \mathcal{P}_{N,L}H, H_- = \mathcal{I}_{N,L}H \).

Indeed, this result is a straightforward corollary of lemma 2.2 and the fact that \( |\lambda_n - N - \frac{1}{2}| > L \) if \( \lambda_n \) does not belong to the intermediate modes.

The last lemma allows us to solve uniquely equations for \( w_+ \) and \( w_- \) if the intermediate component \( z \) is given and \( K \ll L \). Indeed, to this end, we just need to invert the left-hand sides of equations for \( w_+ \) and \( w_- \) and use the Banach contraction theorem (the contraction will be guaranteed by estimates (2.14) and (2.2)). This gives the following result.

**Lemma 2.5.** Let \( K \ll L \) and let \( z \in L^2 (\mathbb{R}_-, H_1) \) be given. Then, there are bounded linear operators
\[ \Phi_\pm : L^2 (\mathbb{R}_-, H_1) \to L^2 (\mathbb{R}_-, H_\pm), \quad \Psi_\pm : L^2 (\mathbb{R}_-, H_\pm) \to L^2 (\mathbb{R}_-, H_\pm), \]
such that the unique solutions \( w_\pm \in L^2 (\mathbb{R}_-, H_\pm) \) for the lower and higher modes are given by
\[ w_\pm = \Phi_\pm z + \Psi_\pm \bar{h}_-. \]
Moreover, the following estimates hold
\[ \|\Phi_\pm\|_{L^2 (\mathbb{R}_-, H_1), L^2 (\mathbb{R}_-, H_\pm)} + \|\Psi_\pm\|_{L^2 (\mathbb{R}_-, H_\pm), L^2 (\mathbb{R}_-, H_\pm)} \leq C \frac{K}{L}, \tag{2.15} \]
where the constant \( C \) is independent of \( N, K \ll L, L \) and the choice of \( a_b \).

This lemma allows us to express the functions \( w_\pm \) through the intermediate function \( z \) and put these expressions back to the equation for intermediate modes \( z \). This gives us the following result.

**Lemma 2.3.** Let \( K \ll L \). Then equation (2.9) is equivalent to the following non-local in time equation:
\[ \partial_t z - (1 + i\omega)\Delta_z z - \theta z + \mathcal{I}_{N,L}a z + \mathcal{I}_{N,L}b \bar{z} = \Phi z + g, \tag{2.16} \]
where the function \( g = g(\bar{h}) \) satisfies
\[ \|g\|_{L^2 (\mathbb{R}_-, H_1)} \leq C(K + 1)\|\bar{h}\|_{L^2 (\mathbb{R}_-, H)} \]
and the linear bounded operator \( \Phi : L^2 (\mathbb{R}, H_1) \to L^2 (\mathbb{R}_-, H_1) \) possesses the following estimate:
\[ \|\Phi\|_{L^2 (\mathbb{R}_-, H_1), L^2 (\mathbb{R}_-, H_1)} \leq C \frac{K^2}{L}. \tag{2.17} \]
where the constant \( C \) is independent of \( N, L \) and \( K \).
As we will see later, the numbers \( N \) and \( L \) are actually in our disposal, so we may fix \( L \) to be large enough and then the non-local term \( \Phi z \) will be arbitrarily small. Thus, the proof of the theorem is mainly reduced to solving finite-dimensional equation (2.16) (with \( \Phi = 0 \)) for the intermediate modes. However, this equation is still complicated since the operators \( I_{N,L}a \) and \( I_{N,L}b \) couple all intermediate modes. So, more steps are necessary.

**Step 3. Spatial averaging.** At this stage, we get rid of the dependence of the coefficients \( a \) and \( b \) on \( x \) using the so-called spatial averaging principle used in [20] for constructing the IMs for 3D scalar reaction–diffusion equations, see also [21,29] for further development and more applications of this method. The key technical tool of this method is the following lemma.

**Lemma 2.6.** Let \( \phi \in C^1(\mathbb{T}^3) \) satisfy \( \| \phi \|_{C^1} \leq K \). Then, for every \( \epsilon > 0 \), \( K > 0 \) and \( L > 0 \), there is an infinite sequence of \( N \)s such that

\[
\| I_{N,L} \phi I_{N,L} v - \langle \phi \rangle I_{N,L} v \|_{L^2} \leq \epsilon \| v \|_{L^2}, \quad v \in L^2(\mathbb{T}^3). \tag{2.18}
\]

The sequence of \( N \)s depends only on \( \epsilon \), \( K \) and \( L \) (and is independent of the concrete choice of \( \phi \)).

The proof of this lemma is based on the number theoretic results about integer points in a spherical layers and elementary harmonic analysis and can be found in [20], see also [10]. Note also that the assumption \( \phi \in C^1 \) can be replaced by \( \phi \in C^\kappa \) for some \( \kappa > 0 \).

Applying this lemma to the terms \( I_{N,L} a z \) and \( I_{N,L} b \bar{z} \), we get the following result.

**Lemma 2.7.** For every \( \epsilon > 0 \) and \( K > 0 \), there exists a sequence of \( L \)s and \( N \)s, \( L \ll N \) (e. g., \( L < \epsilon^2 N \)) such that equation (2.16) is equivalent to

\[
\partial_t z - (1 + i \omega) \Delta z - \theta z + \beta(t) \bar{z} = \Phi^\epsilon(z) + g, \quad z \in L^2(\mathbb{R}_+, H_1), \tag{2.19}
\]

where \( \beta(t) := \langle b(t) \rangle \), the linear operator \( \Phi^\epsilon : L^2(\mathbb{R}_+, H_1) \to L^2(\mathbb{R}_+, H_1) \) satisfies

\[
\| \Phi^\epsilon \|_{L^2(\mathbb{R}_+, H_1), L^2(\mathbb{R}_+, H_1)} \leq \epsilon, \tag{2.20}
\]

and the norm of \( g \) is independent of \( L, \epsilon \) and \( N \).

**Proof.** Proof of the lemma Indeed, applying lemma 2.6 to the term \( I_{N,L} a z \) and using that \( I_{N,L} z = z \) and the assumption \( \langle a(t) \rangle = 0 \), we see that this term is actually of order \( \epsilon \) (we include this corrector to \( \Phi^\epsilon \)). Analogously, applying lemma 2.6 to the second term \( I_{N,L} b \bar{z} \), we get the term \( \beta(t) \bar{z} \) plus small corrector which is included to \( \Phi^\epsilon \). Finally, the term \( \Phi(z) \) can be made of order \( \epsilon \) by the choice of \( L \) (due to estimate (2.17)). Thus, the lemma is proved.

Equation (2.19) now can be split to a finite number of second-order ODEs coupled through the small perturbation \( \Phi^\epsilon \) only. Indeed, decomposing \( z \) into Fourier series, we get

\[
\frac{d}{dt} z_n + (\lambda_n - \theta) z_n + i \omega \lambda_n z_n + \beta(t) \bar{z}_n = \Phi^\epsilon_n(z) + g_n, \tag{2.21}
\]

for all \( n \in \mathbb{N} \) such that \( N - L < \lambda_n < N + L \). Here and below, \( \Phi^\epsilon_n \) and \( g_n \) are Fourier components of \( \Phi^\epsilon \) and \( g \), respectively. However, the extra term \( \beta(t) \bar{z} \) still does not allow us to do standard estimates and we need one more step to handle it.

**Step 4. Temporal averaging.** Equation (2.21) contain the large dispersion term \( i \omega \lambda_n z_n \) with \( \omega_n := \omega \lambda_n \). Here, we have crucially used the assumption \( \omega \neq 0 \) and the fact that \( \lambda_n \in [N - L, N + L] \) where \( N \) is big and \( L \ll N \). By this reason, it looks natural to use the rapid in time oscillations caused by this dispersive term. To this end, following, say, [27] (see also references therein), we do the change of variables

\[
Z_n(t) = e^{i \omega t} z_n(t).
\]

Then, we get

\[
\partial_t Z_n + (\lambda_n - \theta) Z_n + e^{2i \omega t} \beta(t) \bar{Z}_n = e^{i \omega t} \Phi^\epsilon_n([e^{-i \omega t} Z_k]) + e^{i \omega t} g_n := \phi^\epsilon_n(Z) + G_n. \tag{2.22}
\]
Since our transform is an isometry in $H_I$, we have
\[
\|Z\|_{L^2(\mathbb{R}, H_I)} = \|z\|_{L^2(\mathbb{R}, H_I)},
\]
\[
\|G\|_{L^2(\mathbb{R}, H_I)} = \|g\|_{L^2(\mathbb{R}, H_I)} \quad \|\Phi^\varepsilon(Z)\|_{L^2(\mathbb{R}, H_I)} \leq \varepsilon \|Z\|_{L^2(\mathbb{R}, H_I)}.
\]

(2.23)

Thus, equation (2.22) preserves all good properties of equation (2.21), so it is sufficient to prove the unique solvability of (2.22) in the space $L^2(\mathbb{R}, H_I)$. This equation has an essential advantage since it contains an explicit rapidly oscillating term with zero mean, so by the classical averaging theory (see [27] and references therein), we expect that this term will be averaged to zero and the solvability of (2.22) for a general $\beta(t)$ should follow from the particular case $\beta = 0$ (where it is obvious).

Let us justify this idea. As usual, we transform (2.22) as follows:
\[
\frac{d}{dt} \left( Z_n - \frac{i}{2\omega_n} e^{2i\omega_n t} \beta(t) \bar{Z}_n \right) + (\lambda_n - \theta) Z_n = \Phi^\varepsilon_n(Z) + G_n
\]
\[
- \frac{i}{2\omega_n} e^{2i\omega_n t} \beta'(t) \bar{Z}_n - \frac{i}{2\omega_n} e^{2i\omega_n t} \beta(t) \frac{d}{dt} \bar{Z}_n = \Phi^\varepsilon_n(Z) + G_n
\]
\[
- \frac{i}{2\omega_n} e^{2i\omega_n t} (\beta'(t) - \beta(t)(\lambda_n - \theta)) \bar{Z}_n + \frac{i}{2\omega_n} |\beta(t)|^2 Z_n
\]
\[
- \frac{i}{2\omega_n} e^{2i\omega_n t} (\Phi^\varepsilon_n(Z) + \tilde{G}_n) = \Phi^\varepsilon_n(Z) + \tilde{G}_n.
\]

(2.24)

We claim that the norm $\Phi^\varepsilon$ remains of order $\varepsilon$ if we take $N$ large enough and the norm of $\tilde{G}$ remains bounded. Indeed, $|\beta'(t)| + |\beta(t)| \leq K$ is bounded. The term $\frac{1}{2\omega_n} \leq \frac{1}{2\omega_0}$ can be made of order $\varepsilon$ if $N$ is large enough. Finally, the term $\frac{\lambda_n - \theta}{2\omega_n} \leq \frac{2L+1}{4\omega_0 N}$ also can be made of order $\varepsilon$ if $N$ is large enough and $L \ll N$. Thus, the new terms $\Phi^\varepsilon$ and $\tilde{G}$ satisfy the same good estimates as the initial terms $\Phi^\varepsilon$ and $G$.

To complete the proof, we need one more change of variables
\[
U_n(t) := Z_n - \frac{i}{2\omega_n} e^{2i\omega_n t} \beta(t) \bar{Z}_n.
\]

The inverse transform to this is given by
\[
Z_n(t) = \frac{1}{1 - (|\beta(t)|^2/4\omega_n^2)} U_n(t) + \frac{(i\beta(t)/2\omega_n) e^{2i\omega_n t}}{1 - (|\beta(t)|^2/4\omega_n^2)} \bar{U}_n(t).
\]

Analogously to previous estimates, we see that the linear transform $U_n \rightarrow Z_n$ is invertible and is $\varepsilon$ close to identity (if $N$ is large enough), so inserting the formula for $Z_n$ into (2.24), we finally arrive at
\[
\frac{d}{dt} U_n + (\lambda_n - \theta) U_n = \Phi^\varepsilon_n(U) + \tilde{G}_n,
\]

(2.25)

where the norm of the operator $\Phi^\varepsilon_n$ is of order $\varepsilon$ and the norm of $\tilde{G}_n$ is uniformly bounded as $\varepsilon \rightarrow 0$. Using now lemma 2.2 and the fact that $|\lambda_n - \theta| \geq 1/2$, by choosing $\varepsilon > 0$ small enough, we see that equations (2.25) are uniquely solvable in $L^2(\mathbb{R}, H_I)$ by the Banach contraction theorem. This finishes the proof of the theorem. □

We conclude this section by the following corollary of the proved theorem which is necessary for the nonlinear case.
Corollary 2.8. Let the coefficients \(a\) and \(b\) satisfy condition (2.2) (assumption (2.4) is not assumed). Then, there exist infinitely many \(N_s\) and the corresponding exponents \(\theta_N = \theta_N(K)\) such that any bounded backward solution \(v \in C_b(\mathbb{R}, H)\) of the equation

\[ \partial_t v - (1 + i\omega)\Delta_x v + a(t,x)v + b(t,x)\bar{v} = 0, \quad t \leq 0 \]  

satisfies the following estimate

\[ \|v(t)\|_H \leq C_N e^{-\theta_N \|P_N v(0)\|_H}, \quad t \leq 0, \]  

where the constants \(C_N\) and \(\theta_N\) depend only on \(N\) and \(K\), but are independent of the concrete choice of the solution \(v\).

Proof. Indeed, since \(v \in C_b(\mathbb{R}, H)\), the transform (2.5) together with (2.7) gives us the solution \(w \in \mathcal{H}_{k+1}\) of equation (2.6) (with \(h = 0\)) where the condition (2.4) is satisfied. If we assume in addition that \(N\) is large enough \((N > K + 3/2)\), we may apply theorem 2.1 and get the following estimate:

\[ \|w\|_{\mathcal{H}_{k+1}} \leq C_N \|P_N v(0)\|_H, \]  

which together with the parabolic smoothing property implies that

\[ \|w(t)\|_H \leq C_N e^{-(N+\frac{1}{2})t} \|P_N v(0)\|_H. \]  

Returning back to the variable \(v\) and using (2.7) again, we end up with the desired estimate (2.27) and finish the proof of the corollary. \(\Box\)

3. The nonlinear case: finite-dimensional reduction on the attractor

We now study the following semilinear cross-diffusion equation

\[ \partial_t \psi = (1 + i\omega)\Delta_x \psi + f(\psi, \bar{\psi}) := A\psi + F(\psi), \quad \psi\big|_{t=0} = \psi_0 \]  

in a domain \(\Omega := (-\pi, \pi)^3\) endowed with periodic boundary conditions. Here \(\psi = \psi_{\gamma}(t,x) + i\psi_{\bar{\gamma}}(t,x)\) is an unknown complex valued function, \(\omega \in \mathbb{R}\) is a given constant and \(f\) is a given smooth function.

We assume that this equation is globally well-posed in higher energy norms and is dissipative. To be more precise, we assume that for any \(\psi_0 \in H^2 = H^2(\Omega)\) equation (3.1) possesses a unique solution \(\psi \in C([0,T], H^2)\) for all \(T > 0\) and the following estimate holds

\[ \|\psi(t)\|_{H^2} \leq Q(\|\psi_0\|_{H^2}) e^{-\alpha t} + Q_s, \quad t \geq 0, \]  

for some monotone increasing function \(Q\) and positive constants \(\alpha, Q_s\) which are independent of \(\psi_0\).

If this assumption is satisfied, then equation (3.1) generates a dissipative semigroup \(S(t), t \geq 0\) in the phase space \(H^2\) via

\[ S(t) : H^2 \to H^2, \quad S(t)\psi_0 := \psi(t) \quad \text{and} \quad \psi_0 \in H^2, \]  

where \(\psi(t)\) is a solution of equation (3.1) with the initial data \(\psi_0\) at time moment \(t\) and this semigroup possesses the so-called global attractor in \(H^2\). We recall that a set \(A\) is a global attractor for the semigroup \(S(t) : H^2 \to H^2\) if

1. The set \(A\) is compact in \(H^2\);  
2. It is strictly invariant: \(S(t)A = A\) for all \(t \geq 0\);  
3. It attracts images of all bounded sets of \(H^2\) when \(t \to \infty\), i.e. for every bounded set \(B\) in \(H^2\) and every neighbourhood \(O(A)\) of the set \(A\), there exists \(T = T(B, O)\) such that

\[ S(t)B \subset O(A) \quad \text{for all} \quad t \geq T, \]  

see [1,4,5] and references therein.
We now state the standard theorem on the existence of a global attractor for the semigroup (3.3).

**Theorem 3.1.** Let the problem (3.1) possess a unique solution $\Psi$ such that $\Psi \in C([0,T], H^2)$ for all $T > 0$ and let the dissipative estimate (3.2) be satisfied. Then the solution semigroup $S(t)$ defined by (3.3) possesses a global attractor $\mathcal{A}$ in $H^2$. Moreover, this attractor is smooth, i.e. it is a bounded set in $H^s$ for every $s \geq 0$:

$$\|\mathcal{A}\|_{H^s(\Omega)} \leq C_s.$$  \hspace{1cm} (3.4)

This statement is a straightforward corollary of the classical smoothing property for semilinear parabolic equations, see [1,5,10]. The choice of the phase space $H^2$ is related with our choice of 3D case where Sobolev embedding $H^2 \subset C$ allows us to control the $L^\infty$-norm of the solution. This in turn allows to control the nonlinearity without any growth restrictions. Of course, this result is not restricted to cross-diffusion equations and holds for general semilinear parabolic equations.

**Remark 3.2.** The stated theorem is a *conditional* result which requires the key dissipative estimate (3.2) to be satisfied. Verification of this estimate may be rather delicate in concrete examples and necessary and sufficient conditions for it are not known even in the case of classical complex Ginzburg–Landau (cGL) equations which correspond to examples and necessary and sufficient conditions for it are not known even in the case of classical cGL always possesses the dissipative estimate in the $H = L^2(\Omega)$ norm:

$$\|\Psi(t)\|_H \leq C\|\Psi_0\|_{H^2}e^{-\alpha t} + C_s,$$  \hspace{1cm} (3.6)

but it is not enough to get dissipativity in higher norms in the 3D, so some restrictions on parameters are necessary. In the defocusing case $\omega \gamma > 0$ dissipative estimate in $H^2$ always hold, but there is an evidence that the $H^1$-norm may blow up in finite time in the self-focusing case $\omega \gamma < 0$, see [30] and references therein.

On the other hand, the way how the dissipative estimate in the $H^2$-norm can be obtained is not essential for our main results. We just need the result of Theorem 3.1. By this reason, we do not go further with derivation of this estimate and prefer to state it as an assumption.

We now briefly discuss the so-called Mané projections of a global attractor and related finite-dimensional reduction, see [3] and references therein for more details.

**Definition 3.3.** Let $\mathcal{A} \subset H^2$ be the attractor for the solution semigroup $S(t)$. A linear projector $P: H^2 \to \mathcal{V}$, where $\mathcal{V}$ is a finite-dimensional linear subspace of $H^2$, is a Mané projector if it is injective on the attractor $\mathcal{A}$. Since $\mathcal{A}$ is compact any Mané projector is a homeomorphism between $\mathcal{A}$ and a finite-dimensional set $\tilde{\mathcal{A}} := P\mathcal{A} \subset \mathcal{V}$. A Mané projector $P$ is called Hölder (resp. Lipschitz) Mané projector if its inverse $P^{-1}: \tilde{\mathcal{A}} \to \mathcal{A}$ is Hölder (resp. Lipschitz) continuous.

If the attractor $\mathcal{A}$ possesses a Mané projector then the semigroup $S(t)$ acting on the attractor $\mathcal{A}$ is topologically conjugate to the semigroup

$$\tilde{S}(t) := P \circ S(t) \circ P^{-1}, \quad \tilde{S}(t): \tilde{\mathcal{A}} \to \tilde{\mathcal{A}},$$

acting on a finite-dimensional compact set $\tilde{\mathcal{A}} \subset \mathcal{V}$. In this sense the Mané projector realizes the finite-dimensional reduction of the limit dynamics on the attractor.

Moreover, every Mané projector generates a system of ODEs for the limiting dynamics on the attractor—the so-called inertial form. Namely, let $\tilde{\Psi}(t) := P\Psi(t)$ where $\Psi(t)$ is a solution of a
semilinear parabolic equation (3.1) belonging to the attractor. Then, projecting the equation to $V$, we arrive at

$$\frac{d}{dt}\tilde{\Psi} = P \circ A \circ P^{-1}(\tilde{\Psi}) + PF(P^{-1}(\tilde{\Psi})).$$  \hspace{1cm} (3.7)

This IF has a specially nice form when $P$ is a spectral projector, i.e. when $PA = AP$. Namely,

$$\frac{d}{dt}\tilde{\Psi} = A\tilde{\Psi} + PF(P^{-1}(\tilde{\Psi})).$$  \hspace{1cm} (3.8)

**Remark 3.4.** As we have already mentioned in the introduction, Mané projections exist for more or less general abstract semilinear parabolic equations with global attractors. This fact is based on two general theorems. First of them claims that the attractor $A$ has finite box-counting dimension (standard corollary for a parabolic smoothing property for the equation of variations, see [1,5,6,10]). And the second one is the so-called Hölder Mané theorem which claims that, for a compact set in a Banach space with finite box-counting dimension, Hölder Mané projectors are generic among all projectors on finite-dimensional planes with sufficiently large dimension, see [3].

However, this approach has essential drawbacks.

First, we only know that ‘generic’ projector is Mané without any algorithm to specify it in a concrete case. For instance, the spectral Mané projector may not exist, see counterexamples in [9,10].

Second, the inertial form (3.7) has only Hölder continuous vector field, so the uniqueness theorem may fail which would make this reduction to ODEs incomplete.

Third, probably most important, as recent counterexamples show (see [9,10]) the dynamics on the attractor $A$ with finite box-counting dimension may demonstrate clearly infinite-dimensional features, like limit circles with super-exponential rate of attraction, travelling waves in Fourier space, etc. and the above scheme is unable to capture and distinguish them from ‘truely’ finite-dimensional dynamics.

As we will see, the situation is better when Lipschitz Mané projections are considered. However, they do not exist for general semilinear parabolic equations, so the case study is needed. Fortunately, our cross-diffusion system is exactly the exceptional case.

The key result about Lipschitz Mané projectors is given by the so-called Romanov theory, see [10,23,24].

**Theorem 3.5.** Let $A$ be an attractor of the semilinear parabolic equation (3.1). Then the following conditions are equivalent

1. There exist a Lipschitz Mané projector.
2. There is a spectral Lipschitz Mané projector.
3. The solution semigroup $S(t): A \rightarrow A$ acting on the attractor can be extended to the Lipschitz continuous group $S(t)$, $t \in \mathbb{R}$, i.e. the inverse operators $S(-t) = S^{-1}(t)$ exist and Lipschitz continuous on the attractor.

We apply this theorem in order to get the main result of our paper.

**Theorem 3.6.** Let the assumptions of theorem 3.1 hold and let, in addition, the cross diffusion coefficient $\omega \neq 0$. Then the attractor $A$ of the solution semigroup $S(t): A \rightarrow A$ associated with equation (3.1) possesses a spectral Mané projector. In particular, the limit dynamics on the attractor is described by a system of ODEs of the form (3.8) with Lipschitz continuous vector field.

**Proof.** We will check condition 3 of the above theorem. The fact that $S(t): A \rightarrow A$ can be extended to a group of homeomorphisms follows from the backward uniqueness theorem for semilinear parabolic equations (for instance, via the logarithmic convexity arguments, e.g. [1,10]), so we only need to check Lipschitz continuity.

Let $\Psi_0^1, \Psi_0^2 \in A$ be two points on the attractor. Since $A$ is invariant, there are two complete bounded trajectories $\Psi^i \in C_b(\mathbb{R}, H^2)$, $i = 1, 2$, belonging to the attractor such that $\Psi^i(0) = \Psi_0^i$, $\forall i = 1, 2$. By the same arguments as in [1,10], we can show that $\Psi^i(t) \in C_b(\mathbb{R}, H^2)$, $\forall t \in \mathbb{R}$, and $\Psi^1(t) \neq \Psi^2(t)$, $\forall t \in \mathbb{R}$.

Let $\Gamma: [0, T] \times [0, T] \times \mathbb{R}^2 \rightarrow \mathbb{R}$ be a continuous function such that $\Gamma(0, t, s) = 0$, $\Gamma(t, 0, s) = 0$, $\Gamma(t, T, s) = 0$, and $\Gamma(t, t, s) = 0$. Then, for any $t \neq s$, $\forall t, s \in [0, T]$, we have

$$\frac{d}{dt}\left(\left(\int_{\mathbb{R}} |\Psi^i(t)-\Psi^j(t)|^2 \, dx\right)^{1/2}\right) \leq \Gamma(t, s, \cdot),$$

for $i, j = 1, 2$. Integrating this inequality with respect to $t$ from $t$ to $s$, we obtain

$$\left(\int_{\mathbb{R}} |\Psi^i(t)-\Psi^j(s)|^2 \, dx\right)^{1/2} \leq \int_t^s \Gamma(t, s, \cdot) \, ds.$$
\[ i = 1, 2. \text{ Let } v(t) := \Psi^1(t) - \Psi^2(t). \text{ Then this function satisfies the equation of variation for (3.1) which has the form of (2.26). Moreover, since the attractor is smooth, assumption (2.2) is satisfied uniformly with respect to } \Psi^1_0, \Psi^2_0 \in A. \text{ Thus, due to corollary 2.8, there are constants } N, C_N \text{ and } \theta_N \text{ (which are also uniform with respect to } \Psi^1_0, \Psi^2_0 \in A) \text{ such that}

\[
\|v(t)\|_H \leq C_N e^{-\theta_N t} \|Pv(0)\|_H \leq C_N e^{-\theta_N t} \|v(0)\|_H^2.
\]

Applying the parabolic smoothing property to equation (2.26), we finally arrive at

\[
\|v(t)\|_H^2 \leq C_N e^{-\theta_N t} \|Pv(0)\|_H \leq C_N e^{-\theta_N t} \|v(0)\|_H^2.
\]

Thus, the desired backward Lipschitz continuity is verified and the theorem is proved. ■

We now consider the particular case of the classical 3D cGL equation.

**Corollary 3.7.** Let us consider the equation

\[
\partial_t \Psi = (1 + i \omega) \Delta x \Psi + (1 + i \beta) \Psi - (1 + i \gamma) |\Psi|^2.
\]

(3.9)

with periodic boundary conditions. Assume that \( \omega \neq 0 \) and any solution \( \Psi(t) \) of this equation with \( \Psi_0 \in H^1 \) exists globally in time \( t \geq 0 \) (i.e. there is no finite time blow up of the \( H^1 \)-norm). Then this equation possesses a smooth global attractor with spectral Lipschitz Mané projector.

**Proof.** Indeed, the absence of finite time blow up for the \( H^1 \)-norm together with dissipative \( H \)-estimate (3.6) imply in a standard way the dissipativity in \( H^1 \), see e.g. [5]. In turn, since the classical cGL is subcritical in \( H^1 \), the dissipativity in \( H^1 \) implies the dissipative estimate (3.2) and finishes the proof of the corollary. ■

### 4. Concluding remarks

As we have already mentioned, the condition \( \omega \neq 0 \) is crucial for theorem 3.6. Moreover, we expect that the theorem by itself is not true for \( \omega = 0 \). Indeed, an explicit counterexample of equation (3.1) with \( \omega = 0 \) and without normally hyperbolic IM has been constructed in [28]. On the other hand, the most difficult part in constructing counterexamples to existence of Lipschitz or log-Lipschitz Mané projections is exactly to break normal hyperbolicity, see [9,10], so we expect that the corresponding counterexample can be constructed by perturbing properly the example in [28]. We plan to return to this question elsewhere.
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