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Abstract

The creation of a quality summarization dataset is an expensive, time-consuming effort, requiring the production and evaluation of summaries by both trained humans and machines. If such effort is made in one language, it would be beneficial to be able to use it in other languages without repeating human annotations. To investigate how much we can trust machine translation of such a dataset, we translate the English dataset SummEval to seven languages and compare performance across automatic evaluation measures. We explore equivalence testing as the appropriate statistical paradigm for evaluating correlations between human and automated scoring of summaries. While we find some potential for dataset reuse in languages similar to the source, most summary evaluation methods are not found to be statistically equivalent across translations.

1 Introduction

A large summarization dataset includes thousands of texts and human-written summaries (for example, CNN/Daily Mail (Hermann et al., 2015)). In order to make it applicable for wider research, it may also contain machine-generated summaries by many models, accompanied by human and machine evaluations of the quality of the generated summaries (Fabbri et al., 2021). The human annotation alone is a complicated effort, requiring careful planning and setup (Iskender et al., 2021; Kryscinski et al., 2020). As summarization resources grow for English-language models, it becomes increasingly important to consider whether we can repurpose these datasets for use in other languages as well.

In this paper, we focus on answering this question with respect to automated summarization evaluation using the SummEval dataset (Fabbri et al., 2021), the largest corpus of English-language human annotated text summaries we could find. We translate this dataset from English to seven languages and evaluate the correlations between automated summary evaluation measures and human annotations. Using equivalence tests, we show that some aspects of summary quality ranking are preserved under translation for languages with similar alphabets and grammars to English. Additionally, we examine the behavior of automated measures across languages to compare the relative capabilities of machine translation versus summary evaluation. While we find some reasons for optimism about the potential for dataset reuse, our work clearly demonstrates that more research is needed to make translated datasets useful for a diverse set of languages.

2 Data

We focus our analysis on the portion of SummEval\textsuperscript{1} that includes human annotations. It consists of 100 texts, each accompanied by 11 human-written reference summaries and 17 machine-generated summaries produced by different models. Each machine-generated summary is annotated by three experts and five crowd workers using a 5-point scale for four quality measures: coherence, consistency, fluency, and relevance. For simplicity, we create a composite rating by averaging the expert scores for each quality of a given text-summary pair.

We translate all 100 source texts, 1100 human reference summaries, and 1700 machine-generated summaries into seven languages, French, German, Italian, Spanish, Afrikaans, Hindi, and Russian, using translation models trained and uploaded to the Hugging Face Model Hub by Helsinki-NLP\textsuperscript{2} and accessed via the transformers library (Wolf et al., 2020) (see Appendix A). We used the same original human annotations provided by the SummEval dataset as annotations in each of the seven

\textsuperscript{1}https://github.com/Yale-LILY/SummEval
\textsuperscript{2}https://huggingface.co/Helsinki-NLP
translated languages.

In each language version of the dataset, we score machine-generated summaries with a few common or promising automated evaluation measures that could be applied to all eight languages. We calculate the following truly automated (not needing human written reference summaries) measures: Jensen-Shannon (Louis and Nenkova, 2009), ESTIME (Vasilyev and Bohannon, 2021) and BLANC (Vasilyev et al., 2020) (see Appendix A). We also calculate the following reference-based automatic evaluation measures: BLEU (Papineni et al., 2002), BERTScore-F1 (Zhang et al., 2020), and ROUGE (Lin, 2004) as ROUGE-1,2,L.

We calculate correlations between automated evaluation measures in each language and the human annotations on the original English dataset. We seek to answer whether these correlations are reasonably independent of the language. In other words, can we rely on such correlations to provide consistent judgement of evaluation measures in other languages.

3 Evaluation Correlations

3.1 Correlations between Automated Measures and Expert Scores

It has become standard in the summarization literature to judge the performance of an automated measure by the correlation of its scores with human evaluation of summaries (e.g. (Zhang et al., 2020), (Deutsch et al., 2021)). Figure 1 shows Spearman’s $\rho$ and Kendall’s $\tau$ correlation coefficients between the expert human evaluations and the automated measures run on the English summaries found in the SummEval dataset.

The correlations are consistently weak, indicating that the measures rely on different features than human evaluations of a summary. ESTIME, BERTScore, and Jensen-Shannon all demonstrate somewhat higher correlations in at least some measures of quality, perhaps reflecting a more nuanced approach to summary scoring.

Automated evaluation of summarization models is still an evolving field. While most measures disagree with human judgment often, they are still widely used as points of comparison across model outputs. Therefore, it remains highly relevant to determine whether translation preserves the judgments rendered by the automated measures.

3.2 Correlations for Automated Measures Across Languages

We may consider an evaluation measure to be useful under translation if the scores it assigns to summaries are consistent across languages, perhaps in absolute value but at least in the rank ordering of summaries. Therefore such a measure would exhibit high correlation between its values on English summaries and those for the summaries translated to other languages. Figure 2 shows Spearman’s $\rho$ and Kendall’s $\tau$ correlation coefficients between the automated measures run on the English corpus and each translated corpus.

For a given measure, the correlations across languages are generally much stronger than those between automated measures and human evaluations in English seen in Figure 1. For languages with the strongest correlations to the English measures, this result provides some promise that translation might introduce minimal additional noise, meaning the evaluation measure provides consistent signal across languages.

The reference-based measures generally show stronger correlations ($\rho > 0.5$, $\tau > 0.5$) between English and German, French, Spanish, Italian, and Afrikaans translations. For Russian and Hindi, they show weaker correlations, drastically so for ROUGE measures. Among the reference-free measures, Jensen-Shannon and BLANC demonstrate similar patterns of performance. These results at least suggest that measures may prove useful when translating datasets to languages with similar origins (here Italic or Germanic languages). However, ESTIME shows weak correlations across languages with a smaller drop in correlation between Western European derived languages and Hindi and Russian.

4 Significance Tests

Given the promising results in Section 3, we seek to test whether correlations between an automated measure and the original expert scores are statistically invariant when run on the English and translated summaries. Since human evaluations are split into four qualities - coherence, consistency, fluency, relevance - we consider correlations separately along each measure. For example, we look
to answer whether the correlation between English BLANC scores and English expert scores for relevance is equivalent to the correlation between German BLANC scores and English expert scores for relevance. We consider this a natural test of an automated measure’s utility after translation, as we hope measures will reflect human judgment in a consistent and predictable manner across languages.

Since we are interested in demonstrating a lack of statistical difference between two correlations, \( \rho_1 \) and \( \rho_2 \), we cannot use a typical hypothesis test with null hypothesis \( H_0 : \rho_1 = \rho_2 \). Such a test would only suggest equivalence by failing to reject the null hypothesis, which could simply occur due to a lack of statistical power.

Instead, we turn to equivalence tests, a paradigm which effectively reverses null and alternative hypotheses, i.e. \( H_0 : \rho_1 \neq \rho_2 \). We explore two such tests, Two One-Sided Tests (TOST) and Anderson-Hauck tests, and call for additional research to standardize their use for summarization evaluation.

### 4.1 Two One-Sided Tests (TOST)

In the TOST procedure (Schuirmann, 1987), we must set a margin of equivalence, \( \Delta_E \), within which we consider two test statistics to be equivalent. Then for two correlations, \( \rho_1 \) and \( \rho_2 \), we have null and alternative hypotheses \( H_0 : \rho_1 - \rho_2 < -\Delta_E \) or \( \rho_1 - \rho_2 > \Delta_E \); and \( H_1 : -\Delta_E < \rho_1 - \rho_2 < \Delta_E \). While in a field like medicine, the margin might be well defined by a chemical process, we lack a strong prior for choosing a relevant margin. We explore several options and consider the sensitivity of p-values to our choices when evaluating the validity of the tests’ conclusions.

The Kendall rank correlation differences considered do not follow a normal distribution, and we use bootstrap resampling (Efron and Tibshirani, 1993) to generate an empirical distribution. For a given translation language, automated evaluation measure, and quality measure, we sample
Figure 3: Results of tests of equivalence for each automated measure, language, and quality measure (coherence, consistency, fluency, relevance). Blue squares indicate p-value \( \leq 0.05 \) while red highlights indicate the result remained significant after applying Benjamini-Yekutieli correction for FDR control. Left: Results for TOST with standard deviation margin of equivalence. Right: Results for Anderson-Hauck test with standard deviation margin of equivalence.

While permutation-based tests have been shown to have higher power in summarization evaluation than bootstrap resampling (Deutsch et al., 2021), permutation tests assume null hypothesis \( H_0: \rho_1 = \rho_2 \) and are not simply adapted to our case. We apply a multiple testing correction to the p-values calculated due to the large number of tests considered. We use the Benjamini-Yekutieli procedure (Benjamini and Yekutieli, 2001) to account for dependence among correlation measures and control the false discovery rate (FDR) at level \( \alpha = 0.05 \).

Equivalence margins considered include a flat margin of 0.05, the standard deviations for correlations between individual experts and an automated measure, and the maximum difference for correlations between individual experts and an automated measure. Under the constant 0.05 margin, 56% of correlations are equivalent before correction and 31% after. Under the standard deviation margin, 17% of tests are equivalent before and 8% after correction. Finally, under the max difference margin, 42% of correlations are equivalent before corrections and 28% after.

We present the full results of the TOST procedure with a standard deviation margin in the left panel of Figure 3 and can note a few clear patterns. First, as seen under the simple correlation analysis, the Italic and Germanic languages have a higher number of significant results than Hindi or Russian. We may still consider using translated summarization datasets from English to languages considered “close.” However, there are few significant results in the fluency or consistency qualities. Therefore the automated measures may only be useful under translation along specific dimensions of quality.

Looking at the correlations in English between automated measures and expert judgments in Figure 1, fluency and consistency also tend to have much lower correlations than coherence and relevance.

Clearly the choice of equivalence margin has a consequential impact on results. Figure 4 shows how the number of significant p-values changes in response to an increasing margin of equivalence. Given the apparent sensitivity to changes in the margin, further research is warranted into how the performance of translation and summarization systems relates to the correlations measured here.
4.2 Anderson-Hauck Tests

While TOST provides a non-parametric route towards equivalence testing, we consider an additional parametric test that may improve statistical power. The Anderson-Hauck test is an equivalence testing procedure for dependent correlation coefficients which uses an approximate non-central t-distribution to calculate p-values (Anderson and Hauck, 1983). Prior comparisons with TOST demonstrated that Anderson-Hauck can trade some additional Type-I error for higher power (Counsell and Cribbie, 2015).

We consider the same margins of equivalence and apply Benjamini-Yekutieli for FDR control at level \( \alpha = 0.05 \). A similar pattern emerges when considering results under different margins, and under the standard deviation margin we reject the null hypothesis in under 1% of tests. The full results for the standard deviation margin are presented in the right panel of Figure 3.

The pattern of equivalence is largely the same as that found under TOST but with greater sparsity of significant results. Ultimately while the tests hint towards the ability to reuse summarization datasets in similar languages to English, we are only able to detect equivalence in a minority of cases.

5 Discussion

The correlation results presented significant differences among automated summarization measures and their relationships to the four quality measures. We seek to build an intuition for these findings and make use of qualitative exploration and round-trip translation to ground our understanding.
We note a few curious observations from Figure 5 in Appendix B.

5.2 Measure-Measure Comparisons

While our statistical tests focus on the absolute correlation between automated and human scores, the PCA suggests considering translation as a shift in geometric space. We can consider the automated measures relative to one another: if one measure correlates better than another with human scores in the original (English) dataset, would it still be better in a translated (non-English) dataset? Additionally, we can return the dataset back to English to get a sense of the distortion introduced by the translation process.

To estimate the consistency with which one measure dominates another, we turn to bootstrap resampling of the summary evaluations. We select 10,000 bootstrap samples from the 1700 text-summary-references tuples. Let \( P \) represent the fraction of samples in which one measure is better than another for a given measure-measure pair; we consider a pair resolved if one measure outperforms another in at least 97.5% of all the resamplings, i.e. \( P \geq 0.975 \) in the original English dataset. Using Kendall rank correlations, the number of resolved measure-measure pairs is 61% for coherence, 56% for consistency, 42% for fluency and 64% for relevance. With a baseline reading of how stable the measure rankings are in English, we can ask what happens with these resolved pairs when the dataset is translated.

Along its x-axis, Figure 6 shows how much on average the fraction \( P \) changes (increases or decreases) after translation for resolved measure-measure pairs, where the average is over a given language and quality measure. For most languages and qualities the shift of \( P \) is less than 0.1, the largest is 0.25 (consistency, Hindi). Many resolved measure-measure pairs become unresolved after translation, though no shift is drastic enough to reverse which measure ranks higher in a majority of samples (i.e. crossing \( P = 0.5 \)). Figure 6 suggests that in most cases our conclusion about comparing two measures will not change with translation.

A round-trip translation returns each summary to its source language, allowing us to more effectively isolate the effect of translation quality on the consistency of automated measures. The dashed line \( y = x \) seen in Figure 6 represents points where the round-trip translation causes an equally-sized shift as the forward translation. We note that the observed shifts are mostly under the diagonal - the shifts caused by translation are to some degree reversed when we return to English.

While the shifts for round-trip translations are on average smaller than for one-way, they demonstrate that translation is far from perfect and introduces enough noise to be detected by the summarization evaluation measures. Notably, the points above the diagonal come from Hindi, Russian and Afrikaans round-trip translation. This confirms our intuition that a translation to languages more distant from English is more risky for the survival of the summary evaluation. We hope further research may reveal a way to use the round-trip translation for the criteria of survival.

6 Conclusion

In this paper, we explored how well automated evaluation of summarization remain consistent on texts and summaries translated to other languages. We focused on the SummEval dataset and considered its translation to French, German, Italian, Spanish, Afrikaans, Hindi, and Russian.

Additionally, we explored tests of equivalence as
a statistical method of evaluating the performance of automated measures under translation. We found that translation can preserve correlations of evaluation metrics with the English human scores for coherence or relevance but could not conclude the same for fluency or consistency.

We call for additional research into summary evaluation metrics that can survive translation, as it offers a relatively simple path towards extending NLP capabilities for lower resource languages. Future work could identify how changes in the margin of equivalence equate to deterioration of model performance. Additionally, this line of research could be extended to a larger selection of languages and automated evaluation measures.
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A Model Details for Translation and Evaluation Measures

All the transformer models we used are from the transformers library (Wolf et al., 2020). The models used for translation are all "opus-mt-L1-L2", where one of L1 or L2 is 'en' (English), and the other is one of the languages 'af', 'de', 'es', 'fr', 'hi', 'it', 'ru'.

We used 'bert-base-multilingual-cased' as the underlying model for BLANC and ESTIME. BERTScore also relies on 'bert-base-multilingual-cased' for all languages except English, for which it uses the model 'roberta-large'. ESTIME embeddings were taken from the 10th transformer block layer, below the top layer for the base BERT (we followed (Vasilyev and Bohannon, 2021), where it was shown that for the larger model 'bert-large-uncased-whole-word-masking' the 21st layer, also below the top, delivers the best performance).

B Observations from PCA

The locations of the measures in Figure 5 after translation largely remain close to the original English version, except Hindi and Russian points. The locations show interesting patterns. The reference-based measures, based on hard (ROUGE, BLEU) or soft (BERTScore) overlap of tokens between the summary and the human-written reference summaries, are in the same top left quadrant with respect to the human scores. The reference-free measures BLANC and Jensen-Shannon are on the opposite side. It is natural for both BLANC and Jensen-Shannon to be on the relevance side of the human scores: BLANC estimates how well a text can be reconstructed from its summary, and Jensen-Shannon considers the Kullback–Leibler divergence between the summary and the text. For ESTIME, however, as for a consistency-oriented measure, it makes sense to be on the consistency and fluency side of the human scores, rather than on the relevance side.

For most measures, the translated scores are often closer to the expert evaluations than the English scores. Strangely, it is especially true for Hindi and, in the case of ROUGE, for Russian. One possible explanation is that the translation simplifies the phrases and the choice of words, thus making it easier for some evaluation measures, at least along some dimensions. The pattern associated with ESTIME is distinct from other measures: the non-English scores for ESTIME are almost always further away from the human scores. This suggests that maybe ESTIME is sensitive enough to require a higher quality translation. We cannot blame the underlying multilingual model, because both BLANC and BERTScore use the same model (see Appendix A).

C Bootstrap with Reference-Summaries

Throughout the paper we used bootstrapping with resampling of the (text, summary, references) tuples, where the references are the reference summaries needed by some measures (BERTScore, BLEU, ROUGE). For each text in SummEval (Fabbri et al., 2021), there are 11 reference summaries, and a full bootstrap for the reference-based measures should also include a resampling of the reference summaries themselves.

The impact of this added source of randomness can be seen by constructing confidence intervals for the estimated correlation between an evaluation measure and human scores. When we add resampling over reference summaries, confidence intervals widen and require more time and resources to compute. In Table 1 we illustrate the widening of the confidence interval on an example using BERTScore correlations with SummEval human expert scores (in the original English SummEval dataset). We ran 500K reference summaries resamplings, recomputing scores and correlations. The BERTScore is a peculiar and convenient case for bootstrap resampling of reference summaries, because the score is defined as a max score over the scores taken individually for each reference summary (Zhang et al., 2020).

The low and high correlation values are given in the table for bootstrap without resampling of the scores taken individually for each reference summary (Zhang et al., 2020).

The low and high correlation values are given in the table for bootstrap without resampling of reference summaries, as corresponding to 0.025 and 0.975 percentiles of the distribution. The ‘widen’ column in the table shows how much the confidence interval (‘high minus low’) changed after including resampling of the 11 reference summaries into the bootstrapping. Some quality measures are especially affected by the change, with confidence intervals for Kendall correlation widening
Table 1: The columns 'low' and 'high' are the confidence boundaries from bootstrap without resampling reference summaries, for BERTScore correlations with expert human scores (coherence, consistency, fluency, relevance). The column 'widen' is the widening of the confidence interval as a result of adding the resampling of the reference summaries to the bootstrap resampling. Kendall’s Tau correlation is Tau-c. The confidence boundaries are for 0.025 and 0.975 percentiles. The bootstrapping used 500K resamplings.

|                | Kendall’s $\tau$          | Spearman’s $\rho$       |
|----------------|---------------------------|-------------------------|
|                | low | high | widen | low | high | widen |
| coherence      | 0.245 0.307 0.011          | 0.345 0.428 0.015       |
| consistency    | 0.041 0.117 0.002          | 0.052 0.148 0.003       |
| fluency        | 0.062 0.135 0.004          | 0.080 0.175 0.006       |
| relevance      | 0.246 0.310 0.026          | 0.338 0.424 0.035       |

by 40% for relevance and by 17% for coherence (for Spearman’s correlations, correspondingly, 42% and 18%). Notice that the relevance and coherence are exactly the qualities in which BERTScore is reported as a strong measure (Vasilyev and Bohannon, 2021).