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Abstract. This paper presents a unified mathematical theory of swarms where the dynamics of social behaviors interacts with the mechanical dynamics of self-propelled particles. The term behavioral swarms is introduced to characterize the specific object of the theory which is subsequently followed by applications. As concrete examples for our unified approach, we show that several Cucker-Smale type models with internal variables fall down to our framework. Subsequently the modeling goes beyond the Cucker-Smale approach and looks ahead to research perspectives.
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1. Plan of the paper

The celebrated paper by Cucker and Smale [20] has boosted a huge literature on the modeling, qualitative analysis, and computational applications of the mathematical theory of swarms. Namely, models which describe, within a pseudo-Newtonian framework, the mechanics of many interacting self-propelled particles. Interactions are generally nonlocal and nonlinearly additive. These produce accelerations, where inertia is hidden in the interaction parameters rather than being explicitly taken into account. The mathematical literature in the field has been reviewed and critically analyzed in [3], specifically treated in Sections 5 and 6 which are devoted to the theory of swarms. This topic has been related to the dynamics of crowds as well as to computational models to treat kinetic and multi-agent systems.

After Cucker-Smale’s (C-S)’s seminal work, the (C-S) model has been extensively studied in literature, for example, we refer to [18] and references therein for mathematical aspects of the model. Among them, we briefly discuss some recent works incorporating social behaviors together with mechanical aspect of the model. Original C-S model describes the temporal evolution of the mechanical variables (positions and momentum of C-S particles), whereas in the modeling for the collective dynamics of biological and social complex systems, one needs to take into account of internal variables such as temperature, spin and excitation [24, 27, 29] etc, see Section 3.

Recently, in [26], the authors found that the one-dimensional C-S model can be converted into the first-order nonlinear consensus model with monotone coupling function on the real line. Then, in
the analogy with the corresponding result for the Kuramoto model, they showed that for a given initial data and coupling strength, they provided an algorithm determining the number of asymptotic clusters and their group velocities which can be called "the complete cluster predictability" of the one-dimensional C-S model. Unfortunately, there is no multi-dimensional counterpart for this complete cluster predictability. The clustering dynamics of the C-S model under the attractive-repulsive couplings was also discussed in [21, 22, 32].

Swarms theory often interacts with the kinetic theory approaches which might be based on Fokker-Plank methods [35] or stochastic evolutive games within the framework of the so-called kinetic theory of active particles [10]. An example of a kinetic theory approach to swarm modeling is given in [15].

A recent literature has shown a growing interest on the applications of swarm theory to model social and economical problems [1, 7, 8, 12], while the literature swarm on predator-preys system [16] suggests to introduce behavioral dynamics. Analogous requirements are induced in the control problems of sparse agents [4, 5, 37].

Our paper accounts for all aforementioned hints and proposes a development of a mathematical theory of swarms where the dynamics of social behaviors, including emotional states, interacts with the mechanical dynamics of self-propelled particles, where the term behavioral swarms is introduced to denote the specific class of dynamical systems under consideration. The theory proposed in this paper is subsequently followed by applications. In more detail, the contents is delivered as follows.

Section 2 presents the main results of our paper, namely the aforementioned theory, where a general framework includes the interaction between mechanics and social behaviors, hence towards a theory of behavioral swarms. The theory refers to both second order and hybrid first-second order models. It leads to general frameworks deemed to provide the conceptual basis for the derivation of specific models.

Section 3 shows how C-S models with internal variables can be referred the general structure derived in Section 2 accounting for the heterogeneity features accounted for by our approach. Models refer to the hybrid structures, where the dynamics of the social variable is described by first order equations, while accelerations are included for the mechanical variable.

Section 4 shows, by selecting a number of simple case studied how models which go beyond the C-S approach can be derived. The derivation refer to the mathematical structures which include accelerations for all dependent mechanical variables accounting for the role of the social dynamics over the motion by a first order model. Some simulations presented to enlighten how the activity variables modifies the trajectories of the motion.

Section 5 presents some research perspectives which are brought to the attention of the reader looking ahead to different fields of applications, for instance biology.
2. Towards a mathematical theory of behavioral swarms

Let us consider the dynamics of an heterogeneous swarm of $N$ interacting self-propelled particles, labeled by the subscript $i = 1, \ldots, N$, where heterogeneity is also induced by the ability of each particle to express a scalar social state which will be called activity. The individual state of the $i$-th particle can be defined by position $x_i$, velocity $v_i$ and activity $u_i$, while the speed of the activity variable, namely the time derivative of $u_i$ is denoted by $z_i$. We firstly consider the dynamics of one population only, subsequently the generalization to several interacting populations is treated.

The velocity $v_i$ can be represented in polar coordinates as follows:

\begin{equation}
    v_i = \{v_i, \omega_i\}, \quad v_i \in [0, 1], \quad \omega_i = \frac{v_i}{|v_i|},
\end{equation}

where the unit vector $\omega_i$ can be represented by the angular variables referred to a cartesian system and where the cartesian components of the position $x_i$ are referred to a characteristic length $\ell$ of the system, while $v_i$ has been referred to the limit velocity $v_M$ which can be reached by the fastest particle. In particular, if the system is localized in a bounded domain $\Sigma$ the $\ell$ is the diameter of the circle containing $\Sigma$, while if the system moves in an unbounded domain, the $\ell$ is simply referred to the domain $\Sigma_0$ containing the particles at $t = 0$.

Since the self-propelled particles express a social function, the term active particle or, in short, a-particle will be used to denote them, while the individual a-particle is denoted by i-particle. The state of each i-particle is called micro-state, while the set of all positions, velocities, and activities of the whole system is denoted by $x, v$ and $u$.

In general, dimensionless variables are used dividing the linear component of the position by a characteristic length $\ell$ related to the geometry of the system, and the speed by the highest speed reachable by the specific active particles object of the modeling approach. The objective consists in referring all macroscopic states, namely geometrical, mechanical, and social, to the a domain of the order of unity. Accordingly, the activity variable $u_i$ takes values in $[0, 1]$, where the limit values $u_i = 0$ and $u_i = 1$ represent, respectively, the lowest and highest values of the activity.

Bearing all the above in mind let us consider the derivation of a general mathematical structure suitable to provide the conceptual framework for the derivation of models. This new conceptual approach should account, at least, for the following features:

(1) Each particle is able to develop a specific strategy which is heterogeneously distributed.

(2) Interactions can be nonlocal and nonlinearily additive.

(3) A decisional hierarchy can be used by assuming that interactions first modify the activity and subsequently the motion which depends also on the activity.

(4) The approach is such that firstly mathematical structures are derived to provide the conceptual framework for the derivation of models, and subsequently this structure is implemented by models interactions which lead to specific models.
(5) Each a-particle has sensitivity domain and interacts with all particles within the said domain.

The following quantities can be introduced to model, still at a formal level, interactions:

\( \eta_i \) models the interaction rate of individual based interactions between \( i \)-particle with all particles in the sensitivity domain.

\( \Omega_i \) is the vision-based sensitivity domain of the \( i \)-particle.

\( \varphi_i \) denotes the action, which occurs with rate \( \eta_i \), over the activity variable over the \( i \)-particle by all particles in \( \Omega_i \).

\( \psi_i \) denotes the acceleration, which occurs with rate \( \eta_i \), over the mechanical variable by all particles in \( \Omega_i \).

- **Second order mechanics and activity:** In general, all above quantities depend on all variables \( w = x, v, u, z \) to be selected within the sensitivity domain. The formal structure of the framework is as follows:

\[
\begin{aligned}
\frac{dx_i}{dt} &= v_i, \\
\frac{dv_i}{dt} &= \sum_{j \in \Omega_i} \eta_i(x_i, v_i, u_i, x_j, v_j, u_j) \psi_i(x_i, v_i, u_i, x_j, v_j, u_j), \\
\frac{du_i}{dt} &= z_i, \\
\frac{dz_i}{dt} &= \sum_{j \in \Omega_i} \eta_i(x_i, v_i, u_i, x_j, v_j, u_j) \varphi_i(x_i, v_i, u_i, x_j, v_j, u_j),
\end{aligned}
\]

where the notation \( j \in \Omega_i \) indicates that summation refers to all \( j \)-particles in the domain \( \Omega_i \).

The structure (2) consists in a second order framework as it involves acceleration terms for all variables, first order frameworks can be obtained by simplified models leading to velocity, rather than acceleration, for both activity and mechanical variables. However, the modeling approach can consider hybrid frameworks which are first order for the activity variable and second order for the mechanical variables. An example is reported, at a formal level, in the following, where the dynamics of the activity variable is of first order, while that of the mechanical variable is classically second order.
- **Second order mechanics and first order activity:**

\[
\begin{align*}
\frac{dx_i}{dt} &= v_i, \\
\frac{dv_i}{dt} &= \sum_{j \in \Omega_i} \eta_i(x_i, v_i, u_i, x_j, v_j, u_j) \psi_i(x_i, v_i, u_i, x_j, v_j, u_j), \\
\frac{du_i}{dt} &= \sum_{j \in \Omega_i} \eta_i(x_i, v_i, u_i, x_j, v_j, u_j) \mu_i(x_i, v_i, u_i, x_j, v_j, u_j),
\end{align*}
\]

with obvious meaning of the terms \( \mu_i \) and where all components of the dependent variables, which play a role in the dynamics, have been explicitly indicated. By analogous calculations we can consider a formal structure for first order models both on the mechanical and the activity variable, however we do not consider this specific case as it appears to be too artificial with respect to rules of mechanics.

- **Second order mechanics and activity for a mixture of functional subsystems:** It can be shown how the formal structures (2) and (3) can be generalized to study the dynamics of a-particles grouped into \( n \) populations which can be called *functional subsystems*, in short FSs, labeled by the subscripts \( k = 1, \ldots, n \). Formal calculations and obvious generalization of notations yield:

\[
\begin{align*}
\frac{dx_{ik}}{dt} &= v_{ik}, \\
\frac{dv_{ik}}{dt} &= \sum_{jq \in \Omega_{ik}} \eta_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jq}, v_{jq}, u_{jq}, z_{jq}) \\
&\quad \times \psi_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jq}, v_{jq}, u_{jq}, z_{jq}), \\
\frac{du_{ik}}{dt} &= z_{ik}, \\
\frac{dz_{ik}}{dt} &= \sum_{jq \in \Omega_{ik}} \eta_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jq}, v_{jq}, u_{jq}, z_{jq}) \\
&\quad \times \varphi_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jq}, v_{jq}, u_{jq}, z_{jq}).
\end{align*}
\]

The mathematical structure (4) can be simplified under the hypothesis that the sensibility domain of the \( ik \)-particle contains only the a-particles which belong to the same functional subsystem as the \( ik \)-particle, namely the \( k \)-th functional subsystem. The mathematical structure can be particularized in this case as follows:
\[
\frac{dx_{ik}}{dt} = v_{ik}, \\
\frac{dv_{ik}}{dt} = \sum_{j \in \Omega_{ik}} \eta_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jk}, v_{jk}, u_{jk}, z_{jk}) \\
\quad \times \psi_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jk}, v_{jk}, u_{jk}, z_{jk}), \\
\frac{du_{ik}}{dt} = z_{ik}, \\
\frac{dz_{ik}}{dt} = \sum_{j \in \Omega_{ik}} \eta_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jk}, v_{jk}, u_{jk}, z_{jk}) \\
\quad \times \varphi_{ik}(x_{ik}, v_{ik}, u_{ik}, z_{ik}, x_{jk}, v_{jk}, u_{jk}, z_{jk}).
\]

(5)

Analogous calculations yield:

- **Second order mechanics and first order activity for a mixture of functional subsystems:**

\[
\frac{dx_{ik}}{dt} = v_{ik}, \\
\frac{dv_{ik}}{dt} = \sum_{jq \in \Omega_{ik}} \eta_{ik}(x_{ik}, v_{ik}, u_{ik}, x_{jq}, v_{jq}, u_{jq}) \\
\quad \times \psi_{ik}(x_{ik}, v_{ik}, u_{ik}, x_{jq}, v_{jq}, u_{jq}), \\
\frac{du_{ik}}{dt} = \sum_{jq \in \Omega_{ik}} \eta_{ik}(x_{ik}, v_{ik}, u_{ik}, x_{jq}, v_{jq}, u_{jq}) \\
\quad \times \mu_{ik}(x_{ik}, v_{ik}, u_{ik}, x_{jq}, v_{jq}, u_{jq}),
\]

(6)

where all components of the dependent variables, which play a role in the dynamics, appear in the argument of the interaction terms.

A detailed characterization of these mathematical structures, namely of the interaction terms \(\Omega_{ik}, \eta_{ik}, \varphi_{ik}\) and \(\psi_{ik}\), can be developed only for well defined case studies. However, some common features of the modeling approach can be given by a qualitative description to be formalized for each case study, as we shall see in the next sections.

- **Hierarchy:** The study of human crowds [14] has suggested a hierarchy in the decision making by which walkers develop their walking strategies, namely by interactions which firstly induce modification of the social state, subsequently walkers modify their walking direction, and finally they adapt the speed to the local new flow direction. Introducing a hierarchy is an important step of the modeling approach. Arguably, an analogous sequence of dynamical choice can be developed for a broad variety of case studies.
• **Sensitivity domain:** This quantity is defined by a cone with vertex in \( x_i \), vertex angle \( \Theta \), and with axis along the velocity. \( \Omega_i \) is finite being truncated at a distance \( R \) which might be related to the critical finite number of active particles which have a sensitive influence. The sensitivity domain might be modified by visibility problem.

• **Interaction rate:** The modeling of the interaction rates can be referred to a distance between the interacting entities by a metric suitable to account both for the distance between the interacting entities and that of their statistical distribution.

• **Social action:** The social action depends on the interaction of each particle with those in its sensitivity domain. It is specific of each system to be modeled.

• **Mechanical action:** Mechanical actions follow the rules of classical mechanics, but the parameters leading to accelerations depend on on the social state by models to be properly defined.

3. Cucker-Smale type models with internal variables

In this section, we provide several C-S type models which fit into our proposed general framework \( (3) \). Our paper, as mentioned, aims at going beyond this pioneer model, hence this section can be viewed as a preliminary step towards further developments.

Bearing in mind this introductory remark, we first present the original model for *mechanical particles* and, subsequently, we introduce some Cucker-Smale type models with internal variables related to \( (3) \).

3.1. The Cucker-Smale model. Consider an ensemble of mechanical Cucker-Smale particles whose states are represented by position and velocity variables. More precisely, let \( x_i \) and \( v_i \) be the position and velocity of the \( i \)-th C-S particle in the free Euclidean space \( \mathbb{R}^d \), respectively. Then, the temporal evolution of mechanical variables \((x_i, v_i)\) is governed by the Newton-like system:

\[
\begin{align*}
\frac{dx_i}{dt} &= v_i, \quad t > 0, \quad 1 \leq i \leq N, \\
\frac{dv_i}{dt} &= \frac{\kappa}{N} \sum_{j=1}^{N} \phi(\|x_j - x_i\|) (v_j - v_i),
\end{align*}
\]

where \( \| \cdot \| \) denotes the standard \( \ell^2 \)-norm in \( \mathbb{R}^d \), \( \kappa \) represents the strength of coupling and the communication weight \( \phi : [0, \infty) \to \mathbb{R}_+ \) is bounded, Lipschitz continuous and monotonically decreasing:

\[
0 < \phi(r) \leq \phi(0), \quad [\phi]_{\text{Lip}} := \sup_{x \neq y} \frac{\phi(x) - \phi(y)}{|x - y|} < \infty, \\
(\phi(r) - \phi(s))(r - s) \leq 0, \quad r, s \geq 0.
\]
System (7) does not conserve the speed of particles. Thus, as a slight variation of system (7), we introduce the Cucker-Smale model with unit speed. For this, we replace the velocity coupling term $v_j - v_i$ by $v_j - (v_j \cdot v_i)v_i$ which results in

$$\begin{cases}
\frac{dx_i}{dt} = v_i, & t > 0, \quad 1 \leq i \leq N, \\
\frac{dv_i}{dt} = \frac{\kappa}{N} \sum_{j=1}^{N} \phi(||x_j - x_i||) (v_j - (v_j \cdot v_i)v_i),
\end{cases}$$

Then, it is easy to see that system (9) preserves the speed of particles:

$$||v_i(t)|| = ||v_i^0||, \quad t > 0, \quad i = 1, \cdots, N.$$

In the following four subsections, we provide four active C-S particles with internal variables such as excitation level, temperature, spin and phase which takes the form:

$$\begin{cases}
\frac{dx_i}{dt} = v_i, & i = 1, \cdots, N, \\
\frac{dv_i}{dt} = \frac{\kappa_1}{N} \sum_{j=1}^{N} \psi_1(x_i, x_j) C_1(v_i, v_j, u_i, u_j), \\
\frac{du_i}{dt} = \frac{\kappa_2}{N} \sum_{j=1}^{N} \psi_2(x_i, x_j) C_2(v_i, v_j, u_i, u_j).
\end{cases}$$

Note that the choice

$$\kappa_2 = 0, \quad \kappa_1 = \kappa, \quad \psi_1(x_i, x_j) = \phi(||v_j - v_i||), \quad C_1(v_i, v_j, u_i, u_j) = v_j - v_i$$

corresponds to the C-S model (7).

### 3.2. Thermodynamic Cucker-Smale model.

In this subsection, we introduce the Cucker-Smale model \([25, 29]\) for thermodynamic particles. Consider an ensemble of C-S particles with temperatures as an internal variable. For this, we denote $u_i \in \mathbb{R}$ to be the temperature of the $i$-th C-S particle. Then, the thermodynamic Cucker-Smale model reads as follows.

$$\begin{cases}
\frac{dx_i}{dt} = v_i, \\
\frac{dv_i}{dt} = \frac{\kappa_1}{N} \sum_{j=1}^{N} \phi_1(||x_j - x_i||) \left( \frac{v_j - v_c}{u_j} - \frac{v_i - v_c}{u_i} \right), \\
\frac{du_i}{dt} = \frac{\kappa_2}{N} \sum_{j=1}^{N} \phi_2(||x_j - x_i||) \left( \frac{1}{u_i} - \frac{1}{u_j} \right) + \frac{\kappa_1}{N} \sum_{j=1}^{N} \phi_1(||x_j - x_i||) \left( \frac{v_j - v_c}{u_j} - \frac{v_i - v_c}{u_i} \right) \cdot v_c,
\end{cases}$$
where $v_c := \frac{1}{N} \sum_{i=1}^{N} v_i$, and $\kappa_1$ and $\kappa_2$ denote positive coupling strengths.

Note that system (11) is Galilean invariant, so without loss of generality, we can choose the center of mass as origin of reference frame $v_c = 0$. Thus, system (11) becomes

$$
\begin{align*}
\frac{dx_i}{dt} &= v_i, \\
\frac{dv_i}{dt} &= \kappa_1 \frac{1}{N} \sum_{j=1}^{N} \phi_1(\|x_j - x_i\|) \left( \frac{v_j}{u_j} - \frac{v_i}{u_i} \right), \\
\frac{du_i}{dt} &= \kappa_2 \frac{1}{N} \sum_{j=1}^{N} \phi_2(\|x_j - x_i\|) \left( \frac{1}{u_i} - \frac{1}{u_j} \right).
\end{align*}
$$

The model (11) takes into account the mutual interactions not only of “mechanical” type but also of thermodynamic type, that is, the “temperature effect” due to the presence of different “internal energy”. In the case in which all particles have the same temperature $u_i = u_\infty$, the first two equations in (11) becomes the Cucker-Smale model (7) with $\kappa = \frac{\kappa_1}{N u_\infty}$.

On the other hand, under the small diffusion velocity assumption $|v_i - v_c| \ll 1$ and by taking the barycenter observer such that $v_c = 0$, we can further simplify the temperature equation in system (11) and derive an approximate model:

$$
\begin{align*}
\frac{dx_i}{dt} &= v_i, \\
\frac{dv_i}{dt} &= \kappa_1 \frac{1}{N} \sum_{j=1}^{N} \phi_1(\|x_j - x_i\|) \left( \frac{v_j}{u_j} - \frac{v_i}{u_i} \right), \\
\frac{du_i}{dt} &= \kappa_2 \frac{1}{N} \sum_{j=1}^{N} \phi_2(\|x_j - x_i\|) \left( \frac{1}{u_i} - \frac{1}{u_j} \right).
\end{align*}
$$

3.3. Thermodynamic Kuramoto model. In this subsection, we present the thermodynamic Kuramoto model [28] which can be derived from the two-dimensional thermodynamic Cucker-Smale model with constant communication weight and uniform modulus ratio $\frac{T_i}{u_i}$ between velocity and temperature:

$$
\psi_{ij} : \text{constant } \left| \frac{v_i}{u_i} \right| = \left| \frac{v_j}{u_j} \right|, \quad i, j = 1, \ldots, N.
$$

Now, we introduce a heading angle (or phase) $\theta_i$ such that

$$
\frac{v_i}{u_i} = \eta \frac{u_* e^{i \theta_i}}{u_*}, \quad \text{or equivalently } \quad v_i = \eta \frac{u_i}{u_*} e^{i \theta_i},
$$

where $\eta$ is a constant parameter with speed dimension, and $u_*$ is a constant reference temperature.
We substitute the ansatz (14) into (12) and compare the imaginary part of the resulting relation to get

\[ u_i \dot{\theta}_i = \frac{\kappa_1}{N} \sum_{j=1}^{N} \psi_{ij} \sin(\theta_j - \theta_i). \]

Once all temperatures \( u_i \) are strictly positive, then the above relation can be rewritten as

\( \dot{\theta}_i = \frac{\kappa_1}{N} \sum_{j=1}^{N} \frac{\psi_{ij}}{u_i} \sin(\theta_j - \theta_i). \)

Like the Kuramoto model [34], we may add a natural frequency \( \nu_i \) in the R.H.S of (15) to model the heterogeneity of particles and obtain

\( \dot{\theta}_i = \nu_i + \frac{\kappa_1}{N} \sum_{j=1}^{N} \frac{\psi_{ij}}{u_i} \sin(\theta_j - \theta_i). \)

For the evolution of temperature \( u_i \), we first use relation (14) to get

\( \frac{1}{2} |\upsilon_i|^2 = \frac{\eta^2}{2 \omega^2} |u_i|^2, \) i.e., \( \frac{d}{dt} |\upsilon_i|^2 = \frac{2\eta^2}{\omega^2} u_i \dot{u}_i. \)

Then, we use (12) and (17) to find the dynamics of \( u_i \):

\( \dot{u}_i = \frac{\kappa_2 \omega^2}{N(u_i^2 + \eta^2 u_i)} \sum_{j=1}^{N} \zeta_{ij} \left( \frac{1}{u_i} - \frac{1}{u_j} \right). \)

Finally, we combine (16) and (18) to derive the thermodynamic Kuramoto model:

\[
\begin{cases}
\dot{\theta}_i = \nu_i + \frac{\kappa_1}{N} \sum_{j=1}^{N} \frac{\psi_{ij}}{u_i} \sin(\theta_j - \theta_i), \\
\dot{u}_i = \frac{\kappa_2 \omega^2}{N} \sum_{j=1}^{N} \frac{\zeta_{ij} u_j^2}{(u_i^2 + \eta^2 u_i)} \left( \frac{1}{u_i} - \frac{1}{u_j} \right),
\end{cases}
\]

where network topologies \( (\psi_{ij}) \) and \( (\zeta_{ij}) \) are assumed to be positive and symmetric:

\( \psi_{ij} = \psi_{ji} > 0, \quad \zeta_{ij} = \zeta_{ji} > 0, \quad 1 \leq i, j \leq N. \)

We refer to [28] for a detailed emergent dynamics of (19).
3.4. Spinning Cucker-Smale particles. In this subsection, we present the Cucker-Smale model \[24\] for the spinning particles. In this case, the internal variable \( u_i \) is the spin of the \( i \)-th particle. Then, the dynamics of the state \((x_i, v_i, u_i)\) is governed by the inertial spin model:

\[
\begin{aligned}
\frac{dx_i}{dt} &= v_i, \\
\frac{dv_i}{dt} &= \frac{1}{\chi} u_i \times v_i, \\
\frac{du_i}{dt} &= v_i \times \left( \kappa \sum_{j=1}^{N} p_{ij} (v_j - v_i) - \gamma \frac{dv_i}{dt} \right),
\end{aligned}
\]

where \( \chi > 0 \) is the generalized moment of inertia. Here, \( p_{ij} \) represents a bounded communication weight or an interaction rate between \( i \)-th and \( j \)-th particles, and \( \gamma \), and \( \kappa \) represent strengths of damping, and coupling, respectively. The friction term \(-\gamma \dot{v}\) in spin dynamics induces a rotational dissipation so that total spin tends to zero exponentially fast. Moreover, in a formal zero inertia limit \( \chi \to 0 \), system (21) with metric dependent weight \( p_{ij} = \psi(\|x_i - x_j\|) \) reduces to the C-S type model with constant speed constraint (9):

\[
\begin{aligned}
\frac{dx_i}{dt} &= v_i, \\
\frac{dv_i}{dt} &= \tilde{\kappa} \sum_{j=1}^{N} \psi(\|x_i - x_j\|) \left( v_j - (v_j \cdot v_i) v_i \right), \\
\end{aligned}
\]

\[ \tilde{\kappa} := \frac{\kappa}{\gamma}. \]

4. Beyond Cucker-Smale models: Case studies

This section shows how swarm models can be derived referring to the mathematical structures presented in Section 2. The presentation refers to specific case studies which are followed by numerical simulations. The model accounts for the influence over the motion of heterogeneously distributed activity variable corresponding to a specific social state. The activity variable is modified by the interaction dynamics. A plane dynamics is studied just to simplify notations, however models can be rapidly transferred to three space dimensions.

In more details, we consider a system constituted by one FS of \( n \) interacting particles which heterogeneously share a social state. This internal variable modifies the trajectories of their motion. The models is somehow inspired to human crowd dynamics as interactions account, at least partially, for a dynamics which appears in crowds \[3, 6, 14\]. The derivation accounts for the so-called topological interactions introduced in \[9\], see also \[15, 16\]. The presentation is delivered in the next subsections, where the first one deals with modeling, the second one presents some simulations.

4.1. Modeling case studies. The derivation of models is here developed with the aim of showing, by a number of simple case studies, how the dynamics of the activity variable modifies the patterns of the flow dynamics. Specific models can be derived within the following framework:
(1) The state of the system is given by the whole set of directions $\theta_i$, rotation speeds $\sigma_i$ and activities $u_i$ of all a-particles with $i = 1, \ldots, n$, while each a-particle in the swarm moves with the same speed $v = v_0 = 1$. The activity $u_i$ is supposed to correspond to the level of stress with $u_i \in [0, 1]$, where $u_i = 0$ defines the lack of stress and $u_i = 1$ the maximal admissible level.

(2) All a-particles have a visibility angle, hence a visibility domain $\Omega_i = [\theta_i - \Theta, \theta_i + \Theta]$ with radius $R$, each a-particle interacts only with other particles in $\Omega_i$ or even with a fixed “small” number of entities within a sensitivity domain $\Omega^s_i \subseteq \Omega_i$, where the radius $R^s$ is finite and depends of the number of particles selected for the interaction.

(3) Each a-particle has an individual movement direction $\nu_i$, but all of them share a preferred direction $\nu$ which might depend of time. All particles have a trend towards $\nu$, but each of them is subject to an attraction towards the mean velocity direction $\omega_i$ of the particles in the sensitivity domain. This attraction depends also on the social state of the particle which is heterogeneously distributed over the swarm and hence in $\Omega_i$.

(4) The decision process by which a-particles modify their motion develops according to the following sequence: firstly the a-particle modifies the activity and subsequently the direction of motion.

(5) The dynamics of the social state depends on the specific features of the specific system under consideration. A simple case corresponds to a consensus dynamics with respect to the a-particles in the sensitivity domain.

Let us now transfer these simple rules into interactions models, to be inserted into the general structures proposed in Section 2, referring specifically to Eq. (3) which needs some technical modifications (simplifications) to account for the assumptions in the above items.

The assumption that the same speed is shared by all particles defines the velocity of the i-particle as follows:

$$v_i = \cos \theta_i i + \sin \theta_i j \quad \Rightarrow \quad \frac{dv_i}{dt} = (-\sin \theta_i i + \cos \theta_i j) \sigma_i,$$

where $i$ and $j$ denote the unit vectors of an orthogonal frame and $\theta_i \in [0, 2\pi)$ denotes the velocity direction. Hence the mechanical state of each particle is defined by flight direction $\theta_i$ and rotational speed $\sigma_i$, namely the time derivative of $\theta_i$. In addition, the following physical quantities can be defined:

The interaction rates $\eta_{ij} \equiv \eta_0$ are supposed to be a constant quantity subsequently weighted by the distance between the interacting entities:

$$g = g(x_j, x_i; \alpha) = \exp \left\{ -\alpha \left( \|x_j - x_i\| \right) \right\},$$
where $\alpha$ is a positive defined parameter.

The attraction direction $\omega_s^i$ by the a-particles in $\Omega_i$ decays with the distance between the interacting particles:

\[(25) \quad \omega_s^i = \omega_s^i(x_i, \theta_i) = \sum_{j \in \Omega_i} g(x_j, x_i; \alpha) \theta_j.\]

The direction $\omega_i$, which effectively attracts the movement direction of the $i$-particle, is defined by a convex combination of $\theta^\nu$ and $\omega_s^i$ weighted by the activity

\[(26) \quad \omega_i = \omega_i(x_i, \theta_i, u_i; \nu) = u_i \theta^\nu + (1 - u_i) \omega_s^i(x_i, \theta_i),\]

where $\theta^\nu$ is the angle related to commonly preferred direction.

The dynamics by a consensus of the $i$-particle to the $j$-particles in $\Omega_i$ depending on a parameter $\beta$ as follows:

\[(27) \quad \frac{du_i}{dt} = \beta \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} (u_j - u_i).\]

When we go beyond the consensus dynamics, then different models of interaction can be considered keeping, however, the decay with distance as in (27).

4.1.1. First order models. Let us now first consider a first order model, where the alignment dynamic is modeled by a rotational speed depends, by a parameter $\gamma$, on the angular distance between the $i$-particle and that of the $j$-particles in $\Omega_i$:

\[(28) \quad \frac{d\theta_i}{dt} = \gamma (\omega_i(x_i, \theta_i, u_i) - \theta_i).\]

Let us specialize the components of $x$ by $x = \{x, y\}$ and transfer the above assumptions into the mathematical structure (3) yields:

\[
\begin{align*}
\frac{du_i}{dt} &= \beta \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} (u_j - u_i), \\
\frac{dx_i}{dt} &= \cos \theta_i, \\
\frac{dy_i}{dt} &= \sin \theta_i, \\
\frac{d\theta_i}{dt} &= \gamma \left( u_i \theta^\nu + (1 - u_i) \right) \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} \theta_j - \theta_i). 
\end{align*}
\]

The following simplifications or generalizations can be considered:
Figure 1. Time dynamics of particles for different values of $u = 0.25$, $u = 0.5$ and $u = 0.75$ corresponding to $t = 0, 4, 8, 12$. Fixed preferred direction and constant activity.
• The case of a constant activity: If $u_i$ attains the same value for all particles $u_i = u$ then the first equation has not an influence, while the system writes as follows:

\[
\begin{align*}
\frac{dx_i}{dt} &= \cos \theta_i, \\
\frac{dy_i}{dt} &= \sin \theta_i, \\
\frac{d\theta_i}{dt} &= \gamma \left( u \theta^\nu + (1 - u) \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} \theta_j - \theta_i \right),
\end{align*}
\]

where, the very special case $u = 1$ simplifies the alignment equation as follows:

\[
\frac{d\theta_i}{dt} = \gamma \left( \theta^\nu - \theta_i \right),
\]

which is independent on the space variable. If $\varepsilon = 1 - u$, where $\varepsilon$ is small with respect to zero, then Eq. (30) can be treated as a perturbation, by the small parameter $\varepsilon$, of the model corresponding to $u = 1$.

• Attraction to high values of $u$: An additional possible modification of model (29) is that only high levels of $u_j$ are attractive, namely

\[
\begin{align*}
\frac{du_i}{dt} &= \beta \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} (u_j - u_i) \quad \text{if } u_j > u_i \\
\frac{du_i}{dt} &= 0 \quad \text{if } u_j \leq u_i.
\end{align*}
\]

The model can be particularized in this case as follows:

\[
\begin{align*}
\frac{du_i}{dt} &= \beta \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} (u_j - u_i) \delta_{\{u_j > u_i\}}, \\
\frac{dx_i}{dt} &= \cos \theta_i, \\
\frac{dy_i}{dt} &= \sin \theta_i, \\
\frac{d\theta_i}{dt} &= \gamma \left( u_i \theta_i^\nu + (1 - u_i) \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} \theta_j - \theta_i \right),
\end{align*}
\]

where $\delta$ stand for the Kronecker delta symbol: $\delta_{\{u_j > u_i\}} = 1$ if $u_j > u_i$ and $\delta_{\{u_j > u_i\}} = 0$ if $u_j \leq u_i$.

4.1.2. Second order models. Second order models can be developing by introducing a rotational speed $\sigma_i$ as the time derivative of $\theta_i$ and modeling the acceleration as follows:

\[
\frac{d\sigma_i}{dt} = \gamma_a \left( \omega_i(x_i, \theta_i, u_i) - \theta_i \right) - \gamma_b \frac{d\theta_i}{dt},
\]
corresponding to an acceleration induced by the chased and flight directions reduced by a viscous
action, where $\gamma_a$ and $\gamma_b$ are positive defined parameters. This phenomenological assumption yields:

$$
\begin{align*}
\frac{du_i}{dt} &= \beta \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} (u_j - u_i), \\
\frac{dx_i}{dt} &= \cos \theta_i, \\
\frac{dy_i}{dt} &= \sin \theta_i, \\
\frac{d\theta_i}{dt} &= \sigma_i, \\
\frac{d\sigma_i}{dt} &= \gamma_a \left( u_i \theta^\nu + (1 - u_i) \sum_{j \in \Omega_i} \exp \left\{ -\alpha \left( ||x_j - x_i|| \right) \right\} \theta_j - \theta_i \right) - \gamma_b \frac{d\theta_i}{dt},
\end{align*}
$$

(34)

while this model can be simplified under the assumption of a constant activity.

4.1.3. **Topological interactions.** Following [9] interactions involve only a fixed number $m < n$ of i-particles within the sensitivity domain $\Omega^s_i \subseteq \Omega_i$. The space dependence of the activity can be neglected in the modeling of interactions as $m$ is of a smaller order with respect to $n$, so that $R^s$ is also small with respect to the visibility radius $R$. In this case, the model simply writes as follows:

$$
\begin{align*}
\frac{du_i}{dt} &= \beta \sum_{j \in \Omega^s_i} (u_j - u_i), \\
\frac{dx_i}{dt} &= \cos \theta_i, \\
\frac{dy_i}{dt} &= \sin \theta_i, \\
\frac{d\theta_i}{dt} &= \gamma \left( u_i \theta^\nu + (1 - u_i) \sum_{j \in \Omega^s_i} (\theta_j - \theta_i) \right),
\end{align*}
$$

(35)

while analogous calculations can be applied to the structures corresponding to the case of a constant activity.

4.2. **Simulations.** In this section, we provide a few numerical simulations on the case studies treated in the preceding subsection, with the aim of showing how specific social dynamics modifies the patterns of the collective motion. More in detail, the focus is on the influence of the stress (activity) variable over the alignment of particles and on how it contribute to the flocking behaviors.

4.2.1. **On the role of constant activity.** Let us refer to the first order model (30), sample simulations are carried out which aim at enlightening how the activity variable, which act as a parameter, as it has a constant value $u$, can affect the collective dynamics. Two specific cases are presented in the following.
Figure 2. Time dynamics of particles for different values of $u = 0.25$, $u = 0.5$ and $u = 0.75$ corresponding to $t = 0, 4, 8, 12$. Rotating preferred direction and constant activity.
• **Fixed preferred direction:** Simulations are developed corresponding to \( n = 100 \) a-particles and to a fixed values of the preferred direction, specifically the value \( \theta^\nu = \frac{\pi}{3} \) is selected. Initially, the active particles are randomly distributed in a square region of dimension \([0,1] \times [0,1]\) while the velocity direction of each a-particle have a random distribution in \( \Omega = \left[ \theta^\nu - \frac{\pi}{3}, \theta^\nu + \frac{\pi}{3} \right] \). The parameters used for the simulations are \( \alpha = 1, \gamma = 0.1 \) and \( \Theta = \frac{\pi}{4} \).

Simulations are shown in Figure 1 which reports the flow patterns for \( u = 0.25, 0.5, 0.75 \) corresponding to \( t = 0, 4, 8, 12 \). It can be observed that high values of \( u \) contribute to flocking and alignment toward the shared preferred direction, while decreasing values of \( u \) reduce the alignment of the active particles.

• **Rotating preferred direction:** Consider the case of a rotating direction of the preferred velocity. The study is analogous to that treated above, but with the only difference that now the preferred direction shared by all particles rotates anticlockwise with constant angular velocity. Therefore, the model is the same given in Eq. (30) with \( \nu(t) = (\cos(a_0t), \sin(a_0t)) \), where \( a_0 \) is the angular velocity, hence the angle related to commonly preferred direction is given by:

\[
\theta^\nu(t) = a_0t.
\]

Similarly to the case of a constant velocity direction simulations refer to three different values of \( u = 0.25, 0.5, 0.75 \) for \( n = 100 \) active particles which at \( t = 0 \) are randomly distributed in the unit square. The initial velocity direction has a random distribution in \( \Omega \). Other parameters are \( \alpha = 1, \gamma = 0.1, \Theta = \frac{\pi}{4} \) and \( a_0 = 0.02 \).

Simulations are shown in Figure 2. Also in this case, simulations show how different values of the activity can have an influence on the alignment dynamics of the active particles. In fact, it is apparent that decreasing values of \( u \) reduce the alignment of the particles, while high values of \( u \) contribute to flocking. However, active particles appear to be rotating in anticlockwise direction, and increasing values of \( u \) significantly affect the rotation of the particles and increase the radius of their circular trajectory.

4.2.2. **On the role of variable activity.** We return now to model (29) where, compared to (30), the dynamics of each \( u_i \) is now delivered by a consensus towards a mean activity, see Eq. (27).

Two cases are studied:

Case (I): each \( u_i \) is delivered by a consensus towards a mean activity (model (29)).

Case (II): attraction to high values of activity variable (model (32)).

We consider initial data for the activity variable randomly distributed in the interval \([0,1]\) and we chose \( \beta = 0.1 \). The other parameters are the same as in the case of a fixed preferred direction and a constant activity. Figure 3 reports the time dynamic of active particles for \( t = 0, 4, 8, 12 \) in
cases (I) and (II). In both cases a flocking behavior is observed and is more relevant in the second case, case (II), which clearly shows that attraction to high values of $u$ enhances flocking.

5. Research perspectives

A new class of swarm models has been derived in this paper. The main feature is that models where the micro-state of the interacting entities includes, in addition to mechanical variables - typically position and velocity - also additional variables which model the heterogeneous behavior by which the said entities develop their overall dynamics. These variables, in analogy with the kinetic theory of active particles [10], can be called activity which can be either a scalar or even a vector. Firstly the mathematical structures underlying the aforementioned behavioral dynamics have been derived and subsequently some sample models have been presented. Simulations have enlightened how, even in very simple cases, the dynamics shows large deviations corresponding to large deviations of the activity variables.

The rationale is analogous to that of the kinetic theory approach [10] which requires a large number of interacting active particles to justify the derivation of models. On the other hand, the derivation of swarm models does not require this specific assumptions. This approach has already generated some models of interest in economy concerning the role of idiosyncratic learning of firms.
as an engine for the derivation of market sharing [13] or the modeling of price dynamics in the complex interaction between buyers and sellers [12].

Looking at research perspectives we can identify three key problems which appear to us worth to be chased in a possible research quest.

- *Derivation of a more general framework suitable to include the main key features of living systems.*

- *Applications to the modeling specific systems such as crowds in crisis situations, for instance evacuation under stress conditions [14] or under contagion risk [11, 33].*

- *Study of analytic problems within a multiscale vision where, by suitable asymptotic time-space dynamics and continuity assumptions, firstly kinetic type models are derived from the underlying description and subsequently hydrodynamical models are derived from the underlying kinetic description [17].*

It is plain that these key problems have been generated by the authors bias which looks ahead to the perspectives to develop the approach introduced in our paper toward a mathematical theory of dynamical systems which aims at modeling the complex behavior of living systems.

**References**

[1] S.-M. Ahn, H.-O. Bae, S.-Y. Ha, Y. Kim, and H. Lim, Application of flocking mechanisms, to the modeling of stochastic volatily, *Mathematical Models and Methods in Applied Sciences*, 23, 1603–1628, (2013).

[2] G. Ajmone Marsan, N. Bellomo and L. Gibelli, Stochastic evolutionary differential games toward a systems theory of behavioral social dynamics, *Mathematical Models and Methods in Applied Sciences*, 26, 1051–1093, (2016).

[3] G. Albi, N. Bellomo, L. Fermo, S.-Y. Ha, J. Kim, L. Pareschi, D. Poyato, and J. Soler, Traffic, crowds, and swarms. From kinetic theory and multiscale methods to applications and research perspectives, *Mathematical Models and Methods in Applied Sciences*, 29, 1901–2005, (2019).

[4] G Albi, L. Pareschi, G. Toscani and M. Zanella, Recent advances in opinion modeling: Control and social influence, *Active Particle Volume 1, Modeling and Simulation in Science, Engineering and Technology*, 49–98, (2017).

[5] G. Albi and L. Pareschi, Selective model-predictive control for flocking systems, *Communication in Applied and Industrial Mathematics*, 13, 1–18, (2018).

[6] B. Aylaj, N. Bellomo, L. Gibelli, and A. Reali, On a unified multiscale vision of behavioral crowds, *Math. Models Methods Appl. Sci.*, 30(1), 1–22, (2020).

[7] H.-O. Bae, S.-Y. Cho, S.-K. Lee and S.-B. Yun, A particle model for herding phenomena induced by dynamic market signals, *Journal of Statistical Physics*, 177(2), 365-398, (2019).

[8] H.-O. Bae, S.-Y. Cho, J. Kim and S.-B. Yun, A kinetic description for the herding behavior in financial market, *Journal of Statistical Physics*, 176(2), 398-424, (2019).

[9] M. Ballerini, N. Cabibbo, R. Candelier, A. Cavagna, E. Cisbani, I. Giardina, V. Lecomte, A. Orlandi, G. Parisi, A. Procaccini, M. Viale, and V. Zdravkovic, Interaction ruling animal collective behavior depends on topological rather than metric distance: evidence from a field study, *Proceedings National Academi Sciences USA*, 105(4), 1232–1237, (2008).
[10] N. Bellomo, A. Bellouquid, L. Gibelli and N. Outada, A Quest Towards a Mathematical Theory of Living Systems, Birkhäuser, New York, (2017).
[11] N. Bellomo, R. Bingham, M. A. J. Chaplain, G. Dosi, G. Forni, D. A. Knopoff, J. Lowengrub, R. Twarock, M. E. Virgillito A multi-scale model of virus pandemic: Heterogeneous interactive entities in a globally connected world, *Mathematical Models and Methods in Applied Sciences*, **30**, (2020), 10.1142/S0218202520500323.
[12] N. Bellomo, S. De Nigris, D. Knopoff, M. Morini, and P. Terna, Swarms dynamics towards a systems approach to social sciences and behavioral economy, *Networks and Heterogeneous Media*, (2020), to be published.
[13] N. Bellomo, G. Dosi, D. A. Knopoff, and M. E. Virgillito, From particles to firms: on the kinetic theory of climbing up evolutionary landscapes, *Mathematical Models and Methods in Applied Sciences*, **30**, (2020), DOI: 10.1142/S021820252050027X.
[14] N. Bellomo, L. Gibelli, and N. Outada, On the interplay between behavioral dynamics and social interactions in human crowds, *Kinetic and Related Models*, **12**, 397–409, (2019).
[15] N. Bellomo and S.-Y. Ha, A quest toward a mathematical theory of the dynamics of swarms, *Mathematical Models and Methods in Applied Sciences*, **27**, 745–770, (2017).
[16] N. Bellomo and J. Soler, On the mathematical theory of the dynamics of swarms viewed as complex systems, *Mathematical Models and Methods in Applied Sciences*, **22**, 1140006, (2012).
[17] D. Burini and N. Chouhad, A Multiscale view of nonlinear diffusion in biology: From cells to tissues, *Math. Models Methods Appl. Sci.*, **29**, 791–823, (2019).
[18] Y.-P. Choi, S.-Y. Ha and Z. Li, Emergent dynamics of the Cucker-Smale flocking model and its variants, *Vol. 1: Theory, Models, Applications. eds. N. Bellomo, P. Degond and E. Tadmor, Modeling and Simulation in Science and Technology, Birkhäuser, 299-331 (2017).
[19] Y.-P. Choi, S.-Y. Ha and J. Morales, Emergent dynamics of the Kuramoto ensemble under the effect of inertia, *Discrete Continuous Dynamical Systems Series A*, **38**, 4875–4913, (2018).
[20] F. Cucker and S. Smale, Emergent behavior in flocks, *IEEE Transactions Automatic Control*, **52**, 853–862, (2007).
[21] D. Fang, S.-Y. Ha and S. Jin, Emergent behaviors of the Cucker-Smale ensemble under attractive-repulsive couplings and Rayleigh frictions, *Mathematical Models and Methods in Applied Sciences*, **19**, 1349–1385, (2019).
[22] S.-Y. Ha, E. Jeong, J.-H. Kang and K. Kang, Emergence of multi-cluster configurations from attractive and repulsive interactions, *Mathematical Models and Methods in Applied Sciences*, **22**, 1250013–1250055, (2012).
[23] S.-Y. Ha, J. Jung, J. Kim, J. Park and X. Zhang, Emergent behaviors of the swarmalator model for position-phase aggregation, *Mathematical Models and Methods in Applied Sciences*, **29**, 2225–2269, (2019).
[24] S.-Y. Ha, D. Kim, D. Kim and W. Shim, Flocking dynamics of the inertial spin model with a multiplicative communication weight, *Journal Nonlinear Sciences*, **29**, 1301–1342, (2019).
[25] S.-Y. Ha, J. Kim and T. Ruggeri, Emergent behaviors of thermodynamic Cucker-Smale particles, *SIAM Journal Mathematical Analysis*, **50**, 3092–3121, (2018).
[26] S.-Y. Ha, J. Kim, J. Park and X. Zhang, Complete cluster predictability of the Cucker-Smale flocking model on the real line, *Archives Rational Mechanics Analysis*, **231**, 319–365, (2019).
[27] S.-Y. Ha and D. Levy, Particle, kinetic and fluid models for phototaxis, *Discrete Continuous Dynamical Systems Series B*, **12**, 77–108, (2009).
[28] S.-Y. Ha, H. Park, T. Ruggeri and W. Shim, Emergent behaviors of Thermodynamic Kuramoto ensemble on a regular ring lattice, *Submitted (2020)*
[29] S.-Y. Ha and T. Ruggeri, Emergent dynamics of a thermodynamically consistent particle model, *Archives Rational Mechanics Analysis*, **223**, 1397–1425, (2017).
[30] S.-Y. Ha and E. Tadmor, From particle to kinetic and hydrodynamic description of flocking, *Kinetic Related Models*, 1, 415–435, (2008).

[31] Y. He and X. Mu, Cucker-Smale flocking subject to random failure on general digraphs, *Automatica*, 106, 54–60, (2019).

[32] J.-H. Kang, S.-Y. Ha, K. Kang and E. Jeong, How do cultural classes emerge from assimilation and distinction? An extension of the Cucker-Smale flocking model, *Journal Mathematical Sociology*, 38, 47–71, (2014).

[33] D. Kim and A. Quaini, A kinetic theory approach to model pedestrian dynamics in bounded domains with obstacles, *Kinetic Related Models*, 12(6), 1273–1296, (2019).

[34] Y. Kuramoto, International symposium on mathematical problems in mathematical physics, *Lecture Notes Theor. Phys.*, 30, 420, (1975).

[35] L. Pareschi and G. Toscani, Interacting Multiagent Systems: Kinetic Equations and Monte Carlo Methods, Oxford University Press, Oxford, (2013).

[36] J. Park, D. Poyato, and J. Soler, Filippov trajectories and clustering in the Kuramoto model with singular couplings, arXiv preprint [arXiv:1809.04307].

[37] B. Piccoli, N. Pouradier Duteil, and E. Trélatz, Sparse control of Hegselmann-Krause models: Black hole and declustering, *SIAM J. Control Optimization*, 57, 2628–2659, (2019).

[38] D. Poyato and J. Soler, Euler-type equations and commutators in singular and hyperbolic limits of kinetic Cucker-Smale models, *Mathematical Models and Methods in Applied Sciences*, 27, 1089–1152, (2017).

[39] L. Ru, Z. Li and X. Xue, Cucker-Smale flocking with randomly failed interactions, *Journal Franklin Institute*, 352, 1099–1118, (2015).

(1) **University of Granada, Departamento de Matemática Aplicada, Spain, and Politecnico of Torino, Italy., nicola.bellomo@ugr.es, nicola.bellomo@polito.it**

(2) **Seoul National University, Department of Mathematical Sciences and Research Institute of Mathematics, Seoul National University, Seoul 08826 and, Korea Institute for Advanced Study, Hoegiro, 85, Seoul 02455, Republic of Korea, syha@snu.ac.kr**

(3) **Cadi Ayyad University, Faculty of Sciences Semlalia, LMDP, Morocco and UMMISCO (IRD-Sorbonne University, France), outada@ljll.math.upmc.fr**