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We present a new theoretical approach for the simulations of X-ray photoelectron spectra of strongly correlated molecular systems that combines multireference algebraic diagrammatic construction theory (MR-ADC) [J. Chem. Phys., 2018, 149, 204113] with core-valence separation (CVS) technique. The resulting CVS-MR-ADC approach has a low computational cost while overcoming many challenges of the conventional multireference theories associated with the calculations of excitations from inner-shell and core molecular orbitals. Our results demonstrate that the CVS-MR-ADC methods are as accurate as single-reference ADC approximations for predicting core ionization energies of weakly-correlated molecules, but are more accurate and reliable for systems with multireference character, such as stretched nitrogen molecule, ozone, and isomers of benzene diradical. We also highlight the importance of multireference effects for the description of core-hole screening that determines the relative spacing and order of peaks in the XPS spectra of strongly correlated systems.

1 Introduction

Recently, X-ray spectroscopies have become widely used tools to investigate the electronic structure and dynamics of molecules and materials.1–4 The increase in popularity of X-ray techniques is in part due to the growing availability and accessibility of X-ray radiation sources,5–12 as well as the ability of X-ray spectroscopies to probe the excited states of core electrons that are sensitive to local electronic structure and geometric environment. Among many methods that employ X-ray radiation, X-ray photoelectron spectroscopy (XPS) is by far the most commonly used.13,14 Phenomenologically, XPS is based on the photoelectric effect, measuring the kinetic energy of electrons ionized from the core atomic orbitals. Although, the XPS technique is most widely employed to study the surfaces of solids,15,16 it has been also applied to investigate chemical systems in liquid17–19 and gas phases.20–22

Along with the experimental advances in X-ray photoionization techniques, reliable interpretation of the XPS spectra requires simulations of core-ionized states using accurate electronic structure methods. However, computations of core-excited states are very challenging as they require simulating electronic transitions with energies much higher than the ionization threshold, using large uncontracted basis sets, and incorporating orbital relaxation, electron correlation, and relativistic effects.13,14 For this reason, most of the currently available methods for the simulations of XPS introduce simplifications based on the assumption that the ground-state electronic structure is well described using a single (reference) electronic configuration. These single-reference methods developed using a variety of theoretical approaches28–45 can be used to simulate the XPS spectra of weakly-correlated molecules and materials, but may be unreliable for chemical systems that exhibit strong electron correlation.

Incorporating strong correlation into the simulations of XPS requires a multiconfigurational description of the ground-state electronic structure.46–48 However, most of the available multireference approaches are not designed to compute core-level excited states as they can only simulate electronic excitations in the frontier (so-called active) molecular orbitals with strongly correlated electrons. This problem has been partially addressed by treating the core orbitals as active and placing restrictions on orbital occupations in the self-consistent calculations of multiconfigurational ground-state wavefunctions,49–57 at a cost of introducing approximations that are difficult to control. Alternatively, core-level excited states can be calculated using linear-response58–64 or equation-of-motion65,66 multireference approaches that incorporate excitations from non-active molecular orbitals. However, these methods may produce unphysical (complex) excitation energies due to the non-Hermitian nature of underlying equations.

In this work, we present a new approach for the XPS simulations of strongly correlated systems that combines multirefer-
ence algebraic diagrammatic construction theory (MR-ADC) with core-valence separation technique (CVS). The MR-ADC approach is naturally suited for the simulations of core-level excitations combining several attractive features: (i) low computational cost (similar to that of multireference perturbation theories), (ii) Hermitian equations, and (iii) ability to calculate excitations from all molecular orbitals, including inner-shell and core. To access the high-energy core-ionized states, we employ the CVS technique that has been successfully used for the simulations of X-ray spectra using a variety of theoretical methods. We first investigate the accuracy of MR-ADC approximations for the calculations of K-edge core ionization energies in small weakly-correlated molecules (subsection 4.1) and along the dissociation pathway of molecular nitrogen (subsection 4.2). We then apply the MR-ADC methods to simulate the XPS spectra of ozone (subsection 4.3) and three isomers of benzene diradicals (subsection 4.4) that exhibit significant multireference character in their ground electronic states.

2 Theory

2.1 Multireference Algebraic Diagrammatic Construction Theory for Photoelectron Spectra

We begin with a brief introduction to the MR-ADC theory for ionization energies and photoelectron spectra. For more details, we refer the readers to our previous publications. Ionization of a many-electron system irradiated with light of frequency \( \omega \) is described by the backward component of the one-particle Green's function, \( G_{pq}(\omega) \):

\[
G_{pq}(\omega) = \langle \Psi | a_p^\dagger (\omega - H - E)^{-1} a_q | \Psi \rangle
\]

where \( | \Psi \rangle \) and \( E \) are the ground-state eigenfunction and eigenvalue of the electronic Hamiltonian \( H \), respectively. The operators \( a_p^\dagger \) and \( a_q \) are the particle creation and annihilation operators from the second quantization formalism of quantum mechanics. The Green's function (1) contains the information about energies and probabilities of all one-electron ionization transitions in the photoelectron spectrum of the system.

MR-ADC provides a computationally efficient approach to calculate the ionization energies and transition probabilities by approximating the Green's function of a strongly correlated system using multireference perturbation theory. Here, the ground-state wavefunction \( | \Psi \rangle \) is assumed to be well-approximated by a multiconfigurational reference wavefunction \( | \Psi_0 \rangle = \sum_K | \Psi_K \rangle \), which is obtained from a complete active-space configuration interaction (CASSCI) or self-consistent field (CASCF) calculation including contributions from Slater determinants \( | \Psi_K \rangle \) with all possible occupations in the active (frontier) molecular orbitals (Figure 2). The remaining orbitals are classified as core (doubly occupied) and external (unoccupied). Further, the Hamiltonian \( H \) is separated into the zeroth-order \( H^{(0)} \) and perturbation \( V \) contributions. In MR-ADC, \( H^{(0)} \) is chosen to be the Dyall Hamiltonian, which includes all active-space terms of the full electronic Hamiltonian \( H \). This choice ensures that MR-ADC is exact when all orbitals are included in the active space (i.e. full configuration interaction) or is equivalent to the single-reference ADC theory when there are no active orbitals.

Expanding the Green's function in the perturbative series and truncating the expansion at the \( n \)th order

\[
G(\omega) \approx G^{(0)}(\omega) + G^{(1)}(\omega) + \cdots + G^{(n)}(\omega)
\]

defines the MR-ADC\( (n) \) approximation. The MR-ADC\( (n) \) propagator \( G(\omega) \) in Equation 2 is expressed as follows:

\[
G(\omega) = T(\omega S - M)^{-1} T^\dagger
\]

where \( T \) is the effective transition moments matrix, \( S \) is the overlap matrix, and \( M \) is the effective Hamiltonian (or so-called Liouvillian) matrix, all calculated to the chosen \( n \)th perturbation order. The MR-ADC\( (n) \) ionization energies are computed as the eigenvalues of the \( M \) matrix from a generalized eigenvalue problem:

\[
MY = SYΩ
\]

Equation 4 is solved using a multiroot implementation of the Davidson algorithm that calculates the eigenvalues \( \{ \Omega \} \) and eigenvectors \( \{ Y \} \) for a specified number of lowest-energy transitions in the photoelectron spectrum.

Once the eigenvalue problem is solved, the spectral information is obtained by computing the matrix of spectroscopic amplitudes \( X \):

\[
X = TS^{-1/2}Y
\]

The elements of \( X \) can be used to compute the spectroscopic factors:

\[
P_\alpha = \sum_p |X_{p\alpha}|^2
\]

that provide information about the intensity of a photoelectron transition with ionization energy \( \Omega_\alpha \). The \( X \) amplitudes can be also used to calculate the photoelectron spectral function (so-called density of states)

\[
A(\omega) = -\frac{1}{\pi} \text{Im}[\text{Tr}G(\omega)]
\]

Figure 1 Schematic representation of the effective Hamiltonian matrix \( M \) for the (a) MR-ADC(2) and (b) MR-ADC(2)-X approximations. Zeroth- and first-order excitations are labeled as \( | \Psi_0^{(0)} \rangle \) and \( | \Psi_0^{(1)} \rangle \), respectively. Nonzero matrix blocks are highlighted in color. Numbers represent the perturbation order to which the effective Hamiltonian is evaluated in each matrix block.
2.2 MR-ADC With Core-Valence Separation for X-ray Photoelectron Spectra

An important feature of MR-ADC is the ability to simulate electronic excitations involving all electrons and molecular orbitals of the system, in contrast to conventional multireference methods that can only simulate excitations in active orbitals. This feature is particularly useful for simulating the electronic transitions in X-ray absorption or photoelectron spectra, which originate from doubly occupied core orbitals that are not strongly correlated and should not be included in the active space. Similar to single-reference ADC or equation-of-motion coupled cluster theories, MR-ADC describes all single and double excitations from core molecular orbitals starting from its second-order approximation (MR-ADC(2)). However, these core-level excitations are buried deep inside the MR-ADC eigenvalue spectrum and are difficult to access using the standard iterative diagonalization algorithms, such as the Davidson method used for solving Equation 4.

A common approach to avoid this problem is to introduce the core-valence separation (CVS) approximation, originally proposed by Cederbaum et al. in 1980.71,72 In the CVS method, the excitation energies and properties of core- and valence-excited states are computed separately from each other by neglecting small couplings between the core- and valence-excited electronic configurations. This decoupling is justified on the basis of large energetic separation between core and valence orbitals and the highly localized nature of the former. The CVS approach has been widely used to compute core-level excitations with a variety of excited-state methods, such as configuration interaction,105 coupled cluster theoryy,79–83 linear-response CASSCF,84 linear-response density cumulant theory,85,86 second-order excited-state perturbation theory,87,88 and density functional theory combined with multireference configuration interaction.91

To introduce the CVS approximation in the MR-ADC framework for ionized states, we first select several core orbitals of the reference wavefunction |Ψ⟩ to form a set of “CVS” orbitals, which includes all lowest-energy molecular orbitals up to and including the orbital probed in the X-ray photoelectron spectrum to be simulated. The core ionization energies and spectroscopic properties are then computed by solving the MR-ADC equations in the basis of zeroth- and first-order excitations (|Ψ(0)⟩ and |Ψ(1)⟩) that involve at least one CVS orbital, as shown schematically in Figure 2.

where the MR-ADC(n) Green’s function $G(\omega)$ is computed as:

$$G(\omega) = X(\omega 1 - \Omega)^{-1}X'$$  \hspace{1cm} (8)$$

This straightforward access to the spectroscopic properties is an important advantage of MR-ADC over traditional multireference perturbation methods.73–78

In this work, we will employ two MR-ADC methods: the strict second-order approximation (MR-ADC(2)) and its extended version (MR-ADC(2)-X).68,69 Figure 1 shows the perturbative structure of effective Hamiltonian matrix $M$ for both methods where each matrix element corresponds to a pair of excitations. The zeroth-order excitations (denoted as $|Ψ(0)⟩$) describe removal of one electron from core or active molecular orbitals. The first-order excitations ($|Ψ(1)⟩$) describe detachment of an electron accompanied by a one-electron excitation between core, active, or external orbitals. The main difference between the MR-ADC(2) and MR-ADC(2)-X methods is in the matrix block corresponding to the first-order excitations ($|Ψ(1)⟩ - |Ψ(0)⟩$), which is described at zeroth order in MR-ADC(2) and up to the first order in MR-ADC(2)-X (Figure 1). The higher-order treatment of the ($|Ψ(1)⟩ - |Ψ(0)⟩$) block in MR-ADC(2)-X significantly improves the description of orbital relaxation effects for singly-ionized states and provides a better description of the satellite transitions, which involve an ionization and a one-electron excitation simultaneously. In addition, the MR-ADC(2)-X method incorporates higher-order contributions to the effective transition moments matrix $T$.68,69

![Fig. 2 Schematic representation of electronic excitations included in the CVS-MR-ADC method. A circle with a dashed line and an arrow indicate a single excitation. Empty circles represent the ionized orbitals.](image-url)
We note that several variants of the CVS approximation have been proposed in the past that differ in the treatment of double excitations and frozen-core approximation.\textsuperscript{41,43,79,80,84–89} The CVS scheme used in this work does not introduce the frozen-core approximation, incorporates double excitations involving two CVS orbitals, and is equivalent to the one employed in 2015 by Coriani and Koch.\textsuperscript{79}

Introducing the CVS approximation greatly reduces the size of matrix $M$ (Figure 1) diagonalized in Equation 4, leading to significant computational savings. An important contribution to the reduction in computational cost originates from neglecting the excitations involving only active orbitals, which are described by computing the CASSCI wavefunctions of ionized system in the MR-ADC implementation for photoelectron spectra.\textsuperscript{68} As a result, the CVS-approximated MR-ADC method does not require calculating the excited-state CASSCI wavefunctions and transition reduced density matrices, so that only the reference (ground-state) wavefunction (|Ψ₀⟩) and reduced density matrices are necessary for the calculations.

## 3 Computational Details

We combined the CVS approximation with the second-order MR-ADC(2) and extended second-order MR-ADC(2)-X methods for electron ionization.\textsuperscript{58,69} The resulting CVS-MR-ADC(2) and CVS-MR-ADC(2)-X methods were implemented in \textsc{Prism}, a standalone Python program for spectroscopic simulations of multireference systems. To obtain the one- and two-electron integrals and the reference CASSCF wavefunctions, \textsc{Prism} was interfaced with the \textsc{PySCF} software package.\textsuperscript{106} The CVS-MR-ADC core ionization energies and X-ray photoelectron spectra were compared to the energies and spectra calculated using the single-reference CVS-SR-ADC(2), CVS-SR-ADC(2)-X, and CVS-SR-ADC(3) methods. These methods were implemented in a local version of \textsc{PySCF} by modifying the implementation of non-Dyson single-reference ADC\textsuperscript{104,107} using the same CVS approach as employed in CVS-MR-ADC. Additional calculations using CVS-EOM-CCSD were performed using \textsc{Orca}.\textsuperscript{108,109}

The MR-ADC calculations require specifying parameters for removing linearly-dependent excitations in the solution of the MR-ADC equations.\textsuperscript{57} As in our previous work,\textsuperscript{68–70} we employ the $\eta_d = 10^{-10}$ parameter to remove linearly-dependent double excitations. For the single excitations, we use a modified truncation approach where the singles amplitudes areamped by a sigmoidal function

$$i_\mu = t_\mu \left( 1 + \exp \left( \frac{10}{\beta} \left( \log(\eta_\mu) - \log(s_\mu) \right) \right) \right)^{-1} \quad (9)$$

where $t_\mu$ is the damped singles amplitude, $s_\mu$ is the overlap metric eigenvalue corresponding to the amplitude $t_\mu$, $\eta_\mu$ is the singles truncation parameter, and $\beta$ is the damping strength parameter. For small $\beta$ ($\sim 10^{-6}$) this approach is equivalent to the truncation scheme used in our previous work.\textsuperscript{58,69} Using larger $\beta$ ensures that the computed ionization energies are smooth functions of the internuclear coordinates. We employ $\eta_\mu = 10^{-5}$ and $\beta = 4$ in all MR-ADC calculations reported in this work.

The CVS-MR-ADC methods were first benchmarked against the CVS-EOM-CCSDT results reported by Liu et al.\textsuperscript{41} for the K-edge core ionization energies of 16 closed-shell molecules: CO, N$_2$, HF, F$_2$, HCN, CO$_2$, N$_2$O, H$_2$O, NH$_3$, CH$_3$O, CH$_4$, CH$_3$CN, CH$_3$NC, C$_2$H$_2$, C$_2$H$_4$, and CH$_2$OH. These calculations employed the same equilibrium geometries, basis set (cc-pVTZ-X2C),\textsuperscript{110} and scalar relativistic corrections (X2C)\textsuperscript{111,112} as used by Liu et al.\textsuperscript{41} To study the active space dependence of the CVS-MR-ADC results, for each molecule calculations were performed for two different active spaces, which we abbreviate as CAS[Small] and CAS[Large]. Detailed information about the composition of these active spaces can be found in the Electronic Supplementary Information (ESI).\textsuperscript{†}

Next, we performed the CVS-SR-ADC and CVS-MR-ADC calculations of ionization energies and potential energy curves for the K-edge core-ionized state of molecular nitrogen (N$_2$) along its dissociation pathway. We used the cc-pVTZ basis set for all methods. The CVS-MR-ADC calculations employed the CASSCF reference wavefunction with 10 electrons in 8 active orbitals (10e,8o). The CVS-SR-ADC potential energies of the N$_2$ core-ionized state were computed by adding the total ground-state second-order Möller–Plesset (MP2)\textsuperscript{113} energy and the CVS-SR-ADC core ionization energies at each geometry. To calculate the N$_2$ core-ionized potential energy curve using CVS-MR-ADC, we combined the ground-state energy computed using partially-contracted second-order N-electron valence perturbation theory (NEVPT2)\textsuperscript{76,77} and the CVS-MR-ADC core ionization energies. The MP2 and NEVPT2 energies were computed using the CVS-SR-ADC and CVS-MR-ADC implementations, respectively.

Finally, we used the CVS-MR-ADC methods to calculate the X-ray photoelectron spectra of ozone molecule (O$_3$) and three benzene singlet diradicals (ortho-, meta-, and para-benzenes). All multiconfigurational calculations of ozone employed the CASSCF reference wavefunction with 12 electrons in 9 active orbitals (12e,9o). For the benzene diradicals the (8e,8o) CASSCF reference wavefunction was used. The non-relativistic CVS-MR-ADC calculations of O$_3$ employed the cc-pVTZ basis set.\textsuperscript{114–116} While the recontracted cc-pVTZ-X2C basis set\textsuperscript{110} was used when scalar relativistic effects were included using the X2C method,\textsuperscript{111,112} All benzene calculations employed the cc-pCVDZ-X2C basis set along with the X2C treatment of scalar relativistic effects. The equilibrium geometries of all four molecules were computed using the CASSCF method implemented in the MOLPRO package.\textsuperscript{117–119} The O$_3$ and benzene optimized geometries and active spaces are reported in the ESI.\textsuperscript{†} The ADC photoelectron spectra of all molecules were simulated in the sudden approximation by plotting the density of states (Equation 7) calculated by adding a small imaginary broadening to the core ionization energies. The sudden approximation assumes the decoupling of a photoelectron from the ionized system and allows to avoid the explicit treatment of free electron wavefunction. In addition, the calculated photoelectron intensities neglect vibronic effects.

Together with the CVS-MR-ADC results, we report core ionization energies of N$_2$ and O$_3$ computed using multireference configuration interaction with single and double excitations (MR-CISD)\textsuperscript{120,121} that employed occupation restricted multiple active space (ORMAS) reference wavefunction.\textsuperscript{122,123} For N$_2$, the
ORMAS calculations were performed using the two-step self-consistent procedure proposed by Rocha, in which the active space was split into two subsets of orbitals. The first subset contained the core 1s orbitals of nitrogen atoms. The second subset included the same active orbitals as in the (10e,8o) active space used in the CVS-MR-ADC calculations. Core-ionized states were computed by restricting the occupation of the core subspace to have one electron less than that in the ground state. A similar procedure has been successfully used in the calculations of core-ionized potential energy curves of diatomic molecules. For \( O_3 \), the two-step self-consistent optimization of the ORMAS wavefunction leads to root-flipping problems due to two excited states of interest having the same symmetry. For this reason, we performed the \( O_3 \) ORMAS calculations using the Hartree–Fock orbitals. As for \( N_2 \), the active space consisted of two subsets: one including the oxygen 1s orbitals and another one incorporating the orbitals from the (12e,9o) active space used for CVS-MR-ADC. All ORMAS and MRCISD calculations were performed using GAMESS and a standalone Python script.

### 4 Results and Discussion

#### 4.1 Benchmarking the Accuracy of CVS-MR-ADC for Weakly-Correlated Molecules

Before we apply CVS-MR-ADC to multireference systems, we first benchmark its accuracy for molecules that do not exhibit strong correlation effects. Our goal here is to assess the CVS-MR-ADC accuracy in capturing the weak (dynamic) electron correlation in core-ionized electronic states and to compare it to the accuracy of well-established single-reference ADC methods (CVS-SR-ADC). To accomplish this, we performed the CVS-MR-ADC calculations for the benchmark set of Liu and co-workers, which contains highly-accurate (CVS-EOM-CCSDT) reference data for 27 K-edge ionization transitions in 16 weakly-correlated small molecules. The CVS-MR-ADC core ionization energies are reported in Table 1, along with the results from CVS-SR-ADC, the reference CVS-EOM-CCSDT energies computed by Liu et al., and experimental data for each transition. All calculations were performed using the two-step self-consistent optimization of the ORMAS active space consisting of two subsets of orbitals. The first subset contained the core 1s orbitals, and the second subset included the same active orbitals as in the (10e,8o) active space used in the CVS-MR-ADC calculations. Core-ionized states were computed by restricting the occupation of the core subspace to have one electron less than that in the ground state. A similar procedure has been successfully used in the calculations of core-ionized potential energy curves of diatomic molecules. For \( O_3 \), the two-step self-consistent optimization of the ORMAS wavefunction leads to root-flipping problems due to two excited states of interest having the same symmetry. For this reason, we performed the \( O_3 \) ORMAS calculations using the Hartree–Fock orbitals. As for \( N_2 \), the active space consisted of two subsets: one including the oxygen 1s orbitals and another one incorporating the orbitals from the (12e,9o) active space used for CVS-MR-ADC. All ORMAS and MRCISD calculations were performed using GAMESS and a standalone Python script.

#### 4.2 Performance of CVS-MR-ADC in Core Ionization Energies for Different K-edges of Weakly-Correlated Molecules

In contrast to CVS-SR-ADC, the CVS-MR-ADC calculations require choosing an active space. (When no orbitals are included in the active space, CVS-SR-ADC and CVS-MR-ADC are equivalent). While in multireference systems the active space is usually chosen to include the frontier orbitals with strongly correlated electrons, different choices of active space are possible for weakly-correlated molecules, such as the molecules in our benchmark set. In this case, including the orbitals in active space can be used to incorporate some orbital relaxation and dynamic correlation effects that are not captured by the low-order single-reference methods (e.g., improved description of double and higher excitations). To study the active-space dependence of CVS-MR-ADC results in molecules that do not exhibit strong correlation, we employed two types of active spaces, which we denote as CAS[Small] and CAS[Large]. The CAS[Large] active space was designed to include most of the valence orbitals, except for some occupied and virtual orbitals with large negative and positive orbital energies, respectively. For all molecules, CAS[Small] included the highest-occupied and lowest-unoccupied molecular orbitals (HOMO and LUMO). In addition, for molecules with \( \pi \)-bonds, all \( \pi \)-bonding and antibonding orbitals were included in CAS[Small]. For molecules without \( \pi \)-bonds, CAS[Small] also included an antibonding counterpart of HOMO.

The performance of all ADC methods measured by \( \Delta_{\text{MAE}} \) and \( \Delta_{\text{STD}} \) is illustrated in Figure 3. At each level of perturbation theory, the CVS-MR-ADC results are within the standard deviation of CVS-SR-ADC results, indicating that the performance of both...
methods for weakly-correlated molecules in our benchmark set is similar. The best agreement with the reference core ionization energies from CVS-EOM-CCSDT is demonstrated by the extended second-order approximations (CVS-SR- and CVS-MR-ADC(2)-X) that show $\Delta_{\text{MAE}} < 1$ eV and $\Delta_{\text{STD}} \sim 0.5$ eV. The second-order methods (CVS-SR- and CVS-MR-ADC(2)-X) exhibit intermediate accuracy with $\Delta_{\text{MAE}}$ ranging from 1.22 to 2.20 eV and $\Delta_{\text{STD}}$ within the 0.7 – 1.4 eV range. It is important to note that the computed errors in core ionization energies originate from a careful balance of errors in the ground and core ionized electronic state energies and that increasing the level of theory may affect this balance and worsen the performance. This is demonstrated by the CVS-SR-ADC(3) approximation that shows the largest errors ($\Delta_{\text{MAE}} = 3.77$ eV, $\Delta_{\text{STD}} = 1.75$ eV) among all levels of ADC theory. The worse performance of CVS-SR-ADC(3) relative to CVS-SR-ADC(2)-X has been also observed by Wenzel et al.\textsuperscript{87} in the simulations of X-ray absorption spectra, indicating that the third-order approximation is not well-balanced for the calculations of core-excited states.

Figure 3 demonstrates that the errors of CVS-MR-ADC methods exhibit different dependence on the active space. As discussed above, for weakly-correlated molecules this dependence originates primarily from the differences in description of dynamic correlation effects and orbital relaxation, i.e. choice of reference (CASSCF) orbitals. The CVS-MR-ADC(2) method shows a significant variation in the results upon enlarging the active space from CAS[Small] to CAS[Large], leading to an increase in $\Delta_{\text{MAE}}$ by $\sim 1$ eV. The active space dependence is significantly weakened in the CVS-MR-ADC(2)-X method that incorporates a higher-level description of orbital relaxation effects leading to a much smaller change in $\Delta_{\text{MAE}}$ (0.38 eV) as a result of increasing the active space size. Since CVS-MR-ADC(2) and CVS-MR-ADC(2)-X provide a similar description of dynamic correlation effects, the stronger active-space dependence of CVS-MR-ADC(2) can be attributed to the well-known sensitivity of the second-order perturbation theories (such as MR-ADC(2)) to the choice of reference orbitals.\textsuperscript{128,129} Increasing the active space size, shifts the balance of error cancellation in the CVS-MR-ADC(2) results to higher $\Delta_{\text{MAE}}$ (still within $\Delta_{\text{STD}}$ of CVS-SR-ADC(2), Figure 3), while lowering $\Delta_{\text{MAE}}$ for CVS-MR-ADC(2)-X.

To analyze the performance of CVS-MR-ADC methods for different K-edges, we computed $\Delta_{\text{MAE}}$ and $\Delta_{\text{STD}}$ in the C, N, O, and F K-edge core ionization energies shown in Figure 4. Using CAS[Small], the CVS-MR-ADC results show some variation in core ionization energies with changes in $\Delta_{\text{MAE}}$ of up to 1.2 eV between K-edges of different elements. Increasing the active space size weakens the K-edge dependence of $\Delta_{\text{MAE}}$ to $\sim 0.5$ eV, giving rise to a more consistent performance of CVS-MR-ADC across the C, N, O, and F K-edges.

Overall, our benchmark results indicate that the second-order CVS-MR-ADC methods provide accurate predictions of the K-edge core ionization energies for small weakly-correlated molecules. While both CVS-MR-ADC(2) and CVS-MR-ADC(2)-X have a similar computational cost ($\theta(N^5)$ scaling with the basis set size $N$),
4.2 Core Ionization of Molecular Nitrogen Along Dissociation Pathway

To assess the performance of CVS-MR-ADC for multireference systems, we begin by computing the core ionization energies and the potential energy curves of the first core-ionized state along dissociation of the nitrogen molecule (N₂). Calculations of core ionization energies along bond dissociation pathways find important applications in the interpretation of time-resolved XPS experiments, which can probe molecules at non-equilibrium geometries where multireference effects are significant.

Figure 5 shows the potential energy curves (PEC’s) for the lowest-energy K-edge core-ionized state of N₂ computed using the CVS-SR-ADC and CVS-MR-ADC methods along with the reference results from MRCISD. At short internuclear distances (r(N–N) ≤ 1.3 Å), PEC computed using CVS-MR-ADC(2)-X overlaps with the reference PEC from MRCISD showing the best performance out of all ADC methods. CVS-SR-ADC(2) and CVS-MR-ADC(2) produce similar energies for r(N–N) ≤ 1.10 Å, but their PEC’s deviate from each other at longer distances where the CVS-MR-ADC(2) curve is more parallel to the PEC from MRCISD. Among all ADC methods, CVS-SR-ADC(3) shows the largest error in the computed total energy of core-ionized state at short distances (r(N–N) ≤ 1.5 Å). Upon increasing the internuclear separation, the PEC’s computed using all three CVS-SR-ADC methods show an unphysical barrier at ~1.6 – 1.7 Å and diverge away from the MRCISD PEC at even longer distances. The CVS-MR-ADC methods produce qualitatively correct potential energy curves with CVS-MR-ADC(2)-X demonstrating the best agreement with MRCISD at all distances.

The core ionization energies of N₂ computed using the ADC and MRCISD methods are plotted in Figure 6 as a function of the N–N distance. As for the total energies, the worst agreement with MRCISD is shown by CVS-SR-ADC(3), which produces significant errors (> 5 eV) in core ionization energy at shorter bond lengths (r(N–N) ≤ 1.6 Å) and a diverging curve at longer distances. CVS-SR-ADC(2) and CVS-MR-ADC(2) show similar results near equilibrium, but their ionization energy curves separate at longer distances. The CVS-MR-ADC(2) curve shows the qualitative features of the MRCISD curve with an inflection point at ~1.9 Å (same point is at ~1.6 Å for MRCISD) and a flat dissociation region for r(N–N) ≥ 3 Å. In contrast, the ionization energy computed using CVS-SR-ADC(2) continues to change significantly well past 3 Å. The CVS-SR-ADC(2)-X and CVS-MR-ADC(2)-X methods demonstrate the best agreement with MRCISD. Although the ionization energies computed using both methods are within 2 eV of the MRCISD results for r(N–N) ≤ 2 Å, the CVS-MR-ADC(2)-X curve is more parallel to the MRCISD curve at longer distances showing an inflection point at 1.6 Å and a flat dissociation region. The CVS-SR-ADC(2)-X curve continues to decrease in energy past 3 Å, although at a slower pace compared to CVS-SR-ADC(2). Single-point calculations at 4 and 5 Å in the dissociation region reveal significant (~0.55 eV) changes in the CVS-SR-ADC(2)-X core ionization energy due to its inability to properly treat multireference effects. At 5 Å, the CVS-SR-ADC(2)-X error in ionization energy (~5.26 eV) significantly exceeds that of CVS-MR-ADC(2)-X (0.62 eV), relative to MRCISD.

4.3 Core-Ionized States of Ozone

Next, we consider the ozone molecule (O₃), which ground-state electronic structure has been shown to exhibit a multireference character. High-level calculations using multirefere-
Table 2 Oxygen K-edge core ionization energies (eV) of ozone. O_C and O_T stand for the central and terminal oxygen atoms, respectively, and the difference between ionization energies of these sites is presented as Δ_CT. All multireference methods used the CASSCF(12e,9o) reference wavefunction. Core ionization energies were computed using the cc-pCVTZ basis set. Also shown are the X2C scalar relativistic corrections computed using the cc-pCVTZ-X2C basis set (in parentheses) and the experimental results from Ref. 130.

| Ionization | SR-ADC(2) | SR-ADC(2)-X | SR-ADC(3) | EOM-CCSD | MR-ADC(2) | MR-ADC(2)-X | MRCISD | Experiment |
|------------|-----------|-------------|-----------|-----------|-----------|-------------|--------|------------|
| O_T (1a_1^-1) | 540.64 (+0.38) | 540.49 (+0.38) | 548.17 (+0.39) | 544.15 | 543.47 (+0.38) | 540.62 (+0.38) | 545.92 (+0.38) | 541.5 |
| O_T (1b_2^-1) | 541.64 (+0.38) | 540.49 (+0.38) | 548.17 (+0.39) | 544.16 | 543.47 (+0.38) | 540.63 (+0.38) | 545.92 (+0.38) |
| O_C (2a_1^-1) | 546.46 (+0.37) | 546.09 (+0.37) | 551.37 (+0.38) | 549.23 | 548.11 (+0.38) | 545.06 (+0.38) | 550.31 (+0.38) | 546.2 |
| Δ_CT | 5.82 (-0.01) | 5.60 (+0.01) | 3.20 (+0.00) | 5.07 | 4.64 (+0.00) | 4.43 (+0.00) | 4.39 (+0.00) | 4.7 |

ionization configuration interaction demonstrate that the 1A’ ground-state wavefunction of ozone has a significant (∼18%) contribution from the open-shell singlet electronic configuration. The singlet diradical character of O_1 influences its reactivity and must be properly accounted for in the calculations of excited states and spectra.

Figure 7 shows the natural orbitals and occupations of ozone computed using CASSCF with 12 electrons in 9 frontier active orbitals, corresponding to four electrons and three 2p atomic orbitals from each oxygen atom. The singlet diradical character of ozone can be noticed in the natural occupations of the 1a_2 and 2b_2 orbitals that significantly deviate from 2.0 and 0.0, respectively.

We now turn our attention to the oxygen K-edge ionization energies (Table 2) and X-ray photoelectron spectra (XPS) of O_3 (Figure 8) simulated using the CVS-MR-ADC and CVS-SR-ADC methods. Table 2 also shows the core ionization energies computed using CVS-EOM-CCSD and MRCISD. The experimental gas-phase XPS spectrum shown in Figure 8 exhibits two peaks with 2:1 intensity ratio corresponding to the K-edge ionization in the terminal (O_T) and central (O_C) oxygen atoms, respectively. The relative ordering of these two peaks can be explained from the analysis of Mulliken atomic charges computed using CASSCF (Table S1 of ESI†) that are negative for the O_T atoms (−0.15) and positive for the O_C atom (0.3), in agreement with the Lewis resonance structures shown in Scheme 1. The excess electron density on the terminal oxygen atoms gives rise to a more efficient screening of the O_C core hole relative to that for the O_T atoms and a red shift of the corresponding peak in the XPS spectrum.

Since the computational methods considered in this work do not incorporate vibrational effects, when comparing the simulated O_3 XPS spectra to the experiment we focus only on the relative intensities and energies of the two peaks. All single- and multireference ADC methods correctly predict the ordering of O_T and O_C peaks, but differ in the description of their relative energy (Δ_CT). The Δ_CT computed using CVS-MR-ADC(2) (4.64 eV) and CVS-MR-ADC(2)-X (4.43 eV) are in excellent agreement with the peak spacing from experiment (4.7 eV) and MRCISD (4.39 eV, Table 2). The CVS-SR-ADC(2) and CVS-SR-ADC(2)-X methods overestimate Δ_CT (5.82 and 5.60 eV, respectively), while it is significantly underestimated (3.20 eV) by the CVS-SR-ADC(3) approximation.

The large errors in Δ_CT of the single-reference ADC approxi-
motions can be attributed to their inability to properly describe the singlet diradical character of ozone that reduces the electron density on O₂ while increasing it on O₃ (Figure 7), affecting the screening and relative energies of the corresponding core holes in the simulated XPS spectrum. The charge redistribution induced by the diradical character can be detected in the Mulliken atomic charges computed at the Hartree–Fock and CASSCF levels of theory (Table S1 of ESI†) that show significant differences for all oxygen atoms (~0.1 for O₂ and ~0.05 for O₃). The unbalanced description of the O₃ core-ionized states is also observed in the results of the single-reference CVS-EOM-CCSD method (Table 2) that overestimates ∆CT by ~0.7 eV relative to MRCISD.

4.4 Simulating the X-Ray Photoelectron Spectra of Benzyne Diradicals

Finally, we apply the CVS-MR-ADC methods to investigate the carbon K-edge XPS spectra of three benzyne diradicals (ortho-, meta-, and para-isomers) shown in Figure 9. Benzynes are highly reactive intermediates that are commonly formed in organic and combustion reactions,143–147 and can act as precursors in the formation of polycyclic aromatic hydrocarbons.148–152 Due to their open-shell singlet character, the electronic structure and properties of benzynes have been studied using a variety of quantum chemical methods.153–170 All three molecules have the singlet ground electronic state with a significant diradical character that increases from ortho- to para-benzyne,171,172 along with decreas-
Figure 11 Carbon K-edge photoelectron spectra of ortho-, meta-, and para-benzyne molecules computed using CVS-MR-ADC(2) (a–c) and CVS-MR-ADC(2)-X (d–f) methods, respectively. Solid lines show XPS spectra calculated using the 0.2 eV broadening. Dashed lines show spectral contributions from symmetry-equivalent carbon sites, color-coded as shown in each molecular structure. Calculations used the CASSCF(8e,8o) reference, cc-pCVDZ-X2C basis set, and the X2C description of scalar relativistic effects.

Figure 10 shows the frontier natural orbitals of each isomer computed using CASSCF(8e,8o). As the diradical character increases from ortho- to para-benzyne, the populations of two natural orbitals become increasingly similar.

Figure 9 depicts the distribution of Mulliken atomic charges for the carbon atoms in each benzyne isomer computed using CASSCF(8e,8o). For all molecules, the carbon atoms bonded directly to the hydrogen atoms carry a higher negative charge compared to that of the carbon radical centers, as expected from formal considerations of charge distribution based on atomic electronegativities. This analysis has implications for understanding the relative energetics of core-ionized states in the carbon K-edge XPS spectra of benzenes, suggesting that the core holes created on the hydrogenated carbon atoms will have lower energy than those on the radical centers due to an increased core-hole screening by the excess electron density.

The carbon K-edge XPS spectra of benzenes simulated using CVS-MR-ADC(2) and CVS-MR-ADC(2)-X are shown in Figure 11. In agreement with our analysis based on charge redistribution, the lowest-energy transition in each spectrum corresponds to the K-edge ionization of the hydrogenated carbon atoms with the highest negative Mulliken charge in Figure 9. CVS-MR-ADC(2) and CVS-MR-ADC(2)-X show similar spectra predicting that the core-ionized states localized on the radical carbon centers are significantly blue-shifted relative to the first peak in the XPS spectrum of each molecule. The smallest blue shift is observed in ortho-benzyne, which dehydrogenated carbon atoms carry a significant negative charge (−0.04).

To understand the importance of multireference effects in the simulations of benzyne core-ionized states, we consider the carbon K-edge XPS spectra simulated using CVS-SR-ADC (Figure 12). The CVS-SR-ADC(2) and CVS-SR-ADC(2)-X XPS spectra are qualitatively different from the CVS-MR-ADC spectra (Figure 11) with the lowest-energy transition corresponding to the core ionization of carbon radical centers. The most significant difference between the CVS-SR-ADC and CVS-MR-ADC spectra is observed for para-benzyne with the largest degree of multireference character, where including the strong correlation effects at the ADC(2) level changes the relative spacing between the two peaks in the XPS spectrum by ∼2.6 eV inverting their order (cf. Figure 11c and Figure 12c). (Calculated core ionization energies and transition probabilities can be found in ESI.†) In contrast to our benchmark
for weakly-correlated systems (subsection 4.1) where CVS-SR-ADC(2)-X and CVS-MR-ADC(2)-X showed similar performance, the results of these two methods are significantly different for all benzyynes, especially for the para-isomer.

The role of multireference effects can be rationalized by comparing the Mulliken charges computed using Hartree–Fock (SCF) and CASSCF(8e,8o) (Table S4 in ESI.†). For all molecules, neglecting the strong correlation effects in SCF increases the negative charges on the dehydrogenated carbon atoms while making the hydrogen-bonded carbon centers more positively charged. These differences in charge distribution between SCF and CASSCF can be traced to the inability of the former method to describe a non-zero population of the lowest-unoccupied molecular orbital (Figure 10) that is partially localized on the hydrogen-bonded carbon atoms. The largest difference between the SCF and CASSCF Mulliken charges is observed for para-benzyne (~
0.05), in agreement with the highest degree of diradical character in this molecule among all benzenes.

Interestingly, we find that the XPS spectra simulated using CVS-SR-ADC(3) (Figures 12g – 12i) qualitatively agree with the results from CVS-MR-ADC, although the single-reference method significantly underestimates the blue shift of core-hole states localized at the radical centers relative to the first peak in the XPS spectrum. Considering the poor performance of CVS-SR-ADC(3) for the dissociation of N$_2$ (subsection 4.2), apparent lack of convergence of the CVS-SR-ADC simulated spectra in Figure 12 with increasing level of theory, and the fact that SR-ADC(3) has been shown to produce large errors in ionization energies of systems with strong multireference character, we believe that this result stems from fortuitous error cancellation rather than the higher-order description of electron correlation effects.

5 Conclusions

We presented implementation, benchmark, and applications of multireference algebraic diagrammatic construction theory with core-valence separation (CVS-MR-ADC) for calculations of core ionization energies and X-ray photoelectron spectra (XPS). In contrast to conventional multireference methods, the CVS-MR-ADC approach does not require incorporating core orbitals in the active space and can simulate a large number transitions in the XPS spectra by starting with a single complete active-space self-consistent field (CASSCF) wavefunction computed for the ground electronic state.

We benchmarked the accuracy of CVS-MR-ADC for the K-edge ionization energies of 16 small weakly-correlated molecules against the accurate results from equation-of-motion coupled cluster theory with single, double, and triple excitations. For this benchmark set, the performance of CVS-MR-ADC methods is similar to that of the single-reference ADC approximations (CVS-SR-ADC), with CVS-MR-ADC(2)-X and CVS-SR-ADC(2)-X showing the smallest mean absolute errors of ~0.4 eV. Additionally, we investigated the dependence of the CVS-MR-ADC results on the choice of active space. CVS-MR-ADC(2)-X showed much weaker dependence on reference CASSCF orbitals compared to CVS-MR-ADC(2), which is consistent with the higher-order description of orbital relaxation effects in the former method.

To demonstrate the performance of CVS-MR-ADC for multireference systems, we used this approach to compute the potential energy curves (PEC’s) of core-ionized nitrogen molecule and to simulate the XPS spectra of ozone and three benzyne singlet diradicals (ortho-, meta-, and para-isomers). The PEC’s computed using the CVS-MR-ADC methods were found to be in a good agreement with the reference PEC from multireference configuration interaction with single and double excitations (MRCISD), while the CVS-SR-ADC curves diverged with increasing N–N bond length. For ozone, our results demonstrate that including multireference effects is crucial to accurately predict the energy spacing between the core-ionized states localized on the terminal and central oxygen atoms. The relative energies of these two states predicted by CVS-MR-ADC(2) and CVS-MR-ADC(2)-X are in an excellent agreement with MRCISD and experiment, while the single-reference ADC and equation-of-motion coupled cluster theories show large deviations.

When applied to benzyne diradicals, CVS-MR-ADC(2) and CVS-MR-ADC(2)-X predict that the first peak in the carbon K-edge XPS spectra of all three molecules corresponds to the core ionization of hydrogen-bonded carbon atoms as opposed to carbon radical centers, in agreement with a formal analysis of core-hole screening effects. In contrast, the single-reference CVS-SR-ADC(2) and CVS-SR-ADC(2)-X methods make qualitatively different predictions, favoring the carbon radical centers to be the lowest-energy ionization sites. We attribute this to the CVS-SR-ADC inability to describe the singlet diradical character that influences the charge distribution and core-hole screening. Our calculations also demonstrate that the CVS-SR-ADC(3) XPS spectra agree qualitatively with those from CVS-MR-ADC, which we attribute to fortuitous error cancellation.

The results presented in this work demonstrate the importance of strong correlation effects for accurate predictions of potential energy surfaces of core-ionized molecules, as well as peak spacing and relative order in the XPS spectra of multireference systems. Our results also provide evidence that CVS-MR-ADC is a promising approach for the XPS simulations of molecules with significant multireference effects. Future extensions of this method will include a more efficient implementation to treat larger molecular systems, adding ability to simulate XPS spectra of open-shell systems, and incorporating spin-orbit coupling effects for molecules with heavy elements. Work along these directions is currently under way in our group.
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