Robust Data Fusion of UAV Navigation Measurements with Application to the Landing System
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Abstract: To perform precise approach and landing concerning an aircraft in automatic mode, local airfield-based landing systems are used. For joint processing of measurements of the onboard inertial navigation systems (INS), altimeters and local landing systems, the Kalman filter is usually used. The application of the quadratic criterion in the Kalman filter entails the well-known problem of high sensitivity of the estimate to anomalous measurement errors. During the automatic approach phase, abnormal navigation errors can lead to disaster, so the data fusion algorithm must automatically identify and isolate abnormal measurements. This paper presents a recurrent filtering algorithm that is resistant to anomalous errors in measurements and considers its application in the data fusion problem for landing system measurements with onboard sensor measurements—INS and altimeters. The robustness of the estimate is achieved through the combined use of the least modulus method and the Kalman filter. To detect and isolate failures the chi-square criterion is used. It makes possible the customization of the algorithm in accordance with the requirements for false alarm probability and the alarm missing probability. Testing results of the robust filtering algorithm are given both for synthesized data and for real measurements.
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1. Introduction

The integration of data from various sensors is fundamental in the navigation of unmanned aerial vehicles. The use of different physical principle based sensors provides a comprehensive observation of remote objects, but leads to the necessity of mutual calibration of these sensors to obtain homogeneous information in the same units. Sometimes it needs to change the detector or use other sophisticated observation control methods [1]. The data fusion is necessary in remote sensing when the images of the terrain surface preliminary obtained from satellite are used with current observation from on-board camera [2–5]. In recent years the use of machine learning methods has become traditional and these methods show good performance in 3D analysis and reconstruction of the earth surface [6,7]. These methods are applicable to UAV navigation in unknown environment [8–10]. However, they are hardly applicable in the navigation and control of objects with continuous and noisy dynamics. This is true especially in conditions of incomplete information and counteraction, when control actions and coordinate estimates must be generated very quickly, because there is practically no time for training and it...
is impossible to create enough representative training sequence. Here it is necessary to use traditional and reliable methods of the stochastic and adaptive control theory. One should note that these methods contain the stochastic optimization methods in hidden form; therefore, it seems pointless to oppose the machine learning approaches to direct optimization methods. The only advantage of machine learning methods is, most likely, very low requirements for understanding the properties of an optimized system, provided that there is a sufficiently representative training sequence and there is no time limit. For machine learning there is not necessary to have more or less exact mathematical model, but in control of real dynamical systems such model usually exists. As well exists the noise model and it is unreasonable to neglect these models. Different sensors have different noise levels and failure rates or loss of sensitivity, so some of them can serve as indicators of malfunction of others. In this article we use an algorithmic approach to identify such outliers, which allows us to move from traditional Kalman filtering to estimates based on minimizing $L_1$ errors in error rates and vice versa. This ensures that the assessment procedures are robust in the presence of heavy-tailed accidental outliers. This modification of the estimation procedures makes it possible to use them not only for navigation, but also in solving various problems arising in remote sensing of the earth surface by various UAVs observation systems. One should stress the importance of data fusion for autonomous UAV flight and navigation. There is different approaches to this issue such as federative or centered methods of the data fusion [11,12]. There are different approaches to this issue such as federative or centered methods of the data fusion. The federation scheme is very often used in practice, but it does not take into account the possible correlation between parameter under estimation, and for correction of long-term $U$-type errors it needs to develop a special methodology. It is interesting to use the particle filter to combat anomalies like in [13]. The application of this algorithm in redundant systems also requires additional research. Therefore, in our approach we decided to develop our own algorithm. And in order to avoid the exponential growth of the complexity of the algorithm with an increase in the number of estimated parameters, we tried to develop an algorithm without using the Monte Carlo method. In the work [14] authors use a federated scheme + sigma-point filter (UKF) and the globally optimal estimate is constructed from the estimates of the local filters. They apply the chi-square test, but they control only the covariance matrix of the state vector. Article [14] is aimed at solving the problem of adaptive filtering, but the robustness to anomalous errors in measurements has not been studied.

Abnormal navigation errors during the approach phase can lead to catastrophic consequences. Therefore, increased requirements for accuracy and reliability are necessary to impose on navigation support. High-precision inertial navigation systems (INS) are installed on board of medium and heavy class aircrafts. The availability of measurements of such systems is superior to other types of navigation sensors, which allows to use the INS as the core of integrated navigation systems [15]. A feature of inertial systems is the slow accumulation of errors over time, which must be compensated by other types of navigation sensors. Today the simplest correction method is to use GNSS receivers [16,17]. However, GNSS signals have low noise immunity, which can lead to unavailability of a navigation solution. In this case the automatic landing is provided by airfield-based means: radar systems [18,19] or laser systems [20]. There are also more autonomous solutions based on machine vision methods which do not require the installation of radio equipment on the airfield [3,21]. Abstracting from the specific type of system, one can consider them as sources of measurements in a spherical coordinate system. In the vertical navigation channel on board of the aircraft radio altimeters and air pressure sensors are used. They are usually backed up two or three times.

The problem of joint processing of measurements from various types of navigation sensors is called the data fusion. When the linear model of the system is adequate, data fusion problem is solved by the Kalman filter [15,22,23]. In the processing task of landing systems measurements one has to deal with nonlinear measurements. Working with nonlinear systems we can use the advanced Kalman filter [16,24]. In some cases, when the system has strong nonlinearities, other nonlinear filters are used such as UKF
and Sigma-point Kalman Filter [24,25]. Another approach to nonlinear measurements processing is the pseudo-measurement method [26]. The pseudo-measurement method was used in this work, since it showed a sufficiently high efficiency and it is easy to implement (see Section 4.2).

In the indicated modifications of the Kalman filter, a quadratic criterion of optimality is used. It entails high sensitivity of the estimate to anomalous errors in measurements [27,28]. In cases where the covariance of the anomalous measurements is known, the method proposed in [29] can be used. However, in reality there are a lot of cases when the dispersion of anomalous measurements is not known or not determined at all [30]. For the mathematical description of such errors the heavy-tailed distributions are used instead of the Gaussian distribution [31]. The filtering problem for heavy-tailed distributions can be solved approximately using the so-called particle filters, which are based on the Monte Carlo method [13,32]. However, the complexity of such algorithms increases exponentially with the increase of the state space dimension, which requires large computational resources.

In work [33] a robust form of the Kalman filter is proposed, where the M estimate is used:

$$\hat{x}(t_i) = \arg \min_x \left[ \|\tilde{x} - x\|_p^2 + \sum_{i=1}^{N} \rho(H_{(i,:)}x - y_{(i)}) \right],$$

$$\rho(\epsilon) = \begin{cases} 
\epsilon^2 / 2, & \text{if } |\epsilon| \leq \lambda, \\
\lambda|\epsilon| - 0.5\lambda^2, & \text{if } |\epsilon| > \lambda.
\end{cases}$$

(1)

where $\tilde{x}$ is prior state vector, $P$ is covariance matrix of the prior state vector, $H$ is observation matrix, $y$ is measurements vector, $\|x\|_A = xA^{-1}x^T$. This approach does not require a significant increase in computing resources, and the use of $L_1$-norm in the loss function significantly increases the resistance of the estimate to anomalous measurements. Robust properties of estimate based on minimization of $L_1$-norm of errors been investigated in [27,28,34]. However, this approach has its drawback. If for some reason an anomalous error has been accumulated in the state estimate, then the estimate will converge to the true values for a long time. This effect is demonstrated in the Figure 1 (graph «Sqr+Huber»), where the response of the estimate to a step input signal is shown.

![Step signal reaction](image)

**Figure 1.** Transients for different filtering methods.
In works [35,36] to obtain a robust estimate the use of Huber’s M estimate was proposed [27]:

$$\hat{x}(t_i) = \arg \min_x \left[ \sum_{i=1}^{M} \rho(L_{(i,:)}(\bar{x} - x)) + \sum_{i=1}^{M} \rho(H_{(i,:)}x - y_{(i)}) \right],$$

(2)

where $LL^T = P$ is the Cholesky decomposition for the covariance matrix of the prior state vector. Such estimate made it possible to introduce elements of adaptability into the filter simultaneously with the measurement weights, the weight of the prediction state is calculated. However, this approach does not always lead to the desired results. The transient process can have a sawtooth shape, and the overshoot is comparable to the optimal filter, as shown in the Figure 1 (graph «Huber»). Such behavior of the estimation is unacceptable in the problem of trajectory filtering based on measurements of radar systems, because in measurements there can be jump-like transitions from the antenna side lobe to the main one. Considering the specifics of the problem, the desired filter should be insensitive to short-term surges in measurements and a fast transient, as shown in the Figure 1. Moreover, the estimate (2) cannot be used in systems with redundant measurements. To demonstrate this disadvantage, a numerical simulation was carried out. In this case measurements from two sources of measurements of the same type were processed. On the Figure 2 estimate (2) and measurements from two sensors are shown. It is clear that the filtering error increases with time, although only one dimension contains anomalous measurement errors.

![Figure 2. Estimate response to step error in measurements from a backup measurements source.](image)

The proposed algorithm also uses robust state estimation. To calculate it an accurate and efficient $L_1$-optimization method is used [37]. However, this estimate is not used directly as the output of the filter. Depending on the residuals of the measurements, the covariance matrices of the measurements and the apriori state are calculated, which are then come to the input of the extended Kalman filter. This approach gives great freedom in choosing the weight function for abnormal measurements, which allows to achieve the desired type of transient. The developed algorithm also takes into account that aviation equipment uses redundant navigation sensors to improve navigation reliability. The developed integration algorithm performs automatic detection and isolation of redundant sensor failures based on the chi-square criterion. That is the main scientific contribution of our work.
Section 2 provides a mathematical formulation of the problem. Section 3 provides a general description of the algorithm. Section 4 describes the developed algorithm, its implementation for solving the integration problem is presented in Section 5. Test results are presented in Section 6.

2. Problem Statement

The mathematical task is to estimate the current navigation parameters based on the entire set of available measurements. In other words, it is necessary to obtain an estimate of the current coordinates of the aircraft in real time based on a sample of measurements of the growing volume, that is, to solve the filtering problem. At the time \( t_i, i \in N \), there is a sample of observations \( Y_i = y(t_0), \ldots, y(t_i) \), each observation is a realization of a random variable with a conditional density \( p_y(y(t_i) \mid x(t_i), Y_{i-1}) \), where \( x(t_i) \in X \), and \( X \) is the system state space. When solving the filtering problem, the main interest is the posterior distribution density \( \hat{p}_x(x(t_i) \mid Y_i) \). The dynamics of the system can be represented as a Markov process, in which the state of the system \( x(t_i) \) at time \( t_i \) related to the state of the system \( x(t_{i-1}) \) at time \( t_{i-1} \) through the conditional distribution density \( p_x(x(t_i) \mid x(t_{i-1})) \).

It is known that when observations and dynamics of a system are described by linear equations, and \( p_y \) and \( p_x \) have Gaussian distributions, the sought density \( \hat{p}_x(x(t_i) \mid Y_i) \) is also Gaussian and the problem has an analytical solution known as the Kalman filter. In this case, the equations of dynamics and observations have the form:

\[
\begin{align*}
x(t_i) &= F(t_{i-1}, t_i)x(t_{i-1}) + n(t_{i-1}, t_i), \\
y(t_i) &= H(t_i)x(t_i) + \xi(t_i),
\end{align*}
\]

where \( F(t_{i-1}, t_i) \) is state prediction matrix; \( H(t_i) \) is observation matrix; \( n(t_i) \) and \( \xi(t_i) \) is vectors of normally distributed random variables such as

\[
E[n(t_{i-1}, t_i)n^T(t_{i-1}, t_i)] = Q(t_{i-1}, t_i),
\]

\[
E[\xi(t_i)\xi^T(t_i)] = R(t_i).
\]

Posterior density distribution parameters \( p(x(t) \mid Y_i) \) is a vector of mathematical expectations and covariance matrix are calculated in accordance with the recurrent Kalman algorithm, consisting of two steps:

- **Prediction:**

\[
\begin{align*}
\bar{x}(t_i) &= F(t_{i-1}, t_i)\bar{x}(t_{i-1}), \\
\bar{P}(t_i) &= F(t_{i-1}, t_i)\bar{P}(t_{i-1})F^T(t_{i-1}, t_i) + Q(t_{i-1}, t_i);
\end{align*}
\]

- **Correction of the state estimate based on current measurements:**

\[
\begin{align*}
dz(t_i) &= y(t_i) - H(t_i)\bar{x}(t_i), \\
K &= \bar{P}(t_i)H^T(t_i)(H(t_i)\bar{P}(t_i)H^T(t_i) + R(t_i))^{-1}, \\
\hat{x}(t_i) &= \bar{x}(t_i) + Kdz(t_i), \\
\bar{P}(t_i) &= (I - KH(t_i))\bar{P}(t_i).
\end{align*}
\]

Such estimate is optimal according to the criterion of the minimum variance of the estimation error \([38,39]\). The Kalman filter allows all available measurement information to be taken into account for state estimation.
3. Robust Filter

The robust filtering method proposed in this article is a superstructure over the Kalman filter. The main idea of the modification consists in the robust estimation and chi-squared test used together to control the measurement covariance matrix and the prediction covariance matrix. It is assumed that the determinants of these matrices can only increase. A procedure for testing and calculating covariance matrices is added between the prediction and correction steps. The scheme of the algorithm is shown on the Figure 3. The following sections will discuss the general methods underlying the algorithm. A more detailed description of the algorithm as it applied to the data fusion problem is presented in the Section 4.

3.1. Least Modulus Method

The goal of the least modulus method is to minimize $L_1$-norm vector of errors. $L_1$-norm of a vector is calculated as the sum of the absolute values of its elements. Consider the system of linear equations

$$z_d = H_d x + \epsilon_d,$$

where $H_d$ is the observation matrix, $x$ is a vector of estimated parameters, $\epsilon_d$ is the measurement errors, $z_d$ is the measurement vector (dimension of $z$ is greater than dimension of $x$). Estimate $\tilde{x}_{L1}$ of $x$ vector by the least modulus method is given by

$$\tilde{x}_{L1} = \arg \min_x \left[ \sum_{i=1}^{n} (z_{d(i)} - H_{d(i,:)} x) \right]$$

provided that the measurement errors are independent and have the unit variance

$$E\left[\epsilon_d \epsilon_d^T\right] = I.$$

Here $z_{d(i)}$ is $i$-th element of vector $z_d$, and $H_{(i,:)}$ is the $i$-th row vector of $H$ matrix. Index $d$ emphasizes the requirement that the vector $\epsilon_d$ has to be decorrelated.

The idea of applying the method of least modules in the filtering problem is to estimate the current state by current measurements $y(t_i)$ and prediction of the state from the previous step $\tilde{x}(t_i)$. 

![Figure 3. Robust Algorithm Scheme.](image-url)
The combination of the measurements an prediction vectors into one vector is called the extended measurement vector

$$z_e(t_i) = \left[ y(t_i)^T, \bar{x}(t_i)^T \right]^T,$$

where $C_e$ is covariance matrix of extended dimension measurements vector $z_e$. Taking into account the dynamics equations we have

$$z_e(t_i) = H_e x(t_i) + e(t_i),$$

$$H_e(t_i) = \left[ H(t_i)^T, I_{(n \times n)} \right]^T,$$

where $e(t_i)$ is a vector of random variables with covariance matrix $cov(e(t_i), e(t_j)) = C_e(t_j)$.

The Cholesky decomposition $LL^T = \text{chol}(C_e(t_i))$ for the covariance matrix of the extended measurement vector gives the decorrelated transformation:

$$z_d(t_i) = H_d(t_i)x(t_i) + e_d(t_i) = L^{-1}z_e(t_i),$$

$$H_d(t_i) = L^{-1}H_e(t_i),$$

$$e_d(t_i) = L^{-1}e(t_i),$$

moreover

$$cov(e_d(t_i), e_d(t_j)^T) = L^{-1}cov(e(t_i), e(t_j)^T)L^{-T} = L^{-1}C_eL^{-T} = L^{-1}LL^TL^{-T} = \mathbf{I}.$$

So we reduce our task to (10). In [40] it is recommended to use the proposed algorithm on personal computer. Since the prediction errors are not correlated with the measurement errors, the matrix $L$ can be sought in the form:

$$L = \begin{bmatrix} L_y & 0 \\ 0 & L_x \end{bmatrix}, L^{-1} = \begin{bmatrix} L_y^{-1} & 0 \\ 0 & L_x^{-1} \end{bmatrix}. \quad (14)$$

The approach to this minimization problem consists in using of the least square method proposed in [33,35,36] to obtain M-estimation. This method does not give an exact solution to the $L_1$-minimization problem. The smaller the parameter $c$ in (2), the closer the estimate to $L_1$-optimal will be. However, a decrease in $c$ leads to an increase in the convergence time.

Moreover, in [41] it is indicated that when solving the $L_1$-minimization problem, the iterative least squares method has numerical instability. It needs to choose a convergence criterion. In [37,42] it was shown that problem (10) is reduced to a linear programming problem. Its solution which can be obtained by more efficient algorithms than the iterative least squares method. The function to be minimized is represented as

$$\sum_{i=1}^{n} \left| e_d(i) \right| = \left( \sum_{i=1}^{n} e_1(i) + \sum_{i=1}^{n} e_2(i) \right) \rightarrow \min \quad (15)$$

with constraints

$$\begin{bmatrix} H_d I_{(n \times n)} - I_{(n \times n)} \end{bmatrix} \cdot \begin{bmatrix} x \\ e_1 \\ e_2 \end{bmatrix} = z_d,$$

$$e_1(i) \geq 0, \quad e_2(i) \geq 0, \quad i = 1, ..., n. \quad (16)$$
To amend the efficiency of the algorithm in [43] the transition to the dual form of the problem is carried out (15) and (16)

\[
\left( \sum_{i=1}^{n} z_d(i) (b_i - 1) \right) \rightarrow \max
\]

for a system

\[
H_d^T b = \left[ \begin{array}{c}
\sum_{i=1}^{n} H_d(i,1) \\
\vdots \\
\sum_{i=1}^{n} H_d(i,m)
\end{array} \right],
\]

\[0 \leq b(i) \leq 2, \quad i = 1, ..., n,\] (18)

To solve the problem (17) and (18) the simplex method is applied. Detailed description of the algorithm of \(L_1\)-optimization can be found in [43]. This method provides an accurate solution despite the fact that it does not require significant computing resources. This particular method was used in this work.

After solving the problem by the method of least modules, the posterior residuals are calculated:

\[
\Delta z(t_i) = L_y^{-1} (y(t_i) - H(t_i) \hat{x}_{L1}),
\] (19)

\[
\Delta x(t_i) = L_x^{-1} (\bar{x}(t_i) - \hat{x}_{L1}).
\] (20)

These residuals are used further to calculate the covariance matrices in case of failure detection.

### 3.2. Chi-Square Test for Failure Detection

In the normal operation of the system the distribution of measurement errors and prediction errors are assumed to be Gaussian with zero mathematical expectation. Otherwise we will assume that the error of the corresponding measurement has a nonzero mathematical expectation. Consider two competing hypotheses

\[
H_0 : E [z_d(t_i)] = H_d(t_i)x(t_i),
\]

\[
H_1 : E [z_d(t_i)] = H_d(t_i)x(t_i) + A\Delta,
\]

where \(A\) is the coefficient matrix (variance model), \(\Delta\) are parameters of the deviation model. Taking into account that \(\text{cov}(\epsilon_d(t_i), \epsilon_d(t_i)^T) = I\), statistics suitable for testing hypotheses can be obtained in the form [44]

\[
T = z_d^T B_k (B_k^T B_k)^{-1} B_k^T z_d,
\] (21)

where \(\text{rank}(B_k) = (m + n) - n = m, m\) is the dimension of the measurements vector, \(n\) is the state vector dimension, \((m + n) - \text{dimension of the extended vector of measurements}\) and \(B_k^T H_d = 0\). The \(B_k\) matrix can be obtained through the QR decomposition of the \(H_d\) matrix:

\[
[Q_k, B_k] \begin{bmatrix}
R_k \\
0_{(m-n)\times n}
\end{bmatrix} = qr(H_d(t_i)).
\]

To implement QR decomposition, it is recommended to use the algorithm given in [40].
Depending on the accepted hypothesis, the statistics (21) will have the uncentered chi-squared distribution with \( m \) degrees of freedom and different values of the bias [44,45]:

\[
H_0 : T \sim \chi^2(m, 0); \\
H_1 : T \sim \chi^2(m, \lambda).
\]

Here \( \lambda \) is the bias parameter calculated depending on the accepted failure model. In accordance with the Neumann-Pearson lemma the criterion of the next form is the most powerful criterion for choosing hypotheses

\[
H_0 : T \leq c(m); \\
H_1 : T > c(m); (22)
\]

where the threshold value \( c(m) \) is calculated as the value of the argument of the distribution function \( \chi^2(m, 0) \), at which this function is equal to the given value of the errors probability of the first kind \( \eta \):

\[
c(m) = F^{-1}_{\chi^2}(m, \eta, 0). (23)
\]

The probability of type II errors is calculated as

\[
\beta = F_{\chi^2}(c(m), m, \lambda),
\]

where \( F_{\chi^2}(c(m), m, \lambda) \) is the value of the probability function of the uncentered \( \chi^2 \)-distribution with \( m \) degrees of freedom and non-centrality parameter \( \lambda \) in the point \( c(m) \). The value of the non-centrality parameter, taking into account (13) is calculated according to [44]:

\[
\lambda = z_d^T B_k^T A (A^T B_k B_k^T A)^{-1} A^T B_k z_d.
\]

The unit matrix \( A = I \) is used for failure detection. Then the application of the criterion (22) solves the problem of failure detection with a minimum value of the probability of type II errors at \( \lambda = c(m) \):

\[
\beta_{\text{min}} = F_{\chi^2}(c(m), m, c(m)).
\]

In practice, this probability is limited from above by the value \( \beta_{\text{TH}} \) in accordance with the requirements for the system. The case when \( \beta_{\text{min}} > \beta_{\text{TH}} \) means that the system configuration in principle cannot provide a sufficiently low level of Type II errors.

### 3.3. Calculation of the Measurements Covariance Matrix

Depending on whether a failure is detected (accepted hypothesis \( H_1 \)) or not (hypothesis accepted \( H_0 \), the estimate of the measurements covariance matrix is calculated

\[
R_{\text{rob}}(t_i) = L_y D_y L_y^T, (24)
\]

where \( L_y^T = \text{chol}(R(t_i)) \), and \( D_y \) is diagonal matrix whose elements are calculated by posterior residuals (19):

\[
D_{y,(j,j)} = \begin{cases} 
\rho(\Delta z(j)), & \text{if } H_1, \\
1, & \text{otherwise}
\end{cases}
\]

for \( j = 1, ..., q_m \) (\( q_m \) is the dimension of the measurements vector). Measurement residual vector \( \Delta z \) is calculated according to (19). Form of the function \( \rho \) must be chosen so that the condition \( \rho(x) > 1 \) is carried
out only with the probability of a false alarm $\alpha$, provided that the hypothesis $H_0$ is true. An analytical solution to such a problem is beyond the scope of this study, therefore, an empirical piecewise function is used:

$$\rho(x) = \begin{cases} 
1, & \text{if } |x| < c, \\
\frac{2c}{c^2 + \frac{k}{k(1-\exp[k(c-|x|)])}}, & \text{if } |x| \geq c.
\end{cases} \tag{25}$$

The parameter $c$ is calculated depending on the specified false alarm probability in accordance with (23) for $m = 1$, parameter $k > 0$ is customizable. For small values of $k$ the solution will approach to the robust estimate (2). At large values of $k$ the sensitivity of the estimate to large measurement discrepancies decreases.

3.4. Calculating the Predictive Covariance Matrix

It is assumed that the dynamic noise of the system $n(t_{i-1}, t_i)$ is generated by a multidimensional Wiener random process:

$$n(t_{i-1}, t_i) = \int_0^{t_i-t_{i-1}} F(t_{i-1}, t_{i-1} + \tau) BSdw(\tau). \tag{26}$$

Here $w(\tau)$ is the Wiener process of $q_w$ dimension, matrix $S$ is the diagonal positive definite matrix of $q_w \times q_w$ dimension, $B$ is $q_x \times q_w$ dimension matrix, where $q_x$ is the state vector dimension. For this definition, the dynamic noise covariance matrix can be represented as:

$$Q(t_{i-1}, t_i, s) = \sum_{j=1}^{q_w} s_{(j)} \int_0^{t_i-t_{i-1}} F(\tau) B(\cdot, j)(B(\cdot, j))^T F(\tau)d\nu(j)(\tau). \tag{27}$$

Here $s_{(j)}$ is the $j$-th element of vector $s$ equal to $j$-th diagonal element of matrix $S^2$, $B_{(\cdot, j)}$ is the $j$-th column vector of the matrix $B$ and $F(\tau)$ for brevity means $F(t_{i-1}, t_{i-1} + \tau)$.

It is assumed that the dynamic noise parameters $s$ are given. We will calculate the covariance matrix in the form:

$$\tilde{P}_{rob}(t_i) = \tilde{P}(t_i) + Q(t_{i-1}, t_i, a_s), \tag{28}$$

where the value of the vector of dynamic noise parameters $a_s$ is determined from the condition:

$$\text{tr} \left \{ L_x D_x L_x^T - \tilde{P}(t_i) \right \} = \text{tr} \left \{ Q(t_{i-1}, t_i, a_s) \right \}. \tag{29}$$

Matrix $D_\delta$ is calculated in similar way as $D_y$:

$$D_{\delta, (j,j)} = \begin{cases} 
\rho(\Delta x_{(j)}), & \text{if } H_1, \\
1, & \text{otherwise}
\end{cases} \tag{30}$$

Vector of the residuals of the prior state and the posterior robust estimate $\Delta x$ is calculated according to (20), and the function $\rho$ defined in (25).

In general, the solution to the Equation (29) relative to $s$ may not be unique, then an empirical approach should be used. One of the possible methods was used in numerical experiments for this work (see Section 5).
4. Application of the Robust Filter in the Data Fusion Problem

In the previous section a description of the general robust filtering algorithm was given. Let us consider now the application of this algorithm for solving a specific problem.

For aircraft navigation at the approach stage the following measurement sources are used:

- INS (horizontal coordinates),
- altimeters (radio or barometric) with double redundancy,
- landing systems (as a source of spherical coordinates).

The INS correction is performed according to an open circuit, which is shown in the Figure 4.

![Figure 4. The inertial navigation systems (INS) correction scheme.](image)

4.1. System Model

To reduce the dimension of the problem navigation in the horizontal channel is carried out separately from the vertical channel. It allows to use two parallel filters with lower dimension instead of one filter with a large dimension of the state vector.

The model of the system in the horizontal channel is the model of the error dynamics of the strapdown INS. Accurate nonlinear models of INS errors exist (see [16,23]). We will use a linear system to describe the dynamics of INS errors to simplify the problem. In continuous time the model represents a system of stochastic differential equations:

\[
dx_h(t) = A_h x_h(t) dt + B_h S_h dw(t),
\]

\[
A_h = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix},
B_h = \begin{bmatrix}
0 \\
1 \\
0 \\
0
\end{bmatrix},
S_h^2 = \begin{bmatrix}
s_{h(1)} & 0 \\
0 & s_{h(2)}
\end{bmatrix}
\]

Vector components \( x_h \) have the following physical meaning:

- \( x_{h(1)} \) is INS error in the north direction (m),
- \( x_{h(2)} \) is INS speed error in the north direction (m/s),
- \( x_{h(3)} \) is INS error in the eastern direction (m),
- \( x_{h(4)} \) is INS speed error in the east direction (m/s).

In the vertical channel, the model of the system dynamics is the aircraft motion model:

\[
dx_v(t) = A_v x_v(t) dt + B_v S_v dw(t),
\]

\[
A_v = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix},
B_v = \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix},
S_v^2 = \begin{bmatrix}
s_{v(1)} & 0 & 0 \\
0 & s_{v(2)} & 0 \\
0 & 0 & s_{v(3)}
\end{bmatrix}
\]
Vector \( x_{\text{vrt}} \) has the following physical meaning:

- \( x_{\text{vrt}(1)} \) is height according to altimeter data (m),
- \( x_{\text{vrt}(2)} \) is vertical speed according to altimeter data (m/s),
- \( x_{\text{vrt}(3)} \) is height according to the landing system (m),
- \( x_{\text{vrt}(4)} \) is vertical speed according to the indications of the landing system (m/s),

The discrete time model of the system takes the form:

\[
\begin{align*}
x_h(t_i) &= F(\Delta t)x_h(t_{i-1}) + n_h(\Delta t), \\
x_v(t_i) &= F(\Delta t)x_v(t_{i-1}) + n_v(\Delta t), \\
F(\Delta t) &= \begin{bmatrix} 1 & \Delta t & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & \Delta t \\
0 & 0 & 0 & 1 \end{bmatrix}, \\
Q &= \begin{bmatrix} (\Delta t^3)/3 & (\Delta t^2)/2 & \Delta t \\
(\Delta t^2)/2 & \Delta t \end{bmatrix}, \quad Q_1 = \begin{bmatrix} Q & 0_{(2\times2)} \\
0_{(2\times2)} & Q \end{bmatrix}, \\
Q_2 &= \begin{bmatrix} Q & Q \\
Q & Q \end{bmatrix}, \quad Q_3 = \begin{bmatrix} Q & 0_{(2\times2)} \\
0_{(2\times2)} & 0_{(2\times2)} \end{bmatrix}, \\
Q_4 &= \begin{bmatrix} 0_{(2\times2)} & 0_{(2\times2)} \\
0_{(2\times2)} & Q \end{bmatrix},
\end{align*}
\]

where \( \Delta t = t_i - t_{i-1} \) and

\[
\begin{align*}
\mathbf{E} \left[ n_h(\Delta t)n_h^T(\Delta t) \right] &= Q_h(\Delta t, s_h) = s_h Q_1, \\
\mathbf{E} \left[ n_v(\Delta t)n_v^T(\Delta t) \right] &= Q_v(\Delta t, s_v) = s_{v(1)}Q_2 + s_{v(2)}Q_3 + s_{v(3)}Q_4.
\end{align*}
\]

4.2. Measurements Model

The landing system makes measurements in spherical coordinates:

\[
\begin{align*}
\alpha(t_i) &= \arctan \left( \frac{E(t_i)}{N(t_i)} \right) + \Delta \alpha(t_i), \\
\gamma(t_i) &= \arctan \left( \frac{U(t_i)}{\sqrt{E(t_i)^2 + N(t_i)^2}} \right) + \Delta \gamma(t_i), \\
r(t_i) &= \sqrt{E(t_i)^2 + N(t_i)^2 + U(t_i)^2 + \Delta r(t_i)},
\end{align*}
\]

where \( \alpha(t_i) \) is the azimuth angle, \( \gamma(t_i) \) is the elevation angle, \( r(t_i) \) is the slant range; \( \Delta \alpha(t_i), \Delta \gamma(t_i), \Delta r(t_i) \) are the measurements errors; \( E, N, U \) the aircraft coordinates in the local normal coordinate system \( E(t_i) \) is the east coordinate, \( N(t_i) \) is the north coordinate, \( U(t_i) \) is the vertical coordinate. To avoid nonlinearities in the observation matrix we will use the pseudo-measurement method [24,26]:

\[
\begin{align*}
m_n^{(\text{obs})}(t_i) &= N(t_i) + \Delta m_n(t_i) = r(t_i) \cos(\gamma(t_i)) \cos(\alpha(t_i)), \\
m_u^{(\text{obs})}(t_i) &= U(t_i) + \Delta m_u(t_i) = r(t_i) \sin(\gamma(t_i)), \\
m_e^{(\text{obs})}(t_i) &= E(t_i) + \Delta m_e(t_i) = r(t_i) \cos(\gamma(t_i)) \sin(\alpha(t_i)).
\end{align*}
\]
During normal operation of the landing system, the angular measurement errors do not exceed several degrees and given the fact that the standard approach is carried out along the glide path with an inclination angle of not more than 4 degrees, an approximate expression for the covariance measurement matrix can be written:

\[
E[\Delta m^{(ils)}(\Delta m^{(ils)})^T] = M \Sigma M^T, \tag{37}
\]

\[
M = \begin{bmatrix}
\cos(\gamma) \cos(\alpha) & -\sin(\gamma) \cos(\alpha) & -\sin(\alpha) \\
\sin(\gamma) & \cos(\gamma) & 0 \\
\cos(\gamma) \sin(\alpha) & -\sin(\gamma) \sin(\alpha) & \cos(\alpha)
\end{bmatrix}, \quad \Sigma = \begin{bmatrix}
\sigma_{\Delta r}^2 & 0 & 0 \\
0 & r^2 \sigma_{\Delta \alpha}^2 & 0 \\
0 & 0 & r^2 \sigma_{\Delta \alpha}^2
\end{bmatrix} \tag{38}
\]

where \(\sigma_{\Delta r}\) is the RMS error of range measurement, \(\sigma_{\Delta \alpha}\) is the RMS error of angular measurements.

From the inertial system, measurements are received in a geographic coordinate system (latitude and longitude), which can be converted to Cartesian coordinates \(NUE\). We denote these coordinates by \(m_n^{(ins)}, m_e^{(ins)}\). Then the input of the filter in the horizontal channel will receive the differences between the pseudo-measurements of the landing system and the INS measurements:

\[
y_{h,(1)}(t_i) = m_n^{(ils)}(t_i) - m_n^{(ins)}(t_i), \\
y_{h,(2)}(t_i) = m_e^{(ils)}(t_i) - m_e^{(ins)}(t_i), \tag{39}
\]

which are related to the state vector through the relation:

\[
y_h(t_i) = H_h x_h + \epsilon_h, \\
H_h = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix} \tag{40}
\]

and the covariance matrix

\[
R_h(t_i) = E[\epsilon_h \epsilon_h^T] = M_h \Sigma M_h^T, \\
M_h = \begin{bmatrix}
\cos(\gamma) \cos(\alpha) & -\sin(\gamma) \cos(\alpha) & -\sin(\alpha) \\
\sin(\gamma) & \cos(\gamma) & 0 \\
\cos(\gamma) \sin(\alpha) & -\sin(\gamma) \sin(\alpha) & \cos(\alpha)
\end{bmatrix}. \tag{41}
\]

It is implied here that the INS measurement noise is negligible.

Altimeter measurements and landing system measurements are available in the vertical channel:

\[
y_{v,(1)}(t_i) = m_u^{(alt1)} = x_{v,(1)} + \epsilon_{v,(1)}, \\
y_{v,(2)}(t_i) = m_u^{(alt2)} = x_{v,(1)} + \epsilon_{v,(2)}, \\
y_{v,(3)}(t_i) = m_u^{(ils)} = x_{v,(3)} + \epsilon_{v,(3)} \tag{42}
\]

with observation matrix:

\[
H_v = \begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix} \tag{43}
\]

and the covariance matrix

\[
R_v(t_i) = E[\epsilon_v \epsilon_v^T] = \begin{bmatrix}
\sigma_{\epsilon_u}^2 & 0 & 0 \\
0 & \sigma_{\epsilon_u}^2 & 0 \\
0 & 0 & M_v \Sigma M_v^T
\end{bmatrix}, M_v = \begin{bmatrix}
\sin(\gamma) & \cos(\gamma) & 0
\end{bmatrix}. \tag{44}
\]
4.3. Data Fusion Algorithm

In the final form the integration algorithm consists of the following steps:

1. Set constant robust filter parameters: false alarm probability $\eta$ in the Equation (23), weight coefficient $k$ in the Equation (25), dynamic noise intensity $s_h$ and $s_v$ for (34) calculation, RMS of measurements $\sigma_{\Delta t}, \sigma_{\Delta h}, \sigma_v$.
2. Set the initial state of the filter in the horizontal channel $\tilde{x}_h(t_0), \tilde{P}_h(t_0)$ and the initial state of the filter in the vertical channel $\tilde{x}_v(t_0), \tilde{P}_v(t_0)$.
3. The following steps are repeated as measurements arrive. Calculate state prediction:

$$
\bar{x}_h(t_i) = F(\Delta t)x_h(t_{i-1}),
\bar{P}_h(t_i) = F(\Delta t)\bar{P}_h(t_{i-1})F^T(\Delta t) + Q_h(\Delta t, s_h),
\tilde{x}_v(t_i) = F(\Delta t)x_v(t_{i-1}),
\bar{P}_v(t_i) = F(\Delta t)\bar{P}_v(t_{i-1})F^T(\Delta t) + Q_v(\Delta t, s_v).
$$

(45)

4. Calculate test statistics (21) and apply the criterion (22). If the hypothesis $H_0$ is accepted, then go to step 9 with $\bar{P}_{h,\text{rob}}(t_i) = \bar{P}_h(t_i), \bar{P}_{v,\text{rob}}(t_i) = \bar{P}_v(t_i), R_{h,\text{rob}}(t_i) = R_h(t_i), R_{v,\text{rob}}(t_i) = R_v(t_i)$.
5. If the hypothesis $H_1$ is accepted (i.e., a failure is detected), calculate a robust least modulus state estimate (10) and residuals (19) and (20) for horizontal channel: $\Delta z_h(t_i), \Delta x_h(t_i)$; and for vertical channel $\Delta z_v(t_i), \Delta x_v(t_i)$.
6. Using residuals $\Delta z_h(t_i)$ and $\Delta x_h(t_i)$ calculate accordingly $R_{h,\text{rob}}$ and $R_{v,\text{rob}}$ by Formula (24).
7. Using residuals $\Delta x_h(t_i)$ calculate matrix $D_h$ by Formula (24). Using Cholesky decomposition $L_hL_h^T = \text{chol}(\bar{P}_h(t_i))$ calculate the estimate of the prediction matrix

$$
\bar{P}_{h,\text{rob}}(t_i) = \bar{P}_h(t_i) + sQ_1,
$$

$$
s = \frac{\text{tr} \left\{ L_hD_hL_h^T - \bar{P}_h(t_i) \right\}}{\text{tr} \left\{ Q_1 \right\}},
$$

(46)

where $Q_1$ is calculated by the Formulas (33).
8. Using residuals $\Delta x_v(t_i)$ calculate matrix $D_v$ by Formula (24). Using Cholesky decomposition $L_vL_v^T = \text{chol}(\bar{P}_v(t_i))$ calculate the estimate of the prediction matrix

$$
\bar{P}_{v,\text{rob}}(t_i) = \bar{P}_v(t_i) + s_1Q_3 + s_2Q_4,
$$

$$
\text{subtr} \left\{ L_vD_vL_v^T - \bar{P}_v(t_i) \right\}^{(1:2)}_{(i:j)},
$$

$$
s_1 = \frac{\text{tr} \left\{ Q_3 \right\}}{\text{subtr} \left\{ L_vD_vL_v^T - \bar{P}_v(t_i) \right\}_{(1:2)}^{(i:j)}},
$$

$$
\text{subtr} \left\{ L_vD_vL_v^T - \bar{P}_v(t_i) \right\}^{(3:4)}_{(i:j)},
$$

$$
s_2 = \frac{\text{subtr} \left\{ L_vD_vL_v^T - \bar{P}_v(t_i) \right\}_{(3:4)}^{(i:j)}}{\text{tr} \left\{ Q_4 \right\}},
$$

(47)

where subtr $\{ A \}_{(i:j)}$ is the trace of a submatrix formed from columns and rows with indices from $i$ to $j$ square matrix $A$. Matrices $Q_3, Q_4$ are calculated by the Formulas (33).
9. The calculated estimates of the covariance matrices are used to obtain the state estimate in accordance with the Kalman filter correction step:

$$
K_h = \bar{P}_{h,\text{rob}}(t_i)H_h^T(H_h\bar{P}_{h,\text{rob}}(t_i)H_h^T + R_{h,\text{rob}})^{-1},
\tilde{x}_h(t_i) = \tilde{x}_h(t_i) + K_h(y_h - H_h\tilde{x}_h(t_i)),
\tilde{P}_h(t_i) = (I - K_hH_h)\bar{P}_{h,\text{rob}}(t_i),
$$

(48)
where $y_h$ and $H_h$ are calculated by the Formulas (39) and (40). The estimate for the vertical channel is calculated in the same way.

5. Discussion of Test Results

The main goal of this study was to develop an estimation algorithm that is robust against abnormal errors in measurement channels. Our flying model was relatively large and rather expensive, so we use a set of redundant sensors as a source of possible errors to develop reliable algorithms for their use in the event of failure of some sensors such as altimetemer and or locator used for correcting the standard INS. The actual landing is carried out using a standard INS, supported by a satellite positioning system, which serves as a source of real data on the position and velocities of the aircraft. Backup sensors data serve to debug the estimation algorithm and check its performance in case of abnormal errors. This approach allows to minimize the risk of losing the aircraft. Since landing is one of the most critical phases of flight, our research team has conducted a series of different experiments over the past several years with various additional sensors, including video cameras [2,3] and ground-based optical and radio beacons-radars [4]. The series of experiments performed recently were made on the basis of the optical flow registration [46,47]. To simplify the experiments we used the sensors data registered during the flight to simulate them later in the software and to update by various algorithms. Comparison of known and suggested algorithms is presented in this section.

To demonstrate the properties of suggested robust algorithm numerical simulation was carried out, where the measurements were processed with a discrete $\Delta t = 0.1$ s. The following algorithm settings were used:

- false alarm probability (23) $\eta = 10^{-4}$,
- penalty function parameter (25) $k = 0.4$.

On the Figure 5 it is shown the filter response to the stepwise measurement error in the vertical channel. On the Figure 6 the filter response to impulse measurement error is shown. Unlike the optimal Kalman filter, the robust filter is insensitive to impulse noise, and in the case of a step change in the measurement error the robust filter is insensitive to measurement errors for some time, but then quickly «attracts» to the measurements. In this case, the transient time is less than for the optimal Kalman filter. For comparison, the figures also show the graph of the robust estimate (2).

Changing the coefficient $k$ allows us to adjust the smoothness of the transition process. Values which are close to zero make the transient look like a robust estimate (2). Larger values make the transient jump with a time delay. Figure 7 shows how the shape of the transient changes with the coefficient $k$ changes. The simulation results of the case when an anomalous step error appears only in one of the redundant sources are shown on the Figure 8. The developed algorithm is resistant to this type of error.

We should demonstrate the disadvantages of the proposed algorithm. They must be taken into account when used in critical cases. Figure 9a,b show a case of a slow divergence of measurements from redundant altimeters. In such kind of situations the robust integration algorithm chooses, roughly speaking, one of the sensors and further monitors its measurements, reducing the weight of the other sensor. The choice is made randomly, which introduces an element of uncertainty in the behavior of the system in such situations.
Figure 5. Filter response to step measurements. «Robust»—the proposed robust algorithm. «Huber»—M score.

Figure 6. Response of filters to impulse surge at the moment of time $t = 50$ s. «Robust»—the proposed robust algorithm. «Huber»—M score.
**Figure 7.** Filter response to step measurements. «Robust»—the proposed robust algorithm. «Huber»—M score.

**Figure 8.** Filter response to step error in backup altimeter measurements. «Robust»—the proposed robust algorithm. «Huber»—M score.
Figure 9. Modelling of a slow divergence of altimeters measurements. In sample (a) robust filter tracks second altimeter measurements. In sample (b) robust filter tracks first altimeter measurements. The choice is made equiprobably.

The results of processing of the real measurements registered during the test flight are shown on Figures 10–12. It is necessary to indicate that the position measurements were made using INS sensors and a ground locator of the type [18,19] that determines the angular position and range to the aircraft. Using a locator results in a special type of anomalous error, such as jumping from the main to the side lobe of the antenna directional pattern, which may be observed on Figures 11 and 12. In the horizontal channel the data of the locator and the airborne INS are combined. In the vertical channel of the locator and radio altimeter. Figure 12 shows an approach segment where abnormal errors are present in the measurements of one of the altimeters. Simultaneously, there is a jump in the dimensions of the landing system. The estimate obtained by the robust algorithm is less responsive to abnormal measurement errors. On the Figure 10 a real situation is shown where the measurements of the landing system contained a complex error. The graphs show that the estimate obtained using the developed algorithm coincides with the optimal Kalman estimate in normal operation, and at the same time, moreover, the estimate is resistant to outliers in measurements. On the Figure 11 another real situation is shown where the measurements of the landing system contained a U-shaped error.
Figure 10. Filter response to anomalous complex shape error in landing system measurements. «Robust»—the proposed robust algorithm. «Huber»—M score.

Figure 11. Filter response to abnormal U-shape error in landing system measurements. «Robust»—the proposed robust algorithm. «Huber»—M score.
6. Conclusions

The data fusion problem for nonlinear measurements of the landing system, airborne INS and airborne altimeters was considered. It was shown that the classical data fusion methods based on the Kalman filter are not suitable for solving the problem, since they can reduce the reliability of the navigation solution in systems with redundant sensors. To solve the problem a robust filtering algorithm was developed, the principal feature of which is the estimate stability to abnormal measurements. The recurrence of the estimate is ensured by using the Kalman filter relations; along with filtering, a procedure for testing hypotheses about the presence of anomalous errors in measurements and in the state predicting is proposed. When the threshold set by the false alarm probability is exceeded, the filter switches to the robust estimation mode, in which the prediction and measurement covariance matrices are estimated based on the least modulus method.

The test results show that the developed algorithm, on the one hand, is resistant to short-term emissions in measurements, on the other hand, it provides a fast transient process. The last property is important, since there is a nonzero probability of missing an alarm and measurements with a biased error can fall into the filter, which will lead to a bias in the estimate. If at some time the measurement errors return to their normal unbiased form, the algorithm should quickly recover to track new measurements.

The developed algorithm does not protect against all types of abnormal measurement errors. It was shown that if the system uses double redundancy of sensors and in one of the redundant sensors the error expectation increases slowly over time, the algorithm selects one of the sensors and then monitors only its measurements. Moreover, this choice is random. To get rid of this uncertainty, either additional measurements should be used, or a special procedure for detecting disputable situations should be provided. The development of such a procedure is the subject of further research. However, it should be noted that this type of error is much less common than short-term spikes or noise amplification in measurements of one of the redundant sensors. The results of testing on real data show that the developed
algorithm can provide a reliable assessment of navigation parameters across all available information, while ensuring the detection and isolation of individual sensor failures.
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