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Abstract
This paper considers the problem of detecting whether two databases, each consisting of $n$ users with $d$ Gaussian features, are correlated. Under the null hypothesis, the databases are independent. Under the alternate hypothesis, the features are correlated across databases, under an unknown row permutation. A simple test is developed to show that detection is achievable above $\rho^2 \approx \frac{1}{d}$. For the converse, the truncated second moment method is used to establish that detection is impossible below roughly $\rho^2 \approx \frac{1}{d\sqrt{n}}$. These results are compared to the corresponding recovery problem, where the goal is to decode the row permutation, and a converse bound of roughly $\rho^2 \approx 1 - n^{-4/d}$ has been previously shown. For certain choices of parameters, the detection achievability bound outperforms this recovery converse bound, demonstrating that detection can be easier than recovery in this scenario.

1 Introduction
Consider the following naïve approach to database anonymization: prior to public release, unique identifying information (e.g., names, user IDs) is deleted from a database while other features (e.g., movie ratings) are left unchanged. In the absence of any side information, this approach could be effective for protecting user privacy while providing access to data. However, side information is abundant in the public domain, and the work of Narayanan and Shmatikov [2,3] demonstrated that this naïve approach is vulnerable to a de-anonymization attack that exploits the availability of another correlated database with its identifying information intact.

This database alignment problem, introduced by Cullina et al. [4], is a simple probabilistic model of the scenario above. There are two databases, each with $n$ users and $d$ features per user. An unknown, random, uniform permutation matches users in the first database to users in the second database. For a pair of matched database entries, the features are dependent according to a known distribution, and, for unmatched entries, the features are independent. The goal is to recover the unknown permutation, i.e., align the databases, and the corresponding information-theoretic question is to characterize the level of dependency required for successful recovery, as a function of $n$ and $d$. The discrete memoryless case was studied in [4], which derived achievability and converse bounds in terms of mutual information. Subsequent work extended this analysis to the case of Gaussian features [5].

This paper considers the corresponding database correlation detection problem: given two databases, can we determine whether they are correlated? Specifically, we focus on the special case of Gaussian features and formulate the following binary hypothesis test. As above, there are two databases, each with $n$ users and $d$ features per user. Under the alternate hypothesis, the databases are correlated as in the recovery problem with respect to an unknown, random, uniform permutation. Under the null hypothesis, the databases are independent. We propose a simple, efficient test for detecting correlated databases, and use it to derive achievability bounds. We also derive converse results by bounding the (truncated) second moment of the likelihood ratio, which can in turn be linked to the total variation distance between the null and alternate distributions. Although there remains a gap between our achievability and converse bound, we are able to show that, in certain regimes, the achievability bound for detection outperforms the best-known converse for recovery from [5], demonstrating that Gaussian database correlation detection is easier than Gaussian database alignment.
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1.1 Related Work

Recent efforts have generalized the database alignment work of Cullina et al. \[4\] along several directions. As mentioned above, exact recovery of the permutation for correlated Gaussian databases was investigated in \[5\], and follow-up work extended these bounds to near-exact (i.e., partial) recovery \[6\]. A typicality-based framework for database alignment was explored in \[7\] while random feature deletions and repetitions were studied in \[8\] and \[9\], respectively. The Gaussian database alignment problem is also equivalent to a certain idealized tracking problem studied by \[10,11\], inspired by the application of particle tracking to infer the trajectories of objects from sequences of still images. Note that in this setting, the pairings are coupled whereas reconstruction of the planted matching in random bipartite graphs proposed by \[12,13\] deals with independent random pairings.

Database alignment belongs to the larger family of planted matching problems, where the high-level goal is to recover or detect a hidden combinatorial structure in a high-dimensional setting. While many of these scenarios are known to have pessimistic computational complexity bounds in the worst-case setting, recent efforts have demonstrated that certain scenarios admit efficient algorithms in the average-case setting, see the survey of Wu and Xu \[14\] for more details. For instance, consider the graph alignment problem. There are two graphs over \(n\) nodes, whose edges are generated in a correlated fashion, and then the node labels are randomly and uniformly permuted. The recovery problem is to use the correlated graphs to find the true node labeling, which is equivalent to a certain quadratic assignment optimization problem. Initial work \[15\] on this problem in the information theory literature proposed the correlated Erdős–Rényi graph model with dependent Bernoulli edge pairs. Subsequent work considered the recovery problem for the Gaussian setting \[16\], specifically correlated Gaussian Wigner matrices. Other recent papers have considered the corresponding detection problem for graph correlation \[17,18\] and it is now known \[19,20\] that detecting whether Gaussian graphs are correlated is as difficult as recovering the node labeling. We also mention the extensive work on community recovery and detection for the stochastic block model and refer readers to the survey of Abbe \[21\] for a finer-grained view.

1.2 Outline

The remainder of this paper is organized as follows. In Section 2, we give formal problem statements for recovery and detection for correlated Gaussian databases. Then, in Section 3, we present our achievability and converse bounds for the detection problem, along with the best-known recovery bounds for comparison. Section 4 proposes an efficient test and develops achievability results by bounding certain moment generating functions. Section 5 presents a converse by bounding the second moment of the likelihood ratio as well as a truncated version. Technical lemmas and proofs are relegated to the appendices.

2 Problem Statement

In this section, we describe a simple Gaussian model of correlated databases as well as the corresponding detection and recovery problems. To start, we set some notational conventions.

**Notation.** Random column vectors are denoted by capital letters such as \(X\) with transpose \(X^T\). A collection of \(n\) random vectors is written as \(X^n = (X_1, \ldots, X_n)\). We use \(X \overset{d}{=} Y\) to denote that the random vectors \(X\) and \(Y\) have the same distribution. The notation \(X_1, \ldots, X_n \overset{iid}{\sim} P_X\) denotes that the random vectors \(X_1, \ldots, X_n\) are independent and identically distributed (i.i.d.) according to \(P_X\), or, equivalently, \(X^n = (X_1, \ldots, X_n) \sim P_X^n\). We write \(\mathbb{E}_{X \sim P_X}\) to denote the expectation with respect to \(X\), which is distributed according to \(P_X\). We will sometimes simply write \(\mathbb{E}_X\) when the distribution is clear from context.

The \(n \times n\) identity matrix is denoted by \(I_n\), the \(n \times n\) all-zeros matrix by \(0_n\), and the length-\(n\). Let \([n] \overset{\Delta}{=} \{1, \ldots, n\}\) and define \(S_n\) as the set of all permutations over \([n]\). For a given permutation \(\sigma \in S_n\), let \(\sigma_i\) denote the value to which \(\sigma\) maps \(i \in [n]\).

We use \(\mathcal{N}(\mu, \Sigma)\) to represent the multivariate normal distribution with mean vector \(\mu\) and covariance matrix \(\Sigma\) and \(\chi^2_n\) for the chi-squared distribution with \(n\) degrees of freedom. If the probability measure
Figure 1: Under the null hypothesis $H_0$ for the detection problem, the database entries $X_1, \ldots, X_n, Y_1, \ldots, Y_n \in \mathbb{R}^d$ are generated i.i.d. according to $P_X = P_Y = \mathcal{N}^{\otimes d}(0, 1)$.

Figure 2: Under the alternate hypothesis $H_1$ in the detection problem (or the probabilistic model for the recovery problem), each pair of database entries $(X_i, Y_{\sigma i}) \in \mathbb{R}^d \times \mathbb{R}^d$ is generated in a dependent fashion for some unknown permutation $\sigma \in S_n$. Specifically, $(X_i, Y_{\sigma i}) \sim P_{XY} = \mathcal{N}^{\otimes d}(\begin{bmatrix} 0^t \\ \rho \rho^t \end{bmatrix})$. The collection of pairs $(X_1, Y_{\sigma 1}), \ldots, (X_n, Y_{\sigma n})$ is independent.

$P$ is absolutely continuous with respect to the probability measure $Q$, then we will (with a slight abuse of notation) use $P^\prime$ to represent the Radon-Nikodym derivative.

For two real-valued functions $f(x)$ and $g(x)$, we employ the standard asymptotic notation $f(x) = \mathcal{O}(g(x))$ to mean that there exist constants $C > 0$ and $x_0$ such that $|f(x)| \leq C |g(x)|$ for all $x \geq x_0$. Similarly, $f(x) = \Omega(g(x))$ means that there exist constants $C > 0$ and $x_0$ such that $|f(x)| \geq C |g(x)|$ for all $x \geq x_0$, $f(x) = o(g(x))$ that for every $c > 0$, there exists $x_0$ such that $|f(x)| \leq cg(x)$ for all $x \geq x_0$, and $f(x) = \omega(g(x))$ that for every $c > 0$, there exists $x_0$ such that $|f(x)| \geq cg(x)$ for all $x \geq x_0$.

2.1 Probabilistic Database Model

In our considerations, a database is a collection $X^n = (X_1, \ldots, X_n)$ of $n$ i.i.d. random vectors in $\mathbb{R}^d$ where $n$ is the number of users (or entries) and $d$ is the number of features. We say that a pair of databases $X^n = (X_1, \ldots, X_n)$ and $Y^n = (Y_1, \ldots, Y_n)$ is correlated with permutation $\sigma$ if, for some $\sigma \in S_n$, we have that $(X_1, Y_{\sigma 1}), \ldots, (X_n, Y_{\sigma n}) \overset{iid}{\sim} P_{XY}$ for some joint distribution $P_{XY}$ over $\mathbb{R}^d \times \mathbb{R}^d$. We will focus on the special case of correlated Gaussian databases where $P_{XY} = \mathcal{N}^{\otimes d}(\begin{bmatrix} 0^t \\ \rho \rho^t \end{bmatrix})$. 

3
2.2 Detection

Consider the following binary hypothesis testing problem. Under the null hypothesis \( H_0 \), the Gaussian databases \( X^n \) and \( Y^n \) are generated independently with \( X_1, \ldots, X_n, Y_1, \ldots, Y_n \sim \mathcal{N}(0_d, \mathbf{I}_d) \). See Figure 2.1 for an illustration. (This is equivalent to generating Gaussian correlated databases with \( \rho = 0 \).) Let \( \mathbb{P}_0 \) denote the resulting distribution over \((X^n, Y^n)\). Under the alternate hypothesis \( H_1 \), the databases \( X^n \) and \( Y^n \) are correlated with permutation \( \sigma \) for some unknown \( \sigma \in S_n \) and some known correlation coefficient \( \rho \neq 0 \). See Figure 2.1 for an illustration and let \( \mathbb{P}_1|\sigma \) denote the resulting distribution over \((X^n, Y^n)\).

Summarizing,

\[
H_0 : (X_1, Y_1), \ldots, (X_n, Y_n) \overset{iid}{\sim} \mathcal{N}^\otimes d \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \right) \\
H_1 : (X_1, Y_{\sigma_1}), \ldots, (X_n, Y_{\sigma_n}) \overset{iid}{\sim} \mathcal{N}^\otimes d \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \right)
\]

for some permutation \( \sigma \in S_n \).

Given only the databases \( X^n \) and \( Y^n \) (and not the permutation \( \sigma \)), a test \( \phi : \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \rightarrow \{0,1\} \) guesses whether the null, \( \phi(X^n, Y^n) = 0 \), or alternate, \( \phi(X^n, Y^n) = 1 \) hypothesis occurred. For a given \( n \) and \( d \), the risk of a test \( \phi \) is

\[
R(\phi) \triangleq \mathbb{P}_0\{\phi(X^n, Y^n) = 1\} + \max_{\sigma \in S_n} \mathbb{P}_1|\sigma\{\phi(X^n, Y^n) = 0\}
\]

and the minimax risk is

\[
R^* \triangleq \inf_{\phi} R(\phi)
\]

where the infimum is over all measurable tests.

We will use the shorthand notation \( \mathbb{E}_0 \) to denote the expectation with respect to \((X^n, Y^n)\) under the null distribution and \( \mathbb{E}_1|\sigma \) to denote the expectation with respect to \((X^n, Y^n)\) under the alternate distribution with permutation \( \sigma \).

2.3 Recovery

Consider the following recovery problem. A pair of Gaussian correlated databases \( X^n \) and \( Y^n \) are generated according to

\[
(X_1, Y_{\sigma_1}), \ldots, (X_n, Y_{\sigma_n}) \overset{iid}{\sim} \mathcal{N}^\otimes d \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \right)
\]

for some permutation \( \sigma \in S_n \). See Figure 2.1 for an illustration. To remain consistent with our detection notation, the resulting distribution is denoted as \( \mathbb{P}_1|\sigma \). The goal is to decode the permutation \( \sigma \in S_n \) given \( X^n \) and \( Y^n \). Specifically, the decoder is a function \( \hat{\sigma} : \mathbb{R}^{d \times n} \times \mathbb{R}^{d \times n} \rightarrow S_n \). We define the probability of error

\[
P_{\text{err}}(\hat{\sigma}) \triangleq \max_{\sigma \in S_n} \mathbb{P}_1|\sigma\{\hat{\sigma}(X^n, Y^n) \neq \sigma\}
\]

and the minimax probability of error

\[
P^*_{\text{err}} \triangleq \inf_{\hat{\sigma}} P_{\text{err}}(\hat{\sigma})
\]

where the infimum is over all measurable decoders.\(^1\)

\(^1\)Note that prior work [5] considers the average-case probability of error with respect to a uniform distribution over permutations, \( \sigma \sim \text{Unif}(S_n) \). However, owing to the symmetries of the distribution, these two models are essentially equivalent, and the results of [5] translate directly to minimax bounds.
3 Main Results

In this section, we present our achievability and converse results for the correlated Gaussian database detection problem. For comparison, we reproduce the main achievability and converse theorems from [5] for the correlated Gaussian database recovery problem.

For our test, we first calculate the sum-of-inner-products statistic

\[ T \triangleq \text{sign}(\rho) \sum_{i,j} X_i^T Y_j \]

We then compare \( T \) to a threshold \( t \) as follows:

\[
\phi_{T,t}(X^n, Y^n) = \begin{cases} 
0, & \text{sign}(\rho) \sum_{i,j} X_i^T Y_j < t \\
1, & \text{sign}(\rho) \sum_{i,j} X_i^T Y_j \geq t 
\end{cases}
\]  

(2)

Let \( \phi_T \) be the optimal test over such functions, i.e.,

\[ R(\phi_T) = \inf_t R(\phi_{T,t}) \]

where the minimizer \( t \in (E_0 T, \min_{\sigma \in S_n} \mathbb{E}_{1|\sigma} T) = (0, |\rho| nd) \) may depend on \( n, d, \) and \( \rho \).

To obtain an upper bound on the minimax risk, we apply the Chernoff bound to the probability of false alarm and the probability missed detection, and select the threshold that balances the resulting exponents. The details of this analysis can be found in Section 4, and culminate in the following theorem.

**Theorem 1 (Detection Achievability).** Let \( t = \sqrt{\gamma/d} \) with \( \gamma \in (0, 4\rho^2) \). The risk of the sum-of-inner-products test \( \phi_T \) for the binary hypothesis testing problem (1) is upper bounded by

\[ R(\phi_T) \leq \min_{\gamma \in (0, 4\rho^2)} \exp \left(-\frac{d\rho^2}{2g_{FA}(\gamma)}\right) + \exp \left(-\frac{d\rho^2}{2g_{MD}(\gamma)}\right) \]

where

\[ g_{FA}(\gamma) \triangleq \sqrt{1 + \gamma - 1 - \ln \left(\frac{1 + \sqrt{1 + \gamma}}{2}\right)}, \]

\[ g_{MD}(\gamma) \triangleq \frac{1}{1 - \rho^2} \left( (1 - \rho^2)^2 + \gamma - \sqrt{\rho^2 \gamma} \right) - 1 - \ln \left(\frac{1 - \rho^2 + \sqrt{(1 - \rho^2)^2 + \gamma}}{2}\right). \]

It follows from the simple upper bound \( R(\phi_T) \leq 2 \exp(-d\rho^2/60) \) that, if \( \rho^2 = \omega(1/d) \), then \( R(\phi_T) \rightarrow 0 \) as \( d \rightarrow \infty \). Our converse argument relies on a truncated second-moment method and can be found in Section 5.

**Theorem 2 (Detection Converse).** For \( n \geq e^2 \), if

\[ \rho^2 = o \left(\frac{1}{d \sqrt{n}}\right) \text{ and } d = \Omega(\ln n) \],

then the minimax risk for the binary hypothesis testing problem (1) goes to 1, i.e., \( R^* \rightarrow 1 \) as \( d, n \rightarrow \infty \).

For the sake of comparison, we now revisit the key results from [5] for the recovery problem.

**Theorem 3 (Recovery Achievability, [5, Theorem 1]).** The probability of error of the maximum likelihood (ML) decoder \( \hat{\sigma}_{ML} = \arg \max_{\sigma \in S_n} \mathbb{P}_{1|\sigma} (X^n, Y^n) \) is upper bounded by

\[ P_{err}(\hat{\sigma}_{ML}) \leq n(1 - \rho^2)^{n} \frac{1 - (n(1 - \rho^2))^{n}}{1 - n(1 - \rho^2)^{n}} \]
Therefore, if \( \rho^2 = 1 - o(n^{-\frac{1}{4}}) \), then the ML decoder returns the true permutation with high probability.

**Theorem 4** (Recovery Converse, [5, Theorem 2]). The minimax probability of error is lower bounded by

\[
P_{\text{err}}^* \geq 1 - \left( n(1 - \rho^2)^{\frac{1}{2}(1+\epsilon(d))} \right)^{-2} - 4n(1 - \rho^2)^{\frac{1}{2}(1+\epsilon(d))}^{-1}
\]

where \( \epsilon(d) \to 0 \) as \( d \to \infty \).

Consequently, if \( \rho^2 = 1 - \omega(n^{-\frac{1}{4}}) \), then the probability of error of any decoder is close to 1.

In Figures 3 and 4, we have the plotted upper and lower bounds on the squared correlation coefficient \( \rho^2 \) required to attain a specified risk \( R \) that follow from Theorems 1 and 2. The quantitative form of the converse result in Theorem 2 follows from Lemmas 4 and 5 by choosing the parameters appropriately. For comparison, we have also plotted the achievable and converse results from the recovery problem from Theorems 3 and 4. Specifically, any recovery scheme can be converted into a detection scheme by first estimating the permutation as \( \hat{\sigma} \) and then thresholding the statistic \( \text{sign}(\rho) \sum_i X_i^2 Y_{\sigma_i} \). These plots show that, in certain regimes, detection is possible at a lower squared correlation coefficient \( \rho^2 \) than recovery.

**Remark 1.** As discussed above, the particle tracking problem studied in [11] is equivalent to the correlated Gaussian database recovery problem from [5]. Specifically, for a given permutation \( \sigma \), a correlated standard normal pair \( (X_i, Y_{\sigma_i}) \) can be written as \( \rho^{-1}Y_{\sigma_i} = X_i + \sqrt{\rho^{-2} - 1} Z_i \), where \( X_i \) and \( Z_i \) are independent standard normal variables and \( \sqrt{\rho^{-2} - 1} \) controls the deviation of the noise \( Z_i \). In this setting, the achievability bounds from [11] show that, for \( d = o(\ln n) \), \( \rho^2 = (1 + o(n^{-\frac{1}{4}}))^{-1} \) suffices, and, for \( d = \omega(\ln n) \), \( \rho^2 = (\frac{1}{2} - \epsilon)\mathcal{O}\left(\frac{d}{\ln n}\right) + 1 \) for some \( \epsilon > 0 \) suffices. These bounds are looser than those from [5], which demonstrated a sharp threshold at \( \frac{d}{\ln n} \ln \frac{1}{1-\rho^2} \approx 4.4 \).

**Remark 2.** In the graph alignment setting, detection and recovery problems exhibit the same asymptotic behavior, in contrast to the distinct asymptotics of detection and recovery for database alignment. That is, for two graphs over \( n \) nodes with edges that are jointly drawn from a \( \rho \)-correlated bivariate standard normal distribution, the risk of detection and the error probability of recovery have a sharp transition at the threshold \( \frac{\rho^2}{\ln n} \approx 4 \). For more information, see [17, Theorem 1], [19, Theorem 1] and [20, Theorem 1].

![Figure 3: Upper and lower bounds on the squared correlation coefficient \( \rho^2 \) needed to attain risk \( R = 0.1 \) for \( n = 10000 \) users, with respect to the number of features \( d \).](image)

![Figure 4: Upper and lower bounds on the squared correlation coefficient \( \rho^2 \) needed to attain risk \( R = 0.1 \) for \( d = 1000 \) features, with respect to the number of users \( n \).](image)
4 Achievability

Our achievability bound follows directly from the Chernoff bound, since the moment generating function (MGF) for our proposed sum-of-inner-products statistic $T = \text{sign}(\rho) \sum_{i,j} X_i^T Y_j$ can be calculated explicitly under $H_0$ and $H_1$.

**Lemma 1.** For $-\frac{1}{n|1+|\rho|} < \lambda < \frac{1}{n(1+|\rho|)}$, the MGF under $H_1$ is

$$E_{1|\sigma}[e^{\lambda T}] = (1 - 2n\lambda|\rho| - n^2\lambda^2(1 - \rho^2))^{-d/2}. $$

For $|\lambda| < \frac{1}{n}$, the MGF under $H_0$ is

$$E_{0}[e^{\lambda T}] = (E_{1|\sigma}[e^{\lambda T}])_{\rho=0} = (1 - n^2\lambda^2)^{-d/2}. $$

**Proof.** Observe that under $P_{1|\sigma}$, $X_i \overset{d}{=} \rho Y_\sigma + \sqrt{1 - \rho^2} Z_i$ with $Z_i \overset{iid}{\sim} \mathcal{N}(0_d, I_d)$ and independent of $Y_\sigma$, for any $i \in [n]$. For some $\lambda$, we get

$$E_{1|\sigma}[e^{\lambda T}] = E_{1|\sigma}\left[ \exp \left( \lambda \text{sign}(\rho) \sum_{i,j} X_i^T Y_j \right) \right] = E_{Y^nZ^n \sim \mathcal{N}(0_d, I_d)} \left[ \exp \left( \lambda \sum_{i,j} (\rho Y_\sigma + \text{sign}(\rho) \sqrt{1 - \rho^2} Z_i)^T Y_j \right) \right]

\overset{(i)}{=} E \left[ \exp \left( \lambda |\rho| \sum_{i,j} Y_j^T Y_\sigma \right) E \left[ \exp \left( \lambda |\rho| \sqrt{1 - \rho^2} \sum_i Z_i^T \left( \sum_j Y_j \right) \right) | Y^n \right] \right]

\overset{(ii)}{=} E \left[ \exp \left( \lambda |\rho| \sum_{i,j} Y_j^T Y_\sigma \right) \prod_i E \left[ \exp \left( \lambda |\rho| \sqrt{1 - \rho^2} Z_i^T \left( \sum_j Y_j \right) \right) | Y^n \right] \right]

\overset{(iii)}{=} E \left[ \exp \left( \lambda |\rho| \sum_{i,j} Y_j^T Y_\sigma + \frac{n\lambda^2(1 - \rho^2)}{2} \left\| \sum_j Y_j \right\|^2 \right) \right]

where (i) follows by the law of total expectation, (ii) the conditional independence of $Z^n$ given $Y^n$ and (iii) the moment generating function of a normal variable. Due to the bijectivity of a permutation, we observe that $\sum_{i,j} Y_j^T Y_\sigma = \left\| \sum_j Y_j \right\|^2$. To simplify the notation, let $Y \overset{d}{=} \sum_j Y_j$ so that $Y \overset{\text{v.n.}}{\sim} \mathcal{N}(0_d, I_d)$. Plugging back into the last equation and using the moment generating function of the $\chi_d^2$ distribution, we get

$$E_{1|\sigma}[e^{\lambda T}] = E \left[ \exp \left( \left\| Y \right\|^2 \left( n\lambda|\rho| + n^2 \frac{\lambda^2(1 - \rho^2)}{2} \right) \right) \right]

= (1 - 2n\lambda|\rho| - n^2\lambda^2(1 - \rho^2))^{-d/2}

for $1 - 2n\lambda|\rho| - n^2\lambda^2(1 - \rho^2) > 0$. By completing the square, we can rewrite the constraint as

$$1 - 2n\lambda|\rho| - n^2\lambda^2(1 - \rho^2) > 0 \Leftrightarrow \left( \lambda + \frac{|\rho|}{n(1 - \rho^2)} \right)^2 < \frac{1}{n^2(1 - \rho^2)} + \frac{\rho^2}{n^2(1 - \rho^2)^2}

\Leftrightarrow -\frac{1}{n(1 - |\rho|)} < \lambda < \frac{1}{n(1 + |\rho|)}.$$

For $E_{0}[e^{\lambda T}]$, we simply note that the null model is equal to the alternate model evaluated at zero correlation, $P_0 = (P_{1|\sigma})_{\rho=0}$, and thus $E_{0}[e^{\lambda T}] = (E_{1|\sigma}[e^{\lambda T}])_{\rho=0}$.

We can now apply the Chernoff bound to establish our achievability result.
Proof of Theorem 1. From the definition of the threshold test \((2)\) with \(t \in (\mathbb{E}_0 T, \mathbb{E}_1|\sigma T) = (0, |\rho| nd)\), we have that
\[
R(\phi_T) = \min_t \left( \mathbb{P}_0 \{ T \geq t \} + \max_{\sigma \in S_n} \mathbb{P}_{1|\sigma} \{ T < t \} \right).
\]
Next, we apply the Chernoff bound by using the moment generating functions in Lemma 1. For the false alarm probability, we have
\[
\mathbb{P}_0 \{ \phi_{T}, t = 1 \} = \mathbb{P}_0 \{ T \geq t \} \leq \min_{\lambda > \theta} \exp \left( -\lambda t + \ln (\mathbb{E}_0[e^{\lambda T}]) \right)
= \min_{0 < \lambda < \frac{1}{\theta}} \exp \left( -\lambda t + \frac{d}{2} \ln \frac{1}{1 - n^2\lambda^2} \right)
= \exp \left( -\frac{d}{2} g_{FA}(\gamma) \right)
\]
where the last step follows from plugging in the optimal value \(\lambda_{FA}^* = -\frac{d}{2} + \sqrt{\frac{1}{2} + \left(\frac{d}{2}\right)^2}\) (See Lemma 11), defining \(\gamma = \left(\frac{d}{2n}\right)^2 \in (0, 4\rho^2)\), and simplifying. Similarly, for the missed detection probability, we have
\[
\mathbb{P}_{1|\sigma} \{ \phi_{T}, t = 0 \} = \mathbb{P}_{1|\sigma} \{ T < t \} \leq \min_{\lambda > \theta} \exp \left( \lambda t + \ln (\mathbb{E}_{1|\sigma}[e^{\lambda T}]) \right)
= \min_{0 < \lambda < \frac{1}{\theta}} \exp \left( \lambda t + \frac{d}{2} \ln \frac{1 - \rho^2}{1 - (n(1 - \rho^2)\lambda - |\rho|^2)} \right)
= \exp \left( -\frac{d}{2} g_{MD}(\gamma) \right)
\]
where the last step follows from plugging in the optimal value \(\lambda_{MD}^* = \frac{|\rho|}{n(1 - \rho^2)} + \frac{d}{2T} - \sqrt{\frac{1}{n(1 - \rho^2)} + \left(\frac{d}{2T}\right)^2}\), defining \(\gamma = \left(\frac{d}{2n}\right)^2 \in (0, 4\rho^2)\) (See Lemma 11), and simplifying.

First, we observe that by using the inequality \(\ln x \leq x - 1\) and the concavity of the square root function, we get
\[
g_{FA}(\gamma) \geq \sqrt{2} - 1 \gamma. \tag{3}
\]

Now, the aim becomes to pick \(\gamma \in (0, 4\rho^2)\) (and consequently to pick \(t\)) such that the difference \(g_{FA} - g_{MD} = 0\), i.e., to pick the threshold \(t\) equates both type of errors. Since it is challenging to find the exact value, we put upper bound on it by setting \(\gamma = \rho^2\). Consequently, in Lemma 13, we show that
\[
g_{MD}(\rho^2) \geq g_{FA}(\rho^2) - (\sqrt{2} - 1)^2 \rho^2
\]
and combining this with (3), we get
\[
g_{MD}(\rho^2) \geq \frac{\sqrt{2}}{2} - 1 \rho^2 - (\sqrt{2} - 1)^2 \rho^2 \geq \frac{\rho^2}{30}.
\]
Finally, for this chosen \(t = \sqrt{T \frac{dn}{2}} = |\rho| \frac{dn}{2}\), the concise (but loose) upper bound \(2 \exp \left( -\frac{d\rho^2}{60} \right)\) follows. \hfill \blacksquare

5 Converse

We begin with the well-known fact that the minimax risk is lower bounded by the Bayes risk. For a prior distribution \(\pi\) over the set of permutations \(S_n\), we define the corresponding Bayes risk as
\[
R^n_\pi \equiv \inf_\phi \mathbb{P}_0 \left[ \phi(X^n, Y^n) = 1 \right] + \mathbb{E}_{\sigma \sim \pi} \mathbb{P}_{1|\sigma} \left[ \phi(X^n, Y^n) = 0 \right].
\]
Given a prior on the space of $\sigma$, define the mixture distribution as $P_1 = \mathbb{E}_{\sigma \sim \pi} P_{1|\sigma}$. Then, with $\sigma, \hat{\sigma} \overset{\text{iid}}{\sim} \pi$ and $G(\sigma, \hat{\sigma}) = \int \frac{P_{1|\sigma} P_{1|\hat{\sigma}}}{P_0}$, we have

$$\mathbb{E}_0 L^2 = \mathbb{E}_0 \left( \frac{\mathbb{E}_{\sigma \sim \pi} P_{1|\sigma}}{P_0} \right)^2 = \mathbb{E}_{\sigma, \hat{\sigma} \sim \pi} G(\sigma, \hat{\sigma}).$$

This leads to our first converse result.

**Lemma 3.**

$$R^* \geq 1 - \sqrt{(1 - \rho^2)^{-dn} - 1}$$

Consequently, if $\rho^2 = o\left(\frac{1}{dn}\right)$, then $R^* \to 1$ as $n \to \infty$ or $d \to \infty$.

The proof uses a version of [17, Proposition 1], Lemma 2 with $\pi = \text{Unif}(S_n)$ and Equation (4). See Appendix A.3 for details.

### 5.1 Truncation

To sharpen the converse from $o\left(\frac{1}{dn}\right)$ to $o\left(\frac{1}{\sqrt{dn}}\right)$, we truncate the likelihood ratio by conditioning on a carefully-chosen event that occurs with high probability under $H_1$, following the approach of [17, 22]. For an event $\Gamma_\sigma$, define the truncated likelihood ratio as

$$\tilde{L} = \mathbb{E}_{\sigma \sim \pi} L_\sigma 1_{\Gamma_\sigma} \text{ where } L_\sigma = \frac{P_{1|\sigma}}{P_0}. $$

By the triangle and Cauchy-Schwarz inequalities combined with the fact that $\tilde{L} \leq L \equiv \mathbb{E}_{\sigma \sim \pi} L_\sigma$, we get

$$1 - R^* \leq 1 - R^*_\sigma = \mathbb{E}_0 |L - 1| \leq \mathbb{E}_0 |\tilde{L} - 1| + \mathbb{E}_0 (L - \tilde{L}) = \sqrt{\mathbb{E}_0 \tilde{L}^2 - 1} + 2(1 - \mathbb{E}_0 \tilde{L}) + (1 - \mathbb{E}_0 \tilde{L}) \cdot (1 - \mathbb{E}_0 \tilde{L}).$$

Thus, if we simultaneously lower bound $\mathbb{E}_0 \tilde{L}$ and upper bound on $\mathbb{E}_0 \tilde{L}^2$, we can obtain a converse bound. Observe that by Fubini’s theorem, the truncated first-order moment becomes

$$\mathbb{E}_0 \tilde{L} = \mathbb{E}_0 \mathbb{E}_{\sigma \sim \pi} L_\sigma 1_{\Gamma_\sigma} = \mathbb{E}_{\sigma \sim \pi} \mathbb{E}_0 L_\sigma 1_{\Gamma_\sigma} = \mathbb{E}_{\sigma \sim \pi} P_{1|\sigma}(\Gamma_\sigma).$$

Setting $\pi = \text{Unif}(S_n)$, we will select an event $\Gamma_\sigma$ that occurs with high probability under $H_1$ for any $\sigma \in S_n$, which in turns shows that $\mathbb{E}_0 \tilde{L} \to 1$. Moreover, Lemma 2 can be used to compute $\mathbb{E}_0 \tilde{L}^2$ as before.
For a permutation $\sigma \in S_n$, let $F_\sigma = \{i \in [n] : i = \sigma_i\}$ be the set of corresponding fixed points and let $N^*_{\sigma} = |F_\sigma|$. For any $\sigma$, define the truncation event $\Gamma_\sigma$ as

$$
\Gamma_\sigma \triangleq \bigcap_{k=k^*}^{N^*_{\sigma}} \bigcap_{T \subseteq F_\sigma, |T| = k} \left\{ \sum_{i \in T} X_i^T X_i > w_k, \sum_{i \in T} Y_i^T Y_i > w_k, \text{sign}(\rho) \sum_{i \in T} X_i^T Y_{\sigma_i} < v_k \right\}
$$

(6)

where $k^* \in [n]$, $w_k > 0$ and $v_k$ for $k = k^*, \ldots, N^*_{\sigma}$ will be chosen later.

In the following, we will bound the first and second moments of by the truncated likelihood ratio $\tilde{L} = \mathbb{E}_{\sigma \sim \text{Unif}(S_n)} \mathbb{P}_{0 | \sigma} \mathbb{1}_{\Gamma_\sigma}$, where $\mathbb{P}_0$ and $\mathbb{P}_{1 | \sigma}$ are the likelihoods of the binary hypothesis testing problem (1) with prior distribution $\text{Unif}(S_n)$ on $S_n$.

**Lemma 4** (Truncated first-order moment). For $d \geq 4 \ln \frac{\ln n}{k^*}$, let

$$
w_k = dk - 2\sqrt{dk} r_k \quad \text{and} \quad v_k = |\rho| dk + 4 |\rho| \sqrt{dk} s_k
$$

for all $k = k^*, \ldots, n$. Then, we have

$$
1 - \mathbb{E}_0 \tilde{L} \leq \frac{4e^{-k^* \min\{\psi_1, \psi_2\}}}{1 - e^{-\min\{\psi_1, \psi_2\}}}
$$

where

$$
\psi_1 = \min_{k=k^*, \ldots, n} - \ln \frac{\ln n}{k} + r^2_k \quad \text{and} \quad \psi_2 = \min_{k=k^*, \ldots, n} \frac{|\rho| \sqrt{d} s_k}{4} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{s_k}{|\rho| \sqrt{d}}, \frac{4|\rho| s_k}{(1 - \rho^2) \sqrt{d}} \right\} - \ln \frac{\ln n}{k}.
$$

Consequently, if $k^* = o(1)$ and $\min\{\psi_1, \psi_2\} > 0$, then $\mathbb{E}_0 \tilde{L} \to 1$ as $n \to \infty$ with $\mathbb{E}_0 \tilde{L} \geq 1 - O(1)$.

**Proof Sketch.** As discussed before, it is enough to upper bound $\mathbb{P}_{1 | \sigma}(\Gamma_{\sigma}^C)$ for any $\sigma$ where $\Gamma_{\sigma}^C$ is the complement of $\Gamma_{\sigma}$. Upon applying the union bound, we get

$$
\mathbb{P}_{1 | \sigma}(\Gamma_{\sigma}^C) \leq \sum_{k=k^*}^{N^*_{\sigma}} \sum_{T \subseteq F_\sigma, |T| = k} 2 \mathbb{P}_{1 | \sigma} \left( \sum_{i \in T} \|X_i\|^2 \leq w_k \right) + \mathbb{P}_{1 | \sigma} \left( \text{sign}(\rho) \sum_{i \in T} X_i^T Y_{\sigma_i} \geq v_k \right).
$$

Then, the proof follows by applying two concentration inequalities: Laurent-Massart lemma (Lemma 6) and Gaussian chaos (Lemma 7), applied to the first and second terms, respectively. See Appendix A.4 for details.

**Lemma 5** (Truncated second-order moment). If the conditions of Lemma 4 hold for $\mathbb{E}_0 \tilde{L} \to 1$, then we have

$$
\mathbb{E}_0 \tilde{L}^2 \leq \exp \left( \frac{dn}{2} \left( \frac{\rho^2}{1 - \rho^2} \right)^2 + dk^* \frac{\rho^2}{1 - \rho^2} \right) + \frac{e^{-k^* \psi}}{1 - e^{-\psi}}
$$

where

$$
\psi = \min_{k=k^*, \ldots, n} \frac{dn}{2k} \frac{\rho^4}{1 - \rho^4} - \frac{dn}{2k} \frac{\rho^2}{1 - \rho^2} + \frac{2\rho^2}{1 - \rho^2} \left( \frac{w_k}{k} - \frac{v_k}{k|\rho|} \right) + \ln \frac{k}{e}.
$$

Consequently, by choosing $k^* = 13 \sqrt{n}$, if $n \geq e^2$ and

$$
\rho^2 = o \left( \frac{1}{d \sqrt{n}} \right),
$$

then $\mathbb{E}_0 \tilde{L}^2 \to 1$ as $n \to \infty$ and $d \to \infty$ with $\mathbb{E}_0 \tilde{L}^2 \leq 1 + O(1)$. 
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Proof Sketch. The proof follows by examining the behavior of $E_0 \tilde{L}^2$ for small and large number of fixed points of a permutation separately as

$$E_0 \tilde{L}^2 = \underbrace{E_0 \tilde{L}^2 \mathbb{I}\{N^*_1 \leq k^*\}}_{\triangleq (I)} + \underbrace{E_0 \tilde{L}^2 \mathbb{I}\{N^*_1 > k^*\}}_{\triangleq (II)}.$$

Then, the aim is converted into finding two functions of $k^*$, call them $f_1(k^*)$ and $f_2(k^*)$, such that

- for $\rho^2 < f_1(k^*)$, $(I) = 1 + O(1)$
- for $\rho^2 < f_2(k^*)$, $(II) = O(1)$

both hold. Combining them, we find the desired condition:

For $\rho^2 < \min\{f_1(k^*), f_2(k^*)\}$, $E_0 \tilde{L}^2 = (I) + (II) = 1 + O(1)$.

In order to find a converse region of $\rho^2$ as large as possible – as tight as possible – we need to choose $k^*$ as the maximizer of $\min\{f_1(k^*), f_2(k^*)\}$. See Appendix A.5 for details.

We can now establish the tighter converse result.

Proof of Theorem 2. Apply Equation (5) along with Lemma 4 and Lemma 5 by setting the prior distribution as $\pi = \text{Unif}(S_n)$, if $\rho^2 = o\left(\frac{1}{d\sqrt{n}}\right)$ and $d = \Omega\left(\ln \frac{1}{\rho^2}\right) = \Omega(\ln n)$ for $k^* = 13\sqrt{n}$, then one gets $R^* \to 1$ as $d \to \infty$ and $n \to \infty$.
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A Omitted Proofs from Section 5

Throughout the section, when we write \( \mathcal{N}(X) \) it will be understood as the density function of \( X \sim \mathcal{N}(0, I_d) \) and \( \mathcal{N}(Y|X) \) will be understood as the density function of \( Y|X \sim \mathcal{N}(\rho X, (1 - \rho^2)I_d) \). Observe that \( \Sigma^{-1}_\rho = \frac{1}{1 - \rho^2} \begin{bmatrix} 1 & -\rho \\ -\rho & 1 \end{bmatrix} \) and under \( \mathbb{P}_{1|\sigma} \),

\[
X_i | Y_{\sigma_i} \sim \mathcal{N}(\rho Y_{\sigma_i}, (1 - \rho^2)I_d) \text{ for } i \in [n] \text{ and } X_i \perp Y_j \text{ for } j \neq \sigma_i .
\]

A.1 Subexponential random variable

First, we recall the definition of subexponential random variables (see, for example, [24, Proposition 2.9]), which we will need for the square of subgaussian.

**Definition 1.** \( X \) is subexponential(\( \nu, b \)) with nonnegative \( \nu, b \) if the following holds:

\[
\mathbb{E} \exp(\delta (X - \mathbb{E}X)) \leq \exp \left( \frac{\nu^2 \delta^2}{2} \right) \text{ for all } |\delta| < \frac{1}{b} .
\]

Moreover, it has the tail bound for \( t > 0 \),

\[
\mathbb{P}(X - \mathbb{E}X \geq t) \leq \exp \left( -\frac{t}{2} \min \left\{ \frac{t}{\nu^2}, \frac{1}{b} \right\} \right) .
\]

Now, we present two inequalities for the concentration of square of Gaussian random variable are pre-

**Lemma 6** (Laurent-Massart [25, Lemma 1]). Let \( X_1, \ldots, X_d \sim \mathcal{N}(0, 1) \) and \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{R}^d \) with nonnegative entries. For \( t > 0 \),

\[
\mathbb{P} \left( \sum_{i=1}^d \alpha_i (X_i^2 - 1) \leq -t \right) \leq \exp \left( -\frac{t^2}{4 \|\alpha\|_2^2} \right)
\]

**Lemma 7** (Gaussian Chaos). \( X \sim \mathcal{N}(0, I_d) \), \( A = O + D \) symmetric matrix where \( D = \text{diag}(\alpha) \) with \( \alpha_i = A_{ii} \) for \( i \in [d] \) and \( O \) is the off-diagonal part of \( A \) with \( \lambda = (\lambda_1, \ldots, \lambda_d) \) eigenvalues of \( O \). For \( t > 0 \),

\[
\mathbb{P} \left( X^TAX - \mathbb{E}X^TAX \geq t \right) \leq 2 \exp \left( -\frac{t}{16} \min \left\{ \frac{t}{2 \|\alpha\|_2^2}, \frac{1}{\|\alpha\|_\infty}, \frac{t}{2 \|\lambda\|_2^2}, \frac{1}{\|\lambda\|_\infty} \right\} \right)
\]

**Proof.** First, we separate it into diagonal and off-diagonal parts as

\[
X^TAX - \mathbb{E}X^TAX = X^TOX - \mathbb{E}X^TOX + X^TDX - \mathbb{E}X^TDX = \sum_{i,j} O_{ij}(X_iX_j - \mathbb{E}X_iX_j) + \sum_{i=1}^d \alpha_i (X_i^2 - \mathbb{E}X_i^2) = \sum_{i,j} O_{ij}X_iX_j + \sum_{i=1}^d \alpha_i (X_i^2 - 1)
\]

Since \( \{W + Z \geq t\} \subseteq \{W \geq \gamma t\} \cup \{Z \geq (1 - \gamma)t\} \) for any \( W, Z \) and \( \gamma \in [0, 1] \), by union bound with \( \gamma = \frac{1}{2} \)

\[
\mathbb{P}(X^TAX - \mathbb{E}X^TAX \geq t) \leq \mathbb{P} \left( \sum_{i,j} O_{ij}X_iX_j \geq \frac{t}{2} \right) + \mathbb{P} \left( \sum_i \alpha_i (X_i^2 - 1) \geq \frac{t}{2} \right) .
\]
By a simple calculation, one can show that $X_i^2$ is subexponential$(2, 4)$ which implies that $\sum \alpha_i (X_i^2 - 1)$ is subexponential $(2 \|\alpha\|_2, 4 \|\alpha\|_\infty)$. Therefore, by Definition 1, the first summand can be bounded as

$$
P \left( \sum_{i=1}^d \alpha_i (X_i^2 - 1) \geq \frac{t}{2} \right) \leq \exp \left( -\frac{t}{16} \min \left\{ \frac{t}{2 \|\alpha\|_2^2}, \frac{1}{\|\alpha\|_\infty} \right\} \right). \quad (A.7)
$$

For the other part, since $O$ is symmetric, it’s diagonalizable and we can apply eigendecomposition as $O = B^T \Lambda B$ where $\lambda_i$s are the eigenvalues of $O$ forming the matrix $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_d)$ and $B$ is the orthonormal matrix having the columns as the corresponding eigenvectors. Hence, we can rewrite the off-diagonal random part as

$$X^T O X = \sum_{i=1}^d \lambda_i \left( \sum_{j=1}^d B_{ij} X_j \right)^2 = \sum_{i=1}^d \lambda_i X_i^2 = \sum_{i=1}^d \lambda_i (X_i^2 - 1)
$$

where we used the facts $\sum_j B_{ij} X_j \overset{iid}{\sim} \mathcal{N}(0, 1)$ for $i \in [n]$ and $\sum_i \lambda_i = \text{tr}(\Lambda) = \text{tr}(\Lambda BB^{-1}) = \text{tr}(B^{-1} \Lambda B) = \text{tr}(O) = 0$ (As a side note, this implies that a symmetric matrix with zero diagonal cannot be positive definite.). Hence, again $X^T O X = \sum_{i=1}^d \lambda_i (X_i^2 - 1)$ is subexponential $(2 \|\lambda\|_2^2, 4 \|\lambda\|_\infty)$, and we have

$$
P \left( X^T O X \geq \frac{t}{2} \right) \leq \exp \left( -\frac{t}{16} \min \left\{ \frac{t}{2 \|\lambda\|_2}, \frac{1}{\|\lambda\|_\infty} \right\} \right). \quad (A.8)
$$

By summing (A.7) with (A.8) and using $e^{-a} + e^{-b} \leq 2e^{-\min(a, b)}$, we get the desired result. ■

For self-containment of the paper, the moment generating functions of two functions of Gaussian random vectors are given below.

**Lemma 8.** For $X \sim \mathcal{N}(0, \mathbf{I}_d)$, $b \in \mathbb{R}^d$, $\mathbf{I}_d - R$ positive definite and symmetric,

$$
\mathbb{E} \exp \left( \frac{1}{2} X^T RX + X^T b \right) = \exp \left( \frac{1}{2} b^T (\mathbf{I}_d - R)^{-1} b \right) \det(\mathbf{I}_d - R)^{-1/2}.
$$

**Proof.** Since $\mathbf{I}_d - R$ is positive definite and symmetric, by Cholesky decomposition, there exists a matrix $U$ such that $\mathbf{I}_d - R = U^T U$. Now, let us complete the square for the following expression:

$$
\frac{1}{2} x^T Rx + x^T b - \frac{1}{2} x^T x = -\frac{1}{2} \left( x^T (\mathbf{I}_d - R)x - 2x^T b \right)
$$

$$
= -\frac{1}{2} \left( \|xU\|^2 - 2(Ux)^T U^{-1} b \right)
$$

$$
= -\frac{1}{2} \left( \|xU - U^{-1} b\|^2 - \|U^{-1} b\|^2 \right) \quad (A.9)
$$

By probability density function of $X$ and (A.9),

$$
\mathbb{E} \exp \left( \frac{1}{2} X^T RX + X^T b \right) = \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} (2\pi)^{-d/2} \exp \left( \frac{1}{2} x^T Rx + x^T b - \frac{1}{2} x^T x \right) dx
$$

$$
= \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} (2\pi)^{-d/2} \exp \left( -\frac{\|xU - U^{-1} b\|^2}{2} + \frac{\|U^{-1} b\|^2}{2} \right) dx
$$

$$
= \exp \left( \frac{1}{2} b^T (U^T U)^{-1} b \right) \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} (2\pi)^{-d/2}
$$

$$
\cdot \exp \left( -\frac{1}{2} \left( x - (U^T U)^{-1} b \right)^T ((U^T U)^{-1})^{-1} \left( x - (U^T U)^{-1} b \right) \right) dx
$$

$$
= \exp \left( \frac{1}{2} b^T (\mathbf{I}_d - R)^{-1} b \right) \det ((\mathbf{I}_d - R)^{-1})^{1/2}
$$

where $\mathbf{I}_d - R > 0$ is needed for the integral to converge. ■
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**Lemma 9.** For $X, Y \sim \mathcal{N}(0, I_d)$ and $1 + 2a > |b|$, \[ \mathbb{E} \exp \left( -a \|X\|^2 - a \|Y\|^2 + bX^TY \right) = \left( (1 + 2a)^2 - b^2 \right)^{-d/2}. \]

**Proof.** We have

\[
\begin{align*}
\mathbb{E}_{X,Y \sim \mathcal{N}(0,I_d)} \exp \left( -a \|X\|^2 - a \|Y\|^2 + bX^TY \right) & \overset{(i)}{=} \mathbb{E}_Y \left[ \exp \left( -a \|Y\|^2 \right) \mathbb{E}_X \left[ \exp \left( -a \|X\|^2 + bX^TY \right) \big| Y \right] \right] \\
& \overset{(ii)}{=} (1 + 2a)^{-d/2} \mathbb{E}_Y \left[ \exp \left( \|Y\|^2 \left( -a + \frac{b^2}{2(1 + 2a)} \right) \right) \right] \\
& \overset{(iii)}{=} (1 + 2a)^{-d/2} \left( 1 - 2 \left( -a + \frac{b^2}{2(1 + 2a)} \right) \right)^{-d/2} \\
& = \left( (1 + 2a)^2 - b^2 \right)^{-d/2}
\end{align*}
\]

where (i) is by the law of total expectation, (ii) and (iii) are by Lemma 8 with $1 + 2a > 0$ is needed for the first integral and $|1 + 2a| > |b|$ is needed for the second integral to converge.

**A.2 Some results about permutations**

In this section, we state some technical details about permutations which have a similar flavor as those in [17]. For a permutation $\sigma$, let $C_\sigma$ be the set of its cycles and for any $C \in C_\sigma$ let $O_C$ be the orbit of cycle $C$ of length $|C| \in [n]$. Moreover, if $N^\sigma_k$ is the number of $k$-cycles at $\sigma$, then $N^\sigma_k \in \left[ \frac{n}{k} \right] \cup \{0\}$ and $\sum_{k \in [n]} k \cdot N^\sigma_k = n$ should hold.

For a fixed $\sigma$ and $i \in [n]$, denote $Z_i$ as the product of likelihood ratios of pairs $(X_i, Y_i)$ and $(X_i, Y_\sigma)$, i.e.,

\[ Z_i = \frac{N_p(Y_\sigma | X_i)}{N(Y_\sigma)} \cdot \frac{N_p(Y_i | X_i)}{N(Y_i)} \]

and let $Z_C$ be the product of the $Z_i$ in cycle $C \in C_\sigma$ which turns out to be

\[ Z_C = \prod_{i \in O_C} Z_i = \frac{1}{(1 - \rho^2)^{|d|C|}} \exp \left( -\frac{1}{1 - \rho^2} \sum_{i \in O_C} \left( \rho^2 \|Y_i\|^2 + \rho^2 \|X_i\|^2 - \rho X_i^T(Y_i + Y_\sigma) \right) \right). \]

Observe that for independent random variables $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ and different cycles $C_1, C_2 \in C_\sigma$ of a given permutation $\sigma \in S_n$, since the cycles are disjoint, we observe that $Z_{C_1}$ and $Z_{C_2}$ do not possess a common random variable. Hence, $Z_{C_1} \perp Z_{C_2}$.

The expectation of $Z_C$ under $H_0$ is computed as following. For a different version of the proof, follow the steps of [17, Proposition 1].

**Lemma 10.** $\mathbb{E}_0 Z_C = \left( 1 - \rho^2 |C| \right)^{-d}$.

**Proof.** To simplify the expression, we first condition on one of the databases, without loss of generality condition on $Y^n$. By applying the independence of $X_i$s under $H_0$ and the moment generating functions in Lemma 8, we get

\[
\begin{align*}
\mathbb{E}_0 [Z_C | Y^n] &= \frac{1}{(1 - \rho^2)^{|d|C|}} \exp \left( -\frac{\rho^2}{1 - \rho^2} \sum_{i \in O_C} \|Y_i\|^2 \right) \\
& \quad \cdot \prod_{i \in O_C} \mathbb{E}_0 \left[ \exp \left( -\frac{1}{1 - \rho^2} \left( \rho^2 \|X_i\|^2 - \rho X_i^T(Y_i + Y_\sigma) \right) \right) \right] \big| Y^n \\
& = \frac{1}{(1 - \rho^2)^{|d|C|}} \exp \left( -\frac{\rho^2}{1 - \rho^2} \sum_{i \in O_C} \|Y_i\|^2 \right)
\end{align*}
\]
which we represent as $\mathbf{R}$, the complex roots of $1 = z^i$. Fourier coefficients as $(\ldots)$ where we used that one can write $1 = z^i$. Therefore, by the law of total expectation,

$$(1 - \rho^4)^{\frac{d(C)}{2}} \mathbb{E}_0 Z_C = (1 - \rho^4)^{\frac{d(C)}{2}} \mathbb{E}_0 [Z_C | Y^n]$$

$$= \mathbb{E}_{Y, \sim \mathcal{N}(0, I_d)} \exp \left( \frac{\rho^2}{1 - \rho^4} \sum_{i \in G} -\rho^2 \|Y_i\|^2 + Y_i^T Y_{\sigma_i} \right)$$

$$= \left( \mathbb{E}_{Y, \sim \mathcal{N}(0, I_d)} \exp \left( \frac{\rho^2}{1 - \rho^4} \sum_{i \in G} -\rho^2 Y_i^2 + Y_i Y_{\sigma_i} \right) \right)^d$$

$$= \left( \mathbb{E}_{Y \sim \mathcal{N}(0, I_{|C|})} \exp \left( \frac{1}{2} Y^T R Y \right) \right)^d = (\det(I_{|C|} - R))^{-\frac{4}{2}} \quad (A.10)$$

where $R$ is a circulant matrix with entries

$$R = \frac{\rho^2}{1 - \rho^4} \begin{bmatrix}
-2\rho^2 & 1 & 0 & \cdots & 1 \\
1 & -2\rho^2 & 1 & \cdots & 1 \\
0 & 1 & -2\rho^2 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & -2\rho^2 
\end{bmatrix}_{|C| \times |C|}$$

which we represent as $R = \frac{\rho^2}{1 - \rho^4}(-2\rho^2, 1, 0, \ldots, 1)$ and the last step comes from Lemma 8.

Since $I_{|C|} - R$ is circulant, $\frac{1}{1 - \rho^4}(1 + \rho^4, -\rho^2, 0, \ldots, 0, -\rho^2)$, its determinant can be calculated by using the Fourier coefficients as $(i^2 = -1)$ (see [26, Theorem 1])

$$\det(I_{|C|} - R) = \prod_{k=0}^{\frac{|C|}{2} - 1} 1 + \rho^4 \frac{\rho^2 e^{\frac{k}{|C|} 2\pi i}}{1 - \rho^4 e^{\frac{k}{|C|} 2\pi i}} - \frac{\rho^2}{1 - \rho^4 e^{\frac{k}{|C|} 2\pi i}}$$

$$= (1 - \rho^4)^{-|C|} \prod_{k=0}^{\frac{|C|}{2} - 1} 1 + \rho^4 - \rho^2(1 - \rho^2 e^{\frac{2\pi i}{|C|}} e^{\frac{k}{|C|} 2\pi i})$$

$$= (1 - \rho^4)^{-|C|} \prod_{k=0}^{\frac{|C|}{2} - 1} (1 - \rho^2 e^{\frac{2\pi i}{|C|}}) (1 - \rho^2 e^{\frac{k}{|C|} 2\pi i}) = (1 - \rho^4)^{-|C|} (1 - \rho^2)^2$$

where we used that one can write $1 - z^n = \prod_{k=0}^{n-1} (1 - z \cdot z_k^{-1})$ with $z_k = e^{\frac{2\pi i}{|C|}}$ for $k = 0, \ldots, n - 1$ are $n$ complex roots of $1 = z^n$. By putting this into (A.10), we get the desired result.

A.2.1 Derangements

As a side note, let us state two technical combinatorial facts. See, for example, [27] for more details.

First, from Stirling’s approximation, we have the following upper bound for binomial coefficient:

$${n \choose k} \leq \left( \frac{en}{k} \right)^k$$
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Secondly, let \( n \) be the number of derangements over \([n]\), i.e., permutations without a fixed point which is defined as \( n! = n! \sum_{k=0}^{n} \frac{(-1)^k}{k!} \). Then, we have \( \frac{n!}{n!} = \sum_{k=0}^{n} \frac{(-1)^k}{k!} \leq 1 \) for \( n \geq 1 \). For \( \sigma \sim \text{Unif}(S_n) \), the probability of its number of fixed points being equal to \( k \in [n] \cup \{0\} \) is
\[
\mathbb{P}[N^\sigma_1 = k] = \left( \frac{n}{k} \right) \frac{(n-k)!}{n!} \leq \left( \frac{n}{k} \right) \frac{(n-k)!}{n!} = \frac{1}{k!}
\]
which is a decreasing function in \( k \).

### A.3 Second-order moment method \( \mathbb{E}_0 L^2 \)

**Proof of Lemma 3.** For any fixed \( \sigma \in S_n \), we have
\[
\mathbb{E}_0 \prod_{i=1}^{n} Z_i = \mathbb{E}_0 \prod_{C \in C} \prod_{i \in C} Z_i
\]
\[
= \mathbb{E}_0 \prod_{C \in C} Z_C
\]
\[
= (i) \prod_{C \in C} \mathbb{E}_0 Z_C
\]
\[
= (ii) \prod_{k=1}^{n} \prod_{C \in C: \text{k-cycle}} \frac{1}{(1 - \rho^{2k})^n}
\]
\[
= \prod_{k=1}^{n} \frac{1}{(1 - \rho^{2k})^n}
\]
\[
\leq (iii) \prod_{k=1}^{n} \frac{1}{(1 - \rho^2)^n k^n}
\]
\[
= \frac{1}{(1 - \rho^2)^n}
\]
(A.11)

where (i) is due to independence \( Z_{C_1} \perp Z_{C_2} \) of different cycles \( C_1, C_2 \in C \), (ii) is by Lemma 10 and (iii) is by the chain of inequalities \((1 - x)^k \leq 1 - x \leq (1 - x^k)\) for \( k \geq 1 \) and \( x \in [0,1] \). Applying Ingster-Suslina method Lemma 2, we get a reformulation of the second-order moment of the likelihood ratio under \( H_0 \) as
\[
\mathbb{E}_0 L^2 = \mathbb{E}_{\sigma, \tilde{\sigma} \sim \pi} G(\sigma, \tilde{\sigma}) = \mathbb{E}_{\sigma, \tilde{\sigma} \sim \pi} \mathbb{E}_{\sigma \sim \pi} [G(\sigma, \tilde{\sigma}) | \tilde{\sigma}] \quad \quad \text{(A.12)}
\]

with
\[
G(\sigma, \tilde{\sigma}) = \mathbb{E}_0 \left[ \frac{\mathbb{P}_{1|\sigma}(X^n, Y^n) \cdot \mathbb{P}_{1|\tilde{\sigma}}(X^n, Y^n)}{\mathbb{P}_0(X^n, Y^n)} \right].
\]

Since any permutation is bijective and the prior distribution is set as \( \pi = \text{Unif}(S_n) \),
\[
\mathbb{E}_\sigma [G(\sigma, \tilde{\sigma}) | \tilde{\sigma}] = \mathbb{E}_\sigma [G(\sigma^{-1} \circ \sigma, \text{id}) | \tilde{\sigma}] = \mathbb{E}_\sigma [G(\sigma, \text{id}) | \tilde{\sigma}] = \mathbb{E}_\sigma [G(\sigma, \text{id})]
\]
holds for any fixed \( \tilde{\sigma} \in S_n \). Hence, WLOG, we set \( \tilde{\sigma} = \text{id} \). By plugging this observation into (A.12), we have
\[
\mathbb{E}_0 L^2 = \mathbb{E}_{\sigma \sim \pi} \mathbb{E}_0 \left[ \frac{\mathbb{P}_{1|\sigma}(X^n, Y^n) \cdot \mathbb{P}_{1|\sigma}(X^n, Y^n)}{\mathbb{P}_0(X^n, Y^n)} \right]
\]
\[
= \mathbb{E}_{\sigma \sim \pi} \mathbb{E}_0 \left[ \prod_{i=1}^{n} \frac{\mathcal{N}_\mu(X_i, Y_i) \cdot \mathcal{N}_\mu(X_i, Y_i)}{\mathcal{N}(X_i)^2 \cdot \mathcal{N}(Y_i)^2} \right]
\]
\[
= \mathbb{E}_{\sigma \sim \pi} \mathbb{E}_0 \prod_{i=1}^{n} Z_i
\]
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\[
\frac{c}{(1 - \rho^2)^{dn}}
\]
where (*) follows (A.11). So, \(E_0 L^2 \leq 1 + o(1)\) if \(dn \frac{\bar{\rho}^2}{1 - \rho^2} = o(1)\) which is implied by \(\rho^2 = o\left(\frac{1}{dn}\right)\).

\section*{A.4 First-order moment of the truncated likelihood ratio \(E_0 \tilde{L}\)}

\textbf{Proof of Lemma 4.} As mentioned in Section 5.1, it suffices to find conditions such that \(P_{1|\sigma}(\Gamma_\sigma) \geq 1 - O(1)\) for any \(\sigma \in S_n\). Fix \(\sigma\) and upon applying union bounds, we get

\[
1 - P_{1|\sigma}(\Gamma_\sigma) = P_{1|\sigma}(\Gamma^C_\sigma) \leq \sum_{k=k^*}^{N^*} \sum_{T \subseteq F_\sigma, |T| = k} 2P_{1|\sigma} \left( \sum_{i \in T} \|X_i\|^2 \leq w_k \right) + \sum_{k=k^*}^{N^*} \sum_{T \subseteq F_\sigma, |T| = k} P_{1|\sigma} \left( \text{sign}(\rho) \sum_{i \in T} X_i^T Y_{\sigma_i} \geq v_k \right) .
\]

\textbf{Bounding (\(E_1\))}: Let

\[
w_k = dk - 2\sqrt{dk} r_k, \quad \psi_1 = \min_{k=k^*, \ldots, N^*} - \ln \frac{en}{k} + r_k^2
\]

and \(Z \sim \chi^2_{dk}\). Then, for \(0 < w_k < dk\), we have

\[
(E_1) = \sum_{k=k^*}^{N^*} \sum_{T \subseteq F_\sigma, |T| = k} 2P(Z \leq w_k) = 2 \sum_{k=k^*}^{N^*} \left( \frac{N^*_T}{k} \right) P(Z - dk \leq -(dk - w_k))
\]

\[
\leq 2 \sum_{k=k^*}^{N^*} \left( \frac{N^*_T}{k} \right) \exp \left( -\frac{(dk - w_k)^2}{4dk} \right)
\]

\[
\leq 2 \sum_{k=k^*}^{N^*} \exp \left( k \ln \frac{en}{k} - \frac{(dk - w_k)^2}{4dk} \right)
\]

\[
= 2 \sum_{k=k^*}^{N^*} \exp \left( -k \left( - \ln \frac{en}{k} + r_k^2 \right) \right)
\]

\[
\leq 2 \sum_{k=k^*}^{N^*} e^{-k\psi_1}
\]

\[
\leq 2e^{-k^*\psi_1} \sum_{k=0}^{\infty} e^{-k\psi_1}
\]

\[
\leq 2e^{-k^*\psi_1}
\]

\[
\leq \frac{1}{1 - e^{-\psi_1}}
\]

(A.13)

where (i) follows Laurent-Massart Lemma 6, (ii) is by the inequality \(\binom{n}{k} \leq \left( \frac{en}{k} \right)^k\) from Stirling’s approximation and due \(N^*_T \leq n\) for all \(\sigma\); and in (iii), \(\psi_1 > 0\) should hold for any \(\sigma\). Note that the conditions \(\psi_1 > 0\) and \(w_k > 0\) are satisfied if for all \(k = k^*, \ldots, n\)

\[
\frac{\sqrt{d}}{2} > r_k > \sqrt{\ln \frac{en}{k}}
\]

holds which requires \(d > 4 \ln \frac{en}{k}\).
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Bounding \((\EE_2)\): Let
\[
v_k = |\rho| dk + 4|\rho| \sqrt{dk} s_k, \quad \psi_2 = \min_{k = k^*, \ldots, N_T^*} \frac{|\rho| \sqrt{d} s_k}{4} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{s_k}{|\rho| \sqrt{d}}, \frac{4|\rho| s_k}{(1 - \rho^2) \sqrt{d}} \right\} - \ln \frac{en}{k}
\]
with \(s_k \geq 0\) and \(Z_i \overset{\text{iid}}{\sim} \mathcal{N}(0, I_d)\) for \(i \in [n]\) and independent from \(Y^n\). Then, for \(v_k > |\rho| kd\) and any fixed \(T\) with \(|T| = k\),
\[
\mathbb{P}_{1|\sigma} \left( \text{sign}(\rho) \sum_{i \in T} X_i^T Y_{\sigma_i} \geq v_k \right) = \mathbb{P} \left( \sum_{i \in T} |\rho| Y_{\sigma_i}^T Y_{\sigma_i} + \text{sign}(\rho) \sqrt{1 - \rho^2} Y_{\sigma_i}^T Z_i \geq v_k \right)
\]
\[
\overset{(i)}{=} \mathbb{P} \left( \xi^T A \xi - |\rho| dk \geq v_k - |\rho| dk \right)
\]
\[
\overset{(ii)}{\leq} \exp \left( - \frac{v_k - |\rho| dk}{16} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{v_k - |\rho| dk}{2 \rho^2 dk}, \frac{v_k - |\rho| dk}{(1 - \rho^2) dk} \right\} \right) \tag{A.14}
\]
where the variables
\[
\xi = \begin{bmatrix} Y_{\sigma_1}^T & \cdots & Y_{\sigma_k}^T & Z_{i_1}^T & \cdots & Z_{i_k}^T \end{bmatrix}^T \text{ with } \{i_1, \ldots, i_k\} = T,
\]
\[
A = \frac{\text{sign}(\rho)}{2} \begin{bmatrix} 2 \rho I_{dk} & \sqrt{1 - \rho^2} I_{dk} \\ \sqrt{1 - \rho^2} I_{dk} & 0_{dk} \end{bmatrix}
\]
are put in (i) and Lemma 7 is applied in (ii) with its notation for \(A\) as
\[
D = |\rho| \begin{bmatrix} I_{dk} & 0_{dk} \\ 0_{dk} & 0_{dk} \end{bmatrix} \text{ with } \|\alpha\|_2^2 = \rho^2 dk, \quad \|\alpha\|_\infty = |\rho| \quad \text{and}
\]
\[
O = \frac{\text{sign}(\rho) \sqrt{1 - \rho^2}}{2} \begin{bmatrix} 0_{dk} & I_{dk} \\ I_{dk} & 0_{dk} \end{bmatrix} \text{ with } \|\lambda\|_2^2 = \frac{1 - \rho^2}{4} 2dk, \quad \|\lambda\|_\infty = \frac{\sqrt{1 - \rho^2}}{2}
\]
where for \(O\), we used the fact that any eigenvalue \(\beta\) of a permutation matrix \(P = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}\) should abide \(\beta^2 = 1\).

Therefore, for \(v_k > |\rho| dk\) with \(k = k^*, \ldots, n\), by using Equation (A.14), we get
\[
(\EE_2) \leq \sum_{k = k^*}^{N_T^*} \sum_{|T| = k} \mathbb{P}_{1|\sigma} \left( \text{sign}(\rho) \sum_{i \in T} X_i^T Y_{\sigma_i} \geq v_k \right)
\]
\[
\leq 2 \sum_{k = k^*}^{N_T^*} \left( \begin{bmatrix} N_T^* \\ k \end{bmatrix} \exp \left( - \frac{v_k - |\rho| dk}{16} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{v_k - |\rho| dk}{2 \rho^2 dk}, \frac{v_k - |\rho| dk}{(1 - \rho^2) dk} \right\} \right) \right)
\]
\[
= 2 \sum_{k = k^*}^{N_T^*} \left( \begin{bmatrix} N_T^* \\ k \end{bmatrix} \exp \left( - \frac{v_k - |\rho| dk}{16} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{v_k - |\rho| dk}{2 \rho^2 dk}, \frac{v_k - |\rho| dk}{(1 - \rho^2) dk} \right\} \right) \right)
\]
\[
\overset{(iii)}{\leq} 2 \sum_{k = k^*}^{N_T^*} \left( - \ln \frac{en}{k} + \frac{|\rho| \sqrt{d} s_k}{4} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{s_k}{|\rho| \sqrt{d}}, \frac{4|\rho| s_k}{(1 - \rho^2) \sqrt{d}} \right\} \right) \right)
\]
\[
\leq 2 \sum_{k = k^*}^{N_T^*} e^{-k \psi_2}
\]
\[
\leq 2 e^{-k^* \psi_2} \sum_{k = 0}^{\infty} e^{-k \psi_2}
\]
\[
\overset{(iv)}{\leq} \frac{2 e^{-k^* \psi_2}}{1 - e^{-\psi_2}} \tag{A.15}
\]
where (iii) is by the inequality $\binom{n}{k} \leq \left(\frac{en}{k}\right)^k$ from Stirling’s approximation and due $N^\sigma_1 \leq n$ for all $\sigma$; and in (iv), $\psi_2 > 0$ should hold for any $\sigma$. Note that the condition $\psi_2 > 0$ is satisfied for any $\sigma \in S_n$ if for all $k = k^*, \ldots, n$
\[
\frac{|\rho|\sqrt{d} s_k}{4} \min \left\{ \frac{1}{|\rho|}, \frac{2}{\sqrt{1 - \rho^2}}, \frac{s_k}{|\rho|\sqrt{d}}, \frac{4|\rho|s_k}{(1 - \rho^2)\sqrt{d}} \right\} > \ln \frac{en}{k}
\]
\[
\iff s_k > \frac{2}{\sqrt{d}} \max \left\{ 2, \frac{\sqrt{1 - \rho^2}}{|\rho|} \right\} \ln \frac{en}{k} \quad \& \quad s_k > \max \left\{ 2, \frac{\sqrt{1 - \rho^2}}{|\rho|} \right\} \sqrt{\ln \frac{en}{k}}
\]
holds where in the last step, we applied the condition $d \geq 4 \ln \frac{en}{k}$ needed for bounding $(\mathcal{E}_1)$ in the previous part. By summing (A.13) and (A.15), we get
\[
1 - P_{1|\sigma}(\Gamma_\sigma) \leq (\mathcal{E}_1) + (\mathcal{E}_2) \leq \frac{2e^{-k^*\psi_1}}{1 - e^{-\psi_1}} + \frac{2e^{-k^*\psi_2}}{1 - e^{-\psi_2}} \leq \frac{4e^{-k^*\min\{\psi_1, \psi_2\}}}{1 - e^{-\min\{\psi_1, \psi_2\}}}.
\]
Consequently, $E_0 \tilde{L} \to 1$ if $\min\{\psi_1, \psi_2\} > 0$ and $k^* \to \infty$ hold.

### A.5 Second-order moment of the truncated likelihood ratio $E_0 \tilde{L}^2$

**Proof of Lemma 5.** We will follow the similar steps of Lemma 3 by examining the behavior of $\tilde{L}^2$’s mean under $H_0$ for small and large number of fixed points of a permutation separately. From Ingster-Suslina method (Lemma 2), we have
\[
E_0 \tilde{L}^2 = E_{\sigma, \tilde{\sigma}} \iota_{\mathcal{F}_0} E_0 L_{\sigma} L_{\tilde{\sigma}} \mathbb{1}_{\Gamma_\sigma \cap \Gamma_{\tilde{\sigma}}}
\]
(A.16)

Now, we observe that
\[
\Gamma_\sigma \cap \Gamma_{\tilde{\sigma}} = \bigcap_{k=k^*}^{\min(N^\sigma_1, N^\tilde{\sigma}_1)} \bigcap_{T \subseteq F_{\sigma} \cap F_{\tilde{\sigma}} \mid |T| = k} \left\{ \sum_{i \in T} X_i^T X_i > w_k, \sum_{i \in T} Y_i^T Y_i > w_k, \text{sign}(\rho) \sum_{i \in T} X_i^T Y_i \gamma_i < v_k \right\}
\]
\[
\subseteq \left\{ \sum_{i \in F_{\sigma}} X_i^T X_i > w_{N^\sigma_1}, \sum_{i \in F_{\tilde{\sigma}}} Y_i^T Y_i > w_{N^\tilde{\sigma}_1}, \text{sign}(\rho) \sum_{i \in F_{\sigma}} X_i^T Y_i \gamma_i < v_{N^\sigma_1} \right\}
\]
\[
\triangleq \mathcal{E}_{\mathcal{F}_0}.
\]

By continuing from (A.16) and choosing the prior distribution as $\pi = \text{Unif}(S_n)$
\[
E_0 \tilde{L}^2 \leq E_{\sigma, \tilde{\sigma}} \iota_{\mathcal{F}_0} E_0 L_{\sigma} L_{\tilde{\sigma}} \mathbb{1}_{\mathcal{E}_{\mathcal{F}_0}} = E_{\sigma \sim \text{Unif}(S_n)} E_0 L_{\sigma} L_{\tilde{\sigma}} \mathbb{1}_{\mathcal{E}_{\mathcal{F}_0}}
\]
(A.17)
where the last step is due to the uniformity and symmetric behavior of $L_{\sigma}$ for all $\tilde{\sigma} \in S_n$ (See Equation (A.12) and its following for a similar argument.).

Recall that for a fixed $\sigma$ and $i \in [n]$, we have defined
\[
Z_i = \frac{N_{\rho}(Y_i, X_i)}{N(Y_i)} \frac{N_{\rho}(Y_i, X_i)}{N(Y_i)}
\]
and $Z_C$ is the product of $Z_i$s in cycle $C \in C_\sigma$. For any $\sigma$, we can convert the second expectation of (A.17) as
\[
E_0 L_{\sigma} L_{\tilde{\sigma}} \mathbb{1}_{\mathcal{E}_{\mathcal{F}_0}} = E_0 \prod_{C \in C_\sigma} Z_C \mathbb{1}_{\mathcal{E}_{\mathcal{F}_0}} = E_0 \prod_{C \in C_\sigma} \frac{Z_C}{Z_{C'}} \prod_{i \in F_{\sigma}} \iota_{\mathcal{E}_{\mathcal{F}_0}} = \prod_{C \in C_\sigma} E_0 \prod_{i \in F_{\sigma}} Z_i \mathbb{1}_{\mathcal{E}_{\mathcal{F}_0}}
\]
(A.18)
where the fact $Z_{C_1} \perp \perp Z_{C_2}$ for different cycles $C_1 \neq C_2$ and the fact that $\mathcal{E}_{\mathcal{F}_0}$ is an event dependent on $Z_C$ for $|C| = 1$ are used. As covered in Appendix A.2, let $N^\sigma_k$ is the number of $k$-cycles of $\sigma$ and we have that
\[
\sum_{k=2}^n k \cdot N^\sigma_k = n - N^\sigma_1.
\]
By applying Lemma 10, the first product of (A.18) is upper bounded by
\[ \prod_{C \in C_{\sigma}} \mathbb{E}_0 Z_C = \prod_{k=2}^{n} (1 - \rho^{2k})^{-d_{N_{\sigma}}^\rho} \leq \prod_{k=2}^{n} (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} = (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \]
where the inequality comes from \((1 - \rho^4)^{k/2} \leq 1 - \rho^4 \leq 1 - \rho^{4k/2}\) since \(\rho^4 \in [0,1]\) and \(k/2 \geq 1\).
Moreover, the second product of (A.18) can be written as
\[ \mathbb{E}_0 \prod_{i \in F_{\sigma}} \mathbb{I}_{E_{\sigma}} = \mathbb{E}_{X_i, Y_i \sim \mathcal{N}(0, I_d)} \left[ \prod_{i \in F_{\sigma}} \frac{N(Y_i)}{N(Y_i)} \right] \mathbb{I}_{E_{\sigma}} \]
\[ = (1 - \rho^2)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{X_i, Y_i \sim \mathcal{N}(0, I_d)} \left[ \prod_{i \in F_{\sigma}} \exp \left( -\frac{||Y_i - \rho X_i||^2}{1 - \rho^2} + ||Y_i||^2 \right) \mathbb{I}_{E_{\sigma}} \right] \]
\[ = (1 - \rho^2)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ \prod_{i \in F_{\sigma}} \exp \left( -\frac{||X||^2 + ||Y||^2 - 2\rho X^T Y}{1 - \rho^2} \right) \mathbb{I}_{E_{\sigma}} \right] \]
\[ \triangleq (1 - \rho^2)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}_{E_{\sigma}} \right] \]
(20)

Finally, by plugging the results (A.19) and (A.20) into Equation (A.17), the second-order moment of the truncated likelihood ratio is bounded as
\[ \mathbb{E}_0 \tilde{L}^2 \leq (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{\sigma \sim \text{Unif}(S_n)} \left[ \frac{1 + \rho^2}{1 - \rho^2} \frac{d_{N_{\sigma}}^\rho}{d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}_{E_{\sigma}} \right] \right] \]
\[ = (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{\sigma \sim \text{Unif}(S_n)} \left[ \frac{1 + \rho^2}{1 - \rho^2} \frac{d_{N_{\sigma}}^\rho}{d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}_{E_{\sigma}} \cdot \mathbb{I}\{N_{\sigma}^\rho \leq k^*\} \right] \right] \]
\[ + (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{\sigma \sim \text{Unif}(S_n)} \left[ \frac{1 + \rho^2}{1 - \rho^2} \frac{d_{N_{\sigma}}^\rho}{d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}_{E_{\sigma}} \cdot \mathbb{I}\{N_{\sigma}^\rho > k^*\} \right] \right] \]
\[ \leq (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{\sigma \sim \text{Unif}(S_n)} \left[ \frac{1 + \rho^2}{1 - \rho^2} \frac{d_{N_{\sigma}}^\rho}{d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}_{E_{\sigma}} \cdot \mathbb{I}\{N_{\sigma}^\rho \leq k^*\} \right] \right] \] (I)
\[ + (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{\sigma \sim \text{Unif}(S_n)} \left[ \frac{1 + \rho^2}{1 - \rho^2} \frac{d_{N_{\sigma}}^\rho}{d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}_{E_{\sigma}} \cdot \mathbb{I}\{N_{\sigma}^\rho > k^*\} \right] \right] \] (II)

The cases (I) and (II) will be analyzed separately. Therefore, the aim is converted into finding two functions of \(k^*\), call them \(f_1(k^*)\) and \(f_2(k^*)\), such that for \(\frac{\sigma^2}{1 - \rho^2} < f_1(k^*)\), (I) = 1 + o(1) and for \(\frac{\sigma^2}{1 - \rho^2} < f_2(k^*)\), (II) = o(1) both hold. Combining them, we find the desired condition for the converse result:
\[ \text{For } \rho^2 < \min\{ f_1(k^*), f_2(k^*) \}, \quad \mathbb{E}_0 \tilde{L}^2 \leq (I) + (II) = 1 + o(1). \]

In order to find the impossibility boundary of \(\rho^2\) as close to the achievability boundary as possible, we need to choose \(k^* \leq n\) as the maximizer of \(\min\{ f_1(k^*), f_2(k^*) \}\).

A.5.1 Bounding (I) = 1 + o(1)

Since the \(\Gamma_{\sigma}\) event (6) is empty for \(N_{\sigma}^\rho < k^*\), the indicator event is applied directly.
\[ (I) = (1 - \rho^4)^{-d_{N_{\sigma}}^\rho} \mathbb{E}_{\sigma} \left[ \frac{1 + \rho^2}{1 - \rho^2} \frac{d_{N_{\sigma}}^\rho}{d_{N_{\sigma}}^\rho} \mathbb{E}_{X,Y \sim \mathcal{N}(0, I_d)} \left[ h(X,Y) \mathbb{I}\{N_{\sigma}^\rho \leq k^*\} \right] \right] \]
First, we observe that since $\|x\|^2 \geq 0$ almost surely for any random vector and $\rho \text{sign}(\rho) = |\rho| > 0$, the inner expectation gets upper bounded by

$$
E_{X,Y \sim N(0, I_{\nu^2})} \left[ h(X, Y) \mathbb{1}_{N^2} \right] = E_{X,Y} \left[ \exp \left( -\frac{\rho^2}{1-\rho^2} \left( \|X\|^2 + \|Y\|^2 - \frac{2}{\rho} X^TY \right) \right) \cdot \mathbb{1} \left\{ \|X\|^2 > w_{\nu^2}, \|Y\|^2 > w_{\nu^2}, \text{sign}(\rho)X^TY < v_{\nu^2} \right\} \right]
$$

$$
\leq \exp \left( -\frac{2\rho^2}{1-\rho^2} w_{\nu^2} \right) E_{X,Y} \left[ \exp \left( \frac{2\rho}{1-\rho^2} X^TY \right) \mathbb{1} \left\{ \text{sign}(\rho)X^TY < v_{\nu^2} \right\} \right]
$$

$$
\leq \exp \left( -\frac{2\rho^2}{1-\rho^2} w_{\nu^2} + \frac{2|\rho|}{1-\rho^2} v_{\nu^2} \right).
$$

Putting this into (II), we get

$$
(II) = (1 - \rho^4) \frac{dk^*/2}{dn} E_{\sigma \sim \text{Unif}(S_n)} \left[ \left( \frac{1 + \rho^2}{1-\rho^2} \right)^{\frac{dN^2}{2}} E_{X,Y \sim N(0, I_{\nu^2})} \left[ h(X, Y) \mathbb{1}_{N^2} \mathbb{1}\{N^2 > k^*\} \right] \right]
$$

$$
\leq (1 - \rho^4) \frac{dk^*/2}{dn} E_{\sigma \sim \text{Unif}(S_n)} \left[ \left( \frac{1 + \rho^2}{1-\rho^2} \right)^{\frac{dN^2}{2}} \exp \left( -\frac{2\rho^2}{1-\rho^2} \left( w_{\nu^2} - \frac{v_{\nu^2}}{|\rho|} \right) \right) \mathbb{1}\{N^2 > k^*\} \right]
$$

$$
= E_{\sigma \sim \text{Unif}(S_n)} \left[ \exp \left( \frac{dn}{2} \ln \frac{1}{1-\rho^2} + \frac{dN^2}{2} \ln \frac{1 + \rho^2}{1-\rho^2} \right) \exp \left( \frac{2\rho^2}{1-\rho^2} \left( w_{\nu^2} - \frac{v_{\nu^2}}{|\rho|} \right) \right) \mathbb{1}\{N^2 > k^*\} \right]
$$

$$
\leq \sum_{k=k^*}^{n} \exp \left( \frac{dn}{2} \ln \frac{1}{1-\rho^2} + \frac{dN^2}{2} \ln \frac{1 + \rho^2}{1-\rho^2} - \frac{2\rho^2}{1-\rho^2} \left( w_k - \frac{v_k}{|\rho|} \right) \right) P [N^2 = k]
$$

$$
\leq \sum_{k=k^*}^{n} \exp \left( -k \left( -\frac{dn}{2k} \ln \frac{1}{1-\rho^2} - \frac{dN^2}{2} \ln \frac{1 + \rho^2}{1-\rho^2} + \frac{2\rho^2}{1-\rho^2} \left( \frac{w_k}{k} - \frac{v_k}{k|\rho|} \right) + \ln \frac{k}{e} \right) \right)
$$

$$
\leq \sum_{k=k^*}^{n} e^{-k\psi}
$$
\[ e^{-k^* \psi} \sum_{k=0}^{\infty} e^{-k\psi} \leq \frac{e^{-k^* \psi}}{1 - e^{-\psi}} \] (A.22)

where (i) follows from \( \ln x \leq x - 1 \) for \( x > 0 \), (ii) is by \( P[N_1^n = k] \leq \frac{1}{k!} = \left( \frac{e}{k} \right)^k \) from Stirling’s approximation, in (iii), \( \psi \) is defined as

\[
\psi = \min_{k=k^*,\ldots,n} \left\{ \frac{dn}{2k} \frac{\rho^4}{1 - \rho^2} - d \frac{\rho^2}{1 - \rho^2} + 2 \frac{\rho^2}{1 - \rho^2} \left( \frac{w_k}{k} - \frac{v_k}{k|\rho|} \right) + \ln \frac{k}{e} \right\}, \tag{A.23}
\]

and in (iv), \( \psi > 0 \) should hold.

**Choosing the thresholds \( w_k, v_k \):** To make Equation (A.22) as tight as possible, \( \psi \) should be as large as possible. Hence, \( \frac{w_k}{k} - \frac{v_k}{k|\rho|} \) should be chosen as large as possible for any \( k = k^*, \ldots, n \). Recall their definition from Lemma 4

\[
\frac{w_k}{k} - \frac{v_k}{k|\rho|} = \frac{dk - 2\sqrt{dkr_k}}{k} - \frac{|\rho|dk + 4|\rho|\sqrt{dks_k}}{k|\rho|} = -2\sqrt{d}(r_k + 2s_k)
\]

and its result \( \min\{\psi_1, \psi_2\} > 0 \) obligates

\[
r_k + 2s_k > \sqrt{\ln \frac{en}{k}} \left( 1 + 2 \max \left\{ 2, \sqrt{\frac{1 - \rho^2}{\rho^2}} \right\} \right)
\]

to hold. Moreover, since \( E_0 \hat{L}^2 \leq E_0 L^2 \), by Lemma 3 we need to have \( \rho^2 \leq \frac{1}{dn} \) for \( E_0 L^2 \leq 1 + o(1) \).

Therefore, for \( dn \geq 5 \), \( \max \left\{ 2, \sqrt{\frac{1 - \rho^2}{\rho^2}} \right\} = \sqrt{\frac{1 - \rho^2}{\rho^2}} \).

It is sufficient to fix \( \frac{w_k}{k} - \frac{v_k}{k|\rho|} \) as

\[
\frac{w_k}{k} - \frac{v_k}{k|\rho|} \triangleq \left( 1 - \frac{\rho^2}{\rho^2} \right) \sqrt{\ln \frac{en}{k}} \sqrt{\frac{1 - \rho^2}{\rho^2}} \]. \tag{A.24}

**Condition \( \psi > 0 \):** By placing these chosen thresholds in (A.24) into the definition of \( \psi \) in (A.23), the condition \( \psi > 0 \) in the result (A.22) is satisfied if

\[
\psi > 0 \iff \frac{k^*}{e} > \frac{dn}{2k^*} \frac{\rho^4}{1 - \rho^2} + d \frac{\rho^2}{1 - \rho^2} + 10 \sqrt{\frac{\rho^2}{1 - \rho^2}} \sqrt{\ln \frac{en}{k}} \forall k = k^*, \ldots, n.
\]

Since LHS is increasing in \( k \) and RHS is decreasing in \( k \), the last expression is equivalent to

\[
\Rightarrow \frac{k^*}{e} > \frac{dn}{2k^*} \frac{\rho^4}{1 - \rho^2} + d \frac{\rho^2}{1 - \rho^2} + 10 \sqrt{\frac{\rho^2}{1 - \rho^2}} \sqrt{\ln \frac{en}{k}}.
\]

By defining \( \xi \triangleq \sqrt{\frac{\rho^2}{1 - \rho^2}} \) for brevity and by using the inequality \( \frac{\rho^4}{1 - \rho^2} \leq \frac{\rho^2}{1 - \rho^2} \), this is implied by

\[
\Rightarrow \frac{\ln k^*}{e} \geq \frac{\ln k^*}{e} > \xi^2 \left( \frac{n}{2k^*} + 1 \right) + 2\xi \sqrt{\frac{\ln \frac{en}{k}}{k^*}}.
\]

By completing the square of a second order polynomial with variable \( z \), this is equivalent to

\[
\Rightarrow \xi < \frac{b}{a} \left( -1 + \sqrt{1 + \frac{c \cdot a}{b^2}} \right)
\]
\[
\begin{align*}
\Leftrightarrow (i) \quad & \xi < \frac{1}{\sqrt{26} + 5} \sqrt{\frac{c}{a}} \quad \text{for} \quad \frac{c \cdot a}{b^2} \geq \frac{1}{25} \\
\Leftrightarrow (ii) \quad & \xi^2 \leq \frac{1}{169} \frac{k^*}{\ln k^*} \quad \text{for} \quad k^* \geq e\sqrt{n}
\end{align*}
\]

where (i) comes from Lemma 14. For (ii), by putting back the definitions of \(a, b\) and \(c\), the condition \(\frac{c \cdot a}{b^2} \geq \frac{1}{25}\) holds for \(k^* \geq e\sqrt{n}\) as

\[
\frac{c \cdot a}{b^2} = \frac{1}{25} \ln \frac{k^*}{e} \left( \frac{n}{2k^*} + 1 \right) \geq \frac{\ln \frac{k^*}{e}}{25 \ln \frac{n}{k^*}} \geq \frac{1}{25}
\]

where the inequality \(\ln \frac{k^*}{e} / \ln \frac{n}{k^*} \geq 1\) for \(k^* \geq e\sqrt{n}\) is used. Finally, by \(\frac{n}{2k^*} + 1 \leq \frac{3n}{2e}\) resulting from \(k^* \leq n\), (ii) is completed. Note that for \(e\sqrt{n} \leq k^* \leq n\) to hold, \(n \geq e^2\) is needed.

**Summing up for (II) = o(1):** Since the conditions \(\psi > 0\) and \(k^* \to \infty\) are needed for (A.22) \(\to 0\), by putting back \(\xi^2 = \frac{\rho^2}{1-\rho^2}\), (II) = \(o(1)\) holds if

\[
\frac{\rho^2}{1-\rho^2} = o \left( \frac{k^*}{dn} \right) \quad \text{for} \quad k^* \geq e\sqrt{n}.
\]

(A.25)

### A.5.3 Choosing \(k^*\)

We first observe that for \(k^* \geq e\sqrt{n}\), we have

\[
\frac{1}{\sqrt{d}} \min \left\{ \frac{1}{\sqrt{dk^*}}, \frac{\sqrt{2}}{\sqrt{n}} \right\} = \frac{1}{dk^*}.
\]

We now discover that \(f_1(k^*) = \frac{1}{dk^*}\) in (A.21) is a decreasing function of \(k^*\) and \(f_2(k^*) = \frac{1}{169} \frac{k^*}{dn}\) in (A.25) is an increasing function of \(k^*\). Due to this trade-off between the functions, \(\arg \max \min\{f_1(k^*), f_2(k^*)\} = \{k^*: f_1(k^*) - f_2(k^*) = 0\}\). Hence, the tightest converse regime that we can find is

\[
\frac{\rho^2}{1-\rho^2} = \max_{k^*} \min \left\{ o(f_1(k^*)), o(f_2(k^*)) \right\}
\]

\[
= o \left( \max_{e\sqrt{n} \leq k^*} \min \left\{ \frac{1}{dk^*}, \frac{1}{169} \frac{k^*}{dn} \right\} \right)
\]

\[
= o \left( \max_{e\sqrt{n} \leq k^*} \frac{1}{dk^*} \min \left\{ 1, \frac{1}{169} \frac{(k^*)^2}{n} \right\} \right)
\]

\[
= o \left( \frac{1}{13 \sqrt{n}} \right)
\]

where in the last step, \(k^* = 13\sqrt{n} > e\sqrt{n}\) is chosen. Therefore,

\[
\text{if} \quad \rho^2 = o \left( \frac{1}{d\sqrt{n}} \right), \quad \text{then} \quad \mathbb{E}_0 \tilde{L}^2 \leq (I) + (II) = 1 + o(1)
\]

holds and we get the final result.

### B Technical Inequalities

**Lemma 11.** Let \(d \geq 0, a \in \mathbb{R}\) and define \(\gamma = \left( \frac{d}{2a} \right)^2\). Then,

\[
\min_{|x| \leq 1} \left\{ ax + \frac{d}{2} \ln \frac{1}{1-x^2} \right\} = \frac{d}{2} \left( \ln \frac{\sqrt{\gamma+1} + 1}{\sqrt{2}} + 1 - \sqrt{\gamma+1} \right)
\]

with the minimizer at \(x = \frac{d}{2a} - \text{sign}(a) \sqrt{1 + \left( \frac{d}{2a} \right)^2}\).
Proof. The proof follows by simply analyzing the first and second derivatives of the given function. Define $g(x) \equiv \frac{d}{2} \ln \frac{1}{1-x^2} + ax$ over $|x| \leq 1$. Then, we have $g'(x) = d \frac{x}{1-x^2} + a$ and $g''(x) = d \frac{1-x}{(1-x^2)^2}$. Clearly, for any $x$, $g''(x) \geq 0$ if $d \geq 0$ meaning that the function is convex. By finding $x^* = \frac{d}{2x} \operatorname{sign}(a) \sqrt{1 + (\frac{d}{2x})^2} \in [-1, 1]$ such that $g'(x^*) = 0$ holds and plugging it in $g(x^*)$, we get the desired result. 

Lemma 12. For $x \in [0, 1]$, \[ x^2(\sqrt{1+x}-1) \leq \sqrt{1+x^3}-1 \leq x(\sqrt{1+x}-1) \].

Proof. We begin with the inequality on RHS. Instead of proving it directly, we add a middle step as

\[ 0 \leq \sqrt{1+x^3} - 1 \leq x^2(\sqrt{2} - 1) \leq x(\sqrt{1+x} - 1). \]

By taking the square of both sides, (i) becomes

\[ i \iff \sqrt{1+x^3} \leq x^2(\sqrt{2} - 1) + 1 \iff x \leq (\sqrt{2} - 1)^2 x^2 + 2(\sqrt{2} - 1) \iff 0 \leq ((\sqrt{2} - 1)x - 2)((\sqrt{2} - 1)x - (\sqrt{2} - 1)) \]

and upon examining the roots, one can easily see that this holds true for $x \in [0, 1]$. On the other hand, after a small manipulation, (ii) is equivalent to $x(\sqrt{2} - 1) + 1 \leq \sqrt{1+x}$ and this is true for the given range of $x$ due to concavity of square root function. Hence, RHS of the statement follows by combining (i) and (ii).

To show LHS, we take a different approach. First, we observe that the both functions $x^2(\sqrt{1+x}-1)$ and $x^2(\sqrt{1+x^3}-1)$ carry the same value at the boundary points and they are both increasing. Moreover, their second derivatives are nonnegative within the given interval. Hence, their concavity does not change which implies that those two functions do not cross each other. Therefore, we can argue the following:

\[ x^2(\sqrt{1+x}-1) \leq \sqrt{1+x^3} - 1 \iff x^4(\sqrt{1+x}-1) \leq x^2(\sqrt{1+x^3}-1) \iff \int_0^1 x^4(\sqrt{1+x}-1)dx \leq \int_0^1 x^2(\sqrt{1+x^3}-1)dx \]

where by the change of variables, the first integral becomes

\[ \int_0^1 x^4(\sqrt{1+x}-1)dx = \int_1^2 (u-1)^4 \sqrt{u}du - \int_0^1 x^4dx = \int_1^2 (u^{9/2}-4u^{7/2}+6u^{5/2}-4u^{3/2}+\sqrt{u})du - \frac{x^5}{5} \bigg|_0^1 \leq 0.0706 \]

and the second one is calculated easily

\[ \int_0^1 x^2(\sqrt{1+x^3}-1)dx = \frac{2}{9}(1+x^3)^{3/2} \bigg|_0^1 - \frac{x^3}{3} \bigg|_0^1 \geq 0.0723. \]

By comparing these two values, the inequality on LHS follows.

Lemma 13. For $x \in (0, 1)$,

\[ \ln \frac{\sqrt{1-x+x^2} + 1 - x}{\sqrt{1+x} + 1} + \frac{1}{1-x}(x - \sqrt{1-x+x^2}) + \sqrt{1+x} \leq (\sqrt{2} - 1)^2 x. \]

Proof. Let

\[ h(x) := \ln \frac{\sqrt{1-x+x^2} + 1 - x}{\sqrt{1+x} + 1}, \quad g(x) := \frac{1}{1-x}(x - \sqrt{1-x+x^2}) + \sqrt{1+x}. \]

We will bound the functions separately by showing that $h(x) \leq -2(\sqrt{2} - 1)x$ and $g(x) \leq x$ hold or $x \in (0, 1]$.

Regarding $h(x)$, by inequality $\sqrt{1+x^3} - 1 \leq x(\sqrt{1+x} - 1)$ in Lemma 12 we observe that

\[ \frac{\sqrt{1-x+x^2} + 1 - x}{\sqrt{1+x} + 1} = \frac{\sqrt{1+x^3} + (1-x)\sqrt{1+x}}{\sqrt{1+x} (\sqrt{1+x} + 1)} \leq \frac{1-x + \sqrt{1+x}}{\sqrt{1+x} (\sqrt{1+x} + 1)}. \]
By using $\ln y \leq 2 - \frac{1}{y+1}$ for $y \in (0,1]$ (See [28] for more details.) and the previous result, we get

$$
\frac{h(x)}{2} \leq \frac{1}{2} \ln \frac{1 - x + \sqrt{1 + x}}{\sqrt{1 + x} (\sqrt{1 + x} + 1)} \leq 1 - \frac{2\sqrt{1 + x} (\sqrt{1 + x} + 1)}{1 - x + \sqrt{1 + x} + \sqrt{1 + x} (\sqrt{1 + x} + 1)}
$$

$$
= 1 - \sqrt{1 + x} \leq - (\sqrt{2} - 1)x
$$

where the last step is due to concavity of square root.

For $g(x)$, we apply the inequality $x^2(\sqrt{1 + x} - 1) \leq \sqrt{1 + x^2} - 1$ in Lemma 12 as

$$
g(x) = \frac{x\sqrt{1 + x} - \sqrt{1 + x^2} + 1 - x^2}{(1 - x)\sqrt{1 + x}} \leq \frac{x\sqrt{1 + x} - x^2(\sqrt{1 + x} - 1) - x^2}{(1 - x)\sqrt{1 + x}} = x.
$$

Hence, by summing $h(x) + g(x) \leq -2(\sqrt{2} - 1)x + x = (\sqrt{2} - 1)x$, the result follows.

\begin{lemma}
Let $c \in [0,1]$ and $x_0 \geq 1$. For $x \geq x_0^2 - 1$, the inequality $-1 + \sqrt{1 + x} \geq c\sqrt{x}$ holds, if $c \leq \sqrt{\frac{x_0 - 1}{x_0 + 1}}$.
\end{lemma}

\begin{proof}
By completing the square of a second order polynomial with variable $\sqrt{x + 1}$ and analyzing its roots, we get the following equivalence relation for $\sqrt{x + 1} \geq x_0$:

\begin{align*}
-1 + \sqrt{x + 1} \geq c\sqrt{x} & \iff (1 - c^2)(x + 1) - 2\sqrt{x + 1} + 1 + c^2 \geq 0 \\
& \iff (\sqrt{x + 1})^2 - \frac{2}{1 - c^2} \sqrt{x + 1} + \frac{1 + c^2}{1 - c^2} \geq 0 \\
& \iff (\sqrt{x + 1} - x_0) \left(\sqrt{x + 1} - \frac{1 + c^2}{x_0 (1 - c^2)}\right) \geq 0
\end{align*}

where in (i) $c \geq 0$, in (ii) $c \leq 1$ are used and (iii) holds for $x_0 \geq \frac{1 + c^2}{x_0 (1 - c^2)}$ and $x_0 + \frac{1 + c^2}{x_0 (1 - c^2)} \geq \frac{2}{1 - c^2}$ which implies $c \leq \sqrt{\frac{x_0 - 1}{x_0 + 1}}$ for $x_0 \geq 1$.
\end{proof}