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Abstract: This paper is dealing with a multiple person game model under the antagonistic duel type setup. The unique multiple person duel game with the one-shooting-to-kill-all condition is analytically solved and the explicit formulas are obtained to determine the time dependent duel game model by using the first exceed theory. The model could be directly applied into real-world situations and an analogue of the theory in the paper is designed for solving the best shooting time for hitting all other players at once which optimizes the payoff function under random time conditions. It also mathematically explains to build the marketing strategies for the entry timing for both blue and red ocean markets.
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1. Introduction

A hybrid stochastic game model becomes more flexible to solve various duel type game problems more effectively [1–3]. In the versatile two-person stochastic duel game [4], the joint functional of the standard stopping game has been constructed to analyze the decision-making parameters in the time domain. An extended version of a versatile stochastic duel game for multiple players is designed as a successor of the recent research by the author [4]. The antagonistic 1-to-n stochastic duel game is an \( n + 1 \) person duel type game of which each player could choose either to “shoot” to kill all other players at once or “wait” for one step closer to the target on his turn (or iteration) but, unlike a conventional two person duel game, a player is shooting the rest of players at once (i.e., one-shooting-to-kill-all) when the player decides to take a shoot. It is more like players to use an automatic machine gun instead of a single bullet gun but each player can take a shoot only once on his turn.

The topic regarding market entry strategies has been massively studied [5–10] and many studies bring different ideas and terminologies including first-movers, fast-followers [11–14], and late-movers [15–17]. The terminologies of the red ocean (market) and the blue ocean (market) have been represented by the book titled “Blue Ocean Strategy” [18]. The red ocean represents all markets in existence today. In the red ocean, industry boundaries are already defined and accepted, and the competitive rules of the game are well-known. Contrarily, the blue ocean strategy is about creating and capturing uncontested market space and the simultaneous pursuit of differentiation to open up a new market space [18]. The blue ocean strategy [18] finds the value that crosses conventional market segmentation and offering value and lower cost. It is about creating and capturing uncontested market space, thereby making the competition irrelevant [19]. The number of competitors in a market is a typical factor for determining either the blue or red oceans. The market which has a relatively small number of competitors is still considered as a blue ocean market and, as you could guess, the red ocean market has a relatively large number of competitors who are involved in the market. Many studies have been done for delivering the best strategies for the first shooting based on game theories [4,20–24] and a conventional way to categorize the market condition is dividing into the blue and the red ocean.
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oceans [18,19]. The mathematical implications for finding the best entrant strategies based on various market status is demonstrated in the further section. Additionally, this paper also demonstrates the special case of a 1-to-\(n\) stochastic duel game to adapt the memoryless iteration processes for all players. This special case shows how the 1-to-\(n\) stochastic duel game could be applied into the memoryless condition including development cycles of IT products without impacts from past information.

The paper is organized as follows: Section 2 provides the model that finds the moment where the decision making occurs based on a marked point process in time domains. This section also contains empirical studies to show how this new model is working properly. The blue and red ocean strategies are fully described in Section 3 by the proposed mathematical implications and this new antagonistic multiple-player duel game with memoryless conditions has been applied in a high-tech product market in Section 4. Finally, the conclusion is included in Section 5.

2. Antagonistic One-To-N Duel Game

The antagonistic stochastic duel game of \(n+1\) players (called “A” and the rest of player Bs “1, \ldots, n”) are introduced and all players know the full information regarding the success probabilities based on the time domain. Each player has two strategies either “shoot” or “wait”, and choose one strategy after completing each iteration. Unlike a conventional two person duel game, it has the one-shooting-to-kill-all condition which means each player has \(n\) bullets that can be applied at once to kill the rest of players. That is the reason why it is called as a 1-to-\(n\) person duel game rather than called as an \(n+1\) person duel game.

2.1. Preliminaries

Let us consider the 1-to-\(n\) person antagonistic duel game with the pure strategy. Each player has two strategies either “shoot (to kill all at once)” or wait and choose one strategy at the certain points of time. Let \(A(s)\) be a payoff (related) function of player A based on the continues time \(s\) and \(B_i(t)\), \(i = 1, \ldots, n\) be payoff (related) functions of players B_\(i\) at the time \(t\). The payoff functions of all players are assigned as follows:

\[
\{ A(s) : 0 \leq A(s) \leq A(s + \Delta), s \in [0, s_{\text{max}}), s_{\text{max}} \in \mathbb{R}_+, \Delta > 0 \},
\]

\[
\{ B_i(t) : 0 \leq B_i(t) \leq B_i(t + \Delta), t \in [0, t_{\text{max}}), t_{\text{max}} \in \mathbb{R}_+, \Delta > 0, i = 1, \ldots, n \}
\]

and all these functions are monotone nondecreasing which are common in duel type games [21,25,26].

The accumulative success probability functions of players [4] could be assigned as follows:

\[
P_0(s) := \frac{A(s)}{A(s_{\text{max}})}, \quad P_i(t) := \frac{B_i(t)}{B_i(t_{\text{max}})}, \quad i = 1, \ldots, n.
\]

The best strategy for each player in a 1-to-\(n\) duel game is the moment to hit others at once. As it is shown in Figure 1, the accumulative success probabilities of all players are arbitrary incremental continuous functions which reaches 1 when the time \(s\) (or \(t\)) meets the allowed maximum \((s_{\text{max}}, t_{\text{max}} < \infty)\).
In duel games, a certain point $t^*$ maximizes the chance for succeeding the shoot [25–27] and this best point is the moment of the success in the continuous time domain:

$$t^* = \inf \left\{ t \geq 0 : P_0(t) - \prod_{i=1}^{n} (1 - P_i(t)) \geq 0 \right\}. \quad (4)$$

It is noted that each player can make the decision at certain points of time and that is the reason why it becomes a discrete time series although the success probabilities are continuous functions.

In the case of the 4 person duel game in Figure 1, the best shooting time for player A (or player 0) is 8.97 months with the 25.06 percents winning chance of the game (see Figure 2). Let $(\Omega, \mathcal{F}(\Omega), P)$ be a probability time space and let $\mathcal{F}_S, \mathcal{F}_{T_i} \subseteq \mathcal{F}(\Omega)$ be independent $\sigma$-subalgebras. Suppose

$$S := \sum_{j \geq 0} \varepsilon_{S_j}, 0 = S_0 < S_1 < \ldots, a.s. \quad (5)$$

$$T^i := \sum_{k \geq 0} \varepsilon_{T^i_k}, 0 = T^i_0 < T^i_1 < \ldots, i = 1, \ldots, n, a.s. \quad (6)$$

are $\mathcal{F}_S$-measurable and $\mathcal{F}_{T^i}$-measurable renewal point processes ($\varepsilon_a$ is a point mass at $a$) which are associated with the moments of executing the strategies of players. These processes are with the following notation for player A:

$$\sigma := \begin{cases} \sigma_j = S_j - S_{j-1}, & j = 1, 2, \ldots, \\ 0, & j \leq 0, \end{cases} \quad (7)$$

and other player Bs, $1, \ldots, n$,

$$\tau^i := \begin{cases} \tau^i_k = T^i_k - T^i_{k-1}, & k = 1, 2, \ldots, \\ 0, & k \leq 0. \end{cases} \quad (8)$$
We can evaluate the functional
\[ \delta_0 (\theta) = E \left[ e^{-\theta \sigma} \right], \delta_i (\theta) = E \left[ e^{-\theta \tau_i} \right], \text{Re} (\theta) \geq 0, \]  
(9)
and
\[ \delta (\theta) = E \left[ e^{-\theta \tau} \right], \tau = \left( \frac{1}{n} \right) \sum_{i=1}^{n} \tau^i. \]  
(10)

Figure 2. Best shooting moment \( t^* \).

The game in the paper is a stochastic process describing the evolution of conflicting between players with the completed information \([28]\) which indicates that the success probabilities of players are known \([4]\). Only on the \( j \)-th epoch \( S_j \), player A could make the decision either for taking a shoot or for waiting until another turn (iteration) \( S_{j+1} \). Player A could beat all other players by exceeding their respective threshold \( M \) (or \( N^i \) for other players \( i \in \{1, 2, \ldots, n\} \)). To further formalize the game, the exit indices are introduced as follows:

\[ \mu := \inf \left\{ j : S_j = S_0 (= 0) + \sigma_1 + \cdots + \sigma_j \geq M \right\}, \]  
(11)

\[ \nu^i := \inf \left\{ k : T^i_k = T^i_0 (= 0) + \tau_1 + \cdots + \tau^i_k \geq N^i \right\}, i = 1, \ldots, n. \]  
(12)

In the time domain of duel games, the threshold of each player could be converged into one value \( t^* \) from (4). Due to the backward induction, player A will have the best chance to succeed for shooting compared to the failure chance of other players \( (P_0 (S_\mu) \text{ and } \prod_{i=1}^{n} \left\{ 1 - P_i \left( T^i_{\nu^i} \right) \right\}, \text{respectively}) \). Hence, player A has the highest success probability of shooting at time \( S_\mu \) unless at least one of the other players does not reach his best shooting chance at time \( T^i_{\nu^i} \). Thus, the game is ended at \( \min \left\{ S_\mu, T^1_{\nu^1}, T^2_{\nu^2}, \ldots, T^n_{\nu^n} \right\} \). However, we are targeting the confined duel game for player A on
trace \( \sigma \)-algebra \( \mathcal{F} (\Omega) \cap \{ P_0 (t) - \prod_{i=1}^{n} (1 - P_i (t)) \geq 0 \} \cap \{ S_\mu \leq T_{\nu^*} := \min \left\{ T_1^1, T_2^2, \ldots, T^n_n \right\} \} \) (i.e., player A hits first). The functional

\[
\Phi_{\mu^*}^0 = \Phi_{\mu^*}^0 (\theta_0, \theta_1) = \mathbb{E} \left[ e^{-\theta_S\mu - \theta_1 S_\mu} \cdot 1 \{ S_\mu \leq T_{\nu^*} \} 1 \{ P_0 (t) \geq \prod_{i=1}^{n} (1 - P_i (t)) \} \right],
\]

(13)

\[
\text{Re} (\theta_0) \geq 0, \text{Re} (\theta_1) \geq 0,
\]

(14)

where

\[
\nu^* := \left\{ \nu^k : \min \left\{ T_1^1, T_2^2, \ldots, T^n_n \right\} \right\},
\]

(15)

of the game will represent the status of player A (also called player 0) and the rest of players upon the exit time \( S_\mu \) and the pre-exit time \( S_{\mu-1} \). The Laplace–Carson transform is applied as follows:

\[
\mathcal{L}_{pq} (\bullet) (u, v) = u \nu \int_0^\infty \int_0^\infty e^{-up - vq} (\bullet) d (p, q), \text{Re} (u) > 0, \text{Re} (v) > 0,
\]

(16)

with the inverse

\[
\mathcal{L}^{-1}_{uv} (\bullet) (p, q) = \mathcal{L}^{-1} \left( \bullet \frac{1}{uv} \right),
\]

(17)

and

\[
\mathcal{L}^{-1}_{uv} (\bullet) (r) = \mathcal{L}^{-1}_{uv} (\bullet) (p, q) \left|_{(p, q) \rightarrow (r, r)} \right.
\]

(18)

where \( \mathcal{L}^{-1} \) is the inverse of the bivariate Laplace transform [29].

**Theorem 1.** The functional \( \Phi_{\mu^*}^0 \) for player A in the game on trace \( \sigma \)-algebra \( \mathcal{F} (\Omega) \cap \{ P_0 (S_\mu) + \prod_{i=1}^{n} (1 - P_i (T_\nu^*)) \geq 0 \} \cap \{ S_\mu \leq T_{\nu^*} \} \) satisfies the following formula:

\[
\Phi_{\mu^*}^0 = \mathcal{L}^{-1}_{uv} \left( \Gamma^* \cdot \mathbb{E} \left[ \frac{(1 - \Gamma_0 (\sigma))}{\gamma (\tau) \Gamma_1 (\sigma) (1 - \Gamma (\sigma))} \right] \right) (t^*),
\]

(19)

where

\[
\gamma (x, t) = e^{-xt},
\]

(20)

\[
\gamma (t) := \gamma (v, t),
\]

(21)

\[
\Gamma_0 (t) := \gamma (u, t),
\]

(22)

\[
\Gamma_1 (t) := \gamma (\theta_0 + u, t),
\]

(23)

\[
\Gamma_2 (t) := \gamma (\theta_0 + \theta_1 + u, t),
\]

(24)

\[
\Gamma (t) := \gamma (t) \cdot \Gamma_2 (t),
\]

(25)

\[
\Gamma^* := \gamma (t^*) \cdot \Gamma_2 (t^*).
\]

(26)

**Proof.** To establish an explicit formula for \( \Phi_{\mu^*}^0 \), we introduce the following families:

\[
\mu (p) = \inf \{ m : S_m > p \},
\]

(27)

\[
\nu^* (q) = \left\{ k_1 : \min \left\{ T_1^1, T_2^2, \ldots, T^n_n \right\} > q \right\},
\]

(28)

\[
T_k = \left\{ T_k^i : \min \left\{ T_1^1, T_2^2, \ldots, T^n_n \right\} > k \right\}.
\]

(29)
Application for $\tilde{L}_{pq}$ to $\Phi_{\mu(p),v(q)}$ will bypass all terms except for $\{S_\mu < T_v\} \cap \{P_0(t) - \prod_{i=1}^n (1 - P_i(t)) \geq 0\}$. Thus, applying operator $\tilde{L}_{pq}$ to random set \[ \{1_{\{\mu(p)=j, v^*(q)=k\}} : p \geq 0, q \geq 0\}, \] we arrive at
\[
\tilde{L}_{pq} \left(1_{\{\mu(p)=j, v^*(q)=k\}}\right)(u,v) = \left(e^{-uS_{j-1}} - e^{-uS_j}\right) \left(e^{-vT_{k-1}^*} - e^{-vT_k^*}\right).
\] (30)

To prove formula (30), we first notice that
\[ 1_{\{\mu(p)=j, v^*(q)=k\}} = \left(1_{\{S_{j-1} \leq p\}} 1_{\{S_j > p\}}\right) \left(1_{\{T_{k-1}^* < q\}} 1_{\{T_k^* > q\}}\right).\] (31)

Then, iterating the integral of (16),
\[
\tilde{L}_{pq} \left(1_{\{\mu(p)=j, v^*(q)=k\}}\right)(u,v) = \int_{p=S_{j-1}}^{S_j} e^{-up} dp \int_{q=T_{k-1}^*}^{T_k^*} e^{-vq} dq
\] (32)

which yields (30). Denote
\[
\Psi(u,v) := \tilde{L}_{pq} \left(\Phi_{\mu(p),v^*(q)}\right)(u,v)
\] (33)

Since,
\[
\Phi_{\mu(p),v(q)}^0 = \sum_{i \geq 0} E \left[ \sum_{k \geq 0} E[e^{-\theta_0 S_{j-1} - \theta_1 S_j - \theta_0 T_{k-1}^* - \theta_1 T_k} \times 1_{\{\mu(p)=j, v^*(q)=k\}} \times 1_{\{S_\mu \geq b_0 T_v > S_p\}}] \right]
\] (34)

where
\[
1_{\{S_\mu < T_v\}} \cdot 1_{\{P(S_\mu) \geq \prod_{i \in \{1, \ldots, n\}} (1 - P_i(T_v))\}} = 1_{\{t^* \leq S_\mu < T_v^*\}},
\] (35)

then by Fubini’s Theorem and due to (30) and (33),
\[
\Psi(u,v) = \sum_{j \geq 0} E \left[ \sum_{k \geq 0} E[e^{-\theta_0 S_{j-1} - \theta_1 S_j - \theta_0 T_{k-1}^* - \theta_1 T_k} \times 1_{\{S_\mu \geq b_0 T_v > S_p\}}] \right]
\] (36)

where
\[
R_{1j} = e^{-(\theta_0 u + \nu(1-t^*)) - \theta_1 v(1 - e^{-vT})} \times 1_{\{P(S_\mu) \geq \prod_{i \in \{1, \ldots, n\}} (1 - P_i(T_v))\}}
\]

and
\[
\sum_{k \geq 0}(\xi) R_{2j} = \sum_{k \geq 0}(\xi) e^{vT} \left(1 - e^{-vT}\right)^k = \left(1 - e^{-vT}\right) \cdot \left(\sum_{k \geq 0}(\xi) \left[1 - e^{-vT}\right]^k\right)
\]

Then, we have
\[
\Psi(u,v) = E \left[ \frac{1 - \Gamma_0(v)}{\Gamma(1-v)} \left(\sum_{k \geq 0}(\xi) \left[1 - e^{-vT}\right]^k\right)\right] = \Gamma^* \cdot E \left[ \frac{1 - \Gamma_0(v)}{\Gamma(1-v) \Gamma(1-v)}\right].
\]

Now, $\Phi_{\mu(p),v(q)}^0$ can be revived when the inverse of the operator $\tilde{L}_{pq}$ of (17) to $\Psi(u,v)$:
\[
\Phi_{\mu(v)} = \tilde{L}_{pq}^{-1} \left(\Gamma^* \cdot E \left[ \frac{1 - \Gamma_0(v)}{\Gamma(1-v) \Gamma(1-v)}\right]\right)(t^*).
\]

\[\square\]
The functional $\Phi_{\mu \nu}^0$ has all of the decision making parameters of player A. The information includes the best shooting moments ($S_{\mu}$; exit time), the one step prior to each best shooting moment ($S_{\mu-1}$; pre-exit time), and the optimal number of iterations for player A. The information from the closed functional is as follows:

$$E[e^{-\theta S_{\mu}}] = \Phi_{\mu \nu}^0(0, \theta),$$  \hspace{1cm} (37)

$$E[S_{\mu}] = \lim_{\theta \to 0} (-\frac{\partial}{\partial \theta}) \Phi_{\mu \nu}^0(0, \theta),$$ \hspace{1cm} (38)

$$E[S_{\mu-1}] = \lim_{\theta \to 0} (-\frac{\partial}{\partial \theta}) \Phi_{\mu \nu}^0(\theta, 0).$$ \hspace{1cm} (39)

3. Best Strategies in Blue and Red Ocean Markets

Companies in the red ocean markets try to beat their competitors for a greater share of product or service demand. As the market space gets competitive, profits and growth are reduced [18,19]. Hence, the strategies of the red ocean are traditional competition-based strategies and practitioners of the red ocean strategy focus on building advantages over competitions by assessing what competitors do and striving to do it better. In the blue ocean market, competition is irrelevant because demand is created rather than competed by rivals. It is noted that deeper potential of market space that is not yet explored [18,19]. In general, markets are evolving from the blue ocean to the red ocean. All red ocean markets are started from the blue ocean and all successful blue ocean markets eventually will become the red oceans because all companies will try to enter successful markets. The timing of entering markets is vital to build a new business successfully regardless which oceans are targeted [5,6]. Many companies might overestimate market potentials of the blue ocean and underestimated the time and effort needed to create a real market presence. Entrants might be able to recoup their investment to boost the new market. In this case, fast-followers can benefit funded by the first-movers and leapfrog into earlier profitability [7]. The related strategies and terminologies including first-movers, fast-followers [11–14], and late-movers [15–17] are widely studied. Unfortunately, many studies are controversial and these studies have argued which strategies are better than others and try to deliver the critical factors and the market conditions to be succeed when companies chose a certain strategy [11–17]. The pure blue ocean market could be counted if none of other companies are involved except for the one who creates the market.

The 1-to-$n$ stochastic duel game in this paper could be adapted to find the moment of the new entrants either in the blue or the red oceans based on the number of competitors. From (4), the moment of the success $t^*$ is changed based on the market conditions. In atypical blue ocean market, the moment $t^*$ shall be the same as a conventional 1-to-$n$ duel game which has been introduced in the previous section from (4), but it shall be different when the market becomes the red ocean:

$$t^* = \inf \{ t \geq 0 : P_0(t) \geq 0 \}$$ \hspace{1cm} (40)

because $\prod_{i=1}^n (1 - P_i(t)) \to 0$ when $n \to \infty$. It means that a new entrant should launch their products as soon as possible. Due to the backward induction, sooner launching gives the better chance to succeed in the red ocean market regardless of the success probability that a new entrant has. In general, the blue ocean does not distinguish between only one company and a small number of companies in a new market but the number of the competitors in the blue ocean market actually determines the strategy whether a new entrant becomes a first-mover or a fast-follower. Theoretically speaking, the market which has more than one company is not the blue ocean market although this market is considered as the blue ocean in practice. The pure blue ocean market is a totally new market and there
is no one else except for one who actually creates the market. This becomes another special case for finding the success moment from (4):

\[ t^* = \inf \left\{ t \geq 0 : P_0(t) \geq \frac{1}{2} \right\}, \quad n = 0, \quad (41) \]

and it indicates that the first-mover strategy is not applicable in the pure blue ocean markets. Unlike the red ocean markets, the new entrants in the totally new market should wait until they have more than 50 percent chance to win the game (see Figure 3). It is noted that the market status is dramatically changed as soon as other firms are involved in this market (i.e., \( n \geq 1 \)). From (4), (40) and (41), the moment of success before finding the best strategies could be summarized as follows:

\[
t^* = \begin{cases} 
\inf \left\{ t \geq 0 : P_0(t) \geq \frac{1}{2} \right\}, & n = 0 \text{ (pure Blue)}, \\
\inf \left\{ t \geq 0 : P_0(t) - \prod_{i=1}^{n} (1 - P_i(t)) \geq 0 \right\}, & n \geq 1 \text{ (Blue)}, \\
\inf \left\{ t \geq 0 : P_0(t) \geq 0 \right\}, & n \to \infty \text{ (Red)}. 
\end{cases} \quad (42)\]

Finding the best strategies for entering the market is straightforward after determining the moment of success \( t^* \) based on the market status by using the functional from (4).

![Best strategy in the blue ocean market](image)

**Figure 3.** Best strategy for a first-mover in the pure blue ocean market.

4. **Memoryless Case: IT Product Launch Strategy for Multiple Competitors**

This section deals with the memoryless property for the iteration time of each player. It means that the past iteration processes do not impact on the present iteration process and each iteration duration is exponentially distributed. This type of iteration process could present the development cycle of IT products including smartphones and PCs. Once an IT product is ready, the history of past development cycles shall not be what really matters. Therefore, this first case is easily adapted into the decision making for new IT product development. The second case deals with the marketing strategies based on the market conditions. A typical way to categorize markets would the blue and the red oceans [18] and there are massive studies regarding the timing of entering markets for new entrants [5–10]. All studies have agreed that the strategies for the new entrants depend on the market
status although they have still argued which strategy is better than others \[11-17\]. This case will give some ideas on when to enter the markets based on the mathematical implications.

This section shows the case of the memoryless iteration time for player A versus other players in a stochastic duel game. Each iteration duration is exponentially distributed for player A and others with:

\[
\mathbb{E}[\sigma] = \frac{1}{\lambda_a}, \quad \mathbb{E} [\tau] = \frac{1}{\lambda},
\]

from (8) and (9). The continuous time domain duel game could be flexible by using any incremental continuous cost functions. It is assumed that the best moment in a duel game is already known as \(t^*\) from (1)–(4). As a result that the memoryless iteration process of each player is considered, the duration of one iteration for each player is exponentially distributed. From (10), we have:

\[
\mathbb{E} [e^{-\sigma t}] = \frac{\lambda_a}{\lambda_a + u}, \quad \mathbb{E} [e^{-\tau t}] = \frac{\lambda}{\lambda + v}.
\]

\[\text{Lemma 1.} \quad \text{The functional } \Phi^{0}_{\mu^*} \text{ to find } \mathbb{E} [e^{-\theta_1 S_{\mu}}] \text{ based on the memoryless iteration durations (37) is as follows:}
\]

\[
\Phi^{0}_{\mu^*}(0,\theta_1) = (1 + \lambda_a) e^{-t^* \theta_1}.
\]

\[\text{Proof.} \quad \text{As a result of the memoryless properties, let us consider that each iteration process is exponentially distributed with both the duration of the iteration } 1/\lambda_a \text{ for player A and } 1/\lambda \text{ for the rest of players. We are targeting to find } \mathbb{E} [S_{\mu}] \text{ from (17) and (37). The related functionals from (20)–(26) are revised as follows:}
\]

\[
\Gamma_0(t) = \Gamma_1(t) := \gamma(u,t), \quad \Gamma_2(t) := \gamma(\theta_1 + u,t),
\]

\[\text{and}
\]

\[
\Phi^{0}_{\mu^*} = \hat{L}^{-1}_{40} \left\{ \Gamma^* \cdot \mathbb{E} \left[ \frac{(1 - \gamma(u,\sigma))}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] \right\}(t^*)
\]

\[\text{where}
\]

\[
\mathbb{E} \left[ \frac{(1 - \gamma(u,\sigma))}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] = \mathbb{E} \left[ \frac{(1 - \gamma(u,\sigma))}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] \mathbb{E} \left[ \frac{1}{\gamma(u,\tau)} \right],
\]

\[\mathbb{E} \left[ \frac{1}{\gamma(u,\tau)} \right] = \mathbb{E} [e^{\tau t}] = \frac{\lambda}{\lambda + v},
\]

\[\mathbb{E} \left[ \frac{(1 - \gamma(u,\sigma))}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] = \mathbb{E} \left[ \frac{(1 - \gamma(u,\sigma))}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] e^{-(u + \theta_1 + \sigma t)}
\]

\[= \mathbb{E} \left[ (1 - e^{-u \sigma}) e^{-u \theta_1 t} e^{-u \sigma} \cdot e^{-t^* \sigma} \right] \left( \frac{1}{e^{u \sigma}} + \frac{e^{-u t^* \sigma}}{1 - e^{-u t^* \sigma}} \right)
\]

\[= \mathbb{E} \left[ \frac{\gamma(u + \theta_1 + \sigma t)}{\gamma(u,\sigma)} \right] + \mathbb{E} \left[ \frac{\gamma(u,\sigma)}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] \left( 1 - e^{-u t^* \sigma} \right)
\]

\[-\mathbb{E} \left[ \frac{\gamma(u,\sigma)}{\gamma(u,\sigma)(1 - \gamma(u,\sigma) \cdot \gamma(\theta_1 + u,\sigma))} \right] \left( 1 - e^{-u t^* \sigma} \right)
\]

\[= R_1 + R_2 - R_3 - R_4.
\]

To get \(R_1, R_2, R_3, \text{ and } R_4\).
From (52)–(55), we have:

\[ R_1 = e^{-\left(u+v+\theta_1\right)t^*} \left( \frac{\lambda_a}{\lambda_a - u} \right), \]
\[ R_2 = e^{-\left(u+v+\theta_1\right)t^*} \sum_{k=0}^{\infty} \frac{\lambda_a}{\lambda_a + k(u + \theta_1 + v) + k\theta^*} \]
\[ R_3 = e^{-\left(u+v+\theta_1\right)t^*}, \]
\[ R_4 = e^{-\left(u+v+\theta_1\right)t^*} \sum_{k=1}^{\infty} \frac{\lambda_a}{\lambda_a + k(u + \theta_1 + v)} \]

and, from (18),

\[ \Phi^{0}_{\mu,\nu}(0,\theta_1) = \left[ \frac{\lambda_a e^{-\left(u+v+\theta_1\right)t^*}}{\lambda - \nu} \right]_{(r=t^*)}, \]
\[ = \tilde{L}_{\mu\nu}^{-1} \left[ R_1 + R_2 - R_3 - R_4 \right] \left( \frac{\lambda}{\lambda - \nu} \right)_{(r=t^*)} \]
\[ = \tilde{L}_{\mu\nu}^{-1} \left[ \lambda e^{-\left(u+v+\theta_1\right)t^*} \right] + \tilde{L}_{\mu\nu}^{-1} \left[ \sum_{k=0}^{\infty} \frac{\lambda_a}{\lambda_a + k(u + \theta_1 + v) + k\theta^*} \right] - \tilde{L}_{\mu\nu}^{-1} \left[ \lambda e^{-\left(u+v\right)t^*} \right] - \tilde{L}_{\mu\nu}^{-1} \left[ \sum_{k=1}^{\infty} \frac{\lambda_a e^{-\left(u+v+\theta_1\right)t^*}}{\lambda_a + k(u + \theta_1 + v)} \right] \]
\[ = [J_1 + J_2 - J_3 - J_4] \bigg|_{(r=t^*)}, \]

where

\[ J_1 = \tilde{L}_{\mu\nu}^{-1} \left[ \lambda e^{-\left(u+v\right)t^*} \right] = e^{-t^*\theta_1} (e^{\lambda_a(t-t^*)} - 1) (e^{\lambda_a(t-t^*)} - 1) 1_{(t \geq t^*)}, \]
\[ J_2 = \tilde{L}_{\mu\nu}^{-1} \left[ \sum_{k=0}^{\infty} \frac{\lambda_a e^{-\left(u+v+\theta_1\right)t^*}}{\lambda_a + k(u + \theta_1 + v)} \right] = 0, \]
\[ J_3 = \tilde{L}_{\mu\nu}^{-1} \left[ \lambda e^{-\left(u+v\right)t^*} \right] = (\lambda_a e^{-t^*\theta_1}) \left( e^{\lambda_a(t-t^*)} - 1 \right) 1_{(t \geq t^*)}, \]
\[ J_4 = \tilde{L}_{\mu\nu}^{-1} \left[ \sum_{k=1}^{\infty} \frac{\lambda_a e^{-\left(u+v+\theta_1\right)t^*}}{\lambda_a + k(u + \theta_1 + v)} \right] = 0. \]

From (18) and (57)–(61), we have

\[ \Phi^{0}_{\mu,\nu}(0,\theta_1) = [J_1 - J_3] \bigg|_{(r=t^*)} = e^{-t^*\theta_1} (-1 - \lambda_a)(-1), \]
and, from (62),
\[ E \left[ e^{-\theta_1 S_\mu} \right] = (1 + \lambda_a) e^{-t^* \theta_1} \]

From (45), (38) yields
\[ E \left[ S_\mu \right] = \lim_{\theta_1 \to 0} \left( -\frac{\partial}{\partial \theta_1} \right) \Phi_{\mu^*}^0 (0, \theta_1) = t^* (1 + \lambda_a) \]  \hspace{1cm} (63)

The best response is the strategy which produce the most favorable outcome for a player [3]. The best response of player A is the exit index of shooting \( \mu \) and it responds based on the iteration time of other players and the function of the best response of player A is as follows:
\[ E [ \mu (\nu^*) ] = \left\lfloor \lambda_a t^* (1 + \lambda_a) \right\rfloor \]  \hspace{1cm} (64)

As a result of the backward induction, the best response of player A is not related with the iteration cycles of other players.

5. Conclusions

The new type of an antagonistic \( n + 1 \) person stochastic duel game has been studied. In this versatile stochastic duel game, players could have random iterations in the time domain under the one-shooting-to-kill-all condition which allows that each player has exact \( n \) bullets for shooting at once to kill the rest of players. A joint functional of the process has been constructed to analyze the information of decision making parameters which gives the best chance of the player to win the time domain game. The compact closed forms have been obtained and the analytical approach is fully supported to understand the core of the 1-to-\( n \) stochastic duel game by applying into a strategic problem in the blue ocean market cases. Furthermore, the guideline for the mathematical implications for adapting this 1-to-\( n \) duel game in a realistic situation has also been invested in details for future studies.
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