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Abstract—To eliminate the effect of ocean currents when addressing the optimal path in the underwater environment, an intelligent algorithm designed for the unmanned underwater vehicle (UUV) is proposed in this paper. The algorithm consists of two parts: a neural network-based algorithm that deducts the shortest path and avoids all possible collisions; and an adjusting component that balances off the deviation brought by the effect of ocean currents. The optimization results of the proposed algorithm are presented in detail, and compared with the path planning algorithm that does not consider the effect of currents. Results of the comparison prove the effectiveness of the path planning method when encountering currents of different directions and velocities.

Index Terms—current effect, neural network, optimal path planning, unmanned underwater vehicle.

I. INTRODUCTION

ATTENTION has been attracted to the field of undersea exploration for decades due to the abundant resources embedded in the ocean area, such as the biological resources, mineral resources and space resources [1]. Among the technologies that are beneficial for underwater exploration, the unmanned underwater vehicle (UUV) detection is one of the most significant and applicable technologies. To complete the vehicle’s underwater operation, path planning problem of the UUV is worthy of thoroughly studying [4, 5]. Considering the complex condition of the deep-water area, such as the invisibility and irregular obstacles, the ability for the UUV to navigate with an in-time reaction to avoid collisions and address the most optimal path between the starting and ending point, is very important [6]. Generally, the path planning process of the UUV is to start from an initial position, then search the shortest path or in the shortest time to reach the destination [7]. During the searching process all possible obstacles should be avoided. In the underwater environment where ocean currents commonly exist, the UUV may deviate from the desired path due to the effect of currents, thus leading to the wastage of time and energy [8, 9]. For example, the vehicle may navigate along a farther path or consume longer time if the ocean currents come in the direction that drags the vehicle away from the destination.

Various intelligent algorithms have been developed to resolve the optimal path planning problem of the unmanned vehicle in the marine environment for a long time [9-11]. Most of the algorithms are conducted on a grid-based modeling of the environment. The grid-based path planning method was first introduced in the form of the Dijkstra algorithm, where it needs to search all the possible paths, and address the shortest path solution between the origin node and the destination node when the latter is determined [12]. Then A* algorithm is applied on the basis of computing the heuristic cost, which increases the efficiency of the path planning process by largely reducing the searching space [13]. However, few studies have thoroughly considered the effect of environmental disturbances for UUV in the marine area, while most of them limited the discussion on the wind effect on the unmanned aerial vehicle (UAV) [14-17]. The typical marine disturbances, such as the obstacles and currents, are usually distributed irregularly in the environment [18]. This affects the practical application of classic grid-based path planning methods, as they always require a predefined model with all the conditions clarified and hardly changed [6].

Some researchers have refined the A* algorithm by involving the effect of environmental factors such as moving obstacles and ocean currents [6, 19]. They provide a feasible method for the vehicle to maintain safety and efficiency when tracking the desired path, yet they only discuss the application of the unmanned surface vehicle (USV), which is not highly applicable to the case of UUV path planning. The limited speed and undersea working place of the UUV make the planning process demanding on the real-time feedback from the environment and give reactions accordingly [20]. To systematically analyze the effect of ocean currents in underwater path planning, Mengxue and his colleagues have developed a flow field partition method to extract the key fluid influence of the ocean currents [21]. They partition the dynamic flow field into a static partition of uniform flow, which simplifies the computation of complex states of the currents. Evolutionary algorithm (EA) has been applied in the underwater path planning problem to tackle the real-time feedback of the environmental disturbances, as the method...
can refine the optimization with the changing influence simultaneously \cite{5, 22, 23}. However, EA usually requires higher computation complexity and larger amounts of data inputs \cite{24}. The bio-inspired neural network algorithm has been raised in recent years for planning the optimal path in the marine system. Compared with A* and EA methods, it satisfies the requirements of both in-time feedback to the changing environment and acceptable computation complexity. The bio-inspired neural network algorithm continuously updates the state of neurons by transmitting the information through the network to give an instant reaction, and reduces the complexity by limiting the searching area in a certain range \cite{25, 26}.

In this paper an intelligent algorithm based on the bio-inspired neural network algorithm for UUV path planning in the currents-affected marine environment is proposed and analyzed. By combining the neural network theory with the optimization by the distance and driving direction, the shortest path without collisions can be addressed. Meanwhile the algorithm that balances off the deviation induced by the effect of currents is added. Simulation results are illustrated in detail and comparisons for algorithms with or without considering the existence of ocean currents are also presented.

II. THE PROPOSED PATH PLANNING ALGORITHM DESIGN

In this section, the modeling of the underwater environment is first presented. Then the proposed neural network for 2D and 3D modeling environment are defined, with the optimal path addressed by its transfer function. After that, the current effect elimination process is described and combined with the pre-defined neural network to form the final current effect-eliminated algorithm.

A. Modeling of the underwater environment

In this paper, the environment for the UUV is first considered as a 2D grid map, consisting of square cells of the same size (Fig. 1). The cells are decomposed as small enough to represent only two conditions: fully occupied by obstacles or not. The color of the cell represents its occupied condition, where black cells represent the existence of the obstacles and the vehicle cannot pass. To address the exact position of the vehicle during the planning process, a 2D coordinate system is established for the map. The side length of each cell is defined as one unit of the system.

Therefore each cell is assigned with a specific coordinate value for helping reduce the calculation complexity when building the neural network.

B. Building the neural network

In this section, the neural network models are established in both two dimensional and three dimensional conditions, based on the pre-defined grid-based coordinates.

1) 2D Neural Network: A 2D neural network is built on the 2D grid coordinate system modeled in the previous section (Fig. 2). Each cell is considered as a neuron of the neural network correspondingly, e.g. the $i^{th}$ cell represents the $i^{th}$ neuron. Each neuron can pass its information to the eight neighboring neurons, within the receptive range shown in Fig. 2. In other words, once a neuron is activated, its eight neighboring neurons are waited to be activated and receive the corresponding information. Then one of the neighboring neurons is activated and excites the next activation loop. This exactly corresponds to the path planning process of the UUV on the 2D grid map. When the vehicle reaches a cell, one of its eight neighboring cells will be the next location on the path. The choice of the next activated neuron as well as the next location cell is based on the intelligent algorithm raised in the following section.

Fig. 2. The 2D neural network.

2) Extending to 3D Neural Network: On the basis of the 2D grid-based neural network, a third dimension is introduced to establish the model of the path planning problem, which exactly corresponds to the practical case (see Fig. 3). Similarly, in the 3D neural network, each cube represents a neuron. The information each neuron carries can be passed to the 26 neighbouring neurons (in the white ball) that belong to the 26 cubes around it. The receptive range is determined by a sphere of $\sqrt{2}$ radius that centered at each neuron, covering the 26 neighbouring neurons (in the grey sphere).

Fig. 3. The 3D neural network (current neuron: (2,2,2)).
One of the 26 neighbouring cubes will be the next location for the vehicle, which is chosen according to the neural network-based algorithm given in the paper.

C. Current effect-eliminated Bio-inspired Neural Network Path Planning (CBNNP) Algorithm Design

Established on the grid-based neural network model introduced in previous sections, the current effect-eliminated bio-inspired neural network path planning algorithm (CBNNP) is proposed. The CBNNP algorithm consists of two parts: (1) a bio-inspired neural network path planning (BNNP) algorithm component that deducts the optimal path by avoiding all the obstacles; (2) a correcting component that eliminates the deviation brought by the effect of ocean currents.

1) Bio-inspired Neural Network Path Planning (BNNP) Algorithm: The intelligent path planning algorithm can be derived based on the modeled 2D grid coordinates and the corresponding neural network. The operating mechanism of the algorithm is to deduct the optimal path that composed by the continuous coordinates of the vehicle movement. A discrete-time Hopfield-type neural network algorithm is applied to conduct the program to address the most optimal path [27]. The starting and the ending positions are known, and the position and size of the obstacles are set randomly. Dynamic parameters such as the desired velocity value of the vehicle $v_{d}$ are given. More importantly, the direction and the velocity of the currents $v_{cur}$ are also known at the beginning. The dynamic model of the algorithm is described as

$$a_i(t + 1) = g(a_j(t) + e^{(-||i-D||)} + I_i)$$  \hspace{1cm} (1)

where $a_i(t+1)$ is the neural activity of the $i^{th}$ neuron at the time $t+1$; $a_j(t)$ is the neural activity of the $j^{th}$ neuron at the time $t$.

Under the 2D condition, the number $i$ ranges from 1 to 8, which represents the eight neurons around the excited $j^{th}$ neuron within the receptive scope defined in the previous section (Fig. 2). Under the 3D condition, the number $i$ ranges from 1 to 26, which represents the twenty-six neurons around the excited $j^{th}$ neuron within the receptive scope defined in Fig. 3. Moreover, $||i-D||$ is the Euclidean distance between the $i^{th}$ neuron and the destination D. The transfer function $g(x)$ is

$$g(x) = \begin{cases} 
-1, & x < 0 \\
+1, & x \geq 0 
\end{cases}$$  \hspace{1cm} (2)

where $k_g$ is a constant that ranges from 0 to 1.

The external input to the $i^{th}$ neuron $I_i$ is determined based on the obstacle occupied condition and the searched status of the current neuron as

$$I_i = \begin{cases} 
-1, & \text{if obstacles} \\
0, & \text{if covered} \\
+1, & \text{if uncovered} 
\end{cases}$$  \hspace{1cm} (3)

Under the 2D condition, each time when the vehicle is trying to address its next position, the 8 units around it will be considered as the next possible transferring neurons. Their coordinates can be represented by the addition or subtraction of 1 from the vehicle’s current coordinate. Under the 3D condition, the twenty-six cubes around the current neuron will be the next possible local solution.

2) Elimination of the Current Effect: The choice of the next position along the ideal path is based on the current position of the vehicle. In other words, the optimal path is formed step by step in the unit of a grid. Therefore, the effect of the ocean currents can be discretized in the unit of grids, as given in Fig. 4. It is clearly shown that the difference between the direction of the ocean currents velocity $v_{cur}$ and the direction of the vehicle’s desired velocity $v_{d}$ obviously affect the sailing trajectory of the vehicle at each position, thus resulting into the large deviation from the optimal path after the accumulation.

To eliminate the deviation, a third party velocity vector given by the vehicle, the planned velocity vector $v_{plan}$ is derived, based on the parallelogram law (see Fig. 4(b)). According to the parallelogram law, summation of $v_{cur}$ and $v_{plan}$ results into $v_{d}$, which allows the vehicle to drive along the desired direction with the desired velocity. The currents velocity vector $v_{cur}$ is obtained from the environment. Specific direction of the desired velocity vector $v_{d}$ is derived by the optimal path, based on the intelligent path planning algorithm raised in this paper. Additionally, the size of $v_{d}$ is set at the beginning.

As the size of $v_{d}$ and $v_{cur}$ are known, according to the grid-based coordinate system, suppose the coordinates of $v_{d}$ is $(x_d, y_d)$, and the $v_{cur}$ is $(x_{cur}, y_{cur})$, the position of the planned velocity vector $v_{plan}$ can be addressed by these coordinates based on the parallelogram law as (see Fig. 4(b))

$$v_{plan} : (x_d - x_{cur}; y_d - y_{cur})$$  \hspace{1cm} (4)

![Fig. 4. Elimination of the ocean current effect by introducing the third party vector $v_{plan}$ in the 2D modeling. (a) deviation induced without $v_{plan}$; (b) no deviation with $v_{plan}$.

When extending to the 3D model, similar mechanism is applied where the third party velocity vector $v_{plan}$ is introduced, with an extra dimension added (see Fig. 5(b)). According to the parallelogram law, $v_{plan}$ balances off the effect brought by the ocean currents vector $v_{cur}$ and finally gives the summation result of the desired velocity vector $v_{d}$ to follow the optimal planning path. Precise directions
Path Planning (CBNNP) Algorithm: The two separately designed components are combined together to obtain a final path planning algorithm that eliminates the current effect and sustains at the optimal path solution. The desired velocity and direction computed by the neural network algorithm at each position is passed to the elimination component to plan the velocity and direction the UUV should produce. The planned velocity and direction guarantee the vehicle to navigate along the optimal path by eliminating the current effect neuron by neuron, thus providing a robust and efficient path planning result for the UUV. The pseudocode for realizing the algorithm is given in Algorithm 1.

\[ \mathbf{v}_{\text{plan}} : (x_d - x_{\text{cur}}, y_d - y_{\text{cur}}, z_d - z_{\text{cur}}). \]

Therefore \( \mathbf{v}_{\text{plan}} \) is derived to complete the elimination of the ocean current effect in the 3D environment.

Fig. 5. Elimination of the ocean current effect by introducing the third party vector \( \mathbf{v}_{\text{plan}} \) in 3D modeling. (a) deviation induced without \( \mathbf{v}_{\text{plan}} \); (b) no deviation with \( \mathbf{v}_{\text{plan}} \).

3) Current Effect-eliminated Bio-inspired Neural Network Path Planning (CBNNP) Algorithm: The two separately designed components are combined together to obtain a final path planning algorithm that eliminates the current effect and sustains at the optimal path solution. The desired velocity and direction computed by the neural network algorithm at each position is passed to the elimination component to plan the velocity and direction the UUV should produce. The planned velocity and direction guarantee the vehicle to navigate along the optimal path by eliminating the current effect neuron by neuron, thus providing a robust and efficient path planning result for the UUV. The pseudocode for realizing the algorithm is given in Algorithm 1.

Algorithm 1: CBNNP algorithm

Input: \( \mathbf{v}_d \): direction and size of the desired velocity vector (coordinates of the vector) \( \mathbf{v}_{\text{cur}} \): direction and size of the current velocity vector (coordinates of the vector) \( O \): position of the Origin (coordinates of the origin neuron) \( D \): position of the Destination (coordinates of the destination neuron)

Output: A set of neurons with their corresponding positions (the optimized path) For activity of each neuron \( a_t \) along the path starting from the origin \( O \) For the \( 8 \) (2D for 3D condition) neurons around the current neuron Activity of the next possible neuron \( a_t(t + 1) = g[a_t \times \mathbf{e}^{-(||\mathbf{D}_t - \mathbf{t}_l||/\mathbf{D}_{\text{h}} + 1)] \)

Pick and record one of the eight neurons who has the highest activity of \( a_t(t + 1) \) as the next neuron along the optimal path Obtain \( \mathbf{v}_{\text{plan}} \) based on \( \mathbf{v}_d \) and \( \mathbf{v}_{\text{cur}} \) (Eqs. (4) and (5))

Add \( \mathbf{v}_{\text{plan}} \) to the navigation and complete the elimination of the current effect at the current step

End until reach the destination \( D \)

III. SIMULATION RESULTS AND ANALYSIS

In this section, the path planning simulation results of the CBNNP are given under the conditions of different obstacle occupied ratios, currents of different directions and of different velocities. The simulation results of the BNNP algorithm that does not eliminate the effect of the ocean currents are also illustrated, and compared with the results controlled by the CBNNP algorithm. The distances of paths derived by both algorithms are listed and compared.

A. 2D Simulation Results

The path planning simulation results in the two-dimensional model of the CBNNP and the BNNP algorithm are given and analyzed in this section. The origin node lies at (2,1), while the destination node is at (9,9), which is to check the effectiveness of the CBNNP algorithm in a grid map of size 10 × 10. Initially, the desired velocity of the vehicle is set at 1 m/s to work as a standard for all the simulation. The velocity of the static currents is set at 0.05 m/s. The constant coefficient \( k_g \) is 0.5. The marks on the given figures all follow the same set of definitions.

1) Results under Currents of Different Directions: In this section, currents of 0°, 45°, 90° and 135° counterclockwise are applied to assess the effect of the fluid flow on the 2D map when tracking the path from the left bottom to the right bottom. The results of BNNP algorithm (in orange) have shown obvious deviations from the optimal planning path (see Fig. 7). Once the direction of the ocean currents changes, the deviation of the orange curve changes accordingly. For example, when the direction of the ocean currents is closer to the heading direction to the destination node, the deviation of the orange curve appears to be smaller due to the fact that the currents offers the vehicle more assistance to reach the destination (see Fig.s 7(a) and 7(b)). On the other hand, when the direction of the ocean currents gets farther from the vehicle’s supposed heading direction, the deviation becomes larger and follows the direction of the currents (Fig.s 7(c) and 7(d)). Under the cases where \( \theta_{\text{cur}} \) is more than 90° from the heading direction, the vehicle deviates at the earlier stage, and cannot reach the destination within the size of this given map. At the same time, even under the existence of the ocean currents, the paths given by the CBNNP algorithm (in black line) all appear to have the shortest distance from the origin node to the destination node, and avoids all the possible obstacles on the map. Moreover, the CBNNP algorithm also successfully avoids the possibility of bumping into underwater obstacles (in yellow star) that may induce uncontrollable deviations if the effect of the ocean currents is not eliminated (Fig.s 7(c) and 7(d)).

The distances of the paths controlled by the CBNNP and the BNNP algorithm are listed in Table I, with different directions of the currents applied. In general, the CBNNP algorithm performs a better result, where a robust sailing path is guaranteed due to the unchanged distances and all
Fig. 6. Schematic of the proposed optimal path planning method designed for the UUV in the underwater environment.

Table I. 2D Moving Results of the Two Path Planning Algorithms under Currents of Different Directions
(Unit: m, C: Collision, F: Fail to reach the destination.)

| Algorithms | Direction of Currents (°) | 0   | 45  | 90  | 135 | 180 |
|------------|----------------------------|-----|-----|-----|-----|-----|
| CBNNP      | 10.8995                    | 10.8995 | 10.8995 | 10.8995 | 10.8995 |
| BNNP       | 11.1512                    | 11.2855 | C       | C & F | C & F |

Fig. 7. 2D comparison results of the paths given by the CBNNP algorithm and the BNNP algorithm under currents of different directions. Direction of the currents (all counterclockwise): (a) 0°; (b) 45°; (c) 90°; (d) 135°.

2) Results under Currents of Different Velocities: Considering the complex fluid status of the ocean currents when appearing underwater, the simulation results of the UUV path planning under the currents of different velocities are also illustrated. Same origin, destination position, \( v_d \) and \( k_g \) are applied as the previous simulation, except the velocities of the currents are separately set at 0.05 m/s, 0.2 m/s, 0.5 m/s and 0.8 m/s and meanwhile the current direction is set at 0° counterclockwise for all cases to make a more direct comparison. It is obviously shown that the paths produced by the BNNP algorithm (in orange) deviate with the velocity of the currents (see Fig. 8). When the currents velocity increases, the deviation enlarges. The path given by the
TABLE II. 2D Moving Results of the Two Path Planning Algorithms under Currents of Different Velocities
(Unit: m, C: Collision, F: Fail to reach the destination.)

| Algorithms | Velocity of Currents(m/s) |
|------------|---------------------------|
|            | 0.05 | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  | 0.8  | 0.9  |
| CBNNP      | 10.8995 | 10.8995 | 10.8995 | 10.8995 | 10.8995 | 10.8995 | 10.8995 | 10.8995 | 10.8995 | 10.8995 |
| BNNP       | 11.1512 | F   | C & F | C & F | C & F | C & F | C & F | C & F | C & F | C & F | F   |

CBNNP algorithm successfully sustains at the most optimal solution, even under currents of high speed (Fig. 8(d)). Therefore, the CBNNP algorithm realizes the elimination of the current effect in the underwater environment with dynamic currents of different directions and velocities.

According to the data of path distances illustrated in Table II, when the currents velocities increase, the path distance given by the CBNNP algorithm always sustains at the value of 10.8995, promising the robust optimal path planning result of the UUV. The paths under the control of the BNNP algorithm consume longer distance than the CBNNP algorithm (velocity of 0.005 m/s). This proves the inevitable effect of the ocean currents on the vehicle, where larger consumption of energy is needed to complete the path from the origin to destination. When the currents velocity becomes larger, the vehicle cannot accomplish the navigation to the destination, with large deviations and abrupt collisions (velocity of 0.2-0.8 m/s). The unpredictable failure of the BNNP method demonstrates the requirement of eliminating the ocean current effect, which is successfully achieved by the CBNNP algorithm.

The path planning results under the dynamic ocean currents with continuous changing velocities and directions are presented in Fig. 9. The path of the BNNP algorithm (in orange) vibrates fiercely with the currents flowing tendency, and finally out of control before reaching the destination (see the top-right part in Fig. 9). The CBNNP algorithm retains the most optimal path (in black line) throughout the whole process neglecting the dynamically changing currents. This proves the effectiveness of the CBNNP algorithm for eliminating the influence of the velocity of currents and successfully drives and tracks the most optimal path between the supposed origin and the destination.

3) Results under Different Obstacle Occupied Ratios:
As the underwater obstacles are distributed randomly in both size and position, path planning simulation results of different obstacle occupied ratios are chosen to evaluate the effectiveness of the CBNNP algorithm. The obstacle occupied ratio refers to the approximate ratio between the size of all obstacles and the size of the map. Same origin, destination position, \( v_d \), \( v_{cur} \) and \( k_g \) are applied as the previous simulation. The direction of the ocean currents are all set at 135° counterclockwise when the obstacle occupied ratio varies.

![Fig. 9](image9.png)

Fig. 9. 2D comparison results of the paths given by the CBNNP algorithm and the BNNP algorithm under dynamic currents. \( v_{cur} \): velocity of currents.

![Fig. 10](image10.png)

Fig. 10. 2D comparison results of the paths given by the CBNNP algorithm and the BNNP algorithm under different obstacle occupied ratios: (a) 20% obstacles; (b) 40% obstacles; (c) 60% obstacles.

When the obstacle occupied ratio increases, the deviation of paths of the BNNP algorithm (in orange) performs the same increasing tendency (see Fig. 10). The optimal path is planned based on a continuous chain of excited neurons, where each neuron is chosen based on its previous neuron.
Fig. 11. 3D comparison results of the paths given by the CBNNP and the BNNP algorithm under currents of different directions.

TABLE III. 3D Moving Results of the Two Path Planning Algorithms under Currents of Different Directions (Unit: m, C: Collision, F: Fail to reach the destination.)

| Degree to X-Y plane | 45 | 45 | 45 | 45 | 45 | 0 | 90 | 135 | 180 |
|---------------------|----|----|----|----|----|---|----|-----|-----|
| Degree to X-Z plane | 0  | 45 | 90 | 135| 45 | 45| 45 | 45  | 45  |
| CBNNP               | 13.5386 | 13.5386 | 13.5386 | 13.5386 | 13.5386 | 13.5386 | 13.5386 | 13.5386 | 13.5386 |
| BNNP                | C & F | C & F | C & F | C & F | C & F | F | F  | 16.3335 | F   |

Once the deviation is produced, the current neuron will create error messages that hold the wrong location information when passing it to the following neurons, thus leading to the accumulating deviation from the optimal path. Meanwhile, the deviated paths perform more failures of avoiding the underwater obstacles (in yellow stars) as the obstacle occupied ratio increases. The CBNNP algorithm has the capability of correcting the location errors to keep the vehicle driving along the optimal path with the desired velocity and the desired heading direction, by deriving the corresponding velocity and direction that should be given by the vehicle. When the obstacle ratio increases, the paths controlled by the CBNNP algorithm show a satisfactory performance in avoiding all the obstacles, and the change of the obstacle distribution does not affect the accuracy of the CBNNP algorithm.

B. 3D Simulation Results

Considering the fact that the underwater environment is of three dimensions, the 3D simulation results of the CBNNP and the BNNP methods are demonstrated in this section. The origin is set at (2,1,1) while the destination lies at (9,9,9). Velocity value of $v_d$ is assigned as 1 m/s and $v_{cur}$ is 0.05 m/s. Coefficient $k_g$ is 0.5. The direction of the ocean currents is determined by two degrees, one is the degree to the X-Y plane, and the other is the degree to the X-Z plane. The size of the 3D map is $10 \times 10 \times 10$. The marks on the given figures all follow the same set of definitions.

1) Results under Currents of Different Directions: The result of the CBNNP algorithm (in blue line) successfully completes the optimal path between the origin and the destination, and meanwhile avoids all the possible obstacles (in tetrahedron) distributed in the three-dimension space. The BNNP algorithm (in orange) produces deviations throughout the whole process, and finally fails to reach the destination in most cases. In the cases where the path controlled by the BNNP algorithm reaches the destination (see Fig. 11(g)), the distance it traveled is much longer than the path given by the CBNNP algorithm. The trajectory of the vehicle shown by the BNNP method also presents the deviation following the direction of the currents (see Fig. 11(g)). This illustrates that the existence of the ocean currents affects the optimization of the underwater path planning, bringing more unpredictability.
TABLE IV. 3D Moving Results of the Two Path Planning Algorithms under Currents of Different Velocities
(Unit: m, C: Collision, F: Fail to reach the destination.)

| Algorithms | Velocity of Currents(m/s) | 0.05 | 0.1  | 0.2  | 0.3  | 0.4  | 0.5  | 0.6  | 0.7  | 0.8  | 0.9  |
|------------|--------------------------|------|------|------|------|------|------|------|------|------|------|
| CBNNP      |                          | 13.386 | 13.386 | 13.386 | 13.386 | 13.386 | 13.386 | 13.386 | 13.386 | 13.386 | 13.386 |
| BNNP       |                          | 13.9122 | F  | F  | F  | F  | C & F | F  | F  | F  | F  |

and energy consumption. Comparison results of the two algorithms drives the conclusion that the CBNNP is capable of accomplishing the optimal path planning by eliminating the current effect in the 3D environment, which supports the application of the CBNNP algorithm in the practical case of the UUV.

The 3D path distance results are listed in Table III. Direction of currents in the 3D space is determined by its counterclockwise degree to the X-Y plane and to the X-Z plane. Compared to the results of the BNNP method, the paths given by the CBNNP algorithm all keep the vehicle navigate along the most optimal path, where the shortest distance is achieved. Under the control of the BNNP algorithm, the vehicle fails to reach the destination in most cases due to the inevitable deviation brought by the ocean currents. Additionally, longer distances are required for the BNNP method though it can reach the preset destination, which consumes more energy for the diving vehicle.

2) Results under Currents of Different Velocities: Comparison of the path planning results given by the CBNNP (in blue line) and the BNNP (in orange) algorithms under different currents velocities are presented in Fig. 12, where the currents direction is 0° to the X-Y plane and 45° to the X-Z plane. The vehicle controlled by the CBNNP algorithm sustains its trajectory along the most optimal path, neglecting the change of the velocity. It is obvious that the rate of the flow does not influence the optimization of the vehicle navigation, and all the possible obstacles are avoided under the CBNNP algorithm. However, for the BNNP algorithm, with the increment of the currents velocity, the paths it deducted never reach the destination and their deviation increases accordingly. The increasing deviation adds more unpredictability to the path planning, thus leading to the failure of the navigation and meanwhile consumes more time and energy to complete the operation.

The moving distance of the two algorithms under the currents of different velocities are listed in the Table IV, where the direction of the currents are 0° to the X-Y plane and 45° to the X-Z plane. The same distance data given by the CBNNP algorithm for different currents velocities proves that the vehicle successfully accomplishes the most optimal path between the origin and the destination with the shortest length, regardless of the flow rate. While the BNNP algorithm fails to reach the destination in most cases, and the deviation rises due to the uncertainty brought by the increasing currents velocity. Even under the case controlled by the BNNP algorithm where the vehicle reaches the destination (see case of 0.05 m/s), the distance it traveled performs longer than the path given by the CBNNP algorithm, which supports the effectiveness of this refined algorithm.

![Fig. 12. 3D comparison results of the paths given by the CBNNP and the BNNP algorithm under currents of different velocities: (a) 0.05 m/s; (b) 0.2 m/s; (c) 0.5 m/s; (d) 0.8 m/s.](image)

IV. CONCLUSION

In this paper, the problem of optimal path planning under the effect of ocean currents for the UUV is discussed. A bio-inspired neural network-based intelligent algorithm (CBNNP) is proposed to avoid collisions and eliminate the effect of currents. The path planning process is affected by currents of different directions and different velocities, where inevitable deviations are created and lead to the failure to follow the desired optimal path. Therefore, the CBNNP algorithm adds an adjusting component based on the parallelogram law, where it deducts the actual velocity and direction that the UUV should provide to balance off the deviation brought by the current effect step by step. The simulation results show that the CBNNP algorithm successfully eliminates the effect of ocean currents and avoids all possible collisions, neglecting the change of currents or the distribution of obstacles. This proves the effectiveness of the CBNNP algorithm in planning the optimal path for a UUV in the typical underwater environment, and meanwhile achieves lower energy consumption for the vehicle compared to the conventional method.
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