The impact of spatio-temporal travel distance on epidemics using an interpretable attention-based sequence-to-sequence model
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Abstract

Amidst the COVID-19 pandemic, travel restrictions have emerged as crucial interventions for mitigating the spread of the virus. In this study, we enhance the predictive capabilities of our model, Sequence-to-Sequence Epidemic Attention Network (S2SEA-Net), by incorporating an attention module, allowing us to assess the impact of distinct classes of travel distances on epidemic dynamics. Furthermore, our model provides forecasts for new confirmed cases and deaths. To achieve this, we leverage daily data on population movement across various travel distance categories, coupled with county-level epidemic data in the United States. Our findings illuminate a compelling relationship between the volume of travelers at different distance ranges and the trajectories of COVID-19. Notably, a discernible spatial pattern emerges with respect to these travel distance categories on a national scale. We unveil the geographical variations in the influence of population movement at different travel distances on the dynamics of epidemic spread. This will contribute to the formulation of strategies for future epidemic prevention and public health policies.
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1 Introduction

Since the commencement of the 21st century, the salience of infectious diseases within the ambit of public health discourse has burgeoned [1–3], and we have borne witness to several profound pandemics that have exerted significant societal and economic impacts [4], with COVID-19 serving as a prominent illustration. Although the peak of the pandemic has passed, its long-lasting impact remains significant. Reflecting on COVID-19 and its consequences is instrumental in future public health preparedness and control efforts.

Since March 2020, the world has been grappling with the global pandemic of the novel coronavirus disease (COVID-19), declared by the World Health Organization (WHO) [5]. This unprecedented crisis has continued to wreak havoc across the globe, with far-reaching consequences. By November 13, 2021, the United States alone had reported over 47 million cumulative confirmed cases and 0.76 million total deaths, accounting for a staggering one-fifth of all global confirmed cases and one-seventh of total global deaths [6]. In response to this dire situation, public health authorities around the world initiated stringent measures in the early stages of the pandemic to curb its spread. For instance, on March 19, 2020, California implemented a “stay home except for essential needs” order [7]. However, as time passed, we witnessed a gradual resurgence in mobility, approaching levels reminiscent before SARS-CoV-2 emerged [8].

According to data from the Bureau of Transportation Statistics (available at: https://www.bts.gov/daily-travel), people engage in various travel distances when not confined to their homes, spanning from trips shorter than 1 mile to journeys exceeding 500 miles. In the years 2019 and 2020, more than 16 billion and approximately 12 billion individuals embarked on journeys, respectively. Nevertheless, as of December 2021, the total number of trips had stabilized at around 15.2 billion. To facilitate a clearer understanding of these travel patterns, we have grouped the diverse travel distances into four distinct classes, based on three geographical scales, 1 mile, 50 miles, and 250 miles. These categories encompass trips shorter than 1 mile, those spanning between 1 and 50 miles, journeys between 50 and 250 miles, and finally, trips exceeding 250 miles. We refer to these as “community-level”, “county-level”, “in-state-level”, and “out-state-level” travel distances, respectively [8]. In this context, our study meticulously observes the daily fluctuations in these travel patterns across the United States, spanning the period from 2019 to 2021.

Figure 1 illustrates the daily fluctuation in travel patterns for various travel distances from 2019 to 2021. The change in travel distance is quantified as the relative difference in the daily number of individuals traveling within each travel distance class, compared to the corresponding periods in 2019, 2020, and 2021. Notably, starting from March 2020, the number of people taking trips across all travel distances began to decline. However, a distinct trend emerged for “county-level” travel distances (ranging from 50 to 250 miles) as they gradually increased after May 2020 when compared to the same periods in 2019. Intriguingly, the number of people taking “community-level” trips (distances less than 1 mile) experienced a nearly year-long decline, from March 2020 to February 2021, before returning to pre-pandemic levels after February 2021. This suggests that people progressively resumed their daily routines during
2021, reflecting a unique nationwide change pattern in travel behavior across various distances.

This change in travel distance serves as a proxy for mobility shifts and the effectiveness of travel restrictions in slowing the transmission of the virus. Numerous studies have emphasized that reducing mobility can effectively curb transmission by lowering the effective reproduction number of the virus [9–11]. For instance, Chinazzi et al. [12] simulated different levels of travel reduction to assess their impact on mitigating the epidemic in China. Additionally, researchers have constructed mobility networks to model lockdown-induced changes in Germany [13] and simulate the effects of movement restrictions in France, Italy, and the UK [14]. Both epidemiological models and mobility networks underscore the benefits of reducing mobility. However, a critical question remains unanswered: which class of travel distance has the most significant impact on epidemic spread, and does the spatio-temporal distribution of travel distance affect both confirmed cases and deaths? The daily travel data, which records various travel distances at the county level throughout the United States, provides a unique opportunity to model the influence of different travel distances on epidemic trajectories.
In the realm of emerging science, deep learning has demonstrated remarkable performance across various domains [15–18]. In the context of COVID-19 prediction, several sequence-based deep learning methods have achieved high prediction accuracy [19–21]. For instance, Alassafi et al. [22] compared and evaluated the performance of different prediction models for forecasting COVID-19 cases, recoveries, and deaths, achieving high accuracy in 7-day predictions. However, most of these methods rely solely on sequential deep learning models to predict future epidemic trajectories, which lack interpretability [23, 24]. Moreover, these approaches often overlook the geographic information, which significantly influences prediction and analysis results [21, 25]. Furthermore, existing deep learning studies typically analyze and forecast at the state or national level, without delving into smaller county-level modeling [23, 24].

In light of these limitations, our study introduces county-level travel distance patterns into sequence-based deep learning to elucidate the qualitative effects of population mobility on epidemic spread. We propose an encoder-decoder model to elucidate the interplay between different travel distances and the spatio-temporal spread of COVID-19. To offer a data-driven approach that not only enhances sequence forecasting accuracy but also provides interpretable insights into travel patterns, we employ the sequence-to-sequence framework [18] coupled with attention mechanisms [26]. It takes into account the sequence of epidemic trajectories, historically confirmed cases and deaths, and the number of people traveling at various distances as inputs. Additionally, we incorporate geographical information, including latitude and longitude [21], and state-level information to predict the future trajectory of COVID-19 cases and deaths. Our primary objective is to uncover the relationship between travel patterns and new cases and deaths, with a specific focus on understanding which class of travel distance plays a more significant role in driving epidemic spread. Consequently, our work aims to provide an intuitive understanding of travel patterns and their impact on predicting and interpreting the course of the epidemic across different time periods and regions of the United States. This information holds significant implications for policymakers striving to refine and tailor COVID-19 mobility regulations.

2 Method

2.1 Data Sources

We collected daily records of new confirmed COVID-19 cases and deaths, commencing from the day when patients were first confirmed in each affected county within the United States, and continued this data compilation until November 13, 2021. The primary source for our epidemic data is The New York Times [6]. Concurrently, we gathered daily data pertaining to the population’s travel behavior, categorizing it into four distinct classes based on travel distances. This travel data was collected contemporaneously with the epidemic data and can be accessed at the following link: https://www.bts.gov/daily-travel from all 3,118 counties in the 50 states of the United States. Additionally, we extracted geographical information, including longitude and latitude, for each affected county from the Census TIGER 2000 dataset [27].
2.2 Data Utilization

In our endeavor to evaluate the efficacy of our proposed model, we adopted a randomized division of the 3,118 counties into two sets: training counties and test counties, maintaining a ratio of 4:1 between them. We initiated the validation of our model from the very first day when confirmed cases were officially reported within a county in the United States, continuing this validation process until November 13, 2021. Consequently, we projected the trajectories of COVID-19 cases and deaths for the last 7 days and 30 days leading up to November 13, 2021.

To facilitate the understanding of our data utilization process, we present a graphical representation in Figure 2. In this representation, each county’s data is illustrated by a combination of red and green bars. These bars collectively depict the entire duration from the day when cases were first reported in a county in the United States to November 13, 2021. Blue bars within this representation correspond to observed data, encompassing cases, deaths, and data related to the four classes of travel distances, captured over 30-day intervals. The yellow bars represent the subsequent 7-day or 30-day projections for cases and deaths within a county. The final yellow bar signifies the conclusion of the last 7-day or 30-day data point for COVID-19 before November 13, 2021. While the commencement times vary for each county’s data, the termination point is the same, resulting in different total input data lengths for each county.

![Fig. 2 The data utilization structure in our proposed model.](image)
The expression for the inputs of the epidemic data \((E)\) is expressed as:

\[
X^{(E)}_{..k} = \left( \begin{array}{cccc}
\cdots & \cdots & \cdots & \cdots \\
X_{1,k}^{(cases)} & \cdots & X_{30,k}^{(cases)} & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
X_{N-37,k}^{(cases)} & \cdots & X_{N-8,k}^{(cases)} & \cdots \\
\end{array} \right)
\left( \begin{array}{cccc}
X_{1,k}^{(deaths)} & \cdots & X_{30,k}^{(deaths)} & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
X_{N-37,k}^{(deaths)} & \cdots & X_{N-8,k}^{(deaths)} & \cdots \\
\end{array} \right)
\]

\(T \times 60, \ k = 1, 2, \ldots K,\)

where \(N\) is the length of the training period, \(T = N - 30\), and \(K\) is the total number of counties. \(x_{i,k}^{(cases)}\) represents the new confirmed cases, and \(x_{i,k}^{(deaths)}\) represents the new deaths on the corresponding date. For instance, when \(i = 1\), it corresponds to the first day when the confirmed cases were officially reported in a county. These new confirmed cases and deaths give rise to 60 historical epidemic variables as the first part of the input data, which form the first part of the input data.

Besides, we define the travel distance data \((D)\) as:

\[
D^{..k} = \left( \begin{array}{cccc}
d_{1,1,k} & d_{1,2,k} & d_{1,3,k} & d_{1,4,k} \\
\vdots & \vdots & \vdots & \vdots \\
d_{N,1,k} & d_{N,2,k} & d_{N,3,k} & d_{N,4,k} \\
\end{array} \right)
\]

\(N \times 4, \ k = 1, 2, \ldots K,\)

where the columns of \(D^{..k}\) represent the number of individuals taking trips at different travel distance categories: “community-level” (less than 1 mile), “county-level” (between 1 mile and 50 miles), “in-state-level” (between 50 miles and 250 miles), and “out-state-level” (over 250 miles). These four travel distance variables constitute the second part of the input data.

For a 7-day prediction, the corresponding predicted cases and deaths are represented as:

\[
Y_{k} = \left( \begin{array}{cccc}
x_{31,k}^{(cases)} & \cdots & x_{37,k}^{(cases)} & \cdots \\
\vdots & \cdots & \cdots & \cdots \\
x_{N-7,k}^{(cases)} & \cdots & x_{N,k}^{(cases)} & \cdots \\
\end{array} \right)
\]

\(T \times 14, \ k = 1, 2, \ldots K,\)

2.3 S2SEA-Net

In our approach, we utilize the past 30-day epidemic data, which includes new cases and deaths, in conjunction with the corresponding 30-day travel distance data to predict future trajectories of COVID-19 for both 7 and 30-day intervals. Our fundamental model employs a sequence-to-sequence framework based on an encoder-decoder structure, with Long Short-Term Memory (LSTM) [17] as the base building block. The LSTM structure consists of a cell state \(c_t\), an input gate \(i_t\), a forget gate \(f_t\), and an output gate \(o_t\). Given a sequence of multivariate variables \(\{x_1, x_2, \ldots, x_t\}\), where
Given $x_t \in \mathbb{R}^d$, we calculate the hidden state $h_t$ as follows:

\[
\begin{align*}
\text{in}_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i) \\
\text{ft}_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f) \\
\text{ot}_t &= \sigma(W_o x_t + U_o h_{t-1} + b_o) \\
\tilde{c}_t &= \tanh(W_c x_t + U_c h_{t-1} + b_c) \\
c_t &= \text{ft}_t \odot c_{t-1} + \text{it}_t \odot \tilde{c}_t \\
h_t &= \text{ot}_t \odot \tanh(c_t)
\end{align*}
\]

where $\sigma$ and $\odot$ denote the sigmoid function and element-wise multiplication, respectively. In this context, $x_t$ is defined as $\text{Concat}(X_{t,k}^{(E)}, \text{Attention}(D_{t,k}))$, with Concat representing the concatenation process in deep learning and Attention being the attention module, which will be discussed shortly.

We then construct a sequence-to-sequence framework, which falls under the broader category of the encoder-decoder structure. This framework can transform one sequence into another sequence \[18\], allowing for different lengths of input and output sequences. While previous studies have employed sequence-to-sequence architectures for COVID-19 forecasting \[19, 20\], their focus primarily centered on predicting epidemic trends and lacked specific information for decision-makers. In our approach, we incorporate a designed attention module into our basic model, denominated as the Sequence-to-Sequence Epidemic Attention Network (S2SEA-Net), to quantify the impact of travel distances on the spread of COVID-19.

The attention module serves to learn the weights assigned to each variable and each time step, denoted as $\alpha_t \in \mathbb{R}^{30 \times 4}$. This module combines travel distance data with geographical information, including latitude, longitude, and state information (state ID). The categorical variable representing state ID is transformed using an embedding layer for feature representation, while the continuous variables for latitudes and longitudes are processed through a linear layer. Each geographical variable is represented by an $h$-dimensional vector. These representations are then combined using concatenation operation to form a global geographical information representation, denoted as $g_k$, where $k = 1, \ldots, K$, and each county may have a unique representation.

Each sample of travel distance data, $d_t \in \mathbb{R}^{30 \times 4}$, consists of 30 rows representing 30-day periods and 4 columns representing the number of people traveling for four classes of travel distances. This data is transformed using a linear layer to create representations and is then flattened to

\[
d^{(r)}_t = \begin{bmatrix} d^{(r)T}_{t,1} \\ \vdots \\ d^{(r)T}_{t,30} \end{bmatrix}
\]

We combine the geographical information by

\[
\eta_{t,j} = \text{BN}(W_{d} \cdot d^{(r)}_{t,j} + b_d) + \text{BN}(W_{g} \cdot (g_k) + b_g),
\]

where $\text{BN}$ denotes the batch normalization.
\[ j = 1, \ldots, 30, \quad t = 1, \ldots, N - 30, \]

where \( W_d, W_g \in \mathbb{R}^{4 \times 4h} \) are the weights, and \( b_d, b_g \in \mathbb{R}^{4 \times 1} \) are constants. BN refers to a batch normalization layer.

Subsequently, the weights of the population taking trips for each class of travel distance are normalized and summed to 1. We apply the “elu” and “tanh” activation functions to enhance the model’s expression capacity after the linear layer. The “softmax” activation function is then used to constrain the outputs between 0 and 1. The attention weights are computed as:

\[
\alpha_{t,j} = \text{softmax}(f(\eta_{t,j})), \quad j = 1, 2, \ldots, 30,
\]

where \( f \) consists of a linear layer and tanh activation function. The formula below is used to aggregate the travel distance data and calculate the context vector \( v = [v_1, v_2, \ldots, v_{30}] \):

\[ v_{t,j} = \sum_{i}^{4} \alpha_{t,j,i} d_{t,j,i}. \]

After \( v_{t,j} \) are obtained, we concatenate it with \( X^{(E)} \) as the transformed data that enters the encoder. Subsequently, we predict \( Y_k \) in the decoder. Consequently, every 30-day epidemic and travel distance dataset becomes the transformed input in the encoder, and the decoder generates the 7- and 30-day predicted epidemic trajectories. The overall structure of the proposed deep neural network is illustrated in Figure 3, and we refer to this model as “S2SEA-Net”.

Fig. 3 The structure of the S2SEA-Net. The upper panel represents the primary model with an encoding and decoding structure, while the lower panels depict the input and attention modules, respectively.
2.4 Implementation details

We implemented the S2SEA-Net using Keras 2.6. The following details provide a comprehensive overview of the network configurations and training procedures for each module within the S2SEA-Net:

- In the LSTM layer, there are 256 nodes, and dropout regularization with a probability of 0.2 is applied. The node count and dropout regularization details are consistent with Tian et al. [21].
- The dimension \((h)\) of the hidden vector in the attention module is set to 64.
- During training, we use stochastic gradient descent (SGD) with an initial learning rate of 0.1 and a stepped decay rate of 0.1 every 40 epochs, for a total of 200 epochs. To prevent overfitting, we employ the early stopping strategy.
- The loss function employed is root-mean-square error (RMSE), used to assess the accuracy of the S2SEA-Net:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{t} (Predicted_i - Observed_i)^2}{t}}, \text{ where } t = 7, 30.
\]

Here, \(Predicted_i\) represents the predicted new confirmed cases or new deaths on the \(i^{th}\) day, and \(Observed_i\) represents the observed values on the corresponding date.

3 Results

3.1 Spatial effects of travel distances on COVID-19

Table 1 provides an investigation into how average weights in the number of the population taking trips for four classes of travel distances vary with geography. Notably, 7 counties in California have fairly higher average weights for “community-level” trips (very short travel distances), while 10 counties in Florida have relatively higher average weights for “out-state-level” trips (long travel distances). Additionally, 9 counties in Alaska have moderately higher average weights for “in-state-level” trips (intermediate travel distances). Overall, the top 10 average weights for the population taking “community-level” trips are considerably greater than the remaining classes of travel distances.

Figure 4 examines the average weights of four representative counties over the last 30 days before November 13, 2021, for a full range of the population taking trips. These counties exhibit varying patterns in the average weights of different classes of travel distances. For example, California, Los Angeles County, has significantly higher average weights for “community-level” trips compared to other classes. In contrast, Hawaii, Honolulu County, shows roughly equal average weights for two classes of travel distances. These variations highlight differences in the spatial distribution of travel distances across infected counties.

For the overall spatial distribution of travel distances in the 3118 infected counties of the United States (Figure 5), the estimated average weights over the entire period are conceivably varied with geography. For example, the infected counties in the northern region have relatively larger average weights for the population taking
Table 1 The different 10 counties with the relatively larger average weights over the entire period for the population taking trips for each of four classes of travel distances.

| Travel distances | Counties                         | Weights |
|------------------|----------------------------------|---------|
| “Community-level” Trips (< 1 mile) | California Riverside 0.7002 |         |
|                   | California San Bernardino 0.6943 |         |
|                   | California Los Angeles 0.6658    |         |
|                   | Texas Harris 0.6198              |         |
|                   | California San Diego 0.5970      |         |
|                   | California San Joaquin 0.5944    |         |
|                   | Texas Bexar 0.5937               |         |
|                   | California Orange 0.5867         |         |
|                   | California Kern 0.5792           |         |
|                   | Texas Tarrant 0.5586             |         |
| “County-level” Trips (between 1 and 50 miles) | Hawaii Honolulu 0.3489 |         |
|                   | Alaska Nome Census Area 0.3351   |         |
|                   | Alaska Kodiak Island Borough 0.3286 |     |
|                   | Washington Wahkiakum 0.3243      |         |
|                   | Alaska Bethel Census Area 0.3242 |         |
|                   | Alaska Fairbanks North Star Borough 0.3211 | |
|                   | Washington Jefferson 0.3285      |         |
|                   | Washington Skamania 0.3283       |         |
|                   | Alaska Yukon-Koyukuk Census Area 0.3283 | |
|                   | Washington Pacific 0.3196        |         |
| “In-state-level” Trips (between 50 and 250 miles) | Illinois Cook 0.5354 |         |
|                   | Alaska Fairbanks North Star Borough 0.5148 | |
|                   | Alaska Southeast Fairbanks Census Area 0.5146 | |
|                   | Alaska Yukon-Koyukuk Census Area 0.5146 | |
|                   | Alaska Matanuska-Susitna Borough 0.5145 | |
|                   | Alaska Anchorage 0.5084          |         |
|                   | Alaska Juneau City and Borough 0.5058 | |
|                   | Alaska Nome Census Area 0.4989   |         |
|                   | Alaska Kenai Peninsula Borough 0.4986 | |
|                   | Alaska Petersburg Borough 0.4967 |         |
| “Out-state-level” Trips (> 250 miles) | Florida Glades 0.3740 |         |
|                   | Florida Monroe 0.3734             |         |
|                   | Florida Hendry 0.3713             |         |
|                   | Florida Okaloowee 0.3701          |         |
|                   | Florida Hardee 0.3700             |         |
|                   | Florida DeSoto 0.3698             |         |
|                   | Florida Martin 0.3627             |         |
|                   | Florida Highlands 0.3627          |         |
|                   | Florida Indian River 0.3611       |         |
|                   | Florida Charlotte 0.3608          |         |

“in-state-level” trips, except for Ocean County in New Jersey and Suffolk County in New York. These two counties and most south-western region counties have relatively larger average weights for the population taking “community-level” trips. For each class of travel distance, the average weights over the entire period for each infected county have class-specific changes and are spatially different.

3.2 Temporal effects of travel distances on COVID-19

Besides the spatial differences, we also seek the temporal distribution of the travel distances. Figure 6 illustrates the trajectories of COVID-19 (new cases and new deaths) and the estimated daily weights for a full range of the population taking trips from the first day when the confirmed cases were reported to October 2021 in California
Fig. 4 The heatmap of the average weights over the last 30-day before November 13, 2021 for a full range of travel distances in California Los Angeles, Hawaii Honolulu, Illinois Cook, and Florida Indian River.

Fig. 5 The map of the spatial distribution of average weights over the entire period for a full range of travel distances in 3118 infected counties of the United States.
Los Angeles, Hawaii Honolulu, Illinois Cook, and Florida Indian River. Honolulu and Indian River counties have quite flatted daily changes of the estimated weights for each class of travel distance. The daily weights for the population taking “community-level” trips always significantly exceed those of other classes of travel distances and fluctuate at the beginning of the epidemic and after June 2021 in Los Angeles County. In particular, the trajectories of the daily weights for the population taking “community-level” and “in-state-level” trips are qualitatively dynamic in Cook County. The values of former ones were over 0.6 at the beginning of the epidemic and decreased to approximately 0.4 after April 2020, and returned over 0.6 after March 2021. In contrast, the values of the later ones began with 0.2 and gradually increased to 0.4, reached their peak around November 2020, and finally decreased to below 0.2 after March 2021.

3.3 Prediction Performance

We assess the prediction performance of the S2SEA-Net and compare it with a sequence-to-sequence model using the test data, which is represented by the green
bars in Figure 2. We calculate the Root Mean Square Error (RMSE) as a metric for comparison between the two models.

- **Sequence-to-sequence Model:** The encoder input data is defined as $\text{Concat}(X_{t,k}^{(E)}, D_{t,k})$.
- **S2SEA-Net Model:** The encoder input data is defined as $\text{Concat}(X_{t,k}^{(E)}, \text{Attention}(D_{t,k}))$.

| Models           | RMSE$_7$ Cases | RMSE$_7$ Deaths | RMSE$_{30}$ Cases | RMSE$_{30}$ Deaths |
|------------------|----------------|-----------------|-------------------|-------------------|
| Sequence-to-sequence | 433.423        | 0.416           | 1281.237          | 0.631             |
| S2SEA-Net        | 354.029        | 0.412           | 852.085           | 0.529             |

Table 2 provides a summary of the average Root Mean Square Errors (RMSEs) for all 3118 infected counties. Both RMSE$_7$ and RMSE$_{30}$ for new cases and new deaths demonstrate superior performance of the S2SEA-Net over the sequence-to-sequence only model.

To further illustrate the county-level prediction performance of the S2SEA-Net, we display the last 7- and 30-day predicted and observed new cases and new deaths before November 13, 2021, for four representative counties in Figure 7. These counties were selected based on their relatively larger average weights over the entire period for the population taking trips for each of the four classes of travel distances (See Table 1). Additionally, these counties exhibit relatively high population densities. Figure 7 clearly illustrates that the gaps between predicted and observed new cases and new deaths are very small for California Los Angeles, Hawaii Honolulu, Illinois Cook, and Florida Indian River.

4 Discussion

Our S2SEA-Net model contributes to two significant aspects of COVID-19 analysis. Not only does it effectively predict the county-level sequential 7- and 30-day new cases and deaths, but it also estimates the time-varying weights associated with different classes of travel distances, namely “community-level”, “county-level”, “in-state-level”, and “out-state-level” trips. We have incorporated these features into a deep learning model with an added attention module to improve the accuracy of predicting new confirmed cases and deaths across infected counties in the United States. By incorporating travel data, our model provides valuable insights into the factors influencing the spread of the epidemic.

Our analysis spans various classes of travel distances, from the early stages of the COVID-19 pandemic to November 2021. We observed a decrease in the number of people taking trips in the initial stages of the pandemic, likely due to the implementation of COVID-19 interventions. However, as restrictions eased and businesses reopened, there
was a gradual increase in short and intermediate travel distances. This suggests that people began resuming their routine trips, particularly “community-level” travel distances. This is reflected in the time-varying attention weights, with “community-level” trips dominating in Los Angeles County, California, after May 2020.

Additionally, regional travel behavior changes emerged as a result of the pandemic. Some individuals opted for shorter-distance travel during the summer of 2020, a trend observed in Illinois and supported by a survey indicating that people were willing to travel shorter distances for vacations. This voluntary shift in travel behavior is reflected in the increase in “in-state-level” trips and higher attention weights in Cook County, Illinois.

We also found spatial variations in travel distance patterns and their impact on COVID-19 spread. These differences may be attributed to shifts in travel preferences, such as an increase in car travel and a decrease in long-distance travel options like flights. The weights associated with “out-state-level” trips are generally lower than those for shorter-distance trips. However, certain regions, such as Florida, exhibit
relatively higher weights for “out-state-level” trips, likely due to the tourism industry’s influence.

Temporal patterns in travel distances revealed flattened weight curves in regions with less severe COVID-19 spread. Notably, in Cook County, Illinois, when COVID-19 cases surged, attention shifted towards “community-level” trips over “in-state-level” trips in late 2020.

S2SEA-Net effectively captures the influence of people’s travel distances on the spatio-temporal dynamics of the epidemic. In fact, S2SEA-Net goes beyond analyzing the impact of travel distances on epidemic indicators. In addition, it possesses the capability to explore correlations among spatio-temporal sequences. The model’s estimated weights are highly interpretable, facilitating the opening of the black box of deep learning. The versatility of S2SEA-Net allows for its broader application, given its proficiency in examining the interplay between spatio-temporal trends, thereby enhancing its utility in various contexts.

5 Conclusion

Understanding the relationship between travel patterns and the spread of COVID-19 is crucial for effective pandemic control. By identifying the weights associated with different classes of travel distances, our model offers insights that can aid policymakers in mitigating the ongoing spread of COVID-19. Specifically, it suggests that targeted interventions to reduce travel within specific distance categories may help curb the epidemic. Moreover, S2SEA-Net, characterized by its high precision and spatio-temporal interpretability, effectively reveals the interrelationships between sequences and possesses wide-ranging applications across various domains in complex data analysis.

Data availability

The data used in this study are publicly available from reputable sources: COVID-19 data can be accessed from The New York Times at the following link: https://github.com/nytimes/covid-19-data. Travel data for different classes of travel distances is available from the Bureau of Transportation Statistics at: https://www.bts.gov/daily-travel.
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