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Abstract

Low rank matrix recovery problems appear in a broad range of applications. In this work we present GNMR — an extremely simple iterative algorithm for low rank matrix recovery, based on a Gauss-Newton linearization. On the theoretical front, we derive recovery guarantees for GNMR in both matrix sensing and matrix completion settings. Some of these results improve upon the best currently known for other methods. A key property of GNMR is that it implicitly keeps the factor matrices approximately balanced throughout its iterations. On the empirical front, we show that for matrix completion with uniform sampling, GNMR performs better than several popular methods, especially when given very few observations close to the information limit.

1 Introduction

Low rank matrices play a fundamental role in a broad range of applications in multiple scientific fields. In many cases the matrix is not fully observed, and yet it is often possible to recover it due to its assumed low rank structure. In this paper we propose a novel method, denoted GNMR, to tackle this class of problems. GNMR (Gauss-Newton Matrix Recovery) is a very simple iterative method with state-of-the-art performance, for which we also derive strong theoretical recovery guarantees. As detailed below, some of our guarantees improve upon the best currently available for other methods.

Concretely, consider the problem of recovering a matrix $X^* \in \mathbb{R}^{n_1 \times n_2}$ of known rank $r$ from a set of $m$ linear measurements $b \equiv A(X^*) + \xi$ where $A : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m$ is a sensing operator and $\xi \in \mathbb{R}^m$ is additive error. Formally, the goal is to solve the optimization problem

$$\min_X f(X) \text{ s.t. } \text{rank}(X) \leq r$$

where

$$f(X) = \|A(X) - b\|_2^2.$$ (2)

Two common cases of (1) are matrix sensing and matrix completion. These and related problems appear in a wide variety of applications, including collaborative filtering, manifold learning, quantum computing, image processing and computer vision, see [BF05, CP10, DR16, CL19, CLC19] and references therein. In the matrix sensing problem, for well-posedness of (1) for any rank-$r$ matrix $X^*$, the sensing operator $A$ is required to satisfy a suitable RIP (Restricted Isometry Property) [Can08, RFP10]. In the matrix completion problem, the operator $A$ extracts $m$ entries of the underlying matrix, $X^*_{i,j}$ for $(i,j) \in \Omega$ where $\Omega \subseteq [n_1] \times [n_2]$ is of size $m$. In this case, $A$ does not satisfy an RIP. However, if $\Omega$ is sampled uniformly at random with large enough cardinality $|\Omega|$ and $X^*$ is incoherent, then with high probability $X^*$ is the unique solution of (1); see [CP10, CT10, Gro11, SC10, PABN16] for more details.

In general, matrix recovery problems of the form of (1) are NP-hard. Yet, due to their importance, various methods to find approximate solutions were developed. Most of them can be assigned to one of two classes. The first consists of algorithms which optimize over the full $n_1 \times n_2$ matrix. Some methods in this class replace the rank-$r$ constraint by a suitable matrix penalty that promotes a low rank solution. One popular choice is the nuclear norm, which leads to a convex semi-definite program [FHB+01]. Nuclear norm minimization enjoys strong theoretical guarantees [CR09, CT10, Rec11], but in general is computationally
slow. Hence, several works developed fast optimization methods, see [RS05, JY09, CCS10, MHT10, TY10, FRW11, MGC11, AKKS12] and references therein. Another matrix penalty that promotes low rank solutions is the non-convex Schatten $p$-norm with $p < 1$ [MS12, KS18].

The other class consists of methods that explicitly enforce the rank-$r$ constraint in (1). For example, hard thresholding methods keep at each iteration only the top $r$ principal components [JMD10, TW13, BTW15, KC14]. Other methods in this class employ the decomposition $X = UV^\top$ with $U \in \mathbb{R}^{n_1 \times r}, V \in \mathbb{R}^{n_2 \times r}$. The matrix recovery objective (1) then reads

$$
\min_{U,V} f(UV^\top).
$$

As the factorized problem (3) involves only $(n_1 + n_2)r$ variables, these methods are in general more scalable and can cope with larger matrices. One approach to solve (3) is alternating minimization [HH09, Kes12, WYZ12, JNS13]. Another approach is gradient descent, either on the Euclidean manifold [SL16, TBS16] or on other Riemannian manifolds [KMO10, NS12, Van13, MS14, MMBS14, BA15]. Some of the above works also derived recovery guarantees for these methods. For additional guarantees, see [Har14, JN15, YPCC16, ZL16, WCCL16, MWCC19, CLL20, MLC21, TMC21].

Most matrix completion methods proposed thus far suffer from two limitations: they may fail to recover the underlying matrix $X^*$ if it is even mildly ill-conditioned, or if the number of observed entries $m$ is relatively small [TW13, BNZ21, KV20]. This may pose a significant drawback in practical applications. Two recent algorithms that are relatively scalable and perform well with ill-conditioning and few observations are R2RILS [BNZ21] and MatrixIRLS [KV20, KV21]. However, only limited recovery guarantees are available for them. This raises the following question: is there an algorithm that is both computationally efficient, succeeds on ill-conditioned matrices with few measurements, and enjoys strong theoretical recovery guarantees?

In this work we make a step towards answering this question. In Section 2 we present a novel iterative algorithm which both empirically outperforms existing methods (including R2RILS and MatrixIRLS) in the task of recovering ill-conditioned matrices from few observations, and for which we are able to derive strong recovery guarantees due to its remarkable simplicity. Our proposed factorization-based algorithm, named GNMR, is based on the classical Gauss-Newton method. At each iteration, GNMR solves a simple least squares problem obtained by a linearization of the factorized objective (3). The resulting least squares problem can be solved efficiently by standard solvers.

On the theoretical front, in Section 3 we present recovery guarantees for GNMR in both the matrix sensing and matrix completion settings. In matrix sensing, we prove that starting from a sufficiently accurate initial estimate, GNMR recovers the underlying matrix with quadratic rate under the minimal RIP assumptions on the sensing operator $\mathcal{A}$, see Theorem 3.3. To the best of our knowledge, this guarantee is among the sharpest currently available for any recovery algorithm. Moreover, we prove that in matrix sensing, a slightly modified variant of GNMR is stable against arbitrary additive error of bounded norm. Importantly, this type of error also captures the practical setting of approximately low rank, where $X^*$ has $r$ large singular values and the remaining ones are much smaller yet nonzero. Next, in Section 3.2 we analyze GNMR in the matrix completion setting. Here we follow the standard approach in the literature, whereby to derive recovery guarantees for factorization-based methods, suitable regularization terms are added to the respective algorithm, see for example [KMO10, SL16]. In Theorem 3.5 we prove that given a sufficiently accurate initialization, a regularized variant of GNMR recovers the target matrix at a linear rate under the weakest known assumptions for non-convex optimization methods. In addition, in Theorem 3.7 we prove that near the global optimum, the convergence rate of GNMR is quadratic.

Our proof technique builds upon recent works which derived guarantees for gradient descent algorithms [KMO10, TBS16, SL16, ZL16, YPCC16, MLC21]. However, as GNMR is markedly different, deriving recovery guarantees for it required several non-trivial modifications. In particular, while the iterates of gradient descent have a simple explicit formula, GNMR solves a degenerate least squares problem. In our analysis, we exploit this degeneracy in our favor, and show that by choosing the minimal norm solution the iterates of GNMR enjoy some desirable properties such as implicit balance regularization, see Section 3.5 for more details. In the course of our proofs, we extended and improved several technical results from previous works, including [TBS16, Lemma 5.14], [MLC21, Lemma 1] and [SL16, Claim 3.1]. Specifically, in Theorem 3.9 we present a novel RIP-like guarantee for matrix completion which is in several aspects sharper than [SL16, Claim 3.1], especially in terms of the required number of observations. These improvements may be of independent interest, e.g. for proving recovery guarantees of other algorithms.
On the empirical front, in Section 5 we present several simulations with ill-conditioned matrices and few observed entries chosen uniformly at random. We show that GNMR improves upon the state of the art in these settings, outperforming several popular algorithms. In particular, GNMR is able to successfully recover matrices from very few observations close to the information limit, where all other compared methods fail.

**Notation.** The $i$th largest singular value of a matrix $X$ is denoted by $\sigma_i(X)$. The condition number of a rank-$r$ matrix is denoted by $\kappa = \sigma_1 / \sigma_r$. Denote the Euclidean norm of a vector $x$ by $\|x\|$. Denote the trace of a matrix $A$ by $\text{Tr}(A)$, its operator norm (a.k.a. spectral norm) by $\|A\|_2$, its Frobenius norm by $\|A\|_F$, its $i$th row by $A^{(i)}$, and its largest row norm by $\|A\|_{2,\infty} \equiv \max_i \|A^{(i)}\|$. The transpose of the inverse of $A$ is denoted by $A^{-\top} \equiv (A^{-1})^\top$. In the matrix completion problem, the fraction of observed entries is denoted by $p = \|\Omega\|/(n_1n_2) = m/(n_1n_2)$. The sampling operator $P_\Omega$ extracts the entries of a matrix according to $\Omega$, such that $P_\Omega(X)$ is a vector of size $m$ with entries $X_{ij}$ for $(i,j) \in \Omega$. Denote $\|A\|_F^2(\Omega) = \|P_\Omega(A)\|^2 = \sum_{(i,j) \in \Omega} A_{ij}^2$ (note this is not a norm). Denote $n = \max\{n_1, n_2\}$. When discussing sample or computational complexity, for simplicity we assume $n_1 \sim n_2$, namely the ratio $\min\{n_1, n_2\} / n$ is considered a constant. Finally, unless stated otherwise, $C$, $c_e$ and $c_l$ denote absolute constants independent of the problem parameters such as $n, r, \kappa, \Omega$ etc..

2 Description of GNMR

Given an estimate $(U_0, V_0)$, factorization based methods seek an update $(\Delta U, \Delta V)$ such that $(U_1, V_1) = (U_0 + \Delta U, V_0 + \Delta V)$ minimizes (3). The original problem (3) can be equivalently written in terms of the update $(\Delta U, \Delta V)$ as

$$\min_{\Delta U, \Delta V} \|A (U_0 V_0^T + U_0 \Delta V^T + \Delta U V_0^T + \Delta U \Delta V^T) - b\|^2.$$  

This problem is non-convex due to the second order term $\Delta U \Delta V^T$. The idea of GNMR is to neglect this term, yielding the convex least squares scheme

$$\begin{align*}
(\Delta U_0) &= \arg \min_{\Delta U, \Delta V} \|A (U_0 V_0^T + U_0 \Delta V^T + \Delta U V_0^T) - b\|^2, \\
(\Delta V_0) &= \Delta V_0, \\
(U_1) &= (U_0 + \Delta U_0, \quad V_1 = (V_0 + \Delta V_0).
\end{align*}$$ (4a)

It is easy to see that the above is simply an instance of the Gauss-Newton method applied to matrix recovery. This scheme, however, is not well defined since the least squares problem (4a) is rank deficient, and thus has an infinite number of solutions. For example, if $(\Delta U, \Delta V)$ is a solution, so is $(\Delta U + U_0 R, \Delta V - V_0 R^\top)$ for any $R \in \mathbb{R}^{rxr}$. We now describe several variants of GNMR, which correspond to different solutions of (4a).

**Specifically, in the updating variant of GNMR, we choose $(\Delta U, \Delta V)$ to be the minimal norm solution, namely the minimizer of (4a) whose norm $\|\Delta U\|^2_F + \|\Delta V\|^2_F$ is smallest.**

Next, to describe the other variants of GNMR, we define a one-dimensional family of solutions of (4a), parametrized by a scalar $\alpha \in \mathbb{R}$. By making a change of optimization variables $\Delta U = U - \frac{1+\alpha}{2} U_0$, $\Delta V = V - \frac{1+\alpha}{2} V_0$ in (4a) we obtain

$$\begin{align*}
(\tilde{U}_0) &= \arg \min_{U,V} \|A (U_0 V_0^T + UV_0^T - \alpha U_0 V_0^T) - b\|^2, \\
(\tilde{V}_0) &= (\tilde{U}_0, V_0), \\
(U_1) &= (\frac{1-\alpha}{2} U_0 + \tilde{U}_0, \quad V_1 = (\frac{1+\alpha}{2} V_0 + \tilde{V}_0),
\end{align*}$$ (5a)

where in (5a) we take the minimal norm solution with smallest $\|U\|^2_F + \|V\|^2_F$. The updating variant, for example, corresponds to $\alpha = -1$ in (5). Another two variants we consider in this work are the setting and the averaging variants. The setting variant, corresponds to $\alpha = 1,$

$$\begin{align*}
(U_1) &= \arg \min_{U,V} \|A (U_0 V_0^T + UV_0^T - U_0 V_0^T) - b\|^2, \\
(V_1) &= (U_1, V_1).
\end{align*}$$ (6)
minimizes the norm of the new estimate \( \| U_1 \|_F^2 + \| V_1 \|_F^2 \). As we shall see later on, this choice encourages the iterates to have bounded imbalance \( \| U_1^T U_1 - V_1^T V_1 \|_F \). Another variant with a similar property is the averaging variant, which corresponds to \( \alpha = 0 \),

\[
\begin{align*}
\left( \frac{\hat{U}}{\hat{V}} \right) &= \arg \min_{\hat{U}, \hat{V}} \| A(\hat{U}^T V + UV^T) - b \|_2^2, \quad (7a) \\
\left( \frac{U_1}{V_1} \right) &= \left( \frac{U_0}{2 + \hat{U}} \right) \left( \frac{V_0}{2 + \hat{V}} \right) \cdot \quad (7b)
\end{align*}
\]

We emphasize that each choice of \( \alpha \) yields a different algorithm in the following sense: In general, starting from the same initial condition \((U_0, V_0)\), already after one iteration each value of \( \alpha \) yields a different \((U_1, V_1)\) and thus a different sequence \(\{U_t, V_t\}\).

\textbf{GNMR} is sketched in Algorithm 1. The minimal norm solution of the least squares problem can be computed with the LSQR algorithm [PS82], implemented in most standard packages. One of the inputs to \textbf{GNMR} is an initial guess \( U_0, V_0 \). In our matrix completion simulations we initialized these values by the Singular Value Decomposition (SVD) of the observed matrix (a.k.a. the spectral method). However, \textbf{GNMR} performed well also from random initializations. Note that \textbf{GNMR} returns the best rank-\( r \) approximation of the linearized estimate \( U_{T-1}V_{T-1}^T + \tilde{U}_{T-1}V_{T-1}^T - \alpha U_{T-1}V_{T-1}^T \), which is the last matrix fitted to the observations. When \textbf{GNMR} converges, this quantity coincides with \( U_T V_T^T \). Among the different variants, we found that the setting one \((\alpha = 1)\) had the best empirical performance in matrix completion, especially at very low oversampling ratios, see Section 5. This should not be surprising, as choosing the estimate with the minimal norm \( \| U_1 \|_F^2 + \| V_1 \|_F^2 \) is akin to regularizing the norm of the estimate, a very common form of regularization in optimization. In matrix sensing, however, this type of regularization seems to be unnecessary, as the different variants of \textbf{GNMR} have similar empirical performance. In Appendix A we discuss the relation between \textbf{GNMR} and three other methods: Wiberg’s algorithm [Wib76], PMF [PT94] and R2RILS [BNZ21].

Our \textbf{GNMR} approach enjoys some appealing properties: it is easy to implement, requires no tuning parameters other than maximal number of iterations, it is computationally efficient and requires little memory. In some sense, \textbf{GNMR} combines the best of two popular approaches: it updates \( U, V \) both \textit{globally}, as in alternating minimization, and \textit{simultaneously}, as in gradient descent. Finally, \textbf{GNMR} exhibits excellent empirical performance, as illustrated in Section 5, and also enjoys strong theoretical guarantees, as detailed in the following section.
3 Theoretical results for GNMR

Let us start with some useful notations and definitions. First, we recall the definition of the Restricted Isometry Property (RIP) for matrices [Can08, RFP10].

**Definition 3.1** (Restricted Isometry Property). A linear map \( \mathcal{A} : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m \) satisfies an \( r \)-RIP with constant \( \delta_r \in [0, 1) \), if for all matrices \( X \in \mathbb{R}^{n_1 \times n_2} \) of rank at most \( r \),

\[
(1 - \delta_r) \|X\|_F^2 \leq \|\mathcal{A}(X)\|^2 \leq (1 + \delta_r) \|X\|_F^2.
\]

A common example for linear maps that satisfy the RIP are ensembles of Gaussian Matrices. Let \( \{A_i\}_{i=1}^m \subset \mathbb{R}^{n_1 \times n_2} \) be \( m \) measurement matrices, whose entries are independently drawn from a Gaussian distribution \( \mathcal{N}(0, 1) \). Then the corresponding linear map \( \mathcal{A} \), defined by \( [\mathcal{A}(X)]_i = \text{Tr}(A_i^\top X)/\sqrt{m} \), satisfies an \( r \)-RIP with constant \( \delta_r \) with high probability, provided that \( m \gtrsim (n_1 + n_2)r/\delta_r^2 \) [RFP10]. It is easy to show that if \( \mathcal{A} \) satisfies a \( 2r \)-RIP, then the matrix recovery problem (1) is well posed, with a unique solution \( X^\ast \). Moreover, this is the minimal sufficient condition in terms of RIP, as \( (2r - 1) \)-RIP does not guarantee a unique solution.

In the matrix completion setup, the sampling operator \( \mathcal{P}_\Omega \) does not satisfy an RIP. Instead, in our theoretical analysis, we assume that \( \Omega \) is uniformly sampled at random and \( |\Omega| \) is sufficiently large. However, this assumption is insufficient to ensure well posedness of the matrix completion problem: For example, the rank-1 matrix \( X^\ast = e_ie_j^\top \) with a single non-zero value in its \((i, j)\)-th entry cannot be exactly recovered unless the \((i, j)\)-th entry is observed. Hence, an additional standard assumption is incoherence of \( X^\ast \), first introduced in [CR09]. In this work we adopt the following modified definition [KMO10]:

**Definition 3.2** (\( \mu \)-incoherence). A matrix \( X \in \mathbb{R}^{n_1 \times n_2} \) of rank \( r \) is \( \mu \)-incoherent if its SVD, \( X = U\Sigma V^\top \) with \( U \in \mathbb{R}^{n_1 \times r} \) and \( V \in \mathbb{R}^{n_2 \times r} \), satisfies

\[
\|U\|_{2,\infty} \leq \sqrt{\mu r/n_1}, \quad \|V\|_{2,\infty} \leq \sqrt{\mu r/n_2}.
\]

For convenience, we denote by \( \mathcal{M}(n_1, n_2, r, \mu, \kappa) \) the set of all \( \mu \)-incoherent \( n_1 \times n_2 \) matrices of rank \( r \) and condition number \( \kappa \).

Next, we define some relevant subsets of factor matrices \( U, V \). These or similar subsets have been considered in previous theoretical works on factorization-based matrix recovery methods, see [KMO10, SL16]. First, we denote all the decompositions of rank-\( r \) matrices with a bounded error from \( X^\ast \) by

\[
\mathcal{B}_{\text{err}}(\epsilon) = \left\{ \left( \begin{array}{c} U \\ V \end{array} \right) \in \mathbb{R}^{(n_1 + n_2) \times r} \mid \|UV^\top - X^\ast\|_F \leq \epsilon \sigma_r^\ast \right\},
\]

(8)

where here and henceforth, \( \sigma_r^\ast = \sigma_r(X^\ast) \). In particular, we denote by \( \mathcal{B}^\ast = \mathcal{B}_{\text{err}}(0) \) the set of all decompositions of \( X^\ast \),

\[
\mathcal{B}^\ast = \left\{ \left( \begin{array}{c} U \\ V \end{array} \right) \in \mathbb{R}^{(n_1 + n_2) \times r} \mid UV^\top = X^\ast \right\}.
\]

(9)

Second, we say that the factors \( U, V \) are balanced if \( U^\top U = V^\top V \), and measure the imbalance by \( \|U^\top U - V^\top V\|_F \). We denote all the factor matrices which are approximately balanced by

\[
\mathcal{B}_{\text{bln}}(\delta) = \left\{ \left( \begin{array}{c} U \\ V \end{array} \right) \in \mathbb{R}^{(n_1 + n_2) \times r} \mid \|U^\top U - V^\top V\|_F \leq \delta \sigma_r^\ast \right\}.
\]

(10)

Third, we denote the subset of factor matrices with bounded row norms by

\[
\mathcal{B}_\mu = \left\{ \left( \begin{array}{c} U \\ V \end{array} \right) \in \mathbb{R}^{(n_1 + n_2) \times r} \mid \|U\|_{2,\infty} \leq \sqrt{\frac{3\mu \sigma_r^\ast}{n_1}}, \quad \|V\|_{2,\infty} \leq \sqrt{\frac{3\mu \sigma_r^\ast}{n_2}} \right\}
\]

(11)

where \( \mu \) is the incoherence parameter of \( X^\ast \). The constant 3 in (11) is arbitrary.

Finally, we denote the stacking of factor matrices \( U, V \) by \( Z \), namely \( Z = \left( \begin{array}{c} U \\ V \end{array} \right) \in \mathbb{R}^{(n_1 + n_2) \times r} \). In particular, \( Z_0 = \left( \begin{array}{c} U_0 \\ V_0 \end{array} \right) \) is the initial iterate provided as input to GNMR.
Table 1: Recovery guarantees for GNMR. All guarantees are with constant contraction factors, independent of the incoherence parameter $\mu$, the rank $r$ and the condition number $\kappa$.

| Assumption | Basin of attraction | Recovery rate |
|------------|---------------------|---------------|
| **Matrix sensing** | | |
| $2\gamma$-RIP with $\delta_2 \leq \frac{1}{2}$ | $\|X_0 - X^*\|_F = O(\sigma_r^*)$ | quadratic |
| same, with error $\|\xi\| = O(\sigma_r^*)$ | $\|X_0 - X^*\|_F = O(\sigma_r^*)$ | $\|\xi\|$-dependent |

| **Matrix completion** | | |
| $np = \Omega(\mu \sigma_r^* \max\{\log n, \mu r \kappa^2\})$ | $\|X_0 - X^*\|_F = O(\sigma_r^*/\sqrt{\kappa})$ | linear |
| $np = \Omega(\mu \sigma_r^* \log n)$ | $\|X_0 - X^*\|_F = O(\sigma_r^* \sqrt{p/\kappa})$ | quadratic |

### 3.1 Recovery guarantees for matrix sensing

The following theorem states that in the noiseless matrix sensing setup, starting from a sufficiently accurate balanced initialization, **GNMR** recovers $X^*$ with a quadratic convergence rate.

**Theorem 3.3** (Matrix sensing, quadratic convergence). Let $\delta$ be any positive constant strictly smaller than one, and let $c_c = c_c(\delta)$ be sufficiently large. Assume that the sensing operator $A$ satisfies a $2\gamma$-RIP with $\delta_2 \leq \delta$. Let $X^* \in \mathbb{R}^{n \times n_2}$ be a matrix of rank $r$ and $b = A(X^*)$. Denote $\gamma = c_c/(2\sigma_r^*)$. Then, for any initial iterate $Z_0 \in B_{err}(1/c_c) \cap B_{bln}(1/(2c_c))$, the estimates $X_t = U_t V_t^\top$ of Algorithm 1 with $\alpha = -1$ (the updating variant of **GNMR**) satisfy

$$\|X_{t+1} - X^*\|_F \leq 2 \cdot 1/2, \quad \forall t = 0, 1, \ldots$$

(12)

Note that the assumption $Z_0 \in B_{err}(1/c_c)$ implies $\gamma \cdot \|X_0 - X^*\|_F \leq 1/2$. Hence, by (12), **GNMR** exactly recovers $X^*$, since $X_t \to X^*$ as $t \to \infty$.

Before we compare Theorem 3.3 to previous works, we make several remarks. The theorem is stated and proved only for the updating variant of **GNMR**, which is the simplest to analyze. In simulations we noted that other GNMR variants were also able to perfectly recover $X^*$. We thus conjecture that the theorem holds also for other variants. Next, assuming that the sensing operator $A$ satisfies a $4\gamma$-RIP with a sufficiently small constant $\delta_4$, then an initialization $Z_0$ that satisfies the conditions of the theorem can be constructed in polynomial time as in [TBS+16, Alg. 2], see [TBS+16, proof of Eq. (3.6) of their Theorem 3.3].

The main ingredients in the proof of Theorem 3.3 are described in Section 4. A key property is that the factor matrices $U_t, V_t$ remain approximately balanced throughout the iterations of **GNMR**. We note that if the matrix to be recovered is positive semi-definite (PSD), $X^* = UU^\top$ with $U \in \mathbb{R}^{n \times r}$, a much simpler proof is possible for a slightly modified algorithm which explicitly enforces $U_t = V_t$, for which perfect balance holds trivially.

In fact, the need for a balance analysis can be avoided even in the general rectangular case, for a slightly modified variant of **GNMR** which explicitly enforces the iterations to be perfectly balanced, see Algorithm 2. Empirically, this variant of **GNMR** has similar performance. Furthermore, it is provably stable against arbitrary additive error, and in particular works for approximately low rank $X^*$, as stated in the next theorem.

**Theorem 3.4** (Noisy matrix sensing). Let $\delta$ be any positive constant strictly smaller than one, and denote $c = 7(1+\delta)^2/(1-\delta)^2$. Assume that the sensing operator $A$ satisfies a $2\gamma$-RIP with $\delta_2 \leq \delta$. Let $b = A(X^*) + \xi$ where $X^* \in \mathbb{R}^{n_1 \times n_2}$ is of rank $r$ and $\xi \in \mathbb{R}^m$ satisfies

$$\|\xi\| \leq \frac{\sigma_r^* \sqrt{1 - \delta}}{6c}.$$  

(13)

Denote $\gamma = c/(4\sigma_r^*)$. Then, for any initial iterate $Z_0 \in B_{err}(1/c)$, the estimates $X_t = U_t V_t^\top$ of Algorithm 2 with $\alpha = -1$ satisfy

$$\|X_{t+1} - X^*\|_F \leq 2 \cdot 1/2 + \frac{3\|\xi\|}{\sqrt{1 - \delta}}, \quad \forall t = 0, 1, \ldots$$

(14)

As a result, $\|X_t - X^*\|_F \leq 2\sigma_r^*/(4\sqrt{1-\delta} + 6\|\xi\|/\sqrt{1-\delta})$. 


Note that Algorithm 3 requires as input the incoherence \( \mu \) in Algorithm 3. Specifically, Algorithm 3 is a constrained version of the setting variant \((\alpha)\). Similar to other works on matrix completion, we derive guarantees for a constrained version of Algorithm 3.2 Recovery guarantees for matrix completion

\[
X - \text{rank-}r \text{ (approximate) solution to } (1)
\]

\[\begin{aligned}
&\text{for } t = 0, \ldots, T - 1 \text{ do} \\
&\quad \text{compute the balanced factors } \left( \frac{U_t}{V_t} \right) = \left( \frac{U_t \Sigma \frac{1}{2}}{V_t \Sigma \frac{1}{2}} \right) \text{ where } U \Sigma V^\top = \text{SVD} \left( U_t V_t^\top \right) \\
&\quad \text{compute } \tilde{Z}_t, \text{ the minimal norm solution of } \arg \min_{U,V} \|A(U_t V^\top + U V_t^\top - a U_t V_t^\top) - b\|^2 \\
&\quad \text{set } \left( \frac{U_{t+1}}{V_{t+1}} \right) = \frac{1 - \alpha}{2} \left( \frac{U_t}{V_t} \right) + \left( \frac{U_t}{V_t} \right) \text{ where } \left( \frac{U_t}{V_t} \right) = \tilde{Z}_t \\
&\text{end}
\]

return \( \hat{X} \), the best rank-\( r \) approximation of \( U_{T-1} \frac{V_{T-1}^\top}{U_{T-1}} + \frac{U_{T-1} V_{T-1}^\top}{U_{T-1}} - a U_{T-1} V_{T-1}^\top \)

In the absence of noise, \( \xi = 0 \), the guarantee of Theorem 3.4 for Algorithm 2 reduces to the exact recovery with quadratic rate of Algorithm 1 guaranteed by Theorem 3.3.

Comparison to previous works. Recht et al. [RFP10] were the first to derive recovery guarantees in the matrix sensing setup. They proved that under suitable assumptions, nuclear norm minimization recovers the true rank-\( r \) matrix \( X^* \) from an arbitrary initialization. Recovery guarantees for factorization-based methods, with a linear convergence rate and assuming a sufficiently accurate initialization, were derived by various authors, see for example [JNS13, ZL15, TBS+16, MLC21, TMC21a]. These works required more stringent RIP conditions than ours. Moreover, the contraction factor in some of these works is not an absolute constant, but rather depends on the problem parameters, such as the rank \( r \) and the condition number \( \kappa \).

To the best of our knowledge, only three recent works obtained results similar to our Theorem 3.3. Yue et al. [YZMCS19] derived a recovery guarantee for a cubic regularization method from an arbitrary initialization, with an asymptotic quadratic convergence rate. However, they proved it only for a PSD matrix \( X^* \), and required an RIP constant \( \delta_{2r} < 1/10 \). Charisopoulos et al. [CCD+21] proved quadratic convergence for a prox-linear algorithm whose objective is more complicated, as it involves a least squares term and an \( \ell_1 \) penalty term that requires delicate tuning. Finally, Luo et al. [LHLZ20] proved quadratic convergence for an importance sketching scheme, but required a 3\( r \)-RIP assumption on \( A \). Our quadratic rate guarantee, in contrast, holds in the general rectangular case for a computationally simple algorithm that solves a least squares problem at each iteration, and requires the minimal RIP condition of a 2\( r \)-RIP with \( \delta_{2r} < 1 \). As for the stability to additive error, Theorem 3.4, similar results were proved by [CCD+21, LHLZ20, TMC21b] for other algorithms.

### 3.2 Recovery guarantees for matrix completion

Similar to other works on matrix completion, we derive guarantees for a constrained version of GNM\( R \), described in Algorithm 3. Specifically, Algorithm 3 is a constrained version of the setting variant \((\alpha = 1)\), but as explained below, the results in this section hold for all the (constrained) variants of GNM\( R \). The only difference in this version is that its least squares problem is constrained to the subset \( B_\alpha \cap C(t) \), where \( C(t) \) is the following neighborhood of the current factor matrices \( U_t, V_t \),

\[
C(t) = \left\{ \left( \frac{U}{V} \right) \in \mathbb{R}^{n_1 + n_2} \times r \mid \|U - U_t\|^2_F + \|V - V_t\|^2_F \leq \frac{8}{\rho \sigma_{\tau}^*} \|X_t - X^*\|^2_F \right\}. \tag{15}
\]

Similar constraints/regularizations were employed in previous works, see for example [KMO10, SL16]. As these constraints are quadratic, the constrained problem may be equivalently written as a regularized least squares problem with quadratic regularization terms. Hence, each iteration of the constrained GNM\( R \) can be solved computationally efficiently. In Claim F.3, we prove that starting from the initialization described in Remark 3.6 below, then w.h.p. the constraints are feasible at all iterations, namely \( B_\alpha \cap C(t) \neq \emptyset \) for all \( t \).

Note that Algorithm 3 requires as input the incoherence \( \mu \) and the smallest non-zero singular value \( \sigma_{\tau}^* \) of the true matrix \( X^* \). If these quantities are unknown, they may be estimated from the observed data, see Remark 3.8. Finally, we emphasize that these constraints serve only for technical purposes in our theoretical analysis. In practice, GNM\( R \) works well without them, and we did not employ them in our simulations.
Algorithm 3: Constrained GNMR for matrix completion (setting variant)

\begin{algorithmic}
\INPUT $P_\Omega$ - sampling operator $\mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m$ ($m = |\Omega|$)
  $b$ - observed entries of the underlying matrix $P_\Omega(X^*)$
  $r, \mu, \sigma_r^2$ - rank, incoherence parameter and $r$-th singular value of $X^*$
  $T$ - maximal number of iterations
  $(U_0, V_0) \in \mathbb{R}^{n_1 \times r} \times \mathbb{R}^{n_2 \times r}$ - initialization
\OUTPUT $X$ - rank-$r$ (approximate) solution to (1) with $A \to P_\Omega$
\FOR{$t = 0, \ldots, T - 1$}
  \STATE compute $(U_{t+1}, V_{t+1}) = \arg\min\{|\|P_\Omega(U_t V_\top_t + U_t V_\top_t - U_t V_\top_t) - b\|^2 | (V) \in B_\mu \cap C(t)\}$
  \STATE where $B_\mu$ is defined in (11) and $C(t)$ is defined in (15)
\END\RETURN $\hat{X}$, the best rank-$r$ approximation of $U_{T-1} V_\top_T + U_T V_\top_T - U_{T-1} V_\top_{T-1}$
\end{algorithmic}

Below we present recovery guarantees for GNMR in the matrix completion setting assuming ideal error-free measurements. Analyzing the stability to measurement error is left for future work. The following theorem, proven in Appendix F, states that starting from a sufficiently accurate balanced initialization with bounded row norms, Algorithm 3 recovers $X^*$ with a linear convergence rate.

**Theorem 3.5** (Matrix completion, linear convergence). There exist constants $C, c_\varepsilon, c_l$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu r \max\{\log n_1, \mu r n_2\}$. Then w.p. at least $1 - 3/n^3$, starting from any $Z_0 \in B_{err}(1/(c_\varepsilon \sqrt{r})) \cap B_{bin}(1/c_{l}) \cap B_\mu$, the estimates $X_t = U_t V_\top_t$ of Algorithm 3 satisfy
\[
\|X_{t+1} - X^*\|_F \leq \frac{1}{2} \|X_t - X^*\|_F.
\]

Theorem 3.5, as well as the following Theorem 3.7, are stated for Algorithm 3, which is a constrained version of the setting variant of GNMR ($\alpha = 1$). However, they can be extended in a straightforward manner to any other variant. The technical reason is that the constraints replace the need to choose the minimal norm solution to the least squares problem in Algorithm 3, so that the proof works for any feasible solution.

**Remark 3.6** (Initialization for matrix completion). In Lemma G.1, we prove that for a sufficiently large $|\Omega|$, a standard spectral-based initialization provides $Z_0 \in B_{err}(1/(c_\varepsilon \sqrt{r})) \cap B_{bin}(1/c_{l}) \cap B_\mu$. A similar initialization was employed in [SL16, ZL16, YPCC16].

Theorem 3.5 guarantees a linear convergence rate. As stated in the next theorem, once the error $\|X_t - X^*\|_F$ becomes small enough, the convergence rate becomes quadratic.

**Theorem 3.7** (Matrix completion, quadratic convergence). There exist constants $C, c_\varepsilon, c_l$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu r \log n$. Then w.p. at least $1 - 3/n^3$, starting from any initial iterate $Z_0 \in B_{err}(\sqrt{r}/(c_\varepsilon \sqrt{r})) \cap B_{bin}(1/c_{l}) \cap B_\mu$, the estimates $X_t = U_t V_\top_t$ of Algorithm 3 satisfy
\[
\|X_{t+1} - X^*\|_F \leq \gamma \|X_t - X^*\|_F^2
\]
where $\gamma \|X_t - X^*\|_F \leq 1/(2\sqrt{r}) \leq 1/2$.

Theorem 3.7 is proven in Appendix H. Combining it with Theorem 3.5 gives the following overall behavior of GNMR: using the initialization procedure discussed in Remark 3.6, Algorithm 3 converges quadratically according to Theorem 3.5. After $t \sim O(\log 1/p)$ iterations, it converges quadratically according to Theorem 3.7.

We remark that the first condition in Theorem 3.7, namely the stricter accuracy requirement $\|X_0 - X^*\|_F \leq \sqrt{r}/(c_\varepsilon \sqrt{r})$, allows a reduced number of required observations compared to Theorem 3.5. Moreover, with such an accurate initial estimate $X_0$, Theorem 3.7 holds for a modified variant of Algorithm 3 without the additional two conditions of balance and bounded row norms, $Z_0 \in B_{bin}(1/c_{l}) \cap B_\mu$. In the modified variant we initialize $Z_0 = (U_0 V_\top_0)^{1/2}$ where $U_0 V_\top_0$ is the SVD of the initial estimate $X_0$. In addition, we may remove the constraint $Z_t \in B_\mu$ from the iterative least squares problem of Algorithm 3.
Remark 3.8. Theorems 3.5 and 3.7 assume that the parameters $\mu$ and $\sigma_r^*$ of the underlying matrix $X^*$ are known. Similar assumptions were made in previous works, e.g. [SL16, YPCC16, ZL16]. While in practice these parameters are often unknown, they can be estimated from the observed matrix. The parameter $\sigma_r^*$, for example, can be estimated by $\hat{\sigma}_r = \sigma_r(X/p)$. We show in Appendix I that if $np \geq C\mu r^2 \log n$ with a sufficiently large $C$, then with high probability $|\hat{\sigma}_r - \sigma_r^*|/\sigma_r^* \leq 1/10$. Hence, Algorithm 3 with $\hat{\sigma}_r$ in place of $\sigma_r^*$ enjoys the same recovery guarantees (with different constants).

Comparison to previous works. In terms of sample complexity, the best known recovery guarantee was derived by [DC20], which required $np \sim O(\mu r \log(\mu r) \log(n))$. However, this result holds for nuclear norm minimization, which is computationally demanding. For factorization based methods, the recovery guarantee with the smallest sample complexity requirement was derived by [ZL16] for projected gradient descent. Our Theorem 3.5 matches this result for GNMR. The basin of attraction in our result, however, is smaller by a factor of $\sqrt{\kappa}$. Consequently, our initialization guarantee requires a larger sample complexity by a factor of $\kappa^2$. On the other hand, our linear convergence guarantee is amongst the first to hold with a constant contraction factor. [ZL16], for example, had a contraction factor of $1 - 1/O(\mu^2 r^2 \kappa^2)$. A constant contraction factor for a scaled variant of projected gradient descent was recently proved in [TMC21a]; however, their required sample complexity is larger than ours by a factor of $\kappa^2$.

Next, we discuss the quadratic convergence guarantee. Several Riemannian optimization methods are guaranteed an asymptotic quadratic rate of convergence, see for example [MMBS13, BA15]. These guarantees are local in nature and are known to be insufficient as a building block for proving recovery guarantees of other methods. In contrast, Theorem 3.7 provides explicit expressions for the corresponding basin of attraction. Theorem 3.9

3.3 Uniform RIP for matrix completion

To prove Theorem 3.5 we first derive a novel RIP guarantee for matrix completion. This result may be of independent interest, e.g. as a building block for proving recovery guarantees of other methods. In contrast to the RIP assumed in the matrix sensing setup (see Definition 3.1), here the RIP is uniform, namely it applies to all matrices $X \in \mathbb{R}^{n \times n}$ that satisfy the following RIP inequalities,

\[
(1 - \epsilon)\|X - X^*\|_F \leq \frac{1}{\sqrt{n}}\|P_\Omega(X - X^*)\| \leq (1 + \epsilon)\|X - X^*\|_F.
\]  

(16) The local RIP guarantee we present below and prove in Appendix E is uniform, namely it applies to all matrices $X$ in a neighborhood of $X^*$, independently of $\Omega$. This allows us to avoid the sample splitting schemes which were employed in some early works. For a discussion on this issue see [SL16, section 1.B.2]. Since GNMR is factorization-based, the RIP result we present poses requirements on the optimization variables $U,V$ such that (16) holds rather than on $X = UV^\top$. One requirement is approximate balance of $U,V$. This is the reason for the condition $Z_0 \in B_{bh}(1/c_l)$ in Theorem 3.5: Such an initialization guarantees that the subsequent iterates of GNMR remain approximately balanced.

Theorem 3.9 (uniform RIP for matrix completion). There exist constants $C$, $c_l$, $c_e$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Let $\epsilon \in (0, 1)$, and assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C^2 \mu r \max\left\{\log n, \frac{\mu r^2 \kappa}{\sigma_r^*}\right\}$. Then w.p. at least $1 - 3/n^3$, for all matrices $X = UV^\top$ where $(\frac{\sigma}{\mu^2}) \in B_{r}(\epsilon/c_e) \cap B_{bh}(1/c_l) \cap B_\mu$, the RIP (16) holds.

Theorem 3.9 is in several aspects sharper than the RIP guarantee of [SL16, Claim 3.1]. Specifically, [SL16] required three conditions on the factor matrices $Z = \left(\frac{\sigma}{\mu^2}\right)$: (i) $Z \in B_{r}(\epsilon/c_e, r^3/2\kappa)$, which is more restrictive than ours by a factor of $r^{3/2}\kappa$; (ii) $Z \in B_{\mu, r^2\kappa}$, which is more restrictive by a factor of $\sqrt{r}$; and (iii) the balance requirement $\|U\|_F^2 + \|V\|_F^2 \lesssim r\sigma_r^*$, which is replaced in our result by $Z \in B_{bh}(1/c_l)$. More importantly, their guarantee requires a sample complexity of $np \gtrsim \mu r^2 \max\{\log n, \mu r^6 \kappa^4\}$,\footnote{In fact, [SL16] required this sample complexity for additional results. For [SL16, Claim 3.1] by itself, it seems that $np \gtrsim \mu r^2 \max\{\log n, \mu r^6 \kappa^4\}$ suffices, see the end of the proof of [SL16, Proposition 4.3].} compared to our
\[ np \geq \mu r \max \{ \log n, \mu rk^2 \}. \]

We remark that if the difference \( \| X - X^* \|_F \) is of order \( O(\sqrt{\log(n)}/n) \), then Theorem 3.9 holds without any additional requirements such as approximate balance or bounded row norms of the factor matrices, see Lemma H.2. We use this fact for our quadratic convergence guarantee (Theorem 3.7), which requires a very accurate initialization.

A special case of Theorem 3.9 is a uniform RIP for the difference of incoherent matrices, as stated in the following corollary, proven in Appendix E.

**Corollary 3.10.** Under the assumptions of Theorem 3.9 and with the same probability, for all rank-\( r \), 3\( \mu /2 \)-incoherent matrices \( X \) that satisfy \( \| X - X^* \|_F \leq c_{r_1}/c_e \), the RIP (16) holds.

This corollary is not used in our proofs, but may be of independent interest. In particular, it settles an open question posed in [DR16]. In [DR16, section V.B] the authors wrote that an RIP holds for incoherent matrices, but ”the difference between two sufficiently close incoherent matrices is not necessarily itself incoherent, which leads to some significant challenges in an RIP-based analysis.” Corollary 3.10 shows that although not incoherent, the difference between two incoherent matrices does satisfy an RIP.

### 3.4 Stationary points analysis

The previous subsections presented recovery guarantees for \( \text{GNMR} \) under suitable assumptions on the initialization accuracy and on the number of observations. Without such assumptions, \( \text{GNMR} \) is not guaranteed to converge at all. However, as it typically does converge, it is interesting to explore its set of stationary points. In this subsection we analyze and compare the stationary points of \( \text{GNMR} \) to those of two other methods: a regularized variant of gradient descent (GD), and the classical alternating least squares (ALS). Specifically, as in [TBS\(^*\)16, ZL16, YPCC16, PKCS18, LCZL20, CLL20], consider GD applied to the regularized objective

\[
g_\lambda(Z) = f(UV^\top) + \lambda \cdot \rho(Z), \tag{17} \]

where \( Z = (U V) \in \mathbb{R}^{(n_1 + n_2) \times r} \), \( \rho(Z) = \| U^\top U - V^\top V \|_F^2 \) is an imbalance penalty, and \( \lambda \) is a regularization parameter. In particular, \( \lambda = 0 \) corresponds to vanilla GD. Starting from an initial \( Z_0 \), GD updates \( Z_{t+1} = Z_t - \eta_t \cdot \nabla g_\lambda(Z_t) \) where the step-size \( \eta_t \) may depend on \( t \).

The second algorithm in the following comparison is ALS [HH09, Kes12, JNS13]. Given an initial estimate \( V_0 \in \mathbb{R}^{n_2 \times r} \), ALS iteratively updates

\[
U_{t+1} = \arg \min_U f(UV_t^\top), \quad V_{t+1} = \arg \min_V f(U_{t+1}V^\top).
\]

Let \( X^* \in \mathbb{R}^{n_1 \times n_2} \) be of rank \( r \), and consider the problem (3) with \( b = A(X^*) \). Let \( F \) be the set of factor matrices at which the gradients of \( f(UV^\top) \) w.r.t. both \( U \) and \( V \) vanish,

\[
F = \left\{ \begin{pmatrix} U \\ V \end{pmatrix} \in \mathbb{R}^{(n_1 + n_2) \times r} \mid \nabla f(UV^\top)V = 0, \nabla f(UV^\top)^\top U = 0 \right\},
\]

and let \( \mathcal{G} \subseteq \mathbb{R}^{(n_1 + n_2) \times r} \) be the set of balanced factor matrices \( (U^\top U = V^\top V) \). Denote the sets of stationary points of vanilla GD (\( \lambda = 0 \)), regularized GD (\( \lambda > 0 \)), ALS, the updating variant of \( \text{GNMR} \) (4) and the other variants of \( \text{GNMR} \) ((5) with \( \alpha \neq -1 \)) by \( S_{\text{GD}}, S_{\text{reg-GD}}, S_{\text{ALS}}, S_{\text{ upd-GNMR}}, \) and \( S_{\text{GNMR}} \), respectively.

**Theorem 3.11 (Stationary points).** The above sets of stationary points satisfy

\[
S_{\text{ upd-GNMR}} = S_{\text{GD}} = S_{\text{ALS}} = F, \tag{18a} \]

\[
S_{\text{GNMR}} \subseteq S_{\text{reg-GD}} = F \cap \mathcal{G}. \tag{18b} \]

In addition, all the balanced global minima of (3) are stationary points of \( \text{GNMR} \), namely

\[
(B^* \cap \mathcal{G}) \subseteq S_{\text{GNMR}} \tag{19} \]

where \( B^* \) is defined in (9), in the following two settings: (i) In matrix sensing, where \( A \) satisfies a 2\( \mu \)-RIP; (ii) With probability at least \( 1 - 3/n^3 \) in matrix completion (\( A = P_{\Omega} \)), assuming \( X^* \) is \( \mu \)-incoherent and the sampling pattern \( \Omega \subseteq [n_1] \times [n_2] \) is randomly sampled with \( np \geq C \mu r \log n \) for some constant \( C \).
The identities $S_{GD} = \mathcal{F}$ and $S_{reg-GD} = \mathcal{F} \cap \mathcal{G}$ were discussed in previous works. For a detailed analysis of the geometry of the regularized GD objective (17), see [GLM16, GJZ17, ZLTW18, LLA+19]. Theorem 3.11 shows that the updating variant of GNMR has a different behavior from the other variants. Specifically, a parameter value $\alpha \neq -1$ in GNMR, analogously to $\lambda > 0$ in regularized GD, plays a role of an implicit balance regularizer in the sense that it enforces the stationary points to be balanced. This theoretical observation supports the empirical finding that in matrix completion, the GNMR variants with $\alpha \neq -1$ are superior to the updating variant, see Section 5.

In addition, the theorem states that the stationary points of GNMR variants with $\alpha \neq -1$ form a subset of those of regularized GD, $S_{GNMR} \subseteq S_{reg-GD}$, but do not necessarily coincide with them. The question if this is a desirable property of GNMR depends on whether $S_{GNMR}$ 'loses' some of the global minima in $S_{reg-GD}$, or just bad local minima. This is where the second part of the theorem comes into play: it states that in the matrix sensing and matrix completion settings, $S_{GNMR}$ contains all the balanced minimizers of (3).

Finally, the recovery guarantees for GNMR, Theorems 3.3, 3.5 and 3.7, required certain conditions on the initialization. In contrast, several works [GLM16, GJZ17, ZLTW18, LLA+19] proved that regularized GD enjoys recovery guarantees from a random initialization due to a benign optimization landscape. The similarity between the stationary points of the variants of GNMR with $\alpha \neq -1$ and regularized GD, as implied by Theorem 3.11, together with empirical evidence, suggest that an analogous result may hold also for GNMR. Namely, even though many stationary points of GNMR are local minima, it seems that the algorithm somehow avoids them. We leave this open question for future research.

### 3.5 Implicit balance regularization

Optimizing the factorized objective (3) rather than the original one (1) introduces a scaling ambiguity: if $X^* = UV^\top$ where $U \in \mathbb{R}^{n_1 \times r}$ and $V \in \mathbb{R}^{n_2 \times r}$, then $X^* = (UQ)(VQ^{-1})^\top$ for any invertible $r \times r$ matrix $Q$. As a result, the scales of the factor matrices $U, V$ may be highly imbalanced, e.g. $\|U\|_F \ll \|V\|_F$. This may lead to significant challenges, involving two aspects: geometric and algorithmic. The first aspect was discussed in the preceding subsection: in short, an imbalance penalty often leads to a benign optimization landscape. However, while making the analysis easier, a recent work [LLZ+20] proved that in some matrix recovery problems, including matrix sensing, the imbalance penalty is in fact unnecessary from this geometrical perspective.

Here we highlight that keeping the factors approximately balanced has important consequences from an algorithmic viewpoint. If the factor matrices $U, V$ are not balanced, small changes in $U, V$ may lead to huge changes in the resulting estimate $UV^\top$. This ill-conditioning can lead to both computational problems as well as significant challenges in the theoretical analysis of matrix recovery algorithms. While the iterates of (vanilla) gradient descent enjoy implicit balance regularization, as was recently shown by [MWCC19, MLC21, TMC21a, YD21, WCZT21], its available recovery guarantees require stringent conditions. Several works on factorization-based methods explicitly added a balance regularization term to their algorithm to ease its analysis. The regularization term is either of the form $\|U\|_F^2 + \|V\|_F^2$ [SL16, CCF+20, CFMY21] or $\|U^\top U - V^\top V\|_F^2$ [TBS+16, ZLTW18, YPCC16, PKCS18, ZDG18, LCZL20, CLL20]. In contrast, GNMR has a built-in implicit balance regularization, which manifests itself both during the iterates (Lemma 4.3) and in the set of stationary points (Theorem 3.11). As our analysis shows, the underlying reason is the choice of the minimal norm solution to the degenerate least squares problem (5a).

### 4 Theorem 3.3 proof outline and key lemmas

In this section we describe the skeleton of the proof of Theorem 3.3. The proof relies on three key lemmas, Lemmas 4.1 to 4.3, which we formally state below. The full proof appears in Appendix C.

Let $Z_t = (U_t V_t^\top)$ be the current iterate of GNMR, and denote the current and next estimates by $X_t = U_t V_t^\top$ and $X_{t+1} = U_{t+1} V_{t+1}^\top$, respectively. Recall that the least squares problem (4a) has an infinite number of solutions, and the updating variant of GNMR, which corresponds to Algorithm 1 with $\alpha = -1$, chooses the one with minimal norm of the update $\Delta Z_t$. The proof of Theorem 3.3 proceeds as follows. First, in Lemma 4.1 we show that if the current iterate $Z_t$ is approximately balanced and has a sufficiently small error $\|X_t - X^*\|_F$, then any feasible solution $\Delta Z_t$ to the least squares problem (4a) satisfies $\|X_{t+1} - X^*\|_F \lesssim \|X_t - X^*\|_F^2 / \sigma_r^2 + \|\Delta Z_t\|_F^2$. Next, we show that by taking the minimal norm solution, the following two key properties hold: (i) $\|\Delta Z_t\|_F^2$ is comparable to $\|X_t - X^*\|_F^2 / \sigma_r^2$ (Lemma 4.2), and (ii) the next iterate remains
approximately balanced (Lemma 4.3), so we may apply Lemma 4.1. This yields quadratic convergence of the form \( \|X_{t+1} - X^*\|_F^2 \lesssim \|X_t - X^*\|_F^2 / \sigma_r^2 \), thus completing the proof of Theorem 3.3.

Let us now formally state the lemmas mentioned above. For all three lemmas we assume \( X^* \in \mathbb{R}^{n_1 \times n_2} \) is of rank \( r \).

**Lemma 4.1** (error contraction). Let \( \Delta Z_t = (\Delta U_t) / \Delta V_t \) be any feasible solution to (4a), not necessarily the minimal norm one. Assume that the current estimate \( X_t = U_t V_t^\top \) satisfies

\[
\|X_t - X^*\|_F^2 + \frac{1}{4} \|U_t^\top U_t - V_t^\top V_t\|_F^2 \leq \frac{\sqrt{2}-1}{400} \\sigma_r^2(X^*). \tag{20}
\]

Then the next estimate \( X_{t+1} = U_{t+1} V_{t+1}^\top = (U_t + \Delta U_t)(V_t + \Delta V_t)^\top \) satisfies

\[
\|X_{t+1} - X^*\|_F^2 \leq \frac{1}{2} \sqrt{\frac{1 + \delta_{2r}}{1 - \delta_{2r}}} \frac{25}{4 \sigma_r(X^*)} \|X_t - X^*\|_F^2 + \|\Delta Z_t\|_F^2.
\]

For the next two lemmas, the factor matrices \( U_t, V_t \) do not have to satisfy condition (20), but are required to have full column rank.

**Lemma 4.2** (norm of minimal norm solution). Let \( (U_t / V_t) \) be of full column rank. Then the minimal norm solution \( \Delta Z_t \) to (4a) satisfies

\[
\|\Delta Z_t\|_F^2 \leq \frac{1 + \delta_{2r}}{1 - \delta_{2r}} \|X_t - X^*\|_F^2 \min\{\sigma_r^2(U_t), \sigma_r^2(V_t)\}. \tag{21}
\]

**Lemma 4.3** (balance of minimal norm solution). Let \( (U_t / V_t) \) be of full column rank. Then the next iterate \( Z_{t+1} = (U_{t+1} / V_{t+1}) \) given by (4) satisfies

\[
\|U_{t+1}^\top U_t - V_{t+1}^\top V_t\|_F \leq \|U_t^\top U_t - V_t^\top V_t\|_F + \frac{1 + \delta_{2r}}{1 - \delta_{2r}} \|X_t - X^*\|_F^2 \min\{\sigma_r^2(U_t), \sigma_r^2(V_t)\}.
\]

In the next subsections we prove the three lemmas. The proofs provide useful insights on the inner mechanism of \textsc{gnmr}, in particular on the importance of balanced factors and the role of the minimal norm solution. These proofs may be relevant to the analysis of Gauss-Newton based methods in other settings, especially for rank-deficient problems. To prove the lemmas, in the following subsection we present a key auxiliary lemma, with implications beyond matrix sensing. Next, in Section 4.2, we introduce some definitions and related technical results. Then, in Section 4.3 we prove Lemmas 4.1 to 4.3.

### 4.1 A key property of \textsc{gnmr} in the general matrix recovery problem

Given \( (U_t / V_t) \in \mathbb{R}^{(n_1 + n_2) \times r} \) and a sensing operator \( A : \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^m \), define the linear operators \( L(i) : \mathbb{R}^{(n_1 + n_2) \times r} \rightarrow \mathbb{R}^{n_1 \times n_2} \) and \( L_A(i) : \mathbb{R}^{(n_1 + n_2) \times r} \rightarrow \mathbb{R}^m \) as

\[
L(i)(Z) = U_t V_t^\top + U V_t^\top, \quad L_A(i)(Z) = A L(i)(Z) = A \left( U_t V_t^\top + U V_t^\top \right), \tag{22}
\]

where \( Z = (U_t / V_t) \). Note that \( L_A(i) \) is the operator of the least squares problem (5a) common to all variants of \textsc{gnmr}. The following lemma describes a useful property of the minimal norm solution to the least squares problem, that holds regardless of the specific setting.

**Lemma 4.4.** Let \( (U_t / V_t) \in \mathbb{R}^{(n_1 + n_2) \times r} \). The minimal norm solution \( (U_t / V_t) \) of (5a) satisfies

\[
U_t^\top U_t = V_t^\top V_t. \tag{23}
\]

Further, if \( U_t, V_t \) have full column rank, then

\[
\left\{ \begin{array}{l}
\ker L(i) \\
\end{array} \right\}^\perp = \left\{ \begin{array}{l}
(U_t / V_t) \in \mathbb{R}^{(n_1 + n_2) \times r} \mid U_t^\top U_t = V_t^\top V_t \\
\end{array} \right\}. \tag{24}
\]
Proof. Let \( K_t = \left\{ \begin{pmatrix} U_t \ R \ V_t \end{pmatrix} \mid R \in \mathbb{R}^{r \times r} \right\} \). Observe that
\[
K_t \subseteq \ker \mathcal{L}^{(t)} \subseteq \ker \mathcal{L}^{(t)}_A,
\]
where the first inclusion follows since \( U_t V_t^T + U V_t^T \) vanishes for any \( \begin{pmatrix} U \ V \end{pmatrix} \in K_t \), and the second due to the linearity of \( \mathcal{A} \). By definition, the minimal norm solution \( \begin{pmatrix} U_t \ V_t \end{pmatrix} \) is orthogonal to \( \ker \mathcal{L}^{(t)} \), and in particular to \( K_t \subseteq \ker \mathcal{L}^{(t)}_A \). Equation (23) will thus follow if we show
\[
K_t^t = \left\{ \begin{pmatrix} U \ V \end{pmatrix} \in \mathbb{R}^{(n_1+n_2) \times r} \mid U^T U_t = V_t^T V \right\}.
\]
Let \( \begin{pmatrix} U \ V \end{pmatrix} \in \mathbb{R}^{(n_1+n_2) \times r} \). Then \( \begin{pmatrix} U \ V \end{pmatrix} \perp K_t \) if and only if
\[
0 = \text{Tr} \left( U^T U_t R - V^T V_t R^T \right) = \text{Tr} \left[ (U^T U_t - V_t^T V) R \right], \quad \forall R \in \mathbb{R}^{r \times r},
\]
which in turn holds if and only if \( U^T U_t = V_t^T V \). This proves (26).

Next, we prove (24) assuming \( U_t, V_t \) have full column rank. In view of (26), it is sufficient to show that in this case \( K_t = \ker \mathcal{L}^{(t)} \). Let \( \mathcal{M}_r \) denote the manifold of \( \mathbb{R}^{n_1 \times n_2} \) matrices of rank \( r \). By [Van13, Proposition 2.1], the range of \( \mathcal{L}^{(t)} \) is the tangent space to \( \mathcal{M}_r \) at \( U_t Q V_t \) where \( Q \in \mathbb{R}^{r \times r} \) is any invertible matrix. Hence its dimension is the same as that of \( \mathcal{M}_r \) [GP10, section 1.2], which is \((n_1+n_2-r)r\). The dimension of \( \ker \mathcal{L}^{(t)} \) is therefore \((n_1+n_2)r - (n_1+n_2-r)r = r^2 \). Since \( U_t, V_t \) have full column rank, then \( \dim K_t = r^2 \). Combined with \( K_t \subseteq \ker \mathcal{L}^{(t)} \) (25), we conclude \( K_t = \ker \mathcal{L}^{(t)} \). This completes the proof. \( \square \)

4.2 The Q-distance

Consider the following distance measure between pairs of factor matrices, introduced by Ma et al. [MLC21].

Definition 4.5. Let \( Z_i = \begin{pmatrix} U_i \ V_i \end{pmatrix} \) where \( U_i \in \mathbb{R}^{n_1 \times r} \) and \( V_i \in \mathbb{R}^{n_2 \times r} \) for \( i = 1, 2 \). Then the Q-distance between \( Z_1 \) and \( Z_2 \) is defined as
\[
d_Q^2(Z_1, Z_2) = \inf \left\{ \| U_1 - U_2 Q \|_F^2 + \| V_1 - V_2 Q^{-T} \|_F^2 \mid Q \in \mathbb{R}^{r \times r} \text{ is invertible} \right\}.
\]

Let us present bounds on the Q-distance. To this end, we first introduce the definition of balanced-SVD (b-SVD), which is quite natural in light of the discussion in Section 3.5.

Definition 4.6 (balanced-SVD (b-SVD)). Let \( X \in \mathbb{R}^{n_1 \times n_2} \) be a matrix of rank \( r \) with SVD \( X = \bar{U} \Sigma \bar{V}^T \). Then
\[
\text{b-SVD}(X) = \begin{pmatrix} \bar{U} \Sigma^{\frac{1}{2}} \\ \bar{V} \Sigma^{\frac{1}{2}} \end{pmatrix} \in \mathbb{R}^{(n_1+n_2) \times r}.
\]

Note that \( \begin{pmatrix} \bar{U} \\ \bar{V} \end{pmatrix} = \text{b-SVD}(X) \) implies \( U V^T = X \) and \( U^T U = V^T V \).

The next lemma bounds the Q-distance between a pair of factor matrices \( Z \) and the b-SVD \( Z^* \) of a rank \( r \) matrix \( X^* \). Since the Q-distance is asymmetric w.r.t. its arguments, we present different bounds for \( d_Q(Z^*, Z) \) and \( d_Q(Z, Z^*) \). There is a substantial difference in the difficulty of bounding each case: As the right argument of \( d_Q \) is multiplied by an invertible matrix \( Q \) (Definition 4.5), we can assume w.l.o.g. that it is also a b-SVD, and hence \( d_Q(Z, Z^*) \) is easier to analyze. The more challenging bound of \( d_Q(Z^*, Z) \) requires an additional condition as stated in the following lemma, proven in Appendix B.

Lemma 4.7. Let \( Z^* = \text{b-SVD}(X^*) \) where \( X^* \in \mathbb{R}^{n_1 \times n_2} \) is of rank \( r \). Then
\[
d_Q^2(Z^*, Z) \leq \frac{\| U V^T - X^* \|_F^2}{(\sqrt{2} - 1) \sigma_r(X^*)}
\]
for any \( Z = \begin{pmatrix} U \ V \end{pmatrix} \in \mathbb{R}^{(n_1+n_2) \times r} \). Further, if
\[
\| U V^T - X^* \|_F^2 + \frac{1}{4}\| U^T U - V^T V \|_F^2 \leq \frac{\sqrt{2}}{400} \sigma_r^2(X^*),
\]
(28)
then there exists an invertible matrix $Q \in \mathbb{R}^{r \times r}$ with $\|Q\|_2 \leq 4/3$ such that
\[
d^2_{\mathcal{Q}}(Z, Z^\star) \leq \|U - U^*Q\|_F^2 + \|V - V^*Q^{-\top}\|_F^2 \leq \frac{25}{4\sigma_r(X^\star)} \|UV^\top - X^\star\|_F^2.
\] (29)

As the Q-distance takes an infimum over a non-compact set, its corresponding optimal alignment matrix does not always exist. However, in the proof of Lemma 4.7 we show that (28) is a sufficient condition for the existence of the optimal alignment matrix.

### 4.3 Proofs of Lemmas 4.1 to 4.3

**Proof of Lemma 4.1.** Let $F_t^2$ be the objective function of the least squares problem,
\[
F_t^2 \left( \left( \frac{\Delta U}{\Delta V} \right) \right) = \|A(U_tV_t^\top + U_t\Delta V_t^\top + \Delta UV_t^\top - X^\star)\|^2.
\]
The proof consists of two parts. First, we show that there exists $\Delta Z \in \mathbb{R}^{(n_1 + n_2) \times r}$ such that
\[
F_t(\Delta Z) \leq \frac{\sqrt{1 + \delta_r}}{2} \frac{25}{4\sigma_r(X^\star)} \|X_t - X^\star\|_F^2.
\]
(30)

Second, we show that any feasible solution $\Delta Z_t = \left( \frac{\Delta U_t}{\Delta V_t} \right)$ to the least squares problem satisfies
\[
F_t(\Delta Z_t) \geq \sqrt{1 - \delta_{2r}} \|X_{t+1} - X^\star\|_F - \frac{1}{2} \sqrt{1 + \delta_r} \|\Delta Z_t\|_F^2 \quad \text{for any } \Delta Z, \text{ from which the lemma follows.}
\]
(31)

where $X_{t+1} = (U_t + \Delta U_t)(V_t + \Delta V_t)^\top$ is the corresponding new estimate. Since $\Delta Z_t$ minimizes $F_t$ by construction, then $F_t(\Delta Z_t) \leq F_t(\Delta Z)$ for any $\Delta Z$, from which the lemma follows.

For the first part, let $Z = \left( \frac{U}{V} \right) \in B^*$, where $B^*$ is defined in (9), be any decomposition of the underlying matrix $X^\star$, and denote $\Delta Z = \left( \frac{\Delta U}{\Delta V} \right) = Z - Z_t$. Since $U_tV_t + U_t\Delta V_t^\top + \Delta UV_t^\top - UV^\top = -\Delta U\Delta V^\top$, then
\[
F_t(\Delta Z) = \|A(U_tV_t + U_t\Delta V_t^\top + \Delta UV_t^\top - UV^\top)\| = \|A(\Delta U\Delta V^\top)\|.
\]
Recall that $A$ satisfies an $r$-RIP with a constant $\delta_r \leq \delta_{2r}$. Combining this with the Cauchy-Schwarz inequality and the fact that $ab \leq (a^2 + b^2)/2$ we obtain
\[
F_t(\Delta Z) \leq \frac{\sqrt{1 + \delta_r}}{2} \|\Delta U\|_F \|\Delta V\|_F \leq \frac{1}{2} \sqrt{1 + \delta_r} \|\Delta Z\|_F^2.
\]
(32)

Let us now pick a specific decomposition $Z \in B^*$. By (20), $Z_t$ satisfies (28). Lemma 4.7 thus guarantees an invertible $Q \in \mathbb{R}^{r \times r}$ such that (29) holds. Define $Z = \left( \frac{U^*Q^{-\top}}{V^*} \right)$ where $\left( \frac{U^*}{V^*} \right) = b$-SVD$(X^\star)$. Then $\|\Delta Z\|_F^2 = \|U_t - U^*Q\|_F^2 + \|V_t - V^*Q^{-\top}\|_F^2$. Hence, by (29) of Lemma 4.7, $\|\Delta Z\|_F^2 \leq \frac{25}{4\sigma_r(X)} \|X_t - X^\star\|_F^2$. Plugging this into (32) yields (30).

Next, we prove (31). It is easy to show that any feasible solution $\Delta Z_t$ satisfies
\[
F_t(\Delta Z_t) = \|A(U_tV_t + U_t\Delta V_t^\top + \Delta UV_t^\top - X^\star)\| = \|A(X_{t+1} - \Delta U_t\Delta V_t^\top - X^\star)\|.
\]
By the triangle inequality, $F_t(\Delta Z_t) \geq \|A(X_{t+1} - X^\star)\| - \|A(\Delta U_t\Delta V_t^\top)\|$. As noted before, $A$ satisfies an $r$-RIP with a constant $\delta_r \leq \delta_{2r}$. Combining this with the Cauchy-Schwarz inequality and the fact that $ab \leq (a^2 + b^2)/2$ yields (31). 

To prove Lemma 4.2 we shall use the following proposition [SL16, Proposition B.4].

**Proposition 4.8.** For any $U \in \mathbb{R}^{n_1 \times r}$ and $V \in \mathbb{R}^{n_2 \times r}$, $\|UV^\top\|_F \leq \sigma_1(U)\|V\|_F$. Further, if $n_1 \geq r$, then $\sigma_r(U)\|V\|_F \leq \|UV^\top\|_F$. 
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Proof of Lemma 4.2. Let $E_t = X^* - X_t$ and $b_t = A(E_t)$. By construction, $\Delta Z_t = L_A^{(t)^\dagger} b_t$ where $L_A^{(t)^\dagger}$ is the Moore-Penrose pseudoinverse of $L_A^{(t)}$. In addition, by the 2r RIP property of $A$, $\|b_t\|_2^2 \leq (1 + \delta_{2r}) \|E_t\|_F^2$. Hence,

$$\|\Delta Z_t\|_F^2 = \|L_A^{(t)^\dagger} b_t\|_F^2 \leq (1 + \delta_{2r}) \sigma_1^2 \left( L_A^{(t)^\dagger} \right) \|E_t\|_F^2 = (1 + \delta_{2r}) \|X_t - X^*\|_F^2 / \sigma_{\min}^2 \left( L_A^{(t)} \right)$$

where $\sigma_{\min}(L_A^{(t)})$ is the smallest nonzero singular value of $L_A^{(t)}$. By the 2r-RIP of $A$ we have $\sigma_{\min}^2(L_A^{(t)}) \geq (1 - \delta_{2r}) \sigma_{\min}^2(L_A^{(t)})$. Proving inequality (21) thus reduces to showing that

$$\sigma_{\min}^2 \left( L^{(t)} \right) \geq \min\{\sigma_r^2(U_t), \sigma_r^2(V_t)\}. \quad (33)$$

Since $U_t, V_t$ have full column rank, (24) of Lemma 4.4 implies

$$\sigma_{\min}^2 \left( L^{(t)} \right) = \min_{U_t, V_t} \left\{ \frac{1}{\|\Delta U\|_F^2 + \|\Delta V\|_F^2} \left\| \left( \begin{array}{c} \Delta U \\ \Delta V \end{array} \right) \right\|_F^2 \mid \left( \begin{array}{c} \Delta U \\ \Delta V \end{array} \right) \perp \ker \left( L^{(t)} \right) \right\} \quad (34)$$

Let us lower bound $\|U_t \Delta V^T + \Delta UV_t^T\|_F^2$ under the constraint $U_t^T \Delta U = \Delta V^T V_t$. For any $\Delta U, \Delta V$ that satisfy this constraint, using the trace property $\text{Tr}(AB) = \text{Tr}(BA)$,

$$\text{Tr} \left( V_t \Delta U^T U_t \Delta V^T \right) = \text{Tr} \left( \Delta V^T V_t \Delta U^T U_t \right) = \text{Tr} \left( U_t^T \Delta U \Delta U^T U_t \right) = \|\Delta U^T U_t\|_F^2 \geq 0. \quad (35)$$

Combining (35) and the second part of Proposition 4.8 yields the bound

$$\|U_t \Delta V^T + \Delta UV_t^T\|_F^2 \geq \|U_t \Delta V^T\|_F^2 + \|\Delta UV_t^T\|_F^2 + 2 \text{Tr} \left( V_t \Delta U^T U_t \Delta V^T \right) \geq \|U_t \Delta V^T\|_F^2 + \|V_t \Delta U^T\|_F^2 \geq \sigma_r^2(U_t) \|\Delta V^T\|_F^2 + \sigma_r^2(V_t) \|\Delta U^T\|_F^2$$

$$\geq \min\{\sigma_r^2(U_t), \sigma_r^2(V_t)\} \cdot \left( \|\Delta U\|_F^2 + \|\Delta V\|_F^2 \right).$$

Plugging this bound into (34) yields (33).

Proof of Lemma 4.3. By the triangle inequality,

$$\|U_{t+1}^T U_{t+1} - V_{t+1}^T V_{t+1}\|_F \leq \|U_t^T U_t - V_t^T V_t\|_F + 2 \|U_t^T \Delta U_t - \Delta V_t^T V_t\|_F$$

$$+ \|\Delta U_t^T \Delta U_t - \Delta V_t^T \Delta V_t\|_F.$$

The second term on the RHS vanishes due to the first part of Lemma 4.4. The third term can be bounded by combining the triangle and the Cauchy-Schwarz inequalities as

$$\|\Delta U_t^T \Delta U_t - \Delta V_t^T \Delta V_t\|_F \leq \|\Delta U_t^T \Delta U_t\|_F + \|\Delta V_t^T \Delta V_t\|_F \leq \|\Delta U_t\|_F^2 + \|\Delta V_t\|_F^2.$$

The lemma thus follows by employing Lemma 4.2.

5 Numerical results

We illustrate the performance of different variants of GNMR via several simulations.2 Each experiment consists of generating a random matrix $X^* \in \mathcal{R}^{n_1 \times n_2}$ of a given rank $r$ and singular values $\sigma^*$, as well as a sampling pattern $\Omega \subseteq [n_1] \times [n_2]$ of a given size. To generate $X^*$, we construct $U \in \mathcal{R}^{n_1 \times r}$, $V \in \mathcal{R}^{n_2 \times r}$ with entries i.i.d. from the standard normal distribution, orthonormalize their columns, and set $X^* = U \Sigma V^T$ where $\Sigma \in \mathcal{R}^{r \times r}$ is diagonal with entries $\sigma^*_i$. Next, we generate $\Omega$ using the procedure from [KV20], which samples $\Omega$ randomly without replacement, and verifies that there are at least $r$ visible entries in each column and

2Additional technical details on the experimental setups appear in Appendix K. Matlab and Python implementations of GNMR for matrix completion and matrix sensing are available at github.com/pizilber/GNMR.
Figure 1: Comparison of several matrix completion algorithms with \(X^*\) of size \(1000 \times 1000\), rank \(r = 5\) and condition number \(\kappa = 10\). Left panel: median of rel-RMSE (36); Right panel: failure probability, defined as \(\Pr[\text{rel-RMSE} > 10^{-4}]\). Each point corresponds to 150 independent realizations.

row of \(X^*\). Since a rank-\(r\) matrix \(X^* \in \mathbb{R}^{n_1 \times n_2}\) has \((n_1 + n_2 - r)r\) degrees of freedom, we denote the oversampling ratio \(\rho = \frac{|\Omega|}{(n_1 + n_2 - r)r}\). As \(\rho\) decreases towards the information limit value of 1, the harder the problem becomes.

In the experiments, we compare GNMR, as sketched in Algorithm 1, to the following algorithms: LRGeomCG [Van13], RTRMC [BA15], ScaledASD [TW16], R2RILS [BNZ21], and MatrixIRLS [KV20]. We used the Matlab implementations of these algorithms with default parameters as supplied by the respective authors, with the following exceptions: (i) Following [KV20], we set \(\lambda = 10^{-8}\) in RTRMC, as it allows it to handle low oversampling ratios; (ii) In MatrixIRLS, the tol-CG-fac parameter was modified from its default value \(10^{-5}\) to \(10^{-5} \kappa^{-1}\) as in the experiments in [KV20], leading to improved results; (iii) For fair comparison, we unified the stopping criteria of all algorithms, as detailed in Appendix K. Finally, all algorithms were initialized by the same spectral initialization, which is also their default initialization scheme. An exception is MatrixIRLS which is not factorization based.

Similar to previous works [TW16, BNZ21], we use two quantitative measures to evaluate the success of the algorithms. The first is the median of the relative RMSE, where the latter is defined as

\[
\text{rel-RMSE} = \frac{\|\hat{X} - X^*\|_F}{\|X^*\|_F}. \tag{36}
\]

The second is the recovery probability, defined as \(\Pr[\text{rel-RMSE} \leq 10^{-4}]\).

We compared the performance of the algorithms via three different experiments. The goal of the first experiment, similar to [BNZ21, KV20], is to examine the ability to recover the underlying matrix under a constraint on the runtime or number of iterations. Specifically, the maximal number of iterations was set such that the runtimes of all algorithms are bounded by approximately one minute (see Appendix K for more details). The target matrix \(X^*\) is of size \(n_1 \times n_2 = 1000 \times 1000\), rank \(r = 5\), and condition number \(\kappa = 10\) with singular values equispaced between 1 and \(\kappa\). The oversampling ratio \(\rho\) covers the range \([1.35, 2.8]\). The results, depicted in Fig. 1, show a clear performance gap between different algorithms. In particular, as noted by [KV20], only methods that solve an inner problem at each iteration recover the matrix at low oversampling ratios. Specifically, the setting variant (6) of GNMR shows favourable performance at low oversampling ratios compared to the other algorithms.

Interesting to note in Fig. 1 is the clear inferiority of the updating variant of GNMR compared to the setting and the averaging ones. This phenomenon, which repeats itself in the next results, may be at least partially explained by our theoretical findings in Section 3.4, which discriminate between these variants.

The second experiment compares R2RILS, MatrixIRLS and GNMR, which performed best in the first experiment, in a more challenging setting, where the number of observations is close to the information limit. Here \(X^*\) is of size \(n_1 \times n_2 = 600 \times 600\), rank \(r = 7\), and condition number \(\kappa = 100\) with singular values equispaced between 1 and \(\kappa\). The oversampling ratio \(\rho\) ranges between 1.1 and 1.5. Note that for \(\rho\) close to one, even if \(\Omega\) contains at least \(r\) entries in each row and column, the solution to the completion problem may not be unique with a non-negligible probability. Our goal in this experiment is to explore which of the algorithms can recover the matrix with essentially unlimited number of iterations. The results are depicted in Fig. 2a.
Strengthening the conclusion from the previous experiment, the setting variant (6) of GNMR outperforms the other algorithms, and succeeds in completing the matrix already at an oversampling ratio of $\rho = 1.1$.

The previous two experiments demonstrated the recovery abilities of the algorithms for matrices of relatively small dimensions. In the third experiment, our goal is to examine how increasing the dimensions affects each of the algorithms. Here $X^*$ is of varying size $n \times n$, fixed rank $r = 5$ and condition number $\kappa = 10$ with singular values equispaced between 1 and $\kappa$. For each value of $n$, we report the lowest oversampling ratio from which the algorithm successfully recovers $X^*$, out of a grid of 30 values logarithmically interpolated between $1$ and $4$. As seen in Fig. 2b, only GNMR and R2RILS scale well with the dimension $n$. In fact, the results of these algorithms are ‘optimal’ in the following sense. As the dimension increases, higher oversampling ratios are required to ensure that a random subset $\Omega$ satisfies the necessary condition of $r$ observed entries in each row and column of $X^*$ with non-negligible probability. GNMR and R2RILS successfully recovered $X^*$ from the lowest oversampling ratios at which this necessary condition held (see Appendix K for more details).

Next, we explore how sensitive GNMR is to the condition number of $X^*$. As depicted in Figs. 3 and 4a, the updating variant of GNMR, on the other hand, is sensitive to the condition number even at small values and at relatively large oversampling ratios.

Finally, Fig. 4b illustrates the stability to noise of GNMR. In this experiment, the observed entries are corrupted by additive white Gaussian noise of standard deviation $\sigma$. As seen in the figure, both the setting (6) and the averaging (7) variants of GNMR are robust to low noise levels, but interestingly, now it is the latter
Figure 4: (a) Runtime of GNMR as function of the condition number (with $\rho = 3$). (b) Stability of GNMR to additive white Gaussian noise (with $\rho = 1.5$). The noise level on the x-axis corresponds to the standard deviation of the noise, and the y-axis to the median rel-RMSE. In both panels $X^*$ is a 1000 × 1000 matrix of rank 5, and each point corresponds to 150 independent realizations.

which performs better at higher noise levels.

6 Discussion and future work

We proposed an extremely simple Gauss-Newton algorithm, GNMR, to solve the matrix recovery problem (1). We derived theoretical guarantees for our method, and demonstrated its state of the art empirical performance in matrix completion. In our analysis, we showed that due to the choice of the minimal norm solution to a degenerate least squares problem, the iterates of GNMR enjoy an implicit balance regularization. Similarly, we proved that the stationary points of GNMR are perfectly balanced.

The simplicity of GNMR opens several future research directions. One is related to a current gap in the literature between available guarantees for factorization-based methods and their performance in practice: Nearly all available guarantees, including ours, scale at least quadratically with the condition number $\kappa$; our simulations, however, show that GNMR is able to recover matrices with very little sensitivity to $\kappa$. As far as we are aware, the only works with $\kappa$-independent (or logarithmically scaled) guarantees are [HW14, CGJ17] and [JN15]. The latter is not factorization based, but its computational complexity is similar to factorization-based methods. However, these works employed sample splitting in their algorithm, which is never used in practice. This raises the question: is the quadratic dependence on $\kappa$ necessary for factorization-based methods that do not employ sample splitting? Our novel GNMR method, which is both simple and empirically insensitive to $\kappa$, may help in providing a negative answer to this question, possibly via a leave-one-out perturbation analysis as in [MWCC19].

Another research direction is exploiting the simplicity of GNMR to develop application-specific variants, which use additional prior knowledge or incorporate suitable regularizations. For example, in an ongoing work [ZN22] we developed a variant of GNMR for the inductive matrix completion problem [JD13, XJZ13], in which one has prior knowledge that the rows and columns of $X^*$ belong to certain subspaces of $\mathbb{R}^{n_2}$ and $\mathbb{R}^{n_1}$, namely that $X^* = AM^*B^T$ for some known matrices $A \in \mathbb{R}^{n_1 \times d_1}$, $B \in \mathbb{R}^{n_2 \times d_2}$. Another example is an observed matrix corrupted by outliers, in which case the current form of GNMR is unsuitable. However, an appealing property of our Gauss-Newton framework is that the inner problem solved in each iteration is convex for any convex loss function. Hence, a robust variant of GNMR may be obtained by replacing the $\ell_2$ norm in Algorithm 1 by a robust one. Finally, it may be beneficial to improve the runtime of GNMR, so it will be able to handle large scale matrices.
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A Comparison of GNMR to Wiberg’s method, PMF and R2RILS

In this section we compare GNMR to three other iterative matrix completion methods. In the 1970’s, several authors devised schemes to efficiently solve separable non-linear least squares problems, whose unknown variables are not necessarily matrices, see [RW80, GP03] and references therein. The idea is to divide the optimization variables to two subsets, such that solving the problem for one subset while keeping the other fixed is easy. The remaining problem for the other subset is then of reduced dimensionality. Wiberg [Wib76] adapted this idea to matrix completion as follows: Denote by \( \tilde{X} \) a fixed is easy. The remaining problem for the other subset is then of reduced dimensionality. Wiberg [Wib76] adapted this idea to matrix completion as follows: Denote by \( \tilde{X} \) a fixed is easy. The remaining problem for the other subset is then of reduced dimensionality. Wiberg [Wib76] adapted this idea to matrix completion as follows: Denote by \( \tilde{X} \) a

\[
\min_{V} \left\| \mathcal{P}_{\Omega} \left[ \tilde{U}\left(VV^{T}\right) - b \right] \right\|^2.
\]

At iteration \( t \), Wiberg’s algorithm approximately solves (37) by the Gauss-Newton method, namely by linearizing (37) around the current estimate \( V_t \). Similar to GNMR, the resulting least-squares problem is rank deficient, and the solution with minimal norm \( \left\| V \right\|_F \) is chosen. Denoting this solution by \( V_{t+1} \), Wiberg’s method then updates \( U_{t+1} = \tilde{U}(V_{t+1}) \). A regularized version of Wiberg’s method, which avoids the rank deficiency, became popular in the computer vision community [OD07, OYD11].

Wiberg’s algorithm is similar to GNMR, but differs from it in how \( (U, V) \) are updated. Specifically, Wiberg’s algorithm applies the Gauss-Newton method to only one of the variables. Hence, in particular it treats the factor matrices \( U, V \) in an asymmetric way. Empirically, in our simulations Wiberg’s method performs worse than GNMR. Also, to the best of our knowledge, no theoretical recovery guarantees have been derived for it.

The Gauss-Newton approximation for matrix completion was employed in yet another algorithm, named PMF [PT94]. However, the setting in [PT94] is slightly different from ours: instead of (3), their goal is to minimize a weighted objective \( \sum_{(i,j) \in \Omega} \left( \sum_{k=1}^{l} U_{ik} V_{jk} - X_{ij}^{(k)} \right)^2 / \sigma_{ij}^2 \) for some known weights \( \sigma_{ij} \). As a result, the iterative Gauss-Newton approximation yields a full-rank least squares problem with a unique solution, and there is no need to choose a specific solution as in GNMR. In addition, to the best of our knowledge, no theoretical recovery guarantees have been derived for this algorithm either.

Finally, we compare GNMR to the R2RILS algorithm [BNZ21]. Given an estimate \( (U_t, V_t) \), the first step of R2RILS computes the minimal norm solution \( (\hat{U}, \hat{V}) \) of (7a) as in the averaging variant of GNMR. However, instead of the update (7b), it performs two column normalizations as follows:

\[
\begin{pmatrix}
U_{t+1} \\
V_{t+1}
\end{pmatrix} = \begin{pmatrix}
\text{ColNorm} \left[ U_t + \text{ColNorm}[\hat{U}] \right] \\
\text{ColNorm} \left[ V_t + \text{ColNorm}[\hat{V}] \right]
\end{pmatrix},
\]

where \( \text{ColNorm}[A] \) normalizes the columns of \( A \) to have unit norm. To understand the relation between the averaging variant of GNMR and R2RILS, it is instructive to analyze the latter near convergence. As R2RILS
converges, $U_{t+1} \approx U_t$, which implies that $\text{ColNorm}[\tilde{U}] \approx U_t$. Hence, the update in (38) can approximately be written as $U_{t+1} \approx \frac{1}{2}(U_t + \text{ColNorm}[\tilde{U}])$, which bears resemblance to (7b). Empirically, the setting and the averaging variants of GNMR achieve superior performance over $\text{R2RILS}$, see Figs. 1, 2a and 5. In addition, the column normalizations make the theoretical analysis of $\text{R2RILS}$ more difficult, and currently there are no recovery guarantees for it.

**B Technical results**

In this section we present some useful definitions and few technical results. We start by recalling the classical Weyl’s inequality, which states that for any two matrices $A, B$ of the same dimensions,

$$|\sigma_i(A) - \sigma_i(B)| \leq \|A - B\|_2 \quad \forall i.$$

(39)

**Properties of balanced SVD**

**Lemma B.1.** Let $X \in \mathbb{R}^{n_1 \times n_2}$ be a matrix of rank $r$. Let $Z = \left( \frac{U}{V} \right) = b\text{-SVD}(X)$ and $\Sigma \in \mathbb{R}^{r \times r}$ be the diagonal matrix with the singular values of $X$. Then $Z$ is also of rank $r$ and

$$\sigma_r^2(Z) = 2\sigma_r(X).$$

(40)

In addition,

$$U^T U = V^T V = \Sigma.$$

(41)

Finally, if $X$ is $\mu$-incoherent (see Definition 3.2), then

$$\|U\|_{2,\infty} \leq \sqrt{\mu \sigma_1(X)}/n_1, \quad \|V\|_{2,\infty} \leq \sqrt{\mu \sigma_1(X)}/n_2.$$

(42)

**Proof.** Denote by $\tilde{U}\Sigma \tilde{V}^T$ the SVD of $X$. Since $\tilde{U}^T U = \tilde{V}^T V = I$, then

$$U^T U = \Sigma \tilde{U}^T \tilde{U} \Sigma = \Sigma \tilde{V}^T \tilde{V} \Sigma \tilde{V} = V^T V.$$

This proves (41). This also implies (40), since

$$\sigma_r^2(Z) = \sigma_r(Z^T Z) = \sigma_r(U^T U + V^T V) = 2\sigma_r(\Sigma) = 2\sigma_r(X).$$

Finally, using $\|AB\|_{2,\infty} \leq \|A\|_{2,\infty} \|B\|_2$ and the $\mu$-incoherence assumption,

$$\|U\|_{2,\infty} = \|\tilde{U} \Sigma \|_{2,\infty} \leq \sqrt{\sigma_1(X)} \|\tilde{U}\|_{2,\infty} \leq \sqrt{\mu \sigma_1(X)}/n_1,$$

and similarly $\|V\|_{2,\infty} \leq \sqrt{\mu \sigma_1(X)}/n_2$. This proves (42).

**A novel result on the Procrustes distance**

In Section 4.2 we presented the Q-distance between factor matrices. Another distance measure, which was used in several previous works [ZL15, CBSW15, TBS+16, YPCC16, ZL16], is the Procrustes distance. In what follows we shall use it to bound the Q-distance.

**Definition B.2.** The Procrustes distance between $Z_1, Z_2 \in \mathbb{R}^{n \times r}$ is defined as

$$d_P(Z_1, Z_2) = \min \left\{ \|Z_1 - Z_2 P\|_F \mid P \in \mathbb{R}^{r \times r} \text{ is orthogonal} \right\}.$$

This distance is closely related to the Wahba’s problem [Wah65]; the latter, however, allows different weights to the column norms of the difference $Z_1 - Z_2 P$ instead of the (uniform) Frobenius norm, but on the other hand constrains $P$ to be a rotation matrix with unit determinant. In contrast to the Q-distance, the Procrustes distance is symmetric in its arguments, and its minimizer always exists. Moreover, it can be explicitly written in terms of the SVD of $Z_1^T Z_2$: The minimizer of $d_P(Z_1, Z_2)$ is $\tilde{U}\Sigma \tilde{V}^T$ where $\tilde{U}\Sigma \tilde{V}$ is the SVD of $Z_1^T Z_2$. A simple yet useful inequality which involves the Procrustes distance is the following one.
Proposition B.3. Let $Z_i = \left( \frac{U_i}{V_i} \right)$ where $U_i \in \mathbb{R}^{n_1 \times r}$, $V_i \in \mathbb{R}^{n_2 \times r}$ and $r \leq \min\{n_1, n_2\}$ for $i = 1, 2$. Then
\[
\min \{ |\sigma_i(U_1) - \sigma_i(U_2)|, |\sigma_i(V_1) - \sigma_i(V_2)| \} \leq d_P(Z_1, Z_2) \quad \forall i \in [r].
\]

Proof. Let $P \in \mathbb{R}^{r \times r}$ be the (orthogonal) minimizer of the Procrustes distance between $U_1$ and $U_2$. Then Weyl's inequality (39) implies
\[
|\sigma_i(U_1) - \sigma_i(U_2)| = |\sigma_i(U_1) - \sigma_i(U_2 P)| \leq \|U_1 - U_2 P\|_2 \leq \|U_1 - U_2 P\|_F \leq d_P(Z_1, Z_2),
\]
and similarly for $|\sigma_i(V_1) - \sigma_i(V_2)|$. 

The next result bounds the Procrustes distance between a general pair of factor matrices and b-SVD. Note that the following is a stronger version of [TBS+16, Lemma 5.14].

Lemma B.4 (Procrustes distance bound). Let $X^* \in \mathbb{R}^{n_1 \times n_2}$ be a matrix of rank $r$, and denote $Z^* = b$-SVD($X^*$). Then for any $Z = \left( \frac{U}{V} \right) \in \mathbb{R}^{(n_1+n_2) \times r}$,
\[
d^2_P(Z, Z^*) \leq \frac{1}{(\sqrt{2} - 1)\sigma_r(X^*)} \left( \|U V^T - X^*\|_F^2 + \frac{1}{4} \|U^T U - V^T V\|_F^2 \right).
\]

To prove Lemma B.4 we shall use the following auxiliary lemma [TBS+16, Lemma 5.4].

Lemma B.5. For any $Z, Z^* \in \mathbb{R}^{(n_1+n_2) \times r}$,
\[
d^2_P(Z, Z^*) \leq \frac{1}{2(\sqrt{2} - 1)\sigma^2_r(Z^*)} \|ZZ^T - Z^* Z^{*\top}\|_F^2. \tag{43}
\]

Proof of Lemma B.4. Let $Z^* = b$-SVD($X^*$). By (40) of Lemma B.1, we have $\sigma^2_r(Z^*) = 2\sigma_r(X^*)$. In view of (43) of Lemma B.5, it thus suffices to show that
\[
\|ZZ^T - Z^* Z^{*\top}\|_F^2 \leq 4\|X - X^*\|_F^2 + \|U^T U - V^T V\|_F^2. \tag{44}
\]
where $X = U V^T$. Note that (44), which we shall now prove, is a stronger version of [ZL16, Lemma 4]. Denote $\left( \frac{U}{V} \right) = Z^*$. Then, by definition,
\[
\|ZZ^T - Z^* Z^{*\top}\|_F^2 = \|UU^T - U^* U^{*\top}\|_F^2 + \|VV^T - V^* V^{*\top}\|_F^2 + 2\|X - X^*\|_F^2.
\]
We first simplify some of the terms above. By $\|AA^\top\|_F^2 = \|A^\top A\|_F^2$ and (41) of Lemma B.1,
\[
\|UU^T - U^* U^{*\top}\|_F^2 = \|UU^T\|_F^2 + \|U^* U^{*\top}\|_F^2 - 2 \text{Tr}(U^* U^{*\top} U U^T),
\]
and similarly
\[
\|VV^T - V^* V^{*\top}\|_F^2 = \|V V^T\|_F^2 + \|V^* V^{*\top}\|_F^2 - 2 \text{Tr}(V^* V^{*\top} V V^T). \tag{45b}
\]
Let $E = U^T U - V^T V$. By its symmetry, $E$ satisfies $\text{Tr}(E^2) = \text{Tr}(E^\top E) = \|E\|_F^2$. Using the trace property $\text{Tr}(AB) = \text{Tr}(BA)$ for square matrices $A, B$, the first term on the RHS of (45a) can be rewritten as
\[
\|UU^T\|_F^2 = \text{Tr}((U^T V + E)(V^T V + E)) = \|V^T V\|_F^2 + 2 \text{Tr}(V^T V E) + \|E\|_F^2.
\]
Combining the above three equations gives that
\[
\|ZZ^T - Z^* Z^{*\top}\|_F^2 = 2\|V^T V\|_F^2 + 2 \text{Tr}(V^T V E) + \|E\|_F^2 + 2\|V^* V^{*\top}\|_F^2 + 2\|X - X^*\|_F^2
\]
\[- 2 \text{Tr}(U^* U^{*\top} U U^T) - 2 \text{Tr}(V^* V^{*\top} V V^T). \tag{46}
\]
Next, by the trace property $\text{Tr}(AB) = \text{Tr}(BA)$ for $A \in \mathbb{R}^{n \times r}$, $B \in \mathbb{R}^{r \times n}$ we have
\[
\|X\|_F^2 = \text{Tr}(V U^T U V^T) = \text{Tr}(V^T V U U^T) = \text{Tr}(V^T V (V^T V + E))
\]= \|V^T V\|_F^2 + \text{Tr}(V^T V E),
\]
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Since \( \|X - X^*\|_F^2 = \|X\|_F^2 + \|X^*\|_F^2 - 2 \text{Tr}(X^*TX) = \|X\|_F^2 + \|\Sigma^*\|_F^2 - 2 \text{Tr}(V^*U^TUV^\top) \), we obtain that
\[
\|V^TV\|_F^2 = \|X - X^*\|_F^2 - \text{Tr}(V^TV\mathcal{E}) - \|\Sigma^*\|_F^2 + 2 \text{Tr}(V^*U^TUV^\top). 
\]
Inserting this into (46) gives that
\[
\|ZZ^\top - Z^*Z^*\|_F^2 = 4\|X - X^*\|_F^2 + \|\mathcal{E}\|_F^2 
+ 2 \text{Tr}(2V^*U^TUV^\top - U^*V^*V^T - V^*V^TUV^\top). 
\]
Finally, using again the trace property \( \text{Tr}(AB) = \text{Tr}(BA) \) for \( A \in \mathbb{R}^{n \times r}, B \in \mathbb{R}^{r \times n} \), the lemma follows since
\[
\begin{align*}
\text{Tr}(U^*U^TUV^\top + V^*V^TUV^\top - 2V^*U^TUV^\top) 
= \text{Tr}(U^*UU^T\Sigma + \Sigma^*VV^T\Sigma - 2U^*UU^T\Sigma) 
= \|U^* - V^T\Sigma\|_F^2 \geq 0.
\end{align*}
\]

\[\square\]

**Proof of Lemma 4.7 (bounds on the Q-distance)**

To prove Lemma 4.7 we shall use the following auxiliary lemma [MLC21, Lemma 1].

**Lemma B.6.** Let \( Z^* = (U^* V^*) = b\text{-SVD}(X^*) \) where \( X^* \in \mathbb{R}^{n_1 \times n_2} \) is of rank \( r \). Let \( Z = \begin{pmatrix} U \cr V \end{pmatrix} \in \mathbb{R}^{(n_1 + n_2) \times r} \), and suppose that there exists an invertible matrix \( P \in \mathbb{R}^{r \times r} \) with \( 1/2 \leq \sigma_r(P) \leq \sigma_1(P) \leq 3/2 \) such that
\[
\max\{\|U^* - UP\|_F, \|V^* - VP^{-\top}\|_F\} \leq \frac{1}{20\sqrt{\sigma_r(X^*)}}. \tag{47}
\]
Then the optimal alignment matrix \( Q \in \mathbb{R}^{r \times r} \) that minimizes the Q-distance \( d_Q(Z^*, Z) \), exists and satisfies
\[
\|P - Q\|_2 \leq \|P - Q\|_F \leq \frac{5}{\sqrt{\sigma_r(X^*)}} \max\{\|U^* - UP\|_F, \|V^* - VP^{-\top}\|_F\}. 
\]

We remark that the original version of [MLC21, Lemma 1] required \( \max\{\|U^* - UP\|_F, \|V^* - VP^{-\top}\|_F\} \leq \sqrt{\sigma_r(X^*)}/80 \). However, by tracing its proof, it is straightforward to see that our version with a sharper constant also holds.

As discussed in the main text, bounding \( d_Q(Z, Z^*) \) is more challenging than bounding \( d_Q(Z^*, Z) \). Our strategy to prove the bound (29) of the first quantity is as follows. Lemma B.6 states that when the Procrustes distance \( d_P(Z, Z^*) \) is not too large, the optimal alignment matrix between \( Z \) and \( Z^* \) is nearly orthogonal. Intuitively, this implies that \( d_Q(Z, Z^*) \) is close to \( d_Q(Z^*, Z) \), and thus similarly bounded. In the second part of the following proof we formalize this argument.

**Proof of Lemma 4.7.** Let \( \tilde{Z} = \begin{pmatrix} U \cr V \end{pmatrix} = b\text{-SVD}(UV^\top) \). First, we show that \( d_Q(Z^*, Z) = d_Q(Z^*, \tilde{Z}) \). Indeed, since \( \tilde{UV}^\top = UV^\top \), there exists an invertible matrix \( Q \in \mathbb{R}^{r \times r} \) such that \( U = \tilde{U}Q \) and \( V = \tilde{V}Q^{-\top} \). By definition of the Q-distance (Definition 4.5), this implies \( d_Q(Z^*, Z) = d_Q(Z^*, \tilde{Z}) \).

Next, we bound the Q-distance \( d_Q^2(Z^*, \tilde{Z}) \) via the Procrustes distance. Note that for any fixed \( Z_1, Z_2 \), it holds that \( d_Q(Z_1, Z_2) \leq d_P(Z_1, Z_2) \) since the former involves minimization over any invertible matrix \( Q \), whereas the latter involves minimization over a smaller subset of orthogonal matrices \( P \). In particular, \( d_Q(Z^*, \tilde{Z}) \leq d_P(Z^*, \tilde{Z}) = d_P(\tilde{Z}, Z^*) \). Invoking Lemma B.4 thus yields
\[
d_Q^2(Z^*, Z) = d_Q^2(Z^*, \tilde{Z}) \leq \frac{1}{(\sqrt{2} - 1)\sigma_r} \left( \|\tilde{U}V^\top - X^*\|_F^2 + \frac{1}{4}\|\tilde{U}^\top\tilde{U} - \tilde{V}^\top\tilde{V}\|_F^2 \right). 
\]
Equation (27) of the lemma follows since the second term on the RHS vanishes due to (41) of Lemma B.1.

Next, assume (28) holds. Combining (28) and Lemma B.4 yields that there exists an orthogonal \( P \in \mathbb{R}^{r \times r} \) such that
\[
\|U^* - UP\|_F^2 + \|V^* - VP^{-\top}\|_F^2 = \|U^* - UP\|_F^2 + \|V^* - VP\|_F^2 \leq \frac{\sigma_r^*}{400}. \tag{48}
\]
Hence $P$, whose all singular values are 1, satisfies (47). Invoking Lemma B.6 implies that the optimal alignment matrix $Q$ between $Z^*$ and $Z$ exists and satisfies $\|Q - P\|_2 \leq 1/4$. By the unitarity of $P$ this implies

$$\|\hat{Q}\|_2 \leq \|\hat{Q} - P\|_2 + \|P\|_2 \leq \frac{5}{4}. \quad (49)$$

Next, we bound $\|\hat{Q}^{-1}\|_2$. By Weyl’s inequality (39), $|\sigma_r(\hat{Q}) - \sigma_r(P)| \leq \|\hat{Q} - P\|_2 \leq 1/4$. Since $\sigma_r(P) = 1$,

$$\|\hat{Q}^{-1}\|_2 = \frac{1}{\sigma_r(\hat{Q})} \leq \frac{1}{1 - 1/4} - \frac{4}{3}. \quad (50)$$

Finally, let $\mathcal{E}_U = U^* - U\hat{Q}$, $\mathcal{E}_V = V^* - V\hat{Q}^\top$ and $X = UV^\top$. Then, by the first part of the lemma (27),

$$\max\{|\mathcal{E}_U\|_F^2, |\mathcal{E}_V\|_F^2\} \leq \frac{\|X - X^*\|_F^2}{(\sqrt{2} - 1)s_r^2}. \quad (51)$$

Let $Q = \hat{Q}^{-1}$. Then $\|Q\|_2 \leq 4/3$ by (50). In addition, putting everything together yields

$$\|U - U^* Q\|_F^2 + \|V - V^* Q^{-1}\|_F^2 = \|\mathcal{E}_U Q^{-1}\|_F^2 + \|\mathcal{E}_V Q^{-1}\|_F^2 \leq (a) \frac{\|Q^{-1}\|_2^2 |\mathcal{E}_U\|_F^2 + |\mathcal{Q}\|_2^2 |\mathcal{E}_V\|_F^2}{(\sqrt{2} - 1)s_r^2} \leq (b) \frac{\|X - X^*\|_F^2}{(\sqrt{2} - 1)s_r^2} \leq \frac{25}{4} \frac{\|X - X^*\|_F^2}{s_r^2},$$

where (a) follows from the first part of Proposition 4.8 and (b) from (49), (50) and (51).

**Bounds for pairs of factor matrices**

Given a pair of factor matrices $(U, V)$, the following lemma bounds the balance of a new pair $(U', V')$ and the distance of its corresponding matrix $U'V'^\top$ from $UV^\top$, in terms of the Procrustes distance.

**Lemma B.7.** Let $Z = (U, V), Z' = (U', V') \in \mathbb{R}^{n_1 \times n_2 \times r}$. Denote $d = d_P(Z, Z')$ and

$$a = \sqrt{d} \max\{\sigma_1(U), \sigma_1(V)\}d + \frac{1}{2}d^2.$$

Then

$$\|U'^\top U' - V'^\top V'\|_F \leq \|U^\top U - V^\top V\|_F + 2a, \quad (52a)$$

$$\|U'V'^\top - UV^\top\|_F \leq a. \quad (52b)$$

**Proof.** Let $P \in \mathbb{R}^{r \times r}$ be the minimizer of the Procrustes distance between $Z$ and $Z'$, and denote $\Delta U = U'P - U$ and $\Delta V = V'P - V$. Then $\|\Delta U\|_F^2 + \|\Delta V\|_F^2 = d^2$. In addition, since $P$ is unitary, $U'V'^\top = (U'P)(V'P)^\top = (U + \Delta U)(V + \Delta V)^\top$. Equation (52b) holds since

$$\|U'V'^\top - UV^\top\|_F \leq \|U\Delta V\|_F + \|\Delta UV\|_F + \|\Delta U\Delta V\|_F \leq (a) \sigma_1(U)\|\Delta V\|_F + \sigma_1(V)\|\Delta U\|_F + \|\Delta U\|_F\|\Delta V\|_F \leq (b) \max\{\sigma_1(U), \sigma_1(V)\}\|\Delta V\|_F + \sigma_1(U)\|\Delta U\|_F + \frac{1}{2}d^2 \leq (c) \sqrt{2} \max\{\sigma_1(U), \sigma_1(V)\}d + \frac{1}{2}d^2,$$
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where (a) follows from the first part of Proposition 4.8 and the Cauchy-Schwarz inequality, (b) from the inequality \( ab \leq (a^2 + b^2)/2 \), and (c) from the inequality \( a + b \leq \sqrt{2(a^2 + b^2)} \). Next, by the triangle inequality,

\[
\|U^T U' - V^T V'\|_F = \|P^T (U^T U' - V^T V') P\|_F
\]

\[
= \|(U + \Delta U)(U + \Delta U) - (V + \Delta V)(V + \Delta V)\|_F
\]

\[
\leq \|U^T U - V^T V\|_F + 2\|U^T U - \Delta U - \Delta V V^T V\|_F + \|U^T U - \Delta U - \Delta V V^T V\|_F.
\]

The last term of the RHS above can be bounded by the Cauchy-Schwarz inequality as

\[
\|\Delta U^T \Delta U\|_F + \|\Delta V^T \Delta V\|_F \leq \|\Delta U\|_F^2 + \|\Delta V\|_F^2 = d^2.
\]

As for the second term, by combining Proposition 4.8 and the inequality \( a + b \leq \sqrt{2(a^2 + b^2)} \),

\[
\|U^T U - \Delta U - \Delta V V^T V\|_F \leq \sigma_1(U)\|\Delta U\|_F + \sigma_1(V)\|\Delta V\|_F
\]

\[
\leq \max\{\sigma_1(U), \sigma_1(V)\} (\|\Delta U\|_F + \|\Delta V\|_F)
\]

\[
\leq \sqrt{2\max\{\sigma_1(U), \sigma_1(V)\}} d.
\]

Inserting these bounds into (53) yields (52a). □

## C Proof of Theorem 3.3 (matrix sensing)

The proof is based on the following lemma which considers a single iteration of Algorithm 1.

**Lemma C.1.** Let \( \delta \) be a positive constant strictly smaller than one. Let \( c_e = c_e(\delta) \) be sufficiently large. Assume the sensing operator \( A \) satisfies a 2r-RIP with a constant \( \delta_{2r} \leq \delta \). Let \( X^* \in \mathbb{R}^{n_1 \times n_2} \) be a matrix of rank \( r \), and denote \( \gamma = c_e/(2\sigma_r^2) \). Let \( Z_t = (V_t) \) be the current iterate, and denote the estimation error \( e_t = \|X_t - X^*\|_F \). Also denote the minimal singular value of the factor matrices \( s_t = \min\{\sigma_r(U_t), \sigma_r(V_t)\} \) and the imbalance \( l_t = \|U_t^T U_t - V_t^T V_t\|_F \). Assume that the current iterate satisfies the following three conditions:

\[
e_t \leq \frac{\sigma_r^*}{c_e}, \tag{54a}
\]

\[
s_t \geq \frac{1}{2} \sigma_r^* + \sqrt{\frac{1 + \delta}{1 - \delta}} \frac{4e_t}{\sigma_r^*}, \tag{54b}
\]

\[
l_t \leq \frac{1}{c_e} \sigma_r^* - \frac{1 + \delta}{1 - \delta} \frac{8e_t^2}{\sigma_r^*}. \tag{54c}
\]

Then the next iterate of Algorithm 1 with \( \alpha = -1 \) satisfies

\[
e_{t+1} \leq \gamma e_t^2, \tag{55a}
\]

\[
s_{t+1} \geq \frac{1}{2} \sqrt{\sigma_r^*} + \sqrt{\frac{1 + \delta}{1 - \delta}} \frac{4e_{t+1}}{\sigma_r^*}, \tag{55b}
\]

\[
l_{t+1} \leq \frac{1}{c_e} \sigma_r^* - \frac{1 + \delta}{1 - \delta} \frac{8e_{t+1}^2}{\sigma_r^*}. \tag{55c}
\]

**Proof of Theorem 3.3.** Let \( Z_0 \) be an initial guess which satisfies the conditions of the theorem. Let us show that it satisfies assumptions (54) of Lemma C.1 at \( t = 0 \). First of all, (54a) holds by the assumption \( Z_0 \in B_{err}(1/c_e) \). Next, since \( Z_0 \in B_{err}(1/c_e) \cap B_{bln}(1/(2c_e)) \), Lemma B.4 implies

\[
d_P^2(Z_0, Z^*) \leq \frac{1}{\sqrt{2} - 1} \frac{\gamma 4e_0^2}{\sigma_r^*} \leq 3\sigma_r^*.
\]

Hence \( d_P^2(U_0, U^*) \leq 3\sigma_r^*/c_e^2 \). Combining this with Proposition B.3 yields

\[
\sigma_r(U_0) \geq \sigma_r(U^*) - d_P(Z_0, Z^*) \geq \sqrt{\sigma_r^*} - \frac{3\sigma_r^*}{c_e}.
\]
Together with a similar bound for $\sigma_r(V_0)$ we obtain

$$s_0 \geq \left(1 - \frac{\sqrt{3}}{c_e}\right)\sqrt{\sigma_r^*}.$$

In addition, $e_0 \leq \frac{\sigma_r^*}{c_e}$ by the assumption $Z_0 \in B_{\text{err}}(1/c_e)$. Hence, for (54b) to hold at $t = 0$, we need

$$1 - \frac{\sqrt{3}}{c_e} \geq \frac{1}{2} + \frac{1}{c_e}\sqrt{\frac{1 + \delta}{1 - \delta}}.$$

For any fixed $\delta < 1$, this holds for large enough $c_e \equiv c_e(\delta)$.

Finally, we prove (54c) at $t = 0$. By the assumption $Z_0 \in B_{\text{bln}}(1/(2c_e))$, the LHS of (54c), $t_0$, is upper bounded by $\sigma_r^*/(2c_e)$. In addition, by $Z_0 \in B_{\text{err}}(1/c_e)$, the RHS of (54c) is lower bounded by

$$\frac{1}{c_e} \sigma_r^* - \frac{1 + \delta}{1 - \delta} \frac{8e_0^2}{\sigma_r^*} \geq \left(1 - \frac{1 + \delta}{1 - \delta} \frac{8}{c_e}\right) \frac{\sigma_r^*}{c_e} \geq \frac{1}{2} \frac{\sigma_r^*}{c_e},$$

where the last inequality follows for large enough $c_e \equiv c_e(\delta)$. Hence (54c) holds at $t = 0$. The theorem thus follows by iteratively applying Lemma C.1.

**Proof of Lemma C.1.** Let us begin with (55a). Combining assumptions (54a) and (54c) yields

$$e_t^2 + \frac{1}{4} \|U_t^T U_t - V_t^T V_t\|_F^2 \leq \frac{5}{4}\sigma_r^2.$$

Hence, for large enough $c_e$, the current iterate $Z_t$ satisfies condition (20) of Lemma 4.1. By Lemma 4.1,

$$e_{t+1} \leq \frac{1}{2} \sqrt{\frac{1 + \delta}{1 - \delta}} \left(\frac{25}{4} \frac{1 + \delta}{1 - \delta} e_t^2 + \Delta_t^2\right),$$

where $\Delta_t^2 = \|U_{t+1} - U_t\|^2_F + \|V_{t+1} - V_t\|^2_F$. By assumption (54b), $U_t$ and $V_t$ have full column rank. Hence, $\Delta_t^2$ can be bounded by combining Lemma 4.2 and (54b) as

$$\Delta_t^2 \leq \frac{1 + \delta}{1 - \delta} \frac{e_t^2}{\sigma_r^2} \leq \frac{1 + \delta}{1 - \delta} \frac{4e_t^2}{\sigma_r^2}.$$  \hspace{1cm} (56)

We thus conclude

$$e_{t+1} \leq \frac{1}{2} \sqrt{\frac{1 + \delta}{1 - \delta}} \left[\frac{25}{4} + \frac{1 + \delta}{1 - \delta}\right] \frac{e_t^2}{\sigma_r^2}.$$  \hspace{1cm} (55a)

Hence (55a) holds for a large enough $c_e$.

Next, we prove (55b). By (56) we have $\|U_{t+1} - U_t\|_2 \leq \Delta_t \leq \sqrt{\frac{1 + \delta}{1 - \delta}} \frac{2e_t}{\sqrt{\sigma_r^*}}$. Combined with Weyl's inequality (39) and assumption (54b), this implies

$$\sigma_r(U_{t+1}) \geq \sigma_r(U_t) - \sqrt{\frac{1 + \delta}{1 - \delta}} \frac{2e_t}{\sqrt{\sigma_r^*}} \geq \frac{1}{2} \sqrt{\sigma_r^*} + \sqrt{\frac{1 + \delta}{1 - \delta}} \frac{2e_t}{\sqrt{\sigma_r^*}}.$$  \hspace{1cm} (57)

Together with a similar bound on $\sigma_r(V_{t+1})$ we obtain

$$s_{t+1} \geq \frac{1}{2} \sqrt{\sigma_r^*} + \sqrt{\frac{1 + \delta}{1 - \delta}} \frac{2e_t}{\sqrt{\sigma_r^*}}.$$  \hspace{1cm} (57)

In addition, combining (55a) and (54a) yields

$$e_{t+1} \leq \frac{1}{2} e_t.$$  \hspace{1cm} (58)

Inequality (55b) follows by inserting (58) into (57).
Finally, we prove (55c). By assumption (54b), $U_t$ and $V_t$ have full column rank. Invoking Lemma 4.3 thus gives that

$$l_{t+1} = \|U_{t+1}^TU_{t+1} - V_{t+1}^TV_{t+1}\|_F \leq \|U_t^TU_t - V_t^TV_t\|_F + \frac{1 + \delta e_t^2}{1 - \delta \sigma_t^*}.$$  

Bounding the first term on the RHS by assumption (54c) and the second term by (56) yields

$$l_{t+1} \leq \frac{\sigma_t^*}{c} - \frac{1 + \delta}{1 - \delta} \frac{8e_t^2}{\sigma_t^*} + \frac{1 + \delta}{1 - \delta} \frac{4e_t^2}{\sigma_t^*} = \frac{\sigma_t^*}{c} - \frac{1 + \delta}{1 - \delta} \sigma_t^*.$$  

Inequality (55c) follows by combining this with (58).

\[\square\]

D Proof of Theorem 3.4 (noisy matrix sensing)

The proof is based on the following lemma which considers a single iteration of Algorithm 2.

**Lemma D.1.** Let $\delta$ be a positive constant strictly smaller than one, and denote $c = 7(1 + \delta)^2/(1 - \delta)^2$. Assume the sensing operator $A$ satisfies a $2r$-RIP with a constant $\delta_{2r} \leq \delta$. Let $b = A(X^*) + \xi$ where $X^* \in \mathbb{R}^{n_1 \times n_2}$ is of rank $r$ and $\xi \in \mathbb{R}^m$ satisfies

$$\|\xi\| \leq \frac{\sigma_t^* \sqrt{1 - \delta}}{6c}. \quad (59)$$

Denote $\gamma = c/(4\sigma_t^*)$. Let $Z_t = (U_t, V_t)$ be the current iterate. Assume that its estimation error $e_t = \|X_t - X^*\|_F$ satisfies

$$e_t \leq \frac{\sigma_t^*}{c} + \frac{3\|\xi\|}{\sqrt{1 - \delta}}. \quad (60)$$

Then the next iterate of Algorithm 2 with $\alpha = -1$ satisfies

$$e_{t+1} \leq \gamma e_t^2 + \frac{3\|\xi\|}{\sqrt{1 - \delta}}. \quad (61)$$

**Proof of Theorem 3.4.** By assumption, at $t = 0$ the error satisfies

$$\|X_0 - X^*\|_F \leq \frac{\sigma_t^*}{c}. \quad (62)$$

Hence (60) holds at $t = 0$. The proof follows by induction: We show that if (60) holds at iteration $t$, then it holds at $t$. By combining Eqs. (59) and (60),

$$\gamma e_t^2 \leq \frac{c}{4\sigma_t^*} \left(\frac{\sigma_t^*}{c} + \frac{3\|\xi\|}{\sqrt{1 - \delta}}\right)^2 \leq \left(1 + \frac{3}{6}\right)^2 \frac{\sigma_t^*}{4c} \leq \frac{\sigma_t^*}{c}.$$  

Plugging this into (61) of Lemma D.1 yields $e_{t+1} \leq \frac{\sigma_t^*}{c} + \frac{3\|\xi\|}{\sqrt{1 - \delta}}$, namely (60) holds at iteration $t + 1$.

Equation (14) of the theorem follows by iteratively applying Lemma D.1.

Next, let $x = 3\|\xi\|/\sqrt{1 - \delta}$. We shall prove by induction that

$$\|X_t - X^*\|_F \leq \frac{1}{4^{t-1}} \frac{\sigma_t^*}{c} + 2x. \quad (63)$$

At $t = 0$, (63) follows by the initialization assumption (62). By combining (62) and Lemma D.1, (63) holds also at $t = 1$, since

$$\|X_1 - X^*\|_F \leq \gamma \|X_0 - X^*\|_F^2 + x \leq \frac{\sigma_t^*}{4c} + x \leq \frac{\sigma_t^*}{4c} + 2x.$$
Next, assume (63) holds at some $t \geq 1$. Then

$$\|X_{t+1} - X^*\|_F \leq \gamma \|X_t - X^*\|_F^2 + x \leq \frac{c}{4\sigma_r^*} \left( \frac{1}{\sqrt{2^d - 1}} \sigma_r^* + 2x \right)^2 + x$$

$$= \frac{1}{4^{d^2 - 1}} \sigma_r^* + \frac{1}{4^{d^2 - 1}} x + \frac{c}{\sigma_r^*} x^2 + x \leq \frac{1}{4^{d^2 - 1}} \sigma_r^* + \left( \frac{1}{4^{d^2 - 1}} + \frac{3}{2} \right) x,$$

where the last inequality follows by the assumption $x \leq \sigma_r^*/(2\gamma)$. Since $\frac{1}{4^{d^2 - 1}} + \frac{3}{2} \leq 2$ for any $t \geq 1$, (63) holds at $t + 1$. This completes the proof.

Proof of Lemma D.1. The proof consists of two parts. First, we show that the next error is bounded as

$$e_{t+1} \leq \frac{1}{2(\sqrt{2} - 1)} \sqrt{\frac{1 + \delta}{1 - \delta}} e_t^2 + \frac{1}{2 \sqrt{1 - \delta}} \|\Delta Z_t\|_F^2 + \frac{2}{\sqrt{1 - \delta}} \|\xi\| \tag{64}$$

where $\Delta Z_t$ is the minimal norm solution to the least squares problem of (4a). Second, we show that

$$\|\Delta Z_t\|_F^2 \leq \frac{1 + \delta}{1 - \delta} e_t^2 + \frac{1}{2 \sqrt{1 + \delta}} \|\xi\|. \tag{65}$$

Combining these bounds gives

$$e_{t+1} \leq \frac{1}{2(\sqrt{2} - 1)} \sqrt{\frac{1 + \delta}{1 - \delta}} e_t^2 + \frac{1}{2 \sqrt{1 - \delta}} \left( \frac{1 + \delta}{1 - \delta} e_t^2 + \frac{1}{2 \sqrt{1 + \delta}} \|\xi\| \right) + \frac{2}{\sqrt{1 - \delta}} \|\xi\|$$

$$= \frac{1}{2} \sqrt{\frac{1 + \delta}{1 - \delta}} \left( \frac{1}{\sqrt{2} - 1} + \frac{1 + \delta}{1 - \delta} \right) e_t^2 + \frac{9/4}{\sqrt{1 - \delta}} \|\xi\|.$$ 

Plugging the definitions $c = 7(1 + \delta)/2(1 - \delta)^2$ and $\gamma = c/(4\sigma_r^*)$ yields (61), as

$$e_{t+1} \leq \frac{c}{14} \left( \frac{1}{\sqrt{2} - 1} + 1 \right) \frac{e_t^2}{\sigma_r^*} + \frac{9/4}{\sqrt{1 - \delta}} \|\xi\| \leq \gamma e_t^2 + \frac{3}{\sqrt{1 - \delta}} \|\xi\|.$$

The proof of (64) follows the lines of the proof of Lemma 4.1, but uses the Procrustes distance instead of the Q-distance. Let $P$ be the minimizer of the Procrustes distance between $Z_t$ and $Z^*$, and denote $Z = (\hat{V}_t) = (\hat{V}_{t*})^T$ where $(\hat{V}_{t*}) = \text{b-SVD}(X^*)$. Then, by Lemma B.4, $\Delta Z = Z_t - Z$ satisfies

$$\|\Delta Z_t\|_F^2 \leq \frac{1}{(\sqrt{2} - 1)} \frac{e_t^2}{\sigma_r^*} + \frac{1}{4} \left\| U_t V_t^T - V_t U_t^T \right\|_F^2 = \frac{e_t^2}{(\sqrt{2} - 1)\sigma_r^*}, \tag{66}$$

where the equality follows by the fact that $U_t, V_t$ are balanced due to the additional SVD step of the algorithm, see (41) of Lemma B.1. Let $F_t^2$ be the objective function of the least squares problem. Denote $(\Delta Z_t^T) = \Delta Z$. Using $\text{UV}^T = X^*$,

$$F_t(\Delta Z) = \| A \left( U_t V_t^T + U_t \Delta V^T + \Delta U^T V_t \right) - b \|$$

$$= \| A \left( U_t V_t^T + U_t \Delta V^T + \Delta U^T V_t - \text{UV}^T \right) - \xi \|. \tag{67}$$

Since $U_t V_t + U_t \Delta V^T + \Delta U^T V_t - \text{UV}^T = -\Delta U \Delta V^T$,

$$F_t(\Delta Z) = \| A \left( \Delta U \Delta V^T \right) + \xi \| \leq \| A \left( \Delta U \Delta V^T \right) \| + \| \xi \| \leq \sqrt{1 + \delta_r} \| \Delta U \Delta V^T \|_F + \| \xi \|, \tag{66}$$

where the last inequality follows by the fact that $A$ satisfies an r-RIP with a constant $\delta_r$. By the Cauchy-Schwarz inequality and the fact that $ab \leq (a^2 + b^2)/2$, we have $\| \Delta U \Delta V^T \|_F \leq (\| \Delta U \|_F^2 + \| \Delta V \|_F^2)/2 = \| \Delta Z \|_F^2/2$. Combining this with Eqs. (66) and (67) yields

$$F_t(\Delta Z) \leq \frac{\sqrt{1 + \delta_r}}{2(\sqrt{2} - 1)\sigma_r^*} e_t^2 + \| \xi \|. \tag{68}$$
Next, we lower bound \( F_t \) at the minimal norm solution \( \Delta Z_t \). Similar to the proof of (31), any feasible solution to the least squares problem, including \( \Delta Z_t \), satisfies
\[
F_t(\Delta Z_t) = \| A (U_t V_t + U_t \Delta V_t^T + \Delta U_t V_t^T - X^*) - \xi \| = \| A (X_t+1 - \Delta U_t \Delta V_t^T - X^*) - \xi \| \\
\geq \| A(X_t+1 - X^*) \| - \| A(\Delta U_t \Delta V_t^T) \| - \| \xi \|.
\]
Using again the RIP of \( A \), the Cauchy-Schwarz inequality and \( ab \leq (a^2 + b^2)/2 \) yields
\[
F_t(\Delta Z_t) \geq \sqrt{1 - \frac{\delta_{2r} e_t}{2}} ||\Delta Z_t||_F^2 - ||\xi||. \tag{69}
\]
Since \( \Delta Z_t \) minimizes \( F_t \) by construction, in particular \( F_t(\Delta Z_t) \leq F_t(\Delta Z) \). Hence, combining Eqs. (68) and (69) with the assumption \( \delta_{2r} \leq \delta \) yields (64).

Next, we prove (65). By tracing the proof of Lemma 4.2, it is easy to verify that in the noisy case,
\[
\| \Delta Z_t \|_F^2 \leq \frac{1 + \delta_{2r}}{1 - \delta_{2r}} \min \{ \sigma_r^2(U_t), \sigma_r^2(V_t) \} \leq \frac{1 + \delta}{1 - \delta} \min \{ \sigma_r^2(U_t), \sigma_r^2(V_t) \} \tag{70}.
\]
By combining Proposition B.3 with (66) we obtain
\[
\sigma_r(U_t) \geq \sigma_r(U^*) - d_F(U_t, U^*) \geq \sqrt{\sigma_r^2 - \| \Delta Z \|_F} \geq \sqrt{\sigma_r^2 - \frac{e_t}{t^{3/2} (\sqrt{2} - 1)}}.
\]
Employing assumptions Eqs. (59) and (60) yields
\[
\sigma_r(U_t) \geq \left( 1 - \frac{1}{c} - \frac{3}{6c} \right) \frac{\sqrt{\sigma_r^2}}{\sqrt{2} - 1} \geq \frac{\sqrt{\sigma_r^2}}{2(\sqrt{2} - 1)}.
\]
where the last inequality follows since \( c = 7(1 + \delta)^{3/2}/(1 - \delta)^{3/2} \geq 7 \). Together with a similar bound on \( \sigma_r(V_t) \) and employing again assumptions Eqs. (59) and (60), (70) gives that
\[
\| \Delta Z_t \|_F^2 \leq 2(\sqrt{2} - 1) \frac{1 + \delta}{1 - \delta} \frac{e_t + \| \xi \|}{\sigma_r^2} \leq 2(\sqrt{2} - 1) \frac{1 + \delta + 2e_t}{1 - \delta} \frac{1}{\sigma_r^2} \frac{1 + \| \xi \|}{\| \xi \|} \leq 2(\sqrt{2} - 1) \frac{1 + \delta - \frac{e_t^2}{\sigma_r^2} + \frac{2}{c} \frac{\| \xi \|}{\| \xi \|}}{1 - \delta} \frac{1}{\sigma_r^2} + \frac{1}{2\sqrt{1 + \delta} \| \xi \|}.
\]
This completes the proof of (65).

\[\Box\]

**E Proof of Theorem 3.9 (uniform RIP for matrix completion)**

Before we present the proofs for the matrix completion setting, we make the following two remarks.

**Remark E.1.** Our results for matrix completion (Theorems 3.5, 3.7 and 3.9) are stated with respect to a uniform random model of the sampling pattern, namely \( \Omega \) is drawn uniformly from \( \binom{n}{k} \) with fixed size \( |\Omega| \). Similar to previous works, our analysis assumes the more convenient Bernoulli model, in which each entry of \( X^* \) is observed with probability \( p \). These models are equivalent in the sense that under the Bernoulli model, \( pm_{12} - C \sqrt{n_2 \log n_2} \leq |\Omega| \leq pm_{12} + C \sqrt{n_2 \log n_2} \) with probability \( 1 - 1/n^2 \) where \( C \) is a constant [KMO10, section I.D]. Consequently, a result that holds w.p. \( 1 - O(1/n^c) \) for some \( c \leq 10 \) under the uniform random model with a certain \( |\Omega| \), holds with similar probability under the Bernoulli model with \( p = \frac{|\Omega|}{n_1 n_2} \).

**Remark E.2.** In our results, if an argument holds for some constants (such as \( C, c_1, c_2, \) etc.), then it also holds for larger constants. As a consequence, if, for example, Lemma A claims that there exists a constant \( c_1 \) such that argument \( A(c_1) \) holds, and Lemma B claims that there exists an a constant \( c_2 \) such that argument \( B(c_2) \) holds, then there exists a constant \( c_3 \) such that arguments \( A(c_3) \land B(c_3) \) hold, as we can always choose \( c_3 \geq \max\{c_1, c_2\} \).
The proof of Theorem 3.9 relies on the following two technical lemmas. The first lemma provides bounds on two distance measures between $Z \in \mathcal{B}_{err}(\epsilon/c_e) \cap \mathcal{B}_{bln}(1/c_l) \cap \mathcal{B}_\mu$ and a nearby $Z^* \in \mathcal{B}^* \cap \mathcal{B}_\mu$. The second lemma states that these bounds are sufficient for the RIP (16) to hold. These lemmas are also used in the proof of Theorems 3.5 and 3.7.

Lemma E.3. There exist constants $C, c_1, c_c$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$ and $\epsilon \in (0, 1)$, and assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C \max\{\log n, \mu^2 r^2/\epsilon^4\}$. Then w.p. at least $1 - 2/n^3$, for any $(\frac{U}{V}) \in \mathcal{B}_{err}(\epsilon/c_e) \cap \mathcal{B}_{bln}(1/c_l) \cap \mathcal{B}_\mu$ with $X = UV^\top$ there exists $(\frac{U^*}{V^*}) \in \mathcal{B}^* \cap \mathcal{B}_\mu$ such that

$$
\|U - U^*\|^2_F + \|V - V^*\|^2_F \leq \frac{\epsilon}{2}\|X - X^*\|^2_F, \tag{71a}
$$

$$
\frac{1}{\sqrt{p}}\|(U - U^*)(V - V^*)^\top\|_{F(\Omega)} \leq \frac{\epsilon}{6}\|X - X^*\|^2_F. \tag{71b}
$$

In what follows, we denote by $\mathcal{M}(n_1, n_2, r, \mu)$ the set of $n_1 \times n_2$ $\mu$-incoherent matrices of rank $r$, without specifying the condition number.

Lemma E.4. There exists a constant $C$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu)$ and $\epsilon \in (0, 1)$, and assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq \frac{C}{2}\mu \log n$. Then w.p. at least $1 - 3/n^3$, for any $(\frac{U}{V}) \in \mathbb{R}^{(n_1 + n_2) \times r}$ for which there exists $(\frac{U^*}{V^*}) \in \mathcal{B}^*$ that satisfies (71), the RIP (16) holds w.r.t. $X = UV^\top$.

Proof of Theorem 3.9. By Lemma E.3, there exists $(\frac{U^*}{V^*}) \in \mathcal{B}^*$ such that (71) holds. The theorem thus follows by Lemma E.4. \qed

Proofs of Lemmas E.3 and E.4

Let us begin with two auxiliary lemmas. The first lemma provides a (deterministic) bound on the Frobenius distance between $Z \in \mathcal{B}_{err}(1/c_e) \cap \mathcal{B}_{bln}(1/c_l)$ and a nearby $Z^* \in \mathcal{B}^* \cap \mathcal{B}_\mu$.

Lemma E.5. There exist constants $c_1, c_c$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu)$. Then for any $(\frac{U}{V}) \in \mathcal{B}_{err}(1/c_e) \cap \mathcal{B}_{bln}(1/c_l)$ there exists $(\frac{U^*}{V^*}) \in \mathcal{B}^* \cap \mathcal{B}_\mu$ such that

$$
\|U - U^*\|^2_F + \|V - V^*\|^2_F \leq \frac{25}{4\sigma^2_t}\|UV^\top - X^*\|^2_F. \tag{72}
$$

The second lemma is a direct consequence of [KMO10, Lemma 7.1].

Lemma E.6. There exist constants $C, c$ such that the following holds for any $\mu, t, \epsilon > 0$. Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C \max\{\log n, \mu^2 r^2/\epsilon^4\}$. Then w.p. at least $1 - 2/n^5$, for any $(\frac{U}{V}) \in \mathbb{R}^{(n_1 + n_2) \times r}$ such that

$$
\|U\|_{2, \infty} \leq 4\sqrt{\mu rt/n_1}, \quad \|V\|_{2, \infty} \leq 4\sqrt{\mu rt/n_2},
$$

we have

$$
\frac{1}{p}\|UV^\top\|^2_{F(\Omega)} \leq \frac{\|U\|^2_F + \|V\|^2_F}{2} \left( c\left(\|U\|^2_F + \|V\|^2_F\right) + t\epsilon^2\right). \tag{74}
$$

Proof of Lemma E.3. Given $Z = (\frac{U}{V})$, let $Z^* = (\frac{U^*}{V^*}) \in \mathcal{B}^* \cap \mathcal{B}_\mu$ be the corresponding factor matrices from Lemma E.5. We shall prove that $Z^*$ satisfies (71) w.p. at least $1 - 1/n^5$. First, by $Z \in \mathcal{B}_{err}(\epsilon/c_e)$ we have $\|X - X^*\|_F \leq c_1\epsilon/c_e$. Equation (71a) follows for large enough $c_e$ by combining this with (72) of Lemma E.5.

Next, we prove (71b). Since both $Z, Z^* \in \mathcal{B}_\mu$, the difference $\Delta U^* = U - U^*$ satisfies

$$
\|\Delta U^*\|_{2, \infty} \leq \|U\|_{2, \infty} + \|U^*\|_{2, \infty} \leq 2\sqrt{3\mu rt\sigma^2_t/n_1},
$$

and similarly $\|\Delta V^*\|_{2, \infty} \leq 2\sqrt{3\mu r\sigma^2_t/n_2}$ where $\Delta V^* = V - V^*$. Invoking Lemma E.6 with $t \to \sigma^2_t$ and $\epsilon \to \epsilon/(11\sqrt{\kappa})$ yields

$$
\frac{1}{p}\|\Delta U^* \Delta V^*\|^2_{F(\Omega)} \leq \frac{\|\Delta U^*\|^2_F + \|\Delta V^*\|^2_F}{2} \left( c\left(\|\Delta U^*\|^2_F + \|\Delta V^*\|^2_F\right) + \frac{\epsilon^2\sigma^2_t}{121}\right). \tag{75}
$$
Next, we bound $\|\Delta U^*\|^2_F + \|\Delta V^*\|^2_F$. To this end, recall that $Z^*$ are the factor matrices given by Lemma E.5. Combining (72) and the assumption $Z \in \mathcal{B}_{\text{mt}}(\epsilon/c_r)$ gives

$$\|\Delta U^*\|^2_F + \|\Delta V^*\|^2_F \leq \frac{25}{8\sigma_r^*} \|UBV^T - X^*\|^2_F \leq \frac{25c^2\sigma_r^*}{8c_r}.$$ 

By plugging this result into (75) we obtain

$$\frac{1}{p}\|\Delta U^* \Delta V^T\|^2_{F(\Omega)} \leq \frac{25}{16\sigma_r^*} \|UBV^T - X^*\|^2_F \left( \frac{25c^2\sigma_r^*}{8c_r} + \frac{c^2\sigma_r^*}{120} \right)$$

$$= \frac{25}{64} \left( \frac{25c^2}{c_r^2} + \frac{1}{15} \right) e^2 \|UBV^T - X^*\|^2_F,$$

from which (71b) follows for large enough $c_r$.

To prove Lemma E.4 we shall use the following auxiliary result (see [YPCC16, Lemma 9], [ZL16, Lemma 10]), based on [CR09, Theorem 4.1]. The lemma exploits the fact that $\Omega$ is random and independent of $X^*$ to uniformly bound w.h.p. the $F(\Omega)$-magnitude of matrices with the same row space and column space as $X^*$.

**Lemma E.7.** There exists a constant $C$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu)$, and denote its SVD $X^* = \bar{U}\Sigma\bar{V}^T$. Define the subspace $\mathcal{T} \subset \mathbb{R}^{n_1 \times n_2}$ as

$$\mathcal{T} = \{ \bar{U}\Sigma \bar{V}^T : U \in \mathbb{R}^{n_1 \times r}, V \in \mathbb{R}^{n_2 \times r} \}.$$

Let $\epsilon \in (0, 1)$, and assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq \frac{C}{\epsilon^2} \mu r \log n$. Then w.p. at least $1 - 2/n^3$, any $Z \in \mathcal{T}$ satisfies the RIP

$$(1 - \epsilon)\|Z\|^2_F \leq \frac{1}{p}\|Z\|^2_{F(\Omega)} \leq (1 + \epsilon)\|Z\|^2_F.$$

**Proof of Lemma E.4.** Let $Z = (\frac{U}{V}) \in \mathbb{R}^{(n_1 + n_2) \times r}$ be such that there exists $Z^* = (\bar{U}_V^*) \in \mathcal{B}^*$ that satisfies (71) w.r.t. $X = UV^T$. To bound the norm of $X - X^*$, we decompose it as $X - X^* = A + B$ where

$$A = U^*(V - V^*)^T + (U - U^*)V^T, \quad B = (U - U^*)(V - V^*)^T.$$

Let $e_F = \|X - X^*\|_F$ and $e_{F(\Omega)} = \|X - X^*\|_{F(\Omega)}$. By (71b), $\frac{1}{\sqrt{p}}\|B\|_{F(\Omega)} \leq \frac{c}{2} e_F$. Since $e_{F(\Omega)} = \|A + B\|_{F(\Omega)}$, this implies

$$\frac{1}{\sqrt{p}}\|A\|_{F(\Omega)} - \frac{c}{2} e_F \leq \frac{1}{\sqrt{p}} e_{F(\Omega)} \leq \frac{1}{\sqrt{p}}\|A\|_{F(\Omega)} + \frac{c}{2} e_F.$$

Hence, the RIP (16) will follow from the bounds

$$\left(1 - \frac{c}{2}\right) e_F \leq \frac{1}{\sqrt{p}}\|A\|_{F(\Omega)} \leq \left(1 + \frac{c}{2}\right) e_F. \quad (76)$$

We prove (76) by first bounding $\|A\|_{F}$, and then invoking Lemma E.7 to bound $\|A\|_{F(\Omega)}$. Since $e_F = \|A + B\|_F$,

$$e_F - \|B\|_F \leq \|A\|_F \leq e_F + \|B\|_F. \quad (77)$$

Combining the Cauchy-Schwarz inequality, the fact $ab \leq (a^2 + b^2)/2$ and (71a) gives that

$$\|B\|_F \leq \|U - U^*\|_F^2 \|V - V^*\|_F \leq \frac{1}{2} \left(\|U - U^*\|_F^2 + \|V - V^*\|_F^2 \right) \leq \frac{c}{4} e_F.$$

Plugging this into (77) yields

$$\left(1 - \frac{c}{4}\right) e_F \leq \|A\|_F \leq \left(1 + \frac{c}{4}\right) e_F.$$
Since \( \epsilon \in (0, 1) \), it is easy to verify that \( \frac{1 - \epsilon/2}{1 - \epsilon/6} \leq 1 - \frac{\epsilon}{4} \) and \( \frac{1 + \epsilon/2}{1 + \epsilon/6} \geq 1 + \frac{\epsilon}{4} \). Hence

\[
\frac{1 - \epsilon/2}{1 - \epsilon/6} \leq \|A\|_F \leq \frac{1 + \epsilon/2}{1 + \epsilon/6} e_F.
\]

In addition, since \( A \in \mathcal{T} \), invoking Lemma E.7 implies that for large enough \( C \),

\[
\left( 1 - \frac{\epsilon}{6} \right) \|A\|_F \leq \frac{1}{\sqrt{p}} \|A\|_{F(\Omega)} \leq \left( 1 + \frac{\epsilon}{6} \right) \|A\|_F.
\]

Combining the last two equations yields (76).

\[ \square \]

**Proofs of auxiliary Lemmas E.5 and E.6**

**Proof of Lemma E.5.** Let \( \tilde{Z} = (\tilde{U} \ 
\tilde{V}) = \text{b-SVD}(X^*) \). By the assumption \((\tilde{U} \ 
\tilde{V}) \in B_{err}(\frac{1}{n^2}) \cap B_{bin}(\frac{1}{n^2}) \) we have \(\|UV^\top - X^*\|_F \leq \sigma_r^*/c_r \) and \(\|U^\top U - V^\top V\|_F \leq \sigma_r^*/c_l \). Hence, for large enough constants \(c_r, c_l \), condition (28) of Lemma 4.7 holds, which implies the existence of an invertible matrix \(Q \in \mathbb{R}^{n \times n} \) that satisfies \(\|Q\|_2 \leq 4/3 \) and

\[
\|U - \tilde{U} Q\|_F^2 + \|V - \tilde{V} Q^{-\top}\|_F^2 \leq \frac{25}{4\sigma_r^*} \|UV^\top - X^*\|_F \tag{78}.
\]

Let \( Z^* = (\tilde{U} \ 
\tilde{V}) = (\tilde{U} Q^{-\top}) \). Clearly \( Z^* \in \mathcal{B}^* \), and (72) of the lemma follows from (78). It thus remains to show that \( Z^* \in \mathcal{B}_l \). Combining \(\|AB\|_{2,\infty} \leq \|A\|_{2,\infty} \|B\|_2 \), the bound \(\|Q\|_2 \leq 4/3 \) and (42) of Lemma B.1 gives

\[
\|U^*\|_{2,\infty} = \|\tilde{U} Q\|_{2,\infty} \leq \frac{4}{3} \sqrt{\frac{\mu_r \sigma_1(X^*)}{n_1}},
\]

and similarly \(\|V^*\|_{2,\infty} \leq \frac{4}{3} \sqrt{\frac{\mu_r \sigma_1(X^*)}{n_2}} \). This completes the proof.

To prove Lemma E.6, we shall use the following result [KMO10, Lemma 7.1], based on a random graph lemma due to Feige and Ofek [FO05].

**Lemma E.8.** There exist constants \(C, c \) such that the following holds. Assume \( \Omega \subseteq [n_1] \times [n_2] \) is randomly sampled with \( np \geq C \log n \). Then w.p. at least \( 1 - 1/n^5 \), for any \( x \in \mathbb{R}^{n_1}, y \in \mathbb{R}^{n_2} \),

\[
\sum_{(i,j) \in \Omega} x_i y_j \leq c (p \|x\|_1 \|y\|_1 + \sqrt{np} \|x\|_2 \|y\|_2).
\]

**Proof of Lemma E.6.** Define two vectors \( x \in \mathbb{R}^{n_1} \) and \( y \in \mathbb{R}^{n_2} \) as follows: For \( i \in [n_1] \) and \( j \in [n_2] \), let \( x_i = \|U_i\|^2 \) and \( y_j = \|V_j\|^2 \) where \( U_i \) denotes the \( i \)-th row of \( U \). By the Cauchy-Schwarz inequality and Lemma E.8,

\[
\frac{1}{p} \|UV^\top\|^2_{F(\Omega)} = \frac{1}{p} \sum_{(i,j) \in \Omega} |UV^\top|_{ij} \leq \frac{1}{p} \sum_{(i,j) \in \Omega} x_i y_j \leq c \left( \|x\|_1 \|y\|_1 + \sqrt{\frac{n}{p}} \|x\|_2 \|y\|_2 \right).
\]

Let us bound each of the two terms on the RHS. First, since \( ab \leq (a^2 + b^2)/2 \), then

\[
\|x\|_1 \|y\|_1 = \|U\|^2_{F} \|V\|^2_{F} \leq \frac{1}{2} \left( \|U\|^2_{F} + \|V\|^2_{F} \right)^2.
\]

Next, let us bound \( \|x\|_2 \|y\|_2 \). Observe that

\[
\|x\|_2^2 = \sum_i \|U_i\|^4 \leq \max_i \|U_i\|^2 \sum_i \|U_i\|^2 = \|U\|^2_{2,\infty} \|U\|^2_{F},
\]

36
and similarly $\|y\|_2^2 \leq \|V\|_2 \|V\|_2^2$. Again by the inequality $ab \leq (a^2 + b^2)/2$ we obtain

$$\|x\|_2 \leq \frac{1}{2} \|U\|_2 \|V\|_2 \left(\|U\|_2^2 + \|V\|_2^2\right).$$

In addition, by the assumptions $np \geq C\mu^2 r^2 / \epsilon^4$ and (73),

$$\sqrt{n} \frac{\|Z\|_2}{\|Z\|_{\infty}} \leq \frac{10n}{\sqrt{C\mu r}} \frac{\|U\|_2 \|V\|_2 \|Z\|_2}{\|Z\|_{\infty}} \leq \frac{1}{C} \frac{\|U\|_2 \|V\|_2 \|Z\|_2}{\|Z\|_{\infty}},$$

where the last inequality holds for large enough $C$. Putting everything together completes the proof. \qed

**Proof of Corollary 3.10**

**Proof.** Let $Z = \text{b-SVD}(X)$. In view of Theorem 3.9, it suffices to show that $Z \in B_{\text{err}}(\epsilon/c_\epsilon) \cap B_{\text{bln}}(1/c_l) \cap B_\mu$. The first condition, $Z \in B_{\text{err}}(\epsilon/c_\epsilon)$, follows from the assumption $\|X - X^\ast\|_F \leq \epsilon\sigma_1^\ast/c_\epsilon$. Next, since $Z$ is a b-SVD of a matrix, it is perfectly balanced, see (41) of Lemma B.1. Hence $Z \in B_{\text{bln}}(1/c_l)$ for any $c_l > 0$. It is thus left to show that $Z \in B_\mu$. Since $X$ is $3\mu/2$-incoherent, by (42) of Lemma B.1 we have

$$\|U\|_2 \leq \sqrt{3\mu r_1(X)/(2n_1)} \leq \frac{\sqrt{3\mu r_1(X)}}{n_1},$$

where $r_1(X) \leq \sigma_1^\ast + \|X - X^\ast\|_2 \leq 2\sigma_1^\ast$. Together with (79) we obtain $\|U\|_2 \leq \sqrt{3\mu r_1}/n_1$, and similarly $\|V\|_2 \leq \sqrt{3\mu r_2}/n_2$, which implies $Z \in B_\mu$. \qed

**F Proof of Theorem 3.5 (matrix completion, linear convergence)**

The proof of Theorem 3.5 relies on the property that the iterates $U_t, V_t$ remain approximately balanced. In particular, their largest singular value remains bounded. To this end, we introduce the following definition of subset of factor matrices with bounded largest singular value,

$$B_{\text{inv}}(\nu) = \left\{ \begin{pmatrix} U \cr V \end{pmatrix} \in \mathbb{R}^{(n_1 + n_2) \times r} \mid \max\{\sigma_1(U), \sigma_1(V)\} \leq \nu \sigma_1^\ast \right\}. \quad (80)$$

Denote the current and next iterates of Algorithm 3 by $Z_t = \begin{pmatrix} U_t \\ V_t \end{pmatrix}$ and $Z_{t+1} = \begin{pmatrix} U_{t+1} \\ V_{t+1} \end{pmatrix}$, respectively, and let $X_t = U_t V_t^\top$ and $X_{t+1} = U_{t+1} V_{t+1}^\top$ be their corresponding estimates. The following lemma states that the estimation error contracts geometrically at each iteration, while the iterates remain balanced, with bounded row norms, and with bounded largest singular value.

**Lemma F.1.** There exist constants $C, c_\epsilon, c_l$ such that the following holds. Let $X^\ast \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Define

$$\epsilon_t = \frac{1}{2 c_\epsilon \sqrt{\nu}}; \quad \delta_t = \frac{1}{c_l} + \frac{36(1 - 2^{-t})}{c_\epsilon}; \quad \nu_t = 2 + \frac{6(1 - 2^{-t})}{c_\epsilon}, \quad (81)$$

and

$$B(t) = B_{\text{err}}(\epsilon_t) \cap B_{\text{bln}}(\delta_t) \cap B_\mu \cap B_{\text{inv}}(\nu_t).$$

Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu r \max\{\log n, \mu r_1^2\}$. Further assume that at some iteration $t$,

$$Z_t \in B(t). \quad (82)$$

Then w.p. at least $1 - 3/n^3$, for all iterates $t' \geq t$,

$$Z_{t'+1} \in B(t' + 1), \quad (83a)$$

$$\|X_{t'+1} - X^\ast\|_F \leq \frac{1}{2} \|X_{t'} - X^\ast\|_F. \quad (83b)$$
Proof of Theorem 3.5. Let $Z_0 = \left( \frac{U_f}{V_i} \right)$ be an initial guess which satisfies the conditions of the theorem. Let us show that it satisfies conditions (82) of Lemma F.1 at $t = 0$. Since $Z_0 \in \mathcal{B}_{err}(1/(c_c \sqrt{\epsilon})) \cap \mathcal{B}_{bln}(1/c_l) \cap \mathcal{B}_\mu$, we only need to show that $Z_0 \in \mathcal{B}_{rev}(\nu_0)$ with $\nu_0 = 2$. Let $Z^* = b$-SVD($X^*$). We then have

$$
\begin{align*}
& d_P^2(Z_0, Z^*) \leq (a) \frac{1}{(\sqrt{2} - 1)\sigma_c^2} \left( \|U_0V_0^T - X^*\|_F^2 + \frac{1}{4} \|U_0^T U_0 - V_0^T V_0\|_F \right) \\
& \quad \quad \leq (b) \frac{1}{(\sqrt{2} - 1)\sigma_c^2} \left( \sigma_c^2 + \frac{\sigma_c^2}{4c_l^2} \right) = \frac{1}{(\sqrt{2} - 1)\sigma_c^2} \left( \sigma_c^2 + \frac{1}{4c_l^2} \right) \sigma_1^2 \leq (c) \sigma_1^2,
\end{align*}
$$

where (a) follows by Lemma B.4, (b) by the assumption $Z_0 \in \mathcal{B}_{err}(1/(c_c \sqrt{\epsilon})) \cap \mathcal{B}_{bln}(1/c_l)$, and (c) follows for large enough $c_c, c_l$. In addition, $d_P(U_0, U^*) \leq d_P(Z_0, Z^*)$ by definition. Proposition B.3 thus implies

$$
\sigma_1(U_0) \leq \sigma_1(U^*) + d_P(Z_0, Z^*) \leq 2\sqrt{\sigma_1^2}.
$$

Similarly, $\sigma_1(V_0) \leq 2\sqrt{\sigma_1^2}$. Together we obtain $Z_0 \in \mathcal{B}_{rev}(\nu_0)$, which completes the proof of (82) at $t = 0$. The theorem now follows by applying Lemma F.1 at $t = 0$.

Proof of Lemma F.1

To prove the lemma we shall use the following auxiliary result, which is a partial (deterministic) version of Lemma F.1. It is presented as a separate lemma as it is also used in the context of quadratic convergence.

Lemma F.2. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Denote the current and next iterates of Algorithm 3 by $Z_t = \left( \frac{U_t}{V_i} \right)$ and $Z_{t+1} = \left( \frac{U_{t+1}}{V_{i+1}} \right)$, respectively. Let $\Omega \subseteq [n_1] \times [n_2]$ be such that the current iterate satisfies an RIP under $P_\Omega$,

$$
\frac{7}{8} \epsilon_t^2 \leq \frac{1}{p} \epsilon_{\Omega,t}^2 \leq \frac{9}{8} \epsilon_t^2,
$$

where $\epsilon_t = \|U_t V_t^T - X^*\|_F$ and $\epsilon_{\Omega,t} = \|U_t V_t^T - X^*\|_{F(\Omega)}$ are the true and observed errors at iteration $t$, respectively. Further, assume the current iterate satisfies (82) with constants $\epsilon_t, \delta_t, \nu_t$ given in (81). Then the next iterate satisfies

$$
Z_{t+1} \in \mathcal{B}_{err} \left( 10/(2^3 c_c) \right) \cap \mathcal{B}_{bln}(\delta_{t+1}) \cap \mathcal{B}_\mu \cap \mathcal{B}_{rev}(\nu_{t+1}),
$$

$$
\|U_{t+1} - U_t\|_F^2 + \|V_{t+1} - V_t\|_F^2 \leq \frac{9}{\sigma_r^2} \epsilon_t^2 \leq \frac{9\sigma_r^*}{2^3 c_c^2 \kappa}.
$$

In addition, if $B^* \cap \mathcal{B}_\mu \cap \mathcal{C}(t) \neq \emptyset$ where $\mathcal{C}(t)$ is defined in (15), then for any $\left( \frac{U^*}{V^*} \right) \in B^* \cap \mathcal{B}_\mu \cap \mathcal{C}(t)$,

$$
\epsilon_{\Omega,t+1} \leq \|(U^* - U_t)(V^* - V_t)^T\|_{F(\Omega)} + \|(U_{t+1} - U_t)(V_{t+1} - V_t)^T\|_{F(\Omega)}.
$$

Proof of Lemma F.1. In the following, we prove that if a certain random event occurs, then (83) holds for $t' = t$. Since this event does not depend on $t$ and occurs w.p. at least $1 - 3/n^3$, the lemma follows for any $t' \geq t$ by induction.

By assumption (82) for large enough $c_c$, $Z_t$ satisfies the conditions of Theorem 3.9 with $\epsilon = 1/8$. This guarantees an RIP for the current estimate (84). In conjunction with (82), the conditions of Lemma F.2 hold. The next iterate $Z_{t+1}$ thus satisfies (85a) of Lemma F.2. Hence, in order to complete the proof, we need to show that $Z_{t+1} \in \mathcal{B}_{err}(\epsilon_{t+1})$ and that (83b) holds. However, since $Z_t \in \mathcal{B}(\epsilon_t)$ by assumption (82), the required $Z_{t+1} \in \mathcal{B}_{err}(\epsilon_{t+1})$ will follow from (83b). It is thus sufficient to prove (83b).

To use (86) of Lemma F.2, we need to find some $Z^* \in B^* \cap \mathcal{B}_\mu \cap \mathcal{C}(t)$. Assumption (82) with large enough $c_c$ implies that Lemma E.3 holds w.r.t. $\frac{\{\cdot\}}{\{\cdot\}} \rightarrow Z_t$ and $\epsilon = 1/4$. Let $Z^* = \left( \frac{U^*}{V^*} \right) \in B^* \cap \mathcal{B}_\mu$ be the corresponding matrix given by Lemma E.3. By (72), which is established during the proof of Lemma E.3, $Z^*$ satisfies

$$
\|U^* - U_t\|_F^2 + \|V^* - V_t\|_F^2 \leq \frac{25}{4\sigma_r^*} \epsilon_t^2.
$$
Combining this with the RIP lower bound of the current estimate (84) yields that $Z^* \in B^* \cap B_\mu \cap C^{(t)}$. Lemma F.2 thus guarantees that $Z^*$ satisfies (86). In the following, we shall prove that the LHS of (86) is lower bounded by $\frac{9}{m} \sqrt{p} e_{t+1}$, and that its RHS is upper bounded by $\frac{9}{20} \sqrt{p} e_t$. Together, these bounds yield the required (83b).

Let us begin with the RHS of (86). First, by (71b) of Lemma E.3 we have

$$
\| (U^* - U_t)(V^* - V_t)^\top \|_{F(O)} \leq \frac{\sqrt{p}}{24} e_t. 
$$

(87)

Second, we bound $\| \Delta U_t \Delta V_t^\top \|_{F(O)}$ where $\Delta U_t = U_{t+1} - U_t$ and $\Delta V_t = V_{t+1} - V_t$. The assumption $Z_t \in B_\mu (82)$ implies $\| U_t \|_{2,\infty} \leq 3\mu r \sigma_1^* / n_1$ and $\| V_t \|_{2,\infty} \leq 3\mu r \sigma_2^* / n_2$. Similarly, $Z_{t+1} \in B_\mu$ implies $\| U_{t+1} \|_{2,\infty} \leq 3\mu r \sigma_1^* / n_1$ and $\| V_{t+1} \|_{2,\infty} \leq 3\mu r \sigma_2^* / n_2$. Hence,

$$
\| \Delta U_t \|_{2,\infty} \leq 2\sqrt{3\mu r \sigma_1^* / n_1}, \quad \| \Delta V_t \|_{2,\infty} \leq 2\sqrt{3\mu r \sigma_2^* / n_2}.
$$

Invoking Lemma E.6 with $t \to \sigma_1^*$ and $\epsilon \to 1/(8\sqrt{r})$ thus yields

$$
\frac{1}{p} \| \Delta U_t \Delta V_t^\top \|_{F(O)}^2 \leq \frac{\| \Delta U_t \|_F^2 + \| \Delta V_t \|_F^2}{2} \left[ c \left( \| \Delta U_t \|_F^2 + \| \Delta V_t \|_F^2 \right) + \frac{\sigma_1^*}{64} \right].
$$

Together with (85b) of Lemma F.2 we obtain

$$
\| \Delta U_t \Delta V_t^\top \|_{F(O)}^2 \leq \frac{9}{2} \left( \frac{9c}{2^{t_1} \sigma_2^*} + \frac{1}{32} \right) p e_t^2 \leq \frac{p}{6} e_t^2,
$$

where the last inequality follows for large enough $c_e$. This, together with (87), shows that the RHS of (86) is upper bounded by $\frac{9}{20} \sqrt{p} e_t$.

Finally, we prove that the LHS of (86) is lower bounded by $\frac{9}{m} \sqrt{p} e_t$. In light of (85a), $Z_{t+1}$ satisfies the conditions of Theorem 3.9 with $\epsilon = 1/10$ for large enough $c_e$. The required lower bound thus follows by Theorem 3.9.

\textbf{Proof of Lemma F.2.} Let us begin by proving (85b). Denote $\Delta U_t = U_{t+1} - U_t$ and $\Delta V_t = V_{t+1} - V_t$. By $Z_{t+1} \in C^{(t)}$,

$$
\| \Delta U_t \|_F^2 + \| \Delta V_t \|_F^2 \leq \frac{8}{p \sigma_1^*} e_{t+1}^2.
$$

(88)

The term $e_{t+1}^2$, can be bounded by combining the RIP assumption (84) with $Z_t \in B_{err}(\epsilon_t)$ (82), as

$$
\frac{1}{\sqrt{p}} e_{t+1} \leq \frac{3}{\sqrt{8}} e_t \leq \frac{3\sigma_1^*}{2^{t_1} c_e \sqrt{8r}}.
$$

(89)

Plugging these bounds back into (88) yields (85b).

Next, we prove (85a) using Lemma B.7. Let $a$ be defined as in Lemma B.7,

$$
a = \left( \sqrt{2} \max \{\sigma_1(U_t), \sigma_1(V_t)\} + \frac{1}{2} d_p(Z_t, Z_{t+1}) \right) d_p(Z_t, Z_{t+1})
\leq \left( \sqrt{2} \max \{\sigma_1(U_t), \sigma_1(V_t)\} + \frac{1}{2} \| \Delta U_t \|_F^2 + \| \Delta V_t \|_F^2 \right) \sqrt{\| \Delta U_t \|_F^2 + \| \Delta V_t \|_F^2}.
$$

Combining the assumption $Z_t \in B_{bev}(\nu_t)$ (82), the definition of $\nu_t$ (81) and (85b) yields

$$
a \leq \left( \nu_t \sqrt{2\sigma_1^*} + \frac{3\sqrt{\sigma_1^*}}{2^{t_1+1} c_e \sqrt{r}} \right) \frac{3\sqrt{\sigma_1^*}}{2^{t_1+1} c_e \sqrt{r}} \leq \left( 2\sqrt{2} + \frac{6\sqrt{2}}{c_e} + \frac{3}{c_e} \right) \frac{3\sigma_1^*}{2^{t_1} c_e} \leq \frac{9\sigma_1^*}{2^{t_1} c_e},
$$

where the last inequality follows for large enough $c_e$. Employing (52a) of Lemma B.7 and the assumption $Z_t \in B_{bln}(\delta_t)$ (82) with $\delta_t$ given in (81) yields

$$
\| U_{t+1}^\top U_{t+1} - V_{t+1}^\top V_{t+1} \|_F \leq \| U_t^\top U_t - V_t^\top V_t \|_F + 2a \leq \frac{\sigma_1^*}{c_t} + \frac{36(1 - 2^{-t})\sigma_2^*}{c_e} + \frac{18\sigma_1^*}{2^{t+1} c_e} = \frac{\delta_{t+1}\sigma_1^*}{c_t}.
$$
Also, by the triangle inequality, the assumption $Z_t \in \mathcal{B}_{\text{est}}(e_t)$ (82) and (52b) of Lemma B.7.

$$
e_{t+1} \leq e_t + \|U_{t+1}V_{t+1}^\top - U_tV_t^\top\|_F \leq \frac{\sigma^*_t}{2c_e} + a \leq \frac{10\sigma^*_t}{2c_e}.$$

In other words, $Z_{t+1} \in \mathcal{B}_{\text{est}}(10/(2c_e)) \cap \mathcal{B}_{\text{blv}}(e_{t+1})$.

Next, by the definition of Algorithm 3, $Z_{t+1} \in \mathcal{B}_\mu$. Hence, to complete the proof of (85a), we need to show that $Z_{t+1} \in \mathcal{B}_{\text{blv}}(\nu_{t+1})$. Observe that, by the assumption $Z_t \in \mathcal{B}_{\text{blv}}(\nu_t)$ (82), we have $\sigma_1(U_t) \geq |1+6(1-2^{-t})/c_e|\sqrt{\sigma^*_t}$. In addition, combining $Z_{t+1} \in C^{(t)}$ with the bound (89) on $\epsilon_{t+1}$, yields $\|U_{t+1} - U_t\|_F \leq \sqrt{\frac{8}{p\sigma^*_t}}\epsilon_{t+1} \leq \frac{3\sqrt{\sigma^*_t}}{2c_e}$. Hence,

$$\sigma_1(U_{t+1}) \leq \sigma_1(U_t) + \|U_{t+1} - U_t\|_2 \leq \left(2 + \frac{6(1-2^{-t})}{c_e} + \frac{3}{2c_e}\right)\sqrt{\sigma^*_t} = \nu_{t+1}\sqrt{\sigma^*_t},$$

and similarly $\sigma_1(V_{t+1}) \leq \nu_{t+1}\sqrt{\sigma^*_t}$. This completes the proof of (85a).

Finally, to prove (86), assume $B^* \cap B_\mu \cap C^{(t)} \neq \emptyset$, and let $Z^* = \left(V^*_t\right) \in B^* \cap B_\mu \cap C^{(t)}$. Let $F_t(\bar{Z}) = \|L^{(t)}_\mu(Z) - b\|_2^2$ be the objective of the least squares problem in Algorithm 3. Since $Z^* \in B^*$, namely $U^*V^{*\top} = X^*$, we have

$$F_t(Z^*) = \|U_tV^{*\top} + U^*V_t^\top - U_tV_t - U^*V^{*\top}\|_{F(\Omega)} = \|(U^* - U_t)(V^* - V_t)^\top\|_{F(\Omega)}.$$ 

In addition, the objective at the new iterate is lower bounded as

$$F_t(Z_{t+1}) = \|U_tV_t^\top - U_{t+1}V_{t+1}^\top - U_tV_t - X^*\|_{F(\Omega)} = \|U_{t+1}V_{t+1}^\top - (U_tV_t - (V_t - V_t)^\top - X^*\|_{F(\Omega)} \geq e_{t+1} + \|U_{t+1} - U_t\|_F \|V_t - V_t\|_F \in B(0) where \(B(0)\) is defined in (82), \(B_\mu \cap C^{(t)} \neq \emptyset\) for all \(t\) w.h.p. at least \(1 - 3/n^3\).

\textbf{Feasibility of the constraints}

Our guarantees for the matrix completion setting hold for a constrained version of \textsc{GNMR}, Algorithm 3. In the following claim, we show that starting from the initialization described in Algorithm 4 (see also Lemma G.1), then w.h.p. the constraints are feasible at all iterations. Note we do not directly use this claim in our proofs.

\textbf{Claim F.3}. Starting from an initialization $Z_0 \in \mathcal{B}(0)$ where $B(0)$ is defined in (82), $B_\mu \cap C^{(t)} \neq \emptyset$ for all $t$ w.p. at least $1 - 3/n^3$.

\textbf{Proof}. Suppose that $Z_t \in B(t)$. We show that if a certain random event occurs, then this implies $B_\mu \cap C^{(t)} \neq \emptyset$ and $Z_{t+1} \in B(t+1)$. Furthermore, since this event does not depend on $t$ and occurs w.p. at least $1 - 3/n^3$, the remark follows by induction.

Specifically, assume that the random event of Theorem 3.9 occurs. By Lemma E.5, the assumption $Z_t \in B(t)$ guarantees factor matrices $Z^* \in B_\mu$ that satisfies (72) w.r.t. $(\nu_t)$ to $Z_t$. In addition, by Theorem 3.9 with $\epsilon = 7/8$ we have that $\|X_t - X^*\|_F \leq \frac{8}{7\sqrt{\delta}}\|X_t - X^*\|_{F(\Omega)}$. Combining this with (72) implies that $Z^* \in C^{(t)}$.

Putting together, we obtain $B_\mu \cap C^{(t)} \neq \emptyset$. Finally, Lemma F.1 guarantees that $Z_{t+1} \in B(t+1)$.}

\section{Proof of Remark 3.6 (matrix completion, initialization)}

Several previous works used a spectral-based initialization accompanied by some normalization procedure on the rows of the factor matrices [KMO10, JNS13, SL16, YPPCC16, ZL16]. In this work, we use the same initialization as in [SL16, YPPCC16, ZL16], and clip the rows with large $\ell_2$-norm. The full procedure is described in Algorithm 4. [YPPCC16, ZL16] proved that the resulting initialization $Z_0$ is in $B(\text{est})(1/c_e) \cap B_\mu$. Note that Algorithm 4 is given as input the parameter $\mu$. If this quantity is unknown, it can be estimated from the observed data as discussed in Remark 3.8.
Algorithm 4: Initialization procedure for matrix completion

\begin{algorithm}
\noindent input: $X \in \mathbb{R}^{n_1 \times n_2}$ - observed matrix ($X_{ij} = X_{ij}^* \forall (i, j) \in \Omega$ and $X_{ij} = 0$ elsewhere)
\noindent $r, \mu$ - rank and incoherence parameter of $X^*$
\noindent output: $Z_0$ - initialization in $\mathbb{R}^{(n_1 + n_2) \times r}$
\begin{enumerate}
\item set $Z = b$-SVD($X$)
\item set $Z_0(i) = Z(i) / \max\{1, \sqrt{\frac{n}{2\mu r}} \|Z(i)\|_F \|_2 \}$ for all rows $i = 1, \ldots, (n_1 + n_2)$
\end{enumerate}
\noindent return: $Z_0$
\end{algorithm}

Lemma G.1. Let $c_1, c_2 > 0$. There exist constants $c_1, c_2$ and a constant $C = C(c_1, c_2)$ such that the following holds. Let $X^* \in M(n_1, n_2, r, \mu, \kappa)$. Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu r^2 \kappa^4 \log n$. Then w.p. at least $1 - c_1 n^{-c_2}$, the output of Algorithm 4 is in $B_{err}(1/((c_{z}\sqrt{\kappa})) \cap B_{bln}(1/c_{l}) \cap B_{\mu}$.

For the proof we need the following auxiliary lemma, a variant of [ZL16, Lemma 1], which provides bounds on the Procrustes distance between b-SVD($X^*$) and the matrices $Z, Z_0$ of Algorithm 4.

Lemma G.2. Let $c > 0$. There exist constants $c_1, c_2$ and a constant $C = C(c)$ such that the following holds. Let $X^* \in M(n_1, n_2, r, \mu, \kappa)$ and $Z^* = b$-SVD($X^*$). In addition, let $Z = b$-SVD($X$) be the output of the first step of Algorithm 4, and $Z_0$ be its final output. Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu r^2 \kappa^4 \log n$. Then w.p. at least $1 - c_1 n^{-c_2}$,

$$d_P(Z_0, Z^*) \leq d_P(Z, Z^*) \leq \frac{\sqrt{\sigma^*}}{c_0}.$$ (90)

Lemma G.2 is similar to [ZL16, Lemma 1], but differs from it in two aspects. First, [ZL16, Lemma 1] is stated only for $c = 4$, and correspondingly, $C$ is a constant. Second, instead of (90), they only guarantee a looser bound $d_P(Z, Z^*) \leq \sqrt{\sigma^*}/4$. For this bound, however, they require a smaller set $|\Omega|$ by a factor of $\kappa^2$, namely $np \geq C\mu r^2 \kappa^2 \log n$. It is easy to check that a minor modification in their proof makes it valid for our variant, see [ZL16, Eq. (48)].

Proof of Lemma G.1. Let $Z_0 = (U_0/V_0)$ be the output of Algorithm 4. Since $Z^* = b$-SVD($X^*$) it is perfectly balanced. Lemma B.7 thus implies

$$\|U_0^* U_0 - V_0^* V_0\|_F \leq 2a, \quad \|U_0 V_0^* - X^*\|_F \leq a,$$ (91)

where

$$a = \left(\sqrt{2\sigma_1^* + \frac{1}{2}d_P(Z_0, Z^*)}\right) d_P(Z_0, Z^*).$$

Invoking Lemma G.2 with $c = \max\{1, 2c_1, 4c_1\}$ yields

$$a \leq \left(\sqrt{2\sigma_1^* + \frac{1}{2}d_P(Z_0, Z^*)}\right) \frac{\sqrt{\sigma^*}}{\kappa \cdot \max\{2c_1, 4c_1\}} \leq \frac{\sigma^*}{\sqrt{\kappa} \cdot \max\{c_1, 2c_1\}}.$$ $\kappa \cdot \max\{2c_1, 4c_1\}$

Inserting this into (91) gives $Z_0 \in B_{err}(1/(\sqrt{\kappa})) \cap B_{bln}(1/c_{l})$.

Next, we show that $Z_0 \in B_{\mu}$. The second step in Algorithm 4 guarantees $\|U_0(i)\|_2 - \sqrt{\sigma_1^*} \leq d_P(Z, Z^*)$. By Proposition B.3, $\|U\|_2 - \sqrt{\sigma_1^*} \leq d_P(Z, Z^*)$. Invoking Lemma G.2 with $c = 5$ thus yields

$$\|U_0(i)\| \leq \sqrt{\frac{2\mu r}{n}} \left[\sqrt{\sigma_1^*} + d_P(Z, Z^*)\right] \leq \sqrt{\frac{2\mu r}{n}} : \frac{6 \sqrt{\sigma_1^*}}{5} \leq \frac{3\mu r \sigma^*}{n},$$

and similarly $\|V_0(i)\| \leq \sqrt{\frac{3\mu r \sigma^*}{n}}$. This completes the proof. $\square$
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H Proof of Theorem 3.7 (matrix completion, quadratic convergence)

Recall the definition (80) of $B_{bsv}(\nu)$. Denote the current and next iterates of Algorithm 3 by $Z_t = (U_t^1)$ and $Z_{t+1} = (U_{t+1}^1)$, respectively. Let $X_t = U_t V_t^\top$ and $X_{t+1} = U_{t+1} V_{t+1}^\top$ be the corresponding estimates. The following lemma is analogous to Lemma F.1, but here the error contracts with a quadratic rate.

Lemma H.1. There exist constants $C, c_e, c_l$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Denote $\gamma = c_e/(2\sigma^*_e \sqrt{p})$ and

$$
\tilde{B}(t) = B_{err}(\sqrt{p} \epsilon_t) \cap B_{err}(\delta_t) \cap \mathcal{B}_\mu \cap B_{bsv}(\nu_t),
$$

where $\epsilon_t, \delta_t$ and $\nu_t$ are as in (81). Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu \log n$. Further assume that at some iteration $t$,

$$
Z_t \in \tilde{B}(t).
$$

Then w.p. at least $1 - 3/n^3$, for all iterates $t' \geq t$,

$$
Z_{t'+1} \in \tilde{B}(t'+1),
$$

$$
\|X_{t'+1} - X^*\|_F \leq \gamma \|X_t - X^*\|_F^2.
$$

Proof of Theorem 3.7. Let $Z_0 = (U_0^1)$ be an initial guess which satisfies the conditions of the theorem. Let us show that it satisfies assumptions (92) of Lemma H.1 at $t = 0$. Since $Z_0 \in B_{err}(\sqrt{p}/(c_e \sqrt{\kappa})) \cap B_{bln}(1/c_l) \cap \mathcal{B}_\mu$, we only need to show that $Z_0 \in B_{bsv}(\nu_0)$ with $\nu_0 = 2$. Since $p \leq 1$, we have $B_{err}(\sqrt{p}/(c_e \sqrt{\kappa})) \subseteq B_{err}(1/(c_e \sqrt{\kappa}))$, and the proof of $Z_0 \in B_{bsv}(\nu_0)$ is as in the proof of Theorem 3.5. The theorem then follows by applying Lemma H.1 at $t = 0$. The fact that $\gamma \|X_0 - X^*\|_F \leq 1/(2\sqrt{\kappa})$ follows by the assumption $Z_0 \in B_{err}(\sqrt{p}/(c_e \sqrt{\kappa}))$. \hfill \square

Proof of Lemma H.1

To prove the lemma, we derive a different RIP from the one of Theorem 3.9. This RIP applies to a much smaller neighborhood of $X^*$, $\|X - X^*\| \lesssim \sigma^*_e \sqrt{p}$; on the other hand, it holds with fewer number of observations $|\Omega|$, and does not require bounded row norms or balanced factor matrices.

Lemma H.2. There exist constants $C, c_e$ such that the following holds. Let $X^* \in \mathcal{M}(n_1, n_2, r, \mu, \kappa)$. Let $\epsilon \in (0, 1)$, and assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $np \geq C\mu \log n$. Then w.p. at least $1 - 3/n^3$, the RIP (16) holds for any $X \in \mathbb{R}^{n_1 \times n_2}$ that satisfies

$$
\|X - X^*\|_F \leq \frac{c_e \sqrt{p}}{c_e}.
$$

Proof of Lemma H.1. In the following, we prove that if a certain random event occurs, then (93) holds for $t' = t$. Since this event does not depend on $t$ and occurs w.p. at least $1 - 3/n^3$, the lemma follows for any $t' \geq t$ by induction.

Let us begin by showing that the conditions of Lemma F.2 hold. First, we prove the RIP condition (84). By assumption (92) for large enough $c_e$, $Z_t$ satisfies the assumptions of Lemma H.2 with $\epsilon = 1/8$. Lemma H.2 thus guarantees (84). Next, the second condition of Lemma F.2 is (82). Assumption (92) is in fact a stronger version of (82), with $\sqrt{p}\epsilon_t$ replacing $\epsilon_t$ in (81). As a result, rather than (85a), Lemma F.2 now guarantees

$$
Z_{t+1} \in B_{err}(\sqrt{p}/(2^t c_e)) \cap B_{bln}(\delta_{t+1}) \cap \mathcal{B}_\mu \cap B_{bsv}(\nu_{t+1}),
$$

as can be easily verified by tracing its proof. It thus remains to show that $Z_{t+1} \in B_{err}(\sqrt{p}\epsilon_{t+1})$ and that (93b) holds.

Assume for the moment that (93b) holds. Together with the assumption $Z_t \in B(\sqrt{p}\epsilon_t)$ (92), this implies

$$
\|X_{t+1} - X^*\|_F \leq \frac{c_e}{2\sigma^*_e \sqrt{p}} \left(\frac{\sqrt{p}}{2^t c_e \sqrt{\kappa}}\right)^2 \leq \frac{\sqrt{p}}{2^{t+1} \sigma^*_e c_e \sqrt{\kappa}}.
$$
Lemmas E.5 holds w.r.t. (72) yields Lemma H.2. First, (96) implies that for large enough $c$, Lemma E.5. In light of (72), the required (93b). Second, $Z_{t+1} \in \mathbb{C}^{t}$ with the RIP upper bound (84) give that for large enough $c$, the RHS of (86) is upper bounded by $rac{3}{4}\sqrt{\rho}e_{t}^{2}$. Together, these two bounds show that the RHS of (86) is upper bounded by $\frac{3}{4}\sqrt{\rho}e_{t}^{2}$. To use (86) of Lemma F.2, we need to find some $Z^{*} \in \mathbb{B}^{*} \cap \mathbb{B}_{\mu} \cap \mathbb{C}^{t}$. Assumption (92) implies that $Z_{t+1} \in \mathbb{B}^{*} \cap \mathbb{B}_{\mu} \cap \mathbb{C}^{t}$. Lemma F.2 thus guarantees that $Z^{*}$ satisfies (86). In the following, we shall prove that the LHS of (86) is lower bounded by $\frac{3}{4}\sqrt{\rho}e_{t}^{2}$. Finally, we prove that the LHS of (86) is lower bounded by $\frac{3}{4}\sqrt{\rho}e_{t}^{2}$. Together, these two bounds show that the RHS of (86) is lower bounded by $\frac{3}{4}\sqrt{\rho}e_{t}^{2}$. Proof of Lemma H.2. Let $(U_{t}^{*}) = \text{b-SVD}(X)$. Then $UV^{T} = X$. In view of Lemma E.4, it is sufficient to find $(U_{t}^{*}) \in \mathbb{B}^{*}$ that satisfies (71).

As $p \leq 1$, by assumption (94) we have $(U_{t}^{*}) \in \mathbb{B}_{\text{err}}(e/c_{e})$, and by (41) of Lemma B.1 we have $(U_{t}^{*}) \in \mathbb{B}_{\text{bln}}(1/c_{l})$ for any $c_{l} > 0$. Invoking Lemma E.5 thus implies the existence of $(U_{t}^{*}) \in \mathbb{B}^{*}$ that satisfies (72). We shall now show that $(U_{t}^{*})$ satisfies (71) of Lemma E.4.

By assumption (94) we have

$$\|UV^{T} - X^{*}\|^{2}_{F} \leq \frac{e_{e}^{2}}{\sigma_{e}}\|UV^{T} - X^{*}\|_{F}^{2}.$$ 

Plugging this into (72) yields

$$\|U - U^{*}\|^{2}_{F} + \|V - V^{*}\|^{2}_{F} \leq \frac{25e\sqrt{\rho}}{4c_{e}}\|UV^{T} - X^{*}\|_{F},$$

from which (71a) follows for large enough $c_{e}$. In addition, by combining this equation with the Cauchy-Schwarz inequality and the fact that $ab \leq (a^{2} + b^{2})/2$ we obtain

$$\|(U - U^{*})(V - V^{*})\|_{F} \leq \|U - U^{*}\|_{F}\|V - V^{*}\|_{F} \leq \frac{1}{2}(\|U - U^{*}\|^{2}_{F} + \|V - V^{*}\|^{2}_{F}) \leq \frac{25e\sqrt{\rho}}{8c_{e}}\|X - X^{*}\|_{F},$$

from which (71b) follows for large enough $c_{e}$. This completes the proof.
I Proof of Remark 3.8 (matrix completion, estimating $\sigma_r^*$)

In Remark 3.8 we claimed it is possible to estimate $\sigma_r^*$ to high accuracy with high probability. To prove this claim we shall use the following lemma [Che15, Lemma 2].

**Lemma I.1.** There exists constants $c,c_1,c_2$ such that the following holds. Let $X^* \in \mathbb{R}^{n_1 \times n_2}$. Assume $\Omega \subseteq [n_1] \times [n_2]$ is randomly sampled with $|\Omega| = pn_1n_2$, and let $X \in \mathbb{R}^{n_1 \times n_2}$ be such that $X_{ij} = X^*_{ij}$ for any $(i,j) \in \Omega$ and $X_{ij} = 0$ otherwise. Then w.p. at least $1 - c_1n^{-c_2}$,

$$\left\| \frac{1}{p} X - X^* \right\|_2 \leq c \left( \frac{\log n}{p} \|X^*\|_\infty + \sqrt{\frac{\log n}{p} \|X^*\|_{2,\infty}} \right),$$

where $\|A\|_\infty = \max_{ij} |A_{ij}|$ and $\|A\|_{2,\infty} = \max\{\|A\|_{2,\infty},\|A^T\|_{2,\infty}\}$.

**Proof of Remark 3.8.** We assume here $n_1 = n_2$ for convenience, but the proof applies to the rectangular case as well. Let $X$ be the observed matrix as defined in Lemma I.1, and assume $np \geq C\mu r^2 \log n$. Combining Weyl’s inequality (39) with Lemma I.1 gives that for a suitable constant $c$,

$$|\sigma_r(X/p) - \sigma_r^*| \leq \|X/p - X^*\|_2 \leq c \left( \frac{\log n}{p} \|X^*\|_\infty + \sqrt{\frac{\log n}{p} \|X^*\|_{2,\infty}} \right). \quad (97)$$

Let us now bound the quantities $\|X^*\|_\infty$ and $\|X^*\|_{2,\infty}$. Let $(\frac{U}{V}) = \text{b-SVD}(X^*)$. Since $X^*$ is $\mu$-incoherent, (42) of Lemma B.1 implies

$$\|X^*\|_\infty \leq \|U\|_{2,\infty} \|V\|_{2,\infty} \leq \mu r \sigma_1^*/n.$$  

In addition, using $\|AB\|_{2,\infty} \leq \|A\|_{2,\infty} \|B\|_2$, (42) and the definition of b-SVD,

$$\|X^*\|_{2,\infty} \leq \|U\|_{2,\infty} \|V\|_2 \leq \sqrt{\mu r / n \sigma_1^*},$$

and similarly $\|X^*\|_{2,\infty} \leq \sqrt{\mu r / n \sigma_1^*}$. This implies $\|X^*\|_{2,\infty} \leq \sqrt{\mu r / n \sigma_1^*}$. Plugging these bounds back into (97) and using the assumption $np \geq C\mu r^2 \log n$ yields $|\sigma_r(X/p) - \sigma_r^*| \leq \frac{c}{\sqrt{\mu r}} \sigma_r^*$. Assuming $C \geq 10c$ thus yields the required result.

J Proof of Theorem 3.11 (stationary points)

For the following lemmas, let $X^* \in \mathbb{R}^{n_1 \times n_2}$ be a matrix of rank $r$, $A \in \mathbb{R}^{n_1 \times n_2} \rightarrow \mathbb{R}^m$ be a linear operator, and $Z = (\frac{U}{V}) \in \mathbb{R}^{(n_1+n_2)r}$ be a pair of factor matrices. In addition, in this section we use the following definitions for the operators $\mathcal{L}, \mathcal{L}_A$, which are similar to (22): for any $Z' = (\frac{U'}{V'})$,

$$\mathcal{L}(Z) (Z') = UV^T + U'V'^T,$$

$$\mathcal{L}_A(Z) (Z') = A \mathcal{L}(Z) (Z') = A \left( UV^T + U'V'^T \right).$$

**Lemma J.1.** Denote $X = UV^T$, and recall the definition of $\mathcal{F}$ from Theorem 3.11. Then

$$Z \in \mathcal{F} \text{ if and only if } A(X^* - X) \perp \text{range } \mathcal{L}_A(Z).$$

**Lemma J.2.** Let $\alpha \in \mathbb{R}$ and $Z = \frac{1+\alpha}{2} Z$. Then $Z$ is a stationary point of the updating variant (4), $Z \in \mathcal{S}_{\text{upd-GNMR}}$, if and only if $Z$ is a feasible solution to the least squares problem (5a).

**Proof of Theorem 3.11.** The stationary points of $\mathcal{G}$ have been studied in multiple works [GLM16, GJZ17, ZLTW18, LLA+19]. The equalities $\mathcal{S}_{\text{GD}} = \mathcal{F}$ and $\mathcal{S}_{\text{reg-GD}} = \mathcal{F} \cap \mathcal{G}$ follow, for example, by the proof of [ZLTW18, Theorem 3], see Eq. (14-18) there.
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Next, we prove $S_{\text{ALS}} = \mathcal{F}$. A point $Z = \left( \begin{smallmatrix} \dot{V} \\ \dot{V} \end{smallmatrix} \right) \in \mathbb{R}^{(n_1+n_2) \times r}$ is a stationary point of $\text{ALS}$, $Z \in S_{\text{ALS}}$, if and only if it satisfies $U = \arg \min_{U'} f(UV^T)$ and $V = \arg \min_{V'} f(UV'^T)$. Equivalently,

$$0 = \arg \min_{\Delta U} \| A (U V^T + \Delta UV^T - X^*) \|^2 = \arg \min_{\Delta U} \| A (\Delta UV^T) - e \|^2,$$

$$0 = \arg \min_{\Delta V} \| A (U V^T + U \Delta V^T - X^*) \|^2 = \arg \min_{\Delta V} \| A (U \Delta V^T) - e \|^2,$$

where $e = A(X - X^*)$. The above equalities hold if and only if $e \perp \{ A(UV'^T) \mid U' \in \mathbb{R}^{n_1 \times r} \} \cup \{ A(U'V^T) \mid V' \in \mathbb{R}^{n_2 \times r} \}$, which is equivalent to $Z \in \mathcal{F}$ according to Lemma J.1.

Next, we analyze the stationary points of $\text{GNMR}$. We begin with the updating variant (4), $\alpha = -1$. Given the current iterate $Z = \left( \begin{smallmatrix} \dot{V} \\ \dot{V} \end{smallmatrix} \right)$, in its first step the updating variant calculates the minimal norm solution to

$$\arg \min_{\Delta Z} \| L_A^{(Z)} (\Delta Z) - e \|^2.$$  \hspace{1cm} (99)

In order to complete the proof of (18a), we need to show that $\Delta Z = 0$ is the minimal norm solution to (99) if and only if $Z \in \mathcal{F}$. Similar to the argument for $\text{ALS}$, $\Delta Z = 0$ is a feasible solution to (99) if and only if $e \perp \text{range } L_A^{(Z)}$. Combined with Lemma J.1 we obtain that $\Delta Z = 0$ is a feasible solution to (99) if and only if $Z \in \mathcal{F}$. But $\Delta Z = 0$ is a feasible solution if and only if it is the minimal norm one, and thus (18a) follows.

Next, consider a stationary point $Z = \left( \begin{smallmatrix} \dot{V} \\ \dot{V} \end{smallmatrix} \right) \in \mathcal{S}_{\text{GNMR}}$ of the other variants of $\text{GNMR}$, $\alpha \neq -1$. Since all the variants of $\text{GNMR}$ solve the same least squares problem up to a linear transformation of the variables, the set of feasible solutions is independent of the specific variant of $\text{GNMR}$. Hence $Z \in \mathcal{F}$ as we proved for the updating variant. In order to complete the proof of (18b) it thus remains to show that $\alpha \neq -1$ enforces stationary points to be balanced, $Z \in \mathcal{G}$.

By the first part of Lemma 4.4, the minimal norm solution $\tilde{Z} = \left( \begin{smallmatrix} \tilde{V} \\ \tilde{V} \end{smallmatrix} \right)$ to the least squares problem (5a) of $\text{GNMR}$ satisfies

$$\hat{U}^T U = V^T \tilde{V}.$$

In its second step (5b), $\text{GNMR}$ updates $Z_{\text{new}} = \frac{1-\alpha}{2} Z + \tilde{Z}$. In a stationary point, $Z_{\text{new}} = Z$, or equivalently $\tilde{Z} = \frac{1-\alpha}{2} Z$. Plugging this back into (100) yields $Z \in \mathcal{G}$ for any $\alpha \neq -1$. This proves (18b).

Finally, we specialize our results to the matrix sensing and matrix completion settings. Let $Z = \left( \begin{smallmatrix} \dot{V} \\ \dot{V} \end{smallmatrix} \right)$ and assume $Z \in (B^* \cap \mathcal{G})$. We need to show that $Z$ is a stationary point of $\text{GNMR}$, $Z \in \mathcal{S}_{\text{GNMR}}$, or equivalently, that $\tilde{Z} \equiv \frac{1-\alpha}{2} Z$ is the minimal norm solution to the least squares problem (5a).

Let us first show that $\tilde{Z}$ is a feasible solution to (5a). Since any global minimum of (3) is in particular a local one, we have $B^* \subseteq \mathcal{F}$, so that $Z \in \mathcal{F} = \mathcal{S}_{\text{updt-\text{GNMR}}}$. Invoking Lemma J.2 then implies that $\tilde{Z}$ is a feasible solution to (5a).

In order to prove that $\tilde{Z}$ is the minimal norm solution, it remains to show that $\tilde{Z} \perp \ker L_A^{(Z)}$. Since $X^*$ is of rank exactly $r$ and $Z \in B^*$, the factor matrices $U, V$ have full column rank, and the second part of Lemma 4.4 holds. By combining (100) and (24) of Lemma 4.4, we have $\tilde{Z} \perp \ker L_A^{(Z)}$. In the rest of the proof, we show that

$$\ker L_A^{(Z)} \subseteq \ker L_A^{(Z)}$$

both in matrix sensing and matrix completion, so that $\tilde{Z} \perp \ker L_A^{(Z)}$ as required.

Let us begin with the matrix sensing case. Let $Z' \in \ker L_A^{(Z)}$. Then, by the 2r-RIP of $A$,

$$\| L_A^{(Z)}(Z') \|^2 \leq \frac{1}{1 - \frac{\delta_{2r}}{r}} \| L_A^{(Z)}(Z') \|^2 = 0,$$

which implies $Z' \in \ker L_A^{(Z)}$. This proves (101) in matrix sensing.

Finally, we prove (101) in the matrix completion setting. By $Z \in B^*$ we have $UV^T = X^*$. Denote by $U^* \Sigma^* V^* = 1$ the SVD of $X^*$. Then $U = U^* Q$ and $V = V^* Q^{-T}$ for some invertible $Q \in \mathbb{R}^{r \times r}$. Hence for all $Z' = \left( \begin{smallmatrix} \dot{V}' \\ \dot{V}' \end{smallmatrix} \right) \in \ker L_A^{(Z)}$, we have $L_A^{(Z)}(Z') = U^* Q V'^T + U'^* Q^{-1} V'^T$. By Lemma E.7, this implies

$$\| L_A^{(Z)}(Z') \|^2 \leq \frac{2}{p} \| L_A^{(Z)}(Z') \|^2 = 0$$

w.p. at least $1 - 3/n^3$ uniformly for all $Z' \in \ker L_A^{(Z)}$. Hence $Z' \in \ker L_A^{(Z)}$ as required. \hfill \square
Proofs of Lemmas J.1 and J.2

Proof of Lemma J.1. Since \(\|A(X-X^*)\|^2 = \langle A(X-X^*), A(X-X^*) \rangle = \langle A^* A(X-X^*), X-X^* \rangle\), we have

\[
\nabla f(X) = \nabla \|A(X-X^*)\|^2 = 2A^* (A(X-X^*)) = 2A^*(e)
\]

where \(e = A(X-X^*)\). Hence \(Z \in F\) is equivalent to

\[
A^*(e)^T U = 0, \quad A^*(e) V = 0. \tag{102}
\]

In order to complete the proof, we shall now show that (102) is equivalent to \(e \perp \text{range } L^Z_A\). By construction, \(e \perp \text{range } L^Z_A\) is equivalent to \(A^*(e) \perp \text{range } L^Z_A\). This, in turn, is equivalent to

\[
0 = \text{Tr} \left[ A^*(e)^T \left( U V^T + U' V^T \right) \right]
\]

\[
= \text{Tr} \left[ A^*(e)^T U V^T \right] + \text{Tr} \left[ U'^T A^*(e) V \right], \quad \forall U' \in \mathbb{R}^{n_1 \times r}, V' \in \mathbb{R}^{n_2 \times r},
\]

where in the second equality we used the trace property \(\text{Tr}[AB] = \text{Tr}[BA] = \text{Tr}[A^T B^T]\) for \(A \in \mathbb{R}^{n \times r}, B \in \mathbb{R}^{r \times n}\). The lemma follows since the last equation is equivalent to (102).

Proof of Lemma J.2. By construction, \(Z\) is a stationary point of the updating variant (4) if and only if \(\Delta Z = 0\) is the minimal norm solution to the least squares problem (4a). This, in turn, holds if and only if \(\Delta Z = 0\) is a feasible solution to (4a). As discussed in Section 2, the least squares problems (4a) and (5a) are equivalent up to the transformation of variables \(\Delta Z = \hat{Z} - 1/2 \nabla^2 \hat{Z}\). By this transformation, \(\Delta Z = 0\) is a feasible solution to (4a) if and only if \(\hat{Z}\) is a feasible solution to (5a).

K Additional experimental details

To simplify notations, let us divide the algorithms into two groups. The first group consists of methods which employ simple operations at each iteration, such as gradient descent: LRGeomCG and ScaledASD. Each iteration of these methods is in general extremely fast. For these methods we thus allow a relatively large value for the maximal number of iterations, which we denote by \(N^{(1)}\). The second group contains RTRMC, R2RILS, MatrixIRLS and GNMR. These methods are more complicated, in the sense that at each outer iteration they solve an inner optimization sub-problem, which by itself is solved iteratively. Hence, these methods have two parameters: \(N^{(2)}_{\text{outer}}\) and \(N^{(2)}_{\text{inner}}\) for the maximal number of outer and inner iterations, respectively. However, since one iteration of R2RILS and GNMR is significantly slower than that of RTRMC and MatrixIRLS, we give them a smaller value of \(N^{(2)}_{\text{slow-outer}} < N^{(2)}_{\text{outer}}\) outer iterations.

In addition to maximal number of iterations, we used the following three early stopping criteria: (1) Small observed relative RMSE, \(\|P_0(X^* - X)\| \leq \epsilon_{\text{rmse}}\); (2) Small relative change, \(\|\hat{X}_{i+1} - \hat{X}_i\|_{\hat{X}_i}\| < \epsilon_{\text{diff}}\); (3) For some integer \(t_{\text{min-rmse}}\), let \(x_i = \min\{\|P_0(X^* - \hat{X}_t)\|_{\hat{X}_t}\| : t = i \cdot t_{\text{min-rmse}}, \ldots, (i+1) \cdot t_{\text{min-rmse}}\}\). The algorithm stops if the relative RMSE does not change by a factor of \(r_{\text{min-rmse}}\) in each \(t_{\text{min-rmse}}\) iterations, namely if \(\frac{x_{i+1}}{x_i} > r_{\text{min-rmse}}\) for some \(i\). All other stopping criteria defined by the algorithms were disabled.

In the first experiment (Fig. 1), we set \(N^{(1)} = 5000\), \(N^{(2)}_{\text{inner}} = 1500\), \(N^{(2)}_{\text{outer}} = 500\), and \(N^{(2)}_{\text{outer,GNMR}} = 100\). To allow the algorithms to either converge or fully exploit their maximal number of iterations, we set the thresholds of the first two stopping criteria to \(\epsilon_{\text{rmse}} = \epsilon_{\text{diff}} = 10^{-16}\), and did not use the third criterion. In the second experiment (Fig. 2a), we set \(N^{(2)}_{\text{inner}} = 7000\), \(N^{(2)}_{\text{outer}} = 25000\), and \(N^{(2)}_{\text{outer,GNMR}} = 700\). The stopping criteria were set as in the previous experiment. In the next two experiments (Figs. 2b and 3), we set \(N^{(1)} = 10^6\) and \(N^{(2)}_{\text{inner}} = N^{(2)}_{\text{outer}} = N^{(2)}_{\text{outer,GNMR}} = 10^5\). The thresholds of the stopping criteria were set to (1) \(\epsilon_{\text{rmse}} = 10^{-14}\); (2) \(\epsilon_{\text{diff}} = 10^{-15}\) for algorithms in the first group and \(\epsilon_{\text{diff}} = 10^{-14}\) for algorithms in the second group; and (3) \(r_{\text{min-rmse}} = 1/2, t_{\text{min-rmse}} = 200\). In addition, in the third experiment (Fig. 2b), for each dimension \(n\) and oversampling ratio \(\rho\) we ran 150 attempts to generate a sampling pattern \(\Omega\) with \(r\) observed entries in each row and column. Each attempt lasted at most 3 hours. In Fig. 2b we presented only the oversampling ratios for which at least 50 attempts succeeded. In the next experiment (Fig. 4a), we set \(N^{(2)}_{\text{inner}} = 200\), \(N^{(2)}_{\text{outer}} = 300\), and stopping criteria thresholds as in the previous experiment. Since the
focus in this experiment was comparing the runtime of GNMR as function of the condition number rather than measuring the runtime itself, no effort was made to optimize GNMR’s runtime beyond assigning $N^{(2)}_{\text{inner}}$ with a relatively small value. Note, however, that the qualitative behavior demonstrated in Fig. 4a is not sensitive to the value of $N^{(2)}_{\text{inner}}$, see Fig. 6. The runtimes were measured on a Windows 10 laptop with Intel i7-10510U CPU and 16GB RAM using MATLAB 2020a. Finally, the parameter specifications in the last experiment (Fig. 4b) are similar to those of the first experiment (Fig. 1).

L Additional experimental results

Figure 5 complements Fig. 2 from the main text by showing the recovery probability instead of the median error for the same experiments. Figure 6 complements the left panel of Fig. 3 by showing that qualitatively, the performance of GNMR is not sensitive to the number of inner least squares iterations.

**Figure 5:** Same as Fig. 2, but with Y-axes correspond to failure probability, defined as $\Pr[\text{rel-RMSE} > 10^{-4}]$ (left panel), and lowest oversampling ratio from which the failure probability is smaller than 0.1 (right panel).

**Figure 6:** Same as Fig. 3, but with $N^{(2)}_{\text{inner}} = 1500$ instead of 200.