LINES OF DESCENT IN A MORAN MODEL WITH FREQUENCY-DEPENDENT SELECTION AND MUTATION
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Abstract. We study ancestral structures for the two-type Moran model with mutation and frequency-dependent selection under the nonlinear dominance or fittest-type-wins scheme. Under appropriate conditions, both lead, in distribution, to the same type-frequency process. Reasoning through the mutations on the ancestral selection graph (ASG), we develop the corresponding killed and pruned lookdown ASG and use them to determine the present and ancestral type distributions. To this end, we establish factorial moment dualities to the Moran model and a relative. We extend the results to the diffusion limit and present applications for finite population size as well as moderate and weak selection.
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1. Introduction

The ancestral selection graph (ASG) is a branching-coalescing random graph and a classical tool to describe ancestries and genealogies in population-genetic models under selection. It goes back to Neuhauser and Krone [39] and has mostly been used in the context of haploid populations (where each individual carries one copy of the genetic information), or diploid populations (where every individual is composed of two copies, the gametes) under so-called genic selection. The latter means that each copy of the genetic information contributes to the reproduction rate of the individual in an independent, additive fashion, which implies that one may, to a good approximation, work with the population of haploid gametes and ignore their pairing into diploid individuals.

If, however, the contribution of the gametes to the reproduction rate of a diploid individual is not additive, or if the contribution depends on the genetic composition of the entire population (that is, if there is frequency-dependent selection), the standard version of the ASG does not suffice. The extension to frequency-dependent selection has been sketched by Neuhauser [38]; however, it is difficult to handle, and obtaining explicit results is conceptually and technically difficult. Recent examples of such endeavours are [6, 16, 28, 36]. [28] describes the ancestry of a sample from the present population in a (discrete-time) A-Wright–Fisher model and its diffusion limit, under a specific kind of frequency-dependent (so-called fittest-type-wins) selection, and [16] analyses frequency-dependent selection described via a general polynomial drift vanishing at the boundary in the corresponding stochastic differential equation; but both works exclude mutation. [36] and [6] consider models with mutation and determine the ancestry of a single individual in a law of large numbers regime, where the type-frequency process satisfies an ordinary differential equation, and the ASG reduces to a tree due to the absence of coalescence events. [36] presents a general formalism to treat frequency-dependent selection and mutation, whereas [6] works out in detail the recessive case (where the contributions of two gametes to the reproduction rate of a diploid individual is subadditive) including mutation, and computes many quantities of interest explicitly.
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In the finite-population case and the diffusion limit (and in contrast to the law of large numbers regime), the graph contains coalescence events and no longer reduces to a tree. In the recessive setting including mutation, this seems to render the approach of [6] infeasible. In this paper, we tackle nonlinear dominance and fittest-type-wins selection schemes, again with mutation. We take nonlinear dominance to mean a kind of frequency-dependent selection where an individual of the beneficial type reproduces when a random number of uniformly chosen partner individuals are of the deleterious type; it is a generalization of the dominant case in a diploid population, where the contributions of the two gametes to the reproduction rate of an individual are superadditive. In contrast, fittest-type-wins selection means that a group of individuals jointly try to produce an offspring; reproduction occurs if at least one of the individuals in the group is fit. Both schemes will turn out to be equivalent in distribution in a certain parameter regime. The models can be analysed via the ASG, which is constructed on the basis of the graphical representation of the Moran model. Mutation events on the ASG contain information that then allow us to reduce the graph to the parts that are informative for the type distribution of an individual at present — the resulting object goes under the name of killed ASG.

The type of an individual’s ancestor can differ from the individual’s type because of mutations. It is a challenging problem to find a tractable representation of its distribution. In the Moran model, all individuals at present share a common ancestor in the sufficiently distant past. The type distribution of this common ancestor was first described and analysed in the diffusion limit in the case of genic selection by Fearnhead [24], and later for general frequency-dependent selection by Taylor [43]. In [34], similar results were derived for the (finite-population) Moran model with genic selection. All these investigations mainly relied on analytical methods. A probabilistic approach to the common ancestor type distribution under genic selection was introduced by Lenz et al. [35] based on the ASG. To recover Fearnhead’s results, they construct the pruned lookdown ASG in the diffusion limit. Its name appeals to the underlying idea of pruning certain lines upon mutations, and of ordering them in a way inspired by the lookdown constructions of Donnelly and Kurtz [19]. The approach was later extended to the Λ-Wright–Fisher process with genic selection [41], to the Wright–Fisher diffusion with selection in random environments [15], and to the mutation–selection differential equation with a specific form of pairwise interaction [5, 6]. But in the finite Moran model the only known results assume genic selection [14, 31]. Here, we consider the ancestral type distribution for the Moran model with nonlinear dominance and fittest-type-wins selection schemes, and we augment the analysis by a forward-in-time approach based on a descendant process [34]. Moreover, working with a finite population size all the way through allows to take various scaling limits at a late stage, which we exploit in a moderate selection setting, and in a diffusion limit under weak selection.

The paper is organised as follows. Our main results along with the intuition for our constructions are presented in Section 2. Technical details and proofs are deferred to subsequent sections. Section 3 contains details of the two selection models, their representations as interacting particle systems, and the connection between them. The definition of the ASG and the rigorous definition of the ancestral and common ancestor type distributions is in Section 4. Details of the construction of the killed ASG and proofs of associated results may be found in Section 5. Section 6 provides details of a new look on the Siegmund dual for our Moran model. The results associated with the backward and forward perspectives on the ancestral type distribution are in Sections 7 and 8, respectively. Section 9 contains the proofs of the results in the diffusion limit, and Section 10 is devoted to the proof of the fixation probability of a single beneficial mutant in the moderate-selection regime.

2. MAIN RESULTS

A Moran model (MoMo) is composed of $N \in \mathbb{N}$ haploid individuals, each characterised by a type from $\{0, 1\}$. We refer to type 1 as unfit or deleterious, and to type 0 as fit or beneficial. The population is panmictic — that is, there is no spatial structure — and evolves in continuous time via mutation and neutral and selective reproduction. More specifically, each individual mutates at rate $u$, with the resulting type being 0 and 1, respectively, with probability $\nu_0 \in (0, 1)$ and $\nu_1 = 1 - \nu_0$. Independently at rate 1, each individual, independently of its type, produces a single offspring that inherits the parental
Under the DOM scheme, each type-0 individual independently at rate $\hat{s}_m \in \mathbb{R}_+$ checks the type of $m-1$ individuals chosen uniformly with replacement, $m \in \mathbb{N}$. If all the checked individuals have type 1, the checking individual produces a single fit offspring that replaces a uniformly chosen individual. Under the FTW scheme, each individual is independently affected at rate $\hat{s}_m \in \mathbb{R}_+$ by a selective event of order $m$, $m \in \mathbb{N}$. In such an event, $m$ individuals, chosen uniformly without replacement, form a group. The first fit group member produces a fit offspring that replaces the affected individual. If none of the group members is fit, nothing happens. (Later, we will first consider DOM, but, for reasons that will become apparent, eventually work with the FTW model. This is why we use the hats for notation related to DOM.)

Let $\hat{Y}_{t_0}^m$ and $Y_{t_0}^m$ be the counts of type-1 individuals at time $t_0 + t$ in the MoMo with DOM and FTW, respectively. Here, $t \in \mathbb{R}_+$ is the time increment relative to some reference time $t_0 \in \mathbb{R}$; the reason for this notation will become clear soon. Then $\hat{Y}_{t_0}^m = (\hat{Y}_{t_0}^m)_{t \geq 0}$ and $Y_{t_0}^m = (Y_{t_0}^m)_{t \geq 0}$ are birth-death processes on $[N]_0 := \{0, 1, 2, \ldots, N\}$; whenever $t_0 = 0$, we just write $\hat{Y}_t$ instead of $\hat{Y}_{t_0}^m$, and likewise for $Y_t$ and $Y_{t_0}^m$. The respective generators $\mathcal{A}_Y$ and $\mathcal{A}_\hat{Y}$ act on functions $f : [N]_0 \to \mathbb{R}$ and are given by

$$
\mathcal{A}_Y f(k) := \frac{N-k}{N} [f(k+1) - f(k)] + \frac{N-k}{N} [f(k-1) - f(k)],
$$

$$
\mathcal{A}_{\hat{Y}} f(k) := (N-k)w_\nu [f(k+1) - f(k)] + ku_\nu [f(k-1) - f(k)],
$$

$$
\mathcal{A}_{\hat{Y}}^{m} f(k) := \hat{s}_m (N-k) \left( \frac{k}{N} \right)^m [f(k-1) - f(k)],
$$

under the convention that $f(-1) := 0 =: f(N+1)$. We assume throughout that $0 < \sum_{m \geq 0} \hat{s}_m m < \infty$ and $0 < \sum_{m \geq 0} s_m m < \infty$ to avoid the trivial case of neutral evolution (that is, without selection), and the degenerate case of an infinite rate of offspring production.

The graphical representation underlying the MoMo provides intuition for the associated backward processes and is shown in Fig. 1. Each individual corresponds to a horizontal line segment, with the forward direction of time being left to right; the events described above are represented by graphical elements juxtaposed to this picture. We first describe the untyped version and include the types later. There are $N$ lines, with labels in $[N] := \{1, 2, \ldots, N\}$ that we will sometimes refer to as sites — but this does not imply a spatial structure. Mutation events are depicted by circles and crosses on the lines. A circle (cross) indicates a mutation to type 0 (type 1), which means that the type on the line is 0 (is 1) after the mutation. This occurs at rate $w_\nu$ (at rate $w_\nu$) on every line, by way of independent Poisson point processes. (Potential) reproduction events are depicted by arrows between the lines, with the (potential)
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\caption{An untyped realisation of the Moran interacting particle system with nonlinear dominance; $t$ is the time increment.}
\end{figure}
parent at the tail and the offspring at the tip. If a parent places offspring via the arrow, the offspring inherits the parent’s type and replaces the individual at the tip. We then say that the (parent) individual uses the arrow. We decompose reproduction events into neutral ones and selective ones of various orders, corresponding to the $s_m$ and $\hat{s}_m$, respectively, for $m \in \mathbb{N}$. Neutral arrows (with solid arrowheads) appear at rate $1/N$ independently per ordered pair of lines; if head and tail are identical, the arrow points to itself, hence it is irrelevant and may be ignored. Neutral arrows are always used.

Selective arrows (hollow arrowheads, black bullet at tail) of order $m$ appear at rate $\hat{s}_m/N$ (at rate $s_m/N$) independently per ordered pair of lines; again, an arrow pointing to itself is void. Every selective event of order $m$ consists of a selective arrow accompanied by $0$ up to $m - 1$ checking arrows (diamond at tail), whose tips share the tip of the selective arrow, but whose tails are connected to those lines that receive at least one mark when marking $m - 1$ lines chosen uniformly, independently, and with replacement. More precisely, for an $m$-tuple of lines $J = (J_1, \ldots, J_m) \in [N]^m$, an event $E_{J,i}$ defines the tip $i$ of the selective arrow, the tail $J_1$ of the selective arrow, and the set $\{J_2, \ldots, J_m\}$ of tails of checking arrows and occurs at rate $s_m/N^m$ per $m + 1$-tuple of lines; note that if there are duplicate marks, then $|\{J_2, \ldots, J_m\}| < m - 1$.

Line $i$ is called the continuing line, line $J_1$ is the incoming line, and the lines in $\{J_2, \ldots, J_m\}$ are the checking lines, see Fig. 2.

Under the DOM scheme, fit individuals use selective arrows if there is an unfit individual at the tail of each of the associated checking arrows. In particular, a selective arrow will never be used if the incoming line is also a checking line. In the FTW scheme, selective and checking arrows are equivalent; we therefore refer to them just as selective arrows in this context (and replace the diamonds at their tails by bullets). Likewise, the lines at their tails will all be referred to as incoming.

In a selective event of order $m$, that is $E_{J,i}$ for some $i \in [N]$ and $J \in [N]^m$, the first selective arrow with a fit individual at its tail is used (the order is prescribed by the indices of $J$). None of the selective arrows is used if there is no such fit individual. In particular, the descendant on line $i$ is fit if and only if at least one of the potential parents is fit, where the set of potential parents is $\{J_1, \ldots, J_m\} \cup \{i\}$; hence the name fittest-type-wins.

Given a realisation of the untyped system and some initial time $t_0$, we can turn it into a typed one by assigning a type to each line at time $t_0$ and propagating the types forward in time according to the rules described above (see Figs. 2 and 3). This way, we can read off the types for any time $t_0 + t$ for $t > 0$.

Under certain conditions on the selection parameters, the two selection schemes are equivalent in distribution as is shown in the following result, which we prove in Section 3.

**Lemma 2.1.** Let $(\hat{s}_m)_{m>0}$ and $(s_m)_{m>0}$ be two sequences in $\mathbb{R}_+$ satisfying $0 < \sum_{m>0} \hat{s}_m m < \infty$, $0 < \sum_{m>0} s_m m < \infty$, and $(\hat{s}_m)_{m>0}$ is non-increasing. Let $\hat{Y}$ and $Y$ be the MoMo processes with DOM and FTW scheme and with selection parameters $(\hat{s}_m)_{m>0}$ and $(s_m)_{m>0}$, respectively. If $\hat{Y}_0 = Y_0$ and $s_m = \hat{s}_m - \hat{s}_{m+1}$ for $m > 0$ (or, equivalently, $\hat{s}_m = \sum_{n \geq m} s_n$), then $\hat{Y}$ and $Y$ are identical in distribution.

2.1. The ancestral selection graph. Our analysis of the MoMo is based on the ASG. It arises by tracing back in the graphical representation all lines that may carry information about the ancestry of a sample, that is, those lines that may influence the types in the sample when mutations are ignored.

We call the corresponding individuals potential influencers (a term borrowed from [20 Sect. 8.1]). The collection of these influencer lines as a function of time makes up the ASG; lines that do not belong to
the collection at a given time are said to be outside the graph. The true ancestry is only determined after assigning the types to all lines in the ancestral graph at some initial time and propagating them forward through the untyped ASG according to the propagation rules for the given model variant.

Specifying this approach to the DOM model becomes quickly intractable because of the asymmetric role of selective and checking arrows. This is why from now on, unless stated otherwise, we require that

\[(\hat{s}_m)_{m>0}\text{ is non-increasing,}\]  

so that both models become distributionally equivalent by Lemma 2.1. In particular, we may (and will) equivalently work with the FTW model and take advantage of its higher symmetry, due to the symmetric role of arrows.

To construct the ASG for the FTW model (see Fig. 4), fix absolute times \(t_0 < T\), where \(T\) is referred to as the present. We use the variables \(t\) and \(r\) for increments (relative to \(t_0\) and \(T\), respectively) forward and backward in time, so that for \(t \in [0, T - t_0]\), we have \(r = T - t_0 - t\), that is, \(r = 0\) corresponds to time \(T\). Start the graph from a collection of lines at time \(T\) and call these lines the sample. When tracing back their ancestry, each line is hit at rate \(s_m\) (for \(m \in \mathbb{N}\)) by selective arrows associated with an event of order \(m\). This causes a number \(\hat{d}_m\) of new lines to branch off, which may or may not be part of the graph yet; if at least one of these lines goes to the outside, we speak of a (binary or multiple) branching event. Moreover, neutral arrows hit every line in the graph at rate 1. If one out of currently \(n\) lines in the graph is hit by a neutral arrow that comes from one of the \(n - 1\) remaining potential influencers, we have a coalescence event, that is, the two lines merge into a single one; such events occur at rate \((n - 1)/N\) per line in the graph. If a neutral arrow comes from outside the current set of lines in the graph (rate \((N - n)/N\) per line in the graph), this causes a relocation event, which leaves the number of lines in the graph unchanged. Deleterious and beneficial mutations appear on every line at rates \(u\nu\) and \(u\nu\), respectively. The resulting process takes values in the set of (line) labels, see Definition 4.1 for details.
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**Figure 3.** The realisation of Fig. 1, but now with types (type 0 in dark green, type 1 in light brown).
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**Figure 4.** In red, the ASG for one of the individuals in Fig. 1, but now for the FTW model. Notice that arrows that start from lines in the ASG and hit individuals not in the current graph are not relevant for the types in our initial sample. Grey dotted line, black arrow, and red arrow indicate absolute time, forward time increment, and backward time increment, respectively.
Denote by $h_r(k)$ the conditional probability that the ancestor of a uniformly chosen individual is unfit at backward time $r$ given the population at this time consists of $k$ type-1 individuals. Put differently, the (conditional) ancestral type at time $r$ (given $k$) is Bernoulli distributed with parameter $h_r(k)$. The conditional common ancestor type (given $k$) is Bernoulli distributed with parameter $h_\infty(k) := \lim_{r \to \infty} h_r(k)$ if the limit exists. Definition 4.2 contains the precise formulation. The name common ancestor is motivated by the fact that, in the MoMo, all individuals at present share a common ancestor in the sufficiently distant past, as illustrated in Fig. 5. To see this, note that the genealogy of the entire population is embedded in the ASG started from the entire population. The number of true ancestors never increases and is dominated by the number of potential influencers, that is, the line-counting process of the ASG. Since the latter is irreducible on the finite state space $[N]$, it is recurrent and reaches 1 in finite time almost surely; and from this point onwards, the number of true ancestors is always 1.

We aim at answering two questions: how can we determine via the ASG 1) the type distribution at present, and 2) the ancestral type distribution? If there are no mutations ($u = 0$), the answers are the same and tied to the line-counting process of the ASG starting with a sample of size one in a simple way: iterating the FTW rule, it becomes clear that the sample at time $r = 0$ is unfit if and only if all lines in the graph are associated with the unfit type at any given backward time $r > 0$; likewise, all true ancestors of the sample are unfit in precisely this case. If there are mutations, however, the two questions have different answers in general and require their own construction each, namely 1) the killed ASG with multiple branching and 2) the pruned lookdown ASG with multiple branching, both derived from the ASG by exploiting the information inherent in the mutation events. Both are generalisations of the corresponding processes developed in [3, 5, 33] for the situation with binary branching in the law of large numbers and the diffusion limit, respectively.

2.2. Type distribution via a killed ASG with multiple branching. The probability that all individuals in a sample from the present population are unfit can be deduced via two elementary but crucial insights that give rise to a modified ASG. First, the type of an individual at present is determined by the most recent mutation along its ancestral line. In particular, if the most recent mutation on a line of a potential influencer is of type 1, the individual is beneficial if and only if one of the remaining potential influencers is of type 0. Hence, we need not trace the line with the mutation any further and may instead prune it, that is remove it from the graph. Second, due to the FTW rule, type 0 has priority at every branching event; if the most recent mutation on any line (that has not been pruned) is beneficial, this means that a potential influencer of an individual in the sample is of type 0. Due to the type propagation, at least one individual in the sample then has type 0 as well, thus "killing" our chances of a completely unfit sample. We therefore kill the process, that is, send it to a cemetery state $\Delta$. The resulting process is called the killed ASG (kASG) and we write $K_r$ for the collection of its line labels at backward time $r$.

In what follows, we will not need the full complexity of the kASG, but only its (generalised) line-counting process $R = (R_r)_{r \geq 0}$, where $R_r := |K_r|$ (with the convention $R_r = \Delta$ if $K_r = \Delta$, and $R_r = 0$ if $K_r = \emptyset$). It will indeed turn out that $R$ suffices to determine the type distribution at backward time 0 (for any given exchangeable type distribution at backward time $r$). The following proposition summarises the transition rates of this line-counting process.
Proposition 2.2. The generalised line-counting process \( R \) is a continuous-time Markov chain on \([N]_0, \Delta := [N] \cup \{0, \Delta\}\). The corresponding infinitesimal generator acts on functions \( f : [N]_0, \Delta \to \mathbb{R} \) and is given by

\[
\mathcal{A}_R^n f(n) := \frac{n - 1}{N} [f(n - 1) - f(n)],
\]

(2.3)

\[
\mathcal{A}_R^m f(n) := s_m \frac{n}{N} \sum_{j=1}^{m} (N-n) [f(n + j) - f(n)],
\]

(2.4)

\[
\mathcal{A}_R^u f(n) := nu_1 [f(n - 1) - f(n)] + nu_0 [f(\Delta) - f(n)],
\]

(2.5)

where \( y^k := y(y-1)(y-2) \ldots (y-j+1) \) is the falling factorial,

\[
C_{mj}^n := \sum_{\ell=0}^{m} \binom{m}{\ell} \binom{j}{\ell} n^{m-\ell},
\]

and the \( \binom{j}{\ell} \) are Stirling numbers of the second kind. Moreover, \( \mathcal{A}_R^u f(\Delta) = \mathcal{A}_R^m f(\Delta) = \mathcal{A}_R^u f(\Delta) := 0 \).

The proof of the proposition essentially boils down to a combinatorial argument that (2.4) indeed corresponds to the rate at which the number of lines in the kASG increases; (2.3) and (2.5) are immediate. For details see Section 5, where we formally construct the kASG as a set-valued process.

The next theorem establishes that the line-counting process of the kASG carries enough information to determine the factorial moments of the FTW MoMo.

Theorem 2.3 (Factorial moment duality). Let \( Y \) be the frequency process of the unfit individuals of the FTW MoMo and \( R \) the line-counting process of the kASG. Then, for all \( t \geq 0, n \in [N]_0, \Delta, \) and \( k \in [N]_0, \)

\[
\mathbb{E} \left[ \frac{Y_{t\Delta}}{N\Delta} \mid Y_0 = k \right] = \mathbb{E} \left[ \frac{k_R}{N_R} \mid R_0 = n \right],
\]

(2.6)

where \( k_R/\Delta := 0 \forall k \). So \( Y \) and \( R \) are factorial moment (or hypergeometric) duals, that is, dual w.r.t. the duality function

\[
H_F(k, n) := \frac{k^n}{N^\Delta}.
\]

The formal proof is based on generator calculations and can be found in Section 5. Here we provide a plausibility argument that appeals to the intuition gained by the graphical construction. Consider a population with \( Y_0 = k \), then let the process \( Y \) evolve for a time \( t \) and sample \( n \) individuals from the population at time \( t \) (with \( Y_t \) unfit individuals) without replacement. The left-hand side of (2.6) is the probability that all individuals in the sample are unfit. On the other hand, starting from a number \( n \) of lines in the ASG, let \( R \) run for time \( t \), then sample without replacement \( R_t \) individuals from the initial population with \( Y_t = k \) type-1 individuals. If \( R_t \notin \{0, \Delta\} \), then \( k_{\Delta/\Delta} / N_{\Delta/\Delta} \) is the probability that all lines that have not been pruned have type 1 in the past, and hence all individuals in the sample are unfit. If \( R_t = 0 \), all lines have been pruned by deleterious mutations, so the individual is unfit with probability 1; and if \( R_t = \Delta \), the process has been killed, so at least one individual is fit.

Let us mention that factorial moment dualities have a long history in the context of fixed-size population genetic models. In the neutral case, they already appear in papers by Cannings [12] and Gladstein [23, 25, 26, 27] in the 1970’s, at a time where neither the coalescent process nor the concept of dualities for Markov chains had been formulated yet. Rather, the dualities appear in terms of algebraic identities between matrices, and are used to calculate the eigenvalues of the Markov transition matrix via a similarity transform; the connection with the backward point of view is at most implicit. In 1999, Möhle [37] established factorial moment dualities in neutral genetic models, explicitly and in terms of backward processes.

There are two distinct regimes depending on the presence of mutation. On the one hand, if \( u = 0 \), \( Y \) absorbs in 0 or \( N \) (so one of the two types dies out), while \( R \) is positive recurrent and therefore converges to a unique stationary distribution \( \pi_R \) [40, Thm. 3.5.3, Thm. 3.6.2]. On the other hand, if \( u > 0 \), it is \( Y \) that is positive recurrent and converges to a unique stationary distribution \( \pi_Y \), while \( R \) absorbs in 0 or \( \Delta \). We use this connection to derive a representation of the absorption probabilities of \( Y \) and \( R \) if
Corollary 2.4 (Representation absorption probabilities). Suppose \( u = 0 \). For \( k \in [N]_0 \),
\[
\mathbb{P}(\lim_{t \to \infty} Y_t = N \mid Y_0 = k) = \mathbb{E} \left[ \frac{k R_k}{N^2} \right].
\]
Suppose \( u > 0 \). For \( n \in [N]_{0,\Delta} \),
\[
\mathbb{P}(\lim_{t \to \infty} R_t = 0 \mid R_0 = n) = \mathbb{E} \left[ \frac{Y_n^\mu}{N^2} \right].
\]
Proof. If \( u = 0 \), setting \( n = 1 \) in the duality in Theorem 2.3 and taking \( t \to \infty \) yields the first result. If \( u > 0 \), setting \( k = 1 \) in Theorem 2.3 and taking \( t \to \infty \) yields the second one. \( \square \)

2.3. Siegmund duality. The type distribution in the MoMo may also be expressed via the Siegmund dual process. Siegmund duality has been observed and applied in many contexts, such as birth-death processes (e.g. [13]), ruin problems (e.g. [2, Ch. XIV.5]), interacting particle systems (e.g. [13]), and population genetics (e.g. [4]). We focus here on an interpretation in terms of the graphical representation of the MoMo and establish a connection to a functional of the ASG that, to the best of our knowledge, has not appeared in the literature so far. Let us first recall Siegmund duality on \([N]_0\). The following result is a corollary of Siegmund [32] Thm. 3 (see also [44] and [17, Sec. 2]). We provide a short proof in our finite context in Section 6 based on generator arguments.

Lemma 2.5 (Siegmund duality, [32] Thm. 3). Let \( X \) be a continuous-time birth-death process on \([N]_0\) with birth rates \( \{\lambda_x\}_{0 \leq x \leq N} \) and death rates \( \{\mu_x\}_{0 \leq x \leq N} \), complemented by \( \lambda_N = \mu_0 = 0 \). Denote as \( X^S \) the continuous-time birth-death process on \([N + 1]_0\) with birth rates \( \lambda^*_x \) and death rates \( \mu^*_x \), respectively, as given by
\[
\lambda^*_x := \lambda_{x-1} \quad \text{for } x \in [N + 1], \quad \lambda^*_0 := \mu_0 \quad \text{for } x \in [N]_0.
\]
Then, \( X \) and \( X^S \) are Siegmund duals, that is,
\[
\mathbb{P}(X_t \geq x^* \mid X_0 = x) = \mathbb{P}(x \geq X^S_t \mid X^S_0 = x^*) \quad \text{for } x \in [N]_0, x^* \in [N + 1], t \geq 0.
\]
Put differently, the processes are dual with respect to the duality function \( H_S(x, x^*) := \mathbb{I}_{\{x \geq x^*\}} \).

Remark 2.6. If \( X \) is irreducible on \([N]_0\), then (the only) absorbing states of \( X^S \) are 0 and \( N + 1 \); on the other hand, if \( X \) absorbs in 0 and \( N \), then 0 and \( N + 1 \) are isolated states for \( X^S \), and its restriction to \([N]\) is irreducible and also Siegmund dual to \( X \). A direct consequence of the lemma, which was also the motivation for the original setting, is the equivalence between absorption probabilities of one process and the stationary distribution of its dual [17, 32, 44].

The following corollary is an immediate consequence of the lemma.

Corollary 2.7. Let \( Y \) be the type-1 frequency process in an FTW MoMo and let \( Y^S \) be the birth-death process on \([N]\) with birth rates \( \lambda^*_k \) and death rates \( \mu^*_k \) given by
\[
\lambda^*_k := k \left( \frac{N-k}{N} + \omega_0 + \sum_{m>0} s_m \left( 1 - \left( \frac{k}{N} \right)^m \right) \right) \quad \text{and} \quad \mu^*_k := (N-k+1) \left( \frac{k-1}{N} + \omega_1 \right), \quad k \in [N].
\]
Let \( k_0 \in [N]_0 \) and \( k^*_0 \in [N] \). Then, for \( t \geq 0 \),
\[
\mathbb{P}(Y_t \geq k^*_0 \mid Y_0 = k_0) = \mathbb{P}(k_0 \geq Y^S_t \mid Y^S_0 = k^*_0).
\]
Consider now the kASG and define the maximal influencer line process (or max-line process for short) \( M = (M_r)_{r \geq 0} \) on \([N]_{0,\Delta}\), where \( M_r := \max K_r \) with the convention that \( M_r := \Delta \) if \( K_r = \emptyset \), and \( M_r := 0 \) if \( K_r = \emptyset \). Fig. 4 illustrates this process. Let \( p_r \) and \( q_r \) be the distributions (understood as row vectors) of \( R_r \) and \( M_r \), respectively. When starting from an exchangeable distribution for the lines contained in the kASG, the kASG stays exchangeable for all times, since its transitions do not depend on the line labels. Given this exchangeable setting, for any time \( r \), \( p_r \) and \( q_r \) satisfy \( q_r = p_r T \), where
Thus, population limits. Here, we extend this approach to the FTW case. In the case of genic selection [14], the only finite-population result available so far (see [34, 35] for large population limits). Here, we extend this approach to the FTW case.

Theorem 2.8. Consider a Markov process $X$ on $[N]_0$.

1. If $X$ admits a factorial moment dual $X^F$ on $[N + 1]_0$ with generator matrix $Q_F$, then $X$ admits a Siegmund dual $X^S$ on $[N + 1]_0$ if and only if $T^{-1}Q_FT$ is a generator matrix, in which case it is the generator matrix of $X^S$.

2. If $X$ admits a Siegmund dual $X^S$ on $[N + 1]_0$ with generator matrix $Q_S$, then $X$ has a factorial moment dual $X^F$ on $[N]$ if and only if $TQ_ST^{-1}$ is a generator matrix, in which case it is the generator matrix of $X^F$.

Thus, $M$ has the same finite-dimensional distributions as $Y^S$, given an initial type assignment that is exchangeable. The benefit of this result is that the Siegmund dual has been given a meaning in terms of the ancestral process, via the max-line process and relation (2.8).

2.4. Ancestral type distribution. Our analysis of the conditional ancestral type distribution illustrates the power and versatility of the genealogical approach. More precisely, we exploit that a suitable ordering and pruning of the ASG leads to a tractable process that allows to determine the common ancestor and its type distribution. These ideas led to the representation of the common ancestor type distribution in the case of genic selection [13], the only finite-population result available so far (see [34, 35] for large population limits). Here, we extend this approach to the FTW case.
The overall idea is as follows. Assume the initial sample consists of a single individual. First, we prune away those lines in the ASG that, due to mutations, are not potential ancestors of the sampled individual. Second, we order the potential ancestors in a manner bearing elements of the lookdown construction [19]. More precisely, we assign to each potential ancestor a (finite) level that reflects the priority (or pecking order) to be the ancestor of the initial sample when the line is fit (see Prop. 7.2 for the precise statement); this leads to an enumeration of the potential ancestors. The ordering is visualised by placing the lines on top of each other according to their level, starting at level 1. Third, we keep track of one distinguished line out of the potentially ancestral ones, which will turn out to be ancestral if a site colouring assigns only unfit types (see again Prop. 7.2 for details). We call this distinguished line immune (following [35]). Lines in the ASG that are not potential ancestors are assigned the level \(\infty\), with the convention that \(\infty = \infty - 1\). There will always be at least one potential ancestor (i.e. with a finite level). The resulting process is called the pruned lookdown ASG (pLD-ASG). In our figures, we only include lines that are potential ancestors.

Here, we construct the pLD-ASG informally appealing to Fig. 7 (see also Fig. 10); the rigorous formulation can be found in Definition 7.1. The events in the graphical representation affect the level ordering in the following way as we go backward in time.

1. (Coalescence) If two lines in the ASG coalesce, the line at the tail of the arrow (that is, the line remaining in the ASG and hence in the pLD-ASG) takes the lower level of the two coalescing lines. To fill up the (level) gap left by the removed line (the one at the tip), all finite levels are rearranged such that the set of finite levels remains an enumeration and the relative order between the potential parents is preserved. In particular, if both coalescing lines have level \(\infty\), nothing happens. If the line at the tail has level \(\infty\) but the line at the tip has a finite one, the levels are relabelled, but the event is invisible in our figures of the pLD-ASG.

2. (Selection) If a selective event hits a line in the ASG, those incoming lines that are already in the graph at levels below the continuing line will stay where they are. The remaining incoming lines are assigned consecutive levels in the order given by \(J\), starting with the level of the continuing line. The levels of all other lines (that is, at levels at or above the continuing line and not belonging to \(J\)) are shifted above the incoming lines such that the relative order among them is preserved. In particular, if the continuing line has level \(\infty\), all new lines have level \(\infty\) too; this is invisible in our figures.

3. (Deleterious mutation on immune line) If the immune line receives a deleterious mutation, we relocate the line to the currently-highest finite level. All unaffected levels are reordered to fill the space, such that the relative order is preserved. In particular, if the mutation happens at level \(\infty\), nothing happens.

4. (Deleterious mutation not on immune line) If any other line obtains a deleterious mutation, it ceases to be a potential parent and thus moves to level \(\infty\). Again, all unaffected levels are reordered to fill the space, such that the relative order among them is preserved. In particular, if the mutation happens at level \(\infty\), nothing happens.

5. (Beneficial mutation) A beneficial mutation means that all lines above it are not potential parents any more and thus moves them to level \(\infty\). If the mutation happens at level \(\infty\), nothing happens.

A beneficial mutation on a line with finite level makes the (level of the) immune line move to the level of the mutation (which is, by construction, the highest finite level after the event). In a coalescence event, the immune line moves to the (new) level together with its (new) site. In all other events, the site of the immune line is unaffected, but inherits its (new) level. The assignment of types and the propagation of types and ancestry also translate to the levels in the pLD-ASG. We say that a level has type 0 (or type 1) at (backward) time \(r\) if the line associated with that level has type 0 (type 1) at time \(r\) in the original ASG.
Let \( L = (L_r)_{r \geq 0} \) be the line-counting process of the pLD-ASG, where \( L_r \) counts the lines with finite level in the pLD-ASG at backward time \( r \). The next result provides the rates of the process and will be proved in Section 7.

**Proposition 2.9.** The line-counting process \( L \) of a pLD-ASG is a continuous-time Markov chain on \( \mathbb{N}_s \). The corresponding infinitesimal generator acts on functions \( \tilde{f} : \mathbb{N}_s \to \mathbb{R} \) and is given by

\[
A^n_L \tilde{f}(n) := \nu_0 \sum_{j=1}^{n-1} [\tilde{f}(j) - \tilde{f}(n)], \quad A^\nu_1 L \tilde{f}(n) := \nu_1 (n-1) [\tilde{f}(n-1) - \tilde{f}(n)].
\]

Since \( \sum_{m>0} s_m > 0 \), \( L \) is irreducible and converges in distribution to its stationary measure. We denote by \( L_\infty \) a random variable distributed according to this measure.

The pLD-ASG facilitates to identify the ancestral line for a given type assignment in a crucial way. More precisely, in Section 7, we will establish in Proposition 7.2 that the ancestor of an individual is unfit at time \( r \) if and only if all lines at finite levels in its pLD-ASG are unfit at time \( r \). This will lead to one of our main results.

**Theorem 2.10 (Representation of ancestral type distribution).** We have

\[
h_r(k) = \mathbb{E} \left[ \frac{k L_r}{N L_r} \right], \quad k \in [N]_0.
\]

Furthermore, \( h_\infty(k) = \lim_{r \to \infty} h_r(k) \) exists and is given by

\[
h_\infty(k) = \mathbb{E} \left[ \frac{k \tilde{L}_\infty}{N \tilde{L}_\infty} \right], \quad k \in [N]_0.
\]

There is also a complementary, forward-in-time representation that we now want to lay out. In the diffusion limit of the MoMo, the ancestral type distribution has been expressed as the absorption probability of a jump-diffusion process (Taylor [43, Prop. 2.5], see also [35, Sec. 7]). Our next result establishes an analogous representation in the finite-population setting. To this end, let \( \tilde{Y} \) be a process on \([N]_0\) that is coupled to \( Y \) on the basis of the same graphical representation until the first time \( \tilde{Y} \) hits the boundary. More precisely, \( \tilde{Y} \) moves with \( Y \). Additionally, at every deleterious and beneficial type-changing mutation in the (typed) graphical representation that governs \( Y \), perform a Bernoulli experiment with success parameter \( \frac{1}{(k+1)} \) and \( \frac{1}{(N-k+1)} \), respectively. In case of a success, \( \tilde{Y} \) jumps to 0 and 1, respectively, where it absorbs. In case of failure, \( \tilde{Y} \) continues to move with \( Y \) (if not yet absorbed at the boundary). The following result establishes the connection to the pLD-ASG.

---

**Figure 7.** Transitions of the pLD-ASG. Lines are ordered according to their levels and the immune line is pictured in bold grey. Only lines at finite levels are shown. Note that the direction of the arrow in the coalescence event is meaningless (either direction of the arrow in the original particle system will lead to an upward arrow in the pLD-ASG). Note also that, in a selection event, the hollow arrowhead and the bullet indicating the corresponding tail are contracted at the level the arrow is targeting. Relocation events are invisible in the pLD-ASG.
Theorem 2.11 (Factorial moment duality). The processes \( \tilde{Y} \) and \( L \) are dual with respect to the duality function \( H_F \) of Theorem 2.3, that is, for \( t \geq 0 \),

\[
\mathbb{E}_k \left[ \frac{\tilde{Y}_t^n}{N^2} \right] = \mathbb{E}_n \left[ \frac{k L_t^n}{N^2} \right] \quad \forall k \in [N], \; n \in [N].
\] (2.14)

Corollary 2.12 (Forward-in-time representation of ancestral type distribution). For \( k \in [N] \), one has \( h_k(t) = \mathbb{E}_k[\tilde{Y}_t/N] \) and

\[
h_k(x) = \mathbb{P}(\lim_{t \to \infty} \tilde{Y}_t = N \mid \tilde{Y}_0 = k).
\] (2.15)

In particular, \( h_x \) is the unique solution of the difference equation

\[
\left[ 2 \left( 1 - \frac{k}{N} \right) + \frac{N-k}{k} w_1 + w_0 + \sum_{m=1}^{\infty} s_m \left( 1 - \left( \frac{k}{N} \right)^m \right) \right] h_x(k)
+ \left[ \frac{w_0}{N - k + 1} \right] h_x(k + 1)
\]

for \( k \in [N-1] \); complemented by \( h_x(0) = 0 \) and \( h_x(N) = 1 \).

Even though \( \tilde{Y} \) is constructed via the graphical representation, a biological interpretation does not seem straightforward. However, we are able to relate the mean of \( \tilde{Y} \) to the so-called descendant process of \( [\tilde{Y}] \). More specifically, consider a sample taken at forward time \( 0 \) and let \( D_t \) count their type-1 descendants at time \( t \); analogously, let \( B_t \) count the sample's type-0 descendants at time \( t \). The triple \( (Y, B, D) = (Y_t, B_t, D_t)_{t \geq 0} \) then forms the descendant process.

Proposition 2.13. Consider \( \tilde{Y} \) and the descendant process \( (Y, D, B) \). Then, for all \( t \geq 0 \) and \( k \in [N] \),

\[
\mathbb{E}[D_t + B_t \mid Y_0 = D_0 = k, B_0 = 0] = \mathbb{E}[\tilde{Y}_t \mid \tilde{Y}_0 = k].
\] (2.17)

We prove Theorem 2.11, its corollary, and Proposition 2.13 in Section 4 where we also provide more detail on the definition of \( \tilde{Y} \).

2.5. Diffusion limit. The type frequency process of the MoMo converges to the Wright–Fisher diffusion if the population size tends to infinity, time is appropriately rescaled, and mutation and selection are weak. Most of our results in the finite population setting translate to that limit, as will be worked out in Section 9. We start out here by recalling the classic convergence result for the type-frequency process.

To this end, let \( s^{(N)}_m \), and \( s_m^{(N)} \), \( m \in \mathbb{N} \), be the mutation and selection rate in a population of size \( N \). We assume

\[
N s^{(N)}_m \xrightarrow{N \to \infty} \theta, \quad N s^{(N)}_m \xrightarrow{N \to \infty} \sigma_m \quad (\forall m \in \mathbb{N}), \quad \text{and} \quad \sum_{m=1}^{\infty} N s^{(N)}_m \xrightarrow{N \to \infty} \sum_{m=1}^{\infty} \sigma_m,
\] (2.18)

where \( \theta \geq 0 \) and \( (\sigma_m)_{m=1}^{\infty} \) is a sequence in \( \mathbb{R}_+ \) with \( \sum_{m=1}^{\infty} \sigma_m m < \infty \).

Denote by \( \mathcal{Y} = (Y_t)_{t \geq 0} \) the Wright-Fisher diffusion on \([0,1]\) with mutation and FTW selection, i.e. the process with generator

\[
\mathcal{A}_{\mathcal{Y}} = \mathcal{A}_{\mathcal{Y}}^0 + \sum_{m > 0} \mathcal{A}_{\mathcal{Y}}^m + \mathcal{A}_{\mathcal{Y}}^{\theta_0} + \mathcal{A}_{\mathcal{Y}}^{\theta_1}
\] (2.19)

acting on \( f \in C^2([0,1]) \), where

\[
\mathcal{A}_{\mathcal{Y}}^m f(y) := y(1-y)^{m-1} f'(y), \quad \mathcal{A}_{\mathcal{Y}}^{\theta_0} f(y) := -\sigma_0 y(1-y) f'(y), \quad \mathcal{A}_{\mathcal{Y}}^{\theta_1} f(y) := (1-y) \theta_0 f'(y).
\]

Because the drift term is Lipschitz continuous, it follows from [23, Thm. 8.2.8] that the closure of \( \mathcal{A}_{\mathcal{Y}} \) generates a Feller semigroup on \( C([0,1]) \). The following result connects the Wright–Fisher diffusion of the present section with the MoMo with mutation and FTW.
**Proposition 2.14** (Convergence MoMo to Wright–Fisher diffusion). For $N \in \mathbb{N}$, let $\tilde{Y} := \left( \frac{Y^{(N)}(t)}{N} \right)_{t \geq 0}$, where $Y^{(N)}$ is the Moran model with population size $N$. Suppose $\lim_{N \to \infty} \tilde{Y}^{(N)}_0 = \mathcal{Y}_0$ in distribution. Then, $\tilde{Y}^{(N)} \xrightarrow{N \to \infty} \mathcal{Y}$ in distribution.

The proof will be given in Section 9. There, we establish that the processes encoding the ancestral structures also converge weakly. In particular, the duality between forward and backward process is preserved in the limit; only that moment dualities take the place of factorial moment dualities.

2.5.1. The kASG in the diffusion limit. The following process is a natural candidate to be the limit of the kASG under assumption 2.18. Define $\mathcal{R} = (\mathcal{R}_r)_{r \geq 0}$ as the continuous-time Markov chain on $\mathbb{N}_{0,\Delta} := \mathbb{N}_0 \cup \{\Delta\}$ with generator $\mathcal{A}_{\mathcal{R}} = \mathcal{A}^0_{\mathcal{R}} + \sum_{m > 0} \mathcal{A}^m_{\mathcal{R}} + \mathcal{A}^\Delta_{\mathcal{R}}$, where

$$\begin{align*}
\mathcal{A}^0_{\mathcal{R}} f(n) &:= n(n-1)[f(n-1) - f(n)], \\
\mathcal{A}^m_{\mathcal{R}} f(n) &:= n\sigma_m [f(n+m) - f(n)], \\
\mathcal{A}^\Delta_{\mathcal{R}} f(n) &:= n\theta \nu_0[f(\Delta) - f(n)] + n\theta \nu_1[f(n+1) - f(n)],
\end{align*}$$

(2.20)

and $f$ is a function on $\mathbb{N}_{0,\Delta}$ vanishing at infinity. Here, $\mathbb{N}_{0,\Delta}$ is to be equipped with the discrete topology; in particular, letting $\Delta$ sit in the spot of, for instance, $-1$, makes it a normed space with the usual norm and the notion of "vanishing at infinity" then corresponds to the usual one. It is not difficult to argue that (2.20) gives rise to a unique Markov process. The following result establishes that $\mathcal{R}$ is indeed the correct limit process.

**Proposition 2.15.** For $N \in \mathbb{N}$, let $\tilde{\mathcal{R}}^{(N)} := (\tilde{\mathcal{R}}^{(N)}_r)_{r \geq 0}$, where $\tilde{\mathcal{R}}^{(N)}$ is the line-counting process of the kASG in the MoMo of size $N$. Assume $\tilde{\mathcal{R}}^{(N)}_0 \xrightarrow{N \to \infty} \mathcal{R}_0$. Then, $\tilde{\mathcal{R}}^{(N)} \xrightarrow{N \to \infty} \mathcal{R}$ in distribution.

The factorial moment duality between $\tilde{R}^{(N)}$ and $Y^{(N)}$ turns into a moment duality in the diffusion limit. This is the content of the next result, which we prove in Section 9.1 using that $\tilde{R}^{(N)}$ and $Y^{(N)}$ converge weakly as $N \to \infty$.

**Theorem 2.16** (Moment duality). Let $\mathcal{Y}$ be the Wright–Fisher diffusion with mutation and FTW selection and $\mathcal{R}$ the line-counting process of the kASG in the diffusion limit. Then, for $y \in [0,1]$, $n \in \mathbb{N}_{0,\Delta}$, and $t \geq 0$,

$$E[Y^n | Y_0 = y] = E[y^R_y | R_0 = n],$$

(2.21)

where $y^\Delta := 0$, $\forall y$. That is, $\mathcal{Y}$ and $\mathcal{R}$ are dual w.r.t. the duality function $\mathcal{H}(y,n) := y^n$.

This moment duality is an extension of the case without selection and mutation, where $\mathcal{R}$ is the block-counting process of Kingman’s coalescent, which is the moment dual of $\mathcal{Y}$; see, for example, [3] Thm. 2.7. As in the MoMo, two different regimes appear for the long-term behaviour of the Wright–Fisher diffusion and the ancestral process depending on the presence of mutation. On the one hand, if $\theta = 0$, then one of the two types dies out, so $\mathcal{Y}$ is absorbing; and $\mathcal{R}$ is positive recurrent and hence converges to a unique stationary distribution, which we denote by $\pi_\mathcal{Y}$. On the other hand, if $\theta > 0$, then $\mathcal{Y}$ converges to a unique stationary distribution $\pi_\mathcal{R}$, while $\mathcal{R}$ is absorbing. (Let us note in passing that, as an easy consequence of [4], Eq. (2)), $\pi_\mathcal{Y}$ has density

$$\pi_\mathcal{Y}(y) = C \exp \left( - \sum_{m > 0} \sigma_m \sum_{k=1}^m \frac{y^k}{k!} (1-y)^{\theta \nu_0 - 1} y^{\theta \nu_1 - 1} \right)$$

(2.22)

on $[0,1]$, where $C$ is a normalising constant.)

The moment duality leads to a representation of the absorption probabilities of $\mathcal{Y}$ in terms of the stationary distribution of $\mathcal{R}$ and vice versa; thus providing the analogue of Corollary 2.4 in the large population setting. Denote by $\mathcal{Y}_x$ and $\mathcal{R}_x$, a random variable on $[0,1]$ and $\mathbb{N}_{0,\Delta}$, respectively, with distribution $\pi_\mathcal{Y}$ and $\pi_\mathcal{R}$.

**Corollary 2.17** (Representation absorption probabilities). Assume $\theta = 0$. For $y \in [0,1]$,

$$\mathbb{P} \left( \lim_{t \to \infty} \mathcal{Y}_t = 1 \mid \mathcal{Y}_0 = y \right) = E[y^{\mathcal{R}_x}]$$
Assume $\theta > 0$. For $n \in \mathbb{N}_{0,\Delta}$, 
$$
\mathbb{P}(\lim_{t \to \infty} R_t = 0 \mid R_0 = n) = E[Y^n_{\infty}],
$$
with the convention that $y^\Delta := 0$ for every $y$.

The proofs of Propositions 2.14 and 2.15, Theorem 2.16 as well as Corollary 2.17 may be found in Section 9.1.

2.5.2. The pLD-ASG in the diffusion limit. To derive the ancestral type distribution in the diffusion limit, we determine the limiting behaviour of $L$ and then combine it with the representation of the ancestral type distribution in Theorem 2.10. First, we establish the limiting process.

The limit candidate is the continuous-time Markov chain $L = (L_t)_{t \geq 0}$ on $\mathbb{N}$ with generator
$$
A_L = A_R^0 + \sum_{m > 0} A_R^{2m} + A_R^m + A_L^0,
$$
where $A_R^0$ and $A_R^{2m}$ are defined in (2.20), whereas
$$
A_R^{2m} f(n) := \theta \nu_0 \sum_{j=1}^{n-1} [f(j) - f(n)] \quad \text{and} \quad A_L^m f(n) := (n - 1) \theta \nu_1 [f(n - 1) - f(n)]
$$
for $f : \mathbb{N} \to \mathbb{R}$ vanishing at infinity.

**Proposition 2.18.** For $N \in \mathbb{N}$, let $\hat{L}^{(N)} := (L^{(N)}_{N_t})_{t \geq 0}$, where $\hat{L}^{(N)}$ is the line-counting process of the pLD-ASG in a MoMo of size $N$. Assume $\hat{L}^{(N)}_{N_t} \xrightarrow{\mathcal{D}} \hat{L}_0$. Then, $\hat{L}^{(N)} \xrightarrow{\mathcal{D}} L_{\infty}$ in distribution.

The proof will be given in Section 9.2.

If $\theta = 0$, then $L$ and $R$ agree and admit a unique stationary distribution. If $\theta > 0$, the return time to 1 is dominated by an exponential random variable with parameter $\theta \nu_0$ and $L$ is then positive recurrent. In both cases we denote the stationary distribution of $L$ by $\pi_L$.

In the diffusion limit, the probability that the ancestral type is 1 at backward time $r$, given the type-1 frequency at that time is $y$, is
$$
b_r(y) := E[y^{r \times}].
$$

Moreover, the common ancestor type conditional on the type-1 frequency $y \in [0, 1]$ is Bernoulli distributed with parameter
$$
b_{\infty}(y) := \lim_{r \to \infty} b_r(y),
$$
which is well defined because $L$ converges to its unique stationary distribution $\pi_L$. Both definitions are motivated by Theorem 2.10 and the convergence of $L^{(N)}$ to $L$.

Finally, we provide an alternative representation in terms of the diffusion-limit analogue of $\hat{Y}$ from Section 2.4. Consider $\hat{Y}_t$ on $[0, 1]$ with generator $A_{\hat{Y}} f(y) = A_Y f(y) + A_{\hat{Y}}^d f(y)$, where $A_Y$ is given in (2.19) and
$$
A_{\hat{Y}}^d f(y) = \frac{1 - y}{y} \theta \nu_1 [f(0) - f(y)] + \frac{y}{1 - y} \theta \nu_0 [f(1) - f(y)]
$$
with domain $\mathcal{D}(A_{\hat{Y}}) = \{f \in C^2([0, 1]) : \lim_{y \to 1} A_{\hat{Y}} f(y) = \lim_{y \to 0} A_{\hat{Y}} f(y) = 0\}$. That $A_{\hat{Y}}$ indeed generates a well-defined Markov semigroup was proved in [33] Eq. (11) [f]. This process follows a Wright–Fisher diffusion with mutation and selection until a random time, when it jumps to one of the boundary points, where it is absorbed. The crucial feature is that the jump rates diverge at the boundary, leading to a jump to $\{0, 1\}$ before the process can diffusively access $[0, 1]$. Moreover, one can show that $\hat{Y}$ arises as the large population limit of $\hat{Y}^{(N)}$ (where the superscript indicates again the population size) in the diffusion limit setting of (2.18). We sketch the key steps of the proof that establishes existence of $\hat{Y}$ and convergence of $\hat{Y}^{(N)} \to \hat{Y}$ as $N \to \infty$ in Section 9.2.

The factorial moment duality between $L^{(N)}$ and $\hat{Y}^{(N)}$ translates to the diffusion limit as a moment duality. This strengthens the result of Taylor [33] Eq. (11) [f] as we establish a connection between the jump diffusion and an ancestral process.
Theorem 2.19 (Moment duality). Let \( \tilde{Y} \) be the Markov process corresponding to \( A_\alpha \) and \( \mathcal{L} \) the line-counting process of the pLD-ASG in the diffusion limit. Then, for \( y \in [0, 1] \), \( n \in \mathbb{N} \), and \( t \geq 0 \),

\[
E_n[\tilde{Y}^n_t] = E_n[y^{\mathcal{L}_t}].
\]

That is, \( \tilde{Y} \) and \( \mathcal{R} \) are dual w.r.t. the duality function \( \mathcal{H}(y, n) = y^n \).

The proof is based on generator arguments, see Section 9.2. The result leads to a representation of the ancestral type distribution in terms of \( \tilde{Y} \). Moreover, the common ancestor type distribution admits a representation as a hitting probability, which was derived in [43, Prop. 2.5] for more general forms of selection.

Corollary 2.20. For \( y \in [0, 1] \), \( h_\alpha(y) = E[\tilde{Y}_r] \). Moreover,

\[
h_\alpha(y) = P(\tilde{T}_1 < \tilde{T}_0 \mid \tilde{Y}_0 = y),
\]

where \( \tilde{T}_i := \inf\{r \geq 0 : \tilde{Y}_r = i\} \) for \( i \in \{0, 1\} \).

2.6. Applications.

2.6.1. Fixation probability under moderate selection, and the expected number of potential influencers. Recently, the regime of moderate selection, where the strength of selection scales with \( 1/\sqrt{N} \) for some \( 0 < \alpha < 1 \), has received increased attention. After all, it covers a large range of possible scalings, in contrast to the diffusion limit, which requires scaling with precisely \( 1/N \). Specifically, the classical Haldane’s formula for the fixation probability of a single beneficial mutant has been extended to the MoMo and the class of Cannings models, both under moderate genic selection [10, 11]. We now generalise this MoMo result to FTW (and hence DOM) selection.

Proposition 2.21 (Haldane’s formula). In the FTW model with \( u = 0 \), \( s_m = \sigma/\sqrt{N} \) for some \( m > 0 \), \( \sigma > 0 \), and \( 0 < \alpha < 1 \), as well as \( s_j = 0 \) for all \( j \neq m \), the fixation probability of a single fit individual in an otherwise unfit population is

\[
P(\lim_{t \to \infty} Y_t = 0 \mid Y_0 = N - 1) = \frac{m\sigma}{\sqrt{N}} (1 + o(1)) \quad \text{as } N \to \infty.
\]

This will be proved in Section 10] but let us give a heuristic argument here. The above parameter choice in the FTW model translates into the DOM model via \( \tilde{s}_i = s_m \) for all \( i \leq m \) and \( \tilde{s}_i = 0 \) otherwise. As long as the proportion of the fit type is small, all individuals in a random sample of finite size are unfit with high probability. Hence, whenever a fit individual under DOM selection encounters a selective arrow, the lines at the tails of all checking arrows as well as the line at the tip of the selective arrow will be unfit with high probability. Likewise, the rate at which fit individuals will be killed via selective arrows is negligible. We may therefore initially approximate the number of fit individuals (forward in time) by a slightly supercritical branching process in which every fit individual splits into two at rate 1 + \( \tilde{s}_1 + \ldots + \tilde{s}_m = 1 + m\tilde{s}_1 \) and dies at rate 1. The resulting offspring expectation and offspring variance are \( \mu = 1 + m\tilde{s}_1/2 + o(\tilde{s}_1) \) and \( \sigma^2 = 1 + o(\tilde{s}_1) \), respectively, as \( \tilde{s}_1 \to 0 \). This results in the survival probability of \( 2(\mu - 1)/\sigma^2 = m\tilde{s}_1 + o(\tilde{s}_1) \) [29, Theorem 5.5]. The classical approximation of the fixation probability by the survival probability (see [10, 11] and references therein) then yields the claim.

Specialising the first statement in Corollary 2.24 to \( k = N - 1 \), noting that \( (N - 1)^{\alpha} N^{1 - \alpha} = (N - R_\alpha)N \), and then combining with Proposition 2.21 we get

Corollary 2.22. Under the conditions of Proposition 2.21

\[
E[R_\alpha] = m\sigma N^{1 - \alpha} (1 + o(1)).
\]

For \( m = 1 \), this reduces to the result of [10] Sec. 2.4 for single branching events at rate \( \sigma/N^{\alpha} \). The corollary then tells us that, for \( m \)-fold branching, \( E[R_\alpha] \) is very similar to the same quantity under single branching events at rate \( m\sigma/N^{\alpha} \).
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A more meaningful comparison between different parameter regimes is obtained by fixing the effective branching rate $b := \sum_{m>0} m a m$, as analogously defined in [10] Def. 2.18. In Figure 8 we have chosen for comparison a model with pure genic selection (blue, solid line), one without a genic-selection component (green, dotted line) and a mixture of the two situations (orange, dashed line); all with a small $v_0$ and weak selection and mutation, a regime close to the diffusion limit. We use the ratio $u/b$ as the independent parameter in both graphs, thus generalising $u/s_1$, the relevant quantity in the case of genic selection. In the law-of-large-numbers regime of the MoMo and as $v_0 \to 0$, one has the well-known error threshold phenomenon (see [3] [22] and references therein). This is a threshold for the mutation rate at which the fit type goes extinct due to mutation, irrespective of its initial frequency; a behaviour that still persists approximately for large but finite $N$ and small $v_0$. Figure 8 now suggests that the phenomenon also survives in some capacity in the frequency-dependent setting. More precisely, for fixed $b$, the strength of selection now decreases with the order of frequency dependence (whereas, in the moderate-selection setting of Proposition 2.21 and Corollary 2.22, the order of the frequency dependence only has a negligible effect for fixed effective branching rate). The diffusion approximation delivers a heuristic for this observation. Consider the selective part of the drift term in the generator of $\mathcal{Y}$ (see (2.19)), whose modulus is a measure of the strength of selection. For $0 < y < 1$, we have

$$
\sum_{m>0} \sigma_m y(1 - y^m) = \sum_{m>0} m \sigma_m y(1 - y) \frac{1}{m} \sum_{i=0}^{m-1} y^i \leq y(1 - y) \sum_{m>0} m \sigma_m =: \beta y(1 - y)
$$
with equality if and only if \( \sigma_i = 0 \) for all \( i > 1 \), that is, in the case of genic selection, where the effective branching rate is \( \beta = \sigma_1 \). This small calculation shows that, for fixed \( \beta \), the genic case (that is, \( \sigma_m = \beta \mathbb{1}_i(m) \)) maximises the selective drift. Whether formal results can be obtained in the diffusion limit and also in the finite setting is territory for future explorations.

3. Details of the two selection models

In this section, we detail the construction of the two MoMo’s. To start off, we discuss the biological settings covered by the DOM model. Next, we formalise the graphical representation in terms of Poisson processes and explain the propagation of types and ancestry. Finally, we prove the equivalence in distribution of the two models under assumption \( \hat{\Lambda} \).

The DOM selection scheme covers a variety of biologically relevant situations.

1. For \( \tilde{s}_1 > 0 \) and \( \tilde{s}_m = 0 \) for all \( m > 1 \), the reproduction rate of a type-0 individual is independent of the remaining population. This is the aforementioned case of genic selection, as opposed to frequency-dependent selection, which applies to situations \( 2 \) and \( 3 \) below.

2. For \( \tilde{s}_1 \geq 0 \), \( \tilde{s}_2 > 0 \), and \( \tilde{s}_m = 0 \) for \( m > 2 \), the selective advantage of a type-0 individual has a contribution determined by the type of a randomly chosen partner. Up to small terms that vanish in the diffusion limit, this has an alternative interpretation in terms of diploid selection. Here, one identifies diploid individuals with their genotypes, where a genotype is an unordered pair \( \{i,j\} \in \{0,1\}^2 \) of gametes, which are combined independently (by slight abuse of notation, we use the set notation here for unordered pairs even if \( i = j \)). Working at the level of the gametes, one assumes that type 0 when combined with another 0 has a selective reproduction rate of \( 2\tilde{s}_1 + \tilde{s}_2 \); type 0 combined with type 1, as well as type 1 combined with type 0, has a selective reproduction rate of \( \tilde{s}_1 + \tilde{s}_2 \); and type 1 combined with type 1 has no selective reproduction rate. This means that type 0 is (partially) dominant that is, it can also (partly) play out its advantage if paired with a type 1; but, unlike in our DOM model, this happens in a symmetric way, in that type 1 also profits from the interaction. We also speak of linear dominance since the reproduction rate of any given type depends linearly on \( k/N \). In a population with \( k \) type-1 gametes, we therefore have selective transitions to \( k-1 \) at rate \( (2\tilde{s}_1 + \tilde{s}_2)k(L-k)^2/N^2 + k^2(N-k)/N^2 \) and to \( k-1 \) at rate \( (\tilde{s}_1 + \tilde{s}_2)k(N-k)^2/N^2 \). With the methods used in Section 3 it is easily seen that the resulting process has the same diffusion limit as \( \hat{Y} \).

3. For any other choice of the \( \tilde{s}_m \), the selective advantage of a type-0 individual depends on two or more randomly chosen partners to be of type 1. This may come from ecological interactions between individuals, as opposed to the purely genetic interactions caused by diploid genotypes. Since this generalises case \( 2 \) in that the reproduction rate now contains nonlinear terms in \( k/N \), we speak of nonlinear dominance.

3.1. Graphical construction with type and ancestry propagation.

The construction of the graphical representation for the two MoMos requires the following independent families of independent homogeneous Poisson point processes. Recall the parameters from the model description in Section 2 (in particular, \( (\tilde{s}_m)_{m>0} \) need not be non-increasing here) and consider the Poisson point processes on the real line

\[
\begin{align*}
\Pi^*_{j,i} & \text{ at rate } \frac{1}{N}, \\
\hat{\Pi}^*_{j,i} & \text{ at rate } \frac{\tilde{s}_{l(J)}}{N \ell(J)}, \\
\Pi^*_{l,j} & \text{ at rate } \frac{\tilde{s}_{l(J)}}{N \ell(J)}, \\
\Pi^*_i & \text{ at rate } \nu_0, \\
\Pi^*_j & \text{ at rate } \nu_1,
\end{align*}
\]  

(3.1)

where \( i, j \in [N] \), \( J \in \bigcup_{m>0} [N]^m \), and \( l(J) \) denotes the length of the tuple \( J \) (of course, almost surely, no point belongs to more than one family). Collect these families into the set \( \hat{\Lambda} := \{\Pi^*_{j,i} \cup \hat{\Pi}^*_{j,i} \cup \Pi^*_{l,j} \cup \Pi^*_i : i, j \in [N], J \in \bigcup_{m>0} [N]^m \}; analogously, let \( \Lambda \) be defined as \( \hat{\Lambda} \) but with \( \hat{\Pi}^*_{j,i} \) replaced by \( \Pi^*_{j,i} \). These Poisson point processes deliver the graphical elements encoding neutral arrows (from line \( i \) to \( j \)), checking and selective arrows (DOM), selective arrows (FTW), beneficial mutations (on line \( i \)), and deleterious

Footnote: Note that the term balancing selection used in \( \text{[2]} \) instead of dominance is misleading; in fact, balancing selection means that the genotype \( \{0,1\} \) is superior to both \( \{0,0\} \) and \( \{1,1\} \), which is excluded by the positivity of the parameters; see, for example, [21 p. 64].
mutations (on line i). More precisely, in the DOM model, for example, a point in \( \hat{\Pi}^+_t \) means there is a selective arrow with tip pointing to line i and tail \( J_t \) accompanied by checking arrows whose tails are the lines in the set \( \{ J_2, \ldots, J_m \} \). Similarly, in the FTW model, a point in \( \hat{\Pi}^+_t \) means that the continuing line is i and it receives the (joint) tip of all arrows emanating from the lines in \( \hat{J} := \{ J_1, \ldots, J_m \} \) (the set of incoming lines).

The DOM model will be proved to be equivalent in distribution to the FTW model under assumption 2.2. Therefore we formalise the type and ancestry propagation only in the FTW model; defining the analogue for the DOM model is straightforward. For \( \tau \in \mathbb{R} \), we write \( f_{\tau+} := \lim_{\tau \to -} f_{\tau+h} \) and \( f_{\tau-} := \lim_{\tau \to +} f_{\tau-h} \) for any function \( f \) on \( \mathbb{R} \). Moreover, for \( a \in \mathbb{R} \) and \( B \subseteq \mathbb{R} \), \( B \pm a := \{ a \pm b : b \in B \} = a \pm B \).

**Definition 3.1** (Types and ancestry in the FTW MoMo). Let \( \Lambda \) be the family of Poisson point processes in \( (\mathbb{R}, \mathcal{B}) \). We call \( \alpha : [N] \to \{0,1\} \), a site colouring. Given \( \Lambda, \alpha \) and \( t_0 \in \mathbb{R} \), we define

(i) the typed MoMo \( \mathcal{C}^t_\alpha = (\mathcal{C}^t_\alpha(i))_{i \geq 0} \) with site colouring \( \alpha \) at time \( t_0 \), where \( \mathcal{C}^t_\alpha = ((\mathcal{C}^t_\alpha(i))_{i \in [N]} \) and \( \mathcal{C}^t_\alpha(i) = 0 \) is the type of site i at time \( t_0 + t \) if \( \mathcal{C}^t_\alpha(i) = \alpha \), and

(ii) the MoMo ancestry \( \mathcal{A}^t_\alpha = (\mathcal{A}^t_\alpha(i))_{i \geq 0} \) with site colouring \( \alpha \) at time \( t_0 \), where \( \mathcal{A}^t_\alpha = (\mathcal{A}^t_\alpha(i))_{i \in [N]} \) and \( \mathcal{A}^t_\alpha(i) \in [N] \) is the ancestral site at time \( t_0 \) of the individual occupying site i at time \( t_0 + t \) if \( \mathcal{A}^t_\alpha(i) = \alpha \).

We construct types and ancestries as follows. Start with \( \mathcal{C}^t_\alpha(i) = \alpha \) and set \( \mathcal{A}^t_\alpha(i) = i \) for \( i \in [N] \). Proceed inductively for the arrival times \( \tau \in (\Lambda - t_0) \cap \mathbb{R}_+ \), in increasing order, in the following way. In between arrival times of \( \Lambda \), nothing happens.

(1) If \( \tau \in (\hat{\Pi}^+_i - t_0) \) for some \( i, j \in [N] \), then \( \mathcal{C}^t_\alpha(i) = \mathcal{C}^t_\alpha(j) \) and for \( \eta \in [N]\setminus\{i\} \), \( \mathcal{C}^t_\alpha(\eta) = \mathcal{C}^t_\alpha(\eta) \). Similarly, \( \mathcal{A}^t_\alpha(i) = \mathcal{A}^t_\alpha(j) \) and for \( \eta \in [N]\setminus\{i\} \), \( \mathcal{A}^t_\alpha(\eta) = \mathcal{A}^t_\alpha(\eta) \).

(2) If \( \tau \in (\hat{\Pi}^+_i - t_0) \) for some \( i, j \in [N] \) and \( J = (J_i)_{i=1}^{N} \in [N]^m \), \( m \in \mathbb{N} \), then
- if \( \mathcal{C}^t_\alpha(\ell) = 0 \) with \( \mathcal{C}^t_\alpha(i) = 0 \), set \( \mathcal{C}^t_\alpha(i) = 0 \) and \( \mathcal{A}^t_\alpha(i) = \mathcal{A}^t_\alpha(\eta) \) for all \( \eta \in [N] \setminus\{i\} \),
- for \( \eta \in [N] \setminus\{i\} \), \( \mathcal{A}^t_\alpha(\eta) = \mathcal{A}^t_\alpha(\eta) \) and \( \mathcal{A}^t_\alpha(\eta) = \mathcal{A}^t_\alpha(\eta) \).

(3) If \( \tau \in (\hat{\Pi}^+_i - t_0) \) for some \( i \in [N] \) and \( \star \in \{\times, \circ\} \), then \( \mathcal{C}^t_\alpha(i) = \mathcal{C}^t_\alpha(\star) \) and for \( \eta \in [N] \setminus\{i\} \), \( \mathcal{C}^t_\alpha(\eta) = \mathcal{C}^t_\alpha(\eta) \). Moreover, for all \( \eta \in [N] \), \( \mathcal{A}^t_\alpha(\eta) = \mathcal{A}^t_\alpha(\eta) \).

We omit the superscript if it is 0, that is, \( \mathcal{C}_\star := \mathcal{C}_\star^0 \) and \( \mathcal{A}_\star := \mathcal{A}_\star^0 \). Clearly, (1), (2), and (3) formalise the idea of type propagation and the notion of ancestry in a neutral reproduction, selective reproduction, and mutation event, respectively. We have defined \( \mathcal{C} \) and \( \mathcal{A} \) as lâdâcôg for consistency with the ancestral processes considered below. In the forward perspective, we will for notational convenience usually choose \( t_0 = 0 \).

Let \( Y_t := \sum_{i=1}^{N} \mathcal{C}^t(i) \) be the number of unfit individuals at time \( t \). Then \( Y = (Y_t)_{t \geq 0} \) is the birth-death process with the generator \( \lambda_{Y} \) as defined in (2.1). In particular, the type of an individual randomly chosen at time \( t \) has Bernoulli distribution with parameter \( Y_t/N \).

3.2. Connecting nonlinear dominance with fittest-type-wins. For the remainder of the manuscript, we assume \( \mathfrak{m} = (2.2) \) is in place. Then Lemma 2.1 states that the two selection models are equivalent in distribution. We now provide the proof.

**Proof of Lemma 2.1** Since the generators of \( \hat{\mathcal{Y}} \) and \( Y \) agree except for the terms involving selective reproduction (cf. (2.1)), we only consider the latter. Fix \( \hat{Y}_t = Y_t = k \in [N] \). For \( m \in \mathbb{N} \), let \( \hat{p}_m \) (\( p_m \)) be the probability in the DOM (FTW) model that, given a selective event of order \( m \) occurs, an offspring is produced (which is then of type 0 by construction). Given \( \hat{Y}_t = Y_t = k \), these probabilities are independent of the type of the individual that will be replaced (that is, the one on the continuing line). By construction, we have \( \hat{p}_m = \frac{N-k}{N} \left( \frac{k}{N} \right)^{m-1} \) and \( p_m = 1 - \left( \frac{k}{N} \right)^m \).

Hence,

\[
\hat{p}_m = \frac{N-k}{N} \sum_{i=1}^{m-1} \left( \frac{k}{N} \right)^{n-1} = 1 - \left( \frac{k}{N} \right)^m = p_m
\]  

(3.2)
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Lemma 2.1 can be read in two ways:

1. For any given time horizon \( t \), a realisation of the DOM model may be obtained from a realisation of the FTW model by replacing every event \( E_{J,i} \) by events \( \hat{E}_{(J),i} \) (so each incoming line \( J_k \) in an FTW event introduces a \( k \)-th order DOM event with incoming line \( J_k \), each occurring independently at a time chosen uniformly in \([t_0, t_0 + t]\)). Indeed, for \( m \in \mathbb{N} \), \( \hat{E}_{J,i} \)-events then occur at rate

Each FTW event of order \( m \) is thus decomposed into a family of DOM events of orders \( 1, \ldots, m \). This yields the relation \( \hat{s}_m = \sum_{n \geq m} \hat{s}_n \), in agreement with the assumption that \( (\hat{s}_m)_{m>0} \) is a nonincreasing sequence.

2. On the other hand, a realisation of the FTW model may be obtained from a realisation of the DOM model satisfying (2.2) via thinning as follows. Whenever an event \( E_{J,i} \) occurs in DOM, replace it either by the event \( \hat{E}_{J,i} \) or \( E_o \) (a silent event where nothing happens) with probability

Remark 3.2.

1. Cordero et al. [16, Cor. 2.12] describe a rather general class of selection models. In their context, a condition similar to (2.2) implies the existence of a moment duality, which is also ASG-based. Ancestral structures beyond this case seem to be inextricably harder to treat.

2. Let us compare our model parameters with [28] assuming \( s_m = \hat{s}_m - \hat{s}_{m-1} \) for \( m > 0 \). The counterpart to \( \sum_{m>0} s_m \) is the selection intensity \( \kappa \) in [28], \( \frac{s_m}{(\sum_j s_j)} \) corresponds to the probability \( \pi_m \) of \( m \) potential parents in a selective (FTW) event; and \( \hat{s}_m/(\sum_j s_j) \) is the corresponding tail probability, once more in agreement with our assumption (2.2). So, \( \hat{s}_m/(\sum_j s_j) \) is the coefficient of \( x^{m-1} \) in the power series of the selection function \( s(x) \) in [28]. The connection between the \( \pi_m \) and the coefficients in the power series of \( s(x) \) as tail probabilities becomes transparent via our Lemma 2.1.

4. Construction of the ancestral selection graph with multiple branching

In this section, we formalise the ASG and the notions of the distributions of type, ancestral type, and common ancestor type. Because of Lemma 2.1, it suffices to focus on the FTW model.

The ASG can be formalised in various ways (e.g. directed acyclic graphs [16, Sect. 4]). We encode it as a continuous-time Markov chain \( G^T = (G^T_r)_{r \geq 0} \) on \( \mathcal{P}([N]) \), the power set of \([N]\), where \( G^T_r \) is the set of sites in the graph at time \( r \) before \( T \). Recall that in principle, we distinguish between the sites (the labels of the lines in the interacting particle system) and the influencer lines (which may move between sites); nevertheless, for the sake of readability, we will sometimes speak of ‘line \( i \)’ instead of ‘the line at site \( i \)’ when we think there is no risk of confusion.

To construct the process \( G^T \), we again rely on the Poisson point processes in (3.1), see Fig. 9. More precisely, we now consider the arrival times backward in time. We write \( g \) instead of \( \tau \) for the time points, i.e. \( g \in (T - \Lambda) \cap \mathbb{R}_+ \). Since \( G^T \) is constant between jumps, it suffices to define what happens at the jump times.

**Definition 4.1** (ASG). Fix \( T \in \mathbb{R} \), \( g \subseteq [N] \), and a realisation of \( \Lambda \) in (3.1). Let \( G^T_r = g \) be the (set of sites of) the initial sample taken at time \( T \). For \( r > 0 \), \( G^T_r \subseteq [N] \) is the set of sites occupied by
the potential influencers of the lines in \( g \) at time \( r \) before \( T \). To construct \( G^T = (G^T_T)_{r \geq 0} \), we proceed inductively for the arrival times \( g \in (T - \Lambda) \cap \mathbb{R}_+ \) in increasing order in the following way. In between arrival times of \( \Lambda \), \( G^T \) does not change.

1. If \( g \in (T - \Pi_{j,i}^\uparrow) \) for some \( i \in G^T_{v^-} \) and \( j \in [N] \), then \( G^T_{v} = (G^T_{v^-} \setminus \{i\}) \cup \{j\} \).
2. If \( g \in (T - \Pi_{j,i}^\downarrow) \) for some \( i \in G^T_{v^-} \) and \( J \in [N]^m \) for some \( m \in \mathbb{N} \), then \( G^T_{v} = G^T_{v^-} \cup J \).
3. In all other cases (that is, if \( g \in (T - \Pi_i^\uparrow) \) for \( i \in \{x, o\} \) and some \( i \in [N] \), or if \( g \in (T - \Pi_{j,i}^\uparrow) \cup (T - \Pi_{j,i}^\downarrow) \) for some \( j \) or \( J \), but \( i \notin G^T_{v^-} \)), \( G^T_{v} = G^T_{v^-} \).

We refer to the triple \((G^T, g, \Lambda)\) as the ASG with initial sample \( g \) taken at time \( T \). In what follows, we frequently consider an ASG in a finite time horizon. We then write \((G^T_{[0,r]}, g, \Lambda)\) for the restriction of \((G^T, g, \Lambda)\) to \([T - r, T]\) (or equivalently, until backward time \( r \)).

We again omit the upper index if it is 0, that is, \( G_x := G^0_x \). Unless specified otherwise, in what follows we assume \( t_0 = 0 \) (\( T = 0 \)) when we consider the forward (backward) process individually. When we consider them jointly, we assume \( t_0 \leq T \).

For fixed \( r > 0 \), a site colouring for the MoMo leads to a typed ASG. To this end, attach the types to each line of the ASG at backward time \( r \) according to the site colouring, and then propagate the types through the graph in the forward direction of time (i.e., for decreasing \( r \)), see again Fig. 9. The typing mechanism is the same as in the FTW MoMo, but restricted to the lines in \((G_{[0,r]}, g, \Lambda)\). That is, at a neutral reproduction event, the offspring inherits the type of the parent; at a selective reproduction, the offspring is type 1 if and only if all potential parents are type 1; and at a deleterious (beneficial) mutation event the type on the line is 1 (resp. 0) after the mutation. Lines not affected by an event keep their types. Since we have now taken the backward perspective, the sites are coloured at \( t_0 = -r \). In particular, for \((G_{[0,r]}, g, \Lambda)\) and a site colouring \( \alpha \), \( \alpha_0^{-r}(i) = \alpha(i) \) for all \( i \in G_r \). The notion of ancestry also translates naturally to \((G_{[0,r]}, g, \Lambda)\). To this end, set \( \alpha_r^{-r}(i) = i \) for all \( i \in G_r \), and then propagate the ancestral sites as in the MoMo. We note that if we fix \( g, r, \alpha \), then for \( v \in [0, r) \) and \( i \in G_v \), \( \alpha_r^{-v}(i) \) and \( \alpha_r^{-v}_r(i) \) are not measurable with respect to \( \sigma(\Lambda \cap [-v, 0]) \), but they are with respect to \( \sigma(\Lambda \cap [-v, -v]) \). Moreover, only the restriction of a site colouring to the lines in \( G_r \) enters the typed ASG.

The type distribution of the ancestors of individuals alive at time \( r = 0 \) will now be defined in a way amenable to an analysis via the ASG.

**Definition 4.2** (Ancestral type distribution, common ancestor type distribution). Let \( \Gamma = (\Gamma_i)_{i \in [N]} \) be a random variable that is independent of \( \Lambda \) and uniformly distributed on the site colourings, i.e. for \( \alpha : [N] \to \{0, 1\} \), \( P(\Gamma = \alpha) = 2^{-N} \). Set \( |\Gamma| := \sum_{i \in [N]} \Gamma(i) \).

- The conditional ancestral type at backward time \( r > 0 \) given \( |\Gamma| = k \) in \([N]_0\) is Bernoulli distributed with parameter

\[
h_x(k) := P(\alpha_0^{-r}(\omega_r^{-r}(1)) = 1 \mid \alpha_0^{-r}(1) = \Gamma, |\Gamma| = k).
\]
• The (conditional) type of the common ancestor given \( |\Gamma| = k \in [N]_0 \) has Bernoulli distribution with parameter \( h_c(k) \), where \( h_c(k) := \lim_{n \to \infty} h_c(k) \), if the limit exists.

**Remark 4.3.** The distributions in the above definition depends on \( \Gamma \) only via \( |\Gamma| \). We choose to consider (the ancestry of) the individual occupying site 1; but since we work under an exchangeable type assignment, we could have chosen any other individual. Furthermore, we also have \( h_c(k) = P(\mathcal{C}_0(\mathcal{A}_c^r(1)) = 1 \mid \mathcal{C}_0 = \Gamma, |\Gamma| = k) \) due to time homogeneity.

### 5. Killed ASG with Multiple Branching and Its Applications

In this section, we first formalise the kASG for the FTW model and derive the rates of the associated (generalised) line-counting process. We then prove the factorial moment duality and its applications. We start by making the intuition appealed to in Section 2.2 precise.

**Definition 5.1.** (killed ASG with multiple branching). Fix \( g \subseteq [N] \cup \{\Delta\} \) and a realisation of \( \Lambda \) defined in (3.1). Let \( K_0 = g \) be the (set of sites of) the initial sample (taken at backward time \( r = 0 \)). The killed ASG is then the process \( K = (K_r)_{r \geq 0} \) on \( \mathcal{P}([N]) \cup \{\Delta\} \) constructed as follows. If \( K_0 \notin \{\emptyset, \Delta\} \), then \( K_r = K_0 \) for all \( r > 0 \). If \( K_0 \notin \{\emptyset, \Delta\} \), we construct \( K \) inductively for the arrival times \( t \in (-\Lambda \cap \mathbb{R}_+) \) in increasing order according to the following rules. In between arrival times of \( \Lambda \), \( K \) does not change.

1. **If** \( t \in (\Pi_{j,i}^g \cup \Pi_{j,i}^g) \) **with** \( i \notin K_{t-} \) **(and some** \( j, J \)), then \( K_t = K_{t-} \).
2. **If** \( t \in -\Pi_{j,i}^g \) **for some** \( i \in K_{t-} \), then \( K_t = K_{t-} \cup \{j\} \).
3. **If** \( t \in -\Pi_{i}^g \) **for some** \( i \in [N] \), then \( K_t = K_{t-} \setminus \{i\} \).
4. **If** \( t \in -\Pi_{i}^g \) **for some** \( i \in [N] \), then \( K_t = K_{t-} \setminus \{i\} \).

The triple \((K, g, \Lambda)\) is the kASG with initial sample \( g \).

The associated line-counting process plays a major role in the analysis. Recall that \( R_r := |K_r| \), where \( |\Delta| := \Delta \). \( R \) (like the kASG) is càdlàg in the positive direction of \( r \). Whenever we write \( R_0 = [N]_{0,\Delta} \), it is assumed that the initial sample is uniformly chosen among all sets in \( K_0 \in \mathcal{P}([N]) \cup \{\Delta\} \) such that \( |K_0| = n \). Next, we provide the proof for Proposition 2.2 that is, we determine the infinitesimal generator of \( R \).

**Proof of Proposition 2.2**. If \( s_m = 0 \) for all \( m > 0 \), the rates are clear. Hence, it suffices to check that (2.4) corresponds to the rate at which the number of lines in \( K \) increases. Assume there are currently \( n \) lines in the kASG. Each of them is hit independently by the tip of a selective arrow of order \( m \) at rate \( s_m \). For the number of lines to increase by \( j \in [m] \), we have to place the \( m \) distinguishable marks on \( N \) sites such that exactly \( j \) out of \( N - n \) sites currently not in the graph receive at least one mark. There are \( (N - n)^j \Pi_{j,i}^g \Pi_{i}^g \) such possibilities. To see this, observe that there are \( (N - n)^j \Pi_{i}^g \) possibilities to choose \( j \) out of \( N - n \) sites not in the graph. For each of these possibilities, we must place some number \( \ell \in [j, \ldots, m] \) of \( m \) marks on these \( j \) sites, and the remaining \( m - \ell \) ones on the \( n \) lines in the graph. We therefore sum over all possibilities to select \( \ell \) out of \( m \) marks; for every such \( \ell \), there are \( \binom{m}{\ell} \) such ways. For every such possibility, in turn, there are \( \binom{m}{\ell} \) ways to partition \( \ell \) marks into the \( j \) selected sites. For the remaining \( m - \ell \) marks, there are \( n^{m-\ell} \) ways to place them on \( n \) lines in the graph. Each configuration has probability \( N^{-m} \). Hence, we obtain (2.4).

Next, we prove the factorial moment duality between \( Y \) and \( R \).

**Proof of Theorem 2.3**. We want to apply [32 Prop. 1.2]. Recall that \( A_Y \) and \( A_R \) denote the generators of \( Y \) and \( R \), respectively. Since the state space of \( Y \) is finite, every function is in the domain of \( A_Y \). In particular, \( H(\cdot, n)(k) \) and \( P_Y^t H(\cdot, n)(k) \) lie in the domain of \( A_Y \), where \( (P_Y^t)_{t \geq 0} \) is the transition semigroup corresponding to \( Y \). Similarly, \( H(k, \cdot)(n) \) and \( P_R^t H(k, \cdot)(n) \) lie in the domain of \( A_R \), where \( (P_R^t)_{t \geq 0} \) is the transition semigroup corresponding to \( R \). Furthermore, \( H_F \) is obviously bounded. Thus, [32 Prop. 1.2] provides us with a necessary and sufficient condition for duality, namely

\[
A_Y H_F(\cdot, n)(k) = A_R H_F(k, \cdot)(n) \quad \forall k \in [N]_0, \ n \in [N]_{0,\Delta}. \tag{5.1}
\]

which we now verify.
Recall that $A_Y = A_Y^n + \sum_{m>0} A_Y^m$, and $A_R = A_R^n + \sum_{m>0} A_R^m$, with the building blocks defined in (2.1) and (2.3)–(2.5). It will turn out that the duality relation holds pairwise for each of these parts. The case is clear for $n = \Delta$ since $A_Y H_F(\cdot, \Delta)(k) = 0 = A_R H_F(k, \cdot)(\Delta)$ for $k \in [N]_0$. For $n \in [N]_0$ and $k \in [N]_0$, we get for the neutral part

$$A_Y^x H_F(\cdot, n)(k) = \frac{kN - k}{N} \left( [H_F(k + 1, n) - H_F(k, n)] + [H_F(k - 1, n) - H_F(k, n)] \right)$$

$$= \frac{kN - k}{N} \left( \frac{(k + 1)^2 - k^2}{N^2} + \frac{(k - 1)^2 - k^2}{N^2} \right)$$

$$= \frac{kN - n + 1 - (k - n + 1)}{N^2} \left( \frac{n - 1}{N} (k - 1)^{\frac{n-2}{2}} \right)$$

$$= \frac{n(n - 1)}{N} [H_F(k, n - 1) - H_F(k, n)] = A_Y^x H_F(\cdot, n)(k);$$

for the mutation part

$$A_R^x H_F(\cdot, n)(k) = (N - k)nu^{k-1} - knu_k \left( \frac{(k - 1)^{n-1}}{N^2} \right) = A_R^x H_F(\cdot, n)(k),$$

since $(k + 1)^2 - k^2 = nk^{n-1}$ and $\frac{k^{n-1}}{N^2} - \frac{k^n}{N^2} = (N - k) \frac{k^{n-1}}{N^2}$; and for the selective part of order $m$

$$A_Y^x H_F(\cdot, n)(k) = s_m k \frac{N^2 - k^2}{N^2} [k^2 - (k - 1)^2] = s_m \frac{n}{N^2} \left( k^n - N^m \right),$$

since $(k - 1)^2 - k^2 = \frac{n}{N} \left( k^n - (k - 1)^2 \right)$, and for the selective part of order $m$

$$A_R^x H(k, \cdot)(n) = s_m \frac{n}{N^m} \sum_{j=1}^m (N - n) \delta C_{mj} \left( \frac{k^{m+j}}{N^{m+j}} \right) - \frac{k^n}{N^2} \left( \frac{n}{N} \sum_{j=1}^m C_{mj} [(k - n)^2 - (N - n)^2] \right),$$

where we have used in the last step that $y^{m+j}/y^n = (y - n)^2$. It remains to show that the sum on the right-hand side equals $k^m - N^m$. Changing summation, using the identity $x^\ell = \sum_{j=0}^\ell \binom{\ell}{j} x^j \binom{\ell}{j} x_1^{j} \binom{\ell}{j} \binom{\ell}{j}$ [1] and the fact that $\binom{\ell}{0} = 0$ for all $j > 0$ gives

$$\sum_{j=1}^m C_{mj} (k - n) = \sum_{j=1}^m \sum_{\ell=1}^j \binom{m}{\ell} \binom{\ell}{j} n^{m-\ell} (k - n)^\ell = \sum_{\ell=1}^m \binom{m}{\ell} n^{m-\ell} \sum_{j=1}^\ell \binom{\ell}{j} (k - n)^\ell$$

$$= \sum_{\ell=1}^m \binom{m}{\ell} n^{m-\ell} (k - n)^\ell = (n + k - n)^m = k^m - n^m. \quad (5.2)$$

Since the same holds for $k$ replaced by $N$, the result follows suit.

**Remark 5.2.** Theorem 2.3 also extends to the diffusion limit and the law of large numbers (e.g. [3] Props. 1 and 2) and [3] Thm. 2 for genic selection, and [10] Cor. 2.12 for FTW selection in a diffusion limit but without mutation). Predecessors of the idea go back to [11]. Recently, Boenkost et al. [10] Thm. 3.1 established a factorial moment duality for a Cannings model with selection.

6. **Proofs related to Siegmund duality**

This section contains the proofs of Lemma 2.5 and Theorem 2.8.

**Proof of Lemma 2.5.** Because of the finite state spaces of both $X$ and $X^S$, once again [32] Prop 1.2 tells us it is enough to verify a relation between the generators analogue to (5.1). Name $A$ and $A^S$ the generator of $X$ and $X^S$, respectively. We have

$$AH_S(\cdot, x^*)(x) = \lambda_x \mathbb{I}_{\{x + 1 \geq x^*\}} - \mathbb{I}_{\{x \geq x^*\}} + \mu_x \mathbb{I}_{\{x - 1 \geq x^*\}} - \mathbb{I}_{\{x \geq x^*\}}$$

$$= \lambda_x \mathbb{I}_{\{x = x^* - 1\}} - \mu_x \mathbb{I}_{\{x = x^*\}}$$

for all $x, x^*$; as for $A^S$, consider the following cases: For $x^* = x$,

$$A^S H_S(x, \cdot)(x) = \mu_x \mathbb{I}_{\{x \geq x + 1\}} - \mathbb{I}_{\{x \geq x\}} + \lambda_{x-1} \mathbb{I}_{\{x \geq x - 1\}} - \mathbb{I}_{\{x \geq x\}} = - \mu_x.$$

For $x^* = x + 1$,

$$A^S H_S(x, \cdot)(x^*) = \mu_{x+1} \mathbb{I}_{\{x \geq x + 2\}} - \mathbb{I}_{\{x \geq x + 1\}} + \lambda_x \mathbb{I}_{\{x \geq x\}} - \mathbb{I}_{\{x \geq x + 1\}} = \lambda_x.$$
For \(x^* < x\) or \(x^* > x + 1\), it is trivially checked that \(\mathcal{A}^SH_S(x, \cdot)(x^*) = 0\). These calculations also remain true for the edge cases under the convention that \(\lambda_{-1} = \mu_{N+1} := 0\).

To formalise the connection between the factorial moment and the Siegmund duality, we work on the integer numbers, and in order to do so, we identify \(\Delta\) with \(N + 1\), therefore replacing \(H_F(k, \Delta) := 0\) by \(H_F(k, N + 1) := 0\). The linear transformation \(T\) also translates naturally to this setting by using (2.8), but replacing \(T(\Delta, \Delta) := 1\) by \(T(N + 1, N + 1) := 1\).

**Proof of Theorem 2.8** With a slight abuse of notation, we identify \(H_S, H_F\) with their matrix representation. In particular, \(H_S, H_F \in \mathbb{R}^{(N+1) \times (N+2)}\). We claim

\[
H_ST^T = H_F, 
\]

where superscript \(T\) indicates a transposition. To see (6.1), note that for \(k \in [N]_0\) and \(\ell \in [N],\)

\[
(H_ST^T)(k, \ell) = \frac{1}{(\ell)} \sum_{j=1}^{\ell-1}\left(\frac{j-1}{\ell-1}\right) = \frac{k}{N} = H_F(k, \ell),
\]

with the usual convention that the empty sum is 0. Moreover, \(H_ST^T(0, 0) = \mathbb{I}[k \geq 0] = 1 = H_F(0, 0)\), and \(H_ST^T(k, N+1) = 0 = H_F(T(k, N+1). \) Since \(T\) is invertible (cf. (2.10)), we also have \(H_S = H_F(T^{-1})^T\).

Identity (6.1) can be exploited in our setting by writing down the duality relations in their matrix form, thanks to [32, Prop. 1.2]. In particular, denote by \(Q \in \mathbb{R}^{(N+1) \times (N+1)}\) the generator matrix of \(X\). If \(X\) admits a factorial moment dual \(X^F\) on \([N + 1]_0\) with generator matrix \(Q_F \in \mathbb{R}^{(N+2) \times (N+2)}\), then, using (6.1) and \((T^{-1})^{-1}\) of (2.10),

\[
QH_F = H_FQ_F^T \iff QH_ST^T = H_ST^TQ_F^T \iff QHS = H_ST^TQ_F(T^{-1})^T = H_S(T^{-1}Q_FT)^T.
\]

The last set of equalities establishes the Siegmund duality, provided \(T^{-1}Q_FT\) is indeed a generator matrix; this settles part (1) of the theorem. The proof of part (2) is completely analogous.

## 7. Formalisation of the pruned lookdown ASG and proof of associated results

In the following, we make the verbal description of the pLD-ASG rigorous, and prepare and then prove the representation of the ancestral type distribution.

**Definition 7.1** (pruned lookdown ASG). Fix a realisation of the family \(\Lambda\) of Poisson point processes (3.1) and let \(\emptyset \neq G_0 = g = \{i_1, \ldots, i_n\} \subseteq [N]\) such that \(i_1 < \ldots < i_n\). Let \((G, g, \Lambda)\) be the corresponding ASG. The level process \(\ell = (\ell_r)_{r \geq 0}\) with \(\ell_r := (\ell_r(\eta))_{\eta \in G_r}\), and \(\ell_r(\eta) \in [\{G_r\}] \cup \{\infty\}\), together with the immune-line process \(i = (i_r)_{r \geq 0}\) with \(i_r \in [\{G_r\}]\) are constructed as follows. Start by setting \(\ell_0(i_m) = m\) for \(m \in [n]\) and \(i_0 = n\). Proceed inductively for the arrival times \(\rho \in (-\Lambda) \cap \mathbb{R}_+\) in increasing order in the following way. In between arrival times of \(\Lambda, \ell, \) and \(i\) do not change. Given \(\ell_{\rho-}\) and \(i_{\rho+}\) for some \(\rho \in (-\Lambda) \cap \mathbb{R}_+\), we first define \(\ell_{\rho}\).

0) (Outside event) If \(\rho \in \mathcal{T} - (\Pi_{j<\rho} \cup \Pi_{j>\rho} \cup \Pi_{\rho}^\circ)\) for \(i \notin G_{\rho-}\) (and some \(j, J\)), then \(\ell_{\rho} = \ell_{\rho-}\).

(1) (Coalescence) If \(\rho \in -\Pi_{i,j}^\circ\) for some \(i, j \in G_{\rho-}\), then

\[
\ell_{\rho}(\eta) = \begin{cases} 
\ell_{\rho-}(i) \land \ell_{\rho-}(j), & \text{if } \eta = j, \\
\ell_{\rho-}(\eta), & \text{if } \eta \in G_{\rho-}\setminus\{i\}\text{ and } \ell_{\rho-}(\eta) < (\ell_{\rho-}(i) \lor \ell_{\rho-}(j)) , \\
\ell_{\rho-}(\eta) - 1, & \text{if } \eta \in G_{\rho-}\setminus\{i\}\text{ and } \ell_{\rho-}(\eta) > (\ell_{\rho-}(i) \lor \ell_{\rho-}(j)) .
\end{cases}
\]

(b) (Relocation) If \(\rho \in -\Pi_{i,j}^\circ\) for some \(i \in G_{\rho-}\) and \(j \notin G_{\rho-}\), then

\[
\ell_{\rho}(\eta) = \begin{cases} 
\ell_{\rho-}(i), & \text{if } \eta = j, \\
\ell_{\rho-}(\eta), & \text{if } \eta \neq j.
\end{cases}
\]
(2) (Selection) If \( g \in -\Pi^+_{j_i} \) for some \( i \in G_{\ell_0} \) and \( J \in [N]^m, m \in \mathbb{N} \), let \( \hat{J} \backslash \{ \eta \in G_{\ell_0} : \ell_{\ell_0}(\eta) < \ell_{\ell_0}(i) \} = \{ J_{j_1}, \ldots, J_{j_\kappa} \} \), where \( j_1 < \ldots < j_\kappa \) for some \( \kappa \in [m]_0 \) (here \( \kappa = 0 \) means that the set is empty). Then, for \( \eta \in G_{\ell_0} \),

\[
\ell_\eta(\eta) = \begin{cases} 
\ell_{\ell_0}(\eta), & \text{if } \eta \in G_{\ell_0} \text{ and } \ell_{\ell_0}(\eta) < \ell_{\ell_0}(i), \\
\ell_{\ell_0}(\eta) + \beta - 1, & \text{if } \eta = J_{j_\beta} \text{ for some } \beta \in [\kappa], \\
\ell_{\ell_0}(\eta) + \kappa, & \text{if } \eta \in G_{\ell_0} \text{ and } \ell_{\ell_0}(\eta) > \ell_{\ell_0}(i), \eta \notin \hat{J}.
\end{cases}
\]

(3) (Deleterious mutation) If \( g \in -\Pi^+_{i_j} \) for some \( i \in G_{\ell_0} \), then for \( \eta \in G_{\ell_0} \),

\[
\ell_\eta(\eta) = \begin{cases} 
\ell_{\ell_0}(\eta), & \text{if } \ell_{\ell_0}(\eta) < \ell_{\ell_0}(i), \\
|\{ j \in G_{\ell_0} : \ell_{\ell_0}(\eta) = \infty \}|, & \text{if } \eta = i \text{ and } \ell_{\ell_0}(i) = \ell_{\ell_0}(\eta), \\
\ell_{\ell_0}(\eta) - 1, & \text{if } \ell_{\ell_0}(\eta) > \ell_{\ell_0}(\eta(i)), \eta \notin \hat{J}.
\end{cases}
\]

(4) (Beneficial mutation) If \( g \in -\Pi^+_{i_j} \) for some \( i \in G_{\ell_0} \), then for \( \eta \in G_{\ell_0} \),

\[
\ell_\eta(\eta) = \begin{cases} 
\ell_{\ell_0}(\eta), & \text{if } \ell_{\ell_0}(\eta) \leq \ell_{\ell_0}(i), \\
\infty, & \text{if } \ell_{\ell_0}(\eta) > \ell_{\ell_0}(i).
\end{cases}
\]

Finally, \( \ell_\eta(i) \) is given as follows (still given \( \ell_{\ell_0} \) and \( \ell_{\eta(i)} \)). If \( g \in -\Pi^+_{i_j} \) for some \( i \in G_{\ell_0} \) with \( \ell_{\ell_0}(i) < \infty \), then \( \ell_\eta(i) = \ell_{\ell_0}(i) \). If \( g \in -\Pi^+_{j_i} \) for some \( i \in G_{\ell_0} \) with \( \ell_{\ell_0}(i) < \infty \) and \( \ell_{\eta(i)} = \infty \), then \( \ell_\eta(i) = \ell_{\ell_0}(i) \wedge \ell_{\ell_0}(j) \).

We refer to \( \ell_\eta(i) \) as the level of line \( i \) at (backward) time \( r \), to \( \ell_r \), as the (level of the) immune line at time \( r \), and to \( (G, g, \Lambda, \ell) \) as the pLD-ASG, \( (G_{[0,r]}, g, \Lambda, \ell) \) is its restriction until time \( r \). The line-counting process \( L = (L_r)_{r \geq 0} \) of the pLD-ASG is formally defined via

\[
L_r := |\{ j \in G_r : \ell_r(j) \neq \infty \}|.
\]

Each finite level is associated with a unique site. In particular, the site of the immune line is \( \ell_{\ell_0}(i_r) \). Recall that in all transitions except those induced by beneficial mutations and neutral reproduction events, this site remains unchanged, but it moves to a new level whenever the site does so; this is what \( (7.1) \) tells us.

The pLD-ASG is constructed so as to facilitate to identify the ancestral line for a given site colouring. This crucial feature is the content of the next proposition.

**Proposition 7.2.** Let \( g = \{ 1 \} \) and consider the pLD-ASG \( (G_{[0,r]}, g, \Lambda, \ell) \) for some \( r > 0 \) together with some site colouring. Then, the level of the ancestral line at backward time \( r \) is almost surely either the lowest finite level that has type 0 at time \( r \); or, if all finite levels are of type 1, it is \( i_r \), the level of the immune line at time \( r \). In particular, the ancestral site is of type 1 at time \( r \) if and only if all lines at finite levels are of type 1 at time \( r \).

**Proof.** The proof is similar to the proof of Prop. 2 in [35]. We recall the argument and adapt the part associated with the more general form of selection. Let \( 0 < g_1 < \ldots < g_m \) be the arrival times of \(-\Lambda \wedge (0,r]\) and set \( g_0 = 0 \). We will prove by induction that for any \( k \in [m]_0 \), the level of the ancestral
line at time \( \varrho \in [q_k, q_{k+1}) \) is either the line at time \( \varrho \) that, under a given site colouring assigned at time \( \varrho \), is the lowest finite level that carries type 0; or, if all finite levels are of type 1, it is \( i(\varrho) \). For \( k = 0 \), the claim is trivially true. Next, we prove the claim for times \( \varrho \in [q_k, q_{k+1}) \) assuming it is true at any time \( \varrho < q_k \). Because the types and ancestral sites are constant between events in \((0, r] \cap -\Lambda \) it suffices to prove the claim for \( \varrho = q_k \) assuming the claim is true at time \( q_{k-1} \). We denote by \( \lambda_k \) and \( \lambda_{k-1} \) the lowest finite type-0 level at \( q_k \) and \( q_{k-1} \), respectively, under a given site colouring assigned at time \( q_k \) — provided such levels exist. Consider (I) the case that all finite levels at time \( q_{k-1} \) are assigned type 1. If, \( (A) \), the event at time \( q_k \), provided such levels exist. Consider (I) the case that all finite levels at time \( q_{k-1} \) is the lowest finite level that carries type 0 at time \( q_{k-1} \). We denote by \( \lambda_k \) and \( \lambda_{k-1} \) the lowest finite type-0 level at \( q_k \) and \( q_{k-1} \), respectively, under a given site colouring assigned at time \( q_k \) — provided such levels exist. Consider (I) the case that all finite levels at time \( q_k \) are assigned type 1. If, \( (A) \), the event at time \( q_k \) is not a beneficial mutation, then \( i_k \) is the predecessor of \( i_{k-1} \), which is the ancestral line by the induction hypothesis. If, \( (B) \), the event at time \( q_k \) is a beneficial mutation, then \( \lambda_{k-1} = i_k \) and \( i_k \) is the predecessor of \( \lambda_k \), which is the ancestral line by the induction hypothesis. Hence, in (IA) and (IB), the ancestral line at time \( q_k \) is \( i_k \). We are therefore left to consider case (II) where at least one finite level is assigned type 0 at time \( q_k \). We now consider the possible events at time \( q_k \). For mutations, coalescence and relocations events, argue as in [55]. Proof of Prop. 2.2.

In a selective event, the order among all finite-level lines at time \( q_k \) that are not incoming at time \( q_{k-1} \) carries over to the descendants at time \( q_{k-1} \). Moreover, all finite-level lines at time \( q_{k-1} \) are descendants of lines at finite levels at time \( q_k \). If \( \lambda_k \) is not a potential parent in the selective event, then \( \lambda_k \) is the parent of \( \lambda_{k-1} \). If \( \lambda_k \) is a potential parent, it is the one with the lowest type-0 level in this event and therefore, by the propagation rule, again the parent of \( \lambda_{k-1} \). By the induction hypothesis, the claim follows.

Next, we derive the infinitesimal generator of \( L \).

**Proof of Proposition 2.5.** Assume that \( L_r = n \) for some \( r \geq 0 \). For \( j \in [N - n] \), the next jump of \( L \) is to \( n + j \) if the first arrival of \(-\Lambda \cap (r, \infty) \) is in \(-\Pi_{j,i}^r \) for some \( i \in G_r \) with \( t_r(i) < \infty \) and \( J \subseteq [N] \) with \( |J| \geq j \) such that \( j \) lines in \( J \) have level \( \infty \) or are not in \( G_r \). Such an arrival occurs at rate \( n \sum_{m \geq j} s_m \frac{(N - n)^j}{C_{m,j}} \), which agrees with the rate at which \( R \) makes such a transition. The first jump of \( L \) after backward time \( r \) is to \( n - 1 \) if the first arrival in \(-\Lambda \cap (r, \infty) \) is in \(-\Pi_{i,k}^r \) for some \( i, j \in G_r \) with \( i \neq j \), \( t_r(i), t_r(j) \neq \infty \), or if it is in \(-\Pi_{j,0}^r \) for some \( i \in G_r \) such that \( t_r(i) \notin \{\infty, i_r\} \), or if it is in \(-\Pi_{1,0}^r \) for \( i \in G_r \) such that \( t_r(i) = n - 1 \). The first of these events occurs at rate \( n \sum_{m \geq j} s_m \frac{(N - n)^j}{C_{m,j}} u_{\infty} (n - 1) + w_1 \mathbb{1}_{(n > 1)} \). The first jump of \( L \) after time \( r \) is to \( j \in [n - 2] \) if the first arrival of \(-\Lambda \cap (r, \infty) \) is in \(-\Pi_{1,0}^r \) for \( i \in G_r \) with \( t_r(i) = j \), which occurs at rate \( w_0 \).

We are now ready to prove the representation of the ancestral type distribution.

**Proof of Theorem 2.10.** The sample has an unfit ancestor at backward time \( r \) if and only if all the individuals at backward time \( r \) in the pLD-ASG are type 1 by Proposition 7.2 for a given pLD-ASG and a site colouring at time \( r \) with \( k \) type-1 assignments the probability for this is \( k \varrho / N \varrho \). Averaging over all realisations of \( (L_u)_{u \in [0, r]} \) yields 2.12. 2.13 follows because \( L \) converges to its stationary distribution.

**Remark 7.3.**

1. Note that we work here with the Poisson point processes \( \Lambda \) that define the ASG; so \( t_r \) and \( i_r \) are functionals of the ASG and hence measurable with respect to \( \sigma(\Lambda \cap [-r, 0]) \) for given \( \emptyset \neq g \subseteq [N] \) and \( r > 0 \). Due to the exchangeability, however, the pLD-ASG may as well be constructed as a Markov process independent of an ASG, by using an analogous family of Poisson point processes attached to the levels of the lookdown, rather than the lines of the ASG. The former is in the spirit of the original lookdown construction by Donnelly and Kurtz [19]; see [33] for a discussion of both possibilities in the case of genic selection.

2. It is customary (and required for the formulation of a duality) to not insist on starting the pLD-ASG from a single individual. One should keep in mind, however, that if we start the process with \( |G_0| > 1 \) lines, then \( L \) does not correctly describe the number of potential ancestors of a sample of \( |G_0| \) individuals. For example, assume that the first event is a beneficial mutation on level 1. This induces the pruning of all other levels, which does not properly reflect the potential ancestry of \( |G_0| \) individuals.
(3) If \( u = 0 \) and \( L_0 = R_0 \), then \( L = R \) in distribution and hence \( L_{\infty} = R_{\infty} \). In this case, one type goes to fixation. In particular, the probability of the common ancestor of the population in the distant future to be unfit at present coincides with the fixation probability of the unfit type at present.

(4) We recover the known representation of the probability for a fit common ancestor in the MoMo with genic selection of [13, Prop. 4.7] by rewriting \( P(L_{\infty} = n) \) in (2.13) as \( P(L_{\infty} > n - 1) - P(L_{\infty} > n) \) and rearranging terms, which yields

\[
1 - h_{\infty}(k) = 1 - E \left[ \frac{k_{L_{\infty}}}{N_{L_{\infty}}} \right] = \frac{N - k}{N} \sum_{n=0}^{N-1} P(L_{\infty} > n) \frac{k^2}{(N - 1)^2}. \tag{7.2}
\]

This means that we can partition the event of a beneficial ancestor according to the first finite level occupied by a type-0 individual. Namely,

\[
P(L_{\infty} > n) \frac{N - k}{N} \frac{k^2}{(N - 1)^2} \tag{7.3}
\]

is the probability that at least \( n + 1 \) finite levels are occupied, the first \( n \) levels are of type 1, and the \((n+1)\)st level carries type 0. Summing this probability over \( n \) gives the probability of a fit ancestor in a stationary pLD-ASG.

8. A forward approach to the ancestral type distribution

The forward approach to the ancestral type distribution is based on \( \tilde{Y} \). First, we formally describe this process. Next, we prove the factorial moment duality between \( \tilde{Y} \) and \( L \). The alternative representation of the ancestral type distribution then follows easily. Finally, we formally define the descendant process and prove the connection to \( \tilde{Y} \).

8.1. The process \( \tilde{Y} \). Consider a site colouring with \( \tilde{Y}_\infty \in [N]_0 \) type-1 individuals; time runs forward. Let \( \mathcal{C} \) be the corresponding typed FTW MoMo. Recall the family of Poisson processes in (3.1) and, for each \( \tau \in \{ 1 \} \cup \{ \ast \} \cup \{ \cdot \} \), let \( B_{\ast}^\tau \) and \( B_{\cdot}^\tau \) be random variables such that given \( Y_{\tau}, B_{\ast}^\tau \) and \( B_{\cdot}^\tau \) has Bernoulli distribution with parameter \( 1/(N - Y_{\tau} + 1) \) and \( 1/(Y_{\tau} + 1) \), respectively. For \( \ast \in \{ \cdot, \circ \} \), define \( \tilde{\tau} := \inf \{ \tau \geq 0 : Y_\tau \neq Y_{\tau} + 1, \tau \in \{ \ast \} \} \) for some \( i \in [N] \), \( B_{\ast}^\tau = 1 \), and \( T_{0,N} := \min \{ t \geq 0 : Y_t \in \{ 0, N \} \} \) (the usual convention applies: these times are infinite if the events defining them never occur). Set \( \tilde{T} := \min \{ \tilde{\tau}^\ast, \tilde{\tau}^\circ, T_{0,N} \} \). Then, for \( t \leq \tilde{T} \), set \( \tilde{Y}_t := Y_t \). For \( t > \tilde{T} \), set

\[
\tilde{Y}_t := \begin{cases} 0, & \text{if } \tilde{T} = \tilde{T}^\ast; \\
Y_{T_{0,N}}, & \text{if } \tilde{T} = \tilde{T}^\circ; \\
N, & \text{if } \tilde{T} = T_{0,N}. 
\end{cases}
\]

Note that the states 0 and \( N \) are absorbing.

The so-constructed process \( \tilde{Y} := (\tilde{Y}_t)_{t \geq 0} \) is a continuous-time Markov chain on \([N]_0\), with an infinitesimal generator that acts on functions \( f : [N]_0 \to \mathbb{R} \) and is given by

\[
A_{\tilde{Y}} = A_{\tilde{Y}}^0 + \sum_{m > 0} A_{\tilde{Y}}^m = A_{\tilde{Y}}^0 + A_{\tilde{Y}}^1,
\]

with \( A_{\tilde{Y}}^0 \) and \( A_{\tilde{Y}}^m \) of (2.1), respectively, and for \( k \in [N]_0 \),

\[
A_{\tilde{Y}}^0 f(k) := k \left( \frac{N - k}{N - k + 1} \right) \nu_0 \left( f(k - 1) - f(k) \right) + \frac{k}{N - k + 1} \nu_0 \left( f(N) - f(k) \right),
\]

\[
A_{\tilde{Y}}^1 f(k) := (N - k) \frac{k}{k + 1} \nu_1 \left( f(k + 1) - f(k) \right) + \frac{N - k}{k + 1} \nu_1 \left( f(0) - f(k) \right). \tag{8.1}
\]

To prove the factorial moment duality between \( L \) and \( \tilde{Y} \), we require the following auxiliary lemma.

**Lemma 8.1** (Auxiliary lemma). For \( N, k, n \in \mathbb{N} \) with \( k, n \leq N \),

\[
\sum_{j=1}^{n-1} \frac{k^j}{N^j} = \frac{k}{N - k + 1} \frac{N - n + 1}{N - k + 1} \frac{k^2}{N^2}, \tag{8.2}
\]

with the usual convention that the empty sum is 0.
Proof. The statement is proved via an elementary induction over \( n \). For \( n = 1 \), it is trivially true. Using the induction hypothesis in the first step, we obtain for the induction step

\[
\sum_{j=1}^{n} \frac{k^j}{N^j} = \frac{k}{N - k + 1} + \left( - \frac{N - n + 1}{N - k + 1} + 1 \right) \frac{k^{n+1}}{N^{n+1}} = \frac{k}{N - k + 1} - \frac{N - n}{N - k + 1} \frac{k^n}{N^n},
\]

which proves the claim. \( \square \)

Next, we prove the factorial moment duality between \( \tilde{Y} \) and \( L \).

**Proof of Theorem 2.11.** We want to apply [32 Prop. 1.2]. Since the state space of \( \tilde{Y} \) is finite, every \( \mathbb{R} \)-valued function is in the domain of \( \mathcal{A}_{\tilde{Y}} \). In particular, for \( k \in [N]_0 \), \( n \in [N] \), \( H_F(\cdot, n)(k) \) and \( P^T_{\tilde{Y}} H_F(\cdot, n)(k) \) lie in the domain of \( \mathcal{A}_{\tilde{Y}} \), where \( (P^T_{\tilde{Y}})_{t \geq 0} \) is the transition semigroup corresponding to \( \tilde{Y} \). Similarly, \( H_F(\cdot, n)(n) \) and \( P^T_{\tilde{Y}} H_F(\cdot, n)(n) \) lie in the domain of \( \mathcal{A}_L \), where \( (P^T)_{t \geq 0} \) is the transition semigroup corresponding to \( L \). In the proof of Theorem 2.3, we already showed that \( \mathcal{A}^0_{\tilde{Y}} H_F(\cdot, n)(k) = A^\nu_{\tilde{Y}} H_F(\cdot, n)(k) \) and \( A^\nu_{\tilde{Y}} H_F(\cdot, n)(n) = A^\nu_{\tilde{Y}} H_F(\cdot, n)(n) \) for all \( m > 0 \). Hence, it suffices to check that for all \( k \in [N]_0 \), \( n \in [N] \),

\[
A^\nu_{\tilde{Y}} H_F(\cdot, n)(k) = A^\nu_{L} H_F(\cdot, n)(k) \quad \text{and} \quad A^\nu_{\tilde{Y}} H_F(\cdot, n)(n) = A^\nu_{L} H_F(\cdot, n)(n),
\]

which then implies \( A^\nu_{\tilde{Y}} H_F(\cdot, n)(k) = A^\nu_{\tilde{Y}} H_F(\cdot, n)(n) \) for all \( k \in [N]_0 \), \( n \in [N] \). First note that for \( k = 0 \) or \( n > k \) the result is trivial. It is then enough to prove for \( k \in [N]_0 \), \( n \in [k] \). For the part corresponding to the type-1 mutation we obtain

\[
A^\nu_{L} H_F(\cdot, n)(n) = (n-1)w_1 (N - n + 1 - (k + 1)n) \frac{k^{n-1}}{N^n} \frac{k - (k - n + 1) (k + 1)^2}{k + 1} \frac{k^n}{N^n} = \nu_1(N - k) \frac{k - (k - n + 1) (k + 1)^2}{k + 1}
\]

For the part associated to mutation to type 0, we get, with the help of Lemma 8.1 in the second step,

\[
A^\nu_{L} H_F(\cdot, n)(n) = w_0 \sum_{j=1}^{n-1} \frac{k^2}{N^2} \frac{k^{n-1}}{N^n} = w_0 \left[ \frac{k}{N - k + 1} \frac{k - (k - n + 1) (k + 1)^2}{N + k} \right]
\]

This factorial moment duality leads to a representation of \( h_x \) as an absorption probability that does not depend on \( L \). It transpires in Section 2.5.2 that this representation is the natural analogue to [43 Prop. 2.5] in the finite-population setting. We now derive this representation.
Proof of Corollary 2.12. Theorem 2.10 and (2.14) yield the representation of \( h_\sigma(k) \). Taking \( t \to \infty \) then leads to (2.15). The boundary conditions follow also from Theorem 2.10. A first-step decomposition of the absorption probability of \( \tilde{Y}_t \) in \( N \) leads to
\[
\begin{aligned}
&\left[k \left\{ \frac{2}{N} \frac{N-k}{N} + \sum_{m=1}^{\infty} s_m \left( 1 - \left( \frac{k}{N} \right)^m \right) \right\} + (N-k) u v_1 + k w_0 \right] h_{x,k}(k) \\
= &k \left[ \frac{N-k}{N} + \frac{N-k}{N} \frac{N-k}{k+1} u v_1 \right] h_{x,k}(k+1) + k \left[ \frac{N-k}{N} + \sum_{m=1}^{\infty} s_m \left( 1 - \left( \frac{k}{N} \right)^m \right) + \frac{N-k}{N} \frac{N-k}{N-(k-1)} u v_0 \right] h_{x,k}(k-1) \\
+ &\frac{k}{N-k+1} u v_0, \\
\end{aligned}
\]
where we used the boundary conditions. Dividing by \( k \) leads to (2.16). Note that the system of equations (2.16) can be written in matrix form. More precisely, define \( D = (d_{jk}) \in \mathbb{R}^{(N-1) \times (N-1)} \) with
\[
d_{jk} = \begin{cases} \\
\frac{N-k}{N} + \sum_{m=1}^{\infty} s_m \left( 1 - \left( \frac{k}{N} \right)^m \right) + \frac{N-k}{k+1} u v_0, & \text{if } j = k - 1, \\
\frac{N-k}{N} + \sum_{m=1}^{\infty} s_m \left( 1 - \left( \frac{k}{N} \right)^m \right) + \frac{N-k}{k} u v_1, & \text{if } j = k, \\
0, & \text{if } j = k + 1, \\
\end{cases}
\]
where \( j, k \in [N-1] \). Writing \( h'_{x,k} := \left(h_{x,k}(k)\right)_{k=1}^{N-1} \), (2.16) is equivalent to \( D h'_{x,k} = b \) for some \( b \in \mathbb{R}^{n-1} \). \( D \) is a strictly diagonally dominant matrix, i.e. \( |d_{ii}| > \sum_{j \neq i} |d_{ij}| \). It follows from the Lévy–Desplanques theorem (e.g. [33 Cor. 5.6.17]) that \( D \) is nonsingular. In particular, the solution of the recursion with the boundary conditions is unique. \( \square \)

8.2. Descendant process. We begin by recalling the definition of the descendant process of [33].

**Definition 8.2** (Descendant process). Consider the setup and notation of Definition 3.1, i.e. fix a site colouring \( \sigma \in \{0,1\}^{[N]} \) and a realisation of the family \( A \) of Poisson processes. For \( t \geq 0 \) and a starting set \( A \subseteq [N] \), define \( D_t := \{|i \in [N]: \mathcal{G}_t(i) = 1, \mathcal{O}_t(i) \in A\} | \in [N]_0 \) as the number of unfit descendants at time \( t \) of individuals in \( A \) at time 0, and analogously, \( B_t := \{|i \in [N]: \mathcal{G}_t(i) = 0, \mathcal{O}_t(i) \in A\} | \in [N]_0 \) those of the fit type. We refer to \( (Y_t, D_t, B_t) = (Y_t, D_t, B_t)_{t \geq 0} \) as the descendant process started from \( A \) (with site colouring \( \sigma \)).

\((Y, D, B)\) is a time-homogenous continuous-time Markov chain with values in \( \Theta = \{(k, d, b) \in [N]^3 : d \leq k, b \leq N-k\} \). The initial distribution of the descendant processes will often be prescribed by some deterministic \((Y_0, D_0, B_0)\) without explicitly stating a starting set or site colouring. It is meant that they are then uniformly chosen among all starting sets and site colourings compatible with \((Y_0, D_0, B_0)\). The (lengthy) generator of \((Y, D, B)\) can be derived in a straightforward calculation; it acts on \( f : \Theta \to \mathbb{R} \) and is given by
\[
\mathcal{A}_{(Y,D,B)} f(k, d, b) = d \frac{k-d}{N} \left[f(k, d+1, b) + f(k, d-1, b)\right] \\
+ b \frac{N-k-b}{N} \left[2f(k, d+1, b) + f(k, d-1, b)\right] \\
+ (k-d) \frac{N-k-b}{N} \left[f(k+1, d, b) + (1 + s(k))f(k-1, d, b-1)\right] \\
+ d \frac{N-k-b}{N} \left[f(k+1, d+1, b) + (1 + s(k))f(k-1, d-1, b+1)\right] \\
+ b \frac{k-d}{N} \left[f(k, d+1, b-1) + (1 + s(k))f(k, d, b+1)\right] \\
+ \frac{d}{N} \left[f(k+1, d+1, b) + (1 + s(k))f(k-1, d-1, b)\right] \\
+ \frac{b}{N} \left[f(k, d+1, b-1) + (1 + s(k))f(k, d, b+1)\right] \\
+ \frac{d}{N} \left[f(k+1, d+1, b) + (1 + s(k))f(k-1, d-1, b)\right] \\
+ \frac{b}{N} \left[f(k, d+1, b-1) + (1 + s(k))f(k, d, b+1)\right]
\]
(8.3)
where $s(k) := \sum_{m>0} s_m (1-(k/N)^m)$ and $c(k,d,b)$ is such that $A_{(Y,D,B)} \equiv 0$. Note that $(Y, D, B)$ enters, in finite time, either $\{(k,d,b) \in \Theta : d+b = N\}$ or $\{(k,d,b) \in \Theta : d+b = 0\}$, where it is trapped. In the first case, $b = N-k, d = k$, and in the second case $b = d = 0$. Moreover, the construction via the graphical representation implies additivity in the initial condition, i.e. if the starting set is of the form $A_1 \cup A_2$, then almost surely
\[ \{i \in [N] : \mathcal{F}_t(i) = 1, \mathcal{F}_t(i) \in A_1 \cup A_2\} = \{i \in [N] : \mathcal{F}_t(i) = 1, \mathcal{F}_t(i) \in A_1\} \cup \{i \in [N] : \mathcal{F}_t(i) = 1, \mathcal{F}_t(i) \in A_2\} \]
and analogously for the fit types.

Before proving the connection between $(Y, D, B)$ and $\tilde{Y}$ stated in Proposition 2.13, we require the following lemma. For $t \geq 0$ and $(k,d,b) \in \Theta$, define
\[ M_{t,k,d,b} := \mathbb{E}[D_t + B_t \mid Y_0 = k, D_0 = d, B_0 = b]. \]

**Lemma 8.3.** For $n \in \mathbb{N}_0$, $(k,d,b) \in \Theta$ and $t \geq 0$, we have $M_{t,k,d,b} = \frac{d}{k} M_{t,k,k,0}$ for $k \in [N]$ and $M_{t,k,0,b} = \frac{b}{N-k} M_{t,0,k,N-k}$ for $k \in [N-1]_0$. Moreover, for $k \notin \{0,N\}$,
\[ M_{t,k,d,b} = \left( \frac{d}{k} - \frac{b}{N-k} \right) M_{t,k,k,0} + \frac{Nb}{N-k}. \]

(8.4)

**Proof.** The proof follows from the exchangeability of starting set and site colouring, together with the additivity in the starting set. First assume $k > 0, d \leq k$ and $b = 0$. Define the specific site colouring $\alpha^{(k)}$ by setting $\alpha^{(k)}(i) = 1_{[k]}(i), i \in [N]$. Using that starting set and site colouring are uniformly distributed among all compatible ones in the first step, additivity in the starting set in the second, and exchangeability in the third, we get (here the first and second entries in the conditioning argument are the underlying site colouring and starting set, respectively)
\[ M_{t,k,d,0} = \frac{1}{\binom{d}{k}} \sum_{A \in [N]} \sum_{|A|=d} \frac{(N-d)}{k-d} \mathbb{E}[D_t + B_t \mid \alpha, A] = \frac{1}{\binom{d}{k}} \sum_{A \in [N]} \sum_{|A|=d} \sum_{\alpha(i)=1 \forall i \in A} \mathbb{E}[D_t + B_t \mid \alpha,\{i\}] = \frac{d}{k} \sum_{i \in [k]} \mathbb{E}[D_t + B_t \mid \alpha^{(k)},\{i\}] = \frac{d}{k} M_{t,k,k,0}. \]

An analogous calculation leads to $M_{t,k,0,b} = \frac{b}{N-k} M_{t,0,k,N-k}$. Next, let $k \notin \{0,N\}$, and $b, d \in [N]_0$ such that $(k, d, b) \in \Theta$. Using again that starting set and site colouring are uniformly distributed among all the compatible ones, we have
\[ M_{t,k,d,b} = \frac{b d (N-b-d)!}{N!} \sum_{A_0 \cup A_1 \subseteq [N]} \sum_{|A_0| = b, |A_1| = d} \sum_{\alpha([N] \setminus \{0,1\}, |\alpha\} = k} \mathbb{E}[D_t + B_t \mid \alpha, A_0 \cup A_1] \]
\[ = \frac{b d (N-b-d)!}{N!} \sum_{A_0 \cup A_1 \subseteq [N]} \sum_{|A_0| = b, |A_1| = d} \left( \sum_{i \in A_0} \mathbb{E}[D_t + B_t \mid \alpha,\{i\}] + \sum_{i \in A_1} \mathbb{E}[D_t + B_t \mid \alpha,\{i\}] \right) \]
\[ = \frac{b}{N-k} M_{t,k,k,0} + \frac{b}{N-k} M_{t,0,k,N-k}. \]
Thus proving the proposition. It remains to prove the claim. Note first that the claim is true if $r$ is unfit or fit individual that changes $i$. i.e. respectively the event of a type-changing deleterious or beneficial mutation; or the reproduction of an unfit or fit individual that changes $Y$. For $k \in [N]_0$, write $P_k$ for the probability measure under $Y_0 = k$.

It is straightforward from the arrival rates of the Poisson process that

\[
\begin{align*}
\mathbb{P}_k(E^\times) &= 1 - \frac{1}{R} u \nu_0 (N - k), \\
\mathbb{P}_k(E^\circ) &= 1 - \frac{1}{R} u \nu_0 k, \\
\mathbb{P}_k(E^+) &= \frac{1}{R} \frac{N - k}{N}, \\
\mathbb{P}_k(E^-) &= \frac{1}{R} \left( \frac{N - k}{N} + s(k) \right), \\
\mathbb{P}_k((E^\times \cup E^\circ \cup E^- \cup E^+) \cap k) &= \frac{1}{R} \left( u \nu_1 k + u \nu_0 (N - k) + \frac{k^2}{N} + \frac{(N - k)^2}{N} + s(k) \frac{N - k}{N} \right)
\end{align*}
\]

where $R := N(1 + u + \sum_{m \geq 1} s_m)$ is the total rate of $\Lambda$ and superscript $C$ indicates the complement. Then,

\[
\begin{align*}
\mathbb{E}[D_\tau + B_\tau \mid Y_0 = k = D_0, B_0 = 0] &= (1 - \mathbb{P}_k(E^\times) - \mathbb{P}_k(E^\circ)) k + \mathbb{P}_k(E^+) (k + 1) + \mathbb{P}_k(E^-) (k - 1) \\
&= \frac{1}{R} u \nu_1 (N - k) \left( \frac{k}{k + 1} + \frac{1}{k + 1} \right) + \frac{1}{R} u \nu_0 k \left( \frac{N - k}{N - k + 1} (k - 1) + \frac{1}{N - k + 1} N \right) \\
&\quad + \mathbb{P}_k((E^\times \cup E^\circ \cup E^+ \cup E^-) \cap k) k + \mathbb{P}_k(E^+) (k + 1) + \mathbb{P}_k(E^-) (k - 1) \\
&= \mathbb{E}[\tilde{Y}_\tau \mid \tilde{Y}_0 = k],
\end{align*}
\]

where we have used in the last step that $\frac{N - k}{N - k + 1} (k - 1) + \frac{1}{N - k + 1} N = k$ (in line with the fact that $B_\tau + D_\tau$ do not change upon mutation), together with (8.1).
For the inductive step we first use a first-step-decomposition and the Markov property of $\{Y, D, B\}$; second, Lemma [8.3, and third, the inductive hypothesis, to obtain
\[
E[D_{\tau_{n+1}} + B_{\tau_{n+1}} | Y_0 = k = D_0, B_0 = 0]
= P_k(E^-)M^\tau_{k+1,1} + P_k(E^+)|Y_0 = k = D_0, B_0 = 0 \]
+ P_k((EX \cup E^+ \cup E^-)C)M^\tau_{k,k,0}
\]
= $P_k((EX \cup E^+ \cup E^-)C)M^\tau_{k,k,0}$
and where we used in the last step the Markov property and a first-step-decomposition of $\tilde{Y}$. \hfill \Box

9. Details of the results on the diffusion limit

In this section, we prove the convergence results as $N \to \infty$, and how the dualities translate to this limit. Throughout the section, we indicate that processes or parameters depend on the population size $N \in \mathbb{N}$ via a superscript, i.e. we write $Y = Y^{(N)}$, $R = R^{(N)}$, $L = L^{(N)}$, $u = u^{(N)}$, and for all $m \in \mathbb{N}$, $s_m = s_m^{(N)}$; while we assume $\nu_0$ and $\nu_1$ to be independent of $N$. Recall the assumptions on the parameters in (2.18).

The following corresponds to the (mostly standard) proof of the convergence of the MoMo to the Wright–Fisher diffusion.

Proof of Proposition 2.14. We first prove uniform convergence of the generators applied to polynomials on $[0, 1]$. Because such polynomials form a core of $A_Y$, and $Y$ is Feller [23 Thm. 8.2.8], the result follows from [23 Thm 1.6.1 and Thm. 4.2.11].

For all $N \in \mathbb{N}$, denote by $A^{(N)}_Y$ the generator of $\tilde{Y}^{(N)}$ (more precisely, its càdlàg version, which exists because $\tilde{Y}^{(N)}$ is Feller). It follows from the definition of $\tilde{Y}$ that for $f : [N]_0/N \to \mathbb{R}$, one has $A^{(N)}_Y f(\hat{k}) = N(A^{(N)}_Y \delta_{N}(\hat{k}) + \sum_{m>0} A^{(N)}_Y \delta_{N}(\hat{k}) + A^{(N)}_Y \delta_{N}(\hat{k})) f_N(k)$, where $f_N(k) = f(k/N)$. Let $\varphi$ be a polynomial on $[0, 1]$. Proving uniform convergence of the generators applied to $\varphi$ means we show
\[
\sup_{k \in [N]_0} \left| A^{(N)}_Y \varphi \left( \frac{k}{N} \right) - A_Y \varphi \left( \frac{k}{N} \right) \right| \xrightarrow{N \to \infty} 0 \quad \text{for } k \in [N]. \tag{9.1}
\]
We estimate the difference by splitting $A^{(N)}_Y$ and $A_Y$ into their components: starting with the neutral part, a Taylor approximation of $\varphi$ gives for all $k \in [N]_0$
\[
\left| N A^{(N)}_Y \varphi \left( \frac{k}{N} \right) - A^0_0 \varphi \left( \frac{k}{N} \right) \right| \leq \frac{\|\varphi^{(3)}\| \infty}{3N} \xrightarrow{N \to \infty} 0.
\]
Proceeding in a similar fashion for the selective term, for every $k \in [N]_0$ we have
\[
\left| \sum_{m>0} N A^{(N)}_Y \varphi \left( \frac{k}{N} \right) - \sum_{m>0} A_0^m \varphi \left( \frac{k}{N} \right) \right| \leq \|\varphi\| \infty \sum_{m>0} \left( N s_m^{(N)} - \sigma_m \right) + \frac{\|\varphi^{(2)}\| \infty}{2N} \sum_{m>0} N s_m^{(N)},
\]
and both summands on the last line tend to zero as $N \to \infty$ under (2.18). Calculations for the two remaining terms are completely analogous. \hfill \Box
process almost surely dominates $\mathcal{R}$. It is well known that $\sum_{m=1}^{\infty} \sigma_m m < \infty$ implies that this branching process is non-explosive [30, Ch. V, Thm. 9.1]. In particular,

$$\mathcal{R}$$ is non-explosive,

so (2.20) indeed gives rise to a unique Markov process. We now prepare for the proof of $\bar{\mathcal{R}}(N) \xrightarrow{N \to \infty} \mathcal{R}$ in distribution. The proof is carried out via a localisation argument. To this end we require convergence of the processes stopped when they escape some finite level, or absorb. The following lemma plays a key role for this.

**Lemma 9.1.** Let $f : N_0, \Delta \to \mathbb{R}$ be bounded and, for $N \in \mathbb{N}$, let $f^{1/N}$ be the restriction of $f$ to $[N]_{0, \Delta}$. Then, for all $k \in \mathbb{N}$,

$$\sup_{n \in [k]} |N \mathcal{A}_{\mathcal{R}(N)} f^{1/N}(n) - \mathcal{A}_{\mathcal{R}} f(n)| \xrightarrow{N \to \infty} 0 \quad (N \geq k).$$

**Proof.** Recall the definition of $\mathcal{A}_{\mathcal{R}(N)}^n$, $\mathcal{A}_{\mathcal{R}(N)}^m$, $\mathcal{A}_{\mathcal{R}(N)}^q$ in (2.3), (2.4), and (2.5), respectively. For a bounded function $f : N_0, \Delta \to \mathbb{R}$ and $k \in \mathbb{N}$, it is straightforward to show that for all $n \in [k]$,

$$|N(\mathcal{A}_{\mathcal{R}(N)}^n + \mathcal{A}_{\mathcal{R}(N)}^m) f^{1/N}(n) - (\mathcal{A}_{\mathcal{R}}^n + \mathcal{A}_{\mathcal{R}}^m) f(n)| \xrightarrow{N \to \infty} 0 \quad (N \geq k).$$

It remains to show the statement for the parts corresponding to selection. For $n \in [k]$,

$$\left| \sum_{m=0}^{n} N \mathcal{A}_{\mathcal{R}(N)}^m f^{1/N}(n) - \sum_{m=0}^{n} \mathcal{A}_{\mathcal{R}}^m f(n) \right| \leq \left| \sum_{m=0}^{n} \left( N s_{m}^{(N)} \frac{(N-n)^{m}}{N^{m}} - \sigma_{m} \right) [f(n + m) - f(n)] \right| + \left| \sum_{m=0}^{n} N s_{m}^{(N)} \sum_{j=1}^{m-1} \frac{(N-n)^{2}}{N^{m}} C_{m-j}^{(N)} [f(n + j) - f(n)] \right| .$$

Denote the first and second absolute value by $E_{N,n}^{1}$ and $E_{N,n}^{2}$, respectively. We first deal with $E_{N,n}^{1}$. Fix $\varepsilon > 0$. Since $\sum_{m=0}^{\infty} \sigma_{m} < \infty$, there is $N_{1} = N_{1}(\varepsilon)$ s.t. $\sum_{m=N_{1}}^{\infty} \sigma_{m} < \varepsilon/2$. Hence,

$$E_{N,n}^{1} \leq 2k \|f\|_{\mathcal{L}} \left( N_{1} \max_{m \in [N_{1}]} \left\{ \left( N s_{m}^{(N)} \frac{(N-n)^{m}}{N^{m}} - \sigma_{m} \right) \right\} + \sum_{m=N_{1}}^{\infty} N s_{m}^{(N)} + \varepsilon/2 \right).$$

Under (2.18), we have $\sum_{m=N_{1}}^{\infty} N s_{m}^{(N)} \xrightarrow{N \to \infty} 0$. In particular, $\lim_{N \to \infty} \sum_{m=N_{1}}^{\infty} \sigma_{m} = 0$. Moreover, for every $n \leq k$, $|N s_{m}^{(N)} \frac{(N-n)^{m}}{N^{m}} - \sigma_{m}| \xrightarrow{N \to \infty} 0$. Hence, $\limsup_{N \to \infty} E_{N,n}^{1} \leq 2k \|f\|_{\mathcal{L}} \varepsilon$. Since $\varepsilon$ was arbitrary, we deduce $\lim_{N \to \infty} E_{N,n}^{1} = 0$. Next, we consider $E_{N,n}^{2}$. Fix again $\varepsilon > 0$ and let $N_{1}(\varepsilon)$ as before. Recall the calculation from (5.2) to see that $\sum_{j=1}^{m-1} C_{m-j}^{(N)} (N-n)^{2} = N^{m} - n^{m} - (N-n)^{2}$. Altogether,

$$E_{N,n}^{2} \leq 2k \|f\|_{\mathcal{L}} \sum_{m=0}^{n} N s_{m}^{(N)} \left| 1 - \frac{n^{m}}{N^{m}} - \frac{(N-n)^{m}}{N^{m}} \right| \leq 2k \|f\|_{\mathcal{L}} \left( N_{1} \max_{m \in [N_{1}]} \left\{ N s_{m}^{(N)} \left| 1 - \frac{n^{m}}{N^{m}} - \frac{(N-n)^{m}}{N^{m}} \right| \right\} + \sum_{m=N_{1}}^{\infty} N s_{m}^{(N)} \right).$$

Since $|1 - \frac{n^{m}}{N^{m}} - \frac{(N-n)^{m}}{N^{m}}| \xrightarrow{N \to \infty} 0$, also $\limsup_{N \to \infty} E_{N,n}^{2} \leq 2k \|f\|_{\mathcal{L}} \varepsilon$. Since $\varepsilon$ was again arbitrary, $E_{N,n}^{2} \xrightarrow{N \to \infty} 0$. Altogether we showed that for all $n \in [k]$, $\lim_{N \to \infty} (E_{N,n}^{1} + E_{N,n}^{2}) = 0$. \hfill \Box

Before we prove Proposition 2.15, we recall the Skorokhod topology in our setting, see also [14] App. A. or, more generally, [9] Ch. 3. For each $t \in (0, \infty)$, let $\mathbb{D}_{\mathbb{R}}[0, t] := \{ \omega : [0, t] \to \mathbb{R}, \omega \text{ càdlàg} \}$ and $C_{t}^{1}$ denote the class of strictly increasing, continuous mappings of $[0, t]$ onto itself, and set $\|\lambda\| := \sup_{0 \leq r \leq s \leq t} \log(\frac{\lambda(s) - \lambda(r)}{s-r})$. Then for $f, g \in \mathbb{D}_{\mathbb{R}}[0, t]$,

$$d_{t}(f, g) := \inf_{\lambda \in C_{t}^{1}} \{ \|\lambda\| \vee \sup_{s \in [0, t]} |f(s) - g \circ \lambda(s)| \}$$

defines a metric that induces the Skorokhod topology on $\mathbb{D}_{\mathbb{R}}[0, t]$. Let $\mathbb{D}_{\mathbb{R}}[0, \infty) := \{ \omega : [0, \infty) \to \mathbb{R}, \omega \text{ càdlàg} \}$ and $C_{\infty}^{1}$ denote the class of strictly increasing, continuous mappings of $[0, \infty)$ onto itself.
For $m \in \mathbb{N}$, set $\eta_m(s) = \mathbb{I}_{[0,m-1]}(s) + \mathbb{I}_{[m-1,m]}(s-m)$. Then $d_{\bar{x}}$ defines a metric that induces the Skorokhod topology on $\mathbb{D}_R[0, \infty)$. Consider the Euclidean metric on $\mathbb{N}_0 \Delta$ by letting $\Delta$ take the role of $-1$. Let $\mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty] = \{ \omega \in \mathbb{D}_R[0, \infty) : \omega_t \in \mathbb{N}_0 \Delta, \forall t \geq 0 \}$ with metric $d_{\bar{x}}$. Note that $\mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty]$ is a closed subspace of $\mathbb{D}_R[0, \infty]$.

**Proof of Proposition 2.1.13** We follow the line of argument of Cordero [13 Prop. 5.3]. By the Portmanteau theorem, it suffices to show that for any uniformly continuous, bounded function $F : \mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty) \to \mathbb{R}$, we have $\mathbb{E}[F(\bar{R}^N(k))] \to \mathbb{E}[F(R(k))]$ as $N \to \infty$.

For $k \in \mathbb{N}$ and $\omega \in \mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty]$, define $T_k(\omega) := \inf\{ t > 0 : \omega_t \in \{0, \Delta\} \cup [k, \infty) \}$, with the usual convention $\inf\emptyset = \infty$. At first, we assume $\bar{R}_0^N$ and $R_0$ share the same bounded support, i.e. there is $k \in \mathbb{N}$ such that $\mathbb{P}(\bar{R}_0^N > k) = \mathbb{P}(\bar{R}_0 > k) = 0$.

Define $\bar{R}_0^N(k) := (\bar{R}_t + T_k(\bar{R}_0^N(k)))_{t \geq 0}$ and $R(k) := (R_t + T_k(R))_{t \geq 0}$, i.e. the processes stopped the first time they hit $\{0, \Delta\} \cup [k, \infty)$. Note that since the processes can reach the boundary before any finite time $t$ with positive probability, we can, by virtue of the Borel-Cantelli lemma and the Markov property, deduce that $T_k(\mathcal{R}(k))$ and $T_k(\bar{R}_0^N(k))$ are almost surely finite. Moreover, $T_k(\mathcal{R}(k)) = T_k(R(k))$ and $T_k(\bar{R}_0^N(k)) = T_k(\bar{R}_0^N)$.

Fix any uniformly continuous bounded function $F$. Then,

$$\mathbb{E}[F(\bar{R}^N(k))] - \mathbb{E}[F(\mathcal{R}(k))] \leq \mathbb{E}[F(\bar{R}^N(k)) - F(\bar{R}_0^N(k))] + \mathbb{E}[F(\bar{R}_0^N(k)) - F(R(k))] + \mathbb{E}[F(R(k)) - F(\mathcal{R}(k))].$$

Denote the first, second, and third summand on the right-hand side by $D_1^N$, $D_2^N$, and $D_3^N$, respectively. We first deal with $D_1^N$. By Lemma 2.1.1 we have for any bounded function $g : \mathbb{D}_{\mathbb{N}_0 \Delta} \to \mathbb{R}$ that $\lim_{N \to \infty} \sup_{|g|} |N\mathcal{A}_{\bar{R}^N(k)}f(\bar{n}) - \mathcal{A}_\mathcal{R}f(\bar{n})| = 0$, where $N\mathcal{A}_{\bar{R}^N(k)}$ and $\mathcal{A}_\mathcal{R}$ are the infinitesimal generators of $(\bar{R}^N(k))$ and $(\mathcal{R}(k))$, respectively. Since the closure of $\mathcal{A}_\mathcal{R}$ generates a Feller semigroup and the core of $\mathcal{A}_\mathcal{R}$ is contained in the bounded functions (e.g. [23 Cor. 8.3.2]), using [23 Thms. 1.6.1 and 4.2.11], we deduce that $\bar{R}_0^N(k)$ converges to $\mathcal{R}(k)$. In particular, $\lim_{N \to \infty} D_2^N = 0$.

Next, we deal with $D_1^N$ and $D_3^N$. Because $F$ is uniformly continuous, for all $\varepsilon > 0$ there is $n_F \in \mathbb{N}$ such that for all $\omega, \omega' \in \mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty]$ with $d_{\bar{x}}(\omega, \omega') \leq 2^{-n_F}$, we have $|F(\omega) - F(\omega')| \leq \varepsilon$. One can show that for all $\omega \in \mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty]$ and $t \geq 0$, $d_{\bar{x}}(\omega, \omega'(\cdot + t)) \leq 2^{-|t|}$ (see [13 Lem. A.1]). Because of this and because $0$ and $\Delta$ are absorbing states for $\bar{R}^N(k)$,

$$D_1^N = \left| \mathbb{E}[F(\bar{R}^N(k))] - F(\bar{R}_0^N(k))) \right| \leq 2 \, \|F\|_{\infty} \mathbb{P}(\bar{T}_k(\bar{R}_0^N(k)) < n_F, \bar{R}_0^N(k) \in [k, \infty)) + \varepsilon \mathbb{P}(\bar{T}_k(\bar{R}_0^N(k)) > n_F).$$

A similar argument leads to $D_3^N \leq 2 \|F\|_{\infty} \mathbb{P}(T_k(\mathcal{R}(k)) \leq n_F, \mathcal{R}_n(\cdot) \in [k, \infty)) + \varepsilon \mathbb{P}(T_k(\mathcal{R}(k) > n_F).

By adapting the proof of [14 Lem. A.2], it can be shown that $T_k$ is continuous on the set $\{\omega \in \mathbb{D}_{\mathbb{N}_0 \Delta}[0, \infty] : T_k(\omega) < \infty\}$. Because $\bar{R}_0^N(k)$ and $\mathcal{R}(k)$ belong to this set almost surely, and $\bar{R}_0^N(k) \Rightarrow \mathcal{R}(k)$ in distribution, it follows from the continuous mapping theorem that also $T_k(\bar{R}_0^N(k)) \Rightarrow T_k(\mathcal{R}(k))$ and $(T_k(\bar{R}_0^N(k)), \bar{R}_0^N(k)) \Rightarrow (T_k(\mathcal{R}(k)), \mathcal{R}(k))$ in distribution.

Moreover, $\{\omega : T_k(\omega) \leq n_F, \omega_{n_F} \in [k, \infty)\}$ is a continuity set. To see this, note that

$$\mathcal{P}(\mathcal{R}(k) \in \mathcal{C}(\omega : T_k(\omega) \leq n_F, \omega_{n_F} \in [k, \infty])) \approx \mathbb{P}(\mathcal{R}(k) \in \mathcal{C}(\omega : \omega_{n_F} = j)).$$

The projection $\omega \mapsto \omega_{n_F}$ is continuous at $\omega$ if and only if $\omega$ is continuous at $n_F$ (see [9 Thm. 16.6]). This implies that $\mathcal{P}(\mathcal{R}(k) \in \mathcal{C}(\omega : \omega_{n_F} = j)) \leq \mathbb{P}(\mathcal{R}(k) \text{ discontinuous in } n_F) + \mathbb{P}(T_k(\mathcal{R}) = n_F) = 0$.

We can now use again the Portmanteau lemma to conclude that

$$\mathbb{P}(T_k(\bar{R}_0^N(k)) \leq n_F, \bar{R}_0^N(k) \in [k, \infty)) \approx \mathbb{P}(T_k(\bar{R}_0^N(k)) \leq n_F, \bar{R}_0^N(k) \in [k, \infty)).$$
Recall that
Combining everything, we have
\[
\limsup_{N \to \infty} (D_N^X + D_N^Y) \leq 2\varepsilon + 4\|F\|_\infty \mathbb{P}(T_k(\mathcal{R}(k)) \leq n_F, \mathcal{R}_{n_F}(k) \in [k, \infty)).
\]
\(\mathcal{R}\) is non-explosive by (9.4) so that \(\lim_{k \to \infty} \mathbb{P}(T_k(\mathcal{R}(k)) \leq n_F, \mathcal{R}_{n_F}(k) \in [k, \infty)) = 0\). Altogether, for all \(\varepsilon > 0\), \(\limsup_{N \to \infty} |\mathbb{E}[F(\mathcal{R}^N)] - \mathbb{E}[F(\mathcal{R})]| \leq 2\varepsilon\) which proves the result.

It remains to address the case in which \(\mathcal{R}_0\) does not almost surely have bounded support. In this case, for all \(\varepsilon > 0\) there exists \(M \in \mathbb{N}\) such that \(\mathbb{P}(\mathcal{R}_0 > M) < \varepsilon\). Moreover, since \(\mathcal{R}_0^{(N)} \xrightarrow{d} \mathcal{R}_0\), there exists \(N_\varepsilon \in \mathbb{N}\) such that for \(N > N_\varepsilon\), \(\mathbb{P}(\mathcal{R}_0^{(N)} > M) < \varepsilon\). It follows that, for \(N > N_\varepsilon\),
\[
|\mathbb{E}[F(\mathcal{R}^N)] - \mathbb{E}[F(\mathcal{R})]| \leq |\mathbb{E}[F(\mathcal{R}^N)] - \mathbb{E}[F(\mathcal{R})]| + 2\varepsilon\|F\|_\infty
\]
where \(\mathbb{E}\) denotes the expectation under the original measure conditional on \(\{\mathcal{R}_0^{(N)} \leq M\}\) and \(\{\mathcal{R}_0 \leq M\}\), respectively. Applying the previous argument to the first summand yields \(\limsup_{N \to \infty} |\mathbb{E}[F(\mathcal{R}^N)] - \mathbb{E}[F(\mathcal{R})]| \leq 2\varepsilon(1 + \|F\|_\infty)\). The result follows.

\[\Box\]

Next, we prove that the factorial moment duality between the \(\mathcal{R}^N\) and \(Y^N\) in Theorem 2.23 carries over to the diffusion limit in the form of a moment duality.

**Proof of Theorem 2.16.** While a generator-based proof like for Theorems 2.3 and 2.5 (or 2.19 below) is possible, for the sake of variety we prove the theorem using the duality between \(Y^N\) and \(\mathcal{R}^N\), and the convergence of both processes in the diffusion limit. Using the factorial moment duality in the finite setting, we have for any \(k \in [N]_0\) and \(n \in [N]_{0,\Delta}\)
\[
\mathbb{E} \left[ \frac{\left(\frac{Y^N_{k,\Delta}}{N}\right)^2}{N^2} \mid Y_{0}^N = k \right] = \mathbb{E} \left[ \frac{k^{R^N_0}}{N^{R^N_0}} \mid R^N_0 = n \right].
\]
(9.3)

We show that there exists a sequence \((k_N)_{N \in \mathbb{N}}\) such that \(k_N/N \to y\) as \(N \to \infty\), and each side of (9.3) converges to the respective side of (2.21) as \(N \to \infty\). Starting from the left-hand side, note first that for \(n = 0, \Delta\), the convergence is trivial. Fix then \(n \in \mathbb{N}\), and set for \(y \in [0,1]\),
\[
F_n(y) := y^n \quad \text{and for } N \geq n, \quad F_n^N(y) := \frac{(N y)^n}{N^2} = \sum_{j=0}^{n-1} \frac{N y - j}{N - j}.
\]
Recall that \(Y_{1}^N := \frac{Y_{k_N}}{N}\). We have
\[
\mathbb{E}[F_n(Y^N_{1}) \mid Y_{0}^N = k_N] - \mathbb{E}[F_n^N(Y_{1}^N) \mid Y_{0}^N = k_N] = \mathbb{E}[F_n(Y^N_{1}) \mid Y_{0}^N = k_N] - \mathbb{E}[F_n^N(Y_{1}^N) \mid Y_{0}^N = k_N] + \mathbb{E}[F_n^N(Y_{1}^N) \mid Y_{0}^N = k_N] - \mathbb{E}[F_n^N(Y_{1}^N) \mid Y_{0}^N = k_N].
\]
Convergence of the first summand as \(N \to \infty\) comes directly from Proposition 2.14 (Portmanteau lemma, \(F_n\) is bounded and continuous), for any \((k_N)_{N \in \mathbb{N}}\) such that \(k_N \to y\). For the second summand, it suffices to show that \(F_n^N \to F_n\) uniformly in \([0,1]\). Because \(F_n^N(y) \overset{N \to \infty}{\to} F_n(y)\) for all \(y \in [0,1]\), the uniform convergence follows from Dini’s theorem if we can show \(F_n^{N+1}(y) \geq F_n^N(y)\) for all \(y \in [0,1]\). To this end, note that for any \(y \in [0,1]\), \(N \in \mathbb{N}\), and \(j \in [N-1]_0\), one has \(((N+1)y-j)/(N+1) \geq (Ny-j)/(N-j)\); in particular, for \(N \geq n\) and \(j \in [n-1]_0\). Hence, \(F_n^N(y) \to F_n(y)\) uniformly.
As for the right-hand side of (9.3), name now \( G_y(n) := y^n \), and for \( N \geq n \), \( G_{k_N}^N(n) := (k_N)^N/n^2 \) for \( n \in \mathbb{N}_0 \). We have
\[
|\mathbb{E}[G_y(R_t) \mid R_0 = n] - \mathbb{E}[G_{k_N}^N(R_{Nt}^{(N)}) \mid R_0^{(N)} = n]| \\
\leq |\mathbb{E}[G_y(R_t) \mid R_0 = n] - \mathbb{E}[G_y(R_{Nt}^{(N)}) \mid R_0^{(N)} = n]| \\
+ |\mathbb{E}[G_y(R_{Nt}^{(N)}) \mid R_0^{(N)} = n] - \mathbb{E}[G_{k_N}^N(R_{Nt}^{(N)}) \mid R_0^{(N)} = n]|.
\]
Again, for every \( y \in [0,1] \), \( G_y \) is bounded in \( n \), so the first summand converges by the Portmanteau lemma and because the line-counting process of the ASG converges. As for the second, it is enough to show that \( G_{k_N}^N \) converges uniformly to \( G_y \). If \( y = 1 \), taking \( k_N = N \) makes this trivial. If \( y < 1 \), take any sequence \( (k_N)_{N \in \mathbb{N}} \) such that \( k_N/N \to y \). Fix \( \varepsilon > 0 \) small. Note that (i) \( G_y(n) \to 0 \) as \( n \to \infty \). Hence, there is \( n' = n'(y) \in \mathbb{N} \) such that for all \( n \geq n' \), \( G_y(n) \leq \varepsilon/3 \). Next (ii), because for fixed \( \tilde{n} \), \( G_{k_N}^N(\tilde{n}) \to G_y(\tilde{n}) \) as \( N \to \infty \), there is \( N'(\tilde{n}) \in \mathbb{N} \) such that for all \( N \geq N'(\tilde{n}) \), \( |G_{k_N}^N(\tilde{n}) - G_y(\tilde{n})| \leq \varepsilon/3 \). In particular, combining (i) and (ii) yields (iii) that for \( n' \), there is \( N'(n') \) such that for all \( N \geq N'(n') \), \( |G_{k_N}^N(n') - G_y(n')| \leq 2\varepsilon/3 \). Note that (iv), \( G_{k_N}^N(n) \geq G_{k_N}^N(n+j) \) for all \( j \in \mathbb{N}_0 \), and likewise for \( G_y \). Using (iii), (iv), and (i) for all \( N \geq N'(n') \) and for all \( n \geq n' \), \( |G_{k_N}^N(n) - G_y(n)| \leq |G_{k_N}^N(n) - G_{k_N}^N(n')| + |G_y(n') - G_y(n)| \leq \varepsilon \), giving in particular a uniform bound for \( n \geq n' \). In addition, also by (ii), there is \( N'' \in \mathbb{N} \) such that for all \( n \in [n'] \) and \( N \geq N'' \), \( |G_{k_N}^N(n) - G_y(n)| \leq \varepsilon \). In particular for all \( N \geq \max\{N', N''\}, \) \( 1/p_{k_N} \leq 1/p_{k_N} \).

**Proof of Corollary 2.17.** Assume \( \theta = 0 \). It is well known that in this case the Wright–Fisher diffusion absorbs in 0 or 1 in finite time almost surely (see e.g., [16, Prop. 2.29]). Moreover, \( \mathcal{R} \) is irreducible, non-explosive, and positive recurrent (see [16, Thm. 2.20]), and therefore converges to the unique stationary distribution \( \pi_{\mathcal{R}} \) as \( t \to \infty \) [10, Thm. 3.5.3, Thm. 3.6.2]. Set \( n = 1 \) in the duality in Theorem 2.16 and let \( t \to \infty \) to obtain the first result. For the second result, note that the time to absorption of \( \mathcal{R} \) in 0 or \( \mathcal{A} \) is dominated by an exponential random variable with parameter \( \theta \nu_0 \) (a single beneficial mutation already leads to absorption). Moreover, \( \mathcal{Y} \) has the stationary distribution \( \pi_{\mathcal{Y}} \) (2.22). Fix \( y \in (0,1) \) in Theorem 2.16 and take \( t \to \infty \) to obtain the second result.

**9.2. Proofs connected to the pLD-ASG in the diffusion limit.** Recall the infinitesimal generator of \( \mathcal{L} \) in Section 2.5.2 \( \mathcal{L} \) is dominated by a non-explosive branching process in the same way as \( \mathcal{R} \) is dominated and therefore
\[
\mathcal{L} \text{ is non-explosive.} \quad (9.4)
\]
First, we sketch how to prove \( \tilde{\mathcal{L}}^{(N)} \xrightarrow{N \to \infty} \mathcal{L} \).

**Proof of Proposition 2.18.** First one establishes the result analogous to Lemma 9.1 for \( \mathcal{A}_{\mathcal{C}} \). Since the only delicate part concerns selection, the proof works analogously. Next, the same line of argument used to prove Proposition 2.15 also completes the proof of the current proposition.

Recall the definition of the operator \( \mathcal{A}_{\mathcal{Y}} \) around (2.25). The proof of existence of an associated process \( \tilde{\mathcal{Y}} \) and convergence of \( \tilde{\mathcal{Y}}^{(N)} \xrightarrow{N \to \infty} \tilde{\mathcal{Y}} \) is essentially contained in [33, Eq. (11) ff.] and [7, Sects. 4 and 5]. We recall it here.

**Proof (sketch) of existence of \( \tilde{\mathcal{Y}} \) and convergence.** For the proof it is convenient to embed \([0,1]\) into the product space \( E = [0,1] \times [0,1,2] \). Our aim is to define a "finer" process \( \tilde{\mathcal{Y}}^{(i)} \) via an auxiliary generator acting on functions \( f : E \to \mathbb{R} \), twice continuously differentiable in the first component, defined as
\[
A_{\tilde{\mathcal{Y}}^{(i)}} f(y, 2) = A_y f(y, 2) + \frac{1 - y}{y} \theta \nu_1 f(y, 0) - f(y, 2) + \frac{y}{1 - y} \theta \nu_0 f(y, 1) - f(y, 0)
\]
for \( y \in (0,1) \) and \( A_y \) taking \( f(y, 2) \) as a function of just the first component; complemented by \( A_{\tilde{\mathcal{Y}}^{(i)}} f(y, i) = 0 \) for \( (y, i) \in E \setminus \{(y, 2) : y \in (0,1)\} \). This process is finer because the absorbing states indicate how the process got there, as that the second component of \( E \) becomes 0 or 1 once a jump occurs. \( \tilde{\mathcal{Y}}^{(N)}/N \) can also be embedded into the same state space, and we denote the embedded version by \( \tilde{\mathcal{Y}}^{(N,i)} \). We first sketch how to prove existence of \( \tilde{\mathcal{Y}}^{(i)} \) using a localisation argument. For \( k \geq 3 \), define
$U_k := (1/k, 1 - 1/k) \times \{0, 1, 2\}$. As a first step one proves that the closure of $\mathcal{A}_{\tilde{Y}(t)}$ when restricted to $U_k$ generates a Feller semigroup (analogous to [7, Lem. 4.1]). In a second step one verifies that the associated stopped (when exiting $U_k$) martingale problem is well-posed. It is proved in [43, Lem. 2.1] that the time the (stopped) processes are actually stopped is almost surely unbounded as $k \to \infty$. This result together with the fact that for each $k$, $U_k$ is an open set in the extended space, is used to deduce that a unique Markov process $\tilde{Y}(t)$ with generator $\mathcal{A}_{\tilde{Y}(t)}$ exists (see [7, Thm. 4.2] for details). To prove convergence, one first shows that for each $k$, $\tilde{Y}^{(N,t)}$ stopped when leaving $U_k$ converges to $\tilde{Y}(t)$ stopped when leaving $U_k$ as $N \to \infty$. This is true because the generator of $\tilde{Y}^{(N,t)}$ converges uniformly to the generator of $\tilde{Y}(t)$ when restricted to $U_k$ as $N \to \infty$ (see also [7, Thm. 5.2]). Moreover, $\tilde{Y}^{(N,t)}$ stopped when exiting $U_k$ converges, as $N \to \infty$, to $\tilde{Y}(t)$ on events that are measurable with respect to the $\sigma$-algebra of the first-exit time out of $U_k$. Finally, because the exit time of $\tilde{Y}(t)$ out of $U_k$ increases to $\infty$ as $k \to \infty$ almost surely, one deduces using [7, Lem. 5.3] that $\tilde{Y}^{(N,t)}$ converges to $\tilde{Y}(t)$ as $N \to \infty$. The corresponding statement for $\tilde{Y}^{(N)}$ and $\tilde{Y}$ follows after identifying $(y, 1)$ (resp. $(y, 0)$) with $1$ (resp. $0$) and considering the projection of the fine processes to the first component of $E$.

We close this section with the proof of the moment duality between $\tilde{Y}$ and $\mathcal{L}$, and its corollary.

**Proof of Theorem 2.19.** It is straightforward to show that for all $y \in [0, 1]$ and $n \in \mathbb{N}$, $\mathcal{A}_{\tilde{Y}} \mathcal{H}(\cdot, n)(y) = \mathcal{A}_{\tilde{Y}} \mathcal{H}(y, \cdot)(n)$. Moreover, $\mathcal{H}(y, n) \leq 1$. The result follows from [33, Cor. 4.4.13].

**Proof of Corollary 2.20.** The first assertion follows from Theorem 2.19 and the definition of $\mathfrak{h}_r$ in (2.25). It follows from [43, Lem. 2.1] that $\hat{T}_0 \wedge \hat{T}_1$ is almost surely finite which yields the second part.

### 10. Proof of the fixation probability under moderate selection

**Proof of Proposition 2.21.** The proof is a brute-force calculation. Denote the birth and death rates of $Y$ in the setting of the proposition by $\lambda_k = k \frac{N - k}{N}$ and $\mu_k = k \frac{N - k}{N} + \frac{m}{N} (1 - \frac{k}{N})$ respectively. Set $q_k := \lambda_k / \mu_k = (1 + \frac{m}{N} \frac{1 - (k/N)^m}{1 - k/N})^{-1}$ and recall from Section 2.1 the definition of $h_{(r)}$. Clearly, $h_{(r)}(0) = 0 = 1 - h_{(r)}(N)$. A classic first-step analysis of $h_{(r)}$ yields for $k \in [N]$ that

$$h_{(r)}(k) = \frac{1 + \sum_{j=1}^{k-1} \prod_{j=1}^q q_j^{-1}}{1 + \sum_{j=1}^{N-1} \prod_{j=1}^{q_j^{-1}} q_j^{-1}}.$$

This leads to

$$1 - h_{(r)}(N - 1) = \frac{\prod_{k=1}^{N-1} q_k^{-1}}{1 + \sum_{k=1}^{N-1} \prod_{k=1}^{q_k^{-1}} q_k^{-1}} = \frac{1}{\sum_{k=1}^{N-1} \prod_{k=1}^{q_k^{-1}} q_k^{-1}} = \frac{1 - q_{N-1}}{(1 - q_{N-1}) \sum_{k=1}^{N-1} \prod_{k=1}^{q_k^{-1}} q_k^{-1}}. \quad (10.1)$$

We will now show that, as $N \to \infty$,

(i) $1 - q_{N-1} = \frac{m}{N} \mathcal{O}(1/N)$,

(ii) the denominator in the right-hand side of (10.1) is $1 + \mathcal{O}(1)$.

From (i) and (ii) the result follows. For (i), note that by the binomial theorem and properties of the geometric series, we have

$$\sum_{j=0}^{m-1} \binom{m}{j} \left( \frac{k}{N} \right)^j \left( \frac{N - k}{N} \right)^{m-j} = \frac{1 - \left( \frac{k}{N} \right)^m}{1 - \frac{k}{N}} = \sum_{j=0}^{m-1} \left( \frac{k}{N} \right)^j. \quad (10.2)$$

Specialising the first identity of (10.2) to $k = N - 1$, we deduce

$$\frac{1 - \left( \frac{N-1}{N} \right)^m}{1 - \frac{N-1}{N}} = m \left( \frac{N-1}{N} \right)^{m-1} + \mathcal{O} \left( \frac{1}{N} \right) = m + \mathcal{O} \left( \frac{1}{N} \right) + \mathcal{O} \left( \frac{1}{N} \right).$$

Thus, $q_{N-1} = (1 + \frac{m}{N} \mathcal{O}(1/N))^{-1}$ and (i) follows after some straightforward algebra.

For (ii), write the denominator as $1 + A_N - B_N$, where

$$A_N := \sum_{\ell=2}^{N} \prod_{k=N-\ell+1}^{N-1} q_k - q_{N-1} \sum_{\ell=1}^{N-1} \prod_{k=N-\ell+1}^{N-1} q_k \quad \text{and} \quad B_N := q_{N-1} \prod_{k=1}^{N-1} q_k. \quad (10.3)$$
We will show that $A_N, B_N \rightarrow 0$ as $N \rightarrow \infty$. First, we deal with $(B_N)_{N>0}$. Choose $\beta$ such that $\alpha < \beta < 1$. Define $n_N := \lceil N^{\beta} \rceil$ and $\bar{q} := q_{N-n_N}$. The second identity of (10.2) implies that the denominator of $q_k$ is increasing in $k$ (so $q_k$ is decreasing in $k$). Since $q_k < 1$ for all $k$, and by the definition of $\bar{q}$, we have

$$B_N = q_{N-n_N} \left( \prod_{j=1}^{N-n_N} q_j \right) \left( \prod_{k=N-n_N+1}^{N-1} q_k \right) < q_{N-1} \prod_{k=N-n_N+1}^{N-1} q_k < \bar{q}^{n_N}.$$  

We now show that $\bar{q}^{n_N} \xrightarrow{N \to \infty} 0$, which implies the claim for $(B_N)_{N>0}$. By the first identity in (10.2),

$$\frac{1 - (N-n_N)^{m}}{1 - N^{-\alpha}} = m \left( 1 - \frac{n_N}{N} \right)^{m-1} + O \left( \frac{n_N}{N} \right) = m \left( 1 + o(1) \right).$$

This leads to

$$\bar{q} = \left( 1 + m \sigma N^\alpha (1 + o(1)) \right)^{-1}. \quad (10.4)$$

But

$$\bar{q}^{n_N} = \left[ \left( 1 + m \sigma N^\alpha (1 + o(1)) \right)^{-1} \right]^{\frac{n_N}{N^\alpha}} = \sigma(1) \quad \text{as} \quad N \rightarrow \infty.$$

To see this, note that

$$\left( 1 + m \sigma N^\alpha (1 + o(1)) \right)^{n_N} = e^{m \sigma (1 + o(1))} \quad \text{as} \quad N \rightarrow \infty, \quad \text{and} \quad \lim_{N \to \infty} \frac{n_N}{N^\alpha} = \infty. \quad (10.5)$$

Next, we show that $A_N \xrightarrow{N \to \infty} 0$. Shifting index in the first sum of (10.3), we rewrite

$$A_N = \sum_{\ell=1}^{N-1} (q_{N-\ell} - q_{N-1}) \prod_{k=N-\ell+1}^{N-1} q_k. \quad (10.6)$$

We first bound $q_{N-\ell} - q_{N-1}$. Since $x \mapsto x+1/x$ is monotone increasing for $x > 0$ and the $q_k$ are decreasing in $k$, we can write

$$q_{N-\ell} - q_{N-1} < \frac{1}{q_{N-1}} = \frac{1}{q_{N-\ell}} = \frac{\sigma}{N^\alpha} \left( \frac{1-x_1^m}{1-x_1} - \frac{1-x_2^m}{1-x_2} \right) \leq \frac{\sigma d (\ell - 1)}{N^{\alpha+1}},$$

where $x_1 := (N-1)/N$, $x_2 := (N-\ell)/N$, and $d := \max_{x \in [0,1]} f'(x)$ with $f(x) := (1-x^m)/(1-x)$ (limit $f(x)$ and $f'(x)$ exist and are finite by l'Hôpital's rule). Next, let us bound the product in (10.6). Since the $q_k$ are decreasing, all $q_k < 1$, and using the definition of $\bar{q}$ (and $n_N$) from the previous step, we get $\prod_{k=N-\ell+1}^{N-1} q_k \leq \bar{q}^{n_k [\ell-1,n_N]}$. Thus, we have

$$A_N \leq \frac{\sigma d}{N^{1+\alpha}} \sum_{\ell=1}^{N-1} (\ell - 1) \bar{q}^{n_k [\ell-1,n_N]} \leq \frac{\sigma d}{N^{1+\alpha}} \sum_{\ell=0}^{N-2} \ell \bar{q}^{n_k [\ell,n_N]} \leq \sigma d (A_N^{(1)} + A_N^{(2)}),$$

where

$$A_N^{(1)} := \frac{1}{N^{1+\alpha}} \sum_{\ell=0}^{n_N} \ell \bar{q}^{\ell} \quad \text{and} \quad A_N^{(2)} := \frac{1}{N^{1+\alpha}} \sum_{\ell=n_N+1}^{N-2} \ell \bar{q}^{n_N}.$$

Use that $\sum_{\ell=0}^{n_N} \ell x^\ell = x/(1-x)^2$ and (10.4) to bound $A_N^{(1)}$,

$$A_N^{(1)} \leq \frac{1}{N^{1+\alpha}} \left( \frac{q}{(1-q)^2} \right) = \frac{1}{N^{1+\alpha}} \frac{1 + m \sigma}{(1 + o(1))} \leq \frac{1}{m^2 \sigma^2} N^{\alpha-1} (1 + o(1)) = \sigma(1) \quad \text{as} \quad N \rightarrow \infty.$$

For $A_N^{(2)}$, use $\sum_{\ell=1}^{N-2} \ell \leq N^2/2$ to obtain

$$A_N^{(2)} \leq \frac{\bar{q}^{n_N}}{N^{1+\alpha}} \sum_{\ell=1}^{N-2} \ell \leq \frac{\bar{q}^{n_N}}{2} N^{1-\alpha} = \frac{N^{1-\alpha}}{2} \left( \bar{q}^{n_N} \right)^{\frac{\alpha}{\alpha-1}} = \frac{N^{1-\alpha}}{2} \left[ e^{-m \sigma (1 + o(1))} \right]^{\frac{\alpha}{\alpha-1}} \leq \sigma(1),$$

where in the last two steps the same argument as in (10.5) is used. The statement is thus proved. \qed
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