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ABSTRACT
Transductive Zero-shot learning (ZSL) targets to recognize the unseen categories by aligning the visual and semantic information in a joint embedding space. There exist four kinds of domain biases in Transductive ZSL, i.e., visual bias and semantic bias between two domains and two visual-semantic biases in respective seen and unseen domains, but existing work only focuses on the part of them, which leads to severe semantic ambiguity during the knowledge transfer. To solve the above problem, we propose a novel Attribute-Induced Bias Eliminating (AIBE) module for Transductive ZSL. Specifically, for the visual bias between two domains, the Mean-Teacher module is first leveraged to bridge the visual representation discrepancy between two domains with unsupervised learning and unlabelled images. Then, an attentional graph attribute embedding is proposed to reduce the semantic bias between seen and unseen categories, which utilizes the graph operation to capture the semantic relationship between categories. Besides, to reduce the semantic-visual bias in the seen domain, we align the visual center of each category, instead of the individual visual data point, with the corresponding semantic attributes, which further preserves the semantic relationship in the embedding space. Finally, for the semantic-visual bias in the unseen domain, an unseen semantic alignment constraint is designed to align visual and semantic space in an unsupervised manner. The evaluations on several benchmarks demonstrate the effectiveness of the proposed method, e.g., obtaining the 82.8%/75.5%, 97.1%/82.5%, and 73.2%/52.1% for Conventional/Generalized ZSL settings for CUB, AwA2, and SUN datasets, respectively.
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1 INTRODUCTION
Given the image labels for seen domain and semantic description for all categories, the zero-shot learning (ZSL) aims to recognize the objects belonging to unseen categories. Based on the assumption that the seen and unseen domains share the common semantic and visual spaces, constructing the relationship between two modalities can facilitate the knowledge from seen to unseen domains, thereby enabling the model to recognize the unseen objects. Since ZSL can facilitate the knowledge from seen to unseen domains, thereby reducing the other three biases that are all related to the unseen domain.

Figure 1: The bias existed in Transductive Zero-shot learning (ZSL), e.g., visual bias, semantic bias, seen bias, and unseen bias. Besides the visual bias, this work also focuses on associating the visual and semantic space for unseen domains by reducing the other three biases that are all related to the unseen domain.

unavailable during training, it suffers from the serious visual bias between two domains [1, 38]. Differently, the images and semantic attributes for the unseen domain can be accessed in Transductive ZSL, but the relationship between images and semantic attributes is unavailable, which is a more realistic scene than the Inductive ZSL. A general paradigm of ZSL is to learn a common visual-semantic embedding space based on the seen domain, which alleviates the semantic-visual bias, i.e., seen bias, as shown in Figure 1. Since the seen and unseen domains share a common visual and semantic space, such a semantic-visual knowledge can be directly transferred to the unseen domain [16, 35]. However, the discrepancies between the visual and semantic representations of two domains significantly impede the generalization to the unseen domain.

Based on the provided images and semantic attributes for seen and unseen domains, there exactly exist four types of domain biases in Transductive ZSL, as shown in Figure 1: seen bias and unseen bias denote the discrepancy between visual and semantic information for seen and unseen domains, respectively; visual bias and semantic bias denote the visual and semantic distribution shift between seen and unseen domains, respectively. To address the above issues, existing Transductive ZSL targets to utilize the provided unseen data to alleviate the visual and semantic bias problem. For example, UDA [11] jointly learns a regularized sparse coding for the semantic embedding learning in two domains, and ReViSE [7] minimizes the mean discrepancy of visual embeddings between two domains via an auto-encoder architecture. Recently, QFSL [28] bridges the visual bias between two domains via a quasi-fully supervised manner, which directly punishes the unseen instances being recognized.
as the seen classes. Although existing approaches are effective, none of the can explicitly define and tackle all four types of biases in a unified framework. As a consequence, they still suffer from a serious semantic ambiguity problem when transferred to the unseen domain.

Inspired by unsupervised and semi-supervised learning [3, 13, 29], we propose a novel Attribute-Induced Bias Eliminating (AIBE) module that simultaneously alleviates the seen bias, unseen bias, visual bias, and semantic bias problems in Transductive ZSL. The core motivation of AIBE is first to leverage the Mean-Teacher and graph network [10] during visual and semantic embedding, respectively, to preserve the consistent visual distribution and semantic relationship between two domains. Then, a consistency constraint is further designed to align the visual and semantic spaces of the unseen domain with an unsupervised manner.

Based on the above discussion, the AIBE consists of four sub-modules. First, AIBE treats the visual center, which is the mean of all visual descriptions belonging to each category, as the supervision information to align the semantic space with visual space for the seen domain, i.e., seen bias. Then, with the labeled seen images and unlabeled unseen images, AIBE applies the Mean-Teacher (MT) [29] to infer a discriminative visual space for both seen and unseen domains, which bridges the visual bias. Besides, for the semantic bias, an Attentional Graph Attribute Embedding (AGAE) is proposed to model the attribute relationship between all categories, which can preserve the subtle semantic topology in the joint embedding space. Finally, an Unseen Semantic Alignment (USA) constraint is proposed to reduce the bias between visual and semantic spaces for the unseen domain. After obtaining the visual embedding and semantic attribute embedding, the Nearest Neighbor (NN) search is applied to recognize the testing objects.

The evaluation on three benchmarks demonstrate the effectiveness of the proposed method, e.g., obtaining the 82.8%/75.5%, 97.1%/82.5%, and 73.2%/52.1% for Conventional/Generalized ZSL settings for CUB, AwA2, and SUN datasets, respectively. Our contributions can be summarized as follows:

1. By considering the unlabeled unseen images provided in Transductive ZSL, we find out that using unsupervised learning for unseen images can boost the visual representation for the unseen domain, and can reduce the visual bias.
2. We demonstrate that considering the relationship of the semantic attribute can reduce the semantic gap between seen and unseen domains.
3. We prove that constructing an unsupervised constraint between visual and semantic spaces for the unseen domain is essential to reduce the bias between visual and semantic spaces for the unseen domain.

2 RELATED WORK

Most of the Zero-Shot Learning (ZSL) methods are designed under the Transductive and Inductive manners, thus we review these two kinds of approaches.

2.1 Transductive Zero-Shot Learning

In the Transductive ZSL, the images and categories of the unseen domain are available during training, but the corresponding image-category relationship is unknown. Thus, many methods focus on utilizing the unseen domain instances to minimize the visual and semantic discrepancy between two domains. For example, Fu et al. [4] leverage the test instances and CCF to learn a hyper-graph among two domain semantics in the joint embedding space. UDA [11] jointly learns a regularised sparse coding to associate two domain samples, which effectively alleviates the biased recognition problem. and ReViSE [7] minimizes the mean discrepancy between two domain embeddings via an auto-encoder architecture. Recently, QFSL [28] utilizes the unseen instances to bridge the visual bias between two domains via a quasi-fully supervised manner. Specifically, QFSL applies a strong penalty to the situation where the unseen instances are recognized as the seen categories. By designing elaborate constraints, these methods explore the unseen instances to successfully bridge either visual or semantic domain bias problem and obtain the promising results.

Besides domain discrepancy minimizing, some methods target to generate pseudo-labels for the unseen instances via label propagation, and then learn the classifier in a fully supervised manner. In [5], a quadratic formulation is proposed to generate pseudo-labels for the unseen instances, which considers both the reliability and diversity of the unseen samples simultaneously, and then an unseen classifier is trained in the original feature space with the pseudo-labels. Similarly, PREN [36] constructs multi-classifiers for the label embeddings from different domains, which enables the information transfer from the seen categories to the unseen categories and generate the pseudo-labels through adaptive inter-label relations. Recently, the generation-based methods, e.g., GAN, obtain the state-of-the-art performance, which directly synthesizes the unseen data-label pairs from category descriptions to train a fully-supervised model. For example, Verma et al. [31] develop a generative probability model to represent each class naturally, and SABR [21] leverages Wasserstein GAN to synthesize the unseen domain distribution, which is defined by the available unseen instance.

The proposed method of this paper belongs to Transductive ZSL, and the main difference from the previous methods is that we simultaneously consider four kinds of bias problem, i.e., seen modality bias, unseen modality bias, visual domain bias, and semantic domain bias, while the other methods only tackle some of them.

2.2 Inductive Zero-Shot Learning

Different from the Transductive ZSL, the Inductive ZSL is a more strict case, when the unseen instance is also unavailable. Thus, existing Inductive ZSL methods design kinds of joint embedding space, where the visual images and semantic labels are aligned, and transfer the embedding to the unseen domain. The early works [7, 16, 35] directly utilize the semantic space spanned by the category description as the embedding space, which projects the visual feature into semantic labels. However, due to the small dimension of semantic space, these methods suffer from the Hubness problem [22, 30], i.e., a few samples becoming the cluster center for the
3 ATTRIBUTE-INDUCED BIAS ELIMINATING

3.1 Problem Formulation

Transductive Zero-shot learning (ZSL) aims to recognize objects belonging to the unseen categories with the help of the labeled images and semantic category attributes. Formally, defining the datasets as \( D = \{ D_s, D_u, A \} \), where \( D_s = \{ X_s, Y_s, A_s \} \) are the training sets, and \( D_u = \{ X_u, Y_u, A_u \} \) are test sets. \( X \) and \( Y \) denote the images and corresponding labels, respectively. \( A = A_s \cap A_u \) denotes the semantic information for all categories, where \( A_s \) and \( A_u \) are the semantic attributes for seen and unseen categories, respectively. Based on the assumption that the unseen classes and seen classes are disjoint, i.e., \( Y_s \cup Y_u = \emptyset \), Transductive ZSL is to infer the category for the input image from \( X_u \) with \( D_s \) and \( A \).

In the Transductive ZSL, there exist four types of embedding spaces, i.e., seen visual space, unseen visual space, seen semantic space, and unseen semantic space, as shown in Figure 1. Since the seen and unseen domains share the same visual and semantic spaces, the critical problem of Transductive ZSL becomes how to associate the unseen visual and unseen semantic spaces. For the seen visual space, we learn a projection function to associate the visual representation and semantic embedding with reducing the seen bias, which denotes the bias between visual and semantic spaces for the seen domain. However, when transferring the projection function to the unseen domain, there exist inevitable distribution biases of visual representation and semantic information between two domains, i.e., visual bias and semantic bias, which seriously impede the knowledge transfer in zero-shot learning.

To overcome the above issue, by considering the unlabeled unseen images, we apply the Mean-Teacher model to infer a joint visual space for both seen and unseen categories to reduce the visual bias. Once obtaining the unbiased visual embedding, the semantic embedding is the other critical factor for Transductive ZSL. An ideal semantic embedding should satisfy the following two conditions: 1) the seen and unseen semantic spaces have a small bias; 2) the semantic space and visual space for the unseen domain are alignments. Existing semantic embedding approaches [7, 16, 35] often embed semantic attributes by reducing the distance between the visual and semantic representation for each category. The shortcoming of these works is that they cannot reduce the semantic bias between seen and unseen domains. By considering the relationship between semantic attributes for all categories, we propose an Attentional Graph Attribute Embedding to transfer the semantic attributes to semantic space, and reduce the semantic bias. Further, an Unseen Semantic Alignment (USA) constraint is proposed to reduce the gap between visual and semantic space for unseen images. The framework of the proposed module is illustrated in Figure 2.
and we will give a detailed description of each component in the following.

### 3.2 Unbiased Visual Embedding

Due to the inevitable distribution shift between seen and unseen images, the visual model inferred from the seen domain cannot obtain an unbiased visual embedding for the unseen domain. Therefore, we propose an Unbiased Visual Embedding model by considering the labeled images $X_s$ and unlabelled images $X_u$ simultaneously during visual representation learning. As shown in Figure 2, the Unbiased Visual Embedding consists of two types of constraints: Seen Visual Constraint $L_{svc}$ and Unseen Visual Constraint $L_{uvc}$.

The seen visual constraint $L_{svc}$ is used to make the visual space discriminative enough for the seen domain, and the unseen visual constraint $L_{uvc}$ is applied to infer the unseen visual embedding.

Given the seen images $X_s$ along with its labels $Y_s$, and unseen images $X_u$, we apply the unsupervised representation learning module Mean Teacher to implement the Unbiased Visual Embedding. As shown in Figure 2, the module consists of three sub-networks: student network, teacher network, and classification network. The student and teacher networks are used to embed the input images into visual space, and the classification network is used to constrain the labeled seen images. Noted that the teacher network has the same structure as the student network, and the weights in the teacher network are an exponential moving average of the weights in the student network. Formally, for the weights in the student network and the teacher network denote as $\theta$ and $\theta'$, respectively, where $\theta'$ is an exponential moving average of $\theta$. At iteration $k$, we have:

$$\theta'(k) = \omega_1 \theta'(k) + (1 - \omega_1) \theta(k), \quad (1)$$

where $\omega_1$ is a smoothing coefficient hyperparameter, and set as 0.95 in this work. $\theta'(k)$ and $\theta(k)$ denote the weights at the $k$-th iteration for the teacher and student models, respectively.

The seen samples $D_s$ are fed into the student network and classification network for visual embedding. Therefore, the seen visual constraint $L_{svc}$ is defined as:

$$L_{svc} = -\mathbb{E}_{(x_s, y_s) \in D_s} [y_s^T \ln C(S(x_s))]. \quad (2)$$

where $S(\cdot)$ and $C(\cdot)$ denotes the student network and classification network.

Since labels for unseen images $X_u$ cannot access, how to apply unsupervised representation learning becomes the critical component for unbiased visual embedding. Recently, data augmentation has been proved to be an effective way for unsupervised or semi-supervised representation learning. Using the data augmentation can construct an unsupervised constraint between the unlabelled image and its augmentations, which can be used to infer the visual representation for unlabelled images.

Given the unseen images $X_u$, we firstly generate several augmented samples for each unseen image. The unseen images $x_t$ along with their augmented samples $x_t$ are fed into the student network $S$ and the teacher network $T$, whose embedded features are denoted as $S(x_t)$ and $T(x_t)$, respectively. Since $S(x_t)$ and $T(x_t)$ are both the description for the target image $x_t$, $S(x_t)$ and $T(x_t)$ should have a small difference. Therefore, the consistency loss $L_{uvc}$ between $S(x_t)$ and $T(\hat{x}_t)$ is measured by the Euclidean distance:

$$L_{uvc} = \mathbb{E}_{x_t \in D_t} ||S(x_t) - T(\hat{x}_t)||^2. \quad (3)$$

The total loss $L_v$ of the unbiased visual embedding is the sum of the seen visual constraint and unseen visual constraint:

$$L_v = L_{svc} + \omega_2 L_{uvc}. \quad (4)$$

where $\omega_2$, which is computed based on the iteration epoch number, is an unsupervised loss weighting function introduced in [13].

Once obtaining the unbiased visual embedding, the visual embedding $v_i$ for image $x_i$ is obtained by fusing the images into student network:

$$v_i = S(x_i), \quad (5)$$

where $v_i \in \mathbb{R}^{1 \times 2048}$. The visual embedding for seen and unseen domains are denoted as $V_s$ and $V_u$, respectively.

### 3.3 Attentional Graph Attribute Embedding

Given the semantic attributes $\mathcal{A} = \{\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_n\}$ for all categories, where $\mathcal{A}_i \in \mathbb{R}^{1 \times n_a}$ and $n_c = n_s + n_u$ denotes the number of categories, the attribute embedding module $E$ aims to map the attributes $\mathcal{A}$ into the semantic space $S = E(\mathcal{A})$. Note that the $n_a$, $n_c$, $n_s$, and $n_u$ denotes the number of attributes, categories, seen categories, and unseen categories. Once transferring the semantic attributes to the semantic space $S$, the ZSL becomes the nearest neighbor (NN) search problem between the visual feature $V$ and semantic space $S$. As introduced above, a good semantic embedding should make the seen and unseen semantic space have a minor bias. Therefore, we propose an Attentional Graph Attribute Embedding model by exploiting the semantic relationships between categories to reduce the semantic bias between seen and unseen domains, as shown in Figure 3.

By taking the relationship between all categories as a structured graph, we apply the graph operation to embed the relationship.
between all categories. A graph operation is implemented based on
the normalized adjacency matrix $\mathbf{M}$ and the input feature map $\mathbf{X}$,
where the normalized adjacency matrix $\mathbf{M}$ is computed with Eq. (6):
\[
\mathbf{M} = \Lambda^{-\frac{1}{2}} (\mathbf{R} + I) \Lambda^{-\frac{1}{2}}, \tag{6}
\]
where $I$ is an identity matrix that represents self-connection, and $\mathbf{R} = \mathbf{am}(\mathbf{A})$ is the adjacency matrix that
denotes the similarity among all categories. Once obtaining
the normalized adjacency matrix $\mathbf{M}$, the graph operation is defined with the following formula:
\[
\mathbf{X}_{\text{out}} = \mathbf{M}^{\top} \mathbf{W}, \tag{7}
\]
where $\mathbf{W}$ denotes the trainable weight matrix.
With the graph operation, we propose an Attentional Graph Attribute Embedding model for semantic embedding. Given the
semantic attributes $\mathcal{A}$ and the normalized adjacency matrix $\mathbf{M}$, we
firstly obtain the graph-based semantic embedding $\mathbf{X}_g$ by,
\[
\mathbf{X}_g = \mathbf{M} \mathcal{A} \mathbf{W}_g, \tag{8}
\]
where $\mathcal{A}$ is the input attribute, and $\mathbf{W}_g$ is the corresponding weight.

Besides the graph-based semantic embedding, we also employ
a category-independent semantic embedding, which is comple-
mentary to the graph-based semantic embedding. The category-
independent semantic embedding is obtained by applying a fully-
connected network to transfer the source semantic attributes $\mathcal{A}$
into the corresponding semantic feature $\mathbf{X}_f$,
\[
\mathbf{X}_f = \sigma(\mathcal{A} \mathbf{W}_f), \tag{9}
\]
where $\sigma(\cdot)$ denotes the non-linear operation, and $\mathbf{W}_f$ is the weight.

Since the semantic feature $\mathbf{W}_f$ have different characteristics
from the graph semantic feature $\mathbf{W}_g$, fusing those two features can
boost the semantic embedding,
\[
\mathbf{X}^1_g = \sigma(\mathbf{X}_g \mathbf{X}_f). \tag{10}
\]

After obtaining the attentional-based semantic embedding $\mathbf{X}^1_g$,
two graph operations are used to embed the semantic information
further, and the final semantic embedding is denoted as $\mathbf{S}$,
\[
\mathbf{X}^2_g = \sigma(\mathbf{M} \mathbf{X}^1_g \mathbf{W}_g), \tag{11}
\]
\[
\mathbf{S} = \sigma(\mathbf{M} \mathbf{X}^2_g \mathbf{W}_g), \tag{12}
\]
where $\mathbf{W}_g$ and $\mathbf{W}^2_g$ are the corresponding weights.

### 3.4 Semantic-Visual Alignment

After obtaining the unbiased semantic embedding and visual embed-
ning module, we then explore how to associate the visual and
semantic embedding spaces in two domains. There are two ways
to associate the visual and semantic spaces: 1) fixing the visual space
and optimizing the semantic embedding; and 2) fixing the semantic
space and optimizing the visual embedding. Compared with the
semantic space, the visual space is more discriminative due to the
supervised representation learning. Therefore, we first fix the visual
space learned by Unbiased Visual Embedding, and then optimize
the Attentional Graph Attribute Embedding to be aligned with the
fixed visual space via the proposed Semantic-Visual Alignment
constraint.

Since the image-label relationship is given in the seen domain,
the euclidean distance is used to minimize the distance between
the visual image features and corresponding semantic category
attributes. Since images belonging to each category have large
inter-class differences, using the image visual feature to align the
semantic representation may cause a large bias between visual and
semantic spaces. Therefore, the category representation, which
is the mean of all visual features belonging to the same category,
has a minor bias with the category semantic space. As a conse-
quence, the Seen Semantic Alignment constraint is the euclidean
distance between the category visual representation and semantic
embedding:
\[
\mathcal{L}_{\text{ssa}} = \frac{1}{n_s} \sum_{i=1}^{n_s} \| \frac{1}{n_u} \sum_{x \in \mathcal{D}_u^i} \mathbf{S}(\mathbf{x}) - \mathbf{E}(\mathcal{A}_i) \|_2^2, \tag{13}
\]
where $n_s$ and $n_u^i$ are the number of the seen categories and number
of images belong to the $i$-th seen category. $\mathcal{D}_u^i$ denotes the images
for $i$-th seen category. $\mathcal{E}(\cdot)$ is the proposed Attentional Graph At-
tribute Embedding model and $\mathcal{A}_i$ is the attribute for $i$-th category.

For the unseen images, the Unseen Semantic Alignment (USA)
constraint is used to associate their visual and semantic spaces.
Since there is no ground-truth label for unseen images, we minimize
the euclidean distance between each unseen visual feature and its
nearest neighbor among all unseen semantic space,
\[
\mathcal{L}_{\text{usa}} = \frac{1}{N} \sum_{i=1}^{N} \min_{j\in[1,n_u]} \| \mathbf{S}(\mathbf{x}_u^i) - \mathbf{E}(\mathcal{A}_i) \|_2^2, \tag{14}
\]
where $\mathbf{x}_u^i$ is the $i$-th unseen images, and $\mathbf{S}(\cdot)$ is the student network.
$N$ and $n_u$ is the number of unseen images and unseen categories.

Since the visual feature $\mathbf{S}(\mathbf{x}_u^i) \in \mathbb{R}^{2048 \times 2048}$ and semantic features
$\mathbf{E}(\mathcal{A}_u) \in \mathbb{R}^{n_u \times 2048}$ are both L2-normalized, the $\mathbf{S}(\mathbf{x}_u^i) \mathbf{E}(\mathcal{A}_u)^\top$ can
represent its cosine similarity, e.g., the higher score, the higher
similarity. Finally, Eq. (14) can be reformulated as:
\[
\mathcal{L}_{\text{usa}} = \frac{1}{N} \sum_{i=1}^{N} \{1 - \max[\mathbf{S}(\mathbf{x}_u^i) \mathbf{E}(\mathcal{A}_u)^\top]\}, \tag{15}
\]
where $\mathcal{A}_u$ is the semantic attributes for all unseen categories.

The final loss for the semantic embedding is $\mathcal{L}_{\text{agae}}$:
\[
\mathcal{L}_{\text{agae}} = \mathcal{L}_{\text{ssa}} + \omega_3 \mathcal{L}_{\text{usa}}, \tag{16}
\]
where $\omega_3$ is the weight to balance the effect of seen and unseen
semantic alignment constraints.

### 4 Experiments

#### 4.1 Datasets and Evaluation Metrics

**Datasets.** To evaluate the effectiveness of the proposed At-
tentional Graph Attribute Embedding module, we perform several
evaluations on three ZSL datasets, i.e., Caltech-USCD Birds-200-
2011 (CUB) [32], SUN [20], and Animals with Attributes2 (AWA2)
[35]. Similar to the existing work [33], the evaluations are
performed under two different data split strategies: 1) Standard Splits
(SS) that is firstly presented in [14] and has been widely used for
ZSL. 2) Proposed Splits (PS): since the unseen domain of Standard Splits (SS)
often has some overlap category with ImageNet dataset, PS
presents a newly and reasonably seen/unseen class split. The
details Standard Splits (SS) and Proposed Splits (PS) [35] about each
dataset are shown in Table 1 and Table 2.
### Table 1: The details for each dataset under Standard Splits (SS).

| Datasets | Attributes | $|\mathcal{Y}_s|$ | $|\mathcal{Y}_u|$ | TrainVal | Test  |
|----------|------------|----------------|----------------|-----------|-------|
| CUB [32] | 312        | 150            | 50             | 8,855     | 2,933 |
| AWA2 [35] | 85         | 40             | 10             | 30,337    | 6,985 |
| SUN [20]  | 102        | 645            | 72             | 13,339    | 1,492 |

### Table 2: The details for each dataset under proposed splits (PS).

| Datasets | Attributes | $|\mathcal{Y}_s|$ | $|\mathcal{Y}_u|$ | Train | Test |
|----------|------------|----------------|----------------|-------|------|
| CUB [32] | 312        | 150            | 50             | 7,057 | 1,764 |
| AWA2 [35] | 85         | 40             | 10             | 23,527 | 5,882 |
| SUN [20]  | 102        | 645            | 72             | 10,320 | 2,580 |

### Evaluation Metrics
Based on whether considering the images belonging to the seen category during the evaluation, there exist two different evaluation settings. The first one is Conventional ZSL setting, which only recognizes the images belongs to the unseen category. In order to better evaluate the generalization and robustness of the algorithm, the Generalized ZSL, where test images come from both seen and unseen categories, has been widely used recently. Similar to previous methods, the Multi-way Classification Accuracy (MCA) is used in the Conventional ZSL setting. For the Generalized ZSL, the harmonic mean, denoted by $H = (2 \times MCA_u \times MCA_v) / (MCA_u + MCA_v)$, is used to evaluate the comprehensive performance. $MCA_u$ and $MCA_v$ are the Multi-way Classification Accuracy (MCA) for seen and unseen domains, respectively.

### 4.2 Implementation Details

The proposed method is implemented with the Pytorch framework based on the existing work [33]. For the visual embedding, the student network in Mean-Teacher framework is adopted based on the pretrained ResNet-101 [6], and data augmentations, i.e., horizontally flip and randomly crop, are used to increase data diversity for inferring the unseen visual representations. The hidden unit number of layers in graph embedding networks are both 2048 besides the input layer, which depends on the number of semantic attributes. When align and measure the visual and semantic spaces, the visual and semantic features are both L2-normalized. For the visual embedding, we apply Adam optimizer with the learning rate of 0.001 to train the mean-teacher networks. Since the number of categories are different and each category contains a different number of images, we set the different training setting for each dataset. During semantic-visual alignment, the hyperparameter $\omega_3$ is set at 0.001, 0.01, and 0.001 for CUB, AwA2, and SUN datasets, respectively.

### 4.3 Ablation Studies

The contributions of the proposed Attribute-Induced Bias Eliminating (AIBE) are to introduce three constraints to reduce three bias of Transductive ZSL: 1) using unseen visual constraint to reduce the visual bias between seen and unseen domains; 2) using graph attribute embedding to reduce the semantic bias between seen and unseen domains; 3) using unseen semantic-visual alignment to reduce the unseen bias between visual and semantic spaces. We thus analyze the effectiveness of each constraint.

#### Effect of unseen visual constraint
To reduce the visual bias between seen and unseen domains, we treat the unsupervised Mean-Teacher model as a visual embedding model by considering the unseen visual constraint $L_{\text{UVC}}$. Therefore, we firstly analyze the effect of unseen visual constraint and summarize the related results in Figure 4. In Figure 4, the ‘Baseline’ denotes that only the seen visual constraint $L_{\text{VSC}}$ is used to infer the visual embedding module, and ‘UVC’ denotes combining the seen visual constraint $L_{\text{VSC}}$ and unseen visual constraint $L_{\text{UVC}}$. As shown in Figure 4, using the unseen visual constraint obtains the consistent improvement upon Conventional ZSL under Proposed Split (PS) setting for all three datasets, e.g., improving the MCA from 77.6%, 86.6%, and 69.4% to 80.7%, 87.4% and 72.7% for CUB, AwA2, and SUN, respectively. The improvement demonstrates that using the unseen visual constraint can increase the distinguishability of visual embeddings, and reduce the visual bias between seen and unseen domains in Transductive ZSL.

#### Effect of Attentional Graph Attribute Embedding
We also evaluate the effect of Attentional Graph Attribute Embedding (AGAE) for semantic space learning, and summarize the detailed results in Table 3. By discarding the relationship among all categories, we provide a three fully-connected embedding (FCE) models. Besides the FCE model, we also define a Graph Attribute Embedding (GAE) model, which is implemented with three graph layers and discards category-independently semantic representation. To make a fair comparison with the AGAE, each layer of FCE and GAE consists of 2,048 neurons beside the input layer. As shown in Table 3, the Graph Attribute Embedding (GAE) is superior to the fully-connected embedding (FCE), e.g., improving the MCA from 74.1% and 74.4% to 79.1% and 76.4% for SS and PS settings on CUB dataset, respectively.
The larger improvement proves the advantage of considering the relationship between categories during semantic embedding. We further compare the Graph Attribute Embedding (GAE) and Attentional Graph Attribute Embedding (AGAE). Since the GAE has been achieved better performance for AwA2 under the SS setting, the AGAE achieves the same performance as GAE. In addition to the AwA2 dataset, the proposed AGAE obtains a higher performance than GAE on the rest settings. The higher performance proves that treating the category-independently semantic representation as an attentional semantic space can boost the semantic space generated by GAE. Therefore, we can conclude that the proposed Attentional Graph Attribute Embedding is an effective way for semantic attribute embedding in Zero-shot learning.

**Effect of Unseen Semantic Alignment** To reduce the bias between visual and semantic spaces for the unseen domain, we propose an Unseen Semantic Alignment (USA) constraint to associate the unseen semantic and visual spaces. We thus evaluate the effect of USA constraint, and summarize the results in Table 4. Based on the visual and semantic features generated with the Unbiased Visual Embedding and the Attentional Graph Attribute Embedding, the SSC and AGAE model are implemented without and with using the USA constraint. It can be observed that the AGAE model with USA constraint obtains an obvious improvement upon the SSC model, e.g., 12.8% and 10.7%, 10.6% and 14.4%, 6.1% and 6.1% improvement on SS and PS settings for CUB, AwA2, and SUN datasets, respectively. We further give some qualitative results in Figure 5. The first and second rows illustrate the results for SSC and AGAE models, respectively. From the first row in Figure 5, we can observe that the semantic centers generated by the SSC model have relatively small distances among different categories. However, there is even much overlap between some semantic centers, which means that the semantic centers generated by the SSC model are easily to be confused. Compared with the SSC model, we can see that the model AGAE with Unseen Semantic Alignment can increase the distance between different semantic centers, as shown in the second row in Figure 5. Therefore, the semantic centers generated by AGAE are more distinguishable. The above analysis demonstrates that the proposed Unseen Semantic Alignment constraint is a powerful constraint to align the visual and semantic spaces for the unseen domain. Furthermore, the Unseen Semantic Alignment constraint is independent of visual embedding and semantic embedding modules, thus it can be applied to any ZSL algorithm to boost the performance.

### 4.4 Comparison with state-of-the-art methods

In this section, we make the comparison with several state-of-the-art transductive ZSL methods under both Conventional Zero-shot learning and Generalized Zero-shot learning, and summarize the results in Table 5 and Table 6, respectively. Note that we only make comparisons with the Transductive ZSL methods in this work, and not consider the Inductive ZSL methods.

**Conventional Zero-shot learning** The conventional Zero-shot learning, which only tests the images belonging to the unseen categories, is a widely used evaluation setting for ZSL. We thus show the comparison with existing methods under Conventional ZSL in Table 5 for both standard splits (SS) and proposed splits (PS) settings. As shown in Table 5, by reducing the mentioned three bias, the proposed AGAE obtains better performance than existing methods on all datasets for SS and PS settings. From Table 5, we also observe that all the methods except one on SUN dataset on the standard splits (SS) setting obtain a higher performance than the proposed splits (PS) setting due to that the unseen categories of standard splits (SS) setting have some overlap with the Imagenet.

Among all three datasets, the SUN dataset is the most challenging dataset because it contains a large number of categories, and each category contains few images. Therefore, existing methods all obtain a worse performance on the SUN dataset, e.g., the existing state-of-the-art performance only achieves 67.8% [33] and 66.2% [17] for SS and PS settings. Compared with the existing methods, the proposed AIBE obtains the MCA of 73.2% and 72.7% for SS and PS settings, respectively, which achieves the 5.4% and 6.5% improvements upon existing best performance. The substantial improvement can demonstrate the effectiveness of the proposed Attribute-Induced Bias Eliminating for zero-shot learning.

**Generalized Zero-shot learning** Besides the Conventional zero-shot learning, we also compare the proposed AIBE with existing methods under Generalized Zero-shot learning (GZSL) setting, and summarize the results in Table 6. Note that the Generalized Zero-shot learning assumes that the testing images come from both seen

---

**Table 3: Effect of Attentional Graph Attribute Embedding for Conventional ZSL.**

| Settings     | Methods | SS   | PS   |
|--------------|---------|------|------|
| CUB          | FCE     | 74.1 | 71.7 |
| CUB          | GAE     | 79.1 | 72.4 |
| CUB          | AGAE    | 82.8 | 73.2 |

**Table 4: Effect of Unseen Semantic Alignment for Conventional ZSL.**

| Settings     | Methods   | Conventional ZSL(SS) | Conventional ZSL(PS) |
|--------------|-----------|-----------------------|----------------------|
| CUB          | Baseline  | 70.8                  | 67.1                 |
| CUB          | UVSC      | 82.8                  | 73.2                 |
| CUB          | Improvement | 8.0                  | 6.1                  |

**Table 5: Comparison under Conventional ZSL setting.**

| Datasets     | CUB | AwA2 | SUN |
|--------------|-----|------|-----|
| Methods      | SS  | PS   | SS  | PS   |
| SE-ZSL [12]  | 60.3| 59.6 | 80.8| 69.2 |
| QFSL [28]    | 69.7| 72.1 | 84.8| 79.7 |
| WDVSc [33]   | 74.2| 73.4 | 96.7| 87.3 |
| LFGAA [17]   | 79.7| 78.9 | 94.4| 84.8 |
| GXE [15]     | -   | 61.3 | -   | 83.2 |
| AIBE         | 82.8| 97.1 | 87.4| 73.2 |
|              | 66.2|      |     | 72.7 |

**Table 6: Comparison under Generalized ZSL setting.**

| Datasets     | CUB | AwA2 | SUN |
|--------------|-----|------|-----|
| Methods      | SS  | PS   | SS  | PS   |
| SE-ZSL [12]  | 60.3| 59.6 | 80.8| 69.2 |
| QFSL [28]    | 69.7| 72.1 | 84.8| 79.7 |
| WDVSc [33]   | 74.2| 73.4 | 96.7| 87.3 |
| LFGAA [17]   | 79.7| 78.9 | 94.4| 84.8 |
| GXE [15]     | -   | 61.3 | -   | 83.2 |
| AIBE         | 82.8| 97.1 | 87.4| 73.2 |
|              | 66.2|      |     | 72.7 |
Table 6: Comparision under Generalized ZSL setting.

| Methods     | CUB   | AwA2  | SUN  |
|-------------|-------|-------|------|
|             | $MCA_u$ | $MCA_s$ | $H$  | $MCA_u$ | $MCA_s$ | $H$  | $MCA_u$ | $MCA_s$ | $H$  |
| WDVSc [33]  | 43.4  | 85.4  | 57.5 | 76.4  | 88.1  | 81.8 |
| GXE [15]    | 57.0  | 68.7  | 62.3 | **80.2** | **90.0** | **84.8** | 45.4  | 58.1  | 51.0 |
| QFSL [28]   | 71.5  | 74.9  | 73.2 | 66.2  | 93.1  | 77.4 | 31.2  | 51.31 | 38.8 |
| DSRL [19]   | 17.3  | 39.0  | 24.0 | 20.8  | 74.7  | 32.6 | 17.7  | 25.0  | 20.7 |
| AIBE        | 72.4  | 78.7  | 75.5 | 75.4  | 90.7  | 82.5 | **56.1** | **47.5** | **52.1** |

Figure 5: Visualization of visual and semantic embedding distribution of unseen classes using t-SNE [18]. The point "•" denotes the generated visual description for each unseen images, and the cycle "○" represents the generated semantic embedding for each category. Without and with USA denote whether using the Unseen Semantic Alignment (USA) constraint during semantic embedding. It can be seen that the semantic centers generated by using USA constraint are distinguishable.

and unseen categories. It can be seen that the proposed module still outperforms the existing methods in most cases. The only exception is that the GXE [15] is slightly higher than our method on the AwA2 dataset as the GXE pays much attention to domain recognition between seen and unseen domains. Different from [15], the AIBE focuses on reducing the bias for unseen domain and ignores domain recognition, which plays a critical role in Generalized ZSL. By discarding the domain recognition, the comparisons on SS and PS settings for the only unseen domain have been demonstrated that the proposed AIBE is superior to GXE. From Table 6, we also observe that the proposed AIBE obtains an obvious improvement upon the existing methods for the $MCA_u$ metric, which is consistent with our research motivation.

5 CONCLUSION

Transductive Zero-shot learning aims to associate the visual and semantic spaces used for recognizing the unseen objects. Existing work focuses on reducing the seen bias for seen domain and ignores the other critical biases that are all related to unseen domain. Therefore, we propose an Attribute-Induced Bias Eliminating for semantic attribute embedding. To obtain an unbiased visual embedding, we apply the Mean-Teacher (MT) for representation learning by considering the labeled seen images and unlabeled unseen images simultaneously. For the semantic attribute embedding, the Attentional Graph Attribute Embedding (AGAE), which can reduce the semantic bias between seen and unseen categories, is proposed by leveraging the graph operation to embed the attribute relationship between all categories. To associate the visual and semantic spaces for unseen domain, an Unseen Visual-Semantic Alignment (UVSA) constraint is further proposed to reduce the bias between visual and semantic spaces. The evaluation of several benchmarks demonstrates that the proposed module can effectively reduce the domain bias for ZSL.

As discussed in the above comparison, the proposed method performs very well in Conventional Zero-shot learning settings. However, it might not be suitable for the Generalized Zero-shot learning due to not considering the domain recognition problem. In future work, we will focus on improving the domain division during semantic embedding for Generalized Zero-shot learning.
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