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Abstract

In this paper, two new families of fourth-order explicit exponential Runge–Kutta methods with four stages are studied for solving stiff or highly oscillatory systems $y’(t) + My(t) = f(y(t))$. By comparing the Taylor expansions of numerical and exact solutions, we derive the order conditions of these new explicit exponential methods, which are exactly identical to the order conditions of the classical explicit Runge–Kutta methods, and these exponential methods reduce to the classical Runge–Kutta methods once $M \to 0$. Furthermore, we analyze the linear stability properties and the convergence of these new exponential methods in detail. Finally, several numerical examples are carried out to illustrate the accuracy and efficiency of these new exponential methods when applied to the stiff systems or highly oscillatory problems than standard exponential integrators.
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1. Introduction

The classical Runge–Kutta (RK) methods are extensively recognized by researchers and engineers for its simple idea and concise expression \cite{5, 23, 30, 34, 36}, and exponential Runge–Kutta (EKR) methods as an extension of standard RK methods which have been received a lot of attention (see, e.g., \cite{7, 18, 19, 20, 23, 24, 25, 28, 29}). Normally, the coefficients of exponential integrators are exponential functions of the underlying matrix in the literature, this fact means that the implementation of these exponential methods needs to rely heavily on the evaluations of matrix exponentials. In order to reduce the computational cost, two new kinds of EKR methods up to order three were formulated and studied in \cite{33}. As a sequel to this work, we study two new families of the fourth-order explicit EKR methods with four stages for stiff or highly oscillatory systems in this paper, which are termed modified and simplified versions of fourth-order explicit EKR integrators, respectively. It is noted that the coefficients of these fourth-order EKR methods are real constants, which are different from standard exponential integrators \cite{21}, then the computation of matrix exponentials is not needed.

In this paper, we pay attention to initial value problems of ordinary differential equations

$$\begin{aligned}
y’(t) + My(t) &= f(y(t)), \quad t \in [t_0, t_{\text{end}}], \\
y(t_0) &= y_0,
\end{aligned}$$
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where the matrix $M \in \mathbb{R}^{m \times m}$ is a symmetric positive definite or skew-Hermitian with eigenvalues of large modulus. Problems of the form (1) arise frequently in a variety of applied science such as quantum mechanics, flexible mechanics, and semilinear parabolic problems. In general, the equivalent form of (1) is presented by
\[
\begin{cases}
y'(t) = g(y(t)), & t \in [t_0, t_{\text{end}}], \\
y(t_0) = y_0,
\end{cases}
\]
with $g(y) = -My(t) + f(y(t))$, and many practical numerical methods [11, 22, 31, 32, 33] have been presented for (1) or (2) in the literature. It is well known that the approximation of matrix-vector products with the exponential or a related function have been well developed (see, e.g., [4, 17]), and exponential integrators have extensive applications. In particular, for stiff systems, exponential integrators have distinguished advantages which can exactly integrate the linear equation $y'(t) + My(t) = 0$ in comparison with non-exponential integrators. The main idea of exponential integrators is primarily concerned with the use of Volterra integral equation
\[
y(t_0 + h) = e^{-hM}y(t_0) + h \int_0^1 e^{-(1-\tau)hM} f(y(t_0 + \tau h)) d\tau,
\]
also termed the variation-of-constants formula. We also notice that Hochbruck et al. [19] have formulated ERK integrators based on the stiff-order conditions (comprise the classical order conditions). However, as stated by Berland et al. in [3], the stiff-order conditions are relatively strict. It is true that the fourth-order (stiff) ERK method [12] with five stages was proposed in [19], which is based on the stiff-order conditions in a weak form. Therefore, our study is related to the classical order conditions.

This paper is devoted to construct two new families of fourth-order (non-stiff) explicit exponential methods with four stages for solving the problems (1), which have the lower computational cost than the standard explicit RK methods in Section 4, respectively. The numerical results present the accuracy and efficiency of our new explicit fourth-order ERK integrators, when applied to the averaged system in wind-induced oscillation, the Hénon-Heiles Model, the Allen-Cahn equation, the sine-Gorden equation and the nonlinear Schrödinger equation in Section 5. The concluding remarks are included in the last section.

2. A modified version of fourth-order explicit ERK methods

In order to reduce the computational cost of standard ERK methods, the internal stages and update of the modified version of ERK methods inherit and modify the form of classical RK methods, respectively.

Definition 2.1. ([33]) An $s$-stage modified version of exponential Runge–Kutta (MVERK) method for the numerical integration (1) is defined as
\[
\begin{cases}
Y_i = y_0 + h \sum_{j=1}^{s} a_{ij}(-MY_j + f(Y_j)), & i = 1, \ldots, s, \\
y_1 = e^{-hM}y_0 + h \sum_{i=1}^{s} b_i f(Y_i) + w_1(z),
\end{cases}
\]
where $a_{ij}$, $b_i$ are real constants for $i, j = 1, \ldots, s$, $Y_i \approx y(t_0 + c_i h)$ for $i = 1, \ldots, s$, and $w_1(z)$ depends on $h, M$, and $w_1(z) \to 0$ when $M \to 0$.

In [33], it is clearly indicated that $w_1(z)$ is independent of matrix-valued exponentials. In fact, the $w_1(z)$ is also related to the term $f(\cdot)$ and initial value $y_0$, and the MVERK methods with the same order share the same
w_j(z). In particular, when we consider the MVERK method with order one, then w_j(z) = 0. From the representation of (4), it is very clear that the MVERK method can exactly integrate the first-order homogeneous linear system

\[ y'(t) = -M y(t), \quad y(t_0) = y_0, \]  

which has the exact solution

\[ y(t) = e^{-tM} y_0. \]

The property of the method (4) is significant. For oscillatory problems, the exponential contains the full information on linear oscillations in contrast to classical numerical methods (non-exponential). The method (4) can be displayed by the following Butcher Tableau

\[
\begin{array}{c|cc}
  c & I & a_1 & \cdots & a_{1s} \\
  e^{-hM} & w_s(z) & b_1 & \cdots & b_t \\
\end{array}
\]

\[ \begin{array}{c|cc}
  c_i & I & a_{i1} & \cdots & a_{is} \\
  e^{-hM} & w_s(z) & b_1 & \cdots & b_t \\
\end{array} \]

with \( c_i = \sum_{j=1}^s a_{ij} \) for \( i = 1, \ldots, s \).

Here the coefficients of the method (4) are independent of matrix exponentials. It is true that the internal stages of the method (4) are independent on matrix exponentials, and the update remains some properties of the matrix exponentials. Once \( M \rightarrow 0 \) i.e., \( y'(t) = f(y(t)) \), then \( e^{-hM} = I \), \( w_j(z) = 0 \), and the MVERK method reduces to a classical RK method

\[
\begin{align*}
  Y_i &= y_0 + h \sum_{j=1}^s a_{ij} f(Y_j), \quad i = 1, \ldots, s, \\
  y_1 &= y_0 + h \sum_{i=1}^t b_if(Y_i).
\end{align*}
\]

Therefore, the MVERK methods be naturally considered as an extension of standard RK methods.

A numerical method is said to be of order \( p \) if the Taylor series of numerical solution \( y_1 \) and exact solution \( y(t_0 + h) \) coincides up to \( h^p \) about \( y_0 \). Under the local assumption \( y(t_0) = y_0 \), we will compare the Taylor expansions of numerical solution \( y_1 \approx y(t_0 + h) \) with exact solution \( y(t_0 + h) \), and derive the order conditions of the fourth-order explicit MVERK methods. We notice that the coefficients of ERK methods are exponential functions of \( hM \) and the exact solution is presented by (4), whence the study of ERK methods is related to the stiff-order conditions. Here the coefficients of the MVERK method are real constants, our study is based on the classical (non-stiff) order conditions. To simplify the calculation, we denote \( g(t_0) = -M y(t_0) + f(y(t_0)) \), and the Taylor expansion of \( y(t_0 + h) \) is given by

\[
\begin{align*}
  y(t_0 + h) &= y(t_0) + h y'(t_0) + \frac{h^2}{2!} y''(t_0) + \frac{h^3}{3!} y'''(t_0) + \frac{h^4}{4!} y^{(4)}(t_0) + O(h^5) \\
  &= y(t_0) + h g(t_0) + \frac{h^2}{2!} (-M f(y(t_0)) g(t_0) + \frac{h^2}{3!} M^2 g(t_0) + (-M + f_y(y(t_0))) f_y'(y(t_0)) g(t_0) - f_y(y(t_0))) M g(t_0) \\
  &\quad + \frac{h^3}{3!} (M^2 g(t_0) + M^2 f_y'(y(t_0)) g(t_0) - M f_y(y(t_0)) (-M + f_y(y(t_0))) g(t_0) \\
  &\quad - M f_y(y(t_0)) (g(t_0), g(t_0)) + f_y''(y(t_0)) (g(t_0), g(t_0), g(t_0)) + 3 f_y''(y(t_0)) ((-M + f_y(y(t_0))) g(t_0), g(t_0)) \\
  &\quad + f_y(y(t_0)) (-M + f_y(y(t_0))) (-M + f_y(y(t_0))) g(t_0) + f_y'(y(t_0)) f_y''(y(t_0)) (g(t_0), g(t_0)) + O(h^5).}
\end{align*}
\]
We now consider the fourth-order explicit MVERK methods with four stages. The classical order conditions of the fourth-order explicit RK methods with four stages are

\[
\begin{align*}
&b_1 + b_2 + b_3 + b_4 = 1, \\
&b_2c_2 + b_3c_3 + b_4c_4 = \frac{1}{2}, \\
&b_2c_2^2 + b_3c_3^2 + b_4c_4^2 = \frac{1}{3}, \\
&b_3a_{32}c_2 + b_3a_{42}c_2 + b_4a_{43}c_3 = \frac{1}{6}, \\
&b_2c_2^3 + b_3c_3^3 + b_4c_4^3 = \frac{1}{4}, \\
&b_3c_3a_{32}c_2 + b_4c_4a_{42}c_2 + b_4c_4a_{43}c_3 = \frac{1}{8}, \\
&b_3a_{32}c_2^2 + b_4a_{42}c_2^2 + b_4a_{43}c_3^2 = \frac{1}{12}, \\
&b_4a_{43}a_{32}c_2 = \frac{1}{24},
\end{align*}
\]

with \(c_j = \sum_{j=1}^{i-1} a_{ij}\). The following theorem will present the order conditions of fourth-order explicit MVERK methods with four stages are identical to (8).

**Theorem 2.2.** If the coefficients of the four-stage explicit MVERK method with \(w_4(z)\)

\[
Y_1 = y_0, \\
Y_2 = y_0 + ha_{21}(-MY_1 + f(Y_1)), \\
Y_3 = y_0 + h\left(a_{31}(-MY_1 + f(Y_1)) + a_{32}(-MY_2 + f(Y_2))\right), \\
Y_4 = y_0 + h\left(a_{41}(-MY_1 + f(Y_1)) + a_{42}(-MY_2 + f(Y_2)) + a_{43}(-MY_3 + f(Y_3))\right), \\
y_1 = e^{-hM}y_0 + h(b_1f(Y_1) + b_2f(Y_2) + b_3f(Y_3) + b_4f(Y_4)) + w_4(z),
\]

where

\[
w_4(z) = -\frac{h^2}{2!}Mf(y_0) + \frac{h^3}{3!}(M^2f(y_0) - Mf''(y_0)g(y_0)) + \frac{h^4}{4!}\left(-M^3f(y_0) + M^2f'(y_0)g(y_0) - Mf''(y_0)\right) \cdot (g(y_0), g(y_0)) - Mf''(y_0)(-M + f''(y_0))g(y_0)
\]

and \(g(y_0) = -My_0 + f(y_0)\), satisfy the order conditions (8), then the explicit MVERK method has order four.
Proof. With $y(t_0) = y_0$, the Taylor expansion of $y_1$ is shown as

$$y_1 = (I - hM + \frac{h^2M^2}{2!} - \frac{h^3M^3}{3!} + \frac{h^4M^4}{4!} + O(h^5))y_0 + h \left( b_1f(y_0) + b_2f(y_0) + b_2a_2f'_1(y_0)g(y_0) + b_2a_3^2 \frac{h^2}{2!} \right)$$

$$\cdot f''_1(y_0)(g(y_0), g(y_0)) + b_2a_3^2 h^3 \frac{h^3}{3!} f'''_1(y_0)(g(y_0), g(y_0), g(y_0)) + b_3f(y_0) + b_3a_1h f'_1(y_0)g(y_0) + b_3a_2^2 h^2 \frac{h^2}{2!} \right)$$

$$\cdot (-MY_2 + f(Y_2)) + h \frac{h^2}{2!} f''_1(y_0)(a_21g(y_0) + a_22(-MY_2 + f(Y_2)), a_21g(y_0) + a_22(-MY_2 + f(Y_2))) + b_2 \frac{h^3}{3!} \right)$$

$$\cdot f''_1(y_0)(a_31g(y_0) + a_32(-MY_2 + f(Y_2)), a_31g(y_0) + a_32(-MY_2 + f(Y_2)), a_31g(y_0) + a_32(-MY_2 + f(Y_2)))$$

$$+ b_4f(y_0) + b_4a_4g(y_0) + (a_42(-MY_2 + f(Y_2)) + a_43(-MY_3 + f(Y_3)) + b_4 \frac{h^2}{2!} f''_1(y_0)(a_41g(y_0)$$

$$+ a_42(-MY_2 + f(Y_2)) + a_43(-MY_3 + f(Y_3)), a_41g(y_0) + a_42(-MY_2 + f(Y_2)) + a_43(-MY_3 + f(Y_3))$$

$$+ b_4 \frac{h^3}{3!} f'''_1(y_0)(a_41g(y_0) + a_42(-MY_2 + f(Y_2)) + a_43(-MY_3 + f(Y_3)), a_41g(y_0) + a_42(-MY_2 + f(Y_2))$$

$$+ a_43(-MY_3 + f(Y_3)), a_41g(y_0) + a_42(-MY_2 + f(Y_2)) + a_43(-MY_3 + f(Y_3))) + w_4(z).$$

Substituting the expression of $Y_2, Y_3, Y_4$ into the above formula, and combining with the Taylor expansions of $f(Y_2), f(Y_3), f(Y_4)$, we obtain

$$y_1 = y_0 - hMy_0 + h(b_1 + b_2 + b_3 + b_4)f(y_0) - \frac{h^2Mg(y_0)}{2!} + h^2(b_2a_21 + b_2(a_41 + a_42) + b_4(a_41 + a_42 + a_43))$$

$$\cdot f'_1(y_0)(g(y_0)) + \frac{h^3}{3!} M(M - f'_1(y_0))g(y_0) + h^3(b_3a_2a_21 + b_3a_42a_21 + b_3a_43(a_41 + a_42)) f'_1(y_0)(-M + f'_1(y_0))$$

$$\cdot g(y_0) + \frac{h^3}{2!} (b_3a_2 + b_3(a_41 + a_42 + a_43) + b_3(a_41 + a_42 + a_43)) f'_1(y_0)$$

$$\cdot (g(y_0), g(y_0)) + \frac{h^4}{4!} \left( -M^4g(y_0) + M^2f'_1(y_0)g(y_0) - Mf''_1(y_0)(-M + f'_1(y_0))g(y_0) - Mf'''_1(y_0)(g(y_0), g(y_0)) \right)$$

$$+ h^4 \left( b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) + b_3(a_41 + a_42) \right)$$

Under the assumptions of $c_i = \sum_{j=1}^{i-1} a_{ij}$ for $i = 1, \ldots, 4$. By comparing the Taylor expansion of exact solution
with the method (10) also can be expressed in the Butcher tableau and Krogstad [22] presented the fourth-order ERK method with four stages which can be denoted by the Butcher tableau when four stages as follows:

\[
\begin{align*}
Y_1 &= y_0, \\
Y_2 &= y_0 + \frac{h}{2}(-MY_1 + f(Y_1)), \\
Y_3 &= y_0 + \frac{h}{2}(-MY_2 + f(Y_2)), \\
Y_4 &= y_0 + h(-MY_3 + f(Y_3)),
\end{align*}
\]

\[y_1 = e^{-hM} y_0 + \frac{h}{6}Mf(y_0) + \frac{h^2}{2!} M^2 f(y_0) + \frac{h^3}{3!} M^3 f(y_0) + \frac{h^4}{4!} (M^4 f(y_0) - M^3 f'_y(y_0) g(y_0)) + \frac{h^5}{5!} M^5 f(y_0) + \frac{h^6}{6!} M^6 f'_y(y_0) g(y_0) - M^5 f'_y(y_0) g(y_0),
\]

the method (11) also can be expressed in the Butcher tableau

\[
\begin{array}{c|ccc}
0 & 1 & 0 \\
\frac{1}{2} & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
\end{array}
\]

\[\begin{array}{c|ccc}
\frac{1}{6} & 1 & 0 & 0 \\
\frac{1}{2} & 1 & 0 & 0 \\
\frac{1}{3} & 1 & 0 & 0 \\
\end{array}
\]

\[e^{-hM} w_4(z)
\]

It is easy to see that the fourth-order explicit MVERK method (11) reduces to the ‘classical Runge–Kutta method’ when \( M \to 0 \), which is especially notable. It should be noted that the method (11) uses the Jacobian matrix and Hessian matrix of \( f(y) \) with respect to \( y \) at each step, but, as we known that this idea for stiff problems is no by means new (see, e.g., [1, 8, 10]). We here mention some fourth-order explicit ERK methods in the literature. Hochbruck et al. [19] proposed the five stages explicit ERK method of (stiff) order four which can be indicated by the Butcher tableau

\[
\begin{array}{c|c}
0 & \frac{1}{3} \varphi_{1,2} \\
\frac{1}{2} & \frac{1}{2} \varphi_{1,3} - \varphi_{2,3} & \varphi_{2,3} \\
1 & \varphi_{1,4} - 2 \varphi_{2,4} & \varphi_{2,4} & \varphi_{2,4} \\
\frac{2}{3} \varphi_{1,5} - 2 a_{5,2} - 2 a_{5,4} & a_{5,2} & a_{5,2} & \frac{1}{2} \varphi_{2,5} - a_{5,2} \\
\varphi_{1} - 3 \varphi_{2} + 4 \varphi_{3} & 0 & 0 & -\varphi_{2} + 4 \varphi_{3} & 4 \varphi_{2} - 8 \varphi_{3}
\end{array}
\]

with

\[a_{5,2} = \frac{1}{2} \varphi_{2,5} - \varphi_{3,4} + \frac{1}{4} \varphi_{2,4} - \frac{1}{2} \varphi_{3,5},
\]

and Krogstad [22] presented the fourth-order ERK method with four stages which can be denoted by the
Butcher tableau
\[
\begin{array}{c|ccc}
0 & \frac{1}{2} \varphi_{1.2} & \varphi_{2.3} & \varphi_{3.2} \\
\frac{1}{3} & \frac{1}{4} \varphi_{1.3} - \varphi_{2.3} & 0 & 2 \varphi_{2.4} \\
\frac{2}{3} & 0 & 2 \varphi_{2.4} & 0 \\
1 & \varphi_{1.4} - 2 \varphi_{2.4} & 0 & 2 \varphi_{2.4} \\
\end{array}
\]
where
\[
\varphi_{i,j} = \varphi_i(-e^{c_i hM}) = \int_0^1 e^{-(1-\tau c_i hM)} \tau^{j-1} \frac{\tau^{j-1} d\tau}{(i-1)!}
\]
As claimed by Hochbruck et al. [19], the methods (12) and (13) do not satisfy the stiff-order conditions strictly, but to a weak form. The coefficients of (12) and (13) are the matrix exponentials, and their computational cost depends on evaluations of matrix exponentials heavily. Normally, it is needed to recalculate the coefficients of them at each time step once we consider the variable stepsize technique in practice. In contrast, the coefficients \(a_i, b_i\) for \(i = 1, \ldots, s\) of the MVERK methods are real constants, which can greatly reduce computational cost of matrix exponentials. Compared with the RK methods, the update of the MVERK methods remains matrix exponentials, which can exactly solve the first-order homogeneous linear system (5).

The another choice of \(a_{21} = \frac{1}{8}, a_{31} = -\frac{1}{3}, a_{32} = 1, a_{41} = 1, a_{42} = -1, a_{43} = 1\) and \(b_1 = \frac{1}{8}, b_2 = \frac{1}{8}, b_3 = \frac{1}{8}, b_4 = \frac{1}{8}\), which also satisfies the order conditions (5). Therefore we can get another fourth-order MVERK method with four stages as follows:

\[
\begin{align*}
Y_1 &= y_0, \\
Y_2 &= y_0 + \frac{h}{3}(-MY_1 + f(Y_1)), \\
Y_3 &= y_0 - \frac{h}{3}(-MY_1 + f(Y_1)) + h(-MY_2 + f(Y_2)), \\
Y_4 &= y_0 + h(-MY_1 + f(Y_1)) - h(-MY_2 + f(Y_2)) + h(-MY_3 + f(Y_3)), \\
y_1 &= e^{-hM}y_0 + \frac{h}{8}(f(Y_1) + 3f(Y_2) + 3f(Y_3) + f(Y_4)) - \frac{h^2}{3!}Mf(y_0) + \frac{h^3}{2!}(M^2f(y_0) - Mf'(y_0)g(y_0)) \\
&\quad + \frac{h^4}{4!}\left(-M^3f(y_0) + M^2f'(y_0)g(y_0) - Mf''(y_0)(g(y_0), g'(y_0)) - Mf''(y_0)(-M + f'_0(y_0))g(y_0)\right).
\end{align*}
\]

The method (15) can be expressed in the Butcher tableau
\[
\begin{array}{c|ccc}
0 & I & 0 \\
\frac{1}{3} & I & \frac{1}{3} & 0 \\
\frac{2}{3} & I & -\frac{1}{3} & 1 & 0 \\
1 & I & 1 & -1 & 1 & 0 \\
\end{array}
\]
Likewise, when \(M \to 0\), the fourth-order explicit MVERK method (15) reduces to the Kutta’s fourth-order method, or ‘3/8-Rule’.

3. A simplified version of fourth-order explicit ERK methods

As we have pointed out in Section 2 that the coefficients of standard ERK methods are heavily dependent on the evaluations of matrix exponentials. In this section, we will present the simplified version of
fourth-order explicit ERK methods. Differently from MVERK methods, the internal stages and update of the simplified version of ERK methods preserve simultaneously some properties of matrix exponentials, but their coefficients are real constants which are independent on matrix exponentials.

**Definition 3.1.** ([33]) An $s$-stage simplified version of exponential Runge–Kutta (SVERK) method for the numerical integration (1) is defined as

$$
Y_i = e^{-\varepsilon_i h_M}y_0 + h \sum_{j=1}^{s} \bar{a}_{ij}f(Y_j), \quad i = 1, \ldots, s,
$$

(17)

$$
y_1 = e^{-h_M}y_0 + h \sum_{i=1}^{s} \bar{b}_if(Y_i) + \bar{w}_s(z),
$$

where $\bar{a}_{ij}, \bar{b}_i$ are real constants for $i = 1, \ldots, s$, $Y_i \approx y(t_0 + \varepsilon_i h)$ for $i = 1, \ldots, s$, and $\bar{w}_s(z)$ is related to $h$ and $M$, and $\bar{w}_s(z) \to 0$ when $M \to 0$.

Similarly to Definition [23], $\bar{w}_s(z)$ is independent of matrix-valued exponentials in Definition 3.1. As we consider the order of SVERK methods which satisfies $p \geq 1$, the $\bar{w}_s(z)$ is related to the term $f(\cdot)$ and initial value $y_0$, and the SVERK methods with the same order share the same $\bar{w}_s(z)$. Especially, if the SVERK method has order one, then $\bar{w}_s(z) = 0$. Due to the difference of the structure for MVERK and SVERK methods, the $\bar{w}_s(z)$ of SVERK methods is different from the $w_s(z)$ of MVERK methods when $p \geq 3$. We have shown the difference of $\bar{w}_s(z)$ and $w_s(z)$ in our previous work [33]. In what follows, we can clearly see that the difference between $\bar{w}_s(z)$ and $w_s(z)$.

The method (17) can be displayed by the following Butcher Tableau

$$
\begin{array}{c|ccc}
\varepsilon_i & \sum_{j=1}^{s} \bar{a}_{ij} & \bar{a}_{11} & \cdots & \bar{a}_{1s} \\
\varepsilon i & \vdots & \vdots & \vdots & \vdots \\
\varepsilon s & \bar{a}_{s1} & \cdots & \bar{a}_{ss} \\
\end{array}
\begin{array}{l}
e^{-\varepsilon_i h_M} \bar{w}_s(z) \\
e^{-h_M} \bar{w}_s(z) \\
\bar{b}_1 & \cdots & \bar{b}_s \\
\end{array}
\begin{array}{l}
= \\
= \\
=
\end{array}

(18)

with the suitable assumptions $\bar{\varepsilon}_i = \sum_{j=1}^{s} \bar{a}_{ij}, \quad i = 1, \ldots, s$. From the representation of (18), the coefficients of the SVERK methods are real numbers, which are different from the standard ERK methods (see, e.g., [19, 21, 22]). When $M \to 0$, the SVERK method similarly reduces to a standard RK method (7). It is easy to see that SVERK methods can integrate the first-order homogeneous linear system (5) exactly, so do the MVERK methods.

**Theorem 3.2.** If the coefficients of the four-stage explicit SVERK method

$$
\begin{cases}
Y_1 = y_0,
Y_2 = e^{-\varepsilon_1 h_M}y_0 + h\bar{a}_{21}f(Y_1),
Y_3 = e^{-\varepsilon_1 h_M}y_0 + h\left(\bar{a}_{31}f(Y_1) + \bar{a}_{32}f(Y_2)\right),
Y_4 = e^{-\varepsilon_1 h_M}y_0 + h\left(\bar{a}_{41}f(Y_1) + \bar{a}_{42}f(Y_2) + \bar{a}_{43}f(Y_3)\right),
Y_1 = e^{-h_M}y_0 + h(\bar{b}_1 f(Y_1) + \bar{b}_2 f(Y_2) + \bar{b}_3 f(Y_3) + \bar{b}_4 f(Y_4)) + \bar{w}_4(z),
\end{cases}
$$

(19)

where

$$
\bar{w}_4(z) = \frac{h^2}{2!}f(0) + \frac{h^3}{3!}((-M - f'_y(y_0))f_y(y_0) - Mf'_y(y_0)g(y_0)) + \frac{h^4}{4!}((-M - f'_y(y_0))M^2 f(y_0) + M^2 f'_y(y_0)g(y_0) - Mf''_y(y_0)(-M - f'_y(y_0))g(y_0) - f'_y(y_0)Mf'_y(y_0)g(y_0) - f'_y(y_0)f'_y(y_0)Mf(y_0)
+ 3f''_y(y_0)(-Mf(y_0), g(y_0))).
$$
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and \(g(y_0) = -M y_0 + f(y_0)\), satisfy the order conditions \([3]\), then the explicit SVERK method has order four.

**Proof.** Under the local assumption of \(y(t_0) = y_0\) and \(\bar{c}_i = \sum_{j=1}^{i-1} \hat{a}_{ij}\) for \(i = 1, 2, 3, 4\), the Taylor expansion of numerical solution \(y_1\) is given by

\[
y_1 = (I - hM) = \frac{(hM)^2}{2!} - \frac{(hM)^3}{3!} + O(h^4),
\]

\[
+ O(h^5)y_0 + h\tilde{a}_{21}f(y_0) + \tilde{b}_3f((I - \bar{c}_h hM) + (\bar{c}_h hM)^2) - \frac{(\bar{c}_h hM)^3}{3!} + O(h^4))y_0 + h\tilde{a}_{31}f(y_0) + h\tilde{a}_{32}f(Y_2)) + \tilde{b}_4f((I - \bar{c}_h hM) + (\bar{c}_h hM)^2 - \frac{(\bar{c}_h hM)^3}{3!} + O(h^4))y_0 + h\tilde{a}_{41}f(y_0) + h\tilde{a}_{42}f(f_2) + h\tilde{a}_{43}f(Y_3)) + \tilde{w}_4(z).
\]

Inserting \(Y_2, Y_3, Y_4\) into the numerical solution \(y_1\) and ignoring the high order term about \(O(h^5)\), we have

\[
y_1 = (I - hM) = \frac{(hM)^2}{2!} - \frac{(hM)^3}{3!} + O(h^4))y_0 + h\tilde{b}_1f(y_0) + \tilde{b}_2f(y_0) - \frac{(\tilde{b}_2 hM)^2}{2!} - \frac{O(h^4))^0 + h\tilde{a}_{21}f(y_0) + \tilde{a}_{21}f(Y_2) + \tilde{b}_3f((I - \bar{c}_h hM) + (\bar{c}_h hM)^2 - \frac{(\bar{c}_h hM)^3}{3!} + O(h^4))y_0 + h\tilde{a}_{31}f(y_0) + \tilde{a}_{32}f(f_2) + h\tilde{a}_{32}f(Y_2) + \tilde{b}_4f((I - \bar{c}_h hM) + (\bar{c}_h hM)^2 - \frac{(\bar{c}_h hM)^3}{3!} + O(h^4))y_0) + \tilde{a}_{32}f(Y_2) + \tilde{a}_{32}f(f_2) + \tilde{a}_{31}f(f_2) + \tilde{a}_{32}f(Y_2) + h\tilde{a}_{41}f(y_0) + \tilde{a}_{42}f(Y_2) + h\tilde{a}_{43}f(Y_3) + \tilde{a}_{42}f(Y_2) + \tilde{a}_{43}f(Y_3) + \tilde{w}_4(z).
\]

Finally, combining with the Taylor expansions of \(f(Y_2), f(Y_3), f(Y_4)\), we obtain

\[
y_1 = y_0 - hM y_0 + h(\tilde{b}_1 + \tilde{b}_2 + \tilde{b}_3 + \tilde{b}_4)f(y_0) = h^2Mg(y_0) - \frac{2!}{2!} + h^3(\tilde{b}_2 \tilde{c}_3 + \tilde{b}_3 \tilde{c}_3 + \tilde{b}_4 \tilde{c}_3) + \tilde{w}_4(z)\]

\[
+ \tilde{a}_{41}f(Y_2) + \tilde{a}_{42}f(Y_2) + \tilde{a}_{43}f(Y_3) + \tilde{a}_{42}f(Y_2) + \tilde{a}_{43}f(Y_3) + \tilde{w}_4(z).
\]
where

\[
        \frac{h^4}{4!} \left( -M^3 g(y_0) + M^2 f'_y(y_0) g(y_0) - M f'_y(y_0) \left( -M + f'_y(y_0) \right) g(y_0) \right)
\]

- \( M f''_y(y_0) \left( g(y_0), g(y_0) \right) - f'_y(y_0) M f'_y(y_0) g(y_0) + f'_y(y_0) M f(y_0) + 3 f''_y(y_0) \left( -M f(y_0), g(y_0) \right) \)

\[+ \frac{h^4}{3!} \left( b_2 \epsilon_2^3 + b_1 \epsilon_2^1 + b_4 \epsilon_4^3 \right) f'''_y(y_0) g(y_0, g(y_0)) + h^4 \left( b_2 \epsilon_3^3 a_3^2 a_{21} + b_4 \epsilon_4^2 a_{42}^2 a_{21} + a_4 \epsilon_4^3 \right) f''_y(y_0) \]

\[+ \frac{h^4}{21} \left( b_3 a_{32} a_{21} + b_4 a_{42} a_{21} + a_{43} \epsilon_4^3 \right) f'_y(y_0) f'''_y(y_0) g(y_0, g(y_0)) \]

\[+ h^4 b_4 a_{43} a_{32} a_{21} f'_y(y_0) \left( (M^2 + \epsilon'_y(y_0)^2) g(y_0) + \epsilon'_y(y_0)^2 M^2 y_0 \right) + O(h^5). \]

Therefore, the coefficients of the four-stage explicit SVERK method satisfying the order conditions \[\frac{3}{6}\], has order \(4\). The proof is complete. \(\square\)

We have verified that the order conditions of the fourth-order explicit SVERK methods with \(\tilde{w}_4(z)\) also equal to those of the classical fourth-order explicit RK methods. In here, we remark that with the help of \(w_i(z)\) and \(\tilde{w}_i(z)\), the order conditions of these two new exponential integrators, which are identical to the order conditions of classical explicit RK methods. Once \(M \to 0\), these two new exponential methods are reduced to the classical RK methods. The advantages of these two new exponential integrators is obvious, which can exactly integrate first-order homogeneous linear system and reduce the limit on stepsize for solving stiff or highly oscillatory problem \[\frac{11}{11}\], and greatly reduce the computational cost of matrix exponentials to some extent.

Similarly, we choose \(a_{21} = \frac{1}{3}, a_{32} = \frac{1}{6}, a_{33} = 1\) and \(b_1 = \frac{1}{6}, b_2 = \frac{1}{6}, b_3 = \frac{1}{6}, b_4 = \frac{1}{6}\). We then obtain the fourth-order explicit SVERK method with four stages as follows:

\[
\begin{align*}
Y_1 &= y_0, \\
Y_2 &= e^{-hM} y_0 + \frac{h}{6} f(Y_1), \\
Y_3 &= e^{-hM} y_0 + \frac{h}{2} f(Y_2), \\
Y_4 &= e^{-hM} y_0 + h f(Y_3), \\
y_1 &= e^{-hM} y_0 + \frac{h}{6} f(Y_1) + 2 f(Y_2) + 2 f(Y_3) + f(Y_4) - \frac{h^2}{21} M f(y_0) - \frac{h^3}{4!} \left( (M - f'_y(y_0)) M f(y_0) - M f''_y(y_0) g(y_0) \right) \\
&\quad + \frac{h^4}{4!} \left( (M - f'_y(y_0)) M^2 f(y_0) + M^2 f'_y(y_0) g(y_0) - M f''_y(y_0) g(y_0, g(y_0)) - M f'_y(y_0) g(y_0) \right) \left( -M f(y_0), g(y_0) \right) \right),
\end{align*}
\]

where

\[g(y_0) = -M y_0 + f(y_0).\]

The method \[\frac{20}{20}\] can be indicated by the Butcher tableau

\[
\begin{array}{c|ccc}
0 & 1 & 0 & 0 \\
\frac{1}{2} & 1 & 0 & 0 \\
\frac{1}{2} & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
\hline
\end{array}
\]

\[\begin{array}{c|cccc}
0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

\[\begin{array}{c|cccc}
0 & 1 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

\[\begin{array}{c|cccc}
0 & 1 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]
Another option is that \(a_{21} = \frac{1}{4}, a_{31} = -\frac{1}{4}, a_{32} = 1, a_{41} = 1, a_{42} = -1, a_{43} = 1\), \(b_1 = \frac{1}{8}, b_2 = \frac{1}{4}, b_3 = \frac{3}{8}\) and \(b_4 = \frac{1}{2}\). Hence, we have the following fourth-order explicit SVERK method with four stages:

\[
\begin{align*}
Y_1 &= y_0, \\
Y_2 &= e^{-\frac{h}{4}M}y_0 + \frac{h}{8}f(Y_1), \\
Y_3 &= e^{-\frac{h}{2}M}y_0 - \frac{h}{8}f(Y_1) + hf(Y_2), \\
Y_4 &= e^{-hM}y_0 + hf(Y_1) - hf(Y_2) + hf(Y_3), \\
\end{align*}
\]

\[
y_1 = e^{-hM}y_0 + \frac{h}{8}(f(Y_1) + 3f(Y_2) + 3f(Y_3) + f(Y_4)) - \frac{h^2}{2!}Mf(y_0) + \frac{h^3}{3!}((M - f'_0(y_0))Mf(y_0) - Mf''_0(y_0)g(y_0)) \\
+ \frac{h^4}{4!}((-M + f'_0(y_0))M^2f(y_0) + M^2f''_0(y_0)g(y_0) - Mf''_0(y_0)(-M + f'_0(y_0))g(y_0) \\
- f''_0(y_0)Mf'_0(y_0)g(y_0) - f'_0(y_0)f''_0(y_0)Mf(y_0) + 3f''_0(y_0)(-Mf(y_0), g(y_0))),
\]

which can be presented by the Butcher tableau

\[
\begin{array}{ccc}
0 & 1 & 0 \\
\frac{1}{3} & e^{-\frac{h}{4}M} & \frac{1}{3} \\
\frac{2}{3} & e^{-\frac{h}{2}M} & 1 \quad 0 \\
1 & e^{-hM} & \frac{1}{3} \quad \frac{3}{8} \quad \frac{3}{8} \quad \frac{1}{8} \\
\end{array}
\]

When \(M \to 0\), the fourth-order explicit SVERK methods \((20)\) and \((22)\) with four stages reduce to the classical fourth-order explicit RK methods.

4. Convergence analysis

We apply these exponential methods to the partitioned Dalquist equation \([6]\)

\[
y' = i\lambda_1 y + i\lambda_2 y, \quad y(t_0) = y_0, \quad \lambda_1, \lambda_2 \in \mathbb{R}.
\]

Solving the partitioned Dalquist equation \((24)\) by a partitioned exponential integrator, and treating the \(i\lambda_1\) exponentially and the \(i\lambda_2\) explicitly leads to the explicit scalar form

\[
y_{n+1} = R(ik_1, ik_2)y_n, \quad k_1 = h\lambda_1, k_2 = h\lambda_2.
\]

The stability regions of fourth-order explicit ERK method \((10)\) and \((20)\) are respectively depicted in Fig. \([1]\) (a) and (b). In recent work \([33]\), we only verify the convergence of first-order explicit ERK methods in detail, but the convergence of higher-order explicit ERK methods is not discussed. Hence we will analyze the convergence of the higher-order explicit ERK methods in this paper. The convergence of the fourth-order explicit SVERK methods will be displayed in this section, and the convergence of the fourth-order explicit MVERK methods can be analyzed in the same way which will be skipped for brevity.

**Assumption 4.1.** Suppose that \((7)\) has a sufficiently smooth solution \(y : [t_0, t_{end}] \to X\). Let \(f\) be locally Lipschitz-continuous in a strip along the exact solution \(y\), i.e., there exists a real number \(L > 0\) for all \(t \in [t_0, t_{end}]\), such that \(\|f(y) - f(\tilde{y})\| \leq L\|y - \tilde{y}\|\).

The following theorem shows the convergence of the fourth-order explicit SVERK methods.
where $W$ we rewrite the four-stage explicit SVERK method (3) as

$$\text{Proof.}$$ Inserting the exact solution into the numerical scheme gives

$$y(t_n + h) = y(t_n) + hy'(t_n) + \frac{h^2}{2!}y''(t_n) + \frac{h^3}{3!}y'''(t_n) + \frac{h^4}{4!}y^{(4)}(t_n) + Ch^5.$$  

(27)

Inserting the exact solution into the numerical scheme gives

$$y(t_n + h) = e^{-hM}y(t_n) + h(\tilde{b}_1\tilde{k}_{n,1} + \tilde{b}_2\tilde{k}_{n,2} + \tilde{b}_3\tilde{k}_{n,3} + \tilde{b}_4\tilde{k}_{n,4}) + \tilde{w}_4(z) + \delta_{n+1},$$  

(28)

where

$$\delta_{n+1} = y(t_n) + hy'(t_n) + \frac{h^2}{2!}y''(t_n) + \frac{h^3}{3!}y'''(t_n) + \frac{h^4}{4!}y^{(4)}(t_n) + Ch^5 - e^{-hM}y(t_n)$$  

(29)

Theorem 4.2. Under Assumption 4.1 if the four-stage explicit SVERK method with $\tilde{w}_4(z)$ satisfies the order conditions (29), then the upper bound of global error has the following form

$$\|y_n - y(t_n)\| \leq Ch^4,$$

where $1 \leq n \leq \frac{t_{end} - t_0}{h}. The constant $C$ is independent of $n$ and $h$, but depends on $t_{end}$, $\|M\|$, $f^{(i)}(t_n)$ for $p = 0, \ldots, 5$. 

Proof. We rewrite the four-stage explicit SVERK method (3) as

$$\begin{cases}
\tilde{k}_{n,1} = f(y_n), \\
\tilde{k}_{n,2} = f(e^{-hM}y_n + h\tilde{b}_1\tilde{k}_{n,1}), \\
\tilde{k}_{n,3} = f(e^{-hM}y_n + h(\tilde{a}_{31}\tilde{k}_{n,1} + \tilde{a}_{32}\tilde{k}_{n,2})), \\
\tilde{k}_{n,4} = f(e^{-hM}y_n + h(\tilde{a}_{41}\tilde{k}_{n,1} + \tilde{a}_{42}\tilde{k}_{n,2} + \tilde{a}_{43}\tilde{k}_{n,3})), \\
y_{n+1} = e^{-hM}y_n + h(\tilde{b}_1\tilde{k}_{n,1} + \tilde{b}_2\tilde{k}_{n,2} + \tilde{b}_3\tilde{k}_{n,3} + \tilde{b}_4\tilde{k}_{n,4}) + \tilde{w}_4(z),
\end{cases}$$

(26)

Figure 1: (a) Stability region for fourth-order explicit MVERK (EXMVERK41) method [10] with two stages. (b) Stability region for fourth-order explicit MVERK (EXMVERK41) method [10] with two stages.

$k_{n,1}, \tilde{k}_{n,2}, \tilde{k}_{n,3}, \tilde{k}_{n,4}$ and $\tilde{w}_4(z)$ correspond to $k_{n,1}, k_{n,2}, k_{n,3}, k_{n,4}$ and $\tilde{w}_4(z)$, which are satisfying $y(t_n) = y_n$, respectively.
If we denote $E_{n-1,j} = k_{n-1,j} - \tilde{k}_{n-1,j}$ and $e_n = y_n - y(t_n)$, then

$$E_{n-1,j} = f(e^{-\epsilon_h M}y_{n-1} + h \sum_{j=1}^{i-1} \tilde{a}_{ij}k_{n-1,j}) - f(e^{-\epsilon_h M}y(t_{n-1}) + h \sum_{j=1}^{i-1} \tilde{a}_{ij}\tilde{k}_{n-1,j}),$$

$$e_n = e^{-\epsilon_h M}e_{n-1} + h \sum_{i=1}^{4} \tilde{b}_i (k_{n-1,j} - \tilde{k}_{n-1,j}) + \tilde{\omega}_4(z) - \tilde{\nu}_4(z) - \delta_n.$$

(30)

It follows from the first formula of (30) that

$$E_{l,1} = f(y_1) - f(y(t_1)),$$

$$E_{l,2} = f(e^{-\epsilon_h M}y_1 + h\tilde{a}_{11}k_{l,1}) - f(e^{-\epsilon_h M}y(t_{l,1}) + h\tilde{a}_{11}\tilde{k}_{l,1}),$$

$$E_{l,3} = f(e^{-\epsilon_h M}y_1 + h\tilde{a}_{21}k_{l,1} + h\tilde{a}_{31}\tilde{k}_{l,1}) - f(e^{-\epsilon_h M}y(t_{l,1}) + h\tilde{a}_{21}\tilde{k}_{l,1} + h\tilde{a}_{31}\tilde{k}_{l,1}),$$

$$E_{l,4} = f(e^{-\epsilon_h M}y_1 + h\tilde{a}_{12}k_{l,1} + h\tilde{a}_{22}\tilde{k}_{l,1} + h\tilde{a}_{32}\tilde{k}_{l,1}) - f(e^{-\epsilon_h M}y(t_{l,1}) + h\tilde{a}_{12}\tilde{k}_{l,1} + h\tilde{a}_{22}\tilde{k}_{l,1} + h\tilde{a}_{32}\tilde{k}_{l,1}).$$

(31)

The formula (31) holds for $l = 0, \ldots, n-1$. In what follows, we consider the Taylor series for $k_{l,1}, \tilde{k}_{l,2}, \tilde{k}_{l,3}, \tilde{k}_{l,4}$, and then $\delta_{l+1}$ satisfies

$$\delta_{l+1} = y(t_l) + hy'(t_l) + \frac{h^2}{2!}y''(t_l) + \frac{h^3}{3!}y'''(t_l) + \frac{h^4}{4!}y^{(4)}(t_l) + Ch^5 - e^{-\epsilon_h M}y(t_l) - h(\tilde{b}_1k_{l,1} + \tilde{b}_2k_{l,2} + \tilde{b}_3k_{l,3} + \tilde{b}_4k_{l,4})$$

$$- \tilde{\omega}_4(z)$$

$$= y(t_l) + hg(t_l) + \frac{h^2}{2!}(-M + f'_y(y(t_l)))g(t_l) + \frac{h^3}{3!}(M^2g(t_l) + (-M + f''_y(y(t_l)))f'_y(y(t_l))g(t_l) - f'_y(y(t_l))Mg(t_l))$$

$$+ f''_y(y(t_l))g(t_l, g(t_l)) + \frac{h^4}{4!}(-M^3g(t_l) + M^2f'_y(y(t_l))g(t_l) - Mf''_y(y(t_l))(-M + f'_y(y(t_l)))g(t_l))$$

$$- Mf'''_y(y(t_l))g(t_l, g(t_l)) + f'''_y(y(t_l))g(t_l, g(t_l), g(t_l)) + 3f''_y(y(t_l))((-M + f'_y(y(t_l)))g(t_l, g(t_l)))$$

$$+ f'_y(y(t_l))(-M + f'_y(y(t_l)))(-M + f'_y(y(t_l)))g(t_l, g(t_l)) + f''_y(y(t_l))f''_y(y(t_l))g(t_l, g(t_l), g(t_l)) + Ch^5$$

$$- \left\{ y(t_l) - hMy(t_l) + h(b_1 + b_2 + b_3 + b_4)f(y(t_l)) - \frac{h^2}{2!}Mg(y(t_l)) + h^2(b_2\tilde{c}_2 + b_3\tilde{c}_3 + b_4\tilde{c}_4)f'_y(y(t_l))g(t_l) \right\}$$

$$- \frac{h^3}{3!}f''_y(y(t_l))Mf(y(t_l)) + \frac{h^3}{3!}M(M - f''_y(y(t_l)))g(t_l) + \frac{h^3}{2!}(b_2\tilde{c}_2^2 + b_3\tilde{c}_3^2 + b_4\tilde{c}_4^2)f''_y(y(t_l))g(t_l, g(t_l))$$

$$+ h^2(b_3\tilde{a}_{22}\tilde{c}_2 + b_4(\tilde{a}_{42}\tilde{c}_2 + \tilde{a}_{32}\tilde{c}_3))f''_y(y(t_l))(M^2\tilde{c}_2 + f'_y(y(t_l)))g(t_l, g(t_l)) + \frac{h^4}{4!}(-M^2g(t_l) + M^2f''_y(y(t_l))g(t_l))$$

$$- Mf'''_y(y(t_l))g(t_l, g(t_l)) - Mf'_y(y(t_l))(-M + f'_y(y(t_l)))g(t_l) - f''_y(y(t_l))Mf'_y(y(t_l))g(t_l, g(t_l)) - f'_y(y(t_l))f''_y(y(t_l))$$

$$\cdot Mf(y(t_l)) + 3f''_y(y(t_l))(-Mf(y(t_l)), g(t_l)) + h^2b_4\tilde{a}_{42}\tilde{a}_{32}\tilde{a}_{21}f'_y(y(t_l))(M^2 + f'_y(y(t_l))^2)g(t_l) + f'_y(y(t_l))^2.$$
\[ M^2 y(t_i) + \frac{h^4}{3!} (\ddot{b}_2 \dddot{c}_2 + \dddot{b}_3 \dddot{c}_3 + \dddot{b}_4 \dddot{c}_4) f'''(y(t_i)) (g(t_i), g(t_i), g(t_i)) + \frac{h^4}{2!} (\dot{b}_3 \dddot{a}_3 \dddot{c}_2 + \dddot{b}_4 \dddot{a}_4 \dddot{c}_2 + \dddot{b}_4 \dddot{a}_4 \dddot{c}_3) f''(y(t_i)) \]

\[ \cdot \left( f''(y(t_i)) (g(t_i), g(t_i)) + h^4 (\dddot{b}_3 \dddot{a}_3 \dddot{a}_2 \dddot{a}_2 + \dddot{b}_4 \dddot{a}_4 \dddot{a}_2 \dddot{a}_2 + \dddot{b}_4 \dddot{a}_4 \dddot{a}_3 \dddot{c}_3) f''(y(t_i)) \right) \]

\[ \cdot \left( f'(y(t_i)) (g(t_i), g(t_i)) + h^3 (\dddot{b}_3 \dddot{a}_3 \dddot{a}_2 \dddot{a}_2 + \dddot{b}_4 \dddot{a}_4 \dddot{a}_2 \dddot{a}_2 + \dddot{b}_4 \dddot{a}_4 \dddot{a}_3 \dddot{c}_3) f'(y(t_i)) \right) \] \]

where \( g(t_i) = -My(t_i) + f(y(t_i)) \). Since the coefficients of the explicit SVERK method satisfies the order conditions \( \delta \), one has

\[ \delta_{i+1} = Ch^3. \quad (32) \]

Taking the norm \( \| \cdot \| \) for the second formula of (30) and (31) yields

\[ \| E_{i,1} \| \leq L |e_i|, \]

\[ \| E_{i,2} \| \leq L |e_i|^p \| \bar{c}_2 \| (k_{1,1} - \bar{k}_{1,1}) \| \leq L (1 + h |\bar{a}_{21}| |L| |e_i|). \]

\[ \| E_{i,3} \| \leq L |e_i|^p \| \bar{c}_3 \| (k_{1,2} - \bar{k}_{1,2}) \| \leq L (1 + h |\bar{a}_{32}| |L| |e_i|). \]

\[ \| E_{i,4} \| \leq L |e_i|^p \| \bar{c}_4 \| (k_{1,3} - \bar{k}_{1,3}) \| \leq L (1 + h |\bar{a}_{43}| |L| |e_i|). \]

and

\[ |e_n| \leq |e_{n-1}| + h \sum_{i=1}^{4} \| \bar{\dot{c}}_i \| \| E_{i,1} \| + \| \bar{\dot{w}}_4(z) - \bar{\dot{w}}_4(z) \| + Ch^5, \]

where \( C \) depends on \( T, |M|, f^{(p)}(t), p = 0, \ldots, 5 \), but is independent of \( n \) and \( h \). According to the expressions of \( \bar{\dot{w}}_4(z) \) and \( \bar{\dot{w}}_4(z) \), one gets

\[ |\bar{\dot{w}}_4(z) - \bar{\dot{w}}_4(z)| \leq Ch^2 L |e_n| + Ch^3 L |e_{n-1}| + Ch^4 L |e_{n-2}|. \quad (34) \]

It follows from (33) that

\[ \sum_{i=1}^{4} \| \bar{\dot{c}}_i \| \| E_{i,1} \| \leq Ch^2 L |e_{n-1}| + Ch^3 L |e_{n-1}| + Ch^4 L |e_{n-1}| + Ch^5 \]

\[ \leq \sum_{i=1}^{4} \| E_{i,1} \| + (Ch^2 L |e_{n-1}| + Ch^3 L |e_{n-1}| + Ch^4 L |e_{n-1}| + Ch^5) \]

\[ \leq \sum_{i=1}^{n-1} Ch^2 \sum_{i=1}^{4} \| E_{i,1} \| + h L |e_{n-1}| + h^2 L |e_{n-1}| + h^3 L |e_{n-1}| + Ch^4. \]
Inserting (35) into (36) leads to
\[
\|e_n\| \leq \sum_{l=1}^{n-1} ChL(\|e_l\| + hL\|e_l\| + h^2L^2\|e_l\| + h^3L^3\|e_l\|) + Ch^4. \tag{37}
\]

The application of the discrete Gronwall lemma to (37) gives
\[
\|e_n\| \leq Ch^4, \tag{38}
\]
which completes the proof. \(\square\)

5. Numerical Experiments

In this section, we conduct some numerical experiments to show that the fourth-order explicit MVERK and SVERK methods have comparable accuracy and efficiency by comparing with the standard fourth-order explicit ERK integrators. Throughout the numerical experiments, the entire functions \(\varphi(-k_e,M)\) of exponential integrators be evaluated by the Krylov subspace method (see, e.g., [4, 17]), which has the fast convergence. We select the following fourth-order ERK methods for comparison:

- ERK41: the fourth-order (stiff) explicit exponential RK method (12) with five stages in [19];
- ERK42: the fourth-order (stiff) explicit exponential RK method (13) with four stages in [22];
- MVERK41: the fourth-order (non-stiff) explicit MVERK method (10) with four stages presented in this paper;
- MVERK42: the fourth-order (non-stiff) explicit MVERK method (15) with four stages presented in this paper;
- SVERK41: the fourth-order (non-stiff) explicit SVERK method (20) with four stages presented in this paper;
- SVERK42: the fourth-order (non-stiff) explicit SVERK method (22) with four stages presented in this paper.

**Problem 1.** We first consider the following averaged system in wind-induced oscillation (26)
\[
\begin{pmatrix}
  x_1 \\
  x_2
\end{pmatrix}' = \begin{pmatrix}
  -\zeta & -\lambda \\
  \lambda & -\zeta
\end{pmatrix} \begin{pmatrix}
  x_1 \\
  x_2
\end{pmatrix} + \begin{pmatrix}
  x_1 x_2 \\
  \frac{1}{2} (x_1^2 - x_2^2)
\end{pmatrix},
\]
where \(\zeta \geq 0\) is a damping factor and \(\lambda\) is a detuning parameter (see, e.g., [14]). Set
\[
\zeta = r \cos(\theta), \ \lambda = r \sin(\theta), \ r \geq 0, \ 0 \leq \theta \leq \pi/2.
\]
This system can be written as
\[
\begin{pmatrix}
  x_1 \\
  x_2
\end{pmatrix}' = \begin{pmatrix}
  -\cos(\theta) & -\sin(\theta) \\
  \sin(\theta) & -\cos(\theta)
\end{pmatrix} \begin{pmatrix}
  r x_1 - \frac{1}{2} \sin(\theta)(x_1^2 - x_2^2) - \cos(\theta)x_1 x_2 \\
  r x_2 - \sin(\theta)x_1 + \frac{1}{2} \cos(\theta)(x_2^2 - x_1^2)
\end{pmatrix}.
\]

We integrate the conservative system over the interval \([0, 100]\) with parameters \(\theta = \pi/2, \ r = 20\) and stepsizes \(h = 1/2^k\) for \(k = 4, \ldots, 8\). Fig. shows the global errors \(GE\) against the stepsizes and the CPU time. From Fig. we observe that our methods have the same accuracy with standard fourth-order explicit exponential integrators, and present the higher efficiency than exponential integrators is supported by their less CPU times (seconds).
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Figure 2: Results for accuracy of Problem 1.

a: The log-log plots of global errors (GE) against \(h\).

b: The log-log plots of global errors against the CPU time.

Problem 2. The Hénon-Heiles Model was used to describe the stellar motion (see, e.g., [15, 16]), which has the following identical form

\[
\begin{bmatrix}
x_1 \\
x_2 \\
y_1 \\
y_2 \\
\end{bmatrix}' + \begin{bmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
y_1 \\
y_2 \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
-2x_1x_2 \\
-x_1^2 + x_2^2 \\
\end{bmatrix}.
\]

We select the initial values as

\[
(x_1(0), x_2(0), y_1(0), y_2(0))^T = (\frac{\sqrt{119}}{96}, 0, 0, \frac{1}{4})^T.
\]

Fig. 3 presents that this problem is solved on the interval \([0, 10]\) with stepsizes \(h = 1/2^k, k = 3, \ldots, 7\) for ERK41, ERK42, SVERK41, SVERK42, MVERK41, and MVERK42. It can be observed that our methods have the comparable accuracy with ERK41 and ERK42, and present the higher efficiency than ERK41 and ERK42.

Figure 3: Results for Problem 2.

a: The log-log plots of global errors (GE) against \(h\).

b: The log-log plots of global errors against the CPU time.
Problem 3. We consider the Allen-Cahn equation [2, 12]

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \epsilon^2 \frac{\partial^2 u}{\partial x^2} + u - u^3, \quad -1 < x < 1, \ t > 0, \\
u(x, 0) &= 0.53x + 0.47 \sin(-1.5\pi x), \quad -1 \leq x \leq 1.
\end{align*}
\]

Allen and Cahn firstly introduced the equation to describe the motion of anti-phase boundaries in crystalline solids [2]. After approximating the spatial derivatives with 32-point Chebyshev spectral method, we obtain the following stiff system of first-order ordinary differential equations

\[
dU dt + MU = F(t, U), \quad t \in [0, t_{\text{end}}],
\]

where \( U(t) = (u_1(t), \ldots, u_N(t))^T \), \( u_i(t) \approx u(x_i, t) = -1 + i\Delta x \), for \( i = 1, \ldots, N \) and \( \Delta x = 2/N \). Here, the matrix \( M \) is full and the nonlinear term is \( F(t, U) = u - u^3 = (u_1 - u_1^3, \ldots, u_N - u_N^3)^T \). We choose the parameters \( \epsilon = 0.01, \ N = 32 \) and integrate the obtained stiff system over the interval \([0, 1]\). The numerical results are presented in Fig. 4 with the stepsizes \( h = 1/2^k \) for \( k = 8, \ldots, 12 \).

Figure 4: Results for accuracy of Problem 3. a: The log-log plots of global errors (GE) against \( h \). b: The log-log plots of global errors against the CPU time.

Problem 4. Consider the sine-Gordon equation with periodic boundary conditions [11, 13]

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} &= \frac{\partial^2 u}{\partial x^2} - \sin(u), \quad -1 < x < 1, \ t > 0, \\
u(-1, t) &= u(1, t).
\end{align*}
\]

Discretising the spatial derivative \( \partial_{xx} \) by the second-order symmetric differences yields

\[
\begin{align*}
\frac{d}{dt} \begin{pmatrix} U' \\ U \end{pmatrix} + \begin{pmatrix} 0 & M \\ -I & 0 \end{pmatrix} \begin{pmatrix} U' \\ U \end{pmatrix} &= \begin{pmatrix} -\sin(U) \\ 0 \end{pmatrix}, \quad t \in [0, t_{\text{end}}].
\end{align*}
\]

In here, \( U(t) = (u_1(t), \ldots, u_N(t))^T \) with \( u_i(t) \approx u(x_i, t) \) for \( i = 1, \ldots, N \), with \( \Delta x = 2/N \) and \( x_i = -1 + i\Delta x \), \( F(t, U) = -\sin(u) = -(\sin(u_1), \ldots, \sin(u_N))^T \), and

\[
M = \frac{1}{\Delta x^2} \begin{pmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & 0 \\
0 & -1 & 2 & \cdots & -1 \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & -1 & 2 & -1
\end{pmatrix}.
\]
In this test, we choose the initial value conditions

\[ U(0) = (\pi)^N_{i=1}, \quad U'(0) = \sqrt{N} \left( 0.01 + \sin\left( \frac{2\pi i}{N} \right) \right)^N_{i=1}, \]

with \( N = 32 \), and solve the problem on the interval \([0, 1]\) with stepsizes \( h = 1/2^k \), \( k = 4, \ldots, 8 \). The global errors \( GE \) against the stepsizes and the CPU time (seconds) for ERK41, ERK42, SVERK41, SVERK42, MVERK41 and MVERK42 are respectively presented in Fig. 5 (a) and (b).

Figure 5: Results for Problem 4. a: The log-log plots of global errors (GE) against \( h \). b: The log-log plots of global errors against the CPU time.

Problem 5. We consider the nonlinear Schrödinger equation (see [9])

\[ i\psi_t + \psi_{xx} + 2|\psi|^2\psi = 0, \quad \psi(x, 0) = 0.5 + 0.025 \cos(\mu x), \]

with the periodic boundary condition \( \psi(0, t) = \psi(L, t) \). Letting \( L = 4 \sqrt{2}\pi \) and \( \mu = 2\pi/L \) and \( \psi = p + iq \), we transform this equation into a pair of real-valued equations

\[ \begin{align*}
    p_t + q_{xx} + 2(p^2 + q^2)q &= 0, \\
    q_t - p_{xx} - 2(p^2 + q^2)p &= 0.
\end{align*} \]

Using the discretization on spatial variable with the pseudospectral method leads to

\[ \begin{pmatrix}
    p \\
    q
\end{pmatrix}' =
\begin{pmatrix}
    0 & -D_2 \\
    D_2 & 0
\end{pmatrix}
\begin{pmatrix}
    p \\
    q
\end{pmatrix} +
\begin{pmatrix}
    -2(p^2 + q^2) \cdot q \\
    2(p^2 + q^2) \cdot p
\end{pmatrix} \tag{39} \]

where \( p = (p_0, p_1, \ldots, p_{N-1})^T \), \( q = (q_0, q_1, \ldots, q_{N-1})^T \) and \( D_2 = (D_{2})_{0 \leq j,k \leq N-1} \) is the pseudospectral differential matrix defined by:

\[ (D_{2})_{jk} = \begin{cases}
    \frac{1}{2} \mu^2 (-1)^{j+k+1} \sin^2(\mu(x_j - x_k)/2), & j \neq k, \\
    -\mu^2 \frac{2(N/2)^2 + 1}{6}, & j = k.
\end{cases} \]

In this test, we choose \( N = 48 \) and solve this problem on \([0, 1]\). The global errors \( GE \) against the stepsizes and the CPU time are stated in Fig. 6 with the stepsizes \( h = 1/2^k \) for \( k = 4, \ldots, 8 \).
The accuracy of fourth-order methods

ERK integrators for solving stiff problems or highly oscillatory systems have distinguished advantages which have been received lots of attention in recent years. However, the computational cost of standard ERK methods heavily depends on evaluations of matrix exponentials. In order to reduce the computational cost, we have designed two classes of explicit ERK methods up to order three. As a sequel to our previous work, we formulate two new families of fourth-order explicit ERK methods for solving stiff or highly oscillatory systems in this paper. We derive the order conditions of these fourth-order explicit ERK methods, which are exactly identical to those of the classical fourth-order explicit RK methods. These fourth-order MVERK and SVERK methods have the favorable property that they can exactly integrate the linear systems $y'(t) + My(t) = 0$ than RK methods. Moreover, the coefficients of these methods are real constants so that they can effectively reduce the computational cost compared with standard ERK methods. Furthermore, the convergence of these methods was analyzed in detail.

Several numerical examples are carried out to demonstrate the comparable accuracy and lower computational cost of these fourth-order explicit ERK methods in comparison with the standard fourth-order explicit exponential integrators in the literature. It is noted that our study is related to the classical order conditions, order reduction phenomenon of our methods can be observed when applied to some multi-frequency and high-dimension problems.

As a preliminary study of MVERK and SVERK methods, our convergence analysis of this paper depends on the Taylor series of the exact solution, so that the constant $C$ depends on $\|M\|$. This is not favorable. Therefore, an improved convergence analysis is still needed and we will pay attention to this aspect in our next work.

6. Conclusion

ERK integrators for solving stiff problems or highly oscillatory systems have distinguished advantages which have been received lots of attention in recent years. However, the computational cost of standard ERK methods heavily depends on evaluations of matrix exponentials. In order to reduce the computational cost, we have designed two classes of explicit ERK methods up to order three. As a sequel to our previous work, we formulate two new families of fourth-order explicit ERK methods for solving stiff or highly oscillatory systems in this paper. We derive the order conditions of these fourth-order explicit ERK methods, which are exactly identical to those of the classical fourth-order explicit RK methods. These fourth-order MVERK and SVERK methods have the favorable property that they can exactly integrate the linear systems $y'(t) + My(t) = 0$ than RK methods. Moreover, the coefficients of these methods are real constants so that they can effectively reduce the computational cost compared with standard ERK methods. Furthermore, the convergence of these methods was analyzed in detail.

Several numerical examples are carried out to demonstrate the comparable accuracy and lower computational cost of these fourth-order explicit ERK methods in comparison with the standard fourth-order explicit exponential integrators in the literature. It is noted that our study is related to the classical order conditions, order reduction phenomenon of our methods can be observed when applied to some multi-frequency and high-dimension problems.

As a preliminary study of MVERK and SVERK methods, our convergence analysis of this paper depends on the Taylor series of the exact solution, so that the constant $C$ depends on $\|M\|$. This is not favorable. Therefore, an improved convergence analysis is still needed and we will pay attention to this aspect in our next work.
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