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We consider Hamiltonian simulation using the first order Lie-Trotter product formula under the assumption that the initial state has a high overlap with an energy eigenstate, or a collection of eigenstates in a narrow energy band. This assumption is motivated by quantum phase estimation (QPE) and digital adiabatic simulation (DAS). Treating the effective Hamiltonian that generates the Trotterized time evolution using rigorous perturbative methods, we show that the Trotter step size needed to estimate an energy eigenvalue within precision $\epsilon$ using QPE can be improved in scaling from $\epsilon$ to $\epsilon^{1/2}$ for a large class of systems (including any Hamiltonian which can be decomposed as a sum of local terms or commuting layers that each have real-valued matrix elements). For DAS we improve the asymptotic scaling of the Trotter error with the total number of gates $M$ from $\mathcal{O}(M^{-1})$ to $\mathcal{O}(M^{-2})$, and for any fixed circuit depth we calculate an approximately optimal step size that balances the error contributions from Trotterization and the adiabatic approximation. These results partially generalize to diabatic processes, which remain in a narrow energy band separated from the rest of the spectrum by a gap, thereby contributing to the explanation of the observed similarities between the quantum approximate optimization algorithm and diabatic quantum annealing at small system sizes. Our analysis depends on the perturbation of eigenvectors as well as eigenvalues, and on quantifying the error using state fidelity (instead of the matrix norm of the difference of unitaries which is sensitive to an overall global phase).

INTRODUCTION

The Lie-Trotter product formula [1, 2] was originally used by Lloyd [3] to establish the first method for efficiently approximating the dynamics $U(t) = e^{-itH}$ generated by a local Hamiltonian $H$ with a universal quantum computer. After many refinements [4–6] this approach (often called “Trotterization”) continues to be an appealing method for Hamiltonian simulation from both experimental and mathematical perspectives.

The method is based on dividing $U(t)$ into $L$ short-time evolutions $U(t) = U^L(\delta t), t = L\delta t$, and replacing each $U(\delta t)$ with an approximation $T(\delta t)$. The parameter $L$ is the number of Trotter steps and $\delta t > 0$ is the Trotter step size. Given a decomposition of the Hamiltonian into a sum of layers $H = \sum_{n=1}^T H_n$ [7], the first order product formula approximation is

$$T(\delta t) \equiv \prod_{n=1}^T e^{-iH_n\delta t},$$

where $\delta t$ and $L$ are chosen to depend on the tolerable level of error, as we subsequently discuss.

Most prior works quantify the Trotter error in terms of the operator norm $\|U(\delta t) - T(\delta t)\|$, but in this work we directly compare states evolved under the exact and approximate time evolution to produce a tighter error estimate for the specific class of initial states we consider. We quantify the Trotter error in terms of the phase error $\theta$ and the fidelity error $f$,

$$T(\delta t)^L|\psi\rangle = \sqrt{1 - f}e^{i\theta}U(t)|\psi\rangle + \sqrt{f}U(t)|\psi^+\rangle.$$  

where $|\psi\rangle$ is the initial state. While the operator norm can always be used to upper bound $f$ and $\theta$ for an arbitrary initial state $|\psi\rangle$, we identify situations in which analyzing $f$ and $\theta$ for specific initial states produces tighter error bounds than the general case.

Our results are based on a spectral analysis of the effective Hamiltonian $\tilde{H}$ that generates the Trotterized time evolution,

$$\tilde{H} \equiv i \log(T(\delta t))/\delta t, \quad T(\delta t) = e^{-i\tilde{H}\delta t} \quad (3)$$

Regarding $\delta t$ as a small parameter, perturbative methods can be used to compare the spectrum $\{E_k, |\psi_k\rangle\}$ of the original Hamiltonian $H$ to the spectrum $\{\tilde{E}_k, |\tilde{\psi}_k\rangle\}$ of the effective Hamiltonian $\tilde{H}$. These methods lead us to consider applications in which the initial state $|\psi\rangle$ is (or is close to) an eigenstate of $H$, enabling an improved upper bound on the Trotter step size in Quantum Phase Estimation (QPE) and Digital Adiabatic Simulation (DAS).

QPE is one of the most important quantum simulation algorithms [8], which relates Hamiltonian time-evolution $U(t) = e^{-itH}$ to the measurement of energy eigenvalues [9–11]. In the ideal version of the algorithm, measuring the output of the phase estimation circuit collapses the system into an energy eigenstate of $H$. If we replace the time evolution with the product formula approximation $T(\delta t)^L$, then (in the ideal case) we will instead measure an energy eigenvalue of $\tilde{H}$. Therefore the Trotter error is directly related to the difference in spectrum between $H$ and $\tilde{H}$. Under conditions which are satisfied in many cases of interest, we show that the first order perturbative correction vanishes and use this to rigorously show that the Trotter error in phase can be reduced from $\mathcal{O}(L\delta t^2)$ to $\mathcal{O}(L\delta t^3)$. In terms of the target precision $\epsilon$ of the QPE, this means the Trotter step size can be enlarged from $\delta t = \mathcal{O}(\epsilon)$ to $\delta t = \mathcal{O}(\epsilon^{1/2})$. 

DAS can be used to implement adiabatic quantum computation [12−14] and adiabatic state preparation [15, 16] on a digital quantum computer. The scaling of Trotter error in DAS has previously been analyzed in terms of the operator norm [17, 18]. We find this measure of error is dominated by the accumulation of a global phase, whereas in adiabatic algorithms it is generally only the fidelity error \( f \) that matters. We regard the Trotterized time evolution as a discretized adiabatic evolution under an effective Hamiltonian, and obtain tighter bounds on the fidelity error by applying an adiabatic theorem to the effective Hamiltonian.

This paper is organized as follows: we first illustrate the setting of the problems and our main results, together with the techniques and lemmas used in the proof. The primary mathematical tools are a rigorous perturbation method [19] and the Magnus expansion [20]. Then we apply the main results to analyze Trotter error in QPE and DAS, in both cases we achieve improvements in circuit complexity.

**MAIN RESULTS**

**Set up and Notations**

Usually, the Trotter error is quantified by the norm distance between operators:

\[
\Delta = \|\Delta\|, \quad \hat{\Delta} = (\hat{T}(\delta t))^L - U(t) \tag{4}
\]

The notation \( \| \cdot \| \) refers to the operator norm: \( \| M \| = \max_{\| x \|_2=1} \| M[x] \|_2 \), where \( \| \cdot \|_2 \) is the Euclidean norm of vector \( \| v \|_2 = \sqrt{v^T v} \). To quantify \( \Delta \), it’s enough to quantify the norm distance error of a single Trotter step \( \delta \equiv \| \hat{T}(\delta t) - U(\delta t) \| \) as \( \Delta \leq L \delta \). For a given error tolerance \( \epsilon \), the restriction of \( \Delta \leq \epsilon \) determines the gate complexity of the algorithm.

In this paper, we separate the digital error into phase error \( \theta \) and fidelity error \( f \) defined by

\[
f \equiv 1 - |\langle \psi | U(t) T(\delta t)^L | \psi \rangle|^2 \tag{5}
\]

\[
\theta \equiv \text{Arg} \left( \langle \psi | U(t) T(\delta t)^L | \psi \rangle \right) \tag{6}
\]

where \( |\psi\rangle \) is an initial state. For any \( L, \delta t \) that satisfy \( \Delta \leq 1/\sqrt{2} \), the Euclidean distance error \( \mathcal{E} \equiv \| \Delta |\psi\rangle \|_2 \) satisfies (see Appendix A)

\[
f + \frac{\theta^2}{4} \leq \mathcal{E}^2 \leq 2f + \theta^2 \tag{7}
\]

Without further assumptions about \( \hat{H} \) and \( |\psi\rangle \), the two parameters are bounded by \( f = \mathcal{O}(\Delta^2), |\theta| = \mathcal{O}(\Delta) \) as \( \mathcal{E} \leq \Delta \). However, in some special cases, we find that both \( f \) and \( \theta^2 \) have a different parameteric scaling with \( \Delta \). This means that \( \Delta \) does not always reflect the true Trotter error that we are interested in, which leads us to a different approach.

**Improved \( f \): Spectral Analysis**

The Trotterized evolution operator \( T(\delta t)^L \) can be viewed as an exact evolution under an effective Hamiltonian \( \hat{H} \equiv i \log(T(\delta t))/\delta t \). Owing to the tiny size of \( \delta t \), the spectrum of \( \hat{H} \) is \( \{ E_k, |\psi_k\rangle \} \) close to that of \( H \). Based on this observation, suppose the initial state is one of the eigenstate \( |\psi_k\rangle \) of \( \hat{H} \), \( f \) and \( \theta \) can be quantified by the difference between spectrum:

\[
f = \mathcal{O}(1 - |\langle \psi_k | \tilde{\psi}_k \rangle|^2) \tag{8}
\]

\[
\theta = \mathcal{O}(|\tilde{E}_k - E_k| \delta t) \tag{9}
\]

To ensure there exists a one-to-one correspondence between \( |\psi_k\rangle \) and \( |\tilde{\psi}_k\rangle \), we assume the spectrum is non-degenerate. Therefore there is some spectral gap \( \lambda_k = \min(E_k - E_{k-1}, E_{k+1} - E_k) \) around this eigenstate. We use \( \lambda \) as a general lower bound for the spectral gap around an initial eigenstate.

The upper bound for the difference between energy eigenvalues is based on an upper bound for \( \| \hat{H} \| \). Using the Baker-Campbell-Hausdorff formula,

\[
\hat{H}(\delta t) = H + \frac{i\delta t}{2} \sum_{l>m} [H_l, H_m] + \mathcal{O}(\delta t^2). \tag{10}
\]

The first few terms of the standard (Rayleigh-Schrödinger) perturbation theory can be used to estimate \( f \) and \( \theta \), but to avoid convergence issues and derive rigorous results we use other methods [19, 21] that are widely used in proofs of adiabatic theorems. By Weyl’s inequality, the perturbation in the eigenvalues satisfies

\[
|\tilde{E}_k - E_k| \leq \| \hat{H} - H \| \tag{11}
\]

The perturbation of the eigenvectors is derived from the following lemma.

**Lemma 1** (Rigorous perturbation method [21]). \( \hat{H}(s) \) is a parameterized Hamiltonian with spectrum \( \{ E_j(s), P_j(s) \} \), define

\[
P(s) = \sum_{j=1}^m P_j(s)
\]

as the projector into a subspace \( \mathcal{A} \) spanned by \( m \) eigenstates. Its derivative has norm upper bound:

\[
\| P'(s) \| \leq \sqrt{m} \| H'(s) \|/\lambda \tag{12}
\]

where \( \lambda \) is the lower bound of energy gap between the eigenstates in and outside region \( \mathcal{A} \).

For a single eigenvector, lemma 1 implies

\[
\sqrt{1 - |\langle \tilde{\psi}_k | \tilde{\psi}_k \rangle|^2} = \| \tilde{P}_k - P_k \|
\]

\[
= \| P(\delta t) - P(0) \| \leq \delta t \max_{s \in [0, \delta t]} \| P'(s) \|
\]

\[
\leq \max_{s \in [0, \delta t]} \| \tilde{H}'(s) \| \delta t / \lambda \tag{13}
\]
The term $||H'(s)||$ quantifies the size of the perturbation. The necessary bound on $||H'||$ has already been obtained using the Magnus expansion in previous work, see Appendix B for more details.

**Lemma 2 (Magnus Expansion)**. Given $\tilde{H}$ defined in Eq: (3), when $\delta t = O(N^{-1})$, for all $s \in [0, \delta t]$:

$$
\|H(s) - H\| = O(h\delta t), \quad \|\tilde{H}'(s)\| = O(h)
$$

(14)

$$
\alpha = \frac{4}{3}(\beta + 128\alpha\|H\|)\delta t
$$

(15)

$$
\beta = \sum_{l \geq n > m} \| [H_l, [H_n, H_m]] \|
$$

For example, if $H = \sum_{j=1}^{N} h_j$ is a local Hamiltonian on $N$ qubits that satisfies $[h_j, h_k] = 0, \forall \{j \neq k\}$, then $h = O(N) + O(N^2\delta t) = O(N)$. In general, the parameter dependence of $h$ is complicated but will always be poly$(N)$ for any $k$-local Hamiltonian. To simplify the notation we retain the form of $h$ in the following paragraph.

The following result follows from Lemma 1 with Lemma 2, see Appendix C.

**Corollary 1 (Eigenstate as initial state).** For any $H$ and any eigenstate $|\psi_k\rangle$ of $H$ separated from the rest of the spectrum by a spectral gap $\lambda$, the time evolution under the 1st-order product formula satisfies:

$$
T(\delta t)^L|\psi_k\rangle = \sqrt{1 - \int e^{i\theta U(t)|\psi_k\rangle + \sqrt{T}|\psi_k\rangle}}
$$

where the fidelity error and phase error satisfy

$$
|\theta| = O(Lh\delta t^2)
$$

(16)

$$
f = \min \left\{ O\left( \frac{h^2\delta t^2}{\lambda^2} \right), O(L^2h^2\delta t^4) \right\}
$$

(17)

with $h$ defined in Lemma 2.

As a comparison, $\Delta = O(Lh\delta t^2)$ in general. Corollary 1 implies that the fidelity error $f$ eventually stops growing with with the total number of Trotter steps $L$, which is an extreme example of $f \ll \Delta^2$. After a short initial period, the Trotter error only accumulates in the global phase. This fact can be related to the leakage rate property [23] of the Trotterized evolution operator. Suppose the initial state is $|\psi\rangle = \sum_k c_k|\psi_k\rangle$, where $|\psi_k\rangle$ all belong to a special region $A$, like low-energy states. The leakage rate is the percentage for $|\psi\rangle$ to go outside that region after $T(\delta t)^L$: $1 - \text{Tr}(P_A T(\delta t)^L |\psi\rangle \langle \psi| T^d(\delta t)^L)$. Using the argument about $\tilde{H}$ we prove:

**Theorem 1 (Leakage rate).** $T(\delta t)^L$ is Trotterized evolution operator, if the initial state $\rho$ belongs to subregion $A$ spanned by $m$ eigenstates:

$$
P = \sum_{j=1}^{m} P_j, \quad \text{Tr}(\rho P) = 1
$$

Then the leakage rate can be bounded by the norm distance between $P$ and corresponding effective projector $\tilde{P}$ induced by $\tilde{H}$ if $\|P - \tilde{P}\| < 1$:

$$
1 - \text{Tr}(T(\delta t)^L \rho T^d(\delta t)^L P) = O\left( \|P - \tilde{P}\|^2 \right)
$$

$$
= O\left( \frac{m^2h^2\delta t^4}{\lambda^2} \right)
$$

where $\lambda$ is the lower bound of energy gap between the eigenstates in and outside region $A$.

**Improved $\theta$: Special Perturbation**

The bound $\theta = O(\Delta)$ can be tight, even when the initial state is an eigenstate. However, we show that it can be improved by a factor of $\delta t$ under assumptions that are satisfied for many Hamiltonians of interest, and this improves the scaling of the Trotter step size needed for QPE. This can be illustrated by the simple case $H = H_A + H_B$ in which the Hamiltonian is decomposed into two commuting layers,

$$
T(\delta t) = e^{-iH_A\delta t}e^{-iH_B\delta t} = e^{-i\tilde{H}\delta t},
$$

$$
\tilde{H} = H - i\frac{\delta t}{2}[H_A, H_B] + O(\delta t^2).
$$

The leading perturbation term is $V = -i\delta t[H_A, H_B]/2$. In standard perturbation theory, the 1st order correction in energy is $E^{(1)} = \langle \psi_k | V | \psi_k \rangle$. However,

$$
\langle \psi_k | [H_A, H_B] | \psi_k \rangle = \langle \psi_k | H_B | \psi_k \rangle = 0.
$$

In previous section we prove an upper bound of Trotter error in energy of order $O(h\delta t^4)$. While under this special situation, because $E^{(1)} = 0$, the shift in energy at most has order $O(\delta t^2)$. This improvement can be applied to a general decomposition $H = \sum_{n=1}^{\Gamma} H_n$. Whenever the leading order correction,

$$
V = \frac{i\delta t}{2} \sum_{l > m} [H_l, H_m],
$$

is off-diagonal in the eigenbasis of $H$, we can reduce the Trotter error in energy from $O(\delta t)$ to $O(\delta t^2)$. In the setting of Corollary 1, the following result is proven by rigorous perturbative methods in Appendix E.

**Lemma 3.** $H$ is a normalized local Hamiltonian on $N$ sites with spectrum $\{E_k, |\psi_k\rangle\}$, $\tilde{H}$ is its corresponding effective Hamiltonian induced from 1st order product formula. The new spectrum is $\{E_k, |\tilde{\psi}_k\rangle\}$. The first perturbation of $\tilde{H}$ is off-diagonal in the eigenbasis of $H$:

$$
\langle \psi_k | \tilde{H} - H | \psi_k \rangle = O(\delta t^2)
$$

(18)
Further if $\delta t = \mathcal{O}(\lambda/N)$, where $\lambda$ is the lower bound of spectral gap between $|\psi_k\rangle$ and neighboring eigenstates, then the shift in energy satisfies:

$$|\tilde{E}_k - E_k| = \mathcal{O}\left(N^2\delta t^2 \max\left\{1, \frac{1}{\lambda^2}\right\}\right)$$

(19)

In addition to Hamiltonians that can be decomposed into two commuting layers (of which a prominent class of examples are Hamiltonians $H = H_X + H_Z$ that have local terms which involve only Pauli $X$ or Pauli $Z$ operators), we list other different conditions where Eq. (18) is satisfied:

- Real Hamiltonians. Assume all of the local terms of $H$ have real matrix elements in some basis. The components of an eigenstate $|\psi_k\rangle$ of any real symmetric matrices can all be taken to be real. Consider an arbitrary commutator in $V$, $\langle\psi_k|H_lH_m|\psi_k\rangle$ is conjugate to $\langle\psi_k|H_mH_l|\psi_k\rangle$, and both are real numbers. So they are equal and appear with opposite signs in the commutator. Therefore, $\forall k,l,m, \langle\psi_k|H_l,H_m|\psi_k\rangle = 0$.

- Any Hamiltonian whose layers (or local terms) can be totally ordered to satisfy $[H_l,H_m] = 0, \forall|l - m| > 1$. This condition is satisfied by 1D Hamiltonians with nearest-neighbor interactions, as well as general lattice Hamiltonians regarded as 1D chains of super-sites (since our results do not depend on the local dimension). This condition leads to a recursive relation: $[H_l,H_{l+2}] = [H_l,H - H_{l-1} - H_{l+1}] = 0$. If $[H_{l-1},H_l]$ is off-diagonal, $[H_l,H_{l+1}]$ is also off-diagonal as any operator in the form of $[O,H]$ is off-diagonal in the eigenbasis of $H$. The case of $l = 1$ is special as we don’t have $H_0$. Thus $[H_1,H_2] = [H_1,H]$ is off-diagonal. As a result, $\forall|l|, [H_l,H_{l+1}]$ is off-diagonal. These assumptions can be satisfied for any Hamiltonian with geometrically local terms in 1D.

- Frustration-free Hamiltonians [24]. This type of Hamiltonian satisfies $H = \sum_j \Pi_j, H|\psi_0\rangle = E|\psi_0\rangle, \Pi_j|\psi_0\rangle = E_j|\psi_0\rangle$ where $|\psi_0\rangle$ is ground state. With this property, when the initial state is the ground state, there will be no Trotter error no matter how big $\delta t$ is. In Lemma 3, the upper bound on the Trotter error is inversely proportional to the spectral gap $\lambda$. However, it’s possible for frustration-free Hamiltonian to be gapless [25]. This example shows that our methods can still overestimate the Trotter error for gapless Hamiltonians.

The second part of Eq. (7) indicates that $f$ and $\theta$ can be used to bound the Euclidean distance error as well. We have just proved that $f$ and $\theta^2$ can both be much smaller than $\Delta$, which means under these conditions the norm distance can’t reflect Trotter error in Euclidean distance either.

Finally, we provide an example $H = H_1 + H_2 + H_3$ in which $V$ is not off-diagonal to show the result in Lemma 3 is not fully general. Let $H$ be a diagonal matrix $\Lambda$ in the eigenbasis of itself. In this basis choose:

$$H_1 = X \otimes I, \quad H_2 = Y \otimes I, \quad H_3 = \Lambda - H_1 - H_2$$

Thus:

$$V/\delta t = i[(X + Y) \otimes I, \Lambda]/2 + Z \otimes I$$

The first term is off-diagonal, the second term is not. Thus $V$ is not off-diagonal.

**Improved $f$ : Adiabatic Theorem**

DAS is a special type of time-dependent evolution simulation task [26, 27] that leverages the quantum adiabatic theorem [21, 28]. Physically, when the Hamiltonian evolves with time slowly enough, an initial state in some eigenspace will stay close to that eigenspace of the time-dependent Hamiltonian at all times. The evolution operator under $H(t)$ has expression:

$$i\frac{d}{dt}|\psi(t)\rangle = H(t)|\psi(t)\rangle, \quad |\psi(T)\rangle = \hat{A}(T)|\psi(0)\rangle$$

$$\hat{A}(T) = \exp_T \left(-i \int_0^T H(t) dt\right)$$

We restrict out attention to the linear adiabatic path $H(t) = (1 - t/T)H_n + t/T H_f$. In terms of the dimensionless parameter $s = t/T$,

$$H(s) = \hat{H}(Ts) = (1 - s)H_n + sH_f$$

$$A(T) \equiv \exp_T \left(-i \int_0^1 H(s) ds\right) = \hat{A}(T)$$

$T \to \infty$ corresponds to the case where evolution is performed adiabatically:

$$\lim_{T \to \infty} A(T)|\psi_i\rangle = |\psi_f\rangle$$

$|\psi_i\rangle$ is one eigenstate of initial Hamiltonian $H_n$ and $|\psi_f\rangle$ is the corresponding one of $H_f$. $T$ quantifies how slowly the evolution is, it also reflects how close the evolved state is to $|\psi_f\rangle$. We apply the following rigorous adiabatic theorem.

**Lemma 4 (Adiabatic theorem [21]).** The error of adiabatic evolution is quantified by:

$$\epsilon_{adb} \equiv \|P_f - A(T)P_iA^\dagger(T)\|$$

(20)

where $P_f = |\psi_f\rangle\langle\psi_f|$, $P_i = |\psi_i\rangle\langle\psi_i|$. $A(T)$ is the adiabatic evolution operator. Then:

$$\epsilon_{adb} \leq G(T,H)$$

(21)
with

\[ G(T, H) = \frac{1}{T} \left( \frac{\|H'(0)\|}{\lambda(0)^2} + \frac{\|H'(1)\|}{\lambda(1)^2} \right) + \frac{1}{T} \int_0^1 \frac{\|H''(s)\|}{\lambda^2(s)} + T \frac{\|H'(s)\|^2}{\lambda^3(s)} ds \]  

(22)

\( \lambda(s) \) is the lower bound of energy gap between \( |\psi(s)\rangle \) and other eigenstates during evolution. \( |\psi(s)\rangle \) is the eigenstate in \( H(s) \) associated with \( |\psi_i\rangle \).

Notice the adiabatic theorem refers to fidelity error,

\[ \epsilon_{\text{adb}} = \sqrt{1 - |\langle \psi_f | A(T) | \psi_i \rangle|^2}. \]

To simulate this process with Trotterization, we first approximate \( A \) by a product of short time evolutions,

\[ A_d \equiv \prod_{a=1}^M U_a, \quad U_a \equiv e^{-iH_a \delta t} \]  

(23)

\[ \delta t \equiv \frac{T}{M}, \quad H_a \equiv H \left( \frac{a}{M} \right) \]  

(24)

Here \( M \) is the discretization number. Note that going from \( A \) to \( A_d \) already incurs some discretization error. Each short time evolution operator is further Trotterized,

\[ A_t \equiv \prod_{a=1}^M U_a^t, \quad U_a^t \equiv U^t \left( \frac{a}{M} \right) \]  

(25)

\[ U^t(s) \equiv e^{-i\delta t(1-s)H_i} e^{-i\delta tsH_f} \]  

(26)

Therefore the parameter \( M \) determines both the discretization error and the additional Trotter error. The expression of \( U^t(s) \) actually depends on how the Trotterization is performed, while our argument applies to general product formulas, thus we use the above definition as an instance.

The total error of DAS, which is the fidelity distance between \( A_t |\psi_i\rangle \) and \( |\psi_f\rangle \), is divided into three parts. The first part comes from adiabatic evolution itself, it can be quantified by Lemma 4. The other two stem from discretization and Trotterization steps. To simplify the question, we only study the case where the error caused by discretization is negligible comparing to the error from adiabatic theorem, which is to say:

\[ \epsilon_{\text{adb}}' \equiv \|P_f - A_d P_t A_d^\dagger\| \]  

(27)

\[ \epsilon_{\text{dis}} \equiv |\epsilon_{\text{adb}}' - \epsilon_{\text{adb}}| \ll \epsilon_{\text{adb}} \]  

(28)

We focus on the Trotter error in DAS,

\[ \epsilon_{\text{tro}} \equiv \|A_d P_t A_d^\dagger - A_t P_t A_t^\dagger\| \leq \|A_d - A_t\| \]  

(29)

which has previously been bounded in terms of operator norm: \( \|A_d - A_t\| = O(T^2/M) \) [17]. However, as indicated by the adiabatic theorem, all we need to control is

the fidelity error, and by building on the techniques in Corollary 1 we will demonstrate that \( \epsilon_{\text{tro}} \) has a tighter upper bound that differs from \( \|A_d - A_t\| \). We associate a time-evolving effective Hamiltonian \( \tilde{H}(s) \) with \( U^t(s) \),

\[ \tilde{H}(s) \equiv i \log(U^t(s))/\delta t \]  

(30)

Notice that at the beginning point \( s = 0 \) and end point \( s = 1 \), \( \tilde{H}(s) \) is the same as \( H_i \) and \( H_f \). So the adiabatic
evolution under $\tilde{H}(s)$ can also transform $|\psi_i\rangle$ to $|\psi_f\rangle$. Naturally the total error should also be quantified with adiabatic theorem.

$$\epsilon'_\text{tot} \equiv \|P_f - A_t P_t A_t^*\|$$  \hspace{1cm} (31)

Again, we require that the error caused by discretization is negligible:

$$\epsilon_\text{tot} \equiv \|P_f - \tilde{A}(T) P_t \tilde{A}(T)^*\|$$

$$\tilde{A}(T) \equiv \exp_T \left(-iT \int_0^1 \tilde{H}(s) ds \right)$$

$$\epsilon_\text{dis} \equiv |\epsilon'_\text{tot} - \epsilon_\text{tot}| \ll \epsilon_\text{tot}$$

Here $\epsilon_\text{tot}$ is the adiabatic error of evolution under $\tilde{H}(s)$, which is also the continuous limit of $\epsilon'_\text{tot}$. Using the adiabatic theorem we have:

$$\epsilon_\text{tot} \leq G(T, \tilde{H})$$  \hspace{1cm} (32)

Combining with Lemma 2, Lemma 4 and the triangle inequality $\epsilon_\text{tr} \leq \epsilon_\text{adb} + \epsilon'_\text{tot}$, we prove the following proposition in Appendix F.

**Proposition 1.** Consider a digital adiabatic evolution with initial Hamiltonian $H_i$, final Hamiltonian $H_f$, total evolution time $T$, and discretization number $M$. If the discretization error is negligible comparing to the continuous limit then

$$\epsilon_\text{dis} \ll \epsilon_\text{adb}, \hspace{0.5cm} \tilde{\epsilon}_\text{dis} < \epsilon_\text{tot}$$  \hspace{1cm} (33)

then the Trotter error has upper bound:

$$\epsilon_\text{tr} = O(G(T, H) + G(T, \tilde{H}))$$  \hspace{1cm} (34)

with $G$ introduced in Lemma 4. Define:

$$C_0 \equiv \|H_i\|, \hspace{0.5cm} C_1 \equiv \|H_i, H_f\|$$

$$D \equiv \|H_i - H_f\|$$

when $D/\lambda > 1$, where $\lambda$ is the lower bound of spectral gap during adiabatic evolution under $H(s)$ and $\tilde{H}(s)$, and $(C_0 + 3D/2)T < M/4$, we obtain:

$$\epsilon_\text{tr} = O\left(\frac{D^2}{T \lambda^3}\right) + O\left(\frac{C_1^2 T}{M^2 \lambda^3}\right)$$  \hspace{1cm} (35)

From Proposition 1 we already derive a result different from $\|A_d - A_t\|$. Numerical results (see Fig. 1) seem to indicate that $\epsilon_\text{tr}$ is close to $\epsilon'_\text{tot} - \epsilon_\text{adb}$, which means this result can be further improved. Also this result only works for $T/M = O(1)$. Though taken for granted in most works, the criterion for Eq (33) to hold is critical to the error analysis. This question has its independent interest. The discretized adiabatic evolution has been the subject of some analysis [19], but we believe the result can be intrinsically improved and thus leave it for future work.

**APPLICATIONS**

**Quantum Phase Estimation**

The QPE algorithm constructs a quantum circuit to detect the phase $\theta$ of a unitary operator: $U|\psi\rangle = e^{i\theta}|\psi\rangle$. For an exact QPE algorithm, the measurement outcome is the integer $a$ closest to $2^l \theta$, where $l$ is the size of the first register. Since it’s unlikely for $2^l \theta$ to be an integer, there is an inherent error $\xi = \mathcal{O}(2^{-l})$ in this algorithm. The probability of measuring the value closest to the true $\theta$ is at least $4/\pi^2$ [11].

The influence of the Trotter error comes from two aspects. Again we regard the Trotterized evolution operator as an exact evolution operator under the effective Hamiltonian $\tilde{H}$. This effective Hamiltonian has an eigenstate $|\tilde{\psi}\rangle$, which is very close to initial eigenstate $|\psi\rangle$:

$$|\psi\rangle = \sqrt{1-p}|\tilde{\psi}\rangle + \sqrt{p}|\tilde{\psi}^\perp\rangle.$$  \hspace{1cm} (36)

As a result, the final phase detected should be $\hat{\theta}$ and the success rate should be decreased by a factor of $(1-p)$. However, since usually $p$ is much smaller comparing to 1, this change in success rate is almost negligible.

More importantly, the Trotter error in phase $\delta \theta = |\tilde{\theta} - \theta|$ should satisfy $\delta \theta < \xi$, otherwise the phase error caused by Trotterization will be detected. This relation gives us a constraint on the Trotter error:

$$|\tilde{E} - E|t \leq \xi$$  \hspace{1cm} (37)

In QPE, $\theta$ should be set to be close to 1 to avoid wasting the accuracy provided by the first register, thus $t = \mathcal{O}(1/|E|)$. However, we can only guess about $E$ before the algorithm. Here we use $t_0$ to denote an appropriate choice of time scale in $U$. Thus

$$L = \mathcal{O}\left(\frac{t_0}{\delta t}\right)$$  \hspace{1cm} (38)

where $L$ is the Trotterization number.

The following result follows from Lemma 3.

**Corollary 2.** Suppose there’s a quantum circuit performing QPE, the size of the first register is $l$ thus the inherent error is $\xi = \mathcal{O}(2^{-l})$. The unitary operator is $U = e^{-iHt_0}$ where $H$ satisfies one of the conditions from Lemma 3 in the previous section. To guarantee that the Trotter error in phase is smaller than the inherent error $\xi$, we have:

$$\delta t = \mathcal{O}\left(\frac{1}{N} \sqrt{\frac{\xi}{t_0}} \min\{1, \lambda\}\right)$$  \hspace{1cm} (39)

$$L = \mathcal{O}\left(N^{1/3} \frac{t_0^2}{\xi} \max\{1, \frac{1}{\lambda}\}\right)$$  \hspace{1cm} (40)

$$\text{Circuit Depth} = \mathcal{O}\left(\sqrt{\frac{N^3 t_0^3}{\xi^3} \max\{1, \frac{1}{\lambda}\}}\right)$$  \hspace{1cm} (41)
\( \lambda \) is the lower bound of spectral gap between initial state \(|\psi\rangle\) and its neighboring eigenstates.

As a comparison, in general case with \(|\tilde{E} - E| = \mathcal{O}(N\delta t)\), the final circuit depth is \( \mathcal{O}(N^2\xi_0^2/\xi^2) \).

Optimizing Digital Adiabatic Simulation

Although a better upper bound of \( \epsilon_{\text{tro}} \) has been derived in Proposition 1, it is really \( \epsilon'_{\text{tot}} \) rather than \( \epsilon_{\text{tot}} \) that is the most relevant quantity, for it doesn’t matter whether the error originates from numerical procedure or the finite size of \( T \). Motivated by this, here we elaborate on a different question: given a DAS task with \( H_i, H_f \) and \(|\psi_i\rangle\) specified, and a quantum computer with fixed circuit depth \( M \), find the optimal \( T \) to minimize the estimated total error \( \epsilon_{\text{tot}} \).

There exists a trade-off between Trotter error and adiabatic error: on one hand, \( T \) can’t be too small as the adiabatic error is inversely proportional to \( T \); on the other hand, the error caused by Trotterization increases with \( T \) (for a fixed depth \( M \)). The trade-off is balanced when the two errors are of the same magnitude. We use \( T_c \) to denote the balanced point, which is the turning point in Fig. 1, if our estimation of \( \epsilon_{\text{tot}} \) is accurate enough. The value of \( T_c \) depends on the estimation of \( \epsilon'_{\text{tot}} \). In Proposition 1 we have derived an upper bound for \( \epsilon_{\text{tot}} \) and denote it with the function \( \mathcal{G}(T, H) \). The critical value of \( T_c \) and the optimal error are defined by

\[
\epsilon_{\text{opt}} \equiv \inf_T \mathcal{G}(T, \tilde{H}), \quad T_c \equiv \arg \min_T \mathcal{G}(T, \tilde{H}). \tag{41}
\]

The next Corollary indicates that \( T_c \) is proportional to \( M \) and their optimal ratio determines the gate complexity of DAS. The result follows from Proposition 1.

**Corollary 3** (Optimal choice of \( T \)). In the setting of Proposition 1, we intend to perform a digital adiabatic evolution on a quantum device with circuit depth \( M \). If \((8C_0 + 12D)D \leq 3C_1 \), then the upper bound of \( \epsilon'_{\text{tot}} \) reaches its minimal value at:

\[
T_c = \frac{2MD}{3C_1} \tag{42}
\]

Accordingly,

\[
\epsilon_{\text{opt}} = \mathcal{O}\left(\frac{DC_1}{M^3\lambda^3}\right) \tag{43}
\]

Alternatively, to achieve an error \( \epsilon \) we can keep the ratio \( T_c/M \) fixed and take the depth of quantum circuit \( M \) to be:

\[
\text{Circuit Depth} = \mathcal{O}\left(\frac{NDC_1}{\lambda^3\epsilon}\right) \tag{44}
\]

\( N \) is the width of quantum circuit and \( \lambda \) is the lower bound of spectral gap.

However, the \( T_c \) derived still deviates a lot from the turning point in Fig. 1, because our estimation of \( \epsilon_{\text{opt}} \) is much larger than the actual value. A tighter bound for \( \epsilon_{\text{tot}} \) would lead to a more accurate estimate of \( T_c \). Additional factors may contribute to the location of the turning point; for example, if the spectral gap of \( \tilde{H}(s) \) closes as \( \delta t \) gets larger, the application of the adiabatic theorem will eventually fail.

**CONCLUSION & OUTLOOK**

Our main contribution is the observation that refined estimation of Trotter error can be established from effective Hamiltonian \( \tilde{H} \). When the initial state is an eigenstate, we first relate the fidelity error and phase error to the spectrum analysis of \( \tilde{H} \), and find that during evolution, most error accumulates in the phase. Further, if the leading perturbation term of \( \tilde{H} \) vanishes in the eigen-basis of \( \tilde{H} \), the Trotter error in energy is reduced from \( \mathcal{O}(\delta t) \) to \( \mathcal{O}(\delta t^2) \), which results in improvement of QPE.

We remark that the improvement in Trotter step size with phase estimation error \( \epsilon \) from \( \epsilon \) to \( \epsilon^{1/2} \) can be compared to the step size of \( \epsilon^{1/2} \) that is obtained from the use of a second-order product formula approximation. Similar results apply to other QPE methods such as robust phase estimation [32] (see Appendix G), as long as the Trotterized unitary operator is used. Finally, we show that the spectral analysis method is particularly suitable to analyzing Trotter error in DAS, and we demonstrate how consideration of the various types of error leads to an optimal time parameter \( T_c \) for DAS when the circuit depth of the quantum circuit is fixed.

There are many targets to pursue in future work. Here we have only studied Trotter error for the 1st order product formula, and it will be interesting to see whether similar properties exist for higher-order product formulas. One may also seek examples of \( f \ll \Delta^2 \) in time-dependent Hamiltonian situation, in which the initial state is the eigenstate of the initial Hamiltonian, generalizing our results for DAS. Third, numerically the Trotter error in DAS is more close to \( \epsilon'_{\text{tot}} - \epsilon'_{\text{ad}} \) rather than the summation of them, we believe with detail analysis this improvement can be achieved. The forth point is the criterion for the time step scale \( T/M \) in DAS that keeps the error caused by discretization negligible. Finally, we would like to try the effective Hamiltonian idea in other quantum simulation algorithms [6, 33–35].
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First we will quantify the region for $f$ and $\theta$ in Eq. (2). We know that $f \in [0, 1]$ by definition. As to $\theta$, consider the inner product:

$$\langle \psi | U(t) T(\Delta t) | \psi \rangle = 1 + \langle \psi | U(t) \hat{\Delta} | \psi \rangle$$

Since $\Delta \equiv \| T(\Delta t) - U(t) \| \leq 1/\sqrt{2}$:

$$| \sin \theta | \leq \| \langle \psi | U(t) \hat{\Delta} | \psi \rangle \| \leq \Delta \leq 1/\sqrt{2}.$$  

Thus $|\theta| \in [-\pi/4, \pi/4]$. In this region, $\theta$ satisfies:

$$1 - \frac{\theta^2}{2} \leq \cos \theta \leq 1 - \frac{\theta^2}{4}$$

Similarly,

$$1 - f \leq \sqrt{1 - f} \leq 1 - \frac{f}{2}$$

The Euclidean distance between two evolved states $E = \| T(\Delta t) | \psi \rangle - U(t) | \psi \rangle \|_2$ can be exactly represented with $f$ and $\theta$.

$$E^2 = 2 - 2 \sqrt{1 - f \cos \theta} \quad (45)$$

From above estimation, we can quantify the upper/lower bound of $E$ in terms of $f$ and $\theta$:

$$2 - 2 \sqrt{1 - f \cos \theta} \geq 2 - 2 \left( 1 - \frac{f}{2} \right) \left( 1 - \frac{\theta^2}{4} \right) \geq f + \frac{\theta^2}{4}$$

$$2 - 2 \sqrt{1 - f \cos \theta} \leq 2 - 2 \left( 1 - f \right) \left( 1 - \frac{\theta^2}{2} \right) \leq 2f + \theta^2$$

Combine them together:

$$f + \frac{\theta^2}{4} \leq E^2 \leq 2f + \theta^2$$

**Appendix B : Proof of Lemma 2**

Here we exhibit how to compare the spectrum and eigenstates of effective Hamiltonian \( \{ \tilde{E}_k, |\tilde{\psi}_k\rangle \} \) with that of original Hamiltonian \( \{ E_k, |\psi_k\rangle \} \) rigorously. The method has already been established in [22]. Magnus expansion sets up connection between two types of exponential operators:

$$\exp \left[ -i \int_0^t E(\tau) d\tau \right] = \exp(-iX), \quad -iX = \sum_j \Omega_j$$

$$\Omega_j = \frac{1}{j^2} \sum_{\sigma \in S_j} \frac{(-1)^{\sigma}(-i)^j}{C_{j-1}} \cdot \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n [E(t_1), \cdots, [E(t_{n-1}), E(t_n)], \cdots]$$
where $S_j$ is permutation group and $d$ is a constant related to a permutation. This infinite series $\{\Omega_j\}$ is called Magnus expansion. It has been proved that:

$$\|H - H\| \leq \frac{\alpha_\delta t}{2} + \delta t^2(\beta + 32\alpha\|H\|)$$

With parameters defined in Lemma 2. There are lots of constrains for $\delta t$ in the derivation, we summarize these constraints by setting $\delta t = O(N^{-1})$. As to $\|H'\|$, previous results show:

$$\|H' - H\| = \frac{i}{2}\alpha \delta t + \frac{1}{\delta t} \int_0^{\delta t} dx \hat{\beta}(x) + \frac{1}{\delta t} \sum_{n=2}^{\infty} \Omega_n(\delta t)$$

$$\hat{\alpha} = \sum_{l>m} [H_l, H_m], \quad \|\hat{\beta}(x)\| \leq x^2\beta$$

$$\|\Omega_n\| \leq \sum_{\sigma} \int \cdots \int dt_1 \cdots dt_n \mathcal{C}_n$$

$$\mathcal{C}_n \leq 2^n (\|H\| + \alpha \delta t + \beta \delta t^2)^{n-1}(\alpha \delta t + \beta \delta t^2)$$

When we upper bound the derivatives, we separate the above expression into three parts and consider the worst case: (we write $\delta t$ as $t$ temporarily for abbreviation)

$$\left\| \frac{1}{t} \int_0^t \hat{\beta}(x) dx \right\| \leq \frac{1}{t} \left\| \hat{\beta}(t) \right\| + \frac{1}{t^2} \int_0^t \|\hat{\beta}(x)\| dx \leq \frac{4}{3} \beta t$$

Next we will prove $\| \sum_{n=2} \Omega'_n(t) \| \leq \omega t^2$ to directly use the above scenario.

$$\| \sum_{n=2} \Omega'_n(t) \| \leq \sum_{n=2} n! \frac{t^{n-1}}{(n-1)!} \mathcal{C}_n$$

$$\leq \sum_{n=2} n! t^{n-1} 2^n (\|H\| + \alpha t + \beta t^2)^{n-1}(\alpha t + \beta t^2)$$

$$= 2t(\alpha + \beta t) \sum_{n=2} n! 2^n (\|H\| + 2\alpha t^2 + 2\beta t^3)^{n-1}$$

$$= 2t(\alpha + \beta t)(2\|H\|t + 2\alpha t^2 + 2\beta t^3)$$

where $g(y) = (y^2/(1 - y))' < 4y + 4y^2 < 8y$ when $y < 1/2$. Thus:

$$\omega = 128\alpha\|H\|$$

Replace $t$ with $\delta t$. Finally:

$$\|H'(\delta t)\| \leq \frac{\alpha}{2} + \frac{4}{3} (\beta + 128\alpha\|H\|)\delta t$$

**Appendix C : Proof of Corollary 1**

This result is a special case of Theorem 1. Here we prove it in a more direct way. Calculate the inner product between $U(t)|\psi_k\rangle$ and $T(\delta t)^L|\psi_k\rangle$ using spectral decomposition $H = \sum_j E_j P_j$:

$$\sqrt{1 - e^{i\theta}} = \langle \psi_k|U^\dagger(t)T(\delta t)^L|\psi_k\rangle$$

$$= \sum_j e^{i(E_k - E_j)t}\langle \psi_k|\tilde{\psi}_j\rangle^2$$

$$= e^{i(E_k - E_j)t}\langle \psi_k|\tilde{\psi}_j\rangle^2 + \sum_{j \neq k} e^{i(E_k - E_j)t}\langle \psi_k|\tilde{\psi}_j\rangle^2$$

$$= e^{i(E_k - E_j)t}\left[\langle \psi_k|\tilde{\psi}_k\rangle^2 + \sum_{j \neq k} e^{i(E_k - E_j)t}\langle \psi_k|\tilde{\psi}_j\rangle^2\right]$$
Define $\varepsilon$ and $\eta$ as:

$$
\varepsilon = 1 - |\langle \psi_k | \overline{\psi}_k \rangle|^2, \quad \eta = \sum_{j \neq k} \varepsilon^{i(\tilde{E}_k - \tilde{E}_j)t} |\langle \psi_k | \overline{\psi}_j \rangle|^2
$$

Then:

$$
1 - f = |1 - \varepsilon + \eta|^2, \quad \theta = (E_k - \tilde{E}_k)t + \text{Arg}(1 - \varepsilon + \eta)
$$

The complex number $\eta$ is upper bounded by $|\eta| \leq \varepsilon$ and the equality is satisfied when all the phases $(\tilde{E}_j - \tilde{E}_k)t$ differ by $2\pi j$, hence:

$$
f = O(1 - |\langle \psi_k | \overline{\psi}_k \rangle|^2), \quad \theta = O(|\tilde{E}_k - E_k|t)
$$

Combine with Lemma 2:

$$
f = O \left( \frac{\hbar^2 \delta t^2}{\lambda^2} \right), \quad |\theta| = O(L \hbar \delta t^2)
$$

Of course, $f = \theta = 0$ when $L = 0$. However, in this upper bound $f$ is irrelevant to $L$. To fix this, notice we have another upper bound for $f$ from Eq : (7):

$$
f \leq \mathcal{E}^2 \leq \Delta^2 = O(L^2 \hbar^2 \delta t^4)
$$

Appendix D : Proof of Eq : (13) and Theorem 1

Consider the norm distance between two projectors $\delta p = \|P_x - P_y\|$, $P_x = |x\rangle\langle x|$, $P_y = |y\rangle\langle y|$, one observation is that this matrix is normal, hence its norm is the largest value of absolute eigenvalues of the following matrix:

$$
|y\rangle = a|x\rangle + b|x^\perp\rangle, \quad \Delta P = \begin{bmatrix}
1 - a^2 & -ab \\
-ab & -b^2
\end{bmatrix}
$$

Although $\Delta P$ is only the representation of projector difference in a subspace spanned by $\{|x\rangle, |y\rangle\}$, other dimensions won’t effect the spectrum of it. The parameters $a, b$ can be set as non-negative real numbers for there are two degrees of freedom on the phases of $|y\rangle$ and $|x^\perp\rangle$. Also $a^2$ is the fidelity between two states.

Solve this matrix, the largest absolute value of $\Delta P$ is:

$$
\delta p = b = \sqrt{1 - |\langle x|y\rangle|^2}
$$

We also extend this result to multi-state projectors. Suppose we have two projectors $P_A$ and $P_B$ that each corresponds to an $m$-dimensional subspace. $A,B$ are the invariant spaces of the two projectors. To make the problem meaningful, they should be close to each other in the sense that $\|P_A - P_B\| < 1$. In another word, $A$ and $B$ share $m - 1$ dimensions. Then we can re-choose two sets of basis in $A$ and $B$ such that only one element is different. Then the problem is reduced to the previous one. Based on this observation:

$$
\min_{\phi_a \in \mathcal{H}_A} \text{tr}(P_B|\phi_a\rangle\langle \phi_a|) = 1 - \|P_A - P_B\|^2
$$

Similar result can be extended to mixed state, since the extreme status corresponds to pure state:

$$
\min_{\rho_a \in \mathcal{H}_A} \text{tr}(P_B\rho_a) = 1 - \|P_A - P_B\|^2 \quad (46)
$$

In Theorem 1, we have an original projector $P$ that is composed of $m$ eigenstate projectors, and an “effective” projector $\tilde{P}$ which is very close to $P$. Their norm distance has been well-quantified. Write:

$$
\delta p = \|\tilde{P} - P\|
$$

Our initial state $\rho$ is a mixed state inside the space of $P$, which means $\text{tr}(\rho P) = 1$. In Eq : (46) we have proved that:

$$
\text{tr}(\rho \tilde{P}) \geq 1 - \delta p^2
$$
Now we want to quantify the leakage rate:

\[ 1 - \text{tr}(\tilde{U} \rho \tilde{U}^\dagger P) = 1 - \text{tr}(\rho \tilde{U}^\dagger \tilde{U} P) \]

where \( \tilde{U} \) is the Trotterized evolution operator. Easy to see that \([\tilde{U}, \tilde{P}] = 0 \). Therefore:

\[ \| \tilde{P} - \tilde{U}^\dagger \tilde{U} P \| = \| \tilde{P} - P \| = \delta p \]

\[ \tilde{U}^\dagger \tilde{U} P = P + (P - P) + (\tilde{U}^\dagger \tilde{U} P - \tilde{P}) \]

\[ \| \tilde{U}^\dagger \tilde{U} P - P \| \leq 2\delta p \]

Use the same argument in Eq : (46) we derive:

\[ \text{tr}(\rho \tilde{U}^\dagger \tilde{U} P) \geq 1 - 4\delta p^2 \]

\[ 1 - \text{tr}(\rho \tilde{U}^\dagger \tilde{U} P) = \mathcal{O}(\delta p^2) \]

The leakage rate has order \( \mathcal{O}(\delta p^2) \).

**Appendix E : Proof of Lemma 3**

Define \( H(s) \) as:

\[ H(s) \equiv H + sV, \quad V \equiv \frac{i}{2} \sum_{l>m} [H_l, H_m] \]

with eigenstates and eigenvalues:

\[ H(s)|\psi(s)\rangle = E(s)|\psi(s)\rangle \]

The actual effective Hamiltonian satisfies \( \tilde{H} = H(\delta t) + V_2 \). Use the method in Lemma 2 we can prove \( \|V_2\| = \mathcal{O}(\delta t^2(\beta + 32\alpha\|H\|)) \). We focus on the error in energy caused by \( H(s) \) first. Lemma 3 states that \( \langle \psi(0)|V|\psi(0)\rangle = 0 \). To exploit this condition, define fidelity distance \( f(s) \) from the following equation:

\[ |\psi(s)\rangle = \sqrt{1 - f(s)}|\psi(0)\rangle + \sqrt{f(s)}|\psi(0)^\perp\rangle \]

We don’t need \( e^{iH(s)} \) as there’s a degree of freedom on the phase of \( |\psi(s)\rangle \). Use the method in Corollary 1 we have:

\[ 1 - |\langle \psi(0)|\psi(s)\rangle|^2 = f(s) = \|P(s) - P(0)\|^2 \]

\[ \|P(s) - P(0)\| \leq s \max_{x \in [0,s]} \|P'(x)\|, \max_{x \in [0,s]} \|P'(x)\| \leq \frac{\|V\|}{\lambda} \]

Hence, \( f(s) \leq \frac{\|V\|^2s^2}{\lambda^2} \). Since \( E(s) = \langle \psi(s)|H(s)|\psi(s)\rangle \) and \( \langle \psi(0)|V|\psi(0)\rangle = 0 \):

\[ E(s) - E(0) = \langle \psi(s)|H(s)|\psi(s)\rangle - \langle \psi(0)|H|\psi(0)\rangle \]

\[ = f(s)(\langle \psi(0)\rangle^2|H|\psi(0)^\perp\rangle - \langle \psi(0)|H|\psi(0)\rangle) + f(s)s \langle \psi(0)^\perp|V|\psi(0)^\perp\rangle + s\sqrt{(1-f(s))}f(s)(\langle \psi(0)|V|\psi(0)^\perp\rangle + c.c) \]

Here we use the following argument for upper bound:

\[ |\phi\rangle = \frac{1}{\sqrt{2}}(|\phi\rangle + |\psi^\perp\rangle) \]

\[ \langle \phi|V|\phi\rangle = \frac{1}{2}(|\psi|V|\psi\rangle + \langle \psi|V|\psi^\perp\rangle + \langle \psi|V|\psi^\perp\rangle + c.c) \]

\[ \langle \psi|V|\psi^\perp\rangle + c.c \leq 2\|V\| \]
Finally:

$$|E(s) - E(0)| \leq \frac{\|V\|_2 \cdot \|H\|_s^2}{\lambda^2} + \frac{2\|V\|_2 s^2}{\lambda} + \frac{\|V\|_3 s^3}{\lambda^2}$$

When $\|V\|_s < \lambda$ and $\|H\| > 2\lambda$, only the first term remains. Thus:

$$|E(\delta t) - E(0)| = O \left( \frac{\|V\|_2 \cdot \|H\|_s \delta t^2}{\lambda^2} \right)$$  \hspace{1cm} (47)

Quantify the error caused by $V_2$ with Weyl’s inequality:

$$|\tilde{E} - E(0)| \leq |\tilde{E} - E(\delta t)| + |E(\delta t) - E(0)|$$

$$= O(\delta t^2 (\beta + 32\alpha \|H\|)) + O \left( \frac{\|V\|_2 \cdot \|H\| \delta t^2}{\lambda^2} \right)$$

$$= O \left( N^2 \delta t^2 \max \left\{ 1, \frac{1}{\lambda^2} \right\} \right)$$

**Appendix F : Proof of Proposition 1 and Corollary 3**

The content in this Appendix is nothing more than combining Lemma 2 with Lemma 4. To quantify $G(T, \tilde{H})$, our target is the derivative of $\tilde{H}(s)$ defined as:

$$\tilde{H}(s) \equiv i \log(\exp(-it(1-s)H_i) \exp(-itsH_j)) / t$$

We use $t$ to denote $\delta t$ for simplicity in this Appendix. $\tilde{H}$ satisfies:

$$e^{-it \tilde{H}(s)} = e^{-iH_i} \cdot (e^{istH_i} e^{-istH_j}) = e^{-iH_i} e^{-iG(s)}$$

We separate the calculation of $\tilde{H}$ into two parts. In the first part we take derivative with respect to $t$, and represent $\tilde{H}$ with $H_i$ and $G(s)$; next we calculate $G(s)$ by taking derivatives with respect to $s$ instead. The procedure is similar to that of Appendix B. The following special functions are used in the estimation:

$$\mathcal{F}_0(x) = \sum_{j=0}^{\infty} x^j = \frac{1}{1-x}$$

$$\mathcal{F}_1(x) = \sum_{j=1}^{\infty} \frac{1}{j} x^{j-1} = -\ln(1-x)/x$$

$$\mathcal{F}_2(x) = \sum_{j=2}^{\infty} \frac{1}{j^2} x^j = \int_0^x -\ln(1-x')dx'$$

They have the following upper bounds when $0 \leq x \leq 1/2$:

$$\mathcal{F}_0 \leq 1 + 2x, \quad \mathcal{F}_1 \leq 1 + x, \quad \mathcal{F}_2 \leq \frac{x^2}{2}(1+x)$$

We express $\tilde{H}$ in terms of $G$ first. Under the setting of Magnus expansion:

$$-it \tilde{H}(s) = \sum_{j=1}^{\infty} \Omega_j(s,t), \quad E(s,t) = -ie^{-itH_i}(H_i + G(s,t))e^{itH_i}$$

$$\Omega_j(s,t) = \frac{1}{j^2} \sum_{\sigma \in S_j} \frac{(-1)^d}{C_{j-1}^d} \int_0^t dt_1 \cdots \int_0^{t_{j-1}} dt_j [E(t_1), \cdots [E(t_{j-1}), E(t_j)]]$$
\(d\) is a constant relevant to permutation \(\sigma\). As to \(\tilde{H}'(s)\), the integrand in \(\Omega'_j(s)\) becomes summation over \(j\) different commutators; while for \(\tilde{H}''(s)\), the integrand of \(\Omega''_j(s)\) contains \(j(j-1)\) pairs of \(E'\) or \(j E''\). Thus:

\[
\|\tilde{H}'(s)\| \leq \|G'|| \cdot F_1(2(\|H_i + G\|)t)
\]

\[
\|\tilde{H}''(s)\| \leq \|G''|' \cdot F_1(2(\|H_i + G\|)t) + 2\|G''|'^2 \cdot F_0(2\|H + G\|t)
\]

The next step is to represent \(G(s)\) with \(H_i\) and \(H_f\), and we consider \(s\) as variable instead.

\[
\frac{d}{ds} e^{-itG(s,t)} = \tilde{E}(s,t) e^{-itG(s,t)}, \quad \tilde{E}(s,t) = e^{istH_i (itH_i - itH_f)e^{-istH_i}}
\]

\[
G(s,t) = its(H_i - H_f) + t^2 \int_0^s ds' \int_0^{s'} ds'' e^{its''H_i [H_i, H_f]} e^{-its''H_i} \sum_{j=2}^{\infty} \tilde{\Omega}_j(s,t)
\]

To abbreviate the result, define:

\[
C_0 \equiv \|H_i\|, \quad C_1 \equiv \|[H_i, H_f]\|, \quad C_2 \equiv \|[H_i, [H_i, H_f]]\|, \quad D \equiv \|H_i - H_f\|
\]

Notice that we treat \(\tilde{\Omega}_1(s,t)\) separately to derive a better result. The norm of \(G(s,t), G'(s,t)\) and \(G''(s,t)\) can be bounded by:

\[
\|G(s,t)\| \leq sD + \frac{1}{2t} F_2(2stD)
\]

\[
\frac{d}{ds} G(s,t) \leq D + stC_1 F_1(2stD)
\]

\[
\frac{d^2}{ds^2} G(s,t) \leq C_1 t + 2C_1^2 s^2 t^3 F_0(2stD) + C_2 st^2 (F_1(2stD) - 1)
\]

Combine everything together:

\[
\|\tilde{H}'(s)\| \leq [D + C_1 t (1 + 2Dt)] [1 + (2C_0 + 3D)t]
\]

\[
\|\tilde{H}''(s)\| \leq (C_1 t + 4C_1^2 s^3 + 2DC_2 t^2) [1 + (2C_0 + 3D)t] + 2t (D + C_1 t (1 + 2Dt))^2 \frac{1}{1 - (2C_0 + 3D)t}
\]

Here it’s required that \(tD < 1/4\) and \((\|H_i\| + \max \|G(s)\|)t < 1/4\).

Put the above results in \(G(T, \tilde{H})\):

\[
G(T, \tilde{H}) = \frac{1}{T} \left( \frac{\|\tilde{H}'(0)\|}{\lambda(0)^2} + \frac{\|\tilde{H}'(1)\|}{\lambda(1)^2} \right) + \frac{1}{T} \int_0^1 \frac{\|\tilde{H}''(s)\|}{\lambda^2(s)} + 7 \frac{\|\tilde{H}'(s)\|^2}{\lambda^3(s)} ds
\]

\[
\leq \frac{2}{T\lambda^2} \max \|\tilde{H}'(s)\| + \frac{1}{T\lambda^2} \max \|\tilde{H}''(s)\| + \frac{7}{T\lambda^3} \max \|\tilde{H}'(s)\|^2
\]

\(\lambda \equiv \inf_{s} \{\lambda(s)\}\). In this upper bound, \(\tilde{H}''(s)\) won’t appear in the leading term. Given \(N\) as the size of the system, roughly, the magnitudes of quantities are \(t = O(N^{-1}), D = O(N), C_k = O(N^{k+1}).\) As a result, \(\|\tilde{H}'\| = O(N), \|\tilde{H}''\| = O(N),\) and the leading term of the upper bound is:

\[
\epsilon_{\text{tot}} \leq O \left( \frac{1}{T\lambda^3} (D + C_1 t (1 + 2Dt))^2 [1 + (2C_0 + 3D)t]^2 \right)
\]

\[
= O \left( \frac{1}{T\lambda^3} \left( D + \frac{3C_1 T}{2M} \right)^2 \right)
\]

The maximal of the above upper bound is reached at:

\[
\frac{T_c}{M} = \frac{2D}{3C_1}
\]

(48)

We further requires that \((8C_0 + 12D)D \leq 3C_1\) to let \(T_c\) satisfies \((\|H_i\| + \max \|G(s)\|)T < M/4.\)
Appendix G : Trotter Error in Robust Phase Estimation

The idea of Robust Phase Estimation is, begin with two quantum states:

\[ |\alpha\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \]

\[ |\beta\rangle = \frac{1}{\sqrt{2}} (|0\rangle + i|1\rangle) \]

The target is the phase difference \((E_0 - E_1)t\). It can be derived from the outcome of two measurements:

\[ P_\alpha = |\langle \alpha | U(t) |\alpha\rangle|^2 = \frac{1}{2} (1 + \cos((E_1 - E_0)t)) \]

\[ P_\beta = |\langle \alpha | U(t) |\beta\rangle|^2 = \frac{1}{2} (1 + \sin((E_1 - E_0)t)) \]

Thus:

\[ \tan((E_1 - E_0)t) = \frac{2P_\beta - 1}{2P_\alpha - 1} \]

Now let’s consider the Trotterized version:

\[ |0\rangle = \sqrt{1 - f_0}|0\rangle + \sqrt{f_0}|0^\perp\rangle \]

\[ |1\rangle = \sqrt{1 - f_1}|1\rangle + \sqrt{f_1}|1^\perp\rangle \]

\[ \bar{U}(0) = e^{-i\bar{E}_0 t}|0\rangle \hspace{1cm} \bar{U}(1) = e^{-i\bar{E}_1 t}|1\rangle \]

From here we have:

\[ \langle \alpha|\bar{U}(t)|\alpha\rangle = \frac{1}{2} [e^{-i\bar{E}_0 t} + e^{-i\bar{E}_1 t} + 2\sqrt{f_1}\text{Re}(\langle 0|1^\perp\rangle)e^{-i\bar{E}_0 t} + 2\sqrt{f_0}\text{Re}(\langle \bar{0}^\perp|\bar{1}\rangle)e^{-i\bar{E}_1 t}] + O(f) \]

\[ \langle \alpha|\bar{U}(t)|\beta\rangle = \frac{1}{2} [ie^{-i\bar{E}_0 t} + ie^{-i\bar{E}_1 t} + \sqrt{f_1}e^{-i\bar{E}_0 t}(i\langle 0^\perp|1\rangle + i\langle 1|0^\perp\rangle) + \sqrt{f_0}e^{-i\bar{E}_1 t}(i\langle 0^\perp|1\rangle + i\langle 1|0^\perp\rangle)] + O(f) \]

And calculate the new probability:

\[ \bar{P}_\alpha = \frac{1}{2} [1 + \cos((\bar{E}_1 - \bar{E}_0)t)] + O(\sqrt{f}) \]

\[ \bar{P}_\beta = \frac{1}{2} [1 + \sin((\bar{E}_1 - \bar{E}_0)t)] + O(\sqrt{f}) \]

The final value for phase difference is:

\[ \delta\bar{\theta} = \arctan \left[ \frac{2\bar{P}_\beta - 1}{a\bar{P}_\alpha - 1} \right] \]

\[ = \arctan(\tan((\bar{E}_1 - \bar{E}_0)t) + O(\sqrt{f})) \]

\[ = (\bar{E}_1 - \bar{E}_0)t + \frac{O(\sqrt{f})}{1 + |\bar{E}_1 - \bar{E}_0|^2t^2} + \cdots \]

\[ = \delta\theta + (\bar{E}_1 - \bar{E}_0)t + O(\sqrt{f}) + O(1) \]

The second equation is only true when \(O(\sqrt{f}) \ll |1 + \cos((\bar{E}_1 - \bar{E}_0)t)|/2\).

We have proved that the trotter error in fidelity doesn’t grow linearly with \(L\). Thus, if \(t\) is a constant instead of a small quantity, the effect of \(O(\sqrt{f})\) can be neglected. The final error in energy difference has order:

\[ |\delta\bar{\theta} - \delta\theta|/t = O(|\bar{E} - E|) \]