Universal relations that characterize the fluctuations of nonequilibrium systems are of fundamental importance. The thermodynamic and kinetic uncertainty relations impose upper bounds on the precision of currents solely by total entropy production and dynamical activity, respectively. Recently, a tighter bound that imposes on the precision of currents by both total entropy production and dynamical activity has been derived (referred to as the TKUR). In this paper, we show that the TKUR gives the tightest bound of a class of inequalities that imposes an upper bound on the precision of currents by arbitrary functions of the entropy production, dynamical activity, and time interval. Furthermore, we show that the TKUR can be rewritten as an inequality between two Kullback-Leibler divergences. One comes from the ratio of entropy production to dynamical activity, the other comes from the Kullback-Leibler divergence between two probability distributions defined on two-element set, which are characterized by the ratio of precision of the time-integrated current to dynamical activity.

I. INTRODUCTION

Studying universal relations that characterize the fluctuations is one of the main themes of nonequilibrium physics. An important class of inequalities with these characteristics is the thermodynamic uncertainty relation (TUR), which imposes an upper bound on the precision of time-integrated currents by entropy production [1], [4], [5], [12]. On the other hand, the kinetic uncertainty relation (KUR) imposes another upper bound on generic counting observables by the dynamical activity [3]. Recently, for discrete-state systems modeled by continuous-time Markov jump processes, a unified bound of the thermodynamic and kinetic uncertainty relation (hereinafter referred to as the TKUR) has been derived [14]. This bound is always tighter than the TUR and KUR, and the bound is written as the product of the dynamical activity and function of the ratio of entropy production to dynamical activity.

In this paper, we give another equivalent forms of the TKUR, and show that the ratio of precision of the time-integrated current to dynamical activity is an important quantity. Next, we consider a class of inequalities that imposes an upper bound on the precision of time-integrated currents by arbitrary functions of the entropy production, dynamical activity, and time interval. This class of inequalities includes the TUR, KUR, TKUR, and extended forms of TUR in Ref. [6]. We show that there does not exist any functions other than the TKUR that always give equal or tighter bounds than the TKUR. In other words, the TKUR is one of the tightest bounds of this class. Finally, we study the TKUR from the perspective of information theory. The ratio of entropy production to dynamical activity can be interpreted as the Kullback-Leibler divergence (KL-divergence) [8]. We show that the TKUR is rewritten as an inequality between this KL-divergence and the binary KL-divergence, which is the KL-divergence between probability distributions defined on two-element set. The binary KL-divergence is characterized by the ratio of precision of the time-integrated current to dynamical activity. For probability distributions defined on real line, since it is known that the lower bound of KL-divergence under given means and variances is attained by the binary KL-divergence [10], [13], [9], the TKUR has a similar property.

II. PRELIMINARIES

We basically follow the notation of Ref. [14]. We consider a discrete-state system described by a continuous-time Markov jump process. The system is controlled by an arbitrary protocol $\lambda_t = \lambda(vt)$ with speed parameter $v$. The
time evolution of the system is given by
\[
\frac{dp_n(t,v)}{dt} = \sum_m p_m(t,v) R_{nm}(\lambda_t),
\]  
where \(p_n(t,v)\) denotes the probability in state \(n\) at time \(t\) with the speed parameter \(v\), and \(R_{nm}(\lambda_t)\) denotes the transition rate from state \(m\) to state \(n\) with the protocol \(\lambda_t\). The transition rate satisfies \(\sum_n R_{nm}(\lambda_t) = 0\) and \(R_{nm}(\lambda_t) \geq 0\) for \(n \neq m\). Let \(\omega = \{n_0, (n_1, t_1), \cdots, (n_N, t_N)\}\) be a trajectory of the system during the time interval \([0, \tau]\). The system is initially at state \(n_0\) and jumps from state \(n_{i-1}\) to state \(n_i\) at time \(t_i\) for \(1 \leq i \leq N\). For each trajectory, let \(J_d(\omega) := \sum_{i=1}^N d_{n_i, n_{i-1}}\) be a generalized time-integrated current, and let coefficients \(\{d_{nm}\}\) associated with transition \(m \rightarrow n\) be anti-symmetric, \(d_{nm} = -d_{mn}\). Assuming that the transition rates satisfy the local detailed balance condition, and letting \(K_{nm}(t,v) := p_m(t,v) R_{nm}(\lambda_t)\), the total entropy production \(\Sigma_\tau\) and the dynamical activity \(A_\tau\) are given by
\[
\Sigma_\tau := \int_0^\tau dt \sum_{n<m} (K_{nm}(t,v) - K_{mn}(t,v)) \ln \frac{K_{nm}(t,v)}{K_{mn}(t,v)} =: \int_0^\tau dt \sum_{n<m} \sigma_{nm}(t,v),
\]
\[
A_\tau := \int_0^\tau dt \sum_{n<m} (K_{nm}(t,v) + K_{mn}(t,v)) =: \int_0^\tau dt \sum_{n<m} a_{nm}(v,t),
\]
where \(\sigma_{nm}(t,v)\) denotes the entropy production rate, and \(a_{nm}(v,t)\) denotes the jump frequency associated with the transition between \(m\) and \(n\). Next, for arbitrary function \(F\), we consider a class of inequalities such that
\[
F(\Sigma_\tau, A_\tau, \tau) \geq \frac{(\nabla E[J_d])^2}{\text{Var}[J_d]}.
\]
Here, \(\nabla := \tau \partial_\tau - v \partial_v\) is a differential operator, and \(E[\cdot]\) and \(\text{Var}[\cdot]\) denote the ensemble average and variance of the current. The TUR takes \(F(\Sigma_\tau, A_\tau, \tau) = \frac{\Sigma_\tau}{2}\), and the KUR takes \(F(\Sigma_\tau, A_\tau, \tau) = A_\tau\) [7]. The TUR and the KUR connects the total entropy production and the dynamical activity with the precision of the time-integrated current, respectively. Furthermore, the TKUR takes
\[
F(\Sigma_\tau, A_\tau, \tau) = \frac{A_\tau S_\tau^2}{4f\left(\frac{S_\tau}{2}\right)^2},
\]
where \(S_\tau := \Sigma_\tau A_\tau^{-1}\) and \(f(\cdot)\) denotes the inverse function of \(x \tanh(x)\). The TKUR is always tighter than the TUR and KUR. Finally, we define the pseudo-entropy production, which is an empirical measure of irreversibility, as follows.
\[
\Sigma^\text{ps}_\tau := 2 \int_0^\tau \sum_{n<m} \frac{\hat{j}_{nm}(t,v)^2}{a_{nm}(v,t)},
\]
where \(\hat{j}_{nm}(t,v) := K_{nm}(t,v) - K_{mn}(t,v)\) is the probability current from state \(m\) to state \(n\). The pseudo-entropy production satisfies the following inequality (see Ref. [14]).
\[
\Sigma^\text{ps}_\tau \leq \frac{A_\tau S_\tau^2}{2f\left(\frac{S_\tau}{2}\right)^2}.
\]

III. ANOTHER FORMS OF THE TKUR
We derive another equivalent forms of the TKUR and a time-integrated form of the TKUR in the short-time limit. Let \(g(\cdot)\) be the inverse function of \(x \tanh(x)\) for non-negative \(x\), where \(\tanh(x) = \frac{1}{2} \ln \left(\frac{1+x}{1-x}\right)\). For \(x \geq 0\), we prove
\[
\frac{x}{f(x)} = g(x).
\]
Proof. Substituting $x = \tanh(y)$ into $g(x \tanh(x)) = x$, we have
\[ g(y \tanh(y)) = \tanh(y). \tag{9} \]
On the other hand, substituting $x = y \tanh(y)$ into $\frac{x}{f(x)}$, we have
\[ \frac{y \tanh(y)}{f(y \tanh(y))} = \tanh(y), \tag{10} \]
where we use the definition of $f(y \tanh(y)) = y$. Since $y \tanh(y)$ is an arbitrary positive real number, from (9) and (10), we obtain (8).

From (8), the TKUR can be rewritten as
\[ A_{\tau} g \left( \frac{S_{\tau}}{2} \right)^2 \geq \frac{(\nabla \mathbb{E}[J_d])^2}{\text{Var}[J_d]} \tag{11}. \]
Since the function $g(\cdot)$ is monotonically increasing, we also obtain
\[ S_{\tau} \geq 2R \text{artanh}(R) = R \ln \frac{1 + R}{1 - R}, \tag{12} \]
where $R := \frac{|\nabla \mathbb{E}[J_d]|}{\sqrt{A_{\tau} \text{Var}[J_d]}}$. \tag{13}

The quantity $R$ is equal to the square root of the ratio of both sides of the KUR. From (12), the lower bound of entropy production (to be exact $S_{\tau}$) increases as $R$ increases, and the entropy production diverges when $R$ goes to 1. Hence, $R$ can be interpreted as the measure of irreversibility. We show an example of $R = 1$ in Appendix A. When $R$ approaches zero, the inequality (12) reduces to the TUR. From (11) and (12), we can derive the KUR and TUR immediately since the range of the function $g$ is in $[0, 1]$, and $\text{artanh}(x) \geq x$. In the short time limit $\tau \to 0$, the inequality (11) yields
\[ g \left( \sum_{n<m} \sigma_{nm}(t, v) \right)^2 \sum_{n<m} a_{nm}(t, v) \geq \left( \frac{\sum_{n<m} d_{nm} j_{nm}(t, v)}{\sum_{n<m} d_{nm}^2 a_{nm}(t, v)} \right)^2. \tag{14} \]
From the Cauchy-Schwartz inequality, we have
\[ \int_{0}^{\tau} dt \sum_{n<m} \frac{(K_{nm}(t, v) - K_{mn}(t, v))^2}{K_{nm}(t, v) + K_{mn}(t, v)} \int_{0}^{\tau} dt \sum_{n<m} d_{nm}^2 (K_{nm}(t, v) + K_{mn}(t, v)) \geq \left( \int_{0}^{\tau} dt \sum_{n<m} d_{nm} (K_{nm}(t, v) - K_{mn}(t, v)) \right)^2. \tag{15} \]
From this relation and (6), we have
\[ \frac{\Sigma_{ps}}{2} \geq \frac{\mathbb{E}[J_d]^2}{\mathbb{E}[J_{d^2}]}, \tag{16} \]
where $\mathbb{E}[J_{d^2}]$ denotes the ensemble average of the symmetric current for $d_{nm}^2 = d_{mn}^2$. By combining this relation with (7) and (8), we have
\[ A_{\tau} g \left( \frac{S_{\tau}}{2} \right)^2 \geq \frac{\mathbb{E}[J_d]^2}{\mathbb{E}[J_{d^2}]} \tag{17} \]
This inequality is a time-integrated form of (14), and it is tighter than time-integrated form of the short-time TUR [11]. We also have the same inequality as (12) for
\[ \tilde{R} := \frac{|\mathbb{E}[J_d]|}{\sqrt{A_{\tau} \mathbb{E}[J_{d^2}]}} \tag{18}. \]
IV. THE TIGHTEST BOUND OF THE CLASS OF INEQUALITIES (1)

In this section, for the class of inequalities (4), we prove \( F(\Sigma_\tau, A_\tau, \tau) = A_\tau g\left(\frac{S_\tau}{2}\right)^2 \) if \( F(\cdot) \) satisfies

\[
A_\tau g\left(\frac{S_\tau}{2}\right)^2 \geq F(\Sigma_\tau, A_\tau, \tau) \geq \frac{\left(\nabla E[J_d]\right)^2}{\Var[J_d]}.
\]

(19)

This result means that there does not exist any functions \( F(\cdot) \) other than the TKUR that always give equal or tighter bounds than the TKUR.

**Proof.** We consider a steady-state such that

\[
A_\tau = \tau(\alpha + \beta),
\]

(20)

\[
\Sigma_\tau = \tau(\alpha - \beta) \ln \frac{\alpha}{\beta},
\]

(21)

\[
E[J_d] = \tau d(\alpha - \beta),
\]

(22)

\[
\Var[J_d] = \tau d^2(\alpha + \beta),
\]

(23)

where \( d := d_{nm} = -d_{mn} \) and \( \alpha \neq \beta \). In Appendix A, we show an example that satisfies (20)-(23). Without any loss of generality, we can define a function \( G(x, y, z) \) as

\[
G\left(\frac{\Sigma_\tau}{A_\tau}, \frac{A_\tau}{\tau}, \tau\right) := F(\Sigma_\tau, A_\tau, \tau).
\]

(24)

Substituting (20)-(23) and (24) into (19), and dividing by \( A_\tau \), we have

\[
g\left(\frac{\gamma}{2}\right)^2 \geq \frac{1}{\tau(\alpha + \beta)} G(\gamma, \alpha + \beta, \tau) \geq \frac{(\alpha - \beta)^2}{(\alpha + \beta)^2}.
\]

(25)

where \( \gamma := \frac{\alpha - \beta}{\alpha + \beta} \ln \frac{\alpha}{\beta} \). Substituting \( x = \frac{\alpha - \beta}{\alpha + \beta} \) into \( g(\text{artanh } x)^2 = x^2 \), we have

\[
g\left(\frac{\gamma}{2}\right)^2 = \frac{(\alpha - \beta)^2}{(\alpha + \beta)^2}.
\]

(26)

From (25) and (26), it follows that

\[
\frac{(\alpha - \beta)^2}{(\alpha + \beta)^2} = \frac{1}{\tau(\alpha + \beta)} G(\gamma, \alpha + \beta, \tau).
\]

(27)

Since the left hand-side does not depend on \( \tau \), we can write

\[
\frac{1}{\tau(\alpha + \beta)} G(\gamma, \alpha + \beta, \tau) = \frac{1}{\alpha + \beta} \tilde{G}(\gamma, \alpha + \beta).
\]

(28)

Furthermore, by defining \( X := \frac{\tilde{G}}{\alpha} \), we have

\[
\frac{(1 - X)^2}{(1 + X)^2} = \frac{1}{\alpha(1 + X)} \tilde{G}(\gamma[X], \alpha(1 + X)),
\]

(29)

where we write \( \gamma[X] = \frac{X - 1}{X + 1} \ln X \) to emphasize that \( \gamma \) depends only on \( X \). Since the left hand-side of (29) does not depend on \( \alpha \), we can write

\[
\tilde{G}(\gamma[X]) := \frac{1}{\alpha(1 + X)} \tilde{G}(\gamma[X], \alpha(1 + X)).
\]

(30)

Since \( \gamma[X] \) takes an arbitrary non-negative real number, by comparing (26) with (29) and (30), we have \( \tilde{G}(x) = g\left(\frac{x}{2}\right)^2 \) for \( x \geq 0 \). By combining this relation with (24), (28), and (30), we have \( F(\Sigma_\tau, A_\tau, \tau) = G\left(S_\tau, \frac{A_\tau}{\tau}, \tau\right) = \tau \tilde{G}\left(S_\tau, \frac{A_\tau}{\tau}\right) = A_\tau \tilde{G}\left(S_\tau\right) = A_\tau g\left(\frac{S_\tau}{2}\right)^2 \). Hence, the result follows. 

\(\square\)
The same discussion can be applied for
\[ F(\Sigma, A, \tau) \geq \frac{\mathbb{E}[J_d]^2}{\mathbb{E}[d^2]}, \] (31)

In this case, the inequality (17) gives one of the tightest bounds of inequalities (31). In (4), given the class of inequalities with \( J_d \) replaced by a generic counting observables \( O \), the KUR \( F(\Sigma, A, \tau) = A_t \) gives one of the tightest bounds of this class (see Appendix C).

V. INFORMATIVE-THEORETIC INTERPRETATION OF THE TKUR

In this section, we show that the both sides of (12) can be interpreted as the KL-divergence. The KL-divergence between probability distributions \( P \) and \( Q \) on the same probability space \( \chi \) is defined by
\[ D(P\|Q) := \sum_{\chi} P(\chi) \ln \frac{P(\chi)}{Q(\chi)}. \] (32)

Let \( S \) be a set of states, and let \( P \) and \( Q \) be probability distributions defined on the set \( \{(n, m, t) n, m \in S, n \neq m, t \in [0, \tau]\} \) as follows.
\[ P(n, m, t) := \frac{1}{A_t} K_{nm}(t, v), \] (33)
\[ Q(n, m, t) := \frac{1}{A_t} K_{mn}(t, v) = P(m, n, t), \] (34)
\[ \int_{0}^{\tau} dt \sum_{n \neq m} P(n, m, t) = 1, \] (35)

where we drop the parameter \( v \) of the left-hand side. From (2) and the definition of the KL-divergence (32), we have
\[ S_{\tau} = D(P\|Q). \] (36)

For \( \phi_1, \phi_2 \in \mathbb{R} \), let \( P_2 \) and \( Q_2 \) be probability distributions defined on two-element set \( \{\phi_1, \phi_2\} \) as follows.
\[ P_2(\phi_1) = \frac{1 + R}{2}, \quad P_2(\phi_2) = \frac{1 - R}{2}, \] (37)
\[ Q_2(\phi_1) = \frac{1 - R}{2}, \quad Q_2(\phi_2) = \frac{1 + R}{2}. \] (38)

Since \( R \) is equal to the square root of the ratio of both sides of the KUR, the KUR \( R^2 \leq 1 \) guarantees that \( P_2 \) and \( Q_2 \) are probability distributions. From (12), we have
\[ S_{\tau} = D(P\|Q) \geq D(P_2\|Q_2), \] (39)

where we use \( D(P_2\|Q_2) = R \ln \left(\frac{1 + R}{1 - R}\right) \). From (39), the KL-divergence between \( P \) and \( Q \) under given quantity \( R \) is lower bounded by the binary KL-divergence \( D(P_2\|Q_2) \). Since the lower bound of KL-divergence between probability distributions defined on real line \( \mathbb{R} \) under given means and variances is attained by the binary divergence (see [10]), the inequality (39) has the similar property. By defining \( \tilde{P}_2 \) and \( \tilde{Q}_2 \) for \( R \) in (18), in the similar way to (37) and (38), from (12) in the case of \( \tilde{R} \), we obtain
\[ D(P\|Q) \geq D(\tilde{P}_2\|\tilde{Q}_2). \] (40)

Letting \( \phi(n, m, t) := d_{nm} \) be a random variable, the means and variances of \( \phi(n, m, t) \) with respect to \( P \) and \( Q \) are given by
\[ \mathbb{E}[\phi]_P = -\mathbb{E}[\phi]_Q = \int_{0}^{\tau} dt \sum_{n \neq m} \phi(n, m, t) P(n, m, t) = \frac{\mathbb{E}[J_d]}{A_t}, \] (41)
\[ \text{Var}[\phi]_P = \text{Var}[\phi]_Q = \int_{0}^{\tau} dt \sum_{n \neq m} \phi(n, m, t)^2 P(n, m, t) - \mathbb{E}[\phi]^2_P = \frac{\mathbb{E}[J^2_d]}{A_t} - \left(\frac{\mathbb{E}[J_d]}{A_t}\right)^2. \] (42)
By choosing \( \{\phi_1, \phi_2\} = \{\text{sign}(E[J_d])\sqrt{E[J_d]}, -\text{sign}(E[J_d])\sqrt{E[J_d]}\} \), it can be verified that the means and variances of a random variable \( \phi \) with respect to \( \tilde{P} \) and \( \tilde{Q} \) are equal to (41) and (42), respectively. Here, \( \text{sign}(\cdot) \) is the sign function such that \( \text{sign}(x) := 1 \) for \( x \geq 0 \), and \( \text{sign}(x) := -1 \) for \( x < 0 \). In Appendix B we prove the inequality (40) by a different approach.

VI. CONCLUSION

In this paper, we have provided another forms of the TKUR. Considering the class of inequalities that imposes an upper bound on the precision of time-integrated currents by arbitrary functions of the entropy production, dynamical activity, and time interval, we have shown that the TKUR gives one of the tightest bounds of this class. In other words, there does not exist any functions other than the TKUR that always give equal or tighter bounds than the TKUR. Furthermore, we have interpreted the ratio of entropy production to dynamical activity as the KL-divergence, and we have shown that it is lower bounded by the binary KL-divergence. This property is similar to the lower bound of the KL-divergence between probability distributions defined on real line under given means and variances.

APPENDIX A

EXAMPLE OF THE SYSTEM THAT SATISFIES (20)–(23)

We consider a three-state Markov jump process with fully connected states and time-independent transition rates. Let \( R_{32} = R_{21} = R_{13} =: \alpha \), \( R_{12} = R_{23} = R_{31} =: \beta \), and let \( p_1(t = 0) = p_2(t = 0) = p_3(t = 0) = \frac{1}{3} \). Clockwise and counterclockwise have different transition rate \( \alpha \geq 0 \) and \( \beta \geq 0 \), respectively. For the same direction that the transition rate is \( \alpha \), let \( d_{32} = d_{21} = d_{13} =: d \). From these assumptions, this system is in steady-state, and it can be easily verified that (20)–(22) hold. Regarding (23), let \( \{X_i\} \) be random variables defined on \( \{-d, 0, d\} \) with probabilities \( \{\beta dt, 1 - (\alpha + \beta)dt, \alpha dt\} \) for \( 1 \leq i \leq N \). The variance of the time-integrated current is given by \( \sum_k p_k \text{Var}[\sum_i X_i] = \sum_i \text{Var}[X_i] = \tau d^2(\alpha + \beta) \), where we use \( X_i \) and \( X_j \) are independent for \( i \neq j \), and we neglect \( O(dt) \). From (13) and (20)–(23), it can be verified that \( R = 1 \), and the entropy production diverges when \( \alpha = 0 \) or \( \beta = 0 \). In this case, only clockwise or counterclockwise transitions can occur.

APPENDIX B

ANOTHER PROOF OF (40)

Let \( \tilde{P} \) and \( \tilde{Q} \) be probability distributions of a random variable \( \phi \) as follows.

\[
\tilde{P}(\phi) := \int_0^\tau dt \sum_{n \neq m} \delta(\phi, \phi(n, m, t)) P(n, m, t), \quad (43)
\]

\[
\tilde{Q}(\phi) := \int_0^\tau dt \sum_{n \neq m} \delta(\phi, \phi(n, m, t)) Q(n, m, t) = \tilde{P}(-\phi), \quad (44)
\]

where \( \delta(x, y) \) denotes the Kronecker delta and we use (44). These probability distributions are defined on \( \mathbb{R} \), and the means and variances of \( \phi \) with respect to \( \tilde{P} \) and \( \tilde{Q} \) are given by

\[
E[\phi]_{\tilde{P}} = -E[\phi]_{\tilde{Q}} = \int_0^\tau dt \sum_{n \neq m} \phi(n, m, t) P(n, m, t) = E[\phi]_P, \quad (45)
\]

\[
\text{Var}[\phi]_{\tilde{P}} = \text{Var}[\phi]_{\tilde{Q}} = \int_0^\tau dt \sum_{n \neq m} \phi(n, m, t)^2 P(n, m, t) - E[\phi]^2_P = \text{Var}[\phi]_P, \quad (46)
\]

where we use (41) and (42). From the chain rule for the KL-divergence \( \text{(2)} \), we have

\[
D(P\|Q) \geq D(\tilde{P}\|\tilde{Q}). \quad (47)
\]
From Theorem 2 in Ref. [10], the lower bound of $D(\tilde{P}\|\tilde{Q})$ under conditions (45) and (46) is attained by the binary KL-divergence between probability distributions $\tilde{P}_2$ and $\tilde{Q}_2$ defined on $\{\phi_1, \phi_2\}$ such that

$$
\tilde{P}_2(\phi_1) = \frac{1 + \tilde{R}}{2}, \quad \tilde{Q}_2(\phi_1) = \frac{1 - \tilde{R}}{2},
$$

$$
\phi_1 = \text{sign}(\mathbb{E}[J_d])\sqrt{\mathbb{E}[J_d^2]/A_r}, \quad \phi_2 = -\text{sign}(\mathbb{E}[J_d])\sqrt{\mathbb{E}[J_d^2]/A_r},
$$

$$
\mathbb{E}[\phi_1^2] = \mathbb{E}[\phi_1^2], \quad \mathbb{E}[\phi_1^2] = \mathbb{E}[\phi_1^2],
$$

$$
\mathbb{E}[\phi_2^2] = \mathbb{E}[\phi_2^2], \quad \mathbb{E}[\phi_2^2] = \mathbb{E}[\phi_2^2].
$$

The relation (48) corresponds to (37) and (38) for $\tilde{R}$. By combining $D(\tilde{P}\|\tilde{Q}) \geq D(\tilde{P}_2\|\tilde{Q}_2)$ with (47), we obtain (40).

**APPENDIX C**

**TIGHTNESS OF THE KUR**

We use the same notation as Section IV. We show that $F(\Sigma_\tau, A_\tau, \tau) = A_\tau$ if there exists $F(\cdot)$ such that

$$
A_\tau \geq F(\Sigma_\tau, A_\tau, \tau) \geq \frac{(\nabla \mathbb{E}[O])^2}{\mathbb{E}[O]},
$$

(52)

where $O$ denotes the generic counting observables. As $O$, choosing a symmetric current $J_d$ such that $d_{nm} = d_{mn}$ for $n \neq m$ and $d_{nm} = 0$, and considering the system in Appendix A, we obtain (20), (21), (23), and $\mathbb{E}[J_d] = \tau d(\alpha + \beta)$ instead of (22). Substituting these relations into (52), we have

$$
1 = \frac{1}{\tau(\alpha + \beta)} G(\gamma, \alpha + \beta, \tau).
$$

(53)

In the similar way to Section IV, we have $\tilde{G}(x) = 1$. Hence, we obtain $F(\Sigma_\tau, A_\tau, \tau) = G(S_\tau, A_\tau, \tau) = \tau \tilde{G}(S_\tau, A_\tau) = A_\tau \tilde{G}(S_\tau) = A_\tau$.
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