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Abstract

We define lifting properties for universal algebras, which we study in this general context and then particularize to various such properties in certain classes of algebras. Next we focus on residuated lattices, in which we investigate lifting properties for Boolean and idempotent elements modulo arbitrary, as well as specific kinds of filters. We give topological characterizations to the lifting property for Boolean elements and several properties related to it, many of which we obtain by means of the reticulation.
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1 Introduction

Idempotent Lifting Property (abbreviated ILP, or LIP in some works) has occurred in ring theory in relation to clean rings and exchange rings ([21], [31]). A ring has the ILP iff its idempotents can be lifted modulo every left ideal ([31]). Rings with ILP have been given many characterizations, some of algebraic nature, some topological ([24, Theorem 1.7]). Commutative rings with ILP coincide to commutative clean rings and to commutative exchange rings ([31]).

A lifting property modulo the radical for Boolean elements in MV–algebras has been used in [10] for characterizing maximal MV–algebras, then generalized to BL–algebras in [22] and residuated lattices in [12, 26]. Residuated lattices with the Boolean Lifting Property (BLP) modulo the radical have been introduced and studied from the algebraic point of view in [12]. The BLP modulo the radical in a residuated lattice A means that all Boolean elements of the quotient residuated lattice A/Rad(A) are classes of Boolean elements of A modulo Rad(A). Maximal residuated lattices with BLP modulo the radical have turned out to satisfy strong representation theorems.

In [13], we have generalized the BLP for residuated lattices to all filters instead of just the radical, we have identified several classes of residuated lattices with BLP, such as Boolean algebras, chains, local and hyperarchimedean residuated lattices, and we have obtained several characterizations of the BLP, as well as certain structure theorems for residuated lattices with BLP.

In the present paper, we continue the study we have begun in [13], obtaining further algebraic properties, as well as topological characterizations for residuated lattices with BLP, and we also study lifting properties for other types of elements, all of which were inspired by the ILP in the case of rings. We start by introducing lifting properties in the general context of universal algebras, from which all particular lifting properties naturally occur. We exemplify by certain such properties for unitary commutative rings, for bounded distributive lattices, and then we restrict out research to residuated lattices, where, along with BLP, we have lifting properties for...
idempotent elements (ILP) and for regular elements (RLP). It turns out that the RLP is trivial, but the BLP and the ILP are not, nor do they coincide, except in some remarkable particular cases. BLP turns out to relate to important topological properties, for the study of which the reticulation of a residuated lattice proves very useful. The reticulation for residuated lattices, that has been defined in [25, 26] and studied in [25, 26, 27, 28, 29, 30], is essentially the construction of a functor from the category of residuated lattices to the category of bounded distributive lattices which takes residuated lattices to bounded distributive lattices with the same topological structure for the prime spectrum. As announced and exemplified in [27, 29], this functor permitts a very easy and fruitful transfer of properties between the two categories in question.

Section 2 of our paper is a brief introduction to the theory of residuated lattices, in which we collect previously known results that we use in the sequel. The following sections consist of new and original results belonging to the authors of the present paper, and very few previously known results, which we mention when they occur and out of which we provide some with new proofs.

Section 3 contains a generic definition for lifting properties in universal algebras, which we study in this general context. We then exemplify how this general theory can be applied to particular classes of algebras and specific kinds of lifting properties. We feel that these examples illustrate the potential of this unified theory for the study of lifting properties.

Section 4 is concerned with an algebraic study of the BLP and ILP for the class of residuated lattices and some of its subclasses. These two types of lifting properties are studied individually, as well as in relation to each other. While, for instance, in MV–algebras the two lifting properties coincide, we provide an example that shows that this is not the case in every residuated lattice, and, while we evidentiate certain classes of residuated lattices which have BLP or ILP or both of these lifting properties, we also give an example which proves that these classes do not cover all residuated lattices satisfying these properties.

Section 5 begins by a recollection of a series of well known results on the prime and maximal spectrum of a residuated lattice, followed by a brief description of the reticulation of a residuated lattice, in which we provide the definition of the reticulation and summarize those of its properties that we use in the sequel. We then prove that the reticulation functor both preserves and reflects the BLP, and provide a first illustration of the usefulness of this functorial property.

The first part of Section 6 is concerned with residuated lattices with the property that any of their prime filters is included in a unique maximal filter. This is similar to the property that defines Gelfand rings ([19]) and conormal lattices ([8]). We call the residuated lattices with this property Gelfand residuated lattices, and we obtain many characterizations for them by transferring analogous results on conormal lattices through the reticulation functor. We also obtain a series of topological characterizations of residuated lattices with BLP and some of their subclasses, by using the fact that all residuated lattices with BLP are Gelfand.

2 Preliminaries

Throughout this paper, every algebraic structure will be designated by its support set, whenever this is useful and there is no danger of confusion.

The set of the natural numbers will be denoted by \( \mathbb{N} \), and we shall use the notation \( \mathbb{N}^* \) for the set of the nonzero natural numbers.

In this section we recall several known notions and results that we use in the rest of the paper. For a further study of these notions and results, as well as others that the reader may need to review, one may consult [2, 11, 15, 17, 20, 33, 35].

Definition 2.1. A commutative integral bounded residuated lattice (in brief, a residuated lattice) is an algebra \((A, \lor, \land, \circ, \to, 0, 1)\), where \(\lor, \land, \circ, \to\) are binary operations on \(A\) (called join, meet, multiplication and implication or residuum, respectively) and \(0, 1 \in A\), such that \((A, \lor, \land, 0, 1)\) is a bounded lattice (whose partial order will be denoted by \(\leq\)), \((A, \circ, 1)\) is a commutative monoid and the following equivalence, called the law of residuation, holds for all \(a, b, c \in A\): \(a \leq b \to c \) iff \(a \circ b \leq c\).

In any residuated lattice \(A\), the following derivative operations are defined: for all \(a, b \in A\), \(a \leftrightarrow b = (a \to b) \land (b \to a)\) (the equivalence or the biresiduum) and \(\neg a = a \to 0\) (the negation). We shall also use the alternate notation for the equivalence: \(d(a, b) = a \leftrightarrow b\), for all \(a, b \in A\). Also, for all \(a \in A\) and all \(n \in \mathbb{N}^*\), we shall denote...
by \(a^n = a \odot \ldots \odot a\) and by \(a^0 = 1\).

Residuated lattices are non-empty, because they contain the constants 0 and 1. The one-element residuated lattice (that is the residuated lattice with \(0 = 1\)) is called the trivial residuated lattice. Any residuated lattice with at least two elements (that is with \(0 \neq 1\)) is said to be non-trivial.

Morphisms of residuated lattices are called, in brief, residuated lattice morphisms.

If \(A\) is a residuated lattice, then \(\odot\) is distributive with respect to \(\lor\) (see Lemma 2.2, below), while the bounded lattice \((A, \lor, \land, 0, 1)\) is not necessarily distributive, but it is uniquely complemented (see Lemma 2.3, below). The residuated lattice \(A\) is said to be distributive iff its underlying bounded lattice, \((A, \lor, \land, 0, 1)\), is distributive.

Two classes of examples of distributive residuated lattices are chains (see [13] for how they can be organized as residuated lattices) and Boolean algebras, which, as pointed out in [13], can be organized as residuated lattices in only one way, namely: if \(A = (A, \lor, \land, \top, \bot)\) is a Boolean algebra, then the only residuated lattice whose underlying bounded lattice is \(A\) is \((A, \lor, \land, \top, \bot, \odot, \rho)\), where \(\odot = \land\) and \(\rho\) is the Boolean implication: for all \(a, b \in A\), \(a \odot b = \top \lor b\); in such a residuated lattice, \(\neg a = \top\) for all \(a \in A\), as shown by Lemma 2.3, below.

We shall call any linearly ordered residuated lattice a residuated chain.

We make the usual convention concerning the priority assigned to the operations defined above and all other operations we shall be using in what follows: constants and variables have the highest priority, exponentiation is next, negation follows, and the lowest priority goes to binary operations of any kind.

Throughout the rest of this section, \(A\) will be an arbitrary residuated lattice and \(L\) will be an arbitrary bounded distributive lattice.

Although, for instance, the commutativity of certain binary operations makes some of the properties below redundant, we have chosen to write these properties, for the sake of clarity.

**Lemma 2.2.** For all \(a, b, x, y \in A\), we have:

(i) \(a \odot (x \lor y) = (a \odot x) \lor (a \odot y)\);

(ii) \(a \odot b \leq a\) and \(a \odot b \leq b\); consequently, \(a \odot b \leq a \land b\) and \(a \odot 0 = 0\);

(iii) if \(a \leq x\) and \(b \leq y\), then \(a \odot b \leq x \land y\); consequently, for all \(n \in \mathbb{N}^*\), \(a^n \leq a\), and, moreover, for all \(k, n \in \mathbb{N}^*\) such that \(k \leq n\), we have \(a^n \leq a^k\);

(iv) if \(a \land b = 1\), then \(a \land b = a \odot b\);

(v) \(a \leq b\) iff \(a \rightarrow b = 1\); \(1 \rightarrow a = a\); consequently, \(\neg 0 = 1\) and \(\neg 1 = 0\);

(vi) \(a \leq \neg \neg a\); \(\neg \neg a = a\); if \(a \leq b\), then \(\neg b \leq \neg a\);

(vii) \(a \odot \neg a = 0\); \(a \odot b = 0\) iff \(a \leq \neg b\) iff \(b \leq \neg a\).

We shall denote by \(I(A)\) the set of the idempotent elements of \(A\) and by \(\text{Reg}(A)\) the set of the regular elements of \(A\), that is:

- \(I(A) = \{e \in A \mid e^2 = e\} = \{e \in A \mid (\forall n \in \mathbb{N}^*)(e^n = e)\}\), where the first equality is the definition and the second equality is trivial; \(A\) is called a Gödel algebra iff \(\odot = \land\) in \(A\); according to [27, Proposition 3.1], \(I(A) = A\) iff \(A\) is a Gödel algebra; for instance, the residuated lattices induced by Boolean algebras are Gödel algebras;

- \(\text{Reg}(A) = \{e \in A \mid \neg \neg e = e\} = \{\neg e \mid e \in A\}\), where the first equality is the definition and the second equality is straightforward from Proposition 2.2, (vii); \(A\) is said to be involutive iff \(\text{Reg}(A) = A\).

An element \(a \in A\) is said to be nilpotent iff \(a^n = 0\) for some \(n \in \mathbb{N}^*\).

See the works cited at the beginning of this section for the following particular kinds of residuated lattices: MV–algebras and BL–algebras; the first form a subclass of the latter; more precisely, MV–algebras are exactly the involutive BL–algebras.
The set of the complemented elements of \( L \) is denoted by \( \mathcal{B}(L) \) and called the Boolean center of \( L \). It is well known and immediate that \( \mathcal{B}(L) \), with the bounded lattice operations induced by those of \( L \), together with the complementation operation, is a Boolean algebra.

The set of the complemented elements of the bounded lattice \( (A, \vee, \wedge, 0, 1) \) is denoted by \( \mathcal{B}(A) \) and called the Boolean center of the residuated lattice \( A \). \( \mathcal{B}(A, \vee, \wedge, \cdot, 0, 1) \) is a Boolean algebra, with the operations induced by those of \( A \), where the complementation is given by the negation in \( A \) (see Lemma 2.3 (ii), below).

Obviously, \( \mathcal{B}(A) = A \) iff \( A \) is induced by a Boolean algebra as described above.

**Lemma 2.3.** For any \( a \in A \) and any \( e, f \in \mathcal{B}(A) \), we have:

(i) \( a \in \mathcal{B}(A) \) iff \( a \vee \neg a = 1 \);  
(ii) the complement of \( e \) in the Boolean algebra \( \mathcal{B}(A) \) is \( \neg e \); consequently, \( \mathcal{B}(A) \subseteq \text{Reg}(A) \);  
(iii) \( e \odot f = e \wedge f \); consequently, \( e^2 = e \) and, therefore, \( \mathcal{B}(A) \subseteq \mathcal{I}(A) \);  
(iv) \( e \rightarrow a = \neg e \vee a \).

**Remark 2.4.** (i) By Lemma 2.3 (ii) and (iii), \( \{0, 1\} \subseteq \mathcal{B}(A) \subseteq \mathcal{I}(A) \cap \text{Reg}(A) \).

(ii) But, as shown by Examples 4.15 and 4.16, not only do the converse inclusions in Lemma 2.3, (ii) and (iii), not always hold, but neither does the converse of the inclusion \( \mathcal{B}(A) \subseteq \mathcal{I}(A) \cap \text{Reg}(A) \), and, moreover, no inclusion between \( \mathcal{I}(A) \) and \( \text{Reg}(A) \) holds in every residuated lattice \( A \).

Lemma 2.3 (iii), shows that, for every \( e \in \mathcal{B}(A) \), \( [e] = \{ a \in A \mid e \leq a \} \).

By defining, for any residuated lattices \( R \) and \( S \) and any residuated lattice morphism \( \varphi : R \rightarrow S \), \( \mathcal{B}(\varphi) : \mathcal{B}(R) \rightarrow \mathcal{B}(S) \), for all \( e \in \mathcal{B}(R) \), \( \mathcal{B}(\varphi)(e) = \varphi(e) \), we get a well–defined Boolean morphism \( \mathcal{B}(\varphi) \), and thus a covariant functor \( \mathcal{B} \) from the category of residuated lattices to the category of Boolean algebras.

Similarly, if we define, for any bounded distributive lattices \( M \) and \( P \) and any bounded lattice morphism \( h : M \rightarrow P \), \( \mathcal{B}(h) : \mathcal{B}(M) \rightarrow \mathcal{B}(P) \), for all \( e \in \mathcal{B}(M) \), \( \mathcal{B}(h)(e) = h(e) \), then we get a well–defined Boolean morphism \( \mathcal{B}(h) \), and thus a covariant functor \( \mathcal{B} \) from the category of bounded distributive lattices to the category of Boolean algebras.

We consider that the coincidence of notations between the two functors defined above poses no danger of confusion.

An element \( a \in A \) is said to be archimedean iff \( a^n \in \mathcal{B}(A) \) for some \( n \in \mathbb{N}^* \). \( A \) is said to be hyperarchimedean iff all of its elements are archimedean. As examples of hyperarchimedean residuated lattices, we have Boolean algebras, whose underlying set equals their Boolean center.

A filter of \( A \) is a non–empty subset \( F \) of \( A \) such that, for all \( a, b \in A \):

- if \( a, b \in F \), then \( a \odot b \in F \);  
- if \( a \in F \) and \( a \leq b \), then \( b \in F \).

The set of filters of \( A \) will be denoted by \( \text{Filt}(A) \). \( \{1\} \in \text{Filt}(A) \) and \( A \in \text{Filt}(A) \); \( \{1\} \) is called the trivial filter and \( A \) is called the improper filter of \( A \). Any \( F \in \text{Filt}(A) \) such that \( F \neq A \) is called a proper filter of \( A \). Obviously, 1 belongs to any filter of \( A \), while a filter \( F \) of \( A \) is proper iff \( 0 \notin F \).

Notice that, for any filter \( F \) of \( A \) and any \( a, b \in A \), we have the following equivalences: \( a, b \in F \) iff \( a \odot b \in F \) iff \( a \wedge b \in F \) (see Proposition 2.2 (iii)).

Clearly, an arbitrary intersection of filters of \( A \) is a filter of \( A \). For any \( X \subseteq A \), we shall denote by \([X]\) the smallest filter of \( A \) which includes \( X \), that is \([X] = \bigcap_{F \in \text{Filt}(A), F \supseteq X} F\); \([X]\) is called the filter of \( A \) generated by \( X \). For any \( x \in A \), \( \{x\} \) is denoted, simply, by \([x]\), and it is called the principal filter of \( A \) generated by \( x \).

For all \( x \in A \), \( [x] = \{ a \in A \mid (\exists n \in \mathbb{N}^*) (a^n \leq a) \} \). Clearly, if \( x \) is an idempotent element of \( A \), then \([x] = \{ a \in A \mid x \leq a \} \). Consequently, by Lemma 2.3 (iii), if \( x \in \mathcal{B}(A) \), then \([x] = \{ a \in A \mid x \leq a \} \). The set of the principal filters of \( A \) will be denoted by \( \text{PFilter}(A) \).

It is immediate that, for all \( a, b \in A \):
• for all $n \in \mathbb{N}^*$, $[a^n] = \{a\}$;
  • $[a] = \{1\}$ iff $a = 1$; $[a] = A$ iff $a$ is nilpotent;
  • $[a] \lor [b] = [a \circ b] = [a \land b]$; $[a] \land [b] = [a \lor b]$.

It is easy to notice that, for any $X \subseteq A$, $[X] = \{a \in A \mid (\exists n \in \mathbb{N}^*) (\exists x_1, \ldots, x_n \in X) (x_1 \circ \ldots \circ x_n \leq a)\}$. From this it follows that any finitely generated filter of a residuated lattice is principal, because, clearly, $\{x_1, \ldots, x_n\} = [x_1 \circ \ldots \circ x_n]$, for any $n \in \mathbb{N}^*$ and any $x_1, \ldots, x_n \in A$. Thus, in particular, any finite filter of a residuated lattice is principal, since, trivially, $\mathbb{F} = [F]$ for all $F \in \text{Filt}(A)$.

For any $F, G \in \text{Filt}(A)$, we denote $F \lor G = [F \cup G]$. More generally, for any family $(F_i)_{i \in I} \subseteq \text{Filt}(A)$, we shall denote $\bigvee_{i \in I} F_i = \bigcup_{i \in I} F_i$. Then $(\text{Filt}(A), \lor, \land, \{1\}, A)$ becomes a bounded distributive lattice (and clearly a complete one), ordered by set inclusion. Also, $\text{PFilt}(A)$ is a bounded sublattice of $\text{Filt}(A)$.

For any $F, G \in \text{Filt}(A)$, $F \lor G = \{a \in A \mid (\exists x \in F) (\exists y \in G) (x \circ y \leq a)\}$.

The maximal elements of $(\text{Filt}(A) \setminus \{A\}, \subseteq)$ are called maximal filters of $A$. The set of the maximal filters of $A$ is denoted by $\text{Max}(A)$ and called the maximal spectrum of $A$.

A proper filter $P$ of $A$ with the property that, for all $a, b \in A$, if $a \lor b \in P$ then $a \in P$ or $b \in P$, is called a prime filter of $A$. The set of the prime filters of $A$ is denoted by $\text{Spec}(A)$ and called the (prime) spectrum of $A$.

The following inclusion holds: $\text{Max}(A) \subseteq \text{Spec}(A)$.

Any proper filter of $A$ is included in a maximal (and thus a prime) filter of $A$. Moreover, any filter of $A$ equals the intersection of the prime filters that include it. Consequently, the intersection of all the prime filters of $A$ is $\{1\}$. Any nonzero element of $A$ is contained in a maximal (and thus a prime) filter of $A$.

**Lemma 2.5.** If $M$ is a filter of $A$, then the following are equivalent:

- $M$ is a maximal filter of $A$;
- any $a \in A$ satisfies: $a \notin M$ iff there exists an $n \in \mathbb{N}^*$ such that $-a^n \in M$.

**Remark 2.6.** If $A$ is a BL–algebra, then every prime filter of $A$ is included in a unique maximal filter. In particular, this holds when $A$ is an MV–algebra.

The intersection of all maximal filters of $A$ is called the radical of $A$ and it is denoted by $\text{Rad}(A)$. By the above, $\text{Rad}(A)$ is a filter of $A$. $A$ is said to be semisimple iff $\text{Rad}(A) = \{1\}$.

If $F$ is a filter of $A$, then the binary relation $\equiv (\text{mod } F)$ on $A$, defined by: for all $x, y \in A$, $x \equiv y (\text{mod } F)$ iff $x \leftrightarrow y \in F$, is a congruence of the residuated lattice $A$, called the congruence modulo $F$. For every $x \in A$, we shall denote by $x/F$ the congruence class of $x$ with respect to $\equiv (\text{mod } F)$. Residuated lattices form an equational class, hence the quotient set $A/F = \{x/F \mid x \in A\}$ with respect to the congruence $\equiv (\text{mod } F)$ becomes a residuated lattice with the operations defined canonically. Clearly, for all $x \in F$, $x/F = 1/F = F$.

It is easy to prove that, for any filter $F \subseteq \text{Rad}(A)$, $\text{Rad}(A/F) = \text{Rad}(A)/F$. Consequently, $A/\text{Rad}(A)$ is semisimple.

The residuated lattice $A$ is said to be local iff it has exactly one maximal filter. $A$ is said to be semilocal iff it has only a finite number of maximal filters. $A$ is said to be maximal iff, for any non–empty index set $I$, any $(a_i)_{i \in I} \subseteq A$ and any $(F_i)_{i \in I} \subseteq \text{Filt}(A)$ such that $\bigcap_{j \in J} a_j / F_j$ is non–empty for every finite subset $J$ of $I$, it follows that $\bigcap_{i \in I} a_i / F_i$ is non–empty. Maximal residuated lattices are semilocal.

All the considerations above related to filters hold if we replace the arbitrary residuated lattice $A$ by the arbitrary bounded distributive lattice $L$, with only these modifications: replacing $\circ$ by $\land$ and defining the congruence modulo a filter $F$ of $L$ by: for any $x, y \in L$, $x \equiv y (\text{mod } F)$ iff there exists $a \in F$ such that $x \land a = y \land a$. We shall be using the same notations as the ones above concerning filters of a residuated lattice for an arbitrary bounded distributive lattice instead of the arbitrary residuated lattice, and we believe that there is no danger of this producing a confusion.
In the case of residuated lattices, the correspondence above is a bijection between the set of filters and the set of congruences; actually, it is even a bounded lattice isomorphism between the bounded lattice of filters and that of congruences; more on this subject in the next section of the paper.

The fact that residuated lattices form an equational class also ensures us that arbitrary direct products of residuated lattices become residuated lattices with the operations defined canonically.

As shown in [12] Proposition 2.16, for any \( e \in \mathcal{B}(A) \), \((e, \vee, \wedge, \odot, \rightarrow, e, 1)\) is a residuated lattice, where, for all \( a, b \in [e] \), \( a \rightarrow_e b = e \lor (a \rightarrow b) \), and all other binary operations are induced by those of \( A \).

### 3 Lifting Properties in Universal Algebras

Idempotent Lifting Property (ILP) is studied in ring theory ([1], [4], [16], [31]), while Boolean Lifting Property (BLP) appears in MV–algebras ([10]), BL–algebras ([22]) and residuated lattices ([12], [13]). In this section we define a general notion of lifting property in the context of universal algebras; this notion of lifting property embodies ILP, BLP and many other important kinds of lifting properties. We then prove some results related to lifting properties in universal algebras and some on lifting properties in particular classes of algebras.

Let \( \tau \) be a universal algebras signature and \( \mathbf{L}_{\tau} \) the first order language associated to \( \tau \).

Let \( \varphi(v) \) be a formula of \( \mathbf{L}_{\tau} \) having at most \( v \) as free variable. If \( A \) is a \( \tau \)–algebra, then we denote by \( A \) its underlying set, by \( \text{Con}(A) \) the set of the congruences of \( A \) and by \( A(\varphi) = \{ a \in A \mid A \models \varphi(a) \} \). Also, we shall denote by \( \Delta_A = \{(a, a) \mid a \in A \} \in \text{Con}(A) \) the binary relation given by the equality on \( A \).

For every two congruences \( \theta \) and \( \omega \) of a \( \tau \)–algebra \( A \), we define \( \theta \lor \omega \) to be the least congruence of \( A \) (with respect to \( \subseteq \)) which includes \( \theta \cup \omega \). According to [3] Theorem 5.3, p. 40], \((\text{Con}(A), \lor, \wedge, \Delta_A, A^2)\) is a complete bounded lattice. If this lattice is distributive, then the \( \tau \)–algebra \( A \) is said to be congruence–distributive.

**Definition 3.1.** Let \( A \) be a \( \tau \)–algebra and \( \Omega \subseteq \text{Con}(A) \).

We say that \( A \) has the \((\varphi, \Omega)\)-Lifting Property (in brief, \((\varphi, \Omega)\)-LP) iff, for every \( \theta \in \Omega \) and every \( a \in A \), if \( a/\theta \in (A/\theta)(\varphi) \), then there exists \( e \in A(\varphi) \) such that \( a/\theta = e/\theta \).

The \((\varphi, \text{Con}(A))\)-LP will be called, simply, the \( \varphi \)-Lifting Property (in brief, \( \varphi \)-LP).

If \( \theta \in \text{Con}(A) \), then the \((\varphi, \{\theta\})\)-LP will be denoted, simply, by \((\varphi, \theta)\)-LP. Also, we shall say that \( \theta \) has the \( \varphi \)-LP iff \( A \) has the \((\varphi, \theta)\)-LP.

**Remark 3.2.** Clearly, the inclusion \( A(\varphi)/\theta \subseteq (A/\theta)(\varphi) \) holds for every formula \( \varphi \) of \( \mathbf{L}_{\tau} \) with at most one free variable, every \( \tau \)–algebra \( A \) and every \( \theta \in \text{Con}(A) \).

The definition above says that \( A \) has the \((\varphi, \theta)\)-LP iff \( (A/\theta)(\varphi) \subseteq A(\varphi)/\theta \), which is equivalent to \( A(\varphi)/\theta = (A/\theta)(\varphi) \). In other words:

- \( \theta \) has the \( \varphi \)-LP iff \( (A/\theta)(\varphi) \subseteq A(\varphi)/\theta \) iff \( A(\varphi)/\theta = (A/\theta)(\varphi) \).

Clearly, for every \( \Omega \subseteq \text{Con}(A) \), the \((\varphi, \Omega)\)-LP is equivalent to \((\varphi, \theta)\)-LP for all \( \theta \in \Omega \). Consequently, the \( \varphi \)-LP is equivalent to \((\varphi, \theta)\)-LP for all \( \theta \in \text{Con}(A) \).

In other words:

- \( A \) has the \((\varphi, \Omega)\)-LP iff every \( \theta \in \Omega \) has the \( \varphi \)-LP;
- \( A \) has the \( \varphi \)-LP iff every \( \theta \in \text{Con}(A) \) has the \( \varphi \)-LP.

Trivially, \( A \) always has the \((\varphi, \Delta_A)\)-LP and the \((\varphi, A^2)\)-LP.

**Example 3.3.** Let \( \mathbf{L}_{\text{ring}} \) be the language of unitary commutative rings. If \( R \) is an unitary commutative ring, then the lattice \( \text{Con}(R) \) is isomorphic to the lattice \( \text{Id}(R) \) of the ideals of \( R \).

Let us consider the formula \( \varphi(v) \) that expresses the fact that \( v \) is an idempotent element of \( R \), that is:

\[
\varphi(v) : v^2 = v.
\]

Then \( \varphi \)-LP is the idempotent lifting property in [31].

According to [31], \( R \) satisfies the \( \varphi \)-LP iff \( R \) is an exchange ring iff \( R \) is a clean ring.
Example 3.4. Let $\mathbf{L}_{\text{res}}$ be the language of residuated lattices and $\varphi$ be a formula of $\mathbf{L}_{\text{res}}$ having at most one free variable. If $\mathcal{A}$ is a residuated lattice, then $\text{Con}(\mathcal{A})$ is isomorphic to the lattice $\text{Filt}(\mathcal{A})$ of the filters of $\mathcal{A}$. For every filter $F$ of $\mathcal{A}$, we shall say that $F$ has the $\varphi$–LP if and only if the congruence of $\mathcal{A}$ associated to the filter $F$ through this bounded lattice isomorphism has the $\varphi$–LP. Thus the residuated lattice $\mathcal{A}$ has the $\varphi$–LP if and only if each of its filters has the $\varphi$–LP. Also, recall from Section 2 that the bounded lattice $\text{Filt}(\mathcal{A})$ is distributive, which shows that residuated lattices are congruence–distributive algebras (see also [11]).

The last statement in Remark 3.2 shows that the trivial filter and the improper filter of $\mathcal{A}$ always have the $\varphi$–LP.

Now let $\varphi(v)$ be the formula which expresses the first order property that $v$ is a Boolean element of $\mathcal{A}$, that is:

$$\varphi(v) : v \lor \neg v = 1.$$ 

Then $\mathcal{A}(\varphi) = \mathcal{B}(\mathcal{A})$ and $\varphi$–LP is the Boolean Lifting Property (BLP) in [13]. A filter $F$ of $\mathcal{A}$ has the BLP if $\mathcal{B}(\mathcal{A}/F) = \mathcal{A}/F$. Clearly, if $\mathcal{B}(\mathcal{A}) = \mathcal{A}$ (that is if the underlying bounded lattice of $\mathcal{A}$ is a Boolean algebra), then $\mathcal{A}$ has BLP.

Example 3.5. Let $\mathcal{A}$ be a residuated lattice.

The first order property “$v$ is an idempotent element in $\mathcal{A}$” is formalized by the formula:

$$\varphi(v) : v^2 = v.$$ 

Then $\mathcal{A}(\varphi) = \mathcal{I}(\mathcal{A})$ and $\varphi$–LP is called the Idempotent Lifting Property (ILP). A filter $F$ of $\mathcal{A}$ has the ILP if $\mathcal{I}(\mathcal{A}/F) = \mathcal{I}(\mathcal{A})/F$. Clearly, if $\mathcal{I}(\mathcal{A}) = \mathcal{A}$ (which, as mentioned in Section 2 is equivalent to the fact that $\mathcal{A}$ is a Gödel algebra), then $\mathcal{A}$ has ILP.

Example 3.6. Let $\mathcal{A}$ be a residuated lattice.

The first order property “$v$ is a regular element of $\mathcal{A}$” is formalized by the formula:

$$\varphi(v) : v = \neg \neg v.$$ 

Then $\mathcal{A}(\varphi) = \text{Reg}(\mathcal{A})$ and $\varphi$–LP is called the Regular Lifting Property (RLP). A filter $F$ of $\mathcal{A}$ has the RLP if $\text{Reg}(\mathcal{A}/F) = \text{Reg}(\mathcal{A})/F$.

RLP is trivial, in the sense that every residuated lattice has RLP. Indeed, for every residuated lattice $\mathcal{A}$, we have $\text{Reg}(\mathcal{A}) = \{ \neg a \mid a \in \mathcal{A} \}$, thus, for every filter $F$ of $\mathcal{A}$, $\text{Reg}(\mathcal{A}/F) = \{ \neg x \mid x \in \mathcal{A}/F \} = \{ \neg (a/F) \mid a \in \mathcal{A} \} = \{ \neg a/F \mid a \in \mathcal{A} \} = \text{Reg}(\mathcal{A})/F$.

Example 3.7. Let $\mathbf{L}_{\text{lat}}$ be the first order language of bounded distributive lattices. If $\mathcal{L}$ is a bounded distributive lattice, then the lattice $\text{Id}(\mathcal{L})$ of the ideals of $\mathcal{L}$ and the lattice $\text{Filt}(\mathcal{L})$ of the filters of $\mathcal{L}$ are isomorphic to bounded sublattices of $\text{Con}(\mathcal{L})$. We may consider $\text{Id}(\mathcal{L})$ and $\text{Filt}(\mathcal{L})$ to be bounded sublattices of $\text{Con}(\mathcal{L})$.

The first order property “$v$ is a Boolean element of $\mathcal{L}$” is formalized in $\mathbf{L}_{\text{lat}}$ by the formula:

$$\varphi(v) : \exists w (v \lor w = 1 \land v \land w = 0).$$ 

Then $\mathcal{L}(\varphi) = \mathcal{B}(\mathcal{L})$ and, by considering the bounded sublattices $\text{Id}(\mathcal{L})$ and $\text{Filt}(\mathcal{L})$ of $\text{Con}(\mathcal{L})$, we obtain the properties $(\varphi, \text{Id}(\mathcal{L}))$–LP and $(\varphi, \text{Filt}(\mathcal{L}))$–LP, respectively.

Here the $(\varphi, \text{Con}(\mathcal{L}))$–LP, the $(\varphi, \text{Id}(\mathcal{L}))$–LP and the $(\varphi, \text{Filt}(\mathcal{L}))$–LP do not necessarily coincide.

Throughout the rest of this paper, unless mentioned otherwise, we shall say that a bounded distributive lattice $\mathcal{L}$ has the Boolean Lifting Property (in brief, BLP) if $\mathcal{L}$ satisfies the $(\varphi, \text{Filt}(\mathcal{L}))$–LP, that is each filter $F$ of $\mathcal{L}$ satisfies the BLP, that is $\mathcal{B}(\mathcal{L}/F) = \mathcal{B}(\mathcal{L})/F$.

Clearly, if $\mathcal{B}(\mathcal{L}) = \mathcal{L}$, that is if $\mathcal{L}$ is a Boolean algebra, then $\mathcal{L}$ has BLP.

Remark 3.8. The bounded lattice isomorphism between $\text{Con}(\mathcal{A})$ and $\text{Id}(\mathcal{A})$ in any residuated lattice $\mathcal{A}$ ensures us that, for any formula $\varphi$ of $\mathbf{L}_{\text{res}}$ having at most one free variable, the $\varphi$–LP for $\mathcal{A}$ (that is the $(\varphi, \text{Con}(\mathcal{A}))$–LP) coincides with the $(\varphi, \text{Filt}(\mathcal{A}))$–LP.

Let $\varphi$ be an existential formula in $\mathbf{L}_{\tau}$, that is a formula of the form $\exists w_1 \exists w_2 \ldots \exists w_n \psi(v, w_1, w_2, \ldots, w_n)$ is an atomic formula in $\mathbf{L}_{\tau}$. 
Proposition 3.9. Let \( A \) be a \( \tau \)-algebra. Then: \( A \) has the \( \varphi \)-LP iff \( A/\theta \) has the \( \varphi \)-LP for every \( \theta \in \text{Con}(A) \).

Proof. For the converse implication, just take the congruence \( \Delta_A \) of \( A \). The direct implication follows from the form of \( \text{Con}(A/\theta) \) and the Second Isomorphism Theorem.

Remark 3.10. • By applying Proposition 3.9 to the language and algebra in Example 3.3, we get [31 Proposition 1.4].

• By applying Proposition 3.9 to the language and algebra in Example 3.4 we get [13 Corollary 4.16].

Let \( n \in \mathbb{N}^* \), \( A_1, A_2, \ldots, A_n \) be congruence–distributive \( \tau \)-algebras and \( A = \prod_{i=1}^{n} A_i \). Let us consider the function \( u : \prod_{i=1}^{n} \text{Con}(A_i) \to \text{Con}(A) \), defined by:

\[
u(\theta_1, \theta_2, \ldots, \theta_n) = \{ (x, y) \in A^2 \mid \forall i \in [1, n] (x_i, y_i) \in \theta_i \} = \theta_1 \times \theta_2 \times \cdots \times \theta_n\]

for all \( \theta_1, \theta_2, \ldots, \theta_n \in \text{Con}(A) \), \( \theta_2 \subseteq \text{Con}(A_2), \ldots, \theta_n \subseteq \text{Con}(A_n) \), where, for each \( a \in A \) and every \( i \in [1, n] \), we have denoted by \( a_i \in A_i \) the \( i \)-th component of \( a \). Also, let us denote, for every \( i \in [1, n] \), by \( \pi_i : A \to A_i \) the canonical projection (for all \( a \in A \), \( \pi_i(a) = a_i \)).

Lemma 3.11. [18] \( u \) is a lattice isomorphism.

Now let us define \( \lambda : A/\theta \to \prod_{i=1}^{n} A_i/\theta_i \), for all \( a \in A \), \( \lambda(a/\theta) = (a_1/\theta_1, \ldots, a_n/\theta_n) \).

Remark 3.12. Clearly, \( \lambda \) is an isomorphism of \( \tau \)-algebras.

Proposition 3.13. (i) \( A(\varphi) = \prod_{i=1}^{n} A_i(\varphi) \);

(ii) \( A \) has \( \varphi \)-LP iff \( A_i \) has \( \varphi \)-LP, for every \( i \in [1, n] \).

Proof. For simplicity, we shall assume that \( \varphi(v) \) is of the form \( \exists w \psi(v, w) \). For all \( a \in A \), we have:

\[
\begin{align*}
a & \in A(\varphi) \quad \text{iff} \quad A \models \varphi(a) \\
& \quad \text{iff} \quad \text{there exists } b \in A \text{ such that } A \models \psi(a, b) \\
& \quad \text{iff} \quad \text{for all } i \in[1, n] \text{ there exists } b_i \in A_i \text{ such that } A_i \models \psi(a_i, b_i) \\
& \quad \text{iff} \quad \text{for all } i \in[1, n], A_i \models \varphi(a_i) \\
& \quad \text{iff} \quad \text{for all } i \in[1, n], a_i \in A_i(\varphi) \\
& \quad \text{iff} \quad a \in \prod_{i=1}^{n} A_i(\varphi)
\end{align*}
\]

“\( \Rightarrow \)” By Proposition 3.9

“\( \Leftarrow \)” Let \( \theta \in \text{Con}(A) \) and \( a \in A \) such that \( a/\theta \in (A/\theta)(\varphi) \). By Lemma 3.11, \( \theta = \theta_1 \times \cdots \times \theta_n \), with \( \theta_i \in \text{Con}(A_i) \) for all \( i \in[1, n] \). Remark 3.12 shows that \( a_i \in (A_i/\theta_i)(\varphi) \) for all \( i \in[1, n] \). Since each of the \( \tau \)-algebras \( A_1, \ldots, A_n \) has \( \varphi \)-LP, thus, for all \( i \in[1, n] \), there exists an \( e_i \in A_i(\varphi) \) such that \( a_i/\theta_i = e_i/\theta_i \). Let \( e = (e_1, \ldots, e_n) \). Then, according to “\( \Rightarrow \)” \( e \in A(\varphi) \). Notice that \( \lambda(a/\theta) = \lambda(e/\theta) \), so that \( a/\theta = e/\theta \) by Remark 3.12, hence \( a/\theta \in A(\varphi)/\theta \), thus \( (A/\theta)(\varphi) = A(\varphi)/\theta \), which means that \( A \) has \( \varphi \)-LP.

Remark 3.14. Proposition 3.13 applied to:

(i) Example 3.3 leads to the result in [11] and [16] which says that a finite direct product of commutative rings is clean iff each of those rings is clean.

(ii) Example 3.4 is exactly [13 Proposition 5.4].
(iii) From Example 3.7 it is straightforward that, with \( \varphi \) equalling the formula in that example, the following hold for any non-empty family \( (L_i)_{i \in I} \) of bounded distributive lattices, with \( L \) denoting the direct product of this family: \( L = \prod_{i \in I} L_i \):

- \( L \) has the \((\varphi, \text{Con}(L))\)-LP iff, for all \( i \in I \), \( L_i \) has the \((\varphi, \text{Con}(L_i))\)-LP;
- \( L \) has the \((\varphi, \text{Id}(L))\)-LP iff, for all \( i \in I \), \( L_i \) has the \((\varphi, \text{Id}(L_i))\)-LP;
- \( L \) has the \((\varphi, \text{Filt}(L))\)-LP iff, for all \( i \in I \), \( L_i \) has the \((\varphi, \text{Filt}(L_i))\)-LP; that is: \( L \) has the BLP iff, for all \( i \in I \), \( L_i \) has the BLP.

We recall ([3, p. 52]) that a congruence \( \theta \) of a \( \tau \)-algebra \( A \) is called a factor congruence iff there exists a congruence \( \theta^* \) of \( A \) such that \( \theta \cap \theta^* = \Delta_A \) and \( \theta \vee \theta^* = A^2 \). In this case, \((\theta, \theta^*)\) is called a pair of factor congruences.

**Corollary 3.15.** Let \( \varphi \) be a formula of \( L_\tau \) with at most one free variable, \( A \) be a congruence-distributive \( \tau \)-algebra and \((\theta, \theta^*)\) a pair of factor congruences. Then: \( A \) has \( \varphi \)-LP iff both \( A/\theta \) and \( A/\theta^* \) have \( \varphi \)-LP.

**Proof.** By [3, Theorem 7.5, p. 52], \( A \) is isomorphic to \( A/\theta \times A/\theta^* \). Now apply Proposition 3.13. \( \square \)

Throughout the rest of this section, let \( A \) be a residuated lattice (with underlying set \( A \)) and \( \varphi(v) \) be an atomic formula of \( L_{\text{res}} \), i.e. a formula of the form \( t_1(v) \approx t_2(v) \), where \( t_1(v) \) and \( t_2(v) \) are terms with the variable \( v \). Then:

\[ A(\varphi) = \{a \in A \mid t_1(a) = t_2(a)\} = \{a \in A \mid d(t_1(a), t_2(a)) = 1\}. \]

**Lemma 3.16.** For all \( a \in A \), \( a/[d(t_1^A(a), t_2^A(a))] \in A/[d(t_1^A(a), t_2^A(a))](\varphi) \).

**Proposition 3.17.** The following are equivalent:

(i) \( A \) has \( \varphi \)-LP;

(ii) for all \( a \in A \), there exists \( e \in A(\varphi) \) such that \( d(a, e) \in [d(t_1^A(a), t_2^A(a))] \).

**Proof.** \( [i] \Rightarrow [ii] \): Let \( a \in A \). By Lemma 3.16 it follows that there exists \( e \in A(\varphi) \) such that \( a/[d(t_1^A(a), t_2^A(a))] = e/[d(t_1^A(a), t_2^A(a))] \), thus \( d(a, e)/[d(t_1^A(a), t_2^A(a))] = d(a/[d(t_1^A(a), t_2^A(a))], e/[d(t_1^A(a), t_2^A(a))]) = 1 \), so \( d(a, e) \in [d(t_1^A(a), t_2^A(a))] \).

\( [ii] \Rightarrow [i] \): Let \( F \) be an arbitrary filter of \( A \) and \( a \in A \) such that \( a/F \in (A/F)(\varphi) \), thus \( d(t_1^A(a), t_2^A(a))/F = [d(t_1^A(a), t_2^A(a))/F] = 1 \), which means that \( d(t_1^A(a), t_2^A(a)) \in F, \) so \([d(t_1^A(a), t_2^A(a))] \subseteq F \). The hypothesis of this implication ensures us that there exists an \( e \in A(\varphi) \) such that \( d(a, e) \in [d(t_1^A(a), t_2^A(a))] \). It follows that \( d(a, e) \in F \), which means that \( a/F = e/F \in A(\varphi)/F \), therefore \((A/F)(\varphi) = A(\varphi)/F \), thus \( F \) has \( \varphi \)-LP. So \( A \) has \( \varphi \)-LP. \( \square \)

**Corollary 3.18.** The following are equivalent:

(i) \( A \) has BLP;

(ii) for all \( a \in A \), there exists \( e \in B(A) \) such that \( d(a, e) \in [a \lor \neg a] \).

**Corollary 3.19.** The following are equivalent:

(i) \( A \) has ILP;

(ii) for all \( a \in A \), there exists an idempotent element \( e \in A \) such that \( d(a, e) \in [d(a, a^2)] \).

**Remark 3.20.** Similarly to the two previous corollaries, we can obtain that the following are equivalent:

(i) \( A \) has RLP;

(ii) for all \( a \in A \), there exists \( e \in \text{Reg}(A) \) such that \( d(a, e) \in [d(a, \neg \neg a)] \).

But here, for all \( a \in A \), we may take \( e = \neg \neg a \in \text{Reg}(A) \), and we have, trivially, \( d(a, e) = d(a, \neg \neg a) \in [d(a, \neg \neg a)] \). So this is just another way of verifying that any residuated lattice has RLP.
4 Lifting Properties in Residuated Lattices

In this section we study from the algebraic point of view two lifting properties in residuated lattices, namely BLP and ILP. The main result of the present section is a characterization theorem for residuated lattices with BLP.

Throughout this section, \( A \) will be an arbitrary residuated lattice, unless mentioned otherwise. In the rest of this paper, we let residuated lattices and all other algebraic structures be referred to by their underlying sets, in accordance to the convention made in Section 2.

In the following sections, we shall use the next remark without referencing it.

Remark 4.1. For every filter \( F \) of a residuated lattice \( A \), it is trivial that:

(i) \( B(A/F) \subseteq B(A)/F \) thus \( F \) has BLP iff \( B(p_F) \) is surjective, where \( B(p_F) \) is the image through the functor \( B \) of the canonical surjection \( p_F : A \to A/F \) (see also [13]);

(ii) \( I(A/F) \subseteq I(A)/F \), thus \( F \) has ILP iff \( I(p_F) \) is surjective.

Corollary 4.2. For every filter \( F \) of a residuated lattice \( A \):

(i) if \( B(A/F) = \{0/F, 1/F\} \), then \( F \) has BLP;

(ii) if \( I(A/F) = \{0/F, 1/F\} \), then \( F \) has ILP.

Proof. By Remarks 4.1 and 2.4.

Proposition 4.3. Let \( A \) be a residuated lattice and \( F \) be a filter of \( A \). Then:

(i) if \( B(A)/F = A/F \), then every filter of \( A \) that includes \( F \) has BLP and ILP;

(ii) if \( I(A)/F = A/F \), then every filter of \( A \) that includes \( F \) has ILP.

Proof. (i): Let \( G \) be a filter of \( A \) such that \( F \subseteq G \). Assume that \( B(A)/F = A/F \), which means that, for any \( a \in A \), there exists an \( e \in B(A) \) such that \( a/F = e/F \), that is \( a \leftrightarrow e \in F \). Hence \( a \leftrightarrow e \in G \), so \( a/G = e/G \), hence \( B(A)/G = A/G \), thus \( A/G = B(A)/G \subseteq B(A)/G \subseteq A/G \) by Remark 4.1, hence \( B(A)/G = B(A)/G \), so \( G \) has BLP in \( A \). According to Lemma 2.3 and 11, \( B(A)/F = A/F \) implies \( A/F = B(A)/F \subseteq I(A)/F \subseteq A/F \), hence \( I(A)/F = A/F \). The fact that \( G \) also has ILP now follows from (ii) below.

(ii): Analogous to the proof of the statement on BLP from (i).

Corollary 4.4. If \( A \) is a residuated lattice and \( F \) is a filter of \( A \) such that \( A/F = \{0/F, 1/F\} \), then every filter of \( A \) that includes \( F \) has BLP and ILP.

Proof. By Proposition 4.8 and Remark 2.4.

Corollary 4.5. Let \( A \) be a residuated lattice. Then:

(i) the trivial filter and the improper filter have BLP and ILP in \( A \);

(ii) if \( B(A) = A \), then \( A \) has BLP and ILP, that is every Boolean algebra induces a residuated lattice with BLP and ILP;

(iii) if \( I(A) = A \), then \( A \) has ILP, that is every Gödel algebra has ILP.

Proof. We felt it useful to put together these results, although they are part of Examples 3.4 and 3.5 above; of course, we also need to use Remark 2.4, to obtain the first statement.

Here, (i) follows immediately from Remark 4.1, while (ii) and (iii) are immediate consequences of Proposition 4.8.
In what follows, we shall use the fact that the filters \( \{1, \} \) \{1 \} and \( \{0, \} = A \) have BLP and ILP without referencing the previous two corollaries.

**Corollary 4.6.** If a residuated lattice \( A \) has BLP, then, for all \( e \in B(A) \), the residuated lattice \( [e] \) has BLP.

**Proof.** By [12, Proposition 2.18] and [13, Corollary 5.9].

**Proposition 4.7.** The following are equivalent for any residuated lattice \( A \):

(i) \( A \) has BLP;

(ii) for all \( x \in A \), there exists \( e \in B(A) \) such that \( e \in \langle x \rangle \) and \( \neg e \in \langle \neg x \rangle \);

(iii) for all \( x, y \in A \) such that \( x \circ y = 0 \), there exists \( e \in B(A) \) such that \( e \in \langle x \rangle \) and \( \neg e \in \langle y \rangle \);

(iv) given any natural \( n \geq 2 \), for all \( x_1, \ldots, x_n \in A \) such that \( x_1 \circ \ldots \circ x_n = 0 \), there exist \( e_1, \ldots, e_n \in B(A) \) such that \( \bigwedge_{i=1}^{n} e_i = 0 \), \( e_i \vee e_j = 1 \) for all \( i, j \notin \{i \neq j \} \), and \( e_i \in \langle x_i \rangle \) for all \( i \in \mathbb{N} \).

**Proof.** The equivalence (i) \(\iff\) (ii) is [13, Proposition 4.6], but also follows immediately from Corollary 3.18 above. (ii) \(\implies\) (iii): Let \( x, y \in A \) such that \( x \circ y = 0 \), that is \( y \leq \neg x \) by Lemma 2.2 (iii), hence \( \langle \neg x \rangle \subseteq \langle y \rangle \) by the form of a principal filter. The hypothesis of this implication then shows that there exists \( e \in B(A) \) such that \( e \in \langle x \rangle \) and \( \neg e \in \langle \neg x \rangle \subseteq \langle y \rangle \).

(iii) \(\implies\) (ii): By Lemma 2.2 (iii). (ii) \(\implies\) (iv): We proceed by induction on \( n \). For \( n = 2 \), (iv) is exactly (iii). Now let us assume that the statement in (iv) is true for an \( n \in \mathbb{N} \), \( n \geq 2 \), \( n \) arbitrary but fixed. Let \( x_1, \ldots, x_n, x_{n+1} \in A \) such that \( x_1 \circ \ldots \circ x_n \circ x_{n+1} = 0 \). The hypothesis (iii) shows that then there exists an \( f \in B(A) \) such that \( f \in \langle x_1 \circ \ldots \circ x_n \rangle \) and \( \neg f \in \langle x_{n+1} \rangle \). So there exists \( k \in \mathbb{N}^* \) such that \( x_1^k \circ \ldots \circ x_n^k \leq f \) and \( x_{n+1}^k \leq \neg f \) (see the form of a principal filter and Lemma 2.2 (iii)). Let us consider the elements \( x_1^k \circ f, \ldots, x_n^k \circ f \in [f] \). Lemma 2.2 (i), ensures us that \( (x_1^k \circ f) \circ \ldots \circ (x_n^k \circ f) = \bigcirc_{i=1}^{n} (x_i^k \circ f) = (\bigcirc_{i=1}^{n} x_i^k) \circ \bigvee f = f \). By the hypothesis (i) and Corollary 4.6 the residuated lattice \([f] \) has BLP, so, by the induction hypothesis, it follows that there exist \( e_1, \ldots, e_n \in B([f]) \) such that \( \bigwedge_{i=1}^{n} e_i = f \), \( e_i \vee e_j = 1 \) for all \( i, j \notin \{i \neq j \} \), and \( e_i \in \langle x_i^k \circ f \rangle \) for all \( i \in \mathbb{N} \). Let \( e_{n+1} = \neg f \in B(A) \) (see Lemma 2.3 (ii)). Then, according to Lemma 2.2 (iii), \( e_1 \circ \ldots \circ e_n \circ e_{n+1} \leq (e_1 \wedge \ldots \wedge e_n) \circ e_{n+1} = f \wedge \neg f = 0 \), thus \( e_1 \circ \ldots \circ e_n \circ e_{n+1} = 0 \). Also, for all \( i \in \mathbb{N} \), \( e_i \in \langle x_i^k \circ f \rangle \), hence there exists an \( m \in \mathbb{N}^* \) such that, for all \( i \in \mathbb{N} \), \( (x_i^k \circ f)^m \leq e_i \) (see the form of a principal filter and Lemma 2.2 (iii)), so \( x_i^m \leq e_i \), thus \( e_i \in \langle x_i \rangle \). Also, \( e_{n+1} = \neg f \in \langle x_{n+1} \rangle \) and, for all \( i \in \mathbb{N} \), \( e_i \vee e_{n+1} \geq f \circ \neg f = 1 \) by Lemma 2.3 (i), so \( e_i \vee e_{n+1} = 1 \).

(iv) \(\iff\) (iv): Trivial.

**Remark 4.8.** [13]

(i) Any local residuated lattice has BLP.

(ii) Any linearly ordered residuated lattice is local.

(iii) Consequently, any linearly ordered residuated lattice has BLP.

(iv) Any prime filter of a residuated lattice has BLP.

**Remark 4.9.** (iv) from Remark 4.8 provides us with another way of proving that all residuated chains have BLP, by simply using the fact that all filters of a residuated chain are prime, a fact that follows immediately from the definition of a prime filter. And, just for the fun of the argument, there is an even simpler way of showing that all residuated chains have BLP: assume that \( A \) is a chain and take \( a \in A \). Then \( a \circ \neg a = 0 \), according to Lemma 2.2 (iv), and either \( a \leq \neg a \) or \( \neg a \leq a \), thus Lemma 2.2 (iii), gives us \( a^2 = 0 \) or \( \neg a^2 = 0 \), hence \( \langle a = A \) or \( \neg a = A \). By Lemma 2.2 (iv), we have: if \( \langle a = A \), then \( 0 \in \langle a \rangle \) and, of course, \( \neg 0 = 1 \in \langle \neg a \rangle \); if \( \neg a = A \), then \( 1 \in \langle \neg a \rangle \) and, of course, \( 1 \in \langle a \rangle \). The fact that \( 0, 1 \in B(A) \) and Proposition 4.7 now show that the residuated chain \( A \) has BLP.
Proposition 4.10. If $A$ is linearly ordered, then any principal filter generated by an idempotent element of $A$ has ILP.

Proof. Assume that $A$ is a chain. Let $a \in \mathcal{I}(A)$ and $F = \{a\}$. Consider an $x \in A$ such that $x/F \in \mathcal{I}(A/F)$, which means that $x/F = (x/F)^2 = x^2/F$, that is $x \leftrightarrow x^2 \in F$, so that $x \rightarrow x^2 \in F$ by Lemma 2.2 (iii) and (iv). Thus $x \rightarrow x^2 \in \{a\}$, so $a \leq x \rightarrow x^2$, which is equivalent to $a \circ x \leq x^2$. Since $A$ is a chain, we have either $a \leq x$ or $x \leq a$. If $a \leq x$, then $x \in \{a\} = F$, so $x/F = 1/F \in \mathcal{I}(A)/F$ since 1 $\in \mathcal{I}(A)$. If $x \leq a$, then $x^2 \leq a \circ x$ by Lemma 2.2 (iii). So, in this case, $x^2 \leq a \circ x \leq x^2$, that is $x^2 = a \circ x$. Then $x^4 = (a \circ x)^2 = a^2 \circ x^2 = a^2 \circ a \circ x = a^3 \circ x = a \circ x = x^2$, because $a \in \mathcal{I}(A)$. Thus $x^2 = x^4 = (x^2)^2$, which means that $x^2 \in \mathcal{I}(A)$. Hence $x/F = x^2/F \in \mathcal{I}(A)/F$. Therefore $\mathcal{I}(A/F) \subseteq \mathcal{I}(A)/F$, thus $F$ has ILP according to Remark 4.11 (iii).

Remark 4.11. If $A$ is finite, then $\text{Filt}(A) = \text{PFilt}(A) = \{\{a\} | a \in \mathcal{I}(A)\}$. This is obvious, because all filters of a finite residuated lattice are finite and thus principal, while Lemma 2.2 (iii), shows that, for every $a \in A$, the sequence $a, a^2, a^3, \ldots, a^n, \ldots$ is decreasing, thus it is stationery in the case when $A$ is finite, so in this case there exists an $n \in \mathbb{N}^*$ such that $a^n \in \mathcal{I}(A)$, which shows that the principal filter $\{a\} = \{a^n\}$ has an idempotent generator.

Corollary 4.12. Any finite residuated chain has ILP.

Proof. By Proposition 4.10 and Remark 4.11.

Remark 4.13. If $F$ is a filter of $A$ such that there exist $\min(F) \in A$, then $\min(F) \in \mathcal{I}(A)$ and $F = \{\min(F)\}$. Indeed, if $a = \min(F) \in A$, then the fact that $F = \{a\}$ follows by double inclusion. Moreover, we get that $F = \{a\} = \{x \in A | a \leq x\}$, which clearly shows that $a$ is an idempotent element of $A$, because the fact that $a^2 \in F$ implies $a \leq a^2$, which in turn implies $a = a^2$ by Lemma 2.2 (iii).

Corollary 4.14. Any well–ordered residuated lattice has ILP.

Proof. Assume that $A$ is well ordered and let $F$ be an arbitrary filter of $A$. Then $F$ is non–empty, hence $F$ has a minimum in $A$, thus $F$ is a principal filter generated by an idempotent element of $A$, as Remark 4.13 ensures us. It also follows that $A$ is a chain. Hence $F$ has ILP by Proposition 4.10, therefore $A$ has ILP.

Example 4.15. The properties BLP and ILP do not coincide in every residuated lattice. Take, for instance, this example of residuated lattice from [17]: $A = \{0, a, b, c, 1\}$, with the following Hasse diagram and table for the implication, and having $\circ = \land$:

```
 1
 / \
c  a
|   |
|   |
|   |
|   |
|   |
 0  b
```

\[
\begin{array}{c|ccccc}
\rightarrow & 0 & a & b & c & 1 \\
\hline
0 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & a & a & a & a \\
 b & 1 & 1 & 1 & 1 & 1 \\
 c & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

As shown in [13, Example 3.11], $A$ does not satisfy BLP, because $\text{Rad}(A) = \{c\} = \{c, 1\}$ does not have BLP. Since $\circ = \land$, it follows that $\mathcal{I}(A) = A$, hence $A$ has ILP, as shown by Example 3.3 or Corollary 4.5 (iii).

Example 4.16. Here is an example of a residuated lattice that is neither local, nor a Boolean algebra, in fact not even distributive, and it is neither a Gödel algebra (nor an involutive residuated lattice, for that matter), but it has BLP and ILP (see Remark 4.8 and Corollary 4.5 above).

This example of residuated lattice appears in [11], [17], [20]. It has $A = \{0, a, b, c, d, 1\}$ as underlying set and the following Hasse diagram and operations $\circ$ and $\rightarrow$:
Example 4.17. If $I$ and ILP, as shown by Proposition 4.3, (i) has BLP and ILP. Therefore (17). Evidently, this also holds for its quotient algebras. Thus:

(iii).

Remark 4.8, (iii).

Here are three classical infinite examples: the residuated lattices induced by the three fundamental $t$–norms have BLP and ILP. Indeed, all three of them are chains, hence they all have BLP, according to Remark 4.5 (iii).

The residuated lattice induced by the Lukasiewicz $t$–norm is an MV–algebra, hence, since it has BLP, it also has ILP, as Example 4.17 ensures us.

The residuated lattice induced by the Gödel $t$–norm is a Gödel algebra, hence it has ILP by Corollary 4.5 (iii).

Now let $P$ be the residuated lattice induced by the product $t$–norm. It is clear that, for every $x \in P \setminus \{0,1\}$, $\{x\} = (0,1) = P \setminus \{0\}$ (the real interval $(0,1)$), and, moreover, for any $S \subseteq P \setminus \{0\}$ such that $S \neq \emptyset$ and $S \neq 1$, $\{S\} = (0,1) = P \setminus \{0\}$. Therefore, $\text{Filt}(P) = \{P,P \setminus \{0\},[1]\}$. The filters $P$ and [1] have ILP. As for the filter $P \setminus \{0\}$, clearly, $P/(P \setminus \{0\}) = \{0/(P \setminus \{0\}),1/(P \setminus \{0\})\}$, hence $P \setminus \{0\}$ has ILP by Corollary 4.3 Thus $P$ has ILP.

5 Spectra and the Reticulation

In this section we present notions and properties related to the prime and maximal spectrum of a residuated lattice. By using the reticulation functor from $\mathcal{M}_{12}, \mathcal{M}_{23}, \mathcal{M}_{26}, \mathcal{M}_{27}, \mathcal{M}_{28}, \mathcal{M}_{29}, \mathcal{M}_{30}$, we establish the link between BLP in residuated lattices and BLP in their reticulations.

The first results in this section, which we present without their proofs, are known and straightforward. For a further study of these results, we refer the reader to $\mathcal{M}_{3}, \mathcal{M}_{6}, \mathcal{M}_{11}, \mathcal{M}_{12}, \mathcal{M}_{13}, \mathcal{M}_{20}, \mathcal{M}_{25}, \mathcal{M}_{26}, \mathcal{M}_{27}, \mathcal{M}_{28}, \mathcal{M}_{29}, \mathcal{M}_{30}, \mathcal{M}_{33}$ For the variants of these results in the case of BL–algebras, $\mathcal{M}_{22}$ can be consulted, while, for their versions in the case of MV–algebras, $\mathcal{M}_{5}$ and $\mathcal{M}_{9}$ should be studied.

We shall be keeping the following notations, for any residuated lattice $A$, every $a \in A$ and each $F \in \text{Filt}(A)$:

\[
V(F) = \{P \in \text{Spec}(A) \mid F \subseteq P\} \quad D(F) = \{P \in \text{Spec}(A) \mid F \nsubseteq P\}
\]

\[
V(a) = \{P \in \text{Spec}(A) \mid a \in P\} \quad D(a) = \{P \in \text{Spec}(A) \mid a \notin P\}
\]

\[
v(F) = V(F) \cap \text{Max}(A) = \{P \in \text{Max}(A) \mid F \subseteq P\} \quad d(F) = D(F) \cap \text{Max}(A) = \{P \in \text{Max}(A) \mid F \nsubseteq P\}
\]

\[
v(a) = V(a) \cap \text{Max}(A) = \{P \in \text{Max}(A) \mid a \in P\} \quad d(a) = D(a) \cap \text{Max}(A) = \{P \in \text{Max}(A) \mid a \notin P\}
\]

 Everywhere in the rest of this section, $A$ will be an arbitrary residuated lattice, unless mentioned otherwise. For all $F,G \in \text{Filt}(A)$ and all $a,b \in A$:
Proposition 5.2.

For any basis (of open sets) for the Stone topology of Spec(A) induces on Max(A) the topology {d(F) | F ∈ Filt(A)} and the closed sets of the Stone topology of Max(A) are {V(F) | F ∈ Filt(A)}. Also, as shown by Proposition 5.3, \( \{d(a) | a ∈ A\} \) is a basis (of open sets) for the Stone topology of Spec(A) and \( \{d(a) | a ∈ A\} \) is a basis (of open sets) for the Stone topology of Max(A).
Lemma 5.5. For every $e \in \mathcal{B}(A)$: $D(e) = V(\neg e)$, $d(e) = v(\neg e)$, $V(e) = D(\neg e)$, $v(e) = d(\neg e)$.

Proof. By the definition of a prime filter, along with Lemma 2.9(i) and (ii).

Corollary 5.6. • $\{V(e) \mid e \in \mathcal{B}(A)\} = \{D(e) \mid e \in \mathcal{B}(A)\}$ is a family of clopen sets in $\text{Spec}(A)$;

• $\{v(e) \mid e \in \mathcal{B}(A)\} = \{d(e) \mid e \in \mathcal{B}(A)\}$ is a family of clopen sets in $\text{Max}(A)$.

Lemma 5.7. • The topological closure in $\text{Spec}(A)$ of any subset $S$ of $\text{Spec}(A)$ is $V(\bigcap_{P \in S} P)$.

• Consequently, the topological closure of $\text{Max}(A)$ in $\text{Spec}(A)$ is $V(\text{Rad}(A))$.

• Furthermore, if $A$ is semisimple, then the topological closure of $\text{Max}(A)$ in $\text{Spec}(A)$ is $\text{Spec}(A)$, that is $\text{Max}(A)$ is dense in $\text{Spec}(A)$.

Lemma 5.8. Let $a \in A$ and $e \in \mathcal{B}(A)$. Then:

(i) $v(a) \subseteq v(e)$ iff $a \odot \neg e$ is nilpotent;

(ii) $v(a) \subseteq d(e)$ iff $a \odot e$ is nilpotent;

(iii) $d(a) \subseteq v(e)$ iff $a \vee e \in \text{Rad}(A)$.

Proof. By Lemma 5.5 and Proposition 5.2 $v(a) \subseteq v(e)$ iff $v(a) \subseteq \text{Max}(A) \setminus v(\neg e)$ iff $v(a) \cap v(\neg e) = \emptyset$ iff $v(a \odot \neg e) = \emptyset$ iff $a \odot \neg e$ is nilpotent.

By (i) and Lemma 2.9(i) and Lemma 2.9(ii)

Again by Proposition 5.2 $d(a) \subseteq v(e)$ iff $d(a) \subseteq \text{Max}(A) \setminus d(e)$ iff $d(a) \cap d(e) = \emptyset$ iff $d(a \vee e) = \emptyset$ iff $a \vee e \in \text{Rad}(A)$.

Lemma 5.9. For any $a \in A$, $d(a) = \bigcup_{n=1}^{\infty} v(\neg a^n)$.

Proof. Let $a \in A$ and $M \in \text{Max}(A)$. Then, by Lemma 2.9 $M \in d(a)$ iff $a \not\in M$ iff $\neg a^n \in M$ for some $n \in \mathbb{N}^*$ iff $M \in v(\neg a^n)$ for some $n \in \mathbb{N}^*$ iff $M \in \bigcup_{n=1}^{\infty} v(\neg a^n)$.

Lemma 5.10. The topological spaces $\text{Max}(A)$ and $\text{Max}(A/\text{Rad}(A))$ are homeomorphic.

The Stone topology of the prime (and that of the maximal) spectrum of a bounded distributive lattice is defined just as described above for a residuated lattice, and it satisfies all the properties stated above for residuated lattices, with one small modification: $\odot$ must be replaced by $\land$ in each of these properties.

Definition 5.11. A reticulation of $A$ is a pair $(L(A), \lambda)$, where $L(A)$ is a bounded distributive lattice and $\lambda: A \rightarrow L(A)$ is a function that satisfies conditions (1)–(5) below:

(1) for all $a, b \in A$, $\lambda(a \odot b) = \lambda(a) \land \lambda(b)$;

(2) for all $a, b \in A$, $\lambda(a \lor b) = \lambda(a) \lor \lambda(b)$;

(3) $\lambda(0) = 0$; $\lambda(1) = 1$;

(4) $\lambda$ is surjective;

(5) for all $a, b \in A$, $\lambda(a) \leq \lambda(b)$ iff there exists an $n \in \mathbb{N}^*$ such that $a^n \leq b$.

Proposition 5.12. The reticulation of $A$ exists and it is unique up to a bounded lattice isomorphism. More precisely:

• there exists a reticulation of $A$;

• if $(L_1, \lambda_1)$, $(L_2, \lambda_2)$ are two reticulations of $A$, then there exists an isomorphism of bounded lattices $f : L_1 \rightarrow L_2$ such that $f \circ \lambda_1 = \lambda_2$. 
We shall keep the notations from Definition 5.11 in what follows. So, henceforth, \((L(A), \lambda)\) will be the reticulation of \(A\). We shall also denote by \(\lambda^*\) the inverse image of the function \(\lambda\): for all \(S \subseteq L(A)\), \(\lambda^*(S) = \lambda^{-1}(S)\).

**Proposition 5.13.** \([25], [27]\)

(i) For all \(a, b \in A\), \(\lambda(a \land b) = \lambda(a) \land \lambda(b)\), hence \(\lambda\) is a bounded lattice morphism between the underlying bounded lattice of \(A\) and \(L(A)\); consequently, \(\lambda\) is order–preserving (which also follows from the converse implication in condition (5) for \(n = 1\)).

(ii) for all \(a, b \in A\), \(\lambda(a) = \lambda(b)\) iff \(|a| = |b|\);

(iii) for all \(a \in A\) and all \(n \in \mathbb{N}^*\), \(\lambda(a^n) = \lambda(a)\);

(iv) \(\lambda^*|_{\text{Filt}(L(A))}: \text{Filt}(L(A)) \to \text{Filt}(A)\) is a bounded lattice isomorphism (thus an order isomorphism), whose inverse takes every \(F \in \text{Filt}(A)\) to \(\lambda(F) \in \text{Filt}(L(A))\);

(v) \(\lambda^*|_{\text{Spec}(L(A))}: \text{Spec}(L(A)) \to \text{Spec}(A)\) is a homeomorphism;

(vi) \(\lambda^*|_{\text{Max}(L(A))}: \text{Max}(L(A)) \to \text{Max}(A)\) is a homeomorphism;

(vii) \(\lambda|_{\mathcal{B}(A)}: \mathcal{B}(A) \to \mathcal{B}(L(A))\) is a Boolean isomorphism;

(viii) for every filter \(F\) of \(A\), if \((L(A/F), \lambda_F)\) is the reticulation of \(A/F\), then the mapping that takes, for every \(a \in A\), \(\lambda_F(a/F)\) to \(\lambda(a)/\lambda(F)\), is a well-defined bounded lattice isomorphism between \(L(A/F)\) and \(L(A)/\lambda(F)\).

**Remark 5.14.** The definition of \(\lambda^*\) (as the inverse image of another function) shows that \(\lambda^*\) preserves arbitrary intersections.

**Corollary 5.15.** (i) \(A\) is local iff \(L(A)\) is local;

(ii) \(A\) is semilocal iff \(L(A)\) is semilocal;

(iii) \(\lambda^*(\text{Rad}(L(A))) = \text{Rad}(A)\), hence \(\lambda(\text{Rad}(A)) = \text{Rad}(L(A))\).

**Proof.** \(\Box\) and \(\mathbf{(i)}\) follow from Proposition 5.13 \((\mathbf{vi})\). 

Proposition 5.13 \((\mathbf{vi})\), and Remark 5.14 give us the first equality, from which the second follows by Proposition 5.13 \((\mathbf{vi})\). \(\Box\)

For any residuated lattice \(B\), whose reticulation is \((L(B), \mu)\), let us denote \(L(B) = L(B)\). If \(B\) and \(C\) are arbitrary residuated lattices, whose reticulations are \((L(B), \mu)\) and \((L(C), \nu)\), respectively, and \(f: B \to C\) is a morphism of residuated lattices, then let us denote by \(L(f): L(B) \to L(C)\) the mapping defined this way: for all \(b \in B\), \(L(f)(\mu(b)) = \nu(f(b))\). The surjectivity of \(\mu\) (see condition (4) above) ensures us that \(L(f): L(B) \to L(C)\) is completely defined by the equality above.

**Proposition 5.16.** \([25], [27]\)

(i) \(L(f)\) above is well defined and it is a bounded lattice morphism;

(ii) with the definition above, \(L\) becomes a covariant functor from the category of residuated lattices to the category of bounded distributive lattices.

\(L\) is called the reticulation functor \([25]\).

**Remark 5.17.** If we denote by \(\lambda: A \to \text{PFilt}(A)\) the function defined by: \(\lambda(a) = [a]\) for all \(a \in A\), then \(((\text{PFilt}(A), \cap, \lor, A, [1]), \lambda)\) (the dual of the bounded distributive lattice \(\text{PFilt}(A)\), with the canonical surjection from \(A\) to \(\text{PFilt}(A)\)) is a reticulation of \(A\).

For this and one more construction of the reticulation of a residuated lattice, see \([25]\).
Proposition 5.18. Let $F$ be a filter of $A$. Then the following are equivalent:

(i) the filter $F$ has BLP in $A$;
(ii) the filter $\lambda(F)$ has BLP in $\mathcal{L}(A)$.

Proof. Let $(\mathcal{L}(A), \lambda)$ be the reticulation of $A$, $(\mathcal{L}(A/F), \lambda_F)$ be the reticulation of $A/F$, and let $p_F : A \to A/F$ and $p_{\lambda(F)} : \mathcal{L}(A) \to \mathcal{L}(A/\lambda(F))$ be the canonical surjections. Let $\varphi : \mathcal{L}(A/F) \to \mathcal{L}(A)/\lambda(F)$, defined by: for every $a \in A$, $\varphi(\lambda_F(a/F)) = \lambda(a)/\lambda(F)$. According to Proposition 5.13 (viii), $\varphi$ is well-defined and it is a bounded lattice isomorphism, hence its image through the functor $\mathcal{B}$ is a Boolean isomorphism. The fact that $\mathcal{L}$ is a covariant functor ensures us that the following diagrams are commutative:

$$
\begin{array}{ccc}
A & \xrightarrow{\lambda} & \mathcal{L}(A) \\
p_F \downarrow & & \downarrow p_{\lambda(F)} \\
A/F & \xrightarrow{\lambda_F} & \mathcal{L}(A/F) \xrightarrow{\varphi} \mathcal{L}(A)/\lambda(F) \\
\end{array}
$$

If we apply the two functors $\mathcal{B}$ (the one from the category of residuated lattices to the category of Boolean algebras to the left of the diagram above in the left side, and the one from the category of bounded distributive lattices to the category of Boolean algebras to the left of the diagram above in the right side, and the one from the category of bounded distributive lattices to the category of Boolean algebras to the right of the diagram above in the right side), we get the following commutative diagrams in the category of Boolean algebras, in which $\lambda | \mathcal{B}(A)$ and $\lambda_F | \mathcal{B}(A/F)$ are Boolean isomorphisms, according to Proposition 5.13 (viii):

$$
\begin{array}{ccc}
\mathcal{B}(A) & \xrightarrow{\lambda | \mathcal{B}(A)} & \mathcal{B}(\mathcal{L}(A)) \\
\mathcal{B}(p_F) \downarrow & & \downarrow \mathcal{B}(p_{\lambda(F)}) \\
\mathcal{B}(A/F) & \xrightarrow{\lambda_F | \mathcal{B}(A/F)} & \mathcal{B}(\mathcal{L}(A/F)) \xrightarrow{\mathcal{B}(\varphi)} \mathcal{B}(\mathcal{L}(A)/\lambda(F)) \\
\end{array}
$$

The commutativity of these diagrams shows that $\mathcal{B}(\varphi) \circ \lambda_F | \mathcal{B}(A/F) \circ \mathcal{B}(p_F) = \mathcal{B}(p_{\lambda(F)}) \circ \lambda | \mathcal{B}(A)$. This equality and the fact that $\mathcal{B}(\varphi)$, $\lambda_F | \mathcal{B}(A/F)$ and $\lambda | \mathcal{B}(A)$ are bijective show that $\mathcal{B}(p_F)$ is surjective iff $\mathcal{B}(p_{\lambda(F)})$ is surjective, hence $F$ has BLP in $A$ iff $\lambda(F)$ has BLP in $\mathcal{L}(A)$, according to Remark 4.1 (i).

Proposition 5.19. The following are equivalent:

(i) $A$ has BLP;
(ii) $\mathcal{L}(A)$ has BLP.

Proof. By Proposition 5.13 (iv), and Proposition 5.18.

Remark 5.20. Proposition 5.19 shows that the reticulation functor $\mathcal{L}$ both preserves and reflects BLP.

The following two results are [26], Lemma 5.1.4 and Proposition 5.1.5.

Lemma 5.21. Let $(\mathcal{L}(A), \lambda)$ be the reticulation of $A$ and $a \in A$. Then: $a$ is archimedean iff $\lambda(a) \in \mathcal{B}(\mathcal{L}(A))$.

Proof. “⇒:” If $a$ is archimedean, then there exists an $n \in \mathbb{N}^*$ such that $a^n \in \mathcal{B}(A)$, hence, by Proposition 5.13 (iii), $\lambda(a) = \lambda(a^n) \in \mathcal{B}(\mathcal{L}(A))$.

“⇐:” Conversely, let us assume that $\lambda(a) \in \mathcal{B}(\mathcal{L}(A))$. Proposition 5.13 (vii), ensures us that there exists $b \in \mathcal{B}(A)$ such that $\lambda(a) = \lambda(b)$. By condition (5), $\lambda(a) = \lambda(b) \leq \lambda(b)$ and $\lambda(b) \leq \lambda(a)$ iff $a^n \leq b$ and $b^k \leq a$ for some $n, k \in \mathbb{N}^*$. By Lemma 2.23 (iii), and Lemma 2.24 (iii), $b^k = b$, hence $b \leq a$, so $b = b^n \leq a^n$, therefore $a^n \leq b$ and $b \leq a^n$, so $a^n = b \in \mathcal{B}(A)$, thus $a$ is archimedean.

Proposition 5.22. $A$ is hyperarchimedean iff $\mathcal{L}(A)$ is a Boolean algebra.
Proof. By Lemma 5.21 and the surjectivity of \( \lambda \) in the reticulation \( (\mathcal{L}(A), \lambda) \) of \( A \).

The next corollary is part of [13, Corollary 4.18], but here we shall obtain it by means of the reticulation.

**Corollary 5.23.** Any hyperarchimedean residuated lattice has BLP.

**Proof.** By Proposition 5.22, \( A \) is hyperarchimedean iff \( \mathcal{L}(A) \) is a Boolean algebra and hence a bounded distributive lattice with BLP according to Example 3.7. The result now follows from Proposition 5.19.

### 6 Topological Characterization for the Boolean Lifting Property

In this section we study topological properties related to BLP in residuated lattices. The main results we obtain here are two characterization theorems for residuated lattices with BLP: Theorems 6.19 and 6.20. Theorem 6.19 below corresponds to [34, Theorem 3.10], while Theorem 6.20 has been inspired by [24, Theorem 1.7] and the idea for Theorem 6.20 has also originated in [24], in a discussion that starts on page 247. It turns out that the study of residuated lattices with BLP is closely related to a larger class of residuated lattices, namely the ones with Gelfand property: any prime filter is included in a unique maximal filter.

For any topological space \( X \), we shall denote by \( \text{Clp}(X) \) the family of all clopen sets of \( X \).

Throughout the rest of this section, \( A \) will be an arbitrary residuated lattice and \( X \) will be an arbitrary topological space, unless mentioned otherwise.

The previous results hold if we replace \( A \) by a bounded distributive lattice and \( \odot \) by \( \wedge \).

We recall that \( X \) is said to be:

- **\( T_0 \) iff** it satisfies the **\( T_0 \)-separation axiom**: for any \( x, y \in X \) with \( x \neq y \), there exists an open set \( D \) of \( X \) such that either \( x \in D \) and \( y \notin D \), or \( y \in D \) and \( x \notin D \);

- **\( T_1 \) iff**, for every \( x \in X \), the set \( \{x\} \) is closed in \( X \);

- **zero–dimensional** iff \( X \) has a basis of clopen sets;

- **strongly zero–dimensional** iff, given any closed set \( T \) and any open set \( V \) of \( X \) with \( T \subseteq V \), there exists a clopen set \( U \) of \( X \) such that \( T \subseteq U \subseteq V \) (according to [34]);

- **normal** iff any two disjoint closed sets of \( X \) can be separated through open sets of \( X \) (that is, for any two closed sets \( C \) and \( D \) of \( X \) such that \( C \cap D = \emptyset \), there exist two open sets \( U \) and \( V \) of \( X \) such that \( C \subseteq U \), \( D \subseteq V \) and \( U \cap V = \emptyset \));

- **Boolean** iff \( X \) is compact, Hausdorff and zero–dimensional.

Clearly, any \( T_1 \) compact normal space is Hausdorff, thus any \( T_1 \) compact normal zero–dimensional space is Boolean.

\( \text{Spec}(A) \) is a \( T_0 \) compact topological space, while \( \text{Max}(A) \) is a \( T_1 \) compact topological space, with the Stone topology. In the particular case when \( A \) is a BL–algebra, \( \text{Max}(A) \) is a compact Hausdorff space.

**Proposition 6.1.** [23, Lemma 2.5], [34, Lemma 3.8] *The following are equivalent:*

(i) \( X \) is strongly zero–dimensional;

(ii) any two disjoint closed sets of \( X \) can be separated through clopen sets of \( X \);

(iii) if there exist two open sets \( U \) and \( V \) of \( X \) such that \( X = U \cup V \), then there exist two clopen sets \( C \) and \( D \) of \( X \) such that \( C \subseteq U \), \( D \subseteq V \), \( C \cap D = \emptyset \) and \( C \cup D = X \).

An obvious consequence of the previous proposition is the fact that any strongly zero–dimensional topological space is normal. According to [34], a \( T_1 \) compact space is strongly zero–dimensional iff it is zero–dimensional, hence, furthermore: a \( T_1 \) compact space is zero–dimensional iff it is strongly zero–dimensional iff it is normal iff it is Boolean. Therefore:
Corollary 6.2. The topological space $\text{Max}(A)$ is zero-dimensional iff it is strongly zero-dimensional iff it is normal iff it is Boolean.

Let $L$ be a bounded distributive lattice. Then $L$ is said to be:

- normal iff, for all $x, y \in L$, if $x \lor y = 1$, then there exist $u, v \in L$ such that $u \land v = 0$ and $u \lor x = v \lor y = 1$;
- conormal iff it is dually normal, that is, for all $x, y \in L$, if $x \land y = 0$, then there exist $u, v \in L$ such that $u \lor v = 1$ and $u \land x = v \land y = 0$.

Note 6.3. In [8] and [32], the denominations above are reversed. We have adopted the version of these definitions in [19], for the reason discussed by the author on [19, p. 78].

Proposition 6.4. The following are equivalent:

(i) the bounded distributive lattice $\text{Filt}(A)$ is normal;
(ii) the bounded distributive lattice $\text{PFilt}(A)$ is normal, that is: for all $x, y \in A$, if $\{x\} \cup \{y\} = A$, then there exist $u, v \in A$ such that $\{u\} \cap \{v\} = \{1\}$ and $\{u\} \cup \{x\} = \{v\} \cup \{y\} = A$;
(iii) the bounded distributive lattice $\mathcal{L}(A)$ is conormal;
(iv) any prime filter of $A$ is included in a unique maximal filter of $A$;
(v) any prime filter of $\mathcal{L}(A)$ is included in a unique maximal filter of $\mathcal{L}(A)$;
(vi) the inclusion $\text{Max}(A) \subseteq \text{Spec}(A)$ admits a continuous retract;
(vii) the inclusion $\text{Max}(\mathcal{L}(A)) \subseteq \text{Spec}(\mathcal{L}(A))$ admits a continuous retract;
(viii) $\text{Spec}(A)$ is a normal topological space;
(ix) $\text{Spec}(\mathcal{L}(A))$ is a normal topological space;
(x) for any $M \in \text{Max}(A)$, $\{P \in \text{Spec}(A) \mid P \subseteq M\}$ is a closed subset of $\text{Spec}(A)$;
(xi) for any $M \in \text{Max}(\mathcal{L}(A))$, $\{P \in \text{Spec}(\mathcal{L}(A)) \mid P \subseteq M\}$ is a closed subset of $\text{Spec}(\mathcal{L}(A))$;
(xii) for any $M \in \text{Max}(A)$, $M$ is the only maximal filter of $A$ which includes $\bigcap_{P \in \text{Spec}(A)} P$;
(xiii) for any $M \in \text{Max}(\mathcal{L}(A))$, $M$ is the only maximal filter of $\mathcal{L}(A)$ which includes $\bigcap_{P \in \text{Spec}(\mathcal{L}(A))} P$;
(xiv) any two distinct maximal filters of $A$ can be separated by disjoint open sets in $\text{Spec}(A)$;
(xv) any two distinct maximal filters of $\mathcal{L}(A)$ can be separated by disjoint open sets in $\text{Spec}(\mathcal{L}(A))$.

Proof: $(\text{i}) \Rightarrow (\text{ii})$: Let $x, y \in A$, such that $\{x\} \cup \{y\} = A$. Then there exist $F, G \in \text{Filt}(A)$ such that $F \cap G = \{1\}$ and $F \lor \{x\} = G \lor \{y\} = A$, thus there exist $u \in F$, $v \in G$ and $n \in \mathbb{N}$ such that $u \land x^n = v \land y^n = 0$. Hence $u \lor v \in F \cap G = \{1\}$, that is $u \lor v = 1$, hence $\{u\} \cap \{v\} = \{u \lor v\} = \{1\}$, and $\{u\} \lor \{x\} = \{u\} \lor \{x^n\} = \{u \land x^n\} = \{0\} = A = \emptyset = \{v \land y^n\} = \{v\} \lor \{y\}$.

$(\text{ii}) \Rightarrow (\text{iii})$: Let $F, G \in \text{Filt}(A)$, such that $F \lor G = A$, that is there exist $x \in F$ and $y \in G$ such that $x \land y = 0$, thus $\{x\} \lor \{y\} = \{x \lor y\} = \emptyset = A$. Then there exist $u, v \in A$ such that $\{u\} \cap \{v\} = \{1\}$ and $\{u\} \lor \{x\} = \{v\} \lor \{y\} = A$. But $x \subseteq F$ and $y \subseteq G$, hence $\{u\} \lor \{F\} = \{v\} \lor \{G\} = A$.

$(\text{iii}) \Rightarrow (\text{iv})$: By the fact that the lattice $\mathcal{L}(A)$ is isomorphic to the dual of $\text{PFilt}(A)$, according to Proposition 5.12 and Remark 5.17.

This is exactly [32, Theorem 4] applied to $\mathcal{L}(A)$.
(v) $\Leftrightarrow$ (vii): By Proposition 5.13, (v), (v) and (vi).
(vi) $\Leftrightarrow$ (vii): By Proposition 5.13, (v), (v) and (vi).
(viii) $\Leftrightarrow$ (x): By Proposition 5.13, (v).
(x) $\Leftrightarrow$ (xii): By Proposition 5.13, (v), (v) and (vi).
(xii) $\Leftrightarrow$ (xiii): By Proposition 5.13, (v), (v), (vi), and Remark 5.14.
(xiii) $\Leftrightarrow$ (xiv): By Proposition 5.13, (v) and (vi).

Since the notion of a normal residuated lattice has another significance, we have chosen a denomination from ring theory for this particular kind of residuated lattices:

**Definition 6.5.** We shall call residiuated lattices with the Gelfand property (or, in brief, Gelfand residiuated lattices) those residiuated lattices which have the equivalent properties from Proposition 6.4.

Concerning condition (vi) from Proposition 6.4.

**Proposition 6.6.** Let $A$ be a Gelfand residiuated lattice. For every prime filter $P$ of $A$, let us denote by $M_P$ the only maximal filter of $A$ which includes $P$ (see condition (vii) from the same proposition), and define $\rho : \text{Spec}(A) \to \text{Max}(A)$ by $\rho(P) = M_P$ for every $P \in \text{Spec}(A)$. Then $\rho$ is a continuous retract of the inclusion $\text{Spec}(A) \subseteq \text{Max}(A)$.

**Proof.** In the proof of [32, Theorem 4], the author shows that, for any conormal bounded distributive lattice $L$, the function that takes every prime filter of $L$ to the only maximal filter which includes it is a continuous retract of the inclusion $\text{Spec}(L) \subseteq \text{Max}(L)$. The statement in the enunciation follows by applying this to $\mathcal{L}(A)$ instead of $L$ and using Proposition 5.13, (iv), (v) and (vi).

**Lemma 6.7.** If $F$ and $G$ are filters of $A$, then the following assertions are equivalent:

(i) $F \cap G = \{1\}$ and $F \lor G = A$;
(ii) there exists $e \in B(A)$ such that $F = [e]$ and $G = [-e]$.

**Proof.** (i) $\Rightarrow$ (ii): If $F \lor G = A$, then there exist $e \in F$ and $f \in G$ such that $e \circ f = 0$, that is $f \leq -e$, according to Lemma 2.2, (vii), hence $-e \in G$, thus $[e] \subseteq F$ and $[-e] \subseteq G$. Then $e \lor f \in F \cap G = \{1\}$, which means that $e \lor f = 1$, hence $e \lor -e = 1$ by the inequality above. As shown by Lemma 2.3, (i) and (ii), this means that $e \in B(A)$, hence $-e \in B(A)$ also. Now let $a \in F$ and $b \in G$. Then, according to Lemma 2.3, (iv) and (i), and Lemma 2.2, (vii), $e \to a = -e \lor a \in F \cap G = \{1\}$ and $-e \to b = -e \lor b = e \lor b \in F \cap G = \{1\}$, so $e \to a = -e \to b = 1$, that is $e \leq a$ and $-e \leq b$, thus $a \in [e]$ and $b \in [-e]$, hence $F \subseteq [e]$ and $G \subseteq [-e]$. Therefore $F = [e]$ and $G = [-e]$.

(ii) $\Rightarrow$ (i): By Lemma 2.3, (iv), and Lemma 2.2, (vii).

**Proposition 6.8.**

(i) $\text{Clp}(\text{Spec}(A)) = \{V(e) \mid e \in B(A)\} = \{D(e) \mid e \in B(A)\}$.
(ii) If $A$ is Gelfand, then $\text{Clp}(\text{Max}(A)) = \{v(e) \mid e \in B(A)\} = \{d(e) \mid e \in B(A)\}$.
(iii) If $A$ is semisimple, then $\text{Clp}(\text{Max}(A)) = \{v(e) \mid e \in B(A)\} = \{d(e) \mid e \in B(A)\}$.

**Proof.** (i) The fact that $\{V(e) \mid e \in B(A)\} = \{D(e) \mid e \in B(A)\} \subseteq \text{Clp}(\text{Spec}(A))$ is part of Corollary 5.6.

For the converse inclusion, let us consider a clopen set $C$ of $\text{Spec}(A)$. Then $C$ is a closed set of $\text{Spec}(A)$, thus $C = V(F)$ for some $F \in \text{Filt}(A)$. Also, it follows that $C$ is an open set of $\text{Spec}(A)$, thus $\text{Spec}(A) \setminus C = \text{Spec}(A) \setminus V(F) = \text{Clp}(\text{Spec}(A))$ is a closed set of $\text{Spec}(A)$, that is there exists $G \in \text{Filt}(A)$ such that $\text{Spec}(A) \setminus V(F) = V(G)$, that is $\text{Spec}(A) = V(F) \cup V(G) = V(F \cup G)$ and $\emptyset = V(F) \cap V(G) = V(F \cap G)$, according to Proposition 5.1. Therefore $F \cap G = \{1\}$ and $A = F \vee G = \{x \in A \mid (\exists f \in F)(\exists g \in G)(f \circ g \leq x)\}$, hence there exist $f \in F, g \in G$ such that $f \circ g = 0$, so $g \leq -f$ by Proposition 2.2, (vii), thus $-f \in G$. So $f \in F$ and $-f \in G$, therefore $f \lor -f \in F \cap G = \{1\}$, thus $f \lor -f = 1$, which means that $f \in B(A)$ according to Lemma 2.3, (i).

Now let us prove that $V(F) = V(f)$. Since $f \in F$, we have $V(F) \subseteq V(f)$. Let $P \in V(f)$, so $P \subseteq F$, thus $-f \notin P$, as shown by Proposition 2.2, (vii), and the fact that $P$ is a prime and thus a proper filter of $A$. But $-f \in G$, hence $G \not\subseteq P$, that is $P \not\subseteq V(G) = \text{Spec}(A) \setminus V(F)$, therefore $P \in V(F)$. So $V(f) \subseteq V(F)$, thus $C = V(F) = V(f)$.
The fact that \( \{ v(e) \mid e \in B(A) \} = \{ d(e) \mid e \in B(A) \} \subseteq Clp(Max(A)) \) is part of Corollary 5.6

For the converse inclusion, let \( K \) be a clopen subset of \( Max(A) \) and denote \( L = \{ P \in Spec(A) \mid (\exists M \in K)(P \subseteq M) \} \). Let \( \rho : Spec(A) \rightarrow Max(A) \) be the continuous retract of the inclusion \( Max(A) \subseteq Spec(A) \) from Proposition 6.6. Then the inverse image \( \rho^{-1}(K) = L \), hence \( L \) is a clopen subset of \( Spec(A) \) since \( \rho \) is continuous, thus \( Spec(A) \setminus L \) is also a clopen subset of \( Spec(A) \). By (i), this means that \( L = D(e) \) and \( Spec(A) \setminus L = D(f) \) for some \( e, f \in B(A) \). Hence \( Spec(A) \setminus L = Spec(A) \setminus D(e) = V(e) \) and \( L = Spec(A) \setminus D(f) = V(f) \), so every \( P \in L \) contains \( f \) and every \( P \in Spec(A) \setminus L \) contains \( e \). Now let us denote \( F = \bigcap_{P \in L} P \) and \( G = \bigcap_{P \subseteq Spec(A) \setminus L} P \). Then

\[
F \cap G = \bigcap_{P \subseteq Spec(A) \setminus L} P = \{1\}, \quad f \in F \text{ and } e \in G, \quad \text{so } e \lor f \in F \lor G.
\]

Assume by absurdum that \( F \lor G \neq A \), which means that there exists \( P \in Spec(A) \) such that \( F \lor G \subseteq P \), thus \( e \lor f \in P \). Since \( Spec(A) = L \cup (Spec(A) \setminus L) = D(e) \cup D(f) \), it follows that \( P \in D(e) \) or \( P \in D(f) \), therefore \( e \notin P \) or \( f \notin P \). We obtain a contradiction with the primality of \( P \). We conclude that \( F \lor G = A \). According to Lemma 6.7, we get that there exists \( g \in B(A) \) such that \( F = [g] \) and \( G = [\neg g] \), that is \( \bigcap_{P \subseteq L} P = [g] \) and \( \bigcap_{P \subseteq Spec(A) \setminus L} P = [\neg g] \). These equalities show that the following hold for every \( Q \in Spec(A) \): if \( Q \subseteq L \), then \( g \in Q \), thus \( Q \subseteq V(g) \), while, if \( Q \subseteq Spec(A) \setminus L \), then \( \neg g \in Q \), thus \( Q \subseteq V(\neg g) \). Therefore \( L \subseteq V(g) \) and \( Spec(A) \setminus L \subseteq V(\neg g) = Spec(A) \setminus V(g) \) by Lemma 5.5, so \( V(g) \subseteq L \), hence \( L = V(g) \), thus we have, for the image of \( L \) through \( \rho \): \( K = \rho(L) = \rho(V(g)) = v(g) \), where the last equality follows immediately by double inclusion.

The fact that \( \{ v(e) \mid e \in B(A) \} = \{ d(e) \mid e \in B(A) \} \subseteq Clp(Max(A)) \) is part of Corollary 5.6. Below we prove the converse inclusion.

Let \( K \) be a clopen subset of \( Max(A) \), which is a compact space, so that \( K \) is compact. Since \( \{ d(a) \mid a \in A \} \) is a basis of open sets for \( Max(A) \), it follows that \( K = \bigcup_{i \in I} d(a_i) \) for some \( (a_i)_{i \in I} \subseteq A \). But \( K \) is compact, thus there exists a finite subset \( I_0 \) of \( I \) such that \( K = \bigcup_{i \in I_0} d(a_i) = d(a) \), with \( a = \bigwedge_{i \in I_0} a_i \), as shown by Proposition 5.2. (ii). Thus \( Clp(Max(A)) \subseteq \{ d(x) \mid x \in A \} \), \( d(a) \) is clopen, thus \( v(a) = d(a) \) is clopen in \( Max(A) \), so \( v(a) = d(b) \) for some \( b \in A \). But, again by Proposition 5.2, \( d(a \circ b) = d(a) \lor d(b) = d(a) \lor v(a) \supseteq d(a) \lor \neg d(a) = Max(A) \), so \( d(a \circ b) = Max(A) \), which means that \( a^n \circ b^n = (a \circ b)^n = 0 \) for some \( n \in N^+ \). According to Proposition 5.2, (ii), \( d(a^n \lor b^n) = d(a^n) \lor d(b^n) = d(a) \lor v(a) = \emptyset \), hence \( a^n \lor b^n \in Rad(A) = \{1\} \), because \( A \) is semisimple. By Lemma 2.2, (iv), it follows that \( a^n \lor b^n = 1 \) and \( a^n \land b^n = 0 \), hence \( a^n, b^n \in B(A) \). Thus \( K = d(a) = d(a^n) \), with \( a^n \in B(A) \).

In the following, we shall make repeated use of the definition of Gelfand residuated lattices through condition 15 from Proposition 6.3 to which we have appealed in the Proposition 6.6 above as well. We shall not recall this condition in the results below.

Example 6.9. Any local residuated lattice is Gelfand. Since any linearly ordered residuated lattice is local (see Remark 18), we get that any linearly ordered residuated lattice is Gelfand.

Example 6.10. It is known (20, 33) that \( A \) is a hyperarchimedean residuated lattice iff \( Spec(A) = Max(A) \). Consequently, any hyperarchimedean residuated lattice has the Gelfand property. In particular, any Boolean algebra is a Gelfand residuated lattice.

Example 6.11. Any MV–algebra is a Gelfand residuated lattice. Moreover, any BL–algebra is a Gelfand residuated lattice. These facts follow from Remark 2.4.

Example 6.12. The residuated lattice \( A \) in Example 4.15 is not Gelfand. Indeed, \( \{1\} \in Spec(A) \) and \( Max(A) = \{ [a], [b] \} \), with \( [a] \neq [b] \).

In 13, we have introduced these properties for a residuated lattice \( A \):

- (⋆) for all \( x \in A \), there exist \( u \in Rad(A) \) and \( e \in B(A) \) such that \( [x] = [u] \lor [e] \);
- (**) for all \( x \in A \), there exist \( u \in A \) and \( e \in B(A) \) such that \( \neg u \) is nilpotent and \( [x] = [u] \lor [e] \).

and we have proved that \( (\ast) \Rightarrow BLP \Rightarrow (\ast\ast) \).
Corollary 6.18. \(L\)

Proof. (ii) follows from (i) and Example 6.11.

Remark 6.13. Example 6.12 suggests a method for obtaining residuated lattices without the Gelfand property, by taking into account the obvious fact that a residuated lattice whose trivial filter is prime is Gelfand if it is local: take a residuated lattice \(R\) which is not local, and let \(A\) be the ordinal sum between \(R\) and a non-trivial residuated chain \(C\) (see [11], [17], p. 129, 136, 137 for this particular construction). Then \(\{1\} \in \text{Spec}(A)\), while \(\text{Max}(A) = \{M \cup C \mid M \in \text{Max}(R)\}\), so \(A\) is not local either, hence \(A\) is not Gelfand.

Actually, as shown by Remark 6.32, if \(A\) is the ordinal sum between a residuated lattice \(L\) and a non-trivial chain \(C\), then: \(A\) is Gelfand iff \(A\) is local iff \(L\) is local iff \(A\) has BLP iff \(A\) has (**) iff \(A\) has (**).

Lemma 6.14. \([7]\) If \(L\) is a bounded distributive lattice, then \(\text{Rad}(L) = \{a \in L \mid (\forall x \in L)(a \land x = 0 \Rightarrow x = 0)\}\).

Proposition 6.15. The radical of any conormal bounded distributive lattice has BLP.

Proof. Let \(L\) be a conormal bounded distributive lattice, and let us denote by \(R = \text{Rad}(L)\). Take an arbitrary \(x \in L\) such that \(x/R \in B(L/R)\), so that there exists an \(y \in L\) with \((x \lor y)/R = x/R \lor y/R = 1/R\) and \((x \land y)/R = x/R \land y/R = 0/R\). \((x \land y)/R = 0/R\) means that there exists \(a \in R\) such that \(a \land x \land y = a \land 0 = 0\).

From Lemma 6.14 and the conormality of \(L\), we get that \(x \land y = 0\), hence there exist \(u, v \in L\) such that \(u \lor v = 1\) and \(u \land x = v \land y = 0\), therefore \((x \land y) \land u \lor v = (x \land u \land v) \lor (y \land u \land v) = (0 \land v) \lor (0 \land u) = 0 \lor 0 = 0\).

Also, that fact that \((x \land y)/R = 1/R\) means that \(x \lor y \in R\), and, again by Lemma 6.14, we get that \(u \land v = 0\).

We have obtained \(u \lor v = 1\) and \(u \land v = 0\), thus \(u, v \in B(L)\). But \(u \land x = 0\), hence \(v = v \lor 0 = v \lor (u \land x) = (v \lor u) \land (v \lor x) = 1 \land (v \lor x) = v \lor x\), thus \(v = v \lor x\), therefore \(x \leq v\), hence \(x/R \leq v/R\). Now we apply the fact that \(x/R \lor y/R = 1/R\) and we deduce the following: \(v/R = v/R \lor 1/R = v/R \lor (x/R \lor y/R) = (v/R \land x/R) \lor (v/R \land y/R) = (v/R \land x/R) \lor (v \land y)/R = (v/R \land x/R) \lor 0/R = v/R \land x/R\), so \(v/R = v/R \land x/R\), hence \(v/R \leq x/R\). Therefore \(x/R = v/R \in B(L)/R\). This means that \(R = \text{Rad}(L)\) has BLP in \(L\).

Corollary 6.16. (i) The radical of any Gelfand residuated lattice has BLP.

(ii) If \(A\) is an MV-algebra or a BL-algebra, then \(\text{Rad}(A)\) has BLP.

Proof. \([13]\) By condition \([13]\) from Proposition 6.14, Proposition 6.15 applied to the bounded distributive lattice \(\mathcal{L}(A)\), Corollary \([11]\) \([11]\), and Proposition 5.18 follows from \([11]\) and Example 6.11.

Remark 6.13 from the previous corollary is actually a well-known result, but this corollary shows an interesting way of deriving this result from a more general context.

Proposition 6.17. \([13]\)

(i) The following are equivalent:

- \(A\) is semilocal and \(\text{Rad}(A)\) has BLP;
- \(A\) is semilocal and has BLP;
- \(A\) is semilocal and satisfies (**);
- \(A\) is isomorphic to a finite direct product of local residuated lattices.

(ii) The following are equivalent:

- \(A\) is maximal and \(\text{Rad}(A)\) has BLP;
- \(A\) is maximal and has BLP;
- \(A\) is maximal and satisfies (**);
- \(A\) is isomorphic to a finite direct product of local maximal residuated lattices.

Corollary 6.18. • Semilocal Gelfand residuated lattices have BLP. In particular, semilocal MV-algebras, semilocal BL-algebras and maximal Gelfand residuated lattices have BLP.

• Moreover, semilocal Gelfand residuated lattices satisfy (**). In particular, semilocal MV-algebras, semilocal BL-algebras and maximal Gelfand residuated lattices satisfy (**).
• Every semilocal Gelfand residuated lattice is isomorphic to a finite direct product of local residuated lattices.

• Every maximal Gelfand residuated lattice is isomorphic to a finite direct product of local maximal residuated lattices.

Proof. By Corollary 6.10 and Proposition 6.17.

Theorem 6.19. The following are equivalent:

(i) A has BLP;

(ii) Spec(A) is strongly zero–dimensional.

Proof. (i) ⇒ (ii): We will verify the condition (iii) from Proposition 6.1. Let U and V be open sets in Spec(A) such that Spec(A) = U ∪ V. Then U = D(F) and V = D(G) for some filters F, G of A. Thus D(F ∨ G) = D(F) ∪ D(G) = Spec(A) by Proposition 6.1, so F ∨ G = A, hence there exist x ∈ F and y ∈ G such that x ∨ y = 0, hence y ≤ ¬x by Lemma 2.2 (vii). Thus ¬x ∈ G. The fact that A has BLP and Proposition 4.7 imply that there exists e ∈ B(A) such that e ∈ [x] ⊆ F and ¬e ∈ [¬x] ⊆ G, therefore D(e) ⊆ D(F) and D(¬e) ⊆ D(G). According to Corollary 5.6, D(e) and D(¬e) are clopen subsets of Spec(A). By Lemma 2.2 (vii), Lemma 2.3 (i), and Proposition 5.2, we have D(e) ∪ D(¬e) = D(e ∨ ¬e) = D(0) = Spec(A) and D(e) ∩ D(¬e) = D(e ∨ ¬e) = D(1) = ∅.

(ii) ⇒ (i): Let a ∈ A. By Lemma 2.2 (vii), and Proposition 5.2, D(a) ∪ D(¬a) = D(a ∨ ¬a) = D(0) = Spec(A), hence, by condition (iii) from Proposition 6.1, there exist two clopen sets C and D in Spec(A) such that C ⊆ D(a), D ⊆ D(¬a), C ∩ D = ∅ and C ∪ D = Spec(A). Proposition 6.8 ensures us that C = D(e) and D(¬e) for some e, f ∈ B(A). Then Spec(A) = D(e) ∪ D(f) = D(e ∨ f) by Proposition 5.2, hence e ∨ f = 0, thus f ≤ ¬e by Lemma 2.2 (vii), and so D(e) = C ⊆ D(a) and D(¬e) ⊆ D(f) = D ⊆ D(¬a). By Lemma 5.4 it follows that [e] ⊆ [a] and [¬e] ⊆ [¬a], hence e ∈ [a] and ¬e ∈ [¬a]. Therefore A has BLP by Proposition 4.7.

Theorem 6.20. The following assertions are equivalent:

(i) A has BLP;

(ii) for any M, N ∈ Max(A) such that M ≠ N, there exists an e ∈ B(A) such that e ∈ M and ¬e ∈ N;

(iii) the family E = {d(e) | e ∈ B(A)} = {v(e) | e ∈ B(A)} is a basis of Max(A);

(iv) for any a ∈ A, there exists an e ∈ B(A) such that v(a) ⊆ d(e) and v(¬a) ⊆ v(e);

(v) A is Gelfand and Max(A) is zero–dimensional;

(vi) A is Gelfand and Max(A) is strongly zero–dimensional;

(vii) A is Gelfand and Max(A) is normal;

(viii) A is Gelfand and Max(A) is Boolean.

Proof. (i) ⇒ (ii): Assume that A has BLP and let M, N be distinct maximal filters of A. Then M ∨ N = A, so there exist a ∈ M and b ∈ N such that a ∨ b = 0, hence b ≤ ¬a by Lemma 2.2 (vii). By Proposition 4.7, there exists e ∈ B(A) such that e ∈ [a] ⊆ M and ¬e ∈ [¬a] ⊆ [b] ⊆ N, hence e ∈ M and ¬e ∈ N.

(ii) ⇒ (iii): The second equality in (iii) comes from Lemma 5.3. Now let U be an open subset of Max(A), so that K = Max(A) \ U is closed, and let M ∈ U, arbitrary. Then the hypothesis (iii) of this implication ensures us that, for every N ∈ K, there exists eN ∈ B(A) such that eN ∈ N and ¬eN ∈ M. So N ∈ v(eN) for all N ∈ K, hence {v(eN) | N ∈ K} is an open cover of K in Max(A), according to Corollary 5.6. K is a closed subset of the compact space Max(A), so K is also compact. Hence there exist k ∈ N* and N1, . . . , Nk ∈ K such that K ⊆ ∪ki=1 v(eNi) = v(e), where, according to Proposition 5.2, e = k i=1 eNi ∈ B(A). Therefore K ⊆ Max(A) \ d(e), hence d(e) ⊆ Max(A) \ K = U. By Lemma 2.3 (i), and the fact that ¬e1, . . . , ¬ek ∈ M,
\[ e = \neg \left( \bigvee_{i=1}^{k} e_i \right) = \bigwedge_{i=1}^{k} \neg e_i \in M, \text{ thus } M \in d(e). \] We have obtained that \( M \in d(e) \subseteq U. \) Therefore \( \mathcal{E} \) is a basis for \( \text{Max}(A). \)

\((\text{iii}) \Rightarrow (\text{iv})\): The hypothesis of this implication and Corollary \ref{cor:clopen-subsets} show that \( \text{Max}(A) \) has a basis of clopen subsets, so it is zero–dimensional, thus Boolean by Corollary \ref{cor:zero-dimension}. Now let \( K \) be a clopen subset of \( \text{Max}(A) \), hence, by condition \((\text{iii})\), \( K = \bigcup_{i \in I} d(e_i) \) for some non–empty family \((e_i)_{i \in I}\) of Boolean elements of \( A \). \( \text{Max}(A) \) is compact and \( K \) is closed in \( \text{Max}(A) \), hence \( K \) is compact, thus there exists a finite non–empty subset \( J \) of \( I \) such that \( K = \bigcup_{i \in J} d(e_i) = d(e) \), where \( e = \bigwedge e_i \in \mathcal{B}(A) \). We have applied Proposition \ref{prop:finite-intersection} \((\text{ii})\). Hence \( K = d(e) \in \mathcal{E}, \) that is any clopen subset of \( \text{Max}(A) \) belongs to the family \( \mathcal{E} \) of clopen subsets of \( \text{Max}(A) \), which means that \( \text{Clp}(\text{Max}(A)) = \mathcal{E} \). Let \( a \in A \). Using the fact that \( d(a) = d([a]) \), Proposition \ref{prop:finite-intersection} \((\text{iii})\) and Lemma \ref{lemma:clp}, we get that \( d(a) \cup d(\neg a) = d(a) \cup d(\neg a) = d(a \circ \neg a) = d(0) = \text{Max}(A) \). But both \( d(a) \) and \( d(\neg a) \) are open subsets of \( \text{Max}(A) \), hence \( d(a), d(\neg a) \in \text{Clp}(\text{Max}(A)) = \mathcal{E}, \) that is there exist \( e, f \in \mathcal{B}(A) \) such that \( d(a) = d(f) \) and \( d(\neg a) = d(e) \), therefore \( v(a) = v(f) \) and \( v(\neg a) = v(e) \), and, again by Proposition \ref{prop:finite-intersection} \((\text{iii})\), and Lemma \ref{lemma:clp} \((\text{vii})\), \((\text{viii})\), \( d(f \circ e) = d(e) \cup d(e) = d(a) \cup d(\neg a) = \text{Max}(A) \), thus \( f \circ e = 0 \), hence \( f \leq \neg e, \) and \( d(e) \cup d(\neg e) = d(e \circ \neg e) = d(0) = \text{Max}(A), \) which means that \( v(a) = v(f) \subseteq v(\neg e) = \text{Max}(A) \setminus d(\neg e) \subseteq d(e) \), so \( v(a) \subseteq d(e). \)

\((\text{v}) \Rightarrow (\text{vi})\): Let \( a \in A, \) arbitrary. Let \( e \in \mathcal{B}(A) \) such that \( v(a) \subseteq d(e) \) and \( v(\neg a) \subseteq v(e) = d(\neg e), \) according to Lemma \ref{lemma:clopen}. By Lemma \ref{lemma:clopen} \((\text{iii})\), \ref{lemma:clp} \((\text{iii})\), and \ref{lemma:clp} \((\text{vii})\), \((\text{viii})\), from the fact that \( v(a) \subseteq d(e) \) we get that \( a \circ e \) is nilpotent, thus there exists an \( n \in \mathbb{N}^* \) such that \( (a \circ e)^n = a^n \circ e^n = a^n \circ e = 0 \), hence \( a^n \leq \neg e, \) so \( \neg e \in [a]. \) Analogously, from the fact that \( v(\neg a) \subseteq d(\neg e) \) we get that \( e = \neg \neg e \in [\neg a], \) by Lemma \ref{lemma:clp} \((\text{iii})\). According to Proposition \ref{prop:residuation}, this means that \( A \) has BLP.

\((\text{iii}) \Rightarrow (\text{iv})\): By Corollary \ref{cor:zero-dimension}.

\((\text{vi}) \Rightarrow (\text{vii})\): By Proposition \ref{prop:residuation}.

\((\text{v}) \Leftrightarrow (\text{vi}) \Leftrightarrow (\text{vii}) \Rightarrow (\text{viii})\): By Corollary \ref{cor:residuation}.

\textbf{Remark 6.21.} Since \((\ast)\) implies BLP, it follows that \((\ast)\) implies each of the conditions in the previous theorem. As shown by Proposition \ref{prop:blp}, if \( A \) is semilocal, then, furthermore, each of the conditions in Theorem \ref{thm:equivalence} is equivalent to \((\ast)\). Next we give a topological characterization for \((\ast)\), too.

\textbf{Theorem 6.22.} The following are equivalent:

\begin{enumerate}[(i)]  
  \item \( A \) satisfies \((\ast)\);
  \item for any \( a \in A \), there exists an \( e \in \mathcal{B}(A) \) such that \( a \circ e \) is nilpotent and \( a \vee e \in \text{Rad}(A); \)
  \item for any \( a \in A \), there exists an \( e \in \mathcal{B}(A) \) such that \( v(a) \subseteq d(e) \) and \( d(a) \subseteq v(e); \)
  \item for any \( a \in A \), there exists an \( e \in \mathcal{B}(A) \) such that \( v(a) \subseteq d(e) \) and, for all \( n \in \mathbb{N}^*, \) \( v(\neg a^n) \subseteq v(e). \)
\end{enumerate}

\textbf{Proof.} We shall make repeated use of Proposition \ref{prop:finite-intersection} \((\text{iii})\) and \((\text{ii})\), and Proposition \ref{prop:finite-intersection} \((\text{vii})\) and \((\text{iii})\).

\((\text{i}) \Rightarrow (\text{ii})\): Let \( a \in A \). Since \( A \) satisfies \((\ast)\), it follows that there exist \( u \in \text{Rad}(A) \) and \( f \in \mathcal{B}(A) \) such that \( [a] = [u] \cup [f] = [u \circ f], \) thus \( a^n \leq u \circ f \) and \( (u \circ f)^n = u^n \circ f \leq a \) for some \( n \in \mathbb{N}^* \). Denote \( e = \neg f \in \mathcal{B}(A). \) Then \( (a \circ e)^n = a^n \circ e = u \circ f \circ e = u \circ f \circ \neg f = u \circ 0 = 0, \) so \( a \circ e \) is nilpotent. By the law of residuation and Proposition \ref{prop:finite-intersection} \((\text{iv})\), \( a^n \circ f \leq a \) is equivalent to \( u^n \leq f \to a = \neg f \vee a = e \vee a; \) since \( u \in \text{Rad}(A), \) we have \( u^n \in \text{Rad}(A), \) hence \( e \vee a \in \text{Rad}(A). \)

\((\text{ii}) \Rightarrow (\text{iii})\): Let \( a \in A, \) then \( e \in \mathcal{B}(A) \) such that \( a \circ e \) is nilpotent and \( a \vee e \in \text{Rad}(A). \) Denote \( u = a^\circ e \in \text{Rad}(A) \) and \( f = \neg e \in \mathcal{B}(A). \) Then, by Proposition \ref{prop:finite-intersection} \((\text{ii})\), \( u \circ e = (a^\circ e) \circ e = (a \circ e) \circ (e \circ e) = (a \circ \neg e) \vee 0 = (a \circ \neg e), \) thus \( u \circ f = a \circ f \leq a, \) so \( u \circ f \leq a. \) The fact that \( a \circ e \) is nilpotent shows that \( (a \circ e)^n = a^n \circ e^n = a^n \circ e = 0 \) for some \( n \in \mathbb{N}^* \), hence \( a^n \leq \neg e = f, \) so \( a^{n+1} \leq a \circ f = u \circ f \leq a, \) hence \( [a] = [a^{n+1}] \supseteq [u \circ f] \supseteq [a], \) thus \( [a] = [u \circ f] = [u] \cup [f]. \) Therefore \( A \) satisfies \((\ast)\).

\((\text{iii}) \Rightarrow (\text{iv})\): By Lemma \ref{lemma:residuation}.

\((\text{iv}) \Leftrightarrow (\text{vi})\): By Lemma \ref{lemma:residuation}.
The statement on MV–algebras and BL–algebras in the next result follows from Corollary 6.18.

**Corollary 6.23.** If $A$ is Gelfand, then the following are equivalent:

(i) $A$ has BLP;

(ii) the family $E = \{d(e) \mid e \in B(A)\} = \{v(e) \mid e \in B(A)\}$ is a basis of $\text{Max}(A)$;

(iii) $\text{Max}(A)$ is zero–dimensional;

(iv) $\text{Max}(A)$ is strongly zero–dimensional;

(v) $\text{Max}(A)$ is normal;

(vi) $\text{Max}(A)$ is Boolean.

In particular, if $A$ is an MV–algebra or a BL–algebra, then the previous assertions are equivalent.

We recall that, if $(G,u)$ is an abelian unital lattice–ordered–group (in brief, $l$–group), in additive notation, $G_+ = \{a \in G \mid 0 \leq a\}$, then an element $e \in G$ is called a component of $G$ iff there exists an $f \in G$ such that $e \wedge f = 0$ and $e + f$ is a strong unit of $G$. By [14, p. 984], $(G,u)$ is said to be clean iff, for every $a \in G$, there exists a strong unit $v \in G$ and a component $e \in G$ such that $a = v + e$. By $\text{Max}(G)$ we denote the set of maximal proper convex $l$–subgroups of $G$ endowed with the hull–kernel topology; $\text{Max}(G)$ is a compact Hausdorff space. If $A$ is an MV–algebra and $(G,u)$ is the abelian unital $l$–group associated to $A$ through the Mundici correspondence, then the topological spaces $\text{Max}(A)$ and $\text{Max}(G)$ are homeomorphic, according to [5] and [9]. The following result establishes the relation between MV–algebras with BLP and clean $l$–groups.

**Proposition 6.24.** Let $A$ be an MV–algebra and $(G,u)$ its associated unital $l$–group. Then the following are equivalent:

(i) $A$ has BLP;

(ii) $\text{Max}(A)$ is Boolean;

(iii) $\text{Max}(G)$ is Boolean;

(iv) $(G,u)$ is a clean unital $l$–group.

**Proof.** (i)$\Leftrightarrow$(ii) is part of Corollary 6.23. The fact that $\text{Max}(A)$ and $\text{Max}(G)$ are homeomorphic proves that (ii)$\Leftrightarrow$(iii). (iv)$\Leftrightarrow$(iii) is part of [14, Theorem 3.5].

**Corollary 6.25.** Residuated lattices with BLP form a subclass of the class of Gelfand residuated lattices.

**Corollary 6.26.**

- If $A$ is Gelfand and semilocal, then $\text{Max}(A)$ is Boolean, thus also strongly zero–dimensional.

- If $A$ is a semilocal MV–algebra, then $\text{Max}(A)$ is Boolean, thus also strongly zero–dimensional.

- If $A$ is a semilocal BL–algebra, then $\text{Max}(A)$ is Boolean, thus also strongly zero–dimensional.

**Proof.** By Corollaries 6.18 and 6.2 and Theorem 6.20.

**Proposition 6.27.** If $A$ is semisimple and the topological space $\text{Max}(A)$ is Hausdorff, then $A$ is Gelfand.

**Proof.** Assume that $A$ is semisimple and $\text{Max}(A)$ is Hausdorff, and let $M$ and $N$ be distinct maximal filters of $A$. Then, according to Lemma 6.7, $\text{Max}(A)$ is dense in $\text{Spec}(A)$, thus the intersection between $\text{Max}(A)$ and any non–empty open set of $\text{Spec}(A)$ is non–empty. Also, there exist $a,b \in A$ such that $M \in d(a)$, $N \in d(b)$ and $d(a) \cap d(b) = \emptyset$, that is $D(a) \cap D(b) \cap \text{Max}(A) = \emptyset$. Therefore $D(a) \cap D(b) = \emptyset$. Hence $M$ and $N$ are separated by the open sets $D(a)$ and $D(b)$ in $\text{Spec}(A)$, which means that $A$ is Gelfand, as condition (xv) from Proposition 6.4 ensures us.

**Corollary 6.28.** (i) If $A$ is semisimple and $\text{Max}(A)$ is Boolean, then $A$ has BLP.
\( \text{Max}(A) \) is Boolean iff \( A/\text{Rad}(A) \) has BLP.

**Proof.** (i) Assume that \( A \) is semisimple and the topological space \( \text{Max}(A) \) is Boolean, thus Hausdorff. By Proposition 6.27 and Theorem 6.20, it follows that \( A \) is Gelfand, hence \( A \) has BLP.

(ii) \( \Rightarrow \): By (i), the fact that \( A/\text{Rad}(A) \) is semisimple and Lemma 5.10.

\( \Leftarrow \): If \( A/\text{Rad}(A) \) has BLP, then \( \text{Max}(A/\text{Rad}(A)) \) is Boolean by Theorem 6.20, hence \( \text{Max}(A) \) is Boolean by Lemma 5.10.

**Remark 6.29.** According to Corollary 6.28, the statements in Corollary 6.28 hold if we replace “Boolean” by either of these kinds of topological space: zero–dimensional, strongly zero–dimensional, normal.

**Corollary 6.30.** If \( A \) is semisimple, then the following are equivalent:

- \( A \) has BLP;
- \( \text{Max}(A) \) is zero–dimensional;
- \( \text{Max}(A) \) is strongly zero–dimensional;
- \( \text{Max}(A) \) is normal;
- \( \text{Max}(A) \) is Boolean.

**Proof.** By Theorem 6.20 and Corollary 6.28

**Corollary 6.31.** If \( A \) is semisimple and semilocal, then the following are equivalent:

- \( A \) satisfies \((*)\);
- \( A \) has BLP;
- \( A \) is Gelfand;
- \( \text{Max}(A) \) is zero–dimensional;
- \( \text{Max}(A) \) is strongly zero–dimensional;
- \( \text{Max}(A) \) is normal;
- \( \text{Max}(A) \) is Boolean.

**Proof.** By Proposition 6.17 and Corollaries 6.18 and 6.30
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