Godot is not coming: when we will let innovations enter psychiatry?
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Abstract
Current diagnostic practice in psychiatry is not relying on objective biophysical evidence. Recent pandemic emphasized the need to address rising number of mood disorders (in particular, depression) cases in more efficient way. We are proposing several already developed practices that can help improve that diagnostic process: detection based on electrophysiological signals (both electroencephalogram and electrocardiogram based) that were shown to be accurate for clinical practice and several modalities of electromagnetic stimulation that were proven to ameliorate symptoms of depression. In this work we are connecting the two with explanation coming from physiological complexity studies (and our own work) as well as advanced statistical methods like machine learning and bayesian inference approach. It is shown that fractal and nonlinear measures can adequately quantify previously undetected changes in intrinsic dynamics of a physiological systems, providing the basis for early detection of depression. We are also advocating for early screening of cardiovascular risks in depression which is in connection to previously described decomplexification of autonomous nervous system resulting in symptoms recognised clinically. All that said, additional information about the level of complexity can help clinicians make better decision in therapeutic process, increase overall effectivity of the treatment, and finally increase the quality of life of the patient.
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**Introduction**

The world is chaotic and unpredictable, and crisis are hitting when we do not expect them. This pandemic amplified and made visible some of the problems that did not attract that much attention before, like the existing crisis in psychiatry. That especially applies to mood disorders. Hence, we are going to focus on depression as the current leading cause of disability\[1\].
Pandemic revealed how fragile our mental healthcare systems are. Researchers are repeatedly reporting that due to lockdown, isolation, the fear of infection, economic hurdles, anxiety and prolonged lack of social contacts contributed to soaring number of people suffering from depression. The recent research showed that in December 2020 in USA more than 42% of people surveyed by the US Census Bureau in December reported symptoms of anxiety or depression. That is more than 11% increase when compared to the same month in 2019[2]. The same picture is similar worldwide. Before Covid-19 pandemics, WHO stated that approximately 350 million of people worldwide are treated for depression. Those who are offering online mental health support are reporting that the numbers are increasing even in the first months of COVID-19 crisis, bringing a “mental health tsunami” in many countries with an increasing rate higher than 48%[3].

Based on current practice, one can say that when it comes to diagnostics and treatment of depression, psychiatry does not have so much in common with modern medical scientific methods. The absence of objective (evidence-based) biomarkers and reliance solely on DSM/ICD as a tool for classification, and personal/biased impression/experience of the therapist, plus reliance on a self-report from the patient (that might be misleading or omitting important details) yield poor performance of overall treatment of mental disorders[4,5].

In their exhaustive book important for understanding today’s psychiatry “Endocrine Psychiatry: Solving the Riddle of Melancholia”, Shorter and Fink (2010) are leading us through the history of psychiatric treatments of the disease, mentioning several unsuccessful attempts of the introduction of physicochemical tests in diagnostic process[6]. Dr. Fink is known as a supporter of the comeback of electroconvulsive therapy as well as dexamethasone suppression test (DST) in endogenous depression (or melancholy) cases. By meticulously describing early studies and the history of the development of tests in the fifties from endocrine psychiatry point of view, he draws our attention to the similarities of different neurological disorders with cases of severe
depression, improving our understanding of their roots. With this historical perspective we learn that “…hypercortisolemia was seen as a marker of the active phase of the melancholia syndrome”. Shorter and Fink are pointing out that melancholia is treatable with electroconvulsive therapy (ECT) and/or tricyclic medication (prevention of suicide included), if differentiated from non-melancholic depressions (those without cortisol abnormality at their root). It is also showed that multi-site collaborative study STAR*D “… failed to identify an antidepressant benefit for the new selective serotonin reuptake inhibitor (SSRI) agents” [7]. Van der Kolk also demonstrated that in a long run, the effect of SSRI is slightly different from placebo-like intervention [8]. Based on STAR*D it was concluded that an average effectivity (success rate) of the antidepressant treatment is between 17% and 30%, which is quite modest result [9]. That reflects the fraction of those remitting within the first year of treatment. It is well-known that those who reach out for help are possibly half of those who do have depression symptoms; the rest are reluctant to report it due to the stigma attached to mental illness. It is also known that many people do not want to take medication for the rest of their lives: around 30% of patients never pick up prescribed medication after diagnosed as depressed [10]. It is not just 19th century diagnostics, where the medication is prescribed as in trial-and-error fashion; the process of recovery is very slow (relapses are frequent), expensive and unpredictable, and sometimes the psychotherapy can last for decades. For example, those who suffer from bipolar depressive disorder are in average, misdiagnosed (and treated) as unipolar depression for eight years [11], and prescribed antidepressants were repeatedly shown to actually deteriorate their condition [12]. To make things worse, there is no antidepressive drug without more or less serious side effects; some patients decide to stop taking medication in order to avoid having parkinsonism-like symptoms on top of their depression [13]. There is also an ongoing debate about the additional disruptive role of antidepressants [14,15] and previously unknown effects on sleep patterns and apnea [16]. De Kwaasteniet demonstrated that there is a problem with functional connectivity within fronto-lymbic system in MDD [17] and other researchers reported abnormal connectivity strength related to the severity of symptoms in depression [18]. There is also serious
cardiovascular disease (CVD) risk present in depression, or should we say the depression is a serious CVD risk, which is currently unattended in clinical practice[19]. For example, in cardiology, once a person has myocardial infarction, he is immediately screened for depression, since their risk of mortality increase greatly if those two disorders combine (Dhar et al., 2016). There are a plenty of evidence that perturbed heart rate variability (HRV) is robust risk factor of CVD and overall increased mortality, but that finding is not taken care of in daily psychiatric practice[19-22].

The informative comparison from Shorter & Fink’s book is that DST methodology has its limitations, but a positive test ‘verifies the diagnosis of melancholia much as the EEG verifies the seizure disorder or the ECG a cardiac event’[6]. In one of the most inclusive review of the state of our understanding of causes and features of depression, regarding various avenues of research for biomarkers on biochemical, biological, structural, and behavioral level, Willner showed that some root misconceptions are still there causing fruitless outcomes of the current approach to therapy- since mono-amine hypothesis from fifties’ not a single novel approach to treatment nor detection entered the field[23]. He also demonstrated in one of earlier publications that the brain treated with antidepressants is simply ‘not in the same state as the healthy brain’[24]. Both Fink and Willner (and countless other authors in last three decades, including Stoyanov and Maes[25]) explained why the psychiatry is in such crisis today; the long lasting status-quo, guarding the field from entering any innovation (including DST several decades ago) made it so conservative that different avenues of research are very often in conflict and cannot be reconciled. The solution is probably coming from the technical sciences, but the fact that medical practitioners (those who are working with depression patients) are probably unaware of those advanced methods pose a problem here. Something that is known/demonstrated in statistical physics or artificial intelligence, or complex systems dynamics theory or information theory for decades is somehow still ‘novel’ in the eye of clinical psychiatrist. Physiological complexity, that use fractal and nonlinear dynamics to characterize the changes in physiological systems, is well based in literature, especially
in numerous applications in cardiology [26]. Goldberger, Pincus, Peng, Hausdorf, Klonowski and others showed that deeply rooted classical (conventional) approach to analyzing electrophysiological signals might have misleading results; yet all professionals relying on any electrophysiology use for example, spectral measures because they are built in the software used for recording [26-30]. Physiological systems are complex, thus they do not obey linearity nor additive laws; even when we can describe them with relatively simple mathematical models, they typically generate unpredicted outcomes, since their sub-units interact and exhibit characteristic intrinsic dynamics that can be treated successfully with nonlinear analysis only [31]. The stereotypy of disease can be quantified as a loss of ‘healthy’ complexity which we can detect by analyzing any physiological signal; the illness is usually different in a way that the signal becomes much more predictable and exhibit oscillatory-like behavior. Hence the source of recognition. In depression (particularly in MDD) there are various neuroimaging findings that demonstrate how that system is different from the healthy one. Researchers showed that, regardless the cause of the depression (here we are interested in detection), there is a compensation-like behavior – a difference that can be detected probably due to a deep structural change (detected as aberrant functional connectivity) [17,32-37]. We do not aim at a grand theory-driven approach that can yield personalized model of a disease that includes all possible biomarkers, symptoms, self-report, and epidemiological data. We simply want to propose a data-driven solution that can be noninvasive, low-cost, and cloud-based to help clinicians improve their effectivity of overall treatment of depression, as an efficient answer to the crisis-caused huge increase in number of patients.

Now it is clear that nonlinear electrophysiology-based markers can play a similar role today, as Fink and colleagues proposed DST in last century. The detection and monitoring of mood disorders can be significantly improved using data-driven computational psychiatry approach [38,39,40, 41, 42, 43, 44, 45].

The goal of this opinion paper is reviewing the work based on various methods of detection of depression from electrophysiological data (electroencephalogram/EEG and
electrocardiogram/ECG) that were proven to be noninvasive and characterized by high accuracy. Also, we will present the review of different well-based methods (excluding pharmacological and talk therapies) shown to be effective in the treatment of depression [46]. We also aim at connecting the nonlinear signal analysis approach with the following areas: detection/diagnostics, forecasting the patients’ response to therapy, monitoring the outpatients – detecting the stages of the disease, and the application of non-pharmacological methods used in depression treatment (i.e., various types of electromagnetic stimulations).

**Neuroimaging findings related to depression**

In his 1948 ‘Cybernetics and Psychopathology’, Norbert Wiener stated that “(there is) …nothing surprising in considering the functional mental disorders as fundamentally diseases of the memory, of the circulating information kept by the brain in the active state, and of the long-time permeability of synapses’ which is in line with recent research results in recurrent dynamics and functional integration of the brain. Wiener (1948) called depression, paranoia, and schizophrenia a “functional mental disorder” [47]. The recent findings of the physiological, structural, and functional mechanisms underlying depression confirmed the importance of disrupted functional connectivity within fronto-limbic system in depression [32-37].

Several studies reported aberrant connectivity in depression. In their fMRI study of medication-free patients with major depressive disorder (MDD), Grimm et al. (2007) showed the existence of hypoactivity in the left dorsolateral prefrontal cortex (DLPFC) and hyperactivity in the right DLPFC [48]. In a more recent fMRI study, Ge et al. (2019) confirmed that the decreased connectivity of the right intermediate hippocampus (RIH) with the limbic regions was a distinguishing feature for treatment-resistant depression [49]. On the other hand, several connectivity studies reported that functional connectivity exists between subgenual anterior cingulate cortex (ACC) and medial temporal lobe (MTL) in depression, as well as in hippocampus and amygdala [50]. Furman et al (2011) reported the aberrated frontostriatal functional connectivity in major depressive disorder
Bluhm examined the resting state default-mode network connectivity in early depression using a seed region of interest analysis and confirmed decreased connectivity within the caudate nucleus. Their study showed significantly reduced correlation between precuneus/posterior cingulate cortex and the bilateral caudate in depression compared with controls. Berman examined connectivity of the default network specifically in the subgenual cingulate both on- and off-task, and the relationship between connectivity and rumination in MDD. Their results showed characteristic higher functional neural connectivity between posterior cingulate cortex and subgenual cingulate cortex, but during rest periods only. Vederine et al. (2011) and de Kwaasteniet et al. (2013) elaborated on abnormal functional connectivity in the fronto-lymbic system. Using the combination of fMRI and functional anisotropy (FA), de Kwaasteniet confirmed that white matter integrity of the uncinate fasciculus was reduced, and that functional connectivity between the subgenual ACC and MTL was enhanced in MDD. De Kwaasteniet also identified the negative correlation between uncinate fasciculus integrity and subgenual ACC functional connectivity with the bilateral hippocampus in MDD but not in healthy controls; this negative structure-function relation was positively associated with depression severity.

Zhang and his colleagues (2011) published a fMRI/graph theory (small world) study confirming disrupted brain connectivity networks in drug-naïve first-episode MDD. It seems that MDD disrupts the global topological organization of the whole-brain networks. There are studies that emphasized the disrupted brain connectivity in mental disorders.

Lee et al. (2011) tested the connectivity strength of resting state EEG as a potential biomarker of treatment response in major depressive disorder. They concluded that ‘...the stronger the connectivity strengths, the poorer the treatment response.' Their experiment also showed that frontotemporal connectivity strengths could be a potential...
biomarker to differentiate responders from slow responders and non-responders in MDD. Chen et al (2017) reported higher amplitude of low-frequency fluctuations (ALFF) in both the amygdala and hippocampus in participants with MDD compared to their healthy peers. Using graph theoretical analysis, they found that clustering coefficient, local efficiency, and transitivity are decreased in MDD patients [37]. In their reviews, Wayne et al. (2008) [56] and Willner et al. (2013) covered almost all aspects examined in the quest of understanding the characteristic features of depression [23]. The first one focused on structural and functional abnormalities and neurocircuitry in depression, and the second one more broadly reviewed the present and dominant approaches in this area of research. Prior to this review, Willner et al. (2005) also demonstrated that antidepressants do not normalize brain activity: ‘mood and behavior are restored to normal, but antidepressant-treated brain is in a different state from the non-depressed brain’ [24]. As a sum, all the changes found in depression indicate that the main characteristic of MDD is in their abnormal connectivity and transfer of information, rather than in solely physical differences. In their Granger Causality study about depression, Hamilton and colleagues are questioning the importance of the functional connections between candidate regions found to be abnormal in depression [55]. Their research relied on then handful number of prior studies that yielded information about cross-structural communication and influence in depression [57,58]. Based on previously confirmed aberrant interrelations in MDD, they applied multivariate Granger Causality to estimate the extent to which preceding neural activity in one or more seed regions predicted subsequent activity in target brain regions in the analysis of blood oxygen-level-dependent (BOLD) data.

Hamilton found that increased activity in ventral anterior cingulate cortex (vACC) could be predicted by the activation of hippocampus in patients with depression. In addition, the authors showed a mutual reinforcing effect between vACC and prefrontal cortex. Further, it was found that hypoactivity of dorsal cortical regions might be predicted with vACC and hippocampal increased activity. They demonstrated that aberrant patterns of effective connectivity implicate disturbances in the mesostriatal dopamine system in
depression contributing to the knowledge about the primary role of limbic inhibition of dorsal cortex in the cortico-limbic relation[55]. It seems that many above mentioned areas probably illustrate different dynamics as networks, active in specific tasks known to be characteristically different in depression.

As an illustration on how the dynamics of healthy person’s EEG is different from an MDD one, we present here one of our earlier unpublished findings (Figure 1). The dataset (a part of registered and approved study in 2015) used is described in several publications of our group [41-44]. We re-analyzed the dataset collected for another study [42] where we applied nonlinear analysis of EEG to differentiate between episode and remission of disease (21 MDD and 20 Healthy controls resting state EEG, all 19 electrodes 10/20 standard). Instead of nonlinear approach we analyzed the samples of the raw signal and applied Transfer entropy that can also yield information about the direction of information transfer (based on available free software MuTe)[59].
Figure 1. Results for BINNUE analysis. The figures a, b and c represent the analysis performed on segments 1, 2 and 3, respectively, taken from 5-minute EEG recording of patient group (those with MDD) with the standard 10/20 system. Figure d is a representation of BINNUE results for Healthy control group (HC). Standard names of electrode positions according to 10/20 system are Fp1 to Pz, but the bold number above (1-19) corresponds to the order of the channels analyzed in our analysis.

Our results show that the dynamics of healthy resting-state EEG is substantially different from the dynamics of MDD brain: the interactions (information transfers) in healthy controls are numerous during resting state, contrary to MDD brains which are repeatedly showing the “isolated” activity in frontal, parietal, and temporal areas. It should be emphasized that F3 (left DLPF)-Fz (frontal midline region)-F4 (right DLPFC) regions show engagement in each segment.
Knowing that right DLPFC region is involved in processing negative emotions (fear, anxiety, sadness), our results are in line with the previously described inability of persons with MDD to disengage from negative emotional content, as described in \[23,34,60\]. Graphical representation of transfer entropy (TE) in MDD shows just a few nodes (electrode positions) probably representing the abnormal cortical functional connectivity as a reflection of the one within the fronto-limbic system \[33,17\], engaged in negative information.

Recent research showed that TE is equivalent to Granger Causality (GC) for the data drawn from a Gaussian distribution \[61,62\]. TE can be seen as a difference of two conditional entropies \[59\] and can detect information transfer, discovering purely non-linear interactions between time-series under study. When we compare our findings with previously used GC results (on BOLD dataset see \[55\]), there are a certain number of connections that are in line with those findings. Hamilton et al. (2010) found that while observing moment to moment interactions, hippocampi were influencing vACC and consequently decreased activation of DLPFC \[55\]. It seems that hippocampus has a critical role in affecting depressotypic neural responses \[49\]. Of course, we cannot claim that we detected anything below the level of cortex by EEG, but the connections from Cz-Fp1 (Fig2/a), Pz-Fp1 (Fig1/b), and Pz-F2 (Fig1/c) are illustrating the direction of influences.

It seems that F3, Fz and F4 are the most pronounced way of the information flow in our results. In this context we used EEG as the oldest form of a neuroimaging technique. To summarize, many other neuroimaging techniques showed that differences in MDD can be detected (MRI, fMRI, FA, DTI, PET) but due to very high cost of so sophisticated recordings all above mentioned studies usually rely on a modest sample. Computational psychiatry, a combination of computational neuroscience methods in psychiatry, started as a movement to improve the situation, sometimes around 2011/2012 (all the publications describing theory-driven approach started in 2013). What is more, we realized that, despite the very good results of Theory-driven computational psychiatry projects, they are simply not for everyone, since it is too expensive for frequent clinical
checkups. From another point of view (machine learning), there is ongoing debate, whether the basic postulates of machine learning were satisfied in majority of neuroscientific studies relying for example, on fMRI or MRI scans, since the number of variables (features) is usually an order of magnitude larger than the number of participants, making the conclusions misleading [4,5,44,63] and generalization unreliable. Therefore, we conclude that further research would be potentially more useful if we focus on registration techniques that are present at any clinic (or even portable detections), easy and cheap to record, with minimal time consumption-namely EEG and/or ECG.

**Physiological complexity**

Electrophysiological signals are typically nonstationary, nonlinear, and noisy [30]. And are usually treated with some reductionist approach like analysis based on Fourier’s analysis. As in many complex dynamics systems, physiological systems comprise of many sub-units that are coupled (i.e., they interact). Therefore, the signal that represents that complex dynamics (like EEG, ECG, EMG) do not obey linearity and superposition (additive principle). Hence, the application of any reductionist approach that assumes superposition and linearity will lead to erroneous conclusions and interpretations. For that reason, we suggest relying on fractal and nonlinear analysis application in electrophysiology.

It is well documented (especially in cardiology) that due to illness complex physiological signals exhibit a so-called paradoxical decrease of ordered variability, leading to the system becoming less able to appropriately adapt to fast changes of external (or internal) conditions. The consequence of this ‘decomplexification’ [64] is that a system as a whole becomes more predictable (less irregular) departing more and more from a healthy system’s dynamics.

Dr. Reimann called the scientific attention to his observations about distinctive ‘periodic diseases’ (with characteristic cyclic patterns) in 1948, unsuccessfully. 50 years later,
Goldberger explained how that pathological complexity can be in line with stereotypy of disease \[31\]. Increased periodicity is associated with increased regularity (loss of complexity) and emergence of structured order and loss of variability (stereotypy). Pathological complexity, in case of MDD, actually means the loss of complex organized variability (characteristic for healthy dynamics) dictated by mechanisms of neural control that are proven to have fractal nature \[26,28,30,65\]. Many physiological functions like heart rate and human gait have a long-range correlation structure, while in mood disorders, a breakdown of scale-free dynamics can be observed. For the best review of applying such analysis of EEG with the aim of extracting depression features see de la Torre-Luque \[66\].

Physiological complexity, as scientific discipline, treats physiological phenomena with nonlinear dynamics methods stemming from statistical physics. It is already shown that complex dynamics systems are better conceptualized as part of dynamic reordering rather than as manifestation of disorderly processes \[31\]. Extensive research about fractal structure and function in physiology showed that scale-invariance is a central organizing principle. Moreover, fractal processes generate irregular fluctuations on multiple timescales that break down with aging and disease \[67\]. When a physiological system is perturbed, that break down of fractal organization can be quantified with nonlinear measures, like in heart dynamics, human gate, mood disorders, cardio-pulmonary processes, and other diseases. As if the affected person’s system dynamics become less unique (stereotypy) constrained to single scale or frequency, losing background variability (decomplexification) present in healthy organism.

Once we quantify the pathological changes in electrophysiological signals (by fractal and nonlinear measures) describing their intrinsic dynamics, they can also be used as features for further machine learning models. As we already showed in our previous work \[42,43,44\] the proper nonlinear characterization of the signal leads to highly accurate classification of depression (and even the phases of the disease) with any of most popular machine learning models employed. When we approach machine learning with added
Bayesian principles (that proved to outperform standard frequencionistic thinking) the generalized model can revolutionize clinical diagnostics of early MDD.

**EEG based detection**

It became obvious that current ‘gold standard’ DSM/ICD taxonomies are unreliable constructs, and therefore unable to revise conventional classifications and help get valid predictions from clinical perspective\(^{[25]}\).

Many researchers tried to identify how specific parameters present in EEG change with MDD; apart from some findings related to spectral analysis of standard EEG sub-bands (that did not produce a confirmation of their physiological significance), fractal and nonlinear analysis yielded important results\(^{[66]}\) to help us understand how the changes of CNS due to illness are reflected in the electrical signal it produces. In line with above mentioned superior performance of nonlinear analysis (compared to conventional methods) it is reasonable to apply fractal and nonlinear methods of analysis when we study such a complex and nonlinear dynamical system as brain. Before researchers started using nonlinear analysis, EEG was mainly reserved for confirmation of epileptic foci in neurology; it was believed for a long time that the observed variability of a signal represents ‘noise’. In fact, it is possible to extract a lots of valuable information from that ‘noise’, and pioneers of nonlinear dynamics application in cardiology even devised the method on how to identify whether an electrical signal has physiological origin (and meaning) or it is simply random noise\(^{[29, 64]}\).

There are many families of fractal and nonlinear measures one can apply to study a physiological signal, but the crucial part is its interpretation that requires a specific knowledge of a context (what does regularity quantify?)\(^{[68]}\). Healthy system exhibits a complex nonlinear behavior, and it can swiftly/abruptly change its dynamics if the conditions (both external and internal) require that; it is as if in disease, the organism loose that ability to adapt to changes—which predictable behavior is consequence of.
Without entering discussion why, it is already confirmed that we can detect increased excitability on cortex of a person who is diagnosed with MDD from its EEG signal \cite{39,40,42,43,44,69}. Many researchers showed that whatever method is used, EEG of a patient diagnosed with depression appears more complex that the one recorded from a healthy control \cite{44}. Let’s say that our aim is at this point to detect whether a person has depression; this feature can be used for detection, since EEG is quite easy to record. Almost every modern hospital has the apparatus, and many novel portable devices are emerging on market. As de la Torre-Luque and Bornas concluded after reviewing many different results, difficult to compare in a methodological sense, it appears that the EEG signal recorded from depressed patient is more random than complex; as if it reflects the change in intrinsic dynamics of a system—which can be seen as decreased organized variability (if we use fractal analysis it is ‘the roughness’ of the signal) \cite{66}.

As an illustration we offer an example of the fact that there is a good separation of the data when the resting-state EEG is characterized with sample entropy (SampEn); on Figure 2 there is PCA (first three principal components of all calculated SampEn on 21 MDD/red patients’ and HC’s/blue EEG)
**Figure 2.** A good separability of the data illustrated with PCA applied on SampEn values calculated from resting-state EEG of MDD patients (blue) and Healthy controls (red). The healthy group is dispersed and exhibit greater variability compared to the MDD group (again, from work published in 41-44).

In our recent study [44] we confirmed the possibility of quantifying the difference between patients diagnosed with depression and healthy controls using HFD and SampEn on resting state EEG. For the first time it was shown that it is possible to differentiate patients who were in episode and remission phase.

There are several groups of research that were based on EEG: those that examined the changes when a person is presented with a stressful or a pleasant stimuli, those that compared the features of EEG before and after an intervention (like medication, some form of electromagnetic stimulation or a psychological therapy), those who tried to elucidate why the treatment was not successful (TRD) and those who used resting-state EEG in their analysis. As we believe that the analysis of the electrophysiological data should opt for minimal preprocessing (to prevent the loss of information) we chose to analyze artifact-free epochs of a resting-state EEG, with closed eyes; in our experience it yields the optimal results. Also, knowing that every mathematically different measure (and as we mentioned, there are vast families of nonlinear methods we can apply) could extract another information about the data, we also recommend calculation of several, mathematically different methods. In our case we combined Higuchi fractal dimension and some of entropy measures (like SampEn, Multiscale entropy and many other entropy-based measures), but other measures also showed to be successful, like Detrended fluctuation analysis (DFA), Recurrence plot analysis (RQA), Lempel-Ziv complexity, Largest Lyapunov exponent, Poincaré plots etc. This is the first step in analysis; it is just characterization of a signal (EEG) to extract the features that best describe it. The next step could be Feature selection-in order to decrease the dimensionality of a problem [70], like for example Principal Component Analysis (PCA) that we use in our machine learning projects.
We showed that once you characterize the signal in appropriate way, any of most popular machine learning models yield reasonably high accuracy in depression detection classification task[^43]. That is the confirmation of our first presumption that the nonlinear, nonstationary, and noisy signals (and all physiological signals are) is best described by fractal and nonlinear analysis. When one combines spectral analysis to extract the features, the result is much less successful classification and the generalization of that model might be misleading. We dealt with methodological issues in more detail in another publication[^44].

There are also research projects that combined EEG features and prior medical data (and other epidemiological data of MDD patients) to improve detection, or they combined other imaging (MRI), medical data and early childhood adverse events[^71], or they performed machine learning to navigate better therapy even without those features[^72]. There are also various applications of deep learning for depression detection task and various applications of unsupervised learning, but our point here is that a good approach to treating this detection is to first characterize the signal with fractal and nonlinear measures and then combine it with some form of advanced statistical methods, from data mining, machine learning to deep learning and even the most novel Bayesian approaches to machine learning (sometimes called Bayesian or Active inference). To summarize, we believe that relying solely on EEG for detection could be one of the potentially useful methods, since it also complies with GDPR legislature, hence no personal data are needed (the identity cannot be reconstructed from electrophysiological data that is).
Figure 3. Illustration of possible EEG recordings, standard and portable (on this picture there are two members of our team, the author of this paper included, not the patients. The photo was made during our public demonstration during SUTRA festival of science in Republic Serbia in 2019, https://www.youtube.com/watch?v=pHAFlllTo&ab_channel=Milena%C4%8Cuki%C4%87).

In addition to described methods of detection, there are portable EEG caps that are at the moment mainly reserved for research and are quite expensive, but we expect them to become more available to general population in near future and make this detection more applicable and accessible (for example for monitoring at home solution).

ECG-based detection

The strong characteristic of various physiological signals in illness is that they are less complex then the healthy one, and they actually loose the background organized variability of a signal; if you compare for example ECG of a healthy person and someone who have congestive heart failure the signal is varying around almost the same mean value, but the second one exhibit such an oscillatory behavior that it is highly predictable, contrary to the healthy one. One of the best examples of detection from early
physiological complexity research is clear distinction based on ECG to detect sudden infant death syndrome in newborns (SIDS) \[73,74\].

We now understand the connection between the dynamics of heart rate and autonomous nervous system (ANS), and we also know that it is characteristically aberrated in depression \[75\]. Nevertheless, in clinical psychiatry the risk of cardiovascular diseases (CVD) in depression \[19,20\] is still not attended. Variability heart rate is a robust predictor of CVD and overall mortality in depression \[21\], but patients are not yet screened for this. As with EEG based detection \[43\] it is possible to detect depression based on ECG signals recorded from MDD patients \[76,77\] but this method is not yet translated to practice. Again, the combination between nonlinear measures that are good at quantifying the electrophysiological signals, proved to be excellent features for later highly accurate machine learning classification \[78,79\]. Byun and colleagues found that entropy features are lower in the MDD group, compared to controls \[78,79\]. The measures used were approximate entropy (AppEn), Sample entropy (SampEn), Fuzzy entropy (FuzzEn) and Shannon entropy (ShanEn). They used leave-one-out procedure for feature selection and within it several classifiers (SVM, KNN, LDA and NB). They experimented with total 20 different entropy features and mentioned classifiers to complete depression detection task; similar to our work \[43\] all combinations yielded decent accuracies in detection (74.4%). For this study the sample comprised of 33 MDD patients and 33 age matched healthy controls: the signal they used were recorded from the wrists, not from the chest, but turned out to be sufficient for detection. The authors concluded that monitoring patients especially in the state of arousal would be ideal for detection. But from our own work we learned that the resting state electrophysiological signals are most information rich, which is in line with conclusions of Goldberger group and others \[64\]. In another study of the same group \[78\], authors detected major depressive disorder from linear and nonlinear heart rate variability features during mental task protocol.

**Monitoring of outpatients: detecting the phases/stages of the disease, forecasting the output of the therapy**
We recently made the large cross section analysis of this avenue of research (in preparation) and discovered that in last thirty years there are plenty of evidence that not only the mortality risk in depression can be easily assessed, but it is also possible to differentiate between melancholic and non-melancholic depression, which is utterly important for management of therapy \cite{21}. Previously we demonstrated that it is possible (based on EEG) to differentiate between the phases of the disease, episode, and remission \cite{42}, but it turned out it is promising further direction for staging the disease from ECG, too (our yet unpublished data). The core of both methods is to use nonlinear measures for characterizing the electrophysiological signal, because it proved to be highly accurate feature extraction \cite{44}.

There are large body of evidence how this low-cost detection can be utilized in clinical practice simply as a reuse of already existing equipment (like standard EEG and ECG devices) or additional application of many portable monitoring devices that are already used in many Telehealth & IoT applications, that during this crisis demonstrated how helpful they are especially when a surge of novel patients are happening \cite{3}.

Depression is probably rare example when people are drawn to suicide, but many clinical attempts fail to forecast that fatal danger. Again, it is demonstrated that due to that aberration of ANS in depression it is possible to register the warning signs and prompt those who are taking care of patient, like in \cite{80} where ECG based detection is used to confirm suicide ideation in MDD. There are also other proofs that only relying on increased heart rate and decreased heart rate variability- HRV \cite{19} researchers confirmed the risks of suicide in analyzing aggregated medical data at large clinic in Paris can be extracted from ECG, BMI, and waist circumference, from patients who were screened for general health risks \cite{81}. Byuin showed that we do not even have to use standard equipment, wristbands (or other portable devices) to perform the task \cite{76,78,79,82}.

Saad and colleagues published a quality study (2019) where they performed detection of specific heart-rate patterns extracted from ECG recorded during the sleep, with an accuracy of 79.9%. The algorithm was trained on a sample of 644 depression
patients (and 529 controls) and tested on a group of 174 persons, comprising of both patients and healthy controls. Since the details of algorithm are protected as patent (by MediBio) no details about the methodology were disclosed in this publication. Thirteen years after Pincus published his conclusion that the most information rich electrophysiological signal for depression detection would be ECG while sleeping (since majority of those suffering from depression experience sleep disturbance) find its realization in this group project (beside Migliorini’s group in 2012). What we concluded though is that Saad and colleagues did not use nonlinear measures, but spectral ones. It is important to mention that this research group recorded somnograms and collected ECG signal via portable devices\textsuperscript{[77]}.

It is also possible to forecast whether a person is a responder to certain therapy, for example a certain class of drug, or for ECT, or rTMS in cases of severe depression\textsuperscript{[83,84]}.

To summarize, it is possible to detect CVD risks in depression (which is the most missing detection at the moment), it is possible to confirm the depression before the prescription of antidepressants (that all have some side-effects\textsuperscript{[16]}), it is possible to detect whether you should send a person to some form of electromagnetic stimulation (like repetitive transcranial magnetic stimulation or electroconvulsive therapy), it is possible to differentiate episode from remission (to safely change the medication), it is possible to confirm suicide-ideation and that all leads us to the question begging the answer: \textit{why clinicians are reluctant to use it}\textsuperscript{?} All those findings can save the psychiatry from obvious unsustainability and help clinicians to treat their patients in much safer evidence-based way.

\textbf{Electromagnetic stimulation as therapy}

Given the robust evidence in present body of literature, we can say that one of the characteristic of depression is that corresponding electrophysiological (both EEG and ECG) data reflect certain aberration of intrinsic dynamics, which can be used for detection and monitoring. That can be a decision support method for clinicians to navigate better
future therapy and it would be the cheapest form of personalized approach to depression treatment.

It is also demonstrated in numerous studies that there are several methods of electromagnetic stimulation proven to help even in cases of treatment-resistant depressions (‘resistant’ relates to medication and psychotherapy or psychological interventions). Among those are electroconvulsive therapy (ECT), transcranial direct current stimulation (tDCS), repetitive transcranial magnetic stimulation (rTMS), vagus nerve stimulation (VNS). Although it is not strictly electrical stimulation, we might add a HRV biofeedback therapy to this list as a therapy proven to minimize CVD risk in depression.

Intervention studies from previous period are sparse, and among first attempts to explore this are two studies which examined the effect of Electroconvulsive Therapy (ECT) on VHR in serious MDD. Shultz et al., (1997) [85] and Bozkurt et al., (2013) [83] published their results on improvement of decreased variability heart rate in very serious depression’s BDI after ECT, but they used classical spectra methodology for analysis. Gandahar and colleagues (1999) [86], contrary to them used fractal dimension of EEG to demonstrate the impact of ECT, although without analyzing the heart rhythm. Recently, another two research groups applied similar approach to potentially forecast the responder patients to electromagnetic stimulation [84,87]. They both find a straight-forward connection between positive outcome of the rTMS therapy and evident changes in complexity in EEG signals of MDD patients (comparison was made between responders and non-responders on therapy). As in our recent study [44], they demonstrated the connection between complexity changes and effectivity of therapeutic role of rTMS/tDCS in MDD.

What is important to stress here is the fact that various electromagnetic stimulation techniques help alleviate the symptoms in TRD, is connected to the insights we have from Physiological complexity results from depression research. It is confirmed that depression is characterized by increased complexity of EEG (increased excitability
possibly due to deep white matte changes like in [17] by numerous methodologically different methods [66]. Another important information is that antiepileptic drugs are frequently helpful in MDD, hence, there is a need and a therapeutic goal to decrease increased physiological complexity. All electromagnetic stimulation treatments are doing precisely that: decrease the present increased complexity, which is a ‘hallmark’ of depression [44]. The effectivity of ECT is the highest, but patients are reluctant to accept it possible due to strongly negative media image of this treatment. Recent reviews [88,89] confirmed that both rTMS (37%) and tDCS (42%) are effective in higher percentage than any of present classes of antidepressants (~max 26-27%) regularly prescribed for depression treatment. There are also additional modalities of those two methods of stimulation, but their effectivity is not yet known in detail, due to recent application start [88]. The limitation of both tDCS and rTMS (as well as ECT before them) that their positive effect on patient’s level of symptoms is temporary; they all need maintenance. It is interesting though, that tDCS that now can be applied in ambulance or even at home on a daily basis (portable tDCS, for example Sooma Medical) they can serve as a maintenance method for much stronger rTMS. The period of efficiency is usually individual but can be (depending on source) around six to eight months; then it needs to be reapplied. Both rTMS and tDCS are noninvasive, although we think a new interpretation of that term is sorely needed. When the term was coined, ‘non-invasive’ meant that the stimulation electrode is not entering into the crania; but based on other findings since then we can hardly say they are completely non-invasive in contemporary sense of the word [46]. We found evidence that even a very weak direct current application (as in tDCS) can leave influence more than half an hour after the application, looking at one of our PCA analyses of raw signal (EEG) samples. Figure 4 depicts how separable are the time trajectories in phase-space before and 30 minutes after the tDCS stimulation (one of previously not reported illustrations of a research published in [45]).
**Figure 4.** PCA shows the separation of trajectories in phase-space reconstructed from raw signal samples (EEG) before (red) and half an hour after (purple) the tDCS stimulation (previous publication that used recycled/already published data) [44].

**Conclusion**

Beside existence of various methods developed within technical sciences, there is a reluctance to their application in everyday psychiatry. After Covid-19 crisis demonstrated our mental health care systems so fragile, the time is ripe for application of demonstrated methods to introduce objective biomarkers in clinical diagnostics. To paraphrase Keynes’s words – ‘acceptance of new ideas is slow not because the new ideas are absent, but because of our inability to leave behind old ones we used for such a long time’.
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