Convergence to a Gaussian by narrowing of central peak in Brownian yet non-Gaussian diffusion in disordered environments
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In usual diffusion, the concentration profile, starting from an initial distribution showing sharp features, first gets smooth and then converges to a Gaussian. By considering several examples, we show that the art of convergence to a Gaussian in diffusion in disordered media with infinite contrast may be strikingly different: sharp features of initial distribution do not smooth out at long times.

This peculiarity of the strong disorder may be of importance for diagnostics of disorder in complex, e.g. biological, systems.

The recent splash of interest in the precise forms of the probability density functions (PDFs) of displacements of classical particles diffusing in inhomogeneous environments was promoted by the experimental possibility of single particle tracking on molecular scales, see [1]. This lead to the discovery of an intriguing phenomenon of Brownian, yet non-Gaussian (BuG) diffusion [2, 3] (see [4] and [5] for more examples). In systems exhibiting BuG diffusion, these PDFs are strongly non-Gaussian (at least at short times, when they typically have a tent-like shape) while the mean squared displacement (MSD) grows linearly in time in the whole time domain, like in normal diffusion. In many systems, the PDF converges to a Gaussian at long times. The mere fact of convergence to a Gaussian is not surprising. Much more interesting is how this convergence takes place.

In several experimental situations and numerical models pertinent to BuG diffusion [2, 3, 6–10] the PDF’s shape exhibits a sharp central peak which persists up to long times.

On the other hand, the peak is absent in many pre-averaged models like continuous time random walks (CTRW) [11–13], the diffusing diffusivity model [14] (see Fig. 1 of the work), the minimal model of BuG diffusion of Ref. [4], or different dichotomic diffusion models [5, 15, 16] (see Fig. 5 of [16]). Although the existence of the peak was sometimes explicitly discussed [7, 8], the phenomenon did not seem to attract attention with respect to its peculiarity and possible importance.

The main statement of the present work is that the persistent peak represents a qualitative feature of convergence to Gaussian in spacially disordered systems: whereas in standard diffusion, and in CTRW and fluctuating diffusivity models the convergence to Gaussian occurs through a smoothening of the PDF, in disordered systems the convergence follows a distinct (and rather remarkable) pathway: the central peak does not broaden into a Gaussian, but narrows getting even sharper under rescaling assumed by the standard definition of convergence in probability.

Hence, the central peak is not a minor detail ("chupchik" [17]), but a characteristic feature of a large class of classical disordered systems. We propose, therefore, that the persistence of the central peak is a distinguishing feature of systems with strong static disorder and may be used for their diagnostics. We note that static disorder is intentionally built into the model experiments of Refs. [9, 10], as well as in the theoretical models [7, 8], but its presence is less evident in other experimental situations. In such cases the experimenter should search for the source of disorder, and investigate its properties.

In what follows we show, by considering three different models of spatially disordered systems with infinite contrast, that the phenomenon is typical for such models independently on whether the system shows BuG diffusion in the whole time domain or only shows homogenization at longer times. In this last case, a perceptible peak persists at times corresponding to the homogenized behavior, when the MSD grows linearly in time. Such behavior essentially corresponds to a BuG diffusion when one does not insist on the linear time dependence of the MSD in the whole time domain, cf. [10]. The overall shape of the PDF at longer times reminds of a tent standing on the top of the hill; the convergence to a Gaussian takes place not because the tent flattens, but because the hill grows, strikingly different from the predictions of the central limit theorem (CLT).

Before turning to our models, let us discuss the predictions of CLT. According to the CLT, sums of independent and identically distributed (i.i.d.) random variables converge in distribution to a Gaussian when the number of summands grows, provided the second moment of the corresponding random variables exists. For random variables possessing all moments, the proof is easy. One discusses the behavior of normed sums of random variables $x_i$. One starts from centered and normalized variables $y_i = (x_i - \mu)/\sigma$ (with $\mu$ being the mean and $\sigma$ the variance of $x_i$), which possess zero mean and unit variance. The normed sums are then defined as $\xi_n = \sum_{i=1}^{n} y_i/\sqrt{n} = [\sum_{i=1}^{n} (x_i - \mu)]/\sigma \sqrt{n}$. Starting from the cumulative expansion of the characteristic function for a
single $y$-variable, $f(k) = \exp \left(-\frac{k^2}{2} + \sum_{m=3}^{\infty} \kappa_m \frac{(ik)^m}{m!} \right)$, with $\kappa_m$ being higher cumulants of $y_i$, one gets for a characteristic function $f_n(k)$ of $\xi_n$ the expression

$$f_n(k) = f^m \left( \frac{k}{\sqrt{n}} \right) = \exp \left(-\frac{k^2}{2} + \sum_{m=3}^{\infty} \frac{(ik)^m \kappa_m}{m! n^{\frac{m}{2}}} \right),$$

and readily infers that this converges for $n \to \infty$ to a characteristic function $\exp(-k^2/2)$ of a Gaussian distribution with zero mean and unit variance.

It belongs to scientific folklore that the CLT is called “central” not only due to its elemental importance, but also because it describes the behavior of the probability distribution in its “center”, i.e. close to its mode (see e.g. [18]), as follows from the direct Edgeworth expansion, giving the corrections to the CLT [19, 20], see a very clear account in [21]. The expansion follows by direct Fourier inversion of Eq. (1), so that (for continuous variables)

$$p_n(\xi) = \frac{e^{-\xi^2/2}}{\sqrt{2\pi}} \left[ 1 + \sum_{\nu=1}^{\infty} \frac{P_{\nu}(\xi)}{n^{\nu/2}} \right].$$

Here $P_{\nu}(x)$ are polynomials of degree up to $m = 3\nu$ with coefficients depending on the cumulants of $y_i$. The polynomial contributions are larger in the tails than in the center of the distribution. Another property following from Eq. (2) is smoothening: Sharp features of the PDF appear due to higher-order polynomials, whose contributions rapidly decay with $n$. In Fig. 1 we give an example of such convergence for normed sums $\xi_n = n^{-1/2} \sum_{i=1}^{n} x_i$ of $n$ i.i.d. Laplace random variables with PDF $p(x) = (1/\sqrt{2}) \exp(-|x|/\sqrt{2})$. The explicit forms of $p_n(\xi)$ are given in the Supplemental Material available online, Ref. [22]. The figure is not immediately connected with the models discussed below, but illustrates very well what happens under the usual mode of convergence, which we call “central convergence” in what follows.

This type of convergence is a reason why diffusion in homogeneous environments (say, dissolving of a droplet of ink in a quiescent homogeneous fluid) first smoothenes all sharp features of initial distributions, and then leads to approaching Gaussian shape in the center, and then in the wings. Starting from a concentrated initial distribution, the CLT norming corresponds to rescaling with the root of MSD which grows as $\sqrt{t}$, so that the distribution of $\xi(t) = x(t)/\sqrt{t}$ stagnates and tends to a Gaussian when the time grows. This type of rescaling will be continuously used in all our examples below (Figs. 2 - 6).

The art of convergence discussed above is also typical for many situations outside of the immediate domain of applicability of the standard CLT (subordinated models, continuous time random walks, etc.), given that the convergence to a Gaussian takes place at all. The two corresponding examples are given in Figs. 2 and 3 representing the behavior of the minimal model of BnG diffusion [4], and that of the equilibrated continuous time random walk (CTRW) with Pareto type II waiting time distribution possessing two lower moments, see [22] for details. These two models are close relatives of our first disordered example, the diffusivity landscape model, showing a strikingly different type of convergence.

The integral convergence of PDFs to a limit $p_{\lim}(\xi)$ (for continuous variables and bounded PDFs) is understood in a way that for any fixed interval $[a, b]$ the integral $\int_a^b p_n(\xi) d\xi$ tends to $\int_a^b p_{\lim}(\xi) d\xi$ when $n$ grows (mathematically rigorous definitions are more involved and are given by the portmanteau theorem [23]). Such conver-
The PDF in the equilibrated CTRW model being a pre-averaged approximation for the diffusivity landscape model whose (very different) behavior is represented in Fig. 4. The inset shows the convergence close to the mode.

gence may mean that \( p_n(\xi) \) tends to \( p_{\text{lim}}(\xi) \) everywhere within the interval (like in CLT), but may also mean that \( p_n(\xi) \) stays considerably different from \( p_{\text{lim}}(\xi) \) on some subinterval \( [a',b'] \) which narrows for \( n \to \infty \) (this is, as we proceed to show, the situation with the central peak), or oscillates faster and faster, so that the differences in the integral sense average out, as demonstrated by our last example of periodic homogenization in [22].

The diffusion landscape model. Now we confront the behavior corresponding to central convergence with the one obtained in the diffusivity landscape model of Ref. [8]. The model is chosen as our first example because it shows the phenomenon in its pure form, is easy to analyze, and also to compare it with its mean-field description, which is the CTRW discussed above. The model corresponds to a diffusion, sampled at equilibrium, in a discrete, correlated two-dimensional potential landscape (trap model) with the transition rates \( w \) from traps distributed according to a Gamma-distribution

\[
p(w) = 3 \sqrt{\frac{3}{2\pi}} w^\frac{3}{2} e^{-\frac{3}{2} w}
\]

for the sampled diffusion coefficient set to unity, see [22] for details. This distribution of transition rates translates into the distribution of the waiting times on the sites

\[
\psi(t) = \frac{45}{8} \sqrt{\frac{3}{2}} \left( t + \frac{3}{2} \right)^{-\frac{3}{2}},
\]

a Pareto type II distribution possessing two lower moments. Leaving the site, the walker goes with equal probability to each of the neighboring sites.

The transition rates from the traps (and thus the waiting times) are correlated with correlation length \( \lambda \). We take \( \lambda = 10 \) large enough, so that the model is a good approximation for a continuous situation. The details of landscape generation are given in [8, 22]. At difference to the approach of Ref. [8], here we rely on stochastic simulations of the corresponding random walk, which allows for massive parallelization and considerably improves statistics. The results for the scaled PDF \( q(\xi) \) (see below) of rescaled displacements \( \xi(t) = x(t)/\sqrt{t} \) at different times are presented in Fig. 4 and show a pronounced central peak at all times. Shown is the mean PDF of displacements from an initial point, i.e. the one averaged over the realizations of the landscapes. The peak narrows under rescaling (guaranteeing for the convergence to Gaussian in the integral sense), but does not disappear even at long times.

In Fig. 4, as well as for percolation (Fig. 5) and solid obstacles problem (Fig. 6), we plot the rescaled conditional PDF \( p(x) = p(x,y = 0) \), as in the experimental work [9]. The rescaled position vector in two dimensions is \( (\xi, \eta)^T = (x, y)^T/\sqrt{t} \). To maintain the normalization, the PDF is rescaled according to \( p(\xi, \eta) = tp(x, y) \). The rescaled conditional PDF is thus \( q(\xi) = tp(x, y = 0) \). The marginal probability density \( p_{\text{marg}}(x) = \int p(x, y)dy \) shows a less pronounced (but still well visible) central peak. Plotting \( rp(r) \) (as done e.g. in the early work [24] on percolation) fully obscures the feature.

Since the random walk in this model is a lattice random walk with position-dependent and correlated waiting times, one can also consider a closely related equilibrated continuous time random walk (CTRW) with waiting time density Eq. (4), in which all correlations are neglected, see [22] for additional details. The PDF in such a
CTRW, shown in Fig. 3, exhibits a central convergence. The speed of convergence in the two models above, as well as in the ones below, is discussed in [22].

The nature of the central peak in trap models is connected with the existence of a large number of trajectories of the random walk which never leave their local patch. Averaging over the local diffusivities provides a sharp peak in PDF. The estimates for the number of confined trajectories in our model follow the pattern of Ref. [7] and are given in [22]. The number of such confined trajectories decays as $\pi(t) \sim \lambda^2 / D_{0t}$, and the form of the distribution in its center is tent-like,

$$p(x) \sim A \frac{\lambda}{D_{0t}} - B \frac{|x|}{D_{0t}} + ...$$  \hspace{1cm} (5)

(with A and B positive constants) forming the singular part of the overall distribution at zero. The presence of central peak is observed also in other classes of correlated trap models, see [7, 8], also in the ones, which do now show convergence to normal diffusion, i.e. do not homogenize, like [25].

**Percolation model.** To understand, whether the “non-central” convergence is typical only for trap models or their close relatives, we consider a model of a very different class (barrier model, structural disorder), namely diffusion on an infinite percolation cluster well above criticality, a pet model of the strongly disordered classical system. Here, the number of confined trajectories also decays slowly, and the local properties of the system fluctuate, see [22] for a qualitative discussion.

Despite an extensive search, the authors were not able to find any simulation results for the mean PDF for such a system. The feeling is, that while concentrating on criticality, physicists did not look carefully into the behavior in the homogenized regime because nothing interesting was believed to be found there. Above criticality, the random walk on the infinite percolation cluster is known to converge for long times to a non-degenerate, isotropic Brownian motion, see e.g. [26–28]. Therefore, the corresponding PDF of displacements converges to a Gaussian at long times. Astonishingly, also the percolation model shows the persistence of the central peak and slow convergence close to the mode.

The PDF of displacements at the infinite percolation cluster well above critical concentration is shown in Fig. 5. The figure shows the PDF $q(\xi)$ for continuous-time random walks with exponential waiting times (with unit mean waiting time) on an infinite cluster of a two-dimensional Bernoulli bond percolation on a simple square lattice for $p = 0.55$ (critical concentration $p_c = 1/2$). At small displacements, the PDF shows a pronounced “chupchik” even at long times, at which the diffusion has already homogenized (MSD grows linearly in time, see [22]). At shorter times the anomalous diffusion (subdiffusion) is observed. If short times are disregarded, one observes the BnG diffusion.

**Arrangement of solid obstacles.** This situation, especially interesting for identifying the central peak as an effect of disorder, is a close model of the experimental situation addressed in [9], where the BNG diffusion was observed in an experiment on tracer diffusion in an arrangement of impenetrable obstacles (pillars) and provides the PDFs showing a pronounced central peak. The experiments with partly ordered systems show less pronounced peaks. The results of simulation of a two-dimensional variant of the model are presented in Fig. 6.

Like in the percolation case, the situation does not cor-

---

**FIG. 5.** The mean PDF of particles’ displacements on an infinite percolation cluster.

**FIG. 6.** PDF of particles’ displacement in a disordered array of solid obstacles. Note that the oscillations at longer times are not noise but a signature of the short-range order in a system of solid circles. The details of simulation and the results for the ordered counterpart of the system showing a different behavior are given in [22].
respond to the literal BNG diffusion. Here, short- and long-time behaviors correspond to normal diffusion with different diffusion coefficients. At short times one encounters free diffusion, while the long-time diffusion coefficient in the homogenized regime is smaller, and can be estimated using known approximations [29]. The three longer times are well in the homogenized regime. The overall convergence to a Gaussian is clearly seen in Fig. 6. The details of the simulation, and also the simulation results for a periodic arrangement of obstacles showing convergence via oscillations, are given in [22].

Discussion. The typical pathway to convergence to a Gaussian in diffusion proceeds via smoothening sharp features of PDFs of displacements: the PDF, presenting at short times such sharp features first gets smooth and then, slower, approaches its final Gaussian form. In different models of diffusion in strongly disordered classical systems showing homogenization at large scales the art of this convergence is very different: the distribution at longer times retains a sharp central peak, which narrows under rescaling but does not disappear. The feature is especially pronounced in the systems where the amount of trajectories that never leave a close neighborhood of their starting point decays slowly in time. The feature is absent in the mean-field models, and seems to be a true sign of disorder. Finding such behavior in a physical or biological system should usher the experimentalist to look for the source and properties of such disorder.
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FOR SUPPLEMENTAL MATERIAL

This supplemental material consists of the following parts: a) explicit formulae for PDFs of sums of Laplace variables, plotted in Fig. 1 of the main text; b) explicit form of the characteristic function of the minimal model of BNG diffusion \cite{1} whose Fourier-inversion gives the PDF for this model, plotted in Fig. 2 of the main text; c) some additional information on the CTRW model (Fig. 3 of the main text); d) estimates for the central peak in the diffusivity landscape model; e) some details of numerical simulations of percolation and solid obstacles, g) a short discussion of convergence to a Gaussian in three disordered models and in CTRW based on the “Gaussian parameter”, and h) a qualitative discussion of the percolation model.

a. Sums of Laplace variables

An example of the central convergence is the case of summation of i.i.d. random variables having a Laplace distribution:

\[ p(x) = \frac{1}{\sqrt{2}} \exp(-|x|\sqrt{2}). \]  

(1)

The PDF of single variables is chosen such that second moment of this distribution is 1. The characteristic function of the distribution is given by

\[ f(k) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2}} \exp(-|x|\sqrt{2})e^{ikx} \, dx = \frac{1}{1 + k^2/2}. \]  

(2)

The characteristic function of the distribution of the sum of \( n \) such random variables is

\[ f_n(k) = \frac{1}{(1 + k^2/2)^n}, \]  

(3)

and the characteristic function of sum of renormalized variables is

\[ g_n(k) = \frac{1}{(1 + k^2/2n)^n}. \]  

(4)

The PDF of the normed sum is

\[ p_n(\xi) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{(1 + k^2/2n)^n} e^{-ik\xi} \, dk = \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{(1 + k^2/2n)^n} \cos(k\xi) \, dk. \]  

We note that the expression is an even function and consider only \( \xi \geq 0 \). The integral here is of the type of Eq. (2.5.6.6) of \cite{2}. To reduce it to the corresponding form we change the variable to \( \kappa = k/\sqrt{2n} \), get

\[ p_n(\xi) = \frac{\sqrt{2n}}{\pi} \int_{0}^{\infty} \frac{1}{(1 + \kappa^2)^n} \cos(\kappa\xi\sqrt{2n}) \, d\kappa, \]  

(5)

and denote \( b = \xi\sqrt{2n} \), and \( m = n - 1 \) to get Eq. (2.5.6.6) of \cite{2}. The integral reads

\[ \int_{0}^{\infty} \frac{\cos(bk)}{(1 + \kappa^2)^n} \, d\kappa = \frac{\pi e^{-b}}{2^{2m+1}m!} \sum_{l=0}^{m} \frac{(2m - k)!}{k!(m - k)!}. \]  

(6)

From this, the PDF of the renormalized variables reads:

\[ p_n(\xi) = \frac{\sqrt{2n}e^{-2n\xi}}{2^{2n-1}(n-1)!} \sum_{k=0}^{n-1} \frac{(2n - 2 - k)!}{k!(n - 1 - k)!}(2\sqrt{2n}\xi)^k. \]

The corresponding functions are plotted in Fig. 1 of the main text.

b. The minimal model of BNG

The characteristic function of the minimal model of Ref. \cite{1} (with the value of parameter \( n = 1 \)) is explicitly given by the expression

\[ f(k, t) = e^{\frac{i}{2} \left[ \frac{1}{2} \left( \frac{1}{\sqrt{1 + 2k^2}} + \sqrt{1 + 2k^2} \right) \cdot \sinh(t \sqrt{1 + 2k^2}) + \cosh(t \sqrt{1 + 2k^2}) \right]^{-1/2}}. \]

(7)

Fig. 2 of the main text shows the distribution of \( \xi \)-coordinate in such a model in one dimension (which coincides with the marginal distribution of \( \xi \)-coordinate in any dimension), as obtained by the numerical Fourier
transform. In order to obtain \( q(\xi) = p(\xi \sqrt{t}) \sqrt{t} \), a rescaling \( k' = k/\sqrt{t} \) should be applied, so that \( q(\xi) = \frac{1}{2\pi} \int_0^\infty f(k,t) e^{-ik\xi} dk \) with
\[
\tilde{f}(k,t) = e^{\frac{i}{2} \left( \frac{\sqrt{t+2k^2}}{\sqrt{t}} + \frac{\sqrt{t}}{\sqrt{t+2k^2}} \right)} \times 
\sinh \left[ \sqrt{t(t+2k^2)} \right] + \cosh \left[ \sqrt{t(t+2k^2)} \right] \right\}^{-1/2}.
\]

c. The CTRW model for potential landscape.

The diffusivity landscape model corresponds to a diffusion, sampled at equilibrium, in a discrete, correlated two-dimensional potential landscape (trap model) with the leaving rates (inverse waiting times) \( w \) on traps distributed according to a Gamma-distribution
\[
p(w) = 3 \sqrt{\frac{3}{2\pi w^2}} e^{-\frac{3}{2}w}
\]
for the sampled diffusion coefficient set to unity. The distribution of transition rates corresponds to the distribution of the waiting times \( t \) on the corresponding sites. For the given rate the conditional distribution of the waiting time is \( \psi(t|w) = w \exp(-wt) \), so that
\[
\psi(t) = \int_0^\infty w e^{-wt} p(w) dw = \frac{45}{8} \sqrt{\frac{3}{2}} \left( t + \frac{3}{2} \right)^{-\frac{3}{2}},
\]
which is a Pareto type II distribution possessing the finite first and the second moments, with \( \langle t \rangle = 1 \) and \( \langle t^2 \rangle = 6 \). The pre-averaged model for the situation, which is the CTRW, ensues when considering the waiting times \( t_i \) of all steps except for the first one as i.i.d. random variables taken to follow the PDF Eq.(8). This fully neglects the two types of correlations present in the problem: The correlations induced by the fact that the transition rates at neighboring sites are non-independent by the construction of the model, and the correlations along the trajectory appearing due to multiple revisiting of the same sites. The fast convergence to the Gaussian in the center of the distribution is clearly visible from the simulations in Fig. 3 of the main text.

To simulate the equilibrated situation [3], the distribution of the first waiting time is taken to be different from all other waiting times:
\[
\psi_1(t) = \frac{1}{\langle t \rangle} \left( 1 - \int_0^t \psi(t') dt' \right) = \frac{9}{4} \sqrt{\frac{3}{2}} \left( t + \frac{3}{2} \right)^{-\frac{3}{2}}.
\]
Fig. 3 of the main text shows the results of simulations with the corresponding waiting time PDFs and the two dimensional Gaussian step length distribution, which is a good approximation to the Bernoulli one (lattice random walk) for the scales considered.

d. Estimates for the central peak in the diffusivity landscape model.

The explanation for the existence of the central peak in the diffusivity landscape model is as follows. Let us take a patch of the landscape with the characteristic diffusivity value \( D \). During the time \( t \) the tracer typically displaces at \( \sim \sqrt{Dt} \), i.e. it leaves the patch of the characteristic dimension \( \lambda \), equal to the correlation length of the random landscape, after a time of the order of \( t \sim \lambda^2/D \). If the time \( t \) is fixed, there exists a characteristic value of the diffusion coefficient \( D_c \sim \lambda^2 t^{-1} \) such that the trajectory starting in the domain with \( D < D_c \) does not leave this domain during the measurement time. The portion \( \pi(t) \) of such trajectories among all the trajectories is of the order of \( \pi(t) \sim \int_0^{D_c} p(D) dD \), with \( p(D) \) being the PDF of sampled diffusion coefficients (in our case, an exponential \( p(D) = D_0^{-1} \exp(-D/D_0) \), see Ref. [4]). For our case, for \( t \) long enough, we have \( \pi(t) \sim \lambda^2/D_0t \).

Let us concentrate only on those trajectories, which didn’t yet leave their initial patch, i.e. moved in a domain with practically constant diffusion coefficient. Being observed at time \( t \) these trajectories give the contribution to the PDF of displacements
\[
p(x) \sim \int_0^{D_c} \frac{1}{4\pi D t} \exp \left( -\frac{x^2}{4Dt} \right) p(D) dD,
\]
which for times long enough behaves as
\[
p(x) \sim \frac{\pi(t)}{\lambda} \left[ 1 - \frac{|x|}{2\lambda} + O(x^2) \right] \sim A \frac{\lambda}{D_0t} - B \frac{|x|}{D_0t} + ...
\]
forming the singular part of the overall distribution at zero. For \( |x| \) small, we obtain a tent-like function with the cusp at zero. This part of the distribution is due to trajectories starting in the low-diffusivity domains and not extending over the correlation length \( \lambda \) from their origins. The trajectories with \( x \gg \lambda \) have already adequately sampled the landscape, and contribute to the Gaussian (homogenized) wings of the distribution. Therefore, the whole PDF consists of a body (a “hill”, non-singular at the origin) tending to a Gaussian, whose weight grows in the course of the time, and a tent on the hill’s top, of a weight decaying as \( t^{-1} \). Passing to the normalized variable \( \xi = x/\sqrt{t} \) stabilizes the body, making it time-independent, and narrows the peak, letting it for \( t \to \infty \) to converge to a single point.

e. Simulation details for diffusivity landscape, percolation, and solid obstacles models

This section presents the simulation procedures employed in our work. For each of the three systems considered, the diffusivity landscape, the percolation model, and the array of hard circles, the simulation process can
be split into two parts, namely, a generation of the disordered landscapes, and a generation of the trajectories of particles moving in such disordered systems (“landscapes”). We first discuss the generation of the landscapes (which applies different procedures for the three cases) and then turn to modeling diffusion in these landscapes, which part of the simulation is the same for all three cases. All our simulations are lattice ones, with a square simulation lattice with unit lattice constant.

**Landscapes**

**Diffusivity landscape.** The generation of heterogeneous diffusivity landscape follows the procedure used in Ref. [4]. In the language of Ref. [4], our simulation here corresponds to an equilibrated Itô model, giving rise to the BnG diffusion. The procedure consists of two steps: generating a correlated Gaussian random field, and its transformation to a landscape showing a single-point Gamma distribution. Hence, starting with a two-dimensional array of i.i.d. Gaussian random variables with zero mean and unit variance, one smooths the landscape employing the Fourier filtering method to obtain the correlated Gaussian landscape with the correlation function chosen to be

\[ \gamma(r) = \exp \left( -\frac{r^2}{2\lambda^2} \right), \]

where \( \lambda \) is the correlation length. The corresponding values of filtered Gaussian variables are then scaled to obtain a Gaussian random field \( z(r) \) with unit variance.

Once this correlated Gaussian random field has been generated, the diffusivity landscape is then constructed via a probability transformation, i.e. by a change of variable \( z \to D \) to achieve the PDF of diffusion coefficients to follow a Gamma-distribution

\[ p(D) = \frac{\beta^\beta}{\Gamma(\beta)} \left( \frac{D}{\overline{D}} \right)^{\beta-1} \exp \left( -\beta \frac{D}{\overline{D}} \right), \]

where \( \overline{D} \) is the mean local diffusion coefficient, \( \beta \) is the shape parameter, and \( \Gamma(\cdot) \) is the the Gamma function, with \( \beta = (d+3)/2 \) and \( \overline{D} = [1 + 1/(d+1)]D_0 \), with \( d \) being the dimension of the space, and \( D_0 \) being the mean sampled diffusion coefficient, see [4] for details. In our case \( d = 2 \), \( D_0 = 1 \) we have \( \beta = 5/2 \) and \( \overline{D} = 5/3 \). The corresponding variable transformation is given by

\[ D(z) = F^{-1}_\beta \left[ \frac{1}{2} \text{erfc} \left( z/\sqrt{2} \right) \right], \]

with \( F^{-1}_\beta \) being the inverse of the cumulative distribution function of a Gamma-distribution, \( F(D) = \frac{1}{\beta} \gamma(\beta, \beta D/\overline{D}) \) with \( \gamma(x, y) \) being the lower incomplete Gamma function, which is implemented in the Fortran 90 module GammaCHI, see [5]. The final result of this procedure is a correlated heterogeneous diffusivity landscape.

With the above procedure, two-dimensional square diffusivity landscapes with correlation length \( \lambda = 10 \) and size of \( 2048 \times 2048 \) were generated. On each landscape, the diffusive motion of 10000 particles was followed to generate a PDF. Then, a weighted mean over 10000 realizations of the landscapes was made to obtain the mean PDF showed in Fig. 4 of the main text. The weights are the inverse of the diffusion coefficient at a starting site in the center of the system, where the particles begin their motion.

**Percolation.** For the diffusion on an infinite percolating cluster, we considered a Bernoulli bond percolation on a square lattice \( (p_c = 0.5) \). Finite clusters were disregarded, to avoid trapping. The process of generating this landscape consists of two steps: first, a large percolation system is generated by taking the bonds being intact with probability \( p > p_c \), and broken otherwise. Once the percolation system is created, the Hoshen-Kopelman algorithm [6] is used to label all clusters present in the system. Then the largest (“infinite”) cluster is spotted out, and the rest erased. The particles then start at a site of this cluster in the closest vicinity of the center of the system. The sites not belonging to the cluster are declared unavailable, and the transition probabilities to them are set to zero.

In our simulations we use the concentration \( p = 0.55 \) of the intact bonds. The size of the system was \( 800 \times 800 \). On each landscape (i.e. cluster), 10000 particles were followed to generate the PDF in a single realization. Then, a mean over 5000 realizations of the landscapes was taken to obtain the mean PDF shown in Fig. 5 of the main text.

**Solid obstacles.** The model of the array of solid obstacles is a two-dimensional version of the experimental setup of Ref. [7], and corresponds to a random arrangement of the non-overlapping circles. The procedure to generate the landscapes is as follows. After fixing the total fraction of space \( \eta \) occupied by the circles of radii \( r_c \) we know the number of these circles, \( N_c \), and generate the positions of their centers. This is done by a sequential algorithm, in which a new center is added to the lattice at random, after which one checks that its distance from all other centers is at least \( R = 2r_c + 2 \) to ensure that the particles are not trapped. If this is not the case, the attempt is repeated. The procedure is repeated until the number of circles reaches \( N_c \). The sites inside the circles are declared unavailable, and the corresponding system is then treated in the same way as the lattice percolation one.

With the above process, two dimensional square landscapes were generated with unit diffusion coefficient \( D_0 = 1 \) in the free space, with 67600 circles with radii \( r_c = 5 \) corresponding to an area fraction of circles...
$\eta \approx 0.3$, and a size of $4160 \times 4160$. On each landscape, 10000 particles were used to generate the PDF. Then, a mean over 10000 realizations of the landscapes was calculated to obtain the mean PDF showed in Fig. 6 of the main text.

**Trajectories**

The diffusion of the particles is modeled as a continuous time random walk with exponentially distributed waiting time on the sites of a simulation lattice. The trajectories of the particles diffusing in the different landscapes were obtained using the Gillespie algorithm [8]. Being on a site $\sigma = (i, j)$, the particle can jump to one of the four neighboring sites $\sigma \rightarrow \delta_i$, with $\delta_1 = (i+1, j)$, $\delta_2 = (i-1, j)$, $\delta_3 = (i, j+1)$ and $\delta_4 = (i, j-1)$, if available, with transition rates $\omega(\sigma \rightarrow \delta_i)$. The jump rates $\omega(\sigma)$, and the probabilities to jump to different sites depend on the model. For the diffusivity landscape model, the rate of leaving the site $\sigma$ is $\omega(\sigma) = D(\sigma)$, where $D(\sigma)$ is the diffusion coefficient assigned to the position of the site $\sigma$, and the transition probabilities to each of the neighboring sites are 1/4. For percolation and solid circle models, the transition rates from a site to each of $m$ allowed neighboring sites are taken to be the same, $\omega(\sigma \rightarrow \delta_i) = 1$, while the transition probabilities to forbidden sites are set to zero. This model corresponds to different jump rates at different sites, $\omega(\sigma) = 1/m$, and possesses a homogeneous equilibrium.

A particle starts at $t_0 = 0$ from its initial position $\sigma_0$. At each simulation step $n$, corresponding to time $t_n$, the following procedure is repeated. The jump rate on the site $\sigma_n$ defines the exponentially distributed waiting time $\tau_n$, after which the next jump takes place. At a jump, the particle changes to one of the neighboring sites with the corresponding transition probability. The time is increased to $t_{n+1} = t_n + \tau_n$. The procedure is repeated until the maximum simulation time $t_{\text{max}} = 120000$ is achieved. One ends up with a list of particle’s positions and respective jumping times. This list is sampled to get particle’s positions at time intervals $\Delta t = 0.1$ which then is used for calculating the PDFs and the means.

**f. Additional simulation results for percolation and solid obstacles**

Additionally to the evolution of the PDF, we also calculated the MSD for the percolation system and for the array of solid obstacles (for the diffusion landscape this was already done in Ref. [4]). The MSD was obtained using the moving time average along the trajectories. The corresponding results were then averaged over the trajectories and landscapes. Fig. 1 shows the MSD for the percolating cluster. This exhibits subdiffusion at very short times, and crosses over to normal diffusion at long ones, as discussed in the next section. Fig. 2 shows the MSD for the array of solid obstacles. This one shows a crossover between two diffusive regimes, with a larger diffusion coefficient at short times and a lower one at long times. This can be easily explained by the fact that particles move freely until they hit the circles; hitting the circles slows down the overall motion. The diffusion coefficient in the homogenized regime can be estimated using the effective medium theory (EMA), which gives

$$D_{\text{EMA}} = \frac{1 - 2\eta}{1 - \eta} D_0,$$

where $\eta$ is the area fraction of circles in the system and $D_0$ is the free diffusion coefficient.

To identify the disorder as a cause of the central peak of the PDF, yet another type of landscape of solid obstacles was generated. Instead of randomly placing the centers of the circles, they are placed on an ordered lattice. Fig. 3 shows the mean PDF for such an ordered array of circles. In this case a two-dimensional square diffusivity landscape was generated, with unit free diffusion coefficient ($D_0 = 1$) and with 67600 circles of radii $r_c = 5$ corresponding to an area fraction inside the circles $\eta \approx 0.3$. The size of the system is $4160 \times 4160$. The results shown in Fig. 3 are obtained by considering all possible inequivalent starting points within the unit cell of size $16 \times 16$ of the landscape, with a total of 10000 trajectories.

The PDF shown in Fig. 3 exhibits strong oscillations with the period corresponding to the unit cell of the initial landscape. In this case the convergence in distribu-
To show the convergence to a Gaussian in three models of spacially disordered systems investigated (and to compare the speed of convergence for a potential landscape model and its mean-field counterpart, the CTRW) we consider the so-called Gaussian parameter (reduced kurtosis [9]),

\[ \alpha_2(t) = \frac{\langle r(t)^4 \rangle}{a \langle r(t)^2 \rangle^2} - 1, \tag{12} \]

with a number constant \( a \) which depends on the spacial dimension and is \( a = 2 \) for two-dimensional cases discussed here, see e.g. [10]. The kurtosis is the integral measure of “peakedness” and “fat-tailedness” of the distribution. For a Gaussian distribution the reduced kurtosis vanishes, and the departure of \( \alpha_2(t) \) from zero gives a simple quantitative measure of “non-Gaussianity”. Fig. 4 represents the behavior of \( \alpha_2 \) as a function of time for the diffusivity landscape model and its mean field description given by a CTRW one. One readily infers that the PDF in the latter is not only closer to a Gaussian at any time (because it is effectively smoother), but also that the convergence at longer times takes place faster. Fig. 5 shows the values of \( \alpha_2(t) \) for the two other models, the diffusion on the infinite cluster in supercritical percolation, and the diffusion in the array of solid obstacles, again indicating the convergence to a Gaussian. Since the models are quite different, the two curves plotted are not intended for immediate comparison, although one readily infers that the convergence to a Gaussian is fast for solid obstacles (presumably, due to fast convergence in the wings, as seen in Fig. 6 of the main text) and slow in percolation.

h. A qualitative discussion of the percolation model

At critical concentration (or more exactly, at \( p_c + \epsilon \) with \( \epsilon \to 0^+ \)), the percolation cluster is a fractal object [11]. The diffusion on this infinite cluster is anomalous, \( \langle x^2 \rangle \propto t^{\alpha} \), with \( \alpha = 2/d_w < 1 \) with \( d_w \) being the walk dimension. The central peak in the PDF does not seem to be reported before but is clearly visible in simulations in large clusters at \( p_c \) (not shown). The asymptotics of the PDF at criticality for \( x \) large is essentially a stretched Gaussian one. The overall shape of the PDF at criticality corresponds on a logarithmic scale to a brace laying horizontally, like this \( \langle r(t)^4 \rangle \). The central “chupchik” may be a reminiscence of a non-analytical pre-exponential, as proposed for the diffusion on fractals, which e.g. persists for a Sierpinski gasket well into the asymptotic domain [12].

Above criticality, the convergence to a Gaussian is proven, and the estimates for the diffusion coefficient are
FIG. 4. Time dependence of the reduced kurtosis \( \alpha_2(t) \) for the diffusivity landscape model and for the corresponding CTRW model. The deviations from Gaussian are larger and the convergence to \( \alpha_2 = 0 \) is slower for the motion in the landscape than in the CTRW.

FIG. 5. Reduced kurtosis as a function of time for the percolation system and for the array of solid obstacles. The convergence to a Gaussian in supercritical percolation is very slow.

known. It is generally accepted that at concentration slightly above percolation concentration the local structure of the infinite percolating cluster (at length scales \( l \ll \xi \), with \( \xi \) being the correlation length of the percolation problem) is similar to the one of the incipient percolation clusters at \( p = p_c \), the same shape should apply to the intermediate asymptotics of the PDF (for \( x \ll \xi \) above criticality.

Note that in percolation, the survival probability for the time first passage from the initial point to a point at distance \( r \) scales \( \Phi(t) \sim (t/\tau(r))^{1-d_s/2} \) [13] with \( d_s \) being the spectral dimension of the cluster, which is approximately 1.33 and \( \tau(r) \) is the corresponding characteristic time, scaling as \( r^{d_s} \). In our case the distance \( r \) has to be taken of the order of \( \xi \). The first passage to a boundary of a circular domain shows the same scaling due to the compact exploration property of random walks on the percolation cluster. Therefore the amount of the walks confined within the correlation length and not “feeling” that the system is not fractal at larger scales among all random walks decays approximately as \( t^{-1/3} \), i.e. considerably slower than in the landscape model, as it is also clearly seen in simulations. Assuming that the central part of the PDF at criticality is mostly due to these trajectories, never leaving the initial patch, we conclude that its shape is retained by the central part of the distribution during the convergence to a Gaussian above the critical concentration, with stretched Gaussian tails converging to faster decaying Gaussian ones.

The qualitative explanation of the nature of the peak is very close to the one in the case of diffusivity landscapes. At criticality, the diffusion coefficient for normal diffusion \( D \sim \langle x^2 \rangle /t \) on the infinite cluster vanishes in the long time limit, although the MSD is nonzero at any time. At any finite scale, this infinite cluster can be described as a diffusive medium where the local diffusion coefficient fluctuates strongly, has a mean close to zero, and a variance comparable with the mean. The authors were not able to find any previous information about the form of fractures, which would enable for a quantitative analysis, which is left for future work.
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