On the impact of large amplitude pairing fluctuations on nuclear spectra
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Abstract

The influence of large amplitude pairing fluctuations is investigated in the framework of beyond mean field symmetry conserving configuration mixing calculations. In the numerical application the finite range density dependent Gogny force is used. We investigate the nucleus $^{54}$Cr with particle number and angular momentum projected wave functions considering the axial quadrupole deformation and the pairing gap degree of freedom as generator coordinates. We find that the effects of the pairing fluctuations increase with the excitation energy and the angular momentum. The self-consistency in the determination of the basis states plays an important role.
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It is well known that pairing correlations play a predominant role in most nuclear phenomena \cite{1,2}. In spite of that nuclear superfluidity is not completely understood and it is still a very active research field \cite{3,4,5,6}. Nowadays pairing correlations are routinely included in all mean field nuclear structure calculations either in the Hartree-Fock (HF) plus BCS approach or in the Hartree-Fock-Bogoliubov (HFB) approach. However while the HFB (BCS) approach is very successful to describe infinite systems, it was soon recognized \cite{2} that it is a deficient theory in the case of atomic nuclei where only a few pairs of nucleons (weak pairing regime) participate in the superfluid phase. Furthermore in a finite system a sharp number of particles is needed.

In the gauge space associated with pairing the HFB w.f. has two collective degrees of freedom, the pairing gap $\Delta$, which measures the amount of pairing correlations, i.e., the “deformation” \cite{15} in the associated gauge space, and the angle $\varphi$ which indicates the orientation of the HFB state in this space. The HFB minimization determines the w.f. and thereby $\Delta$ while the gauge angle $\varphi$ does not depend on it.

In the gauge space associated with pairing the HFB w.f. has two collective degrees of freedom, the pairing gap $\Delta$, which measures the amount of pairing correlations, i.e., the “deformation” \cite{15} in the associated gauge space, and the angle $\varphi$ which indicates the orientation of the HFB state in this space. The HFB minimization determines the w.f. and thereby $\Delta$ while the gauge angle $\varphi$ does not depend on it.

Some arguments indicating the relevance of considering the pairing fluctuations are: First, the monopole (pairing) and the quadrupole (deformation) are the most relevant degrees of freedom, it seems therefore reasonable to consider both of them on an equal footing. Second, the constrained variational principle of Ritz used to determine the intrinsic basis states is very effective in determining the wave function (w.f.) of the ground state with the given quantum numbers and constraints. Ground states of the SCCM calculations benefit of this fact, however, SCCM excited states with the same or different quantum numbers are not favored by it and depend more strongly on the basis size (number of generator coordinates). Consequently, in restricted self-consistent calculations a stretched spectrum is forecasted which will be squeezed by an appropriate increase of the basis size, for example by allowing pairing fluctuations. Lastly, the pairing vibrations on their own are very interesting and a simultaneous study on shape and pairing fluctuations will allow us to disentangle if there exist genuine pairing vibrations or alternatively to which degree they are damped.

In the gauge space associated with pairing the HFB w.f. has two collective degrees of freedom, the pairing gap $\Delta$, which measures the amount of pairing correlations, i.e., the “deformation” \cite{15} in the associated gauge space, and the angle $\varphi$ which indicates the orientation of the HFB state in this space. The HFB minimization determines the w.f. and thereby $\Delta$ while the gauge angle $\varphi$ does not depend on it.
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play any role at the mean field level. The degree of freedom associated to $\varphi$ has been exploited in the past \cite{16}: linear combinations of w.f.’s with different orientation in the gauge space provide a number conserving wave function. Pairing vibrations – associated with w.f.’s with different pairing gaps – around the average gap parameter $\Delta_0$ of the energy minimum, on the other hand, have attracted little attention. As a matter of fact they have been considered only either with very schematic interactions in the framework of the collective Hamiltonian \cite{17,18}, in microscopic model calculations \cite{19,20}, in reduced configuration space \cite{21} or in earlier BMFT approaches \cite{22,23}.

To quantify the pairing content of a w.f. with a finite range interaction, like the Gogny force, that provides state dependent gaps is not trivial. A quantity that supplies a measure of the pairing correlations and is easy to handle is the mean square deviation of the particle number $(\Delta \hat{N})^2$. This quantity is zero in the absence of pairing correlations and is large for strongly correlated systems. Furthermore, since for a schematic pairing interaction (PN-PV) out of this w.f. would be a Projection After Variation (PAV). However if $|\langle \phi | \Phi \rangle|$ is the quadrupole mass operator. If in Eq. 2, $|\langle \phi | Q_{20} \rangle|$ we are solving the plain HFB equations \cite{24}.

In the following we will denote $N \hat{P}$ and $(\Delta \hat{N})^2$ provides an indication of the pairing content of the wave function. In the following we will denote $\delta = |\langle \phi | (\Delta \hat{N})^2 | \phi \rangle|_{1/2}$ and use it as coordinate to generate wave functions with different pairing correlations. Of course one could constrain separately the mean square deviation for protons and for neutrons, this is more complicated and work in this direction is on progress. In this first exploratory letter we constrain only the total mean square deviation.

In order to implement pairing fluctuations together with axially symmetric quadrupole fluctuations we proceed in the following way: First, we generate intrinsic HFB wave functions $|\phi(q, \delta)\rangle$ with quadrupole deformation $q$ and “pairing deformation” $\delta$ by solving the variational equation

$$\delta E'[\phi(q, \delta)] = 0, \quad (1)$$

with

$$E' = \frac{\langle \Phi | H | \Phi \rangle}{\langle \Phi | \Phi \rangle} - \lambda_q \langle \phi | Q_{20} | \phi \rangle - \lambda_\delta \langle \phi | (\Delta \hat{N})^2 | \phi \rangle_{1/2}, \quad (2)$$

and the Lagrange multipliers $\lambda_q$ and $\lambda_\delta$ being determined by the constraints

$$\langle \phi | Q_{20} | \phi \rangle = q, \quad \langle \phi | (\Delta \hat{N})^2 | \phi \rangle_{1/2} = \delta. \quad (3)$$

$Q_{20}$ is the quadrupole mass operator. If in Eq. 2 $|\Phi\rangle \equiv |\phi\rangle$ we are solving the plain HFB equations. \cite{24} A Particle Number Projection (PNP) and/or Angular Momentum Projection (AMP) out of this w.f. would be a Projection After Variation (PAV). However if $|\Phi\rangle \equiv P^N |\phi\rangle$, being $P^N$ the particle number projector, the determination of $|\phi\rangle$ is done in the so called Variation After (Particle Number) Projection (PN-VAP) approach. This method provides a much better description of the pairing correlations in the intrinsic w.f. \cite{24} although is more involved. There are only few implementations of the PN-VAP approach using either separable forces \cite{25}, small configuration spaces \cite{26} or the most recent ones with the Gogny \cite{27} and Skyrme functionals \cite{28,29}. Finally, as in the HFB case, an angular momentum projection can be performed afterwards. The variational equations are solved using the conjugate gradient method \cite{30}. Once we have generated the basis states we can proceed with the configuration mixing calculation. This is carried out within the generator coordinate method taking linear combinations of the wave functions obtained in the first step after performing projections on the required symmetries

$$|\Psi'^{I,\sigma}\rangle = \int f^{I,\sigma}(q, \delta) \hat{P} |\phi(q, \delta)\rangle dq d\delta. \quad (4)$$

The variational principle applied to the weights $f^{I,\sigma}(q, \delta)$ gives the generalized eigenvalue problem, the Hill-Wheeler (HW) equation:

$$\int (\mathcal{H}^I(q\delta, q'\delta') - E^{I,\sigma} N\mathcal{N}(q\delta, q'\delta')) f^{I,\sigma}(q'\delta') dq' d\delta' = 0, \quad (5)$$

with $\mathcal{H}^I$ and $\mathcal{N}^I$ the Hamiltonian and norm overlaps, respectively, see \cite{31} for further details. The symbol $\sigma = 1, 2, ..., n$ numbers the ground and excited states with angular momentum $I$, $E^{I,\sigma}$ is the energy of the corresponding state. If in Eq. 4 the projector $\hat{P} = \hat{P}^Z \hat{P}^N \hat{P}^I$, with $\hat{P}^I$ a short-hand notation for the angular momentum projection operator, we are performing a PNP and AMP. In previous calculations \cite{32,33} one can find configuration mixing calculations with only AMP, in this case $\hat{P} \equiv \hat{P}^I$. We shall also discuss below such kind of calculations.

We use in our numerical application the finite range density dependent Gogny force with the DIS parametrization \cite{34}, which is well known for its successful predictions. In the configuration space we take eight oscillator shells; for the $q$ coordinate we take an interval $-220$ fm$^2$ up to $+400$ fm$^2$ with $\Delta q = 20$ fm$^2$ and for the pairing coordinate $\delta$ from 0 to 4.5 with a 0.5 step size. The chosen $\delta$ interval covers a pairing energy range from 0.0 up to $\sim 50$ MeV, to compare with typical values of a few MeV’s in the nucleus we shall analyze. In both cases the intervals have been chosen in such a way that an energy convergence is obtained and that the tails of the collective wave functions go to zero inside the interval border.

As an example we will apply our theory to the nucleus $^{54}$Cr. Our first intention is to investigate a numerical case to quantify the relevance of the pairing fluctuations and not to make an exhaustive comparison with the experiment. We are aware that relevant degrees of freedoms like triaxiality, or the use of a larger configuration space to describe very excited states, are necessary for such a goal. A comparison with the experiment for the
Intrinsic w.f. $\hat{\phi}$ by minimization of:

$\langle \phi | H | \phi \rangle / \langle \phi | \phi \rangle$

| Name of the Approach | Intrinsic w.f. $| \phi \rangle$ fixed by minimization of: $P$ |
|-----------------------|-------------------------------------------------|
| HFB+AMP               | $\langle \phi | H | \phi \rangle / \langle \phi | \phi \rangle$ $P^I$ |
| HFB+PNAMP             | $\langle \phi | H | \phi \rangle / \langle \phi | \phi \rangle$ $P^I P^N$ |
| PN-VAP+PNAMP          | $\langle \phi | H P^N | \phi \rangle / \langle \phi | P^N | \phi \rangle$ $P^I P^N$ |

Table 1: Approaches used to calculate the w.f. $\hat{P}|\phi(q,\delta)\rangle$ of Eq. 4. In the name of each approach the letters before the plus sign indicate the way in which the intrinsic w.f. $|\phi(q,\delta)\rangle$ is determined. The letters after the plus sign indicate the symmetries we are considering in the projection $P$.

Prior to the SCCM calculations we present in Fig. 1(a) an example of potential energy curves as a function of the quadrupole moment ($1D$) calculated within the three approximations described above for the nucleus $^{54}$Cr. All the three calculations present two minima, one prolate and one oblate, being the HFB energy (dotted line) the flattest one. The HFB+PNP wave functions (dotted-dotted line) produces an additional energy lowering with the exception of some values around $q \sim 120$ fm$^2$ where the pairing correlations are zero. This is not the case in the PN-VAP approach where a larger energy gain is obtained for all $q$ values. In Fig. 1(b) we display the AMP curves for $I = 0 \hbar$ where we can observe the effects of the angular momentum projection (additional energy gain and slight displacement of the minima to higher deformations). Now we proceed to the SCCM approaches: In Fig. 1(c)-(e) we show the wave functions of the ground and first two excited states for $I = 0\hbar$ obtained by solving Eq. 5 for the different cases. These collective wave functions represent the distribution of probability of having the states with a given intrinsic deformation. We discuss the SCCM results for the PN-VAP+PNAMP case as an example. We observe in Fig 1(e) that the structure of the states is strongly correlated to the shape of the potential energy curve. The $0^+_1$ state presents two peaks at $q = 120$ fm$^2$ (the largest) and $q = -80$ fm$^2$, the $0^+_2$ state has also two peaks but this time the oblate one is the largest one. Finally, the $2^+_2$ state presents a narrow peak structure at $q = 240$ fm$^2$ corresponding to the shoulder of the potential energy curve at this deformation.

We now discuss the inclusion of the $\delta$ degree of freedom. In Fig. 2 we present contour lines of the square root of the pairing energy in the $(q, \delta)$ plane. These collective wave functions represent the distribution of probability of having the states with a given intrinsic deformation.

Figure 1: (Color online) Left: Potential energy curves as a function of the quadrupole moment for the nucleus $^{54}$Cr in various approaches. The energies of (a) have been shifted by 20 MeV. Right: The wave functions of the lowest $0^+$ collective states ($0^+_2$ continuous line, $0^+_2$ dashed line and $0^+_3$ dotted line) in the corresponding approaches.

Figure 2: Contour plots of the square root of the absolute value of the pairing energy in MeV in the $(q, \delta)$ plane.

2$^+$ states in this region without pairing fluctuations can be found in ref. 11. In order to disentangle the effects of particle number projection we will present three different methods, namely, HFB+AMP, HFB+PNAMP and PN-VAP+PNAMP to determine the w.f.'s $\hat{P}|\phi(q,\delta)\rangle$ of Eq. 4, see Table 1.

In the first one (HFB+AMP) particle number projection is completely ignored, i.e., the intrinsic w.f., $|\phi(q,\delta)\rangle$, is determined in the HFB approach and afterwards AMP is performed. In the second one (HFB+PNAMP) $|\phi(q,\delta)\rangle$ is determined in the HFB approach but then PNP and AMP are performed. In the last one (PN-VAP+PNAMP) $|\phi(q,\delta)\rangle$ is determined in the PN-VAP method and afterwards the PNP and AMP are performed. This w.f.'s can be used by their own (to calculate potential energy surfaces for example) or as basis states of the SCCM calculations.
case with schematic interactions, the pairing energy is proportional to $\langle \Delta N^2 \rangle$ justifying the use of the constraint on $\langle \Delta N^2 \rangle^{1/2}$ to generate wave functions with different pairing content. As mentioned above we can see that the pairing energy interval covered by our calculations ranges from zero to about 50 MeV and by looking at this figure one can have an idea of the behavior of the pairing energy at each point of the plane $(q, \delta)$ in this case.

As with the one dimensional case prior to the SCCM results we first present in Fig. 3 contour lines of the potential energy of $^{54}$Cr as a function of the constrained parameters $(q, \delta)$ in different approaches. The bullets represent the $\delta$ values of the self-consistent solution (HFB or PN-VAP) extracted from the one dimensional $(q$-constrained) approach and are displayed as a discussion guide. Since all HFB based approaches do have the same intrinsic w.f. all of them have the same bullets pattern. The same apply to all PN-VAP based approaches. We first discuss the HFB based approaches. In the panel (1,1), here we use matrix element notation (file,column), we display the two dimensional potential energy in the plain HFB approach, i.e., the solution of Eqs. [12] with $|\Phi\rangle \equiv |\phi\rangle$. Since in this case the bullets represent the self consistent solutions the line of the bullets is, as expected, orthogonal to the equipotential contour lines. As a matter of fact following the bullets we can reproduce the corresponding curve in Fig. 1(a). The gross behavior is that for $|q|$-values larger than 50 fm$^2$ the equipotentials are parallel (perpendicular) to the $\delta$-axis for $\delta$-values smaller (larger) than a given $\delta_{\text{max}}(q)$. That means, for a given $q$ we can modify the pairing content of the wave function up to a given $\delta_{\text{max}}(q)$ without much energy cost, i.e., the Hartree-Fock average potential is able to readjust itself to compensate for the pairing energy gain, producing very soft potentials in the $\delta$ direction. However, for $\delta$ values larger than $\delta_{\text{max}}$, rather suddenly, this compensation does not take place anymore and it costs a large amount of energy to increase the pairing correlations of the system, producing very stiff potentials. For $|q|$-values smaller than 50 fm$^2$, i.e., close to the spherical shape, there is a valley along the value $\delta \approx 2.5$, i.e., the energy increases if one tries to increase or decrease the pairing correlations. This behavior has probably to do with the fact that we are close to the spherical shape and dealing with very pure configurations: four protons in the $f_{7/2}$ and two neutrons in the $p_{3/2}$ sub-shell. This constellation corresponds to a given pairing energy, and since the other sub-shells are far away in energy it takes energy to increase or decrease the pairing correlations.

We can get an idea about the effect of the PNP just taking the HFB w.f.’s of the previous calculations and eval-

![Figure 3](Color online) Energy contour plots in the plane $(\delta, q)$ in different approaches for $^{54}$Cr, see main body for further explanations. The dashed lines represent contours from 0 to 3 MeV in 1 MeV steps. The continuous lines represent contours from 4 to 10 MeV in 2 MeV steps. The energy origin has been chosen independently for each panel and the energy of the minimum has been set zero. The energy scale on the right is in MeV.
Interestingly the AMP on top of the HFB does not change the position of the minima in the \((q, \delta)\) plane. In panel (2,2) we present the HFB+PNAMP results, as compared with the HFB+PNP approach (panel (1,2)), we observe a deepening and a shift of the minima to larger \(q\)-values. However, we do not see a shift in the \(\delta\) direction. In panel (2,3) the PN-VAP+PNAMP results are shown. They differ from the PN-VAP ones in a drift of the equipotentials to larger deformations and a deepening of the minima. Concerning the \(\delta\) coordinate the positions of the minima are the same as without AMP. A comparison between the PN-VAP+PNAMP approach and the HFB+PNAMP one reveals that the minima of the latter one are much softer towards small \(\delta\) values than the former ones. Finally in the third row of Fig. 3 we present the results of the PN-VAP+PNAMP approach for higher angular momenta. As the angular momentum increases we observe a weakening as well as a shift towards sphericity of the oblate minimum and a drift of the equipotentials towards smaller \(\delta\) values. This effect shows clearly that with growing angular momentum smaller pairing energies are preferred.

Let us now consider the results of the SCCM calculations, for which we have to solve the HW equation (Eq. 5). We again analyze the three cases we have just discussed. To evaluate the impact of the pairing fluctuations on the different observable we also consider the solutions of the HW equation in 1D with one, \((q, \delta)\), and in 2D with two, \((q, \delta)\), generator coordinates. We have calculated the four lowest states for each angular momentum and ordered the levels according to their quadrupole moment. Concerning the ground states of the three approaches the middle panels of Fig. 3 are a graphical representation of the diagonal matrix elements of Eq. 5. We will use these panels to guide the analysis of the final results. However, since non-diagonal matrix elements do not follow general simple rules it is not always easy to understand fine details of the spectra. The magnitude of the non-diagonal elements and thereby the energy gain after the solution of the HW equation depends on the approach. In general, because of self-consistency and the quality of the approach before the HW diagonalization we expect the smallest energy gain in the PN-VAP+PNAMP case, a larger one in the HFB+PNAMP and the largest one in the HFB+AMP approach. In Table 2 we provide the energy values at the minima in different cases. In the 2D case the energy lowering of the \(0^+_2\) states in the SCCM approach (4th row) with respect to the HFB+AMP (2nd row) is 1.0 MeV (PN-VAP+PNAMP), 1.27 MeV (HFB+PNAMP) and 1.65 MeV (HFB+AMP).

In Fig. 4 we display the spectra in the different approximations. We start with the SCCM results for the PN-VAP+PNAMP case. When we compare the one dimensional (1D) with the two dimensional (2D) spectra we observe that the general behavior is to compress the otherwise too much stretched 1D spectrum. The general tendency is that the lowering of the states increases with the excitation energy and with the angular momentum. The reason for this behavior, as mentioned above, is the vari-

### Table 2: Energy minima, in MeV, in different approaches in 1D and 2D.

| Approach | \(I = 0^+\) | \(I = 2^+\) |
|----------|--------------|--------------|
| HFB      | -470.096     | -470.096     |
| HFB+PNP  | -471.708     | -471.620     |
| PN-VAP   | -473.066     | -472.348     |
| SCCM \((0^+_1)\) | -473.222    | -474.137     |
| SCCM \((0^+_2)\) | -474.282     | -473.182     |
| SCCM \((2^+_1)\) | -472.541    | -473.260     |

In the second row the energy obtained performing the AMP to \(I = 0^+\) of the corresponding column, i.e., the number in the “HFB” column corresponds to the HFB+AMP approach, the one in the column “HFB+PNP” to the HFB+PNAMP and the one in the column “PN-VAP+PNAMP” to the PN-VAP+PNAMP. In the third row the same as in the second one but for \(I = 2^+\). In the fourth row the energy of the solution of the Hill-Wheeler equation \((q, \delta)\) (SCCM) for the \(0^+_1\) state taking as basis states the corresponding to each column as explained for the second row. In the fifth and sixth rows the same as in fourth row but for the \(0^+_2\) and the \(2^+_1\) states, respectively.

The energy obtained in such a one dimensional (1D) with one, \((q, \delta)\), generator coordinate is compared with the higher dimensional (2D) calculations which are presented in the second, third and fourth columns. In the second column the “HFB+AMP” approach whereas the third and fourth columns are the results of the “PN-VAP+PNAMP” and the “PN-VAP+PNAMP” approaches, respectively.

We note that the AMP does not change the position of the minima in the \((q, \delta)\) plane. In panel (2,2) we present the HFB+PNAMP results, as compared with the HFB+PNP approach (panel (1,2)), we observe a deepening and a shift of the minima to larger \(q\)-values. However, we do not see a shift in the \(\delta\) direction. In panel (2,3) the PN-VAP+PNAMP results are shown. They differ from the PN-VAP ones in a drift of the equipotentials to larger deformations and a deepening of the minima. Concerning the \(\delta\) coordinate the positions of the minima are the same as without AMP. A comparison between the PN-VAP+PNAMP approach and the HFB+PNAMP one reveals that the minima of the latter one are much softer towards small \(\delta\) values than the former ones. Finally in the third row of Fig. 3 we present the results of the PN-VAP+PNAMP approach for higher angular momenta. As the angular momentum increases we observe a weakening as well as a shift towards sphericity of the oblate minimum and a drift of the equipotentials towards smaller \(\delta\) values. This effect shows clearly that with growing angular momentum smaller pairing energies are preferred.

Let us now consider the results of the SCCM calculations, for which we have to solve the HW equation (Eq. 5). We again analyze the three cases we have just discussed. To evaluate the impact of the pairing fluctuations on the different observable we also consider the solutions of the HW equation in 1D with one, \((q, \delta)\), and in 2D with two, \((q, \delta)\), generator coordinates. We have calculated the four lowest states for each angular momentum and ordered the levels according to their quadrupole moment. Concerning the ground states of the three approaches the middle panels of Fig. 3 are a graphical representation of the diagonal matrix elements of Eq. 5. We will use these panels to guide the analysis of the final results. However, since non-diagonal matrix elements do not follow general simple rules it is not always easy to understand fine details of the spectra. The magnitude of the non-diagonal elements and thereby the energy gain after the solution of the HW equation depends on the approach. In general, because of self-consistency and the quality of the approach before the HW diagonalization we expect the smallest energy gain in the PN-VAP+PNAMP case, a larger one in the HFB+PNAMP and the largest one in the HFB+AMP approach. In Table 2 we provide the energy values at the minima in different cases. In the 2D case the energy lowering of the \(0^+_2\) states in the SCCM approach (4th row) with respect to the HFB+AMP (2nd row) is 1.0 MeV (PN-VAP+PNAMP), 1.27 MeV (HFB+PNAMP) and 1.65 MeV (HFB+AMP).

In Fig. 4 we display the spectra in the different approximations. We start with the SCCM results for the PN-VAP+PNAMP case. When we compare the one dimensional (1D) with the two dimensional (2D) spectra we observe that the general behavior is to compress the otherwise too much stretched 1D spectrum. The general tendency is that the lowering of the states increases with the excitation energy and with the angular momentum. The reason for this behavior, as mentioned above, is the vari-
ational principle. To solve the HW equation in 1D the intrinsic w.f.’s of the bullets displayed in panel (1,3) of Fig. 3 are needed, and for the 2D the ones of the bullets plus all the others. Because of self-consistency the 1D path of the bullets goes along minima and saddle points. One should also notice that in the frame of the cranking model the condition \( \langle J_z \rangle = \sqrt{I(I+1)} \) for the case \( I = 0 \ h \) coincides with the variational principle of Eq. 1. This is the reason why the bullets “almost” provide the right path along the PN-VAP+PNAMP potential energy surface for \( I = 0 \ h \) in panel (2,3) of Fig. 3. One should notice, for example, that for \( I = 6 \), see panel (3,3) this is not the case anymore. However since the Yrast band is rather rotational the energy gain of the \( I = 6^+ \) state in the 2D case as compared with the 1D is not as large as for \( 6^+_2, 6^+_5 \) or \( 6^+_4 \) states. Based on the comments above we expect the deviation of the 2D and 1D results to be such that the smallest energy gain takes place for the ground state. Furthermore, larger deviations occur for non-Yrast states \( I_2, I_3 \) etc, in such a way that the larger the angular momentum and the energy, the larger the deviation. We now consider the SCCM spectra for the HFB+PNAMP case. In this case the 1D results resemble the PN-VAP+PNAMP ones to some extend. The 2D results however behave in a different way as compared to the PN-VAP+PNAMP. The main discrepancy is the fact that most of the 2D states lie below the corresponding 1D ones and in particular the ground state band is more stretched in 2D than in 1D. The reason for this is the lack of self-consistency clearly seen in panels (1,2) and (2,2). Here we observe that the bullets do not proceed through the minima and one cannot take for granted that the ground state is the one with the lowest energy gain, see Table 2. Furthermore since in the 1D calculations the pairing energy is small at the minimum the moment of inertia is large producing a more compressed spectrum than the 2D in which the minima have stronger pairing correlations.

Our last case is the SCCM results for the HFB+AMP approach. The first observation is the general compression of the 1D and the 2D calculations. If we compare the three 1D calculations we find that HFB+AMP are the more squeezed ones. The reason can be easily seen comparing the panels (2,1), (2,2) and (2,3) of Fig. 3 and Fig. 1. There we can see that the minima in the HFB+AMP solutions, i.e., the place where the collective w.f.’s concentrate do have much less pairing correlations than in the minima of the other approaches, i.e., larger moments of inertia. In particular, we can also compare in Table 3 the pairing energy of the \( 0^+_1 \) states in the 1D approaches. When we include the pairing fluctuation, since we are dealing with
self-consistent calculations, though in a smaller proportion than in the case of the PN-VAP+PNAMP, we expect a compression of the spectrum. The compression, however, is huge as compared with that case and the HFB+PNAMP one. Since the only difference between the HFB+AMP and the HFB+PNAMP approaches is the PNP we conclude that this ingredient is very relevant. The fact that the yrast band is more compressed in the 1D than in the 2D at variance with the PN-VAP+PNAMP approach is obviously related to the magnitude of the non-diagonal matrix elements as compared with the diagonal ones. In Table 3 we can observe larger pairing correlations for the ground state in the 2D than in the 1D calculations.

We can have a clearer interpretation of the results looking at the collective wave functions. In Fig. 5 we display the collective wave functions of the $0^+_1, 0^+_2$ and $0^+_3$ states in the three theoretical approaches. The SCCM w.f.’s of the PN-VAP+PNAMP case displayed in the upper panels, are easy to understand. Looking at the panel (2,3) of Fig. 3 we find two minima and a softening of the contour lines at $q \approx 240$ fm$^2$. At these positions we find maxima in our wave functions. The $0^+_1$ state has a strong peak on the prolate side which is rather soft in the $\delta$ direction and a smaller one on the oblate side. The $0^+_2$ state has a peak on the oblate side, with a two hump structure in the $\delta$ degree of freedom, and a weaker one on the prolate side. The $0^+_3$ state has a big peak at a rather high $q$ value and two smaller ones. As a matter of fact a comparison with the 1D results in the right panel of Fig. 1 shows that the collective 2D w.f.’s peaks at $q$ values close to the corresponding 1D ones. The main characteristic of the collective PN-VAP+PNAMP w.f.’s is that they are very soft in the $\delta$ direction. Concerning the HFB+PNAMP w.f.’s, see second row of Fig. 5, they have the general appearance as the PN-VAP+PNAMP though they are not that soft in the $\delta$ direction. The $0^+_3$ state is presenting more mixing on the prolate side than the corresponding PN-VAP+PNAMP one. The big difference, as expected, appears in the behavior of the HFB+AMP collective w.f.’s. We find the strength more concentrated than in the other two cases and we find much more mixing. In particular the prolate and oblate peaks of the $0^+_1$ and $0^+_2$ states in the PNP approaches do mix in the HFB+AMP leading to a concentration of probability at small prolate shapes. The same applies to the $0^+_3$ state, we find an unnatural mixing of the different minima giving rise to a strange accumulation of the strength providing the collapse of the spectrum as we have found in Fig. 4. These results could be an indication that the configuration mixing calculations with w.f.’s belonging to weak and strong pairing regimes do not perform properly if we treat the particle number symmetry at first order of the Kamihah approach.

As mentioned above variational approaches are specially suited for the description of the ground state. We
can study the convergence of the ground state energy with the improving approaches. As we can see in Table 2, the energy in the basic approach, i.e., the plain HFB, is ~470.096 MeV. If we now consider self-consistently the particle number symmetry, i.e., the PN-VAP approach, we obtain a lowering in the energy of 2.97 MeV. The projection of the PN-VAP wave function to zero angular momentum provides an additional decrease of 2.79 MeV. The mixing of the quadrupole degree of freedom gives a further lowering of 0.78 MeV and, finally, the additional consideration of the pairing fluctuations contributes with 0.23 MeV. These results indicate a good convergence of the ground state energy.

One could also rise the question about pairing vibrations. Looking to the collective w.f. of the PNP approaches we do not find clear evidence of genuine pairing vibrations. What one observes is a strong softening of the peaks of the w.f.’s with the pairing degree of freedom. In Table 3 we present the pairing energies of the three lowest 0^+ states in the three approaches and in the 1D and 2D cases. In the PN-VAP+PNAMP case the largest values are obtained and no big difference between the 1D and 2D cases is observed. Smaller absolute values are found in the HFB+PNAMP approach, a large increase in the neutron pairing energies is observed for the 0^+_3 and 0^+_2 states. In the HFB+AMP approach one observes that the pairing energies in the 0^+_3 are much larger in the 2D case than in the 1D case. In a boson theory [15] a pairing vibration is interpreted as a two boson state and one could be tempted to conclude that this state is of such character. This nucleus is probably not a good candidate to look for pairing vibrations and further work must be done in other regions of the nuclide table.

The spectroscopic quadrupole moments of the three lowest 2^+ states are also shown in Table 3. In the SCCM approaches with PNP the 2^+_1 and 2^+_3 states are prolate and the 2^+_2 oblate, both approaches providing comparable results though the PN-VAP+PNAMP ones are somewhat larger. The SCCM approach with HFB+AMP w.f.’s predicts prolate deformation for the three states and larger deviation from the PN-VAP+PNAMP one. In general for this nucleus we do not find big changes between the 1D and 2D quadrupole moments.

In conclusion, for the first time we have considered simultaneously pairing and quadrupole fluctuations in the framework of the symmetry conserving configuration mixing approach with effective forces. In the studied nucleus, ^{54}\text{Cr}, we find a large effect of the pairing fluctuations on the energies of the excited states. We find that particle number projection is very relevant to obtain physical results. We also obtain a strong dependence on the way the intrinsic basis is generated, the variation after projection approach providing the most consistent way. The spectra obtained without particle number projection provide very strong mixing causing an unreasonable compression of the spectrum when pairing fluctuations are included. In this nucleus no clear evidence of genuine pairing vibrations is found but a strong softening of the quadrupole modes with the pairing degrees of freedom. Neither we find a strong influence of the pairing fluctuations on the quadrupole moments.
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1. Appendix

As a guide to the reader we put together of all the acronyms in the order of appearance in the text.

- **HF** Hartree Fock
- **BCS** Bardeen Cooper Schrieffer
- **HFB** Hartree Fock Bogoliubov
- **BMFT** Beyond Mean Field Theory
- **SCCM** Symmetry Conserving Configuration Mixing

|   | 0^+_1 | 0^+_2 | 0^+_3 | 2^+_1 | 2^+_2 | 2^+_3 |
|---|-------|-------|-------|-------|-------|-------|
| E_Z | E_N   | E_Z  | E_N   | Q_{spec} | Q_{spec} | Q_{spec} |
| PN-VAP+PNAMP-1D | -4.8 | -5.4 | -4.8 | -4.9 | -5.6 | -29.670 | 16.845 | -49.563 |
| PN-VAP+PNAMP-2D | -4.9 | -5.3 | -4.1 | -3.9 | -4.8 | -6.9 | -29.556 | 15.299 | -42.722 |
| HFB+PNAMP-1D | -2.2 | -2.2 | -2.0 | -2.6 | -2.6 | -3.3 | -26.997 | 14.631 | -34.864 |
| HFB+PNAMP-2D | -3.6 | -5.0 | -2.5 | -2.8 | -2.9 | -5.7 | -27.950 | 13.824 | -40.985 |
| HFB+AMP-1D | -1.3 | -3.0 | -1.8 | -1.7 | -1.3 | -2.3 | -30.184 | -6.766 | -27.401 |
| HFB+AMP-2D | -1.7 | -3.0 | -3.3 | -4.1 | -2.9 | -5.5 | -31.224 | -20.381 | -26.925 |

Table 3: Proton and neutron pairing energies, in MeV, of the first 0^+ states of the SCCM calculations as well as the spectroscopic quadrupole moments, in e^2 fm^2, of the first 2^+ states. In each row the approach used to generate the Hill-Wheeler basis is indicated.
GCM Generator Coordinate Method
PNP Particle Number Projection
AMP Angular Momentum Projection
PAV Projection After Variation
VAP Variation After Projection
PN-VAP Particle Number Variation After Projection
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