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Accurate rational approximations of the Fermi-Dirac distribution are a useful component in many numerical algorithms for electronic structure calculations. The best known approximations use $O(\log(\beta\Delta)\log(\epsilon^{-1}))$ poles to achieve an error tolerance $\epsilon$ at temperature $\beta^{-1}$ over an energy interval $\Delta$. We apply minimax approximation to reduce the number of poles by a factor of four and replace $\Delta$ with $\Delta_{\text{occ}}$, the occupied energy interval. This is particularly beneficial when $\Delta \gg \Delta_{\text{occ}}$, such as in electronic structure calculations that use a large basis set.

The Fermi-Dirac distribution is defined as

$$r(x) = \frac{1}{1 + \exp(\beta(E - E_F))}$$

for temperature $\beta^{-1}$, orbital energy $E$, and Fermi energy $E_F$, all in units of energy. We seek to approximate the distribution over an interval $E \in [E_{\text{min}}, \infty)$ using a rational function with $n$ poles. The dimensionless form of the minimax problem is

$$e_n(y) = \min_{w_i, z_i} \max_{x(y, \infty)} \left| \frac{1}{1 + \exp(x)} - \sum_{i=1}^{n} \frac{w_i}{x - z_i} \right|$$

for $y = \beta(E - E_{\text{min}})$. Here $w_i$ and $z_i$ are the residues and poles of the rational approximation. For even $n$, the optimal $(w_i, z_i)$ group into conjugate pairs. For odd $n$, there is one $(w_i, z_i)$ that is real and unpaired with $z_i < -y$. The residual function,

$$r(x) = \frac{1}{1 + \exp(x)} - \sum_{i=1}^{n} \frac{w_i}{x - z_i}$$

for a minimax rational approximation equioscillates between $e_n(y)$ and $-e_n(y)$ at $2n + 1$ points, as shown in Fig. 1. Rational approximations are asymptotically exact in the $x \to \infty$ limit.
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**FIG. 1.** Simple example of minimax rational approximation of the Fermi-Dirac distribution for $n = 3$, $y \approx 46.8$, and $e_n(y) = 0.1$ (top). The residual function $r(x)$ equioscillates with 7 extrema inside of the domain of approximation, $[-y, \infty)$ (bottom).

Evaluation of the Fermi-Dirac distribution of a Hermitian matrix is a common component of many electronic structure calculations. A direct evaluation method is to decompose the matrix into its eigenvectors and real eigenvalues and evaluate the distribution for each eigenvalue. However, it can be more efficient to approximate the distribution with a polynomial or rational function and then work with matrix polynomials or matrix inverses. This is the foundation for methods that avoid the cubic-scaling bottleneck of eigenvalue decomposition and achieve a quadratic [1] or linear scaling [2] of computational cost with system size. Since the Fermi-Dirac distribution has poles near the real line, a rational approximation is capable of higher accuracy than a polynomial approximation when both have the same number of free parameters. Another advantage of rational approximations is their decomposition into matrix inverses that can be reused in many-body calculations based on single-electron Green’s functions [3–5].

Rational approximation of the Fermi-Dirac distribution was first developed as numerical quadrature for contour integrals [6]. Recent work has reduced quadrature errors and identified error bounds [7]. A natural terminus of this research problem is an optimal rational approximation with respect to a suitable error metric. Since the eigenvalue spectrum of the underlying Hermitian matrix is unknown and discrete, minimax error is the metric most directly applicable to an error analysis. Even a modest improvement may have significant future impact if these approximations become widely adopted in some future generation of computational materials science software.

In this paper, we develop a procedure for minimax rational approximation of the Fermi-Dirac distribution. Optimization of these approximations is both nonlinear and ill-conditioned, especially in the high-accuracy limit. We mitigate the effects of these numerical problems with a continuous evolution of solutions from a limit with an analytic solution. We provide a tabulation of optimized rational approximations that covers a wide parameter regime and the source code to reproduce and extend this tabulation [8]. We characterize all approximation errors and relate them to known error bounds. This provides users with practical error estimates that are tighter than known error bounds but with a similar parameter dependence.
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The conventional Remez algorithm [9] cannot solve Eq. (2) for large $n$ or small $\epsilon_n(y)$. It represents rational functions as a ratio of polynomials, which is a poor numerical representation of highly clustered roots and poles. Any small perturbation in polynomial coefficients caused by finite-precision arithmetic can cause large perturbations to roots and poles. The rational functions that approximate the Fermi-Dirac distribution have poles clustered near the origin, which amplify this instability. We instead develop a method based on a residue-pole form for rational functions that is more numerically stable.

There is a minimax rational approximation problem with an analytic solution [10] that is similar to Eq. (2),

$$\hat{\epsilon}_n(k) = \min_{W_i,Z_i; x\in[-1,1] \cup [k,1]} \max_{n} \left| \frac{\text{sgn}(X) - \sum_{i=1}^{n} \frac{W_i}{X - Z_i}}{X - d} \right|$$

for $\text{sgn}(x) = x/|x|$. We use this result to construct approximate solutions for Eq. (2). The similarity between these problems is more apparent after applying a Möbius transformation,

$$x = -\delta \frac{1 + Xd}{X + d}, \quad \text{where} \quad \delta = y \frac{k + d}{1 + kd}$$

and $d$ is the zero of the residual of Eq. (4) that is closest to $k$. This transformation maps $k \to -y, \pm z, 0 \to \pm \delta$, and $-d \to \infty$. The transformed and rescaled version of Eq. (4) is

$$\frac{1}{2} \hat{\epsilon}_n(k) = \min_{W_i,Z_i; x\in[-y,0] \cup [\delta,0]} \max_{n} \left| \frac{\theta(x) - \sum_{i=1}^{n} \frac{W_i}{x - Z_i}}{|x|} \right|$$

for the step function $\theta(x) = x/|x|$. Because of the similarity between target functions,

$$\max_{x\in[-y,0] \cup [\delta,0]} \left| (\exp(x) + 1)^{-1} - \theta(x) \right| \leq \exp(-\delta)$$

optimal solutions of Eq. (6) approximate solutions of Eq. (2). We choose $y$ to set $\delta = -\ln(\frac{1}{2} \hat{\epsilon}_n(k))$ in Eq. (5), which is large enough to preserve the oscillations of $r(x)$. It has $2n - 2$ local extrema that are close to $\frac{1}{2} \hat{\epsilon}_n(k)$ in magnitude and two local extrema in $(\delta,0)$ that can be much larger. We order the $2n$ local extrema $x_i$ as $x_i < x_{i+1}$. The minimax solution balances the magnitudes of the local extrema to an error $\epsilon = \frac{1}{2} \hat{\epsilon}_n(k)$,

$$r(x_i) = (-1)^i \epsilon \quad \text{and} \quad r'(x_i) = 0.$$  

If the first condition is not satisfied, then we iteratively refine the solution by solving for its linear response,

$$r(x_i) - \sum_{j=1}^{n} \frac{\delta w_j}{x_i - z_j} - \sum_{j=1}^{n} \frac{w_j \delta z_j}{(x_i - z_j)^2} = (-1)^i \epsilon,$$

and calculating the linear response of the local extrema,

$$r''(x_i) \delta x_i = -\sum_{j=1}^{n} \frac{\delta w_j}{(x_i - z_j)^2} - 2 \sum_{j=1}^{n} \frac{w_j \delta z_j}{(x_i - z_j)^3}.$$  

The exact local extrema $x_i$ are recomputed after any update of $r(x)$ to maintain the simple form of the linear response.

The analytic solution [10] to Eq. (4) contains Jacobi elliptic functions, $\text{sn}(u, k)$, $\text{cn}(u, k)$, and $\text{dn}(u, k)$, and their associated quarter periods, $K(k)$ and $iK'(k)$. Using convenient variables,

$$k' = \sqrt{1 - k^2}, \quad \theta = \frac{K'(k)}{n}, \quad \kappa_n = \frac{k}{\text{dn}(m\theta, k')}, \quad \lambda_m = \frac{k}{\text{cn}(m\theta, k')},$$

and a common rational function primitive,

$$R_n(x) = \frac{1}{x} \prod_{m=1}^{[(n-1)/2]} (x^2 + \lambda_m^2) \prod_{m=1}^{[(n-1)/2]} (x^2 + \kappa_n^2)^{-1},$$

the minimax rational approximations in root-pole form are

$$\frac{2R_n(x)^{-1}}{R_n(k_1)^{-1} + R_n(k_1)^{-1}}, \quad \text{for even } n,$$

$$\frac{2R_n(x)}{R_n(k_1) + R_n(k_1)}, \quad \text{for odd } n.$$  

Their maximum pointwise error in approximating $\text{sgn}(X)$ is

$$\epsilon_n(k) = \begin{cases} \frac{R_n(k_1)^{-1} - R_n(k_1)^{-1}}{R_n(k_1)^{-1} + R_n(k_1)^{-1}}, & \text{for even } n, \\ \frac{R_n(k_1) - R_n(k_1)}{R_n(k_1) + R_n(k_1)}, & \text{for odd } n \end{cases}$$

which is attained at $X \in \{\pm k, \pm k_1, \pm 1\}$. This is bounded by

$$\epsilon_n(k) \leq 4 \exp \left(-\frac{n\pi(K(k')'}{K'(k')} \right) \leq 4 \exp \left(-n\pi^2/2m(4/k') \right).$$

The first inequality is asymptotically tight for large $n$, and the second inequality is asymptotically tight for small $k$.

We use partial fraction decompositions to convert Eq. (13) into residue-pole form as in Eq. (4). For even $n$, this is

$$W_{2n-1} = W_{2n} = \frac{1}{R_n(k_1)^{-1} + R_n(k_1)^{-1}} \prod_{p=1}^{[(n-1)/2]} \lambda_m^2 - \lambda_p^2 - \delta_{m,p},$$

$$Z_{2n-1} = -Z_{2n} = i\lambda_{2n-1}.$$  

For odd $n$, the root-pole form of the minimax solution is

$$W_1 = \frac{2}{R_n(k_1) + R_n(k_1)},$$

$$W_{2m} = W_{2m+1} = \frac{1}{R_n(k_1) + R_n(k_1)} \prod_{p=1}^{[(n-1)/2]} \lambda_m^2 - \lambda_p^2 - \delta_{m,p},$$

$$Z_1 = 0, \quad Z_{2m} = -Z_{2m+1} = i\lambda_{2m}.$$  

Here $\delta_{m,p} = 1 - \delta_{m,p}$ is a complementary Kronecker delta. The transformed minimax solutions for this problem are

$$w_i = W_0 \frac{1 - d^2}{2}, \quad z_i = -\delta + \frac{Z_0 d}{Z_0 + d}.$$  

This is our initial approximation for the solution to Eq. (2).
We analytically solve Eq. (9) by exploiting its underlying Cauchy matrix structure. Eq. (9) is the \( \delta x \to 0 \) limit of
\[
\frac{1}{2} \sum_{j=1}^{n} \sum_{\sigma \in \{+1,-1\}} \frac{\delta w_i + \sigma \delta z_j / \delta x_i}{x_i - z_j - \sigma \delta x} = r(x_i) - (-1)^{i+n} e. \tag{19}
\]

We then solve this linear system using Cramer’s rule and the analytic formula for Cauchy matrix determinants [11],
\[
p_i = \sum_{j=1}^{2n} (x_j - z_i) \sum_{j=1, j \neq i}^{n} (z_j - z_i)^{-2},
\]
\[
q_i = p_i \left[ \sum_{j=1, j \neq i}^{n} \frac{2}{z_j - z_i} - \sum_{j=1}^{2n} \frac{1}{x_j - z_i} \right],
\]
\[
s_i = \sum_{j=1}^{n} (z_j - x_i)^2 \prod_{j=1, j \neq i}^{n} (z_j - x_i)^{-1},
\]
\[
\delta w_i = \sum_{j=1}^{n} \left[ \frac{p_i s_j}{(x_j - z_i)^2} + \frac{q_i s_j}{x_j - z_i} \right] \left[ r(x_j) - (-1)^{i+n} e \right],
\]
\[
\delta z_i = \frac{1}{w_i} \sum_{j=1}^{n} \frac{p_i s_j}{x_j - z_i} \left[ r(x_j) - (-1)^{i+n} e \right]. \tag{20}
\]

We update solutions as \( w_i \to w_i + \eta \delta w_i, z_i \to z_i + \eta \delta z_i \), and \( x_i \to x_i + \eta \delta x_i \) for \( \eta \in (0,1] \) that is small enough to preserve oscillations of \( r(x_i) \). To mitigate detrimental nonlinear effects when \( \epsilon \ll 1 \), we continuously evolve solutions at fixed \( n \) from large \( \epsilon \) values to small \( \epsilon \) values.

We tabulate [8] the minimax rational approximations of the Fermi-Dirac distribution for \( n \) poles and accuracy \( \epsilon = 10^{-m} \) with \( 1 \leq n \leq 100 \) and \( 2 \leq m \leq 13 \). This range of accuracy is limited by the use of double-precision floating-point numbers. More accurate approximations require arithmetic with higher precision. The tabulation is also restricted to \( y \geq 100 \) because smaller \( y \) values have limited practical value. For \( y \geq 10 \), the error in all computed solutions is empirically bounded by
\[
\epsilon_\alpha(y) \leq 2 \exp\left(-n \pi^2 / 2 \ln(y)\right), \tag{21}
\]
using a parameterized form similar to Eq. (15).

The energy scales of interest in typical electronic structure calculations are usually given in units of electron volts (eV). These include the temperature \( \beta^{-1} \), the bandwidth of occupied electrons, \( \Delta_{\text{occ}} = E_F - E_{\text{min}} \), and the full electronic bandwidth of the simulation, \( \Delta = E_{\text{max}} - E_{\text{min}} \). Typical calculations use near-ambient temperatures, \( \beta^{-1} \sim 0.01 \) eV, and consider only valence electrons, \( \Delta_{\text{occ}} \sim 10 \) eV. A typical large basis set such as plane wave corresponds to \( \Delta \sim 1000 \) eV. For the rational approximations in Eq. (2), this corresponds to \( y \sim 1000 \). For other rational approximations [7] on \([-y, y]\), this corresponds to \( y \sim 100000 \). Before including other factors, this change in \( y \) corresponds to a \( \approx 50\% \) increase in the number of poles. A less typical and more extreme electronic structure application is warm dense matter [12] with \( \beta^{-1} \sim 0.1 - 100 \) eV. Eq. (21) is invalid in the extreme case of \( y \sim 1 \), but \( \epsilon_\alpha(y) \) still decays exponentially in \( n \) with a more complicated \( y \)-dependence.

The maximum pointwise error of an approximation to the Fermi-Dirac distribution can be related directly to the error in expectation values. For two Hermitian matrices \( H \) and \( X \) that represent a mean-field electronic Hamiltonian and observable, the equilibrium expectation value of \( X \) at temperature \( \beta^{-1} \) is
\[
\langle X \rangle_\beta = \text{tr}[X(1 + \exp(\beta(H - E_F)))^{-1}]]. \tag{22}
\]

We can approximate this expectation value using only shifted matrix inverses of \( H \) and solutions of Eq. (2) for \( y = \beta \Delta_{\text{occ}} \) as
\[
\langle X \rangle_\beta = \sum_{i=1}^{n} w_i \text{tr}[X(\beta(H - E_F) - z_i)^{-1}]. \tag{23}
\]

The only dependence on \( H \) is through its minimum eigenvalue \( E_{\text{min}} \) in \( \Delta_{\text{occ}} = E_F - E_{\text{min}} \). Using standard trace inequalities, we can bound the expectation value error in \( \langle X \rangle \) as
\[
|\langle X \rangle_\beta - \langle X \rangle_\beta| \leq ||X|| \epsilon_\alpha(\beta \Delta_{\text{occ}}), \tag{24}
\]
where \( ||X|| \) is the sum of the singular values of \( X \). This bound does not depend directly on the matrix dimension of \( H \) or any details of its energy spectrum other than \( E_{\text{min}} \). These are the benefits of using the maximum pointwise error in Eq. (2). As with many error bounds in numerical linear algebra, Eq. (24) will be a very loose bound in typical calculations where there are many opportunities for cancellations of errors to occur.
We compare the minimax approximation with the previous best approximation from contour integration quadrature [7] in Fig. 2. In the previous work, the Fermi-Dirac distribution was split into \( \frac{1}{2} - \frac{1}{2} \tanh(x) \) and \( \tanh(x) \) was approximated with a rational function. This splitting produces an approximation for \( x \in [-y, y] \) that is not asymptotically exact for \( x \gg 1 \). If the Fermi-Dirac distribution is instead approximated directly, then the approximation is valid for \( x \in [-y, \infty) \). Also, many of the residues on the positive real half-plane will be vanishingly small, decreasing the number of relevant poles by up to half. The minimax approximation uses \( \approx 75\% \) fewer poles without removing poles with small residues as shown in Fig. 3, and it uses \( \geq 50\% \) fewer poles even when poles are discarded. Also, the quadrature construction restricts \( n \) to a multiple of four.

The development of a new analytic rational approximation of the Fermi-Dirac distribution that is close in accuracy to the minimax approximation is an interesting open problem. The existing quadrature result is an application of a more general conformal mapping technique [13]. This technique is able to reproduce the minimax rational approximation of \( f(x) = \sqrt{x} \), which transforms into the minimax rational approximation of \( \text{sgn}(x) \) as \( f(x^2)/x \). These results rely on \( f(x) \) having a simple branch cut along the negative real axis, and do not extend to \( \sqrt{x} \tanh(\sqrt{x}) \) and \( \tanh(x) \) because they introduce poles along the branch cut. Distinct contours are required for \( \text{sgn}(x) \) and \( \tanh(\sqrt{x}) \) even as they converge in the \( x \to \infty \) limit.

An alternative analytic approach to rational approximation of the Fermi-Dirac distribution is to coarsen poles far from the real axis. The conventional Matsubara expansion is a simple truncation of distant poles, and it has been improved through the use of continued fractions [14], partial fractions [15], and Padé approximation [16, 17]. In Fig. 3, a representative Padé approximation surpasses a Chebyshev polynomial expansion, but it is inferior to contour integration quadrature for large \( y \). Because these are fundamentally local approximations about the origin, the number of poles at fixed error scales as \( O(\sqrt{y}) \) instead of \( O(\log y) \). An \( O(\log y) \) scaling can be recovered with coarsenings inspired by the fast multipole method [18]. These approximations typically restrict poles to the imaginary axis when approximating the symmetric \( \tanh(x) \), but poles tend to be drawn into the negative real half-plane when capturing the asymptotic decay of the Fermi-Dirac distribution as \( x \to \infty \).

With an optimal rational approximation of the Fermi-Dirac distribution, we lose some flexibility. Approximations using a discretized contour integral around the spectrum of \( H \)

\[
f(H) = \frac{1}{2\pi i} \oint_c f(z) \frac{dz}{z - H} \approx \sum_{i=1}^n f(z_i) \frac{D_i}{z_i - H} \tag{25}
\]

can be adapted to any function \( f(x) \) that is analytic within the contour without recomputing expensive matrix inverses of \( H \). Without this structure, we can still reuse matrix inverses of \( H \) by reoptimizing residues for each \( f(x) \). Alternatively, we can target multiple \( f(x) \) with distinct error bounds as in Eq. (24) and fit a common set of poles to minimize the maximum error in all bounds simultaneously. This more complicated process can still utilize the methods established in this paper.

The prevailing \( f(H) \) in electronic structure applications is the single-electron density matrix in Eq. (22) where \( f(x) \) is the Fermi-Dirac distribution. The electronic energy \( \langle H - E_F \rangle \) contains a formally distinct \( f(H) \), but we can calculate it using Eq. (23) without extra matrix inversions. The electronic free energy \( \Omega_{\beta}(H - E_F) \) is a nontrivial distinct \( f(H) \),

\[
\Omega_{\beta}(H - E_F) = -\beta^{-1} \text{tr}[\ln(1 + \exp(\beta(E_F - H)))]. \tag{26}
\]

This function has similar analytic structure to the Fermi-Dirac distribution, with branch points rather than simple poles along the imaginary axis. We can relate expectation values to linear response properties of \( \Omega_{\beta}(H - E_F) \).

\[
\langle X \rangle_{\beta} = \left. \frac{d}{d\lambda} \Omega_{\beta}(H - E_F + \lambda X) \right|_{\lambda = 0} . \tag{27}
\]

For \( X = H - E_F \), this formula relates \( \Omega_{\beta}(H - E_F) \) to an integral over Fermi-Dirac distributions with varying \( \beta \),

\[
\Omega_{\beta}(H - E_F) = \lim_{\delta \to 0} \left( \Omega_{\beta}(H - E_F) + \int_{\delta}^{\beta} \langle H - E_F \rangle_{\beta} \frac{d\beta'}{\beta'} \right) . \tag{28}
\]

Formally, we can fit a rational approximation of \( \Omega_{\beta}(H - E_F) \) by summing over fits of Fermi-Dirac distributions for multiple \( \beta \) values. Practically, the \( \delta \to 0 \) limit has cancelling divergences between the two terms that cause numerical problems.
Another source of \( f(H) \) are fast algorithms for many-body perturbation theory. These functions are produced by splitting energy denominators in multi-electron operators such as

\[
M = \frac{P_z \otimes P_<}{H \otimes I - I \otimes H + \omega},
\]

(29)

where \( P_< \) is a projector onto the occupied subspace of \( H \) with eigenvalues less than \( E_F \) and \( P_z \) is a projector onto the virtual subspace of \( H \) with eigenvalues greater than \( E_F \). The standard method in quantum chemistry is the Laplace transform [19],

\[
M = \int_0^{\infty} e^{-\omega t} (e^{(E_F-H)\rho} P_\rho \otimes (e^{H-E_F}) P_<) \, ds,
\]

(30)

but its projected exponentials are not analytic functions of \( H \). We can alternatively split \( M \) using contour integration [4],

\[
M = \frac{-1}{4\pi i} \oint_{\gamma} \frac{dz_<}{z_< - \zeta + \omega} \otimes \frac{dz_z}{z_z - \zeta - H},
\]

(31)

to utilize analytic complex-shifted inverses of \( H \) directly.

From numerical experiments, we find that poles optimized for the Fermi-Dirac distribution at a specific \( \beta \) value degrade in accuracy when reused for other \( \beta \) values or \( \Omega_{\beta}(H - E_F) \) in Eq. (26). This establishes the need for joint minimax rational approximation over multiple functions with a common set of poles. For the relatively limited set of functions of \( H \) that are needed in typical electronic structure applications such as in Eq. (31), we expect continued improvement over the use of Eq. (25) with existing contour integration quadratures.

To demonstrate how minimax rational approximation of the Fermi-Dirac distribution can be useful for electronic structure applications, we apply it to a Hückel model of polyacetylene. In this canonical quantum chemistry problem, the \( \pi \) electrons are described by a single atomic orbital per carbon atom with nearest-neighbor hopping described by a Hamiltonian matrix

\[
[H]_{i,j} = -t_i \delta_{i,j-1} - t_j \delta_{i-1,j}
\]

(32)

with hopping energy \( t \) between atoms \( i \) and \( i + 1 \). The typical range of values is \( 2.6 \text{ eV} \leq t \leq 3.0 \text{ eV} \). We calculate \( \langle H \rangle_\beta \) for \( \beta^{-1} = 0.03 \text{ eV} \) and \( E_F = 0 \). Even for such a simple problem, we can highlight the advantages of rational approximation.

For a uniform polyacetylene chain with \( t = t \), there are well known analytic results [20]. We can calculate \( \langle H \rangle_\beta \) directly by summing over the eigenvalues \( E_i \) of \( H \),

\[
\langle H \rangle_\beta = \frac{\sum_{i=1}^N E_i}{1 + \exp(\beta E_i)}, \quad E_i = -2t \cos\left(\frac{i\pi}{N+1}\right),
\]

(33)

for a chain containing \( N \) carbon atoms. We can also calculate the single-electron Green’s functions [21],

\[
\left[ \frac{1}{\beta H - z} \right]_{i,j} = \frac{g_{\min(i,j)g_{N+1-max(i,j)}}}{g_N+1}, \quad g_{i,j} = \frac{1}{\beta t} U_{i-1}\left( -z \frac{2t}{\beta t} \right),
\]

(34)

where \( U_{i}(x) \) are Chebyshev polynomials of the second kind, and use Eq. (23) to approximate \( \langle H \rangle_\beta \). We compare the errors of this approximation with bounds from Eq. (24) in Fig. 4.

For a nonuniform polyacetylene chain, we begin to observe important differences between eigenvalue decomposition and matrix inversion. Analytic results are no longer available with either method. However, the inverse of a general tridiagonal Hermitian matrix retains the semiseparable form in Eq. (34) with a more complicated \( g \) vector [22]. Its eigenvalues and eigenvectors have hierarchical structure that can be exploited by fast algorithms [23], but both the structure and algorithms are significantly more complicated than for matrix inversion. This result mirrors the general case of sparse matrices that are relevant to electronic structure applications in 3 dimensions. There is active development of structured matrix formats that are approximately closed under inversion and able to encode sparse matrices [24]. These methods have not yet developed enough to be used in electronic structure applications, and the corresponding structured eigensolvers are just emerging [25]. Electronic structure could benefit greatly from advances in the numerical linear algebra of sparse and structured matrices as it is often the bottleneck in electronic structure calculations.

In conclusion, we have calculated and tabulated minimax rational approximations of the Fermi-Dirac distribution that reduce cost prefactors in many sub-cubic-scaling algorithms for electronic structure [1, 2]. Use of these algorithms over conventional cubic-scaling algorithms is limited by large cost prefactors, and every cost reduction is one step closer to their widespread adoption. This result has benefitted from being a well-encapsulated function approximation problem with clear tradeoffs between cost and accuracy. We should seek similar clarity in the relationships between cost and accuracy for the electron correlation models, basis sets, and numerical linear algebra that are relevant to electronic structure calculations in order to reduce their cost and improve their accuracy.
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