ChangeChip: A Reference-Based Unsupervised Change Detection for PCB Defect Detection
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Abstract—The usage of electronic devices increases, and becomes predominant in most aspects of life. Surface Mount Technology (SMT) is the most common industrial method for manufacturing electric devices in which electrical components are mounted directly onto the surface of a Printed Circuit Board (PCB). Although the expansion of electronic devices affects our lives in a productive way, failures or defects in the manufacturing procedure of those devices might also be counterproductive and even harmful in some cases. It is therefore desired and sometimes crucial to ensure zero-defect quality in electronic devices and their production. While traditional Image Processing (IP) techniques are not sufficient to produce a complete solution, other promising methods like Deep Learning (DL) might also be challenging for PCB inspection, mainly because such methods require big adequate datasets which are missing, not available or not updated in the rapidly growing field of PCBs. Thus, PCB inspection is conventionally performed manually by human experts. Unsupervised Learning (UL) methods may potentially be suitable for PCB inspection, having learning capabilities on the one hand, while not relying on large datasets on the other. In this paper, we introduce ChangeChip, an automated and integrated change detection system for defect detection in PCBs, from soldering defects to missing or misaligned electronic elements, based on Computer Vision (CV) and UL. We achieve good quality defect detection by applying an unsupervised change detection between images of a golden PCB (reference) and the inspected PCB under various setting. In this work, we also present CD-PCB, a synthesized labeled dataset of 20 pairs of PCB images for evaluation of defect detection algorithms. The sources of ChangeChip, as well as CD-PCB, are available at: https://github.com/Scientific-Computing-Lab-NRCN/ChangeChip.

Index Terms—Change Detection, Unsupervised Machine Learning, PCA-Kmeans, PCBs, SMT Quality Control

I. INTRODUCTION

PCB manufacturing and Surface Mount Technology (SMT) are not zero-defect soldering processes. The ever-changing technology in fabrication, placement, and soldering of SMT electronic components have caused an increase in PCB defects both in terms of numbers and types [1]. Defects in SMT processes such as missing or misaligned components, and other soldering defects like solder bridging and solder balling, might all cause PCBs to fail. The detection of such defects is an important part in the control over PCB manufacturing and SMT processes [2].

Generally, there are several main ways to detect defects in PCBs, each with a unique disadvantage:

- **Manual Visual Inspection (MVI) by experts** [3]: As PCBs have evolved to become more complicated, multi-layered, and assembled with much tinier components, manual visual inspection has become very tiring, costly, and subjective task. Therefore, there is a growing need for automation in the PCB inspection field.

- **Classic Image Processing (IP)** [1], [4]–[7]: Seemingly not satisfactory to produce a complete solution since it cannot understand abstract features from the data.

- **Supervised (e.g. Deep) Learning** [7]–[10]: Since PCB architectures change rapidly it is sometimes very hard to attain a proper and general enough dataset for supervised learning tasks.

- **Unsupervised Learning** [7], [11]: Usually unsupervised learning models are weaker than supervised ones since they lack the supervision of the field experts, and therefore it is harder for them to be optimized against the knowledge of the experts on the training data.

Therefore, there is a need for algorithms that have learning capabilities that successfully extract features of interest, and at the same time do not require large datasets. In this work, we present ChangeChip, an automated change detection system for defect detection for PCBs based on an unsupervised learning approach. The objective of ChangeChip is to recommend experts on the most salient changes between an inspected image and a ‘perfect’ reference image, without any prior knowledge on the PCB design and types of components. This objective is crucial since the technology is in a constant state of development toward smaller components which allows integration of more compact designs at the PCB level, from small single-board microcontrollers to large motherboards and GPUs. Fig.1 presents the workflow of ChangeChip as a comprehensive integrated system. ChangeChip performs a preprocessing stage on the input images to make a correspondence between the two PCBs in cases of imaging discrepancies such as lighting, imaging view, etc. The preprocessing stage is based on a deep learning tool named Deep Extreme Cut (DEXTR) [12] that allows to extract the PCBs and disregard the background, and on IP and CV methods to perform image registration and histogram equalization. The preprocessing stage can be interpreted as a pipeline: The PCBs are first extracted in order to ignore the background if needed, then
are registered to align with each other by applying affine transformation on one of the images, and finally are matched by their histograms via the Exact Histogram Specification algorithm [13] to reduce illumination differences between the images. Subsequently, at the heart of the system, 

*ChangeChip* uses PCA-Kmeans on the features of both images to cluster pixels into classes of change significance. A post-processing stage is then applied to map the clustering result into a meaningful clear detection of defects using a Mean Squared Error (MSE) heuristic.

In Section II we mention previous work and discuss the contribution of our suggested system for quality control of PCBs. In Section III we elaborate on the algorithmic phases of *ChangeChip*. Then, in Section IV we present CD-PCB, a database of PCB images that were created for the change detection problem to evaluate defect detection algorithms for PCB inspection. We then evaluate the performance of *ChangeChip* on that database. In section V we discuss the conclusions of this work, limitations, and future work.

### II. Previous Work

In the last decades, many techniques and computer algorithms were implemented in Automated Visual Inspection (AVI) systems for quality assurance for PCB manufacturing [4], [5], [14]–[20]. The main class of such algorithms is change detection algorithms which use a reference comparison approach – by detecting changes between a reference image of a zero-defects already-inspected PCB, with the inspected PCB image. Previous work has been done on change detection for PCBs, and various state-of-the-art algorithms were developed using Image Processing (IP), Computer Vision (CV), and Machine Learning (ML) [1], [6]. The constantly evolving nature and scope of the PCB assurance problem, pose challenges when using traditional IP and CV approaches, which operate best in closed systems [7]. Hence, intelligent algorithms capable of learning (i.e., machine learning and deep learning) are necessary for achieving and maintaining high accuracy, while avoiding becoming outdated [9], [19]. Yet, these methods mostly require a large and regularly updated dataset of images labeled by Subject Matter Experts (SMEs). Although there are several existing datasets of PCB components, there are few that are publicly available, such as [10]. Moreover, many of the available datasets are intended and formatted for a specific study, so it is difficult to combine and re-purpose them effectively for a different study.

In this work, we present a change detection system for PCB inspection based on IP and UL. The machine learning algorithm that is used in our system is PCA-Kmeans, and is a variation of an implementation that was originally suggested for satellite images in [21]. The usage of UL methods allows us to waive the need for a labeled updated dataset on the one hand, and on the other hand to perform a learning procedure that allows extraction of main features from the data.

### III. The Algorithmic Stages of ChangeChip

#### A. Preprocessing Stage

One of the key elements of an AVI system is the imaging setting. Naturally, if the images were captured in identical conditions of lighting, positioning, and image resolution, then it was easier to detect true changes between them while avoiding false positives. By performing image registration and histogram matching, *ChangeChip*, in effect, relaxes the necessity of both input images to be captured under the identical conditions. However, insufficient efforts to maintain identical imaging conditions can still lead to challenges that would cause the system to fail. For example, capturing a 3D PCB from two different directions can reveal different sides of the same elements, which can falsely be detected as changes. Hence, we suggest capturing both input images in the same imaging environment, maintaining the imaging conditions as identical as possible. As described in Section IV-A, the CD-PCB database was constructed under a fixed setting. We note that illumination changes and different object orientations are still present, despite our efforts to maintain the same settings.

1) **Deep Extreme Cut (DEXTR):** [12] is a deep learning tool that extracts objects from an image using 4 extreme points of each object (left-most, right-most, top, bottom pixels). DEXTR is based on adding an extra channel to the image in the input of a Convolutional Neural Network (CNN), which contains a Gaussian centered in each of the extreme points. The CNN learns to transform this information into a segmentation of an object that matches those extreme points. We use DEXTR in the preprocessing stage of ChangeChip for PCBs extraction in order to ignore the background, or even to extract a specific component if comparing only parts of the PCBs is desired. We stress that *ChangeChip* is not limited to DEXTR, and other cropping methods might be suitable too.

2) **Image Registration:** Image registration is the process of estimating an optimal transformation between two images, in order to bring them into one coordinate system, which then makes it easier to compare them. We use a feature-based registration, based on extraction of feature points along with descriptors and matching them, then using the corresponding pairs to calculate a transformation matrix that transforms the target image into the same orientation and position as
the reference image. In order to extract and describe feature points in PCBs we use the Scale-Invariant Feature Transform (SIFT) [22] algorithm which is rotation, scale, and luminance invariant. Pairs are then matched by finding for each feature point in one image the best match among the feature points in the other image (which minimizes the Euclidean distance). We then reject matches in which the ratio of the nearest neighbor distance to the second-nearest neighbor distance is greater than 0.8 (a value suggested by Lowe [23]). According to Lowe, this rejection eliminates ~90% of the false matches while discarding less than ~5% of the correct matches. Then, a transformation matrix is determined to map one image to align with the other, based on these distinct matches. Because the number of matches probably exceeds the minimum required to define the appropriate transformation, and they might not follow a single linear model, the iterative method RANSAC [24] is used for a robust estimation of the transformation matrix.

3) Reducing Illumination Changes: Various technologies are in use in the PCB inspection industry, ranging from optical photography like still photography and micro-photography, to radiography using X-rays, gamma rays, etc [4]. The use of radiography enables the inspection of inner layers of PCBs, which is not possible with optical imaging. The fact that optical images are easily influenced by illumination makes it harder to compare them. In order to reduce illumination differences, we apply Exact Histogram Specification [13] to match the two images’ histograms. This however does not provide a complete solution, especially since optical images taken from different points of view or with different lighting settings, might defer more significantly due to reflections on shiny objects, that cannot be disregarded by applying histogram matching. Yet, histogram equalization might help in the case of a fixed capture system, with a slowly fading light source over time. We note that these issues of lighting do not apply to radiography, and therefore this step of histogram matching is optional.

B. PCA-Kmeans Change Detection

After performing image registration and histogram matching, we use a variation of the PCA-Kmeans change detection algorithm that was presented in [21]. This algorithm requires both images to have the same dimensions $[1, \text{width}] \times [1, \text{height}]$. In general, this algorithm uses a descriptor that extracts for each pixel a set of features, that describe whether that pixel is a ‘change’ from one image to another. Each set of features (i.e. descriptor) is reduced to a smaller dimension via PCA, and then all these reduced features are clustered into classes of change degree using Kmeans. In [21], a grayscale difference window is used to describe the change of each pixel, mainly because that work attends grayscale images. In our adaptation for colored images, we use the concatenation of all the RGB-channels difference windows, along with the grayscale difference window, to preserve and learn meaningful information about the color features of changes. The PCA-Kmeans algorithm is performed on small windows around each pixel, and therefore the learning is window-based. This kind of learning can eliminate further noise that exists in the input images.

In more details, we define a descriptor for each pixel $(i, j) \in [1, \text{width}] \times [1, \text{height}]$ as follows:

$$\text{des}[i, j] = (\text{des}_{\text{RGB}}[i, j], \text{des}_{\text{gray}}[i, j])$$

where

$$\text{des}_{\text{RGB}}[i, j] = (|I_1(S)_R - I_2(S)_R|, |I_1(S)_G - I_2(S)_G|, |I_1(S)_B - I_2(S)_B|)$$

$$\text{des}_{\text{gray}}[i, j] = (|I_1(S)_{\text{gray}} - I_2(S)_{\text{gray}}|)$$

where $S = (i - \frac{h}{2} : i + \frac{h}{2}, j - \frac{h}{2} : j + \frac{h}{2})$, a subset of indices that constitutes a window of $h \times h$ pixels around...
the pixel \((i, j)\). \(I_1\) and \(I_2\) represent the two images, and 
\(|I_1(S) - I_2(S)|\) stands for the absolute values of subtraction 
between the Red channels of \(I_1\) and \(I_2\) restricted to the window 
\(S\). The same notation is also applied to the Green (G) and 
Blue (B) channels, and also to the grayscale value (gray) 
which is calculated as the luminance of a pixel according to 
the following relation: 
\[gray = 0.3R + 0.59G + 0.11B.\] 
For windows that cross the border, we pad \(I_1\) and \(I_2\) with zeros.

Pixels are partitioned into \(h \times h\) non-overlapping windows 
(e.g. \(5 \times 5\)). We denote this set of windows by \(W\). For each window \(w \in W\) we calculate \(des_{RGB}[i,j]\) for the pixel 
\((i,j)\) in the center of it. \(S_{RGB} \leq h^2\) orthonormal eigenvectors are extracted through Principal Component Analysis 
(PCSA) of the set \(\{des_{RGB}[i,j]\}_{window \in W}\) to create an 
eigenvector space \(Eigen_{RGB}\). PCA is also applied on the set 
\(\{des_{gray}[i,j]\}_{window \in W}\) to achieve an eigenvector space 
\(Eigen_{gray}\), consists of \(S_{gray} \leq h^2\) vectors.

Each pixel \((i,j) \in [1, width] \times [1, height]\) can be represented by a 
\((S_{RGB} + S_{gray})\)-dimensional feature vector that is the projection of 
\(\{des_{RGB}[i,j]\}\) onto the generated eigenspace \(Eigen_{RGB}\), concatenated with the projection of 
\(\{des_{gray}[i,j]\}\) onto \(Eigen_{gray}\). According to [21], each \(h \times h\) 
block of the difference image could contain one of the three 
different types of data coming from the difference image: 1) 
no-change data; 2) change data; and 3) mixture of change and 
no-change data. The first two cases happen when the \(h \times h\) 
block is completely localized on the changed or unchanged 
areas of the difference image. The last case happens when the 
\(h \times h\) block is localized on the boundaries between changed 
and unchanged regions of the difference image. Then, if \(S_{gray}\) 
is set to 3, each type of data could be represented by a single 
eigenvector. The authors of [21] report that according to an 
extensive set of experiments (on a dataset of grayscale satellite 
images), when \(3 < S_{gray} \leq h^2\), there is no significant change 
in the change detection performance with respect to that of 
\(S_{gray} = 3\). For our application, we also choose \(S_{gray} = 3\), 
and for the RGB features, we choose \(S_{RGB} = 9\). Based on 
experiments that we have conducted on our domain, changing 
these parameters leads to no significant change in the results. 
According to [21], change detection is achieved by partitioning 
the feature vector space into two clusters. We find that in the 
case of PCBs images, higher resolution clustering is needed to 
successfully separate the changes from the other pixels. The 
reason for that is the high resolution usually PCBs images are 
taken in, and the bigger intricacy PCBs images have compared 
to satellite images. The number of classes, \(n\), is a parameter 
of our application, usually is set around 10 and might differ 
from system to system to achieve optimized results.

C. Post-processing Stage: Classes analysis using an MSE 
heuristic

The previous stage clusters all the pixels into classes 
\(\{C_1, C_2, ..., C_n\}\). In the post-processing stage, we characterize 
each class according to a certain heuristic, in order to determine which classes represent a “change” in a more meaningful 
 fashion. We use the Mean Squared Error (MSE) measure, 
defined as follow for each class \(C_i\):

\[
MSE(C_i) = \frac{1}{3|C_i|} \sum_{(i,j) \in C_i} \sum_{c \in \{R,G,B\}} (I_1(i,j)_c - I_2(i,j)_c)^2
\]

The classes are sorted according to the MSE scores, and each 
class receives a color according to its index in that order, from 
blue for the class with the minimum MSE score, to red for the 
class with the maximum MSE score. The assignment of 
colors to the classes yields a meaningful heat map, which 
indicates the intensity of the changes. However, in order to 
produce a map with only the suspected changes tagged, some 
of the lower MSE score classes have to be discarded. For 
this purpose, we suggest clustering the MSE scores using the 
Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN) algorithm [25], followed by discarding the lowest 
MSE score class. The advantage of DBSCAN over Kmeans, 
for example, is that DBSCAN does not require to specify 
the number of clusters. Instead, it requires setting the density 
parameter (eps), which according to our tests produces better 
results. Although eps may be tuned and fixed based on some
learning samples, it still might be modified from application to application for optimized results.

IV. EVALUATION

A. Change-Detection-PCB (CD-PCB) Dataset

In order to evaluate the performance of ChangeChip, and as a proposed dataset for future works, we present Change-Detection-PCB (CD-PCB) dataset, which is composed of 20 pairs of PCB images with annotated changes between them. CD-PCB includes images of PCBs with various types of challenging defects. Two of the pairs were captured via radiographic technology, and the other 18 pairs were synthesized and captured under an established environment that maintains the same imaging conditions (although a better setting can be achieved [26]). To our knowledge, such a database does not exist in this form. The imaging system that was used to form CD-PCB, consists of a camera, tripod, 2 studio flashes, and a fixed desk. A sketch of the system is presented in Fig. 4.

![Fig. 4: The capture system model used to construct CD-PCB](image)

B. Evaluation Method

We use Precision and Recall to evaluate ChangeChip. Recall is the fraction of true 'change' pixels that were classified as such by the algorithm, out of all the true 'change' pixels. Precision is the fraction of true 'change' pixels among all pixels that were classified (correctly and incorrectly) as changes by the algorithm. High Recall is vital for an algorithm to be considered as providing high assurance. Since every defect on a PCB can be crucial to its functioning, high assurance of defect detection is desired. On the other hand, high Precision is also desired in order to focus on the true defects. High rates of false positives detection point to the weakness of the algorithm to characterize and extract defects correctly.

C. Results

In this section, we evaluate ChangeChip on CD-PCB. The parameters that were used to conduct this experiment are $h = 5$ (windows of size $5\times5$) and $n = 16$ (number of classes to cluster the descriptors). For the optical images we use, $\epsilon_p = 0.02$ (DBSCAN’s density parameter for clustering the $n$ MSE values), and for the radiographic images we set $\epsilon_p = 0.05$, since the noises are less concentrated around the lowest MSE score class. We note that this set of parameters might change from application to application for optimized results.

The recall of ChangeChip on CD-PCB is 0.87 and the precision is 0.8. Although it seems that the precision is low, we note that the true changes are tiny and therefore, in effect, the number of false positives is very small in relation to the whole image. Fig. 5 presents couples of images from CD-PCB in the first two columns, with ground truth changes in the third column, and the result of ChangeChip on those images in the fourth column. The quantitative results represent the performance of the algorithm on the pixel level, while the qualitative results intuitively refer to the object level. It can be seen that ChangeChip marks all the changes that were present in the ground truth, without any significant noise except for couple number 14, which we discuss in Chapter V.

We conclude that ChangeChip excels qualitatively to highlight all changes to the human expert that operates the system.

V. CONCLUSIONS, LIMITATIONS AND FUTURE WORK

In this work, we present ChangeChip, a comprehensive system for detecting defects on PCBs by applying change detection. The system suggests a comprehensive procedure to compare a golden PCB and an inspected PCB. We note that ChangeChip is not limited to PCBs only and may be found suitable to other domains as well. As a limitation of this work, we stress that the system is targeted to find changes between the two images, while changes, in fact, might include noise in addition to defects. To illustrate that point, refer to row 14 in table 5. In this example, certain changes are characterized as noise by our experts, and thus are considered to be false positives. To cope with this issue, one can specifically characterize the attributes of noise in his system and discard pixels that appear to be noise in some probability. Moreover, manual labeling of false positives over time can be used to build a classified data-set of ‘noise’ and ‘defect’ pixels (or windows of pixels) in one’s system, then use Supervised (e.g. Deep) Learning techniques to automatically classify new pixels. Another direction for decreasing the effect of noise might be by choosing more complicated descriptors that describe the pixels, with higher tolerance to noise, and more sensitivity to defects. These descriptors can include for example color, edges, and texture features. As future work, we also suggest increasing the support of the system in radiography images, by analyzing multiple images of adjacent layers, in order to strengthen the assurance in a significant defect – if it appears as a ‘change’ in multiple results. This future work will amplify the support of this work to 3D scanning of multi-layered PCBs.
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Reference PCB | Target PCB | Ground Truth | ChangeChip Results
--- | --- | --- | ---
1 | | | |
2 | | | |
3 | | | |
4 | | | |
5 | | | |
6 | | | |
7 | | | |
Fig. 5: Example of pairs from CD-PCB, the ground truth changes and ChangeChip results according to the parameters described in the Results section. The red circles are for easy identification by the reader.
