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Abstract

Density estimation is a fundamental problem in statistics, and any attempt to do so in high dimensions typically requires strong assumptions or complex deep learning architectures. An important application for density estimators is synthetic data generation, an area currently dominated by neural networks that often demand enormous training datasets and extensive tuning. We propose a new method based on unsupervised random forests for estimating smooth densities in arbitrary dimensions without parametric constraints, as well as generating realistic synthetic data. We prove the consistency of our approach and demonstrate its advantages over existing tree-based density estimators, which generally rely on ill-chosen split criteria and do not scale well with data dimensionality. Experiments illustrate that our algorithm compares favorably to state-of-the-art deep learning generative models, achieving superior performance in a range of benchmark trials while executing about two orders of magnitude faster on average. Our method is implemented in easy-to-use R and Python packages.

1 Introduction

Density estimation is a fundamental unsupervised learning task, an essential subroutine in various methods for data imputation [28, 68], clustering [11, 67], anomaly detection [16, 59], and classification [48, 82]. One important application for density estimators is generative modeling, where we aim to create synthetic samples that mimic the characteristics of real data. These simulations can be used to test the robustness of classifiers [76, 15], augment training sets with synthetic samples [66, 47], or study complex systems without compromising the privacy of data subjects [4, 89].

The current state of the art in generative modeling relies on deep neural networks, which have proven remarkably adept at creating realistic images, audio, and even video data, as dramatically exemplified by the proliferation of so-called “deepfakes” [55]. Architectures built on variational autoencoders (VAEs) [42] and generative adversarial networks (GANs) [35] have dominated the field for the last decade. While these algorithms are highly effective with structured data such as images and text, they can struggle to produce good results on tabular data with mixed continuous and categorical covariates. Even when successful, VAEs and GANs are notoriously data-hungry and require extensive tuning.

We propose a fast, flexible method for smooth density estimation and generative modeling with unsupervised random forests. Our algorithm naturally accommodates mixed data in tabular settings, and performs well on small and large datasets using the computational resources of a standard laptop. It is more accurate than leading tree-based alternatives and about 100 times faster than deep learning solutions, with little or no tuning required.

Following a brief discussion of related work (Sect. 2), we review relevant notation and background on random forests (Sect. 3). We motivate our method with theoretical results that guarantee convergence under reasonable assumptions (Sect. 4), and illustrate its performance on a range of benchmark tasks (Sect. 5). We conclude with a discussion (Sect. 6) and directions for future work (Sect. 7).
2 Related Work

A random forest (RF) is a bootstrap-aggregated (bagged) ensemble of independently randomized trees [12], typically built using the greedy classification and regression tree (CART) algorithm [14]. RFs are extremely popular and effective, widely used in areas like bioinformatics [17], remote sensing [6], and ecology [21], as well as more generic prediction tasks [29]. Advantages include their efficiency (RFs are embarrassingly parallelizable), ease of use (they require minimal tuning), and ability to adapt to sparse signals (uninformative features are rarely selected for splits).

It is well-known that tree-based models can approximate joint distributions. Several authors advocate using leaf nodes of CART trees as piecewise constant density estimators [65, 86, 19]. While this method provably converges on the true density in the limit of infinite data, finite sample performance is inevitably rough and discontinuous. Smooth results can be obtained by applying either kernel density estimation (KDE) or maximum likelihood estimation (MLE) within each leaf [75, 37, 46, 65, 20, 19], a version of which we develop further below. Existing methods have mostly been limited to supervised trees rather than unsupervised forests, and are inefficient with more than a handful of covariates. Another strategy, better suited to high-dimensional data, uses Chow-Liu trees to learn a second-order approximation to the underlying joint distribution [5, 45, 64]. Whereas these methods estimate a series of bivariate densities over the full support of the data, we reduce complexity even further, computing univariate densities in smaller subregions.

The contemporary literature on generative models arguably begins with the introduction of VAEs [42] and GANs [35], which jointly optimize parameters for network pairs—encoder-decoder and generator-discriminator, respectively—via stochastic gradient descent. Variational generators are a special case of normalizing flows, a family of methods for mapping base distributions (e.g., standard normals) to observed distributions through a sequence of diffeomorphic transformations [60]. Various extensions of these approaches have been developed [39, 2], including some designed for mixed data in the tabular setting [18, 40, 87]. For an overview of deep generative modeling techniques, see [80]. Other approaches to density estimation and generative sampling include Bayesian networks [38, 43, 90] and copula methods [57, 56, 78].

Despite the popularity of tree-based density estimators, they are rarely if ever used for fully synthetic data generation. Instead, trees and forests are commonly used for conditional density estimation [77, 79, 19, 49]. We highlight that methods optimized for this task are often ill-suited to generative modeling, since their reliance on supervised signals limits their ability to capture dependencies between features with little predictive value for the selected outcome variable(s).

3 Background

Consider the binary classification setting with training data \( \mathcal{D} = \{(x_i, y_i)\}_{i=1}^n \), where \( x_i \in \mathcal{X} \subseteq \mathbb{R}^d \) and \( y_i \in \mathcal{Y} = \{0, 1\} \). We assume that samples are independent and identically distributed (i.i.d.) according to some fixed but unknown distribution \( P \) with density \( p \). The classic RF algorithm takes \( B \) bootstrap samples from \( \mathcal{D} \) and fits a binary decision tree for each, in which observations are recursively partitioned according to some optimization target (e.g., Gini index) evaluated on a random subset of features at each node. Resulting splits are of the form \( [X_j > x] \) for some feature \( X_j, j \in [d] = \{1, \ldots, d\} \), and value \( x \in \mathcal{X}_j \), where \([\cdot]\) represents the indicator function and data pass to left or right child nodes depending on whether they satisfy the inequality. Splits continue until some stopping criterion is met (e.g., purity). Terminal nodes, a.k.a. leaves, describe hyperrectangles in feature space with boundaries given by the learned splits. This partitions the data into disjoint cells, which collectively cover all of \( \mathcal{X} \). Each leaf is associated with a label \( \tilde{y} \in [0, 1] \), representing either the frequency of positive outcomes (soft labels) or the majority class (hard labels) within that cell.

Each new datapoint \( x \) falls into one leaf in each tree. Predictions are computed by aggregating over the trees, e.g. by tallying votes across all \( B \) basis functions of the ensemble. Let \( \phi_{\ell,b} \) denote the conjunction of inequalities that characterize membership in leaf \( \ell \in [L_B] \), where \( L_B \) is the number of leaves in tree \( b \in [B] \), with corresponding hyperrectangular subspace \( \mathcal{X}_{\ell,b} \subset \mathcal{X} \). Let \( n_b \) be the number of training samples for tree \( b \), and \( n_{\ell,b} \) the number of samples that fall into leaf \( \ell \) of \( b \). The ratio \( n_{\ell,b} / n_b \) represents an empirical estimate of the leaf’s coverage \( p(\phi_{\ell,b}) \), i.e. the probability that a random \( x \) falls within \( \mathcal{X}_{\ell,b} \).

Our method relies on the unsupervised random forest (URF) algorithm [72, 1, 51]. This procedure creates a synthetic dataset \( \tilde{X} \) of \( n \) observations by independently sampling from the marginals of \( X \), i.e. \( \tilde{x} \sim \prod_{j=1}^d P(X_j) \). An RF classifier is trained to distinguish between \( X \) and \( \tilde{X} \), with labels indicating whether samples are original (\( Y = 1 \)) or synthetic (\( Y = 0 \)). We define empirical coverage for a URF...
We introduce FORests for Density Estimation (FORDE) and FORests for GEnerative modeling (FORGE). Both algorithms are outlined in pseudocode below. Our basic strategy is to learn some function \( \theta \) that closely approximates the true density \( p \), and use it to create new samples \( \tilde{X} \) that are indistinguishable in distribution from the original data \( X \).

Algorithm 1 FORDE:

Input: Training dataset \( X \in \mathbb{R}^{n \times d} \)
Output: Estimated density \( q \)

\[
\begin{align*}
f & \leftarrow \text{UNSUPERVISEDRF}(X) \\
\text{for} \ b & \in [B] \ \text{do} \\
\text{for} \ \ell & \in [L_b] \ \text{do} \\
\phi^l_b & \leftarrow \text{inequalities characterizing } \ell, b \\
q(\phi^l_b) & \leftarrow \frac{\sum_{i:X_i \in X^l_b} y_i / (n_b/2)}{\sum_{i:X_i \in X^l_b} y_i} \\
\text{for} \ j & \in [d] \ \text{do} \\
\theta^l_{b,j} & \leftarrow \text{parameter(s) for } p(x_j | \phi^l_b) \\
q(\cdot ; \theta^l_{b,j}) & \leftarrow \text{corresponding pdf/pmf} \\
\text{end for} \\
\text{end for} \\
\text{end for}
\end{align*}
\]

The important point to recognize is that, if our URF has converged, then the features within each leaf will be jointly independent. This follows directly from the algorithm’s learning objective, which seeks to distinguish original from synthetic data in which all features are mutually independent. However, if true accuracy converges to \( 1/2 + \epsilon \) for some \( \epsilon > 0 \), then consistent testing procedures will almost surely detect the discrepancy as \( n \) grows [41]. If this condition does not hold, then the generative modeling problem is trivial, since independent bootstraps or permutations of the original features are indistinguishable from \( X \).

Algorithm 2 FORGE:

Input: FORDE model \( q \), target sample size \( m \)
Output: Synthetic dataset \( \tilde{X} \in \mathbb{R}^{m \times d} \)

\[
\begin{align*}
\text{for} \ i & \in [m] \ \text{do} \\
\text{Sample leaf } b & \in [B] \ \text{uniformly} \\
\text{Sample leaf } \ell & \in [L_b] \ \text{w.p. } q(\phi^l_b) \\
\text{for} \ j & \in [d] \ \text{do} \\
\text{Sample data } \tilde{x}_{ij} & \sim q(\cdot ; \theta^l_{b,j}) \\
\text{end for} \\
\text{end for}
\end{align*}
\]

4 Forests for Density Estimation and Generative Modeling

We introduce FORests for Density Estimation (FORDE) and FORests for GEnerative modeling (FORGE). Both algorithms are outlined in pseudocode below. Our basic strategy is to learn some function \( q \) that closely approximates the true density \( p \), and use it to create new samples \( \tilde{X} \) that are indistinguishable in distribution from the original data \( X \).
Our estimated density takes the following form:

$$q(x) = \frac{1}{B} \sum_{\ell, b, x \in X_\ell^b} q(\phi_\ell^b) \prod_{j=1}^d q(x_j; \theta_{b,j}^\ell).$$

(1)

Compare this with the true density, which can be written:

$$p(x) = \frac{1}{B} \sum_{\ell, b, x \in X_\ell^b} p(\phi_\ell^b) p(x|\phi_\ell^b).$$

(2)

In both cases, the density evaluated at a given point is just a coverage-weighted average of its density in all leaves whose split criteria it satisfies.

We show that $q(x)$ is a consistent estimator of $p(x)$. Following a common trend in the literature [7, 23, 71, 53, 83, 3, 61], we consider a slightly modified version of the RF algorithm for analysis. Specifically, we build trees using data subsamples rather than bootstraps and impose several further conditions specified below.

Let $\eta(x) := P(Y = 1|x)$ be the true conditional probability function that we estimate via the URF $f$, with the second conditional moment $\eta_2(x) := \mathbb{E}[Y^2|x]$. Predictions are made with the soft labeling approach described above. We make the following assumptions:

(A1) The domain of $X$ is limited to the unit hypercube, $X = [0,1]^d$, and its density $p$ is bounded away from 0 and $\infty$.

(A2) The conditional moments $\eta(x), \eta_2(x)$ are Lipschitz-continuous. That is, there exist some constants $L_1, L_2 > 0$ such that, for all $x, x' \in X$, we have $|\eta(x) - \eta(x')| \leq L_1 ||x - x'||$ and $|\eta_2(x) - \eta_2(x')| \leq L_2 ||x - x'||$.

(A3) Conditional probabilities are bounded away from the extrema of the unit interval, i.e. for all $x \in X, 0 < \eta(x) < 1$.

(A4) Trees are honest and regular, as defined by Wager and Athey [83]. That is, (i) training data for each tree is split into two subsets: one to learn split parameters, and the other to assign leaf labels; (ii) every split puts some fraction $\gamma \leq 0.2$ of the available observations into each child node; (iii) at each internal node, the probability that the tree splits on any given $X_j$ is bounded from below by some $\pi > 0$; (iv) the subsample size $n_b$ satisfies $n_b \to \infty$ and $n_b \log(n)^d/n \to 0$; (v) the minimum within-leaf sample size satisfies $\min_{\ell,b}(n_\ell^b) \to \infty$.

(A5) The true density function $p$ is smooth. Specifically, its second derivative $p''$ is finite, continuous, square integrable, and ultimately monotone.

(A1) is simply for notational convenience, and can be replaced without loss of generality by bounding the domain of $X$ with arbitrary constants. (A2) is a common learning theoretic assumption widely used in the analysis of RFs [7, 52, 31]. (A3) is a sort of overlap condition that ensures strictly positive conditional variance [83]. The tree specification conditions of (A4) were originally introduced in the context of RF regression analysis [83, 3, 61]. For reasons explained in Appx. A, they are better suited to our purpose than alternative consistency conditions reported for RF classifiers. Finally, (A5) imposes common conditions for KDE consistency [74, 84, 36].

Because we are concerned with $L_2$-consistency, our loss function is the mean integrated squared error (MISE)$^1$, defined as:

$$\text{MISE}(p,q) := \mathbb{E} \left[ \int_X \left( p(x) - q(x) \right)^2 dx \right].$$

Our method admits three potential sources of error, quantified by the following residuals:

$$\epsilon_1 := \epsilon_1(\ell, b) := p(\phi_\ell^b) - q(\phi_\ell^b)$$

(3)

$$\epsilon_2 := \epsilon_2(\ell, b, x) := \prod_{j=1}^d p(x_j|\phi_\ell^b) - \prod_{j=1}^d q(x_j; \theta_{b,j}^\ell)$$

(4)

$$\epsilon_3 := \epsilon_3(\ell, b, x) := p(x|\phi_\ell^b) - \prod_{j=1}^d p(x_j|\phi_\ell^b)$$

(5)

$^1$Alternative loss functions may also be suitable, e.g. information theoretic measures like the Kullback-Leibler divergence or integral probability metrics such as the Wasserstein distance.
We refer to these as errors of coverage, density, and convergence, respectively. Observe that $\epsilon_1$ is a random variable that depends on $\ell$ and $b$, while $\epsilon_2, \epsilon_3$ are random variables depending on $\ell, b$ and $x$. We drop the dependencies for ease of notation. (See Appx. A for all proofs.)

**Lemma 1.** The error of our estimator satisfies the following bound:

$$\text{MISE}(p, q) \leq 2B^{-2} E \left[ \int_X \alpha^2 + \beta^2 \, d\mathbf{x} \right],$$

where

$$\alpha := \sum_{\ell, b : x \in X_{\ell}^b} p(\phi_{\ell}^b)\epsilon_3 \quad \text{and} \quad \beta := \sum_{\ell, b : x \in X_{\ell}^b} \left( p(\phi_{\ell}^b)\epsilon_2 + \epsilon_1 \prod_{j=1}^{d} p(x_j | \phi_{\ell}^b) - \epsilon_1 \epsilon_2 \right).$$

This lemma establishes that total error is bounded by a quadratic function of $\epsilon_1, \epsilon_2, \epsilon_3$. Our main result states that all three error sources vanish in the limit.

**Theorem 1 (Consistency).** Under assumptions (A1)-(A5), Alg. 1 is $L_2$-consistent. That is, the following holds almost surely:

$$\lim_{n \to \infty} \text{MISE}(p, q) = 0.$$

Our consistency proof is fundamentally unlike those of piecewise constant density estimators with CART trees [65, 86, 19], which essentially treat base learners as adaptive histograms and rely on tree-wise convergence when leaf volume goes to zero [24, 48]. Alternative methods that perform KDE or MLE within each leaf do not come with theoretical guarantees [75, 37, 46, 65, 20]. Such algorithms are typically designed for conditional density estimation, and therefore require some outcome variable(s). This means that dependencies between features with little predictive value may be ignored, since trees are unlikely to split on them during model training. In the rare case that authors use some form of unsupervised splits, they make no effort to factorize the distribution and are therefore subject to the curse of dimensionality [20, Ch. 5]. By contrast, our method exploits URFs to find regions of local independence, and univariate density estimation to compute marginals within each leaf. Though our consistency result comes at the cost of some extra assumptions, we argue that this is a fair price to pay for the improved performance in finite samples.

To understand the reasons for this improvement, consider that piecewise constant estimators treat all points as equiprobable within each leaf. With continuous features, this supposition can only be justified through asymptotic arguments about vanishing volume. Smooth alternatives avoid this particular shortcoming, but unless their split procedure optimizes for local independence, these methods must model potentially complex dependencies within each leaf. Rather than face the curse of dimensionality just once, they now face it $\sum_{b=1}^{B} L_b$ times, in each instance operating with a limited dataset of $n_{\ell}^b$ samples. Alternatives based on Chow-Liu trees share our goal of simplifying density estimation by ruling out higher order dependencies, but the resulting approximations may be poor since they span the full support of the data.

5 Experiments

In this section, we present results from a wide range of experiments conducted on simulated and real-world datasets. In all cases, we use the default parameters of 10 trees with a leaf size of 5. Code for reproducing all results and figures is available at [https://github.com/bips-hb/generative_rf](https://github.com/bips-hb/generative_rf).

5.1 Simulation

**FORGE recreates visual patterns.** We begin with a simple proof of concept experiment, illustrating our method on a handful of low-dimensional datasets that allow for easy visual assessment. The cassini, shapes, smiley, and twomoons problems are all three-dimensional examples that combine two continuous covariates with a categorical class label. We simulate $n = 1000$ samples from each data generating process (see Fig. 1, top row) and estimate densities using FORDE. We proceed to FORGE a synthetic dataset of $n = 1000$ samples (Fig. 1, bottom row) and compare results. We find that the model consistently approximates its target distribution with high fidelity. Classes are clearly distinguished in all cases, and
Figure 1: Visual examples. Original (top) and synthetic (bottom) data are presented for four three-dimensional problems with two continuous covariates and a single categorical feature.

the visual form of the original data is immediately recognizable. The fit is probably poorest on the sinusoidal curve of the shapes dataset, where the model has done a good job capturing the mean trend but apparently overestimated the variance. This can likely be mitigated with more trees and/or a larger training set.

Forge outperforms alternative RF-based methods. We simulate data from a multivariate Gaussian distribution $\mathcal{N}(0, \Sigma)$, with Toeplitz covariance matrix $\Sigma_{ij} = 0.5^{|i-j|}$ and fixed $d = 10$. To compare against supervised methods, we also simulate a binary target $Y \sim \text{Bern}([1 + \exp(-X\beta)]^{-1})$, where the coefficient vector $\beta$ contains a varying proportion of 0’s (non-informative features) and 1’s (informative features). Parameters $\hat{\mu}$ and $\hat{\Sigma}$ are estimated from synthetic data via MLE. We record the Kullback–Leibler (KL) divergence $\mathcal{L}$ between the ground truth distribution $\mathcal{N}(0, \Sigma)$ and the estimated $\mathcal{N}(\hat{\mu}, \hat{\Sigma})$. We compare our method to piecewise constant (PWC) estimators with supervised and unsupervised split criteria, as well as generative forests (GeFs), a smooth conditional density estimation procedure [19].

Fig. 2 shows the average KL-divergence over 20 replicates for varying sample sizes (A) and levels of sparsity (B). For the former, we fix the proportion of informative features at 0.5; for the latter, we fix $n = 10,000$. We find that unsupervised methods dominate at all sample sizes, with the PWC variant performing well for small $n$ before Forge overtakes around $n = 1000$. We observe several interesting trends in the sparsity experiment, where PWC estimators appear to do worse with more informative features, while GeFs do best with very weak or very strong signals. This can be explained by the fact that splits are purely random when no features are informative, a strategy that is known to work well in noisy settings [34, 33]. Performance degrades as more informative features are added, since supervised models narrowly focus on these predictors to the exclusion of uninformative covariates, which comprise the majority of the data. Things reach a tipping point around 0.5, at which point most features provide signal and models gradually stabilize (PWC) or improve again (GeFs). Unsupervised split criteria, by contrast, show less variation in general and uniformly stronger performance in the case of Forge.

5.2 Real Data

To evaluate the performance of Forge on real-world datasets, we recreate a benchmarking pipeline originally proposed by Xu et al. [87]. They introduce the conditional tabular GAN (ctGAN) and tabular VAE (tVAE), two deep learning algorithms for generative modeling with mixed continuous and categorical features. It is straightforward to augment their benchmark with Forge data to ensure adequate parameter configurations for deep learning competitors, and mitigate potential biases stemming from selective experimental designs.
A complete summary of the experimental setup is presented in Appx. B. Briefly, we take seven benchmark datasets for classification and partition the samples into training and test sets, which we denote by $Z_{trn} = (X_{trn}, Y_{trn})$ and $Z_{tst} = (X_{tst}, Y_{tst})$, respectively. $Z_{trn}$ is then used as input to a series of generative models, each of which creates a synthetic training set $\tilde{Z}_{trn}$ of the same sample size as the original. Several classifiers are then trained on $\tilde{Z}_{trn}$ and evaluated on $Z_{tst}$, with performance metrics averaged across learners. Results are benchmarked against the same set of algorithms, now trained on the original data $Z_{trn}$. We refer to this model as the Oracle, since it should perform no worse in expectation than any classifier trained on synthetic data. However, if the generative model has done a good job learning the true joint density, then differences between the Oracle and its competitors may be negligible. Similar approaches are widely used in the evaluation of GANs [88, 73, 69]; for a critical discussion, see [66].

Results are reported in Table 1, where we average over five trials of data synthesis and subsequent supervised learning. Performance is evaluated via accuracy and F1-score, as well as wall time. We find that FORGE is the most accurate method in five out of seven tasks, and has the highest F1-score in six out of seven. More impressive, it executes over 100 times faster than CTGAN and over 50 times faster than TVAE on average. Differences in compute time would be even more dramatic if these deep learning algorithms were configured with a CPU backend (we used GPUs here), or if FORGE were run using more extensive parallelization (we distribute the job across 10 cores). This comparison also obscures the extra time required to tune hyperparameters for these complex models, whereas our method is an off-the-shelf solution that works well with default settings.

5.3 Run Time

To further demonstrate the computational efficiency of FORGE relative to deep learning methods, we conduct a run time experiment using the smallest dataset above, adult. By repeatedly sampling stratified subsets—varying both sample size $n$ and dimensionality $d$—and measuring the time needed to generate synthetic samples, we illustrate how complexity scales with $n$ and $d$ (see Fig. 3 for a comparison in terms of wall time and Appx. B for results in terms of process time). For this experiment, we ran CTGAN and TVAE with both CPU and GPU backends. We use default parameters for both algorithms, which include automated parallelization over all available cores (24 in this experiment). The results are stark. For those with limited access to GPUs, deep learning methods may be completely infeasible for large datasets. Even when GPUs are available, FORGE scales far better, executing about 35 times faster than TVAE and 85 times faster than CTGAN in this example. Note that FORGE also outperforms both in terms of accuracy and F1-score for the adult dataset, so the speedup need not come at the cost of performance.

6 Discussion

By analogy with the GAN approach, our URF $f$ can be understood as a “discriminator”, distinguishing original samples from (naively constructed) synthetic data. We considered iterative procedures inspired by GANs, in which a new RF classifier $f'$ is trained to discriminate original samples from FORGE outputs. The resulting synthetic data would then be used to train another RF $f''$, and so on until discriminators
Table 1: Average results across five replicates. We report regular F1-scores for binary classification tasks, and F1 macro-scores for multiclass problems (see Appx. B for details). The dimensionality $d$ reported amongst other dataset characteristics excludes the target variable. Wall time is measured with GPU backends for CTGAN and TVAE, while FORGE is run in parallel on 10 CPU cores.

| Dataset    | Characteristics | Model    | Accuracy (sd) | F1 (sd)  | Time in sec |
|------------|-----------------|----------|---------------|----------|-------------|
| adult      | $n = 32,561$, $d = 14$, classes = 2 | Oracle   | 0.828 (0.006) | 0.884 (0.004) | 2.9         |
|            |                 | FORGE    | 0.819 (0.006) | 0.877 (0.005) |             |
|            |                 | CTGAN    | 0.786 (0.020) | 0.853 (0.019) | 263.3       |
|            |                 | TVAE     | 0.804 (0.007) | 0.865 (0.006) | 115.1       |
| census     | $n = 298,006$, $d = 40$, classes = 2 | Oracle   | 0.922 (0.002) | 0.957 (0.001) | 53.2        |
|            |                 | FORGE    | 0.903 (0.019) | 0.946 (0.012) |             |
|            |                 | CTGAN    | 0.916 (0.015) | 0.954 (0.009) | 4,287.8     |
|            |                 | TVAE     | 0.928 (0.007) | 0.961 (0.004) | 1,814.9     |
| covertype  | $n = 581,012$, $d = 54$, classes = 7 | Oracle   | 0.895 (0.000) | 0.838 (0.000) | 103.5       |
|            |                 | FORGE    | 0.707 (0.006) | 0.549 (0.006) |             |
|            |                 | CTGAN    | 0.633 (0.009) | 0.400 (0.009) | 13,387.2    |
|            |                 | TVAE     | 0.698 (0.013) | 0.459 (0.013) | 4,882.0     |
| credit     | $n = 284,807$, $d = 30$, classes = 2 | Oracle   | 0.997 (0.001) | 0.607 (0.029) | 32.2        |
|            |                 | FORGE    | 0.995 (0.001) | 0.527 (0.036) |             |
|            |                 | CTGAN    | 0.881 (0.099) | 0.047 (0.031) | 4,898.0     |
|            |                 | TVAE     | 0.998 (0.000) | 0.000 (0.000) | 3,847.6     |
| intrusion  | $n = 494,021$, $d = 40$, classes = 5 | Oracle   | 0.998 (0.001) | 0.833 (0.001) | 68.2        |
|            |                 | FORGE    | 0.993 (0.001) | 0.656 (0.001) |             |
|            |                 | CTGAN    | 0.944 (0.088) | 0.645 (0.088) | 8,749.3     |
|            |                 | TVAE     | 0.990 (0.002) | 0.598 (0.002) | 4,306.0     |
| mnist12    | $n = 70,000$, $d = 144$, classes = 10 | Oracle   | 0.892 (0.003) | 0.891 (0.003) | 32.5        |
|            |                 | FORGE    | 0.799 (0.007) | 0.795 (0.007) |             |
|            |                 | CTGAN    | 0.172 (0.032) | 0.138 (0.032) | 2,737.4     |
|            |                 | TVAE     | 0.763 (0.002) | 0.761 (0.002) | 1,143.8     |
| mnist28    | $n = 70,000$, $d = 784$, classes = 10 | Oracle   | 0.918 (0.002) | 0.917 (0.002) | 169.5       |
|            |                 | FORGE    | 0.729 (0.008) | 0.723 (0.008) |             |
|            |                 | CTGAN    | 0.197 (0.051) | 0.167 (0.051) | 14,415.4    |
|            |                 | TVAE     | 0.698 (0.016) | 0.697 (0.016) | 5,056.0     |

Figure 3: Complexity curves. (A): Wall time as a function of sample size, using stratified subsamples of the adult dataset. (B): Wall time as a function of dimensionality, using random features from the adult dataset.
cannot improve any further. The problem with this method is that features will not in general be jointly independent within the leaves of a classifier trained to distinguish between original and FORGED samples, unlike in the URF we use. Since this property justifies the univariate density estimation subroutine, the iterative approach cannot be applied here. However, for complex problems with structured data, iterative variants of our method may warrant further investigation.

One potential difficulty for our method is selecting an optimal density estimation procedure. KDE relies on a smoothness assumption (A5), while MLE requires a (local) parametric model. Both methods will struggle when their assumptions are violated. Resampling alternatives such as permutations or bootstrapping do not produce any data that was not observed in the training set and may therefore raise privacy concerns. No method is generally guaranteed to strike the optimal balance between efficiency, accuracy, and privacy, and so the choice of which estimation procedure to employ for specific variables is irredically context-dependent.

We emphasize that FORDE performs well in a range of settings without any model tuning. However, we acknowledge that optimal performance likely depends on URF parameters [70, 63]. In particular, there is an inherent trade-off between the goals of minimizing errors of density ($\epsilon_2$) and errors of convergence ($\epsilon_3$) in finite samples. Grow trees too deep, and leaves will not contain enough data to accurately estimate marginal densities; grow trees too shallow, and the URF will fail to converge, resulting in violations of local independence. Meanwhile, the $mtry$ parameter, which controls how many features are sampled for potential splits at each internal node, has been shown to control sparsity in low signal-to-noise regimes [54]. Smaller values of $mtry$ may therefore be appropriate when $\epsilon_3$ is large, in order to regularize the URF. Adding more trees can stabilize results, though this incurs extra computational cost in both time and memory [62]. Despite these considerations, we reiterate that RFs are known to do well with default parameters, a trait that FORDE appears to inherit, judging by our experiments. We leave the task of rigorously exploring the impact of URF parameters to future work.

The ethical implications of generative models are potentially fraught. Deepfakes have attracted particular attention in this regard [25, 58, 22], as they can deceive their audience into believing that people said or did things they never in fact said or did. These dangers are most acute with convolutional neural networks or other architectures optimized for visual and audio data. Despite and in full awareness of these concerns, we highlight an ethical opportunity presented by FORGE, which can preserve the privacy of data subjects by creating datasets that capture all relevant signals without exposing the personal information of any individual. This is especially valuable in sensitive areas like healthcare and finance, where data breaches are fairly common and potentially disastrous. As with all powerful technologies, caution is advised and regulatory frameworks are welcome.

7 Conclusion

We have introduced a novel procedure for learning joint densities and generating synthetic data using unsupervised random forests. The method is provably consistent under reasonable assumptions, and performs well in experiments on simulated and real-world examples. Our FORDE algorithm is more accurate than leading tree-based alternatives, and more scalable than methods that require multivariate density estimation. Our FORGE algorithm is competitive with state-of-the-art deep learning models for data generation, and routinely executes some 100 times faster.

Future work will explore further applications for these methods, such as outlier detection, clustering, and classification, as well as potential connections with differential privacy [27]. Alternative tree-based solutions based on gradient boosting also warrant further exploration, especially given some promising recent developments in this area [30, 32].
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A Proofs

A.1 Proof of Lemma 1

Define the first-order approximation to $p$ satisfying local independence:

$$
\hat{p}(x) = \frac{1}{B} \sum_{\ell, b \in X^t} p(\phi^t_{\ell b}) \prod_{j=1}^{d} p(x_j|\phi^t_{\ell b}).
$$

We also define the root integrated squared error (RISE), i.e. the Euclidean distance between probability densities:

$$
\text{RISE}(p, q) := \left( \int_X \left( p(x) - q(x) \right)^2 \, dx \right)^{1/2}.
$$

By the triangle inequality, we have:

$$
\text{RISE}(p, q) \leq \text{RISE}(p, \hat{p}) + \text{RISE}(\hat{p}, q).
$$

Squaring both sides, we get:

$$
\text{ISE}(p, q) \leq \text{ISE}(p, \hat{p}) + \text{ISE}(\hat{p}, q) + 2 \text{RISE}(p, \hat{p}) \text{RISE}(\hat{p}, q).
$$

Adding a nonnegative constant to the rhs, we can reduce the expression:

$$
\text{ISE}(p, q) \leq \text{ISE}(p, \hat{p}) + \text{ISE}(\hat{p}, q) + 2 \text{RISE}(p, \hat{p}) \text{RISE}(\hat{p}, q) + \left( \text{RISE}(p, \hat{p}) - \text{RISE}(\hat{p}, q) \right)^2.
$$

Now observe that we can rewrite both ISE formulae in terms of our predefined residuals (Eqs. 3-5):

$$
\text{ISE}(p, \hat{p}) = \int_X \left( \frac{1}{B} \sum_{\ell, b \in X^t} \left( p(\phi^t_{\ell b}) p(x|\phi^t_{\ell b}) - p(\phi^t_{\ell b}) \prod_{j=1}^{d} p(x_j|\phi^t_{\ell b}) \right) \right)^2 \, dx
$$

$$
\text{ISE}(\hat{p}, q) = \int_X \left( \frac{1}{B} \sum_{\ell, b \in X^t} \left( p(\phi^t_{\ell b}) \prod_{j=1}^{d} p(x_j|\phi^t_{\ell b}) - q(\phi^t_{\ell b}) \prod_{j=1}^{d} q(x_j; \theta^t_{b,j}) \right) \right)^2 \, dx.
$$

We replace the interior squared terms for ease of presentation:

$$
\alpha := \sum_{\ell, b \in X^t} p(\phi^t_{\ell b}) \epsilon_3
$$

$$
\beta := \sum_{\ell, b \in X^t} \left( p(\phi^t_{\ell b}) \epsilon_2 + \epsilon_1 \prod_{j=1}^{d} p(x_j|\phi^t_{\ell b}) - \epsilon_1 \epsilon_2 \right).
$$

Finally, we take expectations on both sides:

$$
\text{MISE}(p, q) \leq 2B^{-2} \mathbb{E} \left[ \int_X \alpha^2 + \beta^2 \, dx \right],
$$

where we have exploited the linearity of expectation to pull the factor outside of the bracketed term, and the monotonicity of expectation to preserve the inequality.
A.2 Proof of Theorem 1

Lemma 1 states that error is bounded by a quadratic function of \(\epsilon_1, \epsilon_2, \epsilon_3\). Thus for \(L_2\)-consistency, it suffices to show that \(E[\epsilon_j^2] \to 0\), for \(j \in \{1, 2, 3\}\). Start with \(\epsilon_1\). A general version of the Glivenko-Cantelli theorem [81] guarantees uniform convergence of empirical proportions to population proportions. Let \(L\) denote the set of all possible hyperrectangular subspaces induced by axis-aligned splits on \(X\). Then we have that \(\lim_{n \to \infty} \sup_{p \in L} |p(\phi') - q(\phi')| = 0\) with probability 1.

Next, take \(\epsilon_2\). (A5) guarantees that \(p\) satisfies the consistency conditions for univariate KDE [74, 84, 36], while condition (v) of (A4), originally due to Meinshausen [52], ensures that within-leaf sample size increases even as leaf volume goes to zero. Our kernel is a nonnegative function \(K : \mathbb{R}^d \to \mathbb{R}\) that integrates to 1, parametrized by the bandwidth \(h\):

\[
p_h(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right).
\]

Using standard arguments, we take a Taylor series expansion of the MISE and minimize the asymptotic MISE (AMISE):

\[
\text{AMISE}(p, p_h) = (nh)^{-1} R(K) + \frac{1}{4} h^4 \mu_2(K)^2 R(p''),
\]

where

\[
R(K) = \int K(x)^2 \, dx,
\]

\[
\mu_2(K) = \int x^2 K(x) \, dx, \quad \text{and}
\]

\[
R(p'') = \int p''(x)^2 \, dx.
\]

For example values of these variables under specific kernels, see [84, Appx. B]. Under (A5), it can be shown that

\[
\text{MISE}(p, p_h) = \text{AMISE}(p, p_h) + o((nh)^{-1} + h^4).
\]

Thus if \((nh)^{-1} \to 0\) and \(h \to 0\) as \(n \to \infty\), the asymptotic approximation is exact and \(E[\epsilon_2^2] \to 0\).

Finally, take \(\epsilon_3\). The expected square of this value goes to zero if and only if the joint distribution of predictors within each leaf factorizes as a product of marginals, in which case our URF \(f\) has fully converged. Thus our goal in this section is to prove the consistency of this algorithm. The consistency of RF classifiers has been shown under various assumptions about splitting rules and stopping criteria [13, 8, 9, 71], but these results generally require trees to be grown to purity or even completion (i.e., \(n_{lb} = 1\) for all \(l, b\)). This would of course make intra-leaf density estimation impossible. Moreover, when the overlap assumption (A3) holds, trees can only be grown to purity on pain of overfitting. We therefore follow Malley et al. [50] in observing that regression procedures constitute probability machines, since \(P(Y = 1|X) = E[Y|X]\) for \(Y \in \{0, 1\}\).

The honesty and regularity conditions originally introduced by Wagner and Athey [83]—subsequently generalized by Athey et al. [3] and further studied by Peng et al. [61]—are well-suited to our task. They provide consistency criteria for regression forests that apply to RF classifiers as a special case when predictions are made via soft labeling. For full details, we refer readers to the original texts. We simply summarize the most pertinent results below, which involve the bias-variance decomposition of RF predictions. Under (A1)-(A4), bias decays at the following rate [83, Thm. 3.2]:

\[
\|E[f(x)] - \eta(x)\| = \mathcal{O}\left(n_b^{-\frac{1}{2} \frac{\log((1 - \gamma)^{-1})}{\log(\gamma^{-1})}}\right).
\]

Meanwhile, variance decays according to [83, Appx. C.2]:

\[
\mathbb{E}\left[|f(x) - E[f(x)]|^2\right] = \mathcal{O}\left(n_b^{-\frac{1}{2} \frac{\log((1 - \gamma)^{-1})}{\log(\gamma^{-1})}}\right).
\]

Since \(L_2\) error is just the sum of squared bias, variance, and irreducible error terms, any RF classifier satisfying (A1)-(A4) will converge as \(n\) grows large. (Note that irreducible error does not concern us here, since large values for this term simply suggest that the input distribution is already “close” to its first-order approximation.) Thus \(E[\epsilon_3^2] \to 0\) almost surely, and the proof is complete.
B Experiments

Our experiments do not include any personal data, as defined in Article 4(1) of the European Union’s General Data Protection Regulation. All data are either simulated or from publicly available resources such as the University of California Irvine Machine Learning repository [26]. We performed all experiments on a dedicated 64-bit Linux platform running Ubuntu 20.04 with an AMD Ryzen Threadripper 3960X (24 cores, 48 threads) CPU, 256 gigabyte RAM and two NVIDIA Titan RTX GPUs. We used R version 4.1.2 and Python version 3.7.12. Further details on the environment setup are provided in the supplemental code.

B.1 Simulations

The cassini, shapes, and smiley simulations are all available in the mlbench R package; the twomoons problem is available in the fdm2id R package. Default parameters were used throughout, with fixed sample size \( n = 1000 \).

B.2 Real Data

For benchmarking generative models on real-world data, we use the benchmarking pipeline proposed by Xu et al. [87]. In detail, the workflow is as follows:

1. Load classification datasets used in Xu et al. [87], namely adult, census, credit, covertype, intrusion, mnist12, and mnist28. Note that the type of prediction task does not affect the process of synthetic data generation, so we omit the single regression example (news) for greater consistency.

2. Split the data into training and test sets (see Table 2 for details).

3. Train the generative models FORGE (number of trees = 10, minimum node size = 5), CTGAN\(^4\) (batch size = 500, epochs = 300) and TVAE\(^5\) (batch size = 500, epochs = 300).

4. Generate a synthetic dataset of the same size as the training set using each of the generative models trained in step (3), measuring the wall time needed to execute this task.

5. Train a set of supervised learning algorithms (see Table 2 for details): (a) on the real training data set (i.e., the Oracle); and (b) on the synthetic training datasets generated by FORGE, CTGAN and TVAE.

6. Evaluate the performance of the learning algorithms from step (5) on the test set.

7. For each dataset, average performance metrics (accuracy, F1-scores) across learners. We report F1-scores for the positive class, e.g. ‘>50k’ for adult, ‘+50000’ for census and ‘1’ for credit.

Table 2: Benchmark Setup. Supervised learning algorithms for prediction: (A) Adaboost, estimators = 50, (B) Decision Tree, tree depth for binary/multiclass target = 15/30, (C) Logistic Regression, (D) MLP, hidden layers for binary/multiclass target = 50/100

| Dataset  | Train/Test Set | Learner | Link to dataset                  |
|----------|----------------|---------|----------------------------------|
| adult    | 23k/10k        | A,B,C,D  | [http://archive.ics.uci.edu/ml/datasets/adult](http://archive.ics.uci.edu/ml/datasets/adult) |
| census   | 200k/100k      | A,B,D    | [https://archive.ics.uci.edu/ml/datasets/census-income](https://archive.ics.uci.edu/ml/datasets/census-income) |
| covertype| 48k/100k       | A,D      | [https://archive.ics.uci.edu/ml/datasets/covertype](https://archive.ics.uci.edu/ml/datasets/covertype) |
| credit   | 264k/20k       | A,D      | [https://www.kaggle.com/mlg-mlub/creditcardfraud](https://www.kaggle.com/mlg-mlub/creditcardfraud) |
| intrusion| 39k/100k       | A,D      | [http://archive.ics.uci.edu/ml/datasets/kdd-cup-1999+data](http://archive.ics.uci.edu/ml/datasets/kdd-cup-1999+data) |
| mnist12  | 60k/10k        | A,D      | [http://yann.lecun.com/exdb/mnist/index.html](http://yann.lecun.com/exdb/mnist/index.html) |
| mnist28  | 60k/10k        | A,D      | [http://yann.lecun.com/exdb/mnist/index.html](http://yann.lecun.com/exdb/mnist/index.html) |

\(^4\)https://sdv.dev/SDV/api_reference/tabular/ctgan.html. MIT License.

\(^5\)https://sdv.dev/SDV/api_reference/tabular/tvae.html. MIT License.
B.3 Run Time

In order to evaluate the run time efficiency of FORGE, we chose to focus on the smallest dataset of the benchmark study in Sect. 5.2, namely adult. We (A) drew stratified subsamples and (B) drew covariate subsets. For step (B), the target variable is always included. We select an equal number of continuous/categorical covariates when possible and used all \( n = 32,561 \) instances. Results in terms of processing time are visualized in Fig. 4.

Figure 4: Complexity curves. (A): Processing time as a function of sample size, using stratified subsamples of the adult dataset. (B): Processing time as a function of dimensionality, using random features from the adult dataset.