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ABSTRACT
We present numerical models of the nebular emission from H II regions around young stellar populations over a range of compositions and ages. The synthetic stellar populations include both single stars and interacting binary stars. We compare these models to the observed emission lines of 254 H II regions of 13 nearby spiral galaxies and 21 dwarf galaxies drawn from archival data. The models are created using the combination of the Binary Population and Spectral Synthesis (BPASS) code with the photoionization code CLOUDY to study the differences caused by the inclusion of interacting binary stars in the stellar population. We obtain agreement with the observed emission line ratios from the nearby star-forming regions and discuss the effect of binary star evolution pathways on the nebular ionization of H II regions. We find that at population ages above 10 Myr, single-star models rapidly decrease in flux and ionization strength, while binary-star models still produce strong flux and high [O III]/Hβ ratios. Our models can reproduce the metallicity of H II regions from spiral galaxies but we find higher metallicities than previously estimated for the H II regions from dwarf galaxies. Comparing the equivalent width of Hβ emission between models and observations, we find that accounting for ionizing photon leakage can affect age estimates for H II regions. When it is included, the typical age derived for H II regions is 5 Myr from single-star models, and up to 10 Myr with binary-star models. This is due to the existence of binary-star evolution pathways which produce more hot WR and helium stars at older ages. For future reference, we calculate new BPASS binary maximal starburst lines as a function of metallicity, and for the total model population, and present these in Appendix A.
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1 INTRODUCTION
Classical H II regions are large, low-density clouds of fully ionized gas in which star formation has recently taken place (<15 Myr) (Hunt & Hirashita 2009). The short-lived OB stars forged in these regions emit ultraviolet light that ionizes the surrounding gas. Extragalactic H II regions have been studied observationally using narrow band imaging centred on the Hα emission line, in order to obtain their luminosity functions and radii (e.g. Kennicutt 1984; Shields 1990). Optical spectroscopy has yielded electron density and temperature, metallicity, and extinction (e.g. McCall et al. 1985; van Zee et al. 1995, 1996; Oey et al. 2000; Oey & Shields 2000). While broad-band images allow study of their stellar population (e.g. Grossi et al. 2010).

Observing H II regions is a mature method to indirectly obtain information on the stellar ionizing continuum of hot stars by comparing observed emission properties (e.g. flux and equivalent width) to predictions from photoionization codes such as CLOUDY (Ferland et al. 1998) or MAPPING III (Allen et al. 2008) when combined with irradiating spectra from stellar population synthesis codes. For example Levesque et al. (2010) used STARBURST99 (Leitherer et al. 1999; Vázquez & Leitherer 2005) population synthesis models with the Mappings III photoionization code (Binette et al. 1985) Sutherland & Dopita (1993) to produce model galaxy spectra that were compared to nearby (z ≤ 0.1) star-forming galaxies on a variety of optical emission-line ratio diagnostic diagrams. Adopting a continuous SFH they could reproduce metallicity-sensitive line ratios observed, including in a low-metallicity sample, but they also found the ion-
izing spectra produced by the Starburst99 models were not able to reproduce the observed [S II] fluxes. An alternate approach was taken by Byler et al. (2017) who used the Flexible Stellar Population Synthesis (FSPS) code together with Cloudy photoionization models and found they were able to match the properties of observed H II regions when stellar rotation was incorporated in the models.

Metallicity is a key parameter in the study of star-forming environments. The so-called ‘direct method’ for determining metallicities involves measurement of temperature-sensitive line ratios such as [O III]λ5007, [N II]λ6584, [S II]λ6312/9532 (Kennicutt et al. 2003; Bresolin et al. 2005; Bresolin 2007; Izotov et al. 2006; Stasińska 2006)). These provide an estimate of the electron temperature \( T_e \) of the nebular gas. The electron temperature can then be converted into a metallicity estimate using models of ionization structure in the region, since metal-poor stars are typically hotter, with a harder spectrum to irradiate the gas. However, when these weak lines are not available, a method involving the ratios of strong emission lines must instead be used as an indirect metallicity indicator. Various calibrations, using a variety of optical emission-line ratio diagnostics, have been presented and employed to determine the metallicity of H II regions and their host galaxies. These are often empirically calibrated, based on robust direct measurements of a subset of H II regions/galaxies, but can also be model-based, combining stellar population synthesis and photoionization models to predict line ratios (e.g. Kewley & Dopita 2002). These techniques are applicable at all metallicities; with the possible exception of temperature-sensitive methods since these involve intrinsically faint emission lines which are further weakened at low metallicities. However, as discussed in Kewley & Ellison (2008), strong line ratio methods can show large systematic differences in their metallicity estimates, which translate into a considerable uncertainty in the absolute metallicity scale.

An important determining factor in the properties of a star-forming galaxy or H II region is the nature of the young stellar population creating it. Multiple studies both from theoretical (e.g., Leitherer et al. 1999) and observational work (e.g., Sánchez et al. 2015, 2012) indicate that the equivalent widths of the strongest hydrogen recombination lines - H α or H β - are excellent indicators of a young stellar population’s age. Fernandes et al. (2003) verified from observations that \( E(W_β) \) does indeed decrease with starburst age. Kuncarayakti et al. (2013) further extended these age diagnostics to more complex star formation histories (SFHs). They conclude that even when modelling multiple starbursts, \( E(W_β) \) serves as a good age indicator for the youngest burst, up to \( \sim 10 \) Myr after the onset of star formation.

Since the ionization of a H II region depends on the stellar population irradiating it, it is critical to examine the effects of stellar evolution pathways on the ionizing spectrum. Eldridge & Stanway (2009) began to investigate the effects of binary evolution on the emitted spectra of stellar populations in their BPASS models, showing that interacting binaries cause a population of stars to appear bluer at an older age than predicted by single-star models. At low metallicities interacting binary stars produce a modified ionizing photon output and may well help to reproduce the observed high [O III]/H β emission line ratios in the sub-solar, low-mass star-forming galaxies of the distant Universe (Stanway et al. 2014), as well as results seen in more local H II regions (Zhang et al. 2015). As Stanway et al. (2016) demonstrated, the predicted ionizing flux from distant star-forming galaxies depends sensitively on their star formation history and metallicity. However, this work was not fully calibrated and tested against local star formation populations.

In this paper, we investigate the nebular emission of nearby H II regions in light of these theoretical stellar populations that include interacting binaries. Our main aim is to characterize their emission lines and reveal the connection between the ionization conditions and the properties of the underlying stellar population. In this work we present new models of the optical emission from nebular gas in theoretical H II regions at a range of metallicities, and include irradiation by interacting binaries, investigating how these affect the predicted ionizing flux. We validate these against well-established local samples of H II regions, exploring how their interpretation differs given the new models. The paper is organized as follows: in Section 2, we describe the characteristics of the observations and compilation of the sample; in Section 3 we describe the methods used to create our synthetic spectra and summarize the effect of binary interactions; in Section 4, comparison between our models and the observational sample are made in BPT diagrams and best-fitting models are presented; in Section 5, we discuss the effect of ionizing photon leakage due to low gas density and dust attenuation and derive how many ionizing photons are leaked; finally in Section 6, we summarize and give our conclusions.

2 SAMPLE OF GALAXIES AND DATASET

Analysis

Observations of H II regions were selected from the optical imaging and spectroscopic samples of van Zee et al. (1998) and van Zee & Haynes (2006), known collectively as ‘the Van Zee sample’ hereafter. There are, in total, 254 H II regions, with 188 from 13 spiral galaxies and 66 from 21 dwarf galaxies, as listed in Table 1. Details of the observations can be found in the source articles. Briefly, the spiral galaxies were presented in van Zee et al. (1998). H II regions were selected from optical imaging showing excess flux in a Hα narrow band filter. Low resolution spectroscopy was obtained at the 5 m Palomar telescope using a 2′ × 2′ slit, with individual slits centred on each H II region. The seeing was typically below 2″. Data were flux calibrated against standard star fields, and the continuum level in the spectroscopy checked against photometry. The data were corrected by the original authors for internal extinction using the corrected Balmer line ratio. The data for dwarf galaxy H II regions was presented in van Zee & Haynes (2006). The regions were selected and spectra obtained in an identical manner to the spiral galaxy study. The spectra for individual H II regions were extracted using an aperture extending to 10 per cent of the peak flux in the case of faint regions, or 3″ in the case of bright regions which are typically more confused. Again, the catalogue data were extinction-corrected using the Balmer line ratios. The extinction was typically low, with \( E(B - V) < 0.2 \) in most cases.
In any analysis of H II regions, it is important to consider whether the entire H II region has been extracted, whether more than one region may be represented and the effects of any aperture losses. In the absence of integral field spectroscopy, which allows estimates of aperture losses on the parameters of entire galaxies (e.g. Duarte Puertas et al. 2017; Iglesias-Páramo et al. 2013, 2016; Gomes et al. 2016), a limiting factor is the combination of a spectral aperture with the seeing at the time of observation. In Table 1 we provide an estimate of the projected physical aperture size of the 2′ wide slit at the distance of each galaxy. These span from 20 pc in the nearest example (contributing just three H II regions) to 230 pc in the most distant sources. However, these extreme cases are relatively rare in the sample. The mean projected slit width was 106 pc for the spiral galaxy H II regions and 90 pc for those in dwarf galaxies. The distribution of H II regions is biased to compact sources, and is flat in number density with size below 130 pc before falling away rapidly with a power law slope of -4 (Oey et al. 2003). In the bulk of the sources targeted therefore, the slit width is well matched to the size of a typical H II region, while the spectral extraction aperture encompasses the whole region by construction. In a few cases, the wide slit will allow contamination of the H II region spectrum by emission from diffuse interstellar gas which can act to bias the line measurements towards a low electron density regime. In a few others, the slit width will result in the outskirts of the HII region being under-represented relative to the core (i.e. with the low density wings excluded in one spatial direction but not the other). The effects of this will be to push the line ratios towards a higher temperature, denser gas regime. However, in all cases, the slit width is a reasonable match to the observational seeing. van Zee et al. (1998) and van Zee & Haynes (2006) demonstrated that their observational data provided a good measurement of individual H II region spectra, which can be well fit by photoionization models and we use their spectroscopic flux ratio catalogues without further correction.

In Fig 1 we show these data overplotted on three diagnostic diagrams defined by strong optical lines ratios, \([\text{O} \text{ III}]\,\lambda5007/\text{H} \beta, \,[\text{N} \text{ II}]\,\lambda6584/\text{H} \alpha, \,[\text{S} \text{ II}]\,\lambda6724/\text{H} \alpha\) and \([\text{O} \text{ I}]\,\lambda6300/\text{H} \alpha\), which are widely used in the literature to...
interpret observations of nebular emission (commonly referred to as the BPT diagrams, Baldwin et al. 1981). In these diagrams, both individual H II regions and entire starburst galaxies (which include multiple populations and diffuse interstellar emission) occupy the lower left, while hard irradiation sources are required to move a region towards the top left. The curved lines indicate the position of the maximal starburst line predicted by Kewley et al. (2001) for photoionization by young stellar populations. Sources lying above these lines either have a harder ionization source (e.g. accretion-powered X-ray binaries or Active Galactic Nuclei, AGN) or stellar populations not present in their model. In order to select the star-forming galaxies from the SDSS survey, a simple cut off on the Hβ equivalent width at 2 Å is applied, which identifies sources with significant young stellar populations and matches the lowest values in the observed HII region catalogues used for comparison.

The HII regions from spiral galaxies (HII-SGs) in the van Zee sample form a sequence close to these maximal lines and overlap the parameter space occupied by star-forming galaxies in the Sloan Digital Sky Survey (SDSS). However, HII regions from dwarf galaxies (HII-DG) mostly appear on the upper-left edges close to and beyond the Kewley et al. (2001) lines. These regions are typically more metal poor than those in spiral galaxies (as determined through a number of diagnostics). At low metallicities, the typical radiation field is harder (Steidel et al. 2013; Stanway et al. 2014), raising the electron temperatures and thus boosting high ionization lines (such as [O III]) relative to those with lower potentials (such as [OI] or [SII]).

We also show Hβ equivalent width diagnostic diagrams in Figure 2. In these panels the Hβ equivalent width is substituted for the emission line ratio of [O III]λ5007/Hβ. We only include SDSS galaxies that have an equivalent width greater than 2 Å. The Hβ equivalent width is known to be a good proxy for the age of the youngest stellar components. Compared to galaxies with a similar average line ratio, the individual HII regions have a higher Hβ equivalent width. At a given EW[Hβ], the emission line ratio of [NII]λ6584/Hα from HII-SGs is also higher than the ratios observed in HII-DGs. This is because the [NII] emission line is a low-ionization emission line that is more sensitive to metallicity than temperature, so there are stronger [NII] lines in a higher-metallicity region. HII regions from spiral galaxies and dwarf galaxies have similar distributions in diagnostic diagrams using the [SII]/Hα and [O I]/Hα ratios.

3 METHOD

3.1 Binary population and spectral synthesis

The synthetic spectra used in this paper are created using the Binary Population and Spectral Synthesis (BPASS) code. Here we use the recent BPASS v2.1 models as described in Stanway et al. (2016) and Eldridge, Stanway et al. (2017). In brief, the BPASS models are a set of publicly available stellar population synthesis models which are constructed by combining both single and binary stellar evolution models with the latest synthetic stellar atmosphere models. These BPASS models incorporate the evolutionary effects of mass transfer between members of a binary, and thus as well as the stellar initial mass function also require distributions in initial binary mass ratio and period, as detailed in Eldridge, Stanway et al. (2017). These are tuned to reproduce the observed binary fractions in young, massive stellar populations in the local Universe.

We consider stellar population models at 13 different metallicity mass fractions from Z = 0.0001 to 0.040 (where we consider the metallicity of Z = 0.020 to be ‘Solar’, after Grevesse & Noels 1993) for consistency with our empirical mass-loss rates which were originally scaled from this value – see discussion in Eldridge, Stanway et al. 2017). For each metallicity we calculate the hydrogen mass fraction, X =
0.75 - 2.5Z, helium mass fraction, Y = 0.25 + 1.5Z. We use a scaled solar composition as detailed below. We treat the models evolving as a single instantaneous starburst with age varying from 1 Myr to 10 Gyr, in logarithmic time steps of 0.1 dex.

We aim to investigate the effect of binary interactions on the properties of their corresponding nebular spectra. Binary interactions can prevent certain pathways and introduce others, such as preventing certain stars from becoming red giants by removing their hydrogen envelopes. These stars instead become helium-rich dwarfs and evolve with higher surface temperatures. At the same time their companion stars accrete material or the two stars may merge, in both cases creating a star that is more massive than it was initially. This upsets the simple relationship between the most massive or luminous star and the age of the population it is a member of. Adding to this complexity are the new evolutionary pathways introduced which disturb the relationship between the stellar population properties and nebular radiation.

3.2 Model Nebular Emission of H II Regions

Our nebular spectra are modelled using the predicted SED from BPASS models as a source flux for the photoionization code CLOUDY 13.03 [Perland et al. 1998, 2013]. This makes our gas prescription flexible and accurate, and allows us to vary the physical conditions of the gas and evaluate their effects on spectral evolution. The result is a self-consistent prediction for the nebular continuum and emission line flux which reflects the temporal changes in the ionizing radiation field.

Throughout this paper, we will assume the gas nebula is without dust, spherical, ionization-bound and has a constant, non-evolving constant hydrogen density n(H). We also assume that the nebular metallicity matches that of the irradiating stellar population. This is a highly ideal model but is a first approximation and thus useful to investigate the nebular emission. These assumptions affect the properties of the nebular gas and their impact on our conclusions, and are further discussed in Section 4. The main parameters of the photoionized gas and the range we create models over are as followed:

**Nebular Metallicity, Z:** we consider 13 values of Z between 0.05 per cent of solar (Z = 0.00001) and twice solar (Z = 0.040), corresponding to metallicities at which stellar population models are available. We scale the 9 basic elements’ fraction according to the population metallicity Z using the opacity tables of Eldridge & Tout [2004] as shown in Table 2. In our models we consider Z = 0.020 as Solar metallicity, while the unscaled Solar metallicity in a default CLOUDY model is closer to Z = 0.014 in our models. In addition, we assume a fixed N/O proportion in different metallicity models as shown in Table 2. We note that there is strong evidence for evolution in the N/O ratio with either Fe/H or O/H. While this has a negligible effect on the stellar evolution models, it may be important in the nebular gas and this can lead to an offset in any diagnostic diagram involving N species. See Eldridge, Stanaway et al. [2017] for further discussion of this point. Given that a number of prescriptions exist for how N abundance varies, and that this may well depend on physical conditions, we do not attempt to implement a modified N/O abundance ratio prescription in this work, but rather make a comparison between single and binary stellar abundance ratios at fixed N/O for further discussion of this point, including using BPASS models, see e.g. [Strom et al. 2017].

**Ionization parameter at the Strömgren radius, U:** we compute models for 21 values of U logarithmically spaced in the range from −3.5 to −1.5, consistent with the observed range of ionization parameters in local starburst galaxies [Rigby & Rieke 2004], in steps of 0.1 dex.

**Hydrogen gas density, nH:** we compute models for 7 hydrogen densities of the ionized gas, spanning logarithmically from 0 to 3 with 0.5 dex intervals. These span most of the range of the observed electron densities in extragalactic H II regions [Hunt & Hirashita 2009].

**Stellar population age:** we use the BPASS population models with log(Age/yr) = 6 to 8 in 0.1 dex step, leading to 21 independent ages.

These adjustable model parameters lead to a total of 80262 photoionization models, including separate models for single and binary star populations.

We note that rather than specifying U we could have specified a constant inner radius of the cloud. In our model the radius of photoionization models is set by specifying the ionization parameter U, which is a function of Q(H), the number of ionizing photons per unit time, and R, the distance to the ionization source.

### Table 2. The metallicity steps and the mass fraction of the main elements used in the stellar evolution code.

| Identifier | Metallicity mass fraction Z | Oxygen Abundance |
|------------|-----------------------------|------------------|
| zem5       | 10^{-5}                     | 5.60             |
| zem4       | 10^{-4}                     | 6.60             |
| z001       | 0.001                       | 7.61             |
| z002       | 0.002                       | 7.91             |
| z003       | 0.003                       | 8.09             |
| z004       | 0.004                       | 8.21             |
| z006       | 0.006                       | 8.39             |
| z008       | 0.008                       | 8.52             |
| z010       | 0.010                       | 8.62             |
| z014       | 0.014                       | 8.77             |
| z020       | 0.020                       | 8.93             |
| z030       | 0.030                       | 9.13             |
| z040       | 0.040                       | 9.27             |

| Hydrogen & Helium | Metals |
|-------------------|--------|
| H 0.75 - 2.5 × Z  | He 0.25 + 1.5 × Z |
| C 0.173 × Z       | O 0.482 × Z       |
| N 0.053 × Z       | Ne 0.099 × Z      |
| Mg 0.008 × Z      | Si 0.083 × Z      |
| Fe 0.072 × Z      |        |
Therefore the inner radius $R$ of our models is determined by the radiation strength of the inner ionizing source and hydrogen density of the gas cloud.

An important caveat is that we omit dust from our CLOUDY model, as assuming a uniform dust geometry the CLOUDY output line emission and continuum will be suppressed equally leaving the line equivalent widths unaffected. However, without the attenuation by dust our models are pressed equally leaving the line equivalent widths unaffected. For younger populations ($<10$ Myr) that are strongly attenuated by their birth cloud as discussed by Charlot & Fall (2000) and Conroy et al. (2008). By not including dust we make our models simpler allowing us to study the effects on the nebula emission alone without having to consider the increased complexity that varying dust properties and their parameters would require. The effect of dust may also lead to absorption of ionizing photons, alter the relation between electron density and hydrogen density and possibly deplete metals in the gaseous phase (e.g. Peimbert, Peimbert, & Delgado-Inglada [2017]; Spitzer [1948]).

For simplicity and to avoid proliferation of free parameters relating to dust grains and their composition, we assume these effects apply equally to all photoionization models, and so will not affect our conclusions regarding relative metallicities, stellar population age, and the differences between irradiating spectra in individual regions. Nonetheless we note that this is likely oversimplified. Dust is a very important component of HII regions and predictions of its effects will be included in further work.

### 3.3 Ionizing Properties of the Model Spectra

The observed emission from nebular gas is closely related to the evolution of a stellar population, since it is powered by the total ionizing spectrum that results from that population. A primary factor is the number of ionizing photons emitted by the stars shortwards of the 912Å Lyman limit. It is these photons that interact with the nebular gas. The number of such photons varies with the parameters of the stellar population such as age, metallicity, number of interacting binaries and stellar rotation. Here we examine the impact of the first three. We do not consider rotation, which has been investigated by other authors such as Byler et al. (2017), who calculate the ionizing spectra from stellar populations in which stars are rotating at a constant fraction of 40 per cent of their break-up speed.

#### 3.3.1 Time Evolution of the Ionizing Spectra

In HII regions the evolution of the ionizing spectra from the stellar populations is dominated by the most luminous, hottest and thus most massive stars in the population. Their effective temperatures determine how much of their flux is emitted as ionizing photons. Figure 3 shows the spectral energy distribution (SED), including the ionizing spectrum, for our model starbursts over different ages. When considering the flux shortwards of 912Å there are clear differences with metallicity. At lower metallicities the stars are hotter due to reduced opacities. There is a noticeable difference between the single-star and binary-star populations. For single-star populations there is more evolution of effective temperature of the hottest stars as less of the total flux is emitted at later ages. While for binary-star populations the primary change is in the luminosity of the stellar population, with binary interactions leading to on average hotter stars than in the single-star population. The most important factors determining the evolution therefore of a stellar population are the mass-loss history and metallicity of the stars that make up the population.

Firstly, mass loss by strong stellar winds and/or binary interaction can prevent massive stars cooling to become red supergiants during post-main sequence evolution. Instead they become hot Wolf-Rayet (WR) or helium stars and power a HII region at late times. The difference between single-star and binary-star population is the smallest in the youngest populations. In both cases stellar winds are strong enough to ensure that these hot stars exist even without binary interactions. It is the older single-star populations beyond 10 Myr that lack such hot stars and so their ionizing flux almost disappears. A similar pattern occurs even if stellar rotation is included for the single-star population, as shown by Byler et al. (2017).

The shape of the ionizing spectrum gives us the distribution of ionizing photon energies. We quantify the total number of H, He and He+ ionizing photons as a function of age and metallicity from both single and binary stellar populations respectively in Figure 4. The youngest stellar populations produce the most hydrogen ionizing photons. As the population ages, less-massive and less luminous stars dominate the SED, decreasing the overall ionizing photon rate.

In the first 3 Myr, both single and binary populations have most of their massive stars on the main sequence and produce similar number of ionizing photons giving us a plateau. After that the ionizing photon number decays with time. There are noticeable departures between single and binary models after 3 Myr. Single models undergo a steeper decay as its massive stars evolve off the main sequence, but binary models have a shallower drop-off and can produce about an order of magnitude more ionizing photons than single models at ages >10 Myr. Compared among H, He and He+ ionizing photons, on average the single-star models have their He+ ionizing photons decay fastest, He in the middle and hydrogen for the slowest, since their corresponded ionizing spectra are from increasing higher frequency photons. These harder radiations decrease quickly with age.

When a population ages, the stars dominating the spectrum change. The general trend is for a gradual softening of the far-UV spectrum. We find that our integrated light spectrum for single-star models begin to change at ages between 3 to 5 Myr. This is similar to those found by Byler et al. (2017). In both cases this is of the order of the lifetime of the most massive stars and marks the interval between when the first stellar deaths occur in the stellar population and when 40 $M_\odot$ stars die. Before this epoch the number of stars and their luminous output has been mostly constant. Afterwards fewer and fewer O stars exist to provide most of the ionizing photons. While in binary-star models the ionizing flux remains until 100 Myr and later. This is due to the bi-
Figure 3. The flux contribution from different aged populations for both single-star (left) and binary-star (right) models at different metallicities. Only flux blueward of 912 Å shown by the dashed line is able to ionize hydrogen. (cont.)
Figure 3. The flux contribution from different aged populations for both single-star (left) and binary-star (right) models at different metallicities. Only flux blueward of 912Å shown by the dashed line is able to ionize hydrogen.
Figure 4. The time evolution of the ionizing photon production rate at for H, He and He+, at different metallicities. The dashed lines indicate the binary-star populations and the solid lines are for the single-star populations. The metallicity increases from $Z = 10^{-5}$ (zem5) to $Z = 0.040$ (z040) as the colour coding changes from blue to red.

3.3.2 The Effect of Metallicity

Increasing metals increases the opacity of stellar plasmas and makes stars less compact with lower surface temperature. This leads to the diminishing of the UV flux and decreasing ionizing photon production at higher metallicities. In stars with lower metallicities the stellar winds weaken and so the stars undergo less mass loss leading to slightly longer main-sequence lifetimes. Low metallicity stellar populations also have longer main sequence lifetimes in our models due to quasi-homogenous evolution (QHE). This is a consequence of the spin up of stars, which can result in rotational mixing of their layers and allow more efficient burning of hydrogen. Cantiello et al. [2007], Eldridge et al. [2011], Eldridge & Stanway [2012], de Mink et al. [2013]. Therefore lower metallicity models produce photons capable of ionizing hydrogen for longer, and are generally hotter, which hardens the UV spectrum for both single-star and binary-star models.

We see a clear difference with metallicity in single-star population models, which exhibit a gradual decrease to their ionizing flux. Lower metallicity allows them to maintain a harder ionizing spectra for approximately 5 Myr longer than the high metallicity populations. Again this is similar to the results found by Byler et al. (2017). But the metallicity shows a weaker effect on binary populations, as binary interaction is less dependent on metallicity and dominates over the metal line-opacity-driven wind effects.

As a result, we note the metallicity-dependent changes in ionizing photon numbers in Figure 4. The low metallicity models experience a slower decay than those of higher metallicities. Besides these two differences, the binary models with metallicity $Z \leq 0.004$ have the slowest decay and are separated from other binary models by forming a bump up to 20 Myr ($\log(Age/yr) = 7.3$) due to quasi-homogenous evolution (QHE). In a QHE scenario, stellar rotation causes mixing of the stellar interior and prevents shell burning, instead allowing additional hydrogen to be mixed into what would otherwise be a helium core. This extends the main sequence lifetimes of stars and has a significant effect at low metallicities (see Eldridge, Stanway et al. [2017] for further discussion). In addition, we notice for He ionizing photons, higher metallicity models from both single- and binary-star models arise a bump just after the first 3 Myr, due to the production of hot WR stars. For the He+ ionizing photons, there are also a noticeable bump arising in binary-star models at later ages beyond 10 Myr for higher metallicities and a bit earlier to nearly 10 Myr for lower metallicities. This is attributed to the production of less-massive helium stars at later ages.

Emission-line diagnostics of H II regions
3.4 Model Nebula Emission Populations

With an understanding of the properties of the model ionizing spectra, we can better understand how their evolution causes changes in the nebular emission lines produced in the gas around a stellar population. Here we outline the properties of the nebular emission arising from our stellar populations, given different nebular gas assumptions.

3.4.1 General Trends in Emission Line Strength

Figure 5 shows the evolution of the line strength as a function of age for the strongest optical emission lines: Hβλ4861, [O III] λ5007, Hα λ6563, [N II] λ6584, and [S II] λ6713 and [O I] λ6300. As we have already discussed the strength of these lines are set by the number of ionizing photons and the hardness of the ionizing spectrum which are determined in turn by the age, metallicity and binary interaction of the stellar populations.

The population age sets the overall intensity of the emission lines. Young populations are much brighter and produce many more ionizing photons than older populations and thus have stronger emission lines. Binary interactions produce more hot WR or helium stars at even later than 5 Myr, so compared to single models these older binary models looks brighter and have stronger emission lines. We note the binary interactions have a stronger effect on the four metal lines – [N II], [S II], [O III] and [O I] – at late times than the hydrogen recombination lines.

When we vary the metallicity in our models this changes the gas phase abundances of the nebular cloud. These are reflected in changes in our model emission lines. Firstly, we see Hα and Hβ line strengths vary with metallicity. This is because low-metallicity models have more ionizing photons, resulting in stronger hydrogen recombination lines. Secondly, the strength of the four forbidden metal lines – [N II], [S II], [O III] and [O I], do not simply scale with metallicity but vary non-linearly. Their strength is dependent not only on the amount of each element but also on the temperature and density of the HII region. The lines initially increase with increasing metallicity and then after a maximum the emission line strength decreases with increasing metallicity. This is because at low metallicities the line is most sensitive to the abundance. Then at higher metallicities the radiation field cannot excite lines with high ionization potentials.

Different emission lines are strongest at different metallicity depending on the changes in the ionization states. For [N II], [S II], the emitting atoms are singly ionized with no requirement for high temperatures. The lines are strongest around solar metallicity. But [O III] emission can only be produced if oxygen is doubly ionized so higher temperatures are required implying lower metallicities. This causes their strongest emission to occur at lower metallicity around $Z = 0.004$. The weaker [O I] emission line is strongest at LMC-like metallicity ($Z = 0.008$), but is less sensitive to the metallicity as other factors contribute to this low ionization line.

Our main result here is that binary interactions increase the ionizing photon production and also enhance emission line strength especially at ages between 3 and 30 Myr. It slows the decaying trends of Hα and Hβ as a population ages. Especially at the lower metallicities $Z \leq 0.04$, QHE significantly extends the main-sequence lifetime of massive stars and leads to the bump of the emission lines after 10 Myr that separate these low metallicity models from higher metallicity ones.

Note that the evolution in line strength is not smooth with age for either single or binary star populations. Single stars show a ‘bump’ in the strength of certain lines at high metallicities at around 5 Myr, due to the formation of hot, massive WR stars. This bump is weak and short-lived. Binary star models at high metallicities experience the same effect, but this is followed by a second, stronger, bump in line emission. This occurs after 10 Myr and marks the production of more massive WR stars, followed by less massive helium stars, which extend the emission to ages of 30 Myrs.

3.4.2 Ionization Structure of Nebula Model

The emission properties of the model HII regions are also sensitive to their internal structure, with radial variations in ionization state and electron temperature. Fig. 6 depicts the variation of electron temperatures with radial distance from the radiation source at SMC ($Z = 0.004$), LMC ($Z = 0.008$) and Solar ($Z = 0.020$) metallicities with constant ionization parameter of log($U$) = $-2.5$. The internal temperature rises by 0.1 to 0.7 dex to crest near the reionization surface and then decreases dramatically after. At lower metallicity, stars with given age are hotter and a deeper ionized gas shell is formed by the stronger radiation. In the same metallicity environment, the internal temperature structure of single-star and binary star HII region models also evolve differently. The temperature of single-star models falls with increasing age so that weaker emission lines are produced at later age. However, binary-star models can push the temperature structure to a higher level at ages up to 30 Myr due to hot stars being produced in binary interactions.

To study this in more detail we use line ratios of a metal line to a hydrogen recombination line: log([O III]/Hβ) and log([N II]/Hα). Fig. 7 depicts the line ratios as a function of radial distance. The ratio of [O III] emission to Hβ varies slowly with radial distance in binary-star models, rising to a peak just inside the ionization edge that reflects its strong temperature dependence. The same temperature dependence means that this line ratio is strongly metallicity and age dependent. In single star populations, it drops with increasing metallicity and is negligible at ages above 1 Myr. In binary populations it strengthens slightly from $Z = 0.004$ to $Z = 0.008$, before dropping sharply at Solar metallicity, and can remain high for up to 30 Myr at the lowest metallicities.

We see similar trends for the log([N II]/Hα) ratio structure in Figure 7. In binary population it keeps approximately same strength at different ages while in single models it decreases in older populations. The ratio is also metallicity dependent such that in single-star models it reaches the highest value at LMC metallicity ($Z = 0.008$) and in binary models it shows an increasing trend at a higher metallicity to ($Z = 0.020$) as binary models are hotter at high metallicity than single models. Therefore the low-ionization emission line [N II] production is more affected by chemical abun-
Figure 5. Emission line strength of $\text{H}\beta\lambda 4861$, $\text{[O III]}\lambda 5007$, $\text{Hα}\lambda 6563$, $\text{[N II]}\lambda 6584$ $\text{[S II]}\lambda 6713$, $\text{[O I]}\lambda 6300$, $\text{He II}\lambda 1640$, $\text{He II}\lambda 4686$, $\text{He II}\lambda 3965$, $\text{He I}\lambda 4471$, $\text{He I}\lambda 5876$, and $\text{He I}\lambda 6678$ as a function of age, color-coded by model metallicity. The dashed lines indicate the binary-star populations and the solid lines are for the single-star populations. (cont.)
Figure 5. Emission line strength of Hβ λ4861, [O III] λ5007, Hα λ6563, [N II] λ6584 [S II] λ6713, [O I] λ6300, He II λ1640, He II λ4686, He II λ3965, He I λ4471, He I λ5876, and He I λ6678 as a function of age, color-coded by model metallicity. The dashed lines indicate the binary-star populations and the solid lines are for the single-star populations.
dance than temperature. When it comes to $\log([\text{S II}]/H\alpha)$ ratio structure, this ratio is affected by the distance similarly and reaches the maximum near the outer surface. However, the $\log([\text{S II}]/H\alpha)$ ratio shows strong dependence on metallicity such that it reaches a lower maximum ratio more quickly at high metallicities. This is mainly due to the fact that increasing metals increase the surface opacity and make stars cooler. As for the ratio of $\log([\text{O I}]/H\alpha)$, it varies over 2 magnitude with distance from inner to outer surface of the cloud, but shows less variance with metallicity.

In Figure 8 we show the variation of the line ratios with cloud distance in the BPT diagrams. The model tracks extend from left to right as the CLOUDY model computes to the outer layers where the calculation is density-bounded until the radiation-bounded final position on the rightmost position of the tracks. The line ratios from the middle of the cloud can reach the observed ratio of $\log([\text{O III}]/H\beta)$, $\log([\text{N II}]/H\alpha)$ and $\log([\text{S II}]/H\alpha)$, but fail in the case of $\log([\text{O I}]/H\alpha)$.

### 3.5 Metallicity Calibrations

Since oxygen is the most abundant metal in the gas phase and exhibits very strong nebular lines at optical wavelengths, it is often chosen as a metallicity indicator in ISM studies. As discussed above, this often requires use of a strong line ratio diagnostic calibrated through models or empirical observations. However, this method is strongly affected by the choice of which strong-line abundance calibrations are used as discussed in [Kewley & Ellison](2008).

For the van Zee observational sample introduced in section 2 an estimate of the oxygen abundance was determined by the $[\text{N II}]/H\alpha$ relation ([van Zee et al.](1998)):

$$[O/H] = 12 + \log(O/H) = 1.02 \log([\text{N II}]/H\alpha) + 9.36$$  \hspace{1cm} (2)

where the $[\text{N II}]/H\alpha$ ratio increases with increasing oxygen abundance and is only valid as a metallicity estimator for $12 + \log(O/H) < 9.1$ and in the absence of shock excitation. The typical uncertainties are of the order of 0.2 dex or more; it is not an accurate abundance estimator. This dependence of relative nitrogen abundance on total metallicity, oxygen abundance or some other parameter is common to all the nitrogen-based calibrations (see Table 3) and results in an increasing discrepancy between our models (which used fixed $[\text{N/Fe}]$ or $[\text{N/O}]$ abundance ratios) and nitrogen-based calibrations, particularly at the high metallicity end.

To account for uncertainties in metallicity calibration, we compare the $[\text{O/H}]$ abundances inferred from our model spectra using twelve different strong line indicators (listed in Table 3). In each case, the input metallicity (in terms of both $[\text{Fe/H}]$ and $[\text{O/H}]$) of the BPASS spectral model is known, and the inferred metallicity is determined for each age, electron density and ionization parameter in our nebular emission library. In figure 9 we compare the input metallicity to that inferred for populations of single stars and binaries. At each input metallicity we calculate an age-weighted mean and standard deviation of the model metallicities inferred (given different nebular conditions) by each method. The weighting for age reflects the weaker line emission expected in old stellar populations (see section 4). We also indicate the full range of abundances (from maximum to minimum) inferred at each input metallicity with a shaded region. It should be noted that each calibration in both figure 9 and Table 3 was originally calibrated over a specific metallicity range, as given in the table, and failure outside that range is to be expected. Nonetheless, it is not uncommon for other authors to use a calibration outside its proposed range, and we thus consider the comparison for the full range of our model metallicities.

The strong line calibrations considered are typically trained on local galaxy survey data, and are not strongly constrained at the lowest metallicities in our model set. They show considerable variation in this regime, ranging from large underestimates (Pilyugin-ONS) to large overestimates (PP04-03N2). Single-star models show more variance than binary-star models, and a smaller range between minimum and maximum metallicity estimates, although both sets show similar trends against inferred $[\text{O/H}]$ in the six calibrations. The N2-vanZee, D16, Pilyugin-ONS and Pilyugin-R2D method show good correlations reproducing our model metallicity. The other methods are poor estimators for our model metallicity. The two O3N2 methods and the Pilyugin-
Figure 7. **CLOUDY** model emission line ratios structure of population models of metallicity $Z = 0.04, 0.08, 0.020$, with $\log(U) = -2.5$ at three different ages, 3 Myr (solid lines), 10 Myr (dashed lines) and 30 Myr (dotted lines). Red lines are from single-star models and blue lines are from binary-star models.
ON Method perform most poorly, with the former two providing relatively constant estimations in different metallicity models and the latter one providing a far more underestimation. The N2-Marino and PP04-N2 methods have a similar and gentle slope and fails to follow the trend of our model metallicities. All the six Pilyugin methods tend to underestimate the abundances of our higher metallicity models with \([\text{O/H}] > 8.6\).

4 INTERPRETING THE OBSERVED NEBULAR EMISSION

In this section we use BPT diagrams which map the ionizing state of a HII region and therefore allow us to test the agreement of theoretical emission lines with those from observations. We highlight the best-fitting models that match each individual HII regions and identify parameters which most influence the properties of the observed nebular emissions.
Figure 9. Oxygen abundance [O/H] (given here as $= 12 + \log(O/H)$) in different strong-line calibrations compared to the input value from BPASS models with weighting for cluster age included. The shaded areas show the maximum and minimum variation with the red for single star models and blue for binary-star models. Violet zones indicate overlap regions. (cont.)
Figure 9. Oxygen abundance $[O/H]$ (given here as $12 + \log(O/H)$) in different strong-line calibrations compared to the input value from BPASS models with weighting for cluster age included. The shaded areas show the maximum and minimum variation with the red for single star models and blue for binary-star models. Violet zones indicate overlap regions.
An example of our model BPT diagrams are presented in Figure 10. We note at this young age (around 3 Myr), single-star and binary-star models predict very similar trend which is consistent with both cases having a large number of OB stars and Wolf-Rayet stars. Binary interaction only make changes at older ages. The models show the expected variation with respect to metallicity. In these diagrams, the tracks approach the observed H II regions as metallicity increases up to about Z ∼ 0.006. At higher metallicities the tracks fall away with the decreasing amount of ionizing radiation. The temperature-sensitive line [O III] to Hβ ratio falls off when model metallicity is greater than Z = 0.006 where the ratio is most strong. All of our model tracks at this age are poor at [O/H] ⩽ 8.8. Our models give rise to 13 separated tracks corresponding to 13 metallicities, extending from high log([OIII]/Hβ) to low log([NII]/Hα), log(S II/Hα) and log(OI/Hα) as the ionization parameter is varied from log(U) = -1.5 to -3.5 along each track. In general, [N II], [S II] and [O I] are strongest at low log(U), while [O III] decreases with increasing log(U). Compared to observed H II regions our models form a sequence from upper left to lower right on the diagram as their log(U) decreases.

4.1 BPT Diagrams of model H II Regions

An example of our model BPT diagrams are presented in Figure 10. For convenience, we name them by their characteristic x-axis line ratios, BPT-NII, BPT-SII and BPT-OI respectively for the BPT diagrams with x-axis, [NII]λ6584/Hα, [SII]λ6716 + 6731/Hα and [O I]λ6300/Hα. At constant hydrogen density log(nH) = 2 and constant age log(Age/yr) = 6.5, our models gave rise to 13 separated tracks corresponding to 13 metallicities, extending from high log([OIII]/Hβ) to low log([NII]/Hα), log(S II/Hα) and log(OI/Hα) as the ionization parameter is varied from log(U) = -1.5 to -3.5 along each track. In general, [N II], [S II] and [O I] are strongest at low log(U), while [O III] decreases with increasing log(U). Compared to observed H II regions our models form a sequence from upper left to lower right on the diagram as their log(U) decreases.

### Table 3

| Number | ID          | Emission Lines | [O/H] Validity range | Match with BPASS |
|--------|-------------|----------------|----------------------|------------------|
| 1........ | N2-vanZee   | [N II], Hα      | < 8.2, 8.8 – 9.1     | overestimate at [O/H] ⩽ 8.8 |
| 2........ | N2-Marino   | [N II], Hα      | 7.0 – 8.9             | poor |
| 3........ | O3N2-Marino | [O III],Hβ,[N II], Hα | 7.0 – 8.9             | poor |
| 4........ | D16         | [N II],[S II],Hα | < 9.05                | underestimate at [O/H] ⩽ 8.8 |
| 5........ | PP04-O3N2   | [O III],Hβ,[N II],Hα | 8.1 - 9.1             | poor |
| 6........ | PP04-N2     | [N II],Hα      | 7.2 – 8.9             | poor |
| 7........ | Pilyugin-ONS | [N II],[O II],[S II],[O III],Hβ | 7.0 – 9.0             | underestimate at [O/H] ⩽ 8.5 |
| 8........ | Pilyugin-ON  | [N II],[O II],[S II],[O III],Hβ | 7.0 – 9.0             | poor |
| 9........ | Pilyugin-R   | [N II],[O II],[S II],[O III],Hβ | 7.0 – 8.8             | poor |
| 10........ | Pilyugin-S   | [S II],[O II],[S II],[O III],Hβ | 7.0 – 8.8             | poor |
| 11........ | Pilyugin-R2D | [N II],[O II],[S II],[O III],Hβ | 7.0 – 8.8             | underestimate at [O/H] ⩽ 8.5 |
| 12........ | Pilyugin-S2D | [S II],[O II],[O III],Hβ | 7.0 – 8.8             | poor |

Figure 10. The BPT diagrams of BPASS single-star models (solid lines) and binary-star models (dashed lines) in the 13 metallicities from Z = 0.00001 to 0.04, at log(nH) = 2 and log(Age/yr) = 6.5, comparing with the observed HII-SG (black triangles) and HII-DG (green circles). The black curves show maximum starburst lines from Kewley et al. (2001). The colored tracks from models extend from upper left to lower right as ionization parameter decreases from log(U) = -1.5 to -3.5.
Figure 11. The BPT diagrams of bpas models of $\log(n_H) = 2$ varying with age from $\log(Age/\text{yr}) = 6.0$ to 7.5: single-star models (solid lines) and binary-star models (dashed lines). The observed HII-SG are in the black triangles and HII-DG in the green circles. The black curves show the maximum starburst lines defined by Kewley et al. (2001).
Figure 12. As in figure 11 but with log($n_{\text{H}}$) = 3.
ever, the models with extremely low metallicity, $Z = 0.00001 \& 0.0001$, cannot support a high \([\text{O III}]/\text{H}\beta\), \([\text{N II}]/\text{H}\alpha\) and \([\text{O I}]/\text{H}\alpha\) ratios and therefore appear in the lower left-hand corner or lie outside the plotted range. We note that the low ionization lines, particularly the \([\text{O I}]\) 6300Å feature are particularly susceptible to contamination from emission in the diffuse interstellar medium, boosting the line ratio relative to that expected from the H II region alone. However, as discussed in section 2, the 2 arcsec slit width used in the observations was well matched to the physical size of the H II regions in this sample. While in some cases, the observed spectra are derived from the H II region centre, and hence we expect underestimation of the low excitation lines (especially \([\text{S II}]\) and \([\text{O I}]\)), in others we might expect the \([\text{O I}]\) to be overestimated due to poor resolution. On average however, we expect this to be a minor effect, with the typical region lying close to the model locus. Without integral field unit spectroscopy, it is difficult to evaluate any offset in the low ionization lines further. However, we note that as no dust is included in our models, the depletion effect of dust on metal abundance is underestimated and strength of emission lines and corresponded gas density estimation may be discrepant as a result. Again we expect this to manifest most strongly in the low ionization species since they can be excited in low density regions where the effects of metal depletion are strongest.

In Fig. 11 we investigate the effect of binary interaction, age and metallicity on the model ionization conditions across the BPT diagrams. For the first 3 Myr the emission line ratios are reduced by increasing age, with the line ratio tracks evolving away from the locus of observed H II regions, but from 5 Myr the line ratio tracks of binary-star model stay close to the observed H II regions while single-star models still gradually decrease. This difference between single-star and binary-star models grows as the model ages and an abrupt difference occurs at ages beyond log(Age/yr) = 7.0, where single-star models cannot produce the H II regions. Binary star models (with more hot post-main sequence stars) are even hotter than at early ages, emitting more strong lines. These can match most of the observed H II regions at same time in the three BPT diagrams and do a lot better in the BPT-OI diagram.

At low metallicities ($Z=0.002-0.008$), BPASS binary tracks exceed the ’maximal’ line ratio line defined by Kewley et al. (2001) based on their models. This is particularly true at ages $\geq 10$ Myr and is most clearly shown in the BPT-SII diagrams in Figure 11. This ability to exceed the Kewley et al. (2001) lines at low metallicity is consistent with observations both of rare metal-poor H II regions in the local universe, and the metal-poor star forming galaxies observed at high redshift (e.g. Steidel et al. 2003).

In denser H II regions with log($n_{\text{H}}$/cm$^{-3}$) = 3.0, as shown in Fig. 12 we see a similar result to that in Figure 11. The key difference to low-density H II region models is that older binary models can rise up beyond the Kewley et al. limit not only at lower metallicities, but also at Solar metallicity. Therefore, this suggests that the observed galaxies above the Kewley line at high-redshift may be due to additional factors – older populations beyond 10 Myr and higher gas density – not just metallicity. For future reference, we calculate new BPASS binary maximal starburst lines as a function of metallicity, and for the total model parameter distribution, and present these in the Appendix.

4.2 Method to Find the Best-fitting Models

We can now attempt to constrain the parameters of the observed H II region sample by calculating the likelihood that each model in our library accurately fits the observations. The quantities we consider are the 4 emission line ratios, \([\text{O III}]\lambda5007/\text{H}\beta\), \([\text{N II}]\lambda6584/\text{H}\alpha\), \([\text{S II}]\lambda6724/\text{H}\alpha\), \([\text{O I}]\lambda6300/\text{H}\alpha\), and one line strength EW[\text{H}\beta]. We assume the errors are Gaussian in the likelihood computation. The fitting probability for each model is given by,

$$P_{\text{fit}} = \prod_{i=1}^{5} \frac{1}{\sqrt{2\pi}\sigma_i^2} \exp \left[ \frac{(x_i - \mu_i)^2}{2\sigma_i^2} \right]$$

(3)

where $x_i$ is our model, $\mu_i$ is observed value and $\sigma_i$ is observation error. For each model defined by metallicity, stellar age, hydrogen density and ionization parameter, we assume a priori that these parameters are independent.

We also consider that clusters do not all survive as they age. A combination of internal dynamical evolution, ejection of massive stars, relaxation and tidal effects means that fewer clusters survive to old ages than are formed (e.g. de Grijs et al. 2003). The number of the clusters decreases by approximately an order of magnitude with every order of magnitude increase in age:

$$P_{\text{cluster}} \propto 10^{(1-\log(1/\text{yr}))\times 0.1}$$

(4)

taking this into account, the final probability, $P_{\text{total}} = P_{\text{fit}} \times P_{\text{cluster}}$, and is then weighted toward younger clusters. We determine the best-fitting parameters, $\Theta$, for each H II region, as well as population averages, with $\Phi = [\text{O}/\text{H} \alpha ]$, age(t), $\log(n_{\text{H}})$ and $\log(U)$:

$$\Phi = \frac{\sum_{i=1}^{n} P_{i} \times \Phi}{\sum_{i=1}^{n} P_{i}}$$

(5)

4.3 Oxygen Abundance Measurement

In Fig. 13 we compare our best-fitting models to the oxygen abundance \([\text{O}/\text{H}]\) derived by van Zee et al. (1998) and van Zee & Haynes (2006) from observed emission lines. Our best-fitting models, when allowed to match over the full range of hydrogen density, provide a generally good match to the abundances derived by van Zee et al. (1998) for HII-SG, all of which show $12+\log([\text{O}/\text{H}]) \geq 8.0$, deviating slightly at both the high and low metallicity ends of the distribution. This may reflect a variety of differences between the empirically calibrated nebular line metallicities and those in our stellar models. The model metallicity determines the metal mass fractions at a zero main sequence age. There is no guarantee that this will match the abundance in the observed stellar atmosphere at a later time, due to a combination of gravitational settling of heavy elements and transport of others to the surface through dredge-up and convection or rotational mixing, as well as through the effects of surface temperature and conditions on line strength, however since we are observing reprocessed nebular emission, this is unlikely to be the dominant factor.

A second possibility is that it is not necessary for the
Figure 13. Best-fitting Oxygen abundances \([O/H]\) (= 12 + log(O/H)) from our models, compared to those previously derived for the same sample. The red crosses with error bars are single-star models and those blue circles are binary-star models.

Figure 14. \([O/H]\) comparison between best-fitting models derived from single and binary populations.

abundance pattern of the nebular gas in a HII region to perfectly match that of the irradiating stellar population (which is an assumption in our current model set). The very short lifetimes of the most massive stars means that a nebular gas cloud can be enriched by supernovae and ejected material while the population of O and B stars remains relatively robust, particularly if the main sequence lifetime of any significant fraction of the stars has been extended through binary interaction pathways.

Finally, and likely most significantly, it is worth noting that the comparison being made here is against a nitrogen-based abundance estimator. This abundance estimator assumes N/O varies with O/H based on empirical relations, which themselves show substantial scatter. However, it is not clear whether the local relation between these terms is valid in all star formation environments, at high redshifts, or in young starbursts where supernova feedback produces more heavy element enrichment than stellar winds. Our models currently assume a constant N/O abundance ratio, independent of the overall metallicity mass fraction. The metallicity-dependent offset between our best fitting models and the previous estimate shown in Fig 13 may therefore be rooted more with the assumed constant N/O ratio in the calibration than the actual properties of the galaxies. This highlights the need to understand the underlying assumptions in the calibrations. Nonetheless, the differences between the single star populations and BPASS binary models remain significant.

For the HIIs-DG, our models suggest significantly higher metallicities than derived by van Zee & Haynes (2006), particularly when binary models are included. This discrepancy can be reduced if we restrict our model library to high electron densities (log(n\(H\)) = 3), and in this case we also derive lower metallicities for binary models (while also finding slightly higher [O/H] in HIIs-SG). However the higher hydrogen density has little effect on single star models, for which the best fits cluster tightly around [O/H]~8.5, independent of density.

Fig. 14 describes more clearly the [O/H] correlation between between single-star and binary-star models. We find the [O/H] predictions from binary-star models basically agree with those from single-star models, with scatter around the 1:1 line. In general the binary models suggest slightly higher metallicities than the single star models, since they are able to achieve a harder ionizing spectrum at a given metallicity.

4.4 [O/H] variation U, n\(H\) and age

In Figure 15, we explore the properties of our best fit models, and determine how the derived [O/H] correlates with other derived properties, namely the ionization parameter log(U), n\(H\) and age, showing results for both single-star and binary-star model fits. These parameters reflect the properties of ionizing gas and irradiating stellar populations. We notice that the best-fitting models from both single- and binary-star populations show a metallicity, measured through 12+log(O/H), that increases as the value of the ionization parameter log(U) decreases. This result is consistent with the fact that low-metallicity H II regions are hotter with a higher ionization state and as metallicity decreases the H II region cools down and lowers its ionization state.
Indeed, the inferred ionization parameter from the strong line ratios is likely providing the strongest constraint on the metallicity. At a given value of log(\(U\)), binary-star model fits have a higher [O/H] than single-star models, as expected given their harder radiation fields.

Single-star models favour the highest hydrogen densities in our model suite, log(\(n_H\)) = 3. Binary-star models vary over the full range from log(\(n_H\)) = 0.0 to 3.0, and cluster around 0.5. These differences between single-star and binary-star models are driven by the best-fit stellar ages. Best fitting single-star models have to be younger than 5 Myr, while the age of binary-star models can extend to 100 Myr and are mostly around 10 Myr. Therefore, binary interactions have a significant effect to extend the lifetime of a H II regions, and when measuring the age of the observed H II regions binary evolution need to be considered.

We note that the H II regions in the van Zee sample show a relatively low electron density, \(n_e \lessapprox 2.0\), as measured by the observed [S II\(\lambda\)6717/6731 ratio. We suggest that the discrepancy with our best-fitting models (which are typically higher in electron density) may be caused, at least in part, by the effects of depletion of metals onto interstellar dust grains, which can increases significantly with average gas density along the line of sight (see Galliano et al. 2017 for a recent review). However we note that without integral field spectroscopy, it is also possible that we are seeing aperture effects. As figure 8 demonstrated, low ionization lines such as [S II] and [O I] are dominated by emission in the fringes of a H II region, where the gas is likely to be more diffuse, and the ionization state is lower, than in the core. With a fixed aperture slit, the [S II] measurement may be affected by emission in the low ionization fringes of the H II regions and also by emission in diffuse interstellar gas lying outside the region itself, while our overall spectral fit is more sensitive to the highly irradiated core of each HII region. The two measurements are thus sensitive to different parts of the HII region ionization structure and potentially different electron number density regimes.

4.5 Inner Radius and Mass of H II Regions

It is convenient to model the geometry and spectral property of a H II region using ionization parameter \(U\), but the importance of understanding the exact physical inner radius and mass of a H II regions drives us to the following test.

Based on the definition of ionization parameter \(U\) we can derive the inner radius \(R = \sqrt{Q(H)/4\pi U n_H c}\) of a cloud. Here the ionizing photon rate \(Q(H)\), hydrogen density \(n_H\) and \(U\) depends on the metallicity and age of our best fitting models. Using this, we can estimate radius and mass of the H II regions. For each observed H II regions, we have a measured H\(\beta\) luminosity which was corrected for internal extinction using Balmer line decrement data, and which is in good agreement with the photometric and narrowband data for each source. This can be converted to an ionizing photon number using our best fitting models. We can then estimate the radius of H II regions based on the definition of \(U\) as above. We can also calculate the mass of the cluster from the H\(\beta\) flux.

In Fig. 15 we show the radius of these H II region as a function of their mass and how it differs when using single-star and binary-star models. In general, all the
5 THE EFFECT OF IONIZING PHOTON LOSS

So far we have assumed that all the ionizing photons emitted from the inner irradiating source are used to heat and ionize the nebular gas. In general, this may be true for observation of a whole galaxy where even if some ionizing photons escape from an individual H II region they still contribute to the whole galaxy’s diffuse nebula emission (Cowie et al. 2009). For individual H II regions, one has to consider if a fraction of ionizing photons have escaped from the circumstellar environment without interacting with the gas cloud. Observationally, this produces a decrease in inferred ionizing photon numbers and so weaker emission lines.

Another factor that can reduce the total number of ionizing photon is dust reddening of the intrinsic ionizing radiation. This again leads to the lower strength in both nebular line emission and continuum emission. We consider both of these two effects in our best-fitting model selection and find that there is little impact on emission line ratios but a significant impact on the equivalent width of the Hβ emission line. With more ionizing photon leakage the equivalent width of Hβ decreases.

We note that, as discussed in section 2, the Hβ measurements used in this analysis are drawn from the same spectra as the line ratios used to determine the best fitting models. Therefore they encompass emission from an identical region of nebular gas to that which determines the line ratios. While the fixed slit width of the original observations means that the outskirt of a H II region may be underrepresented (i.e. omitted in the spectral direction, but not in the spatial direction along a slit), the Hβ emission line strength should represent the number of photons reprocessed in a region spatially coincident with the line emission and so any discrepancy in their properties will represent the same leakage as a spectrum precisely matched to the HII region size. In fact, there is some evidence from section 4.4 that the discrepancy in their properties will represent the same leakage as a spectrum precisely matched to the HII region size. In fact, there is some evidence from section 4.4 that the low ionization lines such as [S II] in a larger part of the van Zee sample may be contaminated by low density, diffuse interstellar gas emission. Thus any estimate of leakage drawn from these spectra will represent lower bounds on the leakage from the HII regions themselves.

We recalculate the likelihood of the emission line ratios as above but add the possibility that the observed $EW_{H\beta}$ can be less than predicted in our models. We use $P(EW_{H\beta}) = 1$ if model $EW_{H\beta} \geq$ observed $EW_{H\beta}$, otherwise $P(EW_{H\beta})$ is calculated as before. In this section, we highlight the variations in the inferred properties of the observed regions due to this new fitting prescription and the effect of ionizing photon leakage.

5.1 [O/H] Measurement

In Fig. 17 we present the oxygen abundance derived for each of the van Zee sample H II regions derived from our models when allowing for the possibility of ionizing photon escape from the region. The ionizing photon loss has only a slight effect on the [O/H] estimation and the results are similar to those described above. This is to be expected, since the metallicity is more strongly constrained by the ionizing radiation field, and hence line ratios, than the ongoing star formation rate, which determines the strength of the Hβ line. Comparing the results from single-star and binary-star
models, the single stars, unsurprisingly match the reports previously reported for the HIIs-SG, themselves based on single star calibrations, better. Both single star and binary models still estimate a higher $[\text{O}/\text{H}]$ value for HIIs-DG than that derived by van Zee & Haynes (2006). Binary models find higher $[\text{O}/\text{H}]$ values especially in the lower abundance cases.

We also present the comparison of $[\text{O}/\text{H}]$ estimated from single-star and binary-star models in Fig. 13. The similar results show that allowing photon leakage reduces the differences between the model sets, but binary-star models are more likely to yield higher metallicity estimates and have a larger variance at low inferred metallicites.

5.2 $[\text{O}/\text{H}]$ variation with $U$, $n_\text{H}$ and age

The most important parameters that affect the ionization conditions of a model are its $\log(U)$, $n_\text{H}$ and age as we discussed above. Figure 13 demonstrates the variations of these parameters from the new best-fitting models allowing for photon leakage, which can be compared to Figure 15. The $\log(U)$ distribution tends to shift slightly toward lower values for both single-star and binary-star models. Since we use $\log(U)$ to derive the inner radius for the H II regions, lower $\log(U)$ means a smaller radius of the gas cloud which corresponded to a hotter inner region. In addition, we note that ionizing photon loss pushes both single and binary star models toward lower hydrogen density estimates. Significant numbers of best-fitting models have $\log(n_\text{H}) \leq 1.0$, which is consistent with the fact that ionizing photons are more likely to escape without reprocessing by nebular gas in less dense clouds. This adjustment brings the best fitting model gas densities closer into alignment with those derived from the [S II] line ratios, which supports the idea that photon escape from this sample is relatively high.

In the bottom panel of Fig. 19, we note that all our single-star models become very young with most having age $\leq 3$ Myr and a fit is not possible for single-star models older than 5 Myr. Binary-star models cover a wide range of age, but also shift towards younger populations. Most of them are found within 20 Myr with a fraction of them even below 5 Myr. The selection of younger models is made possible in this analysis because leaking H II regions can be young and still show low observed H$\beta$ equivalent widths. The preference for these models in both single- and binary-star populations suggests that the ionizing spectrum in these regions is typically comparatively hard, and also that a consistent solution matching the hardness of the spectrum and its Balmer line strength requires high loss fractions of ionizing photons.

5.3 How much ionizing photon loss is required?

We now explore how the fraction of ionizing photons lost from the H II regions without exciting nebular emission varies with cluster age for our best-fitting models. To simplify the calculation we assume the strength of H$\beta$ emission line is decreased by the same fraction as H$\beta$ equivalent width. The fraction of remaining ionizing photons $f_{\text{rem}}$ (i.e.:
Figure 19. Similar to Figure 13 but including ionizing photon loss, the relationship of \([\text{O/H}] = 12 + \log(\text{O}/\text{H})\) with ionization parameter \(\log(U)\) is shown in the top panel, with \(n^*\) in the middle and with age in the bottom panel from BPASS best-fitting models. Single models are in red crosses with error bars and binary models in blue circles with error bars.

Figure 20. The derived value of \(f_{\text{rem}}\), the remaining ionizing photon fraction reprocessed by nebular emission after photon escape, from best-fitting BPASS models. The red crosses are the distribution of best fitting values from single-star models and blue circles are from binary-star models. A running average of the derived values with stellar population age is given by the black line.

those that are not lost) is shown in Figure 20. This remaining ionizing photon fraction is derived as follows:

\[
EW_{\text{obs}} = \frac{F_{\text{H}\beta} \times f_{\text{rem}}}{F^* + \Delta F \times f_{\text{rem}}} \quad (6)
\]

where \(EW_{\text{obs}}\) is the observed \(H\beta\) EW, \(F_{\text{H}\beta}\) is the \(H\beta\) emission line flux, \(F^*\) is the stellar population continuum that is incident onto the nebulae, and \(\Delta F = F - F^*\) is the net increase of nebular continuum relative to the stellar input spectra. Therefore, we can derive the fraction of remained ionizing photons \(f_{\text{rem}}\) as a relation between observed \(H\beta\) EW and our model \(H\beta\) EW,

\[
f_{\text{rem}} = \frac{q \times EW_{\text{obs}}}{EW_{\text{H}\beta} - (1 - q) \times EW_{\text{obs}}} \quad (7)
\]

where \(q = F^* / F\) is the ratio of input stellar continuum to the nebular continuum and \(EW_{\text{H}\beta}\) are model values for the \(H\beta\) equivalent width.

Fig. 20 illustrates the fraction of the remaining ionizing photons \(f_{\text{rem}}\) as function of age. We also calculate the average fraction \(\bar{f}_{\text{rem}}\) of the models as a function of age. The fraction gradually increases with increasing age from about 15 per cent up to about 70 per cent within the first 10 Myr. Due to our selection method, there are more younger models with a large variations than the older ones. We present the exact value of the averaged remaining fraction in each model age bin in Table 4 which quantifies the effect of ionizing photon leakage in theoretical models for a better understanding of observations. We note that we assumed that nebular continuum and emission lines are suppressed equally by photon loss. Since continuum emission can emerge from a larger region, with lower gas densities, than line emission, this is not necessarily true. If the continuum is less suppressed than the line emission, our fraction of photon loss may be slightly underestimated.
Table 4. Average fraction of remaining ionizing photons $f_{\text{rem}}$ with 1-$\sigma$ standard deviation, as a function of stellar population age.

| log(Age/yr) | $f_{\text{rem}}$ |
|-------------|-----------------|
| 6.0         | 0.13 ± 0.12     |
| 6.1         | 0.10 ± 0.09     |
| 6.2         | 0.13 ± 0.13     |
| 6.3         | 0.15 ± 0.08     |
| 6.4         | 0.22 ± 0.17     |
| 6.5         | 0.30 ± 0.20     |
| 6.6         | 0.41 ± 0.23     |
| 6.7         | 0.47 ± 0.23     |
| 6.8         | 0.61 ± 0.25     |
| 6.9         | 0.64 ± 0.26     |
| 7.0         | 0.65 ± 0.25     |
| 7.1 - 8.0   | 0.66 ± 0.26     |

6 DISCUSSION & CONCLUSIONS

We have undertaken a detailed investigation into the physical conditions giving rise to diagnostic optical emission line ratios in the nearby H II region sample from van Zee et al. (1998) and van Zee & Haynes (2006). We combine BPASS population synthesis code with the photonization model CLOUDY to calculate the nebular component (line and continuum emission) of model H II regions and study the effect of interacting binary evolution pathways on observed properties of the H II regions. We use BPT diagrams to show the comparison between our models and observed H II regions in emission line ratios. Then we find the best-fitting models for each individual H II region after a selection based on the quantities of the four line ratios in the BPT diagrams and $E_{\lambda}$(H$\beta$). These best-fitting models allow us to place constraints on the physical properties of the observed H II regions, such as oxygen abundance $[O/H]$, age, $U$ and hydrogen density. We summarize and discuss our findings as below:

(i) Single-star and binary-star models occupy similar regions in the BPT diagrams at early ages of log(Age/yr) $\leq$ 6.5. At constant age, our models form separated tracks varying with metallicity. As metallicity increases toward $Z$ = 0.008 the model tracks overlap more with observed H II regions in the BPT diagrams. At young ages the model H II regions lay under the maximal starburst lines derived by Kewley et al. (2001), however certain combinations of age, metallicity and gas parameters push the models above these lines.

At older ages of log(Age/yr) $\approx$ 7.0 and above, binary-star and single-star model behaviour diverges, with single-star models quickly dying away and binary-star models becoming hotter and moving up to provide a better match to most of the observed H II regions. At log(n$_{\text{H}}$) = 2, all the model tracks are still under the Kewley et al maximal curve, but when log(n$_{\text{H}}$) increases to 3, the binary-star model tracks can over pass above this curve and forms an offset locus in BPT parameter space, as high-redshift star-forming galaxies also do. We define a new set of maximal starburst line relations and present these in Appendix A.

(ii) We investigate the effect of the choice of metallicity calibration on the measurement of oxygen abundance from strong line indicators. We find that two methods — N2-vanZee and D16 — show good agreement to the known oxygen abundance in our synthetic single and binary-star models, while another two methods — Pilyugin-R2D and Pilyugin-ONS — show a good match when binary-star models are used. We also consider a direct comparison between the metallicities of our best fitting models and those previously inferred for this sample.

As a result of the good match between the N2-vanZee calibration and our model calibration, both our single and binary star models provide a fairly good estimation for the H II regions with medium $[O/H]$, while failing to agree for those of $[O/H]$ $\geq$ 9.0 and $\leq$ 8.2. In these significantly metal-poor or metal-rich H II regions, the metallicity calibrations for strong-line methods vary over a large range and cause difficulties in determining the accurate metal abundance for any given region.

(iii) In addition, we have constrained the ionization parameter and age of the H II regions from the best-fitting models as these two parameters are very important for our understanding of the ionization state of the gas cloud and properties of the inner ionizing source. Ionization parameters log(U) between -3 and -2 are most often selected by the best-fitting models and we find that log(U) is inversely proportional to $[O/H]$. This result is consistent with the fact that H II regions are hot at lower $[O/H]$ and therefore the gas cloud is highly ionized with a larger value of log(U) and vice versa. At given log(U), binary-star models have a relatively higher $[O/H]$ than those from single-star models which is caused by the variation of model age between these two populations. Single-star models are younger, with best fit values predominantly around 5 Myr while binary-star models have older age from 5 to 10 Myr and some binary-star models can give an age prediction extending to 50 Myr.

From log(U), we also derived the inner radius of the illuminating surface of the gas cloud with respect to the mass of enclosed stars in HII-DG, and find that the radius gradually increases with increasing mass. Compared to single-star models, binary-star models are more massive and hotter and push the illuminating surface further away to 300pc. Our estimated values are roughly consistent with size of star formation regions which scale from 2 to 100 pc (Gusev 2014).

(iv) Finally we discussed the effect of ionizing photon leakage caused by photons escaping from their H II regions, with no interaction with gas or dust attenuation. This acts to reduce the line strength and equivalent width of a given region. It affects our selection for best-fitting models due to the variation in $E_{\lambda}$(H$\beta$), so that younger models with ionizing photon leakage can reach same level of $E_{\lambda}$(H$\beta$) as older H II regions in which no leakage is permitted. Our new best-fitting models are shifted toward younger ages, lower $[O/H]$ and lower log(U) which overall suggests that the models are hotter, younger and push the gas cloud further away. Under the new selection method, we find single-star models predict values of $[O/H]$ for HII-SG that are closer to those of the vanZee-N2 calibrations. However both single star and binary models still estimate a higher $[O/H]$ value for HII-DG than that derived by van Zee & Haynes (2006). We also
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determine the fraction of remaining ionizing photons \(f_{\text{rem}}\) as a function of age. The youngest models have more ionizing photon leakage with only about 15 per cent of photons processed by the nebular gas and this fraction gradually rises up to about 70 per cent as age increases beyond 10 Myr.

We note that the modelling of ionizing radiation fields is an active and evolving area. The work of Byler et al. (2017) has demonstrated that incorporation of stellar rotation has similar effects to the incorporation of binary evolution pathways and can produce similarly good fits to observational data. On the other hand, the effects of binary interaction are stronger at low metallicities and tend to prolong the lifetime of ionizing photon production further. Similarly the nebular emission models of Gutkin, Charlot, & Bruzual (2016) have demonstrated the effectiveness of single star spectral synthesis incorporating some of the most recent stellar atmosphere models, and with evolutionary tracks extending to 350 M\(\odot\) (above the upper mass limit of BPASS). Rotating star evolution is not considered in detail in BPASS, although some of its effects are simulated in our binary models. Given that stellar rotation is often a consequence of binary mass transfer, it is reassuring that these effects push models in the same direction. Nonetheless, given the known prevalence of multiple stellar systems, particularly amongst massive stars, it is clear that binary evolution pathways provide an additional modification of any output spectra, on top of that introduced by pure rotating models. As a result, any model which does not incorporate mass transfer, merger and other binary evolution effects is necessarily missing important physical behaviour in a stellar population.
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APPENDIX A: DEFINING THE BPASS MAXIMAL STARBURST RELATIONS

Comparisons have been made throughout this paper to the ‘maximal’ starburst lines defined by Kewley et al (2001) based on the combination of PEGASE2 and STARBURST99 stellar population models with the MAPPINGS III radiative transfer code.

For future reference, we define a similar set of metallicity-dependent maximal starburst lines derived using BPASS v2.1 and the CLOUDY radiative transfer models described in this paper. These are a set of equations for an upper locus which encloses all possible star formation powers of HII regions with $0 < \log(n_\text{H}) < 5$, $-3.5 < \log(U) < -1.5$ and $6.0 < \log(Age/yr) < 7.5$, assuming the inclusion of binary star populations.

For each of the three BPT diagrams, and at each metallicity in our model grid, we define a line using the same functional form as Kewley et al (2001):

$$\log([\text{OIII}]/H\beta) = \frac{A_i}{\log(X_i) + B_i} + C_i \quad (A1)$$

where $X_i = [\text{NII}]/H\alpha$, $[\text{SII}]/H\alpha$ or $[\text{O I}]/H\alpha$, while $A_i$, $B_i$ and $C_i$ are constants. We also derive a line encompassing all metallicities. Derived values for all constants are given in table A1.

We also illustrate the dependence of these maximal lines on metallicity in Figures A1, A2 and A3 respectively.
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Table A1. Maximal starburst relation parameters as defined in equation A1 for $X_1 = \text{[N II]}/\text{Hα}$, $X_2 = \text{[S II]}/\text{Hα}$ and $X_3 = \text{[O I]}/\text{Hα}$, vs $\text{[O III]}/\text{Hβ}$.

| Z    | $X_1 = \text{[N II]}/\text{Hα}$ | $X_2 = \text{[S II]}/\text{Hα}$ | $X_3 = \text{[O I]}/\text{Hα}$ |
|------|-------------------------------|-------------------------------|-------------------------------|
|      | $A_1$ | $B_1$ | $C_1$ | $A_2$ | $B_2$ | $C_2$ | $A_3$ | $B_3$ | $C_3$ |
| $1 \times 10^{-5}$ | 0.74  | 2.31 | -0.72 | 0.92  | -0.91 | -0.64 | 1.04  | 3.01  | -0.62 |
| $1 \times 10^{-4}$ | 0.78  | 1.27 | 0.26  | 0.72  | -0.77 | 0.26  | 1.00  | 2.03  | 0.32  |
| 0.001     | 0.52  | 0.42 | 0.98  | 0.50  | -0.59 | 1.00  | 0.64  | 1.27  | 1.02  |
| 0.002     | 0.42  | 0.20 | 1.14  | 0.44  | -0.55 | 1.16  | 0.50  | 1.65  | 1.16  |
| 0.003     | 0.32  | 0.13 | 1.18  | 0.44  | -0.51 | 1.26  | 0.54  | 0.85  | 1.28  |
| 0.004     | 0.28  | 0.11 | 1.12  | 0.54  | -0.41 | 1.30  | 0.40  | 1.03  | 1.18  |
| 0.006     | 0.26  | 0.00 | 1.22  | 0.40  | -0.35 | 1.32  | 0.36  | 0.81  | 1.26  |
| 0.008     | 0.26  | -0.08| 1.26  | 0.34  | -0.23 | 1.32  | 0.38  | 0.77  | 1.32  |
| 0.010     | 0.28  | -0.15| 1.28  | 0.36  | -0.17 | 1.36  | 0.32  | 0.81  | 1.30  |
| 0.014     | 0.28  | -0.24| 1.36  | 0.28  | -0.05 | 1.38  | 0.18  | 0.81  | 1.28  |
| 0.020     | 0.18  | -0.13| 1.28  | 0.22  | 0.15  | 1.32  | 0.14  | 0.95  | 1.24  |
| 0.030     | 0.18  | -0.13| 1.24  | 0.20  | 0.37  | 1.26  | 0.18  | 1.09  | 1.24  |
| 0.040     | 0.32  | -0.18| 1.30  | 0.24  | 0.65  | 1.28  | 0.30  | 1.25  | 1.30  |

All 0.28 -0.26 1.36 0.72 -0.77 1.32 0.50 0.77 0.81 1.30

Figure A2. The metallicity dependence of the BPASS binary maximal starburst in the $\text{[S II]}/\text{Hα}$ vs $\text{[O III]}/\text{Hβ}$ BPT diagram. Metallicity dependent lines are shown in colour, while the solid black line gives the overall maximal starburst line for all BPASS binary models.

Figure A3. The metallicity dependence of the BPASS binary maximal starburst in the $\text{[O I]}/\text{Hα}$ vs $\text{[O III]}/\text{Hβ}$ BPT diagram. Metallicity dependent lines are shown in colour, while the solid black line gives the overall maximal starburst line for all BPASS binary models.
APPENDIX B: PHOTOIONIZATION DIAGNOSTICS IN THE ULTRAVIOLET

The focus of this paper has been on the optical BPT diagram as photoionization diagnostics, both due to their widespread use as a discriminator between AGN and starburst galaxies, and due to the extensive extant data on local star forming regions which form the core of this analysis.

As near-infrared spectroscopy has become more sensitive and efficient, and particularly with the imminent advent of space-based spectroscopy using the James Webb Space Telescope, these optical strong line diagnostics are being used across an increasingly large redshift range, including results based on BPASS (e.g. Steidel et al 2014, Strom et al 2017).

However at the highest redshifts (z > 4), the rest-frame optical is shifted to wavelengths currently inaccessible to spectroscopy, and which will be challenging to exploit even with JWST. For these distant objects, and for the large samples at intermediate redshifts (z ∼ 2 − 4) where no infrared spectroscopy is currently available, the rest-frame ultraviolet is likely to remain the spectral regime most often used for photoionization studies. Ultraviolet spectroscopy and emission lines also provide a more direct indication of the spectral shape close to the 912 Å Lyman limit and so can yield valuable information in extreme photoionization regions nearby, as long as ultraviolet spectroscopy (again requiring space-based observations) is available.

Driven by high redshift galaxy studies, particular interest has been paid recently to the use of rest-ultraviolet lines as AGN diagnostics, in a parallel manner to the use of the BPT diagrams in the optical. An AGN versus stellar photoionization diagnostic involving the C III] 1907 and C III] 1910A emission lines, the O III] 1661 + 1666Å line doublet, and the He II 1640Å feature has been proposed by Feltre et al (2016), and recently applied by Mainali et al (2017). Here we consider the location of our photoionization grid (as described in the main text) on this diagnostic diagram.

In figure B1 we illustrate how varying stellar age, gas phase electron density and ionization parameter affect location in the C III] vs O III] rest-ultraviolet parameter space, for BPASS binary models at two representative metallicities. Ionization parameter varies from upper right to lower left along tracks, each of which is at a different stellar population age. Models with log(n_H)=3.0 are shown as solid lines, and those with log(n_H)=2.0 as dotted lines. For comparison, we also show the regions occupied by the constant star-formation rate photoionization models reported by Gutkin et al (2016, −4 <log(U)< 0)), and by the AGN photoionization models of Feltre et al (2016,−5 <log(U)< −1) at the same metallicity mass fraction.

Despite the narrower range of ionization parameters explored in our analysis (−3.5 <log(U)< −1.5), allowing for a larger range of stellar population ages, rather than requiring constant star formation, leads to the BPASS models presented in this paper spanning a wider range of line ratios than those of the Gutkin et al (2016) dataset. Importantly, there is now clear distinction in this parameter space between our models and the AGN photoionization models of Feltre et al (2016) at any given metallicity.

In figure B2 we show the full range of BPASS models for both binary star populations (centre panel) and single stars (right hand panel). As comparison with the Gutkin et al (2016) and Feltre et al (2016) models (left hand panel) demonstrates, our analysis suggests that this parameter space may not be so clean an AGN versus stellar photoionization diagnostic as previously suggested.

Clearly, this analysis can be extended to the full range of emission lines, and in figure B3 we illustrate the variation in a range of line ratios, relative to the strength of the rest-frame ultraviolet C IV] 1548 + 1551Å doublet, against photoionization parameter (see e.g. Ferland & Mushotzky 1982 for comparison with AGN broad line regions). As before we show results for two representative metallicities, and at
log($n_H$) = 2.0 and 3.0. Given any single diagnostic line or line ratio, the interpretation (in terms of ionization parameter, metallicity, electron density and, indeed, age) is far from unique. However, given a suitable combination of lines, or better still a full spectral fit, these degeneracies can be broken, giving a reasonable estimate of the gas and stellar parameters.

A full exploration of every possible line ratio combination is beyond the scope of this work (see e.g. Senchyna et al 2017 for other diagnostics) To facilitate further work by others in this area, we make the full set of line emission tables discussed in this paper, in both the optical and ultraviolet and using BPASS v2.1 binary and single star models, available from the BPASS website.
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Figure B3. The strengths of a range of rest-frame ultraviolet and optical emission lines, as a function of ionization parameters. Line strengths are scaled to the [C IV] 1548+1551Å doublet, and are shown for BPASS binary models at a stellar population age of 10 Myr and electron densities log(n_H)=2.0 (bottom panels) and 3.0 (top). Where the lines plotted are doublets, the emission strength of the two elements are summed before the ratio to [C IV] is taken. We show the line strengths at Solar metallicity (left) and a tenth Solar (right).