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Abstract. In this paper we extend a recent idea of formulating and regularizing inverse problems as minimization problems, so without using a forward operator, thus avoiding explicit evaluation of a parameter-to-state map. We do so by rephrasing three application examples in this minimization form, namely (a) electrical impedance tomography with the complete electrode model (b) identification of a nonlinear magnetic permeability from magnetic flux measurements (c) localization of sound sources from microphone array measurements. To establish convergence of the proposed regularization approach for these problems, we first of all extend the existing theory. In particular, we take advantage of the fact that observations are finite dimensional here, so that inversion of the noisy data can to some extent be done separately, using a right inverse of the observation operator. This new approach is actually applicable to a wide range of real world problems.

1. Introduction. An inverse problem of recovering some quantity $x$ from data $y$ can be expressed as an operator equation $F(x) = y$ with a forward operator $F$. In practice, the quantity $x$ is usually contained in a mathematical model, e.g., a PDE or an ODE, involving also a state $u$, abstractly written as

$$ E(x, u) = 0, \quad (1) $$

and the data $y$ is collected from observations of the state $u$

$$ C(u) = y, \quad (2) $$

where $E$ and $C$ are mappings acting on function spaces

$$ E: \mathcal{D} \times V \to W, \quad C: V \to Y $$

where $\mathcal{D} \subseteq X$ and $X, Y, V, W$ are Banach spaces. In this setting, $F = C \circ S$ is a composite function that concatenates the operator $C$ with the parameter-to-state...
map $S : D \to V$ defined by $E(x, S(x)) = 0, \forall x \in D$. However, in order for $S$ to be well-defined, often restrictive assumptions on the parameter need to be made, i.e., the domain $D$ of $S$ and $F$ will typically only be a strict subset of $\bar{D}$. Thus our aim is to completely avoid appearance of $S$, as has it already been previously done by means of all-at-once formulations, i.e., by considering (1) and (2) as a system of equations for $x$ and $u$, see, e.g., [19, 16].

An even more general approach to do so is to rewrite (1), (2) as an equivalent minimization problem

$$\begin{align*}
(x, u) & \in \arg\min \{ J(x, u; y) : (x, u) \in M_{ad}(y) \} \\
(x^{\delta}, u^{\delta}) & \in \arg\min \{ T_\alpha(x, u; y^{\delta}) = J(x, u; y^{\delta}) + \alpha \cdot R(x, u) : (x, u) \in M_{ad}^{\delta}(y^{\delta}) \}. 
\end{align*}$$

The regularization parameter $\alpha \in \mathbb{R}^m_+$ will be chosen according to the noise level $\delta$, the mapping $R : X \times V \to \mathbb{R}^m_+$ corresponds to regularization terms, and the set $M_{ad}^{\delta}(y^{\delta}) \subset X \times V$ may contain additional constraints that can be used for stabilizing the problem in the sense of Ivanov regularization, see, e.g., [20, 13, 21, 27, 30].

The aim of this paper is to apply this approach to three exemplary practical problems, namely

- electrical impedance tomography using the complete electrode model;
- determination of the nonlinear magnetic permeability from measurements of the magnetic flux;
- localization of sound sources from microphone array measurements.

What these and many other real world problems have in common is – among others – finite dimensionality of the observation space. Therefore, inverting the observation operator (using a right inverse) is stable and to some extent allows to uncouple data inversion from the actual reconstruction process. This approach, which we think is of interest also on its own and applicable to a wide range of other problems, is described in Section 2.2 where more concrete choices of the cost function $J$ and the admissible set $M_{ad}^{\delta}$ will be given. To do so, we require a somewhat extended version of the abstract background from [17, Section 3.1], which we therefore provide in Section 2.1. The main Section 3 of this paper deals with the three above mentioned application examples in the respective subsections 3.1, 3.2, 3.3.

2. Convergence analysis.

2.1. The abstract convergence theory revisited. Like in [17], we start with a completely general setting, which we slightly extend for our purpose (cf. Remark 1). To this end, we first of all very briefly recall and summarize the assumptions and results from [17, Section 3.1] on existence of minimizers $(x^{\delta}, u^{\delta}) := (x^{\delta}_{\alpha(\delta,y^{\delta})}, u^{\delta}_{\alpha(\delta,y^{\delta})})$ of (4) as well as their stability and convergence to a minimizer $(x^\dagger, u^\dagger)$ of (3).

**Assumption 1.** ([17, Assumption 3.7]) Let a topology $\mathcal{T}$ and a norm $\| \cdot \|_B$ on $X \times V$ and $\delta > 0$ exist such that for the family of noisy data $(y^{\delta})_{\delta \in [0,\delta]}$ and any
sequence \((y_n)_{n \in \mathbb{N}} \subset Y\) with \(y_n \to y^\delta\) in \(Y\) and for all
\[
(\hat{x}^\delta, \hat{u}^\delta) \in \text{argmin} \left\{ \mathcal{J}(x, u; y^\delta) + \alpha(\delta, y^\delta) \cdot \mathcal{R}(x, u) : (x, u) \in \mathcal{M}^\delta_{ad}(y^\delta) \right\}
\]
(part of the assumptions below indeed guarantee that this set of minimizers is nonempty)

(a) \(\forall \delta \in (0, \bar{\delta}], \exists n_0 \in \mathbb{N}, \forall n \geq n_0 : (x^1, u^1) \in \mathcal{M}^\delta_{ad}(y^\delta) \cap \mathcal{M}^\delta_{ad}(y_n)\);
(b) \(\forall j \in \{1, \ldots, m\} : (R_j(x^1, u^1) < \infty \land \exists x \in \mathbb{R} : R_j \geq \xi)\);
(c) \(V \in \mathbb{R}, \forall \alpha \in \mathbb{R}^m_+; \text{ the sets } \{ (x, u) \in \bigcup_{\delta \in (0, \bar{\delta}]} \mathcal{M}^\delta_{ad}(y^\delta) : \mathcal{T}_\alpha(x, u; y) \leq c \} \text{ and }\)
\[
\{ (x, u) \in \mathcal{M}^\delta_{ad}(y^\delta) : \mathcal{T}_\alpha(x, u; y^\delta) \leq c \} \text{ are } \mathcal{T} \text{ relatively compact for all } \delta \in (0, \bar{\delta}]\);
(d) \(\forall \alpha \in \mathbb{R}^m_+, \forall \delta \in (0, \bar{\delta}], \exists \mathcal{C}_\alpha \geq \mathcal{T}_\alpha(x^1, u^1; y^\delta), \exists \bar{\mathcal{C}}_\alpha > 0, \forall (x_n, u_n)_{n \in \mathbb{N}} \subset X \times V, (x_n, u_n) \in \mathcal{M}^\delta_{ad}(y_n) :\)
\[
(\forall n \in \mathbb{N} : \mathcal{T}_\alpha(x_n, u_n; y^\delta) \leq \mathcal{C}_\alpha) \Rightarrow (\forall n \in \mathbb{N} : \| (x_n, u_n) \|_B \leq \bar{\mathcal{C}}_\alpha) ;
\]
(e) \(\forall \delta \in (0, \bar{\delta}] : \mathcal{M}^\delta_{ad}(y^\delta) \in \mathcal{T} \text{ closed} ;\)
(f) \(\forall (\delta_n)_{n \in \mathbb{N}}, (z_n)_{n \in \mathbb{N}} \subset C, (x_n, u_n)_{n \in \mathbb{N}} \subset X \times V \text{ with } (x_n, u_n) \in \mathcal{M}^\delta_{ad}(z_n) :\)
\[
(\delta_n \to 0, z_n \to y, (x_n, u_n) \xrightarrow{T} (x_0, u_0)) \Rightarrow ((x_0, u_0) \in \mathcal{M}^\delta_{ad}(y)) ;
\]
(g) \(\forall j \in \{1, \ldots, m\} : R_j \text{ is } \mathcal{T} \text{ lower semicontinuous} ;\)
(h) \(\forall \delta \in (0, \bar{\delta}], \mathcal{J}(\cdot, \cdot; y^\delta) \text{ and } \mathcal{J}(\cdot, \cdot; y) \text{ are } \mathcal{T} \text{ lower semicontinuous} ;\)
(i) \(\lim \sup_{\delta \to 0} \sup \mathcal{J}(x, u; y) - \mathcal{J}(x, u; y^\delta) : (x, u) \in \bigcup_{\delta \in (0, \bar{\delta}]} \mathcal{M}^\delta_{ad}(y^\delta) \leq 0 \text{ if } y^\delta \to y \text{ in } Y \text{ as } \delta \to 0 ;\)
(j) \(\lim \sup_{\delta \to 0} \mathcal{J}(x^1, u^1; y^\delta) - \mathcal{J}(x^1, u^1; y) < \infty,\)
\[
\text{and } \alpha(\delta, y^\delta) \to 0 \text{ as } \delta \to 0.
\]

**Remark 1.** According to a careful check of the proofs of Proposition 3.4 and
Theorem 3.6 in [17], the sets, over which the suprema in Assumption 1(i),(j) are taken, can be shrunk under conditions
\[
\mathcal{J}(x^1, u^1; y) < \infty \quad (5)
\]
and
\[
\mathcal{J}(x^1, u^1; \cdot) \text{ is continuous on a suitable subset of } Y. \quad (6)
\]
Assuming without loss of generality that \(\max \{ \alpha_j : j = 1, \ldots, m \} \leq 1\), we replace those sets as follows.

- For Proposition 3.4 in [17], the minimizers \((x^\delta_{an}, u^\delta_{an}) \in \text{argmin} \{ \mathcal{J}(x, u; y_n) + \alpha(\delta, y_n) \cdot \mathcal{R}(x, u) : (x, u) \in \mathcal{M}^\delta_{ad}(y_n) \}\) satisfy
\[
\begin{aligned}
\mathcal{J}(x^\delta_{an}, u^\delta_{an}; y_n) &\leq \mathcal{J}(x^1, u^1; y_n) + \alpha \cdot \mathcal{R}(x^1, u^1) - \alpha \cdot \mathcal{R}(x^\delta_{an}, u^\delta_{an}) \\
&\leq \mathcal{J}(x^1, u^1; y_n) - \mathcal{J}(x^1, u^1; y^\delta) + \mathcal{J}(x^1, u^1; y^\delta) \\
&+ \alpha \cdot \mathcal{R}(x^1, u^1) - \alpha \cdot \mathcal{R}(x^\delta_{an}, u^\delta_{an}) \\
&\leq 1 + \mathcal{J}(x^1, u^1; y^\delta) + \sum_{j : R_j(x^1, u^1) \geq 0} \mathcal{R}_j(x^1, u^1) + m \max \{ 0, -\xi \} \\
&=: c(x^1, u^1; y^\delta),
\end{aligned}
\]
where \( \mathcal{J}(x^\dagger, u^\dagger; y_n) - \mathcal{J}(x^\dagger, u^\dagger; y^\delta) \leq 1 \) with \( n \) large enough due to the continuity of \( \mathcal{J}(x^\dagger, u^\dagger; \cdot) \) at \( y^\delta \). So the set \( \cup_{m \in \mathbb{N}} M^d_{ad}(y_m) \) in Assumption 1(i) can be replaced by
\[
\bigcup_{m \in \mathbb{N}} (M^d_{ad}(y_m) \cap \{(x, u) : \mathcal{J}(x, u; y_m) \leq c(x^\dagger, u^\dagger; y^\delta)\}). \quad (7)
\]

- Likewise, for Theorem 3.6 in [17], the minimizers \((\tilde{x}^\delta, \tilde{u}^\delta) \in \arg\min\{\mathcal{J}(x, y^\delta) + \alpha(\delta, y^\delta) : (x, u) \in M^d_{ad}(y^\delta)\}\) satisfy
\[
\mathcal{J}(\tilde{x}^\delta, \tilde{u}^\delta; y^\delta) \leq c(x^\dagger, u^\dagger; y^\delta),
\]

since \( \mathcal{J}(x^\dagger, u^\dagger; y^\delta) - \mathcal{J}(x^\dagger, u^\dagger; y) \leq 1 \) for \( \delta \) small enough due to the continuity of \( \mathcal{J}(x^\dagger, u^\dagger; \cdot) \) at \( y \). So the set \( \cup_{d \in (0, \delta]} M^d_{ad}(y^\delta) \) in Assumption 1(j) can be replaced by
\[
\bigcup_{d \in (0, \delta]} (M^d_{ad}(y^\delta) \cap \{(x, u) : \mathcal{J}(x, u; y^\delta) \leq c(x^\dagger, u^\dagger; y^\delta)\}). \quad (8)
\]

2.2. A minimization based approach using data inversion. In this section, we will introduce an approach to partially uncouple data dependence from reconstruction within the minimization form (3), (4) by using a right inverse operator \( C^{ri} \) of \( C \) from (2). To this end, we assume that the observation operator \( C \) is linear as is the case in many practical problems. The linear operator \( C^{ri} \) is supposed to be a right inverse of \( C \) in the sense that
\[
(CC^{ri})|_{\text{im}(C)} = \text{id}_{\text{im}(C)} \quad (9)
\]
where \( \text{im}(C) := \{C(u) : u \in V\} \). If \( V, Y \) are Hilbert spaces, one of the possible options to define \( C^{ri} \) is via the Moore-Penrose inverse operator \( C^\dagger \), see [8], with the domain \( \text{dom}(C^{ri}) = \text{im}(C) + \text{im}(C)^\perp \subset Y \). It is known that \( C^\dagger \) is bounded iff \( \text{im}(C) \) is closed, which is also equivalent to \( \text{dom}(C^{ri}) = Y \). Thus this approach is always applicable in case of a finite dimensional observation space \( Y \).

Now, assuming that \( C^{ri} \) is well-defined and bounded on the entire space \( Y \), by writing \( u = C^{ri}(y) + \hat{u} \) with \( C(\hat{u}) = 0, \ y \in \text{im}(C) \) we rephrase the problem (1), (2) as
\[
\begin{cases}
E(x, \hat{u} + C^{ri}(y)) = 0, \\
(x, \hat{u}) \in X \times \text{ker}(C),
\end{cases} \quad (10)
\]
with \( \text{ker}(C) := \{\hat{u} \in V : C(\hat{u}) = 0\} \). Thus we have decomposed the state into

(a) a part \( C^{ri}(y) \), which depends on the data and is therefore subject to noise, which, however, propagates into this part in a stable way;

(b) a part \( \hat{u} \in \text{ker}(C) \), which is data independent to which – along with \( x \) – minimization will be applied in order to enforce the model equation to hold (approximately).

Assuming that the priori information \( \bar{R}(x^\dagger, \hat{u}^\dagger) \leq \rho \), with some radius \( \rho > 0 \), and some functional \( \bar{R} : X \times V \to \mathbb{R} \) is known, we consider
\[
M_{ad}(y) = \{(x, \hat{u}) \in X \times \text{ker}(C) : \bar{R}(x, \hat{u}) \leq \rho\} \quad (11)
\]
and
\[
\mathcal{J}(x, \hat{u}; y) = Q_E(x, \hat{u}; y), \quad (12)
\]
where $Q_E : X \times V \times Y \to \mathbb{R}$ satisfies

$$\forall (x, \hat{u}, y) \in X \times V \times Y :$$

$$Q_E(x, \hat{u}; y) \geq 0 \quad \text{and}$$

$$(\forall \hat{u} \in \text{Ker}(C) : E(x, \hat{u} + C^\tau(y)) = 0 \iff Q_E(x, \hat{u}; y) = 0).$$

With noisy data $y^\delta$ being available, we use the admissible set

$$M^\delta_{ad}(y^\delta) = \left\{ (x, \hat{u}) \in X \times V : S(C(\hat{u} + C^\tau(y^\delta)), y^\delta) \leq \tau \delta, \bar{R}(x, \hat{u}) \leq \rho \right\}$$

(14)

with some $\tau > 1$ and a discrepancy measure $S : Y \times Y \to \mathbb{R}$ such that

$$\forall y_1, y_2 \in Y : \quad S(y_1, y_2) \geq 0 \quad \text{and} \quad (S(y_1, y_2) = 0 \iff y_1 = y_2),$$

(15)

and

$$S(C(C^\tau(y^\delta)), y^\delta) < \tau \delta.$$ 

(16)

This framework also includes discrepancy measures that are not necessarily defined by a metric or norm, for example, the Kullback-Leibler divergence or the Bregman distance with respect to some proper convex functional. In the special case of $S$ being translation invariant, i.e.,

$$\forall y_1, y_2, y_3 \in Y : \quad S(y_1, y_2) = S(y_1 + y_3, y_2 + y_3)$$

and if Im($C$) $\equiv$ Y, i.e., $CC^\tau \equiv \text{id}_Y$, the admissible set simplifies to

$$M^\delta_{ad} = \left\{ (x, \hat{u}) \in X \times V : S(C(\hat{u}), 0) \leq \tau \delta, \bar{R}(x, \hat{u}) \leq \rho \right\}.$$ 

(18)

To guarantee well-definedness, stability and convergence of the regularized minimization problems defined by (4) with (12), (14), we make some assumptions that are largely being used also in previous publications, see, e.g., [17, 10, 11, 33].

**Assumption 2.** Let a topology $T$ and a norm $\| \cdot \|_B$ on $X \times V$ exist such that

(i) $\bar{R}(x^1, \hat{u}^1) \leq \rho$;

(ii) $R_j(x^j, \hat{u}^j) < \infty$ and $\exists \underline{\rho} \in \mathbb{R} : R_j \geq \underline{\rho}$ for all $j \in \{1, \ldots, m\}$;

(iii) for all $z_1, z_2 \in Y$ and $c > 0$, the sublevel set

$$L_c = \left\{ (x, \hat{u}) \in X \times V : \max\{Q_E(x, \hat{u}; z_1), R_1(x, \hat{u}), \ldots, R_m(x, \hat{u}), \bar{R}(x, \hat{u}), S(C(\hat{u} + C^\tau(z_2)), z_2)\} \leq c \right\}$$

is $T$ compact and $\| \cdot \|_B$ bounded;

(iv) for all $z \in Y$, the maps $(x, \hat{u}) \mapsto Q_E(x, \hat{u}; z)$, $(x, \hat{u}) \mapsto S(C(\hat{u} + C^\tau(z)), z)$, $R$ and $\bar{R}$ are $T$ lower semicontinuous;

(v) the family of mappings $\left( \zeta \mapsto S(z + CC^\tau(\zeta), \zeta) \right)_{z \in Z}$ is uniformly continuous on $Z = \{ C(\hat{u}) : \exists x \in X : R(x, \hat{u}) \leq \rho \}$, i.e.,

$$\lim_{\zeta \to \zeta_0} \sup_{z \in Z} |S(z + CC^\tau(\zeta), \zeta) - S(z + CC^\tau(\zeta_0), \zeta_0)| = 0, \quad \forall \zeta_0 \in Y.$$

**Remark 2.** If the admissible set (18) is used, regardless of whether or not Im($C$) $\equiv$ Y holds, the condition (17) and the Assumption 2(v) can be dropped.

Differently from [17], we here have to deal with a model misfit functional $Q$ that depends on the data and therefore make some continuity assumptions concerning this dependence.
Assumption 3. For all solution \((x^{\dagger}, \hat{u}^{\dagger})\) to (10) with the exact data \(y\),

(i) there exists a constant \(\delta > 0\) such that

\[
\lim_{z_2 \to z_1} \sup_{(x, \hat{u}) \in M} |Q_E(x, \hat{u}; z_2) - Q_E(x, \hat{u}; z_1)| = 0, \quad \forall z_1 \in Z,
\]

where

• \(Z\) is an open set that contains \(\{z \in Y : S(y, z) \leq \delta\}\), for example, \(Z = \cup \{z \in Y : S(y, z) \leq \delta\} B_{\| \cdot \| Y} (z_1, 1)\),

• \(M = \cup_{z \in Z} (M_{ad}^\delta (z) \cap M_z)\) with \(M_z = \{(x, \hat{u}) : Q_E(x, \hat{u}; z) \leq c(x^{\dagger}, \hat{u}^{\dagger}; y)\}\) and \(c(x^{\dagger}, \hat{u}^{\dagger}; y)\) as in Remark 1;

(ii) there exists a nondecreasing function \(\gamma : [0, \infty) \to [0, \infty)\) such that

\[
Q_E(x^{\dagger}, \hat{u}^{\dagger}; z) - Q_E(x^{\dagger}, \hat{u}^{\dagger}; y) \leq \gamma(S(y, z)), \quad \forall z \in Y.
\]

Remark 3. In case of \(Q_E(x, \hat{u}; z)\) and \(S\) being defined by norms

\[
Q_E(x, \hat{u}; z) = \sum_{i=1}^I Q_i(x, \hat{u}; z) = \frac{1}{2} \sum_{i=1}^I \|D_i(x, \hat{u})C^{ri} z + b_i(x, \hat{u})\|_W^2,
\]

with linear operators \(D_i(x, \hat{u}) : V \to W\), as well as \(S(z_1, z_2) = \|z_1 - z_2\|_Y\), as in the three examples of Section 3, we can easily verify Assumption 3 with \(\gamma(t) = c \cdot (1 + t) \cdot t\) for some constant \(c\), by using the estimate

\[
|Q_E(x, \hat{u}; z_1) - Q_E(x, \hat{u}; z_2)|
\]

\[
= \frac{1}{\sqrt{2}} \sum_{i=1}^I \left( \sqrt{Q_i(x, \hat{u}; z_1)} + \sqrt{Q_i(x, \hat{u}; z_2)} \right)\left( \sqrt{Q_i(x, \hat{u}; z_1)} - \sqrt{Q_i(x, \hat{u}; z_2)} \right)
\]

\[
\leq \frac{1}{\sqrt{2}} \sum_{i=1}^I \left( 2 \sqrt{Q_i(x, \hat{u}; z_2)} + \frac{1}{2} \|D_i(x, \hat{u})C^{ri}(z_1 - z_2)\|_W \right)\|D_i(x, \hat{u})C^{ri}(z_1 - z_2)\|_W
\]

\[
\leq \frac{1}{\sqrt{2}} \sum_{i=1}^I \left( \sqrt{2} \sqrt{Q_i(x, \hat{u}; z_2)} + \frac{1}{2} \|D_i(x, \hat{u})C^{ri}\|_Y \right)\|D_i(x, \hat{u})C^{ri}\|_Y \leq \gamma(S(z_1, z_2))\|D_i(x, \hat{u})C^{ri}\|_Y \leq \gamma(S(z_1, z_2)).
\]

Under these assumptions we obtain the following result.

Theorem 2.1. If Assumption 2, Assumption 3 and the conditions (13), (15), (16), (17) are satisfied, then we achieve well-definedness, stability and convergence as follows. For any family of noisy data \((y^\delta)_{\delta \in (0, \delta]}\),

(a) \(\forall \delta \in (0, \delta], \forall \alpha \in \mathbb{R}^m_+\), a minimizer of (4) with (12), (14) exists;

(b) for each \(\delta \in (0, \delta]\), for any sequence \((y_n)_{n \in \mathbb{N}} \subset Y\) with \(y_n \to y^\delta\) in \(Y\) as \(n \to \infty\), the sequence of corresponding minimizers is \(\| \cdot \|_B\) bounded.

(c) If, additionally, the regularization parameter choice satisfies

\[
\alpha(\delta, y^\delta) \to 0\quad \text{and}\quad \frac{\gamma(\delta)}{\alpha_j(\delta, y^\delta)} \leq c, \forall j \in \{1, \ldots, m\} \quad \text{as} \quad \delta \to 0,
\]

for some \(c \in \mathbb{R}\), then, as \(\delta \to 0\), \(y^\delta \to y\), the family of minimizers \((x^\delta_{\alpha(\delta, y^\delta)}, \hat{u}^\delta_{\alpha(\delta, y^\delta)})\) of (4) with (12), (14) converges \(\mathcal{T}\) subsequentially to a solution of the inverse problem with exact data, that is, it has a \(\mathcal{T}\) convergent subsequence and the limit \((x^{\dagger}, \hat{u}^{\dagger})\) forms a solution \((x^{\dagger}, \hat{u}^{\dagger} + C^{ri} y)\) of (1), (2).

Remark 4. In Theorem 2.1, if the solution \((x^{\dagger}, \hat{u}^{\dagger})\) is unique then \((x^\delta_{\alpha(\delta, y^\delta)}, \hat{u}^\delta_{\alpha(\delta, y^\delta)}) \xrightarrow{\mathcal{T}} (x^{\dagger}, \hat{u}^{\dagger})\). However, uniqueness is unlikely to hold with finite dimensional data.
Proof. By (13), we see that \((x^\dagger, \hat{u}^\dagger)\) is a solution to (10) if and only if it is a solution to (3). The rest of the proof consists of checking the items of Assumption 1 where \(u\) is replaced by \(\hat{u}\).

- Assumption 1(a) follows from Assumption 2(i) and (17) which, due to the fact that \(C\hat{u}^\dagger = 0\), implies
  \[
  S(C(\hat{u}^\dagger + C^{ri}(y^\dagger)), y^\delta) = S(CC^{ri}(y^\dagger)), y^\delta) < \tau \delta
  \]
  and therefore
  \[
  S(C(\hat{u}^\dagger + C^{ri}(y_n)), y_n) = S(C(\hat{u}^\dagger + C^{ri}(y^\dagger)), y^\delta) + \left[S(C(\hat{u}^\dagger + C^{ri}(y_n)), y_n) - S(C(\hat{u}^\dagger + C^{ri}(y^\dagger)), y^\delta)\right]
  \leq \tau \delta
  \]
  for all \(n\) large enough, since the first term is strictly smaller than \(\tau \delta\) by (17) and the term in brackets tends to zero by Assumption 2(v).
- Assumption 1(b) is exactly Assumption 2(ii).
- Assumption 1(c),(d) follow from the \(T\) compactness and \(\|\cdot\|_B\) boundedness of \(L_c\) as in Assumption 2(iii).
- Assumption 1(e) follows from the \(T\) lower semicontinuity of \(\overline{R}\) and of \((x, \hat{u}) \mapsto S(C(\hat{u} + C^{ri}(z)), z)\), \(\forall z \in Y\) according to Assumption 2(iv).
- Assumption 1(f) can be obtained by using the fact that \(y \in \text{Im}(C)\) and \((x_n, \hat{u}_n) \in M_{ad}(y_n)\) defined by (14) with \(y_n\) in place of \(y^\delta\), as well as Assumption 2(iv),(v) to get
  \[
  S(C(\hat{u}_0) + y, y) = S(C(\hat{u}_0 + C^{ri}(y)), y) \leq \liminf_{n \to \infty} S(C(\hat{u}_n + C^{ri}(y)), y)
  = \liminf_{n \to \infty} \left(S(C(\hat{u}_n + C^{ri}(z_n)), z_n) + S(C(\hat{u}_n + C^{ri}(y)), y) - S(C(\hat{u}_n + C^{ri}(z_n)), z_n)\right)
  \leq \limsup_{n \to \infty} (\tau \delta_n + S(C(\hat{u}_n + C^{ri}(y)), y) - S(C(\hat{u}_n + C^{ri}(z_n)), z_n))
  \leq 0,
  \]
  which implies \(C(\hat{u}_0) = 0\) by definiteness of \(S\) according to (15).
- Assumption 1(g),(h) follows directly from Assumption 2(iv).
- Assumption 1(i),(j) adjusted by Remark 1 follow from Assumption 3(i), noting that \(Q_E(x^\dagger, \hat{u}^\dagger; y) = 0\), \((x^\dagger, \hat{u}^\dagger) \in M\) and “the suitable subset of \(Y\)” in (6) is \(Z\).
- The last one, Assumption 1(k), is verified by Assumption 3(ii) and (15), (16) as below
  \[
  \frac{\mathcal{J}(x^\dagger, \hat{u}^\dagger; y^\dagger) - \mathcal{J}(x^\dagger, \hat{u}^\dagger; y)}{\alpha_j(\delta, y^\dagger)} = \frac{Q(x^\dagger, \hat{u}^\dagger; y^\dagger) - Q(x^\dagger, \hat{u}^\dagger; y)}{\alpha_j(\delta, y^\dagger)} \leq \frac{\gamma(S(y, y^\delta))}{\alpha_j(\delta, y^\dagger)} \leq \frac{\gamma(\delta)}{\alpha_j(\delta, y^\dagger)} \leq c,
  \]
  and
  \[
  \frac{\mathcal{J}(x^\dagger, \hat{u}^\dagger; y) - \mathcal{J}(x^\dagger, \hat{u}^\dagger; y^\dagger)}{\alpha_j(\delta, y^\dagger)} = \frac{0 - Q(x^\dagger, \hat{u}^\dagger; y^\dagger)}{\alpha_j(\delta, y^\dagger)} \leq 0.
  \]
\[\square\]
3. **Three application examples.** Following up on a few briefly sketched examples in [17], we here provide further evidence of the usefulness of minimization based formulation and regularization to real world problems.

To enable easy applicability of iterative minimization methods, we aim at working in Hilbert spaces $X$, $V$ for the design variables $x, u$. Also differentiability of $J^\delta$ is an asset in this sense and holds for the examples below. On the constraints side, it is pointwise bounds that on one hand can be very efficiently implemented see, e.g., [12], on the other hand are practically relevant in view of known a priori bounds on the searched for quantities. Moreover, in the spirit of the Kohn-Vogelius functional, we strive for first order least squares formulations of the PDE models. Another common feature of these examples and actually very characteristic in many real world applications is finite dimensionality of the data space, which enables application of the data inversion strategy from Section 2.2. While in the examples of Sections 3.1, 3.2, the same PDE model comes with several different excitations, each of which leading to one of $I$ measurements (or measurement sets), there is only a single experiment carried out in the example of Section 3.3 and the measurement vector consists of observations at $L$ spatial points.

3.1. **Electrical impedance tomography with the complete electrode model.** Electrical impedance tomography (EIT) is a meanwhile well-established and well-researched imaging technology (see, e.g., the review [2] and the references therein), which seeks to recover the spatially varying electrical conductivity in the interior of an inhomogeneous object by means of low-frequency voltage-current measurements on its surface. A minimization based formulation of this problem has already been devised in [23, 26, 25] for the idealized measurement model that considers both voltages and currents as arbitrary (up to smoothness assumptions) functions on the boundary. A more realistic model of the electrodes has been developed in [36], see also [14]. Our aim here is to extend the variational formulation from [23, 26, 25] to incorporate the complete electrode model (CEM) from [36, 14].

3.1.1. **The minimization form of the problem.** Let $\Omega$ be a domain in $\mathbb{R}^2$ with a boundary $\partial \Omega$ which is a closed and simple curve. Electrodes are placed on $\partial \Omega$ and are numbered in counterclockwise order from $e_1$ to $e_L$ with $e_{i} \cap e_{j} = \emptyset$ if $i \neq j$. The starting point and the end point of $i$th electrode are denoted by $e^i_1$ and $e^i_L$ and the gap between $e_i$ and $e_{i+1}$ is denoted by $g_i$ (see Figure 1). For convenience, we use the identities $e_{L+1} \equiv e_1$, $e_0 \equiv e_L$, $g_{L+1} \equiv g_1$, $g_0 \equiv g_L$. We also denote by $j_i, e_i$ the current applied on $e_i$ and by $v_i, \ell$ the voltage at the $\ell$th electrode at the $i$th measurement, $i \in \{1, \ldots, I\}$. By the law of charge conservation $j_i = (j_{i,1}, \ldots, j_{i,L})$ is an element of

$$\mathbb{R}^L_0 := \left\{ (x_1, \ldots, x_L) \in \mathbb{R}^L : \sum_{\ell=1}^L x_\ell = 0 \right\}.$$ 

In addition, we can also normalize $v_i = (v_{i,1}, \ldots, v_{i,L})$ such that $v_i \in \mathbb{R}^L_0$, $i \in \{1, \ldots, I\}$.

The EIT-CEM problem is to find the conductivity $\sigma : \Omega \to \mathbb{R}$, $0 < \underline{\sigma} \leq \sigma \leq \bar{\sigma}$, a.e. in $\Omega$, satisfying

$$\nabla \cdot J_i = 0, \quad \nabla^\perp \cdot E_i = 0, \quad J_i = \sigma E_i, \quad \text{in } \Omega, \quad i = 1, 2, \ldots, I$$

where $J_i : \Omega \to \mathbb{R}^2$ is the current density, $E_i : \Omega \to \mathbb{R}^2$ is the electric field and $\nabla^\perp$ is the 2-d rotation operator $\nabla^\perp = \left( -\frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2} \right)$. In a similar way to [17, 25, 14], by
using potentials $\phi_i$ and $\psi_i$ for $J_i$ and $E_i$, 

$$J_i = -\nabla^\perp \psi_i, \quad E_i = -\nabla \phi_i,$$

we write the problem in the form

\begin{align}
\sqrt{\sigma} \nabla \phi_i - \frac{1}{\sqrt{\sigma}} \nabla^\perp \psi_i &= 0 \quad \text{in } \Omega, \\
\phi_i + z_0 \nabla^\perp \psi_i \cdot \nu &= v_{i,\ell} \quad \text{on } e_\ell, \; \ell = 1, 2, \ldots, L, \\
\int_{e_\ell} \nabla^\perp \psi_i \cdot \nu \, ds &= j_{i,\ell} \quad \text{for } \ell = 1, 2, \ldots, L, \\
\nabla^\perp \psi_i \cdot \nu &= 0 \quad \text{on } \partial \Omega \setminus \cup_{\ell=1}^L e_\ell,
\end{align}

for $i = 1, 2, \ldots, I$, where $\{z_\ell\}_{\ell=1}^L$ is the set of (known) positive contact impedances. Here $I$ is the number of current patterns impressed via the $L$ electrodes.

Note that equations (19) contain only $\nabla^\perp \psi_i$, not $\psi_i$ itself. So adding or subtracting a constant from $\psi_i$ will have no effect on the problem and we can assume $\psi_i(e_1^\ell) = 0$.

By using (19c) and (19d) we see that $\psi_i(e_1^\ell) - \psi_i(e_2^\ell) = -j_{i,\ell}$ for $\ell \in \{1, 2, \ldots, L\}$, and $\psi_i(x) - \psi_i(e_2^\ell) = 0$ for $x \in g_\ell, \ell \in \{1, 2, \ldots, L\}$. It follows that $\psi_i(e_{\ell+1}^\ell) = \psi_i(e_1^\ell) = \psi_i(e_2^\ell) = \psi_i(e_3^\ell) - \sum_{k=1}^\ell j_{i,k} = -\sum_{k=1}^\ell j_{i,k}$ for $\ell \in \{1, 2, \ldots, L\}$. Therefore, the value of $\psi_i$ outside the electrodes is determined by $\psi_i(x) = -\sum_{k=1}^\ell j_{i,k}$ for $x \in g_\ell, \ell \in \{1, 2, \ldots, L\}$ or

$$\psi_i|_{g_\ell} = -\sum_{k=1}^\ell j_{i,k}, \quad \text{for all } \ell \in \{1, 2, \ldots, L\}.$$  \hspace{1cm} (20)

Next, by taking the integral from $e_1^\ell$ to $x$ on $e_\ell$ on both sides of (19b), noting that $\psi_i(e_1^\ell) = \psi_i|_{g_{\ell-1}}$, we get

$$\int_{e_1^\ell}^x \phi_i \, ds - z_0(\psi_i(x) - \psi_i|_{g_{\ell-1}}) = v_{i,\ell} d_{\partial \Omega}(e_1^\ell, x), \quad \text{for all } x \in e_\ell, \; \ell \in \{1, 2, \ldots, L\}$$

where $d_{\partial \Omega}(x_1, x_2)$ is the length of $\partial \Omega$ from $x_1$ to $x_2$.  \hspace{1cm} (21)
In view of (20), (21), the function $\psi_i$ is constant on each $g_\ell$ and every function $C_\ell(\phi_i, \psi_i) : e_\ell \to \mathbb{R}$,

$$C_\ell(\phi_i, \psi_i)(x) := \frac{1}{d_{\partial \Omega}(e_\ell, x)} \left( \int_{e_\ell}^x \phi_i \, ds - z_\ell(\psi_i(x) - \psi_i|_{g_{\ell - 1}}) \right), \quad \text{for all } x \in e_\ell,$$

is also constant on each $e_\ell$, so we can choose the spaces containing $\sigma$, $\phi = (\phi_1, \ldots, \phi_l)$, $\psi = (\psi_1, \ldots, \psi_l)$ as

$$\sigma \in X := L^2(\Omega),$$

$$\left( \phi, \psi \right) \in V := \left\{ \left( \phi, \psi \right) \in H^1(\Omega)^2 I : \forall i \in \{1, \ldots, I\}, \forall \ell \in \{1, \ldots, L\}, \psi_i(e_1^{\ell}) = 0, \quad \psi_i|_{g_{\ell}}, C_\ell(\phi_i, \psi_i) \text{ are constant,} \right\} \quad \text{(23)}$$

and

$$\sum_{\ell=1}^L C_\ell(\phi_i, \psi_i) = 0 \right\}. \quad \text{(24)}$$

We define the observation operator $C : V \to Y$ by

$$C(\phi, \psi) = \left( \left( \psi_i|_{g_{\ell - 1}} - \psi_i|_{g_{\ell}} \right)_{\ell=1}^L, \left( C_\ell(\phi_i, \psi_i) \right)_{\ell=1}^L \right)_i, \quad \text{(24)}$$

where

$$Y := \left( \mathbb{R}^L \times \mathbb{R}^L \right)^I \quad \text{(25)}$$

and obviously $E(\sigma, \phi, \psi) = \left( E_i(\sigma, \phi_i, \psi_i) \right)_{i=1}^I \in L^2(\Omega)^2 I$ with

$$E_i(\sigma, \phi_i, \psi_i) = \sqrt{\sigma} \nabla \phi_i - \frac{1}{\sqrt{\sigma}} \nabla^\perp \psi_i. \quad \text{(26)}$$

As a next step, we will determine the operator $C_{\psi i} : Y \to V$ such that $C(C_{\psi i}(y)) = y$, for all

$$y = \left( (\eta_{i,\ell})_{\ell=1}^L, (\xi_{i,\ell})_{\ell=1}^L \right)_i \in Y, \quad \text{(27)}$$

that is,

$$C_{\psi i}(y) = (C_{\psi i}^a(y), C_{\psi i}^b(y)) = (C_{\phi i}^a(y), \ldots, C_{\phi i}^a(y), C_{\psi i}^b(y), \ldots, C_{\psi i}^b(y)) \quad \text{(28)}$$

satisfying (20), (21) where $(C_{\phi i}^a(y), C_{\psi i}^b(y))$ replaces $(\phi_i, \psi_i)$ and $(\eta_{i,\ell}, \xi_{i,\ell})$ replaces $(j_{i,\ell}, \nu_{i,\ell})$. Because of $C_{\psi i}(y)|_{g_{\ell}} = -\sum_{k=1}^l \eta_{i,k}$, we choose $C_{\psi i}^a(y)$ in the form

$$C_{\psi i}^a(y) = \sum_{\ell=1}^L \left( -\sum_{k=1}^l \eta_{i,k} \right) \psi_{0,\ell} \quad \text{(29)}$$

where $\psi_{0,\ell}(x) = 1$ if $x \in g_\ell$ and $\psi_{0,\ell}(x) = 0$ if $x \in e_\ell$, $k \neq \ell$, particularly, we choose $\psi_{0,\ell} \in H^1(\Omega)$ such that it satisfies the boundary conditions

$$\psi_{0,\ell}(x) = \begin{cases} 1, & \text{if } x \in g_\ell, \\ 1 - d_{\partial \Omega}(e_\ell^b, x)/|e_\ell|, & \text{if } x \in e_\ell, \\ 1 - d_{\partial \Omega}(e_{\ell+1}^a, x)/|e_{\ell+1}|, & \text{if } x \in e_{\ell+1}, \\ 0, & \text{if } x \in \partial \Omega \setminus (g_\ell \cup e_\ell \cup e_{\ell+1}), \end{cases} \quad \text{(30)}$$

where $|e_\ell|$ is the length of $e_\ell$. This is possible due to the fact that the function on the right hand side of (30) is in $H^{1/2}(\partial \Omega)$ together with the (inverse) Trace
Theorem and the assumption that $\partial \Omega$ is Lipschitz. By some direct calculations on $C_{\psi,i}^\tau(y)$, it is easy to see that (recalling (27))

$$C_{\psi,i}^\tau(y)(x) = -\sum_{k=1}^{l-1} \eta_{k,l} \frac{\eta_{k,l}}{|e|} d_{\partial \Omega}(e^\rho_{\ell}, x)$$

$$= C_{\psi,i}^\tau(y)|_{g_{\ell-1}} - \frac{\eta_{k,l}}{|e|} d_{\partial \Omega}(e^\rho_{\ell}, x), \quad \text{for all } x \in e_{\ell}$$

and we get (by using (21))

$$\int_{e_{\ell}}^x C_{\phi,i}^\tau(y) \, ds - z_{\ell} \left( C_{\psi,i}^\tau(y)(x) - C_{\psi,i}^\tau(y)|_{g_{\ell-1}} \right) = \xi_{\ell,i} d_{\partial \Omega}(e^\rho_{\ell}, x), \quad \text{for all } x \in e_{\ell}, \ \ell \in \{1, \ldots, L\}$$

thus

$$\int_{e_{\ell}}^x C_{\phi,i}^\tau(y) \, ds = \left( \xi_{\ell,i} - \frac{z_{\ell}}{|e|} \eta_{k,l} \right) d_{\partial \Omega}(e^\rho_{\ell}, x)$$

$$= \left( \xi_{\ell,i} - \frac{z_{\ell}}{|e|} \eta_{k,l} \right) \int_{e_{\ell}}^x \, ds, \quad \text{for all } x \in e_{\ell}, \ \ell \in \{1, \ldots, L\}.$$ 

So $C_{\phi,i}^\tau(y)$ for $y$ according to (27) is defined as

$$C_{\phi,i}^\tau(y) = \sum_{\ell=1}^L \left( \xi_{\ell,i} - \frac{z_{\ell}}{|e|} \eta_{k,l} \right) \phi_{0,\ell}$$

(31)

where $\phi_{0,\ell}(x) = 1$ if $x \in e_{\ell}$ and $\phi_{0,\ell}(x) = 0$ if $x \in e_k, k \neq \ell$, particularly, we choose $\phi_{0,\ell} \in H^1(\Omega)$ satisfying the boundary conditions

$$\phi_{0,\ell}(x) = \begin{cases} 1, & \text{if } x \in e_{\ell}, \\ 1 - d_{\partial \Omega}(e^\rho_{\ell}, x)/|g_{\ell}|, & \text{if } x \in g_{\ell}, \\ 1 - d_{\partial \Omega}(e^\rho_{\ell}, x)/|g_{\ell-1}|, & \text{if } x \in g_{\ell-1}, \\ 0, & \text{if } x \in \partial \Omega \setminus (e_{\ell} \cup g_{\ell} \cup g_{\ell-1}), \end{cases}$$

(32)

where $|g_{\ell}|$ is the length of $g_{\ell}$. This choice is also possible due to the same reason as for the existence of $\psi_{0,\ell}$ in (30). The so defined operator $C^\tau$ is linear and continuous as a mapping $C^\tau : Y \to V$.

Now, the problem (19) is rewritten in the form (10) as

$$\begin{cases} \sqrt{\sigma} \nabla (\phi + C_{\phi}^\tau(y)) - \frac{1}{\sqrt{\sigma}} \nabla \cdot (\psi + C_{\psi}^\tau(y)) = 0, \\ (\sigma, \phi, \psi) \in L^\infty(\Omega) \times \text{Ker}(C), \quad \text{for all } i = 1, 2, \ldots, I, \end{cases}$$

(33)

where $(C_{\phi}^\tau(y), C_{\psi}^\tau(y))$ satisfy (29), (30), (31), (32) and

$$\text{Ker}(C) = \{ (\phi, \psi) = (\phi_1, \ldots, \phi_I, \psi_1, \ldots, \psi_I) \in V : \psi_{1}|_{g_{\ell-1}} - \psi_1|_{g_{\ell}} = 0, \quad \text{and} \quad C_{\ell}(\phi_i, \psi_i) = 0, \quad \forall \ell \in \{1, \ldots, L\}, \forall i \in \{1, \ldots, I\} \}. \quad (34)$$

To regularize this problem using the theory from Section 2.2, we consider the cost function $\mathcal{J}(\sigma, \phi, \psi; y) = Q_E(\sigma, \phi, \psi; y),

$$Q_E(\sigma, \phi, \psi; y) = \sum_{i=1}^I Q_i(\sigma, \phi_i, \psi_i; y)$$
where

\[ Q_i(\sigma, \hat{\phi}_i, \hat{\psi}_i; y) := \begin{cases} \frac{1}{2} \| q_i \|_{L^2(\Omega)}^2 & \text{if } q_i \in L^2(\Omega) \\ +\infty & \text{else} \end{cases} \]

with \( q_i := E_i(\sigma, \hat{\phi}_i + C_{\phi,i}^\alpha(y), \hat{\psi}_i + C_{\psi,i}^\alpha(y)) \)

\[ = \sqrt{\sigma} \nabla (\hat{\phi}_i + C_{\phi,i}^\alpha(y)) - \frac{1}{\sqrt{\sigma}} \nabla^\perp (\hat{\psi}_i + C_{\psi,i}^\alpha(y)) \]

the regularization function

\[ \mathcal{R}(\vec{\phi}, \vec{\psi}) = \frac{1}{2} \| (\vec{\phi}, \vec{\psi}) \|_{H^1(\Omega)^{2L}}^2, \]

for some \( s > 1 \) the discrepancy measure

\[ S(y_1, y_2) = \| y_2 - y_1 \|_{\infty, \mathbb{R}^{2L \ell}} = \max \{ |y_{2,j} - y_{1,j}| : j \in \{1, \ldots, 2L\} \}, \]

the function \( \tilde{\mathcal{R}} : L^2(\Omega) \to \mathbb{R} \),

\[ \tilde{\mathcal{R}}(\sigma) = \left\| \sigma - \frac{\sigma + \sigma^\alpha}{2} \right\|_{L^\infty(\Omega)} \]

and the constant \( \rho = \frac{\sigma^\alpha}{2} \). Note that therewith the constraint \( \tilde{\mathcal{R}}(\sigma) \leq \rho \) is equivalent to \( \sigma \leq \sigma \leq \sigma^\alpha \) a.e. in \( \Omega \). The regularization term according to (36) is only needed in order to prove existence of a minimizer. In particular, it allows to establish \( T \) lower semicontinuity of the regularized cost function with an appropriate topology \( T \) which would not be the case without this term.

If the accuracy of the current and voltage measurements is \( \delta^j \) and \( \delta^v \) respectively, i.e., \( |j_{i,\ell}^\delta - j_{i,\ell}| \leq \delta^j \) and \( |v_{i,\ell}^\delta - v_{i,\ell}| \leq \delta^v \) then the discrepancy measure between the perturbed data \( y^\delta = (\{ j_{i,\ell}^\delta \}_{i=1}^{L\ell}, \{ v_{i,\ell}^\delta \}_{i=1}^{L\ell}) \) and the exact data \( y = (\{ j_{i,\ell} \}_{i=1}^{L\ell}, \{ v_{i,\ell} \}_{i=1}^{L\ell}) \) is

\[ S(y, y^\delta) = \| y^\delta - y \|_{\infty, \mathbb{R}^{2L \ell}} \leq \max \{ \delta^j, \delta^v \} =: \delta, \]

where \( \| \cdot \|_{\infty, \mathbb{R}^{2L \ell}} \) is the maximum norm and regularized minimization can be summarized as

\[ \min \left\{ \sum_{i=1}^{L\ell} \frac{1}{2} \int_\Omega \sqrt{\sigma} \nabla (\hat{\phi}_i + C_{\phi,i}^\alpha(y^\delta)) - \frac{1}{\sqrt{\sigma}} \nabla^\perp (\hat{\psi}_i + C_{\psi,i}^\alpha(y^\delta)) \, dx + \frac{\alpha}{2} \| (\vec{\phi}, \vec{\psi}) \|_{H^1(\Omega)^{2L}}^2 : (\sigma, \vec{\phi}, \vec{\psi}) \in X \times V : \| C(\vec{\phi}, \vec{\psi}) \|_{\mathbb{R}^{2L \ell}} \leq \tau \delta, \sigma \leq \sigma \leq \sigma^\alpha, \text{ a.e in } \Omega \right\}, \]

where \( X, V \) are defined in (23), \( C \) in (24), and \( C_{\alpha} \) in (29)–(32).

**Remark 5.** Because of \( \text{Im}(C) \equiv Y \), the admissible sets in (14) and (18) are equal.
3.1.2. Convergence. To obtain a convergence result, we define the topology $\mathcal{T}$ on $X \times V$ by

\[
(\sigma_n, \phi_n, \psi_n) \xrightarrow{\mathcal{T}} (\sigma, \phi, \psi) \iff \begin{cases}
\sigma_n \rightharpoonup^* \sigma \text{ and } \frac{1}{\sigma_n} \rightharpoonup \frac{1}{\sigma} \text{ in } L^\infty(\Omega), \\
(\phi_n, \psi_n) \rightharpoonup (\phi, \psi) \text{ in } H^1(\Omega)^{2I}, \\
(\phi_n, \psi_n) \rightharpoonup (\phi, \psi) \text{ in } H^s(\Omega)^{2I},
\end{cases}
\]

for $s > 1$ as in (36) and the norm $\| \cdot \|_B$ is given by

\[
\|(\sigma, \phi, \psi)\|_B := \|\sigma\|_{L^\infty(\Omega)} + \|(\phi, \psi)\|_{H^s(\Omega)^{2I}} + \|C(\phi, \psi)\|_{L^2(\Omega)^I}.
\]

In addition, we also impose some priori conditions on $\sigma^I$ and $(\phi^I, \psi^I)$ as follows

\[
\underline{\sigma} \leq \sigma^I \leq \bar{\sigma}, \quad \text{a.e. in } \Omega
\]

and

\[
(\phi^I, \psi^I) \in H^s(\Omega)^{2I}.
\]

**Corollary 1.** Let (43), (44) hold. Then

(i) (Existence of minimizers) For any $\alpha > 0$, a minimizer of (40) exists;
(ii) (Boundedness) For any sequence $(y_n)_{n \in \mathbb{N}} \subset Y$ with $y_n \rightharpoonup y^I$ in $Y$, the sequence of corresponding regularized minimizers is $\| \cdot \|_B$ bounded for $\| \cdot \|_B$ as in (42);
(iii) (Convergence) If additionally the choice of regularization parameter satisfies

\[
\alpha(\delta, y^I) \to 0 \quad \text{and} \quad \frac{\delta^2}{\alpha(\delta, y^I)} \leq c_0, \quad \text{as } \delta \to 0,
\]

then as $\delta \to 0$ in (39), $y^\delta \to y$, the family of minimizers \( (\sigma^\delta(\delta, y^I), \phi^\delta(\delta, y^I), \psi^\delta(\delta, y^I)) \)

converges $\mathcal{T}$ subsequentially to a solution $(\sigma^I, \phi^I, \psi^I)$ of the inverse problem (33) with exact data $y$.

**Proof.** The proof proceeds by verification of Assumptions 2 and 3.

- Assumptions 2(i), (ii) follow from (43), (44).
- The set $L_c$ in Assumption 2(iii) is clearly $\| \cdot \|_B$ bounded by definition of $\mathcal{R}$, $\mathcal{R}$, $S$. Besides, for every sequence $(\sigma_n, \phi_n, \psi_n)$ in $L_c$,
  - $(\phi_n, \psi_n)$, is bounded and thus has a weakly convergent subsequence in $H^s(\Omega)^{2I}$, as well as a strongly convergent subsequence in $H^1(\Omega)^{2I}$ by the compactness of the embedding operator from $H^s(\Omega)^{2I}$ to $H^1(\Omega)^{2I}$;
  - the sequences $(\sigma_n)$, $(\frac{1}{\sigma_n})$, which are bounded in $L^\infty(\Omega)$ due to boundedness of $\mathcal{R}(\sigma_n)$, have weak-star convergent subsequences in $L^\infty(\Omega)$.

Thus we can extract a subsequence of $(\sigma_n, \phi_n, \psi_n)$ that is $\mathcal{T}$ convergent in $X \times V$. So Assumption 2(iii) is verified.

- The maps $\mathcal{R}$, $\mathcal{R}$, $(\sigma, \phi, \psi) \mapsto \mathcal{S}(\phi, \psi), z$ are obviously $\mathcal{T}$ lower semicontinuous by their definition. To verify Assumption 2(iv), we only need to show $\mathcal{T}$ lower semicontinuity of $(\sigma, \phi, \psi) \mapsto \mathcal{Q}_E(\sigma, \phi, \psi; z)$ for all $z \in Y$. Indeed,
we have $Q_E(\sigma, \phi, \psi; z) = \sum_{i=1}^I Q_i(\sigma, \hat{\phi}_i, \hat{\psi}_i; z)$, where, cf. (35),

$$Q_i(\sigma, \hat{\phi}_i, \hat{\psi}_i; z) = \frac{1}{2} \int_{\Omega} \left( \sigma |\nabla \hat{\phi}_i|^2 + \frac{1}{\sigma} |\nabla \hat{\psi}_i|^2 - 2 \nabla \hat{\phi}_i \cdot \nabla \hat{\psi}_i \right) \, dx$$

$$+ \int_{\Omega} \sigma \left( \nabla \hat{\phi}_i - \frac{1}{\sigma} \nabla \hat{\psi}_i \right) \cdot \left( \nabla C_{\phi,i}^\text{ri}(z) - \frac{1}{\sigma} \nabla C_{\psi,i}^\text{ri}(z) \right) \, dx$$

$$+ \frac{1}{2} \int_{\Omega} \left( \sigma |\nabla C_{\phi,i}^\text{ri}(z)|^2 + \frac{1}{\sigma} |\nabla C_{\psi,i}^\text{ri}(z)|^2 - 2 \nabla C_{\phi,i}^\text{ri}(z) \cdot \nabla C_{\psi,i}^\text{ri}(z) \right) \, dx$$

and for all $(\sigma_n, \phi_n, \psi_n) \rightharpoonup (\sigma, \phi, \psi)$,

$$|Q_i(\sigma_n, \hat{\phi}_{n,i}, \hat{\psi}_{n,i}; z) - Q_i(\sigma, \hat{\phi}_i, \hat{\psi}_i; z)|$$

$$\leq \frac{1}{2} \int_{\Omega} \left( \sigma_n |\nabla \hat{\phi}_{n,i}|^2 - \sigma |\nabla \hat{\phi}_i|^2 \right) \, dx$$

$$+ \frac{1}{2} \int_{\Omega} \left( \frac{1}{\sigma_n} |\nabla \hat{\psi}_{n,i}|^2 - \frac{1}{\sigma} |\nabla \hat{\psi}_i|^2 \right) \, dx$$

$$+ \int_{\Omega} \left( \nabla \hat{\phi}_{n,i} \cdot \nabla \hat{\psi}_{n,i} - \nabla \hat{\phi}_i \cdot \nabla \hat{\psi}_i \right) \, dx$$

$$+ \int_{\Omega} \left( \sigma_n \nabla \hat{\phi}_{n,i} - \sigma \nabla \hat{\phi}_i \right) \cdot \left( \nabla C_{\phi,i}^\text{ri}(z) - \frac{1}{\sigma} \nabla C_{\psi,i}^\text{ri}(z) \right) \, dx$$

$$+ \int_{\Omega} \left( \frac{1}{\sigma_n} \nabla \hat{\psi}_{n,i} - \frac{1}{\sigma} \nabla \hat{\psi}_i \right) \cdot \left( \nabla C_{\phi,i}^\text{ri}(z) - \frac{1}{\sigma} \nabla C_{\psi,i}^\text{ri}(z) \right) \, dx$$

$$\to 0,$$

because each term in the right hand side tends to 0 as $n \to \infty$:

the first term

$$\int_{\Omega} \left( \sigma_n |\nabla \hat{\phi}_{n,i}|^2 - \sigma |\nabla \hat{\phi}_i|^2 \right) \, dx$$

$$= \int_{\Omega} \sigma_n \left( |\nabla \hat{\phi}_{n,i}|^2 - |\nabla \hat{\phi}_i|^2 \right) \, dx + \int_{\Omega} (\sigma_n - \sigma) |\nabla \hat{\phi}_i|^2 \, dx$$

$$\leq \sigma \int_{\Omega} \left( |\nabla \hat{\phi}_{n,i}| + |\nabla \hat{\phi}_i| \right) \cdot \left( |\nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i| \right) \, dx + \int_{\Omega} (\sigma_n - \sigma) |\nabla \hat{\phi}_i|^2 \, dx$$

$$\leq \sigma \left\| \nabla \hat{\phi}_{n,i} + \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2} \left\| \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2} + \int_{\Omega} (\sigma_n - \sigma) |\nabla \hat{\phi}_i|^2 \, dx$$

tends to 0, since $\left\| \nabla \hat{\phi}_{n,i} + \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2}$ is bounded, $\left\| \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2} \to 0$ as $n \to \infty$ and $(\sigma_n - \sigma) \rightharpoonup 0$ in $L^\infty(\Omega)$, $|\nabla \hat{\phi}_i|^2 \in L^1(\Omega)$; note that at this point we need the strong of $T$ inducing strong $H^1$ norm convergence of $\hat{\phi}_{n,i}$, as enabled by the regularization term (36);

the second term can be estimated analogously;

the third term

$$\int_{\Omega} \left( \nabla \hat{\phi}_{n,i} \cdot \nabla \hat{\psi}_{n,i} - \nabla \hat{\phi}_i \cdot \nabla \hat{\psi}_i \right) \, dx$$

$$\leq \int_{\Omega} \nabla \hat{\phi}_{n,i} \cdot \left( \nabla \hat{\psi}_{n,i} - \nabla \hat{\psi}_i \right) \, dx + \int_{\Omega} \left( \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right) \cdot \nabla \hat{\psi}_i \, dx$$

$$\leq \left\| \nabla \hat{\phi}_{n,i} \right\|_{L^2(\Omega)^2} \left\| \nabla \hat{\psi}_{n,i} - \nabla \hat{\psi}_i \right\|_{L^2(\Omega)^2} + \left\| \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2} \left\| \nabla \hat{\psi}_i \right\|_{L^2(\Omega)^2}$$. 
tends to 0, since \( \nabla \hat{\psi}_{n,i} \to \nabla \hat{\psi}_i \) and \( \nabla \hat{\phi}_{n,i} \to \nabla \hat{\phi}_i \) in \( L^2(\Omega) \); the fourth term

\[
\left| \int_{\Omega} (\sigma_n \nabla \hat{\phi}_{n,i} - \sigma \nabla \hat{\phi}_i) \cdot \left( \nabla C^{ri}_{\phi,i}(z) - \frac{1}{\sigma} \nabla C^{ri}_{\psi,i}(z) \right) \, dx \right|
\]

\[
\leq \left| \int_{\Omega} \left( (\sigma_n - \sigma) \nabla \hat{\phi}_{n,i} + \sigma \left( \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right) \right) \cdot \left( \nabla C^{ri}_{\phi,i}(z) - \frac{1}{\sigma} \nabla C^{ri}_{\psi,i}(z) \right) \, dx \right|
\]

\[
\leq \left| \int_{\Omega} (\sigma_n - \sigma) \nabla \hat{\phi}_{n,i} \cdot \left( \nabla C^{ri}_{\phi,i}(z) - \frac{1}{\sigma} \nabla C^{ri}_{\psi,i}(z) \right) \, dx \right|
\]

\[
+ \sigma \left\| \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2} \left\| \nabla C^{ri}_{\phi,i}(z) - \frac{1}{\sqrt{\sigma}} \nabla C^{ri}_{\psi,i}(z) \right\|_{L^2(\Omega)^2}
\]

tends to 0, since \( (\sigma_n - \sigma) \to 0 \) in \( L^\infty(\Omega) \), \( \nabla \hat{\phi}_{n,i} \cdot \left( \nabla C^{ri}_{\phi,i}(z) - \frac{1}{\sigma} \nabla C^{ri}_{\psi,i}(z) \right) \in L^1(\Omega) \) and \( \left\| \nabla \hat{\phi}_{n,i} - \nabla \hat{\phi}_i \right\|_{L^2(\Omega)^2} \to 0 \);

the fifth term again works analogously.

- Assumption 2(v) is verified by Remark 2.
- For Assumption 3, we employ Remark 3 with \( W = L^2(\Omega) \), \( D_i(\sigma, \phi_i, \psi_i)C^{ri}(\eta, \xi) = \sqrt{\sigma} \nabla C^{ri}_{\phi,i}(\eta, \xi) - \frac{1}{\sqrt{\sigma}} \nabla C^{ri}_{\psi,i}(\eta, \xi) \), cf. (29), (31), (35), and the estimate

\[
\left\| D_i(\sigma, \phi_i, \psi_i)C^{ri}(\eta, \xi) \right\|_{L^2(\Omega)}
\]

\[
\leq \sqrt{\sigma} \sum_{\ell=1}^L \left( |\xi_\ell| + \frac{|z_\ell|}{|\ell_\ell|} |\eta_\ell| \right) \left\| \nabla \phi_{0,\ell} \right\|_{L^2(\Omega)} + \frac{1}{\sqrt{\sigma}} \sum_{\ell=1}^L \sum_{k=1}^\ell |\eta_{i,k}| \left\| \nabla \psi_{0,\ell} \right\|_{L^2(\Omega)} .
\]

\[\square\]

### 3.2. Identification of a nonlinear magnetic permeability from magnetic flux measurements

The magnetic permeability, i.e., the factor relating the magnetic field strength \( H \) to the magnetic flux density \( B \), often exhibits a nonlinear behaviour. This is the case in particular in the presence of large field strengths as typical for actuator applications. To determine this nonlinear relation from magnetic flux measurements, either a very specific experimental geometry allowing for model simplifications needs to be employed or the full PDE model incorporating Maxwell’s equations has to be taken into account, cf. [18] and the references therein. We here follow the latter approach and derive a minimization based formulation for the corresponding inverse problem.

#### 3.2.1. The minimization form of the problem

The magnetic field \( H \) and the magnetic flux density \( B \) are related by \( B = \mu H \), where \( \mu \) is the magnetic permeability. In the presence of large field strengths, it exhibits a dependence on the magnetic field strength \( |H| \), so \( \mu = \mu(|H|) \) and \( B = \mu(|H|)H \). The typical experimental setup for determining the \( B-H \) curve (see Figure 2 left) or equivalently the permeability curve, is depicted in Figure 2 right.

The current \( J_{i}^{\text{imp}} \) impressed by the excitation coil generates a magnetic field \( H_i \) and a magnetic flux density \( B_i \). They must satisfy Maxwell’s equations

\[
\nabla \cdot B_i = 0, \quad \nabla \times H_i = J_{i}^{\text{imp}} \quad \text{in} \ \Omega \subset \mathbb{R}^3, \quad i = 1, \ldots, I
\]

and the relation

\[
B_i = \mu(|H_i|)H_i.
\]
For a given sequence of impressed currents \( J_{\text{imp}}^i \), we can measure the magnetic fluxes \( \Phi_i = (\Phi_i)_{i=1,\ldots,I} \), with

\[
\Phi_i = \frac{1}{h} \int_{\Omega_c} B_i \cdot \nu \, dx, \quad i = 1, \ldots, I,
\]

where \( \Omega_c := \Gamma_c \times [0,h] \) is the region covered by the excitation coil, \( \Gamma_c \) is its cross section, \( h \) is the coil height and \( \nu \) is the unit vector parallel to the coil axis, see [18] for a more detailed description of the measurement setup. By using the vector and scalar potentials \( \vec{A} = (A_i)_{i=1,\ldots,I}, \vec{\psi} = (\psi_i)_{i=1,\ldots,I} \), with

\[
B_i = \nabla \times A_i, \quad H_i = \nabla \psi_i + A_i^I, \quad i = 1, \ldots, I
\]

(where \( \nabla \times A_i^J = J_{\text{imp}}^i, i = 1, \ldots, I \)), the problem can be rewritten as

\[
\begin{cases}
\sqrt{\mu_i} (
abla \psi_i + A_i^J) - \frac{1}{\sqrt{\mu_i}} \nabla \times A_i = 0 & \text{in } \Omega, \\
\psi_i|_{\partial \Omega} = 0, \quad \nu \times A_i|_{\partial \Omega} = 0, \quad C(\vec{A}, \vec{\psi}) = \vec{\Phi}, & i = 1, \ldots, I,
\end{cases}
\]

(45)

where we abbreviate

\[
\mu_i := \mu(|H_i|) = \mu(|\nabla \psi_i + A_i^J|),
\]

(46)

the spaces containing \( \mu, \vec{A}, \vec{\psi} \) are defined by

\[
\begin{align*}
\mu & \in X := L^2([0, \infty)), \\
(\vec{A}, \vec{\psi}) & \in V := H^1_0(\text{curl}, \Omega) \times H^1_0(\Omega),
\end{align*}
\]

(47)

and \( C : V \to Y, (Y := \mathbb{R}^I \text{ with the maximum norm}) \), is the observation operator defined by

\[
C(\vec{A}, \vec{\psi}) := \left( \frac{1}{h} \int_{\Omega_c} B_i \cdot \nu \, dx \right)_{i=1,\ldots,I} = \left( \frac{1}{h} \int_{\Omega_c} (\nabla \times A_i) \cdot \nu \, dx \right)_{i=1,\ldots,I}.
\]

(48)

To apply the theory from Section 2.2, we define a right inverse \( C^{ri} \) of \( C \) in the form

\[
C^{ri}(\vec{\Phi}) = (C^{ri}_{\vec{A}}(\vec{\Phi}), C^{ri}_{\vec{\psi}}(\vec{\Phi})) = \left( (C^{ri}_{\vec{A}}(\vec{\Phi}))^I_{i=1}, (C^{ri}_{\vec{\psi}}(\vec{\Phi}))^I_{i=1} \right) \in V,
\]

(49)
for all $\overrightarrow{\Phi} \in \mathbb{R}^I$. Because of the absence of the component $\overrightarrow{\psi}$ in the right hand side of (48), we can choose

$$C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi}) = 0, \quad \forall i \in \{1, \ldots, I\}. \quad (50)$$

Without loss of generality, we can assume that $\nu = (0, 0, 1)$ and choose the component $C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi}) = (C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi}))_{i=1}^L$ in (49) as follows

$$C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi})(x_1, x_2, x_3) = \left(0, \frac{\Phi_i}{|\Gamma|}, x_1, 0\right)^T, \quad \forall i \in \{1, \ldots, I\}, \quad (51)$$

where $|\Gamma_c|$ is the area of $\Gamma_c$. It is easy to check that $C(C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi})) = \overrightarrow{\Phi}$ for all $\overrightarrow{\Phi} \in \mathbb{R}^I$.

**Remark 6.** It is evident that there are many ways to choose $C^{\text{ti}}$ instead of (49), (50), (51). For example, we can choose $C^{\text{ti}}(\overrightarrow{\Phi}) = C^{\text{ti}}(\overrightarrow{\Phi}) + u$ with some $u \in \text{Ker}(C)$. In this paper, we only focus on demonstrating the applicability of our new approach from Section 2.2 so the question of how to optimally choose $C^{\text{ti}}$ is not considered in more detail here. This remark also applies to the choice of $C^{\text{ti}}$ (28), (29), (31) in the previous section.

Now we rewrite the problem (45) in the form of (10) as

$$\begin{cases} E_i(\mu, \hat{\psi}_i, A_i) = \sqrt{\mu_i}(\nabla \hat{\psi}_i + A_i) - \frac{1}{\sqrt{\mu_i}} \nabla \times (\hat{A}_i + C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi})) = 0 & \text{in } \Omega, \\ (\mu, \overrightarrow{A}, \overrightarrow{\psi}) \in L^\infty(\Omega) \times \text{Ker}(C) = L^\infty(\Omega) \times \{(\overrightarrow{A}, \overrightarrow{\psi}) \in V : C(\overrightarrow{A}, \overrightarrow{\psi}) = 0\}, \end{cases} \quad (52)$$

where $\overrightarrow{A} = (\hat{A}_i)_{i=1}^L$, $\overrightarrow{\psi} = (\hat{\psi}_i)_{i=1}^L$, and $\mu_i$ is defined by (46). Additionally, we consider the cost function $J(\mu, \overrightarrow{A}, \overrightarrow{\psi}; \overrightarrow{\Phi}) = Q_E(\mu, \overrightarrow{A}, \overrightarrow{\psi}; \overrightarrow{\Phi})$,

$$Q_E(\mu, \overrightarrow{A}, \overrightarrow{\psi}; \overrightarrow{\Phi}) = \sum_{i=1}^L Q_i(\mu, \hat{A}_i, \hat{\psi}_i; \overrightarrow{\Phi}), \quad (53)$$

where

$$Q_i(\mu, \hat{A}_i, \hat{\psi}_i; \overrightarrow{\Phi}) = \begin{cases} \frac{1}{2} \|q_i\|^2_{L^2(\Omega)} & \text{if } q_i \in L^2(\Omega) \\ +\infty & \text{else} \end{cases} \quad (54)$$

with $q_i = \sqrt{\mu_i}(\nabla \hat{\psi}_i + A_i) - \frac{1}{\sqrt{\mu_i}} \nabla \times (\hat{A}_i + C_{\nu_i}^{\text{ti}}(\overrightarrow{\Phi}))$,

the discrepancy measure

$$S(y_1, y_2) = \|y_2 - y_1\|_{\infty, \mathbb{R}^I}, \quad (55)$$

the regularization functionals

$$R : X \times V \to \mathbb{R}, \quad R(\mu, \overrightarrow{A}, \overrightarrow{\psi}) = \frac{1}{2} \left( \|\overrightarrow{A}\|^2_{H^s(\Omega)\times} + \|\overrightarrow{\psi}\|^2_{H^s(\Omega)\times} \right), \quad (56)$$

where $s > 1$ is given, and

$$\tilde{R} : X \times V \to \mathbb{R}, \quad \tilde{R}(\mu, \overrightarrow{A}, \overrightarrow{\psi}) = \max_{i=1, \ldots, I} \left\|\mu_i - \frac{1}{2}(\overrightarrow{\mu} + \overrightarrow{\nu})\right\|_{L^\infty(\Omega)}, \quad (57)$$

where $\overrightarrow{\mu}, \overrightarrow{\nu}$ are upper and lower bounds for the permeability ($0 < \mu < \overline{\mu}$).

If the measurement data $\overrightarrow{\Phi} = (\Phi_i)_{i=1}^I$ is obtained with the accuracy of $\delta$, i.e.

$$S(\overrightarrow{\Phi}, \overrightarrow{\Phi}^\delta) = \|\overrightarrow{\Phi}^\delta - \overrightarrow{\Phi}\|_{\mathbb{R}^I} = \max\{||\Phi_i^\delta - \Phi_i|| : i \in \{1, \ldots, I\}\} \leq \delta,$$
then the problem (4) becomes
\[
\min \left\{ \frac{1}{2} \sum_{i=1}^{I} \int_{\Omega} \left( \sqrt{\mu_i} (\nabla \hat{\psi}_i + A^I_i) - \frac{1}{\sqrt{\mu_i}} \nabla \times (\hat{A}_i + C_{\hat{A}_i}^i(\hat{B})) \right)^2 \, dx \right. \\
+ \frac{\alpha}{2} \left( \| \hat{A} \|^2_{H^s(\Omega)^{\times I}} + \| \hat{\psi} \|^2_{H^s(\Omega)^{\times I}} \right) : \right. \\
(\mu, \hat{A}, \hat{\psi}) \in \{ X \times V : \| C(\hat{A}, \hat{\psi}) \|_{R_I} \leq \tau \delta, \mu \leq \mu_i \leq \overline{\mu}, \text{ a.e. in } \Omega, \forall i \} \right\}
\]
with $X, V$ as in (47) and $\mu_i$ as in (46). In the next subsection, we will prove well-definedness, stability, and convergence of the minimizers of problem (58).

3.2.2. Convergence. The topology $T$ in Assumption 1 can be chosen as
\[
(\mu^n, \hat{A}^n, \hat{\psi}^n) \xrightarrow{T} (\mu, \hat{A}, \hat{\psi}) \iff \begin{cases} \\
\mu^n(|H^n_i|) \rightharpoonup \mu(|H_i|) \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{\mu^n(|H^n_i|)} = \frac{1}{\mu(|H_i|)} \quad & \text{in } L^\infty(\Omega), \quad i = 1, \ldots, I, \\
\hat{A}^n \to \hat{A} \quad & \text{in } H(\text{curl}; \Omega)^I, \\
\hat{\psi}^n \to \hat{\psi} \quad & \text{in } H^1(\Omega)^I, \\
\hat{A}^n \to \hat{A} \quad & \text{in } H^s(\Omega)^{3I}, \\
\hat{\psi}^n \to \hat{\psi} \quad & \text{in } H^s(\Omega)^I,
\end{cases}
\]
for $s > 1$ as in (56) where $H^n_i := \nabla \psi^n_i + A^I_i, H_i := \nabla \psi_i + A^I_i, i = 1, \ldots, I$, and the norm $\| \cdot \|_B$ is defined by
\[
\| (\mu, \hat{A}, \hat{\psi}) \|_B := \max_{i = 1, \ldots, I} \| \mu(|H_i|) \|_{L^\infty(\Omega)} + \| \hat{A} \|_{H^s(\Omega)^{\times I}} + \| \hat{\psi} \|_{H^s(\Omega)^{\times I}} + \| C(\hat{A}, \hat{\psi}) \|_{R_I}.
\]
(60)
Note that convergence in the combined topology (59) is different from weak* $L^\infty([0, \infty))$ convergence of $\mu^n$, see the appendix for more details. As a matter of fact, we can only expect $\mu$ to be determined on the union of the ranges of the magnetic fields corresponding to the exact solution, i.e., on $\bigcup_{i=1}^{I} \{ |\nabla \psi_i(x) + A_i^I(x) : x \in \Omega \} =: D(\hat{\psi}^I) \subseteq [0, \infty)$. This domain is a priori unknown, though, so we consider $\mu$ as a function on $[0, \infty)$ and, according to the first line in (59) trust its reconstruction only on $D(\hat{\psi}^I) \subseteq [0, \infty)$, where $\hat{\psi}^I$ is the set of reconstructed scalar potentials.

Similarly to conditions (43), (44), we also need
\[
\mu \leq \mu^I(|H^I_i|) \leq \overline{\mu}, \quad \text{a.e. in } \Omega, \quad i \in \{1, \ldots, I\}
\]
(61)
and
\[
(\hat{A}^I, \hat{\psi}^I) \in H^s(\Omega)^{3I} \times H^s(\Omega)^I
\]
(62)
to verify Assumptions 2, 3 and get Corollary 2 as follows.

**Corollary 2.** Let (61), (62) hold.

(i) (Existence of minimizers) Then for any $\alpha > 0$, a minimizer of (58) exists;

(ii) (Boundedness) and for any sequence $(\hat{\Phi}^n)_{n \in \mathbb{N}} \subset \mathbb{R}^I$ with $\hat{\Phi}^n \to \hat{\Phi}^\delta$ in $\mathbb{R}^I$, the sequence of corresponding regularized minimizers is $\| \cdot \|_B$ bounded for $\| \cdot \|_B$ as in (60).

(iii) (Convergence) Assume additionally that the choice of $\alpha$ satisfies
\[
\alpha(\delta, \hat{\Phi}^\delta) \to 0 \quad \text{and} \quad \frac{\delta^2}{\alpha(\delta, \hat{\Phi}^\delta)} \leq c_0, \quad \text{as } \delta \to 0.
\]
Proof. The proof is very similar to the proof of Corollary 1. Here we only verify the \( T \) lower semicontinuity of \( Q_E \) in Assumption 2(iv) and Assumption 3.

- The \( T \) lower semicontinuity of \( Q_E \) is verified by the continuity of \( Q_i \) according to (54). Indeed, we have

\[
|Q_i(\mu^n_i, \hat{A}^n_i, \hat{\psi}^n_i; \vec{\Phi})| - |Q_i(\mu, \hat{A}_i, \hat{\psi}_i; \vec{\Phi})| \leq \frac{1}{2} \int_{\Omega} \left( \mu^n_i |\nabla \hat{\psi}_i^n + A^I_i|^2 - \mu_i |\nabla \hat{\psi}_i + A^I_i|^2 \right) dx
\]

\[
+ \frac{1}{2} \int_{\Omega} \left( \frac{1}{\mu_i} |\nabla \times (\hat{A}^n_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi}))|^2 - \frac{1}{\mu_i} |\nabla \times (\hat{A}_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi}))|^2 \right) dx
\]

\[
- \int_{\Omega} \left( (\nabla \hat{\psi}_i^n + A^I_i) \cdot \nabla \times (\hat{A}^n_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi})) - (\nabla \hat{\psi}_i + A^I_i) \cdot \nabla \times (\hat{A}_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi})) \right) dx
\]

where

\[
|I_1| = \left| \int_{\Omega} (\mu^n_i - \mu_i) |\nabla \hat{\psi}_i + A^I_i|^2 dx + \int_{\Omega} \mu^n_i \left( |\nabla \hat{\psi}_i^n + A^I_i|^2 - |\nabla \hat{\psi}_i + A^I_i|^2 \right) dx \right|
\]

\[
\leq \left| \int_{\Omega} (\mu^n_i - \mu_i) |\nabla \hat{\psi}_i + A^I_i|^2 dx \right|
\]

\[
+ \left| \int_{\Omega} \left( \nabla \hat{\psi}_i^n + \nabla \hat{\psi}_i + 2A^I_i \cdot (\nabla \hat{\psi}_i^n - \nabla \hat{\psi}_i) \right) dx \right|
\]

\[
\leq \left| \int_{\Omega} (\mu^n_i - \mu_i) |\nabla \hat{\psi}_i + A^I_i|^2 dx \right|
\]

\[
+ \left| \int_{\Omega} \left( \nabla \hat{\psi}_i^n + \nabla \hat{\psi}_i + 2A^I_i \right) dx \right|
\]

\[
\rightarrow 0, \text{ as } n \rightarrow \infty,
\]

since \( \mu^n_i \rightharpoonup \mu_i \) in \( L^\infty(\Omega) \), \( |\nabla \hat{\psi}_i + A^I_i|^2 \in L^1(\Omega) \), and \( \nabla \hat{\psi}_i^n \rightarrow \nabla \hat{\psi}_i \) in \( L^2(\Omega)^3 \); \( I_2 \rightarrow 0 \) in a similar way; and the absolute value of the last integral

\[
|I_3| \leq \left| \int_{\Omega} \left( \nabla \hat{\psi}_i^n - \nabla \hat{\psi}_i \right) \cdot \nabla \times (\hat{A}_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi})) dx \right|
\]

\[
+ \left| \int_{\Omega} \left( \nabla \hat{\psi}_i^n + A^I_i \right) \cdot \left( \nabla \times (\hat{A}_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi})) - \nabla \times (\hat{A}_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi})) \right) dx \right|
\]

\[
\leq |\nabla \hat{\psi}_i^n - \nabla \hat{\psi}_i|_{L^2(\Omega)^3} \| \nabla \times (\hat{A}_i + C_{\hat{A}_i}^{\mu_i}(\vec{\Phi})) \|_{L^2(\Omega)^3}
\]

\[
+ |\nabla \hat{\psi}_i^n + A^I_i|_{L^2(\Omega)^3} \| \nabla \times \hat{A}_i - \nabla \times \hat{A}_i \|_{L^2(\Omega)^3}
\]

\[
\rightarrow 0, \text{ as } n \rightarrow \infty,
\]

since \( \nabla \hat{\psi}_i^n \rightarrow \nabla \hat{\psi}_i \) in \( L^2(\Omega)^3 \), and \( \nabla \times \hat{A}_i^n \rightarrow \nabla \times \hat{A}_i \) in \( L^2(\Omega)^3 \).
Assumption 3 is verified by Remark 3 with $W = L^2(\Omega)^3$,

$$D_i(\mu, \hat{A}_i, \hat{\psi}_i)C_{ri}(\vec{\Phi}) = -\frac{1}{\sqrt{\mu_i}} \nabla \times C_{ri}(\vec{\Phi}) = -\frac{1}{\sqrt{\mu_i}} (0, 0, 1)^T \Phi_i$$
cf. (51).

3.3. Localization of sound sources from microphone array measurements.

The problem of localizing sound sources from remote measurements of the sound pressure arises in a multitude of applications, such as failure diagnosis and monitoring as well as in sound design or noise reduction tasks. Under the simplifying assumption of unperturbed sound propagation in free space, it basically reduces to a signal processing problem (more precisely, deconvolution with respect to the free space Green’s function for the Helmholtz equation) and can be solved by so-called beamforming methods and refined variants thereof, see, e.g., [29, 4, 35]. In realistic experimental scenarios, more complicated geometries, in particular bounded domains with combinations of reflecting and partially absorbing wall parts need to be taken into account by considering the wave or Helmholtz equation with appropriate boundary conditions as a model, cf., e.g., [15, 34].

3.3.1. The minimization form of the problem. Acoustic wave propagation in a linear low amplitude regime is governed by the well-known wave equation

$$\frac{1}{c_0^2} p_{tt} - \Delta p = \sigma$$

(63)

where $c_0$ is the speed of sound, $p$ is the acoustic pressure and $\sigma = \sigma(x)$ represents the distributed sound sources. We here, like in the previous sections, aim at formulating the problem as a system of first order PDEs and therefore go back to the (linearized versions of the) fundamental physical laws governing acoustic wave propagation,

$$\begin{cases}
\text{linearized conservation of momentum:} & g_0 v_t + \nabla p_\sim = f, \\
\text{linearized conservation of mass:} & g_\sim t + g_0 \nabla \cdot v = g, \\
\text{linearized equation of state:} & g_\sim = \frac{1}{c_0^2} p_\sim,
\end{cases}$$

which can be rephrased as

$$\begin{cases}
g_0 v_t + \nabla p_\sim = f, \\
\frac{1}{c_0^2} p_{\sim t} + g_0 \nabla \cdot v = g,
\end{cases}$$

(64)

where (with the subscripts $\sim$ and $0$ denoting fluctuating part and constant mean value, respectively)

- $\rho = \rho_0 + \rho_\sim$ is the mass density
- $v$ is the acoustic particle velocity,
- $p = p_0 + p_\sim$ is the pressure,
- $c_0$ is the speed of sound.

Note that the second order wave equation (63) can be derived from this by subtracting the divergence of the first line from the time derivative of the second line, thus eliminating the velocity. Via the identity $\sigma = g_t - \nabla \cdot f$, the functions $g$ and $f$ represent the searched for sound sources. As a matter of fact, in the identification process below, one may skip one of the two functions $f$ or $g$ – preferably the latter, since $\sigma = -\nabla \cdot f$ allows to represent nonsmooth sources while still dealing with an $L^p$ function $f$ and also since it appears physically more meaningful to regard a
sound source as giving rise to a momentum rather than giving rise to a change of
mass density.
Imposing the above equations \((64)\) on a domain \(\Omega \subseteq \mathbb{R}^d\) with \(d \in \{2,3\}\) and taking the Fourier transform with respect to time \(t\) we get
\[
\begin{align*}
\rho_0 \xi_0 \omega \varphi^\text{FT} + \nabla p^\text{FT} &= f^\text{FT} \quad \text{in } \Omega, \\
\frac{1}{\gamma_c} \omega p^\text{FT} + \rho_0 \nabla \cdot \varphi^\text{FT} &= g^\text{FT} \quad \text{in } \Omega,
\end{align*}
\]
with \(\varphi^\text{FT} := \mathcal{F}^\text{FT} \varphi, \quad p^\text{FT} := \mathcal{F}^\text{FT} p, \quad f^\text{FT} := \mathcal{F}^\text{FT} f, \quad g^\text{FT} := \mathcal{F}^\text{FT} g, \quad \Omega \subset \mathbb{R}^d \quad (d \geq 2)\). The boundary of \(\Omega\) is assumed to consist two parts, \(\partial \Omega = \Gamma_r \cup \Gamma_a\), where \(\Gamma_r\) is the sound hard part of the boundary and \(\Gamma_a = \partial \Omega \setminus \Gamma_r\) is the set of absorbing walls, see \([31]\) or represents a nonreflecting boundary that is used to enable truncation of the computational domain, see, e.g., the classical reference \([9]\) and the citing literature. Correspondingly, we impose the boundary conditions
\[
\begin{align*}
\rho_0 \varphi^\text{FT} \cdot \nu + \kappa p^\text{FT} &= 0 \quad \text{on } \Gamma_a, \quad \varphi^\text{FT} \cdot \nu = 0 \quad \text{on } \Gamma_r, \quad (66)
\end{align*}
\]
where \(\kappa \in \mathbb{R}\) is a positive constant depending on the properties of walls on \(\Gamma_a\); typically \(\kappa = c\) in case of computational absorbing boundary conditions (ABC).
By separating the real and imaginary parts of \((65)\) with
\[
\begin{align*}
f^\text{FT} &= f_R + if_3, \quad g^\text{FT} = g_R + ig_3, \quad p^\text{FT} = p_R + ip_3, \quad \varphi^\text{FT} = \varphi_R + i\varphi_3,
\end{align*}
\]
we can see that the model for this problem is \(E(f_R, f_3, g_R, g_3, p_R, p_3, \varphi_R, \varphi_3) = 0\) with
\[
E(f_R, f_3, g_R, g_3, p_R, p_3, \varphi_R, \varphi_3) = \begin{pmatrix}
-\rho_0 \omega \varphi_R + \nabla p_R - f_R \\
-\rho_0 \omega \varphi_3 + \nabla p_3 - f_3 \\
\frac{1}{\gamma_c} \omega p_R + \rho_0 \nabla \cdot \varphi_R - g_R \\
\frac{1}{\gamma_c} \omega p_3 + \rho_0 \nabla \cdot \varphi_3 - g_3
\end{pmatrix}.
\]
This allows to work exclusively in spaces of real valued functions and thus to avoid the potential trouble arising from nondifferentiability of the squared absolute value function \(z \mapsto |z|^2\) in \(\mathbb{C}\).
Taking again the \(L^2(\Omega)\) norm of the model residual for defining the cost function (see \((75), (76)\) below), suggests to use the function space setting \((p_R, p_3) \in H^1(\Omega)^2\) and \((\varphi_R, \varphi_3) \in H(\text{div}, \Omega)^2\). Combining with the boundary conditions \((66)\) and noting that \(\varphi_R \cdot \nu, \varphi_3 \cdot \nu \in H^{-1/2}(\partial \Omega)\) (see \([28, \text{Theorem } 3.24]\)), we get the definition of the space \(V\) containing the state \((p_R, p_3, \varphi_R, \varphi_3)\) as
\[
V \subseteq V_0 := \left\{(p_R, p_3, \varphi_R, \varphi_3) \in H^1(\Omega)^2 \times H(\text{div}, \Omega)^2 : \begin{align*}
\rho_0 p_R \cdot \nu + \kappa p_R &= 0, \quad \rho_0 p_3 \cdot \nu + \kappa p_3 &= 0 \quad \text{in } H^{-1/2}(\Gamma_a), \\
v_R \cdot \nu &= 0, \quad \nu_3 \cdot \nu &= 0 \quad \text{in } H^{-1/2}(\Gamma_r) \right\}.
\]
Microphone array measurements of the acoustic pressure are modelled by point values \(p(x_\ell), \quad \ell \in \{1, \ldots, L\}\), where \(x_\ell \in \Omega\) denotes the (known) location of the \(\ell\)-th microphone. Thus, the inverse problem under consideration is to find \((f_R, f_3, g_R, g_3) \in X\) with
\[
X \subseteq X_0 := L^2(\Omega)^d \times L^2(\Omega)^d \times L^2(\Omega) \times L^2(\Omega),
\]
from the data
\[
y = C(p_R, p_3, \varphi_R, \varphi_3) := (p_R(x_\ell), p_3(x_\ell))_{\ell=1}^L \in \mathbb{R}^{2L}.
\]
To guarantee sufficient regularity of $\hat{p}_R, \hat{p}_3$ at the measurement points so that the observation operator $C : V \to \mathbb{R}^{2L}$ is bounded – note that $H^1$ functions in general do not admit point evaluation – we assume that the support of the sources is separated from the measurement domain, i.e.,

\begin{align}
\Omega_{ms} &\subseteq \Omega, \ \Omega_{ms} \text{ open} \tag{71} \\
X &\equiv \{(f_R, f_3, g_R, g_3) \in X_0 : \supp(h) \subseteq \Omega \setminus \Omega_{ms}, \ h \in \{f_R, f_3, g_R, g_3\}\} , \\
V &\equiv \{(p_R, p_3, v_R, v_3) \in V_0 : p_R|_{\Omega_{ms}}, p_3|_{\Omega_{ms}} \in C(\Omega_{ms})\}. \tag{72}
\end{align}

Indeed, for Fourier transformed solutions $p$ of (63), $H^2$ smoothness, and therefore – via Sobolev’s embedding – continuity, follows immediately from interior regularity results for the homogeneous Helmholtz equation on $\Omega_{ms}$; therefore the exact solution of the inverse problem is indeed contained in $V$.

To solve the problem using the theory from Section 2.2, we choose a right inverse $C^{ri}$ of $C$ as

\begin{align}
C^{ri} : \mathbb{R}^{2L} &\to V, \quad C^{ri}(y) = \left( \sum_{\ell=1}^L y_{\ell R, \ell P0R, \ell}, \sum_{\ell=1}^L y_{\ell 3, \ell P03, \ell}, 0, 0 \right), \tag{73}
\end{align}

where $y = (y_{R,1}, y_{3,1}, \ldots, y_{R,L}, y_{3,L}) \in \mathbb{R}$ and the functions $p_{0R, \ell} \in H^1(\Omega), p_{03, \ell} \in H^1(\Omega)$ are chosen such that $(p_{0R, \ell}, p_{03, \ell}, 0, 0) \in V$, and $p_{0R, \ell}(x_j) = p_{03, \ell}(x_j) = \delta_{\ell j}$ for $\ell, j \in \{1, \ldots, L\}$.

Now we rewrite our problem in the form of (10) as

\begin{align}
\begin{cases}
-\alpha_0 \omega v_3 + \nabla \left( \hat{p}_R + \sum_{\ell=1}^L y_{\ell R, \ell P0R, \ell} \right) - f_R = 0 \\
\alpha_0 \omega v_R + \nabla \left( \hat{p}_3 + \sum_{\ell=1}^L y_{\ell 3, \ell P03, \ell} \right) - f_3 = 0 \\
\frac{1}{\alpha_0} \left( \hat{p}_3 + \sum_{\ell=1}^L y_{\ell 3, \ell P03, \ell} \right) + \alpha_0 \nabla \cdot v_R - g_R = 0 \\
\frac{1}{\alpha_0} \left( \hat{p}_R + \sum_{\ell=1}^L y_{\ell R, \ell P0R, \ell} \right) + \alpha_0 \nabla \cdot v_3 - g_3 = 0 \\
(f_R, f_3, g_R, g_3, p_R, p_3, v_R, v_3) \in X \times \text{Im}(C),
\end{cases} \tag{74}
\end{align}

where $\text{Im}(C) = \{(\hat{p}_R, \hat{p}_3, v_R, v_3) \in V : \hat{p}_R(x_\ell) = \hat{p}_3(x_\ell) = 0, \forall \ell \in \{1, \ldots, I\}\}$.

The cost function $\mathcal{J} = \mathcal{Q}_E$ is chosen as

\begin{align}
\mathcal{Q}_E(f_R, f_3, g_R, g_3, \hat{p}_R, \hat{p}_3, v_R, v_3; y) &= \mathcal{Q}_1(f_R, \hat{p}_R, v_R, y_R) + \mathcal{Q}_2(f_3, \hat{p}_3, v_R, y_3) \tag{75} \\
&\quad + \mathcal{Q}_3(g_R, \hat{p}_3, v_R, y_3) + \mathcal{Q}_4(g_R, \hat{p}_R, v_3, y_R)
\end{align}
where \( y_R = (y_{R,1}, \ldots, y_{R,L}) \) and 

\[
Q_{1/2}(f_{R/3}, \hat{p}_{R/3}, v_{R/3}, y_{R/3}) := \begin{cases} 
\frac{1}{2} \| q_{1/2} \|_{L^2(\Omega)^d}^2 & \text{if } q_{1/2} \in L^2(\Omega)^d \\
+\infty & \text{else}
\end{cases}
\]

\[
Q_{3/4}(g_{R/3}, \hat{p}_{R/3}, v_{R/3}, y_{R/3}) := \begin{cases} 
\frac{1}{2} \| q_{3/4} \|_{L^2(\Omega)}^2 & \text{if } q_{3/4} \in L^2(\Omega) \\
+\infty & \text{else}
\end{cases}
\]

with 

\[
q_1 := -q_0 \omega v_3 + \nabla \left( \hat{p}_R + \sum_{\ell=1}^L y_{R,\ell} p_{0R,\ell} \right) - f_R
\]

\[
q_2 := q_0 \omega v_R + \nabla \left( \hat{p}_3 + \sum_{\ell=1}^L y_{3,\ell} p_{03,\ell} \right) - f_3
\]

\[
q_3 := -\frac{1}{c_0^3} \omega \left( \hat{p}_3 + \sum_{\ell=1}^L y_{3,\ell} p_{03,\ell} \right) + q_0 \nabla \cdot v_R - g_R
\]

\[
q_4 := \frac{1}{c_0^3} \omega \left( \hat{p}_R + \sum_{\ell=1}^L y_{R,\ell} p_{0R,\ell} \right) + q_0 \nabla \cdot v_3 - g_3,
\]

So differently from the previous two examples, the number of measurements is not reflected in the number of terms in the cost functional. The measurements are rather imposed via the requirement of \( \hat{p}_R \) and \( \hat{p}_3 \) vanishing (or being smaller than \( \tau \delta \)) at the measurement points \( x_\ell \).

The choices for the regularization functional \( R \) and the discrepancy \( S \) are

\[
S(y, z) = \| z - y \|_{\infty,\mathbb{R}^{2L}},
\]

\[
R(f_R, f_3, g_R, g_3, \hat{p}_R, \hat{p}_3, v_R, v_3) = \frac{1}{2} \| f_R \|_{L^2(\Omega)^d}^2 + \frac{1}{2} \| f_3 \|_{L^2(\Omega)^d}^2 + \frac{1}{2} \| g_R \|_{L^2(\Omega)}^2 + \frac{1}{2} \| g_3 \|_{L^2(\Omega)}^2
\]

As a matter of fact, boundedness of the \( L^2 \) norms of \( \hat{p}_R, \hat{p}_3, v_R, v_3 \), combined with boundedness of \( Q_L \) will allow us to bound higher order norms of these states. Also note that here the problem of needing the regularization term in order to guarantee existence of a minimizer does not arise here, as opposed to the two previous examples. This is essentially due to the linearity of the inverse problem under consideration here.

Quite often in practice, sources are supported on a set of points or along lines in two or three dimensional space. In order to account for this we enhance sparsity of the recovered sources by using the functional

\[
\hat{R}(f_R, f_3, g_R, g_3, \hat{p}_R, \hat{p}_3, v_R, v_3) = \| \nabla \cdot f_R \|_M + \| \nabla \cdot f_3 \|_M + \| \nabla g_R \|_M + \| \nabla g_3 \|_M,
\]

where \( M = C_0(\Omega)^* \) is the space of Radon measures on \( \Omega \), cf. [3, 7, 31].

Again, instead of the exact data \( y = (y_{R,1}, y_{3,1}, \ldots, y_{R,L}, y_{3,L}) \), we only have a noisy version \( y^\delta = (y_{R,1}^\delta, y_{3,1}^\delta, \ldots, y_{R,L}^\delta, y_{3,L}^\delta) \) with the accuracy of \( \delta \) in the sense of

\[
S(y, y^\delta) = \| y^\delta - y \|_{\infty,\mathbb{R}^{2L}} \leq \delta
\]
and the regularized problem is to find
\[
\arg\min \left\{ Q_F \left( \mathbf{f}_R, \mathbf{f}_3, \mathbf{g}_R, \mathbf{g}_3, \mathbf{p}_R, \mathbf{p}_3, \mathbf{v}_R, \mathbf{v}_3; y^d \right) + \alpha R \left( \mathbf{f}_R, \mathbf{f}_3, \mathbf{g}_R, \mathbf{g}_3, \mathbf{p}_R, \mathbf{p}_3, \mathbf{v}_R, \mathbf{v}_3 \right) \right\},
\]
\[\text{s.t. } \left\{ \begin{array}{l}
(f_R, f_3, g_R, g_3, p_R, p_3, v_R, v_3) \in X \times V,
\max_{t \in \{1, \ldots, L\}} \left( |\hat{p}_R(x_t)|, |\hat{p}_3(x_t)| \right) \leq \tau \delta,
\hat{R}(f_R, f_3, g_R, g_3, p_R, p_3, v_R, v_3) \leq \rho,
\end{array} \right. \]

(80)

where \( \rho > 0 \) is a given constant (note to be mistaken with the mass density here) such that the exact solution satisfies
\[
\| \nabla \cdot f_R \|^2_M + \| \nabla \cdot f_3 \|^2_M + \| \nabla g_R \|^2_M + \| \nabla g_3 \|^2_M \leq \rho
\]

(81)
and \( \tau > 1 \) is fixed.

3.3.2. Convergence. To achieve convergence results, we use the priori information (81) and choose the topology \( \mathcal{T} \) and the norm \( \| \cdot \|_B \) as
\[
(f_R^n, f_3^n, g_R^n, g_3^n, p_R^n, p_3^n, v_R^n, v_3^n) \xrightarrow{\mathcal{T}} (f_R, f_3, g_R, g_3, p_R, p_3, v_R, v_3)
\]
\[\Leftrightarrow \left\{ \begin{array}{l}
f_R^n \rightharpoonup f_R, \quad f_3^n \rightharpoonup f_3 \quad \text{in } L^2(\Omega)^d,
g_R^n \rightharpoonup g_R, \quad g_3^n \rightharpoonup g_3 \quad \text{in } L^2(\Omega),
p_R^n \rightharpoonup p_R, \quad p_3^n \rightharpoonup p_3 \quad \text{in } H^1(\Omega),
v_R^n \rightharpoonup v_R, \quad v_3^n \rightharpoonup v_3 \quad \text{in } H(\text{div}, \Omega),
\nabla \cdot f_R^n \rightharpoonup \nabla \cdot f_R, \quad \nabla \cdot f_3^n \rightharpoonup \nabla \cdot f_3 \quad \text{in } \mathcal{M},
\nabla g_R^n \rightharpoonup \nabla g_R, \quad \nabla g_3^n \rightharpoonup \nabla g_3 \quad \text{in } \mathcal{M},
(\hat{p}_R^n(x_t), \hat{p}_3^n(x_t))_{t=1}^L \rightarrow (\hat{p}_R(x_t), \hat{p}_3(x_t))_{t=1}^L \quad \text{in } \mathbb{R}^{2L},
\end{array} \right. \]
\[\| (f_R, f_3, g_R, g_3, p_R, p_3, v_R, v_3) \|_B
\]
\[= \| f_R \|_{L^2(\Omega)^d} + \| f_3 \|_{L^2(\Omega)^d} + \| g_R \|_{L^2(\Omega)} + \| g_3 \|_{L^2(\Omega)}
+ \| \nabla \cdot f_R \|_M + \| \nabla \cdot f_3 \|_M + \| \nabla g_R \|_M + \| \nabla g_3 \|_M
+ \| p_R \|_{H^1(\Omega)} + \| p_3 \|_{H^1(\Omega)} + \| v_R \|_{H(\text{div}, \Omega)} + \| v_3 \|_{H(\text{div}, \Omega)}
+ \| (\hat{p}_R(x_t), \hat{p}_3(x_t))_{t=1}^L \|_{\mathbb{R}^{2L}}.\]

(83)

Corollary 3. Let (81) hold.

(i) (Existence of minimizers) Then for any \( \alpha > 0 \), a minimizer of (80) exists;
(ii) (Boundedness) and for any sequence \( (y^n)_{n \in \mathbb{N}} \subset \mathbb{R}^{2L} \) with \( y^n \rightarrow y^d \) in \( \mathbb{R}^{2L} \),
the sequence of corresponding regularized minimizers is \( \| \cdot \|_B \) bounded.
(iii) (Convergence) Assume additionally that the choice of \( \alpha \) satisfies
\[
\alpha(\delta, y^d) \rightarrow 0 \quad \text{and} \quad \frac{\delta^2}{\alpha(\delta, y^d)} \leq c_0, \quad \text{as} \quad \delta \rightarrow 0.
\]

Then as \( \delta \rightarrow 0 \), \( y^d \rightarrow y \), the family of minimizers of (80) converges \( \mathcal{T} \) subsequentially to a solution to the problem (74) with the exact data \( y \).

Proof. We will check each item in the Assumptions 2 and 3 as below.
• Assumption 2 (i) follows from (81) and the Assumption 2 (ii) from the definition of \( \mathcal{R} \) (78).
• The \( \| \cdot \|_B \) boundedness of \( L_c \) follows from the definitions of \( Q_E, \mathcal{R}, \hat{\mathcal{R}}, \mathcal{S} \).
The \( \mathcal{T} \) compactness of \( L_c \) follows from weak compactness of bounded sets in Hilbert spaces and \( \| \cdot \|_B \) compactness of bounded subsets of \( \mathcal{M} \) since it is
the dual of a separable space. Hence, Assumption 2 (iii) is verified. Note that here in order to bound the \( H^1(\Omega)^2 \times H(\text{div}, \Omega)^2 \) norm of the state we use the triangle inequality together with boundedness of \( Q_\mathcal{E} \) and \( \mathcal{R} \), e.g.
\[
\| \nabla \bar{p}_R \|_{L^2(\Omega)^d} \leq \sqrt{2} Q_1(f_R, \bar{p}_R, v_3, z_R) + \rho_0 \omega \| v_3 \|_{L^2(\Omega)^d} \\
+ \| z_R \|_{L^2(\Omega)^d} \sum_{\ell=1}^L \| \nabla p_{0R, \ell} \|_{L^2(\Omega)^d} + \| \bar{f}_R \|_{L^2(\Omega)^d}.
\]
Doing so without including the \( L^2 \) norms of the states into \( \mathcal{R} \), so just by using boundedness of \( Q_\mathcal{E} \), of the \( L^2 \) norms of the sources, and continuity of the embeddings \( H^1(\Omega) \rightarrow L^2(\Omega) \) and \( H(\text{div}, \Omega) \rightarrow L^2(\Omega)^d \) together with some elimination strategy would not work, since the zero derivative terms of the states in \( Q_\mathcal{E} \) come with frequency dependent factors that will typically be larger than the embedding constants of \( H^1(\Omega) \rightarrow L^2(\Omega) \) and \( H(\text{div}, \Omega) \rightarrow L^2(\Omega)^d \).

- Assumption 2 (iv) follows from linearity of the operators inside the norms and weak lower semicontinuity of the norms.
- Assumption 2 (v) is obvious by Remark 2.
- Assumption 3 is verified by Remark 3 with \( W = L^2(\Omega)^d \),

\[
\begin{align*}
D_1(f_R, \bar{p}_R, v_3) C^{ri}(z) &= \sum_{\ell=1}^L z_{R, \ell} \nabla p_{0R, \ell, \ell}, \\
D_2(g_R, \bar{p}_3, v_R) C^{ri}(z) &= -\frac{\omega}{c_0} \sum_{\ell=1}^L z_{\alpha, \ell} \nabla p_{03, \ell, \ell}, \\
D_3(g_3, \bar{p}_3, v_R) C^{ri}(z) &= \sum_{\ell=1}^L z_{\alpha, \ell} \nabla p_{03, \ell, \ell}, \\
D_4(g_3, \bar{p}_3, v_R) C^{ri}(z) &= -\frac{\omega}{c_0} \sum_{\ell=1}^L z_{\alpha, \ell} \nabla p_{03, \ell, \ell},
\end{align*}
\]
cf. (73), (75), (76).

\[ \square \]

4. Conclusions and outlook. In this paper we have contributed some further examples of variational formulations for inverse problems cf. \([1, 6, 5, 23, 24, 26, 25, 32]\) and additionally provided a regularization framework for these formulations, following up on \([17]\) and augmenting it by the idea of data inversion using a right inverse \( C^{ri} \) of the observation operator.

Future research in this context will be on the question of optimally selecting this right inverse operator, as well as on further applications. While the examples in this paper are from electromagnetics and acoustics and there are certainly many other relevant inverse problems in this physical context, we are also interested in extending the scope to problems from elasticity as arising in medical (e.g., elastography) and engineering (e.g., nondestructive testing) applications. Also time dependent problems will be considered in a next step – the time domain version of the problem from Section 3.3 is already one of them. Other wave models (electromagnetics, elasticity) also allow for such a first order system formulation \([22]\) and have many important real world applications.

Appendix. In this section we will state a few relations between boundedness of the sequence \( (\mu^n)_{n \in \mathbb{N}} \) in \( L^\infty([0, \infty)) \) and boundedness of \( (\mu^n(h^n))_{n \in \mathbb{N}} \) in \( L^\infty(\Omega) \) for \( h^n, h \in C^{k;\beta}(\Omega) \) or \( h^n \rightarrow h \) in \( C^{L;\gamma}(\Omega) \).

First of all, for Lipschitz continuous functions \( h^n : \Omega \rightarrow \mathbb{R} \) the inequality
\[
\| \mu^n(h^n) \|_{L^\infty(\Omega)} \geq \| \mu^n \|_{L^\infty(h^n(\Omega))},
\]
(84)
holds, which can be seen as follows. Using the definition of the $L^\infty$ norm on $\Omega$ with the Borel sigma algebra and the Lebesgue measure $\lambda$:

$$\|\mu^n(h^n)\|_{L^\infty(\Omega)} = \inf R^n$$

where

$$R^n = \{c \geq 0 : \exists N \subseteq \Omega, \lambda^d(N) = 0 \forall x \in \Omega : \mu^n(h^n(x)) \leq c\}$$

and $h^n(\Omega) \setminus h^n(N) \subset h^n(\Omega \setminus N) \subset h^n(\Omega)$.

we see that

$$c \in R^n \Rightarrow \exists \tilde{N} \subseteq h^n(\Omega), \lambda^1(\tilde{N}) = 0 \forall z \in h^n(\Omega) : \mu^n(z) \leq c.$$  

Here we have made use of the fact that a Lipschitz continuous function maps sets of measure zero into sets of measure zero. Note that this is in general not true for Hölder continuous functions, the Cantor function being a well-known counterexample. This proves (84).

Now if $h^n$ converges to $h$ in $C(\Omega)$, then

$$\forall V \subset h(\Omega), \nabla \subset h(\Omega)^p \exists n_V \in \mathbb{N} \forall n \geq n_V : V \subseteq h^n(\Omega)$$

Thus, altogether setting $C_V := C + \max\{\|\mu_j^2\|_{L^\infty(V)} : j \in \{1, \ldots, n_V - 1\}\}$ we have proven the following relation.

**Lemma 4.1.** Let, for all $n \in \mathbb{N}$, $\mu^n \in L^\infty(h(\Omega))$ and $h^n : \Omega \to \mathbb{R}$ be Lipschitz continuous and converge to $h$ in $C(\Omega)$, and assume that there exists $C > 0$ such that

$$\forall n \in \mathbb{N} : \|\mu^n(h^n)\|_{L^\infty(\Omega)} \leq C$$

Then for any $V \subset h(\Omega), \nabla \subset h(\Omega)^p$ there exists $C_V > 0$ such that

$$\forall n \in \mathbb{N} : \|\mu^n\|_{L^\infty(V)} \leq C_V.$$  

Lipschitz continuity of $h^n$ and its convergence in $C(\Omega)$ along a subsequence can be achieved by choosing $s$ in the definition (56) of the regularization function $R$ sufficiently large ($s > \frac{d}{2} + 1$) and using Sobolev’s embedding. Note however, that this is not required for obtaining the well-definedness, boundedness and convergence results of Corollary 2.

On the other hand, $L^\infty([0, \infty))$ boundedness of the sequence $(\mu^n)_{n \in \mathbb{N}}$ clearly implies $L^\infty(\Omega)$ boundedness of $(\mu^n(h^n))_{n \in \mathbb{N}}$. However the latter cannot be concluded from $L^\infty(h(\Omega))$ boundedness of $(\mu^n)_{n \in \mathbb{N}}$, even if $h^n \to h$ in $C^\infty(\Omega)$, as the simple counterexample $\Omega = (0,1), h(x) = x, \mu^n(x) = x + \frac{1}{n}, \mu^n(z) = \begin{cases} 0 & \text{for } z \in (0,1) \\ \exp(3n - \frac{1}{z-1}) & \text{for } z \geq 1 \end{cases}$ shows.
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