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Abstract

We present a mathematical framework and computational methods to optimally design a finite number of sequential experiments. We formulate this sequential optimal experimental design (sOED) problem as a finite-horizon partially observable Markov decision process (POMDP) in a Bayesian setting and with information-theoretic utilities. It is built to accommodate continuous random variables, general non-Gaussian posteriors, and expensive nonlinear forward models. sOED then seeks an optimal design policy that incorporates elements of both feedback and lookahead, generalizing the suboptimal batch and greedy designs. We solve for the sOED policy numerically via policy gradient (PG) methods from reinforcement learning, and derive and prove the PG expression for sOED. Adopting an actor-critic approach, we parameterize the policy and value functions using deep neural networks and improve them using gradient estimates produced from simulated episodes of designs and observations. The overall PG-sOED method is validated on a linear-Gaussian benchmark, and its advantages over batch and greedy designs are demonstrated through a contaminant source inversion problem in a convection-diffusion field.

1 Introduction

Experiments are indispensable for scientific research. Carefully designed experiments can provide substantial savings for these often expensive data-acquisition opportunities. However, designs based on heuristics are usually not optimal, especially for complex systems with high dimensionality, nonlinear responses and dynamics, multiphysics, and uncertain and noisy environments. Optimal experimental design (OED), while leveraging a criteria based on a forward model that simulates the experiment process, systematically quantifies and maximizes the value of experiments.

OED for linear models [21, 2] uses criteria based on the information matrix derived from the model, which can be calculated analytically. Different operations on this matrix form the core of the well-known alphabetical designs, such as the A- (trace), D- (determinant), and E-optimal (largest eigenvalue) designs. Bayesian OED further incorporates the notion of prior and posterior distributions that reflect the uncertainty update as a result of the experiment data [5, 15]. In particular, the Bayesian D-optimal criterion generalizes to the nonlinear setting under an information-theoretic perspective [41], and is equivalent to the expected Kullback–Leibler (KL) divergence from the prior to the posterior. However, these OED criteria are generally intractable to compute for nonlinear models and must be approximated [8, 22, 15, 50, 57]. With advances in computing power and a need to tackle bigger and more complex systems in engineering and science, there is a growing interest, urgency, and opportunity for computational development of nonlinear OED methods [58, 68, 29, 45, 76, 1, 70, 53, 4, 36, 24, 79].

When designing multiple experiments, commonly used approaches are often suboptimal. The first is batch (or static) design: it rigidly designs all experiments together a priori using the aforementioned
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linear or nonlinear OED method, and does not offer any opportunity to adapt when new information becomes available (i.e. no feedback). The second is greedy (or myopic) design [7, 18, 14, 64, 19, 20, 33, 27, 35]: it plans only for the next experiment, updates with its observation, and repeats the design process. While greedy design has feedback, it lacks consideration for future effects and consequences (i.e. no lookahead). Hence, greedy design does not see the big picture or plan for the future. It is easy to relate, even from everyday experience (e.g., driving a car, planning a project), that a lack of feedback (for adaptation) and lookahead (for foresight) can lead to suboptimal decision-making with undesirable consequences.

A provably optimal formulation of sequential experimental design—we refer to as sequential OED (sOED) [51, 72, 28, 30]—needs both elements of feedback and lookahead, and generalizes the batch and greedy designs. The main features of sOED are twofold. First, sOED works with design policies (i.e. functions that can adaptively suggest what experiment to perform depending on the current situation) in contrast to static design values. Second, sOED always designs for all remaining experiments, thus capturing the effect on the entire future horizon when each design decision is made. Formally, the sOED problem can be formulated as a partially observable Markov decision process (POMDP). Under this agent-based view, the experimenter (agent) selects the experimental design (action) following a policy, and observes the experiment measurements (observation) in order to maximize the total utility (reward) that depends on the unknown model parameters (hidden state). A belief state can be further formed based on the Bayesian posterior that describes the uncertainty of the hidden state, thereby turning the POMDP into a belief Markov decision process (MDP) [43].

The sOED problem targeted in our paper presents an atypical and challenging POMDP: finite horizon, continuous random variables, uncountably infinite belief state space, deterministic policy, continuous designs and observations, sampling-only transitions that each involves a Bayesian inference, and information measures as rewards. Thus, while there exists an extensive POMDP literature (e.g., [13, 42, 12, 38, 31]), off-the-shelf methods cannot be directly applied to this sOED problem. At the same time, attempts for sOED have been sparse, with examples [11, 25, 56, 9, 16, 52, 74] focusing on discrete settings and with special problem and solution forms, and do not use an information criteria or do not adopt a Bayesian framework. More recent efforts for Bayesian sOED [28, 30] employ approximate dynamic programming (ADP) and transport maps, and illustrate the advantages of sOED over batch and greedy designs. However, this ADP-sOED method remains computationally expensive.

In this paper, we create new methods to solve the sOED problem in a computationally efficient manner, by drawing the state-of-the-art from reinforcement learning (RL) [75, 66, 67, 49, 59, 61, 63, 39, 65]. RL approaches are often categorized as value-based (learn value functions only) [75, 49, 73, 71], policy-based (learn policy only) [78, 77], or actor-critic (learn policy and value functions together) [37, 54, 62, 40]. ADP-sOED [28, 30] is thus value-based, where the policy is only implicitly expressed via the learnt value functions. Consequently, each policy evaluation involves optimizing the value functions on-the-fly, a costly calculation especially for continuous action spaces. Both policy-based and actor-critic methods are more efficient in this respect. Actor-critic methods have further been observed to produce lower solution variance and faster convergence [65].

We adopt an actor-critic approach in this work. Representing and learning the policy explicitly further enables the use of policy gradient (PG) techniques [66, 32, 17, 62, 40, 59, 47, 60, 46, 44, 3] that estimate the gradient with respect to policy parameters, and in turn permits the use of gradient-based optimization algorithms. Inspired by deep deterministic policy gradient (DDPG) [40], we further employ deep neural networks (DNNs) to parameterize and approximate the policy and value functions. The use of DNNs can take advantage of potentially large number of episode samples generated from the transition simulations, and compute gradients efficiently through back-propagation. Nevertheless, care needs be taken to design the DNNs and their hyperparameters in order to obtain stable and rapid convergence to a good sOED policy, which we will describe in the paper.
The main contributions of our paper are as follows.

- We formulate the sOED problem as a finite-horizon POMDP under a Bayesian setting for continuous random variables, and illustrate its generalization over the batch and greedy designs.
- We present the PG-based sOED (that we call PG-sOED) algorithm, proving the key gradient expression and proposing its Monte Carlo estimator. We further present the DNN architectures for the policy and value functions, and detail the numerical setup of the overall method.
- We demonstrate the speed and optimality advantages of PG-sOED over ADP-sOED, batch, and greedy designs, on a benchmark and a problem of contaminant source inversion in a convection-diffusion field that involves an expensive forward model.
- We make available our PG-sOED code at https://github.com/wgshen/sOED.

This paper is organized as follows. Section 2 introduces the components needed in an sOED problem, culminating with the sOED problem statement. Section 3 describes the details of the entire PG-sOED method. Section 4 presents numerical examples, a linear-Gaussian benchmark and a problem of contaminant source inversion in a convection-diffusion field, to validate PG-sOED and demonstrate its advantages over other baselines. Finally, Sec. 5 concludes the paper and provides an outlook for future work.

2 Problem Formulation

2.1 The Bayesian Paradigm

We consider designing a finite\(^1\) number of \(N\) experiments, indexed by integers \(k = 0, 1, \ldots, N-1\). While the decision of how many experiments to perform (i.e., choice of \(N\)) is important, it is not considered in this paper; instead, we assume \(N\) is given and fixed. Furthermore, let \(\theta \in \mathbb{R}^{N_{\theta}}\) denote the unknown model parameter we seek to learn from the experiments, \(d_k \in D_k \subseteq \mathbb{R}^{N_d}\) the experimental design variable for the \(k\)th experiment (e.g., experiment conditions), \(y_k \in \mathbb{R}^{N_y}\) the noisy observation from the \(k\)th experiment (i.e., experiment measurements), and \(N_{\theta}, N_{d}, \text{ and } N_y\) respectively the dimensions of parameter, design, and observation spaces. We further consider continuous \(\theta, d_k, \text{ and } y_k\), although discrete or mixed settings can be accommodated as well. For simplicity, we also let \(N_{d}\) and \(N_y\) be constant across all experiments, but this is not a requirement.

A Bayesian approach treats \(\theta\) as a random variable. After performing the \(k\)th experiment, its conditional probability density function (PDF) is described by Bayes’ rule:

\[
p(\theta|d_k, y_k, I_k) = \frac{p(y_k|\theta, d_k, I_k)p(\theta|I_k)}{p(y_k|d_k, I_k)}
\]

(1)

where \(I_k = \{d_0, y_0, \ldots, d_{k-1}, y_{k-1}\}\) (and \(I_0 = \emptyset\)) is the information set collecting the design and observation records from all experiments prior to the \(k\)th experiment, \(p(\theta|I_k)\) is the prior PDF for the \(k\)th experiment, \(p(y_k|\theta, d_k, I_k)\) is the likelihood function, \(p(y_k|d_k, I_k)\) is the model evidence (or marginal likelihood, which is constant with respect to \(\theta\)), and \(p(\theta|d_k, y_k, I_k)\) is the posterior PDF. The prior is then a representation of the uncertainty about \(\theta\) before the \(k\)th experiment, and the posterior describes the updated uncertainty about \(\theta\) after having observed the outcome from the \(k\)th experiment. In Eqn. (1), we also simplify the prior \(p(\theta|d_k, I_k) = p(\theta|I_k)\), invoking a reasonable assumption that knowing only the design for \(k\)th experiment (but without knowing its outcome) would not affect the

\(^1\)In experimental design, the experiments are generally expensive and limited in number. Finite and small values of \(N\) are therefore of interest. This is in contrast to RL that often deals with infinite horizon.
prior. The likelihood function carries the relation between the hidden parameter \( \theta \) and the observable \( y_k \), through a forward model \( G_k \) that governs the underlying process for the \( k \)th experiment (e.g., constrained via a system of partial differential equations (PDEs)). For example, a common likelihood form is

\[
y_k = G_k(\theta, d_k; I_k) + \epsilon_k,
\]

where \( \epsilon_k \) is a Gaussian random variable that describes the discrepancy between model prediction \( G_k \) and observation \( y_k \) due to, for instance, measurement noise. The inclusion of \( I_k \) in \( G_k \) signifies that model behavior may be affected by previous experiments. Each evaluation of the likelihood \( p(y_k|\theta, d_k, I_k) = p(\epsilon_k) \) thus involves a forward model solve, typically the most expensive part of the computation. Lastly, the posterior \( p(\theta|d_k, y_k, I_k) = p(\theta|I_{k+1}) \) becomes the prior for the \((k+1)\)th experiment via the same form of Eqn. (1). Hence, Bayes’ rule can be consistently and recursively applied for a sequence of multiple experiments.

### 2.2 Sequential Optimal Experimental Design

We now present a general framework for sOED, posed as a POMDP. An overview flowchart for sOED is presented in Fig. 1 to accompany the definitions below.

![Flowchart of the process involved in a N-experiment sOED.](image)

**State.** We introduce the state variable \( x_k = [x_{k,b}, x_{k,p}] \in \mathcal{X}_k \) to be the state prior to designing and performing the \( k \)th experiment. Hence, \( x_0, \ldots, x_{N-1} \) denote the respective states prior to each of the \( N \) experiments, and \( x_1, \ldots, x_N \) denote the respective states after each of the \( N \) experiments. The state is an entity that summarizes past information needed for making experimental design decisions in the future. It is very general and can contain different quantities deemed to be decision-relevant. In our case here, the state consists of a belief state \( x_{k,b} \) reflecting our state of uncertainty about the hidden \( \theta \), and a physical state \( x_{k,p} \) carrying other non-random variables pertinent to the design problem. Since \( \theta \) is not observable and can be only inferred from noisy and indirect observations \( y_k \) through Bayes’ rule in Eqn. (1), this setup can be viewed as a POMDP for \( \theta \) (or a MDP for \( x_k \)).

Conceptually, a realization of the belief state manifests as the continuous posterior (conditional) random variable \( x_{k,b} = x'_{k,b} = (\theta|I_k = I'_k) \), where the prime denotes realization. Such a random variable can be portrayed by, for example, its PDF, cumulative distribution function, or characteristic function\(^2\). Attempting to directly represent these infinite-dimensional quantities in practice would require some finite-dimensional approximation or discretization. Alternatively, one can adopt a non-parametric approach and track \( I_k \) (from a given initial \( x_0 \)), which then yields a representation of \( x_k \)

---

\(^2\)It is possible for \( \theta|I_k \)'s with different \( I'_k \)'s to have the same PDF (or distribution or characteristic function), for example simply by exchanging the experiments. Hence, the mappings from \( I_k \) to these portrayals (PDF, distribution, characteristic functions) are non-injective. This may be problematic when considering transition probabilities of the belief state, but avoided if we keep to our root definition of belief state based on \( I_k \), which remains unique.
(both \(x_{k,0}\) and \(x_{k,p}\)) without any approximation\(^3\) but its dimension grows with \(k\). However, the dimension is always bounded since the maximum number of experiments considered is finite (i.e. \(k < N\)). In any case, the belief state space is uncountably infinite since \(\theta\) is a continuous random variable (i.e. the possible posteriors that can be realized is uncountably infinite). We will further detail our numerical representation of the belief state in Sec. 3.2.1 and Sec. 3.2.3.

**Design (action) and policy.** Sequential experimental design involves building policies mapping from the state space to the design space, \(\pi = \{\mu_k : x_k \mapsto D_k, k = 0, \ldots, N-1\}\), such that the design for the \(k\)th experiment is determined by the state via \(d_k = \mu_k(x_k)\). Thus, sequential design is inherently adaptive, computing designs based on the current state which depends on the previous experiments and their outcomes. We focus on deterministic policies in this study, where policy functions \(\mu_k\) produce deterministic outputs.

**System dynamics (transition function).** The system dynamics, denoted by \(x_{k+1} = F_k(x_k, d_k, y_k)\), describes the transition from state \(x_k\) to state \(x_{k+1}\) after carrying out the \(k\)th experiment with design \(d_k\) and observation \(y_k\). For the belief state, the prior \(x_{k,b}\) can be updated to the posterior \(x_{k+1,b}\) via Bayes’ rule in Eqn. (1). The physical state, if present, evolves based on the relevant physical process. While the system dynamics described in Eqn. (1) appears deterministic given a specific realization of \(d_k\) and \(y_k\), it is a stochastic transition since the observation \(y_k\) is random. In particular, there exists an underlying transition probability

\[
p(x_{k+1}|x_k, d_k) = \int_\Theta p(y_k|\theta, d_k, I_k)p(\theta|I_k) d\theta,
\]

where we simplify the prior with \(p(\theta|d_k, I_k) = p(\theta|I_k)\). This transition probability is intractable and does not have a closed form. However, we are able to generate samples of the next state by sampling from the prior and likelihood, as suggested by the last equality in Eqn. (3). Hence, we have a model-based (via a sampling model) setup.

**Utility (reward).** We denote \(g_k(x_k, d_k, y_k) \in \mathbb{R}\) to be the immediate reward from performing an experiment. Most generally, this quantity can depend on the state, design, and observation. For example, it may simply be the (negative) cost of the \(k\)th experiment. Similarly, we define a terminal reward \(g_N(x_N) \in \mathbb{R}\) containing any additional reward measure that reflects the benefit of reaching certain final state, and that can only be computed after the entire set of experiments is completed. We will provide a specific example of reward functions pertaining to information measures in Sec. 2.3.

**sOED problem statement.** The sOED problem seeks the policy that solves the following optimization problem: from a given initial state \(x_0\),

\[
\pi^* = \arg \max_{\pi \{\mu_0, \ldots, \mu_{N-1}\}} U(\pi) \quad (4)
\]

\[s.t.\]

\[
d_k = \mu_k(x_k) \in D_k,
\]

\[
x_{k+1} = F_k(x_k, d_k, y_k), \quad \text{for} \quad k = 0, \ldots, N-1,
\]

where

\[
U(\pi) = \mathbb{E}_{y_0, \ldots, y_{N-1}|x_0} \left[ \sum_{k=0}^{N-1} g_k(x_k, d_k, y_k) + g_N(x_N) \right] \quad (5)
\]

is the expected total utility functional. While here \(x_0\) is fixed, this formulation can easily be adjusted to accommodate stochastic \(x_0\) as well, by including \(x_0\) as a part of \(I_k\) and taking another expectation over \(x_0\) in Eqn. (5).

\(^3\)\(I_k\) collects the complete history of experiments and their observations, therefore is a sufficient statistic for \(x_k\) by definition. Hence, if \(I_k\) is known, then the full state \(x_k\) is equivalently represented. All of these are conditioned on a given initial \(x_0\) (which includes the prior on \(\theta\)), but for simplicity we will omit this conditioning when writing the PDFs in this paper, with the understanding that it is always implied.
Overall, our sOED problem corresponds to a model-based planning problem of RL. It is challenging for several reasons:

- finite horizon, where the policy functions $\mu_k$ are different for each $k$ and need to be tracked and solved for separately;
- partially and indirectly observed hidden $\theta$ whose belief state space is uncountably infinite and also infinite-dimensional or nonparametric;
- deterministic policy;
- continuous design (action) and observation spaces;
- transition probability intractable to compute, and transition can only be sampled;
- each belief state transition involves a Bayesian inference, requiring many forward model evaluations;
- reward functions are information measures for continuous random variables (discussed below), which are difficult to estimate.

2.3 Information Measures as Experimental Design Rewards

We wish to adopt reward functions that reflect the degree of success for the experiments, not only the experiment costs. Determining such an appropriate quantity depends on the experimental goals, e.g., to achieve inference, prediction, model discrimination, etc. One popular choice corresponding to the goal of parameter inference is to maximize a measure of information gained on $\theta$. Lindley’s seminal paper [41] proposes to use the mutual information between the parameter and observation as the expected utility, and Ginebra [26] provides more general criteria for proper measure of information gained from an experiment. From the former, mutual information is equal to the expected KL divergence from the prior to the posterior. The KL divergence provides an intuitive interpretation as it quantifies the farness between the prior and the posterior distributions, and thus a larger divergence corresponds to a greater degree of belief update—and hence information gain—resulting from the experiment and its observation.

In this paper, we follow Lindley’s approach and demonstrate the use of KL divergence as sOED rewards, and present two reasonable sequential design formulations that are in fact equivalent. The first, call it the terminal formulation, involves clumping the information gain from all $N$ experiments in the terminal reward (for clarity, we omit all other reward contributions common to the two formulations, although it would be trivial to show the equivalence for those cases too):

$$g_k(x_k, d_k, y_k) = 0, \quad k = 0, \ldots, N - 1$$

$$g_N(x_N) = D_{\text{KL}}(p(\cdot|I_N) \| p(\cdot|I_0))$$

$$= \int_{\Theta} p(\theta|I_N) \ln \left[ \frac{p(\theta|I_N)}{p(\theta|I_0)} \right] d\theta.$$  

The second, call it the incremental formulation, entails the use of incremental information gain from each experiment in their respective immediate rewards:

$$g_k(x_k, d_k, y_k) = D_{\text{KL}}(p(\cdot|I_{k+1}) \| p(\cdot|I_k))$$

$$= \int_{\Theta} p(\theta|I_{k+1}) \ln \left[ \frac{p(\theta|I_{k+1})}{p(\theta|I_k)} \right] d\theta, \quad k = 0, \ldots, N - 1$$

$$g_N(x_N) = 0.$$
Theorem 1. Let $U_T(\pi)$ be the sOED expected utility defined in Eqn. (5) subject to the constraints in Eqn. (4) for a given policy $\pi$ while using the terminal formulation Eqn. (6) and (7). Let $U_I(\pi)$ be the same except using the incremental formulation Eqn. (8) and (9). Then $U_T(\pi) = U_I(\pi)$.

A proof is provided in Appendix A. As a result, the two formulations correspond to the same sOED problem.

2.4 Generalization of Suboptimal Experimental Design Strategies

We also make the connection between sOED to the commonly used batch design and greedy sequential design. We illustrate below that both batch and greedy designs are, in general, suboptimal with respect to the expected utility Eqn. (5). Thus, sOED generalizes these design strategies.

Batch OED designs all $N$ experiments together prior to performing any of those experiments. Consequently, it is non-adaptive, and cannot make use of new information acquired from any of the $N$ experiments to help adjust the design of other experiments. Mathematically, batch design seeks static design values (instead of a policy) over the joint design space $D := D_0 \times D_1 \times \cdots \times D_{N-1}$:

$$
(d_{ba}^0, \ldots, d_{ba}^{N-1}) = \arg \max_{(d_0, \ldots, d_{N-1}) \in D} \mathbb{E}_{y_0, \ldots, y_{N-1} | d_0, \ldots, d_{N-1}, x_0} \left[ \sum_{k=0}^{N-1} g_k(x_k, d_k, y_k) + g_N(x_N) \right],
$$

subject to the system dynamics. In other words, the design $d_k$ is chosen independent of $x_k$ (for $k > 0$). The suboptimality of batch design becomes clear once realizing Eqn. (10) is equivalent to the sOED formulation in Eqn. (4) but restricting all $\mu_k$ to be only constant functions. Thus, $U(\pi^*) \geq U(\pi_{ba} = d_{ba})$.

Greedy design is also a type of sequential experimental design and produces a policy. It optimizes only for the immediate reward at each experiment:

$$
\mu_{gr}^k = \arg \max_{\mu_k} \mathbb{E}_{y_k | x_k, \mu_k(x_k)} \left[ g_k(x_k; \mu_k(x_k), y_k) \right], \quad k = 0, \ldots, N - 1,
$$

without needing to subject to the system dynamics since the policy functions $\mu_{gr}^k$ are decoupled. $U(\pi^*) \geq U(\pi_{gr})$ follows trivially. As a more specific example when using information measure utilities described in Sec. 2.3, greedy design would only make sense under the incremental formulation (Eqn. (8) and (9)). Then, together with Theorem 1, we have $U_T(\pi^*) = U_I(\pi^*) \geq U_I(\pi_{gr})$.

3 Policy Gradient for Sequential Optimal Experimental Design

We approach the sOED problem by directly parameterizing the policy functions and representing them explicitly. We then develop gradient expression with respect to the policy parameters, so to enable gradient-based optimization for numerically identifying optimal or near-optimal policies. Such approach is known as the PG method (e.g., [62, 40]). In addition to the policy, we also parameterize and learn the value functions, thus arriving at an actor-critic form. PG contrasts with previous ADP-sOED efforts [28, 30] that approximate only the value functions. In those works, the policy is represented implicitly, and requires solving a (stochastic) optimization problem each time the policy is evaluated. This renders both the offline training and online policy usage computationally expensive. As we will demonstrate, PG sidesteps this requirement.

In the following, we first derive the exact PG expression in Sec. 3.1. We then present numerical methods in Sec. 3.2 to estimate this exact PG expression. In particular, this requires adopting a parameterization of the policy functions; we will present the use of DNNs to achieve this parameterization. Once the policy parameterization is established, we can then compute the PG with respect to the parameters, and optimize them using a gradient ascent procedure.
3.1 Derivation of the Policy Gradient

The PG approach to sOED (PG-sOED) involves parameterizing each policy function $\mu_k$ with parameters $w_k$ ($k = 0, \ldots, N - 1$), which we denote by the shorthand form $\mu_{k,w}$. In turn, the policy $\pi$ is parameterized by $w = \{w_k, \forall k\} \in \mathbb{R}^{N_w}$ and denoted by $\pi_w$, where $N_w$ is the dimension of the overall policy parameter vector. The sOED problem statement from Eqn. (4) and (5) then updates to: from a given initial state $x_0$,

$$w^* = \arg\max_w U(w)$$

s.t. 

$$d_k = \mu_{k,w}(x_k) \in D_k,$$

$$x_{k+1} = F_k(x_k, d_k, y_k), \quad \text{for } k = 0, \ldots, N - 1,$$

where

$$U(w) = \mathbb{E}_{y_0, \ldots, y_{N-1}|\pi_w, x_0} \left[ \sum_{k=0}^{N-1} g_k(x_k, d_k, y_k) + g_N(x_N) \right].$$

(13)

We now aim to derive the gradient $\nabla_w U(w)$.

Before presenting the gradient expression, we need to introduce the value functions. The state-value function (or V-function) following policy $\pi_w$ and at the $k$th experiment is

$$V_{\pi_k}^w(x_k) = \mathbb{E}_{y_k|\pi_w, x_k} \left[ \sum_{t=k}^{N-1} g_t(x_t, \mu_{t,w}(x_t), y_t) + g_N(x_N) \right]$$

(14)

$$= \mathbb{E}_{y_k|\pi_w, x_k} \left[ g_k(x_k, \mu_{k,w}(x_k), y_k) + V_{\pi_k}^w(x_k+1) \right]$$

(15)

$$V_{\pi_k}^w(x_N) = g_N(x_N)$$

(16)

for $k = 0, \ldots, N - 1$, where $x_{k+1} = F_k(x_k, \mu_{k,w}(x_k), y_k)$. The V-function is the expected cumulative remaining reward starting from a given state $x_k$ and following policy $\pi_w$ for all remaining experiments. The action-value function (or Q-function) following policy $\pi_w$ and at the $k$th experiment is

$$Q_{\pi_k}^w(x_k, d_k) = \mathbb{E}_{y_k|\pi_w, x_k, d_k} \left[ g_k(x_k, d_k, y_k) + \sum_{t=k+1}^{N-1} g_t(x_t, \mu_{t,w}(x_t), y_t) + g_N(x_N) \right]$$

(17)

$$= \mathbb{E}_{y_k|x_k, d_k} \left[ g_k(x_k, d_k, y_k) + Q_{\pi_{k+1}^w}(x_{k+1}, \mu_{k+1,w}(x_{k+1})) \right]$$

(18)

$$Q_{\pi_N}^w(x_N, \cdot) = g_N(x_N).$$

(19)

for $k = 0, \ldots, N - 1$, where $x_{k+1} = F_k(x_k, d_k, y_k)$. The Q-function is the expected cumulative remaining reward for performing the $k$th experiment at the given design $d_k$ from a given state $x_k$ and thereafter following policy $\pi_w$. The two functions are related via

$$V_{\pi_k}^w(x_k) = Q_{\pi_k}^w(x_k, \mu_{k,w}(x_k)).$$

(20)

Theorem 2. The gradient of the expected utility in Eqn. (13) with respect to the policy parameters (i.e. the policy gradient) is

$$\nabla_w U(w) = \sum_{k=0}^{N-1} \mathbb{E}_{x_k|\pi_w, x_0} \left[ \nabla_w \mu_{k,w}(x_k) \nabla_d Q_{\pi_k}^w(x_k, d_k) \bigg|_{d_k=\mu_{k,w}(x_k)} \right].$$

(21)

We provide a proof in Appendix B, which follows the proof in [62] for a general infinite-horizon MDP.
3.2 Numerical Estimation of the Policy Gradient

The PG Eqn. (21) generally cannot be evaluated in closed form, and needs to be approximated numerically. We propose a Monte Carlo (MC) estimator:

$$\nabla_w U(w) \approx \frac{1}{M} \sum_{i=1}^{M} \sum_{k=0}^{N-1} \nabla_w \mu_k, w_k(x_k^{(i)}) \nabla_{d_k^{(i)}} Q_k^w(x_k^{(i)}, d_k^{(i)}) \bigg|_{d_k^{(i)} = \mu_k, w_k(x_k^{(i)})}$$  \hspace{1cm} (22)

where superscript indicates the i\textsuperscript{th} episode (i.e. trajectory instance) generated from MC sampling. Note that the sampling only requires a given policy and does not need any Q-function. Specifically, for the i\textsuperscript{th} episode, we first sample a hypothetical “true” $\theta^{(i)}$ from the prior belief state $x_{0,b}$ and freeze it for the remainder of this episode—that is, all subsequent $y_k^{(i)}$ will be generated from this $\theta^{(i)}$. We then compute $d_k^{(i)}$ from the current policy $\pi_w$, sample $y_k^{(i)}$ from the likelihood $p(y_k|\theta^{(i)}, d_k^{(i)}, r^{(i)})$, and repeat for all experiments $k = 0, \ldots, N - 1$. The same procedure is then repeated for all episodes $i = 1, \ldots, M$. The choice of $M$ can be selected based on indicators such as MC standard error, ratio of noise level compared to gradient magnitude, or the validation expected utility from sOED policies produced under different $M$. While we propose to employ a fixed sample $\theta^{(i)}$ for the entire i\textsuperscript{th} episode, one may also choose to resample $\theta_k^{(i)}$ at each stage $k$ from the updated posterior belief state $x_{k,b}^{(i)}$. These two approaches are in fact equivalent, since from factoring out the expectations we have

$$U(w) = E_{y_0, \ldots, y_{N-1}|\pi_w, x_0} \left[ \sum_{k=0}^{N-1} g_k(x_k, d_k, y_k) + g_N(x_N) \right]$$

$$= E_{\theta|x_0,b} E_{y_0|\pi_w, \theta, x_0} E_{y_1|\pi_w, \theta, x_0, y_0} \cdots$$

$$\cdots E_{y_{N-1}|\pi_w, \theta, x_0, y_0, \ldots, y_{N-2}} \left[ \sum_{k=0}^{N-1} g_k(x_k, d_k, y_k) + g_N(x_N) \right]$$

$$= E_{\theta_0|x_0,b} E_{y_0|\pi_w, \theta_0, x_0} E_{\theta_1|x_1,b} E_{y_1|\pi_w, \theta_1, x_1} \cdots$$

$$\cdots E_{\theta_{N-1}|x_{N-1,b}} E_{y_{N-1}|\pi_w, \theta_{N-1}, x_{N-1}} \left[ \sum_{k=0}^{N-1} g_k(x_k, d_k, y_k) + g_N(x_N) \right]$$

where the second equality corresponds to the episode-fixed $\theta^{(i)}$, and the last equality corresponds to the resampling of $\theta_k^{(i)}$. The former, however, is computationally easier, since it does not require working with the intermediate posteriors.

From Eqn. (22), the MC estimator for PG entails computing the gradients $\nabla_w \mu_k, w_k(x_k^{(i)})$ and $\nabla_{d_k^{(i)}} Q_k^w(x_k^{(i)}, d_k^{(i)})$. While the former can be obtained through the parameterization of the policy functions, the latter typically requires parameterization of the Q-functions as well. We thus parameterize both the policy and Q-functions, arriving at an actor-critic method. Furthermore, we adopt the approaches from Deep Q-Network (DQN) [49] and DDPG [40], and use DNNs to approximate the policy and Q-functions. We present these details next.

3.2.1 Policy Network

Conceptually, we would need to construct individual DNNs $\mu_k, w_k$ to approximate $\mu_k : X_k \mapsto D_k$ for each $k$. Instead, we choose to combine them together into a single function $\mu_w(k, x_k)$, which then requires only a single DNN for the entire policy at the cost of a higher input dimension. Subsequently, the $\nabla_w \mu_k, w_k(x_k^{(i)}) = \nabla_w \mu_w(k, x_k^{(i)})$ term from Eqn. (22) can be obtained via back-propagation. Below, we discuss the architecture design of such a DNN, with particular focus on its input layer.
For the first input component, i.e. the stage index \( k \), instead of passing in the integer directly we opt to use one-hot encoding that takes the form of a unit vector:

\[
e_{k+1} = [0, \ldots, 0, 1, 0, \ldots, 0]^T.
\]  

We choose one-hot encoding because the stage index is an ordered categorical variable instead of a quantitative variable (i.e. it has notion of ordering but no notion of metric). Furthermore, these unit vectors are always orthogonal, which we observed to offer good overall numerical performance of the policy network. The tradeoff is that the dimension of representing \( k \) is increased from 1 to \( N \).

For the second component, i.e. the state \( x_k \) (including both \( x_{k,b} \) and \( x_{k,p} \)), we represent it in a nonparametric manner as discussed in Sec. 2.2:

\[
x_k \rightarrow I_k = \{d_0, y_0, \ldots, d_{k-1}, y_{k-1}\}.  
\]  

To accommodate states up to stage \((N-1)\) (i.e. \( x_{N-1} \)), we use a fixed total dimension of \((N-1)(N_d + N_y)\) for this representation, where for \( k < (N-1) \) the entries for \( \{d_l, y_l \mid l \geq k\} \) (experiments that have not happened yet) are padded with zeros (see Eqn. (27)). In addition to providing a state representation without any approximation, another major advantage of such nonparametric form can be seen under the terminal formulation in Eqn. (7), where now none of the intermediate belief states (i.e. \( x_{k,b} \) for \( k < N \)) needs to be computed since the policy network can directly take input of \( I_k \). As a result, only a single final Bayesian inference conditioned on all experiments and all observations needs be performed at the end of each episode. The number of Bayesian inference calculations is greatly reduced.

Putting together the two input components, the overall input layer for the policy network \( \mu_w(k, x_k) \), when evaluating at \((k, x_k)\), has the form

\[
\begin{bmatrix}
  e_{k+1}^T, \ 0, \ldots, 0, \ y_0, \ldots, y_{k-1}, \ 0, \ldots, 0
\end{bmatrix}^T,
\]

where we also indicate the zero-paddings for the entries corresponding to future experiments \( l \geq k \). The overall input layer has a total dimension of \( N + (N-1)(N_d + N_y) \), which is linear in \( N, N_d \), and \( N_y \). The remainder of the policy network is relatively straightforward. The output layer is a \( N_d \)-dimensional vector representing \( d_k \), and the network architecture can be chosen by the user. We have experimented with dense layers, and experience suggests 2-3 hidden layers often achieve good performance for our numerical cases. More systematic hyperparameter tuning for DNNs can also be employed to optimize the architecture, but not pursued in this paper.

We end the introduction of the policy network by emphasizing that \( \mu_w(k, x_k) \) is not trained in a supervised learning manner from training data; instead, it is updated iteratively via PG en route to maximizing \( U(w) \).

### 3.2.2 Q-Network

While seeking \( Q_{w}^{\pi}(k, \eta_k) \) (parameterized by \( \eta_k \)) that approximates \( Q_{k, \pi}^{\pi} : \mathcal{X}_k \times \mathcal{D}_k \to \mathbb{R} \) for \( k = 0, \ldots, N-1 \), we also combine them into a single function \( Q_{w}^{\pi}(k, x_k, d_k) \) in a similar manner as the policy network; we call \( Q_{w}^{\pi} \) the Q-network. Subsequently, the \( \nabla_{d_k} Q_{w}^{\pi}(k, x_k^{(i)}, d_k^{(i)}) \) term from Eqn. (22) can be approximated by \( \nabla_{d_k} Q_{w}^{\pi}(k, x_k^{(i)}, d_k^{(i)}) \), which can now also be obtained via back-propagation. The input layer then takes the same form as the policy network, except we augment extra entries for \( d_k \) as well. The overall input dimension is then \( N + (N-1)(N_d + N_y) + N_d \). The network output is a scalar.
The Q-network is trained in a supervised learning manner from the MC episodes generated for Eqn. (22), by finding $\eta$ that minimizes the following loss function built based on Eqn. (18):

$$L(\eta) = \frac{1}{M} \sum_{i=1}^{M} \sum_{k=0}^{N-1} \left[ Q^w_\eta(k, x_k, d_k) - \left( g_k(x_k, d_k, y_k) + Q^w_{k+1}(x_{k+1}, d_{k+1}) \right) \right]^2$$

(28)

where $d_k = \mu_w(k, x_k)$ and $Q^w_N(x_N, \cdot) = g_N(x_N)$. It is worth noting that $Q^w_{k+1}(x_{k+1}, d_{k+1})$ does not depend on $\eta$, but in practice is often approximated by $Q^w_{k+1}(k+1, x_{k+1}, d_{k+1})$ (for $k = 0, \ldots, N-2$)\(^4\). When minimizing the loss, the gradient contribution with respect to $\eta$ from this term is therefore ignored.

3.2.3 Evaluation of Kullback-Leibler Rewards

A final step needed to construct the Q-network following Eqn. (28) (and in turn, the policy network) is the ability to evaluate our immediate and terminal rewards $g_k$ and $g_N$. Having established the equivalence of terminal and incremental formulations in Sec. 2.3, we focus on the former since it requires fewer KL divergence calculations with only the KL in $g_N$ needed at the end of each episode. With the nonparametric state representation using $I_k$ (Sec. 3.2.1), we do not need to explicitly update the Bayesian posteriors throughout the intermediate experiments. Instead, we only need a single Bayesian inference to obtain $p(\theta | I_N)$, and use it to estimate the KL divergence Eqn. (7).

In general, the posteriors will be of non-standard distributions and the KL divergence must be approximated numerically. For the small $N_\theta$ (e.g., $\leq 4$) examples presented in this paper, we use a grid discretization of the $\theta$-space and estimate its posterior PDF pointwise; in this work, we always use a uniform grid with 50 nodes in each dimension for evaluation, and 20 nodes for training only in the higher-dimensional $N_\theta = 4$ case to speed up the computation (spot-checking between 20 and 50 nodes indicated their results to be close). However, the exponential growth of grid points with $N_\theta$ would require higher dimensional problems to seek alternative methods, such as Markov chain Monte Carlo (MCMC) with kernel density estimation or likelihood-free ratio estimation [69], variational inference [6] and transport maps [28]. These will be important future directions of our research.

3.2.4 Exploration Versus Exploitation

The tradeoff between exploration and exploitation is an important consideration in RL, especially in an uncertain environment. Exploration searches unexplored or under-explored regions that may contain good policies (i.e. global search), and invests for long-term performance. Exploitation focuses on region deemed promising based on our current knowledge (i.e. local search), thus targets short-term performance. Insufficient exploration may strand the policy search in a local optimum, and insufficient exploitation may lack convergence. A mixed strategy to balance exploration and exploitation is prudent [10, 39], such as through the commonly used epsilon-greedy technique [65] and many other advanced methods.

In this work, we inject exploration by adding a perturbation to our deterministic policy. We employ this exploration only when generating the MC episodes in Eqn. (22) for estimating the PG during training, and nowhere else (including testing). Thus we view this exploration as an aid solely to the training data generation, and our policy remains deterministic. When this exploration perturbation is used, the design becomes:

$$d_k = \mu_k(x_k) + \epsilon_{\text{explore}},$$

(29)

\(^4\)The use of an approximate Q-value in the next (i.e. $k + 1$) stage rather than expanding further with $g_{k+1}, g_{k+2}, \text{etc.}$ renders this a one-step lookahead approach. This is not to be confused with greedy or myopic design, which does not include any future value term.
where $\epsilon_{\text{explore}} \sim \mathcal{N}(0, \sum_{i=1}^N \sigma_{\text{explore}}^2)$. The perturbed $d_k$ should also be truncated by any design constraints to remain within $D_k$. The value of $\sigma_{\text{explore}}$ reflects the degree of exploration versus exploitation, and should be selected based on the problem context. For example, a reasonable approach is to set a large $\sigma_{\text{explore}}$ early in the algorithm and reduce it gradually. More advanced techniques have been proposed to reach a better exploration, for instance, by adding noise to the policy network parameters instead of the design variable [55, 23]; however, these strategies are beyond the scope of our paper.

### 3.3 Simplification to Batch and Greedy Designs

In Sec. 2.4, we illustrated batch and greedy designs to be suboptimal cases of the sOED. Similarly, we can reduce the PG-sOED formulation, with very minor modifications, to arrive at PG-based batch and greedy designs.

For batch design, we simply replace the input layer of the policy network to contain only the one-hot encoding terms $e_{k+1}$. The resulting policy structure thus only maps from the stage index $k$ to a design, and $d_k$ does not depend on the state. For greedy design, we use the incremental formulation and retain only the immediate reward term. The Q-function then becomes $Q^\pi_k(x_k, d_k) = \mathbb{E}_{y_k|x_k, d_k}[g_k(x_k, d_k, y_k)]$, and the loss in Eqn. (28) simplifies to

$$L^{\text{gr}}(\eta) = \frac{1}{M} \sum_{i=1}^M \sum_{k=0}^{N-1} \left[ Q^\pi_{\eta}(k, x_k^{(i)}, d_k^{(i)}) - g_k(x_k^{(i)}, d_k^{(i)}, y_k^{(i)}) \right]^2.$$

### 3.4 Pseudocode for the Overall Algorithm

We present the detailed algorithm for PG-sOED in Algorithm 1. We re-emphasize that the exploration perturbation is only used in generating the MC episodes on line 5, but not used anywhere else including when evaluating the policy after it is constructed. Furthermore, with our DNN parameterization of the policy and Q-functions (Sec. 3.2.1 and 3.2.2), $w$ and $\eta$ are their respective DNN parameter weights. Hence, DNNs computations are encountered in Algorithm 1 wherever $w$ and $\eta$ appear.

**Algorithm 1** The PG-sOED algorithm.

1: Define all components in Sec. 2.2;
2: Set initial state $x_0$, policy updates $L$, MC sample size $M$, policy and Q-network architectures, learning rate $\alpha$ for policy update, exploration scale $\sigma_{\text{explore}}$;
3: Initialize policy and Q-network parameters $w$ and $\eta$;
4: for $l = 1, \ldots, L$ do
5: Simulate $M$ episodes: sample $\theta \sim x_{0,b}$, and then for $k = 0, \ldots, N - 1$ sample $d_k = \mu_w(k, x_k) + \epsilon_{\text{explore}}$ and $y_k \sim p(y_k|\theta, d_k, I_k)$;
6: Store the full information vectors from all episodes $\{I_k^{(i)}\}_{i=1}^M$, from which the intermediate $\{I_1^{(i)}, I_2^{(i)}, \ldots, I_{N-1}^{(i)}\}$ can also be formed trivially;
7: Compute and store immediate and terminal rewards for all episodes $\{g_k^{(i)}\}_{i=1}^M$, $k = 0, \ldots, N$;
8: Update $\eta$ by minimizing the loss in Eqn. (28);
9: Update $w$ by gradient ascent: $w = w + \alpha \nabla_w U(w)$, where $\nabla_w U(w)$ is estimated through Eqn. (22);
10: (Optional) Reduce $\alpha$ and $\sigma_{\text{explore}}$;
11: end for
12: Return optimized policy $\pi_w$.
4 Numerical Results

We present two examples to illustrate different aspects of PG-sOED. The first is a linear-Gaussian problem (Sec. 4.1) that offers a closed form solution due to its conjugate prior form. This problem serves as a benchmark, where we validate the optimal policy and expected utility obtained by PG-sOED against the analytic solution. We also illustrate the superior computational speed of PG-sOED over an existing ADP-sOED baseline. The second example entails a problem of contaminant source inversion in a convection-diffusion field (Sec. 4.2). It further divides into three cases: case 1 compares PG-sOED to greedy design, and cases 2 and 3 compare PG-sOED to both greedy and batch designs. This example thus demonstrates the advantages of PG-sOED over greedy and batch designs, and its ability to accommodate expensive forward models with nonlinear physics and dynamics.

4.1 Linear-Gaussian Benchmark

4.1.1 Problem Setup

We adopt the linear-Gaussian problem from [30] as a benchmark case for validating PG-sOED. The forward model is linear in $\theta$, and corrupted with an additive Gaussian observation noise $\epsilon_k \sim N(0, 1^2)$:

$$y_k = G(\theta, d_k) + \epsilon_k = \theta d_k + \epsilon_k.$$  \hfill (30)

We design $N = 2$ experiments, with prior $\theta \sim N(0, 3^2)$, and design constrained in $d_k \in [0.1, 3]$. The resulting conjugate form renders all subsequent posteriors to be analytically Gaussian, thus allowing us to compute the optimal policy in closed form. There is no physical state for this problem. The stage rewards and terminal reward are chosen to be

$$g_k(x_k, d_k, y_k) = 0, \quad k = 0, 1$$

$$g_N(x_N) = D_{KL}(p(\cdot|I_N) \| p(\cdot|I_0)) - 2 (\ln \sigma_N^2 - \ln 2)^2$$ \hfill (32)

where $\sigma_N^2$ represents the variance of the final belief state, and the additive penalty in the terminal reward is purposefully inserted to make the design problem more challenging. We solve this sOED problem both by ADP-sOED [30] and PG-sOED. ADP-sOED adopts the same setting in [30]. For PG-sOED, we set $L = 100$, $M = 1000$, $\alpha = 0.15$, and $\sigma_{\text{explore}} = 0.2$ that also decreases by a factor of 0.95 per policy update. Both the policy network and Q-network contain two hidden layers with ReLU activation, and each hidden layer has 80 nodes. In particular, we have observed even a low $M = 10$ yielded similar performance, but $M = 1000$ is used here to further reduce the effect of MC error in the demonstration.

4.1.2 Results

Due to the conjugate form, we can obtain all posteriors in closed form, and find the (non-unique) optimal policies analytically [28, 30]. To evaluate the policies found by ADP-sOED and PG-sOED, we sample $10^4$ episodes using their final policies and compute their total rewards. ADP-sOED yields a mean total reward of $0.775 \pm 0.006$ and PG-sOED also $0.775 \pm 0.006$, where the $\pm$ is the MC standard error. Both match extremely well with the analytic result $U(\pi^*) \approx 0.783$, where the discrepancy (due to MC sampling and grid discretization of the posterior) is within two standard errors. These results thus support that both ADP-sOED and PG-sOED have found the optimal policy.

Figures 2a and 2b present the convergence history for the expected utility and residual ($|U(\pi^*) - U(w)|$) as a function of the PG-sOED iterations. The convergence is rapid, reaching over 3 orders of magnitude reduction of the residual within 30 iterations. The much lower initial expected utility
Figure 2: Convergence history of PG-sOED.

(around $-8.5$) also indicates that a random policy (from random initialization) performs much worse than the optimized policy.

Table 1 compares the computational costs between ADP-sOED and PG-sOED for this linear-Gaussian problem, obtained using a single 2.6 GHz CPU on a MacBook Pro laptop. The timing figures are from 30 gradient ascent updates for PG-sOED in the training stage, and 1 policy update (minimum needed) for ADP-sOED. PG-sOED produces orders-of-magnitude speedups compared to ADP-sOED. Noteworthy is the extremely low testing time (i.e. using the policy online during the experimental campaign after the policy has been constructed offline), achieving 0.0002 seconds per experiment (4 seconds per $10^4$ episodes with $N = 2$ experiments per episode). The advantage is due to ADP-sOED being a value-based approach where each policy evaluation needs to solve a (stochastic) optimization problem which in turns requires many forward model evaluations; in contrast, PG-sOED only requires a single forward pass of its policy-network free of any forward model runs. The online speed make the PG-sOED an excellent candidate for situations where fast, possibly real-time design responses are needed.

Table 1: Comparison of computational costs between ADP-sOED and PG-sOED.

|               | Training time (s) | Forward model evaluations | Testing time (s) |
|---------------|-------------------|----------------------------|------------------|
| ADP-sOED      | 837               | $5.3 \times 10^8$          | 24,396           |
| PG-sOED       | 24                | $3.1 \times 10^6$          | 4                |

4.2 Contaminant Source Inversion in Convection-Diffusion Field

4.2.1 Problem Setup

The next example entails mobile sensor design in a convection-diffusion field (e.g., of a chemical contaminant plume) to take concentration measurements in order to infer the plume source location. We model the contaminant field in a two-dimensional square domain, where the contaminant concentration $G$ at spatial location $z = [z_x, z_y]$ and time $t$ is constrained by the convection-diffusion PDE:

$$\frac{\partial G(z, t; \theta)}{\partial t} = \nabla^2 G - u(t) \cdot \nabla G + S(z, t; \theta), \quad z \in [z_L, z_R]^2, \quad t > 0,$$

(33)
where \( u = [u_x, u_y] \in \mathbb{R}^2 \) is a time-dependent convection velocity, and \( \theta = [\theta_x, \theta_y, \theta_h, \theta_s] \in \mathbb{R}^4 \) is the source parameter residing within the source function

\[
S(z; t; \theta) = \frac{\theta_s}{2\pi\theta_h^2} \exp \left( -\frac{(\theta_x - z_x)^2 + (\theta_y - z_y)^2}{2\theta_h^2} \right)
\]  

(34)

with \( \theta_x \) and \( \theta_y \) denoting the source location, and \( \theta_h \) and \( \theta_s \) denoting the source width and source strength. The initial condition is \( G(z, 0; \theta) = 0 \), and homogeneous Neumann boundary condition is imposed for all sides of the square domain. We solve the PDE numerically using second-order finite volume method on a uniform grid of size \( \Delta z_x = \Delta z_y = 0.01 \) and a second-order fractional step method for time-marching with stepsize \( \Delta t = 5.0 \times 10^{-4} \). For example, Fig. 3 illustrates the solution \( G \) for such a convection-diffusion scenario where the convection speed increases over time.

Figure 3: Sample numerical solution of the concentration field \( G \) at different time snapshots. The solution is solved in a wider computational domain \([-1,2]^2\) but displayed here in a region of interest \([0,1]^2\). In this case, \( \theta = [0.210, 0.203, 0.05, 2] \) and the convection grows over time with \( u_x = u_y = 10t/0.2 \). Hence, isotropic diffusion dominates early on and the plume stretches towards the convection direction with time.

For the design problem, we have a vehicle with sensing equipment for measuring the contaminant concentration \( G \) that can be relocated at fixed time intervals. We seek to determine where we should relocate this vehicle such that its measurements can lead to the best inference of the source parameter \( \theta \). We consider \( N \) measurement opportunities respectively at time \( t_k \) for \( k = 0, \ldots, N - 1 \). The vehicle starts with initial belief state \( x_{0,b} = (\theta | I_0) \) (i.e. prior on \( \theta \)) and initial physical state \( x_{0,p} \) (i.e. vehicle location). The design variable is the displacement of the vehicle from the current location and constrained \( d_k \in [d_L, d_R]^2 \) to reflect the range of vehicle movement. The physical state is then updated via

\[
x_{k+1,p} = x_{k,p} + d_k.
\]  

(35)

At the new physical location, a noisy measurement of the contaminant concentration is obtained in the form

\[
y_k = G(z = x_{k+1,p}, t_k; \theta) + \epsilon_k (1 + |G(x_{k+1,p}, t_k; \theta)|)
\]  

(36)

where \( \epsilon_k \sim \mathcal{N}(0, \sigma^2) \), thus the observation noise is affected by the signal magnitude. Once the new measurement is acquired, the belief state is updated from \( x_{k,b} = (\theta | I_k) \) to \( x_{k+1,b} = (\theta | I_{k+1}) \) through Bayes’ rule. The reward functions are

\[
g_k(x_k, d_k, y_k) = -c_q f_c(d_k), \quad k = 0, \ldots, N - 1
\]

(37)

\[
g_N(x_N) = D_{KLI} (p(\cdot | I_N) \parallel p(\cdot | I_0)).
\]  

(38)

In particular, the immediate reward reflects a cost on the vehicle movement considering the effect of the wind, where \( f_c(d_k) \) denotes the cost function on sensor movement.
We further set up 3 cases for this source inversion problem with their settings summarized in Table 2. Case 1 is diffusion-only and cases 2 and 3 are convection-diffusion. In cases 1 and 2, $N = 2$ experiments will be designed, and the source width $\theta_h$ and source strength $\theta_s$ are known. In case 3, $N = 4$ experiments will be designed, and $\theta_h$ and $\theta_s$ are treated as unknown parameters. For case 1, contaminant source is off ($s = 0$) initially and activated ($s = 2$) at $t = 0.16$. The first experiment ($t_0 = 0.15$) thus takes place when there is no contaminant and only the second ($t_1 = 0.32$) encounters the plume. We anticipate no immediate gain from the first experiment but it may be used to set up a better second experiment via lookahead. We use case 1 to highlight the difference between sOED and greedy design. Case 2, by including time-dependent convection, emphasizes the value of feedback adaptation to environmental change and dynamics. We use case 2 to compare sOED with both greedy and batch designs. Case 3 features a longer horizon and a higher dimensional parameter space, and with a penalty on the sensor movement. We use case 3 to demonstrate the usage of sOED in more complicated problems. All batch and greedy designs are implemented following Sec. 3.3. For PG-sOED, we set $L = 300$, $M = 1000$, $\alpha = 0.01$ with the Adam optimizer [34], and $\sigma_{\text{explore}} = 0.05$. From experimentation with different $M$’s, we have found $M = 1000$ to be suitable here while lower settings such as $M = 100$ starts to produce noisier results. Finally, $10^4$ episodes are simulated for evaluating the performance of different design policies.

### Table 2: Setup for the three cases in the contaminant source inversion problem.

| Number of experiments | Case 1 | Case 2 | Case 3 |
|-----------------------|--------|--------|--------|
| $N$                   | $N = 2$| $N = 4$|        |
| Prior of $\theta_s$ and $\theta_y$ | $\theta_x, \theta_y \sim \mathcal{U}([0, 1])$ | $\theta_h = 0.05$ | $\theta_h \sim \mathcal{U}([0.02, 0.1])$ |
| Prior of $\theta_h$ | $\theta_h = 0.05$ | $\theta_h \sim \mathcal{U}([0.02, 0.1])$ | $\theta_h \sim \mathcal{U}([0.02, 0.1])$ |
| Prior of $\theta_s$ | $\theta_s = \begin{cases} 0 & \text{if } t < 0.16 \\ 2 & \text{if } t \geq 0.16 \end{cases}$ | $\theta_s = 2$ | $\theta_s \sim \mathcal{U}([0, 5])$ |
| Initial physical state | $d_k \in [-0.25, 0.25]^2$ | $x_{0,p} = [0.5, 0.5]$ | $x_{k,p} \in [0, 1]^2$ |
| Design constraint | $z_L = 0$, $z_R = 1$ | $z_L = -1$, $z_R = 2$ | $z_L = -1$, $z_R = 2$ |
| Computational domain | $t_0 = 0.15$, $t_1 = 0.32$ | $t_0 = 0.05$, $t_1 = 0.2$ | $t_k = 0.05(k + 1)$ |
| Experiment time | $u_x = u_y = 0$ | $u_x = u_y = 10t/0.2$ | $\sigma_x = 0.1$, $\sigma_y = 0.05$ |
| Velocity field | $\sigma_x = 0.1$ | $\sigma_x = 0.05$ | $\sigma_x = 0.05$ |
| Noise scale | $c_q = 0.5$ | $c_q = 0$ | $c_q = 0.2$ |
| Cost function $f_c(d_k)$ | $||d_k||^2$ | $||d_k|| - \frac{\sqrt{2}}{40}d_k \cdot u(t_k)$ | $c_q = 0.2$ |

### 4.2.2 Surrogate Model

Solving the forward model Eqn. (33) using finite volume is still computationally viable for PG-sOED, but expensive. One strategy to accelerate the computation is to employ surrogate models to replace the original forward model. We use DNNs to construct surrogate models of for $G(z, t_k; \theta)$ for $k = 0, \ldots, N - 1$. We use the following architecture for each DNN: a 4-dimensional input layer taking $z$ and $\theta$; five hidden layers with 40, 80, 40, 20, and 10 nodes; and a scalar output $G$. A dataset is generated by solving for $G$ on 2000 samples of $\theta$ drawn from its prior distribution. These concentration values are then first restricted to only the domain that is reachable by the vehicle (due to the design constraint), then shuffled across $\theta$ and split 80% for training and 20% for testing. We achieve low test mean-squared-errors of around $10^{-6}$ for surrogate models $G(z, t_k; \theta)$ for all three cases. Figure 4 provides an example comparing the concentration contours from $t = 0.05$ and $t = 0.2$ of case 2 using the DNN surrogates (left column) and finite volume (right column). They appear nearly identical.
More importantly, the surrogate models provide a significant speedup over the finite volume solver by a factor of $10^5$.

![Surrogate vs Finite Volume Comparison](image)

Figure 4: Sample comparison of the concentration field $G$ at $t = 0.05$ and $t = 0.2$ of case 2 using the DNN surrogates (left column) and finite volume (right column). They appear nearly identical.

### 4.2.3 Case 1

Case 1 is diffusion-only. Before presenting the sOED results, we first offer some intuition about high-value designs from a simpler one-experiment design. Figure 5 illustrates the expected utility surface versus sensor location for a single experiment measuring concentration at $t = 0.32$. The key insight is that high-value experiments are at the corners of the domain. This can be explained by the isotropic nature of diffusion process that carries information about distance but not direction, thereby leading to posterior probabilities concentrating around regions that resemble an arc of a circle (Fig. 6). Combined with the square domain geometry and Neumann boundary conditions, the “covered area” of high-probability posterior is smallest (i.e. least uncertain), averaged over all possible $\theta$ source locations, when the measurements are made at the corners of the domain.

![Expected Utility Surface](image)

Figure 5: Case 1. Expected utility for one-experiment design at $t = 0.32$. The best design locations are at the corners.
With the insight that corners are good design locations, understanding the behavior of PG-sOED becomes easier. Figure 7a displays the posterior contours after 1 and 2 experiments (i.e. $p(\theta|I_1)$ and $p(\theta|I_2)$; also recall the prior $p(\theta|I_0)$ is uniform) of an episode instance when following PG-sOED; Fig. 7b displays those for greedy design. In each plot, the purple star represents the true source location for that episode, the red dot represents the physical state (vehicle location), and the red line segment tracks the vehicle displacement (design) from the preceding experiment.

In PG-sOED (Fig. 7a), the first design moves the vehicle towards a corner despite the source is off at $t_0$ and that no concentration signal is obtained, incurring a negative reward $g_0 = -0.040$ due to the movement penalty. The greedy design realizes the source is off and remains at the initial location (center), keeping its reward at $g_0 = 0$. At this point, it would appear greedy is performing better. The source then becomes active in the second experiment at $t_1$, and both PG-sOED and greedy shift the vehicle towards a corner. However, PG-sOED is able to arrive much closer to the corner and obtains a more informative measurement compared to greedy design, since PG-sOED has already made a head start in the first experiment. Therefore, PG-sOED is able to look ahead and take into account future outcomes. With an initial “sacrifice” of seemingly fruitless first experiment, PG-sOED is able to better position the vehicle for a much more lucrative second experiment, such that the expected total reward is maximized ($\sum_{k=0}^{2} g_k = 2.941$ for PG-sOED versus $\sum_{k=0}^{2} g_k = 2.022$ for greedy).

We further generate $10^4$ episodes under different $\theta$ samples drawn from the prior, and collect their realized total rewards in Fig. 8. Indeed, the mean total reward for PG-sOED is $0.615 \pm 0.007$, higher than greedy design’s $0.552 \pm 0.005$. Note that while PG-sOED has more low-reward episodes corresponding to when the true source location is far away from the top right corner and when incurring high movement penalty in the first stage, it also has more high-reward episodes corresponding to when the true source location is near the top right corner. Overall, PG-sOED achieves a greater mean value than greedy design.

### 4.2.4 Case 2

Case 2 incorporates convection in addition to diffusion, and disables movement penalty for the vehicle (i.e. $c_q = 0$). In Fig. 9, we plot the physical states $x_{1,p}$ and $x_{2,p}$ (i.e. vehicle locations after the first and second experiments) from $10^4$ episodes sampled from PG-sOED, greedy, and batch designs. We observe both PG-sOED and batch design initially move the vehicle towards the top right corner and then turn back; greedy design roughly moves in the opposite direction. Notably, $d_1$ (design for the second experiment) for batch design is always the same, in contrast to PG-sOED and greedy that are adaptive. The behavior of the different policies can be better understood through Fig. 10, which shows the contours of expected utility versus sensor location if performing only a single experiment at
Figure 7: Case 1. An episode instance obtained by PG-sOED and greedy design. The purple star represents the true θ, red dot represents the physical state (vehicle location), red line segment tracks the vehicle displacement (design) from the preceding experiment, and contours plot the posterior PDF.

(a) PG-sOED, \( g_0 = -0.040, \sum_{k=0}^{2} g_k = 2.941 \)

(b) Greedy, \( g_0 = -0.000, \sum_{k=0}^{2} g_k = 2.022 \)

Figure 8: Case 1. Histograms of total rewards from \( 10^4 \) episodes generated using PG-sOED and greedy designs. The mean total reward for PG-sOED is \( 0.615 \pm 0.007 \), higher than greedy design’s \( 0.552 \pm 0.005 \).
or $t_1$, respectively. In Fig. 10a, we find the global maximum to be around $(0.3, 0.3)$, which explains the initial movement of greedy design towards the bottom left. However, Fig. 10b reveals that the top right region becomes more informative at $t_1$. Physically, this makes sense since the convection velocity grows over time towards the top-right direction, and more information can be gathered if we “catch” the flow at a downstream position. This explains why PG-sOED and batch design both move towards the top right even in the first experiment since both of those designs can see the more informative second experiment (except that batch design cannot adapt).

Figure 9: Case 2. Vehicle locations of episodes obtained from PG-sOED, greedy, and batch designs.

Back to the two-experiment design, Fig. 11 summarizes the total rewards from all $10^4$ episodes, with PG-sOED having the highest mean value at $1.344 \pm 0.008$ followed by batch design’s $1.264 \pm 0.007$ and greedy design’s $1.178 \pm 0.010$. The advantage of PG-sOED is greater over greedy and less over batch, suggesting a more prominent role of lookahead. From the histograms, greedy design has many low-reward episodes, corresponding to scenarios when the true source location is in the upper-right region. At the same time, greedy also has a similar distribution of high-reward episodes as sOED because it is able to adapt. In contrast, batch design does not have many low-reward episodes since it moves towards the upper-right in the first experiment. However, it also has fewer high-reward episodes compared to sOED because it is unable to adapt.

Lastly, we provide examples of posteriors resulting from sample episodes. Figure 12 presents scenarios where PG-sOED visibly achieves a “narrower” posterior compared to greedy and batch designs, which is reflected quantitatively through the higher total reward. However, there are also scenarios where PG-sOED achieves a lower total reward, such as shown in Fig. 13. It is the expected utility averaged over all possible scenarios that PG-sOED maximizes.

4.2.5 Case 3

Case 3 provides demonstration on a problem with longer design horizon ($N = 4$ experiments) and a higher dimensional parameter space ($N_\theta = 4$) that now also includes the source strength $\theta_s$ and width $\theta_h$. 
Figure 10: Case 2. Expected utility versus sensor location if conducting a single experiment at $t = 0.05$ or $t = 0.2$.

Figure 11: Case 2. Histograms of total rewards from $10^4$ episodes generated using PG-sOED, greedy, and batch designs. The mean total reward for PG-sOED is $1.344 \pm 0.008$, higher than greedy design’s $1.178 \pm 0.010$ and batch design’s $1.264 \pm 0.007$. 
Figure 12: Case 2. Episode instances obtained by PG-sOED, greedy, and batch designs, where PG-sOED outperforms both greedy and batch designs. The purple star represents the true $\theta$, red dot represents the physical state (vehicle location), red line segment tracks the vehicle displacement (design) from the preceding experiment, and contours plot the posterior PDF. The inset zooms in on the high-probability posterior region.

Figure 13: Case 2. Episode instances obtained by PG-sOED and greedy design, where greedy design outperforms PG-sOED. The purple star represents the true $\theta$, red dot represents the physical state (vehicle location), red line segment tracks the vehicle displacement (design) from the preceding experiment, and contours plot the posterior PDF.
From Fig. 14, we see that PG-sOED’s mean total reward (3.435 ± 0.016) outperforms both greedy (3.057 ± 0.015) and batch (2.856 ± 0.012) designs. In particular, PG-sOED features a prominent bimodal distribution of the total rewards, but also a heavier tail to the right leading to an overall greater total reward in expectation compared to greedy and batch designs. In Fig. 15, we plot the physical states \(x_{k+1,p}\) (i.e. vehicle locations after the \(k\)-th experiments) from \(10^4\) episodes sampled from PG-sOED, greedy, and batch designs. As expected, batch design always produces identical movement paths since it is non-adaptive, while the PG-sOED and greedy designs can spread into the entire domain. Notably, we do not observe movement to the left and bottom regions even after all four experiments. This is because moving towards the bottom left is against the wind direction and requires a higher movement cost, and the bottom left does not offer measurements as informative as the top right since the convection direction is towards the top right.

![Histograms of total rewards](image1)

(a) PG-sOED versus greedy

![Histograms of total rewards](image2)

(b) PG-sOED versus batch

Figure 14: Case 3. Histograms of total rewards from \(10^4\) episodes generated using PG-sOED, greedy, and batch designs. The mean total reward for PG-sOED is 3.435 ± 0.016, higher than greedy design’s 3.057 ± 0.015 and batch design’s 2.856 ± 0.012.

Fig. 16 shows the marginal posterior PDF contours from episode instances obtained by PG-sOED, greedy and batch designs. Interestingly, both PG-sOED and batch design move towards the bottom right corner in the first experiment, leading to a marginal posterior in \(\theta_x\) and \(\theta_y\) with a half circle shape that provides a better setup for the next movement. In contrast, the marginal posterior of greedy design leads to a full circle shape, which does not narrow down the direction as much. Consequently, PG-sOED outperforms greedy design. However, this initial advantage in batch design is overtaken by its lack of adaptation in the subsequent experiments, leading to a lower expected total reward than greedy design. We also find the posterior mode for \(\theta_h\) to be noticeably shifted from its true data-generating value, and the uncertainty remains high even after four experiments. This can be explained by the low sensitivity of the concentration to the range of source widths considered, making \(\theta_h\) more difficult to identify. However, the mode of the full four-dimensional joint posterior (not plotted) is still close to the true value.

5 Conclusions

This paper presents a mathematical framework and computational methods to optimally design a finite number of sequential experiments (sOED); the code is available at [https://github.com/wgshen/sOED](https://github.com/wgshen/sOED). We formulate sOED as a finite-horizon POMDP. This sOED form is provably optimal, incorporates both elements of feedback and lookahead, and generalizes the suboptimal batch (static) and greedy (myopic) design strategies. We further structure the sOED problem in a fully Bayesian man-
ner and with information-theoretic rewards (utilities), and prove the equivalence of incremental and terminal information gain setups. In particular, sOED can accommodate expensive nonlinear forward models with general non-Gaussian posteriors of continuous random variables.

We then introduce numerical methods for solving the sOED problem, which entails finding the optimal policy that maximizes the expected total reward. At the core of our approach is PG, an actor-critic RL technique that parameterizes and learns both the policy and value functions in order to extract the gradient with respect to the policy parameters. We derive and prove the PG expression for finite-horizon sOED, and propose an MC estimator. Accessing derivative information enables the use of gradient-based optimization algorithms to achieve efficient policy search. Specifically, we parameterize the policy and value functions as DNNs, and detail architecture choices that accommodate a nonparametric representation of the Bayesian posterior belief states. Further combined with a terminal information gain formulation, the Bayesian inference becomes embedded in the design sequence, allowing us to sidestep the need for explicitly and numerically computing the Bayesian posteriors at intermediate experiments.

We apply the overall PG-sOED method to two different examples. The first is a linear-Gaussian problem that offers a closed form solution, serving as a benchmark. We validate the PG-sOED policy against the analytic optimal policy, and observe orders-of-magnitude speedups of PG-sOED over an ADP-sOED baseline. The second entails a problem of contaminant source inversion in a convection-diffusion field. Through multiple sub-cases, we illustrate the advantages of PG-sOED over greedy and batch designs, and provide insights to the value of feedback and lookahead in the context of time-dependent convection-diffusion processes. This demonstration also illustrates the ability of PG-sOED to accommodate expensive forward models with nonlinear physics and dynamics.

The main limitation of the current PG-sOED method is its inability to handle high-dimensional settings. While the nonparametric representation sidesteps the need to compute intermediate poste-

Figure 15: Case 3. Vehicle locations of episodes obtained from PG-sOED, greedy, and batch designs (rows) plotted for experiments 1–4 (columns).
Figure 16: Case 3. Episode instances obtained by PG-sOED, greedy and batch designs. The purple star represents the true $\theta$, red dot represents the physical state (vehicle location), red line segment tracks the vehicle displacement (design) from the preceding experiment, and contours plot the marginal posterior PDF.
riors, Bayesian inference is ultimately required in order to estimate the KL divergence in the terminal reward. Thus, an important direction of future work is to improve scalability for high-dimensional inference, to go beyond the current gridding method. This may be approached by employing more general and approximate inference methods such as MCMC, variational inference, approximate Bayesian computation, and transport maps, perhaps in combination with dimension-reduction techniques.

Another fruitful area to explore is within advanced RL techniques (e.g., [49, 40, 48, 60]). For example, replay buffer stores the experienced episodes, and training data can be sampled from this buffer to reduce sampling costs, control correlation among samples, and reach better convergence performance. Off-policy algorithms track two version of the policy network and Q-network—a behavior network for determining actions and a target network for learning—which have demonstrated improved sample efficiency. Parameters of the policy and Q-networks may also be shared due to their similar features. Finally, adopting new utility measures, such as those reflecting goal-orientedness, robustness, and risk, would be of great interest to better capture the value of experiments and data in real-life and practical settings.

A Equivalence of Incremental and Terminal Information Gain in sOED

Proof of Theorem 1. Upon substituting Eqn. (6) and (7) into Eqn. (5), the expected utility for a given deterministic policy $\pi$ using the terminal formulation is

$$U_T(\pi) = \mathbb{E}_{y_0, \ldots, y_{N-1} \mid \pi, x_0} \left[ \int_\Theta p(\theta \mid I_N) \ln \frac{p(\theta \mid I_N)}{p(\theta \mid I_0)} \, d\theta \right]$$

$$= \mathbb{E}_{I_1, \ldots, I_N \mid \pi, x_0} \left[ \int_\Theta p(\theta \mid I_N) \ln \frac{p(\theta \mid I_N)}{p(\theta \mid I_0)} \, d\theta \right] \quad \text{(39)}$$

where recall $I_k = \{d_0, y_0, \ldots, d_{k-1}, y_{k-1}\}$ (and $I_0 = \emptyset$). Similarly, substituting Eqn. (8) and (9), the expected utility for the same policy $\pi$ using the incremental formulation is

$$U_I(\pi) = \mathbb{E}_{y_0, \ldots, y_{N-1} \mid \pi, x_0} \left[ \sum_{k=1}^N \int_\Theta p(\theta \mid I_k) \ln \frac{p(\theta \mid I_k)}{p(\theta \mid I_{k-1})} \, d\theta \right]$$

$$= \mathbb{E}_{I_1, \ldots, I_N \mid \pi, x_0} \left[ \sum_{k=1}^N \int_\Theta p(\theta \mid I_k) \ln \frac{p(\theta \mid I_k)}{p(\theta \mid I_{k-1})} \, d\theta \right] \quad \text{(40)}$$
In both cases, $E_{y_0,...,y_{N-1}|\pi, x_0}$ can be equivalently replaced by $E_{I_1,...,I_N|\pi, x_0}$ since

$$
E_{I_1,...,I_N|\pi, x_0} \[ \cdots \] = E_{d_0,y_0,d_1,y_1,...,d_{N-1},y_{N-1}|\pi, x_0} \[ \cdots \]
= E_{d_0|\pi} E_{y_0,d_1,y_1,...,d_{N-1},y_{N-1}|\pi, x_0,d_0} \[ \cdots \]
= E_{y_0,d_1,y_1,...,d_{N-1},y_{N-1}|\pi, x_0,\mu_0(x_0)} \[ \cdots \]
= E_{y_0,d_1,y_1,...,d_{N-1},y_{N-1}|\pi, x_0} \[ \cdots \]
= E_{y_0|\pi, x_0} E_{d_1|\pi, x_0,y_0} E_{y_1,...,d_{N-1},y_{N-1}|\pi, x_0,y_0,d_1} \[ \cdots \]
= E_{y_0|\pi, x_0} E_{y_1,...,d_{N-1},y_{N-1}|\pi, x_0,y_0,\mu_1(x_1)} \[ \cdots \]
= E_{y_0|\pi, x_0} E_{y_1,...,d_{N-1},y_{N-1}|\pi, x_0,y_0} \[ \cdots \]
= E_{y_0|\pi, x_0} E_{y_1,...,d_{N-1},y_{N-1}|\pi, x_0,y_0} \[ \cdots \]

where the third equality is due to the deterministic policy (Dirac delta function) $d_0 = \mu_0(x_0)$, the fourth equality is due to $\mu_0(x_0)$ being known if $\pi$ and $x_0$ are given. The seventh equality is due to $\mu_1(x_1)$ being known if $\pi$ and $x_1$ are given, and $x_1$ is known if $x_0$, $d_0 = \mu_0(x_0)$ and $y_0$ are given, and $\mu_0(x_0)$ is known if $\pi$ and $x_0$ are given, so overall $\mu_1(x_1)$ is known if $\pi$, $x_0$ and $y_0$ are given. The eighth to second-to-last equalities all apply the same reasoning recursively. The last equality brings the expression back to a conditional joint expectation.
Taking the difference between Eqn. (39) and Eqn. (40), we obtain

\[ U_I(\pi) - U_T(\pi) \]

\[ = \mathbb{E}_{I_1, \ldots, I_N|\pi, x_0} \left[ \sum_{k=1}^{N} \int_{\Theta} p(\theta|I_k) \ln \frac{p(\theta|I_k)}{p(\theta|I_{k-1})} d\theta - \int_{\Theta} p(\theta|I_N) \ln \frac{p(\theta|I_N)}{p(\theta|I_0)} d\theta \right] \]

\[ = \int_{\Theta} \mathbb{E}_{I_1, \ldots, I_N|\pi, x_0} \left[ \sum_{k=1}^{N} p(\theta|I_k) \ln \frac{p(\theta|I_k)}{p(\theta|I_{k-1})} - p(\theta|I_N) \ln \frac{p(\theta|I_N)}{p(\theta|I_0)} \right] d\theta \]

\[ = \int_{\Theta} \mathbb{E}_{I_1, \ldots, I_N|\pi, x_0} \left[ \sum_{k=1}^{N-1} p(\theta|I_k) \ln \frac{p(\theta|I_k)}{p(\theta|I_{k-1})} + p(\theta|I_N) \ln \frac{p(\theta|I_0)}{p(\theta|I_{N-1})} \right] d\theta \]

\[ = \int_{\Theta} \mathbb{E}_{I_1, \ldots, I_{N-1}|\pi, x_0} \left[ \sum_{k=1}^{N-1} p(\theta|I_k) \ln \frac{p(\theta|I_k)}{p(\theta|I_{k-1})} + p(\theta|I_{N-1}) \ln \frac{p(\theta|I_0)}{p(\theta|I_{N-1})} \right] d\theta \]

\[ = \int_{\Theta} \mathbb{E}_{I_1, \ldots, I_{N-1}|\pi, x_0} \left[ \sum_{k=1}^{N-2} p(\theta|I_k) \ln \frac{p(\theta|I_k)}{p(\theta|I_{k-1})} + p(\theta|I_{N-1}) \ln \frac{p(\theta|I_0)}{p(\theta|I_{N-2})} \right] d\theta \]

\[ = \int_{\Theta} \mathbb{E}_{I_1, \ldots, I_{N-2}|\pi, x_0} \left[ \sum_{k=1}^{N-3} p(\theta|I_k) \ln \frac{p(\theta|I_k)}{p(\theta|I_{k-1})} + p(\theta|I_{N-2}) \ln \frac{p(\theta|I_0)}{p(\theta|I_{N-3})} \right] d\theta \]

\[ \vdots \]

\[ = \int_{\Theta} \mathbb{E}_{I_1|\pi, x_0} \left[ p(\theta|I_1) \ln \frac{p(\theta|I_0)}{p(\theta|I_0)} \right] d\theta \]

\[ = 0, \]

where the third equality takes the last term from the sigma-summation and combines it with the last term, the fourth equality expands the expectation and uses \( p(I_N|I_1, \ldots, I_{N-1}, \pi) = p(I_N|I_{N-1}, \pi) \), the fifth equality makes use of \( p(\theta|I_N) = p(\theta|I_N, \pi) \), and the seventh to second-to-last equalities repeat the same procedures recursively. Hence, \( U_T(\pi) = U_I(\pi) \).
B Policy Gradient Expression

Our proof for Theorem 2 follows the proof given by [62] for a general infinite-horizon MDP. Before presenting our proof, we first introduce a shorthand notation for writing the state transition probability:

\[ p(x_k \rightarrow x_{k+1} | \pi_w) = p(x_{k+1} | x_k, \mu_{k,w}(x_k)) \]  \hspace{1cm} (41)

When taking an expectation over consecutive state transitions, we further use the simplifying notation

\[
\int_{x_{k+1}} p(x_k \rightarrow x_{k+1} | \pi_w) \int_{x_{k+2}} p(x_{k+1} \rightarrow x_{k+2} | \pi_w) \\
\cdot \cdot \cdot \int_{x_{k+m}} p(x_{k+(m-1)} \rightarrow x_{k+m} | \pi_w) [ \cdots ] dx_{k+1} dx_{k+2} \cdots dx_{k+m} \\
= \int_{x_{k+m}} p(x_k \rightarrow x_{k+m} | \pi_w) [ \cdots ] dx_{k+m} \\
= E_{x_{k+m} | \pi_w, x_k} [ \cdots ]. \]  \hspace{1cm} (42)

(43)

To avoid notation congestion, below we will also omit the subscript on \( w \) and shorten \( \mu_{k,w}(x_k) \) to \( \mu_{k,w}(x_k) \), with the understanding that \( w \) takes the same subscript as the \( \mu \) function.

Proof of Theorem 2. We begin by recognizing that the gradient of expected utility in Eqn. (13) can be written using the V-function:

\[ \nabla_w U(w) = \nabla_w V_0^{\pi_w}(x_0). \]  \hspace{1cm} (44)

The goal is then to derive the gradient expression for the V-functions.

We apply the definitions and recursive relations for the V- and Q-functions, and obtain a recursive
relationship for the gradient of $V$-function:

$$\nabla_w V_k(x_k) = \nabla_w Q_k^w(x_k, \mu_k,w(x_k))$$

$$= \nabla_w \left[ \int_{y_k} p(y_k|x_k, \mu_k,w(x_k)) g_k(x_k, \mu_k,w(x_k), y_k) \, dy_k 
+ \int_{x_{k+1}} p(x_{k+1}|x_k, \mu_k,w(x_k)) V_{k+1}^w(x_{k+1}) \, dx_{k+1} \right]$$

$$= \nabla_w \int_{y_k} p(y_k|x_k, \mu_k,w(x_k)) g_k(x_k, \mu_k,w(x_k), y_k) \, dy_k 
+ \nabla_w \int_{x_{k+1}} p(x_{k+1}|x_k, \mu_k,w(x_k)) V_{k+1}^w(x_{k+1}) \, dx_{k+1}$$

$$= \int_{y_k} \nabla_w \mu_k,w(x_k) \nabla_{d_k} \left[ \int_{y_k} p(y_k|x_k, d_k) g_k(x_k, d_k, y_k) \right]_{d_k = \mu_k,w(x_k)} \, dy_k 
+ \int_{x_{k+1}} \nabla_w \mu_k,w(x_k) \nabla_{d_k} p(x_{k+1}|x_k, d_k) \left|_{d_k = \mu_k,w(x_k)} \right. V_{k+1}^w(x_{k+1}) \, dx_{k+1}$$

$$= \nabla_w \mu_k,w(x_k) \nabla_{d_k} \left[ \int_{y_k} p(y_k|x_k, d_k) g_k(x_k, d_k, y_k) \right] \left|_{d_k = \mu_k,w(x_k)} \right. \nabla_{d_k} Q_k^w(x_k, d_k)$$

$$+ \int_{x_{k+1}} \nabla_w \mu_k,w(x_k) \nabla_{d_k} V_{k+1}^w(x_{k+1}) \, dx_{k+1}$$

$$= \nabla_w \mu_k,w(x_k) \nabla_{d_k} Q_k^w(x_k, d_k)$$

$$+ \int_{x_{k+1}} p(x_k \to x_{k+1}|\pi_w) \nabla_w V_{k+1}^w(x_{k+1}) \, dx_{k+1}. \tag{45}$$

Applying the recursive formula Eqn. (45) to itself repeatedly and expanding out the overall expression,
we obtain

\[ \nabla^\pi_k w(x_k) = \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} \sigma_k(x_k) \bigg|_{\Pi_k = \mu_k(x_k)} \]

\[ + \int_{x_{k+1}} p(x_k \rightarrow x_{k+1} | \pi_k) \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_{k+1}, d_{k+1}) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_{k+1} \]

\[ + \int_{x_{k+2}} p(x_k \rightarrow x_{k+2} | \pi_k) \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_{k+2}, d_{k+2}) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_{k+2} \]

\[ = \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_k, d_k) \bigg|_{\Pi_k = \mu_k(x_k)} \]

\[ + \int_{x_{k+1}} p(x_k \rightarrow x_{k+1} | \pi_k) \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_{k+1}, d_{k+1}) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_{k+1} \]

\[ + \int_{x_{k+2}} p(x_k \rightarrow x_{k+2} | \pi_k) \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_{k+2}, d_{k+2}) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_{k+2} \]

\[ \vdots \]

\[ + \int_{x_N} p(x_k \rightarrow x_N | \pi_k) \nabla^{\Pi_k} w(x_N) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_N, d_N) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_N \]

\[ = \sum_{l=0}^{N-1} \int_{x_l} \left[ \nabla^{\Pi_k} w(x_l) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_l, d_l) \bigg|_{\Pi_k = \mu_k(x_l)} \right] \ dx_l \]

\[ = \sum_{l=0}^{N-1} \mathbb{E}_{x_l | \pi_k, x_k} \left[ \nabla^{\Pi_k} w(x_l) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_l, d_l) \bigg|_{\Pi_k = \mu_k(x_l)} \right] \ dx_l, \quad (46) \]

where for the second-to-last equality, we absorb the first term into the sigma-notation by using

\[ \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_k, d_k) \bigg|_{\Pi_k = \mu_k(x_k)} \]

\[ = \int_{x_k} p(x_k | x_k, \mu_k(x_k)) \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_k, d_k) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_k \]

\[ = \int_{x_k} p(x_k \rightarrow x_k | \pi_k) \nabla^{\Pi_k} w(x_k) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_k, d_k) \bigg|_{\Pi_k = \mu_k(x_k)} \ dx_k, \]

and we eliminate the last term in the summation since \( \nabla^{\Pi_k} w(x_N) = \nabla^{\Pi_k} g_N(x_N) = 0. \)

At last, substituting Eqn. (46) into Eqn. (44), we obtain the policy gradient expression:

\[ \nabla^{\Pi} U(w) = \nabla^{\Pi} V_0^{\pi w}(x_0) \]

\[ = \sum_{l=0}^{N-1} \mathbb{E}_{x_l | \pi_k, x_0} \left[ \nabla^{\Pi_k} w(x_l) \nabla_{\Pi_k} Q_{\Pi_k}^{\pi_k w}(x_l, d_l) \bigg|_{\Pi_k = \mu_k(x_l)} \right]. \]

Renaming the iterator from \( l \) to \( k \) arrives at Eqn. (21) in Theorem 2, completing the proof.
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