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Fine-Grained Crowd Counting

Jia Wan, Nikil Senthil Kumar, and Antoni B. Chan

Abstract—Current crowd counting algorithms are only concerned about the number of people in an image, which lacks low-level fine-grained information of the crowd. For many practical applications, the total number of people in an image is not as useful as the number of people in each sub-category. For example, knowing the number of people waiting inline or browsing can help retail stores; knowing the number of people standing/sitting can help restaurants/cafeterias; knowing the number of violent/non-violent people can help police in crowd management. In this paper, we propose fine-grained crowd counting, which differentiates a crowd into categories based on the low-level behavior attributes of the individuals (e.g., standing/sitting or violent behavior) and then counts the number of people in each category. To enable research in this area, we construct a new dataset of four real-world fine-grained counting tasks: traveling direction on a sidewalk, standing or sitting, waiting in line or not, and exhibiting violent behavior or not. Since the appearance features of different crowd categories are similar, the challenge of fine-grained crowd counting is to effectively utilize contextual information to distinguish between categories. We propose a two branch architecture, consisting of a density map estimation branch and a semantic segmentation branch. We propose two refinement strategies for improving the predictions of the two branches. First, to encode contextual information, we propose feature propagation guided by the density map prediction, which eliminates the effect of background features during propagation. Second, we propose a complementary attention model to share information between the two branches. Experiment results confirm the effectiveness of our method.

Index Terms—Crowd counting, fine-grained crowd counting

1 Introduction

Crowd counting, which is defined as estimating the number of people in an image, has drawn increasing attention because of its practical usage in public surveillance, traffic control and ensuring public safety, etc. For example, crowd count data in specific regions can be used to determine the departure intervals of public transportation for better traffic control, and to actively monitor the crowd sizes in public areas to avoid accidents that may occur due to overcrowding. The merits of crowd counting can also be extended to private surveillance where business owners track the number of customers inside their stores to derive business insights.

Although crowd counting is useful, it is solely concerned about the number of people in a crowd and, hence lacks information about the underlying behaviors of different groups within a crowd image, e.g., the number of people waiting in line, the number of people sitting at tables, etc. Such fine-grained crowd information provides further useful details for crowd monitoring applications. For example, by monitoring the number of people browsing, waiting in checkout lines, and entering/ exiting a retail store, businesses can make staffing decisions to maximize productivity and minimize cost [1]. Thus, in this paper, we propose the problem of fine-grained crowd counting which differentiates the crowd into categories (e.g., waiting in line, standing vs. sitting, violent vs. non-violent), and estimates the spatial distribution and number of people in each category from the image (see Fig. 1). Note that many of these categories are defined by the context and interaction between individuals, and this context/interaction could take place over a long distance in the image. For example, people waiting in a long line for a bus stand next to each other, and the line context is defined by the person standing at the head of the line next to the bus stop, and goes from person to person until the last person in line (who may be on the other side of the image).

Compared to standard crowd counting, fine-grained crowd counting is a more challenging task because different categories will have similar appearance features, and thus context information needs to be used effectively (potentially over long ranges) to differentiate the categories. Hence, the straightforward approaches of using a separate crowd counting model for each crowd category or mixing the outputs of crowd-counting and semantic segmentation/clustering [2] will not suffice to solve the problem effectively. To perform fine-grained counting, we propose a two branch coupled architecture, consisting of a density map estimation branch (for the whole crowd) and a segmentation...
Density map approaches use a density map as an intermediate representation, which is then summed to get the count over a region. In recent years, density map methods achieve better performance than direct regression since the spatial distribution of the crowd is taken into consideration. The typical design of density map estimation methods can be divided into two steps: 1) density maps are generated from dot map annotations; 2) deep learning models are designed to estimate density maps from images. The most popular method to generate a density map is to convolve the dot map with a fixed or adaptive Gaussian kernel. However, since hand-crafted density maps may not be optimal in the sense of end-to-end learning, [7] proposes a learning method to generate customized density maps for different networks/datasets. [8] proposes a Bayesian loss to evaluate the error between the dot map and predicted density map.

Various deep architectures for estimating density maps have been proposed to handle scale variations, refine results, perform domain adaptation, or exploit context information. To handle scale variation, [9] proposes a multi-column network (MCNN) that extracts multi-scale features by three branches with different receptive field sizes and fuses the multi-scale features together, while [10] proposes to select between the branches. SANet [11] proposes a scale aggregation module applied to all convolutional layers, while [12] proposes a tree-structured CNN to deal with scale variations. [13] uses an image pyramid to handle the different scale changes. Density maps can be iteratively refined to obtain higher-quality predictions. [14] proposes a two-stage approach where a low-resolution density map is refined into a high-resolution density map, while [15] uses feedback and [16] proposes a region-based refinement method. [17] proposes the current largest crowd counting and localization benchmark. This dataset has scene-level labels (e.g., light levels), but no person-level attributes for fine-grained counting.

Domain adaptation is essential for applying crowd counting technologies. [18] proposes to adapt a model to novel scenes by fine-tuning with a resampled dataset. [19] proposes a novel synthetic crowd dataset and a GAN-based algorithm to adapt from the synthetic dataset to real datasets. [20] proposes an adaptive convolution that uses the camera parameters as side information. [21] proposes a synthetic crowd dataset and a domain adaptation method to adapt from synthetic data to the real data which improves the generalization ability. Note that [21] focuses on traditional crowd counting and crowd segmentation using a two-head architecture, whereas our work focuses on fine-grained counting and uses complementary attention between the density map and segmentation heads.

To exploit scene contextual information, [22] proposes a contextual pyramid convolutional network (CP-CNN) that uses global and local context to improve counting performance, while [23] uses the temporal context in videos. [24] proposes a ranking-based method to use unlabeled data in learning. A compositional loss is proposed in [25] to solve global counting, density map estimation and localization together. Other works have shown that density maps can be applied to improve the detection and tracking performance in crowd scenes [26], [27], [28]. A further survey of crowd counting algorithms can be found in [29].
### Table 1

| Categories               | Min. | Avg. | Max. | Total | # of Image | # of Class | % of Class | Avg. Resolution |
|--------------------------|------|------|------|-------|------------|------------|-------------|-----------------|
| Towards/Away             | 13   | 27   | 52   | 65,259| 2400       | 2          | 41,59      | 158×238         |
| Standing/Sitting         | 8    | 57   | 241  | 28,373| 496        | 2          | 69,31      | 787×1199        |
| Waiting/Not waiting      | 2    | 22   | 65   | 9,311 | 420        | 2          | 50,50      | 1080×1920       |
| Violent/Non-violent      | 4    | 23   | 344  | 9,401 | 412        | 2          | 37,63      | 544×838         |

**Fig. 2.** Example images and category density maps for the four tasks in the proposed fine-grained crowd counting dataset

Crowd counting algorithms are mainly concerned with counting the whole crowd, while in contrast fine-grained counting separates the crowd into groups and counts each group. While a crowd counting model could be learned for each group separately, this does not lead to good performance (see Sec. 5) due to low appearance variations between groups and ignoring the long-range context. In this paper, we propose a novel architecture for fine-grained counting consisting of two-branches, density map estimation and category segmentation, as well as density-based feature propagation to better exploit long-range contextual information, and complementary attention to mix information between branches.

#### 2.2 Crowd Analysis

Previous works on crowd analysis focus on classifying the crowd using high-level attributes, such as collectiveness, cohesiveness, and density level [30]. However, low-level individual behavior properties, such as facing direction, standing, sitting, are not considered. [31] proposes more properties of crowds such as stability, uniformity, and conflict which are mainly determined by the crowd motion. [32] proposes to classify crowd images by different crowd flow properties, while [33] proposes classifies whether a crowd image contains violent behavior or not. Detection of social interactions is considered in [34], but is only concerned with small groups (less than 4 people). Although crowd analysis algorithms can be used to distinguish different crowd types, they are mainly concerned with the high-level attributes of the crowd. In contrast to these works, the proposed fine-grained crowd counting aims to find the spatial distribution and underlying behavior properties of the crowd. Finally, general object detection [35], [36] also focuses on detection of individuals, but has difficulty distinguishing individual’s behavior since the inter-category appearance variation is low. Furthermore detection methods ignore the relationship and interaction between individuals in the crowd, thus are not able to capture the context information necessary for fine-grained counting.

### 3 Problem Definition and Dataset

The goal of fine-grained crowd counting is to divide the crowd into categories and then estimate the spatial distribution and number of people in those categories. Our problem is mainly formulated through a set of task-specific applications, which are generally orthogonal to each other. For example, we want to count the number of people waiting in line for a bus versus the number of people walking by, or the number of people sitting in a cafeteria versus the number of people standing. Thus, it is not necessary or plausible to need to solve all the tasks at the same time, since mixed classes are usually meaningless (e.g., a person who is sitting, and waiting for a bus, and fighting at the same time).

Previous crowd counting methods can be used to obtain the overall crowd density map, and thus the main challenge of fine-grained crowd counting is effectively classifying crowd categories. Since people within the same category have certain relationships with each other, the key is to
exploit contextual information to model that relationship (e.g., people waiting for a bus may stand in a line next to each other), and this context occurs over long-ranges in the image (e.g., the line is long, and the first person in line stands next a bus stop sign). In another example, for the violent/non-violent task, the posture and spacing of people, and their interaction, can give clues about the crowd class. Therefore, encoding the contextual information is crucial for fine-grained crowd counting.

### 3.1 Fine-Grained Crowd Counting Dataset

To enable research on fine-grained crowd counting, we construct a new dataset with four fine-grained counting tasks, based on real-world requirements: 1) walking towards or away on a sidewalk; 2) standing or sitting; 3) waiting for bus or not waiting; 4) violent actions or non-violent. The images for the first task are from the UCSD crowd dataset [4], while the images for the fourth task are from a violence detection dataset [33] and a Kaggle dataset. We collected the images for tasks 2 and 3 from the Internet. To increase dataset diversity and evaluate algorithms under different image qualities, the dataset is composed of images with a variety of resolutions, use different color spaces (grayscale vs. RGB), and are captured from different sources.

Similar to crowd counting, the images were labeled with dot annotations indicating each person’s location in the image. In addition, each dot was also assigned a crowd category for fine-grained counting. Since the tasks are orthogonal, we only label the classes specific for each task. Information about the dataset and typical images with annotations are shown in Table 1 and Figure 2.

To better understand the proposed dataset, we show the spatial probability maps of each class in Figure 4. We find that the spatial probability maps of each class are overlapping, making it impossible to distinguish different classes by a simple region-of-interest assignment map. Also, immediate adjacency to a point-of-interest (e.g., bus-stop) is not enough to predict the class, since behaviors can be defined by person-to-person context. For example, in Figure 2 (3rd column), the bus-stop is on the right, and the line context moves to the left away from the bus-stop).

We also visualize the average images for different tasks in Figure 5. For each task, the scenes are of similar context (e.g., street scenes), since they are task-specific. Towards/Away has a simple background due to the static camera. For other tasks, the background varies significantly.

### 3.2 Ground-truth Density and Segmentation Maps

We next discuss how to generate the ground-truth (GT) density and segmentation maps for training fine-grained crowd counting models. Let there be $K$ crowd categories indexed by $j \in \{1, \ldots, K\}$. Density maps are generated from a dot map by convolving with a Gaussian kernel. Specifically, given an image $I$ with width and height $(w, h)$ and the corresponding ground-truth dot annotation for the $j$th crowd category $D_j \in \mathbb{R}^{h \times w}$, the corresponding density map $Y_j \in \mathbb{R}^{h \times w}$ for the $j$th category is $Y_j = D_j * k_\sigma$, where $k_\sigma$ is a 2D Gaussian kernel with bandwidth $\sigma$ and $*$ is convolution. The kernel bandwidth can be fixed or change
TABLE 2

| Layer 1  | Conv5-16 + LReLU(0.1)  |
|---------|------------------------|
| Layer 2 | Conv5-16 + LReLU(0.1) + MaxPool |
| Layer 3 | Conv5-32 + LReLU(0.1)  |
| Layer 4 | Conv5-32 + LReLU(0.1) + MaxPool |
| Layer 5 | Conv5-64 + LReLU(0.1)  |
| Layer 6 | Density Estimation     |
|         | Conv5-32 + LReLU(0.1)  |
| Layer 7 | Segmentation           |
|         | Conv5-32 + LReLU(0.1)  |
|         | Conv5-1 + Softmax      |

method where the density map is concatenated with the segmentation features to predict a refined segmentation map \( \hat{S}_j \), and vice versa, the segmentation map is concatenated with the density features to predict a refined density map \( \hat{Y} \). Finally, the predictions of the fine-grained density maps are formed by element-wise multiplying the overall density map and the segmentation map for each category,

\[
\hat{Y}_j = \hat{S}_j \odot \hat{Y}
\]

where \( \hat{Y}_j \) is the predicted density map for category \( j \).

4.1 Density-aware feature propagation

To encode contextual information for better segmentation of fine-grained classes, we propose a density-aware feature propagation method for the segmentation branch. The aim is to iteratively propagate features in the feature map along high density regions to encode context and generate refined maps. Note that semantic segmentation methods also use spatial smoothing of feature maps [38], [39]. However, in contrast to standard semantic segmentation, which applies the spatial smoothing uniformly, our density-aware propagation applies smoothing only on regions connected through high crowd density values, so that these context features do not affect people who are not connected in a crowd.

We consider three potential models for feature propagation: Conditional Random Fields (CRFs) [40], Graph Convolutional Network (GCN) [41], and Stacked Hourglass [42]:

- **CRF** is a graphical model that is widely used in semantic segmentation to improve accuracy. The relationship between pixels is modeled with probabilistic inference under the assumption that similar pixels should have similar labels. Given an input image \( I \) which has \( n \) pixels, the segmentation of \( I \) can be modeled as a random field \( S = (S_1, S_2, \ldots, S_n) \) with conditional distribution

\[
p(S|I) = \frac{1}{Z(I)} \exp(-E(S|I)),
\]

where the energy \( E(S|I) \) is

\[
E(S|I) = \sum_i \psi_u(S_i) + \sum_{i \neq j} \psi_p(S_i, S_j).
\]

- **GCN** is a generalization of CNNs to graph structures, which are used to exploit contextual information in segmentation [43]. Given an image \( I \) with \( n \) pixels, the adjacency matrix between pixels \( A \in \mathbb{R}^{n \times n} \) is defined by the cosine similarity between their corresponding deep features \( F \in \mathbb{R}^{n \times d} \), where \( d \) is the feature dimension. The feature propagation is defined as:

\[
H^{l+1} = \sigma(AH^lW^l),
\]
where $H^l$ is the output of the $l$-th layer, $H^0 = F$, and $\sigma(\cdot)$ is a non-linear activation, and $W^l$ is the weight matrix of the $l$-th layer. The propagation is performed in local regions.

- **Stacked Hourglass** is an iterative bottom-up, top-down model that combines global and local contextual information. After the initial features are extracted, the features are iteratively refined using an hourglass module, as shown in Fig. 6. See [42] for more details.

**Density-aware propagation**: Since the context of neighboring people is important for crowd categorization (e.g., people waiting in line), we aim to encourage features to propagate mainly from person to person along high-density regions. Therefore, we propose a density-aware feature propagation method, where features propagating through low-density regions (background) decay faster than those in high-density regions (people). First, a dampening weight matrix $W_d \in \mathbb{R}^{h \times w}$ is defined based on the first-stage prediction of the density map $\hat{Y}' \in \mathbb{R}^{h \times w}$,

$$W_d = 1(\hat{Y}' \geq \epsilon) + \lambda 1(\hat{Y}' < \epsilon),$$

where $\lambda \geq 0$ is the dampening factor and $\epsilon$ is a density threshold. Second, $W_d$ is used to decay features during propagation: for CRF, the message is multiplied by $W_d$ before being passed to other pixels; for GCN and Stacked Hourglass, the features are multiplied by $W_d$ before each GCN layer or hourglass module. In this way, features are propagated along high-density regions, and decay exponentially when moving through low-density regions.

### 4.2 Complementary attention

To exploit the complementary information between the two branches, we propose a complementary attention model. First, the first-stage density map and segmentation map are generated. Next, the first-stage segmentation features and the first-stage density map are concatenated, and then fed into the refinement framework. The first-stage density map serves as the attention for the segmentation branch, which the model uses during feature propagation. Similarly, the refined segmentation map is concatenated with the first-stage counting features and serves as the attention for the counting refinement (see Fig. 3). Note that we use concatenation instead of multiplication for the attention because useful context information may be lost when using multiplication. For example, in the Standing/Sitting task, nearby tables may be important context to classify whether a person is sitting, but these features will be zeroed out if the semantic feature map is multiplied with the crowd density map. The choice of concatenation over multiplication is further confirmed in the ablation study in Sec. 5.2 (see Tab. 3b).

### 4.3 Loss functions

The output of the density map estimation branch is the overall density map for all people, which is multiplied by the category segmentation maps to obtain the fine-grained density maps. We use three loss functions during training: counting loss, segmentation loss, and fine-grained loss. Counting loss measures the mean square error (MSE) of the overall density map with the predicted density map,

$$\ell_c = \|\hat{Y} - \sum_{j=1}^{K} Y_j\|^2_2 + \|\hat{Y}' - \sum_{j=1}^{K} Y_j\|^2_2,$$

where $Y_j$ is the GT density map of the $j$-th category, and $\hat{Y}'$, $\hat{Y}$ are the first-stage (before the attention block) and final predicted density maps. Segmentation loss measures the category segmentation error via soft cross entropy (SCE),

$$\ell_s = \sum_{j=1}^{K+1} -S_j \log \hat{S}_j - S_j \log \hat{S}_j,$$

where $S_j$ is the ground-truth segmentation map for the $j$-th category, and $\hat{S}_j$, $\hat{S}_j$ are the first-stage and final predicted segmentation maps. Note that the segmentation maps are soft maps. Fine-grained loss is a category-specific loss that measures the fine-grained counting error for each category,

$$\ell_f = \sum_{j=1}^{K} \|\hat{Y}_j - Y_j\|^2_2,$$

where $\hat{Y}_j$ is the predicted density map for the $j$-th category. The final loss is computed by combining the three losses together,

$$l = l_c + \alpha l_s + \beta l_f,$$

where $\alpha$ and $\beta$ are hyper-parameters.

### 5 Experiments

We demonstrate the effectiveness of the proposed method through experiments on the new fine-grained counting dataset, including an ablation study on the model components as well as comparisons with baseline methods.

#### 5.1 Experiment Setup

For the Towards/Away task, 800 images are used for training and 1200 images for testing following the train/test split of the UCSD dataset [4]. For the other 3 tasks, 100 images are used for testing and the remaining images used for training and validation. We use bandwidth of 16 for tasks with high resolution images (Standing/Sitting, Waiting/Not waiting).
Image & density map No feature propagation GCN CRFs Hourglass Ground-truth

Fig. 8. The visualization of segmentation maps generated with and without feature propagation. The first column shows the original image and first-stage predicted density map, while the last column shows the ground-truth segmentation for each category.

| TABLE 3 |
| --- |
| **Ablation study on the Standing/Sitting task comparing:** a) feature propagation methods; b) co-attention (CoAtt) and density-aware propagation (DAProp); c) combinations of loss functions. The fine-grained counting performance is evaluated using mean absolute error of each category (Standing/Sitting), and Category-averaged Mean Absolute Error (CMAE). The density map branch is evaluated using overall MAE (OMAE), and the segmentation branch is evaluated using accuracy and recall. The two recall values are for the two classes. |
| **STANDING** | **SITTING** | **CMAE** | **OMAE** | **ACC %** | **RECALL %** |
| --- | --- | --- | --- | --- | --- |
| No feature propagation | 10.55 | 9.10 | 9.83 | 12.07 | 73.63 | 80.18, 50.02 |
| GCN | 10.35 | 8.42 | 9.38 | 12.31 | 73.62 | 80.73, 49.58 |
| CRF | 10.02 | **6.76** | 8.39 | 10.62 | 78.76 | 77.37, 73.82 |
| Hourglass (ours) | **8.79** | 7.23 | **8.01** | 9.28 | 76.48 | 78.23, 66.06 |
| Context | 10.20 | **7.12** | 8.66 | 9.73 | 77.84 | 77.84, 68.35 |
| Context + CoAtt | 9.48 | 7.04 | 8.26 | 9.18 | 78.70 | 81.33, 67.30 |
| Context + DAProp | **8.39** | 8.37 | 8.38 | 9.88 | 77.44 | 76.49, 73.24 |
| Context + NaiveAtt + DAProp | 9.31 | 8.56 | 8.94 | 11.00 | 78.05 | 83.86, 58.82 |
| Context + CoAtt + DAProp (ours) | **8.79** | 7.23 | **8.01** | 9.28 | 76.48 | 78.23, 66.06 |
| FineGrained | 9.84 | 7.55 | 8.69 | 11.20 | 76.76 | 80.56, 61.44 |
| FineGrained + Seg | 9.80 | 7.62 | 8.71 | 10.24 | 77.36 | 77.94, 67.37 |
| FineGrained + Count | 9.99 | 8.24 | 9.11 | 9.72 | 74.45 | 73.70, 67.21 |
| Seg + Count | 11.84 | 8.82 | 10.33 | 9.41 | 78.85 | 79.48, 72.29 |
| FineGrained + Seg + Count (ours) | **8.79** | 7.23 | **8.01** | 9.28 | 76.48 | 78.23, 66.06 |

and bandwidth of 4 for tasks with low resolution images (Towards/Away, Violent/Non-violent). The hyperparameters of the final loss are $\alpha = 100$ and $\beta = 10$, and the learning rate is set to 0.0001 during training. To handle class imbalance we use class weights (inversely proportional to the number of pixels in each segment class) when calculating the segmentation loss, which is common practice for segmentation.

For density-aware feature propagation, the density threshold is $\epsilon = 0.001$ following [44], which treats the region with density larger than $\epsilon$ as the crowd region and the other region as the background region. In our work, a small threshold $\epsilon$ will increase the overlapped region of the two categories, while a large threshold will generate sparse category maps. The dampening factor is $\lambda = 0.2$, which is determined by the initial experiment on the Standing/Sitting task shown in Fig. 7a. If the dampening factor is too large, the features can propagate through large low-density regions and obfuscate the context of local people neighborhoods, while if the dampening is close to 0, the features will not propagate and the long-range context will be lost. The number of iterations is set to 3, which is based on the initial experiment in Fig. 7b.

The count predictions using the fine-grained density maps are evaluated using mean absolute error (MAE), for each category $j$,

$$MAE_j = \frac{1}{n} \sum_{i=1}^{n} \left| \sum (Y_j^i) - \sum (\hat{Y}_j^i) \right|,$$  

(12)

where $Y_j^i$, $\hat{Y}_j^i$ are the ground-truth and predicted density maps for the $i$th test image and the $j$th category, $n$ is the number of test images, and $\sum$ is the spatial sum over the map. The fine-grained counting performance is summarized with the category-averaged MAE (CMAE),

$$CMAE = \frac{1}{K} \sum_{j=1}^{K} MAE_j,$$  

(13)

We also evaluate the predictions from each branch of the architecture. The count prediction of the overall density map is evaluated using overall MAE (OMAE),

$$OMAE = \frac{1}{n} \sum_{i=1}^{n} \left| \sum (\sum_{j=1}^{K} Y_j^i) - \sum (\hat{Y}^i) \right|.$$  

(14)
The performance of the segmentation branch is evaluated using segmentation accuracy and recall of the non-background pixels. Note that we do not evaluate segmentation precision since the false-negatives will be ignored due to the corresponding low values in the density map. Furthermore, the accuracy and recall are only used to roughly estimate the segmentation performance, which is less important compared to CMAE since the segmentation ground-truth is not accurate.

![Fig. 9. The visualization of segmentation map generated with different components](image)

### 5.2 Ablation study

We first conduct an ablation study to show the efficacy of our model components. The ablation study uses the Standing/Sitting task of the dataset.

**Context:** We first compare the three feature propagation methods with contextual information in Table 3(a). The counting performance is improved when using feature propagation, compared to when no feature propagation is used. This confirms that the context is important to distinguish between fine-grained crowd categories. Comparing the three propagation methods, GCN does not perform well because the construction of the graph using feature similarity is not effective. CRF performs better than GCN but less effective than the Stacked Hourglass, most likely because we use location and pixel color as hand-crafted features which confirm the effectiveness of using the density map to guide feature propagation. From Table 3(b), our method using density-aware propagation (“Context+CoAtt+DAProp”) achieves better performance than “Context+CoAtt”, and “Context+DAProp” is better than “Context”, which confirms density-aware feature propagation is effective.

The final version of record is available at [http://dx.doi.org/10.1109/TIP.2021.3049938](http://dx.doi.org/10.1109/TIP.2021.3049938)
using CoAtt since the model can focus on high-density areas.

**Loss functions:** Finally, we evaluate different combinations of the loss functions: fine-grained loss (FineGrained), segmentation (Seg), and counting loss (Count). The results of various combinations are presented in Table 3(c). Fine-grained loss is the most important loss function since the performance significantly decreases without it. The best performance is achieved by combining these three loss functions together. Finally, both Accuracy and Recall of the proposed method (“FineGrained+Seg+Count”) outperform “FineGrained+Count”, which shows that the segmentation loss is effective to improve the segmentation quality.

**Ablation study on other fine-grained counting tasks:** The ablation study on the other three fine-grained counting tasks are presented in Table 4 (full tables in the Supplementary). In general, the results on these three tasks are consistent with the results from the ablation study on the Standing/Sitting task. In particular, we conclude the following: 1) the Stacked Hourglass is more effective than CRF and GCN for feature propagation; 2) adding complementary attention and density-aware propagation improves the results; 3) concatenation is more effective than multiplication in the attention mechanism; 4) training with all three loss terms yields the best performance.

### 5.3 Comparison with counting baselines

To confirm the effectiveness of our proposed method, we compare with four baseline methods:

**OneNet:** directly predict all the density maps for the categories with one network. Each category corresponds to one output channel of the network, and the feature maps are shared among the categories.

**TwoNets:** use a separate network for each category, i.e., no feature sharing between categories.

**Segment:** Use a shared feature extractor and predict an overall density map and a segmentation map (without using contextual information), which is equivalent to the first-stage prediction of our method. The category density maps are obtained by element-wise multiplying the density map with the segment map.

The results are presented in Table 5. We test different ground-truth density maps, generated via fixed bandwidth (4 and 16, denoted as Fix4 and Fix16), and adaptive bandwidth (Adaptive). Due to differences in image resolution between the tasks, Segment and Ours perform better using Fix16 on tasks with high resolution images (Standing/Sitting, Waiting/Not waiting), and Fix4 on tasks with low resolution images (Towards/Away, Violent/Non-violent). We present results using these settings for Ours.

The segmentation-based approaches (Ours, Segment) outperform direct prediction with one or two networks (OneNet, TwoNets), since the segmentation branch provides more meaningful supervision of the different categories, compared to a network learning a mix of density and category at the same time. Furthermore, our proposed method is consistently better than Segment (the first-stage prediction), which validates the usefulness of context information and information sharing between branches for solving the fine-grained counting task. Examples of fine-grained crowd counting results for different methods are shown in Fig. 10.

### 5.4 Comparison of counting backbones

We also run an experiment with a stronger backbone – CSRNet which is pre-trained ImageNet [45]. Table 6 (top) shows the results using CSRNet for fine-grained counting (either one network or two networks), and our method using CSvNet as the backbone: 1) with joint-training of the density map and segmentation networks (Ours); 2) fine-tuning the CSRNet backbone and training the segmentation network separately (finetune w/o joint train). Comparing backbones for our method, the CMAE values are generally lower using the deeper pre-trained CSRNet than with the shallower FCN-7. Comparing methodologies, the results using the CSRNet backbone are consistent with those using the FCN-7 backbone – our method using context outperforms the simple one-net and two-net versions. Also, our method with joint training achieves better performance than methods without joint training, which confirms the effectiveness of training the segmentation and counting branches together.

We also test a ResNet50 backbone in Table 6 (bottom), consisting of the first 3 stages of ResNet50 that comprise 3 downsample layers, to ensure the output density map resolution is $\frac{1}{4}$ of the image size (same as the CSRNet backbones). The ResNet backbone leads to performance comparable to using the FCN-7 backbone, and the conclusions regarding the efficacy of our proposed modules and joint training are consistent with the other backbones.

### 5.5 Comparison with detection

We test two detection algorithms for fine-grained crowd counting: TinyFace [46] which detects human face and YOLOv3 [47] which detects human body. We fine-tune the
Fig. 10. Examples of fine-grained crowd counting results for different approaches on 4 tasks. The number in the top-left of the image is the predicted or ground-truth count.

TABLE 6
Experimental results comparing our method with CSRNet and ResNet50 backbones.

|                         | Standing | Sitting | CMAE | Waiting | Not waiting | CMAE | Towards | Away | CMAE | Violent | Non-violent | CMAE |
|-------------------------|----------|---------|------|---------|-------------|------|---------|------|------|---------|-------------|------|
| CSRNet                  | 8.42     | 7.11    | 7.79 | 2.84    | 2.89        | 2.87 | 2.55    | 2.83 | 2.69 | 4.21    | 3.52        | 3.87 |
| TwoCSRNet               | 8.68     | 8.07    | 8.38 | 3.19    | 2.84        | 3.02 | 2.91    | 3.05 | 2.98 | 3.82    | 4.19        | 4.01 |
| CSRNet + seg + finetune (w/o joint train) | 9.09 | 6.06    | 7.58 | 2.68    | 2.72        | 2.70 | 1.41    | 1.84 | 1.63 | 4.37    | 3.82        | 4.10 |
| Ours (CSRNet, w/ joint train) | 8.36 | 5.56    | 6.96 | 2.61    | 2.67        | 2.64 | 1.30    | 1.89 | 1.60 | 4.34    | 3.32        | 3.83 |
| ResNet                  | 18.65    | 8.54    | 13.60| 6.60    | 4.26        | 5.43 | 2.38    | 6.33 | 4.37 | 4.43    | 5.84        | 5.14 |
| TwoResNets             | 12.06    | 7.76    | 9.91 | 3.29    | 3.18        | 3.23 | 3.31    | 3.38 | 3.34 | 4.28    | 4.13        | 4.21 |
| ResNet + seg + finetune (w/o joint train) | 11.28 | 9.87    | 12.09| 2.98    | 3.21        | 3.09 | 2.52    | 4.78 | 2.03 | 4.50    | 4.56        | 4.43 |
| Ours (ResNet, w/ joint train) | **11.04** | **8.66** | **9.85** | **2.88** | **3.02** | **2.95** | **2.13** | **1.88** | **2.01** | **3.66** | **4.41** | **4.03** |
pre-trained detectors to detect people from different categories. TinyFace is pre-trained on the WIDER Face dataset [48] and YOLOv3 is pre-trained on COCO [49]. Since bounding boxes are not labeled in our proposed dataset, we first generate ground-truth bounding boxes on dot annotation- s using the pre-trained detectors (TinyFace or YOLOv3) with a low threshold of 0.2. The class label is determined from the category density in the bounding box. Then, a detector for the crowd categories is fine-tuned on the fine-grained counting training set with the generated ground-truth bounding boxes. The category count is obtained by counting the number of detections for each category.

The experimental results using detector-based counting are shown in Table 7. TinyFace outperforms YOLOv3 on Standing/Sitting task because it is more reliable to detect faces than the whole human body in crowded scenes. For the other three tasks, which are less crowded than Standing/Sitting, the human body detector YOLOv3 is better than TinyFace. However, both detection methods are worse than our proposed approach for fine-grained counting. The detection approaches do not work well, compared to the density map approaches, because of the low appearance variations between crowd categories and need for long-range context.

In Table 8, we also compare the overall counting error (OMAE) of detectors and our approach. TinyFace achieves better overall counting performance than YOLOv3 on high density scenes, such as the Standing/Sitting and Waiting/Not-waiting tasks, because face detector works better for occluded scenes. For low density images from tasks like Violent/Non-violent, the YOLOv3 human body detector is better. The overall counting performance of our proposed method is significantly better than detection based approaches for all tasks.

We also visualize detection results of two detectors on the four fine-grained counting tasks in Figure 11. For crowded scenes like Standing/Sitting and Waiting/Not-waiting, TinyFace can detect most of the people in images, while the YOLOv3 body detector misses many people far away from camera or occluded by other people. For applications with less people, the YOLOv3 body detector is better than a face detector because more contextual information can be exploited. Both detectors achieve bad performance for fine-grained crowd counting because it is difficult to distinguish fine-grained categories only by appearance features. As shown in Figure 11, some of the detections are classified as both categories. This confirms that it is difficult to solve fine-grained crowd counting by detection based approaches.

6 Conclusion

In this paper, we propose the problem of fine-grained crowd counting which divides people in a crowd into categories based on low-level behaviors (e.g., facing direction, pose, violent actions, and waiting in line) and counts the number of people in each category. The key point of fine-grained crowd counting is how to utilize context to distinguish different behaviours, which is scientifically different from crowd counting. To promote research on fine-grained crowd counting, we construct a new dataset that contains images representing four fine-grained counting tasks. Finally, a two branch architecture consisting of density map and segmentation branches, and utilizing density-aware feature propagation and complementary attention to refine predictions, is proposed to solve fine-grained counting. Extensive experiments on the four applications confirm the effectiveness of the proposed method.

Acknowledgements

This work was supported by grants from the Research Grants Council of the Hong Kong Special Administrative Region, China (Project No. [T32-101/15-R] and CityU 11212518).

References

[1] “Percolata,” https://www.percolata.com.
[2] Q. Wang, X. He, X. Jiang, and X. Li, “Robust bi-stochastic graph regularized matrix factorization for data clustering,” IEEE Transactions on Pattern Analysis and Machine Intelligence, 2020.
[3] M. Li, Z. Zhang, K. Huang, and T. Tan, “Estimating the number of people in crowded scenes by mid based foreground segmentation and head-shoulder detection,” in International Conference on Pattern Recognition, 2008, pp. 4–9.
[4] A. B. Chan, Z.-S. J. Liang, and N. Vasconcelos, “Privacy preserving crowd monitoring: Counting people without people models or tracking,” in IEEE Conference on Computer Vision and Pattern Recognition, 2008, pp. 1–7.
[5] A. B. Chan and N. Vasconcelos, “Bayesian poisson regression for crowd counting,” in International Conference on Computer Vision, 2009, pp. 545–551.
[6] H. Idrees, I. Saleemi, C. Seibert, and M. Shah, “Multi-source multi-scale counting in extremely dense crowd images,” in IEEE Conference on Computer Vision and Pattern Recognition, 2013, pp. 2547–2554.
[7] J. Wan and A. B. Chan, “Adaptive density map generation for crowd counting,” in IEEE International Conference on Computer Vision, 2019, pp. 1130–1139.
[8] Z. Ma, X. Wei, X. Hong, and Y. Gong, “Bayesian loss for crowd count estimation with point supervision,” in IEEE International Conference on Computer Vision, 2019, pp. 6142–6151.
[9] Y. Zhang, D. Zhou, S. Chen, S. Gao, and Y. Ma, “Single-image crowd counting via multi-column convolutional neural network,” in IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 589–597.
[10] D. Sam, S. Surya, and R. V. Babu, “Switching convolutional neural network for crowd counting,” in IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 4031–4039.
[11] X. Cao, Z. Wang, Y. Zhao, and F. Su, “Scale aggregation network for accurate and efficient crowd counting,” in European Conference on Computer Vision (ECCV), 2018, pp. 734–750.
[12] D. Babu Sam, N. N. Sajan, R. Venkatesh Babu, and M. Srinivasan, “Divide and grow: Capturing huge diversity in crowd images with incrementally growing cnn,” in IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 3618–3626.
[13] D. Kang and A. B. Chan, “Crowd counting by adaptively fusing predictions from an image pyramid,” in British Machine Vision Conference, 2018, p. 89.
[14] V. Ranjan, H. Le, and M. Hoi, “Iterative crowd counting,” in European Conference on Computer Vision, 2018, pp. 278–293.
[15] D. B. Sam and R. V. Babu, “Top-down feedback for crowd counting convolutional neural network,” in AAAI Conference on Artificial Intelligence, 2018, pp. 7323–7330.
[16] L. Liu, H. Wang, G. Li, W. Ouyang, and L. Lin, “Crowd counting using deep recurrent spatial-aware network,” in International Joint Conference on Artificial Intelligence, 2018, pp. 849–855.
[17] Q. Wang, J. Gao, W. Lin, and X. Li, “Nwpu-crowd: A large-scale benchmark for crowd counting and localization,” IEEE Transactions on Pattern Analysis and Machine Intelligence, p. 11, 2020. [Online]. Available: http://dx.doi.org/10.1109/TPAMI.2020.3013269
[18] C. Zhang, H. Li, X. Wang, and X. Yang, “Cross-scene crowd counting via deep convolutional neural networks,” in IEEE Conference on Computer Vision and Pattern Recognition, 2015, pp. 833–841.
TABLE 7
Experimental results comparing our method with detection baselines on four fine-grained crowd counting tasks

|                   | Standing/Sitting | Waiting/Not waiting | Towards/Away | Violent/Non-violent |
|-------------------|------------------|---------------------|--------------|---------------------|
|                   | CMAE             | CMAE                | CMAE         | CMAE                |
| TinyFace [46]     | 12.17            | 7.56                | 12.88        | 7.68                |
| YOLOv3 [47]       | 11.25            | 4.95                | 10.52        | 5.64                |
| Ours              | 8.79             | 1.61                | 4.47         | 4.23                |

TABLE 8
Comparison of overall counting performance (CMAE) between detection approaches and our proposed method

|                   | Standing/Sitting | Waiting/Not waiting | Towards/Away | Violent/Non-violent |
|-------------------|------------------|---------------------|--------------|---------------------|
|                   | CMAE             | CMAE                | CMAE         | CMAE                |
| TinyFace [46]     | 13.64            | 6.58                | 25.75        | 15.20               |
| YOLOv3 [47]       | 48.87            | 8.47                | 11.01        | 10.52               |
| Ours              | **9.66**         | **3.29**            | **3.64**     | **6.34**            |

Fig. 11. Examples of detection results on fine-grained crowd counting. The numbers in parentheses are the ground-truths counts.

[19] Q. Wang, J. Gao, W. Lin, and Y. Yuan, “Learning from synthetic data for crowd counting in the wild,” in IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 8198–8207.
[20] D. Kang, D. Dhar, and A. B. Chan, “Incorporating side information by adaptive convolution,” in Advances in Neural Information Processing Systems, 2017.
[21] Q. Wang, J. Gao, W. Lin, and Y. Yuan, “Pixel-wise crowd understanding via synthetic data,” International Journal of Computer Vision, pp. 1–21, 2020.
[22] V. A. Sindagi and V. M. Patel, “Generating high-quality crowd density maps using contextual pyramid cnns,” in IEEE International Conference on Computer Vision, 2017, pp. 1879–1888.
[23] F. Xiong, X. Shi, and D.-Y. Yeung, “Spatiotemporal modeling for crowd counting in videos,” in IEEE International Conference on Computer Vision, 2017, pp. 5151–5159.
[24] X. Liu, J. van de Weijer, and A. D. Bagdanov, “Leveraging unlabeled data for crowd counting by learning to rank,” in IEEE Conference on Computer Vision and Pattern Recognition, 2018.
[25] H. Idrees, M. Tayyab, K. Athrey, D. Zhang, S. Al-Maadeed, N. Rajpoot, and M. Shah, “Composition loss for counting, density map estimation and localization in dense crowds,” in European Conference on Computer Vision (ECCV), 2018, pp. 532–546.
[26] D. Kang, Z. Ma, and A. B. Chan, “Beyond counting: comparisons of density maps for crowd analysis tasks-counting, detection, and tracking,” IEEE Transactions on Circuits and Systems for Video Technology, 2018.
[27] Z. Ma, L. Yu, and A. B. Chan, “Small Instance Detection by Integer Programming on Object Density Maps,” in IEEE Conf. Computer Vision and Pattern Recognition, 2019, pp. 8198–8207.
[28] W. Ren, D. Kang, Y. Tang, and A. Chan, “Fusing crowd density maps and visual object trackers for people tracking in crowd scenes,” in IEEE Conf. Computer Vision and Pattern Recognition, 2017.
[29] V. A. Sindagi and V. M. Patel, “A survey of recent advances in cnn-based single image crowd counting and density estimation,” Pattern Recognition Letters, vol. 107, pp. 3–16, 2018.
[30] C. Zhang, K. Kang, H. Li, X. Wang, R. Xie, and X. Yang, “Data-driven crowd understanding: A baseline for a large-scale crowd dataset,” IEEE Transactions on Multimedia, vol. 18, no. 6, pp. 1048–1061, 2016.
[31] J. Shao, C. C. Loy, and X. Wang, “Learning scene-independent group descriptors for crowd understanding,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 27, no. 6, pp. 1290–1303, 2016.
[32] C. Dupont, L. Tobias, and B. Luvizon, “Crowd-11: A dataset for fine-grained crowd behaviour analysis,” in IEEE Conference on Computer Vision and Pattern Recognition Workshops, 2017, pp. 9–16.
[33] T. Hassner, Y. Itcher, and O. Kliper-Gross, “Violent flows: Real-time detection of violent crowd behavior,” in IEEE Conference on Computer Vision and Pattern Recognition Workshops, 2012, pp. 1–6.
[34] F. Zanlunghi and T. Kanda, “Do walking pedestrians stably interact inside a large group? analysis of group and sub-group spatial
structure,” in the Annual Meeting of the Cognitive Science Society, vol. 35, no. 35, 2013.

[35] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time object detection with region proposal networks,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 39, no. 6, pp. 1137–1149, June 2017.

[36] J. Redmon and A. Farhadi, “YOLOv3: An incremental improvement,” CoRR, vol. abs/1804.02767, 2018. [Online]. Available: http://arxiv.org/abs/1804.02767

[37] Y. Li, X. Zhang, and D. Chen, “Csrnet: Dilated convolutional neural networks for understanding the highly congested scenes,” in CVPR, 2018, pp. 1091–1100.

[38] P. Krähenbühl and V. Koltun, “Efficient inference in fully connected crfs with gaussian edge potentials,” in Advances in neural information processing systems, 2011, pp. 109–117.

[39] T. Toyoda and O. Hasegawa, “Random field model for integration of local information and global information,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 30, no. 8, pp. 1483–1489, 2008.

[40] S. Zheng, S. Jayasumana, B. Romera-Paredes, V. Vineet, Z. Su, D. Du, C. Huang, and P. H. Torr, “Conditional random fields as recurrent neural networks,” in IEEE International Conference on Computer Vision, 2015, pp. 1529–1537.

[41] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural networks on graphs with fast localized spectral filtering,” in Advances in Neural Information Processing Systems, 2016, pp. 3844–3852.

[42] A. Newell, K. Yang, and J. Deng, “Stacked hourglass networks for human pose estimation,” in European Conference on Computer Vision. Springer, 2016, pp. 483–499.

[43] L. Zhang, X. Li, A. Arnab, K. Yang, Y. Tong, and P. H. Torr, “Dual graph convolutional network for semantic segmentation,” in British Machine Vision Conference, 2019.

[44] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in 2009 IEEE conference on computer vision and pattern recognition. Ieee, 2009, pp. 248–255.

[45] Y. Yoo, D. Han, and S. Yun, “Extd: Extremely tiny face detector via iterative filter reuse,” arXiv preprint arXiv:1906.06579, 2019.

[46] J. Redmon and A. Farhadi, “Yolov3: An incremental improvement,” arXiv preprint arXiv:1804.02767, 2018.

[47] J. Redmon and A. Farhadi, “YOLOv3: An incremental improvement,” CoRR, vol. abs/1804.02767, 2018.

[48] S. Yang, P. Luo, C.-C. Loy, and X. Tang, “Wider face: A face detection benchmark,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 5525–5533.

[49] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and C. L. Zitnick, “Microsoft coco: Common objects in context,” in European conference on computer vision, 2014, pp. 740–755.

Jia Wan received the B.Eng. degree in software engineering from Northwestern Polytechnical University, Xi’an, China, and M.Phil. degree from School of Computer Science and the Center for OPTical IMagery Analysis and Learning (OPTIMAL), Northwestern Polytechnical University, Xi’an, China, in 2015 and 2018, respectively. He is currently working towards the Ph.D. degree in Computer Science at the City University of Hong Kong. His research interests include congestion analysis, crowd counting and pose estimation.

Nikil Senthil Kumar is currently a final-year undergraduate student pursuing a BEng in Computer and Data Engineering from the City University of Hong Kong. His research interests include computer vision, machine learning, pattern recognition, and natural language processing and understanding.

Antoni B. Chan received the B.S. and M.Eng. degrees in electrical engineering from Cornell University, Ithaca, NY, in 2000 and 2001, and the Ph.D. degree in electrical and computer engineering from the University of California, San Diego (UCSD), San Diego, in 2008. He is currently an Associate Professor in the Department of Computer Science, City University of Hong Kong. His research interests include computer vision, machine learning, pattern recognition, and music analysis.

Copyright (c) 2021 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.