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ABSTRACT

Human motion understanding and prediction is an integral aspect in our pursuit of machine intelligence and human-machine interaction systems. Current methods typically pursue a kinematics modeling approach, relying heavily upon prior anatomical knowledge and constraints. However, such an approach is hard to generalize to different skeletal model representations, and also tends to be inadequate in accounting for the dynamic range and complexity of motion, thus hindering predictive accuracy. In this work, we propose a novel approach in modeling the motion prediction problem based on stochastic differential equations and path integrals. The motion profile of each skeletal joint is formulated as a basic stochastic variable and modeled with the Langevin equation. We develop a strategy of employing GANs to simulate path integrals that amounts to optimizing over possible future paths. We conduct experiments in two large benchmark datasets, Human 3.6M and CMU MoCap. It is highlighted that our approach achieves a 12.48% accuracy improvement over current state-of-the-art methods in average.
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1 INTRODUCTION

An intuitive prediction of human actions in our surroundings greatly facilitates our daily interaction with the physical world. Developing machine models for human motion forecasting is likewise crucial in the fields of human-machine interactions and multimedia
applications. Such models allow for a machine to properly respond to human actions and are also imperative for informed decision making and minimizing risks in safety-crucial applications [14, 15] such as autonomous driving.

The key challenge of human motion prediction arises from the inherent stochastic nature of the problem. This is further compounded by the high dimensionality and complexity of human motion dynamics. Earlier works generally resorted to latent-variables models, such as hidden Markov models [21] to address the stochasticity of human motion. Fueled by the advances of deep learning, researchers adopted Recurrent Neural Networks (RNNs) such as Long Short-Term Memory (LSTM) [11], Gated Recurrent Unit (GRU) [31] or refined hierarchical RNN architectures [4, 29] that tackled the motion prediction task from a time series perspective. Kinematic trees and Graph Convolutional Networks (GCNs) have been employed to better model the structural correlations among skeletal joints [7, 23, 30, 37, 39].

Despite the promising results of recent deep learning based methods, their performance depends heavily on prior knowledge in the form of pre-defined skeletal structures or anatomical constraints. The rotational degrees of freedom of constituent skeletal joints have to be pre-specified. Otherwise, we observe a sharp decline in prediction accuracy. Furthermore, in the case of GCN based methods, the graphs have to be tuned accordingly and tailored to the kinematic structure of the skeleton to effectively learn the correlations between joints. Such heavy reliance on prior anatomical knowledge and necessity of engineering the network architecture accordingly to different skeletal structures constitute a severe limitation. This hinders the generalizability of current methods and also introduces systematic human bias when formulating the problem based on prior knowledge.

To address the above problem, as illustrated in Fig. 1, we propose a reductionist approach where we strip the skeletal structure down to zoom in on the bare basic motion profiles of single skeletal joints. To effectively take into account the stochastic nature of the problem, we model each joint motion profile with a stochastic differential equation, namely the Langevin equation. The stochastic motion of each joint is subject to random noises as well as forces, constraints, and interactions with other joints that are learned from data. We then adopt a path integral based approach that can be coupled with Generative Adversarial Network (GAN) training. This allows an extrapolation of the observed motion paths or trajectories, amounting to predicting future motion. Our approach has the additional benefit that the output is a distribution instead of a single deterministic output, which is aligned with the fact that the future is stochastic and uncertain.

To summarize, the main contributions of this paper are as follows: 1) We propose a novel formulation of the motion prediction task as a stochastic differential equation. 2) We develop a viable approach that employs GAN to simulate path integrals for solving the stochastic differential equations and predict future motion profiles. 3) Our method achieves new state-of-art performance for both short-term and long-term motion predictions on two large-scale benchmark datasets: Human3.6M [17] and CMU MoCap datasets [3]. To the best of our knowledge, we are the first to combine stochastic differential equations with deep learning for human motion prediction. To facilitate future research, our code is released.

2 RELATED WORK

Human motion prediction Earlier works approached the human motion prediction task via hidden Markov models or Gaussian processes that encode high dimensional skeletal motion data as parameterized latent variables. However, the hypothesis space of these latent variable models tend to be overly-restrictive and fails to capture the diverse range of motions faithfully, leading to inadequate performance. Driven by the advances of deep learning [6, 8, 10, 13, 24, 26, 38], RNNs and sequence to sequence modeling inspired a major line of work [11, 27, 29, 31] where various RNN architectures are utilized to better model motion dynamics.

Parallel to this development, researchers also proposed using kinematic trees [29], Convolutional Neural Networks [22, 34] and Graph Convolutional Networks [7, 23, 30, 37] to model motion data, with the aim of better encapsulating the kinematics correlations amongst different skeletal joints. These efforts were effective in improving predictive accuracy. However, their implementations were generally dependent on imposing a skeletal structure and anatomical constraints which derives from prior knowledge. In particular, the rotational degrees of freedom of constituent joints have to be specified as constraints instead of learning such characteristics from data. Such imposed priors may also reflect human bias and prejudiced understanding, leading to systematic propagation of errors. In our work, we seek to mitigate this issue and learn joint correlations without imposing a prior structural constraint.

A concurrent track addresses the motion prediction problem with GANs [2, 12, 18, 19, 28]. GANs carry the advantage of predicting a spectrum of possible futures instead of a single deterministic output, thus being more in line with the stochastic nature of the problem.

Stochastic Differential Equations Many physical systems exhibit some extent of randomness. In part the stochastic behavior might be due to incomplete knowledge about the system. To a greater extent, this non-deterministic nature could be reflected by the inherent randomness in fundamental physics [36], where even a hypothetical Laplace’s demon would be unable to make deterministic predictions.

Modeling such stochastic physical systems began with the efforts to understand Brownian motion, i.e., the drift and diffusion of particles suspended in a liquid medium [9]. Subsequent developments led to the Langevin equation [20], a stochastic differential equation describing the evolution of such systems. The drift term in the Langevin equation corresponds to deterministic dynamical evolution in the system. The source of stochasticity lies in the diffusion term. It entails a white noise Gaussian process whose integral is known as the Wiener process [35]. The Langevin equation in its generic form is ambiguous and has to be complemented with a discretization scheme to have a well-defined notion of calculus [33], with the Ito discretization and Stratonovich discretization constituting two major schemes.

Stochastic differential equations have been widely employed to model a plethora of physical phenomena [32, 33] and systems with randomness such as quantitative finance and stock pricing [16]. To the best of our knowledge, there are no previous works combining deep learning and stochastic differential equations for our motion prediction task. Motion prediction is of a stochastic nature and certainly falls within the paradigm of stochastic modeling. In the
subsequent section, we outline our approach in leveraging the Langevin equation for modeling human motion.

3 OUR APPROACH

3.1 Problem Formulation

Given an observed 3D human pose sequence \((p_1, p_2, \ldots, p_K)\), our intention is to extrapolate the future motion sequence \((p_{K+1}, p_{K+2}, \ldots, p_{K+T})\). Each pose \(p_t\) consists of skeletal joints \(p_t = [p_t^1, \ldots, p_t^N]\), where \(N\) denotes the total number of joints and \(p_t^j \equiv (x_t^j, y_t^j, z_t^j)\) denotes the 3D coordinates of joint \(j\) at time step \(t\).

Contrary to previous works, we refrain from imposing prior constraints such as limiting rotational degrees of freedom in our problem formulation. Specifically, we strip away prior structures and consider the motion profiles of each skeletal joint as individual stochastic random variables \(X^i, Y^i, Z^i\) respectively for the \(x, y, z\) axis. Overall, the set of random variables \(S \equiv \{X^1, Y^1, Z^1, \ldots, X^N, Y^N, Z^N\}\) can be characterized as a system of Langevin equations as follows:

\[
dS^i(t) = f^i(S(t))dt + \sum_j g^{ij}(S(t))dW^{j}(t).
\]

In Eqn. 1, the term \(f^i(S(t))\) describes the evolution of \(S^i\) whereby the overall dynamics of the entire system interaction is accounted for. Symbol \(g^{ij}(S(t))\) denotes the coupling of \(S^i\) to \(W^j(t)\). For each superscript \(j\), \(W^j(t)\) represents an independent Wiener process [35] which constitutes a source of stochasticity in the system.

Intuitively, the \(f^i(X(t))\) corresponds to a drift term that characterizes the dynamical evolution of the system deterministically whereas the \(\sum_j g^{ij}(S(t))dW^j(t)\) corresponds to a diffusion term which exhibits stochastic behaviour. The coupling strength \(g^{ij}\) determines the extent to which the entire trajectory is stochastic.

We now discretize Eqn. 1 for a time step \(\Delta t\) in the Ito discretization scheme. This amounts to replacing \(dW^j(t)\) with \(w^j_t \sqrt{\Delta t}\) [5] where \(w^j_t\) is a white noise Gaussian vector. In other words, \(w^j_t\) has zero mean. The mean of \(w^j_t w^l_t\) is one when \(s = t\) and zero otherwise. Thus, we obtain:

\[
S^j_t - S^j_{t-1} = f^j_t \Delta t + \sum_j g^{ij}_t w^j_t \sqrt{\Delta t}.
\]

In Eqn. 2, the drift vector \(f^j_t\) and the diffusion matrix \(g^{ij}_t\) correspond to trainable network parameters.

3.2 Path Integrals and Trajectory Probabilities

For stochastic variable \(S^i\), the probability of observing a trajectory given an initial configuration \(S^i_0\) and final configuration \(S^i_F\) is formally given by a path integral [1]:

\[
\mathcal{P}(S^i_F|S^i_0) = \mathcal{J} \int_{S^i_0}^{S^i_F} e^{-S[S^i(t)]} D[S^i(t)].
\]

Eqn. 3 integrates over all possible paths satisfying the given boundary conditions. \(\mathcal{J}\) is a normalization factor. The term \(S[S^i(t)]\) is the action functional (which is the analog of the action integral in Lagrangian mechanics) and is given by the integral of the Onsager–Machlup functional \(L[f, g]\) (which is the analog of the

Larangian over time:

\[
S[S^i(t)] = \int L[f^i(S^i(t)), g^i(S^i(t))] dt.
\]

It is not feasible however to directly adapt the neural network to evaluate the path integral in Eqn. 3. Therefore, we work with our discretized Langevin equation in Eqn. 2. We impose the smallest possible time step in our task to be 1, i.e. \(\Delta t \to 1\). We are given an observed sequence \((S_1, S_2, \ldots, S_K)\). The probability of the stochastic trajectory passing each of these points can be formulated as:

\[
\mathcal{P}(S_1, S_2, \ldots, S_K) = \prod_{t=2}^{K} \mathcal{P}(S_t|S_{t-1})
\]

\[
= \prod_{t=2}^{K} \psi \left( S^i_t - S^i_{t-1} - f^i_t - \sum_j g^{ij}_t w^j_t \right).
\]

Here, \(\psi\) is the Dirac delta distribution. In other words, the probability of such a trajectory is a product of Dirac delta distributions.

From Eqn. 5, we may learn network parameters \(f, g\) to ensure that the argument of the Dirac delta function converges to zero. In other words, given an observed sequence, we learn the parameters of the associated systems of Langevin equations, including the drift vector and the diffusion matrix. Once these network parameters are in place, we may readily predict the future motion.

In practice, instead of strictly imposing the Dirac delta constraints in Eqn. 5, we relax the problem by instead introducing a loss given as follows:

\[
L_{\text{Observed}} = \sum_{t=2}^{K} \sum_j \left\| S^j_t - S^j_{t-1} - f^j_t - \sum_j g^{ij}_t w^j_t \right\|^2.
\]

This loss, evaluated over the observed sequence, effectively introduces a regularization term over the network weights. It serves to facilitate the fitting of the network weights to match the observed data, supported by an underlying stochastic differential equation model.

3.3 Architecture Outline

The objective of our architecture is to model human motion prediction based on stochastic differential equations and path integrals. We develop a strategy of employing a GAN structure, which simulates path integral and trains stochastic variables from the stochastic differential equation. As shown in Fig. 2, the overall framework of our approach consists of three key components: Stochastic particle operator, Generator, and Critic. The stochastic particle operator transfers the 3D motion sequence to stochastic particles. Then, the particles are fed into the generator to predict future particles, which are translated to 3D future poses by a 3D pose operator. Finally, the critic constrains the quality of the generated poses towards approaching the ground truth.

Stochastic particle operator As mentioned earlier, we focus on using stochastic differential equations to deal with the motion prediction problem. Human pose is a complicated stochastic system. Previous works tried to constrain the randomness of the system. Differently, we make full use of this randomness by adopting stochastic differential equations. In order to remove the constraints,
a human pose $p_t (p_t \in \{p\}_1^K, p_t \in \mathbb{R}^3)$ is first broken down into joints $j = \{j_1^1, j_2^2, ..., j_N^N\}$, where $N$ is the number of the joints. For each joint, we project it onto three axes, i.e., $x$, $y$, and $z$ axes. This yields three stochastic variables $s_x$, $s_y$, and $s_z$ ($s_x, s_y, s_z \in \mathbb{R}$). The stochastic variables are one-dimensional scalars. Then, based on the Langevin equation (a kind of stochastic differential equation) we can calculate the differences of projected variables in consecutive frames according to Eqn. 2. As such, we obtain the stochastic particles $\Delta$, where $\Delta$ is a stochastic particle. The stochastic particles $\Delta$ constitute the input of the generator.

**Generator** Current methods heavily rely on the capacities of the networks to generate future poses. However, the network has to deal with high dimensional pose data and high stochastic motion nature, which brings inherent difficulties in training. To address this issue, we design a generator that includes two components, a GRU network and a 3D pose operator.

The GRU network component The objective of the GRU network is to produce the future stochastic particles, where each particle is just a one-dimensional scalar. This greatly reduces the difficulty of network training.

**3D pose operator** More interestingly, to constrain the accuracy loss of the generated human poses, we design a 3D pose operator. In the 3D space, the movements of an object along the three axes are concurrent. We take the movement along $x$ axis as an example to show our operator. Firstly, we utilize the trajectory function $T(\cdot)$ to map stochastic variable $s_x^t$ to $s_x^{t+1}$, which is given by:

$$s_x^{t+1} = T(s_x^t) = s_x^t + \delta_1 t + 1$$

where $\delta_1$ is a future stochastic particle, generated by the GRU network. Then, the stochastic variables in consecutive frames form the trajectory in one-dimension space:

$$T_{x_1}^{x_2} T_{y_1}^{y_2} T_{z_1}^{z_2} = (s_x^1, s_x^2, ..., s_x^k)$$

Finally, we can concatenate different trajectories $T_x$, $T_y$, and $T_z$ into 3D pose sequence $p_1 T_{x_1}^{x_2} T_{y_1}^{y_2} T_{z_1}^{z_2}$:

$$p_{1:T} k + T = T_{x_1}^{x_2} T_{y_1}^{y_2} T_{z_1}^{z_2}$$

where $\oplus$ denotes concatenation, $k$ denotes the number of frames for the poses.

On the other hand, the output of our method is a distribution since we adopt a GAN architecture. This allows generating multiple possible future pose sequences from the same input. To generate multiple plausible futures, a Gaussian distribution $w_i$ is mapped to the same space as the inputs. Let $\Gamma$ represent the final function of our network, the process of our architecture can be succinctly expressed as $p_{K+1:T} = \Gamma(p_{1:T}, w, k)$. Each drawn value of $w_i$ will sample different valid future pose sequences from the given input $p_i$.

**Critic** A three-layers fully connected feedforward network is used as the critic. First, it measures the similarity of distributions between generated pose and the ground truth. Second, the critic assesses whether the stochastic generations are natural and smooth.

### 3.4 Loss Function

We introduce a reconstruction loss, an observation loss, a bone length loss, and a GAN loss to train our network.

The **Reconstruction loss** constrains the predicted output to approach the ground truth:

$$L_{\text{reconstruction}} = \sum_{t=1}^{T} \|\| (p_i - p'_i) \|^2$$

where $p$ denotes the pose sequence ground truth, while $p'$ denotes the generated pose sequence.

The **Observation loss** as defined in Eqn. 5, updates the network weights (which may be separately viewed as drift parameters $f^j_t$ and diffusion matrix parameters $g^j_t$) according to the observed sequence. Thus, instead of relying on the reconstruction loss to provide feedback on the network parameters, we also effectively engage the prior observed data to construct a viable model of the system dynamics and stochasticity.

The **Bone length loss** enforces the bone length invariance across frames. It is defined as:

$$L_{\text{Bone}} = (NT)^{-1} \sum_{f=1}^{T} \sum_{N=1}^{N-1} \|B^f_N - B^{f'}_N\|_2$$

where $B^f_N$ and $B^{f'}_N$ are the estimated bone length and ground truth bone length. $N$ is the number of bones and $f$ is the number of frames.

The **GAN loss** A critic network learns $D^G$ the authenticity of pose, incurring a Wasserstein GAN loss as:

$$L_{\text{critic}} = ED^G [p_{1:T} k + T] - ED^G [p_{1:T} k + T']$$
where \( P \) denotes the real future pose sequence and \( P' \) is a generated pose sequence.

4 EXPERIMENTS

In this section, we evaluate our method over large benchmark datasets Human3.6M and CMU MoCap, and compare it with state-of-the-art approaches.

4.1 Datasets and experimental setup

**Human3.6M (H3.6M)** H3.6M dataset contains 3.6 million human poses as well as their corresponding images that are recorded by a vicon motion capture system. These poses are divided into 7 subjects and involve 15 different classes of actions, such as walking, greeting, and phoning. In each action, 32 skeletal joints are used to characterize the human pose. Following the evaluation protocol of previous works [11, 29], we removed duplicate points in the human pose, performed down sampling (to 25 frames per second) on the video. Subject 5 (S5) is utilized as the test set and the remaining 6 subjects (S1, S6, S7, S8, S9, S11) are used for training.

**CMU motion capture (CMU MoCap)** We also conducted experiments on the large CMU MoCap dataset, which is released by researchers from Carnegie Mellon University. The dataset is captured by 12 infrared cameras, which record the positions of 41 markers taped on the human body. Following previous works [28, 30], we adopt the same training/test splits and 8 actions are selected as our samples, e.g., running, basketball, soccer, and jumping.

**Experimental setup** We use PyTorch to implement our method. The experiments were performed with a NVIDIA 1080Ti GPU. The hidden unit size of GRUs is 256. The Optimizer is Adam with a learning rate of 0.001, batch size is set to 16 for H3.6M and 32 for CMU MoCap. The critic is a three-layers fully connected feed-forward network with 256 units. The lengths of the historical sequence (input) and the predicted sequence (output) are set to 25 frames (1,000ms).

4.2 Comparison with existing methods

We compare our approach against existing state-of-the-art methods on the H3.6M and CMU MoCap datasets. The performance is evaluated using the widely adopted metric MPJPE (Mean Per Joint Position Error) in millimeter, i.e., the spatial distance between ground truth and prediction. The prediction results for 80, 160, 320, 400, 1,000 ms are presented. By convention, we evaluate our approach on both short-term prediction (less than 400ms) and long-term prediction (400-1,000ms). In addition to this, we also conducted experiments on path search and stochastic prediction.

**Results on H3.6M** We benchmark our method against state-of-the-art methods, including LSTM3LR [11], RRNN [31], HP-GAN [2], CEM [22], Bi-GAN [19], HMR [29], FC-GCN [30], LDR [7], and DMGNN [23]. These existing methods can be roughly classified into three categories: 1) RNN-based methods (LSTM3LR, RRNN, and CEM); 2) GAN-based methods (HP-GAN, Bi-GAN); and 3) pose representation-based methods (MHR, FC-GCN, LDR, and DMGNN).

As shown in Table 1, we compare the methods over all the 15 action types on the H3.6M dataset for both long-term and short-term predictions. These actions have different levels of complexity. For example, walking is a more regular action and demonstrates a high degree of periodicity whereas discussion is more complex and is generally aperiodic. From the quantitative results in Table 1, we observe that our method achieves superior performance in quantitative accuracy over the state-of-the-arts for both long-term and short-term predictions.

On the other side of the shield, by comparing with different categories of methods, we draw the following findings: 1) The pioneering RNN-based methods perform relatively worse compared to other tested methods. This reveals the importance of effective pose representation schemas. 2) Pose representation-based methods such as LDR and DMGNN deliver better performance than other existing methods, while GAN based methods rank the second. 3) Our method significantly outperforms existing methods by a large margin, which confirms the efficacy of our method on the human motion prediction problem.

Besides quantitative evaluation, we further compare the performance of state-of-the-art methods visually. As shown in Fig. 3, we involve the results of the three state-of-the-art methods FC-GCN, MDGNN, and LDR, which achieve the best quantitative results among existing methods. In both short-term prediction and long-term prediction, our method is shown to be able to maintain a high consistency to the ground truth, and the human poses are more natural and smooth than existing methods.

**Results on CMU MoCap** Similarly, we also investigate our method on the CMU MoCap dataset with results reported in Table 2. We compare our method with the state-of-the-art methods LSTM3LR, RRNN, CEM, FC-GCN, and LDR. In Table 2, we show the comprehensive results on all the 8 actions. From the quantitative evaluation, we clearly observe that our method is able to deal with all kinds of actions in the CMU MoCap dataset and achieves much better performance consistently on all actions. The empirical results reconfirm the superiority of our approach on human motion prediction for both short-term and long-term predictions.

Consistent and significant performance improvement over state-of-the-art methods on the two benchmark datasets evident that our method is robust. We further show the visual results on the CMU MoCap dataset in Fig. 4. Similar to the observations on the H3.6M dataset, our method yields much enhanced visualization results.

**Path Search** Our approach employs GANs to simulate path integrals that optimize over possible future paths. We show the visual process of simulating path integrals in Fig. 5. The left side of the figure shows the process of the path search. We demonstrate the results vertically according to the different paths. In each line, we show poses in different frames and present the prediction results for 80, 160, 320, 400, 560, 720, 1,000 (ms). The right side of the figure shows the comparison between the ground truth and the optimal path. From the results of the left and right sides, we can see that it is effective to simulate the path integral by adopting the GAN architecture.

**Stochastic Prediction** Interestingly, the output of our approach is a distribution rather than a determined pose sequence. Therefore, our approach is not only able to produce a determined result by searching the optimal path among different possibilities, but also could generate multiple stochastic futures. We generate stochastic predictions by adding noise to the input. As shown in Fig. 6, we illustrate the results vertically according to the different human motion prediction problem.
Table 1: Performance evaluation (in MPJPE) on the H36m dataset. The best results are highlighted in bold.

| Method       | Time (ms) | Walking | Sitting | Standing | Average |
|--------------|-----------|---------|---------|----------|---------|
| LSTM [31]    | 30        | 100     | 100     | 100      | 100     |
| BiGRU [4]    | 50        | 50      | 50      | 50       | 50      |
| BiGRU [4]    | 100       | 100     | 100     | 100      | 100     |
| LSTM [31]    | 150       | 150     | 150     | 150      | 150     |
| BiGRU [4]    | 200       | 200     | 200     | 200      | 200     |
| LSTM [31]    | 250       | 250     | 250     | 250      | 250     |
| BiGRU [4]    | 300       | 300     | 300     | 300      | 300     |

Table 2: Comparisons of MPJPE between our method and the state-of-the-art methods on CMU MoCap dataset. The best results are highlighted in bold.

| Method       | Time (ms) | Walking | Sitting | Standing | Average |
|--------------|-----------|---------|---------|----------|---------|
| LSTM [31]    | 30        | 100     | 100     | 100      | 100     |
| BiGRU [4]    | 50        | 50      | 50      | 50       | 50      |
| BiGRU [4]    | 100       | 100     | 100     | 100      | 100     |
| LSTM [31]    | 150       | 150     | 150     | 150      | 150     |
| BiGRU [4]    | 200       | 200     | 200     | 200      | 200     |
| LSTM [31]    | 250       | 250     | 250     | 250      | 250     |
| BiGRU [4]    | 300       | 300     | 300     | 300      | 300     |
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Figure 3: Visual comparisons on H3.6M dataset. The short-term predictions (<400 ms) and the long-term predictions (400-1,000 ms) are shown. The interval of animation is 40 ms. The red box are unreasonable parts.

Figure 4: Visual comparisons on CMU MoCap dataset. The short-term predictions (<400 ms) and the long-term predictions (400-1,000 ms) are shown. The interval of animation is 40 ms. The red box are unreasonable parts.

Figure 5: Visual illustration for path searching of Walktoghter. The results of different paths and the optimal paths for 80, 160, 320, 400, 560, 720, 1,000 ms are presented.

4.3 Ablation Study

In order to quantitatively analyze the contribution of different components in our method, we separately remove the Stochastic variable operator (SPO), GRU, 3D pose operator (3DPO), and the Critic from the method. The quantitative results are reported in Table 3. (1) When we remove SPO, the method performs like a classical GAN method and the accuracy reduces greatly. (2) For the 3D pose operator, we utilize it to rebuild the human pose from stochastic particles. The results evident that the removal of 3D pose operator will lead to substantial accuracy reduction as well. Further, in order to study the effect of removing the GRU units, we replace it with an LSTM network. The results show that the performance drops slightly. This suggests that our choice of infrastructure is...
with Langevin equation. GAN is utilized to simulate path integrals.

Table 3: Ablation studies on different components of our approach. The method and its variants are evaluated over four actions from two datasets.

|        | Walking       | Discussion       |
|--------|---------------|------------------|
|       | Time          |                  |
| SPO   | 80 160 320 400| 1000 80 160 320 400|
| GRU   | 14.9 25.6 40.3| 51.2 93.6 15.2 25.8 66.4 91.2 152.1|
| 3DPO  | 24.6 35.7 45.8| 59.8 101.9 23.7 38.9 77.9 111.2 162.4|
| Critic| 12.6 25.0 43.2| 52.1 99.3 14.3 25.9 67.1 99.9 163.0|
| Ours  | 8.2 13.8 22.6| 27.9 39.8 9.1 19.2 31.1 39.3 59.8|

Table 6: Visual illustration for stochastic predictions. The prediction results of Walktogogether with different noises are red and the ground truth is blue.
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