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Abstract
Features are distinctive landmarks of an image. There are various feature detection and description algorithms. Many computer vision algorithms require matching of features from two images. Large number of correct matches with homogeneous distribution in the images is needed for robustness of the image matching. The matches are generally obtained using a feature distance threshold and ambiguous matches are rejected using a ratio test. This paper proposes a method that can be added to image matching pipeline for enhancing homogeneous distribution and increasing the number of matched feature points. After successfully matching an image pair, spatially close feature points go through an elimination process which aims to decrease ambiguity at the second matching step. Then, a coarse geometric transformation between two images is calculated, through which the detected feature points in one image (i.e. the moving image) are projected to the other image (i.e. the fixed image). Then, feature points from the moving image are matched to neighboring feature points of the fixed image within a pre-determined spatial distance. This narrows down the possible candidates and enables less correct matches being rejected because of the ratio test. The effectiveness and feasibility of our method is demonstrated with experiments on images acquired from a drone camera during flight.
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Introduction
Image matching is defined as computing correspondence between a pair of images and is intensely used in computer vision for various purposes like image registration (Doucette, et al., 2013), stereo vision (Mur-Artal & Tardos, 2017), image stitching/mosaicking (Ghosh & Kaabouch, 2016), image stabilization (for motion detection) (Brox & Malik, 2011), object detection (Cheng & Han, 2016), visual odometry (Sanfouche, et al., 2012), pose estimation (Lu, Xue, Xia, & Zhang, 2018), simultaneous localization and mapping (Taketomi, et al., 2017) and many more.

Homogeneous distribution of image features used for image matching is crucial for the quality of the matching since the computed transformation should cover the whole image area as much as possible for gaining better accuracy (Zhu, et al., 2006). If matched points are clustered in certain parts of the image, the model fitted to these points may cause large errors in other parts of the image for either pose estimation or mosaicking applications. However adding even a single distant point in the unmatched area reduces such deviations significantly.

In this study, we present an algorithm that enhances homogeneous distribution and number of matched feature points for image matching. The proposed method is composed of two parts. The first part is standard feature-based image matching pipeline (Zitová & Flusser, 2003) and the second part is our addition to this pipeline. The proposed algorithm is tested on real aerial images.

This paper is organized as follows: In Section, the background is introduced, and related works are reviewed. Next, proposed method is explained in Section 3. In Section 4, the experiments and results of the proposed method is presented. Finally, the paper is concluded in Section 5.

Background and Related Work
Image matching methods are mainly divided into two categories: area-based and feature-based methods. In this paper, we mainly focus on improving feature matching methods (Zitová & Flusser, 2003). Features are distinctive landmarks in an image. A feature might be an edge, a corner or a blob (Li, et al., 2015). Feature detection is the process of detecting these distinctive landmarks in an image. Some algorithms not only detect the features (give location of features), but also create a
A simple algorithm for matching the features is to measure the distances of all possible pairs and choose the ones with the distance below a predetermined threshold as correct matches. However, this parameter by itself is not enough for reliable matching. Another step in the matching process is comparing the distance of the closest neighbor to the second closest neighbor. If this ratio is higher than a maximum distance ratio threshold, the pair is discarded. This method is used in (Baumberg, 2000) and (Lowe, 2004) to prevent ambiguous matches. Also a similar method is used by (Deriche, et al., 1994) for the same purpose. Ratio test is useful because distance between the feature vectors of a true match pair must be significantly smaller than that of the second closest match pair. Figure 1 shows the probability density function for correct and incorrect matches in terms of the ratio of the second closest match pair for each feature as proposed by (Lowe, 2004). As can be observed in Figure 1, if this ratio is greater than 0.8, the probability of the incorrect matches is higher. Thanks to this method, most of the incorrect matches can be eliminated in return of discarding a small portion of the correct matches.

The first term in Eq. 1 is the coverage ratio calculated by dividing aggregated area of circles centered at feature points with given radius \( \delta \). The second term is the maximum distance between two points normalized by the diagonal of the image. In Eq. 1, \( x \) is a point, \( f \) is an inlier point in the image and \( i, j \) are the indexes of the inliers. Such a metric is needed because other metrics to evaluate the matches on an image such as average nearest neighbor distance ratio (Bansal & Ardell, 1972) decreases with added points. However, even though an added correct match may not significantly increase the matching performance, it also does not decrease it. Their metric perfectly meets these properties while keeping its simplicity. They also indicate that at least nine pairs of matches are needed to reliably match a pair of images. This quality metric is suitable for measuring how well the matches are distributed in an image; hence we use it as a metric of homogeneous distribution of the matches.

**Proposed Method**

The proposed method is composed of adding several steps to the feature-based image matching pipeline. Figure 2 shows the flowchart of the proposed method.

The algorithm is composed of two iterations. The initially detected features are matched and a coarse geometric transformation between the images is calculated as the first iteration, which is actually running the standard feature-based image matching pipeline (the green part of the flowchart). Then spatially close features are eliminated and using the computed initial geometric transformation, the detected feature points of one image (i.e. the moving image) are projected to the other image (i.e. the fixed or reference image). Each feature point of the moving image is then...
matched to feature points of the fixed image if it is closer than a predefined spatial distance ($\lambda$) as a threshold. Match parameters at this step may be less tight than the initial matching step, because the candidates for a feature to match are narrowed down so the probability of incorrect matching is decreased. As the number of the candidates for a feature point to match decreases, the ratio test rises in importance such that small changes in the ratio test threshold significantly affects number of matches.

Fig. 2. The flowchart of the proposed method

That is why spatially close features are eliminated. Spatially close features may also be close in terms of feature vector distance undesirably. This situation occurs more often for scale invariant feature detectors such as SIFT, SURF (Bay, et al., 2008) and KAZE (Alcantarilla, et al., 2012). Because close locations are detected at different scales. Features that are close in terms of both spatial and feature vector distance prevent potential correct matches due to ratio test. Therefore, at the beginning of second iteration feature points of the fixed image go through an elimination process (see Algorithm 1). For every feature point in the image other features in spatial distance $d$ are found. Then the candidates that were constrained by spatial distance are also constrained by feature vector distance. Then the remaining candidates constrained by scale as a final similarity measure. This process is applied only to fixed image. Two instances are shown in Figure 3. The final step of matching is the outlier rejection repeated for the newly computed set of matched features.

For computing the initial transformation from the feature points of the moving image to those of the fixed image, the projective transformation is used (Goshtasby, 1986). Projective transformation includes translation, scaling, skew (angle stretch) and rotation. Other geometric transformation methods such as local weighted mean method (Goshtasby, 1988) are not preferred even though they make better approximations. This is because local approximation methods have higher computational cost than projective transformation and does not perform well at regions of image which are distant from matches. Besides, coarse transformation accuracy is adequate in the first step.

In the proposed method, SURF is used for detection of features and KAZE is used for computing the descriptor vectors of the features. KAZE is selected since it has a highly distinctive descriptor which is scale and rotation invariant.

![Fig. 3. Elimination of spatially close features: green feature is compared to others, red features are eliminated, and blue feature is not eliminated due to scale difference.](image)

![Fig. 4. Projection of a point to the fixed image and narrowing down of candidates](image)

The process of projection and narrowing down candidates is depicted for one feature point in Figure 4 where, the feature matching is limited to a spatial distance threshold based on the initial transformation. The process is applied to each detected feature point in the moving image. The feature point indicated with red X is projected to the fixed image and a circular area around the projected feature point (shown with red X') is used for narrowing down candidates with spatial distance.

**Experimental Results**

**Experimental Setup and Dataset**

MATLAB-2017b is used to perform the experiments presented in this paper on a desktop PC with Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz.

Tests are realized for 10 pairs of images. 10 aerial photos taken from a drone camera in August 2018 in a rural area at around 500 m AGL altitude are matched to three different orthophotos (Figure 6) with different sizes
which are taken in June 2015. The orthophotos are acquired from General Directorate of Mapping which is the national mapping agency of Turkey. The size of all drone images is 2048x4086 with a GSD (ground sampling distance) around ~0.29 where the size of the orthophotos are 3219x3281, 2910x3343 and 4231x4595 respectively with a GSD of ~0.25 m. Drone images and orthophotos are paired as shown in Table 1.

Table 1. Drone Image - Orthophoto Pairings

| Drone Image Index | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------------------|---|---|---|---|---|---|---|---|---|----|
| Orthophoto Index  | a | a | b | b | b | b | c | c | c |    |

The drone images were captured by DJI Matrice Pro 600 drones with Basler acA 4096-11ac camera installed approximately looking at nadir with a 6 mm lens which has 99° of field of view.

A sample image from the drone camera used in the experiments is shown in Figure 5. The contrast enhanced images are presented in Figure 7 for better presentation since the original images has low contrast.

![Fig. 5. Sample image taken from Drone Camera (Image 6)](image)

![Fig. 6. The orthophotos used in the experiments as the fixed images.](image)

Experiments & Results

The image matching experiments are conducted using the 10 pair of images in the constructed dataset as explained in the previous subsection.

In the experiments, the distance vectors for feature matching are calculated using sum of squared differences (SSD). Feature distance threshold is 3% and maximum ratio threshold is 60% for elimination of repeated features $d, m, s$ are 10 pixels, 1.6 and 25 percent respectively. The $\lambda$ value for narrowing down candidates after projection is 80 pixels.

![Fig. 7. Images taken from the Drone Camera (contrast enhanced versions)](image)

The obtained results are provided in Table 2 and Table 3. In Table 2, homogeneous distribution metric for all pairs of images are shown. For all pairs, matching performance is increased with the use of our method. In Table 3, number of matches and inliers for the 1st and 2nd iterations are shown. Examples of inliers which are obtained at the 1st and 2nd iterations are shown in Figure 8 for the 6th drone image.

![Fig. 8. Drone images 6, inliers 1st and 2nd iterations](image)
The homogeneous distribution of the feature points matched between the image pair is enhanced. The proposed method is shown to be effective with experiments conducted on aerial images.
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