Approximate universality in the electric field variation on a field-emitter tip in the presence of space charge
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The electric field at the surface of a curved emitter is necessary to calculate the field emission current. For smooth parabolic emitting tips where space charge is negligible, variation of the electric field at the surface is known to follow the generalized cosine law. Here we investigate the validity of the cosine law in the regime where space charge due to emitted electrons is important. Particle-in-Cell (PIC) simulations with an emission algorithm based on the cosine law is employed for this study. It is shown that if \( E_P \) and \( E_L \) be the field at the apex of tip with and without space charge respectively, then for \( \theta = E_P / E_L \geq 0.9 \), the average relative deviation of the electric field from the cosine law is less than 3% over the endcap. Thus, an emission scheme based on cosine law may be used in PIC simulations of field emission of electrons from curved emitter tips in the weak space charge regime. The relation between \( \theta \) and normalized current \( \zeta \) for curved emitters in this regime is also investigated. A linear relation, \( \theta = 1 - \delta \zeta \) (where \( \delta \) is a constant), similar to that obtained theoretically for flat emitting surfaces is observed but the value of \( \delta \) indicates that the extension of the theory for curved emitters may require incorporation of the field enhancement factor.

I. INTRODUCTION

Field emission is one of the important mechanisms of electron emission from the surface of a material. The theory of field emission was first formulated by Fowler and Nordheim (FN) in the year 1928. Since then several important aspects of field emission theory have been studied by researchers and it is now increasingly being accepted that the curvature-corrected Murphy-Good formulation currently offers the best description of field emission.

The expression for the emitted current density at a point on the surface of emitter based on Murphy-Good formulation reads as:

\[
J(r) = \frac{1}{t_F} \frac{A_{FN}}{\phi} (E_l(r))^2 \exp \left( -B_{FN} v_F \phi^{3/2} / E_l(r) \right).
\]

Here \( A_{FN} \approx 1.541434 \, \text{mA eV}^{-2} \), \( B_{FN} \approx 6.830890 \, \text{eV}^{-3/2} \, \text{V nm}^{-1} \) are the conventional Fowler-Nordheim constants while \( v_F = 1 - f + (f/6) \ln f \) and \( t_F = 1 + f/9 - (f/18) \ln f \) are corrections due to the image charge potential with \( f \approx c_S^2 E_l(r) / \phi^2 \) where \( c_S \) is the Schottky constant and \( c_S^2 = 1.439965 \, \text{eV}^2 \, \text{V}^{-1} \, \text{nm} \). \( E_l(r) \) refers to the local electric field on the emitter surface, while \( \phi \) is the work function of the emitter material which we shall consider to be 4.5eV. Eq. (1) is best suited when the apex radius of curvature \( R_a > 100 \text{nm} \) and we shall stick to this regime through the rest of the paper.

It is well known that field emission of electrons from a surface requires a high electric field, typically \( > 3 \, \text{V/nm} \) for an emitter having work function \( \phi = 4.5 \text{eV} \). The local field enhancement at a curved surface due to geometrical effects makes it possible to generate such high local fields even at relatively lower applied macroscopic electric field.

The local field enhancement factor \( \gamma \) is the ratio of local electric field to the asymptotic electric field \( E_0 \), away from emitting surface. It may be noted that the maximum field enhancement occurs at the apex of the curved emitting structure.

To get the total current emitted from the tip, knowledge of the electric field at all the points on emitting surface is important. For axially symmetric emitters with locally parabolic tips, it has been shown that the magnitude of the local electric field \( E_l \) at the surface of the emitter \( z = z(\rho) \) follows a ‘universal’ cosine law.

\[
E_l(\tilde{\theta}) = E_a \cos \tilde{\theta}
\]

\[
\cos \tilde{\theta} = \frac{z/h}{\sqrt{(z/h)^2 + (\rho/R_a)^2}}.
\]

In the above, \( E_a \) denotes the electric field at the apex, \( h \) is height of the emitter, \( R_a \) is radius of curvature at apex of the emitter and \( \rho \) is the distance of point on the surface from the axis of emitter. Thus, the net current obtained by integrating Eq. (1) over the emitter surface \( z = z(\rho) \), can be expressed in terms of the apex electric field \( E_a \) and the apex radius of curvature \( R_a \) since the electric field at any point on the surface is related to apex electric field using Eqs. (2) and (3). Thus, if the cosine law is valid, it is necessary to determine only the apex electric field accurately in order to predict the net field emission current.

Note that the locally parabolic assumption \( z \approx h - \rho^2/(2R_a) \) includes all generic emitters with a smooth endcap, although the extent upto which parabolicity holds depends on the nature of the endcap. Thus, for a hemispherical endcap for instance, the parabolic approximation holds close to the apex and can therefore be used only for low electric fields. A hemiellipsoid endcap on
the other hand, with height greater than $3R_e$, follows the parabolic approximation further away from the apex and can be used to predict the net current at higher local field strengths.

The cosine law greatly simplifies the job of calculating the net emitted current. It can also be profitably used for emission-modeling in Particle-In-Cell (PIC) simulation\cite{25}. The standard approach in PIC codes is to solve Maxwell’s equations, obtain the field on the emitting surface and then use Eq. (1) to get the emission current from each surface area element. The charge per time-step can then be evaluated and computational particles launched from each area element normal to the surface. In case of a curved emitter tip however, the accurate evaluation of charge emitted at each time step from sufficiently fine surface elements on the emitting object, adds to the computational resources enormously in a Finite Difference Time Domain (FDTD) based PIC simulation. An alternate emission method in a PIC code\cite{25} is to use the generalized cosine law\cite{22,23} to arrive at the net emission current using only the apex electric field and the apex radius of curvature. A knowledge of the electric field variation on the emitter endcap (the generalized cosine law) also enables us to cast the distribution of electrons emitted in a geometry-independent universal form, in terms of the generalized angle $\theta$, the total energy and the normal energy\cite{26}. Thus, while the alternate approach still requires a solution to the Poisson equation, only the apex field needs to be sufficiently accurate to capture the total emission current. The charge per time step can then be divided into a desired number of computational particles and the particles can be emitted using distributions for the angle $\theta$ and conditional distributions for the normal energy $E_N$ and total energy $E_T$.

The cosine law can thus reduce the computational burden in PIC simulations. It has been shown to hold for different kind of emitter geometries\cite{25}. Although, it was originally derived for the anode far away from the emitter apex, it holds for the anode in close proximity to the emitter\cite{27} as well as in the presence of other emitters such as in an array or a random arrangement of emitters\cite{28}. In fact, numerical simulations show that it is also valid for gated emitters\cite{25} and multiscale geometries\cite{22,23}.

To the best of our knowledge, it is not known whether the cosine law holds in the presence of space charge in the diode region. This is crucial for the determination of the net emitted current using the apex electric field and the subsequent use of the distribution based particle-injection discussed above. We have attempted to address this question in this communication. Due to the high sensitivity of field emission current on the local electric field at the emitting surface, a small change in electric field can result in a large change in the emitted current. The presence of charges in the diode reduces the field on the emitter surface resulting in a reduction in emitted current\cite{22,26}. This type of limitation in current due to space charge is different from space charge limited emission in case of thermal or explosive field emitters. This phenomenon, where relatively weak space charge limits the current by affecting field emission from the emitting surface, has been referred to as field-emitted vacuum space charge (FEVSC) by Forbes\cite{32} or space charge affected field emission (SCAFE) by Jensen et. al\cite{33}. We shall investigate the validity of cosine law in this regime.

The paper is organized as follows. We first describe the method employed to test the validity of cosine law in section II. The geometry of the diode and other details about simulation are given in section III. This is followed by numerical results and analysis in section IV. Concluding remarks will be presented in section V.

II. METHODOLOGY

The question of validity of the cosine law in the presence of space charge is investigated in this communication using the Particle-in-Cell (PIC) simulation technique. PIC simulation involves (i) update of electric and/or magnetic field on computational grid by solving Maxwell equations (ii) movement of charged particles under the influence self generated and/or imposed electric and magnetic field and (iii) assignment of charge and current density due to charged particles at the computational grid to update the field. In general, PIC codes employ finite difference method. This may be attributed to robustness of algorithms for assignment of charge and current density in finite difference approach.

![FIG. 1. Geometry of the diode modeled in PASUPAT. $D$ is diode gap, $h$ and $b$ are the height and base radius of the hemi-ellipsoidal emitter respectively.](image-url)

A regular computational grid poses challenge in handling surfaces of curved boundaries. As the computational cells at the curved boundaries are cut into two
medium by a boundary surface, special algorithms are required to smoothen the field\textsuperscript{25}. Emission of charged particle using Eq. 1 from such cells also requires special care\textsuperscript{25,37,38}.

Furthermore, in order to model the electron flow in a diode properly, the computational time step should be small compared to the transit time of the particle. Note that the ballistic transit time is given by
\[ T_{transit} = \sqrt{2mD/eE_0}, \]
where $D$ is the diode gap-length. For a micrometer size emitting tip, an accurate estimation of the field requires the grid to be sufficiently fine. Thus, the area of the element at the emitting surface in a cut-cell is very small. As a result, the amount of charge emitted from such an element in a computational time step turns out to be less than the charge of an electron. This poses a problem as far as convergence with respect to the number of computational particles is concerned since the charge per particle moves further away from the charge of the physical particles being modeled.

Recently, an emission algorithm based on cosine law of field variation at emitting tip was used in a study of electron beam transport across a gated diode\textsuperscript{25}. The space charge effect on the emission was negligible in that study and hence the cosine law was assumed to be valid. The emission algorithm involves: (i) estimation of charge emitted from the emitting tip\textsuperscript{11} using a combination of Eq. 1 and the cosine law (ii) divide the charge into a number of computational macro-particles (iii) emit the particles from area lying between $\hat{\theta}$ to $\hat{\theta} + \Delta \hat{\theta}$ by sampling $\hat{\theta}$ using distribution function derived in Ref. 11. The distribution function reads:
\[ f(\hat{\theta}) = 2\pi R_{a}^{2} \frac{\sin \hat{\theta}}{\cos^{2} \theta} \frac{J(\hat{\theta}) \hat{z}^{3}}{C_{1}} C_{0}, \]
where the quantities $\hat{z}$, $C_{0}$ and $C_{1}$ are defined in the appendix \textsuperscript{11}. For sharp emitters ($h/R_{a} >> 1$), further simplification can be made and the distribution function assumes the form:
\[ f(\hat{\theta}) \simeq 2\pi R_{a}^{2} \frac{\sin \hat{\theta}}{\cos^{2} \theta} J(\hat{\theta}). \]

As mentioned in Ref. 25, first $\hat{\theta}$ is sampled from the distribution described above. The value of the normal energy $\mathcal{E}_{N}$ and total energy $\mathcal{E}_{T}$ are thereafter obtained using the conditional distributions $f(\mathcal{E}_{N}|\hat{\theta})$ and $f(\mathcal{E}_{T}|\mathcal{E}_{N}, \hat{\theta})$ respectively. These distributions can be arrived at using the joint distribution $f(\hat{\theta}, \mathcal{E}_{N}, \mathcal{E}_{T})$. Once the angle $\hat{\theta}$, normal energy and total energy are calculated, velocity components in local co-ordinate system are obtained using suitable transformations.

Our rationale in investigating the validity of cosine law in the presence of space charge is as follows. As there is no charge in the diode gap at the start of the simulation, the cosine law is valid and hence charged particles (computational particle in PIC) are emitted using the distribution function described above. As space charge builds up in the diode region, the apex electric field changes. The field solver of the PIC code calculates the net field at the apex of the emitting tip, and this field in turn is used for further emission using the distribution function. The electric field at the surface of emitter is recorded at different times and its variation along the surface is studied to see whether it follows the cosine law. If the deviation from the cosine law is large, it can be concluded that the emission algorithm is invalid. On the other hand, if the deviation is small even after achieving the steady state, the cosine law holds and the emission algorithm is valid for the parameters of the diode.

### III. GEOMETRY AND SIMULATION DETAILS

We have carried out simulation study using the PIC code PASUPAT\textsuperscript{25,39}. A parallel plate diode with hemi-ellipsoidal emitter on the cathode plate has been considered in the simulation as shown in Fig 1. Different values of diode gap-length $D$, emitter height $h$ and base radius $b$ have been considered (see table I). The hemi-ellipsoidal emitter is placed at the center of the cathode plate. The orientation of the emitter is along the $z$ direction. The anode plate is kept at $z = D$ from the cathode plate. Periodic boundary conditions are imposed along $x$ and $y$ boundaries which are kept sufficiently away from the hemi-ellipsoidal emitter to simulate an isolated emitter.

The number of computational cells along $x$, $y$ and $z$ were typically taken to be $nx = 128$, $ny = 128$ and $nz = 256$. We have varied the grid, time-step and particle number to ensure convergence. The Cut-Cell module\textsuperscript{30} of PASUPAT has been deployed to model curved emitter. Since an electrostatic simulation has been carried out, a Multigrid Poisson solver\textsuperscript{30} has been used to update the electric field. The emission module described in Sec. 11 is used to estimate the net field emission current, the number of computational particles to be emitted in a time step, the distribution on the endcap with respect to the angle $\hat{\theta}$ and finally the initial velocities of the particles.

### IV. RESULTS

In this study three geometries have been considered. Parameters ($D, h, b$) of the respective geometries 1, 2, and 3 are specified in Table I.

| Geometry | $D(\mu m)$ | $h(\mu m)$ | $b(\mu m)$ |
|----------|-------------|-------------|-------------|
| 1        | 1.0         | 0.2515      | 0.15        |
| 2        | 10.0        | 2.515       | 1.5         |
| 3        | 100.0       | 25.15       | 15          |
where both \( E_a \) and \( E_{\text{PIC}} \) are calculated using PASUPAT. \( E_a \) is the field at the apex of the tip (\( \theta = 0 \)) while \( E_{\text{PIC}}(\tilde{\theta}_l) \) denotes the field on a point on the surface specified by \( \tilde{\theta}_l \). \( N_p \) is the number of points between \( \rho = 0 \) to \( \rho_m = 3R_a/4 \) and \( \tilde{\theta}_m \) corresponds to generalized angle corresponding to \( \rho_m \). For all the cases, \( \Xi \approx 1.2\% \) at the start of the simulation.

As the simulation proceeds in time, space charge builds up in the diode region and the field at the emitting surface reduces. After about one ballistic transit time, the average emission current settles down to a lower value.

We have calculated the average percentage relative error in the PIC field with respect to local field obtained using the cosine law as follows:

\[
\Xi = \frac{1}{N_p} \sum_{\tilde{\theta}_l=0}^{\tilde{\theta}_m} \left| \frac{E_a \cos \tilde{\theta}_l - E_{\text{PIC}}(\tilde{\theta}_l)}{E_a \cos \tilde{\theta}_l} \right| \times 100, \tag{6}
\]

where \( E_a \) and \( E_{\text{PIC}} \) are calculated using PASUPAT. \( E_a \) is the field at the apex of the tip (\( \theta = 0 \)) while \( E_{\text{PIC}}(\tilde{\theta}_l) \) denotes the field on a point on the surface specified by \( \tilde{\theta}_l \). \( N_p \) is the number of points between \( \rho = 0 \) to \( \rho_m = 3R_a/4 \) and \( \tilde{\theta}_m \) corresponds to generalized angle corresponding to \( \rho_m \). For all the cases, \( \Xi \approx 1.2\% \) at the start of the simulation. As the simulation proceeds in time, space charge builds up in the diode region and the field at the emitting surface reduces. After about one ballistic transit time, the average emission current settles down to a lower value compared to the start of simulation. We have studied the
variation of the field at the emitter surface, averaged over the fields obtained at intervals of 500 time steps between the second and third transit time. The number of simulation time steps in a single transit time is approximately 3000. Fig. 3 shows the variation of the magnitude of the electric field on the surface of emitter for three asymptotic fields $E_0$, 1.5 V/nm, 1.75 V/nm and 2.0 V/nm in case of Geometry 2. As before, points are obtained using the PIC code PASUPAT while the curves represent the cosine law. Solid squares, solid triangles and open circles represent surface fields for $E_0 = 1.5$ V/nm, $E_0 = 1.75$ V/nm and $E_0 = 2.0$ V/nm respectively. It may be seen that the field variation agrees very well with the cosine law for $E_0=1.5$ V/nm while the deviations increase at the largest field.

Apart from the applied field, the validity of the cosine law in the presence of space charge also depends on the size of diode region. This is evident from Fig. 4 which shows the field variation for Geometry 1 (Fig. 4a) and Geometry 3 (Fig. 4b) which differ in size by two orders of magnitude. As before, the variation is averaged using the fields obtained at intervals of 500 time steps between the second and third transit time. As in Fig. 3 solid squares, solid triangles and open circles represent surface fields for $E_0 = 1.5$ V/nm, $E_0 = 1.75$ V/nm and $E_0 = 2.0$ V/nm respectively for both (a) and (b). Solid curves represent the corresponding cosine variation. It may be noted that the local fields are identical in all three cases at the start of the simulation. However Geometry 1 has the smallest transit time and emission area while Geometry 3 has the largest. As a result, Geometry 3 has a larger accumulation of space charge compared to Geometry 1, thus leading to a larger deviation from the cosine law for the same value of applied field. Geometry 1 on the other hand is compatible with the cosine law even at higher values of $E_0$.

A measure of space charge is defined as $\vartheta = E_P/E_L$, where $E_P$ is electric field in the presence of space charge and $E_L$ is that obtained by solving Laplace equation. Here we take $E_P$ as apex electric field averaged from the second to third transit time as before while $E_L$ is the apex field at $nt = 0$. In order to quantify the effect of space charge on the validity of cosine law, the deviation $\Xi$ for different values of $\vartheta$ is shown in table II.

It is clear from table II that $\Xi$ is below 3% for $0 < \vartheta \leq 1.0$. Thus, in weak space charge limit, cosine law can be used in field emission module of a PIC simulation code.

Another measure of space charge is the scaled current density $\zeta = k J_P D^2 V^{-3/2}$, where $J_P$ is the space charge affected current density due to field emission of electrons, $V = E_0 D$ is the diode-gap voltage and $k = e_0 \sqrt{m/2\epsilon}$ is a constant. For planar diode, $\vartheta$ and $\zeta$ are related to each other as follows:

$$3 \vartheta^2 (1 - \vartheta) = \zeta (4 - 9 \vartheta). \quad (7)$$

From the above equation, it may be seen that when $\vartheta \to 0$, the normalized current $\zeta \to 4/9$ i.e. $J_P \to J_{CL}$, where $J_{CL} = (4e_0/9)(\sqrt{2\epsilon/m})(V^{3/2}/D^2)$ is the Child-Langmuir current density.

In the weak space charge regime, $\vartheta \to 1$ and $\zeta \to 0$, the solution to above equation around $\zeta = 0$ may be expressed as:

$$\vartheta = 1 - \frac{4}{3} \zeta + \ldots \quad (8)$$

Note that in case of planar diode $\vartheta$ is ratio of electric field at the cathode in the presence of space charge and $E_0 = V_g/D$.

| Geometry | $E_0$ (V/nm) | $\vartheta$ | $\Xi(\%)$ |
|----------|--------------|-------------|------------|
| 1        | 1.5          | 0.981       | 0.57       |
|          | 1.75         | 0.947       | 1.06       |
|          | 2.0          | 0.902       | 2.62       |
| 2        | 1.5          | 0.953       | 0.96       |
|          | 1.75         | 0.898       | 3.14       |
|          | 2.0          | 0.839       | 5.88       |
| 3        | 1.5          | 0.910       | 2.81       |
|          | 1.75         | 0.839       | 6.32       |
|          | 2.0          | 0.773       | 10.07      |

FIG. 5. Normalized apex field $\vartheta = E_P/E_L$ plotted against normalized current $\zeta$ for $g = 0.7$. Line $\vartheta = 1.0 - 0.7 \zeta$ was fitted to the points. Best fit gives $\delta = 0.073$. Best fitted line is also shown with the simulation point.

In case of curved emitters, the relation between $\vartheta$ and $\zeta$ may involve the field enhancement factor $\gamma_\alpha$. This expectation stems from a recent result where it was shown...
that for curved emitters, the space charge limited current density scales as \( J_{SCL} \approx \gamma_a J_{CL}^{3/2} \), here \( \gamma_a = E_a/E_0 \) is the field enhancement factor at the apex of the tip. Moreover, in case of emission from curved tips, the current density is not uniform over the emission area. Notwithstanding all these complications, we attempt to find a relation like \( \vartheta = 1 - \delta \zeta \) by fitting the simulation data, where \( \delta \) is a constant. However, calculation of \( \zeta \) requires the current density \( J_p \). To calculate \( J_p \) from the current \( I_P \) obtained in simulation, we need to divide \( I_P \) by emission area \( A \). First we assume \( A = \pi b^2 \), i.e. base of the hemi-ellipsoidal tip. For this case, value of \( \delta \) is found to be 0.43. But, field emission from curved surfaces is predominantly from the area in the vicinity of the apex of the tip. So a better way to calculate emission area may be to assume area \( A = \pi (gR_a)^2 \), where \( g \leq 1 \). Fig. 5 shows variation of \( \vartheta \) with \( \zeta \) obtained using PIC simulation. Here \( g \) was taken to be 0.7. A straight line \( \vartheta = 1 - \delta \zeta \) is fitted to the simulation points. We obtain \( \delta = 0.073 \) for the best fit and the points appear to follow this linear trend even for \( \vartheta < 0.9 \).

**TABLE III. Variation of fitting parameter \( \delta \) with \( g \)**

| \( g \) | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
|---|---|---|---|---|---|---|
| \( \delta \) | 0.037 | 0.050 | 0.073 | 0.092 | 0.12 | 0.152 |

Table III gives values of \( \delta \) obtained for different values of \( g \) corresponding to different emitting area at the tip. Note that values of \( \delta \) obtained using simulation for all values of \( g \) is quite small compared to \( \delta = 4/3 \) predicted by Eq. 7 which does not consider correction for the curved emitter. This needs further theoretical investigation with role of field enhancement factor considered properly.

V. CONCLUSIONS

The effect of space charge on the validity of the generalization of cosine law of field variation at the surface of hemi-ellipsoidal emitter was investigated using PIC simulations. A special field emission module in PIC code PA-SUPAT was used for emission of electrons. This module uses the cosine law of field variation to estimate the net current from the emitter. A distribution function based on cosine law is used to calculate the total energy, normal energy and launch angle of computational particles in the present study. It has been found that the average deviation \( \Xi \) of the field from cosine law is less than 3% for space charge parameter \( \vartheta \) lying between 0.9 to 1.0. Thus for cases where space charge is not very strong, the field emission module based on cosine law can be used in PIC codes. As this scheme does not require calculation of current from each cell at the emitting surface, it helps in making the computation faster.

We have also investigated the relation between normalized field at the apex of emitter, \( \vartheta \) and normalized diode current \( \zeta \) for curved emitter. In the weak space charge regime, simulation result shows that \( \vartheta \) and \( \zeta \) follow a linear relation similar to that for the flat emitters \( (\vartheta = 1 - \delta \zeta) \). The value of \( \delta \) is however small compared to that for the flat emitters. As the space charge limited current for curved emitters depends on the apex field enhancement factor, the theory for space charge affected field emission may need to be modified for curved emitters.
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In Ref. [11], the distribution of field-emitted electrons on the surface of a locally parabolic sharp emitter was derived using the generalized cosine law. The sharpness assumption resulted in the approximations mentioned above. We shall first express $\sqrt{1 + \rho^2}$ in terms of $\sqrt{\tilde{z}^2 + \rho^2}$ without assuming $\tilde{z} \approx 1$. This can be easily achieved by noting that

$$1 + \rho^2 = \tilde{z}^2 + \rho^2 + (1 - \tilde{z}^2) = (\tilde{z}^2 + \rho^2) \frac{1 + \rho^2}{\tilde{z}^2 + \rho^2}$$

(A.4)

Thus, $\sqrt{1 + \rho^2} = C_0 \sqrt{\tilde{z}^2 + \rho^2}$ where

$$C_0 = \left(\frac{\sin^2 \tilde{\theta} + \cos^2 \tilde{\theta}}{\tilde{z}^2}\right)^{1/2}.$$  

(A.5)

The next correction requires an evaluation of $d\rho/d\tilde{\theta}$. To achieve this, first note that for a locally parabolic tip, $\rho^2 \approx (1 - \tilde{z})2h/R_a$. Thus using Eq. (A.2),

$$\tilde{z}^2(\sec^2 \tilde{\theta} - 1) + \frac{2h}{R_a} \tilde{z} - \frac{2h}{R_a} = 0$$

(A.6)

which can be solved to express $\tilde{z}$ in terms of $\tilde{\theta}$ as

$$\tilde{z} = \frac{h}{R_a} \cot^2 \tilde{\theta} \left[\sqrt{1 + \frac{2R_a}{h} \tan^2 \tilde{\theta} - 1} \right].$$ (A.7)

Finally, using $\sin \tilde{\theta} = \tilde{\rho}/\sqrt{\rho^2 + \tilde{z}^2}$, we have

$$\cos \tilde{\theta} \, d\tilde{\theta} = \frac{d\tilde{\rho}}{\sqrt{\rho^2 + \tilde{z}^2}} \left[1 - \frac{\rho^2 + \tilde{z}^2 \frac{d\tilde{z}}{d\tilde{\rho}}}{\rho^2 + \tilde{z}^2} \right]$$ (A.8)

where $d\tilde{z}/d\tilde{\rho} \approx -\tilde{\rho}R_a/h$ for a locally parabolic tip. On simplification and using Eq. (A.7),

$$\cos \tilde{\theta} \, d\tilde{\theta} = \frac{\cos^2 \tilde{\theta}}{\sqrt{\rho^2 + \tilde{z}^2}} C_1 \, d\tilde{\rho}$$ (A.9)

where

$$C_1 = \sqrt{1 + \frac{2R_a}{h} \tan^2 \tilde{\theta}}.$$  (A.10)

Thus,

$$dI = f(\tilde{\theta})d\tilde{\theta} = 2\pi R_a^2 J_{MG}(\tilde{\theta}) \tilde{\rho} \sqrt{1 + \tilde{\rho}^2} d\tilde{\rho} \tilde{\theta}. $$ (A.3)
\[
\frac{d\tilde{\rho}}{d\theta} = \frac{\sqrt{\tilde{\rho}^2 + \tilde{z}^2}}{\cos \theta} \cdot \frac{1}{C_1}. \tag{A.11}
\]

Putting everything together and using the expressions for \(\sin \tilde{\theta}\) and \(\cos \tilde{\theta}\), we finally have

\[
f(\tilde{\theta}) = 2\pi R_a^2 J_{MG}(\tilde{\theta}) \tilde{\rho} \frac{\tilde{\rho}^2 + \tilde{z}^2 C_0}{\cos \theta} \frac{C_0}{C_1} \tag{A.12}
\]

\[
= 2\pi R_a^2 J_{MG}(\tilde{\theta}) \frac{\sin \tilde{\theta}}{\cos^4 \tilde{\theta}} \times \tilde{z}^3 \frac{C_0}{C_1} \tag{A.13}
\]

where the correction factor \(\tilde{z}^3 C_0/C_1\) can be evaluated using Eqs. (A.5), (A.7), and (A.10).