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Abstract

Prototypical methods have recently gained a lot of attention due to their intrinsic interpretable nature, which is obtained through the prototypes. With growing use cases of model reuse and distillation, there is a need to also study transfer of interpretability from one model to another. We present Proto2Proto, a novel method to transfer interpretability of one prototypical part network to another via knowledge distillation. Our approach aims to add interpretability to the “dark” knowledge transferred from the teacher to the shallower student model. We propose two novel losses: “Global Explanation” loss and “Patch-Prototype Correspondence” loss to facilitate such a transfer. Global Explanation loss forces the student prototypes to be close to teacher prototypes, and Patch-Prototype Correspondence loss enforces the local representations of the student to be similar to that of the teacher. Further, we propose three novel metrics to evaluate the student’s proximity to the teacher as measures of interpretability transfer in our settings. We qualitatively and quantitatively demonstrate the effectiveness of our method on CUB-200-2011 and Stanford Cars datasets. Our experiments show that the proposed method indeed achieves interpretability transfer from teacher to student while simultaneously exhibiting competitive performance. The code is available at https://github.com/archmaester/proto2proto.

1. Introduction

Interpretability in machine learning helps humans understand the reasoning behind a model in arriving at a particular decision. From an end-user’s perspective, interpretability increases the trust in the models, eventually leading to better machine learning systems, especially the ones involved in making high-stake decisions. Lipton [28] points out various desiderata for interpretability like trust, causality, transferability, etc. In the past decade, the primary focus of the vision community was on designing models to improve performance on tasks like classification, object detection, segmentation, etc. Deep learning models such as CNNs [12, 40, 44] have played a considerable role in this success. However, they are often criticized as non-interpretable due to their black-box nature.

To add interpretations to the CNN models [2], numerous efforts falling into categories of model approximation, exemplar-based, gradient-based and concept-based interpretations have been studied in recent years. In this work, we specifically focus on methods that perform model approximation using prototypes, which allow both post hoc interpretability (explaining in terms of concepts after a model is trained) and ante hoc interpretability (learning to predict and explain through prototypes jointly during training itself). ProtoPNet [6] and ProtoTree [33] are two recent methods that add interpretability to prototypical models. ProtoPNet learns class-specific prototypes, while ProtoTree learns class-agnostic prototypes to provide global and local interpretability. However, the efforts in this space are nascent, with no effort yet to translate to shallower networks or transfer interpretability through the learned prototypes to other models, which could have many applications in model compression, few-shot learning, continual learning, etc.

Knowledge Distillation (KD) is a well-known technique to transfer the “dark” knowledge from the Teacher model to a Student network. Many works [1, 7, 9, 13–16, 23, 34, 35, 37, 46, 47, 51, 53] have focused on improving the performance and faithfulness of the student model to the teacher model in terms of accuracy, without much focus on the interpretability aspect. Liu et al. [29] distilled a black-box deep learning model to a decision tree to make it more interpretable. Song et al. [41] constructed an intermediate decision tree to capture the intrinsic problem-solving process of the teacher and transfer it to a student. The goal of these few works was to add interpretability to a black-box teacher model through knowledge distillation. We, on the other hand, consider an already implicitly interpretable teacher model and show how our distillation method can retain faithfulness of interpretability while transferring to a student model.

To this end, we present Proto2Proto, a novel method to transfer the interpretability of one prototypical part network to another. We consider a Teacher network, whose inter-
pretability we would like to transfer to a shallower Student network. Prototype in this paper refers to a latent representation of a training image with a smaller spatial dimension called a patch. It represents the prototypical part of images allowing finer comparisons similar to the prototypes defined in ProtoPNet [6]. Fig. 1 illustrates the motivation of our approach. For a given test image, we visualize top-k prototypes, which play the most significant role in the decision making. We compare these prototypes of teacher, baseline student and our student. As evident, our student is more faithful to the teacher in retaining similar prototypes to make decisions compared to baseline student.

In particular, we propose two novel losses: Global Explanation loss and Patch-Prototype Correspondence loss to achieve our objective of transferring the interpretability of the teacher to the student. In prototypical networks [6, 33, 39], knowledge is stored in the prototypes that these models learn. These prototypes can act as global explanations for the model, i.e., irrespective of the input, the model can tell which parts/regions it may focus on to make decisions. Global Explanation loss helps to transfer these global explanations or prototypes to the student.

Similarly, for a given input, local representations obtained from the model are compared with the prototypes to determine which prototypes are present in the image. Based on the activations of prototypes, the model recognizes the image. Hence, it becomes important to generate similar activations of prototypes, for a given input, to recognize an image like the teacher. Patch-Prototype Correspondence loss helps to achieve this objective. It mimics the local representations of the teacher for which prototypes become active. Unlike [37], which mimics the entire feature map of a teacher for knowledge transfer, we propose to mimic local representations of the teacher that activate prototypes.

Since this is the first such effort, to validate whether we have achieved our objective, we propose three new metrics: (i) Average number of Active Patches (AAP), which determines the average number of local representations which are active for the model. It is used to evaluate the Patch-Prototype Correspondence, with a motive of bringing this value of the student close to the teacher; (ii) Average Jaccard Similarity of Active Patches with Teacher (AJS), which determines the overlap of the active local representations of the student to the teacher. It is calculated for a pair of models, namely, teacher and student. The higher its value, the closer the student is to the teacher. It is also used to evaluate the Patch-Prototype Correspondence; and (iii) Prototype Matching Score (PMS), which evaluates how close the prototypes of the student are w.r.t. the teacher. It is used to evaluate the transfer of Global Explanations.

We summarize our contributions as follows:

• To the best of our knowledge, we present the first attempt to transfer interpretability from a prototypical teacher to a student model.

• We propose two novel losses, Global Explanation loss and Patch-Prototype Correspondence loss for the knowledge transfer. We show that with our approach, the final layer decision module of a teacher can be used for the student directly as is, without relearning.

• We propose three evaluation metrics to determine the faithfulness of the student to the teacher in terms of interpretability.

• We perform a comprehensive suite of experiments on benchmark datasets which show the effectiveness of our method.
2. Related Works

2.1. Interpretability

Interpretability for machine learning models can be provided as post-hoc explanations or as self-explanations. While the former gives intuition about the trained black-box model [8,19,21,22,32,55], the latter tries to understand the complex decision process by modifying architecture during training [2,38,54]. Existing interpretable models can be divided into four major types [26], namely, gradient-based, model-approximation based, conceptual interpretation and example-based methods. Our focus in this paper is on model-approximation and example-based methods. Either globally or locally, the model-approximation methods approximate the representations using a self-explanatory model such as linear models and decision trees. Local models like LIME [36] focus on local similarity neighbourhood. While global models like soft decision trees [17,24,43], adaptive neural trees [45] approximate the entire deep neural models. On the other hand, example-based methods [11,18] compare input images with exemplar images to interpret a single input image. Since exemplars are too specific, prototypical models [4,20] approximate the model within a set of prototypes. These learned prototypes do not focus much on the decision process; their capacity is limited interpretability. By combining model approximation methods with prototype-based models, performance and interpretability can be handled.

Recently proposed models like ProtoPNet [6], ProtoTree [33] use the above concept to improve interpretability and focus on model’s decision process. ProtoPNet learns class-specific prototypes representing parts of a class approximated by a linear model for decision making. ProtoTree learns class-agnostic prototypes approximated by a decision tree making the architecture hierarchical. Our proposed work focuses on transferring the interpretable knowledge stored in these prototypes to a shallower network.

2.2. Interpretable Knowledge Distillation

A lot of works focus on the design and development of small models applicable in a resource-constraint deployment. Knowledge Distillation is one such model compression method to improve the performance of small student models using a large teacher model. It distills the dark knowledge by mimicking the logits [3], or soft labels [14] from teacher to student. Survey papers on knowledge distillation covering distillation strategies, student-teacher architectures and the recent findings can be viewed to get the background on this setup [10,50]. Even though a plethora of literature for knowledge distillation is present, very few works have been proposed to focus on the interpretability aspect of knowledge distillation.

Interpretability in knowledge distillation is commonly achieved by transferring the teacher’s dark knowledge into interpretable tree-based models in one form or the other. Post-hoc interpretations were obtained for the dark knowledge by varying the inputs to trees such as matching logits [30], soft targets or using different types of trees architecture viz soft decision trees [17], vanilla decision trees , adaptive neural trees [45], Neural backed decision trees [49], Gradient boosting trees [5] and generalized additive models [31]. Instead of using representations from the deep neural networks, Tree-Network-Tree architecture [27] attempts to learn a tree-based model in the input space to extract the decision path and form an embedding representation. This is further used to learn a neural network whose soft labels are used to distill knowledge into another tree-based model. This three-step process helps in making the model interpretable due to the extractable decision paths from the distilled tree. Most of the attempts above focus on relieving the tension between accuracy and interpretability. Due to the constraints on input/weight space, the knowledge could not be completely distilled into the student, or the distilled models could not be used to their full capability.

Another line of thought is to use visualization methods for interpretation. DarkSight [52] uses a simple interpretable classifier such as Naive Bayes’ as a student model to mimic the dark knowledge. Applying low dimensional representation to data and jointly optimizing on model compression objective, the visualizations obtained on the network’s predictions provides interpretability.

One close work to our proposed method attempts to mimic the decision-process of the teacher in a layer-wise manner, instead of the teacher’s output [42]. They construct a decision tree using agglomerative clustering on the layers of the teacher model and use it to train the student model. Knowing the decision process in each layer makes the student model interpretable.

Our proposed work differs from the all above methods in transferring the dark knowledge (i) stored in the form of prototypes (ii) even without re-learning the decision module of the student. We also retain the faithfulness to the teacher in terms of interpretability. It also mimics the decision process made by the teacher, hence the student model can be trained to its full capacity without forgoing the performance. In terms of interpretability, the model is inherently interpretable due to the usage of an interpretable model for training a teacher.

3. Proto2Proto: Proposed Methodology

Prototypical methods [6,33,39] learn a tuple of prototypes $P = (p_i)^m_{i=1}$, where $p_i \in \mathbb{R}^d$, which are representations of the most important regions in the training dataset. They facilitate a refined recognition of images. These methods usually contain four modules: backbone, add-on, comparison and decision module. The input image $x$ is first
Figure 2. Our proposed architecture for training a “Proto2Proto” Student model via Knowledge Distillation. It shows information flow between teacher and student, as well as the inference processes (black arrows: forward information flow, purple arrows: backpropagation in student, blue arrows: loss terms introduced in our work for teacher-student alignment).

Table 1. Notations defined in the paper. The notations are superscripted by \( T \) or \( S \) to denote teacher or student, respectively.

| Notations | Description |
|-----------|-------------|
| \( f(x) \) | Backbone features for input \( x \) |
| \( \omega(x) \) | Add-on features (matched against the prototypes) for input \( x \) |
| \( P \) | A tuple of prototypes |
| \( p \) | Single prototype |
| \( P \) | Binary mask of active patches |
| \( L(x) \) | Set of local patches for input \( x \) |
| \( l_{i,j}(x) \) | \( i,j \)th local patch for input \( x \) |
| \( \tau \) | Distance threshold to determine an active patch |
| \( C \) | Number of classes |

Passed on to the backbone module to obtain a feature map \( f(x) \) which is then passed on to an add-on module to obtain a feature map \( \omega(x) \in \mathbb{R}^{H \times W \times d} \). The add-on module outputs \( HW \) local representations or patches of dimension \( d \). We denote them by a set \( L(x) = \{ l_{11}(x), l_{12}(x), \ldots, l_{HW}(x) \} \), where \( l_{i,j}(x) \in \mathbb{R}^d \). Note that the dimensionality of prototypes is same as local representations, i.e., \( d \). The comparison module then compares \( L(x) \) with \( P \) using similarity scores. The scores between the prototypes and their nearest patch are then passed on to the decision module. In ProtoPNet [6], the decision module is a fully connected layer with \( |P| \times C \) to get the output logits. a) Inference in ProtoPNet :- Input image \( x \) is passed through CNN to obtain a set of features \( L(x) \). For each prototype \( p \), we compute its \( L_2 \) distance with set \( L(x) \), the distances are then inverted to get similarity scores and the maximum similarity score is then computed using maxpooling. \(|P| \) similarity scores thus obtained are then fed to fully connected layer of size \(|P| \times C \) to get the output logits. b) Inference in ProtoTree :- Here, prototypes are arranged as internal nodes of a soft, binary decision tree (user-provided structure). Maximum similarity scores, obtained as above are then normalized to \([0,1]\) which act as probability values. For each prototype node, routing is done based on comparing max similarity score with pre-set threshold values. Leaf nodes store the classification predictions.

Also, each prototype belongs to a particular class which makes the weights of the decision module sparse. ProtoP-Share [39] improves on ProtoPNet and additionally merges semantically similar prototypes using novel data-dependent merge-pruning algorithm. In ProtoTree [33], the decision module is a decision tree where the prototypes are arranged as nodes of the decision tree. For clarity, the notations with descriptions are mentioned in Table 1.

A typical information flow in prototypical models is explained as follows: a) Inference in ProtoPNet :- Input image \( x \) is passed through CNN to obtain a set of features \( L(x) \). For each prototype \( p \), we compute its \( L_2 \) distance with set \( L(x) \), the distances are then inverted to get similarity scores and the maximum similarity score is then computed using maxpooling. \(|P| \) similarity scores thus obtained are then fed to fully connected layer of size \(|P| \times C \) to get the output logits. b) Inference in ProtoTree :- Here, prototypes are arranged as internal nodes of a soft, binary decision tree (user-provided structure). Maximum similarity scores, obtained as above are then normalized to \([0,1]\) which act as probability values. For each prototype node, routing is done based on comparing max similarity score with pre-set threshold values. Leaf nodes store the classification predictions.

Figure 3. Effect on Active Patches by varying \( \tau \) using \( L_2 \) as a metric. The binary activation mask \( M \) is upscaled and overlayed on the image for visualization, for different values of \( \tau \). The highlighted part of the image shows the active patches.
In our setup, we transfer the knowledge of a trained prototypical teacher model to a student model not only to improve the performance of the student in terms of accuracy but also to bring it closer to the teacher in terms of interpretability. We denote a learned tuple of prototypes of teacher model by $P^T$ and a learnable tuple of prototypes of student model by $P^S$. The global interpretability of the teacher is contained in its prototypes since they implicitly represent the parts/regions the model focuses on to make the decisions. For input image $x$, the local interpretability depends on the pair $\mathcal{L}^T(x), P^T$, since the decisions are taken based on the distance between $P^T$ and local representations $\mathcal{L}^T(x)$. In order to transfer this knowledge, it is necessary that the student agrees with the teacher on local representations and prototypes. To achieve this, we propose two losses: Global Explanation loss and Patch-Prototype Correspondence loss. We first define active patches to determine which local representations are associated with the prototypes. Next, we define Patch-Prototype Correspondence loss, which forces the student to agree with the teacher on active local representations. Finally, we define Global Explanation loss which forces the student to agree with the teacher on the prototypes.

### Active Patch:

In comparison module, each prototype is associated with the closest local patch and only the associated local patches are involved in the decision making. We call such patches as active. For input $x$, let $k(x) \in \mathcal{L}(x)$ be a local patch. We define a function $Active$ for local patch $k(x)$ as below:

$$Active(k(x), \tau, P) = \begin{cases} 
1 & \text{if Eq. (1) is satisfied} \\
0 & \text{Otherwise}
\end{cases}$$

$$\text{if } \exists p \in P \text{ s.t. } D(k(x), p) = D^* \leq \tau$$

$$D^* = \min_{i,j} D(l_{ij}(x), p)$$

$$\text{and } i, j \in \{1, 2, ..., H\}, \{1, 2, ..., W\}$$

where $\tau$ is a distance threshold and $P$ is a tuple of prototypes as defined earlier. The local patch $k(x)$ is said to be active if there exists a prototype $p \in P$ such that the distance of $p$ from $k(x)$ is minimum among all local patches $\mathcal{L}(x)$ and less than $\tau$. The hyperparameter $\tau$ controls the maximum distance allowed to define an active patch. Fig. 3 shows the effect of $\tau$ on the number of active patches. As observed, the number of active patches decrease with the value of $\tau$. We refer to $\tau$ as $\tau_{\text{train}}$ during training and $\tau_{\text{test}}$ during testing.

### Patch-Prototype Correspondence Loss:

Romero et al. [37] proposed to mimic the local representations of the teacher as hints to the student to improve the performance of the student. We propose to transfer only the active local representations of the teacher’s add-on layer to the student to improve its interpretability as well. We identify the active patches of the teacher for input $x$, and represent it as a binary activation mask $M^T$ which is defined as:

$$M^T(x)[i, j] = Active(l_{ij}(x), \tau_{\text{train}}, P^T)$$

$$\forall i, j \in \{1, 2, ..., H\}, \{1, 2, ..., W\}$$

We now define the Patch-Prototype Correspondence loss as:

$$L_{ppc} = \frac{1}{N} \sum_{n=1}^{N} \| M^T(x_n) \cdot [\omega^T(x_n) - \omega^S(x_n)] \|_2$$  \hspace{1cm} (4)

where $N$ is the number of training images, $\omega^T(x_n)$ and $\omega^S(x_n)$ are the outputs of the add-on layer of teacher and student respectively, for input image $x_n$.

### Global Explanation Loss:

To achieve our objective, the student should agree with the teacher on the prototypes. Global Explanation loss forces the prototypes of the student model to be close to that of the teacher model. We define it as:

$$L_{global} = \frac{1}{m} \sum_{i=1}^{m} D(p_i^T, p_i^S)$$  \hspace{1cm} (5)

where $D$ is a distance metric (cosine, euclidean, etc.) and $m$ is the number of prototypes. We term this as the Global Explanation loss, because the prototypes are globally interpretable, i.e., without any input we can tell which region they are focusing on. We use Euclidean distance as a metric in our experiments.

### Model Loss:

It denotes the corresponding losses of the prototypical part methods [6, 33]. For ProtoPNet, we refer to $L_{\text{model}}$ as $L_{ppnet}$ and for ProtoTree, $L_{ptree}$.

The total loss is given by:

$$L_{\text{total}} = L_{\text{model}} + \lambda_{global} L_{global} + \lambda_{ppc} L_{ppc}$$  \hspace{1cm} (6)

where $\lambda_{global}$ and $\lambda_{ppc}$ are the hyperparameters which are used to balance the losses.

### 3.1. Evaluating Interpretability Transfer

Since this is the first such effort on interpretability transfer on prototypical networks, we also propose three evaluation metrics to determine the proximity of the student model to the teacher model in terms of interpretability. Note that the aim of our evaluation metrics is not to evaluate the interpretability of individual models but to evaluate interpretability transfer between teacher and student models.

#### Average number of Active Patches (AAP):

We had earlier stated that the student should agree with the teacher on local representations and prototypes. To achieve agreement of the former, we introduced $L_{ppc}$ loss. AAP is one of the
metrics which evaluates $L_{pce}$. We define the average number of active patches of model $m$ as:

$$AAP(\tau_{test}, P) = \frac{1}{N} \sum_{n=1}^{N} \sum_{h=1}^{H} \sum_{w=1}^{W} \text{Active}(l_{hw}(x_n), \tau_{test}, P)$$

where $N$ is the number of images, $\tau_{test}$ is the distance threshold, $P$ is a tuple of prototypes of model $m$ (ideally, the notation should be $P^m$, for simplicity we ignore $m$), and $\text{Active}$ is defined in Eq. (2). The closer the value of AAP of student to that of teacher, the better the interpretability transfer.

**Average Jaccard Similarity of Active Patches with Teacher (AJS):** For AAP score, we counted the number of active patches. Here, we determine the overlap of the active patches of student with teacher to find out the similarity between them. AAP score is calculated for individual models whereas AJS is calculated for a (student, teacher) pair. We assign a unique identifier to all active patches of an image. For image $x$, $A(x) = \{...; id_{ij}(x); ...\}$, where $id_{ij}(x) = \text{UNIQUE-ID}(ij)$ and $\text{Active}(i, j, \tau_{test}, P) = 1$. We define Average Jaccard Similarity between active patches of student $S$ and teacher $T$ as follows:

$$AJS(S, T) = \frac{1}{N} \sum_{n=1}^{N} \frac{|A^T(x_n) \cap A^S(x_n)|}{|A^T(x_n) \cup A^S(x_n)|}$$

where $N$ is the number of images. $A^T$ and $A^S$ are the active patches of teacher and student, respectively. Note that $AJS(T, T) = 1$ serves as the target upper bound for the student model.

**Prototype Matching Score (PMS):** Now, we define a metric to evaluate $L_{global}$. The intuition is to compute a matching score to measure the closeness between prototypes of teacher and student. To compute this score, the exact correspondence between teacher & student prototypes is required, which is unknown. Hence, we use Hungarian matching algorithm (HMA) to match the prototypes. Note that HMA may not be required to match teacher prototypes with our student as there will be a sequential mapping between the two (Eq. (5)) but is needed for baseline student.

The prototypes across models are distributed in different spaces, a direct comparison between the two using a distance metric is not trivial. Hence, we determine the similarity of prototypes across models in terms of local patches which activates the corresponding prototype. In AJS, we maintained a list of active patches for a given input image. Here, we maintain a list of active patches across all the images, for each prototype, to determine the similarity of prototypes of two models. We use Modified-Jaccard-Similarity as a distance metric to compare the prototypes of the teacher and the student. Algorithm 1 summarizes the overall idea. Please refer Supplementary material for details on Modified-Jaccard-Similarity.

| Algorithm 1: Prototype Matching Score (PMS) |
| --- |
| **Input:** $T$ - Teacher, $S$ - Student, $D$ - Test/Val Dataset |
| **Output:** Prototype Matching Score (PMS) |
| 1 numSamples = $|D|$ |
| 2 Initialize Teacher Prototype list, $Q^T = \{q^T_1, ..., q^T_m\}$, where $q^T_i = \phi \forall i \in \{1, 2, ..., m\}, |P^T| = m$ |
| 3 Initialize Student Prototype list, $Q^S = \{q^S_1, ..., q^S_m\}$, where $q^S_i = \phi \forall i \in \{1, 2, ..., m\}, |P^S| = m$ |
| 4 for $i = 1 : m$ do |
| 5 for $j = 1 : m$ do |
| 6 $k^T = \text{argmin}_{h,w} D(i^T_h(x_i), p^T_j)$ |
| 7 $q^T_j = q^T_j \cup \text{UNIQUE-ID}(k^T, x_i)$ |
| 8 $k^S = \text{argmin}_{h,w} D(i^S_h(x_i), p^S_j)$ |
| 9 $q^S_j = q^S_j \cup \text{UNIQUE-ID}(k^S, x_i)$ |
| 10 end |
| 11 end |
| 12 score-matrix = Modified-Jaccard-Similarity($Q^T, Q^S$) |
| 13 matching-scores = Hungarian(score-matrix) |
| 14 return Average(matching-scores) |

### 4. Experimental Results

We demonstrate our proposed method and perform experiments on the fine-grained classification benchmark datasets CUB-200-2011 [48] and Stanford Cars [25]. To have fair comparison, our experimental setting is similar to the setup in ProtoPNet [6] and ProtoTree [33]. We have experimented with various architectures like ResNet [12] and VGG [40]. For each setting, we have the results of teacher, baseline student and Proto2Proto student (Ours). The models are evaluated on interpretability using AAP, AJS and PMS as defined in Section 3.1. Apart from this, we also evaluate all the models based on top-1 accuracy since we do not want to compromise on accuracy in favour of interpretability. The architectures ResNet50, and VGG19 were used for the teacher model and ResNet18, Resnet34, and VGG11 were used for the student model. Hyperparameter details can be found in the Supplementary Material.

Table 2 shows the performance of our proposed approach. Our student outperforms the baseline student in all our experiments. It is able to achieve on par or even exceed the teacher’s performance in some cases. For example, VGG19 → VGG11 (KD), our method gives a 5.83% absolute increment in accuracy compared to the baseline student. A similar trend is observed for ResNet architectures on CUB and Stanford Cars. The evaluation metrics AJS will be 1 for the teacher model since the model is similar to itself. This metric shows how close the student model is to the teacher model. As seen from the results, our proposed student model is closer to the teacher in all settings compared to the baseline student. A similar argument holds for PMS, how close the student prototypes are with the teacher.
### Datasets

| Method/Setting | AAP | AJS (↑) | PMS (↑) | Top-1 Accuracy (↑) |
|----------------|-----|---------|---------|-------------------|
| **CUB**        |     |         |         |                   |
| Baseline + PShare | 960 | 0.69 | 0.33 | 70.15 |
| Ours + PShare | 960 | 0.33 | 0.79 | 74.01 |
| **CARS**       |     |         |         |                   |
| Baseline + PShare | 960 | 0.20 | 0.13 | 70.15 |
| Ours + PShare | 960 | 0.20 | 0.13 | 70.15 |

Table 2: Results of Proto2Proto student (Ours) on ProtoPNet [6], ProtoTree [33] for multiple architectures like ResNet, VGG experimented on CUB and Stanford Cars. Evaluated performance using Top-1 Accuracy and interpretability using metrics AAP, AJS and PMS.

### Ablation studies

#### Ablation on losses

We perform experiments with various combinations of losses to demonstrate the effectiveness of our approach. Table 4 summarizes our results. As evident, adding the individual losses improves the performance on all metrics and all three losses combined performs even better. We additionally perform experiments by reusing the teacher’s decision module for the student. It significantly boosts interpretability scores and accuracy. Notice that we get a minor benefit in interpretability scores by removing \( L_{ppnet} \). Hence, we use the last setting in our experiments.

| \( L_{ppnet} \) | \( L_{ppc} \) | \( L_{global} \) | Reuse | AAP | AJS (↑) | PMS (↑) | Accuracy |
|-----------------|---------------|----------------|-------|-----|---------|---------|----------|
| ✓               | ✓             | ✓              | ✓     | 39.77 | 0.42   | 0.18    | 75.47    |
| ✓               | ✓             | ✓              | ✓     | 31.26 | 0.49   | 0.18    | 75.19    |
| ✓               | ✓             | ✓              | ✓     | 30.59 | 0.54   | 0.61    | 77.63    |
| ✓               | ✓             | ✓              | ✓     | 20.89 | 0.70   | 0.69    | 78.11    |

Table 4: Performance of ResNet18 student on different losses on CUB dataset using ResNet50 teacher. The column “Reuse” indicates whether we use teachers decision module for student.

**Ablation on pruning**

ProtoPShare [39] introduced a novel prototype-merging strategy to join semantically similar prototypes. They significantly reduced the number of prototypes of ProtoPNet model without much drop in accuracy. In Table 3, we summarize the results of pruning. We prune the baseline student and Proto2Proto student from 2000 to 960 prototypes, using ProtoPshare. We observe that our Proto2Proto model significantly performs better than baseline model even after pruning.

**Table 3. Results of pruning ResNet18 baseline student and our student model pruned using ProtoPShare [39] (PShare) on Cars.**

**10229**
Comparison with KD methods. Since our focus is on adding interpretability via knowledge distillation, to demonstrate efficacy of our method, we have compared against Relational Knowledge distillation (RKD) [34] and Hint Loss [37]. Baseline student is trained with ProtoTree/ProtoPNet loss only. Our method performs significantly well on interpretability scores as compared to the existing KD methods. In terms of accuracy, we get a minor improvement over RKD but on interpretability scores, we perform significantly better. This shows that our method performs on par with existing KD methods and enjoys interpretability for distilled dark knowledge. Additional ablation studies can be found in supplementary.

| Setting     | AAP  | AJS (↑) | PMS (↑) | Acc. (↑) |
|-------------|------|---------|---------|----------|
| Teacher     | 29.22| 1.0     | 1.0     | 85.31    |
| Baseline Student | 32.67| 0.45    | 0.14    | 79.96    |
| Hint [37]   | 28.13| 0.48    | 0.15    | 81.52    |
| RKD [34]    | 30.85| 0.53    | 0.27    | 83.31    |
| Ours        | **29.61** | **0.62** | **0.72** | **84.00** |

Table 5. Comparison with state-of-the-art Knowledge Distillation methods on Cars with Resnet50 (Teacher) and Resnet18 (Student)

5. Visualization

Figure 4 shows the prototypes learnt by the teacher, baseline student and Proto2Proto student. As discussed before, the prototypes of our student model are closer to the teacher model compared to the baseline student. For example, the prototype 1 of teacher focuses on the windshield of the car and prototype 2 focuses on the bonnet, which are also captured by the corresponding prototypes of Proto2Proto student model. The baseline student model, however, focuses on the background instead of the windshield and bonnet. As shown in Figure 1, the top-5 activated prototypes of our proposed student are similar to that of teacher’s as they focuses on the wings of the bird compared to the baseline student which focuses on the neck for a given test image. This shows that our Proto2Proto model can mimic the teacher well, and the resulting prototypes retain faithfulness to the teacher compared to the baseline student. For visualizing the prototypes for ProtoPNet decision module, similar approach of using highly activated train image patch of the learnt prototype and upsampling it as described in [6] is used. Please refer Supplementary Material for more visualizations on ProtoTree/ProtoPNet for CUB and Cars.

6. Conclusions and Future Work

Recent approaches have focused on designing implicit interpretable models. However, they lack the capacity to transfer knowledge in terms of interpretability. We proposed a novel framework to transfer the interpretability of teacher to student, to aid the student in making decisions like teacher. Further, we proposed three evaluation metrics to demonstrate the efficacy of our approach and reported significant performance improvement across all metrics on our student model. Extending our approach to other tasks like continual learning, transfer learning, can be an excellent future direction.

Broader Impact and Limitations. Our work has no known social detrimental impact. In the current setup, we require the teacher and student to have same number of prototypes. However, the number of parameters added by the prototypes are often very less as compared to the feature extractor. Also, as shown in Section 4.1, existing pruning strategies work on our student as well which partially addresses this issue. The proposed Prototype Matching Score uses jaccard similarity to compare the prototypes of different models. A more straightforward way would be to use a distance metric (Euclidean, cosine, etc.). However, it is non-trivial to apply such a distance metric in our setting. Prototypical models are usually ensembled at the logits layer to obtain improved performance. Such a setup will require to evaluate interpretability between ensemble of teachers and ensemble of students. A further study is required to apply the proposed evaluation metrics in such a setup.
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