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Abstract. In this article we study the gradient flow of the M"obius energy introduced by O’Hara in 1991 [O’H91]. We will show a fundamental ε-regularity result that allows us to bound the infinity norm of all derivatives for some time if the energy is small on a certain scale. This result enables us to characterize the formation of a singularity in terms of concentrations of energy and allows us to construct a blow-up profile at a possible singularity. This solves one of the open problems listed by Zheng-Xu He in [He00].

Ruling out blow-ups for planar curves, we will prove that the flow transforms every planar curve into a round circle.

1. Introduction

In their seminal paper [FHW94], Freedman, He, and Wang suggested the study of the negative gradient flow of the M"obius energy introduced by O’Hara in [O’H91]. For a closed curve $\gamma \in C^{0,1}(\mathbb{R}/l\mathbb{Z}, \mathbb{R}^n)$, $l > 0$, this energy is given by
\begin{align}
E(\gamma) := \iint_{(\mathbb{R}/l\mathbb{Z})^2} \left( \frac{1}{|\gamma(x) - \gamma(y)|^2} - \frac{1}{d_\gamma(x,y)^2} \right) |\gamma'(x)| |\gamma'(y)| \, dx \, dy
\end{align}
where $d_\gamma(x,y)$ denotes the distance of the two points $\gamma(x), \gamma(y)$ along $\gamma$. Among many other things, Freedman, He, and Wang could show that curves of finite energy are tame and that the M"obius energy can be minimized within every prime knot class [FHW94]. Abrams et al. proved that the circle minimizes the energy among all closed curves [ACF+03]. It is an open problem whether these energies can be minimized within composite knot classes or not.

The evolution equation is governed by the law
\begin{align}
\partial_t \gamma = -\mathcal{H}_\gamma
\end{align}
where
\begin{align}
\mathcal{H}_\gamma(x) := 2 \text{p.v.} \int_{-\frac{l}{2}}^{\frac{l}{2}} \left( 2 \frac{P_{\gamma}^w(\gamma(x+w) - \gamma(x))}{|\gamma(x+w) - \gamma(x)|^2} - \kappa_\gamma(x) \right) \frac{|\gamma'(x+w)| \, dw}{|\gamma(x+w) - \gamma(x)|^2}
\end{align}
and $P_{\gamma}^w := w - \left( w, \frac{\gamma'}{|\gamma'|} \right) \frac{\gamma'}{|\gamma'|}$ denotes the orthogonal projection onto the normal part along the curve $\gamma$ [FHW94, Lemma 6.1]. Here, $\text{p.v.} \int_{-\frac{l}{2}}^{\frac{l}{2}}$ denotes Cauchy’s principal value, i.e. is an abbreviation for $\lim_{\varepsilon \downarrow 0} \int_{I_{l,\varepsilon}}$, where $I_{l,\varepsilon} = [-\frac{l}{2}, \frac{l}{2}] \setminus (-\varepsilon, \varepsilon)$.

If $\gamma$ is parameterized by arc-length this further reduces to
\begin{align}
\mathcal{H}_\gamma(x) := 2 \text{p.v.} \int_{-\frac{l}{2}}^{\frac{l}{2}} \left( 2 \frac{P_{\gamma}^w(\gamma(x+w) - \gamma(x))}{|\gamma(x+w) - \gamma(x)|^2} - \gamma''(x) \right) \frac{dw}{|\gamma(x+w) - \gamma(x)|^2}.
\end{align}
Zheng-Xu He observed that (1.2) is a quasilinear equation of third order and stated a short-time existence result for smooth curves using the Nash-Moser implicit function theorem [He00, Theorem 2.1]. Using refined estimates, in [Bla11] we proved short-time existence for embedded $C^{2+\alpha}$-curves by Banach’s fixed-point theorem. Furthermore, we have shown, using a Lojasiewich-Simon gradient estimate, that local minimizers of the energy are attractive in the sense that there is a $C^{2+\alpha}$-neighborhood of initial data for which the flow exists for all time and converges to a local minimizer. Lin and Schuwetlick [LS10] considered the elastic energy plus some positive multiple of the Möbius energy and the length. They could show long-time existence for the related negative gradient flow and convergence to critical points by essentially treating the flow as a perturbation of the elastic flow investigated in [DKS02].

In this paper we derive an $\varepsilon$-regularity result for the evolution equation (1.2) that will be essential in the analysis of the long-time behavior of the flow. As for the Willmore flow [KS02] or the biharmonic and polyharmonic heat flow in the critical dimension [Lam04, Gas06] a quantum of the energy has to concentrate whenever a singularity forms.

For any measurable subset $A \subset \mathbb{R}^n$ we define the localized energy

\begin{equation}
E_A(\gamma) := \iint_{(\gamma^{-1}(A))^2} \left( \frac{1}{|\gamma(x) - \gamma(y)|} - \frac{1}{d_3(x, y)} \right) |\gamma'(x)||\gamma'(y)| \, dx \, dy.
\end{equation}

**Theorem 3.1** ($\varepsilon$-regularity). There are constants $\varepsilon_0 > 0$ and $C_k < \infty$, $k \in \mathbb{N}$, depending only on $n$ and $E(\gamma_0)$ such that the following holds: Let $\gamma_t$, $t \in [0, T)$ be a maximal smooth solution of (1.2) and let $t_0 \in [0, T)$, $r > 0$ be such that

\[
\sup_{x \in \mathbb{R}^n} E_{B_r}(\gamma)(\gamma) \leq \varepsilon_0.
\]

Then $T > t_0 + r^3$ and

\[
\|\partial_s^k \gamma_{t_0+r^3}\|_{L^\infty} \leq \frac{C_k}{(rt)^{\frac{k}{3}}} \quad \forall t \in (t_0, t_0 + r^3].
\]

Though the structure of this result is similar to many well-known $\varepsilon$-regularity results for critical evolution equations, due to the non-locality of the equation one has to develop new techniques in order to prove this theorem. These techniques will certainly be applicable to other non-local geometric partial differential equations. The main strategy is to consider the evolution of localized energies and derive differential inequalities. Due to the non-locality of the equation however, non-local terms appear in these inequality which make it impossible to apply Gronwall’s lemma. We will see that instead a ”point-picking method” well help us out.

As a first consequence of this result we prove the following concentration compactness alternative for the flow.

**Theorem 4.1** (Characterization of singularities). Let $\gamma \in C^\infty([0, T) \times \mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be a maximal smooth solution of (1.2). There is a constant $\varepsilon_0 > 0$ depending only on $n$ and $E(\gamma_0)$ such that if $T < \infty$ there are times $t_k \uparrow T$, points $x_k \in \mathbb{R}^n$ and radii $r_k \downarrow 0$ with

\[
E_{B_{r_k}(x_k)}(\gamma_{t_k}) \geq \varepsilon_0.
\]

If a singularity occurs, then, by choosing the points $x_j$ in the last theorem more carefully, we can furthermore construct a so called blow-up profile. It is simpler to formulate this theorem using the intrinsically defined local energies

\[
E_{B_{r_k}(x_k)}^{\text{int}}(\gamma)
\]
\[ := \int_{d_r(y,x_0)\leq r} \int_{d_r(x,x_0)\leq r} \left( \frac{1}{|\gamma(x) - \gamma(y)|^2} - \frac{1}{d_r(x,y)^2} \right) |\gamma'(x)||\gamma'(y)| \, dx \, dy. \]

**Theorem 4.2** (Blow-up profile). There is an \( \varepsilon_0 > 0 \) such that the following holds: Assume that \( \gamma_t \) is a solution to \( (1.2) \) that develops a singularity in finite time, i.e., \( T < \infty \) and \( r_j \to 0 \). Then there are points \( x_j \) and times \( t_j \to T \) such that

\[ E^\text{int}_{B_{r_j}(x_j)}(t_j) \geq \varepsilon_0. \]

Let us now choose the points \( x_j \in \mathbb{R} \) and times \( t_j \in [0,T) \) such that

\[ \sup_{\tau \in [0,t_j], x \in \Gamma} E^\text{int}_{B_{r_j}(x)}(\gamma_{t_j}) \leq E^\text{int}_{B_{r_j}(x)}(\gamma_{t_j}) = \varepsilon_0, \]

and let \( \tilde{\gamma}_j \) be re-parameterizations by arc-length of the rescaled and translated curves

\[ r_j^{-1}(\gamma_{t_j} - x_j) \]

such that \( \tilde{\gamma}_j(0) \in B_2(0) \). Then these curves sub-converge locally in \( C^\infty \) to an embedded closed or open curve \( \tilde{\gamma}_\infty : I \to \mathbb{R}^n \), \( I = \mathbb{R}/\mathbb{Z} \) or \( I = \mathbb{R} \) resp., parameterized by arc-length. This curve satisfies

\[ \int_{\frac{1}{2}}^\frac{3}{2} \left( 2 - \frac{\kappa_{\tilde{\gamma}_j}(y) - \kappa_{\gamma}(x)}{H_{\gamma}(y)} \right) H_{\gamma}(y) \, dy \geq 0 \quad \forall x \in I, \]

and

\[ E^\text{int}_{B_1(0)}(\tilde{\gamma}_\infty) \geq \varepsilon_0. \]

This solves problem 2 of the open problems list in He’s article [He00]. In the last part of this paper, we deduce a geometric interpretation of the Euler-Lagrange equation of the Möbius energy. In the case of co-dimension one, He could show that the only closed critical curves or the Möbius energy are the circles. We will see that unfortunately the blow-up profiles are non-compact. Therefore we cannot apply this result of He in this context. Our new interpretation of the Euler-Lagrange equation allows us to show that the only planar solutions to the Euler-Lagrange equation \( (1.5) \) are straight lines and circles. Combining this result with a careful analysis of the asymptotic behavior of the flow, we can finally show

**Theorem 4.8** (Planar curves). Let \( \gamma_0 \subset \mathbb{R}^2 \) be a closed smoothly embedded curve. Then the negative gradient flow of the Möbius energy exists for all times and converges to a round circle as time goes to infinity.

Though from the topological point of view the case of planar curves is of no interest, the techniques that lead to this last result reduce the study of the flow to the study of compact and non-compact smooth solutions of the Euler-Lagrange equation \( (1.5) \) in the very intuitive geometric form \( (4.3) \). Surprisingly, in the classification of planar blow-up profile this equation is only used in one point which gives hope that this geometric version of the equation might help to classify blow-up profiles in other situations.

2. Preliminaries and Notation

As for most of our estimates the precise algebraic form of the terms does not matter, we will use the following notation to describe the essential structure of the terms.

For two Euclidean vectors \( v, w \), \( v \ast w \) stands for a bilinear operator in \( v \) and \( w \) into another Euclidean vector space. For a regular curve \( \gamma \), let \( \partial_s = \frac{\partial}{\partial \gamma} \) denote the derivative with respect to arc length. For \( \mu, \nu \in \mathbb{N} \), a regular curve \( \gamma \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \)
and a function \( f : \mathbb{R}/\mathbb{Z} \to \mathbb{R}^k \), let \( P_\mu(f) \) be a linear combination of terms of the form \( \partial_{i_1}^j f \cdots \partial_{i_l}^j f \), \( j_1 + \cdots + j_l = \mu \). Furthermore, given a second function \( g : \mathbb{R}/\mathbb{Z} \to \mathbb{R}^k \) the expression \( P_\mu(g, f) \) denotes a linear combination of terms of the form \( \partial_{i_1}^j g \circ \partial_{i_2}^j f \cdots \partial_{i_l}^j f \), \( j_1 + \cdots + j_l = \mu \).

2.1. Decomposition of the gradient and the operator \( Q \). We will always assume that our curve is parameterized by arc length at the fixed time \( t \) we currently consider. Whenever we have to estimate \( H \) we will write it as

\[
(2.1) \quad P^\pm H
\]

where

\[
\tilde{H} \gamma(x) = 2 \text{p.v.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{2(\gamma(u + w) - \gamma(u) - w\gamma'(u))}{|\gamma(u + w) - \gamma(u)|^2} - \gamma''(x) \right) \frac{dw}{|\gamma(u + w) - \gamma(u)|^2}
\]

and decompose

\[
(2.2) \quad \tilde{H} \gamma = Q \gamma + R_1 \gamma + R_2 \gamma = Q \gamma + R \gamma
\]

where

\[
Q \gamma(x) = 2 \text{p.v.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( \frac{2(\gamma(x + w) - \gamma(x) - w\gamma'(x))}{w^4} - \frac{\kappa(x)}{|w|^2} \right) dw
\]

\[
= 4 \text{p.v.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_0^1 (1 - s) \frac{\kappa(x + sw) - \kappa(x)}{|w|^2} ds dw
\]

\[
= \tilde{Q} \kappa(x)
\]

\[
R_1 \gamma(x) = 4 \int_{-\frac{1}{2}}^{\frac{1}{2}} (\gamma(x + w) - \gamma(x) - w\gamma'(x)) \left( \frac{1}{|\gamma(x + w) - \gamma(x)|^2} - \frac{1}{w^2} \right) dw,
\]

\[
R_2 \gamma(x) = 2 \int_{-\frac{1}{2}}^{\frac{1}{2}} \kappa(x) \left( \frac{1}{w^2} - \frac{1}{|\gamma(x + w) - \gamma(x)|^2} \right) dw.
\]

He observed that the operator \( Q \) can be written as a multiple of the fractional Laplacian \( (-\Delta)^{\frac{1}{2}} \) plus an operator of order 2 [He00]. Let us state the consequences of his result for the operator \( \tilde{Q} \) of order 1:

Lemma 2.1. For every smooth function \( f \in C^\infty(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) we have

\[
\tilde{Q} f = \frac{1}{l} \sum_{k \in \mathbb{Z}} \lambda_k \frac{\mathbf{k}}{k} \hat{f}(k)
\]

where \( \hat{f}(k) \) denotes the \( k \)-th Fourier coefficient and \( \lambda_k = \frac{\pi}{9} + O(\frac{1}{k}) \). Hence, for \( l \geq 1 \) we have

\[
\left| \frac{\pi^2}{9} \|f\|^2_{L^2} - \|\tilde{Q} f\|^2_{L^2} \right| \leq C \|f\|^2_{L^2}.
\]

Let us add another useful identity for the operator \( Q \) to the two identities we already have given above. For smooth \( f, g \) we observe, using first partial integration
and then discrete partial integration,
\[
\int_{\mathbb{R}/\mathbb{Z}} \ p.v. \int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{1}{|w|^2} \int_{0}^{1} (1-s) f''(x + sw) - f''(x) ds dw g(x) dx
\]
\[
= \int_{\mathbb{R}/\mathbb{Z}} \ p.v. \int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{1}{|w|^2} \int_{0}^{1} (1-s) f'(x + sw) - f'(x) g'(x) dw dx
\]
\[
= \frac{1}{2} \left( \int_{\mathbb{R}/\mathbb{Z}} \ p.v. \int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{1}{|w|^2} \int_{0}^{1} (1-s) f''(x + sw) - f'(x) g'(x) ds dw dx 
\right)
\]
\[
- \int_{\mathbb{R}/\mathbb{Z}} \ p.v. \int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{1}{|w|^2} \int_{0}^{1} (1-s) f'(x) g'(x + sw) dw dx
\]
\[
= \frac{1}{2} \int_{\mathbb{R}/\mathbb{Z}} \ p.v. \int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{1}{w^2} \int_{0}^{1} (1-s) \frac{f''(x + sw) - f'(x)}{|w|^2} \left( g'(x + sw) - g'(x) \right) ds dw dx.
\]

Hence, as we do not need the principal value to make sense of the last expression we have

\[
(2.3) \quad \int_{\mathbb{R}/\mathbb{Z}} Q(f,g) ds
\]
\[
= 2 \int_{\mathbb{R}/\mathbb{Z}} \int_{-\frac{l}{2}}^{\frac{l}{2}} \frac{1}{w^2} \int_{0}^{1} (1-s) \frac{f'(x + sw) - f'(x)}{|w|^2} \left( g'(x + sw) - g'(x) \right) ds dw dx.
\]

2.2. Coercivity of the Möbius energy and Bi-Lipschitz estimates. Of fundamental importance in the following is the deep connection between the Möbius energy and fractional Sobolev spaces observed in [Bla12] which was sharpened in [Bla16, Theorem 3.2]. We showed there that the Möbius energy of an embedded curve parameterized by arc length is finite if and only if the curve is of class $w^{3/2}$. More precisely, we have

**Theorem 2.2** (Characterization of finite energy curves). Let $\gamma \in C^1(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ be a curve parameterized by arc length. Then the energy $E(\gamma)$ is finite if and only if $\gamma \in W^{3/2}$. Moreover there exists a constant $C < \infty$ not depending on $\gamma$ such that

\[
(2.4) \quad \|\gamma\|_{W^{3/2}} \leq C(E(\gamma)).
\]

So especially, for a solution of the gradient flow (1.2) the $W^{3/2}$-norm of the gradient after reparametrizing the curve by arc-length is uniformly bounded in time. An essential ingredient of the proof of the theorem above and the analysis in this article is the following bi-Lipschitz estimates for curves of finite energy of O’Hara [O’H91]. This bi-Lipschitz constant is also well-known under the term Gromov distortion.
Lemma 2.3 (Bi-Lipschitz estimate). For an injective curve $\gamma \in W^{3/2,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ we get the following bound of the Gromov distortion

$$\beta = \beta(\gamma) = \sup_{x \neq y} \frac{d_\gamma(x, y)}{|\gamma(x) - \gamma(y)|} \leq 18e^{\frac{E(\gamma)}{4}}.$$ 

If $\gamma$ is parameterized by arc-length, we obtain

$$\frac{|w|}{|\gamma(x + w) - \gamma(x)|} \leq 18e^{\frac{E(\gamma)}{4}}, \quad \forall x, w \in \mathbb{R}, |w| \leq \frac{l}{2}. \tag{2.5}$$

Let us sketch how this bi-Lipschitz estimate was used in [Bla12] to prove Theorem 2.2. For a curve $\gamma \in W^{3/2,2}(\mathbb{R}/\mathbb{Z}, \mathbb{R}^n)$ parameterized by arc-length, $x \in \mathbb{R}/\mathbb{Z}$ and $0 < |w| < l/2$, we deduce using this bi-Lipschitz estimate the following estimate for the integrand of the energy

$$\frac{1}{|\gamma(x + w)| - |\gamma(x)|} - \frac{1}{w^2} \leq \frac{|w|^{2+\alpha}}{|\gamma(x + w) - \gamma(x)|^{\alpha + 2}} \leq C \frac{1}{|w|^2} \frac{1 - \frac{|\gamma(x + w) - \gamma(x)|^{2+\alpha}}{|w|^2}}{1 - \frac{|\gamma(x + w) - \gamma(x)|^{2+\alpha}}{|w|^2}} \tag{2.6}$$

$$\leq C \frac{1}{|w|^2} \frac{1 - \frac{|\gamma(x + w) - \gamma(x)|^{2+\alpha}}{|w|^2}}{1 - \frac{|\gamma(x + w) - \gamma(x)|^{2+\alpha}}{|w|^2}} \leq C \int_0^1 \frac{|\gamma'(x + s\gamma) - \gamma'(x + s\gamma')|^2}{w^2} ds_1 ds_2$$

One then derives the statement of Theorem 2.2 by basically integrating this inequality over all $x$ and $w$.

More generally, we get for $\alpha \geq 0$ and using that the function $x \to \frac{1}{1 - x^\alpha}$ is locally bounded on $(0, \infty)$ that

$$\frac{|w|^{2+\alpha}}{|\gamma(x + w)| - |\gamma(x)|^{\alpha + 2}} - \frac{1}{w^2} \leq C \frac{1}{|w|^2} \frac{1 - \frac{|\gamma(x + w) - \gamma(x)|^{2+\alpha}}{|w|^2}}{1 - \frac{|\gamma(x + w) - \gamma(x)|^{2+\alpha}}{|w|^2}} \tag{2.7}$$

$$\leq C \int_0^1 \frac{|\gamma'(x + s\gamma) - \gamma'(x + s\gamma')|^2}{w^2} ds_1 ds_2$$

where the constant $C$ depends only on an upper bound for $\beta$ like $E(\gamma)$ and $\alpha$.

Furthermore, we have

$$\frac{1}{|\gamma(x + w)| - |\gamma(x)|^2} - \frac{1}{w^2} \leq \frac{\frac{|w|^2}{|\gamma(x + w) - \gamma(x)|^2}}{w^4} - \frac{1}{w^4} \leq \frac{18^2 e^{\frac{E(\gamma)}{4}} - 1}{w^4}.$$ 

So we get the rough estimate

$$\int_{B_r(x)} \int_{|w| \geq \Delta r} \left( \frac{1}{|\gamma(x + w)| - |\gamma(x)|^2} - \frac{1}{w^2} \right) dw dx \leq C(\beta) \int_{\Lambda r} \frac{dw}{w^2} \leq C(\beta) \tag{2.8}$$
2.3. Fractional Sobolev spaces and Besov spaces. In our calculation, fractional Sobolev spaces as well as Besov spaces naturally appear. For an introduction to Besov spaces we refer to the monographs [Tri83] and [Tri83]. Let \( f \in L^1(\mathbb{R}/IZ) \). For \( s \in (0, 1) \) and \( p, q \in [1, \infty) \) and for open subsets \( \Omega \subset \mathbb{R}/IZ \) we also consider the Besov type seminorm

\[
|f|_{B^s_{p,q}(\Omega)} := \left( \int_{\Omega} \frac{|f'(u + w) - f'(u)|^p}{|w|^{1+sp}} dw \right)^{\frac{1}{p}}.
\]

It is shown in the appendix that

\[
|f|_{B^s_{p,q}(\Omega)} \leq C \|f\|_{B^s_{p,q}(\Omega)}
\]

and

\[
\|f\|_{B^s_{p,q}(\Omega)} \leq C \left( \|f\|_{B^s_{p,q}(\Omega)} + \|f\|_{L^p(\Omega)} \right).
\]

3. An \( \varepsilon \)-regularity result

In this section we prove the main result of this article, an \( \varepsilon \)-regularity result for the flow (1.2):

**Theorem 3.1** (\( \varepsilon \)-regularity). There are constants \( \varepsilon > 0 \) and \( C_k < \infty, k \in \mathbb{N} \), depending only on \( n \) and \( E(\gamma_0) \) such that the following holds: Let \( \gamma_t, t \in [0, T) \) be a maximal smooth solution of (1.2) and let \( t_0 \in [0, T) \), \( r \) be such that

\[
\sup_{x \in \mathbb{R}^n} E_{B_r(x)}(\gamma_{t_0}) \leq \varepsilon.
\]

Then \( T > t_0 + r^3 \) and

\[
\|\partial_x^k \gamma_{t_0 + r^3}\|_{L^\infty} \leq \frac{C_k}{(rt)^{2-k}} \quad \forall t \in (t_0, t_0 + r^3].
\]

**Remark 3.2.** Note that the assumptions in the theorem are highly non-local. It is a very interesting and challenging question whether one can prove a local version of this regularity theorem.

Clearly, one only has to prove Theorem 3.1 only for the special case \( t_0 = 0 \) and \( r = 1 \). Scaling and translation in time then gives the full statement.

We will prove Theorem 3.1 in three steps using energy estimates for this special case. First we control the energy within a ball of radius 1 at later times, before we estimate the elastic energy, i.e. the \( L^2 \)-norm of the curvature. In a last step we will then bound higher order energies. The general strategy will always be to derive evolution equations for the quantities and use the quasilinear structure together with interpolation estimates in order to derive differential inequalities (cf. Lemmata 3.10, 3.19, and 3.20).

Due to the non-local structure of the inequalities, though we start with local quantities these differential inequalities are also non-local which makes the usual application of the Gronwall’s lemma impossible. A kind of point picking method will help us there.

3.1. Estimates for the energy density. Let us fix a radial cutoff function \( \phi(x) = \phi(|x|) \in C^\infty_c(\mathbb{R}^n) \) such that

\[
\chi_{B_1(0)} \leq \phi \leq \chi_{B_2(0)}.
\]

For \( x_0 \in \mathbb{R}^n \) we set \( \phi_{x_0}(x) := \phi(x - x_0) \) and define the localized energy

\[
E^{\phi_{x_0}}(\gamma) := \int_{\mathbb{R}/IZ^2} \left( \frac{1}{|\gamma(x) - \gamma(y)|^2} - \frac{1}{d_\gamma(x, y)^2} \right) |\gamma'(x)||\gamma'(y)|\phi_{x_0}(\gamma(x))dxdy
\]
A straightforward calculation leads to the following evolution equation for $E^\phi$.

We leave the proof to the reader.

**Lemma 3.3** (Evolution equation for local density). Let $\gamma_t$ be parameterized by arc length and \( \frac{d}{dt} \gamma_t = V \) be orthogonal to $\gamma_t$. Then we have

\[
\frac{d}{dt} E^\phi(\gamma_t) =
\begin{align*}
&= 2 \text{p.v.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{\mathbb{R}/2} \left( 2 \frac{\gamma(x + w) - \gamma(x)}{|\gamma(x + w) - \gamma(x)|^4} - \frac{\kappa(x)}{|\gamma(x + w) - \gamma(x)|^2}, V(x) \right) \phi(\gamma(x)) dwdx \\
&+ 2 \int_{\mathbb{R}/2} \left( \frac{\phi(\gamma(x + w)) - \phi(\gamma(x))}{|\gamma(x + w) - \gamma(x)|^2} \right) dwdx \\
&+ \int_{\mathbb{R}/2} \left( \frac{\kappa(x), V(x)}{|w|^2} \right) \left( \phi(\gamma(x + w)) + \phi(\gamma(x)) - 2 \int_0^1 \phi(\gamma(x + tw)) dt \right) dwdx \\
&+ \int_{\mathbb{R}/2} \left( \frac{1}{|\gamma(x + w) - \gamma(x)|^2} - \frac{1}{|w|^2} \right) \langle V(x), \nabla \phi(\gamma(x)) \rangle dwdx
\end{align*}
\]

where $l$ is the length of $\gamma_t$.

In the rest of this section we estimate these terms for the case

\[ V = H\gamma. \]

To make the calculations and formulas as simple as possible, we always assume that the curve $\gamma_t$ is parameterized by arc-length at the current time $t$. We will use the intrinsically defined quantities

\[
M_2 = M_2(t) = \sup_{x \in \mathbb{R}/2} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{|\gamma'(x + w) - \gamma'(x)|^2}{w^2} dwdx,
\]

\[
S_3(x) = S_3(x, t) = \| \partial_3^3 \gamma_t \|_{L^2(B_\Lambda(x))}^2 + \sum_{j=1}^{\infty} \| \partial_3^3 \gamma_t \|_{L^2(B_{\Lambda + (j-1)}(x))}^2 \left( \frac{1}{2} + j \right)^2
\]

and

\[
\tilde{S}_3(x) = \tilde{S}_3(x, t) = \| \mathcal{H}\gamma_t(x) \|_{L^2(B_\Lambda(x))}^2 + \sum_{j=1}^{\infty} \| \mathcal{H}\gamma_t \|_{L^2(B_{\Lambda + (j-1)}(x))}^2 \left( \frac{1}{2} + j \right)^2
\]

for $\Lambda = 1000 \cdot 18e^{\frac{B(\gamma_0)}{L(\gamma_0)}} < \infty$. Note, that due to Lemma 2.3 the quantity $18e^{\frac{B(\gamma_0)}{L(\gamma_0)}}$ bounds the Gromov distortion of the curves $\gamma_t$ for all $t$. Hence, $\Lambda$ is large compared with the Gromov distortion of $\gamma$.

To prevent complicated terms in the estimates, we will assume throughout this section that

\[ M_2 \leq 1. \]
Furthermore, we will assume that $\gamma(0) \in B_2(0)$ to get some preliminary estimates in terms of the intrinsically defined quantities above. In the final differential inequality we will use the extrinsic quantity

$$\gamma(\beta) = \frac{\|H\gamma(x)\|^2_{L^2(\gamma^{-1}(B_1(0)))}}{\beta} + \sum_{j=1}^{\infty} \frac{\|H\gamma\|^2_{L^2(\gamma^{-1}(B_{j+1}(0))\setminus B_j(x))}}{j^2}$$

in place of $S_2(0)$.

Let us start with the following easy, but useful lemma that will help us to control the part of the integrals defining $I_1$, $i = 1, \ldots, 4$ for the case that $|w|$ is large.

**Lemma 3.4.** For all $s \in [0, 1]$, $p \in [1, \infty)$ and $x \in B_2(0)$ we have

$$\int_{|w| \geq \Lambda} \frac{|f(x + sw)|^p}{w^2} dw \leq C\|f\|_{L^p(B_2(0))}^p + \sum_{j \in \mathbb{N}} \frac{\|f\|_{L^p(B_{2j-1}(0) \setminus B_{2j-2}(0))}^p}{(\Lambda + j)^2}$$

**Proof.** The statement obviously holds for $s = 0$. For $s > 0$ we get substituting $\tilde{w} = sw$

$$\int_{|w| \geq \Lambda} \frac{|f(x + sw)|^p}{w^2} dw = s \int_{\frac{1}{2} \geq |\tilde{w}| \geq s} \frac{|f(x + \tilde{w})|^p}{\tilde{w}^2} d\tilde{w} + s \int_{|\tilde{w}| \geq \frac{1}{2}} \frac{|f(x + \tilde{w})|^p}{\tilde{w}^2} d\tilde{w}
$$

$$\leq C\|f\|_{L^p(B_2(0))}^p + s \int_{|\tilde{w}| \geq \frac{1}{2}} \frac{|f(\tilde{w})|^p}{\tilde{w}^2} d\tilde{w}
$$

$$\leq C\|f\|_{L^p(B_2(0))}^p + \sum_{j \in \mathbb{N}} \frac{\|f\|_{L^p(B_{2j-1}(0) \setminus B_{2j-2}(0))}^p}{(\Lambda + j)^2}.$$

We start with estimating the term $I_1$, which contains the terms of highest order. The guideline for estimating the remainder terms will be throughout this section to distinguish between areas where $|w|$ is small and where $|w|$ is big. Combining this idea with the commutator estimates and interpolation inequalities in the appendix (cf. Lemma A.4 and Lemma A.3) we obtain the desired estimates.

**Lemma 3.5 (Estimate for $I_1$).** Let $\gamma$ be parameterized by arc-length, $M_2 \leq 1$, and $\gamma(0) \in B_2(0)$. Then there is a constant $\alpha > 0$

$$I_1 = -\int_{\mathbb{R}/\mathbb{Z}} |\mathcal{H}\gamma|^2 \phi(\gamma(x)) dx = -\int_{\mathbb{R}/\mathbb{Z}} |Q\gamma(x)|^2 \phi(\gamma(x)) dx + R_I,$$

where for all $\varepsilon > 0$

$$R_I \leq \left(C_\varepsilon M_2^\alpha + \varepsilon\right) S_3(0) + C_\varepsilon$$

for some $C_\varepsilon < \infty$.

**Proof.** We have

$$\mathcal{H}\gamma(x) = P_{\gamma(x)}^+ (Q\gamma(x) + R_1\gamma(x) + R_2\gamma(x))$$

where

$$Q\gamma(x) = 2 \lim_{\varepsilon \to 0} \int_{I_{1,\varepsilon}} \left(2 \frac{\gamma(x + w) - \gamma(x) - w\gamma'(x)}{w^4} - \frac{\kappa(x)}{|w|^2}\right) dw$$

(3.3)
\[
\beta \left( \frac{1}{w^2} - \frac{1}{|\gamma(x + w) - \gamma(x)|^2} \right) \, dw.
\]

The bi-Lipschitz estimate together with \( \gamma(0) \in B_2(0) \) tells us that \( \phi(\gamma(x)) = 0 \) for all \( x \not\in B_{2\beta}(0) \). This yields

\[
- \int_{\mathbb{R}/I^2} |P_\gamma(Q_\gamma(x))|^2 \phi(\gamma(x)) \, dx
\]

\[
= - \int_{\mathbb{R}/I^2} |Q_\gamma(x)|^2 \phi(\gamma(x)) \, dx + \int_{\mathbb{R}/I^2} |Q_\gamma(x), \gamma'|^2 \phi(\gamma(x)) \, dx
\]

\[
\leq - \int_{\mathbb{R}/I^2} |Q_\gamma(x)|^2 \phi(\gamma(x)) \, dx + \int_{-2\beta}^{2\beta} |Q_\gamma(x), \gamma'|^2 \, dx.
\]

Using that \( \langle \gamma, \gamma' \rangle = 0 \) and that \( \bar{Q} \) is a linear operator, we get

\[
|\langle Q_\gamma(x), \gamma' \rangle| = |\langle \bar{Q} \kappa(x), \gamma' \rangle| = |\langle \bar{Q} \kappa(x), \gamma' \rangle - \bar{Q}\langle \kappa, \gamma' \rangle(x)\rangle = \left| \sum_{i=1}^{n} \left( \bar{Q}\langle \kappa_i \rangle(x) \gamma_i'(x) - \bar{Q}\langle \kappa_i, \gamma'_i \rangle(x) \right) \right|.
\]

Hence, applying first the commutator estimate (Lemma A.4) and then the interpolation estimates (Lemma A.3) we obtain

\[
\|\langle Q_\gamma, \gamma' \rangle\|_{L^2(B_{2\beta}(0))} \leq C \left( \|\kappa\|_{B^{\frac{3}{2}}_2(B_\lambda(0))} \|\gamma\|_{B^{\frac{3}{2}}_2(B_\lambda(0))} + \|\kappa\|_{L^2(B_\lambda(0))} \|\gamma\|_{C^{0,1}(B_\lambda(0))} + 1 \right)
\]

\[
\leq C \left( M^{\frac{3}{2}}_3 S_\lambda^\frac{3}{2}(0) + M^\frac{3}{2}_3 \right) \leq C \left( M^{\frac{3}{2}}_3 S_\lambda^\frac{3}{2}(0) + 1 \right).
\]

Using Taylor’s theorem and (2.6), we get

\[
|R_1\gamma(x)| = 4 \int_{i}^1 \left| \int_{0}^{1} \left( 1 - s \right) \kappa(x + sw) \left( \frac{w^2}{\gamma(x + w) - \gamma(x)} - \frac{1}{w^2} \right) ds ight|\, dw
\]

\[
\leq C \int_{i}^1 \left| \int_{[0,1]^3} |\kappa(x + s_1 w)| \frac{\gamma'(x + s_2 w) - \gamma'(x + s_3 w)^2}{|w|^2} \, ds_1 ds_2 ds_3 \, dw \right|
\]

\[
\leq C \int_{i}^1 \left| \int_{[0,1]^2} |\kappa(x + s_1 w)| \frac{\gamma'(x + s_2 w) - \gamma'(x)^2}{|w|^2} \, ds_1 ds_2 \, dw \right|
\]

\[
= C(R_{11}\gamma(x) + R_{12}\gamma(x)),
\]
where
\[ R_{11}(x) = \int_{|w| \leq \frac{1}{2}[0,1]^2} \int \int g_{w,s_1,s_2}(x) ds_1 ds_2 dw \]
\[ R_{12}(x) = \int_{\frac{1}{2} \leq |w| \geq \frac{1}{2}[0,1]^2} \int \int g_{w,s_1,s_2}(x) ds_1 ds_2 dw \]
and
\[ g_{w,s_1,s_2}(x) := |\kappa(x + s_1w)| \left| \gamma'(x + s_2w) - \gamma'(x) \right|^2 \]  
Since
\[ \int_{B_{2\delta}(0)} |g_{w,s_1,s_2}(x)|^2 dx \leq \|\kappa\|_{L^2(B_{\Lambda}(0))}^2 \frac{\|\gamma'(\cdot + s_2w) - \gamma'\|_{L^4(B_{2\delta}(0))}^4}{|w|^2} \]
we get
\[ \|R_{11}(x)\|_{L^2(B_{2\delta}(0))} \leq C\|\kappa\|_{L^4(B_{\Lambda}(0))} \int_{|w| \leq \Lambda/2} \int \frac{\|\gamma'(\cdot + s_2w) - \gamma'\|_{L^4(B_{2\delta}(0))}^2}{|w|^2} dw \]
\[ \leq C\|\kappa\|_{L^4(B_{\Lambda}(0))} \|\gamma'\|_{L^4(B_{2\delta}(0))}^2. \]
Furthermore, since \(|\gamma'| \equiv 1\) we get by Cauchy’s inequality and Lemma 3.4
\[ |R_{12}(x)| \leq 4 \int_{\frac{1}{2} \leq |w| \geq \frac{1}{2} \Lambda/2} \frac{|\kappa(x + sw)|}{|w|^2} dw \]
\[ \leq C \left( \int_{\frac{1}{2} \leq |w| \geq \frac{1}{2} \Lambda/2} \frac{|\kappa(x + sw)|}{|w|^2} dw + 1 \right) \]
\[ \leq C \left( \|\kappa\|_{L^2(B_{\Lambda}(0))}^2 + \sum_{j=1}^\infty \frac{\|\kappa\|_{L^2(B_{\Lambda+\delta}, B_{\Lambda+j+\delta})}^2}{(\Lambda + j)^2} + 1 \right). \]
Thus
\[ \|R_{12}(x)\|_{L^2(B_{2\delta}(0))} \leq C \left( \|\kappa\|_{L^2(B_{\Lambda}(0))}^2 + \sum_{j=1}^\infty \frac{\|\kappa\|_{L^2(B_{\Lambda+\delta}, B_{\Lambda+j+\delta})}^2}{(\Lambda + j)^2} + 1 \right). \]
Together with the interpolation inequalities from Lemma A.3 this leads to
\[ \|R_1(x)\|_{L^2(B_{2\delta}(0))} \leq C \left( M_{3/2}^2 S_3 + \sum_{j=1}^\infty \frac{\|\partial_3^j\gamma\|_{L^2(B_{\Lambda})}^2}{(\Lambda + j)^2} + 1 \right) \]
\[ \leq C \left( M_{3/2}^2 + \varepsilon \right) S_3 + C \varepsilon, \]
where we have used the Cauchy inequality in the last step.

In the same way, one deals with the term $R_2$ to get

\[(3.6) \quad \|P_{\gamma R} \|_{L^2(B_{2\gamma}(0))} \leq \|R\|_{L^2(B_2(0))} \leq (CM_\beta^3 + \varepsilon)S_3 + C_\varepsilon.\]

From (3.4), (3.5), and (3.6) the assertion follows. \(\square\)

**Lemma 3.6 (Estimate for $I_2$).** Let $M_\beta \leq 1$ and $\gamma(0) \in B_2(0)$. For all $\varepsilon > 0$

$$|I_2| \leq \varepsilon(S_3 + \tilde{S}_3) + C_\varepsilon$$

for some $C_\varepsilon < \infty$ depending only on $\varepsilon$ and $E(\gamma_0)$.

**Proof.** We decompose

\[I_2 = 2 \int_{\mathbb{R}/|Z - \frac{1}{2}|} \int_{|x|/2}^l \frac{\langle \gamma(x + w) - \gamma(x) - w\gamma'(x) - \frac{4}{5}|w|^2\kappa(x), V(x)\rangle}{|\gamma(x + w) - \gamma(x)|^4} \phi(\gamma(x + w)) - \phi(\gamma(x)) \, dwdx \]

\[= 2 \int_{\mathbb{R}/|Z - \frac{1}{2}|} \int_{|x|/2}^l \frac{\langle \gamma(x + w) - \gamma(x) - w\gamma'(x) - \frac{4}{5}|w|^2\kappa(x), V(x)\rangle}{|\gamma(x + w) - \gamma(x)|^4} \phi(\gamma(x + w)) - \phi(\gamma(x)) \, dwdx \]

\[- \frac{1}{2} \int_{\mathbb{R}/|Z - \frac{1}{2}|} \int_{|x|/2}^l \frac{\langle \gamma(x + w) - \gamma(x)\rangle}{|\gamma(x + w) - \gamma(x)|^4} \phi(\gamma(x)) \, dwdx \]

\[=: I_{21} + I_{22}.\]

Using the bi-Lipschitz estimate (2.5) and Taylor’s approximation up to the first order, we get

\[I_{21} \leq C \int_{\mathbb{R}/|Z - \frac{1}{2}|} \int_{|x|/2}^l \int_{0}^r \frac{1}{|w|^2} |V(x)||\phi(\gamma(x) + w) - \phi(\gamma(x))| \, ds \, dwdx.\]

Observing that $\phi(\gamma(x + w)) - \phi(\gamma(x)) = 0$ if both $|x|, |x + w| \geq 2\beta$, this can be estimated by

\[I_{21} \leq C \int_{B_{\lambda/2}(0)} \int_{|x|/2}^l \int_{0}^r \frac{1}{|w|} |V(x)||\phi(\gamma(x) + w) - \phi(\gamma(x))| \, ds \, dwdx + C \int_{\mathbb{R}/|Z| x+w \in B_{\lambda/2}} \int_{|x|/2}^l \int_{0}^r \frac{1}{|w|^2} |V(x)||\phi(\gamma(x) + w) - \phi(\gamma(x))| \, ds \, dwdx \]

\[\leq C \int_{B_{\lambda/2}(0)} \int_{|x|/2}^l \int_{0}^r \frac{1}{|w|} |V(x)||\phi(\gamma(x) + w) - \phi(\gamma(x))| \, ds \, dwdx + C \int_{\mathbb{R}/|Z| x+w \in B_{\lambda/2}} \int_{|x|/2}^l \int_{0}^r \frac{1}{|w|^2} |V(x)||\phi(\gamma(x) + w) - \phi(\gamma(x))| \, ds \, dwdx \]
and then again the interpolation estimates yield the second term using Lemma A.3

Then we can estimate the first term by

$$C \| \kappa \|_{L^2(B_{3/2}(B_{1/2}))} \| V \|_{L^2(B_{3/2})} \leq \varepsilon S_3 + C_\varepsilon \| \kappa \|_{L^2(B_{3/2})} \leq \varepsilon (S_3 + S_3) + C_\varepsilon$$

where we used the interpolation estimates in Lemma A.3 and $M_2 \leq 1$. We estimate the second term using Lemma 3.4 and then again the interpolation estimates yield

$$C \int_{x \in B_{3/2} w \geq \Lambda/2} \int \frac{1}{|w|^2} \rho(x + w)^2 + \frac{1}{|w|^2} \rho(x + s_2 w)^2 dsdwdx$$

$$\leq \varepsilon S_3 + C_\varepsilon \left( \| \kappa \|_{L^2(B_0)}^2 + \sum_{j=1}^{\infty} \frac{\| \kappa \|^2_{L^2(B_{j+1} - B_{j+1/2})}}{(\Lambda + j)^2} \right)$$

$$\leq \varepsilon S_3 + \varepsilon \| \partial^3 \gamma \|_{L^2(B_0)}^2 + \varepsilon \sum_{j=1}^{\infty} \frac{\| \partial^3 \gamma \|^2_{L^2(B_{j+1} - B_{j+1/2})}}{(\Lambda + j)^2} + C_\varepsilon \left( 1 + \sum_{j=1}^{\infty} \frac{1}{(\Lambda + j)^2} \right)$$

$$\leq \varepsilon (S_3 + S_3) + C_\varepsilon.$$

Hence,

$$I_{21} \leq \varepsilon (S_3 + S_3) + C_\varepsilon.$$
Similarly, we get

\[ I_{32} \leq C \int_{\mathbb{R}/L - \frac{1}{2}[0,1]^2} \int_{\frac{1}{2}} \int \frac{|\gamma'(x + s_1 w) - \gamma'(x + s_2 w)|^2}{|w|^2} \kappa(x) |V(x)| |\phi(\gamma(x + w)) - \phi(\gamma(x))| \, dw \, dx \]

\[ \leq C \int_{\mathbb{R}/L - \frac{1}{2}} \int_{\frac{1}{2}} \int \frac{|\gamma'(x + s_1 w) - \gamma'(x)|^2}{|w|^2} \kappa(x) |V(x)| |\phi(\gamma(x + w)) - \phi(\gamma(x))| \, dw \, dx \]

\[ \leq \sup_{s_1, s_2 \in [0,1]} C \int_{B_{\lambda/2}(0)} \int_{\frac{1}{2}} \int \frac{1}{|w|^2} |\gamma'(x + s_1 w) - \gamma'(x)|^2 \kappa(x + s_2 w) |V(x + s_2 w)| |\phi(\gamma(x + w)) - \phi(\gamma(x))| \, dw \, dx \]

which as above can be estimated by

\[ \varepsilon(S_3 + \tilde{S}_3) + C_\varepsilon. \]

\[ \square \]

**Lemma 3.7** (Estimate for \( I_3 \)). Let \( M_2 \leq 1 \) and \( \gamma(0) \in B_2(0) \). Given \( \varepsilon > 0 \) we have

\[ |I_3| \leq \varepsilon(S_3 + \tilde{S}_3) + C_\varepsilon. \]

for some \( C_\varepsilon < \infty \)

**Proof.** We use that

\[ \left| \phi(\gamma(x + w)) + \phi(\gamma(x)) - 2 \int_0^1 \phi(\gamma(x + \tau w)) \, d\tau \right| = C|w|^2 \]

and for \( x \notin B_{\lambda/2}(0) \)

\[ \left| \phi(\gamma(x + w)) + \phi(\gamma(x)) - 2 \int_0^1 \phi(\gamma(x + \tau w)) \, d\tau \right| \leq \begin{cases} 0 & \text{for } |w| \leq |x| - 2\beta \\ 2 & \text{for } |x| - 2\beta \leq |w| \leq |x| + 2\beta \\ \frac{2}{|w|} & \text{for } |x| + 2\beta \leq |w| \end{cases} \]

to get

\[ \int_{\frac{1}{2}} \frac{1}{|w|^2} \int \frac{\phi(\gamma(x + w)) + \phi(\gamma(x)) - 2 \int_0^1 \phi(\gamma(x + \tau w)) \, d\tau}{|w|^2} \, dw \leq C \]

if \( |x| \geq \frac{1}{2} \)

and

\[ \int_{\frac{1}{2}} \frac{1}{|w|^2} \int \frac{\phi(\gamma(x + w)) + \phi(\gamma(x)) - 2 \int_0^1 \phi(\gamma(x + \tau w)) \, d\tau}{|w|^2} \, dw \leq C \]

if \( |x| \leq \frac{1}{2} \). These estimates then imply

\[ I_3 \leq C \left( \int_{B_{\lambda/2}(0)} |\kappa(x)| |V(x)| \, dx + \int_{\mathbb{R}/L - B_{\lambda/2}(0)} |\kappa(x)| |V(x)| \, dx \right) \]
From here again Hölder’s inequality together with Lemma 3.4 and the interpolation inequalities of Lemma A.3 imply the assertion of the lemma as in the proof of Lemma 3.6.

**Lemma 3.8 (Estimate for $I_4$).** Let $M_4 \leq 1$ and $\gamma(0) \in B_2(0)$. For all $\varepsilon > 0$

$$|I_4| \leq \varepsilon (S_3 + \tilde{S}_3) + C_\varepsilon.$$

for some $C_\varepsilon < \infty$.

**Proof.** To estimate $I_4$ we use (2.6) to get

$$|I_4| = \left| \int \int \int \left( \frac{1}{|\gamma(x + w) - \gamma(x)|^2} - \frac{1}{|w|^2} \right) \langle V(x), \nabla \phi(\gamma(x)) \rangle dw dx \right|$$

$$\leq C \int \int \int \int \left( \frac{|\gamma(x + s_1 w) - \gamma'(x + s_2 w)|^2}{|w|^2} \right) |V(x)||\nabla \phi(\gamma(x))| ds_1 ds_2 dw dx$$

$$\leq C \int \int \int \left( \int \frac{|\gamma'(x + s_1 w) - \gamma'(x)|^2}{|w|^2} |V(x)| ds dw dx \right)^{\frac{1}{2}}$$

$$\leq C \int \int \left( \int \left( \int \frac{|\gamma'(x + s_1 w) - \gamma'(x)|^4}{|w|^2} dx \right)^{\frac{1}{2}} dw ds \right)^{\frac{1}{2}}$$

Since

$$\int \int \left( \int \left( \int \frac{|\gamma'(x + s_1 w) - \gamma'(x)|^4}{|w|^2} dx \right)^{\frac{1}{2}} dw ds \right)^{\frac{1}{2}}$$

$$\leq \int \int \left( \int \left( \int \frac{|\gamma'(x + w) - \gamma'(x)|^4}{|w|^2} dx \right)^{\frac{1}{2}} dw ds \right)^{\frac{1}{2}}$$

$$\leq \int \int \left( \int \left( \int \frac{|\gamma'(x + w) - \gamma'(x)|^2}{|w|^2} dx \right)^{\frac{1}{2}} dw ds + C \right)$$

$$\leq C(\|\gamma\|^2_{L^2(B_2(0))} + 1),$$

again the interpolation Lemma A.3 gives the assertion. \qed

The final ingredient shows that the summands in $\tilde{S}_3$ and $S_3$ are essentially the same.

**Lemma 3.9.** Let $M_4 \leq 1$ and $\gamma(0) \in B_2(0)$. For all $\varepsilon > 0$ we have

$$\int_{B_1(0)} |\mathcal{H}|^2 dx \leq C \int_{B_{4\varepsilon}(0)} |\partial_s^3 \gamma|^2 ds + \left( C_\varepsilon M_4^2 + \varepsilon \right) S_3 + C_\varepsilon$$
and hence especially
\[ \hat{S}_3 \leq C(S_3 + 1). \]
Furthermore, we have for all \( \varepsilon > 0 \)
\[
\int_{B_1(0)} |\partial_2^2 \gamma|^2 \, dx \leq C \int_{B_4(0)} |H_\gamma|^2 \, ds + \left( C_\varepsilon M_2^\alpha + \varepsilon \right) S_3 + C_\varepsilon
\]
and hence especially
\[ S_3 \leq C \hat{S}_3 + \left( C_\varepsilon M_2^\alpha + \varepsilon \right) S_3 + C_\varepsilon. \]
for some \( C_\varepsilon < \infty \) depending \( \varepsilon \) and the bi-Lipschitz constant of \( \gamma \). If \( M_2^\alpha \) is small enough, we have
\[ S_3 \leq C(\hat{S}_3 + 1). \]

Proof. Lemma 3.5 tells us that
\[
\left| \int_{\mathbb{R}/Z} |H_{\gamma}|^2 \phi(\gamma) \, dx - \int_{\mathbb{R}/Z} |Q_{\gamma}|^2 \phi(\gamma) \, dx \right| \leq C \left( M_2^\alpha + \varepsilon \right) S_3(x) + C_\varepsilon,
\]
and hence especially
\[ (3.7) \quad \left| \int_{B_1(x)} |H_{\gamma}|^2 \, dx - \int_{B_1(0)} |Q_{\gamma}|^2 \, dx \right| \leq C \left( M_2^\alpha + \varepsilon \right) S_3(x) + C_\varepsilon. \]

Let \( \psi \in C^\infty(\mathbb{R}) \) be such that \( \chi_{B_2(0)} \leq \psi \leq \chi_{B_4(0)} \). We get
\[
\|Q(\kappa)\|_{L^2(B_2(0))} = \|\psi Q(\kappa)\|_{L^2(B_2(0))} \\
\leq \|\tilde{Q}[\psi \kappa] - \psi \tilde{Q}[\kappa] - \kappa \tilde{Q}[\psi]\|_{L^2(B_2(0))} + \|\tilde{Q}[\psi \kappa]\|_{L^2(B_2(0))} + \|\kappa \tilde{Q}[\psi]\|_{L^2(B_2(0))}.
\]
The commutator estimate (Lemma A.4) and the interpolation estimate (Lemma A.3) tell us that
\[
\|\tilde{Q}[\psi \kappa] - \psi \tilde{Q}[\kappa] - \kappa \tilde{Q}[\psi]\|_{L^2(B_2(0))}^2 \\
\leq C\|\kappa\|_{L^2(B_2(0))}^2 \|\psi\|_{B^1_2(B_4(0))}^2 + C \sum_{j=1}^{\infty} \frac{\|\kappa\|_{L^2(\mathbb{R}^+ \times \mathbb{R}^{d-1})}^2}{(\Lambda + j)^2} \\
\leq \varepsilon S_3 + C_\varepsilon.
\]
As by Lemma 2.1
\[
\|\tilde{Q}[\psi \kappa]\|_{L^2(B_2(0))} \leq C\|\psi \kappa\|_{W^{1,2}(\mathbb{R}/Z)} \leq C \left( \|\partial_\gamma \psi \kappa\|_{L^2(B_4(0))} + \|\kappa\|_{L^2(B_2(0))} \right) \\
\leq C \left( \|\partial_\gamma \psi \kappa\|_{L^2(B_4(0))} + \|\kappa\|_{L^2(B_2(0))} \right)
\]
and
\[ \|\kappa \tilde{Q}[\psi]\|_{L^2(B_2(0))} \leq C\|\kappa\|_{L^2(B_2(0))}, \]
we get using again the interpolation estimates
\[ (3.8) \quad \|Q(\gamma)\|_{L^2(B_2(0))}^2 = \|\tilde{Q}(\kappa)\|_{L^2(B_2(0))}^2 \leq C \|\partial_\kappa \gamma\|_{L^2(B_4(0))} + \varepsilon S_3 + C_\varepsilon. \]
The estimates (3.7) and (3.8) imply the first inequality. Summing up yields the second.

On the other hand, for a cutoff function \( \psi \in C^\infty(\mathbb{R}) \) such that \( \chi_{B_2(0)} \leq \psi \leq \chi_{B_1(0)} \) we have
\[ \|Q\gamma\|_{L^2(B_1(0))} \geq \|\psi Q\gamma\|_{L^2(B_1(0))} \]
which implies as above
\[ \|Q\gamma\|_{L^2(B_1(0))} \geq \|Q(\psi_\kappa)\|_{L^2} - \varepsilon S_3 + C\varepsilon. \]
Using Lemma 2.1 we get
\[ \|\nabla (\psi_\kappa)\|_{L^2}^2 \leq \|Q(\psi_\kappa)\|_{L^2}^2 + \|\kappa\|_{L^2(B_1(0))}^2 + \varepsilon S_3 + C\varepsilon \]
and hence using an interpolation estimate
\[ \|\nabla \kappa\|_{L^2(B_{\frac{1}{2}}(0))}^2 \leq \|Q(\psi_\kappa)\|_{L^2(B_1(0))}^2 + C\|\kappa\|_{L^2(B_1(0))}^2 + \varepsilon S_3 + C\varepsilon \]
\[ \leq C\|Q(\psi_\kappa)\|_{L^2(B_1(0))}^2 + \varepsilon S_3 + C\varepsilon. \]
Using (3.7) we obtain
\[ \|\nabla \kappa\|_{L^2(B_{\frac{1}{2}}(0))}^2 \leq \|\mathcal{H}\gamma\|_{L^2(B_1(0))}^2 + C \left(M^\alpha_2(t) + \varepsilon\right) S_3(x) + C\varepsilon, \]
and covering the ball \( B_1(0) \) by balls of radius \( \frac{1}{2} \) we get
\[ \|\nabla \kappa\|_{L^2(B_1(0))}^2 \leq \|\mathcal{H}\gamma\|_{L^2(B_2(0))}^2 + C \left(M^\alpha_2(t) + \varepsilon\right) S_3(x) + C\varepsilon \]
This implies the remaining three inequalities of the lemma. \( \square \)

Gathering all the estimates above, we can now show the following:

**Lemma 3.10** (Differential inequality). For \( 1 > \varepsilon > 0 \) there is a constant \( C\varepsilon < \infty \) such that
\[ \frac{d}{dt} E_\phi(\gamma_t) + \int_{\mathbb{R}/\mathbb{Z}} |\mathcal{H}\gamma_t|^2 \phi \leq \left(C\varepsilon M^\alpha_2(t) + \varepsilon\right) S^{\text{ext}}_3(0, t) + C\varepsilon \]
whenever \( M^\alpha_2 \) is sufficiently small.

**Proof.** If \( \gamma_t(\mathbb{R}/\mathbb{Z}) \cap B_2(0) = \emptyset \) we have
\[ \frac{d}{dt} E_\phi(\gamma_t) = - \int_{\mathbb{R}/\mathbb{Z}} |\mathcal{H}\gamma_t|^2 \phi, \]

since both sides of the equation are vanishing. Let us now assume that \( \gamma(x_t, t) \in B_2(0) \) for some \( x_t \in \mathbb{R}/\mathbb{Z} \). Then the Lemmata 3.5, 3.6, 3.7, 3.8, and 3.9 tell us that
\[ \frac{d}{dt} E_\phi(\gamma_t) + \int_{\mathbb{R}/\mathbb{Z}} |\mathcal{H}\gamma_t|^2 \phi \leq \left(C\varepsilon M^\alpha_2(t) + \varepsilon\right) S_3(x_t, t) + C\varepsilon. \]
It is an easy exercise to show using the bi-Lipschitz estimate that
\[ S_3(x_t, t) \leq C S^{\text{ext}}_3(0, t) \]
where the constant \( C \) depends on the bi-Lipschitz constant of \( \gamma \). Hence,
\[ \frac{d}{dt} E_\phi(\gamma_t) + \int_{\mathbb{R}/\mathbb{Z}} |\mathcal{H}\gamma_t|^2 \phi \leq \left(C\varepsilon M^\alpha_2(t) + \varepsilon\right) S^{\text{ext}}_3(0, t) + C\varepsilon \]
\( \square \)

Exploiting this result, we get

**Proposition 3.11.** For every \( \delta > 0 \) there are constants \( \varepsilon_0 > 0 \) and \( C < \infty \) such that \( \sup_{x \in \mathbb{R}^n} E_{B_t(x)}(\gamma_{t_0}) \leq \varepsilon_0 \) for some \( t_0 \in [0, T) \) implies
\[ \int_{t_0}^t \int_{\gamma_t^{-1}(B_t(x))} |\mathcal{H}\gamma_t|^2 dsdt \leq C \quad \text{and} \quad E_{B_t(x)}(\gamma_t) \leq \delta \]
for all \( \tau \in [t_0, \min\{T, t_0 + 1\}] \) and \( x \in \mathbb{R}^n \).
Proof. We assume without loss of generality that $t_0 = 0$. Clearly we only have to show the claim under the additional assumption that $\delta > 0$ is small. Furthermore, it is enough to show that

$$\int_{t_0}^{t} \int_{\gamma^{-1}(B_1(x))} |\partial^3_s \gamma_t|^2 ds \, d\tau \leq C$$

and $E_{B_1(x)}(\gamma_t) \leq \delta$.

for all $\tau \in [t_0, \min \{T, t_0 + \varepsilon_2\})$ and $x \in \mathbb{R}^n$ for a sufficiently small $\varepsilon_2$. One then obtains the assertion in its original form by applying the preliminary result to the rescaled flow

$$\tilde{\gamma}(x, t) := \frac{1}{\sqrt[3]{\varepsilon_2}} \gamma(\frac{x}{\sqrt[3]{\varepsilon_2}}, \frac{t}{\varepsilon_2})$$

that satisfies by a standard covering argument

$$E_{B_1(0)}(\tilde{\gamma}) \leq C_{n, \varepsilon_2} \tilde{\varepsilon_1}.$$  

Lemma 3.10 tells us that

$$(3.9) \quad \frac{d}{dt} E_\phi(\gamma_t) + \int_{\mathbb{R}^n/\mathbb{Z}^n} |\mathcal{H}\gamma|^2 \phi \leq \left(C \varepsilon_2 M_{\frac{\varepsilon_2}{2}}^2 + \varepsilon\right) S_{3,\varepsilon,t}^c + C_\varepsilon.$$  

Let us assume that $t_1$ is the first time such that

$$\sup_{x \in \mathbb{R}^n} E_{B_1}(\gamma_{t_1}) \geq \delta.$$  

We set

$$IM_3 := \sup_{x \in \mathbb{R}^n} \int_{t_0}^{t_1} \int_{\gamma^{-1}(B_{1/4}(x))} |\mathcal{H}\gamma|^2 ds \, d\tau.$$  

After a translation we can assume that

$$IM_3 = \int_{t_0}^{t_1} \int_{\gamma^{-1}(0)} |\mathcal{H}\gamma|^2 ds \, d\tau.$$  

Due to the definition of $\tilde{S}_3(x)$ and Lemma 3.9 we know that

$$\int_{t_0}^{t_1} \tilde{S}_3 d\tau \leq C \int_{t_0}^{t_1} \tilde{S}_3 d\tau + C(M^2_{\frac{\varepsilon_2}{2}} + \varepsilon) \int_{t_0}^{t_1} \tilde{S}_3 d\tau + Ct_1 \leq CIM_3 + C(t_0 - t_1).$$  

Integrating (3.9) and using $\chi_{B_1(0)} \leq \phi \leq \chi_{B_2(0)}$ we hence get

$$(3.10) \quad E_\phi(\gamma_{t_1}) + c_0 IM_3 \leq E_\phi(\gamma_{t_0}) + C(\delta^\alpha + \varepsilon) IM_3 + C_\varepsilon t_1 \leq \varepsilon_0 + C(\delta^\alpha + \varepsilon) IM_3 + C_\varepsilon t_1$$

If $C(\delta^\alpha + \varepsilon) \leq \frac{c_0}{2}$, this implies

$$\frac{c_0}{2} IM_3 \leq \varepsilon_0 + C t.$$  

Plugging this back into the inequality (3.10), we get for all $x \in \mathbb{R}^n$

$$E_{B_1(x)}(\gamma_{t_1}) \leq E_{\phi_{1/2}}(\gamma_{t_1}) \leq \varepsilon_0 + C(\delta^\alpha + \varepsilon)(\varepsilon_0 + C t) + C_\varepsilon t_1 < \delta$$

if we first chose $\varepsilon_0 > 0$ and then $t$ small enough. □
3.2. Estimating the elastic energy. In this section we derive estimates from the evolution equations of energies containing higher order terms. The following lemma was proven in [Bla16]:

**Lemma 3.12** (Evolution of Higher order energies). Let $\gamma$ be a family of curves moving with normal speed $V$. Then

\[
\partial_t \int_{\mathbb{R}/\mathbb{Z}} |\partial_s^k \kappa|^2 \phi ds = 2 \int_{\mathbb{R}/\mathbb{Z}} (\partial_s^{k+2} V, \partial_s^k \kappa) \phi ds + 2 \int_{\mathbb{R}/\mathbb{Z}} (P^k_3(V, \kappa), \partial_s^{k+1} \kappa) \phi ds
\]

+ \int_{\mathbb{R}/\mathbb{Z}} (P^k_3(V, \kappa), \partial_s^k \kappa) \phi ds - \int_{\mathbb{R}/\mathbb{Z}} |\partial_s^k \kappa|^2 (\kappa, V) \phi ds + \int_{\mathbb{R}/\mathbb{Z}} |\partial_s^k \kappa| \nabla_V \phi ds.

In this section, we will derive estimates for the right-hand side of equation (3.11) for the case that $V = -\mathcal{H}$. We use both the evolution equations from Lemma 3.12 and these estimates to bound the so-called elastic energy of the curve $\gamma$, i.e. the $L^2$-norm of its curvature.

**Proposition 3.13** (Estimate for the elastic energy). Let $\gamma : [0, T) \times \mathbb{R}/\mathbb{Z} \to \mathbb{R}^n$, $T > 1$ be a smooth solution of (1.2). There is an $\varepsilon_0 > 0$ depending only on $n$ such that

\[
\sup_{(x, t) \in \mathbb{R}^n \times (0, 1)} E_{B_1(x)}(\gamma(\cdot, t)) < \varepsilon_0
\]

implies

\[
\sup_{x \in \mathbb{R}/\mathbb{Z}} \int_{B_1(x) \cap \gamma_{t_1}} |\kappa_{t_1}|^2 ds \leq C
\]

and

\[
\inf_{t \in (0, 1)} \int_{B_1(x)} |\partial_s \kappa|^2 ds \leq C.
\]

3.2.1. Preliminary estimates. To estimate the respective integrals appearing on the right-hand side of equation (3.11) we have to distinguish as before between $|w|$ big and $|w|$ small. The next lemma helps us to deal with the part where $|w|$ is big:

**Lemma 3.14.** Let us assume that $p \in [1, \infty)$, $l_i \in \mathbb{N}$, $l_i \geq 2$, $p_i \in [1, \infty)$ for $i = 1, \ldots, r$, and let $n \in \mathbb{N}$ be chosen such that

\[
l_i \leq m, \quad l_i - \frac{1}{p_i} \leq m - \frac{1}{2}, \quad \text{and} \quad \sum_{i=1}^{n} \frac{1}{p_i} = \frac{1}{p}.
\]

For $\Lambda = 1000 \cdot 18^\frac{n(\min l_i)}{\min p_i}$ we set

\[
g(x) := \int_{l \geq |w| \geq \Lambda} \prod_{i=1}^{r} \left| \partial^{j_i} \gamma(x + s_i w) \right| \frac{|w|^2}{|w|^2} ds dw.
\]

and assume that $M_{2,2} \leq 1$. Then there is a constant $\beta_1, \beta_2 > 0$ such that

\[
\|g\|_{L_p^p(B_1(0))} \leq C(M_{3/2}^{\beta_1} + M_{3/2}^{\beta_2}) \sum_{i=1}^{r} \left( \|\partial^{m_i} \gamma\|_{L^2(B_1(0))} \right) + \sum_{j=1}^{\infty} \frac{\|\partial^{m_j} \phi\|_{L^2(B_{2j+1}(0))} \cdot \|\phi\|_{L^2(B_{2j+1}(0))}}{(\Lambda + j)^2} \right) + C.
\]

where $\theta_i = \frac{l_i - \frac{1}{p_i}}{m - \frac{1}{2}}$ and $C < \infty$ only depends on $n$ and $E(\gamma_0)$. 

Applying the Gagliardo-Nirenberg type inequality (Lemma A.3), we obtain

$$\int_{B_l(0)} |g(x)|^p dx = \int_{B_l(0)} \left( \int \int \int \prod_{i=1}^r \left| \partial^{\lambda_i} \gamma(x + s_i w) \right| dw \right)^p dx \leq C \int_{B_l(0)} \int \int \int \prod_{i=1}^r \left| \partial^{\lambda_i} \gamma(x + s_i w) \right|^p dw \ dx.$$

As \(\sum_{i=0}^r \frac{1}{p_i} = \frac{1}{p}\), we get by Cauchy's inequality

\begin{equation}
\int_{B_l(0)} |g(x)|^p dx \leq C_A \int_{B_l(0)} \int \int \int \sum_{i=1}^r \left( \left| \partial^{\lambda_i} \gamma(x + s_i w) \right|^p \right) dw \ dx.
\end{equation}

We can estimate the summands further substituting \(\tilde{w} = sw\) by

$$\int_{B_l(0)} \int \int \int \frac{1}{|w|^2} \left| \partial^{\lambda_i} \gamma(x + s_i \tilde{w}) \right|^{p_i} \tilde{w} \ dx \ dy \ dz \ \leq \int \int \int \frac{1}{|\tilde{w}|^2} \left| \partial^{\lambda_i} \gamma(x + \tilde{w}) \right|^{p_i} \tilde{w} \ dx \ dy \ dz$$

\begin{equation}
\leq C \left( \left\| \partial^{\lambda_i} \gamma \right\|_{L^{p_i}(B_l(0))}^{p_i} \right) + \int_{|\tilde{w}| \geq \Lambda/2} \left| \partial^{\lambda_i} \gamma(y) \right|^{p_i} \frac{dy}{|y|^2} \ dx \ dy \ dz.
\end{equation}

Applying the Gagliardo-Nirenberg type inequality (Lemma A.3), we obtain for

$$\theta_i = p_i \left( \frac{l_i - 1}{m} - \frac{1}{p} \right)$$

that

$$\left\| \partial^{\lambda_i} \gamma \right\|_{L^{p_i}(B_l(0))}^{p_i} \leq C \left\| \partial^{m \gamma} \right\|_{L^{2}(B_l(0))}^{\theta_i} \left( M^{\frac{p_i - \theta_i}{m}} + M^{\frac{p_i}{m}} \right).$$

Scaling this inequality, we get

$$\left\| \partial^{\lambda_i} \gamma \right\|_{L^{p_i}(B_l(0))}^{p_i} \leq C \left( \left\| \partial^{m \gamma} \right\|_{L^{2}(B_l(0))}^{\theta_i} \left( M^{\frac{p_i - \theta_i}{m}} + M^{\frac{p_i}{m}} \right) \right).$$

Furthermore,

$$\int_{|\tilde{w}| \geq \Lambda/2} \left| \partial^{\lambda_i} \gamma(y) \right|^{p_i} \frac{dy}{|y|^2} \ dx \ dy \ dz \leq CM^{\frac{p_i - \theta_i}{m}} \left( \left\| \partial^{m \gamma} \right\|_{L^{2}(B_l(0))}^{\theta_i} \left( M^{\frac{p_i - \theta_i}{m}} + M^{\frac{p_i}{m}} \right) \right).$$

From (3.12) and (3.13) the assertion follows.
The second ingredient is the following lemma, which helps to deal with small $|w|$.

**Lemma 3.15.** Let

$$g(x) := \int \int \int \int \prod_{i=1}^r |\partial^i \gamma(x + s_i w)|$$

$$|\partial^{i+1} \gamma(x + \tau_1 w) - \partial^{i+1} \gamma(x + \tau_2 w)||\partial^{i+2} \gamma(x + \tau_1 w) - \partial^{i+2} \gamma(x + \tau_2 w)|$$

$$dsd\tau_1 d\tau_2 dw.$$  

Let $\tilde{l}_i = l_i$ for $i = 1, \ldots, r$ and $\tilde{l}_i = l_i + \frac{1}{r}$ for $i = r + 1, r + 2$. If $\tilde{l}_i \leq m$ and $\tilde{l}_i - \frac{1}{p_i} < m - \frac{1}{r}$ for all $i = 1, \ldots, r + 2$, then there is a constant $\alpha > 0$ such that

$$\|g\|_{L^p(B_\Lambda)} \leq (C_\alpha M_{S/2}^\alpha + \varepsilon)(\|\partial^m \gamma\|_{L^2(\partial B_{2\Lambda})} + C_\varepsilon)$$

where

$$\theta = \frac{\sum_{i=1}^r (\tilde{l}_i - 1) - \frac{1}{r}}{m - \frac{1}{r}}.$$  

**Proof.** We write

$$g(x) = \int \int \int \int g_{s, \tau_1, \tau_2}(x, w) dsd\tau_1 d\tau_2 dw$$

where

$$g_{s, \tau_1, \tau_2}(x, w) := \prod_{i=1}^r |\partial^i \gamma(x + s_i w)|$$

$$|\partial^{i+1} \gamma(x + \tau_1 w) - \partial^{i+1} \gamma(x + \tau_2 w)||\partial^{i+2} \gamma(x + \tau_1 w) - \partial^{i+2} \gamma(x + \tau_2 w)|.$$  

Using Hölder's inequality, we get for $|w| \leq \Lambda$

$$\|g_{s, \tau_1, \tau_2}(\cdot, w)\|_{L^p(B_\Lambda(0))} \leq \prod_{i=1}^r \|\partial^i \gamma\|_{L^p(B_{2\Lambda}(0))} \prod_{j=1}^r \|\partial^{i+j} \gamma(\cdot + (\tau_1 - \tau_2)w) - \partial^{i+j} \gamma\|_{L^{p+j}(\Lambda)}$$

$$\|

\text{Since}

$$\int \int \int \int \prod_{j=1}^r \|\partial^{i+j} \gamma(\cdot + (\tau_1 - \tau_2)w) - \partial^{i+j} \gamma\|_{L^{p+j}(\Lambda)} \|dwd\tau_1 d\tau_2$$

$$\leq \int \int \int \int \prod_{j=1}^r \left( \int_{|w| \leq \Lambda} \|\partial^{i+j} \gamma(\cdot + (\tau_1 - \tau_2)w) - \partial^{i+j} \gamma\|_{L^{p+j}(\Lambda)}^2 d\tau_1 d\tau_2 \right)^{\frac{1}{2}}$$

$$\leq \int \int \int \int |\tau_1 - \tau_2| \left( \prod_{j=1}^r \left( \int_{|w| \leq \Lambda} \|\partial^{i+j} \gamma(\cdot + \tilde{w}) - \partial^{i+j} \gamma\|_{L^{p+j}(\Lambda)}^2 d\tilde{w} \right) \right)^{\frac{1}{2}}$$

$$\leq \prod_{j=1}^r \|\partial^{i+j} \gamma\|_{B(B_{2\Lambda}(p))},$$

we obtain

$$\|g\|_{L^p(B_\Lambda(0))} \leq \prod_{j=1}^r \prod_{i=1}^r \|\partial^i \gamma\|_{L^p(B_{2\Lambda}(0))} \|\partial^{i+j} \gamma\|_{B^{p+j, 2}(B_{2\Lambda}(0))}.$$  

As above, the assertion now follows from the Gagliardo-Nirenberg interpolation estimates in Lemma A.3.  

$\square$
3.2.2. Estimating the derivatives of $\mathcal{H}$. For $k \in \mathbb{N}_0$, $s \in (0, 1)$ we define

$$S_{k+s}(x) = \iint_{B \setminus B_{k,s}} \frac{|\partial^k \gamma(y) - \partial^k \gamma(z)|^2}{|y-z|^{1+2s}} dxdy + \sum_{j=1}^{\infty} \frac{1}{(\Lambda + j)^2} \iint_{B_{k,j}(x) \setminus B_{k,j-1}(x)} \frac{|\partial^k \gamma(y) - \partial^k \gamma(z)|^2}{|y-z|^{1+2s}} dxdy,$$

$$S_k(x) = \|\partial^k \gamma\|_{L^2(B)}^2 + \sum_{j=1}^{\infty} \|\partial^k \gamma\|_{L^2(B_{k} \setminus B_{k,j})}^2 \frac{1}{(\Lambda + j)^2},$$

and

$$\tilde{M}_{k+s} = \tilde{M}_{k+s}^0(x) = \int_{B/\varepsilon-z} \int \frac{|\partial^k \gamma(y + w) - \partial^k \gamma(y)|^2}{w^2} \phi_x(\gamma(y)) dwdy.$$ 

As before, we will assume that $\gamma(0) \in B_2(0)$ to get some preliminary estimates in terms of the intrinsically defined quantities above. In the final differential inequality we will use the extrinsic quantity

$$S_{k+s}^e(x) = \iint_{\gamma^{-1}(B(x))} \frac{|\partial^k \gamma(y) - \partial^k \gamma(z)|^2}{|y-z|^{1+2s}} dxdy + \sum_{j=1}^{\infty} \frac{1}{(\Lambda + j)^2} \iint_{\gamma^{-1}(B(x)) \setminus B_{k,j}} \frac{|\partial^k \gamma(y) - \partial^k \gamma(z)|^2}{|y-z|^{1+2s}} dxdy,$$

in place of $S_{k+s}(0)$.

We start with an estimate for $\tilde{\mathcal{H}}$. Again we use the decomposition

$$\tilde{\mathcal{H}}\gamma(x) = Q\gamma(x) + R_1\gamma(x) + R_2\gamma(x) = Q\gamma(x) + R\gamma(x)$$

where

$$Q\gamma(x) = 2 \lim_{\varepsilon \to 0} \int \frac{2(\gamma(x + w) - \gamma(x) - w\gamma'(x))}{w^4} \frac{\kappa(x)}{|w|^2} dw$$

$$= 4 \lim_{\varepsilon \to 0} \int \frac{1}{w^4} \frac{\kappa(x + sw) - \kappa(x)}{|w|^2} dw = \tilde{Q}\kappa(x),$$

$$R_1\gamma(x) = 4 \int \frac{1}{w^4} \frac{1}{|\gamma(x + w) - \gamma(x)|^4} \frac{w^2 - 1}{w^4} dw,$$

$$R_2\gamma(x) = 2 \int \frac{1}{w^4} \frac{1}{|\gamma(x + w) - \gamma(x)|^2} dw$$

and set $R = R_1 + R_2$.

**Lemma 3.16.** Let $M_{\frac{s}{2}} \leq 1$ and $\gamma(0) \in B_2(0)$. For all $\tilde{k} \geq k$ there is a constant $\alpha > 0$ that for all $\varepsilon > 0$

$$\|\partial^\tilde{k} P^i_{\gamma}(R)\|_{L^2(B_0)} + \|\partial^k R\|_{L^2(B_1)} \leq (C_{\varepsilon} M_{\frac{s}{2}}^{\alpha_1} + \varepsilon) S_{k+s}^e(0) + C_{\varepsilon}$$
for some constant $C_\varepsilon < \infty$, where $\theta = \frac{2k+3}{2k+1}$. Hence, for every $\varepsilon > 0$ and $k_1 > k$ there is an $C_\varepsilon < \infty$ such that

$$
\|\partial_x^k \mathcal{H} - \partial_x^k Q\|_{L^2(B_{1}(0))}^2 \leq \varepsilon S_{k+3} + C_\varepsilon.
$$

Proof. First we will show that the two summands building $R$ can be brought into a common form and can thus be dealt with simultaneously.

To this end we first use Taylor’s theorem to rewrite

$$
R_1 \gamma(x) = 4 \int_{I_k} \int_0^1 \kappa(x + sw) \left( \frac{1}{|\gamma(x + w) - \gamma(x)|^4} - \frac{1}{w^4} \right) ds dw.
$$

For $\beta > 0$ we observe

$$
\frac{1}{|\gamma(u + w) - \gamma(u)|^\beta} - \frac{1}{|w|^\beta} = \frac{|w|^\beta}{|\gamma(u + w) - \gamma(u)|^\beta} - \frac{1}{|w|^\beta} = \frac{|\gamma(u + w) - \gamma(u)|^\beta}{|w|^\beta} - \frac{1}{|w|^\beta}
$$

$$
= G^{(\beta)} \left( \frac{\gamma(u + w) - \gamma(u)}{w} \right) \frac{|\gamma'((u + \tau_1 w) - \gamma((u + \tau_2 w)|^2}{|w|^\beta} d\tau_1 d\tau_2
$$

where

$$
G^{(\beta)}(z) := \frac{1}{2|z|^\beta} \cdot \frac{1 - |z|^\beta}{1 - |z|^2}
$$

is an analytic function away from the origin. Defining

$$
g^{(\alpha, \beta)}_{\sigma_1, \tau_1, \tau_2}(u, w) := G^{(\beta)} \left( \frac{\gamma(u + w) - \gamma(u)}{w} \right) \frac{|\gamma'((u + \tau_1 w) - \gamma((u + \tau_2 w)|^2}{|w|^\alpha} \kappa(u + \tau_1 w)
$$

we thus get

$$
(3.14) \quad R\gamma(x) = 4 \int_{I_k} \int_0^1 \int \int g^{(2)}_{\sigma_1, \tau_1, \tau_2}(x, w) d\tau_1 d\tau_2 dsw
$$

$$
- 2 \int_{I_k} \int_0^1 \int \int g^{(2)}_{\sigma_0, \tau_1, \tau_2}(x, w) d\tau_1 d\tau_2 dw.
$$

We now give the details of the estimate for the first term. The second term can be estimated analogously.

We differentiate under the integral to get

$$
\partial_x^k R_1 \gamma(x) = 4 \int_{I_k} \int_0^1 \int \partial_x^k \partial_x^k g^{(2)}_{\sigma_1, \tau_1, \tau_2}(x, w) d\tau_1 d\tau_2 dsw
$$

$$
= 4 \int_{|w| \geq \Lambda |I_k|^2} \int_0^1 \partial_x^k \partial_x^k g^{(2)}_{\sigma_1, \tau_1, \tau_2}(x, w) d\tau_1 d\tau_2 dsw
$$

$$
+ \int_{|w| \leq \Lambda |I_k|^2} \int_0^1 \partial_x^k \partial_x^k g^{(2)}_{\sigma_1, \tau_1, \tau_2}(x, w) d\tau_1 d\tau_2 dsw
$$
The product rule and Faà di Bruno’s formula tell us that

\[
\partial^k_x g_{x_1, x_2}^2(x, w) = \sum_{l_1 + l_2 + l_3 + l_4 = k} \left( \sum_{\pi \in \Pi_l} (\partial|x| G^3) \frac{\gamma(x + w) - \gamma(x)}{w^2} \right) \prod_{B \in \pi} \frac{\partial^{l_B} \gamma(x + w) - \partial^{l_B} \gamma(x)}{w}
\]

\[
\partial^{l_B} \gamma(x + \tau_1 w) - \partial^{l_B} \gamma(x + \tau_2 w))(\partial^{l_B} \gamma(x + \tau_1 w) - \partial^{l_B} \gamma(x + \tau_2 w)) \partial^l_K(x + s_1 w)
\]

where \( \Pi_l \) denotes the set of all partitions of the set \( \{1, \ldots, l\} \). Using the fundamental theorem of calculus this can be brought into the form

\[
\partial^k_x g_{x_1, x_2}^2(x, w) = \sum_{l_1 + l_2 + l_3 + l_4 = k} \left( \sum_{\pi \in \Pi_l} (\partial|x| G^3) \frac{\gamma(x + w) - \gamma(x)}{w^2} \right) \prod_{B \in \pi} \int_0^1 \frac{\partial^{l_B} \gamma(x + s_B w) ds_B}{w}
\]

\[
\partial^{l_B} \gamma(x + \tau_1 w) - \partial^{l_B} \gamma(x + \tau_2 w))(\partial^{l_B} \gamma(x + \tau_1 w) - \partial^{l_B} \gamma(x + \tau_2 w)) \partial^l_K(x + s_1 w)
\]

We choose \( p_B = p_1 = \lceil \# \pi + 4 \rceil p \) and observe that

\[
|B| + 1 - \frac{1}{p_1} \leq |B| + 1 \leq k + 1 \leq k + 2 - \frac{1}{2}
\]

and

\[
l_1 + \frac{3}{2} - \frac{1}{2} \leq l_1 + l_2 + l_3 \leq k + 2 - \frac{1}{2}
\]

Hence, we can apply the Lemmata 3.14 and 3.15 to get an estimate as claimed for each of the summands with

\[
\theta \leq \frac{l_1 + l_2 + l_3 + l_4 + 5 - 3}{k - \frac{3}{2}}
\]

Using the identity

\[
P^\perp_{\gamma}(R) = R - \langle R, \gamma' \rangle \gamma'
\]

and treating the second term in this difference in the same way as above, we get the second estimate in the assertion.

\[\square\]

**Lemma 3.17.** We have

\[
\|\partial^k_x H - \partial^k_x Q\|^2_{L^2(B_{2\varepsilon}(0))} \leq (C \varepsilon M_2^\gamma + \varepsilon)(S_{k+3} + C_\varepsilon)
\]

for suitable constants \( \alpha > 0 \) and

\[
\|\partial^k_x H\|^2_{L^2(B_{2\varepsilon}(0))} \leq (C \varepsilon M_2^\gamma + \varepsilon)S_{k+3} + C_\varepsilon(M_2^\gamma + 1).
\]

**Proof.** We use

\[
H_{\gamma}(x) = P^\perp_{\gamma} \tilde{H}_{\gamma}(x) = \tilde{H}_{\gamma}(x) - \langle \tilde{H}_{\gamma}(x), \gamma' \rangle \gamma'
\]

together with the decomposition

\[
\tilde{H} = Q + R
\]

to write

\[
H = Q - P^T_{\gamma} Q + P^\perp_{\gamma} R,
\]

where \( P^\perp_{\gamma} \) denotes the projection onto the tangential part.

Lemma 3.16 tells us that

\[
\|\partial^k_x P^\perp_{\gamma} R\|^2_{L^2} \leq C(M_2^\gamma + \varepsilon)S_{k+3} + C_\varepsilon.
\]

To deal with the term containing \( Q \) we use \( P^T_{\gamma} Q = \langle Q, \gamma' \rangle \gamma' \).

Leibniz’s rule yields

\[
\partial^k_x (\langle Q, \gamma' \rangle \gamma') = \langle \partial^k_x Q, \gamma' \rangle \gamma' + I_1,
\]
where $I_1$ is a linear combination of terms
\[ Q[\partial_{s}^{k_1}\gamma]\partial_{s}^{k_2}\gamma'\partial_{s}^{k_3}\gamma' \]
with $k_1, k_2, k_3 \in \mathbb{N}_0$, $k_1 + k_2 + k_3 = k$ and $k_2 + k_3 \geq 1$. By Hölder’s inequality the $L^2$-norm over $B_{2\delta}(0)$ of all these terms can be estimated by
\[ C\|Q[\partial_{s}^{k_1}\gamma]\|_{L^2(B_{2\delta})}\|\partial_{s}^{k_2}\gamma'\|_{L^1(B_{2\delta})}\|\partial_{s}^{k_3}\gamma'\|_{L^1(B_{2\delta})}.\]

As in the proof of Lemma 3.9 we see that
\[ \|Q[\partial_{s}^{k_1}\gamma]\|_{L^2(B_{2\delta}(0))} \leq C\|\partial_{s}^{k_1+1}\gamma\|_{L^2(B_{2\delta}(0))} + \varepsilon S_{k+3} + C_{\varepsilon}.\]

Hence, the interpolation estimates give
\[ I_1 \leq \varepsilon S_{k+\frac{7}{2}} + C_{\varepsilon}.\]

We now pick up the argument from the proof of Lemma 3.5 to estimate the term
\[ \langle \partial_{s}^{k}Q\gamma, \gamma' \rangle\gamma'.\]

Using the linearity of $Q$, we can rewrite
\[ \langle \partial_{s}^{k}Q, \gamma' \rangle = \sum_{i=1}^{n} \langle \tilde{Q}[\partial_{s}^{k}\kappa_{i}]\gamma_{i}' - \tilde{Q}[\partial_{s}^{k}\kappa_{i}'] \rangle.\]

Form Lemma A.4 we then get
\[
\|\langle \partial_{s}^{k}Q, \gamma' \rangle\gamma'\|_{L^2(B_2(0))} \leq C \left( \|\partial_{s}^{k}\kappa\|_{B_{1,2}(B_3(0))} \|\gamma'\|_{B_{1,2}(B_3(0))} + \sum_{j \in \mathbb{N}} \|\partial_{s}^{k}\kappa\|_{L^2}^{2j+1} + 1 \right)
+ C\|\partial_{s}^{k}\kappa\|_{L^2(B_3(0))} \|\gamma'\|_{C^{0,1}(B_3(0))} + 1)
\leq (C_{\varepsilon}M_{\frac{3}{2}}^{\frac{1}{2}} + \varepsilon)S_{k+1} + C_{\varepsilon}.
\]

3.2.3. Estimate of the highest order term.

**Lemma 3.18.** If $M_{\frac{3}{2}} \leq 1$ and $\gamma(0) \in B_2(0)$, we have
\[
- \int_{R/I\mathbb{Z}} \langle \partial_{s}^{k+2}\mathcal{H}\gamma, \partial_{s}^{k}\kappa \rangle \phi ds \leq -M_{k+7/2}(0) + CM_{\frac{3}{2}}^{2}S_{k+\frac{7}{2}}(0).
\]

**Proof.** The main strategy is, to use partial integration to move $1 + \frac{1}{2}$ derivatives from the term $\partial_{s}^{k+2}\mathcal{H}$ to the term $\partial_{s}^{k}\kappa$. But before, we want to get rid of the projection onto the normal part contained in the definition of $\mathcal{H}$. We have
\[ \mathcal{H}\gamma(x) = P_{\gamma(x)}(Q\gamma(x) + R\gamma(x)).\]

Let us first deal with the terms containing $R$. Integration by parts gives
\[
- \int_{R/I\mathbb{Z}} \partial_{s}^{k+2} \left( P_{\gamma(x)}(R\gamma(x)) \right) \partial_{s}^{k}\kappa \phi ds = \int_{R/I\mathbb{Z}} \partial_{s}^{k+1} \left( P_{\gamma(x)}(R\gamma(x)) \right) \partial_{s}^{k+1}\kappa \phi ds
+ \int_{R/I\mathbb{Z}} \partial_{s}^{k+1} \left( P_{\gamma(x)}(R\gamma(x)) \right) \partial_{s}^{k}\kappa \phi' ds,
\]
which we can estimate using the product rule, Hölder’s inequality and Lemma 3.16 by
\[
(CM_{\frac{3}{2}}^{2} + \varepsilon)S_{k+\frac{7}{2}} \|\partial_{s}^{k}\kappa\|_{L^2} \leq (CM_{\frac{3}{2}}^{2} + \varepsilon)S_{k+\frac{7}{2}} + C_{\varepsilon}.
\]
So we get

\[(3.15) \quad - \int_{\mathbb{R}/\mathbb{Z}} \partial_s^{k+2} \left( P^{\perp}_{\gamma(x)}(R\gamma(x)) \right) \partial_s^k \kappa \phi ds \leq (CM^2 + \varepsilon) S_{k+\frac{\varepsilon}{2}} + C\varepsilon.\]

To estimate \( \int_{\mathbb{R}/\mathbb{Z}} \langle \partial_s^{k+2} P^{\perp}_{\gamma} Q, \partial_s^k \kappa \rangle \phi ds \) we write

\[P^{\perp}_{\gamma(x)} Q(x) = Q(x) - \langle Q(x), \gamma'(x) \rangle \gamma'(x) = Q - P^{\perp}_{\gamma} Q.\]

Using

\[\langle Q\gamma(x), \gamma'(x) \rangle = 2 \int_{l}^{1} \int_{-l}^{0} (1 - s) \frac{\langle \gamma'(x) - \gamma(x) \rangle (\kappa(x + sw) - \kappa(x))}{w^2} d\phi dx \]

we get from the Lemmata 3.14 and 3.15

\[\|\partial_s^{k+1} P^{\perp}_\gamma(Q)\|^2_{L^2(B_{2\beta}(0))} \leq C(M^2 + \varepsilon) S_{k+\frac{\varepsilon}{2}}.\]

Hence, Cauchy’s inequality implies

\[(3.16) \quad - \int_{\mathbb{R}/\mathbb{Z}} \partial_s^{k+1} P^{\perp}_{\gamma} Q \partial_s^k \kappa \phi ds \leq \varepsilon S_{k+\frac{\varepsilon}{2}} + C\varepsilon.\]

The term \( \int_{\mathbb{R}/\mathbb{Z}} \langle \partial_s^{k+2} Q, \partial_s^k \kappa \rangle ds \) can be rewritten using (2.3) as

\[\int_{\mathbb{R}/\mathbb{Z}} \langle \partial_s^{k+2} Q\gamma, \partial_s^k \kappa \phi \rangle ds = \int_{\mathbb{R}/\mathbb{Z}} \langle Q \partial_s^k \kappa, \partial_s^k \kappa \rangle \phi ds \]

\[= 2 \int_{\mathbb{R}/\mathbb{Z}} \int_{l}^{1} \int_{-l}^{0} (1 - s) \frac{\partial_s^{k+1} \kappa(x + sw) - \partial_s^{k+1} \kappa(x)}{w^2} \phi(\gamma(x)) ds d\phi dx \]

\[+ 2 \int_{\mathbb{R}/\mathbb{Z}} \int_{l}^{1} \int_{-l}^{0} (1 - s) \frac{\partial_s^{k+1} \kappa(x + sw) - \partial_s^{k+1} \kappa(x)}{w^2} \phi(\gamma(x + sw)) - \phi(\gamma(x)) \partial_s^{k+1} \kappa(x + sw) d\phi dx.\]

We observe that

\[\int_{\mathbb{R}/\mathbb{Z}} \int_{l}^{1} \int_{-l}^{0} (1 - s) \frac{\partial_s^{k+1} \kappa(x + sw) - \partial_s^{k+1} \kappa(x)}{w^2} \phi(x) d\phi dx \]

\[\geq \int_{B_1(0)} \int_{l}^{1} \int_{-l}^{0} (1 - s) \frac{\partial_s^{k+1} \kappa(x + \bar{w}) - \partial_s^{k+1} \kappa(x)}{w^2} d\phi d\bar{w} ds dx \]

\[\geq \int_{B_1(0)} \int_{l}^{1} \int_{-l}^{0} \int_{s}^{l} \frac{\partial_s^{k+1} \kappa(x + \bar{w}) - \partial_s^{k+1} \kappa(x)}{w^2} d\bar{w} d\phi ds dx \]

\[\geq c_0 \int_{B_1(0)} \int_{l}^{1} \frac{\partial_s^{k+1} \kappa(x + \bar{w}) - \partial_s^{k+1} \kappa(x)}{w^2} d\bar{w} dx \]

\[\geq c_0 M_{k+\frac{\varepsilon}{2}}(0).\]
Furthermore, we decompose
\[ \left| \int_0^1 \int_{\mathbb{R}/Z} \left( 1 - s \right) \frac{(\partial_s^{k+1} \kappa(x + sw) - \partial_s^{k+1} \kappa(x))(\phi(\gamma(x + sw)) - \phi(\gamma(x)))}{w^2} \partial_x^{k+1} \kappa(x + sw) \, ds \, dw \, dx \right| \]
\[ \leq \int_{B_\Lambda(0)} \int_0^\infty \int_0^1 \left( 1 - s \right) \frac{|\partial_s^{k+1} \kappa(x + sw) - \partial_s^{k+1} \kappa(x)|}{w^2} \frac{|\partial_x^{k+1} \kappa(x + sw)|}{w} \, ds \, dw \, dx \]
\[ + \int_{\mathbb{R}/Z} \int_0^1 \int_0^\infty \left( 1 - s \right) \frac{|\partial_s^{k+1} \kappa(x + sw) - \partial_s^{k+1} \kappa(x)|}{w} \frac{|\partial_x^{k+1} \kappa(x + sw)|}{w} \, ds \, dw \, dx \]
We use Lemma 3.14 and Lemma 3.15 to estimate the first term and the second term by
\[ S_{k+\frac{1}{2},M}^\theta + M_{\frac{1}{2}} \]
where \( \theta = \frac{2k+3+\frac{1}{2}}{2k+4} < 1 \). Hence, Cauchy’s inequality yields
\[ (3.17) - \int_{\mathbb{R}/Z} \langle \partial_s^{k+2} Q, \partial_s^{k} \phi \rangle ds \leq -c_0 M_{k+\frac{1}{2}}(0) + \varepsilon S_{k+\frac{1}{2}} + C_\varepsilon. \]
The inequalities (3.15), (3.16), and (3.17) prove the statement of the lemma. \( \Box \)

**Lemma 3.19** (Differential inequality for Energies of higher order). For every \( \varepsilon > 0 \) there is a constant \( C_\varepsilon < \infty \) depending only on \( \varepsilon, n \) and \( k \) and \( c_k > 0 \) such that
\[ \partial_t \int_{\mathbb{R}/Z} |\partial_s^k \phi|^2 \, ds + c_k M_{k+\frac{1}{2}} \leq C(M_{\frac{1}{2}}^2 + \varepsilon) S_{k+\frac{1}{2}}(0) + C_\varepsilon. \]

**Proof.** From (3.11) we get
\[ (3.18) \quad \partial_t \int_{\mathbb{R}/Z} |\partial_s^k \phi|^2 \, ds = 2 \int_{\mathbb{R}/Z} \langle \partial_s^{k+2} V, \partial_s^k \phi \rangle ds + 2 \int_{\mathbb{R}/Z} \langle P^k_1(V, \kappa), \partial_s^{k+1} \phi \rangle ds \]
\[ + 2 \int_{\mathbb{R}/Z} \langle P^k_2(V, \kappa), \partial_s^k \phi \rangle ds - \int_{\mathbb{R}/Z} |\partial_s^k \phi|^2 \langle \kappa, V \rangle \, ds + \int_{\mathbb{R}/I\mathbb{Z}} |\partial_s^k \nabla \phi| \, ds \]
Lemma 3.18 gives
\[ 2 \int_{\mathbb{R}/Z} \langle \partial_s^{k+2} V, \partial_s^k \phi \rangle ds \leq -M_{k+\frac{1}{2}}(0) + (M_{\frac{1}{2}}^2 + \varepsilon) S_{k+\frac{1}{2}} + C_\varepsilon. \]
Let \( k_1 + k_2 = k \). Hölder’s inequality, standard interpolation estimates and Lemma 3.17 give
\[ \int_{\mathbb{R}/I\mathbb{Z}} \partial_s^{k_1} V \ast \partial_s^{k_2} \kappa \ast \tau \ast \partial_s^{k+1} \kappa \phi ds \leq \| \partial_s^{k_1} V \|_{L^2} \| \partial_s^{k_2} \kappa \|_{L^4} \| \partial_s^{k+1} \kappa \|_{L^4} \]
\[ \leq C(M_{\frac{1}{2}}^2 + \varepsilon) S_{k+\frac{1}{2}} + C_\varepsilon \]
and hence
\[ \int_{\mathbb{R}/Z} \langle P^k_1(V, \kappa), \partial_s^{k+1} \phi \rangle ds \leq C(M_{\frac{1}{2}}^2 + \varepsilon) S_{k+\frac{1}{2}} + C_\varepsilon. \]
Similarly we get the estimate
\[ \int_{\mathbb{R}/Z} \langle P^k_2(V, \kappa), \partial_s^k \phi \rangle ds \leq C(M_{\frac{1}{2}}^2 + \varepsilon) S_{k+\frac{1}{2}} + C_\varepsilon. \]
and
\[
\int_{\mathbb{R}/lZ} |\partial^k_s \kappa|^2 \nabla \phi ds \leq \|\partial^k_s \kappa\|^2_{L^2} \|V\|_{L^2} \leq (C \varepsilon M^3 + \varepsilon) S_{k+\frac{7}{2}} + C\varepsilon.
\]
Hence, we have
\[
2 \int (P^k_2(V, \kappa), \partial^{k+1}_s \kappa) \phi ds + 2 \int (P^k_3(V, \kappa), \partial^k_s \kappa) \phi ds
\]
\[
- \int |\partial^k_s \kappa|^2 (\kappa, V) \phi ds + \int |\partial^k_s \kappa| \nabla \phi ds \leq 5\varepsilon S_{k+\frac{7}{2}} + C\varepsilon \left( M^2_2 + 1 \right)
\]
Together, these estimates imply
\[
\partial_t \int_{\mathbb{R}/lZ} \frac{1}{2} |\partial^k_s \kappa|^2 \phi ds + \tilde{M}_{k+\frac{7}{2}}(0) \leq C(M^2_2 + \varepsilon) S_{k+\frac{7}{2}} + C\varepsilon.
\]
As \( S_{k+\frac{7}{2}} \leq C S_{k+\frac{7}{2}}^{ext} \) we get the assertion. \( \square \)

3.2.4. Proof of Proposition 3.1.3. We get from Lemma 3.19
\[
\partial_t \int_{\mathbb{R}/lZ} \frac{1}{2} |\kappa|^2 \phi ds + c_0 \tilde{M}_{\frac{7}{2}}(0) \leq (C \varepsilon M^3_2 + \varepsilon)(S_{\frac{7}{2}}^{ext}(x) + C\varepsilon)
\]
Integrating this inequality and using that \( M^3_2 \leq \varepsilon_0 < 1 \) we get
\[
\int_{\mathbb{R}/lZ} |\kappa_{\tau}|^2 \phi ds + c_0 \int_{\tau}^{1} \tilde{M}_{\frac{7}{2}}(0)dt
\]
\[
(3.19) \quad \leq \int_{\mathbb{R}/lZ} |\kappa_{\tau}|^2 \phi ds + (C \varepsilon M^3_2 + \varepsilon) \frac{1}{\tau} S_{\frac{7}{2}}^{ext}(x, t)dt + C\varepsilon(1 - \tau)
\]
\[
\leq \int_{\mathbb{R}/lZ} |\kappa_{\tau}|^2 ds + (C \varepsilon M^3_2 + \varepsilon) \frac{1}{\tau} S_{\frac{7}{2}}^{ext}(x, t)dt + C\varepsilon(1 - \tau).
\]
Integrating again over \( \tau \in [0, \frac{1}{2}] \) yields
\[
c_0 \int_{\tau}^{1} \frac{1}{\tau} \int_{\mathbb{R}/lZ} \tilde{M}_{\frac{7}{2}}(0) dt
\]
\[
\leq \int_{0}^{\frac{1}{2}} \int_{\mathbb{R}/lZ} |\kappa_{\tau}|^2 \phi(\gamma) ds + (C \varepsilon M^3_2 + \varepsilon) \frac{1}{\tau} \int_{\tau}^{1} S_{\frac{7}{2}}^{ext}(x, t)dt d\tau + C\varepsilon(1 - \tau)
\]
\[
\leq \int_{0}^{\frac{1}{2}} \int_{\mathbb{R}/lZ} |\kappa_{\tau}|^2 \phi(\gamma) ds + (C \varepsilon M^3_2 + \varepsilon) \frac{1}{\tau} \int_{\tau}^{1} S_{\frac{7}{2}}^{ext}(x, t)dt + C\varepsilon.
\]
We can estimate the first term, using interpolation estimates as in Subsection 3.1, by
\[
C \left( \int_{0}^{\frac{1}{2}} \tilde{S}_{\frac{7}{2}}^{ext} dt + 1 \right) \leq C(IM_3 + 1)
\]
which is bounded by Proposition 3.11. Assuming that
\[ IM_{\mathcal{Z}} = \sup_{x \in \mathbb{R}^n} \int_0^t \int_0^1 M_{\mathcal{Z}}(x, t) d\tau dt = \int_0^t \int_0^1 M_{\mathcal{Z}}(0, t) dt \]
and using that
\[ \sup_{x \in \mathbb{R}/\mathbb{Z}} \int_0^t \int_0^1 \mathcal{S}^{ext}(x, t) d\tau dt = \int_0^t \int_0^1 \tilde{M}_{\mathcal{Z}}(0, t) d\tau dt \leq C IM_{\mathcal{Z}}, \]
we deduce
\[ c_0 IM_{\mathcal{Z}} \leq C + (C \varepsilon_0^\alpha + \varepsilon) IM_{\mathcal{Z}} + C \varepsilon. \]
Choose first \( \varepsilon > 0 \) and then \( \varepsilon_0 > 0 \) sufficiently small, then we get
\[ IM_{\mathcal{Z}} \leq C. \]
Plugging this back into (3.19) we get the assertion

3.3. Estimates for higher order energies. It is tempting to just iterate the above argument to get control on higher order energies. Unfortunately, one would have to adapt \( \varepsilon_1 \) in each of the steps which would not yield to the desired result. Instead we improve the differential estimate from the end of the last subsection assuming that \( M_2 \) is finite. By literally the same argument as in the proof of the Lemmata in the last subsection but interpolating in all the arguments between \( \mathcal{W}^{k+\frac{3}{2}} \) and \( \mathcal{W}^{2,2} \) instead of \( \mathcal{W}^{k+\frac{3}{2}} \) and \( \mathcal{W}^{3,2} \) we get

Lemma 3.20 (Differential inequality for Energies of higher order). For every \( \varepsilon > 0 \) there is a constant \( C_k \) depending only on \( \varepsilon, n \) and \( k \) and a constant \( c_k > 0 \) such that
\[ \partial_t \int_{\mathbb{R}/\mathbb{Z}} |\partial_k^\alpha \kappa|^2 \phi ds + c_k M_{k+\frac{3}{2}}(0) \leq \left( \varepsilon \mathcal{S}^{ext}_{k+\frac{3}{2}} + C \varepsilon M_{\mathcal{Z}}^2 \right) \]
Now we are finally able to conclude the proof of the \( \varepsilon \)-regularity theorem. We prove inductively the following statement

Proposition 3.21. There is an \( \varepsilon_0 > 0 \) and constant \( C_k < \infty \) such that
\[ \sup_{x \in \mathbb{R}^n} E_{\mathcal{B}_1(x)}(\gamma_0) \leq \varepsilon_0 \]
implies
\[ \sup_{x \in \mathbb{R}^n} \| \partial_k^\alpha \kappa_1(t) \|_{L^2(\mathcal{B}_1(x))} \leq \frac{C}{t^{\frac{k+1}{2}}} \]
Proof. We prove by induction on \( k \) that
\[ \| \partial_k^\alpha \kappa_1(t) \|_{L^2(\mathcal{B}_1(x))} \leq \frac{C_k}{t^{\frac{k+1}{2}}} \]
and
\[ \sup_{x \in \mathbb{R}^n} \int_0^t M_{k+\frac{3}{2}}(x, t) dt \leq \frac{C_k}{t^{\frac{k+1}{2}}} \]
Again by scaling properties of the solution it is enough to show these inequalities for \( t = 1 \). Let us fix \( \varepsilon_0 > 0 \) such that we can apply Proposition 3.11 and Proposition 3.13, i.e. such that the Möbius energies on balls of radius 1 are small and the elastic energy on unit balls is bounded for times larger than \( t = \frac{1}{4} \). Hence, the statement is true for \( k = 0 \).
Let us assume that we have the bound claimed for $k - 1$ and let $t = \frac{1}{2}$. By Lemma 3.20 for every $\varepsilon > 0$ we have

$$\partial_t \int_{\mathbb{R}/\mathbb{Z}} |\partial^k_x \kappa|^2 \phi ds + c_k \tilde{M}_{\frac{1}{2} + k}(x) \leq \varepsilon S_{\frac{1}{2} + k} + C_{\varepsilon}. \tag{3.20}$$

Integrating the inequality, we get for all $0 < \tau < 1$ that

$$\int_{\mathbb{R}/\mathbb{Z}} |\partial^k_x \kappa_\tau|^2 \phi ds + \varepsilon \int_{\frac{1}{2}}^\tau S_{k+\frac{1}{2}}(x,t) dt + C_{\varepsilon} \leq \varepsilon S_{\frac{1}{2} + k} + \frac{1}{2} \int_0^1 \tilde{M}_{\frac{1}{2} + k}(x,t) dt.$$

We integrate this inequality for $\tau \in \left[\frac{1}{4}, \frac{1}{2}\right]$ to get

$$\frac{1}{4} \int_{\frac{1}{4}}^\frac{1}{2} |\partial^k_x \kappa_\tau|^2 \phi ds + \varepsilon \int_0^\frac{1}{2} S_{k+\frac{1}{2}}(x,t) dt \leq \varepsilon \int_0^\frac{1}{2} S_{k+\frac{1}{2}}(x,t) dt + C_{\varepsilon}.$$
Hence, especially
\[ \int_1^2 S^*_{k+\frac{7}{2}}(x,t)dt \leq C \quad \forall x \in \mathbb{R}^n. \]

Plugging this back into (3.21), we derive
\[ \int_{\mathbb{R}/\mathbb{Z}} |\partial_t^k \kappa(s,1)^2 \phi_x ds \leq C \quad \forall x \in \mathbb{R}^n. \]

□

Proof of Theorem 3.1. Using scaled Sobolev embeddings we get the claimed estimates from Proposition 3.21 as long as the flow exists. So the only thing left is to show that \( T > 1 \). But this follows by standard methods from the uniform estimates in Lemma 3.21.

□

4. Applications

4.1. Blow-up profiles. Using Theorem 3.1, we get the following classification of finite time blow-up

**Theorem 4.1** (Characterization of singularities). Let \( \gamma \in C^\infty([0,T) \times \mathbb{R}/\mathbb{Z}, \mathbb{R}^n) \) be a maximal smooth solution of (1.2). There is a constant \( \varepsilon_0 > 0 \) depending only on \( n \) and \( E(\gamma_0) \) such that if \( T < \infty \) there are times \( t_k \uparrow T \), points \( x_k \in \mathbb{R}^n \) and radii \( r_k \downarrow 0 \) with
\[ E_{B_{r_k}}(x_k)(\gamma(t)) \geq \varepsilon_0. \]

Proof. Let us assume that \( T < \infty \) and that there is an \( r > 0 \) such that for all \( t \in [0,T) \) and all \( x \in \mathbb{R}^n \) we have
\[ E_{B_r}(x)(\gamma(t)) \leq \varepsilon_0. \]

Then Theorem 3.1 would tell us that \( T > t_j + r_j^3 \to T + r^3 \).

Picking the concentration times more carefully, we can construct a blow-up profile at a singularity. As mentioned in the introduction, we localize the energy intrinsically for this purpose, i.e. we work with \( E^{\text{int}}_{B_{r_j}}(x) \) instead of \( E_{B_r}(x) \). We do this for the simple reason that \( E^{\text{int}}_{B_r}(x) \) is continuous in \( r \) and \( x \).

In the rest of this article we will express from time to time the integrals occurring as integrals over the image
\[ \Gamma_t := \gamma(\mathbb{R}/l\mathbb{Z},t). \]

**Theorem 4.2** (Blow-up profiles). There is an \( \varepsilon_0 > 0 \) such that the following holds: Assume that \( \gamma_t \) is a solution of (1.2) that develops a singularity in finite time, i.e. \( T < \infty \) and \( r_j \to 0 \). Then there are points \( x_j \) and times \( t_j \to T \) such that
\[ E^{\text{int}}_{B_{r_j}}(x_j)(\gamma(t)) \geq \varepsilon_0. \]

Let us now choose the points \( x_j \in \mathbb{R} \) and times \( t_j \in [0,T) \) such that
\[ \sup_{\tau \in [0,t_j], x \in \Gamma_\tau} E^{\text{int}}_{B_{r_j}}(x)(\gamma(\tau)) \leq E^{\text{int}}_{B_{r_j}}(x)(\gamma(t_j)) = \varepsilon_0, \]
and let \( \tilde{\gamma}_j \) be re-parameterizations by arc-length of the rescaled and translated curves
\[ r_j^{-1}(\gamma(t_j) - x_j). \]
such that \( \tilde{\gamma}_j(0) \in B_2(0) \). Then these curves sub-converge locally in \( C^\infty \) to an embedded closed or open curve \( \tilde{\gamma}_\infty : I \to \mathbb{R}^n \), \( I = \mathbb{R}/l\mathbb{Z} \) of \( I = \mathbb{R} \) resp., parameterized by arc-length. This curve satisfies

\[
(4.1) \quad \text{p.v.} \int_{\mathbb{T}} \left( 2 \frac{P^k_\gamma (\tilde{\gamma}(y) - \gamma(x))}{|\gamma(y) - \gamma(x)|^2} - \kappa_\gamma(x) \right) \frac{dy}{|\gamma(y) - \gamma(x)|^2} = 0 \quad \forall x \in I,
\]

and

\[
E^\text{int}_{B_1(0)}(\tilde{\gamma}_\infty) \geq \varepsilon_0.
\]

**Proof.** The first statement is an immediate consequence of Theorem 4.1 and the bi-Lipschitz estimate (2.5). We consider the rescaled flows

\[
\tilde{\gamma}_j(x,t) := \frac{1}{r_j}(\gamma(x, r_j^3 t + t_j) - x_j)
\]

for \( t \in (\frac{1}{r_j}, 0] \) which still solve Equation (1.2). Under the assumptions of the theorem we get

\[
E^\text{int}_{B_1(0)}(\tilde{\gamma}_j(t)) \leq \varepsilon_0 \quad \forall t \in [-\frac{t_j}{r_j}, 0],
\]

and hence from the bi-Lipschitz estimate

\[
E_{B_{1+\varepsilon}}(\tilde{\gamma}_j(t)) \leq \varepsilon_0 \quad \forall t \in [-\frac{t_j}{r_j}, 0].
\]

Hence we can apply Theorem 3.1 to find

\[
\|\partial^k_x \tilde{\gamma}_j\|_{C^\alpha} \leq C_k
\]

for all \( k \in \mathbb{N} \) and \( t \in [-\frac{t_j}{r_j}, 1, 0) \). As \( \frac{t_j}{r_j} \to -\infty \), we can use the theorem by Arzela-Ascoli to get, after going to a subsequence,

\[
\tilde{\gamma}_j \to \tilde{\gamma}
\]

locally smoothly in time and space. Since all derivatives of \( \gamma_\infty \) are uniformly bounded we furthermore deduce that

\[
\mathcal{H}_{\tilde{\gamma}_\infty}(x) = \text{p.v.} \int_{\mathbb{T}} \left( 2 \frac{P^k_\gamma (\tilde{\gamma}(y) - \gamma(x))}{|\gamma(y) - \gamma(x)|^2} - \kappa_\gamma(x) \right) \frac{dy}{|\gamma(y) - \gamma(x)|^2}
\]

is well defined. Furthermore, we have

\[
(4.2) \quad \int_{-\delta}^{0} \int_{\mathbb{R}/l\mathbb{Z}} |\mathcal{H}(\tilde{\gamma}_j(t))(x)|^2 dx dt = E(\gamma_{t_j - r_j}) - E(\gamma_{t_j}) \to 0
\]

for some subsequence \( j \) and hence after going to a subsequence

\[
\mathcal{H}_{\tilde{\gamma}_j}(x) \to 0
\]

pointwise almost everywhere. We now show that

\[
\mathcal{H}_{\tilde{\gamma}_j} \to \mathcal{H}_{\gamma_\infty}
\]

pointwise. For this purpose we again use the decomposition

\[
\tilde{\mathcal{H}}_{\gamma} = Q_{\gamma} + R_{1}\gamma + R_{2}\gamma.
\]

As

\[
\frac{|w|^\alpha}{|\gamma(x + w) - \gamma(x)|^{2+\alpha}} - \frac{1}{w^2} \leq C \int_0^1 \int_0^1 |\gamma'(x + s_1 w) - \gamma'(x + s_2 w)|^2 ds_1 ds_2
\]

\[
|w|^2
\]
we get that the integrands of both, $R_1(\gamma_j)$ and $R_2(\gamma_j)$, are uniformly bounded. As all the integrands also converge pointwise to the integrands of $R_1(\gamma_\infty)$ and $R_2(\gamma_\infty)$, the dominant convergence theorem yields

$$R(\gamma_j) \to R(\gamma_\infty).$$

For the integrand of $Q$ we use Taylor’s approximation up to order 2 to get

$$\gamma(x + w) - \gamma(x) - w\gamma'(x) - \frac{1}{2}w^2\gamma''(x) = \int_0^1 (1-s)^2 \gamma'''(x + sw) ds$$

and write

$$Q\gamma = \int_{\mathbb{R}/l\mathbb{Z}} I dw,$$

where

$$I(x, w) := \begin{cases} \int_0^1 (1-s)^2 \frac{\gamma'''(x+sw) - \gamma''(x)}{2w} ds, & \text{for } |w| \leq 1 \\ \int_0^1 (1-s) \frac{\gamma''(x+sw) - \gamma''(x)}{|w|^2} ds, & \text{else} \end{cases}$$

The mean value theorem tells us that $|I(x, w)| \leq C\|\gamma'''\|_{L^\infty(B_R(x))}$ if $|w| \leq 1$, and $I(x, w) \leq w^{-2}\|\gamma''\|_{L^\infty}$ else. We get using the dominated convergence theorem $Q\gamma_j \to Q\gamma_\infty$. This completes the proof of

$$H_{\tilde{\gamma}_j} \to H_{\tilde{\gamma}_\infty}$$

pointwise.

We get in view of (4.2)

$$\int_{-h_0}^0 \int_{\mathbb{R}/l\mathbb{Z}} |H_{\tilde{\gamma}_\infty}^2 dH^4(x) dt \leq \lim_{j \to \infty} \int_{-h_0}^0 \int_{\mathbb{R}/l\mathbb{Z}} |H(\gamma_j^t)(x)|^2 dx dt = 0.$$

Since $\tilde{\gamma}_\infty$ is smooth, we obtain $H_{\tilde{\gamma}_\infty} \equiv 0$. Furthermore, the local smooth convergence together with $E_{B_1(0)}^{(int)}(\tilde{\Gamma}_j) = \varepsilon_0$ implies

$$E_{\mathcal{P}_1(0)}^{(int)}(\tilde{\Gamma}_\infty) \geq \varepsilon_0.$$

\[\square\]

We get in view of (4.2)

$$\int_{-h_0}^0 \int_{\mathbb{R}/l\mathbb{Z}} |H_{\tilde{\gamma}_\infty}^2 dH^4(x) dt \leq \lim_{j \to \infty} \int_{-h_0}^0 \int_{\mathbb{R}/l\mathbb{Z}} |H(\gamma_j^t)(x)|^2 dx dt = 0.$$

Since $\tilde{\gamma}_\infty$ is smooth, we obtain $H_{\tilde{\gamma}_\infty} \equiv 0$. Furthermore, the local smooth convergence together with $E_{B_1(0)}^{(int)}(\tilde{\Gamma}_j) = \varepsilon_0$ implies

$$E_{\mathcal{P}_1(0)}^{(int)}(\tilde{\Gamma}_\infty) \geq \varepsilon_0.$$

\[\square\]
4.2. Planar curves. For a regular curve $\gamma$ the curvature vector $\kappa$ is given by

$$\kappa = \frac{\gamma''}{|\gamma'|^2} - \frac{\langle \gamma'', \gamma' \rangle}{|\gamma'|^4} \gamma'$$

which is equal to $\gamma''$ if $\gamma$ is parameterized by arc-length.

Given two points $x, y \in I$ there is either a unique circle or a straight line – which we like to think of as a degenerate circle – going through $\gamma(x)$ and $\gamma(y)$ and being tangent to $\gamma$ at $x$. Note that this is the same circle used to define the integral tangent-point energies. We denote by $\kappa_\Gamma(x, y)$ the curvature vector of this circle in $x$ and set $\kappa_\Gamma(x, y) = 0$ if the tangent on $\Gamma$ in $x$ is pointing in the direction of $y$ – which is the curvature of the straight line.

Lemma 4.4. We have

$$\kappa_\gamma(x, y) = 2 \frac{P^\perp_{\gamma(x)}(\gamma(y) - \gamma(x))}{|\gamma(x) - \gamma(y)|^2}$$

Proof. If the vectors $\gamma'$ and $\gamma(x) - \gamma(y)$ are co-linear, both sides of the identity obviously vanish. So we can assume that $P^\perp_{\gamma(x)}(\gamma(y) - \gamma(x)) \neq 0$. The circle going through $\gamma(x)$ that is tangential to $\gamma$ in the point $x$ with curvature vector $\kappa = a P^\perp(\gamma(y) - \gamma(x))$ is the set of all points $z \in \mathbb{R}^n$ satisfying

$$|z - \gamma(x) - \frac{\kappa}{|\kappa|^2}|^2 = \frac{1}{|\kappa|^2}.$$ 

This circle contains $\gamma(y)$ if and only if

$$|\gamma(y) - \gamma(x)|^2 = \frac{2 \langle \kappa, \gamma(x) - \gamma(y) \rangle}{|\kappa|^2} = \frac{2}{a}.$$ 

Thus, $a = \frac{2}{|\gamma(x) - \gamma(y)|^2}$ which proves the lemma. 

Using Lemma 4.4 we immediately get the following geometric interpretation of the Euler-Lagrange equation (4.1)

**Lemma 4.5** (Geometric interpretation of the Euler-Lagrange equation). The curve $\gamma$ parameterized by arc-length satisfies $\mathcal{H}_\gamma \equiv 0$ if and only if

$$\lim_{\varepsilon \downarrow 0} \int_{\Gamma \setminus B_\varepsilon(x)} \frac{\kappa_\gamma(x, y) - \kappa_\gamma(x)}{|x - y|^2} d\mathcal{H}^1(y) = 0$$

for all $x \in I$. 

**Figure 1.** This picture shows the two circles playing a role in the geometric interpretation of the Euler-Lagrange equation of the Möbius energy: The blue circle is the osculating circle at $x$ while the red circle is the circle going through $x$ and $y$ and being tangent to $\Gamma$ at $x$. 




In codimension one, (4.3) is equivalent to

\[ \lim_{\varepsilon \to 0} \int_{I/B_{\varepsilon}(x)} \frac{\langle \kappa_\gamma(x, y) - \kappa_\gamma(x), n(x) \rangle}{|x - y|^2} dH^1(y) = 0 \]

where \( n \) is a unit normal along \( \gamma \). We are now looking for situation that imply that the integrand on the left hand side of (4.4) has a sign and thus must vanish identically. For \( x \in I \) in which the curvature of \( \gamma \) does not vanish, we denote by \( OB(x) \) the open ball whose boundary is the osculating circle along \( \gamma \) in \( x \), i.e.

\[ OB(x) := B \left( \gamma(x) + \frac{\kappa}{|\kappa|^2} \right). \]

**Lemma 4.6.** If there is a point \( x \in I \) such that

\[ OB(x) \cap \gamma(I) = \emptyset \]

or

\[ \gamma(I) \subset \overline{OB(x)} \]

then

\[ \Gamma = \partial OB(x), \]

i.e. \( \Gamma \) is a circle.

**Proof.** If \( \Gamma \cap OB(x) = \emptyset \), we get

\[ \langle \kappa_\Gamma(x, y), n(x) \rangle \leq \langle \kappa_\Gamma(x), n(x) \rangle, \]

and if \( \Gamma \subset \overline{OB(x)} \)

\[ \langle \kappa_\Gamma(x, y), n(x) \rangle \geq \langle \kappa_\Gamma(x), n(x) \rangle. \]

So in both cases

\[ \langle \kappa_\Gamma(x, y), n(x) \rangle - \langle \kappa_\Gamma(x), n(x) \rangle \]

has a sign that is independent of \( y \in \Gamma \).

Since \( H_\gamma \equiv 0 \) implies

\[ \lim_{\varepsilon \to 0} \int_{\Gamma/B_{\varepsilon}(x)} \frac{\langle \kappa_\gamma(x, y) - \kappa_\gamma(x), n(x) \rangle}{|\gamma(y) - \gamma(x)|^2} dH^1(y) = 0 \]

and the integrand has a sign, we get

\[ \langle (\kappa_\gamma(x, y) - \kappa_\gamma(x)), n(x) \rangle = 0 \]

for all \( y \in \Gamma \). But this implies

\[ \kappa_\gamma(x, y) = \kappa_\gamma(x) \]

for all \( y \in \Gamma \) which by the definition of \( \kappa_\Gamma(x, y) \) implies that

\[ y \in \partial OB(x). \]

\[ \square \]

**Theorem 4.7.** Let \( \gamma : I \to \mathbb{R}^2 \) be a properly embedded smooth curve parameterized by arc-length satisfying

\[ p.v. \int_I \frac{\kappa_\gamma(x, y) - \kappa_\gamma(x)}{|\gamma(y) - \gamma(x)|^2} dy = 0. \]

Then \( \gamma \) is either a straight line or a circle.
Proof. Let us assume that $\gamma$ is not a straight line. We will show that then there is a point $x \in I$ with $\kappa(x) \neq 0$ and

$$OB(x) \cap \gamma(I) = \emptyset,$$

where $OB(x)$ is the open ball surrounded by the osculating circle on $\gamma$ at $x$, i.e.

$$OB(x) := \left\{ y \in \mathbb{R}^2 : \left| y - \left( \gamma(x) + \frac{\kappa(x)}{\kappa(x)^2} \right) \right| \leq \frac{1}{|\kappa(x)|} \right\}$$

Then the statement follows from Lemma 4.6. We construct this point as follows: As $\Gamma = \gamma(I)$ is not a straight line, we find a point $x_1 \in \Gamma$ with $\kappa(x_1) \neq 0$. Let $n$ be the continuous unit normal field pointing in the direction of $\kappa(x_1)$ at the point $x_1$. Then either $OB(x_1) \cap \Gamma = \emptyset$ in which case we set $x = x_1$. If on the other hand $OB(x_1) \cap \Gamma \neq \emptyset$, there is a ball $B_1 \subset OB(x_1)$ touching $\Gamma$ in $x_1$ and at least one other point. Let $x'_1$ be one of these touching points nearest to $x_1$ and let $\Gamma_1$ denote the closed curve consisting of the arc of $\Gamma$ between $x_1$ and $x'_1$ and the part of the boundary of $B_1$ that makes this curve $C^1$ and let $\Omega_1$ be the open set bounded by this curve.

We now start an iterative scheme in order to find the desired point $x$. So let $x_2 \in \Gamma$ be the point on the part of the curve between $x_1$ and $x'_1$ which divides this arc into two parts of equal length. Note that $x_2 \not\in B_1$. We choose

$$r_2 := \sup\{ r : B_r \left( x_2 + \frac{1}{r} n(x_2) \right) \subset \Omega_1 \}$$

Then either $B_2 = B_{r_2}(x_2 + \frac{1}{r_2} n_2)$ touches $\Gamma$ in $x$ up to second order and we set $x = x_2$ and have found our point $x$. Or we can chose $x'_2 \in \Gamma_1$ to be one of the nearest points on $\Gamma_1$ touching $B_2 = B_{r_2}(x_2 + \frac{1}{r_2} n_2)$. But then $x'_2$ must belong to the arc of $\Gamma$ between $x_1$ and $x'_1$ since else $B_2$ touches $B_1$ from within and hence $B_2 \subset B_1$ which is not possible, as $x_2 \in \overline{B_2}$ but $x_2 \not\in \overline{B_1}$. Hence,

$$d_\Gamma(x_2, x'_2) \leq \frac{1}{2} d_\Gamma(x_1, x'_1).$$

Then we repeat the construction above, and either get our point $x$ in a finite number of steps, or get a sequence of points $x_i, x'_i$ and balls $B_i \subset \Gamma = \emptyset$ such that $B_i$ touches $\Gamma$ in $x_i, x'_i$, the intervals $x_i, x'_i$ are nested and the diameter of the balls $B_i$ is bounded by the diameter of $\Gamma_1$ and from below by

$$\| \kappa_\Gamma \|_{L^2}^{-1} > 0.$$

In the latter case, there is a point $x \in \Gamma$ with

$$x = \lim_{i \to \infty} x_i = \lim_{i \to \infty} x'_i$$

and it is well known that

$$r_i \to \frac{1}{|\kappa(x)|}.$$

We get for every $r < \frac{1}{|\kappa(x)|}$ that

$$B_r(x + \frac{1}{r} n(x)) \subset B_n$$

for $n$ large enough. Hence,

$$B_r \cap \Gamma = \emptyset \quad \forall r < \frac{1}{\kappa(x)}$$

which implies

$$OB(x) \cap \Gamma = \emptyset.$$
Using the characterization of the solutions to (1.2) we can now show

**Theorem 4.8** (The evolution of planar curves). Let $\gamma_0 \subset \mathbb{R}^2$ be a closed smoothly embedded curve. Then the negative gradient flow of the Möbius energy exists for all times and converges to a round circle as time goes to infinity.

**Proof.** Let us first prove the long time existence of the flow. Assume that a singularity occurs after finite time. Then we construct a blow-up profile $\tilde{\gamma}_\infty$ as described in Theorem 3.1. But Theorem 4.7 implies that this blow-up must be a circle or straight line - which is not possible due to Proposition 4.3 and $E_{\text{int}}(\gamma_\infty) \neq 0$.

To prove the statement about the asymptotic behavior of the flow, we let for $t \in (0, \infty)$ and $\varepsilon_0 > \varepsilon > 0$ small enough the radius $r_\varepsilon > 0$ and $x_\varepsilon \in \gamma_\varepsilon$ be such that

$$E_{B_{r_\varepsilon}}(x_\varepsilon)(\gamma_\varepsilon) = \sup_{x \in \gamma_\varepsilon} E_{B_{r_\varepsilon}}(x)(\gamma_\varepsilon) = \varepsilon.$$

Let us assume that

$$M := \lim \inf_{t \in [0, \infty)} \frac{r(t) + \frac{1}{2} r^3_t}{r_t} < \infty.$$

Then we can choose a sequence $t_j \to \infty$ such that

$$r_{t_j} + \frac{1}{2} r^3_{t_j} \leq 2Mr_{t_j}$$

As in Theorem 4.2, let $\tilde{\gamma}_j$ be re-parameterizations of the rescaled curves

$$\frac{1}{r_j} \left\{ \gamma_{t_j} + \frac{1}{2} r^3_{t_j} - x_{t_j} + \frac{1}{2} r^3_{t_j} \right\}$$

by arc length such that $\tilde{\gamma}_j(0) = 0$. Then these curves $\gamma_j$ sub-converge locally smoothly to a curve $\gamma_\infty$ satisfying $H_{\gamma_\infty} \equiv 0$ which is not a straight line. Hence, due to Theorem 4.7 $\gamma_\infty$ is a circle. Since $\tilde{\gamma}_j \to \gamma_\infty$ smoothly we get that for $j$ large enough, the flow starting with $\tilde{\gamma}_j$ converges smoothly to a circle as times goes to infinity. Hence, the same is true for $\gamma_t$.

Let us assume that (4.6) was wrong and let $L_t$ denote the length of the curve $\gamma_t$. Then for every $\Lambda > 0$ there is a $t_0$ such that $r_t + \frac{1}{2} r^3_t \geq \Lambda r_t$ for all $t \geq t_0$. We iteratively define $t_{j+1} := t_j + \frac{1}{2} r^3_j$ where $r_j := r(t_j)$ and get

$$r_j \geq \Lambda^j r_{t_0}.$$  

Scaling our a priori estimates in Theorem 3.1 we obtain

$$|H_{\gamma_t}| \leq \frac{C}{(\tilde{t} - t)^2 r_t^{4}}$$

for all times $\tilde{t} \in t + (0, r^3_t)$ and hence

$$\left| \frac{d}{dt} |_{t=L_t} \right| \leq 2 \sup_{t=L_t} \left| \frac{d}{dt} |_{t=L_t} \right| \leq \frac{C}{(\tilde{t} - t)^2 r_t^{4}}.$$

Integrating this inequality we obtain

$$L_{t + \frac{1}{2} r^3_t} \leq C \frac{r^3_t}{r_t} + L_t \leq CL_t.$$

Hence,

$$L_{t_{j+1}} \leq CL_{t_j}$$

and thus

$$r_j \leq L_{t_j} \leq C^j L_{t_0}$$

which contradicts (4.7) for $\Lambda > C$ and $j$ large enough.  

$\square$
APPENDIX A. BESOV SPACES, COMMUTATOR ESTIMATES AND INTERPOLATION INEQUALITIES

For the convenience of the reader, let us gather some well-known and not so well-known facts about Besov-spaces in this section. We will stick to the notation $B_p^{s,q}(\mathbb{R}^n)$ for Besov-spaces $\subset \Omega$.

The following estimates hold:

For an arbitrary function $f : \mathbb{R}^n \to \mathbb{R}$ these are inductively defined by

$$ (\Delta_h^l f)(x) := f(x+h) - f(x), \quad (\Delta_h^l f) = \Delta_h^{l-1} f \text{ for } l = 2, 3, \ldots. $$

Furthermore, for a set $\Omega \subset \mathbb{R}^n$ we set $\Omega_{h,l} = \bigcap_{j=0}^l \{ x \in \Omega : x + jh \in \Omega \}$.

**Lemma A.1** (Equivalent norms, cf. [Tri83, Section 2.5.12, 3.4.2, and 2.5.10]). The following estimates hold:

1. For $0 < p, q \leq \infty$, $s > \tilde{\sigma}_p := n \left( \frac{1}{\min(p,1)} - 1 \right)$. If $M > s$ and $M$ an integer, then

$$ \| f \|_{B_p^{s,q}(\mathbb{R}^n)}^{(2)} := \| f \|_{L^p(\mathbb{R}^n)} + \left( \int_{\mathbb{R}^n} \frac{\| \Delta_h^M f \|_{L^p(\mathbb{R}^n)}^q}{|h|^{n+sq}} dh \right)^{\frac{1}{q}} $$

is an equivalent quasi-norm on $B_p^{s,q}(\mathbb{R}^n)$.

2. If $\Omega \subset \mathbb{R}^n$ is a smooth domain $1 < p < \infty$, $s > 0$ and $k, l$ integers with $0 \leq k < s$ and $s < l + k$, then

$$ \| f \|_{B_p^{s,q}(\Omega)}^{(2)} := \| f \|_{L^p(\Omega)} $$

$$ + \sum_{|\alpha| \leq k} \left( \int_{\Omega_{h,l}} \left( \int_{\Omega_{h,l}} |\Delta_h^\alpha f(x)|^q dx \right)^{\frac{1}{q}} dh \right)^{\frac{1}{q}} $$

is an equivalent quasi-norm on $B_p^{s,q}(\Omega)$.

As an easy consequence, we get

**Lemma A.2.** For $1 < p, q < \infty$ and $1 > s > 0$ we have

$$ \left( \int_{B_1(0)} \frac{\| \Delta_h^M |L^p(B_1(0))|^{\frac{q}{q-p}}}{|h|^{n+sq}} dh \right)^{\frac{1}{q}} \leq C \| f \|_{B_p^{s,q}(B_2(0))} $$

and

$$ \| f \|_{B_p^{s,q}(B_1(0))} \leq C \left( \int_{B_2(0)} \frac{\| \Delta_h^M |L^p(B_2(0))|^{\frac{q}{q-p}}}{|h|^{n+sq}} dh \right)^{\frac{1}{q}} $$

**Proof.** From the definition of the norm, we deduce that there is an extension $\tilde{f}$ of $f|B_2(0)$ such that

$$ \| f \|_{B_p^{s,q}(B_1(0))} \leq \| \tilde{f} \|_{B_p^{s,q}(\mathbb{R}^n)} \leq 2 \| f \|_{B_p^{s,q}(B_2(0))}. $$
Lemma A.1 gives
\[
\left( \int_{B_1(0)} \| \Delta^M f \|_{L^p(B_1(0))} \| \tilde{\mathbf{M}} \|_{L^q(B_1(0))} ^{\gamma} \, dh \right) ^{\frac{1}{\gamma}} \leq \| \tilde{f} \|_{L^p(\mathbb{R}^n)} ^{\gamma} + \left( \int_{\mathbb{R}^n} \| \Delta^M \tilde{f} \|_{L^p(\mathbb{R}^n)} \| \tilde{\mathbf{M}} \|_{L^q(\mathbb{R}^n)} ^{\gamma} \, dh \right) ^{\frac{1}{\gamma}} \leq C \| \tilde{f} \|_{L^p(\mathbb{R}^n)} ^{\gamma} \| \tilde{\mathbf{M}} \|_{L^q(\mathbb{R}^n)} \leq C \| f \|_{B^s_{p,q}(B_2(0))} ^{\gamma}.
\]

To get the second estimate, we extend \( f |_{B_1(0)} \) to a function \( \tilde{f} \) such that
\[
\| f \|_{B^s_{p,q}(B_1(0))} ^{\gamma} \leq \| \tilde{f} \|_{B^s_{p,q}(\mathbb{R}^n)} ^{\gamma} \leq 2 \| f \|_{B^s_{p,q}(B_2(0))} ^{\gamma}
\]
and argue as above. \( \square \)

We will now state the following interpolation inequalities in Besov-space. Since it seems to be hard to find a proof of this result in the literature, we include a proof here for the sake of completeness.

**Lemma A.3** (Interpolation inequalities). Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain. If \( 0 \leq s_1 < s_2 < s_3 \) and \( p \in [2, \infty) \) satisfy \( s_0 = \frac{s_1}{2} - \frac{1}{p} < s_1 - \frac{1}{p} < s_w = \frac{2s_2}{s_1 - \frac{1}{p}} \) then
\[
\| f \|_{B^{s_3}_{p,q}(\Omega)} \leq C \| f \|_{B^{s_2}_{p,q}(\Omega)} ^{\gamma} \| f \|_{B^{s_1}_{p,q}(\Omega)} ^{1-\gamma}
\]
for all \( q \in [1, \infty] \) with \( C = C(s, p, q, \Omega) \) and \( \theta = \frac{(s_3 - \frac{1}{p}) - (s_0 - \frac{1}{p})}{s_2 - s_0} \).

**Proof.** By [Lun95, Proposition 1.3.2] we have to show that the real interpolation space
\[
(B^{s_3}_{p,q}(\Omega), B^{s_2}_{p,q}(\Omega))_{\theta,1}
\]
is continuously embedded in \( B^{s_1}_{p,q}(\Omega) \). But this is indeed the case, as
\[
(B^{s_2}_{p,q}(\Omega), B^{s_1}_{p,q}(\Omega))_{\theta,1} = B^s_{2,1}(\Omega)
\]
with \( s = (1-\theta)s_0 + \theta s_2 = s_1 + \frac{\theta}{2} - \frac{1}{p} > s_1 \) by [Tri92, p. 204] and the Sobolev-embedding for Besov spaces [Tri92, p. 196] tells us that \( B^s_{2,1}(\Omega) \) is continuously embedded into \( B^{s_1}_{p,q}(\Omega) \) for all \( q \in [1, \infty] \). \( \square \)

One of the most important tools in this article is the following commutator estimate.

**Lemma A.4** (Commutator estimates). For \( f, g \in C^\infty([-\Lambda, \Lambda]) \) we have
\[
\| \tilde{Q}[fg] - g\tilde{Q}[f] - f\tilde{Q}[g] \|_{L^r(B_1(0))} \leq C \left( \| f \|_{B^{s_1}_{p,q}(\Lambda)} \| g \|_{B^{s_2}_{p,q}(\Lambda)} + \sum_{j=1}^{\infty} \| f \|_{L^\infty(B_{\Lambda+j}(0))} ^2 \| g \|_{L^\infty(B_{\Lambda+j}(0))} ^2 + \frac{\| g \|_{L^\infty(B_{\Lambda+j+1}(0))} ^2 + \| g \|_{L^\infty(B_{\Lambda+j+1}(0))} ^2}{(\Lambda+j)^2} \right).
\]

**Proof.** Remember that
\[
\tilde{Q} \frac{f(x)}{4} := p.v. \int_0^1 \int_0^1 (1-s) \frac{\kappa(x+sw)}{|w|^2} \, dw \, = \tilde{Q}\kappa(x)
\]
Since
\[
\tilde{Q}[fg] - g\tilde{Q}[f] - f\tilde{Q}[g] = \frac{\tilde{Q}f(x)}{4} \quad \text{for almost all } x \in \mathbb{R}^n
\]
\[
\frac{1}{p.v.} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_0^1 (1-s) \frac{f(x+sw)g(x+sw) - f(x)g(x) - f(x+sw)g(x) + f(x)g(x+sw)}{|w|^2} dw \\
\leq C \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_0^1 (1-s) \left( \int_{B_1(0)} \left( \frac{(f(x+sw) - f(x))(g(x+sw) - g(x))}{|w|^2} \right)^p dx \right)^\frac{1}{p} dw \\
\leq C \int_0^1 s(1-s) \left( \int_{B_1(0)} \int_{-\frac{1}{4}}^{\frac{1}{4}} \left( \frac{(f(x+w) - f(x))(g(x+w) - g(x))}{|w|^2} \right)^p dx \right)^\frac{1}{p} dw \\
\leq C \left( \int_{B_1(0)} \int_{|w| \geq \frac{1}{4}} \left( \frac{(f(x+w) - f(x))(g(x+w) - g(x))}{|w|^2} \right)^p dx \right)^\frac{1}{p} dw \\
+ C \left( \int_{B_1(0)} \int_{|w| \geq \frac{1}{4}} \left( \frac{(f(x+w) - f(x))(g(x+w) - g(x))}{|w|^2} \right)^p dx \right)^\frac{1}{p} dw \\
\leq \|f\|_{L^p(B_1(0))} \|g\|_{L^p(B_1(0))} + C \left( \int_{B_1(0)} \int_{|w| \geq \frac{1}{4}} \left( \frac{(f(x+w) - f(x))(g(x+w) - g(x))}{|w|^2} \right)^p dx \right)^\frac{1}{p} dw 
\]

Factoring out the product in the term and using the Cauchy inequality, we can estimate it by

\[
C \int_{|w| \geq \Lambda} \left( \int_{B_1(0)} |f(x)|^{2p} + |g(x)|^{2p} \right)^\frac{1}{p} dw + \int_{|w| \geq \Lambda} \left( \int_{B_1(0)} |f(x+w)|^{2p} + |g(x+w)|^{2p} \right)^\frac{1}{p} dw \\
\leq C \|f\|_{L^p(B_1(0))}^2 \|g\|_{L^p(B_1(0))}^2 + \sum_{j \in \mathbb{N}} \|f\|_{L^{2p}(B_{\Lambda+j}) \setminus B_{\Lambda+j-1})}^2 + \|g\|_{L^{2p}(B_{\Lambda+j}) \setminus B_{\Lambda+j-1})}^2 \
\]

\[
\square
\]
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