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Abstract

The vast majority of the work on adaptive data analysis focuses on the case where the samples in the dataset are independent. Several approaches and tools have been successfully applied in this context, such as differential privacy, max-information, compression arguments, and more. The situation is far less well-understood without the independence assumption.

We embark on a systematic study of the possibilities of adaptive data analysis with correlated observations. First, we show that, in some cases, differential privacy guarantees generalization even when there are dependencies within the sample, which we quantify using a notion we call Gibbs-dependence. We complement this result with a tight negative example. Second, we show that the connection between transcript-compression and adaptive data analysis can be extended to the non-iid setting.

1 Introduction

Statistical validity is a well known crucial aspect of modern science. In the past several years, the natural science and social science communities have come to realize that such validity was not in fact preserved in numerous peer-reviewed and widely cited studies, leading to many false discoveries. Known as the replication crisis, this phenomenon threatens to undermine the very basis for the public’s trust in science.

One of the main explanations for the prevalence of false discovery arises from the inherent adaptivity in the process of data analysis. To illustrate this issue, consider a data analyst interested in testing a specific research hypothesis. The analyst acquires relevant data, evaluates the hypothesis, and (say) learns that it is false. Based on the findings, the analyst now decides on a second hypothesis to be tested, and evaluates it on the same data (acquiring fresh data might be too expensive or even impossible). That is, the analyst chooses the hypotheses adaptively, where this choice depends on previous interactions with the data. As a result, the findings are no longer supported by classical statistical theory, which assumes that the tested hypotheses are fixed before the data is gathered, and the analyst runs the risk of overfitting to the data.

Before presenting our new results, we make the setting explicit. We give here the formulation presented by Dwork et al. [2015]. We consider a two-player game between a mechanism $M$ and an adversary $A$, defined as follows (see Section 2 for precise definitions).

1. The adversary $A$ fixes a measure $\mu$ over $\mathcal{X}^n$ (satisfying some conditions).
2. The mechanism $M$ obtains a sample $S \sim \mu$ containing $n$ (possibly correlated) observations.
3. For $k$ rounds $j = 1, 2, \ldots, k$:
   - The adversary chooses a query $h_j : \mathcal{X} \rightarrow \{0, 1\}$, possibly as a function of all previous answers given by the mechanism.
   - The mechanism obtains $h_j$ and responds with an answer $z_j \in \mathbb{R}$, which is given to $A$. 
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We say that $M$ is $(\alpha, \beta)$-empirically-accurate if with probability at least $1 - \beta$ for every $j$ it holds that $|z_j - h_j(S)| \leq \alpha$, where $h_j(S) = \frac{1}{|S|} \sum_{x \in S} h_j(x)$ is the empirical average of $h_j$ on the sample $S$. We say that $M$ is $(\alpha, \beta)$-statistically-accurate if with probability at least $1 - \beta$ for every $j$ it holds that $|z_j - h_j(\mu)| \leq \alpha$, where $h_j(\mu) = \mathbb{E}_{T \sim \mu} [h_j(T)] = \mathbb{E}_{T \sim \mu} \left[ \frac{1}{|S|} \sum_{x \in T} h_j(x) \right]$ is the “true” value of the query $h_j$ on the underlying distribution $\mu$. Our goal is to design mechanisms $M$ providing statistical-accuracy.

Starting from Dwork et al. (2015a), it has been demonstrated that various notions of algorithmic stability, and in particular differential privacy (DP) (Dwork et al., 2006), allow for methods which maintain statistical validity under the adaptive setting. The vast majority of the works in this vein, however, strongly rely on the assumption that the data is sampled in an i.i.d. fashion. This scenario excludes some natural and essential problems in learning theory such as Markov chains, active learning, and autoregressive models (Kontorovich and Ramanan, 2008; Kontorovich and Weiss, 2014; Kontorovich and Raghinsky, 2017; Settles, 2009; Hanneke et al., 2014; Sacerdote, 2001). A notable exception is a stability notion introduced by Bassily and Freund (2016), called typical-stability. This beautiful and natural notion has the advantage that, under some conditions on the underlying distribution, it can guarantee statistical validity even for non-i.i.d. settings. However, one downside of the results of Bassily and Freund (2016) is that they do not recover the i.i.d. generalization bounds in the limiting regime where the dependencies decay to zero. In particular, in the i.i.d. setting, it is possible to efficiently answer $O(n^2)$ adaptive queries given a sample of size $n$. In contrast, the results of Bassily and Freund (2016) only allow to answer $O(n)$ adaptive queries, even if the dependencies in the data decay to zero. Bridging this gap is one of the main motivations for our work.

1.1 Our Contributions

We reestablish the baseline for adaptive data analysis with correlated observations. Our first contribution is to extend existing generalization results for differential privacy from the i.i.d. setting to the correlated setting. To that end, we introduce a notion we call Gibbs dependence to quantify the dependencies between the covariates of a given joint distribution. We complement this result with a tight negative example. Our second contribution is to extend the connection between transcript-compression and adaptive data analysis also to the non-iid setting. Finally, we demonstrate an application of our results for when the underlying measure can be described as a Markov chain.

1.1.1 Gibbs Dependence

We extend the connection between differential privacy and generalization to the case where the observations are correlated. We quantify the correlations in the data using a new notion, called Gibbs dependence, which is closely related to the classical Dobrushin interdependence coefficient (Kontorovich and Raghinsky, 2017; Levin and Peres, 2017). Intuitively, a measure which has $\psi$-Gibbs dependency is such that knowledge about almost the entire sample does not provide too much information about the remaining portion. Formally,

**Definition 1.1.** For a probability measure $\mu$ over a product space $X^n$, define

$$\psi(\mu) = \sup_{x \in X^n} \mathbb{E}_{i \sim [n]} \left\| \mu_i(\cdot) - \mu_i(\cdot \mid x^{-i}) \right\|_W,$$

where $\mu_i(\cdot)$ is the $i^{th}$ marginal measure and $\mu_i(\cdot \mid x^{-i})$ is the $i^{th}$ marginal measure conditioned on all the coordinates other than $i$ (given some $n$-tuple $x$). Given $\psi$ we say the $\mu$ has $\psi$-Gibbs dependence if $\psi(\mu) \leq \psi$. For a series of probability measures $\{\mu_n\}_{n \in \mathbb{N}}$, we say that the series has strong-Gibbs dependence if $\psi(\mu_n) \xrightarrow{n \to \infty} 0$.

**Example 1.2** (Product Measures). A probability measure $\mu$ has $\psi(\mu) = 0$ if and only if it is a product measure. This is since, for a product measure, we get that for every $i \in [n]$ $\mu_i(\cdot) = \mu(\cdot \mid x^{-i})$ and hence $\sup x \left\| \mu_i(\cdot) - \mu_i(\cdot \mid x^{-i}) \right\|_W = 0$, which means $\psi(\mu) = 0$. From the other side when $\psi(\mu) = 0$, as
Intuitively, the above theorem states that if the underlying distribution has Gibbs-dependence, then the additional generalization error incurred by DP algorithms (compared to the iid setting) is at most $O(\psi)$. We complement this result with a tight negative example showing that there exist a distribution $\psi$ and a DP algorithm $A$ that obtains generalization error $\Omega(\psi)$. This means that, in terms of the Gibbs-dependence, our result is tight.

By applying Theorem 1.4 with a known DP mechanism for answering queries while providing empirical accuracy, we get the following corollary.

**Corollary 1.6.** There is a computationally efficient mechanism $M$ that is $(\alpha+2\psi, \beta)$-statistically-accurate for $k$ adaptively chosen queries given a sample (an $n$-tuple) from an underlying measure with Gibbs-dependency $\psi$ provided that $n \geq \tilde{O}\left(\frac{\alpha\log \frac{1}{\delta}}{\beta} + \frac{\alpha}{\psi}\right)$.

This generalizes the state-of-the-art bounds for the i.i.d. setting, where $\psi = 0$. In particular, Corollary 1.6 shows that mild dependencies in the data, say $\psi = \alpha$, come for free in terms of the achievable bounds for adaptive data analysis. We emphasize that $\psi = \alpha$ captures non-negligible dependencies. In particular, $\alpha$ could be constant, independent of the sample size $n$.

### 1.1.2 Transcript Compression

The second direction we examine is that of transcript compression. The concept of compression is a central idea in the learning literature. It is both an algorithmic tool and a statistical tool, used both for designing learning mechanisms and achieving a better understanding of the concept of generalization (see for example [Littlestone and Warmuth, 1986; Daniely and Granot, 2019; Moran and Yehudavoff, 2016; Ashitiani et al., 2020; Hanneke and Kontorovich, 2021]).
Compression has also been used in the context of adaptive data analysis. Dwork et al. (2015a) used the definition of bounded description length (referred to here as transcript compression) to present an algorithm that is able to adaptively answer queries when the data is i.i.d. sampled. Our contribution here is in generalizing this idea by showing that the same definition, when used in the right setting, allows maintaining adaptive accuracy even when the distribution includes dependencies.

Following the approach of Bassily and Freund (2016), we aim to provide the following guarantee: As long as the analyst chooses functions which, in the non-adaptive setting, are concentrated around their expected value, then the answers given by the mechanism should be accurate. Intuitively, the idea is that functions with large variance are hard to approximate even in the non-adaptive setting, and hence, we should not require our mechanism to approximate them well in the adaptive setting.

This is formalized as follows. For every query $q$ and every $\mu$, we write $\gamma(q, \mu, \delta)$ to denote the length of a confidence interval around the expectation of $q$ with confidence level $(1 - \delta)$. That is, $\gamma(q, \mu, \delta)$ is such that when sampling $T \sim \mu$, with probability at least $(1 - \delta)$ it holds that $q(T)$ is within $\gamma(q, \mu, \delta)$ from its expectation. We obtain the following theorem (see Section 4 for a precise statement).

**Theorem 1.7** (informal). Fix $\alpha, \delta > 0$. There exists a computationally efficient mechanism with the following properties. The mechanism obtains a sample (an $n$-tuple) from some unknown underlying distribution $\mu$. Then, for $k$ rounds $i = 1, 2, \ldots, k$, the mechanism obtains a query $q_i$ and responds with an answer $a_i$ such that

$$\Pr[\exists i \text{ s.t. } |a_i - q_i(\mu)| > \alpha + \gamma(q_i, \mu, \delta)] \leq \delta \cdot 2^k \log \frac{1}{\delta}.$$

In particular, as long as the adversary poses queries $q_i$ such that $\gamma(q_i, \mu, \delta) \leq \alpha$, the mechanism from Theorem 1.7 guarantees that all of its answers are $2\alpha$-accurate, with probability at least $1 - \delta \cdot k \cdot 2^k \log \frac{1}{\delta}$. In order for such a statement to be meaningful, we want to assert that $\delta \ll \frac{1}{n} \cdot 2^{-k \log \frac{1}{\delta}}$. This is easily obtained in many settings of interest by taking the sample size $n$ to be big enough. For example, for sub-Gaussian or sub-exponential queries, we would get that $\delta$ vanishes exponentially with $n$, and hence, for large enough $n$ we would get that $\delta \ll \frac{1}{n} \cdot 2^{-k \log \frac{1}{\delta}}$.

### 1.2 Comparison to Bassily and Freund (2016)

Bassily and Freund (2016) also studied the problem of adaptive data analysis with correlated observations. Our results differ from theirs on the following points.

1. Bassily and Freund (2016) can answer at most $O(n)$ adaptive queries efficiently, even if the dependencies within the sample are very weak. Using our notion of Gibbs-dependency, we can answer $O(n^2)$ adaptive queries efficiently, while accommodating small (but non-negligible) dependencies.

2. As we mentioned, Bassily and Freund (2016) introduced the beautiful framework where the mechanism is required to provide accurate answers only as long as the analyst poses “concentrated queries”. They obtained their results for this setting via a new notion they introduced, called typical stability. However, their analysis and definitions are quite complex. We show that essentially the same bounds can be obtained in a significantly simpler way, using standard compression tools. Specifically, our result in this context (Theorem 1.7) recovers essentially the same bounds for all types of queries considered by Bassily and Freund (2016), including bounded-sensitivity queries, subgaussian queries, and subexponential queries. In addition to being significantly simpler, our result in this context offers the following advantage: Using the results of Bassily and Freund (2016), we need to know in advance the parameter controlling the “concentration level” of the queries that will be presented in runtime, and this parameter is used by their algorithm. In contrast, our algorithm is oblivious to this parameter, and the guarantee is that our accuracy depends on the “concentration level” of the given queries. Furthermore, with our algorithm, different queries throughout the execution can have different “concentration levels”, a feature which is not directly supported by Bassily and Freund (2016).
1.3 Other related works

Algorithmic stability is known to be intimately connected (and, in some settings, equivalent) to learnability \cite{BousquetElisseeff2002, Shalev-Shwartz2010}. Most of the existing stability notions, however, are not sufficient for our goal of adaptive learnability. For example, \textit{uniform stability}, which has recently been the subject of several interesting results, is not closed under post-processing and does not yield the same type of adaptive generalization bounds as we study in this paper \cite{BousquetElisseeff2002, Shalev-Shwartz2010, Hardt2016, FeldmanVondrak2018, FeldmanVondrak2019}. A notable exception is \textit{local statistical stability} \cite{ShenfeldLigett2019}, which was shown to be both necessary and sufficient for adaptive generalization. However, so far, local statistical stability has not yielded new algorithmic insights.

A different line of research employs information-theoretic techniques, whereby overfitting is prevented by bounding the amount of mutual information between the input sample and the output hypothesis. However, these techniques generally only guarantee generalization in expectation, rather than high probability bounds \cite{RussoZou2016, XuRaginsky2017, Rogers2016, Raginsky2016, RussoZou2019, SteinkeZakynthinou2020}.

The formulation of the adaptive data analysis we consider was introduced by \cite{Dwork2015b} (in the context of i.i.d. sampling), and has since then been the subject of many interesting papers \cite{Bassily2016, Bun2018, HardtUllman2014, Ullman2018, ShenfeldLigett2019, Jung2020, ShenfeldLigett2021}. The connection between differential privacy and adaptive generalization also originated from \cite{Dwork2015b}. Interestingly, this connection has recently been repurposed for different settings, such as adversarial streaming and dynamic algorithms \cite{Hassidim2020, Attias2021, Kaplan2021, Beimel2021}.

We note that in the case of \textit{non-adaptive} data analysis, learning from non-i.i.d samples is a well-known problem that has been heavily studied in various directions. This includes works on the Markovian criteria \cite{Marton1996, KontorovichRaginsky2017, WolferKontorovich2019, JuangRabiner1991}, as well as other criteria \cite{Daskalakis2019, Dagan2019}. These lines of work do not transfer, at least not in a way that we are aware of, to the adaptive setting.

2 Preliminaries

Denote by $\mathcal{X}$ a metric space and let $\mu$ be a probability measure on $\mathcal{X}^n$. Throughout the paper, we will use $\vec{\nu}$ to denote vectors. For a vector or a set $x$, we write $x_i$ to denote the $i^{th}$ element of $x$. We will use superscript with a minus sign to denote the whole sequence besides the given index, so $S^{-i}$ is the sequence $S$ excluding the $i^{th}$ element of $S$. For a probability measure $\mu$ over $\mathcal{X}^n$ denote by $\mu_i$ the marginal distribution over the $i^{th}$ coordinate.

Our main metric for similarity between probability measures will be the \textit{total variation distance}.

\textbf{Definition 2.1 (Total Variation Distance).} Given two measures $\nu$ and $\mu$ on the same space $\Omega$, the total variation distance between them is defined as $\|\nu - \mu\|_{TV} := \sup_{A \subseteq \Omega} |\nu(A) - \mu(A)|$, where the supremum is over the Borel sets of $\Omega$. Equivalently, $\|\nu - \mu\|_{TV} = \frac{1}{2} \sum_{a \in \Omega} |\nu(a) - \mu(a)| = \frac{1}{2} \|\mu - \nu\|_{\ell^1}$.

\subsection{2.1 Preliminaries from differential privacy}

Differential privacy \cite{Dwork2006} is a mathematical definition for privacy that aims to enable statistical analyses of datasets while providing strong guarantees that individual-level information does not leak. Informally, an algorithm that analyzes data satisfies differential privacy if it is robust in the sense that its outcome distribution does not depend “too much” on any single data point. Formally,

\textbf{Definition 2.2 (Dwork2006).} Random variables $X, Y$ with the same range $\Omega$ are said to have
distribution. The idea is to formalize a utility notion that holds for any provided to the analyst are accurate w.r.t. the expected value of the corresponding queries over the underlying a way of dealing with worst-case analysts are functions of the form $q$ and a query-answering mechanism. For the sake of this paper queries are

The standard formulation of adaptive data analysis is defined as a game involving some (adversary) analyst

**Algorithm 1: Game($M, k, A, S$)**

**Inputs:** Mechanism $M$, interaction length $k$, adversary $A$, dataset $S$.
The dataset $S$ is given to $M$.
for $i \in [k]$ do
  $A$ picks a query $q_i$.
  The query $q_i$ is given to $M$.
  $M$ outputs an answer $a_i$.
  The answer $a_i$ is given to $A$.

$(\eta, \tau)$-indistinguishable distributions, denoted as $X \approx_{\eta, \tau} Y$, if for all measurable subsets $A \subseteq \Omega$ we have $\Pr[X \in A] \leq e^\eta \Pr[Y \in A] + \tau$ and $\Pr[Y \in A] \leq e^\eta \Pr[X \in A] + \tau$.

**Definition 2.3** (Differential Privacy (Dwork et al., 2006)). A randomized algorithm $A : \mathcal{X}^n \to \mathcal{Y}$ is $(\varepsilon, \delta)$-differentially private if for every two datasets $S, S'$ which differ on a single element we have $A(S) \approx_{\varepsilon, \delta} A(S')$.

One of the most basic and generic tools in the literature on differential privacy is the exponential mechanism of McSherry and Talwar (2007), defined as follows. Consider a “quality function” $f$ that, given a dataset $S$, assigns every possible solution $a$ (coming from some predefined solution-set $A$) a real valued number, identified as the “score” of the solution $a$ w.r.t. the input dataset $S$. The goal is to privately identify a solution $a \in A$ with a high score $f(S, a)$. The mechanism itself simply picks a solution at random, where the probability for solution $a$ is proportional to $e^{\varepsilon f(S, a)}$. As shown by McSherry and Talwar (2007) the exponential mechanism is $(\varepsilon, 0)$-differentially private.

### 2.2 Preliminaries on adaptive data analysis

The standard formulation of adaptive data analysis is defined as a game involving some (adversary) analyst and a query-answering mechanism. For the sake of this paper queries are statistical queries, meaning they are functions of the form $q : \mathcal{X} \to [0, 1]$. The goal of the mechanism is to make sure that the answers provided to the analyst are accurate w.r.t. the expected value of the corresponding queries over the underlying distribution. The idea is to formalize a utility notion that holds for any strategy of the data analyst. As a way of dealing with worst-case analysts, the analyst is assumed to be adversarial in that it tries to cause the mechanism to fail. If a mechanism can maintain utility against any such and adversarial analyst, then it maintains utility against any analyst. This game is specified in Algorithm 1.

**Definition 2.4** (Adaptive Empirical Accuracy). A mechanism $M$ is $(\alpha, \beta)$-empirically-accurate for $k$ rounds given a dataset of size $n$, if for every dataset $S$ of size $n$ and every adversary $A$, it holds that

$$\Pr_{\text{Game}(M, k, A, S)} \left[ \max_{i \in [k]} |q_i(S) - a_i| > \alpha \right] \leq \beta,$$

where $q_i(S) := \frac{1}{|S|} \sum_{x \in S} q_i(x)$.

**Definition 2.5** (Adaptive Statistical Accuracy). A mechanism $M$ is $(\alpha, \beta, \psi)$-statistically-accurate for $k$ rounds given $n$ samples, if for every distribution $\mu$ over $n$-tuples with Gibbs dependency $\psi$, and every adversary $A$, it holds that

$$\Pr_{S \sim \mu} \text{Game}(M, k, A, S) \left[ \max_{i \in [k]} |q_i(\mu) - a_i| > \alpha \right] \leq \beta,$$

where $q_i(\mu) := \mathbb{E}_{T \sim \mu}[q_i(T)] = \mathbb{E}_{T \sim \mu}\left[ \sum_{x \in T} q_i(x) \right]$.

**Remark 2.6.** The above definition is stated in general form, but in fact it is sufficient to show that a mechanism $M$ exhibits the above guarantee for every deterministic adversary $A$. The reason is that for a
randomized adversary one can fix the adversary’s random coins and use the total probability law in order to get the same result.

3 Adaptive Generalization via Differential Privacy

We extend the connection between differential privacy and adaptive data analysis into settings where the data is not sampled in an i.i.d. fashion, but rather there are some small/bounded dependencies. We start by proving the following lemma, showing that differential privacy guarantees generalization in expectation. The proof of this lemma mimics the analysis of Bassily et al. (2016) for the i.i.d. setting. We extend the proof to the case where there are dependencies in the data, and show that we can “pay” for these dependencies in a way that scales with $\psi$.

**Lemma 3.1 (Expectation bound).** Let $A' : (\mathcal{X}^n)^T \to 2^{\mathcal{X} \times [T]}$ be an $(\varepsilon, \delta)$-differentially private algorithm. Let $\mu$ be a distribution over $\mathcal{X}^n$ which has $\psi$-Gibbs-dependence let $\vec{S} = (S_1, \ldots, S_T)$ where for every $i S_i \sim \mu$. Denote by $(h, t)$ the output of $A'(.).$ Then

$$\left| \mathbb{E}_{\vec{S} \sim \mu^T} [h(\mu) - h(S_t)] \right| \leq e^\varepsilon + T\delta + \psi - 1.$$ 

**Proof.** We consider a multi sample $\vec{S} = (S_1, \ldots, S_T)$, where $S_t = (x_{t,1}, \ldots, x_{t,n}) \sim \mu$. We calculate,

$$\mathbb{E}_{\vec{S} \sim \mu^T} \left[ \mathbb{E}_{(h, t) \sim A'(\vec{S})} [h(S_t)] \right] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\vec{S} \sim \mu^T} \left[ \mathbb{E}_{(h, t) \sim A'(\vec{S})} \left[ \frac{1}{n} \sum_{i=1}^{n} h(x_{t,i}) \right] \right] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\vec{S} \sim \mu^T} \left[ \mathbb{E}_{(h, t) \sim A'(\vec{S})} [h(x_{t,i})] \right] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\vec{S} \sim \mu^T} \left[ \sum_{m=1}^{T} \Pr_{(h, t) \sim A'(\vec{S})} [h(x_{m,i}) = 1 \wedge t = m] \right] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\vec{S} \sim \mu^T} \left[ \sum_{m=1}^{T} \Pr_{(h, t) \sim A'(\vec{S})} [h(x_{m,i}) = 1 \wedge t = m] \right],$$

where $\vec{z} = (z_1, \ldots, z_T)$ is a vector s.t. $z_i \sim \mu_{i}(\cdot | S_{t,i}^{-i})$. Given a multi-sample $\vec{S}$ and an element $z$, we write $\vec{S}^{(m,i) \leftarrow z}$ to denote the multi-sample $\vec{S}$ after replacing the $i^{th}$ element in the $m^{th}$ sample $S_m$ with $z$. Since $A'$ is $(\varepsilon, \delta)$-differentially private we get that the above is at most
Since total variation is a special case of the Wasserstein metric \( W_1 \), Kantorovich-Rubinstein duality implies that for two probability measures \( \mu, \nu \) on a space \( \mathcal{X} \) and any function \( h : \mathcal{X} \to [0,1] \), we have \( |\mathbb{E}_{z \sim \mu} [h(z)] - \mathbb{E}_{z \sim \nu} [h(z)]| \leq \|\mu - \nu\|_{TV} \). Applying this to \( \mu_i(\cdot \mid S_t^{-i}) \) and \( \mu_i \) we get that the above is at most

\[
\leq T \delta + \varepsilon - 1 + \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{S \sim \mu^T} \left[ \mathbb{E}_{(h,t) \sim \mathcal{A}'(\mathcal{S})} \left[ \varepsilon \mathbb{E}_{z \sim \mu_i} [h(z)] + \|\mu_i(\cdot \mid S_t^{-i}) - \mu_i\|_{TV} \right] \right].
\]

where the last inequality is due to the fact that \( ye^{\varepsilon} \leq e^{\varepsilon} - 1 + y \) for \( y \leq 1 \) and \( \varepsilon \geq 0 \). In summary,

\[
\mathbb{E}_{S \sim \mu^T} \left[ \mathbb{E}_{(h,t) \sim \mathcal{A}'(\mathcal{S})} [h(S_t)] \right] \leq \psi + T \delta + \varepsilon - 1 + \mathbb{E}_{S \sim \mathcal{A}'(\mathcal{S})} [h(\mu)].
\]

An identical argument yields

\[
\mathbb{E}_{S \sim \mu^T} \left[ \mathbb{E}_{(h,t) \sim \mathcal{A}'(\mathcal{S})} [h(S_t)] \right] \geq \psi + T \delta + \varepsilon - 1 + \mathbb{E}_{S \sim \mathcal{A}'(\mathcal{S})} [h(\mu)].
\]

combining the two completes the proof. \( \square \)
We use Lemma 3.1 to provide a high-probability generalization bound for differentially private algorithms. Our main theorem in this setting (Theorem 1.4) will be an immediate corollary of this bound.

**Theorem 3.2 (High probability bound).** Let $\varepsilon \in (0, 1/3)$, $\delta \in (0, \varepsilon/4)$ and $n \geq \frac{\log(2k\varepsilon/\delta)}{\varepsilon^2}$. Let $\mathcal{A} : \mathcal{X}^n \rightarrow (2^\mathcal{X})^k$ be an $(\varepsilon, \delta)$-differentially private algorithm. Let $\mu$ be a distribution over $\mathcal{X}^n$ and $S$ be a sample of size $n$ drawn from $\mu$, and let $h_1, \ldots, h_k$ be the output of $\mathcal{A}(S)$. Then

$$\Pr_{S, \mathcal{A}(S)} \left[ \max_{i \in [k]} |h_i(\mu) - h_i(S)| \geq 10\varepsilon + 2\psi \right] \leq \delta \varepsilon.$$ 

The proof of Theorem 3.2 is almost identical to the analysis of Bassily et al. (2016). It appears in the appendix for completeness. Intuitively, the proof is as follows. We assume, towards contradiction, that there may be a differentially private algorithm that does not enjoy strong generalization guarantees. We then use this mechanism to describe a different differentially private algorithm with a “boosted inability” to generalize. That is, the proof goes by saying that if there is a differentially private algorithm whose generalization properties are not “very good” then there must exist a differentially private algorithm whose generalization properties are “bad”, to the extent that contradicts Lemma 3.1.

Our main result (Theorem 1.4) now follows as a corollary of Theorem 3.2.

**Proof of Theorem 1.4.** $M$ is $(\varepsilon, \delta)$-differentially private. Since $\mathcal{A}$ can only access the data via $M$, we can treat the pair $\mathcal{A}, M$ as a single algorithm $\mathcal{A}$, which gets a sample $S \sim \mu$ as input and returns $k$ predicates, as output. By closure to post-processing, $\mathcal{A}$ is also $(\varepsilon, \delta)$-differentially private. Applying Theorem 3.2 on $\mathcal{A}$ we get that

$$\Pr \left[ \max_{i \in [k]} |q_i(S) - a_i| \geq 10\varepsilon + 2\psi \right] \leq \frac{\delta}{\varepsilon}.$$ 

Since $M$ is $(\alpha, \beta)$-empirically-accurate it holds that

$$\Pr \left[ \max_{i \in [k]} |q_i(S) - a_i| > \alpha \right] \leq \beta.$$ 

Combining these two bounds with the triangle inequality, we get

$$\Pr \left[ \max_{i \in [k]} |q_i(\mu) - a_i| > \alpha + 10\varepsilon + 2\psi \right] < \beta + \frac{\delta}{\varepsilon}.$$

3.1 **A Tight Negative Result for Differential Privacy and Gibbs-Dependence**

In this section, we construct a distribution which is $\psi$-Gibbs-Dependant, and describe a differentially-private algorithm whose generalization gap w.r.t. this distribution is at least $\psi$. Hence, in a sense, the $\psi$ factor attained on Theorem 1.4 is tight up to a constant. Let $\mathcal{X} = [0, 1]$ and define a measure $\mu$ over $\mathcal{X}^n$ by the following random process:

1. Sample a point $x^* \sim U([0, 1])$.
2. For every $i \in [n]$:
   a. Sample $\sigma \sim \text{Ber}(\psi)$.
      i. If $\sigma = 1$ then $x_i = x^*$.
      ii. Otherwise $x_i \sim U([0, 1])$
3. Return $S = (x_1, \ldots, x_n)$
Lemma 3.3. The measure defined by the above process has $\psi$-Gibbs-dependency.

Proof. Initially, every marginal distribution is just uniform, i.e. $\mu_i \sim U([0, 1])$ and hence, for every $A \subseteq [0, 1]$ it holds that $\mu_i(A) = |A|$. After conditioning, for every possible $x^{-i}$ and $x^*$, we get that

$$\mu_i(A \mid x^{-i}, x^*) = \mu_i(A \setminus \{x^\ast\} \mid x^{-i}, x^*) + \mu_i(A \cap \{x^\ast\} \mid x^{-i}, x^*) \in \left(|A|(1 - \psi), |A|(1 - \psi) + \psi\right).$$

Since the above holds for every choice of $x^*$, we also have that

$$\mu_i(A \mid x^{-i}) \in \left(|A|(1 - \psi), |A|(1 - \psi) + \psi\right).$$

Therefore, for every $A \subseteq [0, 1]$ it holds that

$$|\mu_i(A) - \mu_i(A \mid x^{-i})| \leq \max\{\mu_i(A) - |A|(1 - \psi), |A|(1 - \psi) + \psi - |A|\} \leq \psi.$$

So $\|\mu_i(\cdot) - \mu_i(\cdot \mid x^{-i})\|_{TV} \leq \psi$. Plunging this bound to the Gibbs-dependency definition yields

$$\psi(\mu) = \sup_{x \in \mathcal{X}^n \sim [n]} \mathbb{E} \|\mu_i(\cdot) - \mu_i(\cdot \mid x^{-i})\|_{TV} \leq \psi.$$

\[\square\]

We next describe an algorithm that, despite being differentially private, performs “badly” when executed on samples from the above measure $\mu$. Specifically, this algorithms is capable of identifying a predicate with generalization error $\Omega(\psi)$. This shows that our connection between differential privacy and generalization (in the correlated setting) is tight, in the sense that the generalization error of differentially private algorithms can grow with $\psi$. This matches our positive result (see Theorem 1.4).

Our algorithm is specified in Algorithm 2. As a subroutine, we use the following result of Bun et al. (2019) for privately computing histograms.

Theorem 3.4 (Private histograms, (Bun et al., 2019)). There exists an $(\varepsilon, \delta)$-differentially private algorithm that takes an input dataset $S \in \mathcal{X}^n$ and returns an a list $L \subseteq \mathcal{X}$ such that the following holds with probability at least $1 - \beta$.

1. For every $x \in \mathcal{X}$ that appears at least $\mathcal{O}\left(\frac{1}{\varepsilon} \log \frac{1}{\beta \delta} \right)$ times in $S$ we have that $x \in L$.

2. For every $x \in L$ we have that $x$ appears at least twice in $S$.

Algorithm 2: Deviating Private Algorithm

Input: A sample $S$, privacy parameters $\varepsilon, \delta$.

Tool used: An $(\varepsilon, \delta)$-DP algorithm $\mathcal{H}$ for histograms.

$L \leftarrow \mathcal{H}(S, \varepsilon, \delta)$

if $L$ is empty then

Return $h \equiv 0$

else

Let $x$ be an arbitrary element in $L$

Define $h : \mathcal{X} \rightarrow [0, 1]$ as $h = 1[x]$

Return $h$

Lemma 3.5. For every $\beta > 0$, every $n \geq \mathcal{O}\left(\frac{1}{\varepsilon^2} \log \frac{1}{\beta \delta} \right)$, and for every $\psi < 1$ Algorithm 2 is $(\varepsilon, \delta)$-differentially private and it outputs a predicate $h : \mathcal{X} \rightarrow [0, 1]$ s.t.

$$\Pr \left[|h(S) - h(\mu)| \geq \frac{\psi}{2} \right] > 1 - \beta - \exp\left(-\frac{n}{8}\right).$$
Proof. First observe that Algorithm 2 is \((\varepsilon, \delta)\)-differentially private, as it merely post-processes the outcome of the private histogram algorithm.

Next observe that, by the definition of the underlying measure \(\mu\), and by our choice of \(n\), w.h.p., there are many copies of \(x^*\) in the dataset \(S\). Formally, by the Chernoff bound,

\[
\Pr \left[ \frac{1}{n} \left| \{ x' \in S \mid x' = x^* \} \right| < \frac{1}{2} \psi \right] = \Pr \left[ \frac{1}{n} \sum_{i=1}^{n} \sigma_i < \frac{1}{2} \psi \right] \leq \exp \left( -\frac{n}{8} \right).
\]

In addition, the probability of any element \(x \neq x^*\) appearing more than once in \(S\) is simply zero. Thus, with probability at least \(1 - \exp \left( -\frac{n}{8} \right)\) we have that \(x^*\) appears in \(S\) at least \(n\psi/2 = \Omega(\frac{1}{\varepsilon} \log(\frac{1}{\delta}))\) times, and every other element appears in \(S\) at most once. By the properties of the private histogram algorithm (see Theorem 3.4), in such a case, with probability at least \(1 - \beta\) we have that \(L = \{x^*\}\), and Algorithm 2 returns the hypothesis \(h = \mathbb{1}[x^*]\). As \(x^*\) appears many times in \(S\), this predicate has “large” empirical value. On the other hand, for such predicate it holds that

\[
h(\mu) = \mathbb{E}_{x^*, x_1, \ldots, x_n} \left[ \frac{1}{n} \left( \sum_{i=1}^{n} h(\bar{x}_i) \right) \right] = \Pr_{x^*, x_1, \ldots, x_n} \left[ \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}[\bar{x}_i = x^*] \right] = 0
\]

as the probability that for a fresh new sampling we will get \(\bar{x}^* = x^*\) is zero, implying that the probability that any point in the sample to be \(x^*\) is also zero.

Overall, with probability at least \(1 - \beta - \exp \left( -\frac{n}{8} \right)\), the algorithm returns a predicate \(h\) such that \(h(S) \geq \psi/2\) but \(h(\mu) = 0\).

\[\square\]

### 3.2 Application to Markov Chains

In this section, we demonstrate an application of our tools and results regarding Gibbs-depencency and differential privacy to the problem of learning Markov chains adaptively. For our notion of dependence, it will be more convenient to analyze the Undirected Markov Chains. By the Hammersley-Clifford theorem \cite{Hammersley1971, Clifford1990}, every Markov measure on a chain graph with nonzero transition probabilities can be factorized according to pairwise potential functions (formalized below), which we refer to as the undirected Markov chain formalization \cite{Kontorovich2012}.

The formal definition of an undirected Markov chain measure is as follows.

**Definition 3.6.** A measure \(\mu\) over \(\Omega^n\) is an undirected Markov chain if there are positive functions \(\{g_i\}_{i \in [n-1]}\), called potential functions, such that for any \(x \in \Omega^n\)

\[
\mu(x) = \frac{\prod_{i=1}^{n-1} g_i(x_i, x_{i+1})}{\sum_{x' \in \Omega^n} \prod_{i=1}^{n-1} g_i(x'_i, x'_{i+1})}.
\]

This is a special case of the more general undirected graphical model (see \cite{Lauritzen1996}). For the sake of convenience, we will use the following notations.

**Definition 3.7.** Let \(\mu\) be an undirected Markov chain with potential functions \(\{g_i\}_{i \in [n-1]}\). We denote the maximal and minimal potentials as follows.

- \(R_\mu = \max_{a, b \in \Omega} g_i(a, b)\),
- \(r_\mu = \min_{a, b \in \Omega} g_i(a, b)\),
- \(R(\mu) = \max_i \{R_i(\mu)\}\),
- \(r(\mu) = \min_i \{r_i(\mu)\}\).
When \( \mu \) is clear from the context, we simply write \( R_i, r_i, R, r, \tilde{R} \) instead of \( R_i(\mu), r_i(\mu), R(\mu), r(\mu), \tilde{R}(\mu) \).

In order to apply our techniques to the case where the underlying distribution is an undirected Markov chain, we need to bound the Gibbs-dependency of undirected Markov chains. We first show the following lemma.

**Lemma 3.8.** For every undirected Markov chain \( \mu \) we have
\[
\psi(\mu) \leq \tilde{R} := \frac{R^2 - r^2}{R^2 + r^2}.
\]

That is, the above lemma bounds the Gibbs-dependency of undirected Markov chains as a function of the potential functions. Combining this bound with Corollary 1.6, we obtain the following result.

**Corollary 3.9.** There exists a computationally efficient mechanism for answering \( k \) adaptively chosen queries with the following properties. When given \( n \geq m = \tilde{O}\left(\sqrt{\frac{k}{\alpha^2}} \log \frac{1}{\beta}\right) \) samples (an \( n \)-tuple) from an (unknown) undirected Markov chain \( \mu \), the mechanism guarantees \((\alpha + 2\tilde{R}(\mu), \beta)\)-statistical-accuracy (w.r.t. the underlying distribution \( \mu \)).

In particular, Corollary 3.9 shows that if the underlying chain \( \mu \) satisfies \( \tilde{R}(\mu) \leq \alpha \), then the dependencies in \( \mu \) can be “accommodated for free”, in the sense that we can efficiently answer the same amount of adaptive queries as if the underlying distribution is a product distribution. We are not aware of an alternative method for answering this amount of adaptive queries under these conditions. As we next explain, we can broaden the applicability of our techniques even further, by reducing dependencies in the data as follows. The idea is to access only a part of the chain, obtained by “skipping” a fixed number of elements between two random samples. Formally,

**Definition 3.10 (Skipping Samples).** Given a measure \( \mu \) over \( n \)-tuples, and an integer \( t \), we define the measure \( \mu_{\times t} \) over \( \frac{n}{t} \)-tuples as follows. To sample from \( \mu_{\times t} \), let \((x_0, x_1, x_2, x_3, \ldots, x_{n-1}) \sim \mu \), and return \((x_0, x_t, x_{2t}, x_{3t}, \ldots, x_{(n-t)}) \).

Intuitively, as Markov chains are “memoryless processes”, skipping points in our sample (as in Definition 3.10), should significantly reduce dependencies within the remaining points. We formalize this intuition and prove the following theorem. (The proof of this theorem is deferred to a later part of this section.)

**Theorem 3.11.** For every undirected Markov chain \( \mu \) and for every \( t \) we have
\[
\psi(\mu_{\times t}) \leq \psi(\mu)^t.
\]

That is, Theorem 3.11 states that by reducing our sample size linearly with \( t \), we could reduce dependencies within our sample exponentially in \( t \). Combining this bound with Corollary 1.6 we obtain the following result.

**Corollary 3.12.** There exists a computationally efficient mechanism that is \((3\alpha, \beta)\)-statistically-accurate for \( k \) adaptively chosen queries, given a sample (an \( n \)-tuple) drawn from an underlying distribution \( \mu_{\times t} \), where \( \mu \) is an undirected Markov-chain, and where
\[
n \geq \tilde{O}\left(\frac{\log(1/\beta) \sqrt{R}}{\alpha^2}\right) \quad \text{and} \quad t \geq \frac{\log(1/\alpha)}{\log(1/R)}.
\]

---

\( ^1 \) We assume here for simplicity that \( t \) divides \( n \).
Remark 3.13. As a baseline, one can choose the “skipping parameter” $t$ to be sufficiently big s.t. the Gibbs-dependency would drop below $\beta/n$. As we mentioned in Section [1.1.1] in that case the dependencies in the data would be small enough to the extent we could simply apply existing tools for answering queries w.r.t. product distributions, in order to answer adaptive queries w.r.t. $\mu_{\mathcal{X}}$. However, this would require the skipping parameter $t$ to be as big as $\frac{\log(n/\beta)}{\log(1/R)}$, i.e., to increase by (roughly) a $\log(n)$ factor, which in turn, would result in a larger sample complexity.

We next prove Lemma 3.8 and Theorem 3.11.

Proof of Lemma 3.8 For any $i \in [2, n-1]$, $a \in \Omega$ and $u, v \in \Omega^n$

$$\mu_i(a \mid v^{-i}) = \frac{g_{i-1}(v_{i-1}, a)g_i(a, v_{i+1})}{\sum_{a'} g_{i-1}(v_{i-1}, a')g_i(a', v_{i+1})}$$

We will be using the following lemma of Kontorovich (2012):

Lemma 3.14. For $n \in \mathbb{N}$ and $0 \leq r \leq R$, consider the vectors $\alpha \in [0, \infty)^n$ and $f, g \in [r, R]^n$. Then,

$$\frac{1}{2} \sum_{i=1}^{n} \left| \frac{\sum_{j=1}^{n} \alpha_i f_j}{\sum_{j=1}^{n} \alpha_j f_j} - \frac{\sum_{j=1}^{n} \alpha_i g_j}{\sum_{j=1}^{n} \alpha_j g_j} \right| \leq \frac{R - r}{R + r}.$$

We apply the lemma using

- $f_a = g_{i-1}(v_{i-1}, a)g_i(a, v_{i+1})$
- $h_a = g_{i-1}(u_{i-1}, a)g_i(a, u_{i+1})$
- $\alpha_a = 1$

and get that

$$\frac{1}{2} \sum_{a} \left| \mu_i(a \mid u^{-i}) - \mu_i(a \mid v^{-i}) \right| \leq \frac{R_{i-1}R_i - r_{i-1}r_i}{R_{i-1}R_i + r_{i-1}r_i}.$$

It follows that

$$\|\mu_i(\cdot) - \mu_i(\cdot \mid v^{-i})\|_{TV} = \frac{1}{2} \sum_{a} \left| \mu_i(a) - \mu_i(a \mid v^{-i}) \right|$$

$$= \frac{1}{2} \sum_{a} \left| \sum_{u^{-i}} \mu_i(a \mid u^{-i})\mu^{-i}(u^{-i}) - \mu_i(a \mid v^{-i}) \right| = \frac{1}{2} \sum_{a} \left| \sum_{u^{-i}} \mu_i(a \mid u^{-i})\mu^{-i}(u^{-i}) - \sum_{u^{-i}} \mu^{-i}(u^{-i})\mu_i(a \mid v^{-i}) \right|$$

$$= \frac{1}{2} \sum_{a} \left| \sum_{u^{-i}} \mu^{-i}(u^{-i}) \left[ \mu_i(a \mid u^{-i}) - \mu_i(a \mid v^{-i}) \right] \right| \leq \frac{1}{2} \sum_{a} \sum_{u^{-i}} \mu^{-i}(u^{-i}) \left| \mu_i(a \mid u^{-i}) - \mu_i(a \mid v^{-i}) \right|$$

$$= \sum_{u^{-i}} \mu^{-i}(u^{-i}) \frac{1}{2} \sum_{a} \left| \mu_i(a \mid u^{-i}) - \mu_i(a \mid v^{-i}) \right| \leq \sum_{u^{-i}} \mu^{-i}(u^{-i}) \frac{R_{i-1}R_i - r_{i-1}r_i}{R_{i-1}R_i + r_{i-1}r_i} = \frac{R_{i-1}R_i - r_{i-1}r_i}{R_{i-1}R_i + r_{i-1}r_i}.$$

Finally,

$$\psi(\mu) = \sup_{v} \mathbb{E} \left\| \mu_i(\cdot) - \mu_i(\cdot \mid v^{-i}) \right\|_{TV} \leq \frac{R^2 - r^2}{R^2 + r^2}.$$

The case of $i \in \{1, n\}$ has an almost identical argument; only the $g_{i-1}(v_{i-1}, a)$ (respectively, $g_i(a, v_{i+1})$) factor is omitted. This does not affect the rest of the argument for the upper bound.
In order to prove Theorem 3.11 we first establish the following notations:

- \( x_{i:t} = x_{i-1}, x_{i:t} \)
- \( \epsilon_i^1 := \sup_{x_{i:t}, y_{i:t}} \| \mu_{i:(t-1)}(\cdot | x_{i:t}) - \mu_{i:(t-1)}(\cdot | y_{i:t}) \|_{TV} \)
- \( \gamma_i^1 := \sup_{x_{i:t}, y_{i:t}} \| \mu_i(\cdot | x_{i:t}) - \mu_i(\cdot | y_{i:t}) \|_{TV} \)

Note that \( c_1^i = \gamma_i^{i+1} = \sup_{x_{i:t}, y_{i:t}} \| \mu_i(\cdot | x_{i:t}) - \mu_i(\cdot | y_{i:t}) \|_{TV} \).

We will be using the following two lemmas (we prove these two lemmas after the proof of Theorem 3.11).

**Lemma 3.15.** \( \gamma_i^1 \leq \prod_{j=1}^i c_j^j \)**

**Lemma 3.16.** For every \( t \) and every \( i \), there exist some \( j \) s.t. \( c^1_i \leq c^j_i \).

We now prove Theorem 3.11 using Lemmas 3.15 and 3.16.

**Proof of Theorem 3.11.** Combining Lemma 3.15 and Lemma 3.16 yields that for every undirected Markov measure \( \mu \) and for every \( t \),

\[
\max_i \gamma_i^t \leq \max_i \prod_{j=1}^t c_j^j \leq \max_i \prod_{j=1}^t c_j^{(j)} \leq \max_i \max_j (c_j^j)^t = (\max_i c_i^1)^t = (\psi(\mu))^t,
\]  

where the first inequality is due to Lemma 3.15, the second is by Lemma 3.16\(^3\). The last equality holds by the definitions of \( \psi \) and \( c^1_i \). Since

\[
\mu_i(\cdot) = \sum_{x_{i:t} \in \Omega^2} \mu_i(\cdot | x_{i:t}) \mu_i(x_{i:t}),
\]

we have, by the undirected Markov property,

\[
\psi(\mu_{\times t}) = \max_i \sup_{y_{i:t}} \| \mu_i(\cdot) - \mu_i(\cdot | y_{i:t}) \|_{TV}
\]

\[
= \max_i \sup_{y_{i:t}} \| \sum_{x_{i:t} \in \Omega^2} (\mu_i(\cdot | x_{i:t}) - \mu_i(\cdot | y_{i:t})) \mu_i(x_{i:t}) \|_{TV}
\]

\[
\leq \max_i \sup_{y_{i:t}} \| \sum_{x_{i:t} \in \Omega^2} \| \mu_i(\cdot | x_{i:t}) - \mu_i(\cdot | y_{i:t}) \|_{TV} \mu_i(x_{i:t}) \|
\]

\[
\leq \max_i \gamma_i^t \leq (\psi(\mu))^t,
\]

where the last inequality is due to (3). \( \square \)

**Proof of Lemma 3.15.** Let \( x_{i:t}, y_{i:t} \) be some pairs of realization for the \( i-t, i+t \) variable in the chain. By the law of total probability,

\[
\| \mu_i(\cdot | x_{i:t}) - \mu_i(\cdot | y_{i:t}) \|_{TV}
\]

\[
= \| \sum_{x_{i:t} \in \Omega^2} \mu_i(\cdot | x_{i:(t-1)}) \mu_i(x_{(t-1)} | x_{i:t}) - \sum_{y_{i:t} \in \Omega^2} \mu_i(\cdot | y_{i:(t-1)}) \mu_i(x_{(t-1)} | y_{i:t}) \|_{TV}. \tag{4}
\]

---

\(^3\)The function \( l : [n] \to [n] \) returns for every coordinate \( i \) the appropriate coordinate \( l(i) \) which is guaranteed by Lemma 3.16 to bound it.
Define a coupling measure \( \Pi_{\pm(t-1)}(\cdot, \cdot \mid x_{i \pm t}, y_{i \pm t}) \) whose marginals are \( \mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) \) and \( \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t}) \). Then

\[
\| 4 \sum_{x_{i \pm t}, y_{i \pm t}} (\mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) - \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t})) \Pi_{\pm(t-1)}(x_{i \pm t}, y_{i \pm t} \mid x_{i \pm t}, y_{i \pm t}) \|_{TV}
\leq \sum_{x_{i \pm t}, y_{i \pm t}} \| \mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) - \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t}) \|_{TV} \Pi_{\pm(t-1)}(x_{i \pm t}, y_{i \pm t} \mid x_{i \pm t}, y_{i \pm t})
\leq \gamma_{t}^{t-1} \sum_{x_{i \pm t}, y_{i \pm t}} 1_{x_{i \pm t} \neq y_{i \pm t}} \Pi_{\pm(t-1)}(x_{i \pm t}, y_{i \pm t} \mid x_{i \pm t}, y_{i \pm t})
\]

By the dual form of the total variation distance\(^4\) we can choose \( \Pi_{\pm(t-1)} \) to be such that

\[
\| \mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) - \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t}) \|_{TV}
= \sum_{x_{i \pm t}, y_{i \pm t}} 1_{x_{i \pm t} \neq y_{i \pm t}} \Pi_{\pm(t-1)}(x_{i \pm t}, y_{i \pm t} \mid x_{i \pm t}, y_{i \pm t})
\]

and therefore

\[
\| \mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) - \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t}) \|_{TV} \leq \gamma_{t}^{t-1} \| \mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) - \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t}) \|_{TV} \leq \gamma_{t}^{t-1} c_{t}^{t}
\]

Hence we get that

\[
\gamma_{t}^{t} = \sup_{x_{i \pm t}, y_{i \pm t}} \| \mu_{\pm(t-1)}(\cdot \mid x_{i \pm t}) - \mu_{\pm(t-1)}(\cdot \mid y_{i \pm t}) \|_{TV} \leq \gamma_{t}^{t-1} c_{t}^{t}
\]

and by induction we get the lemma’s result.

\[\Box\]

**Proof of Lemma 3.16** First we will show that for any \( j, k \) the following holds

\[
\sup \| \mu_{j}(\cdot \mid x_{j-1}, x_{j+k}) - \mu_{j}(\cdot \mid y_{j-1}, y_{j+k}) \|_{TV} \leq \sup \| \mu_{j}(\cdot \mid x_{j-1}, x_{j+k-1}) - \mu_{j}(\cdot \mid y_{j-1}, y_{j+k-1}) \|_{TV} .
\] 

(5)

Indeed,

\[
\sup \| \mu_{j}(\cdot \mid x_{j-1}, x_{j+k}) - \mu_{j}(\cdot \mid y_{j-1}, y_{j+k}) \|_{TV} =
\sup \| \sum_{x_{j+k-1}} \mu_{j}(\cdot \mid x_{j-1}, x_{j+k-1}) \mu_{j+k-1}(x_{j+k-1} \mid x_{j+k}) - \sum_{y_{j+k-1}} \mu_{j}(\cdot \mid y_{j-1}, y_{j+k-1}) \mu_{j+k-1}(y_{j+k-1} \mid y_{j+k}) \|_{TV}.
\]

Let \( \Pi_{j+k-1}(\cdot, \cdot \mid x_{j+k}, y_{j+k}) \) be a coupling distribution whose marginal distributions are \( \mu_{j+k-1}(y_{j+k-1} \mid y_{j+k}) \) and \( \mu_{j+k-1}(x_{j+k-1} \mid x_{j+k}) \), we get that the above is equal to

\[
\sup \| \sum_{x_{j+k-1}} \sum_{y_{j+k-1}} (\mu_{j}(\cdot \mid x_{j-1}, x_{j+k-1}) - \mu_{j}(\cdot \mid y_{j-1}, y_{j+k-1})) \Pi_{j+k-1}(x_{j+k-1}, y_{j+k-1} \mid x_{j+k}, y_{j+k}) \|_{TV}
\leq \sup \sum_{x_{j+k-1}} \sum_{y_{j+k-1}} \| \mu_{j}(\cdot \mid x_{j-1}, x_{j+k-1}) - \mu_{j}(\cdot \mid y_{j-1}, y_{j+k-1}) \|_{TV} \Pi_{j+k-1}(x_{j+k-1}, y_{j+k-1} \mid x_{j+k}, y_{j+k})
\leq \sup \| \mu_{j}(\cdot \mid x_{j-1}, x_{j+k-1}) - \mu_{j}(\cdot \mid y_{j-1}, y_{j+k-1}) \|_{TV}.
\]

\(^4\)By the Kantorovich-Rubinstein duality of the specific case of total-Variation distance \( \| P - Q \|_{TV} = \min_{\Pi \in \Delta(P,Q)} \int_{X} \int_{Y} 1_{x \neq y} d\Pi(x,y) \) when \( \Delta(P,Q) \) is the set of all the possible coupling of \( P \) and \( Q \).
Now we turn to the quantity of interest:

\[
\sup_{x_{i:t}\in[0,1]^t, y_{i:t}\in[0,1]^t} \left\| \mu_{i:t-1}(\cdot | x_{i:t}) - \mu_{i:t}(\cdot | y_{i:t}) \right\|_{TV}
\]

\[
= \sup_{x_{i:t}\in[0,1]^t, y_{i:t}\in[0,1]^t} \left\| \sum_{x_{i:t-1}} \mu_{i:t-1}(\cdot | x_{i:t}, x_{i:t-1}) \mu_{i:t-1}(x_{i:t} | x_{i:t}) \right\|_{TV}
\]

\[
- \sum_{y_{i:t-1}} \mu_{i:t-1}(\cdot | y_{i:t}, y_{i:t-1}) \mu_{i:t-1}(y_{i:t} | y_{i:t})\right\|_{TV}
\]

\[
= \sup_{x_{i:t}\in[0,1]^t, y_{i:t}\in[0,1]^t} \left\| \sum_{x_{i:t-1}} \mu_{i:t}(\cdot | x_{i:t}, x_{i:t-1}) \mu_{i:t}(x_{i:t} | x_{i:t}) \right\|_{TV}
\]

\[
- \sum_{y_{i:t-1}} \mu_{i:t}(\cdot | y_{i:t}, y_{i:t-1}) \mu_{i:t}(y_{i:t} | y_{i:t})\right\|_{TV}. \tag{6}
\]

Let \( \Pi_{i:t-1}(\cdot | x_{i:t}, y_{i:t}) \) be a coupling distribution whose marginals are \( \mu_{i:t-1}(x_{i:t-1} | x_{i:t}) \) and \( \mu_{i:t-1}(y_{i:t-1} | y_{i:t}) \). Then the above is then equal to

\[
\Pi_{i:t-1}(x_{i:t-1}, y_{i:t-1} | x_{i:t}, y_{i:t}) \right\|_{TV}
\]

\[
\leq \sup_{x_{i:t}, y_{i:t} \in [0,1]^t} \left\| \sum_{x_{i:t-1}} \mu_{i:t-1}(\cdot | x_{i:t}, x_{i:t-1}) - \mu_{i:t}(\cdot | y_{i:t}, y_{i:t-1}) \right\|_{TV}
\]

Plugging \( j = i - t + 1 \) and \( k = t - 2 \) into (5) yields

\[
\sup_{x_{i:t}\in[0,1]^t, y_{i:t}\in[0,1]^t} \left\| \mu_{i:t}(\cdot | x_{i:t}) - \mu_{i:t-1}(\cdot | y_{i:t}) \right\|_{TV}
\]

\[
\leq \sup_{x_{i:t}, y_{i:t} \in [0,1]^t} \left\| \mu_{i:t}(\cdot | x_{i:t}, x_{i:t-1}) - \mu_{i:t-1}(\cdot | y_{i:t}, y_{i:t-1}) \right\|_{TV}
\]

which completes the proof. \qed

\section{Adaptive Learning Via Transcript Compression}

In this section we show how the notion of transcript compressibility can be used to derive generalization bounds even if the data is not i.i.d. distributed. We start by recalling the notion of transcript compression by Dwork et al.\cite{Dwork2015a}. We denote by \( AG_{n,k}(\mathcal{A}, M, S) \) the transcript of the interaction between the mechanism \( M \) and the analysis \( A \) during the adaptive accuracy game defined in Algorithm \ref{alg:moses} with sample of size \( n \) and \( k \) queries.

\textbf{Definition 4.1 (Transcript Compression \cite{Dwork2015a}).} We say that a mechanism \( M \) enables transcript compression to \( b(n,k) \)-bits, if for every deterministic analyst \( A \) there exist a set of possible transcripts \( \mathcal{H}_A \), of size \( |\mathcal{H}_A| \leq 2^{b(n,k)} \), s.t. for every sample \( S \) it holds that \( \Pr [AG_{n,k}(\mathcal{A}, M, S) \in \mathcal{H}] = 1 \).

Following Bassily and Freund \cite{Bassily2010}, in this section we aim to design mechanisms that answer adaptively chosen queries while providing statistical accuracy, under the assumption that the given queries are concentrated around their expected value. Unlike Bassily and Freund \cite{Bassily2010}, we aim to achieve this goal using the notion of transcript compression, rather than typical-stability. As we show, this allows for a significantly simpler analysis (and definitions). Formally,

\textbf{Definition 4.2.} Given a measure \( \mu \) over \( \mathcal{X} \), a query \( q : \mathcal{X}^n \rightarrow \mathbb{R} \), and a parameter \( \delta \in [0,1] \), we write \( \gamma(q, \mu, \delta) \) to denote the minimal number \( \gamma \in [0,1] \) such that

\[
\Pr_{S \sim \mu} \left[ \left| q(S) - \mathbb{E}_{T \sim \mu} [q(T)] \right| > \gamma \right] < \delta.
\]
That is, $\gamma(q, \mu, \delta)$ denotes the minimal number such that, without adaptivity, $q(S)$ deviates from its expectation by more than $\gamma(q, \mu, \delta)$ with probability at most $\delta$ when sampling $S \sim \mu$.

**Remark 4.3.** The results in this section are not restricted to statistical queries. The results in this section hold for arbitrary queries (mapping $n$-tuples to the reals).

Consider again Algorithm 1 and Definition 2.5 (the definition of statistical accuracy). We now use Definition 4.2 in order to introduce a relaxation for statistical accuracy, in which the mechanism is allowed to incur $\gamma(q, \mu, \delta)$ as an additional error.

**Definition 4.4.** A mechanism $M$ is $(\alpha, \beta, \delta)$-statistically-query-accurate for $k$ rounds given $n$ samples, if for every distribution $\mu$ over $n$-tuples, and every adversary $A$, it holds that

$$\Pr_{S \sim \mu} \left[ \max_{i \in [k]} |q_i(S) - q_i(\mu)| > \alpha + \gamma(q, \mu, \delta) \right] \leq \beta.$$  

**Remark 4.5.** For a statistical query $q$ and a product measure $\mu$, by Hoeffding’s inequality, we get that $\gamma(q, \mu, \delta) = \sqrt{\frac{1}{2n} \ln \frac{2}{\delta}}$. Hence, for the i.i.d. regime, for large enough samples, the definition of $(\alpha, \beta, \delta)$-statistical-query-accuracy is in fact equivalent (up to factor 2) to the original definition of $(\alpha, \beta)$-statistical-accuracy (Definition 2.5).

We observe that the analysis of Dwork et al. (2015a) for transcript compression easily extends to non-i.i.d. measures when given concentrated queries. Somewhat surprisingly, this simple technique essentially matches the bounds obtained using typical stability (Bassily and Freund, 2016). In the next lemma we show that (w.h.p.) an analyst interacting with a transcript-compressing mechanism cannot identify a query that overfits to the date.

**Lemma 4.6.** Let $M$ be a mechanism which enables transcript compression to $b(n, k)$-bits. For every measure $\mu$ and every analyst $A$,

$$\Pr_{S \sim \mu, AG_{n,k}} \left[ \exists i : |q_i(S) - q_i(\mu)| \geq \gamma(q, \mu, \delta) \right] \leq \delta \cdot k \cdot 2^{b(n, k)}$$

**Proof.** Fix an analyst $A$. By Definition 4.1 there exist a set of transcripts $H_A$ of size at most $2^{b(n, k)}$. As every transcript consists of at most $k$ queries, there can be at most $k \cdot 2^{b(n, k)}$ possible queries over all possible interactions between $A$ and $M$. Denote this set of possible queries as $Q_A$. By a union bound we get that

$$\Pr_{S \sim \mu} \left[ \bigvee_{q \in Q_A} |q_i(S) - q_i(\mu)| \geq \gamma(q, \mu, \delta) \right] \leq \delta \cdot k \cdot 2^{b(n, k)},$$

and hence

$$\Pr_{S \sim \mu, AG_{n,k}} \left[ \exists i : |q_i(S) - q_i(\mu)| \geq \gamma(q, \mu, \delta) \right] \leq k \cdot \delta \cdot 2^{b(n, k)}.$$

Using the above lemma, we prove our main theorem for this section.

**Theorem 4.7.** Let $M$ be a mechanism which enables transcript compression to $b(n, k)$ bits and also exhibits $(\alpha, \beta)$-empirical-accuracy for $k$ rounds given $n$ samples. Then $M$ is also $(\alpha, \beta + \delta k 2^{b(n, k)}, \delta)$-statistically-query-accurate, for every choice of $\delta$. 
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Proof. As $M$ is $(\alpha, \beta)$-empirically-accurate and also enables transcript compression to $b(n, k)$ bits, by Lemma 4.6 and the union bound

$$\Pr_{S, AG_{n,k}} \left[ (\exists i : |q_i(S) - q_i(\mu)| > \gamma(q, \mu, \delta)) \lor (\exists i : |q_i(S) - a_i| > \alpha) \right] \leq \beta + \delta \cdot k \cdot 2^{b(n,k)}.$$ 

Hence by the triangle inequality

$$\Pr_{S, AG_{n,k}} [\exists i : |a_i - q_i(\mu)| \geq \alpha + \gamma(q, \mu, \delta)] \leq \beta + \delta \cdot k \cdot 2^{b(n,k)}.$$

Applying Theorem 4.7 together with the transcript-compressing mechanisms of Dwork et al. (2015a), we get the following two results.

**Theorem 4.8.** For every $\alpha, \delta$, there exists an $(\alpha, \beta, \delta)$-statistically-query-accurate mechanism for $k$ rounds given $n$ samples, where $\beta = k \cdot \delta \cdot 2^{k \log \frac{1}{\alpha}}$. The mechanism is computationally efficient.

**Theorem 4.9.** For every $\delta$, there exists an $(\alpha, \beta, \delta)$-statistically-query-accurate mechanism for $k$ rounds given $n$ samples, where $\alpha = O\left(\left(\frac{\ln k}{n}\right)^{1/4}\right)$ and $\beta = k \cdot \delta \cdot 2^{O\left(\sqrt{n \log |X|} \cdot \left(\log k\right)^{3/2}\right)}$. The mechanism is computationally inefficient.
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A Missing proofs

A.1 Product measure

We show the following claim

**Claim A.1.** For a measure \( \mu \sim \mathcal{X}^n \), if for every \( i \in [n] \) and for every possible \( x \in \mathcal{X}^n \) it holds that \( \mu_i = \mu_i(\cdot \mid x^{-i}) \), then \( \mu \) is a product measure.

**Proof.** For convenience, we denote for every \( i \leq j \) the following notation \( a_{i:j} = a_i, \ldots, a_j \). Now, for every \( a \in \mathcal{X}^n \), \( \mu(a) = \prod_{i \in [n]} \mu(a_i \mid a_1, a_{i-1}) \). For start, we show that \( \mu(a_2 \mid a_1) = \mu(a_2) \). Indeed,

\[
\mu(a_2 \mid a_1) = \sum_{a_3, \ldots, a_n} \mu(a_2 \mid a_1, a_3, n) \cdot \mu(a_3, n \mid a_1) = \sum_{a_3, \ldots, a_n} \mu(a_2) \cdot \mu(a_3, n \mid a_1) = \mu(a_2)
\]

In the same way it can be shown that \( \mu(a_3) = \mu(a_4 \mid a_1:2) \) and so on. \( \square \)
Algorithm 3: Auxiliary Algorithm \( \mathcal{A}' \)

\[
\text{Input: } \vec{S} = (S_1, \ldots, S_T), \text{ where } T = \frac{1}{\varepsilon}. \\
F' \leftarrow \emptyset \\
\text{for } t \in [T] \text{ do } \\
\quad (h_1^t, \ldots, h_k^t) \leftarrow A(S_t) \\
\quad H_t \leftarrow \{(h_1^t, t), \ldots, (h_k^t, t)\} \\
\quad \tilde{H}_t \leftarrow \{1 - h \mid h \in H_t\} \\
\quad F' \leftarrow F' \cup H_t \\
\text{Sample } (h^*, t^*) \text{ from } F' \text{ using the exponential mechanism. Specifically, sample } (h^*, t^*) \text{ in } F \text{ with probability proportional to } \exp\left(\frac{\varepsilon}{2} (h^*(S_{t^*}) - h^*(\mu))\right). \\
\text{Return } (h^*, t^*)
\]

A.2 Proof of Theorem 3.2

Proof of Theorem 3.2 Fix a measure \( \mu \) on \( \mathcal{X}^n \) with Gibbs-dependence \( \psi_n \), and fix an \((\varepsilon, \delta)\)-differentially private algorithm that takes a sample \( S \in \mathcal{X}^n \) and returns \( k \) predicates \( h_1, \ldots, h_k : \mathcal{X} \to \{0, 1\} \). Assume towards contradiction that

\[
\Pr_{S, \mathcal{A}(S)} \left[ \max_{i \in [k]} |h_i(\mu) - h_i(S)| \geq 10\varepsilon + 2\psi \right] \geq \delta. \tag{7}
\]

Consider the procedure described in Algorithm 3. As differential private algorithms are immune to post-processing and by the composition theorem, \( \mathcal{A}' \) is by itself \((2\varepsilon, \delta)\)-differentially private. Given a multi-set \( \vec{S} \) sampled from \( \mu^T \), by (7) we get that

\[
\forall t : \Pr_{S_t, \mathcal{A}(S_t)} \left[ \max_{i \in [k]} |h_i^t(\mu) - h_i^t(S_t)| \geq 10\varepsilon + 2\psi \right] \geq \frac{\delta}{\varepsilon},
\]

and hence, by setting \( T = \frac{1}{\varepsilon} \), we have that

\[
\Pr_{\vec{S}, \mathcal{A}'(\vec{S})} \left[ \max_{t \in [T], i \in [k]} |h_i^t(\mu) - h_i^t(S_t)| \geq 10\varepsilon + 2\psi \right] \geq 1 - \left(1 - \frac{\delta}{\varepsilon}\right)^T \geq \frac{1}{2}.
\]

By Markov’s inequality,

\[
\mathbb{E}_{\vec{S}, \mathcal{A}'(\vec{S})} \left[ \max_{t \in [T], i \in [k]} |h_i^t(\mu) - h_i^t(S_t)| \right] \geq 5\varepsilon + \psi,
\]

Now the set constructed in the algorithm’s run, \( F \), contains also the negation of each predicate, and hence

\[
\mathbb{E}_{\vec{S}, \mathcal{A}'(\vec{S})} \left[ \max_{(h, t) \in F} \{h(S_t) - h(\mu)\} \right] = \mathbb{E}_{\vec{S}, \mathcal{A}'(\vec{S})} \left[ \max_{t \in [T], i \in [k]} |h_i^t(\mu) - h_i^t(S_t)| \right] \geq 5\varepsilon + \psi.
\]

By the properties of the exponential mechanism (see McSherry and Talwar (2007) or Bassily et al. (2016)), denoting the output of the algorithm by \((h^*, t^*)\) we get that

\[
\mathbb{E}_{(h^*, t^*)} [h^*(S_{t^*}) - h^*(\mu)] \geq \max_{(h, t) \in F} [h^*(S_t) - h^*(\mu)] \geq \frac{2}{\varepsilon n} \log(2Tk).
\]

Taking expectation on both sides yields

\[
\mathbb{E}_{\vec{S}, \mathcal{A}'(\vec{S})} [h^*(S_{t^*}) - h^*(\mu)] \geq \mathbb{E}_{\vec{S}, \mathcal{A}'(\vec{S})} \left[ \max_{(h, t) \in F} \{h^*(S_t) - h^*(\mu)\} \right] - \frac{2}{\varepsilon n} \log(2Tk) \geq 5\varepsilon + \psi - \frac{2}{\varepsilon n} \log(2k\varepsilon/\delta).
\]

For \( n \geq \frac{\log(2k\varepsilon/\delta)}{\varepsilon} \), this is at least \( 2\varepsilon + \psi \) which contradicts Lemma 3.1. \( \Box \)