Evaluation of Fe XIV Intensity Ratio for Electron Density Diagnostics by Laboratory Measurements
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Abstract: The intensity ratio of Fe XIV 264.785 Å/274.203 Å is useful to determine the electron density of solar corona, and the relationship between the electron density and the intensity ratio obtained from a model should be evaluated using laboratory plasmas to estimate the electron density more precisely. We constructed a new collisional–radiative model (CR-model) for Fe XIV (an Al-like iron ion) by considering the processes of proton-impact excitation and electron-impact ionization to the excited states of a Mg-like iron ion. The atomic data used in the CR-model were calculated using the HULLAC atomic code. The model was evaluated based on laboratory experiments using a compact electron beam ion trap, called CoBIT, and the Large Helical Device (LHD). The measured Fe XIV 264.785 Å/274.203 Å line intensity ratio with CoBIT was 1.869 ± 0.036, and it agreed well with our CR-model results. Concurrently, the measured ratio using LHD was larger than the results of our CR-model and CHIANTI. The estimated electron densities using our CR-model agreed with those from CHIANTI within a factor of 1.6–2.4 in the range of $n_e \approx 10^{10}$–$10^{11}$ cm$^{-3}$. Further model development is needed to explain the ratio in a high-electron density region.
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1. Introduction

Spectroscopy provides various information on observed plasmas, and is important for obtaining their physical properties, particularly of astrophysical plasmas. Measuring a density-sensitive line intensity ratio is a good method for diagnosing the electron density of plasmas. For example, the intensity ratios of Fe XIII line pairs, such as 203.8 Å/202.0 Å, are used to estimate the electron densities of solar plasmas [1]. The model used in Watanabe et al. [1] had been examined using laboratory plasmas, and it had been validated by Yamamoto et al. [2]. The extreme ultraviolet (EUV) emission lines from the solar corona have been observed using the Solar EUV Rocket Telescope and Spectrograph (SERTS) [3] and the EUV Imaging Spectrometer (EIS) onboard the Hinode satellite [4]. The intensity ratio of Fe XIV 264.785 Å and 274.203 Å lines is sensitive to electron density, and it is one of the most measured line pairs by Hinode/EIS (e.g., References [5–10]). The ion fraction of the Al-like iron ion (Fe XIV) presents a peak in $10^6$–$10^7$ K plasmas; thus, measuring...
the Fe XIV 264.785 Å/274.203 Å line intensity ratio is a good method for electron density diagnosis for plasma phenomena in the solar corona.

A collisional–radiative model (CR-model) is used to derive the relationship between the intensity ratio and the electron density. For reliable density diagnostics, the CR-model should be evaluated by laboratory plasma measurements. To understand the dynamics of solar plasmas, such as the chromospheric evaporation by accelerated particles (e.g., Reference [11]), a reliable CR-model is needed.

The CR-model included in CHIANTI [12] is frequently used for the analysis of solar plasmas. In CHIANTI ver. 9 [12,13], the atomic data for Fe XIV are mainly taken from Liang et al. [14]. The CR-model for Fe XIV in CHIANTI considers 739 fine-structure levels with electron configurations \( \{3s^x 3p^y 3d^z \} (x + y + z = 3), 3s^2 nl (nl = 4s - 7i), \)
\( 3s 3p nl (nl = 4s - 6p), \) and \( 3s 3d 4l (l \in \{s, p, d, f\}) \). The included transitions for electron-impact excitation/de-excitation and radiation are limited. The electron-impact ionization processes from the excited levels to the ground and other excited states of the Mg-like iron ions are excluded. The proton-impact excitation process between two fine-structure levels of the ground state is included. CHIANTI is aimed mainly for application to low-density solar plasmas; therefore, the collision processes between excited levels are not significantly important and subsequently omitted.

From the aspect of model evaluation, laboratory experiments using electron beam ion traps (EBITs) are reported for the Fe XIV 264.785 Å/274.203 Å intensity ratio, and the measured results are roughly consistent with those obtained with CHIANTI within \( n_e \approx 10^{10} - 11 \) cm\(^{-3}\) [15,16]. In a high-electron density region, magnetically confined plasmas can be used to evaluate a model. Plasma experiments with the NSTX-U tokamak measured the Fe XIV 274.203 Å/264.785 Å line intensity ratio [17]. Weller et al. [17] did not consider the Fe XIV 264.785 Å line blending with a Fe XV 265.00 Å, although an Fe XVI 262.98 Å line was observed in their spectra. The above-mentioned line blending could not be resolved in their experiments. The obtained Fe XIV 264.785 Å/274.203 Å line intensity ratio was approximately 3–4, which is much larger than the intensity ratio calculated using CHIANTI ver. 9. On setting the weak emission line (274.203 Å) intensity as the numerator, the intensity ratios were small values, as shown in the figures in their study, and were much smaller than the calculation by CHIANTI. However, they did not discuss this difference between their measured values and the calculations by CHIANTI, and concluded that the experimental results agreed with the calculations.

In this study, we focus on the difference between experimental and model calculation results, and construct a new CR-model using the atomic data calculated with the HULLAC atomic code [18]. Electron-impact excitation and ionization cross-sections are obtained using a distorted-wave method, which yields reasonably good cross-sections for a wide collision energy range. In our CR-model, we include the electron-impact excitation and de-excitation processes between all ground and excited states of an Al-like iron ion, electron-impact ionization processes from the excited levels of an Al-like iron ion to the ground and excited states of a Mg-like iron ion, and proton-impact excitation and de-excitation processes between the fine-structure levels of the ground state. We investigate their effects on the intensity ratio. The details of the CR-model are described in Section 2. The CR-model is evaluated against laboratory experiments conducted using a compact electron beam ion trap (CoBIT) and the Large Helical Device (LHD) at the National Institute for Fusion Science (NIFS), and the examination of the measured spectra is presented in Section 3. We discuss the model validity against the experimental results in Section 4 and present conclusions in Section 5.

2. Collisional–Radiative Model

In this section, we describe the details of the newly developed CR-model in this study. The CR-model provides the population densities of excited states relative to that of the ground state under a quasi-steady state assumption. It solves the rate equations of the change in the population densities of the excited states. When the timescales of the
atomic processes changing the population densities of the excited states are sufficiently
shorter than that of the changing plasma conditions, the steady-state assumption is valid.
Consequently, we can easily determine the population densities by solving the inverse
matrix of the rate coefficients in the rate equations. We construct the CR-model as follows:
(1) first, the atomic structure and cross-sections are calculated; (2) subsequently, the rate
coefficients are calculated by averaging the cross-sections with the Maxwellian velocity
distribution function; and, (3) finally, the rate equation is solved.

The atomic structure is calculated with the lowest 1221 fine-structure levels of $3s^2 3p^\ell 3d^\ell$
($x + y + z = 3$), $3s^2 nl, 3s 3p nl, 3s 3d nl, 3p^2 nl, 3p 3d 4l$ ($n = 4 \text{ or } 5; l = s, p, d \text{ or } f$),
and $3d^2 4l(l = s, p \text{ or } d)$. A radiative decay between the fine-structure levels of the ground state,
$3s^2 3p^2 2P^\circ_{3/2} - 2P^\circ_{1/2}$ (see Figure 1), was presented by Edlen [19] as the forbidden M1 line,
which is known as the “green line” (e.g., Reference [20]). This forbidden transition makes
$3s^2 3p^2 P^\circ_{3/2}$ a metastable state. The electron density dependence of the Fe XIV electron
density-dependent line ratios was considered to be due to this metastable state.

In this study, we consider electron-impact excitation, de-excitation and ionization,
radiative decay, and proton-impact excitation and de-excitation processes. We consider
the electron-impact ionization processes from the ground and excited states of an Al-like
iron ion to the excited states of $3s 3p$, $3s 3d$, $3p^2$, $3p 3d$, and $3d^2$, as well as to the $3s^2$ ground
state of a Mg-like iron ion. These ionization processes are not included in CHIANTI and
the model in Liang et al. [14].

Figure 1. Schematic of lowest 12 levels of Fe XIV. Green line denotes forbidden M1 transition between
two fine-structure levels of ground state. Proton-impact excitation and electron-impact ionization
processes to excited states of Mg-like iron ions are included in our model.
The rate equation for the population density of level $i$ is written as

$$
\frac{\text{d}n_z(i)}{\text{d}t} = \sum_{j>i} \left\{ C_e(j,i)n_e + C_p(j,i)n_p + A_r(j,i) \right\} n_z(j)
+ \sum_{k<i} \left\{ F_e(i,k)n_e + F_p(i,k)n_p \right\} n_z(k)
- \left\{ \sum_{i<j} (C_e(i,k)n_e + C_p(i,k)n_p + A_r(i,k)) 
+ \sum_{j>i} (F_e(j,i)n_e + F_p(j,i)n_p) + \sum_{q} S_z(i,q) \right\} n_z(i),
$$

(1)

where $C_e(j,i)$ and $F_e(j,i)$ are the electron-impact excitation and de-excitation rate coefficients from level $j$ to level $i$, respectively; $C_p(j,i)$ and $F_p(j,i)$ are the proton-impact excitation and de-excitation rate coefficients from level $j$ to level $i$, respectively; $A_r(j,i)$ is the radiative decay rate from level $j$ to level $i$; and $S_z(i,q)$ is the electron-impact ionization rate coefficient from level $i$ in the $z$th charged ion to level $q$ in the $(z+1)$th charged ion. Here, $z$ is 13.

We calculate the energy levels, transition probabilities, and the electron-impact excitation and ionization cross-sections using the HULLAC atomic code [18]. The electron-impact excitation and ionization rate coefficients are obtained by the convolution of the cross-section and electron velocity distribution function. We used Landman’s proton-impact excitation rate coefficient [21], which is recommended by Skobelev et al. [22]. According to Skobelev et al., $3s^2\ 3p^2\ P^0_{1/2} - 2\ P^0_{3/2}$ is the only important transition for Fe XIV. Thus, we include only this transition in our CR-model. We calculate the de-excitation rate coefficients from the excitation rate coefficients in a detailed balance method. The electron-impact excitation and de-excitation rate coefficients are calculated using a relativistic distorted-wave method. The electron-impact excitation and ionization rate coefficients are obtained by the convolution of the cross-section and electron velocity distribution function.

To examine the effects of the proton-impact excitation and the electron-impact excitation and ionization to the excited states of a Mg-like iron ion for the line intensity ratio of Fe XIV 264.785 Å and 274.203 Å, we consider four models: (1) $\text{IoEx0p0}$: a model that includes neither the proton-impact excitation nor the ionization to the excited states; (2) $\text{IoEx0p1}$: a model that does not include the ionization to the excited states but includes the proton-impact excitation; (3) $\text{IoEx1p0}$: a model that does not include the proton-impact excitation but includes the ionization to the excited states; and (4) $\text{IoEx1p1}$: a model that includes both the proton-impact excitation and the ionization to the excited states. The electron-impact ionization to the ground state of a Mg-like iron ion is included in all models.

The line intensities of Fe XIV 264.785 Å and 274.203 Å are determined by multiplying the upper-level populations by the transition probabilities. These upper levels are $3s\ 3p^2\ P_{3/2}$ and $3s\ 3p^2\ S_{1/2}$, respectively, as shown in Figure 1. For level $3s\ 3p^2\ S_{1/2}$, the population inflow from level $3s^2\ 3p^2\ P_{1/2}$ by electron-impact excitation is much smaller than that from level $3s^2\ 3p^2\ P_{3/2}$ by electron-impact excitation. However, for level $3s\ 3p^2\ P_{3/2}$, the population inflow from level $3s^2\ 3p^2\ P_{3/2}$ is non-negligible. Thus, the population density of level $3s\ 3p^2\ P_{3/2}$ is affected by the population of level $3s^2\ 3p^2\ P_{3/2}$, i.e., the metastable state, which is largely affected by the proton-impact excitation processes. Therefore, the proton-impact excitation contributes to the density dependence of the Fe XIV 264.785 Å/274.203 Å intensity ratio. In our calculations, the $\text{IoEx0p1}$ and $\text{IoEx1p1}$ models, which include the proton-impact excitation processes, achieve a higher Fe XIV 264.785 Å/274.203 Å intensity ratio up to 6% at electron density $10^{10}$ cm$^{-3}$ compared to the $\text{IoEx0p0}$ and $\text{IoEx1p0}$ models, respectively (see Figure 2).

We also examine the electron-temperature dependence of the intensity ratios obtained using the four models. Figure 3 shows the electron density dependence change with...
electron temperature for the \textit{IoEx0p0} model. The differences in the intensity ratios relative to the 150 eV case are plotted in Figure 3b, and the maximum difference is found at an electron density of approximately $10^{10}$ cm$^{-3}$. This difference is approximately 12% between $T_e = 150$ eV and $T_e = 1000$ eV. When we include the proton-impact excitation effect (the \textit{IoEx0p1} model; see Figure 4), the above differences become small. The proton-impact excitation process cancels out the temperature dependence of the electron-impact excitation effects for the Fe XIV 264.785 Å/274.203 Å line intensity ratio. However, when we include the ionization processes to the excited states of Fe XV (the \textit{IoEx1p0} model; see Figure 5), the temperature dependence in the high-density region becomes larger, and the difference between $T_e = 150$ eV and $T_e = 1000$ eV becomes approximately 15%. The temperature dependence using the model that includes both the proton-impact excitation and ionization process to the excited states in Fe XV (the \textit{IoEx1p1} model) is shown in Figure 6. It suggests that the maximum difference in the intensity ratios is 6% between the 150 eV and 1000 eV cases. The proton-impact excitation processes reduce the difference. Under a high-electron temperature condition, such as 1000 eV, at which a plasma is not in ionization equilibrium, the contributions of the proton-impact excitation and ionization processes to the excited states are approximately +7% and −7%, respectively (compared to the differences in Figures 3 and 4 and the differences in Figures 3 and 5). Both contributions cancel each other, and the model differences in the high-density region become small (note the small difference between Figures 3 and 6 in the high-density region). Summarizing the temperature dependence with the models, we find that the difference varies from −15% to 6%, and is ±6% for our best model, the \textit{IoEx1p1} model.

![Figure 2](image_url)

\textbf{Figure 2.} (a) Electron density dependence of Fe XIV 264.785 Å/274.203 Å intensity ratios for four models at electron temperature 168 eV. (b) Difference between models relative to \textit{IoEx0p0} model. Steel-blue dotted line: \textit{IoEx0p0} model without proton-impact excitation and ionization processes to excited states of Mg-like iron ion; dark-orange dashed line: \textit{IoEx0p1} model with ionization processes to excited states but without proton-impact excitation process; forest-green dash-dotted line: \textit{IoEx1p0} model with proton-impact excitation processes but without ionization processes to excited states; and red solid line: \textit{IoEx1p1} model with proton-impact excitation and ionization processes to excited states.
Figure 3. (a) Electron density dependence of Fe XIV 264.785 Å/274.203 Å intensity ratio for various temperatures the IoEx0p0 model. (b) Difference in intensity ratio relative to case of 150 eV at each temperature.

Figure 4. (a) Electron density dependence of Fe XIV 264.785 Å/274.203 Å intensity ratio for various temperatures for IoEx0p1 model. (b) Difference in intensity ratio relative to case of 150 eV at each temperature.
Figure 5. (a) Electron density dependence of Fe XIV 264.78 Å/274.203 Å intensity ratio for various temperatures for IoEx1p0 model. (b) Difference in intensity ratio relative to case of 150 eV at each temperature.

Figure 6. (a) Electron density dependence of Fe XIV 264.785 Å/274.203 Å intensity ratio for various temperatures for IoEx1p1 model. (b) Difference in intensity ratio to relative case of 150 eV at each temperature.
3. Experiments and Results

To evaluate the CR-model, we performed laboratory experiments using CoBIT [24,25] and LHD [26] at the NIFS.

3.1. CoBIT

CoBIT is an instrument that produces and traps highly charged ions in an electron beam. In the present experiment, CoBIT at the NIFS (CoBIT-II) [25] was used. Iron ions were produced by introducing Fe(C$_5$H$_5$)$_2$ vapor into CoBIT-II. The EUV spectrometer mounted on CoBIT-II was composed of a 1200 gr/mm grating (30-002 Shimadzu Corporation) and a charge coupled device. Because the spectrometer was used in the slit-less configuration, the wavelength resolution was mainly limited by the line source width (typically several hundred micrometers). To avoid line blending of Fe XIV 264.785 Å and Fe XVI 265.000 Å, the beam energy was set as 400 eV, which is less than 456.2 eV, the ionization energy of Fe XV. The electric current was set as 10.0 mA. Although the profile of the electron beam was not measured directly, we refer the electron density measured with CoBIT at the University of Electro-Communications (CoBIT-I) [15] with the same electron current. This is because we assume same systems with the same electric currents, same magnetic fields, and same beam energies produce the same electron beam radius and the same electron density.

We recorded the spectrum (Figure 7) for a 3600 s integration, and the lines were fitted with a Gaussian profile to estimate the intensities. The Fe XIV 264.785 Å/274.203 Å intensity ratio was obtained as 1.869 ± 0.036 after line profile fitting. The intensity ratios measured with CoBIT-II (this study) and CoBIT-I [15] were consistent (Figure 8). Note that we assumed the sensitivities of the lines to not be significantly different because of the closeness of the measured lines. We discuss the details of the model evaluation in Section 4.

![Figure 7. Spectra measured with CoBIT-II at NIFS. Filled circles are data points, and error bars indicate one sigma in Poisson distribution. Solid line shows fitted spectrum, and peaks correspond to lines of Fe XIV 264.785 Å, 270.511 Å, and 274.203 Å, respectively.](image-url)
Figure 8. Electron density dependence of Fe XIV 264 Å/274 Å intensity ratio from EBIT experimental data. Blue-filled circle is measurement with CoBIT-II at NIFS. Orange-filled stars are measurements with CoBIT-I at University of Electro-Communications [15]. Green-filled circles are measurements with EBIT-I at Lawrence Livermore National Laboratory [16]. Red line represents model calculations of monochromatic energy using same atomic data as in our CR-model for thermal plasma. Blue dotted line denotes model results of Reference [15].

3.2. Large Helical Device

3.2.1. Experimental Setup and Overview of Experiments

LHD is a fusion research device that can confine plasma magnetically. We performed experiments on 6 December 2019. LHD plasmas were heated by electron cyclotron resonance heating at the beginning, and the plasmas were kept by neutral beam injection (NBI) heating. To measure the Fe XIV lines, we injected an iron pellet [27] into the plasma at approximately 4.5 s. We used a flat-field EUV spectrometer [28] and converted the measured count rates to photon flux using the relation described in Chowdhuri et al. [28].

Fe XIV lines were observed in the discharges of shot numbers 156587, 156589–156593, 156598, 156599, and 156601–156606. We successfully measured Fe XIV lines immediately before the plasma collapsed or when a hollow distribution of electron temperatures with a very low temperature at the plasma center was produced.

One example of the former cases is shown in Figure 9. The spectrum at t = 4.64 s is shown in Figure 9a, and the spatial distributions of the electron temperature and density from the Thomson scattering mapping (TSMAP) database [29] are shown in Figure 9b. Smoothly fitted profiles of the electron temperatures and densities were obtained from Thomson scattering measurements. At the time when Fe XIV lines were measured, the electron temperature at the center was extremely high for Al-like iron ions to exist. This suggests the emission of Fe XIV may originate from the edge region of the plasmas.
Figure 9. Summary of physical conditions in LHD plasma for Fe XIV emission lines measured before plasma collapse (plasma discharge #156589). (a) Spectrum at \( t = 4.640 \) s. Filled circles (in blue) are data points used for spectrum fitting. Crosses (in red) are data points that are not used for spectrum fitting. Error bars indicate three sigmas derived from Poisson error. Blue line shows result of spectrum fitting. Each line peak corresponds to Fe XVI 262.976 Å, blend of Fe XIV 264.785 Å and Fe XVI 265.000 Å, Fe XIV 270.511 Å, and Fe XIV 274.203 Å, respectively. (b) Fitted electron temperature and density distributions at \( t = 4.640 \) s on TSMAP database originally measured by Thomson scattering. (c) Ion fractions for each iron ion calculated using fitted temperature in ionization equilibrium using CHIANTI ver. 9. (d) Time evolution of NBI power (green dashed line and blue dot-dashed line) and radiation power (red solid line). Green dashed line and blue dot-dashed line represent total NBI power of tangential and radial injections, respectively. (e) Time evolution of electron temperature (red dot-dot-dashed line) and density (blue dashed line) at \( \rho = 0 \). Vertical line in (d),(e) indicates time of (a)–(c).

The time evolution of the plasma properties showed that the radiation power (red solid line in Figure 9d) increased after the iron pellet injection at 4.56 s. Simultaneously, the electron temperature (red dot-dot-dashed line in Figure 9e) at the center (normalized minor radius \( \rho = 0 \)) began to decrease owing to the radiation power loss, and the electron density at the center increased (blue dashed line in Figure 9e). The power of NBI heating (green dashed line in Figure 9d) became the half accidentally at 4.6 s, and the plasma started to collapse, as indicated by the rapid increase in the radiation power.
In the discharge of shot number 156606, the time evolution of the plasma was different, as shown in Figure 10. After the NBI heating was switched from tangential NBI to radial NBI, the central electron temperature decreased (Figure 10e), and a hollow electron temperature distribution was produced by the strong radiation power due to the iron accumulation at the center, as shown in Figure 10b. The plasma was maintained stably with a low central electron temperature for some time. Fe XIV lines were measured at $t = 6.405$ s (Figure 10a) when the electron temperature and density distributions were hollow shaped. Therefore, the Fe XIV emission possibly originated from the central region of the plasma.

**Figure 10.** Summary of plasma condition in LHD for Fe XIV emission lines measured when hollow electron temperature distribution is produced with low temperature at central plasma (discharge #156602). Time of (a)–(c) is at $t = 6.405$ s. (a)–(e) is same as in Figure 9.

### 3.2.2. Spectra Analysis

We derived the line intensities by fitting the spectra with Gaussian profiles. In the spectra, Fe XIV 264.780 Å and Fe XVI 265.000 Å were blended; therefore, we estimated the intensity of Fe XVI 265.003 Å from the intensity Fe XVI 262.976 Å by CHIANTI ver. 9 [12,13] calculations to extract the contribution of Fe XVI 265.000 Å from the intensity of Fe XIV 264.785 Å. The line centers of Fe XIV 264.785 Å and Fe XVI 265.000 Å were fixed by the
wavelengths listed in the NIST Atomic Spectral Database [30] relative to the fitted Fe XVI 262.976 Å, Fe XIV 270.511 Å, and Fe XIV 274.203 Å central wavelengths.

To exclude noise and other lines during the fitting procedure, we adopted the concept of Chauvenet’s criterion (cf. Reference [31]), i.e., rejecting a datum if the product of probability of that datum point and the number of data points is less than 0.5. The excluded data points are shown as red crosses, instead of blue dots, in Figures 9a and 10a.

3.2.3. Estimation of Electron Density around Al-like Iron Ion

The flat-field EUV spectrometer on LHD does not have spatial resolution, and the spectra were measured as integrated signals along the line of sight. Thus, there was no information about the spatial distribution on the abundance of Al-like iron ions. Al-like iron ions are expected to exist in a certain electron temperature region. When we estimate the electron density of the plasma where Fe XIV lines are emitted, we should exclude the region where the electron temperature is extremely high or extremely low for Al-like iron ions to exist. Therefore, we calculated the ion abundance distribution in ionization equilibrium using CHIANTI ver. 9 [12,13] using the fitted electron temperature distribution from TSMAP (Figures 9c and 10c). In CHIANTI, ion abundances in ionization equilibrium are calculated under coronal approximation [32], and no density effects are included. Using CHIANTI, the most abundant electron temperature for Al-like iron ions in ionization equilibrium is obtained as 168 eV. Electron densities of LHD plasmas of approximately $10^{13}$ cm$^{-3}$ generally require including the density effect in ionization equilibrium calculations as ADAS calculations show [33]. ADAS yields the most abundant temperatures for $10^{9}$ cm$^{-3}$ as a low-density limit case and $10^{13}$ cm$^{-3}$ electron densities as approximately 160 eV and 140 eV, respectively. This difference is not highly significant for our purpose. Therefore, the average electron density weighted by the ion fraction calculated with CHIANTI was adopted as the electron density around Al-like iron ions.

We take root mean squares of the errors from the measurements and spatial distribution of the Al-like iron ions. The average error weighted by the ion fraction was adopted as the error from the measurements. We derive the error from the spatial distribution as follows: (1) the squared residuals are sorted; (2) the sum of the relative weights is taken; and (3) the squared residual at the point when the sum of the relative weight equals 68% is taken as the squared error.

The measured intensity ratios are plotted against the electron density in Figure 11. Our measurements using LHD are consistent with the measurements on NSTX-U [17]. The details on the evaluation of the model are discussed in Section 4.
Figure 11. Electron density dependence of Fe XIV 264 Å/274 Å intensity ratio from laboratory experimental data. Pink crosses show results measured using NSTX-U [17]. Sky-blue filled circles show measured ratios with LHD. Red line represents result of our CR-model with plasma temperature $T_e = T_p = 168$ eV, which includes both the proton-impact excitation and ionization process to the excited states of a Mg-like iron ion. For comparison, we show results calculated using CHIANTI ver. 9 model [12,13] with electron/proton density ratio = 1 with brown solid line and with electron/proton density ratio = 0 in pink dotted line.

4. Discussion

The Fe XIV 264.785 Å/274.203 Å line intensity ratios obtained from the measurements in the EBIT experiments are compared with the value calculated using the CR-model assuming a monochromatic electron energy distribution, as shown in Figure 8. The line intensity ratios obtained from the measurements in thermal plasmas are compared with the calculation result using the CR-model assuming a Maxwellian electron velocity distribution function in Figure 11.

For the CR-model with monochromatic electron energy, we use the same atomic data as in the Maxwellian velocity distribution case, except that the rate coefficients of the electron-impact excitation and ionization processes are obtained as products of the cross-sections and the collision velocities. The intensity ratios measured using CoBIT-II at the NIFS (this study), CoBIT-I at the University Electro-Communications [15], and EBIT-I at Lawrence Livermore National Laboratory [16] are consistent with our model (solid line in Figure 8). For comparison, the model calculation in [15] is shown as a dotted line in Figure 8, and it is also consistent with the measured ratios.

The intensity ratios measured in magnetically confined plasmas are in range of the high electron density limit. Our measurements using LHD are consistent with those with NSTX-U [17], as shown in Figure 11. However, these experimental results (NSTX-U and LHD) are larger than the model calculations. The model calculations are obtained with temperature $T_e = T_p = 168$ eV, at which the Al-like iron ion is the most abundant according to the CHIANTI ionization equilibrium calculations, as described in Section 3.2.2.

One of the largest differences between CHIANTI and our model is in the electron-impact excitation cross-sections, i.e., CHIANTI uses the cross-sections calculated with an R-matrix method, whereas we use those calculated with the distorted wave method in HULLAC. The R-matrix method can consider resonant excitation processes. We com-
pare the differences in the electron excitation rate coefficients for several transitions, as shown in Figure 12. The excitation rate coefficients for the $3s^2 3p^2 P_{1/2}^{0} - 2P_{3/2}^{0}$ (1–2) and $3s^2 3p^2 P_{3/2}^{0} - 3s 3p^2 S_{1/2}$ (2–8) transitions are significantly enhanced by the resonant processes in the low-temperature region. The electron excitation rate coefficient for the $3s^2 3p^2 P_{1/2}^{0} - 3s 3p^2 S_{1/2}$ (1–8) transition using CHIANTI is 3% less than that obtained with our model. The electron excitation rate coefficient for the $3s^2 3p^2 P_{3/2}^{0} - 3s 3p^2 2S_{1/2}$ (2–10) transition using CHIANTI is 1% less than that determined with our model. The difference in the intensity ratios obtained with CHIANTI and our model at $T_e = 168$ eV and $n_e = 10^{13}$ cm$^{-3}$ is approximately 7%. There are several factors that cause this difference. The radiative transition rates, and its difference is approximately 2%. To examine the effect of enhanced excitation rate coefficients by resonance, we substituted those of the 1–2 transition from CHIANTI into our model, and we found that it leads to a 2% difference in the intensity ratio. Note that the CHIANTI model does not include the electron-impact ionization processes from the excited states to the ground and excited states of a Mg-like iron ion, and these processes lower the intensity ratio by approximately 1% (see Figure 2). The difference in the intensity ratio also depends on the electron temperature, and it increases with decreasing electron temperature for electron density $3 \times 10^{10}$ cm$^{-3}$, as shown in Figure 13. This is due to increasing resonance effect on the electron-impact excitation rate coefficients, which are included in the R-matrix method. For electron density of $3 \times 10^{13}$ cm$^{-3}$, the electron temperature dependence of the difference is quite small. Further model development would be necessary to explain the difference and the experimental results.

We also examine how the estimated electron density changes with the different models in the electron density range of $n_e \approx 10^{10}$–$10^{11}$ cm$^{-3}$. For measured line intensity ratio of 1.50, the CHIANTI ver. 9 model yields electron density $10^{9.80}$ cm$^{-3}$, whereas our CR-model yields $10^{9.98}$ cm$^{-3}$. Our electron density result is 1.56 times larger than the CHIANTI value. Our model results show acceptable consistency with the experimental data, demonstrating that the derived density around this range is reasonably reliable. Taking the line intensity ratio as 2.5, the CHIANTI ver. 9 model yields an electron density of $10^{10.66}$ cm$^{-3}$, whereas our CR-model result is $10^{11.05}$ cm$^{-3}$. Our electron density result is 2.39 times larger than the CHIANTI value.

To investigate the discrepancy between the model and experimental results in a high-electron density region, we suggest the following processes to be considered in future studies. One is the effect of high-energy proton collisions. In the LHD experiments, we heated the plasma by NBI heating. NBIs produce high-energy protons by a charge exchange process between the high-energy neutral hydrogen in the NBIs and bulk hydrogen ions. Based on Ref. [22], proton-impact excitation rate coefficients are large in a high-temperature region. We assumed that protons and electrons have the same temperatures, as mentioned in Section 2. If there are many high-energy protons, this process may enhance the population density of the upper level of the 264 Å line and, hence, may increase the intensity ratio, as speculated from the comparison of Figure 5 and 6. The other process is the electron-impact ionization from a Si-like iron ion. The direct ionization from excited state $3s 3p^3$ of a Si-like iron ion to excited state $3s 3p^2$ of an Al-like iron ion and the inner-shell ionization from the ground state $3s^2 3p^2$ of a Si-like iron ion to excited state $3s 3p^2$ might enhance the population densities of the $3s 3p^2$ levels. This process could change the intensity ratio.
Figure 12. (a) Electron excitation rate coefficients for our model and CHIANTI. Number denotes levels: 1 denotes $3s^2 \, 3p^2 \, ^2P_{1/2}$, 2 denotes $3s^2 \, 3p^2 \, ^2P_{3/2}$, 8 denotes $3s \, 3p^2 \, ^2S_{1/2}$, and 10 denotes $3s \, 3p^2 \, ^2P_{3/2}$. (b) CHIANTI results divided by our results on logarithmic scale. (c) CHIANTI results divided by our results on linear scale.
Figure 13. (a) Intensity ratio as function of electron temperature calculated with our model IoEx1p1 and CHIANTI for electron densities $3 \times 10^{10}$ cm$^{-3}$ and $3 \times 10^{13}$ cm$^{-3}$. (b) Difference between two models.

5. Conclusions

We constructed the new CR-model for Fe XIV, and the proton-impact excitation [22] and electron-impact ionization process from excited states to excited states $3s\,3p,\,3s\,3d,\,3p^2,\,3p\,3d,$ and $3d^2$, as well as ground state $3s^2$ of a Mg-like iron ion, are included. The electron density dependence of the Fe XIV 264.785 Å/274.203 Å intensity ratio is obtained for a wide density range, and the electron temperature dependence and the effects of the proton-impact excitation and electron-impact ionization to the excited states are examined. Our model results of electron density for mono-energy agree well with the experimental results obtained with EBITs, while the estimated electron density for the Maxwellian electron velocity distribution is 1.6–2.4 times larger than that using CHIANTI ver. 9 in the electron density range of $n_e \approx 10^{10–11}$ cm$^{-3}$. In a comparatively higher density region ($n_e > 10^{13}$ cm$^{-3}$), the LHD and NSTX-U [17] experimental results are consistent; however, the calculated ratios with both our CR-model and CHIANTI are smaller than them. The proton-impact excitation and ionization processes to the excited states affect the line intensity ratio by less than 1%. Further model development would be necessary to explain the ratio in a high-electron density region.
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