Flickering of the Vela pulsar during its 2016 glitch
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The first pulse-to-pulse observations of a neutron star glitch in the Vela pulsar identified a null pulse\textsuperscript{4} hinting at the sudden disruption of the neutron star’s magnetosphere. The only physical model connecting the glitch and the null pulse relies on a starquake either triggering, or being triggered by, the glitch itself\textsuperscript{2}. Until now, this was the only null pulse identified from over 50 years of observing the Vela pulsar\textsuperscript{3}. We identify five other null-like pulses, that we term quasi-nulls, before and after the glitch, separated by hundreds of seconds. We verify that such nulls are not found in data away from the glitch. We speculate that the quasi-nulls are associated with foreshocks and aftershocks preceding and following the main quake, analogously with terrestrial quakes. This implies the energy reservoir built up between glitches is not released suddenly, but over a period of minutes to hours around the time of the glitch.

In 2016, the Vela radio pulsar increased its rotation frequency by one part in a million\textsuperscript{4}. Such events, known as glitches, provide rare glimpses into the internal structure of neutron stars. Perhaps most intriguingly, a series of unexpected changes in the pulsations were observed coincident with the Vela glitch. First, a broader-than-usual pulse, pulse 76\textsuperscript{4}. Second, during pulse 77, the emission disappeared, a phenomenon known as a null\textsuperscript{3}. These two anomalous pulses were then followed by two pulses with lower-than-usual linear polarization and several pulsations which appeared to arrive slightly later than expected. Individual pulses from radio pulsars typically show a high degree of variability and the Vela pulsar is no exception, but before pulse 77, it has never been known to have nulls\textsuperscript{3}.

Understanding the behaviour of the Vela pulsar during its glitch has significant scientific value. The glitch itself is likely caused by a sudden coupling of the superfluid interior to the crust of the star\textsuperscript{2}. At the same time, the abrupt changes in the pulses likely arise from changes in the magnetosphere. The Vela glitch offers the tantalizing opportunity to simultaneously understand more about both the interior of the neutron star and the magnetosphere. The broadening and null can be explained by a “quake quenching” episode\textsuperscript{1}: a crust quake, which disrupts the magnetosphere causing the broadening and null, then triggers the superfluid unpinning leading to the observed spin up.

In addition to the unusual broadening and null, we have previously found evidence\textsuperscript{3} that the glitch is not a simple spin-up event. We find the rotation frequency of the star “overshoots”, suggesting the existence of three distinct components to the neutron star\textsuperscript{3}. Modelled fits to the data\textsuperscript{3} confirm that a three-component model is able to explain the observed overshoot and infer the physical parameters. We also discovered the hitherto unseen phenomenon of a slow down in the rotation rate prior to the glitch\textsuperscript{3} (also consistent with a magnetospheric slip\textsuperscript{3}). While the evidence for the overshoot is overwhelming, the slow-down before the glitch is tentative. Piecing this rich behaviour together into a unified model holds great promise for delivering new insights into neutron star physics. Ref\textsuperscript{3} proposes that the cooperative action of crust breaking and vortex pinning-unpinning may be responsible, yielding predictions for the next glitch time to within a day. Future observations are clearly needed to decide if these predictions are born out.

In this work, we perform a systematic study of the individual pulses around the time of the 2016 glitch. We set out to answer two questions: 1) What is the statistical significance of the broadening and null pulse identified in Ref\textsuperscript{3}? 2) Are there pulse-shape changes during the glitch which could help us understand the observed pre-glitch slow-down? In the following sections, we give an overview of our method, address each of these questions in turn, then provide a discussion and outlook.

Shapelet-based pulse characterisation

The initial discovery\textsuperscript{3} of the magnetospheric alterations during the 2016 Vela pulsar glitch analysed the data using a modification to traditional pulsar timing methods\textsuperscript{3}. A high signal-to-noise ratio (SNR) template is matched-filtered against individual pulses to identify the pulse time of arrivals (TOA), defined at the maximum flux of the template. (This approach differs from standard usage where interest is in the long-term timing of a pulsar, in which case the matched-filter is applied to an averaged pulse\textsuperscript{3}).

In this work, we fit a shapelet pulse-model\textsuperscript{15,16} to ~33,000 individual pulses around the glitch. We provide an overview of the kookaburra package used in the Methods section. To compare to the regular behaviour of the pulsar, we also analyse ~13,000 pulses in a data set taken 85 days before the glitch. We pre-process the raw data using the PSRCHIVE package\textsuperscript{17}, performing a frequency and polarisation “scrunch” and removing the baseline flux. For each pulse, we fit the shapelet flux model with a maximum of six components along with a polynomial model of degree two for the base flux. This enables us to model any remaining base-flux fluctuations not removed in pre-processing. The shapelet flux model is parameterised by the pulse width $\beta$, the shapelet coefficients $C_i$ (where $i \in [0, 5]$), and the pulse time of arrival $t_i$. Our analysis yields posterior distributions for these shapelet and base-flux parameters. We additionally analyse each pulse using a null model consisting of the base-flux model only. Comparing the evidence (the fully marginalized likelihood) for the pulse and null model yields the Bayes factor $B_{\beta/n}$ comparing the pulse and null models. In the Methods section, we provide a discussion of the Bayes factor and the sensitivity of the method to finding nulls.

Statistical significance: Identifying quasi-nulls

Understanding the significance of the unusual behaviour of the magnetosphere is paramount to drawing physical conclusions\textsuperscript{3}. We can probe the significance of the null by comparing the Bayes factor $B_{\beta/n}$.
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For almost all pulses, $\log_{10}(B_{p/n}) > 1$, i.e. strong evidence for a pulse rather than a null. Pulse 77 is the most significant null in the data set, reaffirming the initial findings. Pulse 76 is not a significant outlier in terms of the pulse-to-null Bayes factor. However, it is clearly distinguished in our analysis as an outlier in the measured pulse width $\beta$ (see Table 1).

Surprisingly, in addition to pulse 77, several other pulses can be identified in Fig. 1a with $\ln(B_{p/n}) < 1$. We tabulate the pulse numbers and properties of these in Table 1 and, in Fig. 2a, we visualise the raw data. (We also include pulse 76, the broad pulse, in the set for completeness). We refer to the anomalous pulses with $\ln(B_{p/n}) < 1$ as quasi-nulls: pulses which show some small pulse (Fig. 2a), but have a Bayes factor distinct from the bulk of the population (Fig. 1a). The quasi-null threshold of $\ln(B_{p/n}) < 1$ is arbitrary and we note that there are several other pulses which sit clearly in tails of the bulk of the distribution. We choose a conservative threshold to identify the subset of quasi-nulls in Table 1 for further analysis.

To put the typical properties of the quasi-nulls into context, in Fig. 2a we provide the raw data for an equal number of randomly-selected pulses from the data surrounding the glitch. This clearly demonstrates the distinct nature of the anomalous pulses (which include the broad pulse 76 and nulling pulse 77) from that of randomly selected pulses. The additional anomalous pulses (pulse -15433, -1167, 9, 4609, and 9526) do not show strong evidence for or against a pуль-ation. This is reflected in that the Bayes factor close to zero. However, compared to typical pulses, they are clearly much weaker.

Are quasi-nulls a regular occurrence in the Vela pulsar? To determine if this is the case, we randomly select a set of data 85 days before the glitch. We repeat our analysis and, in Fig. 1b, present the pulse-to-null distribution. This is reflected in that the Bayes factor based on the inferred $\beta$ values of off-glitch data is $0.0024$ (a $3\sigma$ Gaussian-equivalent).

Why does our shapelet-based method identify these quasi-nulls when they were not identified in the original analysis? The original analysis identifies a null by a failure to calculate the TOA. That is, if a matched-filter analysis attempting to identify the TOA fails, the pulse is flagged as a potential null and flagged for follow-up. The quasi-nulls do have some pulse structure (see Fig. 2a) and therefore will not be flagged by this failure-to-identify-a-TOA method. By comparison, the shapelet-based method used here effectively quantifies the SNR of the pulse; thus giving a scale of how loud the signal is rather than a simple binary choice between a pulse and a null. This difference has allowed us to identify the quasi-nulls in the data set.

Systematic pulse-shape changes

The second question this work sets out to answer is if there is evidence for systematic pulse-shape changes during the glitch. The initial analyses used the traditional method of estimating the pulse TOAs: matched filtering a high-SNR template against the data. If the pulses contain systematic changes in their shape (either in a slowly-varying manner, or as sudden sharp features), these will manifest as changes in the timing of the pulsar. As such, the pre-glitch slow-down could actually be due to systematic changes in the pulse shape. Our systematic study of the pulse shape allows us to study this.

Visualisations of the median values of pulse-shape parameters (the pulse width and shapelet coefficients) do not yield any evidence of systematic changes in the pulse-shape during the glitch.

Comparing the time of arrivals measured using the shapelet-based method with that of the traditional timing method, we also do not find any evidence of systematic changes in the inferred time of arrivals. Specifically, the median values from the two methods agree to within the stated uncertainties. We note that the timing uncertainty of the shapelet-based method is much larger than that of the traditional matched-filtering method. This can be understood as a statement that the arrival times measured by the shapelet-based method marginalizes over the uncertainty in the pulse shape, while the traditional method has only the timing uncertainty in the fit of the high-SNR template.

Discussion and Outlook

During the 2016 glitch, the Vela pulsar appears to flicker: we identify five quasi-nulls—pulses with significantly reduced amplitude compared to regular pulses. We do not find any quasi-nulls in data taken 85 days before the glitch. This implies that quasi-nulls, like the null and pulse broadening may be related to the glitch itself.
Figure 2: (a) The flux residual after removing base-line flux pulse data (blue) and running average (orange) for the outlier pulses identified in Table 1. (b) Flux residuals for seven randomly selected pulses, used to place the outliers in context.
We analyse ~ 33,000 pulses (~2900 s of data) and can estimate the recurrence rate of quasi-nulls to be on the order of hundreds of seconds. However, the duration of data studied (relative to the recurrence rate) is insufficient to determine the waiting-time distribution (e.g., is it a Poisson process or periodic?) or constrain the total duration of time over which the pulsar is afflicted by quasi-nulls. To answer these questions, we need to analyse a much larger data set (≥10^4 s) which, with our current shapelet-based method (and stochastic sampling) is computationally demanding. In future work, we will develop a matched-filter approach to identify quasi-nulls that can be applied to the required duration of data. This will enable us to study the behaviour of the pulsar in the days and weeks leading up to and after the glitch and confidently determine when the quasi-nulls start and stop.

If we can confidently associate quasi-nulls with the glitch itself, this may mean that a glitch could be predicted ahead of time by real-time pulse monitoring. An optimised matched filter system, consuming the data as it is recorded, could provide an early-warning alert that a glitch is imminent. This will enable a slew of instruments to observe the Vela pulsar and potentially capture the glitch in significantly more detail than is currently possible.

In addition to finding quasi-nulls, we also reaffirm the existence of the broad pulse 76 and the null pulse 77. We find no evidence of systematic changes in the pulse shape which could explain the pre-glitch slow-down.

Our findings have deep implications. The quake-quenching mechanism posits that the existence of the one magnetospheric anomaly (i.e., broad pulse 76 and null pulse 77) at the time of the glitch necessitates a crust-cracking episode to causally link the two phenomena. In other words, if the glitch occurs because of a mechanism internal to the star such as vortex unpinning, then the only way to simultaneously trigger a change in the magnetosphere geometry as inferred by the broad and null pulses is through a starquake. So then what of these quasi-null pulses before and after the glitch?

It is reasonable to assume the quasi-nulls are caused by changes in the geometry of the star’s external magnetic field, in the same way as hypothesized for pulses 76 and 77. But what causes these changes in the magnetosphere? One can speculate that such changes could also be caused by a crustal quake, implying the pre- and post-glitch quasi-nulls are respectively foreshocks and aftershocks akin to terrestrial tremors associated with large earthquakes. In this sense, there is a build up of stress inside the core or crust of the star during the interglitch period (i.e., the approximate three-year period between Vela glitches); when the stress is released, it happens sporadically over a series of events, with the main starquake also being associated with the glitch. In principle, understanding the statistics of the waiting-time distribution for the quasi-nulls could provide insight into this speculation.

If foreshocks and aftershocks explain the quasi-nulls, it is difficult to imagine that the stress builds up in the core of the star. One would require mini-vortex avalanches that carry enough stress to crack the stellar crust, but not enough energy to change the rotational evolution of the star, at least at the same level as the glitch. In that case, the stress must be being built up in the crust itself. This has an interesting consequence. If stress is being built up in the crust of the star, then it must be the crust quake that causes the glitch itself, rather than an internal stellar mechanism (such as large-scale vortex unpinning) that causes the crust quake. In this way, it would be the crust that breaks, triggering the vortex avalanche that causes the glitch itself.

Perhaps the quasi-nulls are not associated with crust quakes at all. One can imagine that Vela is in a heightened state of magnetic activity for a period of time around the glitch. This would imply that the order of causality is reversed from the quake-quenching scenario: the magnetic activity is required to cause a break in the crust, and thereby cause the glitch itself. While this interesting, we find it difficult to imagine how such can explain the quasi-periodic timing of Vela glitches. While we do not prefer this model at this time, we also cannot rule it out. In either of the discussed scenarios, one would need to explain two disparate timescales: the short timescale of each null and quasi-nulls, and the much longer timescale between any two successive nulls.

We propose two speculative models, both of which require modelling to understand whether they are plausible, and further data analysis to understand if they are compatible with the observations. There are several observational prospects for furthering our insight into the Vela glitch. First, extended analysis of the unique pulse-to-pulse data surrounding the 2016 glitch, which can potentially constrain the duration and waiting-time distribution of the quasi-nulls. Second, analysis of pulse-to-pulse off-glitch times (both from the Mount Pleasant Radio Observatory and other, more sensitive, instruments) will determine decisively if quasi-nulls are unique to glitch epochs. Third, analysis of previous glitches, while individual pulses are not resolvable in this data, we may nevertheless be able to apply statistical methods to determine if these glitches are accompanied by quasi-nulls. Finally, there are tentative predictions for gravitational waves accompanying the glitch, which, if detectable by ground-based gravitational-wave detectors, would provide a unique new view of the glitch. In summary, further modeling and analysis of data are required, but offer exciting prospects for insights into the fascinating phenomenology and physics behind the quasi-nulls identified herein.

Data availability

The raw data used in this work is available from Ref. The results presented in this work (summary statistic and Bayes factors for each pulse) are available from Ref. and can be read in using the pandas python package.

```python
>>> import pandas as pd
>>> df = pd.read_hdf("kb_database.h5")
```

Code availability

The results presented in this work are generated using the kookaburra package. The specific command-line used to analyse pulses in this work is

```
kb_single_pulse all_data.h5 -p ${PULSE_NUMBER} \
-s 6 -b 2 \n--mmix 0.1 \n--betamax 1e-7 --betamin 1e-9 --betatype log-uniform \n--c 0.1 --truncate-data 0.2 \n--toa-prior-time 0.5 --toa-prior-width 0.1 \n--sampler pymultinest --nlive 2000
```

Here the flux consists of a single shapelet with six components and a polynomial base-flux model of degree two; the shapelet coefficient is a slab-spike prior with mixture-ratio $\xi = 0.1$ (the default in kookaburra, see Eq. (4) for the definition); the pulse-width parameter (see Eq. (4)) is given a log-uniform prior over the range $10^{-7}$ to $10^{-9}$; the data is truncated to 20% of the full rotation period (discarding data which does not contain the pulse itself); the prior on the arrival time is centered and contains 10% of the full rotation period; and we use the pymultinest sampler.
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METHODS

This work makes use of the python package Kookaburra which provides methods to fit flux models to individual pulsations. Fitting is performed by stochastic sampling methods using the bilby (2020) bayesian inference library. Kookaburra offers both a command-line executable and highly flexible python Application Programming Interface (API). In this Methods section, we detail the implementation and verification of the Kookaburra software.

The flux model: The primary flux model provided by kookaburra is a simplified version of the shapelet model (2020). We define a shapelet flux model

\[
        f(t) = \sum_{i=0}^{n_s} C_i H_i(t/\beta)e^{-t^2/\beta^2},
\]

where \(C_i\) are the shapelet coefficients, \(H_i\) is the Hermite polynomial of degree \(i\) and \(\beta\) is a width parameter. Our modification simplifies the definition of the coefficients, removing, in particular, a pre-factor of \(1/\beta\) and resulting in an orthogonal, but not orthonormal basis. The complete single-component shapelet flux model fit to the data is then \(f(t) = \sum_{i=0}^{n_s} C_i H_i(t/\beta)e^{-t^2/\beta^2}\) where \(\tau\) is the pulse time of arrival. kookaburra provides the option to fit multiple additive shapelet flux models at the same time with a prior on the time of arrival uniformly distributed between the components.

In addition to the pulse itself, radio-pulsar data usually contains a background flux. This background flux can be removed using the PSRCHIVE package (so-called baseline removal). In kookaburra, we provide an alternative: we model the background flux by a polynomial “base-flux” model of arbitrary degree with reference time centred to the middle of the observation. Adding this to the shapelet-flux model, the complete flux model used in fitting is therefore

\[
        F(t) = \sum_{i=0}^{n_p} B_i (t - t_{mid})^i + \sum_{j=0}^{n_s} f(t - \tau),
\]

where \(n_p\) is the degree of the base polynomial and \(n_s\) is the number of shapelet models (each having an independent number of shapelet components). Users who preprocess data with the PSRCHIVE baseline removal can turn off the kookaburra base-flux model or they may wish to use it to capture any residual base-flux not removed in preprocessing (as done in the main body of this work). In our experience, it is preferable to use at least a
linear polynomial base-flux model; this ensures any residual base-flux will not bias the inferred shapelet model.

The flux model described in Eq. 2 is implemented in the executable `kb_single_pulse`. Generalisations can be made by using the underlying python API and extending the set of flux models in “kookaburra.flux”.

Once the flux model is defined, a stochastic sampling algorithm (accessed via `bilby`) is used to fit the model to the data assuming a Gaussian likelihood (i.e. the flux is modelled as a sum of the deterministic model and a random Gaussian noise process). Exact details of the likelihood and extensions can be made in the `kookaburra.likelihood` module.

**Pulse and Null models**: In analysing a set of data, we can estimate the probability of a null by running an analysis excluding the components of the flux model intended to model the pulsation itself. Using the polynomial base flux, our null model is

\[
F(t) = \sum_{i=0}^{n_p} B_i(t - t_{mid})^i. \tag{3}
\]

Using stochastic sampling, we can fit Eq. 2 and Eq. 3, the difference in log-evidences obtained from each constitutes a Bayes factor \(B_{p/n}\) quantifying the probability the data contains a pulsation vs. a null. For typical individual pulses, the shapelet model captures the rich features of the pulse leading to \(B_{p/n} \ll 1\). Indeed, for folded pulsations, the Bayes factors can become sufficiently large that nested-sampling based approaches can be slow to produce a solution. We are developing and testing alternative methods which will reduce the time-to-solution for these cases. For data not containing a pulse (i.e. off-pulse or null pulses), the shapelet model will typically capture some arbitrary feature of the noise. In these cases, the improvement in fit afforded by the shapelet flux is small and overwhelmed by the larger prior odds for the shapelet and base-flux model (this is also known as the Occam factor\(^2\)). The result is a Bayes factor favouring the null pulse, \(B_{p/n} < 1\).

**Slab and Spike priors** The flux-model coefficients, \(C_i\) determine the contribution of each term in the shapelet model to the overall flux. `kookaburra` uses a so-called slab-spike prior (see, e.g. Ref\(^2\)). This a mixture-model prior given by

\[
\pi(C_i) = \begin{cases} 
\xi & \text{if } C_i = \hat{C}_i \\
(1 - \xi)\pi'(C_i) & \text{otherwise}
\end{cases}, \tag{4}
\]

where \(\xi\) determines the mixing fraction between the spike \(\hat{C}_i\) and the slab \(\pi'(C_i)\). We then choose the spike to be at zero (i.e. the contribution from the \(i^{th}\) component is zero) and the slab to be a uniform distribution from zero to a maximum value. We find that the slab-spike prior greatly improves the performance of the stochastic sampling algorithm as it can “turn off” components which do not improve the fit to the data.

**Maximum number of components**: The optimal (in the sense of maximising the Bayesian model evidence) number of shapelet models \(n_m\), the number of components for each model \(n_p\), and the degree of the base polynomial \(b_p\) is unknown for any data set (except in the case of simulated data). This means we have uncertainty about the model-space dimensionality. Typical stochastic sampling algorithms require a fixed-dimensional space to satisfy their underlying assumptions and ensure the results are a proper reflection of the posterior distribution and evidence. Reversible-jump MCMC (RJMCMC) method\(^3\) enable trans-dimensional sampling and a posterior estimate of the dimensionality and the components of each dimension, marginalized over the full uncertainty. However, RJMCMC methods typically require specialised implementations for the problem in hand. When faced with an unknown model dimensionality, a cheap and effective alternative to implementing an RJMCMC sampler is to run identical analyses, but varying the model dimensionality. For `kookaburra`, we find that setting a sufficiently large number of components (determined experimentally) combined with the slab-spike priors result in an efficient sampling of high-dimensional spaces. The maximum number of components will depend on the analysis at hand, in the literature, values as large as 30 are typical\(^4\) for radio pulsar profiles.

To demonstrate the behaviour of `kookaburra` with a varying number of components, we create a simulated data set (shown later in Fig. 5) based

![Figure 3: Bayes factor for the pulse vs null applied to simulated data similar to the Vela pulsar.](image)

![Figure 4: Top panel: the simulated data (blue), maximum likelihood fit (green), and 90% confidence interval (C.I.) of the fit (orange) for the 20-component shapelet model fit. Bottom panel: the residual after removing the maximum likelihood (blue) and 90% C.I. uncertainty (orange). A grey region indicates the user-settable prior region for the pulse time of arrival.](image)
on the profile of the Vela pulsar. We fit this data with a model consisting of a single shapelet flux without any base flux (the simulated data does not include a base flux). In Fig. 3, we plot $B_{p/n}$, the pulse-to-null Bayes factor as a function of the number of components of the shapelet flux. In this example, below six components, vast improvements in the fit are achieved by the addition of extra components. Above six, modest improvements are made as more subtle features get fit, but overall the behaviour plateaus. Eventually, the Bayes factor will turn over and start to decrease as additional components fail to improve the fit, but incur extra losses from the increased prior space (this is the aforementioned Occam penalty).

In Fig. 4, we show the output of kookaburra, for the 20-component model fit to the simulated data. From this fit, it is clear that we have not found a perfect fit for the data. In particular, the residual demonstrates structure indicating the existence of an improved model fit. It is possible that increasing the number of components will eventually resolve this under-fitting. However, we find in this case that a model with 3 shapelets, each having 5 components improves the fit; see Fig. 5. Here, we simply demonstrate that a reasonable fit can be achieved, studying the optimal choice of model is a future research project.

Sensitivity: To build intuition about the behaviour of the Bayes factor, we simulate a Vela-like pulsation (similar to the simulated data in Fig. 2), but we vary the peak-amplitude of the pulsation relative $\sigma$, the standard deviation of the simulated background noise.

In Fig. 6 we plot the recovered Bayes factor for three different search set-ups (or equivalently, three different priors on the shapelet parameters). The blue curve is the Bayes factor for a search only over the TOA, the shapelet parameters are fixed at the simulation values. As such, the blue curve is similar to a traditional TOA search which uses a fixed-pulse-template. In this case, the median Bayes factor never favours the null model. This is because the Occam factor is small; in this search, we are providing a significant amount of information to the “pulse” model about the shape of the expected pulse. This extra information means that for weak pulses, such a search is more sensitive in identifying pulsations. This gain in sensitivity is only robust if the extra information is accurate. The red curve simulates a case where one knows the “optimal” number of shapelet parameters needed, but still must search over the parameters. This is less sensitive than than blue curve, because there is less prior information provided about the shape of the pulse. Roughly, this search can identify pulses when the peak-amplitude is $\sim 0.6\sigma$. The green curve fits an eight-component shapelet model (to data that for the default settings (i.e. the pymultinest sampler with 1000 live points), kookaburra is unbiased in its estimation of the shapelet parameters. Since the model complexity is user-settable, we cannot guarantee that the default settings will apply in general and recommend users carefully check for convergence and, if necessary, run a PP test to validate performance in the given circumstances of interest.
Figure 7: Parameter-parameter test for simulated data with 10-component shapelet and base flux of degree 2.