Quantum speed limits and the maximal rate of information production
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The Bremermann-Bekenstein bound sets a fundamental upper limit on the rate with which information can be processed. However, the original treatment heavily relies on cosmological properties and plausibility arguments. In the present analysis, we derive equivalent statements by relying on only two fundamental results in quantum information theory and quantum dynamics – Fannes inequality and the quantum speed limit. As main results, we obtain Bremermann-Bekenstein-type bounds for the rate of change of the von Neumann entropy in quantum systems undergoing open system dynamics, and for the rate of change of the Shannon information encoded in some logical states undergoing unitary quantum evolution.

Introduction All around the globe government funded research institutions, big corporations, as well as dedicated start-ups are pursuing the next technological breakthrough – to achieve quantum supremacy [1–3]. In essence, quantum supremacy means that quantum technologies can perform certain tasks while consuming less resources than their classical analogs. Typically, such quantum advantage is expected to be found in quantum sensing, quantum communication, and quantum computing [3].

From the point of view of quantum thermodynamics [4], all three of these applications with possible quantum advantages have in common that one way or another entropy is produced and information is transferred. Therefore, the natural question arises whether the intricacies of quantum physics pose any fundamental limits on the rate of change of the entropy stored in quantum systems. Remarkably, this rather fundamental problem has been subject of investigation for more than five decades.

In particular, Bremermann [5] proposed that any computational device must obey the fundamental laws of physics namely special relativity, quantum mechanics, and thermodynamics. Then, identifying Shannon’s noise energy with the $\Delta E$ in Heisenberg’s uncertainty relation [6] for energy and time, $\Delta E \Delta t \geq \hbar$, he found an upper bound on the rate with which information can be communicated. However, the rather cavalier identification of quantum uncertainty with the channel capacity in information theory could not and cannot be considered sound.

Consequently, Bekenstein proposed an alternative approach [7] that was motivated by understanding the upper bound on the rate with which information can be retrieved from black holes [8–12]. However, despite its rather appealing simplicity, Bekenstein’s bound can also not be considered satisfactory as it is not clear whether or how the bound applies to problems of quantum communication. Also more conceptually, one would like to be able to estimate the rate of information transfer in a quantum computer without having to refer to black holes [8–12].

Interestingly, bounding the rate with which entropy and information can be communicated is a rather involved problem, that has been under constant attention since its first inception [13–24]. A particularly interesting application may be found in quantum thermodynamics, where a bound on the rate of entropy production would necessarily cause quantum devices to operate closer to equilibrium than classical devices [25].

From Bremermann’s original treatment it appears obvious that an origin of upper bounds on rates may be sought by considering the quantum speed limit [26]. The quantum speed limit sets the minimal time a quantum system needs to evolve between distinguishable states, and as such is a rigorous treatment of Heisenberg’s uncertainty relation for energy and time [6]. For a comprehensive treatment and its history we refer to a recent Topical Review [26]. More recently, the quantum speed limit has found applications in a wide range of problems, including but not limited to metrology [27, 28], quantum control [29–31], thermodynamics [32, 33], and in studying the quantum to classical transition [34, 35].

Thus, the natural question arises whether a sound and practical bound on the rate of quantum communication can be obtained by considering the quantum speed limit for entropy changes. In the present work, we will show that the Bremermann-Bekenstein bound is an immediate consequence of the Fannes inequality [36] and a judiciously chosen version of the quantum speed limit. Thus, we will show that the maximal rate of quantum information production follows simply from combining two of the most fundamental statements in quantum information theory. More specifically, we will derive upper bounds on the rate of information production in finite- and infinite-dimensional Hilbert spaces, that is for microcanonical and canonical scenarios. Moreover, we will also bound the rate of information production over logical subspaces for unitary dynamics.

Preliminaries To establish notions and notations, we begin by briefly reviewing some seminal results from the literature.

Bremermann-Bekenstein bound Critiquing Bremermann’s original account [5], Bekenstein proposed an alternative derivation of an upper bound on the rate of entropy production [7]. His treatment starts by bounding the total amount of entropy, $S$, that can be stored in any given region.
of space, which can be expressed as [8, 10, 11]

\[
\frac{S}{E_0} \leq \frac{2\pi k_B R}{\hbar c},
\]  

(1)

where \( E_0 \) and \( R \) are the internal energy and the effective radius of the system in its rest frame, respectively. Now noting that information, \( I \), and entropy are related by \( I = S/k_B \ln (2) \), and that no message can travel faster than the speed of light \( c \), we have [7]

\[
I \leq \frac{2\pi}{\gamma \hbar c \ln (2)} ER
\]  

(2)

where \( \gamma \) is the Lorentz factor corresponding to the relative motion of sender and receiver. Moreover, \( E \) is now the energy of the message in the receiver’s frame.

Finally, Bekenstein noted that the minimal time for a message to cross the distance from sender to receiver is \( \tau \geq 2R/\gamma c \), and therefore the maximal rate of information transfer becomes

\[
\dot{I} \leq \frac{\pi E}{\hbar \ln (2)},
\]  

(3)

where we introduced the notation \( \dot{I} = I/\tau \).

It is interesting to note, that Eq. (3) can be interpreted as a dynamical version of Landauer’s principle [14, 37] applied to information transfer. Remarkably the Hawking-Bekenstein entropy (1) also led to development of black hole thermodynamics and, eventually, the formulation of the information paradox. Since this issue seems still hotly debated in cosmology [38], Eq. (3) might not to be taken too literally. For instance, it is still nor entirely clear how to determine the energy \( E \) of a black hole that determines the rate with which information is emitted [39]. Moreover, it is not immediately clear whether and how the Bremermann-Bekenstein bound applies to communicating quantum information.

**Pendry’s bound** Addressing some of these issues, Pendry proposed yet another solution to the problem [13]. Pendry noted that the time for a receiver to detect \( N \) bits of information, quantum mechanics dictates an uncertainty of energy \( \delta E \) to be no less than, \( \delta E \sim \hbar/t \). If information is now conveyed by whether or not a particle of a given energy has arrived, we have

\[
\dot{E} \geq \frac{1}{2} \frac{\hbar N^2}{t^2}.
\]  

(4)

The latter inequality assumes that each particle carries an average energy of \( N\hbar/2t \), such that the total energy spread of the message is \( N\delta E \).

A more precise analysis, involving an average of the Bose-Einstein distribution of the information carriers, it can be shown [13] that

\[
\dot{I}^2 \leq \frac{\pi}{3\hbar (\ln (2))^2} \dot{E},
\]  

(5)

where \( \dot{I} = N/t \).

The obvious advantage of Pendry’s bound (5) is that its derivation entirely relies on arguments from quantum statistical mechanics. Remarkably, the only essential ingredient is Heisenberg’s uncertainty relation for energy and time. Due to the recent progress in understanding the quantum speed limit [26], it appears thus only natural to revisit the maximal rate of quantum information transfer.

**Quantum speed limit from trace distance** The quantum speed limit time is the characteristic, minimal time a quantum system need to evolve between distinguishable states. Generally this evolution is described by a Master equation, \( \dot{\rho} = L(\rho) \), which can be unitary or dissipative, driven or undriven, linear or nonlinear. Typically, the distinguishability of quantum states is measured by some measure on density operator space such as, for instance, the Bures angle [40, 41], the relative purity [42], or the Wigner-Yanase skew information [43, 44].

For the present purposes, and for the sake of simplicity, we will be working with the trace distance between initial state \( \rho_0 \) and time evolved state \( \rho_t \) [45],

\[
\ell(\rho_t, \rho_0) = \frac{1}{2} \text{tr} \{ \vert \rho_t - \rho_0 \vert \}.
\]  

(6)

The rate of change \( \dot{\ell} \) can then be upper bounded, and we have (under slight abuse of notation)

\[
\dot{\ell} \leq \left| \dot{\ell} \right| \leq \frac{1}{2} \text{tr} \left( \frac{\left( \dot{\rho} (\rho_t - \rho_0) + (\rho_t - \rho_0) \dot{\rho} \right)}{2 \vert \rho_t - \rho_0 \vert} \right).
\]  

(7)

Further employing the triangle inequality, we immediately obtain

\[
\dot{\ell} \leq \frac{1}{2} \text{tr} \{ \vert \dot{\rho}_t \vert \} \equiv \frac{1}{2} \vert \dot{\rho}_t \vert.
\]  

(8)

Now using the standard arguments [26, 40, 45] and integrating over an interval of length \( \tau \), we have

\[
\ell(\rho_\tau, \rho_0) \leq \frac{\tau}{2} \Lambda_\tau,
\]  

(9)

where \( \Lambda_\tau \) is the time averaged trace norm, \( \Lambda_\tau = 1/\tau \int_0^\tau dt \vert \dot{\rho} \vert \) [40, 45]. Thus, the quantum speed limit time can be written as

\[
\tau_{\text{QSL}} = \frac{2 \ell(\rho_\tau, \rho_0)}{\Lambda_\tau}.
\]  

(10)

It is important to note that Eq. (10) is not the sharpest bound on the minimal quantum evolution time. However, the following, mathematical analysis becomes particularly simple for the quantum speed limit time (10) based on the trace distance (6).

Before we continue it is also interesting to note that Eq. (10) reduces to the standard Heisenberg uncertainty relation for energy and time under the appropriate assumptions [26, 40]. In particular, we have for unitary dynamics governed by positive semi-definite, constant Hamiltonians, \( \dot{\rho} = 1/i\hbar [H, \rho_t] \), and for special initial states with \( [H, \rho_0] = 0 \),

\[
\tau_{\text{QSL}} = \frac{\hbar}{E} \ell(\rho_\tau, \rho_0).
\]  

(11)
The latter is nothing else but the Margolus-Levitin bound [46], where we measure angles in units of radian/(\(\pi/2\)).

In a more general case, the physical interpretation of \(\Lambda_\tau\) is less immediate. In the literature, it has proven successful the consider \(\Lambda_\tau\) as the average quantum speed [26] that characterizes all dynamical properties of a quantum system [28, 30, 47] [48].

**Non-unitary dynamics**  The informational content of an arbitrary quantum state, \(\rho\), is given by its von Neumann entropy [49]

\[
\mathcal{H}(\rho) = -\text{tr} \{ \rho \ln (\rho) \} .
\]  

For the present purposes, we then consider the processing and/or communicating of quantum information to be determined by a change of \(\mathcal{H}\). Thus, we are interested in bounding the rate of change \(\dot{\mathcal{H}}\), as the quantum system undergoes arbitrary, non-unitary dynamics described by some master equation, \(\dot{\rho} = L(\rho)\). Note that, as before, we do not pose any restrictions on the quantum Liouvillian \(L\), and hence the dynamics is explicitly allowed to be Markovian or non-Markovian, and also linear as well as nonlinear.

The microcanonical bound   For the sake of simplicity we start with the situation in which \(\rho\) lives in finite-dimensional Hilbert spaces. For such quantum states, the von Neumann entropy (12) fulfills the seminal Fannes inequality [36, 49, 50]

\[
|\mathcal{H}(\rho) - \mathcal{H}(\sigma)| \leq 2 \ell(\rho, \sigma) \ln (d) + 1/e ,
\]  

where \(\ell(\rho, \sigma) = 1/2 \text{tr} \{|\rho - \sigma|\}\) is again the trace distance. It is worth emphasizing that Eq. (13) can be generalized to asymptotically tight bounds [50]. However, for the present treatment we will be working with the simplest mathematical representation to keep the physical interpretation as transparent as possible. Tightening the bounds will then be a simple exercise.

Now, consider two quantum states \(\sigma\) and \(\rho\), such that \(\rho_0 = \rho\) and \(\rho_\tau = \sigma\) under the dynamics described by \(\dot{\rho} = L(\rho)\). In this case Eq. (13) simply becomes

\[
|\Delta \mathcal{H}| \leq \ln (d) \tau_{\text{QSL}} \Lambda_\tau + 1/e ,
\]  

where we replaced the trace distance, \(\ell(\rho_\tau, \rho_0)\), with the quantum speed limit time (10). Note that for large enough dimensions, \(d \gg 1\) the second term in Eq. (14) becomes negligible. Then, further defining \(\hat{I} \equiv |\Delta \mathcal{H}| / \tau_{\text{QSL}} \ln (2)\) we can write

\[
\hat{I} \lesssim \frac{\ln (d)}{\ln (2)} \Lambda_\tau ,
\]  

which is a fundamental upper bound on the rate of change of the von-Neumann entropy.

It is worth stressing that Eq. (15) sets an upper bound on the rate of quantum information production, which is related by not identical to entropy production in quantum thermodynamics [4]. In a thermodynamic context, entropy production would be defined as the difference between the change of von-Neumann entropy and the heat exchanged with the environment, \(\Sigma = \Delta \mathcal{H} - \beta Q\), where \(\beta\) is the inverse temperature.

Equation (15) can be interpreted as a version of Eq. (3). As we have seen above, \(\Lambda_\tau\) generalizes the energy \(E/\hbar\) as the determining factor of the maximal speed in open system dynamics. Moreover, the logarithm of the dimension of the accessible Hilbert space, \(\ln (d)\), is often identified as the microcanonical, Boltzmann entropy [51], \(S_B = k_B \ln (d)\). Therefore, we can also write

\[
\hat{I} \lesssim \frac{S_B \Lambda_\tau}{k_B \ln (2)} ,
\]  

which is the quantum information theoretic version of the Bremermann-Bekenstein bound (3).

We emphasize that Eq. (16) was obtained rigorously by combining only two fundamental results in (i) quantum information theory, the Fannes inequality (13), and (ii) quantum dynamics, the quantum speed limit (10). No plausibility arguments, and also no reference to the properties of black holes was necessary.

Note, that the present analysis is phrased in its mathematically simplest and most appealing form. Thus, Eq. (16) is not the tightest possible bound on the rate of quantum communication. Tighter bounds can be obtained with the help of sharpened Fannes-type inequalities [50], and Riemannian formulations of the quantum speed limit [26, 43, 45].

**Example: damped Jaynes-Cummings model**  Before we continue we illustrate and verify Eq. (16) with a pedagogical example. To this end, we analyze a two-level atom dissipatively coupled to a leaky, optical cavity. This model is commonly known as damped Jaynes-Cummings model [52], and it is fully analytically solvable. The exact master equation for the reduced density operator of the qubit, \(\rho_t\),

![FIG. 1. Exact, average rate of information production (blue, dashed line), and upper bound as determined by Eq. (16). Note that additive term in Eq. (14), \(1/e\), is not small enough to be neglected in this case. Parameters are \(\lambda = 1\), \(d = 1\), and \(\tau = 1\).](image)
can be written as [52, 53]

\[
\dot{\rho}_t = -\frac{i}{\hbar}[H_{\text{qubit}}, \rho_t] - \frac{i}{2\hbar}[\lambda_t \sigma_+ \sigma_-, \rho_t] + \gamma_t \left( \sigma_- \rho_t \sigma_+ - \frac{1}{2} \sigma_+ \sigma_- \rho_t - \frac{1}{2} \rho_t \sigma_+ \sigma_- \right),
\]

(17)

where \( H_{\text{qubit}} = \hbar \omega_0 \sigma_+ \sigma_- \). The time-dependent decay rate, \( \gamma_t \), and the time-dependent Lamb shift, \( \lambda_t \), are fully determined by the spectral density, \( J(\omega) \), of the cavity mode. We have

\[
\lambda_t = -2 \text{Im} \left\{ \frac{\dot{c}_t}{c_t} \right\} \quad \text{and} \quad \gamma_t = -2 \text{Re} \left\{ \frac{\dot{c}_t}{c_t} \right\},
\]

(18)

where \( c_t \) is a solution of

\[
\dot{c}_t = -\int_0^t ds \int d\omega J(\omega) \exp \left( i\hbar (\omega - \omega_0) (t - s) \right) c_s.
\]

(19)

This model has been extensively studied, since it is exact and completely analytically solvable [52, 53]. Moreover, it is of thermodynamic relevance as it allows the study of non-Markovian quantum dynamics [40, 54–59] and it has been realized in a solid-state cavity QED [60].

Further assuming that there is only one excitation in the combined atom-cavity system, the environment can be described by an effective Lorentzian spectral density of the form,

\[
J(\omega) = \frac{\gamma_0 \lambda}{2\pi (\omega_0 - \omega)^2 + \lambda^2},
\]

(20)

where \( \omega_0 \) denotes the frequency of the two-level system, \( \lambda \) the spectral width and \( \gamma_0 \) the coupling strength. The time-dependent decay rate is then explicitly given by,

\[
\gamma_t = \frac{2\gamma_0 \lambda \sinh(dt/2)}{d \cosh(dt/2) + \lambda \sinh(dt/2)},
\]

(21)

where \( d = \sqrt{\lambda^2 - 2\gamma_0 \lambda} \).

It is then a simple exercise to compute the time-averaged rate of change of the von Neumann entropy, and the upper bound as given in Eq. (15) explicitly. For a qubit that is initially in its ground state, \( \rho_0 = |0\rangle \langle 0| \), the results are depicted in Fig. 1. We observe that in the highly non-Markovian limit, \( \gamma_0/\omega_0 \gg 1 \) the upper bound is finite, whereas the actual, average rate of information production vanishes. This is to be expected, as for highly non-Markovian dynamics the von Neumann entropy strongly oscillates, whereas the master equation itself depends only weakly on time [54]. However, we also observe that in the Markovian limit the upper bound is reasonably close to the exact value of the information production despite the fact that the employed inequalities are not tight.

The canonical bound An obvious shortcoming of above treatment is that the Fannes inequality (13) is only meaningful for finite-dimensional Hilbert spaces. This was remedied by Winter [61], who generalized Eq. (13) to infinite dimensional quantum systems with bounded energy.

To this end, consider a system with finite average energy, \( \langle H \rangle \leq E \). Then the (unique) state that maximizes the von-Neumann entropy is given by the Gibbs state, \( \rho_{\text{eq}}(E) = \exp (-\beta H)/Z \) with \( \text{tr} \{\exp (-\beta H) (H - E)\} = 0 \), and where \( Z = \text{tr} \{\exp (-\beta H)\} \) is the canonical partition function. In this case the Fannes inequality (13) can be generalized to read [61]

\[
|\mathcal{H}(\rho) - \mathcal{H}(\sigma)| \leq 2\ell(\rho, \sigma) \mathcal{H}(\rho_{\text{eq}}(E/\ell)) + 2 \ln (2),
\]

(22)

where we replaced the second term from Ref. [61] with its maximal value.

Introducing the Gibbs entropy \( S_G = \beta (E - F) \), where as always \( F = -1/\beta \ln (Z) \), we immediately obtain

\[
\dot{I} \lesssim \frac{S_G \Lambda}{k_B \ln (2)},
\]

(23)

and, as above \( \dot{I} \equiv |\Delta \mathcal{H}|/\tau_{\text{QSL}} \ln (2) \). Note that as before we suppressed the small additive term, which is a fair approximation for, here, large enough energies \( E \).

Equations (16) and (23) constitute our main results for general, non-unitary quantum dynamics. For finite dimensional as well as for infinite dimensional Hilbert spaces, the rate of information production can be bounded with the help of the quantum speed limit (10). However, many problems in quantum computing are designed from unitary quantum dynamics [49]. Thus Eq. (16) and (23) are not very instructive for practical purposes.

Unitary dynamics – Shannon information Fortunately, the above framework can be easily generalized to information dynamics described by unitary quantum evolution. For isolated quantum systems, one is often interested in the Shannon information in the eigenbasis of a particular observable, \( \mathcal{X} \),

\[
S_\mathcal{X}(\rho) = - \sum_x \rho(x) \ln (\rho(x)),
\]

(24)

where \( \rho(x) = \langle x | \rho | x \rangle \) is the marginal distribution over \( \mathcal{X} \), and \( |x\rangle \) are the eigenstates of \( \mathcal{X} \). If \( \mathcal{X} \) is the energy of the system, \( E \), the Shannon information \( S_E \) is called the diagonal entropy, which has been shown to be of thermodynamic significance [62]. However, also more generally if only partial information is accessible, the dynamics of \( S_\mathcal{X} \) can be of fundamental importance [19]. As an example, consider time-of-flight experiments with Bose-Einstein condensates [63], in which only the position distribution can be measured, but full quantum state tomography is not available. Finally, in a quantum computational setting \( |x\rangle \) can be thought of as “logical states”, which are a quantum version of “information bearing degrees of freedom”, cf. Ref. [64] for a classical treatment.
It has been shown rather recently [65] that the Shannon information fulfills a continuity bound that strongly resembles Fannes inequality (13),

\[ |S_X(\rho) - S_X(\sigma)| \leq \alpha W_2(\rho(x), \sigma(x)) \]  

(25)

where \( W_2(\rho, \sigma) \) is the Wasserstein-2 distance [66]. Generally, the Wasserstein-\( p \) distance reads

\[ W_p(\rho, \sigma) = \left( \sum |\langle x | \rho | x \rangle - \langle x | \sigma | x \rangle|^p \right)^{1/p}, \]  

(26)

and thus \( W_p(\rho, \sigma) \) is equivalent to the Schatten-\( p \) distance extended to continuous probability space. Furthermore, the number \( \alpha \) is entirely determined by the second moments of the distributions \( \rho(x) \) and \( \sigma(x) \) [65]

\[ \alpha = c_1 \left( \sqrt{\langle x^2 \rangle_\rho} + \sqrt{\langle x^2 \rangle_\sigma} \right) + c_2, \]  

(27)

where \( c_1 > 0 \) and \( c_2 > 0 \) are constants dependent on the choice of \( \mathcal{X} \). Note that the Wasserstein-\( p \) distances fulfill the same ordering as the Schatten-\( p \) distances, and in particular we have

\[ W_2(\rho, \sigma) \leq W_1(\rho, \sigma). \]  

(28)

Thus we can also write,

\[ |S_X(\rho) - S_X(\sigma)| \leq \alpha W_1(\rho(x), \sigma(x)), \]  

(29)

which is mathematically more appealing for the remaining analysis.

**Quantum speed limit for marginals** We have recently shown that quantum speed limits can also be determined from the rate of change of the Wigner function [45]. Analogous arguments apply to the dynamics of the marginals. To this end, consider now a quantum system that evolves under unitary, von Neumann dynamics, \( \hat{\rho} = 1/\text{tr} [H, \rho] \). Then, \( W_1(\rho_t(x), \rho_0(x)) \) measures how far the distribution of observable values of \( \mathcal{X} \) travels from their initial values.

In particular, we also have

\[ \dot{W}_1 \leq \left| \dot{W}_1 \right| = \left| \sum \frac{\rho_t(x) - \rho_0(x)}{\rho_t(x) - \rho_0(x)} \dot{\rho}_t(x) \right|, \]  

(30)

which reduces with the help of the triangle inequality to

\[ \dot{W}_1 \leq \sum |\dot{\rho}_t(x)| = ||\dot{\rho}_t(x)||_1. \]  

(31)

The latter inequality can be used to define a quantum speed limit time in the space spanned by the eigenstates of \( \mathcal{X} \). We obtain

\[ \tau_{\text{QSL}}^X \equiv \frac{W_1(\rho_t(x), \rho_0(x))}{\Lambda^X}, \]  

(32)

where as before \( \Lambda^X = 1/\tau \int dt ||\dot{\rho}_t(x)||_1 \)

**Bekenstein-type bound for Shannon information** The quantum speed limit time for marginal distributions (32) then allows to derive a Bekenstein-type bound for the change of Shannon information. In complete analogy to before, we define \( \dot{I}_X \equiv |\Delta S_X|/\tau_{\text{QSL}}^X \ln (2) \), and thus we have

\[ \dot{I}_X \leq \frac{\alpha \Lambda^X}{\ln (2)}. \]  

(33)

Comparing the original Bremermann-Bekenstein bound (3), our bounds for non-unitary dynamics (16) and (23), and the last bound for the rate of change of the Shannon information in unitary dynamics (33), we observe a mathematically universal form. For any kind of information processing including communication, the maximal rate is determined by the quantum speed limit [26] and a situation dependent prefactor.

**Concluding Remarks** In the present analysis we have obtained several upper bounds on the rate of quantum information production, for quantum systems undergoing (i) nonunitary dynamics in finite Hilbert spaces, (ii) nonunitary dynamics in infinite dimensional Hilbert spaces, and (iii) for the information carried by marginal distributions under unitary dynamics. Remarkably, in all of these situations we recovered the same mathematical form of the upper bound as proposed by Bekenstein by plausibility arguments involving the thermodynamic properties of black holes. However, our analysis is mathematically rigorous and relies on only two fundamental results in quantum information and dynamics, the continuity of quantum entropy and the quantum speed limit. Thus, we anticipate applications in virtually all areas of quantum physics, including but not limited to quantum computing, quantum communication, quantum control, and quantum thermodynamics.
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* deffner@umbc.edu

[1] B. C. Sanders, How to Build a Quantum Computer, 2399-2891 (IOP Publishing, 2017).
[2] M. F. Riedel, D. Binosi, R. Thew, and T. Calarco, The european quantum technologies flagship programme, Quantum Sci. Technol. 2, 030501 (2017).
[3] M. G. Raymer and C. Monroe, The US national quantum initiative, Quantum Sci. Technol. 4, 020504 (2019).
[4] S. Deffner and S. Campbell, Quantum Thermodynamics (Morgan & Claypool Publishers, 2019).
[5] H. J. Bremermann, Quantum noise and information, in Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics and Probability, Volume 4: Biology and Problems of Health (University of California Press, Berkeley, Calif., 1967) pp. 15–20.
[6] W. Heisenberg, ¨Uber den anschaulichen Inhalt der quanten-theoretischen Kinematik und Mechanik, Z. f¨ur Phys. 43, 172 (1927).
[7] J. D. Bekenstein, Energy Cost of Information Transfer, Phys. Rev. Lett. 46, 623 (1981).
[8] J. D. Bekenstein, Black holes and entropy, Phys. Rev. D 7, 2333 (1973).
[9] J. D. Bekenstein, Generalized second law of thermodynamics in black-hole physics, Phys. Rev. D 9, 3292 (1974).
[10] S. W. Hawking, Particle creation by black holes, Comm. Math. Phys. 43, 199 (1975).
[11] J. D. Bekenstein, Universal upper bound on the entropy-to-energy ratio for bounded systems, Phys. Rev. D 23, 287 (1981).
[12] J. D. Bekenstein and M. Schiffer, Quantum limitations on the storage and transmission of information, Int. J. Mod. Phys. C 1, 355 (1990).
[13] J. B. Pendry, Quantum limits to the flow of information and entropy, J. Phys. A: Math. Gen. 16, 2161 (1983).
[14] R. Landauer, Energy requirements in communication, Appl. Phys. Lett. 51, 2056 (1987).
[15] J. D. Bekenstein, Communication and energy, Phys. Rev. A 37, 3437 (1988).
[16] C. M. Caves and P. D. Drummond, Quantum limits on bosonic communication rates, Rev. Mod. Phys. 66, 481 (1994).
[17] M. P. Blencowe and V. Vitelli, Universal quantum limits on single-channel information, entropy, and heat flow, Phys. Rev. A 62, 052104 (2000).
[18] S. Lloyd, V. Giovannetti, and L. Maccione, Physical limits to communication, Phys. Rev. Lett. 93, 100501 (2004).
[19] P. Garbaczewski, Information dynamics in quantum theory, Appl. Math. & Information Sciences 1, 1 (2007).
[20] G. Pei-Rong and L. Di, Upper bound for the time derivative of entropy for a stochastic dynamical system with double singularities driven by non-Gaussian noise, Chin. Phys. B 19, 030520 (2010).
[21] Y. Guo, W. Xu, H. Liu, D. Li, and L. Wang, Upper bound of time derivative of entropy for a dynamical system driven by quasimonochromatic noise, Comm. Nonlin. Sci. Num. Sim. 16, 522 (2011).
[22] Y.-F. Guo and J.-G. Tan, Time evolution of information entropy for a stochastic system with double singularities driven by quasimonochromatic noise, Chin. Phys. B 21, 120501 (2012).
[23] R. Bousso, Universal limit on communication, Phys. Rev. Lett. 119, 140501 (2017).
[24] R. J. Lewis-Swan, A. Safavi-Naini, A. M. Kaufman, and A. M. Rey, Dynamics of quantum information, Nature Reviews Physics 1, 627 (2019).
[25] S. Deffner and E. Lutz, Generalized clausius inequality for nonequilibrium quantum processes, Phys. Rev. Lett. 105, 170402 (2010).
[26] S. Deffner and S. Campbell, Quantum speed limits: from Heisenberg’s uncertainty principle to optimal quantum control, J. Phys. A: Math. Theor. 50, 453001 (2017).
[27] V. Giovannetti, S. Lloyd, and L. Maccone, Advances in quantum metrology, Nat. Photonics 5, 222 (2011).
[28] S. Campbell, M. G. Genoni, and S. Deffner, Precision thermometry and the quantum speed limit, Quantum Sci. Technol. 3, 025002 (2018).
[29] A. D. Cimmarusti, Z. Yan, B. D. Patterson, L. P. Corcos, L. A. Orozco, and S. Deffner, Environment-assisted speed-up of the field evolution in cavity quantum electrodynamics, Phys. Rev. Lett. 114, 233602 (2015).
[30] S. Campbell and S. Deffner, Trade-off between speed and cost in shortcuts to adiabaticity, Phys. Rev. Lett. 118, 100601 (2017).
[31] K. Funo, J.-N. Zhang, C. Chatou, K. Kim, M. Ueda, and A. del Campo, Universal work fluctuations during shortcuts to adiabaticity by counterdiabatic driving, Phys. Rev. Lett. 118, 100602 (2017).
[32] D. Safránek and S. Deffner, Quantum Zeno effect in correlated qubits, Phys. Rev. A 98, 032308 (2018).
[33] K. Funo, N. Shiraiashi, and K. Saito, Speed limit for open quantum systems, New J. Phys. 21, 013006 (2019).
[34] B. Shannahon, A. Chenu, N. Margolus, and A. del Campo, Quantum speed limits across the quantum-to-classical transition, Phys. Rev. Lett. 120, 070401 (2018).
[35] N. Shiraiashi, K. Funo, and K. Saito, Speed limit for classical stochastic processes, Phys. Rev. Lett. 121, 070601 (2018).
[36] M. Fannes, A continuity property of the entropy density for spin lattice systems, Comm. Math. Phys. 31, 291 (1973).
[37] R. Landauer, Irreversibility and heat generation in the computing process, IBM J. Res. Dev. 5, 183 (1961).
[38] S. D. Mathur, The information paradox: a pedagogical introduction, Class. Quantum Grav. 26, 224001 (2009).
[39] C. V. Johnson, Holographic heat engines, Class. Quantum Grav. 31, 205002 (2014).
[40] S. Deffner and E. Lutz, Quantum speed limit for non-Markovian dynamics, Phys. Rev. Lett. 111, 010402 (2013).
[41] M. M. Taddei, B. M. Escher, L. Davidovich, and R. L. de Matos Filho, Quantum speed limit for physical processes, Phys. Rev. Lett. 110, 050402 (2013).
[42] A. del Campo, I. L. Egusquiza, M. B. Plenio, and S. F. Huelga, Quantum speed limits in open system dynamics, Phys. Rev. Lett. 110, 050403 (2013).
[43] D. Pires, M. Cianciaruso, L. C. Céleri, G. Adesso, and D. O. Soares-Pinto, Generalized geometric quantum speed limits, Phys. Rev. X 6, 021031 (2016).
[44] D. C. Brody and B. Longstaff, Evolution speed of open quantum systems, New J. Phys. 19, 033127 (2017).
[45] S. Deffner, Geometric quantum speed limits: a case for Wigner phase space, New J. Phys. 19, 103018 (2017).
[46] N. Margolus and L. B. Levitin, The maximum speed of dynamical evolution, Physica D 120, 188 (1998).
[47] T. Fogarty, S. Deffner, T. Busch, and S. Campbell, Orthogonality Catastrophe as a Consequence of the Quantum Speed Limit, arXiv:1910.10728.
With the help of the triangle inequality it becomes apparent that $\Lambda_\tau$ is upper bounded by the time-averaged energy and by a contribution from the interaction with the environment.

M. A. Nielsen and I. L. Chuang, *Quantum Computation and Quantum Information* (Cambridge University Press, Cambridge, UK, 2010).

K. M. R. Audenaert, A sharp continuity estimate for the von Neumann entropy, *J. Phys. A: Math. Theo.* **40**, 8127 (2007).

S. Deffner and W. H. Zurek, Foundations of statistical mechanics from symmetries of entanglement, *New J. Phys.* **18**, 063013 (2016).

H.-P. Breuer and F. Petruccione, *The theory of open quantum systems* (Oxford University Press, New York, USA, 2007).

B. M. Garraway, Nonperturbative decay of an atomic system in a cavity, *Phys. Rev. A* **55**, 2290 (1997).

H.-P. Breuer, E.-M. Laine, and J. Piilo, Measure for the degree of non-Markovian behavior of quantum processes in open systems, *Phys. Rev. Lett.* **103**, 210401 (2009).

E.-M. Laine, J. Piilo, and H.-P. Breuer, Measure for the non-Markovianity of quantum processes, *Phys. Rev. A* **81**, 062115 (2010).

Z. Y. Xu, W. L. Yang, and M. Feng, Proposed method for direct measurement of the non-Markovian character of the qubits coupled to bosonic reservoirs, *Phys. Rev. A* **81**, 044105 (2010).

S. C. Hou, X. X. Yi, S. X. Yu, and C. H. Oh, Alternative non-Markovianity measure by divisibility of dynamical maps, *Phys. Rev. A* **83**, 062115 (2011).

K. M. Fonseca Romero and R. Lo Franco, Simple non-Markovian microscopic models for the depolarizing channel of a single qubit, *Phys. Scr.* **86**, 065004 (2012).

S. Deffner, Optimal control of a qubit in an optical cavity, *J. Phys. B: At. Mol. Opt. Phys.* **47**, 145502 (2014).

K. H. Madsen, S. Ates, T. Lund-Hansen, A. Löffler, S. Reitzenstein, A. Forchel, and P. Lodahl, Observation of non-Markovian dynamics of a single quantum dot in a micropillar cavity, *Phys. Rev. Lett.* **106**, 233601 (2011).

A. Winter, Tight uniform continuity bounds for quantum entropies: Conditional entropy, relative entropy distance and energy constraints, *Comm. Math. Phys.* **347**, 291 (2016).

A. Polkovnikov, Microscopic diagonal entropy and its connection to basic thermodynamic relations, *Ann. Phys.* **326**, 486 (2011).

W. Ketterle, Nobel lecture: When atoms behave as waves: Bose-Einstein condensation and the atom laser, *Rev. Mod. Phys.* **74**, 1131 (2002).

S. Deffner and C. Jarzynski, Information processing and the second law of thermodynamics: An inclusive, Hamiltonian approach, *Phys. Rev. X* **3**, 041003 (2013).

Y. Polyanskiy and Y. Wu, Wasserstein continuity of entropy and outer bounds for interference channels, *IEEE Transactions on Information Theory* **62**, 3992 (2016).

L. N. Vaserstein, Markov processes over denumerable products of spaces, describing large systems of automata, *Problemy Peredachi Informatsii* **5**, 64 (1969).