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Abstract

Multimedia services on the Internet are continuously increasing. Accordingly, the demand for a technology for efficiently delivering multimedia traffic is also constantly increasing. The multicast technique, that delivers the same content to several destinations, is constantly being developed. This technique delivers a content from a source to all destinations through the multicast tree. The multicast tree with low cost increases the utilization of network resources. However, the finding of the optimal multicast tree that has the minimum link costs is very difficult and its calculation complexity is the same as the complexity of the Steiner tree calculation which is NP-complete. Therefore, we need an effective way to obtain a multicast tree with low cost and less calculation time on SDN-based smart network platforms. In this paper, we propose a new multicast tree generation algorithm which produces a multicast tree using an agent trained by model-based meta reinforcement learning. Experiments verified that the proposed algorithm generated multicast trees in less time compared with existing approximation algorithms. It produced multicast trees with low cost in a dynamic network environment compared with the previous DQN-based algorithm.
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1. Introduction

Multimedia streaming services, such as YouTube [1], Netflix [2], Amazon Prime Video [3], and Hulu [4], have significantly increased in popularity on the Internet [5]. According to this trend, the multicast technique that copies and forwards the same multimedia data from a source node to several destinations has been actively investigated. The multicast increases the utilization of network resources, and efficiently provides multimedia services to numerous users [6]. However, on traditional network platforms, the network-level multicast has not been widely implemented. This is because the traditional routers that are produced by different vendors and operated by different Internet service providers are heterogeneous, and independently controlled.

The complexity and closeness of networks mean that it is hard in the traditional network platform to develop a new service or update existing services. To overcome these problems, the open and flexible smart network platform based on Software-Defined Networking (SDN) has been proposed [7]. In the SDN-based smart network platform, switches responsible for data forwarding, like routers, are managed by a centralized controller. The centralized controller obtains flow-related information from switches, and globally generates flow tables for switches. This mechanism allows a multicast technique to be implemented naturally at the network level.

A multicast technique requires an appropriate multicast tree when a multicast service user changes. A multicast tree comprises switches and links that are used to deliver multimedia data from a source node to all destination nodes. The controller globally generates flow tables based on the multicast tree to copy and forward multimedia packets to the following links. As the sum of link costs forming the multicast tree decreases, the utilization of network resources increases. However, the complexity of calculating the multicast tree with the minimum sum of link costs is the same as the calculation of the Steiner tree that exhibits NP-complete [8]. As the size of the network topology increases, it becomes more difficult to generate an effective multicast tree. Various approximation algorithms have been developed to solve this problem. However, they provide insufficient performance to satisfy the quality of multimedia services, or require a significant amount of time to construct a tree. Therefore, in this paper, we propose a novel algorithm that produces a multicast tree that has a low sum of link costs within a short time on SDN-based smart network platforms. The proposed algorithm uses the meta reinforcement learning to train an agent to generate a multicast tree.

This paper is organized as follows: Section 2 reviews SDN structures and existing multicast tree generation algorithms. Section 3 introduces the proposed algorithm, which efficiently generates multicast trees on SDN-based smart network platforms. Section 4 provides an evaluation of the performance of the multicast tree generation algorithms. Finally, Section 5 concludes the paper.

2. Background and Related Works

In the traditional network structure, a router locally manages network information, and independently generates a forwarding table. Diverse vendors produce heterogeneous routers, and adopt independent and non-interoperable router control mechanisms. As a result, new network services are difficult to deploy and manage in this structure. SDN technology is developed to solve the rigidity and closeness of the traditional network structure. Fig. 1 shows that in the SDN architecture, data and control planes are separated. Distributed switches
perform data forwarding in the data plane. A centralized controller globally generates and manages flow tables of switches in the control plane. A network administrator transfers a policy on a service to the controller through an application server. This process enables new services to be flexibly and easily deployed and managed.

![Fig. 1. Architecture of the SDN.](image)

In the SDN, the centralized controller globally obtains network topology information, so that it can effectively generate a multicast tree. The SDN controller generates flow tables based on the multicast tree, and sends them to target switches for the multimedia service. Hence, multicasts can be easily and effectively implemented in the SDN-based smart network platform [9-12].

To efficiently implement multicasts by increasing the utilization of network resources, the controller should generate a multicast tree with a low sum of link costs. The Steiner tree is a multicast tree that has a minimum sum of link costs. The calculation for deriving the Steiner tree exhibits NP-complete complexity. In this regard, numerous approximation algorithms have been proposed to heuristically derive low-cost multicast trees [13–17]. However, the approximation algorithms require a lot of computation time, and as the network size increases, demonstrate deteriorated performance.

Recently, a machine learning technology that utilizes a considerable amount of data has achieved outstanding performance. It has attracted significant attention in various fields, and network researchers have also attempted to solve complex and difficult network problems by the technology. In various machine learning techniques, the multicast tree generation problem can be solved using reinforcement learning. The reinforcement learning is performed based on interactions with the surrounding environment, and rewards are provided through such interactions. It evaluates and updates the current policy to obtain a solution based on the rewards provided.

Studies using reinforcement learning in the network routing field have been conducted at the initial level. S.-C. Lin et. al [18] designed a reward function in consideration of delay, loss, and bandwidth in a hierarchical SDN environment, and proposed an adaptive routing method based on Q-learning. T. Hendriks et. al. [19] developed an adaptive Q routing method to provide Quality of Service (QoS) in ad hoc wireless networks, and to optimize the overhead and quality of discovered paths. Q-learning is a table-based reinforcement learning. It has limitations in solving practical problems that require massive action space, owing to issues
such as table space and searching cost. Instead of Q-learning, a Deep Q-Network (DQN) using a neural network was proposed [20]. H.-J. Heo et al. [21] developed a multicast routing tree generation method based on a DQN agent in a static SDN environment; however, as the study was conducted at an early stage, it was evaluated only in a fixed network environment.

In some studies, the reinforcement learning was applied to identify a unicast routing path, instead of a multicast routing path. C. Yu et al. [22] presented a method for searching a routing path with the minimum delay using a Deep Deterministic Policy Gradient algorithm. Z. Yuan et al. [23] proposed a method to enhance the network routing performance using a State–Action–Reward–State–Action algorithm. Y.-R. Chen et al. [24] introduced a method for solving traffic engineering issues using a Dueling Double DQN to improve the throughput and delay of a network. However, these methods were evaluated using small-sized network topologies that included 20 or fewer nodes and 40 or fewer links. In addition, most of them were developed in a static network environment with a fixed network topology. But in the real world, the network environment and topology dynamically change at any time. Therefore, a multicast tree generation algorithm that has good performance in dynamically changing network environments needs to be developed.

3. The Proposed Method

Fig. 2 shows the process of the proposed algorithm for generating a multicast tree and establishing flow tables on SDN-based network platforms. The SDN controller collects network topology information from switches, and transfers it to the agent. The controller also delivers the information of source and destination nodes for a multicast service to the agent. The agent generates a multicast tree connecting a source node and destination nodes, and informs the controller of it. Based on the tree, the controller forms flow tables for a multicast service, and sends them to the target switches. As a result, data for a multicast service from the source node are transferred to all destination nodes via the flow tables at switches that exist on the paths of the multicast tree.

![Fig. 2. Procedure of Constructing Flow Tables for Multicast.](image-url)
In this study, a meta reinforcement learning [25] was utilized to train an agent. The meta reinforcement learning learns both training data and learning method to exhibit adaptively good performance, even in a new environment. This allows the agent to be trained to generally exhibit satisfactory performance on the network topology and multicast node sets that the agent did not experience during training.

Meta reinforcement learning can be classified into model- and optimization-based learnings. In this study, we adopt the model-based meta reinforcement learning. In model-based learning, the black box architecture is applied to identify the implicit and complex meaning of internal tasks and objectives that are similar to each other. The black box architecture additionally uses a recurrent neural network with an internal memory to memorize experiences, and is well matched to the reinforcement learning. Model-based meta reinforcement learning comprises outer-loop training for learning a new environment, and inner-loop training for achieving a goal in a selected environment. During inner-loop training, various types of existing reinforcement learning networks can be applied. Among them, the asynchronous advantage actor–critic (A3C) network, which has reasonably good performance, was adopted in this study.

A multicast tree construction problem is related to the determination of the order of links to be passed through to generate a low-cost tree from a source node to destination nodes. This problem can be defined as a sequential action decision problem, and expressed through the Markov Decision Process (MDP). To train an agent to construct low-cost multicast trees, diverse network topologies and multicast node sets should be sampled. A network topology and a multicast node set derived through the sampling process can be defined as MDP $M_i$, which is extracted from an environmental distribution $D$. Table 1 lists the components that $M_i$ contains. State $S$ refers to the information obtained by the controller through observing the state of networks. It includes network topology and node set information that are sent to the agent. The node set information includes the source node and destination nodes for multicast services. Action $A$ is a selected link in a set of links that are connected to the current tree, but not included in that tree. The agent chooses a link that can be connected to new nodes by $A$ in the given $S$. The reward $R$ refers to the value of a reward obtained when the currently constructing tree reaches one of the destination nodes. The discount factor $\gamma$ refers to a discount rate that determines the present value of future rewards. It has a value in the range (0–1).

| Component | Means | Description |
|-----------|-------|-------------|
| $S$       | State | Network topology information, multicast set information, currently constructed multicast tree. |
| $A$       | Action| A selected link among links that are adjacent to nodes in the current tree, but not included in that tree. |
| $R$       | Reward| Awarded reward when the currently constructing tree reaches a destination. |
| $\gamma$  | Discount factor | A value determining how much rewards in the future are cared about. |
Fig. 3 shows the network architecture for the agent. Numbers in the figure indicate the numbers of outputs. FC means a fully connected layer, while LSTM means a long short-term memory layer. In the architecture, actor and critic networks are shared. The action–critic network gets information of the network topology, multicast node sets, currently constructed multicast tree, and a link selected by the last action. It outputs a policy and a state value that determine an action. Since the number of links that can be connected varies with each action, the discrete action space of the actor output layer is variable, and cannot be fixed. To solve this problem, we make the actor layer output the mean distribution and variation of each action variable, based on the assumption that action variables follow mutually independent Gaussian distributions. The critic layer for the state evaluation outputs the value function of the present state.

![Fig. 3. Agent Architecture to Construct a Multicast Tree.](image)

Fig. 4 shows the learning procedure of the agent to generate a multicast tree. This procedure comprises five steps. When the fifth step is completed, the cycle starts from the first step again to ensure that the policy approaches optimal. In the first step, a new network topology containing links and nodes is sampled in the network topology distribution. A node set including the source and destination nodes is also sampled in the multicast node set distribution. In the second step, information regarding the state at the current time $t$ ($S_t$) and the state at the next time $t+1$ ($S_{t+1}$) in the network environment and the reward awarded by the last action ($R_t$, if any) are delivered to the agent. In the third step, the agent calculates the policy and the current state value through the actor–critic network, and determines an action for the current state ($A_t$) based on the policy. In the fourth step, transaction data ($S_t, A_t, S_{t+1}, R_t, A_{t+1}$) experienced during the action determination is stored in an episode buffer. A cycle beginning from the second step to the fourth step is repeated until the currently constructing tree is completely generated to contain all destination nodes. The fifth step begins after generating a complete multicast tree. In this step, transaction data stored in an episode buffer are loaded and train the actor–critic network of the agent. Once training on an episode is completed, a cycle beginning from the first step is repeated to train a new network environment.
4. Experiments

Experiments were performed to evaluate the proposed algorithm. For a comparative evaluation, the performances of the TM algorithm [13], as the representative of approximation algorithms, were assessed. The multicast tree construction algorithms [21] applying DQN-based reinforcement learning were also evaluated. Table 2 shows the details of the environment established for the experiments. A3C reinforcement learning of the proposed algorithm was implemented with eight parallel threads.

Table 2. Experimental Environments.

| Name                  | Value                  |
|-----------------------|------------------------|
| OS                    | Ubuntu 18.04           |
| Framework             | Tensorflow 1.15        |
| GPU                   | GTX 2080 Ti            |
| Number of threads for A3C learning | 8                      |

Table 3 shows the parameters used in the experiments. The numbers of nodes included in the network topology were (20, 40, and 80), respectively. A multicast node set comprised one source node and more than two destination nodes. As the number of nodes in the network topology increased, the amount of state space to be trained increased as well. Hence, as the number of nodes increased, we significantly increased the number of training episodes. For the
test, we randomly selected 2,000 network topologies and multicast node sets that were not used.

Table 3. Experimental Parameters.

| Parameter                  | Values |
|----------------------------|--------|
| Number of nodes            | 20     |
| Number of source nodes     | 1      |
| Number of destination nodes| 2 – 19 |
| Number of training episodes| 80,000 |
| Number of testing episodes | 20,000 |

Fig. 5 shows the average cost of multicast trees constructed by the three algorithms. Since the cost of a link was set as 1 in the experiments, the cost of a multicast tree corresponded to the sum of the number of links included in the tree. The experimental result indicated that the average cost of the constructed multicast trees increased with the number of network nodes. In particular, the average cost of the tree constructed by the DQN-based reinforcement learning algorithm increased significantly with the number of network nodes. This occurred because in an environment in which the network topology and multicast service sets change dynamically, as the size of the network topology increases, DQN-based algorithms exhibit lower training efficiency. Meanwhile, compared with the other algorithms, the proposed algorithm applying meta reinforcement learning generated multicast trees with the lowest cost. Hence, it can be inferred that even in a dynamically changing network environment, the proposed algorithm affords prompt adaptive training performance.

Fig. 5. Average Costs of Generated Multicast Trees.
Fig. 6 shows the average time required for multicast tree generation. It was discovered that the time to construct a multicast tree increased with the number of network nodes in the entire algorithm. In particular, compared with the other learning-based algorithms, the TM algorithm required a significant amount of time to generate a multicast tree. This is because an approximation algorithm, such as the TM algorithm, begins calculation to generate a multicast tree when information regarding a network environment is received. Meanwhile, the algorithm using a trained agent, once it receives information regarding the network environment, instantly generates and returns a multicast tree. So, the learning-based tree construction algorithm using an agent requires less time for multicast tree generation.

![Fig. 6. Average Time to Construct Multicast Trees.](image)

Fig.s 7, 8, & 9 show the average costs of generated multicast trees with different link densities when the network nodes are (20, 40, and 80), respectively. In each network node environment, experiments were performed for (25, 50, and 75) % link densities. A 50 % link density means that in comparison to a fully connected network topology, 50 % of links are connected to nodes. The results indicate that the average cost of multicast trees was higher on lower link density. In particular, when the link density was low, the average cost of the DQN-based algorithm was very high. If many links exist on a network topology, there are many ways to construct a low-cost multicast tree. However, low link density reduces the chances of generating a low-cost multicast tree. This can be especially serious if the agent does not cope well with a new network topology. Therefore, the DQN-based algorithm, which does not work well in the dynamic network environment, has the highest average cost of multicast trees on a low link density. On the other hand, the average costs of multicast trees of the proposed and TM algorithms do not go high, even on a low link density.
Fig. 7. Average Multicast Tree Costs with 20 nodes.

Fig. 8. Average Multicast Tree Costs with 40 nodes.
5. Conclusion

In this paper, an algorithm that can effectively generate a multicast tree by applying meta reinforcement learning on SDN-based smart network platforms is proposed. Generating an optimal multicast tree requires NP-complete complexity. To solve this problem, several studies have developed approximation algorithms. However, owing to the complex mathematical calculations involved, they require a significant amount of time for multicast tree construction. As the size of networks increases, the amount of calculation of approximation algorithms increases exponentially.

A recently developed algorithm applying DQN-based reinforcement learning uses a trained agent to generate a multicast tree. However, as the amount of state space to be searched increases, it cannot learn effectively. Hence, we propose an algorithm applying model-based meta reinforcement learning; the algorithm facilitates prompt adaptive learning, even in a dynamically changing network environment. The experimental results indicate that compared with the TM approximation algorithm, the proposed algorithm generates a multicast tree within a significantly shorter time. In a dynamically changing network environment, it exhibits better performance than the DQN-based reinforcement learning algorithm.

This study was conducted under the assumption that the changes of the network environments, such as network topologies and multicast node sets, were not correlated. However, in the real world, network topologies and multicast node sets do not change drastically. In the practical network environment, they tend to change gradually over time. Therefore, further studies will be performed to develop a method that enables an agent to simultaneously effectively generate and learn a multicast tree in a gradually changing network environment.

Fig. 9. Average Multicast Tree Costs with 80 nodes.
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