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Abstract—In this paper, we provide a new approach to the analytical estimation of the bit-error rate (BER) for convolutional codes with recursive encoder decoding in the binary symmetric channel (BSC). The expressions we obtained for lower and upper BER bounds are based on the active distances of the code and their distance spectrum. The estimates we derived can be computed for codes with the rate $R = \frac{1}{2}$ but can be easily generalized for any convolutional code with rate $R = \frac{k}{n}$ and systematic encoder. The suggested approach is not computationally expensive for any crossover probability of BSC channel and convolutional code memory, and it allows to obtain precise estimates of BER.

Index Terms—Convolutional codes, Viterbi decoding, Active distances.

I. INTRODUCTION
Convolutional codes proposed by Elias in [1] have been studied for a long time. Although convolutional codes are inferior in error correction performance to such codes as LDPC [2] or Polar [3] even for short data packets, these codes can significantly reduce bit-error rate (BER) for a given signal-noise ratio (SNR) [4]. Both Polar and LDPC codes have no such property [4]. Thus, convolutional codes can be called Error-reducing Codes (ERC) [5]. Apart from convolutional codes only several classes of codes are ERC: for instance, Hamming codes [6], some classes of LDPC codes with low-density generator matrix (LDGM) [7], repeated code constructions [8].

The property of BER reduction for a given SNR is very important for inner codes in any concatenated schemes. This is a major reason why convolutional codes as ERC codes are widely used in different concatenated and generalized concatenated schemes as codes with appropriate [9], parallel turbo codes [10], parallel concatenated codes [11] e. t. c. Also the recursive systematic convolutional encoder has gained great popularity in turbo codes [12], [13]. It also shows great performance in concatenation with other linear code, for example, in parallel scheme with systematic polar code (SPC) with iterative decoding as in [13].

All of the above allows us to conclude that BER performance is the most important characteristic of convolutional codes. Of course, for a given convolutional code this characteristic can be evaluated by Monte-Carlo simulation. But this approach is inappropriate for the cases when very low BER is required. These cases correspond to ultra-high rate code constructions with very long constituent codes. Moreover, careful BER estimation allows to predict the performance of concatenated constructions and optimize parameters of outer codes for a given inner convolutional code.

Thus some analytical methods should be suggested to estimate BER performance of convolutional codes. There are several known approaches for this aim. In paper [15] simple Markov chains based models are used to evaluate BER of convolutional codes for short constraint lengths on very noisy channels. But simulation results provided in this paper show that for low input probability of error the proposed estimation is rather imprecise. Some modification of the technique proposed in [15] were suggested in [16], where authors proposed to represent particular convolutional code as reduced Markov chain. In this case Viterbi decoding [17] can be considered as a special transition process between states of Markov chain. BER estimation for punctured convolutional codes was considered in [18]. Finally, in paper [19] authors show how to estimate BER for any convolutional code both for quantized AWGN (additive white gaussian noise) and BSC (binary symmetric) channels. But the proposed technique is rather difficult in implementation and has high complexity for convolutional codes with large memory.

In this paper, we use rather simple low complexity technique to estimate BER for convolutional codes, when codewords are transmitted over BSC and received words are decoded by Viterbi algorithm. Our approach is based on the distance spectrum of active distances of convolutional codes [20], [21], that was previously used to estimate FER of convolutional codes [22]. We derive both lower and upper bounds on BER and compare the analytical estimates we obtained with real simulations.

II. DISTANCE PROPERTIES OF CONVOLUTIONAL CODES
A. Convolutional codes with recursive encoder
In this article, we consider convolutional codes of rate $R = \frac{1}{2}$ with recursive systematic encoder for simplicity. At
the same time, the results we obtained can be generalised for convolutional codes of rate \( R = \frac{1}{n} \), \( n > 1 \), \( n \in \mathbb{N} \).

Binary symmetric channel is assumed as a communication channel. Viterbi decoder is assumed as a decoding algorithm.

The generator matrix for convolutional codes with systematic encoder with feedback is given with a division of polynomials:

\[
G(D) = \begin{pmatrix} 1 & g^{(1)}_1 \\ \end{pmatrix},
\]

where generator polynomials \( g^{(1)}(D) = g^{(1)}_0 + g^{(1)}_1 D + g^{(1)}_2 D^2 + \ldots + g^{(1)}_m D^m \), \( g^{(1)}_i \in \{0, 1\} \), for \( l = 1, 2 \). Here \( m \) is a code memory, the code rate is \( \frac{1}{2} \) and the code is systematic since the first polynomial equals to 1. The feedback structure of the encoder corresponds to the denominator in the generator matrix. The generator polynomials have to be co-prime and have the same degree. The encoder state at each time moment can be written with \( m \) register bits. The state also can be given as a decimal number \( s : 0 \leq s < 2^m \).

The code of convolutional code can be written with a polynomial of an indeterminate \( D \): \( v(D) = v_0 + v_1 D + v_2 D^2 + \ldots, v_i \in \{0, 1\}^2, i \in \mathbb{N} \cup \{0\} \), where a sequence of output tuples is \( (v_0, v_1, v_2, \ldots) \). The codeword is semi-infinite and can be also uniquely defined by a sequence of input information bits and the initial encoder state.

It is common practice to use trellis for a convolutional code description. Code trellis can provide a visual representation for the codeword as a sequence of the encoder states and transitions between them. Nodes of the trellis represent states of convolutional code encoder. Edge between two states exists if and only if there is a corresponding transition between these states. The transition from state \( s_i \) at time moment \( t \) to state \( s_{t+1} \) at time moment \( t + 1 \) corresponds to some input bit and some output tuple from the encoder. Each codeword has unique corresponding sequence of output tuples, sequence of trellis states and sequence of input bits. Thus, each codeword can be written as a path in trellis (a sequence of the encoder states). Trellis representation is important for understanding the distance properties of convolutional codes.

Here we provide an example in Fig. 1 for the recursive systematic convolutional encoder of memory \( m = 3 \) with generator polynomials \( g^{(1)} = 1 + D + D^3 \), \( g^{(2)} = 1 + D^3 \) that can be written in octal form: \((13, 17)\). In Fig. 1 there is a path highlighted in red corresponding to the beginning of one of the codewords. For a detailed explanation of the trellis concept, see \([17]\).

**B. Active Distances and Distance Spectrum of Active Distances**

Except a free (minimal) distance, convolutional codes have other important distance characteristics that determine the probability of erroneous decoding. Due to the linearity of convolutional code, free distance can be defined as the smallest weight of a non-zero codeword.

It is known from the theory of linear codes that the probability of error is influenced by the number of words with the minimal weight. For block codes code spectrum is usually considered to estimate frame error probability.

We suggest to analyse the error correcting performance of convolutional codes using active distances that were defined in \([23]\). For calculating a weight spectrum of convolutional code, a column distance can be used. It does not increase with length after corresponded path in trellis has merged with allzero one. In active distances only those paths that do not pass two consecutive zero states are taken into account. Let us define active distances more accurately.

Further, we use the following notations: a codeword \( v(D) \) of the convolutional code denoted with corresponding sequence of the output tuples \( (v_0, v_1, v_2, \ldots) \), \( v_i \in \{0, 1\}^2, i \in \mathbb{N} \cup \{0\} \), or a sequence of input bits \((u_0, u_1, u_2, \ldots)\), or a sequence of trellis states \( s = (s_1, s_2, \ldots) \), where \( s_i \in \{0, 1, \ldots, 2^m - 1\}, i \in \mathbb{N} \). The initial trellis state is usually considered as a zero: \( s_0 = 0 \).

First, we define a special subset of codewords \( \mathcal{C}_f \) of convolutional code \( C \). The codewords from this subset have finite non-zero path on trellis that begins right after initial zero state and does not pass the two consecutive zero trellis states before merging with allzero path.

**Definition 1:** A subset of codewords with one finite non-zero trellis branch will be denoted as \( \mathcal{C}_f \). \( \mathcal{C}_f \) consists of the codewords \( v(D) \), that have finite non-zero trellis path of some length \( j \), this path starts after initial zero state: \( s_0 = 0, s_1 \neq 0 \), does not have two consecutive zero trellis states in the non-zero branch, in zero state \( s_j = 0 \) it merges with allzero path and the codeword does not have another non-zero trellis branch: \( s_{j+1} = s_{j+2} = \ldots = 0 \).

As codewords from the subset \( \mathcal{C}_f \) have finite weight and this weight equals to the weight of a non-zero branch. We consider only this first non-zero part of codeword while defining active distances. The subset \( \mathcal{C}_f \) does not include a zero codeword. The minimum length of non-zero trellis path for the codeword \( v(D) \in \mathcal{C}_f \) is \( m + 1 \), where \( m \) is a memory of convolutional code. Here and after the trellis length is considered in terms of a number of output tuples or a number of transitions between trellis states.

Let us denote the codeword from the subset \( \mathcal{C}_f \) with non-zero trellis path of length \( j \) by \( v^{(j)} \).

**Definition 2:** Active distance of length \( j \) for the convolutional code is a minimum Hamming weight of the codewords \( v^{(j)} \) from the set \( \mathcal{C}_f \) that have non-zero trellis path of length \( j \):

\[
a_j = \min_{v^{(j)} \in \mathcal{C}_f} w(v^{(j)}),
\]

where the codeword \( v^{(j)} \in \mathcal{C}_f, w(v^{(j)}) \) is a Hamming weight of \( v^{(j)} \).

Free distance of convolutional code can be also given in terms of active distance as considering subset \( \mathcal{C}_f \) where we do...
where the free distance is the smallest active distance over all \( j > 0 \). It is important to note that the free distance may correspond to not the smallest length \( j \).

As the weight of the codeword \( \nu^{(j)} \in \mathcal{C}_f \) is affected only with first \( j \) tuples, the calculation of a Hamming weight can be given as:

\[
w(\nu^{(j)}) = \sum_{i=0}^{j-1} w(\nu^{(j)}_i) .
\]

We denote by \( N_{w(i)} \) a number of codewords \( \nu^{(j)} \in \mathcal{C}_f \) with fixed weight \( w(i) \). Then we also present the definition of distance spectrum of the active distances that at first was suggested in [20].

**Definition 3:** Distance spectrum \( \mathcal{D}_{a_j} \) of an active distances \( a_j \) of length \( j \) for convolutional code is a set of all possible weights of the codewords \( \nu^{(j)} \) from the set \( \mathcal{C}_f \) with non-zero trellis path of length \( j \) and the numbers of codewords with that weights:

\[
\mathcal{D}_{a_j} = \{ (w(\nu^{(j)}), N_{w(\nu^{(j)})}) \} .
\]

The minimum weight in the distance spectrum of the active distances of length \( j \) is the active distance \( a_j \) of length \( j \) of the convolutional code.

The minimum length \( j \) which is feasible for the distance spectrum of the active distances for convolutional code with memory \( m \) is \( m + 1 \), as we have mentioned earlier.

The union of all length forms a distance spectrum of active distances for the convolutional code.

**Definition 4:** Distance spectrum \( \mathcal{D}_a \) of active distances for the convolutional code is a union of \( \mathcal{D}_{a_j} \) for all possible non-zero trellis path lengths \( j \):

\[
\mathcal{D}_a = \cup_{j=m+1}^\infty \mathcal{D}_{a_j} ,
\]

where \( m \) is a code memory.

### III. Bounds on Bit Error Rate

Here we provide estimates for BER for the convolutional code with Viterbi decoding in the BSC. For this purpose let us first derive estimates on error burst probabilities.

**A. Probability of error burst**

The probability of the occurrence of an error burst and its estimations were discussed in [20] and here we used the suggested there formulas.

First, we should calculate a probability of a fixed number of errors in a binary sequence. This probability is given as:

\[
P(e_{\text{all}}, e_1, s, w, p) = \binom{w}{e_1} (2s - w) \frac{e_{\text{all}}}{e_1} (1 - p)^{2s - e_{\text{all}}} ,
\]

where \( e_{\text{all}} \) is a number of total corrupted bits (number of bit errors), \( e_1 \) is a number of corrupted bits equal to one, \( s \) is a length of the binary sequence in terms of tuples, \( w \) is a hamming weight of the sequence, \( p \) is a crossover probability of BSC.

Probability of an error burst of a given length \( s \) and weight \( w \) for binary symmetric channel with crossover probability \( p \) is:

\[
P_{\text{burst}}(s, w, p) = \sum_{0 < i} \sum_{i_1 > \frac{i}{2}} P(e_{\text{all}} = i, e_1 = i_1, s, w, p) + \begin{cases} 0 & \text{odd } w, \\ \frac{1}{2} \sum_{i=1}^{2s - \frac{w}{2}} P(e_{\text{all}} = i, e_1 = \frac{w}{2}, s, w, p) & \text{even } w. \end{cases}
\]

Then lower and upper bounds on the probability of an error burst of length \( j \) can be given with active distances \( a_j \) and weight spectrum of active distances \( \mathcal{D}_{a_j} \) for the code as in [22]:

\[
P_{\text{low}}(s = j, p) = (1 - p)^{2s - 2w} P_{\text{burst}}(s = j, w = a_j, p) ,
\]

and

\[
P_{\text{up}}(s = j, p) = \sum_{w_1 = w_{\text{min}}}^{w_{\text{max}}} N_{w_i} P_{\text{burst}}(s = j, w = w_i, p) ,
\]

where \( w_i, N_{w_i} \in \mathcal{D}_{a_j} \) and \( m \) is a code memory.

**B. Bit Error Rate**

Bit error rate of convolutional code is a portion of the erroneous bits in the decoded codeword. Erroneous bits occurs only in the position of the error burst. The weight of an error burst corresponds to some weight from a distance spectrum of active distances. The minimal weight of an error burst for given length is an active distance for this length.

The estimate of the bit error rate can be given as an average portion of erroneous bits multiplied by the probability of error bursts and their weights. For lower and upper estimates it can be used lower and upper estimates for error burst probability correspondingly with multiplier \( \frac{1}{n} \), where \( n \) is a length of the tuple. In our case \( n = 2 \). It is correct due to the fact that the probability of an error burst is the probability of its occurrence in a tuple, not in a single bit. Then for average portion of erroneous bits it has to be divided by the tuple length.

The most likely error bursts between all possible bursts have the minimum weight (since \( p < 1/2 \) and correspond to the minimal active distance. As they have the greatest probability, these bursts make the greatest contribution to the BER. There can be more than one error burst with minimal weight, and they may have different lengths. These error bursts with minimum weight \( w_{\text{min}} = \min_j a_j \) are equiprobable and the lower estimate of their probability can be given by \( P_{\text{low}}(s = j_{w_{\text{min}}}, p) \), where \( j_{w_{\text{min}}} \) can be any length \( j \) that has corresponding minimal active distance \( w_{\text{min}} \). The lower estimate of BER is suggested as the average portion of corrupted bits with only the most probable bursts:

\[
\text{BER}_{\text{low}}(p) = \frac{w_{\text{min}} N_{w_{\text{min}}}}{2} P_{\text{low}}(s = j_{w_{\text{min}}}, p) ,
\]

where \( N_{w_{\text{min}}} \) is a number of the different most probable bursts, \( w_{\text{min}}, N_{w_{\text{min}}} \in \mathcal{D}_{a} \).

The upper estimate should take into account not only the most likely bursts but also bursts with greater weights. For the error burst probability it is used its upper estimate \( P_{\text{up}}(s, p) \). For upper estimate we consider only the greatest possible weight from the spectrum of active distances \( \mathcal{D}_{a_j} \) of the burst of length \( j \). Then the upper estimate is a sum over all possible burst lengths’ \( j \):
\[ BER_{up}(p) = \min \left\{ \sum_{j} \max_{w_j \in D_{w_j}} \frac{w_j}{2} \cdot P_{up}(s = j, p), 1 \right\}. \]

In fact the probability of an error burst decreases exponentially with the weight of burst. That is why for a practical calculation of BER only first burst lengths \( j \) can be used. We demonstrate this fact in Fig. 2 where BER upper estimates were calculated for different \( j \).

From Fig. 2 it can be noticed that difference between BER upper estimates obtained for different values of \( j \), i.e. for different active distances spectra decreases while \( j \) increases. Moreover, any significant differences between estimates are observed only for high crossover probabilities of BSC where Monte Carlo technique can be applied to estimate BER of convolutional code. For the region of low probabilities \( p \) \((p \leq 0.01)\) all estimates almost coincide. It means that in this case small values of \( j \) can be taken into account to estimate \( BER_{up}(p) \). It means that \( BER_{up}(p) \) can be estimated with low complexity.

C. Simulation results

Here we present simulation results. In the simulations it was used binary symmetric channel with crossover probability \( p \). Over the channel it was transmitted the finite random codewords that have length 1000 tuples (2000 bits). The convolutional codewords were zero terminated. In Fig. 3 and 4 BER and FER results for two codes \((13, 17)\) and \((13, 15)\) of memory \( m = 3 \) are presented.

The FER estimates are taken from [22] and provided for a comparison. These results can be compared to the ones from [19] for code \((13, 17)\) and it is clear that they are similar. Nevertheless, in [19] it was mentioned that it is impossible to find the BER analytically using their method for codes with memory greater than 4.

The approach suggested in this work is based on the weight spectrum of active distances and the most computationally expensive procedure there is the active distance spectrum calculation. As for practical purposes it is enough to know the spectrum for the first lengths with lowest weights, and this computation is fast enough. The code for spectrum calculation and the results for described here codes can be found on Github [24]. The estimates can be obtained easily with known code spectrum for any code memory \( m \) and BSC crossover probability \( p \). Here we also provide the BER performance and its lower and upper estimates for convolutional code \((117, 155)\) of memory \( m = 6 \) in Fig. 5.
IV. CONCLUSION

In this paper it was suggested a method for constructing the upper and lower BER estimates for convolutional codes in BSC. These estimates are derived for maximum likelihood decoding of considered here systematic recursive convolutional code of rate $R = \frac{1}{2}$. The approach of BER estimation described in this paper uses the weight spectrum of active distances and has low complexity for any code memories and crossover probabilities. The results are provided here for different codes with different code memories and show that estimates are precise for crossover probabilities with practical use.
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