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1 Introduction

The Potts model [1, 2] is an immediate generalization of the Ising model, where at every site of a lattice there is a degree of freedom that can obtain \( q \) possible states, with \( q = 2 \) being precisely the Ising model. Nearest neighbors interact among themselves according to their state. For example, whenever they are in the same state, the energy of the system gets a particular contribution, analogously to the case of spins of particles that point in the same direction.

Given this arguably simplest statistical system one could imagine, it is natural to wonder how rich its statistical behavior is. That is, it is interesting to know how many different phases can such a simple model capture. In this work, we would like to show that a wide class of fermionic theories with general interactions are dual to the \( q \to 0 \) limit of the Potts model in the presence of a magnetic field.\(^1\) This is done in section 2, and the precise relation is given in eq. (2.2).

The \( q \to 0 \) limit of the Potts model with only nearest neighbor interactions is known to be equivalent to a statistical model of unrooted *spanning forests* on the graph defined by the lattice on which the Potts degrees of freedom reside. We use a generalization of the spanning forests theory in order to argue for the duality above. We do this by relating it to fermionic theories similarly to [3] on the one hand, and to the Potts model generalizing the idea of Fortuin and Kasteleyn [4, 5] on the other hand.

We then apply this equivalence to find a statistical description of a class of OSp(1\( | \)2\( M \)) invariant theories that were recently introduced [6] in terms of the Potts model as well

\(^1\)We should point out that we use ‘fermions’ to refer to anticommuting degrees of freedom throughout. These are not necessarily fermions in the usual sense.
as spanning forests (section 3). In ref. [6], field theories with OSp(1|2M) symmetry were constructed and were suggested to be the UV completions of sigma models with the same symmetry. The case M = 1 was studied in [7]. The q → 0 limit of the Potts model with nearest neighbor interactions, or equivalently the statistical theory of (unrooted) random forests, are known to correspond to the sigma model with OSp(1|2) symmetry [3, 8]. The field theory with M = 1, which is suggested to provide a UV completion of this sigma model, was observed in [7] to have critical exponents matching to those of spanning forests. Here, we would like to understand this relation and extend it to general M, with particular emphasis on M = 2. The M = 1 field theory is cubic in the fields and becomes weakly coupled in six dimensions. This suggests that the upper critical dimension for unrooted spanning forests is six. In fact, numerical evidence for this was given in [9] (see also [10]). In a general spanning forest representation, as we describe below, the roots of the different trees can be correlated. We show in section 4 how this can be eliminated, and demonstrate this by analyzing spanning forest descriptions of the M = 2 theory.

An additional motivation to study such vector theories with anticommuting scalars comes from the de Sitter / Conformal Field Theory (dS/CFT) correspondence. In dS/CFT, gravity in dS space, having a positive cosmological constant, is related to a non-unitary CFT living in Euclidean space [11]. This is motivated by the asymptotic symmetries of dS gravity, with appropriate boundary conditions obtained by analytic continuation of those in AdS [12]. It was proposed [13] that the dual to the minimal higher spin theory in 4-dimensional de Sitter is a theory of anticommuting scalars with quartic interactions [14, 15], having Sp(N) symmetry. The idea is that higher spin theory in dS is obtained by the one in AdS by continuing the cosmological constant Λ to −Λ. Using the relation N ∼ \frac{1}{G_N Λ} of the boundary central charge to Newton’s constant G_N, this means taking N ∝ −N. The transformation N → −N is implemented by turning the commuting variables into anticommuting. This is seen using a Hubbard-Stratonovich field since each anticommuting loop gives a minus sign and comes with a factor of N. Therefore, going from bosons where each loop is assigned a value of N to fermions implements taking N → −N. We give an alternative non-perturbative argument for this claim in appendix A.

A UV completion of the quartic vector theory in dimension beyond four dimensions is the theory with M = 1 potential that we discuss in section 3, with an arbitrary number of anticommuting fields. This was suggested in [7] to provide a higher spin theory in dS in higher dimension.

2 Duality between fermionic theories and interacting Potts models

Consider a many-body system (or a regularized field theory) that we describe using an undirected graph G with vertices V and edges E. Let the graph be edge-weighted so that to every edge e we assign a weight w_e. We can assume that every two vertices are connected by at most one edge.² We can also denote by w_{ij} = w_{ji} the weight of the edge connecting vertices i and j in case they are connected by an edge, and zero otherwise. The

²This is so, because only the sum of weights of edges connecting two vertices enters in the Laplacian matrix below. Note also that there are no edges connecting a vertex to itself.
Laplacian matrix of $G$ is a symmetric $|V| \times |V|$ matrix with entries $L_{ij} = -w_{ij}$ for $i \neq j$ and $L_{ii} = \sum_{k \neq i} w_{ik}$, so that each row and column sum to zero. For example, the graph $G$ can be a bounded cubic lattice with nearest neighbors connected by edges. For unit weights, the Laplacian matrix is simply the discretized Laplacian.

A rather general fermionic theory is defined by providing a lattice $G$ and placing Grassmann variables $\theta_i$ and $\bar{\theta}_i$ on each vertex $i \in V$. The interactions we consider are specified by subgraphs of $G$ labeled by $\Gamma$ with vertex sets $V_\Gamma$, so that the partition function is given by

$$\int D\theta D\bar{\theta} e^{\theta L \theta + \sum_{\Gamma} t_\Gamma \prod_{i \in V_\Gamma} (\bar{\theta}_i \theta_i)}$$

(2.1)

where $t_\Gamma$ are the coupling constants. As explained below, without loss of generality, we will take the $\Gamma$'s to have no edges for the purpose of this formula.

We would like to show that this theory is equivalent to the Potts model with interactions beyond nearest neighbors. The Potts model can be thought of simply as a generalization of the Ising model, where instead of two states, the degrees of freedom have $q$ states. In terms of the graph description above, we place variables $\sigma_i$ on every vertex $i$, taking values $\sigma_i \in \{1, \cdots, q\}$. Similarly to the Ising model, we can also introduce a fixed external magnetic field with direction $h \in \{1, \cdots, q\}$. Nearest neighbor interactions are given simply by Kronecker delta symbols $\delta_{\sigma_i, \sigma_j}$, where we consider $i$ and $j$ to be nearest neighbors if they are connected by an edge in the graph. We will introduce higher interactions by coupling not only nearest neighbor pairs, but also next-to-nearest neighbor terms and beyond (if necessary) with Kronecker delta symbols. We will find it useful to couple them to the external magnetic field.

Specifically, the claim is that the fermionic theory (2.1) is equivalent to a $q \to 0$ limit of a Potts model, such that

$$\int D\theta D\bar{\theta} e^{\theta L \theta + \sum_{\Gamma} t_\Gamma \prod_{i \in V_\Gamma} (\bar{\theta}_i \theta_i)} = \lim_{q \to 0} q^{-|V|/2} \sum_{\sigma_i \in \{1, \cdots, q\}} e^{-H}.$$  

(2.2)

The Hamiltonian of the theory is

$$H = -\sum_{e=(ij)} \log(1 + \sqrt{q} w_e) \delta_{\sigma_i, \sigma_j} - \sum_{\Gamma} \log \left(1 + t_\Gamma q^{|V_\Gamma|/2}\right) \prod_{i \in V_\Gamma} \delta_{\sigma_i, h}$$

(2.3)

where in the first sum we go over nearest neighbors. A remark on the presence of the external magnetic field is in order. While the discussion in this section is general, in section 3 we turn to $\text{OSp}(1|2M)$ invariant theories. In the case $M = 1$, a Potts description is known, and does not necessitate the introduction of a magnetic field. For $M > 1$, as well as more generally, the external magnetic field is a key ingredient that makes it possible to obtain the more general result described here. In particular, a fixed choice of a direction for the magnetic field partially breaks the permutation invariance

---

3This can be thought of as placing the Potts model on a hypergraph rather than a graph.

4Note that we can replace each of the three explicit occurrences of $\sqrt{q}$ in the formula by $q^a$ for any $0 < a < 1$ and the formula will still be valid.
of the Potts model; however, at the level of the partition function, a given direction is equivalent to any other chosen direction.

In the remainder of this section, we prove (2.2). There are two steps: first, we express the fermionic theory using rooted spanning forests, and then we extend the idea of Fortuin and Kasteleyn [4, 5, 8, 16] in order to relate the forest description to the Potts model.

To explain the spanning forest description more broadly, let us allow for the moment the subgraphs \( \Gamma \) to have edges \( E_\Gamma \), and following [3] define for each such subgraph

\[
Q_\Gamma = \left( \prod_{e \in E_\Gamma} w_e \right) \left( \prod_{i \in V_\Gamma} \bar{\theta}_i \theta_i \right). \tag{2.4}
\]

The fermionic theory with interactions given by the \( \Gamma \)'s can be expressed using a statistical model of spanning subgraphs \( H \) of \( G \), as was shown in [3]. (Recall that a spanning subgraph of \( G \) is a subgraph having the same vertex set as that of \( G \).) We will need some generalization of the description in [3], in which we allow the \( \Gamma \) subgraphs to be not necessarily connected. Following a derivation similarly to [3] we get the description

\[
\int \mathcal{D}\theta \mathcal{D}\bar{\theta} e^{\mathcal{L}(\theta, \bar{\theta})} \sum_{H=(H_1, \cdots, H_l) \text{ spanning } H_i \text{ disjoint}} \left( \prod_{i=1}^l W(H_i) \right) \prod_{e \in H} w_e. \tag{2.5}
\]

We now explain this formula. In the r.h.s., we should go over all the spanning subgraphs \( H \) of \( G \) and the ways to decompose them into disjoint components \( H_i \). It is important that the \( H_i \) are not necessarily connected. Each subgraph \( H \) is first assigned the value of the graph, which is the product of the weights of its edges. The function \( W(H_i) \) for a subgraph \( H_i \) is defined by

\[
W(H_i) = \sum_{\Gamma \prec H_i} t_\Gamma \tag{2.6}
\]

where we sum over all the markings of \( H_i \). A subgraph \( \Gamma \) from the set of interactions marks \( H_i \), which is denoted by \( \Gamma \prec H_i \), if they have the same number of connected components and each connected component of \( H_i \) contains exactly one connected component of \( \Gamma \), and in addition any cycle in \( H_i \) comes entirely from a cycle in \( \Gamma \). In other words, for every subgraph \( H \), the formula instructs us to go over all the ways to mark the different components using the interactions. If \( \Gamma \) contain no cycles, the cycles condition above means that we only need to sum over spanning forests \( H \). (A forest is a graph containing no cycles, while a tree is a connected graph with no cycles.) In that case, and in particular if \( \Gamma \) consist of only vertices, we obtain a statistical model of rooted forests, with the marks providing the roots. Note that in the case that the \( \Gamma_i \) are connected, we only need to consider connected \( H_i \), and this is the description in [3]. An example is shown in figure 1.

Note that the difference between including edges in \( \Gamma \) or not, is only whether we include the constants associated to the edges or we do not. Since we can absorb these in the couplings \( t_\Gamma \), we may as well restrict to interactions without edges, and this is what we have done in (2.1). In addition, this provides a consistency check on the formula (2.5). Namely, we can compare for example a subgraph consisting of two vertices and an edge
Figure 1. In this example, the graph is a 2-dimensional lattice. We need to go over all the possible spanning forests, with one such forest shown in heavy blue lines. For an interaction $t \sum_i \bar{\theta}_i \theta_i$ we mark the trees with subgraphs consisting of a single vertex. Therefore, the forests are rooted, where each root is shown by a heavy green dot. We need to go over all the possible roots, and each root is assigned a factor of the coupling constant $t$.

Figure 2. Equivalence of a disconnected marking of a pair of trees with a connected marking of a single tree. The tree on the right hand side has an additional edge, and it is marked by a coupling constant.

$Q_\Gamma = w_{ij} \bar{\theta}_i \theta_i \bar{\theta}_j \theta_j$ (with $i, j$ nearest neighbors) to $Q_{\Gamma'} = \bar{\theta}_i \theta_i \bar{\theta}_j \theta_j$ without the edge. While the former corresponds to a connected subgraph, the latter is disconnected. However, they only differ by a constant and should give the same result for appropriate couplings. In the formula (2.5) we could include either term, and the result is the same. Indeed, consider an $H_i$ with two connected components, such that $i$ and $j$ appear in each one, as on the left of figure 2. In this case, the former interaction does not mark this $H_i$ while the latter does. On the other hand, considering the same $H_i$ with the edge $ij$ added, we get a connected subgraph. Now the former interaction marks this $H_i$, as on the right of figure 2, while the latter does not. With the appropriate couplings, we get the same result, and we find a correspondence between subgraphs marked by the first interaction and other subgraphs marked by the second one. Since we sum over all subgraphs, the result is the same.

Going back to the form (2.1), the interactions include no cycles, and hence the spanning subgraph statistical model becomes a spanning forests description. We now prove (2.2) using this description. Using the identity $1 + c \delta(\cdots) = e^{\log(1+c) \delta(\cdots)}$, we can write the Potts side of the duality as

$$
\lim_{q \to 0} q^{-|V|/2} \sum_{\sigma} \prod_{e \equiv (ij)} \left(1 + \sqrt{q} w_e \delta_{\sigma_i, \sigma_j}\right) \cdot \prod_\Gamma \left(1 + t_{\Gamma} q^{|V_\Gamma|/2} \prod_{i \in V_\Gamma} \delta_{\sigma_i, h}\right).
$$

Let us construct a subgraph of $G$ with edges $A$ defined as follows. An edge $e$ belongs to $A$ if in the first product we choose the Kronecker delta term when performing the product. This gives a subgraph $H$ of $G$; we will take all the vertices to belong to $H$ as well by definition,
so that $H$ is spanning. We thus have a sum over spanning subgraphs of $G$. We interpret similarly the second product as generating markings, with the $t_\Gamma$ term chosen if we use the $\Gamma$ marking.

Each edge in $A$ is given a factor of $\sqrt{qw_e}$, and moreover we have a factor of $q$ for every (connected) component of $H$ from the Kronecker delta terms and the sum over the spins. If, however, such a connected component is marked once, it scales instead of $q$ as $q^{1/2}$ and so is more dominant. If it is marked twice or more, it scales at least as $q$ and so is suppressed. We see that if we fix $A$, the dominant contribution comes when every connected component is marked exactly once. In this dominant contribution, such an $A$ is assigned the value

$$
\sum_{\text{markings}} \prod_{\Gamma \in M} t_\Gamma \prod_{e \in A} w_e \cdot q^{1/2(|A|+k(H))} \tag{2.8}
$$

where $k(H)$ is the number of connected components in $H$ and $|A|$ is the number of edges in $H$. For any graph, $|A|+k(H) \geq |V|$ and equality is attained for forests. We see that the dominant contribution goes as $q^{|V|/2}$ and is saturated by forests $H$. The dominant contribution is then $q^{|V|/2} \sum_{\text{spanning forests } H} \sum_{\text{markings}} M \prod_{\Gamma \in M} t_\Gamma \prod_{e \in A} w_e$. We recover precisely the forest description (2.5).

3 Theories with OSp($1|2M$) symmetry

Consider the sigma model with fermionic hyperbolic target space $\mathbb{H}^{0|2M}$ for a given $M \geq 1$. It has the following Euclidean action for a commuting field $\sigma$ and anticommuting $\theta^i$

$$
S = \frac{1}{2g^2} \int d^d x \left( (\partial_{\mu} \sigma)^2 + 2\partial_{\mu} \bar{\theta}^i \partial^{\mu} \theta^i \right) \tag{3.1}
$$

where summation over $i = 1, \cdots, M$ is implicit, with the constraint

$$
\sigma = \left( 1 - 2\bar{\theta}^i \theta^i \right)^{1/2}. \tag{3.2}
$$

This sigma model has an OSp($1|2M$) supergroup symmetry. As a brief reminder, recall that OSp($1|2M$) is the Lie supergroup of linear transformations on one bosonic variable and $2M$ fermionic variables preserving the bilinear form $\sigma^2 + 2\bar{\theta}^i \theta^i$. The transformation mapping bosonic to bosonic variables and fermionic to fermionic variables constitute the even grade part of the group, while those mixing variables of different statistics are the odd grade elements corresponding to anticommuting generators.

Note also that the constraint $\sigma^2 + 2\bar{\theta}^i \theta^i = 1$ has two solutions, while we restrict to the single solution above. This can be interpreted either as a superhemisphere in $S^{0|2M}$ or as a hyperbolic target superspace $\mathbb{H}^{0|2M}$ [17, 18] (by multiplying the defining equation by $(-1)$). Including both solutions to the constraint can be implemented by incorporating an additional Ising degree of freedom as was analyzed in [19, 20].

Recently, it has been shown that the $M = 1$ sigma model has no phase transition in two dimensions, contrary to usual Bernoulli percolation [17]. (This was done by using supersymmetric localization, in order to first show that, for supersymmetric observables,
integrals over $H^{0|2}$ are equivalent to integrals over $H^{2|4}$.) It was shown later that at and above three dimensions, there is a transition [18].

In fact, for $g^2 < 0$ this sigma model is perturbatively asymptotically free in two dimensions, and so has a UV fixed point in $d = 2 + \epsilon$ (with $\epsilon > 0$) dimensions. In [6], a UV completion of these theories in $d > 2$ was proposed beyond $M = 1$ [7]. It is a UV completion in the sense that it has a trivial UV fixed point, while in the IR it flows to the fixed point of the sigma model. The proposed action is given by

$$
\int d^d x \left( \partial_{\mu} \bar{\theta} \partial^{\mu} \theta + \frac{1}{2} (\partial_{\mu} \sigma)^2 + g (\sigma^2 + 2 \bar{\theta} \theta)^{2M+1/2} \right)
$$

having upper critical dimension $d_c = 2 \frac{2M+1}{2M-1}$. The first theory in this family is when $M = 1$ with action

$$
\int d^d x \left( \partial_{\mu} \bar{\theta} \partial^{\mu} \theta + \frac{1}{2} (\partial_{\mu} \sigma)^2 + g \sigma^3 + 3 g \sigma \bar{\theta} \theta \right).
$$

This situation is similar to the Gross-Neveu model in $2 < d < 4$ which is non-renormalizable, but is described by the renormalizable Gross-Neveu-Yukawa model [21, 22].

The case $M = 2$ is of particular interest as it has an upper critical dimension of $10/3$ which is above three dimensions. Interestingly, the $\epsilon$ expansion for three dimensions is expected to be more accurate than usual since $\epsilon = 1/3$ is small. Correspondingly, the action

$$
\int d^d x \left( \partial_{\mu} \bar{\theta} \partial^{\mu} \theta + \frac{1}{2} (\partial_{\mu} \sigma)^2 + g_1 \frac{1}{6} \sigma (\bar{\theta} \theta)^2 + g_2 \frac{2}{6} \sigma^3 \bar{\theta} \theta + g_3 \frac{120}{120} \sigma^5 \right)
$$

was considered in [6]. Expressed using real Grassmann coordinates, this theory only has an $Sp(4, \mathbb{R})$ symmetry. However, it was shown in [6] that close to the upper critical dimension, in $d = 10/3 - \epsilon$, the IR fixed point of the theory has couplings that are in proportion so as to give the $OSp(1|4)$ invariant potential (i.e., a power of $\sigma^2 + 2 \bar{\theta} \theta$). A similar symmetry enhancement was shown to occur for $M = 3$ in [6].

Here we are interested first in deriving a spanning forest description for the $OSp(1|2M)$ theories. This can be useful in applying Monte Carlo simulations to such random cluster models, and confirming using them the upper critical dimensions (by observing at what dimensions the critical exponents become those of free field theory) as well as finding numerically the critical exponents in different space dimensions. We would also like to extend the correspondence to the Potts model that is known for the $M = 1$ sigma model, and was shown to be consistent with the $\epsilon$-expansion of the $M = 1$ field theory (3.4) in [7]. We are particularly interested in $M = 2$. In order to do that, we assume that the sigma model (3.1) and the field theory (3.3) have the same critical behavior, so that we can prove our claim using the sigma model. We start by deriving a fermionic representation of the sigma model, for which we know the spanning forest representation, and have derived an equivalent Potts theory.

### 3.1 Fermionic and forest representations

Let us start by solving the constraint (3.2) of the sigma model classically. The solution can be written as

$$
\sigma = \sum_{k=0}^{M} a_k (\bar{\theta} \theta)^k = e^{- \sum_{k=1}^{M} b_k (\bar{\theta} \theta)^k}
$$

(3.6)
where the sum can be truncated at $M$ since the higher powers vanish by the Grassmann algebra. The coefficients are given by

$$ a_k = (-2)^k \left( \frac{1/2}{k} \right), \quad b_k = \frac{2^{k-1}}{k} \quad (3.7) $$

The first few values are $a_k = (1, -1, -\frac{1}{2}, -\frac{1}{2}, -\frac{5}{8}, \cdots)$ (starting at $k = 0$) and $b_k = (1, 1, \frac{1}{2}, 2, \cdots)$ (starting at $k = 1$).

Thinking for the moment about this as a statistical model at inverse temperature $\beta$ in dimension $d$, the partition function of the model (3.1) is (below we restrict the delta function to the solution above, and do not include the other solution by definition)

$$ \int D\sigma D\theta D\bar{\theta} \delta(\sigma^2 - 1 + 2\bar{\theta}^i \theta^i) \exp \left[ -\frac{\beta}{2g^2} \int d^d x \left( (\partial_\mu \sigma)^2 + 2\partial_\mu \bar{\theta}^i \partial^\mu \theta^i \right) \right]. \quad (3.8) $$

Let us discretize the Euclidean space to be a lattice with spacing $a$. Then we get up to an overall factor of a power of 2 (from the delta functions)

$$ Z = \int D\theta D\bar{\theta} \prod \frac{1}{\sigma_x} e^{-\beta S} \prod \delta \left( \sigma_x - \sum_{k=0}^{M} a_k (\bar{\theta}_x^k \theta_x^k) \right) = \int D\theta D\bar{\theta} \exp \left[ \sum_{x} \sum_{k=1}^{M} b_k (\bar{\theta}_x^k \theta_x^k) + \frac{\beta a^{d-2}}{g^2} (\bar{\theta}_x^i \theta_x^i) + \frac{\beta a^{d-2}}{g^2} (\bar{\theta}_x^i \theta_x^i + \bar{\theta}_x^i \theta_x^i) + \frac{\beta a^{d-2}}{g^2} (\bar{\theta}_x^i \theta_x^i + \bar{\theta}_x^i \theta_x^i) \right] \bigg|_{\sigma_x = \sum_{k=0}^{M} a_k (\bar{\theta}_x^k \theta_x^k)}. \quad (3.9) $$

For $\sigma^2$ we can substitute the constraint in its original form

$$ Z = \int D\theta D\bar{\theta} \exp \left[ \sum_{x} \sum_{k=1}^{M} b_k (\bar{\theta}_x^k \theta_x^k) + \frac{\beta a^{d-2}}{g^2} (\bar{\theta}_x^i \theta_x^i) + \frac{\beta a^{d-2}}{g^2} (\bar{\theta}_x^i \theta_x^i + \bar{\theta}_x^i \theta_x^i) - \frac{\beta a^{d-2}}{g^2} d \sum_{x} (1 - 2\bar{\theta}_x^i \theta_x^i) + \frac{\beta a^{d-2}}{g^2} \sum_{(xy)k,l=0}^{M} a_k a_l (\bar{\theta}_x^k \theta_x^l) (\bar{\theta}_y^l \theta_y^k) \right]. \quad (3.10) $$

It is useful to explicitly write the first leading terms in the polynomials, resulting in several cancelations

$$ Z = \int D\theta D\bar{\theta} \exp \left[ \sum_{x} \sum_{k=1}^{M} b_k (\bar{\theta}_x^k \theta_x^k) - \frac{\beta a^{d-2}}{g^2} 2d \sum_{x} \bar{\theta}_x^i \theta_x^i + \frac{\beta a^{d-2}}{g^2} \sum_{(xy)} (\bar{\theta}_x^i \theta_x^i + \bar{\theta}_x^i \theta_x^i) - \frac{\beta a^{d-2}}{g^2} d \sum_{x} (1) + \frac{\beta a^{d-2}}{g^2} \sum_{(xy)k,l=1}^{M} a_k a_l (\bar{\theta}_x^k \theta_x^l) (\bar{\theta}_y^l \theta_y^k) + \frac{\beta a^{d-2}}{g^2} \sum_{x} (d) \right]. \quad (3.11) $$

Let us mention that while in the sigma model everything depends on the bilinear form, and so the OSp(1|2M) symmetry is manifest, this is no longer the case in this fermionic theory. The induced symmetry transformation is obtained by transforming the fermions only,
and substituting for any occurrence of the boson the result of the constraint. This gives a nonlinear transformation. In addition, the naive fermionic measure is not invariant under it. Together with the transformation of the measure, and the action, the full integral is invariant. This was done in [19, 23]. Note, however, that this supersymmetry transformation becomes trivial under (2.2), which maps only observables with even number of fermionic fields.

This expression (3.11) is of the form (2.1) and so can be described using spanning forests. Let us define

$$w = -\frac{\beta a d - 2}{g^2}.$$  \hspace{1cm} (3.12)

The structure of the graph $G$ is determined by the quadratic terms. More precisely, the off-diagonal quadratic terms determine the graph. To form the Laplacian term in (2.1), we should add to them quadratic diagonal terms that are fixed by the off-diagonal ones, so that the Laplacian matrix has vanishing sum of rows and columns, as we reviewed in section 2. The remaining quadratic diagonal terms are treated as mass terms so that they are perturbations in the spanning forests language. In our case, the graph is given by $M$ copies of a simple cubic lattice. There are no links between the $M$ copies. Within each copy, every two nearest neighbor sites are connected by one edge, with all edges being of the same weight $w$. This is shown in figure 3 for simplicity in two dimensions. Using the Laplacian matrix corresponding to this graph, we can write the partition function as

$$Z = \int D\theta D\bar{\theta} \exp \left[ \bar{\theta} L \theta + \sum_x \sum_{k=1}^M b_k (\bar{\theta}_x^i \theta_x^i)^k - w \sum_{\langle xy \rangle} \sum_{k,l=0}^M a_k a_l (\bar{\theta}_x^i \theta_x^i)^k (\bar{\theta}_y^j \theta_y^j)^l \right]. \hspace{1cm} (3.13)$$

This partition function has the representation (2.5). We can treat the interactions as containing no edges, and then the subgraphs $H$ in the statistical sum are spanning forests. In this case there are two kinds of elements of the interaction subgraphs $\Gamma$. One is given by a subset of the same vertex $x$ of the $M$ copies. The other is a subset of a pair of nearest neighbor vertices in the $M$ copies. The two vertices do not have to appear together in each copy. An example is shown in figure 4.
Figure 4. The types of subgraphs included in marking the trees of the forests.

Therefore, we get that the OSp(1|2M) sigma models are described equivalently by a spanning forests random model (2.5). In this formula, we should sum over spanning forests $H$. The subgraphs $\Gamma$ of the interactions used to mark the trees, and the corresponding coefficients $t_{\Gamma}$ are

- The mass term comes from the $b_1$ term. It corresponds to a subgraph $\Gamma$ consisting of a single vertex. The corresponding coefficient $t_{\Gamma}$ is $b_1 = 1$.

- Another class of $\Gamma$’s is the subgraph consisting of $k > 1$ distinct vertices, all in the same coordinates $x$, in $k$ out of the $M$ copies. Such a $\Gamma$ comes with a coefficient $t_{\Gamma}$ given by $b_k k! - 2dwa_k k!$.

- The last set of subgraphs consists of a nearest neighbor pair $xy$, where $x$ appears in any number $k$ out of the $M$ copies, and $y$ appears in $l$ out of the $M$ copies (with $k, l \geq 1$), and the corresponding coupling is $(-w) \cdot k! \cdot l! \cdot a_k a_l$.

In order to demonstrate the forest description in our case, let us consider for simplicity the case of $M = 2$ in two dimensions and include for demonstration just the $b_k$ interactions in (3.13). The interactions are

$$\sum_x b_1 \bar{\theta}_x^1 \theta_x^1 + \sum_x b_1 \bar{\theta}_x^2 \theta_x^2 + 2b_2 \sum_x \bar{\theta}_x^1 \theta_x^1 \bar{\theta}_x^2 \theta_x^2.$$  \hfill (3.14)

The partition function is given by a sum over spanning forest subgraphs $H$ of the graph $G$, where $G$ is two copies of the square lattice. For each $H$ first we give the usual weight of the product of edges. In addition, we should go over all the possibilities of marking it with the couplings from the interactions. An example of a particular $H$ is shown in figure 5. When we use the $b_1$ interactions which are connected, each connected component of $H$ (a tree) should have exactly one $b_1$ marking. The positions of the markings can be anything inside a component, and independent among the different components. So this contribution simply factorizes, and is the same as what we would have obtained in the product of partition
functions of \( M = 1 \) if we had only the \( b_1 \) interaction. This is expected since in this case the interaction in the Hamiltonian factorizes. However, the \( b_2 \) interaction marks two points on the two copies of the lattice, with the points having the same coordinates. A single \( b_2 \) interaction therefore marks two connected components. This gives a correlation between the two copies of the lattice, and the result no longer factorizes.

3.2 Dual Potts model for the OSp(1|4) theory

Given the fermionic representation (3.13), we can now apply the result of section 2 in order to get a Potts dual to the OSp(1|2M) theories. For these theories, the corresponding graph consists of \( M \) copies of the lattice, as we saw. Therefore we should use Potts variables \( \sigma_{x,i} \) with \( i = 1, \ldots, M \).

Let us consider specifically the case of \( M = 2 \). We listed the interactions, that is the set of \( \Gamma \)'s before, in (3.13). Using (2.3), we find the Hamiltonian (with the first term being fixed by the graph structure)

\[
H = - \sum_{\langle xy \rangle} \sum_{i=1}^{2} \log(1 + \sqrt{q}w)\delta_{\sigma_{x,i},\sigma_{y,i}} - \sum_{x} \sum_{i} \log(1 + \sqrt{q})\delta_{\sigma_{x,i},h} - \sum_{x} \log (1 + q(2 + 2dw)) \delta_{\sigma_{x,1,h},\sigma_{x,2,h}} - \sum_{\langle xy \rangle} \sum_{ij} \log(1 - wq)\delta_{\sigma_{x,i,h},\sigma_{y,j,h}} - \\
- \sum_{\langle xy \rangle} \sum_{i} \log(1 - wq^{3/2}) \left( \delta_{\sigma_{x,i,h},\delta_{\sigma_{y,1,h},\delta_{\sigma_{y,2,h}}} + (x \leftrightarrow y)} \right) - \sum_{\langle xy \rangle} \log(1 - wq^2)\delta_{\sigma_{x,1,h},\delta_{\sigma_{x,2,h}},\delta_{\sigma_{y,1,h}},\delta_{\sigma_{y,2,h}}}.
\]

We have proven that this theory is dual to the \( M = 2 \) fermionic theory we constructed, which in turn we showed to be equivalent to the sigma model for \( M = 2 \). We propose that it also has the same critical behavior as the OSp(1|2M) field theory for \( M = 2 \), eq. (3.5).
Note that in order to do perturbation theory in $g^2$, it is more natural to rescale $\theta \to w^{-1/2}\theta$ and similarly for $\bar{\theta}$. Doing that, we get instead the Potts model

$$H_{\text{pert}} = -\sum_{\langle xy \rangle} \sum_{i=1}^{2} \log(1 + \sqrt{q}) \delta_{\sigma_{x,i}, \sigma_{y,i}} - \sum_{x} \sum_{i} \log(1 + \sqrt{q} w^{-1}) \delta_{\sigma_{x,i}, h} -$$

$$- \sum_{x} \log \left( 1 + q(2w^{-2} + 2dw^{-1}) \right) \delta_{\sigma_{x,1}, h} \delta_{\sigma_{x,2}, h} - \sum_{\langle xy \rangle} \sum_{ij} \log(1 - w^{-1} q) \delta_{\sigma_{x,i}, h} \delta_{\sigma_{y,j}, h} -$$

$$- \sum_{\langle xy \rangle} \sum_{i} \log(1 - w^{-2} q^{3/2}) \left( \delta_{\sigma_{x,i}, h} \delta_{\sigma_{y,1}, h} \delta_{\sigma_{y,2}, h} + (x \leftrightarrow y) \right) -$$

$$- \sum_{\langle xy \rangle} \log(1 - w^{-3} q^2) \delta_{\sigma_{x,1}, h} \delta_{\sigma_{x,2}, h} \delta_{\sigma_{y,1}, h} \delta_{\sigma_{y,2}, h}. \quad (3.16)$$

Indeed, the interaction terms are suppressed by at least $g^2$. This includes the “mass term” in the fermionic description (the interaction quadratic in the fermions, corresponding to marking with a single vertex in the spanning forest description), which becomes a magnetic field term in the Potts language.

### 4 Forest representations of the OSp(1|4) theory

In section 3 we described explicitly the spanning forest description of the $M = 2$ theory, but we included only part of the interactions for demonstration purposes. In this section, we give the full random spanning forest model. In addition, when we consider disconnected interactions as we did above, we have contributions where we mark several connected components by a single interaction. This is similar in a sense to a non-local interaction. One may wish to have a description where this does not happen. In particular, this is expected to be more useful when simulating such statistical models. We will give in this section an equivalent spanning forest model where the components $H_i$ in (2.5) are always connected.

The full $M = 2$ theory, where now we include all the interactions, has a partition function given by a sum over spanning forests as in equation (2.5). Each edge of the forest is assigned the value $w$. The forests should be fully marked, where the markings are a special case of what we found in section 3, and are concretely:

- A single point in either of the two lattices, assigned the value 1.
- The point with the same coordinates marked on both lattices, assigned the value $2 + 2dw$.
- Two nearest neighbor points, each one appearing in one of the two lattices (could be the same one), assigned the value $(-w)$.
- Two nearest neighbor points, one appearing once and the other appearing in both lattices, assigned the value $(-w)$.
- Two nearest neighbor points appearing in both lattices, with the value $(-w)$. 
Given the description above, let us provide one direction to simplify the forest description of such a theory. The idea is based on the comment mentioned in section 2 that relates a disconnected nearest neighbor marking and the equivalent connected marking that differs only by the coupling constant. The main idea will be that we can trade a forest with a particular marking with another forest and its marking, in case there is a good correspondence between the two.

Let us start with two markings mentioned above, namely the one assigning to every vertex the value 1 and the one assigning to a pair of nearest neighbors on the same lattice the value $-w$. Let us repeat and rephrase the trading of the disconnected latter marking with a connected one. The disconnected $(-w)$ term can mark an $H_i$ if it has two tree components, each one having a vertex from the neighboring pairs. We can trade such a marking in favor of considering the tree obtained by adding the edge connecting the two neighbors to $H_i$, and marking this edge (instead of the two vertices on its ends). This gives us a good correspondence, since connecting two disconnected trees by a path is in one-to-one correspondence with the set of trees containing the added path (indeed, we cannot have a cycle since this would contradict the fact that the trees were disconnected before). This step is illustrated in figure 2.

The combination of this marking with the one of vertices is easy to describe. It gives for each vertex of a tree a value of 1 and for each edge a value of $-w$ (since the $w$ is absorbed into the edge value). They combine to give just 1 in total for every tree. In the case of $M = 1$, these are the only markings that we have, and so the partition function is just

$$\sum_{\text{Spanning forests } F} \prod_{e \in F} w_e.$$  \hspace{1cm} (4.1)

This is the same as the $q \to 0$ limit of the Potts model with nearest neighbor interaction. Note that in this description, the forests can be considered as unrooted, since we do not need to sum over forests together with their possible roots.

We can now extend the idea above. For the marking of two points with the same coordinates on both lattices, we can trade it with a marking where again we connect the two points by an edge, and mark this edge, giving the value $2 + 2dw$. Note that we assign $w_e = 1$ for edges going between the lattices. In fact, there are no such edges in the original construction. This is important, since such “virtual forests” differ from the original forests that we had. In the latter, we had to sum over all the markings of such forests. However, in the newly constructed forests, we do not build interactions on top of them, but rather only include the markings that were constructed by such a trade of markings. So, now we do have forests that connect the two lattices, but only with the markings that we specify.

Similarly, we can do with the two nearest neighbor pairs that appear each in a different lattice, giving us forests with edges that go between two neighbors but each one appearing on a different lattice. The weight of this marking is $(-w)$ as the edge between the lattices is assigned the value 1. These are shown in figure 6. For the case of two neighbors where one appears in one lattice and the other appears in both, we can connect now both the two points with the same coordinates between the lattices, and the two neighbors on the same lattice. This gives us the same kind of tree as in the first case, with a vertical edge going
between the lattices, but now there is a new marking of an edge inside a lattice that is attached to the vertex with the inter-lattice connection. The value assigned is \((-1)\) (since again \(w\) becomes an edge factor). Lastly, for two neighbors appearing in both lattices, we can introduce yet another marking of the same trees with vertical inter-lattice connections. This is a marking of an edge that appears in both lattices and connects to the inter-lattice vertices. The weight is \((-\frac{1}{2}w)\), see figure 6.

With these manipulations, we now have only connected markings, and so we can restrict the formula to \(H_i\)'s that are connected. The price to pay is that the weights assigned to trees are different depending on the type of tree. Concretely, we have

\[
Z_{M=2} = \sum_{H=(H_1,\ldots,H_l) \text{ spanning } H_i \text{ trees}} \left( \prod_{i=1}^{l} W(H_i) \right) \prod_{e \in H} w_e
\]

(4.2)

where now there are also edges connecting the two lattices (vertical ones, and edges going between nearest neighbors in terms of their coordinates). \(W(H_i)\) is given by

- For \(H_i\) a tree embedded in one lattice, \(W(H_i) = 1\).
- For \(H_i\) having a non-vertical (but nearest neighbor) inter-lattice connection, \(W(H_i) = -w\) as there is a single marking of the inter-lattice edge.
- For a tree with a vertical edge connecting the two lattices, with endpoints \(v_1\) and \(v_2\), we have \(W(H_i) = 2+2dw-d(v_1)-d(v_2)-\frac{1}{2w}d(v_1 \cap v_2)\) where \(d(v_i)\) is the degree of \(v_i\) in \(H\) in its lattice, and \(d(v_1 \cap v_2)\) is the number of edges with the same coordinates appearing in both lattices and belonging to \(H\) (one connecting to \(v_1\) and the other to \(v_2\)).

This gives a forest representation of this problem where we have only connected components. However, note that while forests can now go between the two lattices, there can be such an inter-lattice connection only up to at most once in each tree. We should mention that this is a sort of a non-local constraint on the trees.
5 Concluding remarks

We have discussed a dual Potts model for fermionic theories of the form (2.1) by using a spanning forest description. A simple way to phrase this description is that we have a random model of forests, that is, a gas of trees, each one assigned the value of the edges. For each forest, we need to go over all the ways to mark it with coupling constants, such that each tree has one root which is part of the interactions. Altogether we have random rooted forests. The trees correspond to regions where the Potts degrees of freedom align in the same direction.

We have used the fact that we can absorb all the edges in the subgraphs defining the interactions into the coupling constants, and thus could consider interactions made of vertices only. It would be interesting to provide a Potts description for these fermionic theories when we explicitly include edges as well. While the result is the same, different ways to describe it could be useful in the future. For example, marking with connected components may be simpler to simulate. One approach to achieve this while still using the form (2.1) was described in section 4.

Here we consider a fixed lattice for the theory, while critical phenomena on a random graph, which can be thought of as gravity, has been studied in [24–28]. This results in a random matrix theory, where the Potts degrees of freedom become matrices. It would be interesting to study the generalized matrix theory corresponding to the theories we introduce here [29]. One possible approach is to group several interacting vertices in the matrix theory and represent them by an effective interaction vertex, with a coefficient having a higher power of the vertex counting parameter (for context, see [24]).

There has been several recent developments in understanding the OSp(1|2M) theories, as we mentioned. In particular, for $M = 1$, it is well established that there is no phase transition in two dimensions, while there is a transition in higher dimensions [17, 18]. It is still important to understand what is the upper critical dimension for second order transitions. The recently introduced [6] field theories (3.3) provide a suggestion for the upper critical dimension for any $M \geq 1$, and it would be interesting to test this. The spanning forests discussed here or the Potts model could be useful for that.
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A Continuation of vector models under $N \to -N$

As was mentioned in the main text, the continuation of a bosonic vector model under $N \to -N$ is given by the same vector model where the commuting variables are replaced by anticommuting ones. The familiar argument for this is that every anticommuting loop gives a factor of $N$ and comes with a minus sign. There are two drawbacks to this argument.
First, it is manifestly valid only when the action is first order in the bilinear anticommuting term (that is, in interactions of the Yukawa type). This is why it is customary to introduce a Hubbard-Stratonovich field in other cases, such as in the quartic vector model. In the cubic model, given by (3.3) with $M = 1$, the action is already first order in the bilinear term. Second, this argument is perturbative in nature.

Here we give a short and formal argument for the same claim, which is not perturbative in nature, at least for a regularized theory. Consider a vector model with variables $\psi^i$. We can write the partition function as

$$
\int D\psi \exp \left[ -\int dx \left( \partial_\mu \psi^i \partial^\mu \psi^i + f(\bar{\psi}^i \psi^i) \right) \right] =
$$

$$
= \int DGD\Sigma D\psi \exp \left[ i \int dx dy \Sigma(x,y) \left( G(x,y) - \sum_i \bar{\psi}^i(x) \psi^i(x) \right) - \int dx \left( \frac{\partial}{\partial x^\mu} \frac{\partial}{\partial y^\mu} G(x,y) \right)_{x=y} + f(G(x,x)) \right] =
$$

where the plus sign corresponds to anticommuting fields and the minus sign to commuting fields. We see that the only dependence on the statistics of the fields and on $N$ comes in this exponent. Therefore, changing the statistics of the fields is accomplished by sending $N \to -N$.
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