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Abstract

Neonatal mortality figures are an important health’s problem, as the first month of life is the most vulnerable time for survival. Factors associated with neonatal mortality are complexly and influenced by the maternal and newborn biological characteristics, social conditions and the care provided by the health services. The aim of this study was investigated the association between features related and neonatal mortality risk in Brazil. Data came from two surveys: The Mortality Information System and Information System on Live Births. The final sample was composed of 302,943 children between 2006 and 2016. We highlight the proposition of a new approach based on machine learning to address the problem of neonatal mortality death risk classification. The results using three different machine learning classifiers points toward expressiveness of features, being newborn weight, Apgar at the first and fifth minute, congenital malformations, gestational weeks and number of prenatal appointments the six more expressive.
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Introduction

The decline in mortality is one of the greatest achievements of civilization. Unlike in developed countries, mortality declines in developing countries occurred at different time and rhythm (Palloni and Pinto Aguirre, 2011). As well as the case in Latin American countries, in Brazil, there was a significant improvement in life years after the 1930s. The importation of medical technologies associated with public health measures, such as immunizations, allowed for faster advances and in a short period.

In Brazil, mortality started declining, mostly at young ages, around 1940. Infant mortality decreased from 135 to 20 per thousand live births between 1950 and 2010. Between 1991 and 2010, the infant mortality rate dropped to 16.2 deaths per 1,000 live births and life expectancy at birth increased from about 50 to about 73 years over the same period (IBGE, 2010). The largest contribution to gains in life expectancy was due to falling infant mortality (Vasconcelos and Gomes, 2012). The changes in fertility have been even more remarkable, and with more dramatic implications. The average Brazilian woman had more than six children in the early 1960s and currently has less than two. Over time these changes in mortality and fertility alter the population age structure.

In 2014, about 7 million children below five years of age still died around the world. Of which, 3.4 million deaths occurred in sub-Saharan Africa, 2.3 million in South Asia, and fewer than 100,000 in the developed world. Globally, this death toll represents more than one child death every 5s. The vast majority of these children have died from diseases preventable or treatable with simple and low-cost medical techniques. Despite this depressing toll, tremendous progress has been achieved since the 1950s.
Worldwide, the proportion of children dying below five years of age declined from about 200 per 1,000 births around 1950 to 120 per 1,000 in 1980–85, and further to about 55 per 1,000 in 2005–10. Compared to the conditions of the 1950s, improvements in health care and sanitation have resulted in the survival of nearly 20 million children who would have died every year (Barbieri, 2015). In this transition process of mortality in Brazil, we can highlight the reduction in infant mortality for infectious and parasitic diseases, which are mainly risk factors associated with better life and sanitary conditions, hygiene, nutrition, access and care health.

Infant Mortality Rate (IMR) and Neonatal Mortality Rate (NMR) are an important measure of health in a population as a crude indicator of the poverty and socioeconomic level as availability and quality health services and medical technology in a specific region. A decrease in NMR and IMR results in the improvement of infant mortality and survival, which can positively influence the national public state of health (Chung et al., 2011). The neonatal mortality accounts to approximately 60% of the infant mortality in developing countries (Singha et al., 2016). This dimension of infant mortality is important because, for the World Health Organization (WHO, 2018) and United Nations Children’s Fund (UNICEF, 2015), the first month of life is the period which the child is more vulnerable.

Infant Mortality is a worldwide concern in public health as defined by the United Nation (UN) as the global development goals when setting as target the reduction of the infant mortality until 2015. Brazil achieved this Millennium Development Goal, but national rates do not reveal the persistent inequalities remaining between geographic regions and population groups. Regions and populations with lower incomes are at
greater risk of infant death. In addition to the disparities arising from socioeconomic and geographic factors, infants in the first week of life (early neonatal death) did not reduce satisfactorily and now represent the greatest challenge to the advancement of addressing infant mortality in the country (Ministry of Health, 2015).

The problem of infant mortality in Brazil has become relevant, since the available data and their respective analyzes point out to the persistence of disparities between regions, states and populations with different socioeconomic characteristics, despite the constant tendency of general decline (Ministry of Health, 2015).

Developed countries have on average four neonatal deaths per 1,000 live births and, in Brazil, we had a neonatal mortality rate in 2017 of approximately nine deaths per 1,000 live births. Since the enactment of the Federal Constitution of 1988, a large part of the burden of coping with neonatal mortality has been imposed on municipalities, which have taken on a prominent position in the implementation of public health policies (Machado et al., 2015).

In 2003, Mosley and Chen proposed a hierarchical model based on the hypothesis that socioeconomic factors determine behaviors, which, in turn, have an impact on a set of biological factors. According to their model, biological factors are those directly responsible for the death. The hierarchical model brings a great advance to the development of public policies, since information coming from studies that are limited to only a group of risk factors result in inadequate recommendations to assess the deaths among children, as they present a limited vision of the phenomenon. Therefore, factors associated with neonatal mortality are complexly articulated and influenced by the maternal and newborn biological characteristics, social conditions and
the care provided by the health services (Nascimento et al., 2012; França and Lansky, 2016). We believe that different characteristics of the mother and the newborn as maternal obstetrics, related to the newborn and related to care assistance on prenatal and delivery can predict neonatal mortality more than socioeconomic characteristics of the mother.

There has been growth in the volume of demographic and epidemiology studies in Brazil that explore the connection between specific factors related to infant and neonatal mortality, but that use traditional regression models (Duarte and Mendonça, 2005; Nascimento et al., 2012; Lima et al., 2012; Migoto et al., 2018; Garcia et al., 2019). It is important to recognize, therefore, the need for the use of specialized tools to increase the power of the studies with the aim of to allow the visualization and manipulation of data from large population segments, thus enabling the formulation of follow-up indicators. Neonatal mortality is a complex phenomenon, involving interactions of several characteristics and requiring a large volume of data for its full understanding. Machine learning methods have great potential for a better understanding of the interactions between different factors but are rarely used in neonatal mortality studies in Brazil. Thus, the application of machine learning in this context is innovative to the Brazilian reality. With models that make such analyses more efficient and effective, in addition to preventing neonatal deaths, it is also intended to improve the care provided to women, as there is frailty in the integration between prenatal care and delivery care.

The aim of this study was to predict risk of neonatal death and to assess the feature importance based on machine learning approaches between 2006 and 2016 in
Brazil. The hypothesis of the present research is that neonatal mortality is a complex phenomenon, involving interactions of several characteristics and requiring a large volume of data for its full understanding. In this sense, we believe that traditional regression models may not be enough to understand this problem, since the assumptions of parametric modelling are unrealistic for investigations of this nature.

**Material and Methods**

The present study is an observational, retrospective cohort study based on secondary data of births and deaths of infants related with this cohort in Brazil between 2006 and 2016. Data came from by *Sistema de Informação sobre Mortalidade* (SIM — Mortality Information System) and *Sistema de Informação sobre Nascidos Vivos* (SINASC- Live Birth Information System) from DATASUS (Health Informatics Department of the Brazilian Ministry of Health). To identify the deaths related with the cohort, the Federal Infant and Fetal Death Investigation Module was used, which automatically pairs the infant death declarations (DD) and their respective birth declarations (BD), based on the BD number.

Figure 1 illustrates an overview of the process to linkage the data from SIM with data from SINASC and data cleaning aiming at having characteristics of the newborn, demographic and socioeconomic characteristics of the mother and whether the newborn died before the 28th day of life or not. The linkage technique was used to relate the datasets through the application of the deterministic method, that is, we use the common variable for both systems, Number of Live Birth Statement (NUMERODN).
In order successfully link these datasets it was necessary that NUMERODN field be completed in the death certificate and, despite the fact that it is mandatory to fill this field in the deaths up to one year of age, only 38% were fulfilled (n=208,391). From this percentage, it was possible to join the two datasets in 95% of the cases resulting in a large dataset that we call BRNeoDeath with initially 30,873,500 observations.

After the process of linkage, from our entire dataset, we keep a sub-sample of 10% randomly selected data (respecting classes distribution) without doing any preprocessor. This kind of procedure is strongly applied in challenges involving machine learning and data driven approaches and it is performed to allow a fair comparison between different methods proposed to solve the same problem. With the other 90%, we applied a data cleaning to remove inconsistencies such as duplicate observations and categories not in the data dictionary. It was chosen for these cases to exclude the observation. Besides that, to take care of the missing data we perform two different approaches. For variables initially continuous, such as weight and mother age, we use the mean of that given column while. For variables categorical, we used the most frequent value of that given category resulting in a dataset with a sample of neonatal death of 151,473 observations and 28,210,886 of born alive.

As we can see, the BRNeoDeath have unbalanced class distribution, where the percentage of death class samples are outnumbered by the percentage of living class samples, being 99.4% of the living class, and just 0.6% of the dead class. This problem is often referred to in the literature as the ‘class imbalance’ and can generate low performance classifiers, especially when predicting low (minority) represented classes (Prati et al., 2009). Given the nature of unbalanced datasets, we use a sub-sample from
BRNeoDeath. That sub-sampled dataset consists of all the positive samples (death class) and the same amount of negative samples (alive class) randomly selected across the entire dataset resulting in a sub-sample of 302,943 observations, representing the final sample.

Figure 1: Flowchart of the process to linkage the data from SIM and SINASC for balanced dataset

For the present investigation, the variables were divided by: (1) demographic and socioeconomic maternal conditions: maternal age (8-14, 15-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49, 50 or more years), maternal education (0, 1-3, 4-7, 8-11, 12 or more), marital status (single, married/stable relationship, widowed, separated/divorced) and race/skin color (white, black/brown, yellow, indigenous); (2) maternal obstetrics: number of live births (0-3, 4-7, 8-10, 11 or more live births), fetal losses (0 - 3, 4 - 7, 8 - 10, 11 or more), number of previous gestation (0-3, 4-7, 8-10, 11-14, 15 or more),
number of normal labor (0-3, 4-7, 8-10, 11-14, 15 or more) and number of cesarean labor (0-3, 4-7, 8-10, 11-14, 15 or more), type of pregnancy (single, double, triple or more); (3) related to the newborn: newborn weight (< 2,500; 2,500-2,999; 3,000-3,999; 4,000 or more grams-g), gestational weeks (< 22, 22-27, 28-31, 32-36, 37-41, 42 or more weeks), Apgar at the first minute (0 - 3: severe, 4 - 6: moderate, 7: light, 8-10: optimum), Apgar at the fifth minute (0 - 3: severe, 4 - 6: moderate, 7: light, 8-10: optimum), and congenital malformations (yes, no) and type of presentation of the newborn (cephalic, podalic or breech, shoulder); (4) related to previous care: number of prenatal appointments (0, 1-3, 4-6, 7 or more), labor type (vaginal, cesarean section), cesarean section occurred before labor (yes, no, not apply), labor induced (yes, no), childbirth care (doctor, nurse, midwife, other) and Robson 10-groups classification. Robson 10-groups is a measure of cesarean rate assessment and monitoring. This classification distributes women into 10 groups bases on five characteristics: early labor (spontaneous, induced or cesarean), gestational age, fetal presentation, number of fetuses and parity (nulliparous, multiparous with and without previous cesarean section). The Robson 10-groups was divided: Group 1: Nulliparous with single cephalic pregnancy, greater than 37 weeks of gestation in spontaneous labour; Group 2: Nulliparous with single cephalic pregnancy, greater than 37 weeks gestation who either had labour induced or were delivered by caesarean section before labour; Group 3: Multiparous without a previous uterine scar with single cephalic pregnancy, greater than 37 weeks gestation in spontaneous labour; Group 4: Multiparous without a previous uterine scar, with single cephalic pregnancy, greater than 37 weeks gestation who either had labour induced or were delivered by caesarean section before labour; Group 5: All
multiparous with at least one previous uterine scar, with single cephalic pregnancy, greater 37 weeks gestation; Group 6: All nulliparous women with a single breech pregnancy; Group 7: All multiparous women with a single breech pregnancy, including women with previous uterine scars; Group 8: All women with multiple pregnancies, including women with previous uterine scars; Group 9: All women with a single pregnancy with a transverse or oblique, including women with previous uterine scars and Group 10: All women with a single cephalic pregnancy less than 37 weeks gestation, including women with previous scars.

Descriptive statistics were calculated for all variables. In order to analyze the main determinants of the neonatal death risk in Brazil, the present study used the Machine Learning models. Three algorithms were tested and analyzed: Random Forest, Extreme Gradient Boosted Trees (XGBoost) and Support Vector Machine. The algorithms used were able to classify the determinants, highlighting the most powerful determinants.

Machine learning models were used across one round of experiments using different metrics to measure to identify its effectiveness in neonatal death risk classification task.

**Machine Learning Methods**

The Machine Learning method is useful as a replacement or complement to parametric regression. Unlike traditional regression-based approaches, machine learning does not impose a parametric model linking a dependent variable with independent variables. The key idea is to let the algorithm find the path to the result
and links between the independent variables. This way it is possible to automatically look for relationships and interactions between the independent variables. Moreover, collinearity and assumption violations are not important concerns depending on the chosen algorithm (De Rose and Pallara, 1997; Billari et al., 2006).

There are two broad categories of Machine Learning techniques, ‘supervised’ learning and ‘unsupervised’ learning. ‘Unsupervised learning’ focuses on methods for finding patterns in data and for data reduction (Kuhn and Johnson, 2013). Unsupervised learning is widely used to group unlabeled data based on the similarity of characteristics, while supervised learning is appropriate for predictive modelling by constructing some relationships between socioeconomic characteristics, childbirth (as inputs) and the outcome of interest (as a result of this study, neonatal mortality). The present analysis used supervised learning in a balanced dataset.

Although the primary purpose of these techniques is to build a predictive model, these methods can usefully be used to examine how a (potentially large) set of independent variables is linked to an outcome. Therefore, these techniques can be used as a nonparametric alternative to regression-type approaches by studying the relationships between a set of independent variables and a dependent variable (Kuhn and Johnson, 2013).

An individual feature of supervised algorithms is that the building model is data-driven so that they can automatically adjust to complex relationships, overcoming mainly variable selection and model building efforts. More specifically, Machine Learning algorithms can automatically detect nonlinearities and no additives. These algorithms can be useful for improving data analysis because of their flexibility,
particularly when dealing with large data sets (in terms of sample size and the number of covariates).

**Data preprocessing**

Transformations of predictor variables may be required. Some modelling techniques may have strict requirements, such as predictors having a common scale. Most data sets require some degree of preprocessing to expand the universe of possible predictive models and optimize the predictive performance of each model (Kuhn and Johnson, 2013). In the present study, all variables that were continuous were transformed into categorical (maternal age, Apgar at the first minute, Apgar at the fifth minute, number of live births, fetal losses, number of the previous gestation, number of normal labor and number of cesarean labor). So it was possible to transform all the variables so that the machine learning models could interpret the categories of each variable ordinally presented, the hierarchical relationship between categories, that means that the model could understand that the higher the category value is, more effective it is.

The transformation adopted was that of one hot encoding, that is the process by which all categorical variables were transformed into dummy variables. This process generates a vector of N positions for each existing feature, where N is given by the number of unique values (different categories in that feature). Position matching feature category is filled with 1 while rest of positions is filled with 0. For example, the marital status variable has four categories, each of these categories turned into a column where each position was filled with zero and one depending on the occurrence of that category. Data were separated by 80% for training and 20% for testing.
**Metrics**

From the confusion matrix illustrated below (Figure 2), it was possible to calculate the main measures that were used for the comparison of the algorithms. Each algorithm generated the confusion matrix values. Rows are the actual classes and columns are the predicted classes. The diagonal values will be the values that the model generated as correct predictions.

![Confusion matrix](image)

Figure 2: Confusion matrix for estimating metrics

The following metrics were calculated: (1) accuracy: determines the number of predictions made correctly by the model overall predictions made; (2) sensitivity: ratio of true positives to true positives plus false negatives; and (3) specificity: ratio of true negatives to true negatives plus false positives.

Besides that, we use as metric the Receiver Operating Characteristic Curve (ROC Curve) that is a graphical representation that allows to measure behavior of a binary classifier system as its discrimination threshold is varied. Y-axis report True Positive Rate - TPR (also named Sensitivity) while X-axis report True Negative Rate - TNR (also named


Specificity). Area below the ROC curve (graph with sensitivity on one axis and specificity on the other) indicates the choice of the cutoff point for the best combination of sensitivity and specificity measurement. Area Under a Curve (AUC) represents the integral under ROC Curve values.

Models Construction

The last step of the proposed method consists in construct and evaluation the performance of three machine learning algorithms (support vector machine, random forests, XGBoost) to classify samples according to its death risk. Chosen given their good results achieved on health problems.

Support Vector Machines (SVM) (Cortes, 1995), is one of the most common methods applied on supervised classification problems mainly because it’s excellent accuracy and generalization properties (Podda et al., 2018; Hsieh et al., 2018). The basic concept behind SVM consists in finding a hyper-plane that can separate data according to their classes. To accomplish this task the method projects features into an M dimensional space using kernel application.

Tree-based methods provide easy comprehension of their outcomes, as well as the interaction between features used for classification. Random Forests are a specific kind of tree-based method that generates multiple trees with a random subset of features for training and testing, leading to higher diversity and more robust predictions (Breiman, 2001). This kind of approach has a good performance in different literature problems, including prediction in different contexts of child mortality using features related with child and mother (Nguyen, 2016; Pan, 2017; Podda et al., 2018).
XGBoost has been proposed to push the limits of processing power for boosted trees algorithms. These techniques have been refined to extract most of the system hardware in order to provide a high-quality model. The method explores a sparsity-aware algorithm for sparse data and weighted quantile sketch for approximate tree learning (Chen and Guestrin, 2016). A variant of this model has been used in Podda et al. (2018), the Gradient Boosting Machine (GBM), presenting good performance on predicting preterm infant survivor.

The methods were implemented using Python programming language (3.6), along with the Scikit-Learn (0.21.2), XGBoost (0.90), Pandas (0.24.2), Matplotlib (3.1) and Shap (0.29.3) libraries. All the experiments were performed using a machine with 40 CPU cores, 4 GPU TitanX 12 GB, 120 GB of RAM and 8 TB of storage, running Ubuntu 18.04 (64 bits).

Results

In Brazil, as shown in Figure 3, the Infant Mortality Rate has decreased over the years. However, the Neonatal Mortality Rate has represented a higher proportion of Infant Mortality cases. Between 2006 and 2016, the infant mortality rate dropped to approximately 13 deaths per 1,000 live births. The neonatal mortality rate decreased from 11 deaths to about 9 per 1,000 live births in the same period.
Figure 3 - Participation of the Neonatal Mortality in the Infant Mortality, Brazil, 2006 – 2016

Source: SIM, SINASC, 2006-2016.

Table 1 displays the characteristics of the sample. Most mothers were between 15 and 29 years old, but mother’s age was predominantly 20 to 24 years old (25.95%); 50.88% of the mothers had 8 to 11 years of education; 54.80% were either married or in a stable relationship; 64.61% were black/brown. Most mothers had 0 to three children (96.73%). About 99.85%, 97.92%, 98.70%, and 99.52% had 0 to three fetal losses, previous gestation, normal labor and cesarean labor, respectively. Approximately 93.81% had a single pregnancy; 40.49% of the newborns were born weighing less than 2,500 grams and 38.80% had 3,000 to 3,999 grams; 60.99% had 37 to 41 gestational weeks. Most babies scored eight to 10 on Apgar in the first and fifth minutes (29.16 and 60.86, respectively).
About 44.72% had seven or more prenatal appointments; 52.34% vaginal labor; 97.31% childbirth care for the doctor; and 26.05% were Robson Classification Group 2.

Approximately 53.8% of the men babies died in the period. Figure 4(a) and Figure 4(b) showed the number of days until death in neonatal death cases for the total and sex, respectively. Figure 4(a), point toward death happening until 6\textsuperscript{th} day after delivery in 75% of samples. The median was until 2 days after birth. For sex, this analysis showed toward death happening until 2 days for 50% and 6\textsuperscript{th} day after delivery in 75% of samples for both sexes.
Table 1: Relative Distribution (%) of demographic, socioeconomic, maternal obstetrics, related to newborn and previous care characteristics in Brazil, 2006-2016.

| Variables                               | N (302,943) | %    |
|-----------------------------------------|-------------|------|
| Demographic and socioeconomic maternal conditions |             |      |
| Maternal age                            |             |      |
| 8-14                                    | 11,041      | 3.64 |
| 15-19                                   | 72,611      | 23.97|
| 20-24                                   | 78,607      | 25.95|
| 25-29                                   | 66,587      | 21.98|
| 30-34                                   | 45,816      | 15.12|
| 35-39                                   | 22,589      | 7.46 |
| 40-44                                   | 5,381       | 1.78 |
| 45-49                                   | 292         | 0.10 |
| 50 or more years                        | 19          | 0.01 |
| Maternal education                      |             |      |
| 0                                       | 4,386       | 1.45 |
| 1-3                                     | 18,946      | 6.25 |
| 4-7                                     | 81,208      | 26.81|
| 8-11                                    | 154,137     | 50.88|
| 12 or more                              | 44,266      | 14.61|
| Marital status                          |             |      |
| Single                                  | 166,009     | 54.80|
| Married/stable relationship             | 133,284     | 44.00|
| Widowed                                 | 2,967       | 0.98 |
| Separated/divorced                      | 683         | 0.23 |
| Race/skin color                         |             |      |
| White                                   | 105,320     | 34.77|
| Black/brown                             | 195,718     | 64.61|
| Yellow                                  | 513         | 0.17 |
| Indigenous                              | 1,392       | 0.46 |
| Maternal obstetrics                     |             |      |
| Number of live births                   |             |      |
| 0-3                                     | 293,027     | 96.73|
| 4-7                                     | 8,815       | 2.91 |
| 8-10                                    | 778         | 0.26 |
| 11 or more                              | 323         | 0.11 |
| Fetal losses                            |             |      |
| 0 – 3                                   | 302,494     | 99.85|
| 4 – 7                                   | 411         | 0.14 |
| 8 – 10                                  | 33          | 0.01 |
| 11 or more                              | 5           | 0.00 |
| Number of previous gestation            |             |      |
| 0-3                                     | 296,649     | 97.92|
| 4-7                                     | 5,562       | 1.84 |
| 8-10                                    | 586         | 0.19 |
| 11-14                                   | 131         | 0.04 |
| 15 or more                              | 15          | 0.00 |
### Continuous Variables

| Variables                  | N (302,943) | %     |
|----------------------------|-------------|-------|
| Number of normal labor     |             |       |
| 0-3                        | 299,005     | 98.70 |
| 4-7                        | 3,455       | 1.14  |
| 8-10                      | 402         | 0.13  |
| 11-14                     | 70          | 0.02  |
| 15 or more                | 11          | 0.00  |
| Number of cesarean labor   |             |       |
| 0-3                        | 301,495     | 99.52 |
| 4-7                        | 1,430       | 0.48  |
| 8-10                      | 9           | 0.00  |
| 11-14                     | 6           | 0.00  |
| 15 or more                | 3           | 0.00  |
| Type of pregnancy         |             |       |
| Single                    | 284,177     | 93.81 |
| Double                    | 17,644      | 5.82  |
| Triple or more            | 1,122       | 0.37  |

### Related to the newborn

| Newborn weight (g)         | N          | %     |
|----------------------------|------------|-------|
| < 2500                     | 122,664    | 40.49 |
| 2500-2999                  | 53,268     | 17.58 |
| 3000-3999                  | 117,544    | 38.80 |
| 4000 or more               | 9,467      | 3.13  |
| Gestational weeks          |            |       |
| < 22                       | 5,562      | 1.84  |
| 22-27                      | 42,644     | 14.08 |
| 28-31                      | 25,643     | 8.46  |
| 32-36                      | 39,487     | 13.03 |
| 37-41                      | 184,752    | 60.99 |
| 42 or more                 | 4,855      | 1.60  |
| Apgar at first minute      |            |       |
| 0 – 3: severe              | 75,217     | 24.83 |
| 4 – 6: moderate            | 57,798     | 19.08 |
| 7: light                   | 81,591     | 26.93 |
| 8-10: optimum              | 88,337     | 29.16 |
| Apgar at fifth minute      |            |       |
| 0 – 3: severe              | 40,121     | 13.24 |
| 4 – 6: moderate            | 45,143     | 14.90 |
| 7: light                   | 33,308     | 10.99 |
| 8-10: optimum              | 184,371    | 60.86 |
| Congenital malformations   |            |       |
| No                         | 22,721     | 92.50 |
| Yes                        | 280,222    | 7.50  |
| Type of presentation of the newborn | | |
| Cephalic                   | 287,251    | 94.82 |
| Podalic or breech          | 14,686     | 4.85  |
| Shoulder                   | 1,006      | 0.33  |
### Continuous Variables

| Related to previous care | N (302,943) | %    |
|--------------------------|------------|------|
| Number of prenatal appointments |            |      |
| 0                        | 16,252     | 5.36 |
| 1-3                      | 47,936     | 15.82|
| 4-6                      | 103,288    | 34.09|
| 7 or more                | 135,467    | 44.72|
| Labor type               |            |      |
| Vaginal                  | 158,560    | 52.34|
| Cesarean section         | 144,383    | 47.66|
| Cesarean section occurred before labor | |      |
| No                       | 129,823    | 42.85|
| Yes                      | 122,822    | 40.54|
| Not apply                | 50,298     | 16.60|
| Labor induced            |            |      |
| No                       | 280,479    | 92.58|
| Yes                      | 22,464     | 7.42 |
| Childbirth care          |            |      |
| Doctor                   | 294,807    | 97.31|
| Nurse                    | 6,087      | 2.01 |
| Midwife                  | 1,114      | 0.37 |
| Other                    | 935        | 0.31 |
| Robson 10-groups classification |       |      |
| Group 1                   | 41,016     | 13.54|
| Group 2                   | 78,912     | 26.05|
| Group 3                   | 57,390     | 18.94|
| Group 4                   | 7,314      | 2.41 |
| Group 5                   | 42,574     | 14.05|
| Group 6                   | 4,528      | 1.49 |
| Group 7                   | 5,444      | 1.80 |
| Group 8                   | 7,997      | 2.64 |
| Group 9                   | 825        | 0.27 |
| Group 10                  | 36,213     | 11.95|
| Group 11                  | 20,730     | 6.84 |

Source: SIM, SINASC, 2006-2016.
When analyzing feature newborn weight, 72.70% of newborns who died before the 28 days of life (death class) had insufficient weight - below 2,500 grams, whereas in the alive class only 8.30% were underweight. In relation to maternal age, in death class, that more than 35 years old showed higher neonatal mortality compared to younger mothers. Mothers with 12 or more years of education and with 7 or more prenatal appointments experienced lower neonatal mortality (13.1% and 29.4%, respectively).
Furthermore, results for gestational weeks showed that 47.7% of death class occurred below 31 weeks of gestation, had a severe or moderately severe evaluation, while 91.5% of the alive class had the mothers had more than 37 weeks of gestation (Table 2).

Table 2: Relative Distribution (%) of balanced class distribution for death and alive according selected characteristics in Brazil, 2006-2016.

| Variables                  | Alive (%) | Death (%) |
|----------------------------|-----------|-----------|
| Maternal age               |           |           |
| 8-14                       | 2.8       | 4.5       |
| 15-19                      | 22.9      | 25.0      |
| 20-24                      | 27.2      | 24.7      |
| 25-29                      | 23.3      | 20.6      |
| 30-34                      | 15.5      | 14.7      |
| 35-39                      | 6.9       | 8.1       |
| 40-44                      | 1.4       | 2.2       |
| 45-49                      | 0.1       | 0.1       |
| 50 or more years           | 0.0       | 0.0       |
| Maternal education         |           |           |
| 0                          | 1.3       | 1.6       |
| 1-3                        | 6.3       | 6.3       |
| 4-7                        | 26.3      | 27.3      |
| 8-11                       | 50.1      | 51.7      |
| 12 or more                 | 16.1      | 13.1      |
| Number of prenatal appointments |         |           |
| 0                          | 2.3       | 8.5       |
| 1-3                        | 7.8       | 23.9      |
| 4-6                        | 29.9      | 38.3      |
| 7 or more                  | 60.1      | 29.4      |
| Newborn weight (g)         |           |           |
| < 2500                     | 8.3       | 72.7      |
| 2500-2999                  | 24.1      | 11.1      |
| 3000-3999                  | 63.0      | 14.6      |
| 4000 or more               | 4.6       | 1.6       |
| Gestacional weeks          |           |           |
| < 22                       | 0.0       | 3.6       |
| 22-27                      | 0.3       | 27.9      |
| 28-31                      | 0.7       | 16.2      |
| 32-36                      | 7.5       | 18.6      |
| 37-41                      | 89.4      | 32.6      |
| 42 or more                 | 2.1       | 1.2       |

Source: SIM, SINASC, 2006-2016.

We evaluate the proposed method on a dataset and an average ROC curve for each machine learning method. All evaluated methods present a similar performance
on average, with ROC curves almost overlapped and an AUC of 93.93%, 92.56% and 92.43% for XGBoost, Random Forests (RF) and Support Vector Machine (SVM), respectively (Figure 5). In Figure 6, we depict the confusion matrix for all evaluated classifiers at the best threshold point of the ROC Curve. Accuracy reported on optimal ROC curves for Random Forest, Support Vector Machine and XGBoost are 87%, 88% and 89%, respectively.

Figure 5 - ROC Curve for all the evaluated models

![ROC Curve for all the evaluated models](source)

Source: SIM, SINASC, 2006-2016.

Figure 6 - Confusion matrix at the optimal ROC Curve point for evaluated classifiers

![Confusion matrix at the optimal ROC Curve point for evaluated classifiers](source)

Source: SIM, SINASC, 2006-2016.
The feature importance is a measurement that can point out the features with major relevance in our models. Using an XGBoost model, which was the model with the best performance, the results showed that the variables presenting a higher degree of importance (highly correlated with label class) were the newborn weight, Apgar at the fifth minute, congenital malformations, Apgar at first minute, gestational weeks and number of prenatal appointments. Maternal characteristics was not important (Figure 7).

Figure 7 - Feature Importance for XGBoost model

Source: SIM, SINASC, 2006-2016.
Discussion

The present study assessed the risk of neonatal death and the feature importance based on machine learning approaches between 2006 and 2016 in Brazil.

Although the infant mortality rate has decreased over the years, the results revealed the neonatal mortality rate has represented a higher proportion in infant mortality cases in the period analyzed. Other studies have shown similar results. Gaíva et al. (2013) found an increase in neonatal deaths and the decrease in post-neonatal deaths in the city of Cuiaba in 2010. Most of the neonatal deaths worldwide occur 75% in the first week of life and more than half happens in the first 24 hours (WHO, 2018). In Brazil, demographic and epidemiological studies indicates this behavior is not different, being 70% on the first week and more than 50% in the first 24 hours (França and Lansky, 2009). In poor countries of Africa, neonatal deaths account for slightly more than 30% of infant mortality, in view of the unfavorable living and health conditions of the population that elevate post-neonatal mortality (Waldemar et al., 2010).

Mortality in the first days of life express the complex conjunction of biological, socioeconomic and care factors related to the protection of pregnant women and newborns (Duarte, 2005). According to UNICEF, in global scale, 2.5 million children died in the first month of life in 2017 alone – approximately 7,000 neonatal deaths every day – most of which occurred in the first week, with about 1 million dying on the first day and close to 1 million dying within the next six days.

An interesting relationship investigated in the present study was represented by sex of dead newborns and the number of survived days. United Nations (2011) point toward some biological advantage in women in relation to newborn men. Women have
less vulnerability to perinatal conditions congenital anomalies and lower respiratory, intestinal infections, presenting higher survival rates in the first year of life. Despite women present a lower percentage of death in the neonatal mortality rate, we found that the number of survived days was similar for men and women.

In fact, neonatal mortality is still a problem for Brazil, but reducing infant mortality reflects an increase of public investments on public health that happened in the last years.

Some demographic, socioeconomic, maternal, infant and health care assistance-related aspects contribute to these deaths. Machine learning models revealed that newborn weight, Apgar at the fifth minute, congenital malformations, Apgar at the first minute, gestational weeks and number of prenatal appointments were the six most relevant features for neonatal deaths in Brazil.

Approximately one-quarter (28%) all children worldwide are born with low birth weight (Lai et al., 2017) and roughly 60 and 80% of all neonatal deaths are associated with this factor (Nascimento et al., 2012). Low birth weight infants are more vulnerable to pulmonary immaturity problems and metabolic disorders, which may cause or aggravate some events that affect them, increasing the risk for mortality. Thus, low weight and poor ratings in Apgar 1 and 5 minutes are warnings for possible future complications in the child, creating an alert on the risk of this newborn dying in the first days of life. Furthermore, the study of Nascimento et al. (2012) identified greater neonatal mortality among premature and low birth weight. Low birth weight is considered a marker of social risk related to precarious socioeconomic conditions and maternal behavior in relation to health care.
Moreover, low birth weight can be understood as a sentinel event for healthcare services, which indicates the low quality of prenatal care and the need for training the staff in order to improve the identification of and the care provided to these groups of patients. Other actions such as increased access to prenatal care, compliance with protocols, and use of the proper criteria for high-risk pregnancies, suggested by the Ministry of Health, could directly reduce low birth weight and low Apgar scores (Gaíva et al., 2013).

Malformation can be caused by genetic and environments factors (e.g. use of alcohol and tobacco during the pregnancy) (Mendes et al., 2018). This information is relevant because some congenital genetic, infectious, or environmental-related anomalies can be prevented through the implementation of public policies and an adequate offer of health services.

In turn, prenatal care represents the most important protection for neonatal and infant survival, a situation confirmed by this study. These findings are somewhat in line with other research that focused on an insufficient number of prenatal visits and increased neonatal deaths (Nascimento et al., 2008). In the present study, 70.7% of the mothers that lost their babies made less than 7 prenatal appointments.

Prematurity (less than 37 weeks) are recognized as relevant factors for infant death, especially early neonatal death (Victora et al., 2001; Martins et al., 2004; Ortiz and Oushiro, 2008; Santos, 2012; Gaiva et al., 2014). These aspects are directly related with maternal conditions and prenatal care, which, in turn, work on several determinants and conditions of infant mortality, potentially reducible due adequate prenatal care (Ortiz and Oushiro, 2008; Santos, 2012; Gaiva et al., 2014).
The prenatal and biological attribute were key determinants. Despite the previous evidence in the literature, his study found no importance between neonatal mortality and maternal profile. This finding reinforces the importance of an adequate surveillance of deliveries and qualified care addressed to the newborn as a way to reduce infant morbimortality.

Conclusions

Along with this paper, we proposed a new method to expose neonatal death risk-based in a combination of machine learning classifiers and demographic features. From public data collected from the Brazilian government, we created new datasets, comprising more than 30 million samples for the problem of neonatal mortality.

Furthermore, on features distribution on death samples had been performed, obtaining results which lead us to conclusions as the low influence of sex in neonatal mortality between 2006 and 2016, on median days of life (until death) in Brazil.

With results exceeding 85% AUC when using XGBoost as a final classifier, the method is able to provide both a death risk response and an interpretation of the result obtained. Between results using three different machine learning classifiers with their default parameters, points toward expressiveness of features, being newborn weight, Apgar at the fifth minute, congenital malformations, Apgar at the first minute, gestational weeks and number of prenatal appointments the six more expressive, respectively.

As a decision support tool, this kind of method can be useful to help health experts to take decisions if more intensive care is necessary for newborns in Brazil.
Additionally, from a demographic point of view, studies based on data analysis are valuable to corroborate important statements, once most of the studies are performed in small populations without an expressive statistical sample. Therefore, the findings of this study confirm our initial hypothesis.

The present study underscores the importance of cohort studies, which constitute an essential tool for the monitoring, evaluation and discussion on the health. For future research directions, our research intends to evaluate new methods for dealing with data encoding, such as categorical embeddings, as well as combinations between different classifiers in order to increase positive class (death) accuracy, for the occurrence of false negatives is a very problematic issue on methods related with health and perform same analysis over data extracted for all cities in Brazil.
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