The mass-richness relation of optically-selected clusters from weak gravitational lensing and abundance with Subaru HSC first-year data
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Abstract

Constraining the relation between the richness $N$ and the halo mass $M$ over a wide redshift range for optically-selected clusters is a key ingredient for cluster-related science in optical surveys, including the Subaru Hyper Suprime-Cam (HSC) survey. We measure stacked weak lensing profiles around 1747 HSC CAMIRA clusters over a redshift range of $0.1 \leq z_{\text{cl}} \leq 1.0$ with $N \geq 15$ using the HSC first-year shear catalog covering $\sim$140 deg$^2$. The exquisite depth and image quality of the HSC survey allow us to measure lensing signals around the high-redshift clusters at $0.7 \leq z_{\text{cl}} \leq 1.0$ with a signal-to-noise ratio of 19 in the comoving radius range $0.5 \lesssim R \lesssim 15h^{-1}$Mpc. We constrain richness-mass relations $P(\ln N|M;z)$ of the HSC CAMIRA clusters assuming a log-normal distribution without informative priors on model parameters, by jointly fitting to the lensing profiles and abundance measurements under both Planck and WMAP cosmological models. We show that our model gives acceptable $p$-values when we add redshift dependent terms which are proportional to $\ln(1+z)$ and $[\ln(1+z)]^2$ into the mean and scatter relations of $P(\ln N|M;z)$. Such terms presumably originate from the variation of photometric redshift errors as a function of the redshift. We show that the constraints on the mean relation $\langle M|N \rangle$ are consistent between the Planck and WMAP models, whereas the scatter values $\sigma_{\ln M|N}$ for the Planck model are systematically larger than those for the WMAP model. We also show that the scatter values for the Planck model increase toward lower richness values, whereas those for the WMAP model are consistent with constant values as a function of $z$. 
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Clusters of galaxies are dominated by dark matter and therefore a useful site for cosmological studies since N-body simulations can predict cluster observables reasonably well. The abundance and clustering of massive clusters and their time evolution are known to be sensitive to cosmological parameters such as the matter density \((\Omega_m)\), the normalization of the matter power spectrum \((\sigma_8)\), and dark energy (see e.g., White et al. 1993; Eke et al. 1996; Kitayama & Suto 1997; Haiman et al. 2001; Voit 2005; Vikhlinin et al. 2009; Mantz et al. 2010; Rozo et al. 2010; Allen et al. 2011; Oguri & Takada 2011; Weinberg et al. 2013; Planck Collaboration et al. 2016b). Clusters of galaxies also play an important role for understanding galaxy formation physics via their possible large environmental effect (e.g., Renzini et al. 2006; Kravtsov & Borgani 2012).

Clusters of galaxies can be identified in optical, X-ray, and radio/mm/submm wavelengths. The recent development of wide-field optical imaging surveys makes an optical selection of clusters particularly powerful. This is because optical surveys take wide-field images with multiple photometric passbands from which we can select clusters of galaxies efficiently from the enhancement of galaxy number and derive photometric redshifts of clusters (e.g., Gladders & Yee 2000). Ongoing and upcoming wide-field optical or infrared galaxy surveys allow us to study the cosmology and galaxy formation physics in great detail if systematic errors are under control. Such surveys include the Kilo-Degree Survey (KiDS; de Jong et al. 2013; Kuijken et al. 2015), the Dark Energy Survey (DES; Flaugher 2005; Dark Energy Survey Collaboration et al. 2016), and the Subaru Hyper Suprime-Cam (HSC) survey (Aihara et al. 2018a, 2018b) for the ongoing surveys, and the Large Synoptic Survey Telescope (LSST; Ivezic et al. 2008), Euclid (Laureijs et al. 2011), and the Wide-Field Infrared Survey Telescope (WFIRST; Spergel et al. 2015) for the upcoming surveys.

Since theoretical predictions of cluster observables are primarily determined with respect to the halo mass for a given cosmological model, we need a valid statistical model for connection between the halo mass and observed mass proxy in order to make full use of cluster samples. In optical surveys, a commonly used mass proxy is an optical richness, which roughly corresponds to the number of red-sequence member galaxies above some luminosity threshold in each cluster (e.g., Rozo et al. 2009). Well-calibrated and unbiased mass-richness relations allow us to infer cluster masses from observed richness values.

Weak gravitational lensing provides us with a powerful means to constrain mass-observable relations of clusters. It is the deflection of light due to the intervening matter density field along the line-of-sight direction to produce a coherent distortion pattern in background galaxy shapes (for reviews, see e.g., Bartelmann & Schneider 2001; Kilbinger 2015; Mandelbaum 2018b). The stacked weak lensing measurement statistically probes the projected average mass distribution of clusters with the equal sensitivity to the dark and baryonic matter. Stacking shapes of background galaxies for a sample of clusters enhances the signal-to-noise ratio of the measurements. Previous studies utilize the weak gravitational lensing effect to constrain mass-observable relations, including mass-richness relations (e.g., Johnston et al. 2007; Leauthaud et al. 2010; Okabe et al. 2013; von der Linden et al. 2014; Hoekstra et al. 2015; Battaglia et al. 2016; Simet et al. 2017; Melchior et al. 2017; Murata et al. 2018; Medezinski et al. 2018a; Miyatake et al. 2018; McClintock et al. 2019).

The Hyper Suprime-Cam Subaru Strategic Program (HSC-SSP) is a wide-field optical imaging survey with a 1.77 deg\(^2\) field-of-view camera on the 8.2-meter Subaru telescope (Miyazaki et al. 2012, 2015, 2018a; Komiyama et al. 2018; Furusawa et al. 2018; Kawanomoto et al. 2018). The HSC survey is unique in the combination of its depth and high-resolution image quality, which allows us to detect clusters of galaxies over a wide redshift range up to \(z_{cl} \sim 1\) and to measure stacked lensing profiles around such high redshift clusters with a lower shape noise than that of the other ongoing surveys such as KiDS and DES.

In this paper, we present constraints on the relation between the optical richness and the halo mass of optically-selected HSC clusters in the redshift range of \(0.1 \leq z_{cl} \leq 1.0\) (Oguri et al. 2018a) detected by the CAMIRA cluster finding algorithm (Oguri 2014). For this purpose, we conduct a joint analysis of the abundance and stacked lensing profiles from the first-year data catalogs of the Subaru HSC-SSP survey. For this work, we adapt and apply a pipeline developed in Murata et al. (2018), which was used for clusters at \(0.1 \leq z_{cl} \leq 0.33\) in the Sloan Digital Sky Survey (SDSS) selected by the redMaPPer cluster finding algorithm (Rykoff et al. 2014; Rozo & Rykoff 2014; Rozo et al. 2015a, 2015b; Rykoff et al. 2016). We model the probability distribution of the richness for a given halo mass and redshift \(P(\ln N | M, z)\) without informative prior distribu-
tions for richness-mass parameters. We then use the Bayes theorem to calculate the mass-richness relation \( P(\ln M|N) \) in each redshift bin. In order to accurately model the abundance and stacked lensing profiles, we use DARK EMULATOR (Nishimichi et al. 2018), which is constructed from a suite of high-resolution \( N \)-body simulations. We employ an analytic model for the covariance matrix describing statistical errors for the abundance and stacked lensing profiles. We validate the analytic covariance matrix against realistic mock shear and halo catalogs (Shirasaki et al. 2019).

The structure of this paper is as follows. In Section 2, we briefly describe the Subaru HSC data and catalogs used in our richness-mass relation analysis. In Section 3, we describe the measurements of the cluster abundance and stacked cluster lensing profiles. In Section 4, we summarize model ingredients for our richness-mass relation analysis. In Section 5, we show the results of the constraints on the mass-richness relation. We discuss the robustness of our results in Section 6. We conclude in Section 7.

Throughout this paper we use natural units where the speed of light is set equal to unity, \( c = 1 \). We use \( M \equiv M_{200m} = 4\pi R_{200m}^3 \rho_m \times 200/3 \) for the halo mass definition, where \( R_{200m} \) is the spherical halo boundary comoving radius within which the mean mass density is 200 times the present-day mean mass density. We note that in this paper we use a radius in comoving coordinates rather than in physical coordinates. We adopt the standard flat \( \Lambda \)-dominated cold dark matter model as the fiducial cosmological model with the parameters from the Planck15 (hereafter the Planck) result (Planck Collaboration et al. 2016a): \( \Omega_{b0} h^2 = 0.02225 \) and \( \Omega_{c0} h^2 = 0.1198 \) for the density parameters of baryon and cold dark matter, respectively, \( \Omega_\Lambda = 0.6844 \) for the cosmological constant, \( \sigma_8 = 0.831 \) for the normalization of the matter fluctuation, and \( n_s = 0.9645 \) for the spectral index. We also use the cosmological parameters consistent with ones from the WMAP9 (hereafter the WMAP) result (Hinshaw et al. 2013) to compare with the result from the Planck cosmological parameters: \( \Omega_{b0} h^2 = 0.02254, \Omega_{c0} h^2 = 0.1142, \Omega_\Lambda = 0.721, \sigma_8 = 0.82, \) and \( n_s = 0.97 \).

## 2 HSC first-year dataset

### 2.1 HSC-SSP survey

HSC is a wide-field prime focus camera with a 1.5 deg diameter field-of-view mounted on the 8.2-meter Subaru telescope (Miyazaki et al. 2012, 2015, 2018a; Komiyama et al. 2018; Furusawa et al. 2018; Kawanomoto et al. 2018). With the unique combination of the wide field-of-view, its large aperture of the primary mirror, and excellent image quality, the HSC enables us to measure lensing signals out to a relatively high redshift. Under the Hyper Suprime-Cam Subaru Strategic Program (HSC-SSP; Aihara et al. 2018a), the HSC is conducting a multi-band wide-field imaging survey over six years with 300 nights of Subaru time. The HSC-SSP survey consists of three layers: Wide, Deep, and UltraDeep. The Wide layer is designed for weak lensing science and aims at covering 1400 deg\(^2\) of the sky with five broadbands, grizy, with a 5\(\sigma\) point-source depth of \( r \sim 26 \). The i-band images are taken when the seeing is better since i-band images are used for galaxy shape measurements for the weak lensing analysis, resulting in a median PSF FWHM of \( \sim 0.58 \) for the i-band images for the HSC first-year shear catalog described in Section 2.3. The details of the software pipeline to reduce the data are given in Bosch et al. (2018).

While the HSC-SSP Data Release 1 (Aihara et al. 2018b) is based on data taken between March 2014 and November 2015 with 61.5 nights, in this paper we use HSC cluster, lensing shear, and photometric redshift catalogs based on the S16A internal release data of the HSC-SSP survey that was taken during March 2014 through April 2016, about 90 nights in total.

### 2.2 HSC CAMIRA cluster catalog

We use the CAMIRA (Cluster finding Algorithm based on Multi-band Identification of Red-sequence galaxies) cluster catalog from the HSC-SSP Wide dataset presented in Oguri et al. (2018a), which was constructed using the CAMIRA algorithm (Oguri 2014). The CAMIRA algorithm is a red-sequence cluster finder based on the stellar population synthesis model (Bruzual & Charlot 2003) to predict colors of red-sequence galaxies at a given redshift and to compute likelihoods of being red-sequence galaxies as a function of redshift. In addition, Oguri et al. (2018a) calibrated the stellar population synthesis model with spectroscopic galaxies to improve its accuracy. In the CAMIRA algorithm, the richness corresponds to the number of red member galaxies with stellar mass \( M_\star \gtrsim 10^{10.2} M_\odot \) (roughly corresponding to the luminosity range of \( L \gtrsim 0.2L_* \)) within a circular aperture with a radius \( R \lesssim 1 h^{-1} \text{Mpc} \) in physical coordinates. The CAMIRA algorithm does not include the richness dependent scale radius to define the richness, unlike the redMaPPer algorithm (Rykoff et al. 2012). The HSC images are deep enough to detect cluster member galaxies down to \( M_\star \sim 10^{10.2} M_\odot \) even at the cluster redshift \( z_c \sim 1 \), which allows a reliable cluster detection at such high redshifts without the richness incompleteness correction. The algorithm employs a spatially compensated filter such that the background level is automatically subtracted in deriving the richness. The CAMIRA algorithm identifies a brightest cluster galaxy (BCG) for each cluster candidate that is defined by a peak in the three-dimensional richness map. The center of the cluster is defined as the location of the identified BCGs. The mask-corrected richness \( N \) and the cluster photometric redshift \( z_c \) are refined iteratively during the identification of the BCG. The offset of the BCG position from the matched X-ray cluster center is investi-
gated in Oguri et al. (2018a). The bias and scatter in photometric cluster redshifts of $\Delta z_{cl}/(1+z_{cl})$ are shown to be better than 0.005 and 0.01 respectively with the 4$\sigma$ clipping over most of the redshift range by using available spectroscopic redshifts of BCGs. We use the cluster catalog without applying a bright-star mask (Oguri et al. 2018a).

The catalog contains 1921 clusters of $0.1 \leq z_{cl} \leq 1.1$ and richness $N \geq 15$ with almost uniform completeness and purity over the sky region. We use the 1747 CAMIRA clusters with $15 \leq N \leq 200$ and $0.1 \leq z_{cl} \leq 1.0$. The total area for the CAMIRA clusters is estimated to be $\Omega_{tot} = 232.8$ deg$^2$ (Oguri et al. 2018a), which is larger than the area for the lensing shear catalog presented in Section 2.3. The CAMIRA algorithm calculates the mask area fraction $f_{\text{mask}}$ to correct for the richness and adopts the minimum mask fraction value for the rejection of detections (Oguri 2014). Thus areas for clusters with lower redshifts are slightly smaller since the richness is defined within a circular aperture with a radius $R \lesssim 1 \, h^{-1}\text{Mpc}$ in physical coordinates and clusters at the lower redshift have the higher rejection rate from the mask cut. We use a random catalog to estimate this effect by injecting clusters at catalog-level into the footprint to calculate the rejection rate from the masking cut as a function of cluster redshift. We then define a weighting function to quantify the masking effect as

$$w_{\text{rand}}(z_{cl}) = \frac{n_{\text{sample}}(z_{cl})}{n_{\text{keep}}(z_{cl})},$$

where $n_{\text{sample}}(z_{cl})$ and $n_{\text{keep}}(z_{cl})$ are the number of injected clusters at catalog-level and the number of clusters not rejected by the masking cut, respectively (similarly defined in Murata et al. 2018). In addition, we define the effective area of the CAMIRA cluster catalog at a given redshift as

$$\Omega_{eff}(z_{cl}) = \frac{\Omega_{tot}}{w_{\text{rand}}(z_{cl})},$$

to account for the detection efficiency as a function of redshift in measurements below, although this effect is not very large for the CAMIRA clusters with $w_{\text{rand}}(z_{cl} = 0.1) = 1.02$ at most. Here we note that $\Omega_{eff}(z_{cl}) \leq \Omega_{tot}$. We use the same random catalog to measure lensing signals for the subtraction of systematics in Section 3.2.

### 2.3 HSC weak lensing shear catalog

We employ the HSC first-year shear catalog (Mandelbaum et al. 2018a, 2018c) for weak lensing measurements around the HSC CAMIRA clusters in Section 2.2. The galaxy shapes are measured on the coadded $i$-band images with the re-Gaussianization moment-based method (Hirata & Seljak 2003) and fully described in Mandelbaum et al. (2018c)$^1$. This method has been applied extensively to the SDSS data, and thus the systematics of the method are well understood (Mandelbaum et al. 2005; Reyes et al. 2012; Mandelbaum et al. 2013). Both shape uncertainties and biases are estimated per galaxy with the simulation from an open source software package GALSIM (Rowe et al. 2015) using the Hubble Space Telescope COSMOS galaxy samples (see Mandelbaum et al. 2018c, for more details). More specifically, Mandelbaum et al. (2018c) estimate multiplicative bias $m$, additive bias $(c_1,c_2)$, intrinsic root-mean-square ellipticity $\epsilon_{\text{rms}}$, and shape measurement error $\sigma_\epsilon$ for each galaxy from the simulation. The systematic uncertainty in the overall calibration of the shear is estimated to be 0.01 in Mandelbaum et al. (2018c).

Mandelbaum et al. (2018a) applied a number of cuts to satisfy the requirements for carrying out the first-year key science. For example, the catalog is constructed using the regions of sky with approximately full depth in all the five broadbands to ensure the homogeneity of the sample. Mandelbaum et al. (2018a) also limited $\sigma_{\text{model}}$ magnitude (see Bosch et al. 2018, for the definition of $\sigma_{\text{model}}$ magnitude) with $i_{\text{model}} < 24.5$, which is conservative compared to the $i$-band magnitude limit of $\sim 26.4$ ($5\sigma$ for point sources; Aihara et al. 2018a). As a result, the first-year shear catalog covers $\Omega_{\text{lens}} = 136.9$ deg$^2$ in total with six distinct fields (XMM, GAMA09H, GAMA15H, HECTOMAP, VVDS, and WIDE12H). We note that the area coverage of the shear catalog is smaller than that of the CAMIRA clusters ($\Omega_{tot} = 232.8$ deg$^2$) due to the conservative cuts for the shape measurements. Mandelbaum et al. (2018a), Oguri et al. (2018b), and Hikage et al. (2019) performed extensive null tests of the shear catalog to show that the shear catalog satisfies the requirements of HSC first-year weak lensing analyses for cosmic shear and galaxy-galaxy lensing. Even after the relatively conservative cuts, the HSC first-year shear catalog includes the galaxy shapes with a high source number density, 24.6 (raw) and 21.8 (effective) arcmin$^{-2}$ (Mandelbaum et al. 2018a), which enables us to measure lensing signals around the high redshift HSC CAMIRA clusters ($z_{cl} \leq 1.0$).

### 2.4 HSC photometric redshift catalog

We use a photometric redshift (photo-$z$) catalog (Tanaka et al. 2018) for the source galaxies in Section 2.3 estimated from the HSC five broadband photometry. In the HSC survey, several different codes are employed to estimate the photometric redshifts: a machine-learning code based on self-organizing map (ML2), a classical template-fitting code (Hizuka), an empirical polynomial fitting code (DEmp; Hsieh & Yee 2014), an extended (re)weighting method to find the nearest neighbors in color/magnitude space from a reference spectroscopic position angle with respect to the RA/dec coordinate system (Bernstein & Jarvis 2002).

---

$^1$ In this method, galaxy shapes are defined in terms of distortion: $(e_1,e_2) = (\epsilon \cos 2\phi, \epsilon \sin 2\phi)$ with $\epsilon = (a^2 - b^2)/(a^2 + b^2)$ where $a$ and $b$ are the major and minor axes of galaxy shape respectively, and $\phi$ indicates the
redshift sample (NIPPZ), a neural network code with the PSF-matched aperture (afterburner) photometry (Ephor AB), and a hybrid code combining machine learning with template fitting (FRANKEN-Z). The codes are trained, validated, and tested with spectroscopic and grism redshifts as well as COSMOS 30-band data with high accuracy photo-z (Ilbert et al. 2009; Laigle et al. 2016) in Tanaka et al. (2018). The photo-z estimation is most accurate in $0.2 < z < 1.5$ since the HSC filter set straddles the 4000Å break (Tanaka et al. 2018).

Among these catalogs from different codes, we choose MLZ as a fiducial photometric redshift catalog for the lensing measurement in Section 3.2, while we also use the other photometric redshift catalogs to check the robustness of our choice of MLZ (see Section 6.1.2). In this paper, we use the redshift probability distribution functions (PDFs), $P(z)$, and randomly (i.e., Monte Carlo) sampled point estimates drawn from the full PDFs, $z_{mc}$, and best point estimates $z_{best}$ from Tanaka et al. (2018) for the lensing measurements and the source galaxy selection. We also correct for the photometric redshift bias effect on the lensing measurements (More et al. in prep) with the COSMOS 30-band photo-z data (see Section 3.2).

### 3 Measurement

We describe the measurement method of the cluster abundance in Section 3.1 and the stacked cluster lensing profile in Section 3.2.

#### 3.1 Cluster abundance

We use the abundance of the CAMIRA clusters in given richness and redshift bins as cluster observables to constrain the richness-redshift relation of the clusters. We divide the CAMIRA clusters into 12 bins for the abundance measurements with four richness and three redshift bins as shown in Table 1. We use the point estimate of richness and redshift of the clusters to calculate the abundance (i.e., we ignore any errors of the richness estimation and the cluster photometric redshift).

We measure the abundance of the clusters in each bin corrected for the detection efficiency (Murata et al. 2018) as

$$\hat{N}_{\alpha, \beta} = \sum_{l, s} \frac{\Omega_{\text{tot}}}{\Omega_{\text{eff}}(z_l)},$$

where $N_\alpha$ and $z_\beta$ denote the $\alpha$-th richness bin and $\beta$-th redshift bin in Table 1, respectively. The summation runs over all the clusters in each richness and redshift bin. The factor $\Omega_{\text{tot}}/\Omega_{\text{eff}}$ corrects for the detection efficiency as we discussed in Section 2.2. Equation (3) gives an estimate of the abundance for the clusters we could observe for the survey area of $\Omega_{\text{tot}}$ without the mask effect. We then do not need to include the mask effect in the model prediction given in Section 4.2.

The numbers of clusters in the $\alpha$-th richness and $\beta$-th redshift bin before and after the detection efficiency correction are given in Table 1 by $N_{\alpha, \beta}^{\text{uncorr}}$ and $\hat{N}_{\alpha, \beta}$, respectively. The correction is less than $\sim 1\%$ for all the bins for the CAMIRA clusters.

#### 3.2 Stacked cluster lensing profile

We cross-correlate the positions of CAMIRA clusters with the shapes of background galaxies to measure the average excess mass density profile around the clusters (hereafter the stacked lensing profile). We follow the procedure in Mandelbaum et al. (2018a, 2018c) to estimate the stacked lensing profile for a sample of CAMIRA clusters for $\alpha$-th richness and $\beta$-th redshift bin in Table 1 as

$$\Delta \Sigma^l = \frac{1}{1 + m_{l, \alpha, \beta}(R)} \left[ \frac{1}{2 R^l_{l, \alpha, \beta}(R)} \right] \sum_{l, s, N_l \in N_{l, l, l, l, l}} w_{ls} \left\langle \frac{1}{\sigma_{\text{er}}^l} \right\rangle_{l, l, l, l, l} e_+ (\theta_s) \bigg|_{R = \chi l | \theta_l - \theta_s |} - \frac{1}{N_{l, l, l, l, l}} \sum_{l, s, N_l \in N_{l, l, l, l, l}} w_{ls} \left\langle \frac{1}{\sigma_{\text{er}}^l} \right\rangle_{l, l, l, l, l} e_+ (\theta_s) \bigg|_{R = \chi l | \theta_l - \theta_s |}$$

where the subscripts $l$ and $s$ stand for lens (cluster) and source, respectively, and $e_+$ and $e_-$ are the tangential component of the source galaxy ellipticity and the additive bias with respect to the cluster center, respectively. The summation runs over all pairs of clusters and source galaxies after a source selection cut described below in a given comoving transverse separation bin of $R = \chi l | \theta_l - \theta_s |$, where $\chi_l$ is the comoving distance to each cluster, and $\theta_l$ and $\theta_s$ are angular positions of the lenses and the sources, respectively. We use 11 radial bins that are equally spaced logarithmically from 0.42 $h^{-1}$Mpc to 14.0 $h^{-1}$Mpc in comoving coordinates. We use the area weighted mean values of comoving radii for the representative radial values. The value for the first inner bin is 0.51 $h^{-1}$Mpc. We do not use lensing profiles at $< 0.42h^{-1}$Mpc to avoid a possible dilution effect (Mendezinski et al. 2018b) and the larger effect of blending (Murata et al. in prep) at such small radii.

Here we describe the source selection cut. As shown in e.g., Mendezinski et al. (2018b), it is important to use a secure background galaxy sample for cluster weak lensing in order to minimize the dilution effect by cluster member galaxies especially at inner radii. We use the $P_{\text{cut}}$ method (Oguri 2014) as a fiducial background source selection cut. In the $P_{\text{cut}}$ method, we select source galaxies whose photometric redshift PDFs lie mostly beyond the cluster redshift plus some threshold $\Delta z$: $\int_{z_l + \Delta z}^{\infty} d\Delta z P(z) > 0.98$. We apply an additional cut on the randomly sampled redshift from PDFs, $z_{mc} < 2.5$, for each lens-source pair in equation (4). We use $\Delta z = 0.1$ for the fiducial...
cut since Medezinski et al. (2018b) shows the possible dilution effect is negligible for the Pcut method with this threshold value at \( R \gtrsim 0.5h^{-1}\text{Mpc} \). In Section 6.1.2, we also check the robustness of our choice of this source selection cut by using the Pcut method with \( \Delta z = 0.2 \) and the color-color cut in Medezinski et al. (2018b). The color-color cut uses the color-color space of \( g-i \) vs \( r-z \) for HSC, where the cluster red-sequence member galaxies can be well isolated from background galaxies.

The critical surface mass density is defined for a system of lens and source for a flat universe as

\[
\Sigma_{\text{cr}}^{-1}(z_l, z_s) = 4 \pi G (1 + z_l) \chi_l \left( 1 - \frac{\chi_l}{\chi_s} \right) (z_l \leq z_s) \tag{5}
\]

and 0 when \( z_l > z_s \), where \( G \) is the gravitational constant. We average this over the source photometric redshift PDF for each lens-source pair as

\[
\langle \Sigma_{\text{cr}}^{-1} \rangle_{ls} = \int_{z_l}^\infty dz_s \Sigma_{\text{cr}}^{-1}(z_l, z_s) P(z_s). \tag{6}
\]

In addition, the lens-source pair weight is given as

\[
w_{ls} = \frac{\Omega_{\text{tot}}}{\Omega_{\text{eff}}(z_l)} \langle \Sigma_{\text{cr}}^{-1} \rangle_{ls}^2 w_s, \tag{7}
\]

and \( w_s \) is the source weight defined as

\[
w_s = \frac{1}{\sigma_e^2 + \epsilon_{\text{rms}}^2}, \tag{8}
\]

where \( \sigma_e \) is the measurement error of galaxy ellipticity and \( \epsilon_{\text{rms}} \) is the intrinsic per-component root-mean-square ellipticity estimated in Mandelbaum et al. (2018c) for each source galaxy.

The lensing weight factor \( \Omega_{\text{tot}}/\Omega_{\text{eff}}(z_l) \) corrects for the effective area difference as a function of cluster redshift as we do in the abundance estimator in equation (3). We note that this correction on the lensing estimator is small (less than 1%) for all the lensing bins. The denominator in equation (4) is the weighted number of lens-source pairs in each separation bin computed as

\[
N_{ls}^{\alpha,\beta}(R) = \sum_{l,s : N_l \in \alpha, z_l \in \beta} w_{ls} \bigg|_{R=\chi_l |\theta_l - \theta_s|}. \tag{9}
\]

The multiplicative bias correction is estimated as
\[
\hat{m}_{l,s}(\alpha,\beta) = \sum_{l,s,N_l \in N_\alpha, z \in [\alpha,\beta]} m_s w_{ls} \bigg| \sum_{l,s,N_l \in N_\alpha, z \in [\alpha,\beta]} w_{ls} \bigg| R = \chi_1 |\theta_l - \theta_s|,
\]

where \( m_s \) is the estimated multiplicative bias for each source galaxy (Mandelbaum et al. 2018c). The shear responsivity factor represents the statistically-averaged response of galaxy distortions to small shears (Kaiser et al. 1995; Bernstein & Jarvis 2002), and is measured as

\[
\hat{R}_{l,s}(\alpha,\beta) = 1 - \sum_{l,s,N_l \in N_\alpha, z \in [\alpha,\beta]} e^{2} w_{ls} \bigg| R = \chi_1 |\theta_l - \theta_s|,
\]

which is found to be around 0.83 for all the bins.

In addition, we correct for the selection bias from the lower cut of the resolution factor at \( R_2 = 0.3 \) in the shape catalog (Mandelbaum et al. 2018c) as

\[
\hat{m}_{sel,l,s}(\alpha,\beta) = A_{sel} p_{l,s}(R_2 = 0.3; R),
\]

where \( A_{sel} = 0.0087 \) and \( p_{l,s}(R_2 = 0.3; R) \) is calculated by the summation of the lens-source weight, \( w_{ls} \), in each of the radial, richness, and redshift bins. This correction is found to be \( m_{sel} \sim 0.01 \) for all the bins. We then correct for the redshift variation of the intrinsic shape noise (Mandelbaum et al. 2018c) by employing \( m = 0.03 \) for \( 1.0 \leq z_{best} \leq 1.5 \) and \( m = -0.01 \) for the other redshift ranges, and by averaging this over lens-source pairs in each bin. This correction is found to be a positive multiplicative bias, but less than 0.01 for all the bins.

We also correct for systematic bias effects of the photometric redshift on the lensing measurements by comparing the critical surface mass density from the photometric redshift estimates and the one from the accurate photometric redshifts from COSMOS 30-band catalog (Ilbert et al. 2009; Laigle et al. 2016) with the weak lensing weight \( w_{ls} \) multiplied by a self-organizing map weight \( w_{SOM} \) which adjusts the COSMOS 30-band photo-z sample to mimic the HSC source galaxy sample (More et al. in prep.). We assume that the COSMOS 30-band photometric redshift estimates are sufficiently accurate due to the larger numbers of the bins. This method is based on Nakajima et al. (2012) in which the method was applied to the SDSS data, and was also applied in Miyatake et al. (2018) (see their equation 11 for more details). The debias factor is found to be \( m \sim 0.01 \) for the CAMIRA clusters with \( 0.1 \leq z_{cl} \leq 0.7 \) and \( m \sim 0.02 \) for the CAMIRA clusters with \( 0.7 \leq z_{cl} \leq 1.0 \) for the fiducial photo-z code MLZ and the fiducial \( P_{cut} \) with \( \Delta z = 0.1 \). The debias factor is similar for the other photo-z catalogs and photo-z cuts. Our result indicates that the photo-z bias correction is not very large when we average the critical surface mass density over the photo-z PDF in equation (6) with the \( P_{cut} \) method or the color-color cut for the shape catalog.

We also estimate the uncertainties of these correction factors for each richness and redshift bin by the jackknife resampling technique (Efron 1982) using ten subsamples of the COSMOS 30-band catalog, where we recalculate the SOM weight for each jackknife resampled subsample. We estimate the photo-z bias correction uncertainties as \( \sigma_{\alpha,\beta,\text{photoz}} \sim 0.001, 0.002, 0.004 \) for \( \beta = 1, 2, 3 \), respectively, for the fiducial photo-z catalog and source selection cut. These values are used for the marginalization together with the systematic uncertainty in the overall calibration of the shear \( \sigma_{\text{shear}} = 0.01 \) (Mandelbaum et al. 2018c) in Section 4.3.

After the above corrections for \( \Delta \Sigma_{l,s}(\alpha,\beta) \), we also subtract the lensing measurement around the random points as

\[
\Delta \Sigma_{l,s}(\alpha,\beta) = \Delta \Sigma_{l,s}(\alpha,\beta) - \Delta \Sigma_{r,s}(\alpha,\beta),
\]

where \( \Delta \Sigma_{r,s}(\alpha,\beta) \) replaces the clusters with the random points in the estimator for \( \Delta \Sigma_{l,s}(\alpha,\beta) \). This subtraction allows us to measure the excess mass density profile with respect to the background density as stressed in Sheldon et al. (2004) and Mandelbaum et al. (2005) (also see Singh et al. 2017, for a recent detailed study). The random subtraction can also correct for an additive bias due to shear systematics including point-spread function ellipticity errors (Mandelbaum et al. 2005). We use the random catalog of the CAMIRA clusters presented in Section 2.2 with the same richness and redshift distributions as the data, and there are 100 times as many random points as real clusters in each redshift and richness bin.

4 Forward modeling of cluster observables

We adopt a \textit{forward} modeling approach to model the abundance and stacked lensing profiles (e.g., Zu et al. 2014; Murata et al. 2018; Costanzi et al. 2018) for a fixed cosmological model. In this approach, we model the probability distribution of the richness for a given halo mass and redshift, \( P(\ln |M|, z) \). An alternative approach models the probability distribution of the halo mass for a given richness and redshift, \( P(\ln |M|, z) \), as in some previous works (e.g., Baxter et al. 2016; Simet et al. 2017; Melchior et al. 2017; McClintock et al. 2019).

4.1 Richness-mass relation

Following Lima & Hu (2005), we assume that the probability distribution of the \textit{observed} richness for halos with a fixed mass

\[2\text{ We note that we apply this photo-z correction for all the photo-z catalogs except for FRANKEN-Z since we do not have the photo-z estimates for the galaxies with the HSC photometries in the COSMOS 30-band catalog from FRANKEN-Z.} \]
and redshift is given by a log-normal distribution as
\[
P(\ln N | M, z) = \frac{1}{\sqrt{2\pi}\sigma_{\ln N|M,z}} \exp\left(\frac{-x^2(N,M,z)}{2\sigma_{\ln N|M,z}^2}\right),
\]
where \(x(N, M, z)\) models the mean relation of \(\ln N\) parametrized by four model parameters, \(A, B, B_z,\) and \(C_z\) as
\[
x(N, M, z) \equiv \ln N - \left[ A + B \ln \left( \frac{M}{M_{\text{pivot}}} \right) \right] + B_z \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) + C_z \left[ \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) \right]^2.
\]
Hence \(x(N, M, z) = 0\) gives the mean relation of \(\ln N\) (also the median relation for \(N\)) as
\[
(\ln N)(M, z) \equiv \int_{-\infty}^{+\infty} d\ln N P(\ln N | M, z) \ln N = A + B \ln \left( \frac{M}{M_{\text{pivot}}} \right) + B_z \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) + C_z \left[ \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) \right]^2.
\]
We adopt \(M_{\text{pivot}} = 3 \times 10^{14} h^{-1} M_\odot\) for the pivot mass scale and \(z_{\text{pivot}} = 0.6\) for the pivot cluster redshift. We discuss the validity of including redshift evolution parameters of \(B_z\) and \(C_z\) in Section 6.3. In this work, we ignore errors on \(z_{\text{cl}}\) for simplicity given the small bias and scatter of the cluster redshift (Oguri et al. 2018a) as described in Section 2.2.

In addition, we assume that the scatter of the richness around the mean relation at a fixed halo mass and redshift can be parametrized by four parameters, \(\sigma_0, q, q_z,\) and \(p_z\) as
\[
\sigma_{\ln N|M,z} = \sigma_0 + q \ln \left( \frac{M}{M_{\text{pivot}}} \right) + q_z \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) + p_z \left[ \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) \right]^2.
\]
We also discuss the validity of including redshift evolution parameters of \(q_z\) and \(p_z\) in Section 6.3. We only use the parameter regions of \(\{\sigma_0, q, q_z, p_z\}\) with \(\sigma_{\ln N|M,z} > 0\) for all halo mass and redshift in consideration for the parameter estimation. In this treatment, \(\sigma_{\ln N|M,z}\) should be effectively regarded as a total scatter, including contributions of the intrinsic scatters, the richness measurement errors, the halo orientation effect (e.g., Dietrich et al. 2014), the projection effect (e.g., Costanzi et al. 2019), and any other source of observational scatter that may be present.

In summary, we model the richness-mass relation in equation (14) with the eight model parameters. We constrain these parameters and check whether this model can reproduce the measurements of the cluster abundance and stacked lensing profiles simultaneously with an acceptable value of \(\chi^2_{\text{min}}/\text{dof}.$
where $j_0(x)$ is the zeroth-order spherical Bessel function. The surface mass density profile is obtained from a projection of the three-dimensional matter profile along the line-of-sight direction as

$$
\Sigma(R; M, z_i) = \tilde{\rho}_m 0 \int_{-\infty}^{\infty} d\chi \, \xi_{\text{hm}} \left( \chi = \sqrt{R^2 + \chi^2}; M, z_i \right) = \tilde{\rho}_m 0 \int_0^{\infty} \frac{k dk}{2\pi} P_{\text{hm}}(k; M, z_i) J_0(kR),
$$

where $J_0(x)$ is the zeroth-order Bessel function and $R$ is the projected separation from the halo center in the comoving coordinates. The excess surface mass density profile around halos, which is the direct observable from the stacked cluster lensing measurement, is given as

$$
\Delta \Sigma(R; M, z_i) = \langle \Sigma(R; M, z_i) \rangle_{\mathcal{R}} - \Sigma(R; M, z_i) = \tilde{\rho}_m 0 \int_0^{\infty} \frac{k dk}{2\pi} P_{\text{hm}}(k; M, z_i) J_2(kR),
$$

where $\langle \Sigma(R; M, z_i) \rangle_{\mathcal{R}}$ is the average of $\Sigma(R; M, z_i)$ within a circular aperture of radius $R$, and $J_2(x)$ is the second-order Bessel function.

We can compute the model prediction of the stacked lensing profile accounting for the distribution of halo masses and redshifts for the CAMIRA clusters in the $\alpha$-th richness and $\beta$-th redshift bin as

$$
\Delta \Sigma_{\alpha, \beta}(R) = \frac{1}{N_{\alpha, \beta}} \int_{z_{\beta, \min}}^{z_{\beta, \max}} dz \frac{\chi^2(z)}{\mathcal{H}(z)} w_{\alpha, \beta}(z) \int_{M_{\min}}^{M_{\max}} dM \times \frac{dn}{dM}(M, z) \frac{\Delta \Sigma(R; M, z)}{\Sigma(R; M, z)} \left[ 1 + \left( \frac{1}{\Sigma_{\alpha, \beta}} \right) (R) \Sigma(R; M, z) \right].
$$

The term in the square bracket accounts for the non-linear contribution of the reduced shear that might not be negligible at very small radii (e.g., Johnston et al. 2007), where $\langle 1/\Sigma_{\alpha, \beta}(R) \rangle$ is measured from the pairs of CAMIRA clusters and source galaxies in each radial bin for the $\alpha$-th richness and $\beta$-th redshift cluster bin. The lens redshift weight of $w_{\alpha, \beta}(z)$ is introduced to account for the weight distribution of lens redshift in the lensing measurement, and is calculated as

$$
w_{\alpha, \beta}(z) = \sum_{l, s; N_l \in N_\alpha, z_l \in z_{\alpha, \beta}, z_l \in z_{\beta, \max}} w_{ls}.
$$

More specifically, we compute $w_{l}^{\alpha, \beta}(z)$ as follows. First we divide the lens-source pairs into 12 lens redshift bins for each $\alpha$-th richness and $\beta$-th redshift bin, which are linearly spaced in $z_l \in [z_{\beta, \min}, z_{\beta, \max}]$. We then estimate the weight in equation (25) over all the sources in each lens redshift bin. We interpolate the weight values linearly as a function of the lens redshift. The normalization factor in the denominator of equation (24) is similar to the abundance prediction in equation (18), but is defined accounting for the lens redshift weight as

$$
N_{\Delta \Sigma}^{\alpha, \beta} = \int_{z_{\beta, \min}}^{z_{\beta, \max}} dz \frac{\chi^2(z)}{\mathcal{H}(z)} w_{\alpha, \beta}(z) \int_{M_{\min}}^{M_{\max}} dM \times \frac{dn}{dM}(M, z) S(M, z|N_{\alpha, \min}, N_{\alpha, \max}).
$$

This lens redshift weight changes the model prediction by less than 1-2% in the lensing profile amplitude compared to that without accounting for the lens redshift weight.

The identified BCGs as cluster centers can be off-centered from the true halo centers (e.g., Lin et al. 2004; Rozo & Rykoff 2014; Oguri 2014; Oguri et al. 2018a). We marginalize over the effect of off-centered clusters on the lensing profiles in equation (24) by modifying the halo-matter cross-power spectrum in equations (22) and (23) for the CAMIRA clusters in the $\alpha$-th richness and $\beta$-th redshift bin as

$$
P_{\text{hm}}(k; M, z_i) \rightarrow \left[ f_{\alpha, \beta}^{\text{cen}} + (1 - f_{\alpha, \beta}^{\text{cen}}) p_{\text{off}}(k; |R_{\beta, \text{off}}|) \right] \times P_{\text{hm}}(k; M, z_i),
$$

following Oguri & Takada (2011) and Hikage et al. (2012, 2013). Here $f_{\alpha, \beta}^{\text{cen}}$ is a parameter to model a fraction of centered clusters in the $\alpha$-th richness and $\beta$-th redshift bin, and $(1 - f_{\alpha, \beta}^{\text{cen}})$ is a fraction of off-centered clusters. While Murata et al. (2018) assigned one model parameter of $f_{\alpha, \beta}^{\text{cen}}$ for each lensing bin, we employ an empirical parametrization for $f_{\alpha, \beta}^{\text{cen}}$ that depends on the averages of the richness and redshift in each bin (see Table 1) to reduce the number of model parameters as

$$
f_{\alpha, \beta}^{\text{cen}} = f_0 + f_N \ln \left( \frac{N_{\alpha, \beta}}{N_{\alpha, \beta}^{\text{pivot}}} \right) + f_z \ln \left( \frac{1 + \langle z \rangle_{\alpha, \beta}}{1 + z_{\text{pivot}}} \right),
$$

with three model parameters of $f_0$, $f_N$, and $f_z$, where we use $N_{\alpha, \beta}^{\text{pivot}} = 25$ and $z_{\text{pivot}} = 0.6$ and we restrict the parameter regions of $f_0$, $f_N$, and $f_z$ to $0 < f_{\alpha, \beta}^{\text{cen}} < 1$ for all the richness and redshift bins. The function $p_{\text{off}}(R; |R_{\beta, \text{off}}|)$ is the normalized one-dimensional radial profile of the detected centers by the CAMIRA algorithm with respect to the true halo center for which we assume a Gaussian distribution (e.g., Johnston et al. 2007; Oguri & Takada 2011) given as $p_{\text{off}}(R; |R_{\beta, \text{off}}|) \propto \exp(-R^2/2R_{\beta, \text{off}}^2)$, where $R_{\beta, \text{off}}$ is a parameter to model the typical off-centering radius in $\beta$-th redshift lensing bins. The Fourier transform of the function is denoted as $\hat{p}_{\text{off}}(k; |R_{\beta, \text{off}}|) = \exp(-k^2R_{\beta, \text{off}}^2/2)$. Since the aperture radius of CAMIRA clusters is independent of the richness with the aperture size of $\sim 1 \text{ h}^{-1}\text{Mpc}$ in the physical coordinates (Oguri et al. 2018a), we use one model parameter of $\tilde{R}_{\beta, \text{off}}$ for each $\beta$-th redshift bin, which is common for all the $\alpha$-th richness bins, with a flat prior from $10^{-3}$ to $0.5 \times (1 + \langle z \rangle_{\beta}) \text{h}^{-1}\text{Mpc}$. We note that Oguri et al. (2018a) investigated the offset distribution of the detected centers by the CAMIRA algorithm from centers of matched X-ray clusters, and showed that in most cases the offset is less than $0.5\text{h}^{-1}\text{Mpc}$ in physical transverse distances.

We also marginalize over the shape calibration and photometric redshift bias uncertainties by introducing a nuisance parameter $m_{\text{lens}}$ following a Gaussian prior distribution with the
mean of zero and the standard deviation of 0.01 to change the lensing model prediction as
\[
\Delta \Sigma_{\alpha,\beta}(R) \rightarrow (1 + m_{\alpha,\beta}) \Delta \Sigma_{\alpha,\beta}(R),
\]
where \( m_{\alpha,\beta} = m_{\text{lens}} \times \sqrt{\sigma_{\text{shear}}^2 + \sigma_{\alpha,\beta,\text{photoz}}^2}/0.01. \)
Mandelbaum et al. (2018c) show that the systematic uncertainty in the overall calibration of the shear is \( \sigma_{\text{shear}} = 0.01 \) and we use the photometric redshift bias uncertainty of \( \sigma_{\alpha,\beta,\text{photoz}} \) derived in Section 3.2. We expect a large correlation in the residual shape calibration and photometric redshift bias among different richness and redshift bins, and thus we just use one parameter \( m_{\text{lens}} \) for all the bins conservatively.

Once the halo mass function \( dn(M, z)/dM \) and the three-dimensional halo-matter cross-correlation \( \xi_{\text{hm}}(r; M, z) \)
or \( P_{\text{hm}}(k; M, z) \) are provided for a given cosmological model (see Section 4.4), we can calculate the model prediction of the stacked lensing profile in each richness and redshift bin. The model is specified by 15 parameters in total for the entire cluster sample of \( 15 \leq N \leq 200 \) and \( 0.1 \leq z_{\text{cl}} \leq 1.0 \): the eight parameters \( \{A, B, B_z, C_z, \sigma_0, q_z, p_z\} \) for the richness-mass relation \( P(\ln N| M, z) \), the six parameters \( \{f_0, f_N, f_z, R_{1,\text{off}}, R_{2,\text{off}}, R_{3,\text{off}}\} \) for the off-centering effect, and one nuisance parameter of \( m_{\text{lens}} \) for the uncertainty of lensing amplitudes. We use the FFTLog algorithm (Hamilton 2000) for the Fourier transform, which allows a quick, but sufficiently accurate and precise computation of the model prediction.

4.4 N-body simulation based halo emulator for the mass function and the lensing profile

The model predictions have to be accurate in order to estimate the model parameters in an unbiased way. For this purpose, cosmological N-body simulations are one of the methods commonly used in the literature. Here, we use the database generated by DARK QUEST campaign (Nishimichi et al. 2018) to predict the halo mass function as well as the halo-matter cross-correlation function.

Nishimichi et al. (2018) develop a scheme called DARK EMULATOR for predicting statistical quantities of halos, including the mass function, the halo-matter cross-correlation...
function, the halo-halo auto-correlation function as a function of halo mass, redshift, separation length, and cosmological parameters, based on a series of high-resolution, cosmological $N$-body simulations. The simulation suite is composed of cosmological $N$-body simulations for 101 cosmological models within a flat $\Lambda$CDM framework, which are sampled around the \textit{Planck} cosmological parameters. The simulations trace the nonlinear evolution of 2048$^3$ particles in a box size of 1 or 2$h^{-1}$Gpc on a side with the mass resolution of $\sim 10^{10}h^{-1}M_\odot$ or $\sim 8 \times 10^{10}h^{-1}M_\odot$, respectively. The number of redshift bins for each simulation realization is 21 over $0 \leq z \leq 1.47$. To identify dark matter halos, ROCKSTAR (Behroozi et al. 2013) is employed. The halo mass defined for the simulations includes all the particles within the boundary of $R_{200m}$ from the halo center. The minimum halo mass of the emulator is $10^{12}h^{-1}M_\odot$. Throughout this paper, we set $M_{\min} = 10^{12}h^{-1}M_\odot$ and $M_{\max} = 2 \times 10^{15}h^{-1}M_\odot$ for the minimum and maximum halo masses, respectively, to evaluate the halo mass integration in the model predictions of abundances and stacked lensing profiles.

For the \textit{Planck} cosmological model, instead of the prediction of the DARK EMULATOR code, we use a simpler interpolation scheme for a fixed cosmological model. Specifically, we here employ exactly the same cosmological parameters as their fiducial cosmological model, for which 24 independent realizations of high-resolution runs are available. The relevant statistics are interpolated as a function of mass and redshift (see Murata et al. 2018). On the other hand, we use DARK EMULATOR presented in Nishimichi et al. (2018) to interpolate over the cosmological parameter space and compute the predictions for the \textit{WMAP} cosmological model. This relies on the data compression based on Principal Component (PC) Analysis followed by Gaussian Process Regression for each of the PC coefficients. This is done for a subset of 80 cosmological models. Note that the realizations for the \textit{Planck} cosmology are not used in the regression, but rather used as part of the validation set to assess the performance of the emulator.

4.5 Covariance

We need to estimate the covariance as statistical uncertainties of the stacked lensing profiles and the abundance. The covariance consists of the shape noise covariance from the finite number of lens-source pairs, the Poisson noise for the abundance from the finite number of the clusters, and the sample covariance from an imperfect sampling of the fluctuations in large-scale structure from a finite survey volume (e.g., Hu & Kravtsov 2003; Takada & Bridle 2007; Oguri & Takada 2011; Takada & Hu 2013; Hikage & Oguri 2016; Takahashi et al. 2018; Shirasaki & Takada 2018). We estimate the shape noise covariance for the stacked lensing profiles directly from the data (e.g., Murata et al. 2018) by repeating lensing measurements (equation 4) for source galaxies with their orientations randomized 15,000 times. The shape noise covariance estimated in this manner accounts for the survey geometry and the inhomogeneous distribution of source galaxies. As discussed in Appendix 1.1, we adopt an analytic halo model (Cooray & Sheth 2002) to compute the sample covariance as well as the covariance for the abundance assuming that the distribution of the clusters and the lensing fields obey the Gaussian distribution. We note that we compute the shape noise covariance and the sample covariance for each setup of the cosmological parameters, the photo-$z$ catalog, and source selection cut as described in Appendix 1.1.

In Appendix 1.2, we validate the analytic covariance model for the sample covariance by comparing it with the covariance estimation from 2268 mock catalogs of the source galaxies and the CAMIRA clusters for the HSC footprint, which are generated from the full-sky ray-tracing simulations with halo catalogs (Shirasaki et al. 2019) based on the methods described in Shirasaki et al. (2017) (see also Shirasaki & Yoshida 2014). The mock catalogs are based on full-sky, light-cone cosmological simulations constructed from sets of $N$-body simulations (Takahashi et al. 2017) with the \textit{WMAP} cosmological parameters (Hinshaw et al. 2013). The lensing effects at a given angular
Table 2: The model parameters, priors, and parameter estimations from the joint analysis of lensing and abundance measurements.*

| Parameter | Description | Prior | Median and Error | Median and Error |
|-----------|-------------|-------|------------------|------------------|
| A | $(\ln N)$ at pivot mass scale and pivot redshift | flat[2,5] | $3.15^{+0.07}_{-0.08}$ | $3.36^{+0.03}_{-0.06}$ |
| B | Coefficient of halo mass dependence in $(\ln N)$ | flat[0,2] | $0.86^{+0.05}_{-0.05}$ | $0.83^{+0.03}_{-0.03}$ |
| $B_z$ | Coefficient of linear redshift dependence in $(\ln N)$ | flat[−50,50] | $-0.21^{+0.35}_{-0.42}$ | $-0.20^{+0.26}_{-0.34}$ |
| $C_z$ | Coefficient of square redshift dependence in $(\ln N)$ | flat[−50,50] | $3.61^{+1.96}_{-2.23}$ | $3.51^{+1.32}_{-1.59}$ |
| $\sigma_0$ | $\sigma_{\ln N|M,z}$ at pivot mass scale and pivot redshift | flat[0,1.5] | $0.32^{+0.06}_{-0.06}$ | $0.19^{+0.07}_{-0.07}$ |
| $q$ | Coefficient of halo mass dependence in $\sigma_{\ln N|M,z}$ | flat[−1.5,1.5] | $-0.08^{+0.05}_{-0.04}$ | $-0.09^{+0.03}_{-0.03}$ |
| $q_z$ | Coefficient of linear redshift dependence in $\sigma_{\ln N|M,z}$ | flat[−50,50] | $0.03^{+0.31}_{-0.30}$ | $0.23^{+0.37}_{-0.35}$ |
| $p_z$ | Coefficient of square redshift dependence in $\sigma_{\ln N|M,z}$ | flat[−50,50] | $0.70^{+1.71}_{-1.60}$ | $1.26^{+1.17}_{-1.49}$ |
| $f_0$ | Centering fraction at pivot richness and redshift | $0 < f_{cen}^{0,0} < 1$ | $0.68^{+0.05}_{-0.06}$ | $0.68^{+0.05}_{-0.06}$ |
| $f_N$ | Coefficient of richness dependence in $f_{cen}^{0,0}$ | $0 < f_{cen}^{0,0} < 1$ | $0.33^{+0.10}_{-0.09}$ | $0.33^{+0.10}_{-0.09}$ |
| $f_s$ | Coefficient of redshift dependence in $f_{cen}^{0,0}$ | $0 < f_{cen}^{0,0} < 1$ | $-0.14^{+0.35}_{-0.35}$ | $-0.19^{+0.34}_{-0.34}$ |
| $R_{1,off}$ | Off-centering radius for the first redshift bin | flat[$10^{-3},0.64$] | $0.39^{+0.10}_{-0.09}$ | $0.38^{+0.10}_{-0.09}$ |
| $R_{2,off}$ | Off-centering radius for the second redshift bin | flat[$10^{-3},0.78$] | $0.55^{+0.12}_{-0.11}$ | $0.52^{+0.12}_{-0.11}$ |
| $R_{3,off}$ | Off-centering radius for the third redshift bin | flat[$10^{-3},0.92$] | $0.59^{+0.17}_{-0.17}$ | $0.58^{+0.15}_{-0.15}$ |
| $m_{lens}$ | Marginalization parameter of the lensing amplitudes | Gauss(0,0.01) | $0.001^{+0.01}_{-0.01}$ | $0.001^{+0.01}_{-0.01}$ |

$\chi^2_{\text{min}}/\text{dof}$ | 107.0/97 | 106.6/97 |

* In the fiducial analysis, we vary 15 parameters while fixing the cosmological parameters to either Planck or WMAP. We use flat priors for all the richness-mass parameters and the off-centering parameters denoted as flat$[x,y]$ with the region between $x$ and $y$. We use a Gaussian prior for the marginalization parameter of the lensing amplitudes with mean value 0 and standard deviation 0.01 (see around equation 29 for more details on the implementation). We additionally restrict the scatter parameters space to $\sigma_{\ln N|M,z} > 0$ for the range of halo masses and redshifts we consider, $10^{12} \leq M/\text{h}^{-1}\text{M}_{\odot} \leq 2 \times 10^{15}$ and $0.1 \leq z \leq 1.0$. We also restrict the off-centering fraction parameters space to $0 < f_{cen}^{0,0} < 1$ for all the richness and redshift bins. The maximum ranges of priors for the off-centering radii correspond to $R < 0.5h^{-1}\text{Mpc}$ in physical coordinates using the mean value in each redshift value from Table 1. The column labeled as “Median and Error” denotes the median and the 16th and 84th percentiles of the posterior distribution. We also show the minimum chi-square ($\chi^2_{\text{min}}$) with the degree of freedom (dof) at the bottom row. Since the lensing marginalization parameter is determined strongly by the prior above, we do not include it for the number of parameters to calculate the degree-of-freedom (i.e., dof= 97 = 111 − 14, where 111 is the total number of the data points and 14 is the total number of richness-mass relation parameters and off-centering parameters). The correlations among the parameters are shown in Appendix 2. We adapt $M_{\text{pivot}} = 3 \times 10^{14} h^{-1} \text{M}_{\odot}$; $z_{\text{pivot}} = 0.6$, and $N_{\text{pivot}} = 25$ for the pivot values.

Position is computed by a ray-tracing simulation through the foreground matter distribution from the multiple lens-plane algorithm (Hamana & Mellier 2001; Shirasaki et al. 2015). Each source plane is given in the HEALPix format (Górski et al. 2005) with an angular resolution of about 0.43 arcmin. The mock galaxy shape catalog accounts for various effects as in the real data, including the survey geometry, the inhomogeneous angular distribution of source galaxies, statistical uncertainties in the photo-z estimation of each galaxy, and variations in the lensing weight from observational conditions and galaxy’s properties, since the mock catalog is based on the real shape catalog (Mandelbaum et al. 2018a) in the construction (see Shirasaki et al. 2019, for more details). We also construct mock catalogs of the CAMIRA clusters by using the catalog of halos in each light-cone simulation realization in Takahashi et al. (2017), which are identified with ROCKSTAR (Behroozi et al. 2013). We refer the readers to Appendix 1.2 for more details.

Figure 1 shows diagonal components of the covariance matrix for the fiducial analysis with the Planck cosmological parameters, the fiducial photo-z catalog, and the fiducial source selection cut. The left panel compares the full covariance with the shape noise covariance for the stacked lensing profiles. The sample covariance starts to give a dominant contribution even from $R = 2h^{-1}\text{Mpc}$ for the lowest redshift bin ($0.1 \leq z_{\text{red}} \leq 0.4$) due to the high source density of the HSC shear catalog (see also Miyatake et al. 2018). The right panel shows diagonal components of the covariance for the abundance compared to the Poisson term. The sample variance contributions in the abundance for the lower redshift bins are higher than those for the higher redshift bins.

Figure 2 shows the correlation coefficient matrix defined as

$$r_{ij} \equiv \frac{C(D_i, D_j)}{\sqrt{C(D_i, D_i)C(D_j, D_j)}}.$$  \hspace{1cm} (30)

where $D_i$ is the $i$-th component of the data vector $D$. There are large correlations among neighboring bins especially for the large radii and lower redshift, since the same large-scale structure causes spatially correlated fluctuations in the stacked lensing profile and the abundance measurements especially among neighboring radii or different richness bins for each redshift bin (Takada & Bridle 2007; Oguri & Takada 2011).

We then calculate the signal-to-noise ratio with the mea-
measurements and the covariance for the fiducial analysis with the Planck cosmological parameters. The total signal-to-noise ratio from the stacked lensing profiles and abundance measurements is 61.0, and the signal-to-noise ratios for the stacked lensing profiles and the abundance are 53.0 and 30.3, respectively. The lensing signal-to-noise ratios in each redshift bin are 36.6, 34.2, and 19.3 from the lowest to highest redshift bins.

5 Results

In this section, we show the posterior distribution of the parameters, the joint probability of the mass-richness relation in each redshift bin, the richness dependence of the off-centering parameter, and the abundance are systematically different between Planck and WMAP cosmologies mainly due to the difference of their halo mass functions. On the other hand, constraints on the other parameters are similar to each other. The result for the WMAP cosmology prefers the higher mean normalization $A$ and the lower scatter normalization $q_0$ than for the Planck cosmology. In addition, the result for Planck cosmology prefers negative $\sigma_0$ values (i.e., the larger scatter at the lower halo mass) more significantly than the WMAP cosmology, although it is still a $<2\sigma$ preference. For both the cosmological models, off-centering parameters are constrained well compared to their priors. The centering fraction at the pivot richness and redshift is constrained as $f_0 = 0.68^{+0.05}_{-0.06}$, which is consistent with $f_{\text{cen}} = 0.68 \pm 0.09$ in the analysis of Oguri et al. (2018a) that estimated the centering fraction without redshift or richness dependences by comparing CAMIRA cluster centers with X-ray centroids. The richness dependence of the off-centering fraction $f_\chi$ prefers positive values with a high significance, indicating that the higher richness clusters are centered better than the lower richness clusters. This might be partly because CAMIRA obtained lower richness values for off-centered clusters given that the richness is computed around the identified BCG using a circular aperture. On the other hand, the redshift dependence parameter $f_z$ is consistent with zero. The off-centering radius parameter for each redshift bin $R_{z,\text{off}}$ is constrained compared to its prior but only marginally.

We check the validity of our model by monitoring $\chi^2$ of the best-fitting models. Since the posterior distribution of the nuisance parameter $m_{\text{lens}}$ for lensing amplitudes is strongly determined by its prior, we do not include it for the number of parameters to calculate degree-of-freedom, thus $\text{dof} = 111 - 14 = 97$ where 111 is the total number of the data points for the fitting and 14 is the total number of the richness-mass relation parameters and off-centering parameters. We find that $\chi^2_{\text{min}}/\text{dof} = 107.0/97$ ($p$-value = 0.23) for the Planck cosmology, and $\chi^2_{\text{min}}/\text{dof} = 106.6/97$ ($p$-value = 0.24) for the WMAP cosmology, both of which are acceptable $p$-values. This indicates that we cannot distinguish between Planck and WMAP cosmologies from the abundance and lensing measurements, partly because of our adoption of the flexible richness-mass relation.
Fig. 3: The measurements and fitting results of the stacked lensing and abundance with the Planck cosmological parameters. Points with error bars show the measurements, and the shaded regions show the 16th and 84th percentiles of the model predictions from the MCMC chains. The error bars denote the diagonal components of the covariance matrix (see also Figure 1). The black dashed curves show the model predictions at the best-fit parameters. The light-blue dashed curves show contributions from off-centered clusters to lensing profiles at the best-fit model parameters. We show the minimum value of the reduced chi-square in the upper-right corner. We also give 16th, 50th (median), and 84th percentiles of the mean mass \( \langle M_{200m} \rangle \) in each lensing panel from the MCMC chains.

We also show the comparison of the model predictions from the MCMC chains with the measurements of the lensing profiles and abundance in Figures 3 and 4 for Planck and WMAP cosmologies, respectively. The figures show that the model predictions reproduce the lensing profiles and abundance simultaneously for both of the cosmological parameters with the fiducial richness-mass relation model.

5.2 Joint probability \( P_\beta(\ln M|\ln N) \) and mass-richness relation \( P_\beta(\ln M|N) \)

We then calculate the joint probability distribution of the halo mass and the richness in each redshift bin after averaging over the redshift range with the volume weight \( d^3 V/dz d\Omega = \chi^2(z)/H(z) \) as

\[
P_\beta(\ln M, \ln N) \propto \int_{z_{\beta,\min}}^{z_{\beta,\max}} dz \frac{\chi^2(z)}{H(z)} P(\ln N|M, z) P(\ln M|z) \\
\propto \int_{z_{\beta,\min}}^{z_{\beta,\max}} dz \frac{\chi^2(z)}{H(z)} P(\ln N|M, z) \frac{d\ln (M, z)}{d\ln M} \tag{33}
\]

\( P_\beta(\ln M|N) \) and \( P_\beta(\ln N|M) \) are then calculated from the joint probability distribution of the mass and richness using

\[
P_\beta(\ln M|N) = \int d\ln N P(\ln M|\ln N) \\
P_\beta(\ln N|M) = \int d\ln M P(\ln N|\ln M)
\]
where \( P(\ln M | z) \) is the probability distribution of the halo mass for a given redshift, and thus is proportional to the halo mass function \( dn(M, z) / d\ln M \). The normalization factor is determined in the range of \( 10^{12} \leq M/ h^{-1} M_\odot \leq 2 \times 10^{15} \) and \( 15 \leq N \leq 200 \), and we restrict the domain of the joint probability to this range. We use the best-fit model parameters of the fiducial analysis in Table 2 for \( P(\ln N|M, z) \). The contours in Figure 5 show the joint probability distribution (equation 33) in each redshift bin for Planck or WMAP cosmology. We obtain the distribution of \( \ln N \) and \( \ln M \) in the range of richness \( (N_{\text{min}} = 15, N_{\text{max}} = 200) \) for each redshift bin by integrating the joint probability distribution along the halo mass and the richness direction respectively as

\[
P_\beta(\ln M | N_{\text{min}} \leq N \leq N_{\text{max}}) = \int_{\ln N_{\text{min}}}^{\ln N_{\text{max}}} d \ln N \ P_\beta(\ln M, \ln N).
\]

and

\[
P_\beta(\ln N | M_{\text{min}} \leq M \leq M_{\text{max}}) = \int_{\ln M_{\text{min}}}^{\ln M_{\text{max}}} d \ln M \ P_\beta(\ln M, \ln N) \tag{35}
\]

The richness distributions \( P_\beta(\ln N | M_{\text{min}} \leq M \leq M_{\text{max}}) \) shown in Figure 5 indicate that the model reproduces the observed richness function at much finer bins than those used for the analysis. The joint probability contours in Figure 5 show that scatter widths of the mass at a given fixed richness for the WMAP cosmology are smaller than those for the Planck cosmology for all the redshift bins, and that the widths for the middle redshift bin \( (0.4 \leq z_{\text{cl}} \leq 0.7) \) are the smallest among the redshift bins for both of the cosmologies. We discuss the origin of these results in Section 6.3.

Since we constrain the richness-mass relation \( P(\ln N | M, z) \) from the joint analysis, we can compute the mass-richness rela-
Fig. 5: Joint probability distribution $P_\beta(\ln M, \ln N)$ defined in equation (33) from the best-fit parameters in the fiducial analysis in Figures 3 and 4. The upper panels show the result for the Planck cosmological parameters for each redshift bin, whereas the lower panels show the result for the WMAP cosmological parameters. The solid line shows the best-fit model of $\langle \ln N \rangle(M, z)$ and the dashed lines show the 16th and 84th percentiles of the richness distribution at a fixed mass (i.e., the width of $\sigma_{\ln N(M, z)}$). Here we use $z = 0.3, 0.6, 0.9$ for the redshift bins as representative values for simplicity. The solid line in the right panel of each plot shows the probability distribution of the richness defined in equation (34), and points with errorbars denote measurements with Poisson errors in finer richness binning. The top panel of each plot shows the probability distribution of the halo mass defined in equation (35).

The probability distribution $P(\ln M|N, z)$ by the Bayes theorem as

$$P(\ln M|N, z) = \frac{P(\ln N|M, z)P(\ln M|z)}{\int_{\ln M_{\text{min}}}^{\ln M_{\text{max}}} \ln M P(\ln N|M, z)P(\ln M|z) \, d\ln M}$$

$$= \frac{P(\ln N|M, z) \frac{d\ln M}{d\ln N}}{\int_{\ln M_{\text{min}}}^{\ln M_{\text{max}}} \ln M P(\ln N|M, z) \frac{d\ln M}{d\ln N}}$$

where we use the halo mass function for $P(\ln M|z)$. We then average the mass-richness relation over the redshift range with the volume weight for each redshift bin as

$$P_\beta(\ln M|N) = \int_{z_{\beta, \text{min}}}^{z_{\beta, \text{max}}} \frac{d\beta}{H(z)} \frac{\chi^2(\beta)}{H(z)} P(\ln M|N, z)$$

$$\langle M|N \rangle_\beta = \int_{\ln M_{\text{min}}}^{\ln M_{\text{max}}} d\ln M P_\beta(\ln M|N) M.$$  

Figure 6 shows the result of the median, the mean, and the 16% and 84% percentiles region of the mass distribution at fixed richness values in each redshift bin for Planck and WMAP cosmologies, using the best-fit richness-mass relation parameters of the fiducial analysis.

We also show the constraint on the mean relation computed in equation (38) and the scatter relation $\sigma_{\ln M|N}$ in Figure 7 from the MCMC chains after marginalizing over the model parameters (i.e., not only at the best-fit parameters as shown in Figure 6). Since the model generally predicts a skewed distribution of the halo mass for a fixed richness value in $\ln M$ space, we define $\sigma_{\ln M|N}$ as the half width of the 68% percentile region of $P_\beta(\ln M|N)$ for each redshift bin as $\sigma_{\ln M|N} = (\ln M_{84} - \ln M_{16})/2$, where $M_{84}$ and $M_{16}$ are masses corresponding to the 84th and 16th percentiles of $P_\beta(\ln M|N)$ at
6 Discussion

We discuss the robustness of the fiducial results in Section 6.1, and the complementarity of lensing profile and abundance measurements to constrain the richness-mass relation parameters in Section 6.2. In Section 6.3, we discuss the redshift evolution in the richness-mass relation and the difference of the middle redshift bin from the lower and higher redshift bins shown in Sections 5.2 and 5.3.

6.1 Robustness of our results

6.1.1 Shape and photometric redshift measurement uncertainties

In the fiducial analysis, we marginalize over the shape and photometric redshift uncertainties on the lensing measurements by including the nuisance parameter $m_{\text{lens}}$ in equation (29). To check how these uncertainties affect the model parameters constraint, we repeat the MCMC analysis ignoring these errors (i.e., setting $m_{\text{lens}} = 0$) for Planck cosmology with the same mea-

![Graph showing the conditional probability distribution $P_M(M|N)$ and richness-mass relation $P(N|M)$ for Planck and WMAP cosmologies.](image)

Fig. 6: Conditional probability distribution $P_M(M|N)$ defined in equation (37) from the best-fit richness-mass relation parameters from the fiducial analysis, for all the three redshift bins. Left and right panels show results for Planck and WMAP cosmological parameters, respectively. The solid line denotes the median of the mass distribution at a fixed richness for each redshift bin, and the dashed lines denote the mean mass at a fixed richness (see equation 38). The shaded regions show the range of the 16th and 84th percentiles of the mass distribution at a fixed richness.

a fixed richness, respectively. The mean relations for Planck and WMAP cosmologies are consistent with each other given the error bars for all the redshift bins, and the mean relation of $0.4 \leq z_{cl} \leq 0.7$ has the larger amplitude than in the other redshift bins for both the cosmologies with relatively high significance given the error bars. The scatter relation for the Planck cosmology increases toward lower richness values for all the redshift bins, whereas the scatter for the WMAP cosmology is consistent with the constant values as a function of the richness for all of the redshift bins. The scatter values for the Planck cosmology are systematically larger than those for the WMAP cosmology. This result is qualitatively consistent with the one obtained from the cosmological analysis for the SDSS redMaPPer clusters in Costanzi et al. (2018), which shows larger scatter values for larger $S_h = \sigma_h (\Omega_m/0.3)^{0.5}$ values ($S_h = 0.85$ for the Planck and $S_h = 0.79$ for the WMAP cosmology in this work), although the scatter modeling method is different from ours. The scatter values in the middle redshift bin ($0.4 \leq z_{cl} \leq 0.7$) are also lower than those in the other redshift bins. We discuss the origin of this result in Section 6.3.

5.3 Richness-mass relation $P(M|N, z)$

As complementary results to Figure 7 on $P_M(M|N)$, we show the mean and scatter relations in equations (16) and (17) of the richness-mass relation $P(M|N, z)$ in Figure 8 for typical masses as a function of redshift. We find that, for both Planck and WMAP cosmologies, the mean relation has a minimum around $z \sim 0.5$ for all of the typical masses. This is also true for the scatter relation especially for WMAP cosmology. We also discuss the origin of these constraints in Section 6.3.
Fig. 7: The median and the 16th and 84th percentiles of the mean and scatter values of $\langle M|N \rangle$ and $\sigma_{\ln M|N}$ from the MCMC chains of the fiducial analysis, for all the three redshift bins. Note that this figure differs from Figure 6 that shows $\langle M|N \rangle$ and $\sigma_{\ln M|N}$ at the best-fit parameters only. The left panels show the results for the Planck cosmological parameters and the right panels for the WMAP cosmological parameters. We note that $\sigma_{\ln M|N}$ is defined by the half width of the 68% percentile region of the mass distribution at a fixed richness (see the text for more details).
Fig. 8: The mean and scatter relations of the richness distribution given halo masses as a function of redshift. The left panels show the results for the Planck cosmological parameters and the right panels for the WMAP cosmological parameters. We show the results for $M/(10^{14} \, h^{-1} M_{\odot}) = 1, 3, 8$ as representative halo masses. The solid lines show the median values at a fixed redshift and the shaded regions show the 16th and 84th percentiles from the MCMC chains.
measurements and covariance as in the fiducial analysis. We find no significant shift in the best-fit parameters with $\chi^2_{\text{min}} = 106.9$ compared to $\chi^2_{\text{min}} = 107.0$ for the fiducial analysis with $m_{\text{lens}}$. We also find the 68\% percentile error widths do not change very much from the fiducial analysis. Specifically, the difference of the error widths from the fiducial analysis is smaller than 5\% of the error widths in the fiducial analysis for all parameters. This result shows that the impact of these shape and photometric redshift measurement errors on the joint analysis with the current lensing and abundance measurements for the richness-mass relation is negligible.

### 6.1.2 Different photometric redshift catalogs or different photometric redshift cuts

We use the photometric catalog MLZ and the photometric redshift cuts of $P_{\text{cut}}$ with $\Delta z = 0.1$ for the fiducial analysis in Section 5. We check the robustness of our results by using different photometric redshift catalogs (see Section 2.4) or different photometric redshift cuts (see Section 3.2) for the lensing measurements. Here we assume the Planck cosmological parameters for this test and we use the same model parameters and the priors as shown in Table 2. We repeat the same procedure for the lensing measurements and lensing covariance calculation for different photometric redshift catalogs or cuts to constrain the model parameters by jointly fitting to the lensing and abundance measurements.

In Figure 9, we show the median and the 16th and 84th percentiles of the mean relation $\langle M/N \rangle$ for each redshift bin with respect to the median from the fiducial result of MLZ and the $P_{\text{cut}}$ method with $\Delta z = 0.1$. The top panels in Figure 9 show the results with the different photometric redshift catalogs, but with the same photometric redshift cuts of the $P_{\text{cut}}$ method with $\Delta z = 0.1$. We show that the mean relation of mass $\langle M/N \rangle$ is consistent between the difference photometric redshift catalogs.

---

**Fig. 9:** Comparison of the mean mass relation $\langle M/N \rangle$ defined in equation (38) for each redshift bin among the different photometric redshift catalogs (upper panels) or the different source selection cuts (lower panels) with the Planck cosmological parameters. We show the results of the median and the 16th and 84th percentiles from the MCMC chains, with respect to the median values of $\langle M/N \rangle$ for the fiducial catalog MLZ and the fiducial cut $P_{\text{cut}}$ with $\Delta z = 0.1$. 
Fig. 10: Posterior distributions of the richness-mass relation parameters and the 68% and 95% credible level intervals in each two-parameter subspace from the MCMC chains of the fiducial analysis (red), the lensing-alone (navy), and the abundance-alone analysis (magenta) with the Planck cosmological parameters. The minimal prior range of the parameter $A$ is conservatively set to be 2 as shown in Table 2, but the abundance-alone analysis has a tail of the distribution at the minimum value of $A$, mainly due to the large model flexibility of the richness-mass relation and the weaker constraining power of the abundance-alone on the mean normalization $A$.

for all of the redshift bins. On the other hand, the lower panels in Figure 9 show the results with the different photometric redshift cuts, but with the same photometric redshift catalog MLZ, showing that the results are consistent with each other given the error bars for all of the redshift bins. This is partly due to our conservative choice of the radial range from $0.5h^{-1}\text{Mpc}$ in comoving coordinates for the lensing measurements to avoid possible dilution effects on the lensing measurement based on Medezinski et al. (2018b). These results show the robustness of our result on the photo-$z$ differences.

6.2 Complementarity of abundance and stacked lensing profile measurements

We constrain the model parameters by jointly fitting to the lensing profiles and abundance measurements in Section 5. Here we study how either lensing profile or abundance measurements alone constrain the model parameters, which helps explain how the joint analysis lifts the model parameter degeneracies. We note that we use the same measurements and covariance matrix as in the fiducial analysis.
6.3 Redshift evolution in the richness-mass relation

In this paper, we use the richness-mass relation model with linear and square redshift evolution parameters \(B_z, C_z, q_z,\) and \(p_z\) in the fiducial analysis. When we use the richness-mass relation model without any redshift evolution parameters (i.e., without \(B_z, C_z, q_z,\) and \(p_z\)) we obtain \(\chi^2_{\text{min}}/\text{dof} = 151.3/101\) \((p\text{-value} = 8 \times 10^{-4})\), and when we adopt the model without square redshift evolution parameters (i.e., without \(C_z\) and \(p_z\)) we obtain \(\chi^2_{\text{min}}/\text{dof} = 138.6/99\) \((p\text{-value} = 5 \times 10^{-4})\), both of which are unacceptable \(p\)-values. Here we use the Planck cosmological parameters with the same covariance as the fiducial analysis for these analyses. Given the acceptable \(p\)-value of \(\chi^2_{\text{min}}/\text{dof} = 107.0/97\) in Table 2, we use the richness-mass model with both the linear and square redshift evolution parameters in the fiducial analysis.

With such linear and square redshift evolution parameters, the model prediction can include a non-monotonic dependence on redshift for a fixed mass in \(P(\ln N|M, z)\) or a fixed richness in \(P(\ln M|N)\). These non-monotonic behaviors in \(P(\ln N|M, z)\) and \(P(\ln M|N)\) are preferred given the significant improvements of \(\chi^2_{\text{min}}\) by adding the redshift evolution parameters as shown in Figures 5, 6, 7 and 8. More specifically, the mean relation \(\langle M|N\rangle\) for the middle redshift bin \((0.4 \leq z_{cl} \leq 0.7)\) has the ~20\% higher amplitude than those for the other redshift bins for both the Planck and WMAP cosmologies as shown in Figure 7 with relatively high significance, whereas the scatter relation \(\sigma_{\ln M|N}\) for the middle redshift bin is slightly smaller than those for the other redshift bins. In addition, Figure 8 shows the non-monotonic behaviors in the mean and scatter relations of \(P(\ln N|M, z)\) as a function of redshift.

A possible explanation for the non-monotonic behavior as a function of redshift is different impacts of the projection effect at different cluster redshifts. To illustrate this point, in Figure 11 we show a comparison between the photometric cluster redshifts measured from the CAMIRA algorithm and the available spectroscopic redshifts of BCGs without the 4σ clipping done in Oguri et al. (2018a). The standard deviations of the difference between the photometric and spectroscopic redshifts are smaller around \(z_{cl} \leq 0.55\) than those in the lower and higher redshift bins (see text for more details).

Figure 10 shows the 68\% and 95\% credible level contours in each two-parameter subspace of the richness-mass relation parameters. The figure shows that the two observables are complementary to each other to lift the model parameter degeneracies efficiently. The lensing measurements constrain the mean normalization parameter \(A\) better than the abundance measurements, mainly because the lensing measurements are more sensitive to the mass scale in each redshift and richness bin. The lensing measurements also constrain the scatter normalization parameter \(\sigma_0\) better than the abundance. On the other hand, other parameters such as the mass dependence parameter \(B\) and the redshift evolution parameters \(B_z, C_z\) in the mean relation are relatively better constrained by the abundance measurements. In summary, the two observables help each other to break the complex degeneracies of the model parameters.

6.3 Redshift evolution in the richness-mass relation

Without \(B_z, C_z, q_z,\) and \(p_z\) we obtain \(\chi^2_{\text{min}}/\text{dof} = 151.3/101\) \((p\text{-value} = 8 \times 10^{-4})\), and when we adopt the model without square redshift evolution parameters (i.e., without \(C_z\) and \(p_z\)) we obtain \(\chi^2_{\text{min}}/\text{dof} = 138.6/99\) \((p\text{-value} = 5 \times 10^{-4})\), both of which are unacceptable \(p\)-values. Here we use the Planck cosmological parameters with the same covariance as the fiducial analysis for these analyses. Given the acceptable \(p\)-value of \(\chi^2_{\text{min}}/\text{dof} = 107.0/97\) in Table 2, we use the richness-mass model with both the linear and square redshift evolution parameters in the fiducial analysis.

With such linear and square redshift evolution parameters, the model prediction can include a non-monotonic dependence on redshift for a fixed mass in \(P(\ln N|M, z)\) or a fixed richness in \(P(\ln M|N)\). These non-monotonic behaviors in \(P(\ln N|M, z)\) and \(P(\ln M|N)\) are preferred given the significant improvements of \(\chi^2_{\text{min}}\) by adding the redshift evolution parameters as shown in Figures 5, 6, 7 and 8. More specifically, the mean relation \(\langle M|N\rangle\) for the middle redshift bin \((0.4 \leq z_{cl} \leq 0.7)\) has the ~20\% higher amplitude than those for the other redshift bins for both the Planck and WMAP cosmologies as shown in Figure 7 with relatively high significance, whereas the scatter relation \(\sigma_{\ln M|N}\) for the middle redshift bin is slightly smaller than those for the other redshift bins. In addition, Figure 8 shows the non-monotonic behaviors in the mean and scatter relations of \(P(\ln N|M, z)\) as a function of redshift.

A possible explanation for the non-monotonic behavior as a function of redshift is different impacts of the projection effect at different cluster redshifts. To illustrate this point, in Figure 11 we show a comparison between the photometric cluster redshifts measured from the CAMIRA algorithm and the available spectroscopic redshifts of BCGs without the 4σ clipping done in Oguri et al. (2018a). The standard deviations of the difference between the photometric and spectroscopic redshifts are smaller around \(z_{cl} \leq 0.55\) than those in the lower and higher redshift bins (see text for more details).

Figure 10 shows the 68\% and 95\% credible level contours in each two-parameter subspace of the richness-mass relation parameters. The figure shows that the two observables are complementary to each other to lift the model parameter degeneracies efficiently. The lensing measurements constrain the mean normalization parameter \(A\) better than the abundance measurements, mainly because the lensing measurements are more sensitive to the mass scale in each redshift and richness bin. The lensing measurements also constrain the scatter normalization parameter \(\sigma_0\) better than the abundance. On the other hand, other parameters such as the mass dependence parameter \(B\) and the redshift evolution parameters \(B_z, C_z\) in the mean relation are relatively better constrained by the abundance measurements. In summary, the two observables help each other to break the complex degeneracies of the model parameters.

Optical cluster finding algorithms in imaging surveys essentially use photometric redshifts of individual galaxies to identify cluster member galaxies. The larger cluster photometric redshift errors imply that photometric redshift errors of individual galaxies are also larger, leading to larger contaminations of non-member galaxies along the line-of-sight direction in estimating the cluster richness. Since the photometric redshift errors in the middle redshift bin \((0.4 \leq z_{cl} \leq 0.7)\) are smaller than in the other redshift bins, we expect that CAMIRA separates true member galaxies from non-member galaxies along the line-of-sight direction better in the middle redshift bin. In this case, the mean
richness values \( \langle \ln N(M,z) \rangle \) should be smaller than those in the other redshift bins for a fixed mass even when non-monotonic behaviors in terms of redshift do not exist for intrinsic richness values (i.e., without non-member galaxies along the line-of-sight direction). This is consistent with the result in Figure 8 for the mean relation \( \langle \ln N(M,z) \rangle \) for the typical masses. In addition, the non-monotonic behaviors in the order of the mean relation \( P_0(\ln M|N) \) in Figure 7 might also be interpreted by the explanation above. Specifically, the smaller observed richness for a fixed mass leads to the higher mass for a fixed richness, since we expect the smaller contribution of non-member galaxies to observed richness values at the redshift with the smaller photometric redshift errors.

The projection effect modifies not only the mean relation but also the scatter of the richness-mass relation. In particular, the larger projection effect implies the larger scatter because the projection effect depends sensitively on the projection direction such that a large projection effect is expected when it is projected along the direction of the filamentary structure. This is also consistent with the results in Figures 7 and 8 that show slightly smaller scatter values \( \sigma_{\ln N(M,z)} \) in the middle redshift bin than the lower and higher redshift bins, and the smaller scatter values \( \sigma_{\ln N(M,z)} \) around \( z_{\mathrm{cl}} \sim 0.5 \) for the typical masses, respectively.

To check robustness of the fiducial result on its parametrization for the redshift evolution, we repeat the MCMC analysis by using only one of the three redshift bins with a simpler richness-mass relation model without redshift evolution parameters (i.e.,

### Table 3: The median and 68% percentile uncertainties of the model parameters with the Planck cosmological parameters when we use the measurements only from one redshift bin. *

| Parameter | Low-z | Middle-z | High-z |
|-----------|-------|----------|--------|
| \( A \)    | 3.34±0.25 | 3.19±0.20 | 3.31±0.15 |
| \( B \)    | 0.85±0.08 | 0.94±0.09 | 0.88±0.05 |
| \( \sigma_0 \) | 0.36±0.07 | 0.33±0.06 | 0.27±0.14 |
| \( q \)    | −0.06±0.09 | −0.08±0.09 | −0.03±0.04 |
| \( f_{\beta}^{\mathrm{cen}} \) | 0.52±0.13 | 0.43±0.12 | 0.64±0.21 |
| \( r_2^{\beta} \) | 0.27      | 0.19      | 0.31      |
| \( f_{\beta}^{\mathrm{cen}} \) | 0.75±0.35 | 0.62±0.16 | 0.35±0.20 |
| \( f_{\beta}^{\mathrm{cen}} \) | 0.73±0.45 | 0.86±0.12 | 0.62±0.24 |
| \( R_{1,\mathrm{off}} \) | 0.33±0.20 | —         | —         |
| \( R_{2,\mathrm{off}} \) | —         | 0.47±0.19 | —         |
| \( R_{3,\mathrm{off}} \) | —         | —         | 0.56±0.22 |
| \( m_{\mathrm{cen}} \) | 0.00±0.01 | 0.00±0.01 | 0.00±0.01 |
| \( \chi^2_{\min}/\mathrm{dof} \) | 30.6/29  | 25.2/29  | 34.4/29  |

* The column of “Low-z” shows the results from the lensing and abundance measurements only from 0.1 \( \leq z_{\mathrm{cl}} \leq 0.4 \) (\( \beta = 1 \)), “Middle-z” only from 0.4 \( \leq z_{\mathrm{cl}} \leq 0.7 \) (\( \beta = 2 \)), and “High-z” only from 0.7 \( \leq z_{\mathrm{cl}} \leq 1.0 \) (\( \beta = 3 \)). Here we use the same prior ranges for the model parameters shown in Table 2 for the model parameters, whereas we use different parameters of \( f_{\beta}^{\mathrm{cen}}, f_{\beta}^{\mathrm{cen}} \) and \( f_{\beta}^{\mathrm{cen}} \) in equation (28) instead of \( f_{\beta}^{\mathrm{cen}}, f_{\beta}^{\mathrm{cen}} \) and \( f_{\beta}^{\mathrm{cen}} \). For these analyses we do not include the redshift evolution parameters for the fitting in the richness-mass relation.
only $A$, $B$, $\sigma_0$, and $q$ for the richness mass relation), assuming Planck cosmology with the same covariances as the fiducial analysis. This model is similar to the one used in Murata et al. (2018) for the SDSS redMaPPer clusters over $0.10 \leq z_{\text{cl}} \leq 0.33$. Table 3 shows the parameter constraint from this model for each redshift bin. We find that $p$-values are acceptable for all the redshift bins. Figure 12 shows the median and the 16th and 84th percentiles of $\langle M|N \rangle$ and $\sigma_{\ln M/N}$ from the parameter constraints shown in Table 3. The mean and scatter constraints shown in Figure 12 are consistent with the fiducial result shown in Figure 7 within their errors. It is worth noting that the mean relation in the middle redshift bin also favors higher values than for the lower and higher redshift bins, which is similar to the fiducial results. This result supports the non-monotonic redshift evolution of the richness-mass relation found in our fiducial analysis, although the significance is not very high given the larger errors.

7 Conclusion

In this paper, we present the results of the richness-mass relation analysis of the 1747 HSC CAMIRA clusters in the wide redshift range of $0.1 \leq z_{\text{cl}} \leq 1.0$ with the richness range of $N \geq 15$ by jointly fitting to the stacked weak lensing profiles and abundance measurements from the HSC-SSP first-year data ($\sim 232$ deg$^2$ for the cluster catalog and $\sim 140$ deg$^2$ for the shear catalog). The exquisite depth and image quality of the HSC survey enables us to measure stacked weak lensing signals even for high-redshift clusters at $0.7 \leq z_{\text{cl}} \leq 1.0$ with the signal-to-noise ratio of 19.

We constrain the richness-mass relation defined in equations (16) and (17) assuming the log-normal distribution for the relation $P(\ln N|M,z)$ for both the Planck and WMAP cosmological parameters, based on the forward modeling method. We constrain the richness-mass relation parameters without informative priors on them when marginalizing over the off-centering effects on the stacked lensing profiles. We employ the $N$-body simulation based halo emulator for theoretical predictions of the halo mass function and the lensing profiles. We also use the analytic model for the sample covariance matrix, which is validated against the HSC mock shear and halo catalogs. We find that our model simultaneously fits the stacked lensing profiles and abundance measurements quite well for both the Planck and WMAP cosmological parameters with $\chi^2_{\text{max}}/\text{dof} = 107.0/97$ and $\chi^2_{\text{min}}/\text{dof} = 106.6/97$, respectively. We check the robustness of the results against the choice of the different photo-$z$ catalogs and source selection cuts. We also show how the stacked lensing and abundance measurements individually constrain the model parameters, and show that the joint analysis efficiently breaks the richness-mass parameter degeneracies.

We then derive the mass-richness relation $P_3(\ln M|N)$ in each redshift bin with the Bayes theorem from the constraint on $P(\ln M|N,z)$. We show that the mean relations $\langle M|N \rangle$ in each redshift bin are consistent between the Planck and WMAP cosmological parameters within the errors, but the scatter relation values $\sigma_{\ln M/N}$ for the Planck cosmological model are larger than those for the WMAP model. In addition, the scatter values for the Planck model increase toward lower richness values, whereas those for the WMAP model are consistent with the constant values as a function of the richness.

We also show that we need to include the linear and square redshift-dependent parameters in terms of $\ln(1 + z)$ for the mean and scatter relations in $P(\ln N|M,z)$ to have acceptable $p$-values. The models without such redshift-dependent parameters resulted in much worse $p$-values. By including the square redshift-dependent parameters, we show that the mean relation $\langle M|N \rangle$ in the middle redshift bin has the ~20% higher amplitude than in the lower and higher redshift bins, whereas the scatter relation $\sigma_{\ln M/N}$ in the middle redshift bin is slightly smaller than in the other bins. We ascribe this non-monotonic redshift dependence to the non-monotonic behavior of the projection effect as a function of redshift, which is supported by the redshift dependence of cluster photometric redshift errors. The redshift evolution in the mean relation $\langle M|N \rangle$ should be properly accounted for when one uses the stacked weak lensing signals around the HSC CAMIRA clusters to validate shear and photometric redshifts. We also check the consistency of our fiducial results based on the richness-mass relation including the redshift-dependent parameters with those from the analysis of individual redshift bins without redshift-dependent parameters.

Our result indicates that we cannot distinguish between Planck and WMAP cosmological models from the current abundance and lensing profile measurements. This is partly because of our choice of the flexible richness-mass relation model without any informative prior constraints on the model parameters. However, we find that the predicted scatter values are clearly different between Planck and WMAP cosmologies, suggesting that any additional constraints on the scatter of the mass-richness relation may break the degeneracy between these two cosmological models. For instance, one could add other independent probes (e.g., X-ray temperature, the Sunyaev–Zel’dovich effect, or lensing magnification effect) for constraining the scatter values in order to distinguish cosmological models better from cluster observables. The analysis on lensing magnification effect might provide complementary information, and will constrain the richness-mass relation of the HSC CAMIRA clusters (Chiu et al. in prep.).

Another possible observable to break the degeneracy is spatial clustering of clusters. Here we briefly investigate the differ-
The real-space three-dimensional halo-halo correlation function $\xi_{ab}(r)$ in each redshift and richness bin between the Planck and WMAP models by using the best-fit richness-mass relation parameters from the fiducial analyses in this paper, to have a sense of its statistical power to break the degeneracy. We find that the predicted amplitudes of the halol-halo correlation function for the WMAP model are $\sim 20-30\%$ larger than those for the Planck model for all the richness and redshift bins at $3 \lesssim r \lesssim 500 h^{-1}\text{Mpc}$. This implies that clustering of clusters add useful information that is complementary to abundance and lensing, although careful investigations on the cluster photometric effects, the redshift-space distortion, and the projection effects should be conducted in order to combine our results with the cluster clustering analysis to obtain tight cosmological constraints. We leave this exploration for future work.

In addition, our result should be useful for other cluster-related observational studies (e.g., Lin et al. 2017; Jian et al. 2018; Nishizawa et al. 2018; Miyaoaka et al. 2018; Ota et al. 2018; Hashimoto et al. 2019), including the galaxy formation in the cluster region and the mass scale estimation for clusters detected via strong-lensing, X-ray, and Sunyaev–Zel’dovich effect with richness values. We can also use our constraint on $P(\ln N|M,z)$ to construct mock CAMIRA cluster catalogs with richness values by using halo mass and redshift in $N$-body simulations, which may be useful for testing the performance of cluster finding algorithms with simulations (e.g., Dietrich et al. 2014; Oguri et al. 2018a; Costanzi et al. 2019).

Our analysis involves several assumptions. Most critically, we have assumed that the CAMIRA clusters are randomly oriented with respect to the line-of-sight direction in the forward modeling method to compute the cluster observables from the mass function and the spherically averaged halomatter cross-correlation function from $N$-body simulation outputs. However, this assumption is inaccurate if the CAMIRA clusters are affected by the projection effects such as misidentification of non-member galaxies along the line-of-sight direction as member galaxies in the richness estimation (e.g., Cohn et al. 2007; Zu et al. 2017; Busch & White 2017; Costanzi et al. 2019). Since our cluster selection is based on the richness values, CAMIRA could preferentially detect clusters with filamentary structure along the line-of-sight direction. Given the correlation between the halo orientation and surrounding large-scale structure, this effect can change the lensing profile from the spherical symmetric case (Osato et al. 2018). This investigation is beyond the scope of this paper. In order to properly address the projection effects, we need to construct realistic mock catalogs of the CAMIRA clusters with intrinsic richness values and to derive cluster observables accounting for the projection effects. Our result might be useful to check the consistency of such simulation setups with the observations by comparing our measurements and constraints on the mean and scatter relations with ones from such mock catalogs with projection effects.

We have presented the results of the richness-mass relation analysis from the HSC first-year data. We will have $\sim 1000 \text{deg}^2$ area for the cluster and shear catalogs when the HSC-SSP survey is complete in 2020. The final HSC cluster analysis has the potential to provide stronger constraints on the richness-mass relation and its better applications for cosmological, galaxy formation, and cluster-related studies particularly when combined with other multiple probes. There is also room for improving the measurement methods e.g., improving the shear measurement technique to have more galaxy shapes, and increasing a sample of galaxies with spectroscopic redshifts to improve the accuracy of cluster photometric redshifts, and also improving the model framework by further accounting for possible systematics effects such as the projection effects.
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Appendix 1 Covariance

We use analytic covariances for the sample covariance in the parameter estimation, assuming that the distribution of the clusters and the lensing fields obey the Gaussian statistics. We describe the analytic model and the detail estimation procedure in Appendix 1.1, and validate it against the realistic shear and cluster mock catalogs in Appendix 1.2. We also use the analytic model for the Poisson shot noise in the abundance covariance. On the other hand, we do not use an analytic model for the shape noise covariance in the lensing profiles, but we estimate it directly from the data catalogs as described below.

A.1.1 Analytic model of the covariance matrix

We employ an analytic covariance model for cluster abundances (Hu & Kravtsov 2003; Takada & Bridle 2007; Oguri & Takada 2011) as

$$C[N_{\alpha, \beta}, N_{\alpha', \beta'}] = C_{\alpha, \beta} \delta_{\alpha, \alpha'} \delta_{\beta, \beta'} + \sum_{\alpha, \alpha'} C_{\alpha, \alpha'} \delta_{\beta, \beta'},$$  \hspace{1cm} (A1)

where $\delta_{\alpha, \beta}$ denotes the Kronecker delta function. The first term denotes the Poisson shot noise from the finite number of available clusters and the second term gives the sample covariance as

$$S_{\beta, \alpha, \alpha'} = N_{\alpha, \beta} \int_{z_{\min}}^{z_{\max}} dz W_{\alpha, \beta}(z) W_{\alpha', \beta}(z) \chi^2(z)$$

$$\times \int \frac{d\ell k}{2\pi} \left| \tilde{W}_{\ell}(\Theta_{\beta}) \right|^2 P_{\text{lin}}^{\ell, \pm}\left( k = \frac{\ell}{\chi}; z \right),$$  \hspace{1cm} (A2)

where $\tilde{W}_{\ell}(\Theta_{\beta})$ is the Fourier transform of the survey window function for which we assume a circular survey geometry with survey area $\Omega_{\text{tot}} = \pi \Theta_{\beta}^2$ for simplicity: $\tilde{W}_{\ell}(\Theta_{\beta}) = 2 J_1(\ell \Theta_{\beta})/\ell \Theta_{\beta}$. We use CAMB (Lewis et al. 2000) for computing linear matter power spectrum $P_{\text{lin}}^{\ell, \pm}(k; z)$. The halo weight function is defined as

$$W_{h, \alpha, \beta}(z) = \frac{\Omega_{\text{tot}}}{N_{\alpha, \beta}} \chi^2(z)$$

$$\times \int dM \frac{dn}{dM} S(M, z; N_{\alpha, \min}, N_{\alpha, \max}) b_h(M; z).$$  \hspace{1cm} (A3)

Here $b_h(M; z)$ is the bias parameter for halos with mass $M$ at redshift $z$ for which we employ a halo bias function presented in Tinker et al. (2010) using the colossus package (Diemer 2018).

We calculate the covariance model for the stacked lensing profiles among different redshift, richness, and radial bins by decomposing it into the shape noise covariance $C^\text{SN}$ and the sample covariance $C^\text{SV}$ as

$$C = C^\text{SN} + C^\text{SV},$$  \hspace{1cm} (A4)

where we compute the shape noise covariance by randomly rotating background shapes in the HSC data catalog, and repeat it for 15,000 times. We then calculate the covariance among different richness, redshift, and radial bins based on these measurements.

For the sample covariance of the lensing profiles, we use the Gaussian covariance (Oguri & Takada 2011; Shirasaki & Takada 2018) as

$$C^\text{SV}[\Delta \Sigma_{\alpha, \beta}(R_m), \Delta \Sigma_{\alpha', \beta'}(R_n)]$$

$$= \frac{1}{\Omega_{\text{tot}}(\chi_{\beta})} \int \frac{dk d\ell}{2\pi}$$

$$\times \left[ C_{\alpha, \alpha'}^{\text{hh}}(k) C_{\beta, \beta'}^{\text{hh}}(k) + C_{\Delta \Sigma, \alpha, \alpha'}(k) C_{\Delta \Sigma, \beta, \beta'}(k) \right]$$

$$\times \chi_{\beta}(k R_m) \chi_{\beta'}(k R_n),$$  \hspace{1cm} (A5)

where the power spectrum of convergence fields with $\langle \Sigma_{cr} \rangle_{ls}$ terms are defined as

$$C_{\alpha, \alpha'}^{\text{hh}}(k) = C_{\alpha, \alpha'}^{\text{ls}, \text{ls}}(R_m) C_{\alpha, \alpha'}^{\text{ls}, \text{ls}}(R_n) \times$$

$$\int \frac{dz}{H(z)} \left( \rho_{\text{m}} \Sigma_{\Sigma}^{-1}(z, \chi_{\beta})(\chi_{\beta}/\chi(z)) \right)^2 P_{\text{lin}}^{\ell, \pm}\left( k' = \frac{\chi_{\beta}}{\chi(z)} k, z \right),$$  \hspace{1cm} (A6)

and $\langle \chi_{\beta}(s) \rangle$ is the average of $\chi(z)$ in $\beta$-th cluster redshift bin from the data with $N \geq 15$. Here $z_{\beta, s}$ is the weighted mean of $z_{\beta, \text{best}}$ (zbest for a source galaxy, s) in $\beta$-th cluster redshift bin over all the radial bins as

$$z_{\beta, s} = \sum_{l, s, z \in z_{\beta}} \frac{z_{\beta, \text{best}} w_{ls}}{\sum_{l, s, z \in z_{\beta}} w_{ls}}.$$  \hspace{1cm} (A7)

We find $z_{s, 1} = 1.09, z_{s, 2} = 1.30,$ and $z_{s, 3} = 1.57$ for the fiducial photo-$z$ catalog and source selection cut with the Planck cosmological parameters. The weighted mean of critical surface mass density is calculated as

$$\langle \Sigma_{cr} \rangle_{ls, \alpha, \alpha'}(R) = \sum_{l, s, z \in z_{\alpha, \beta} \in z_{\beta}} \frac{\langle \Sigma_{cr}^{-1} \rangle_{ls} w_{ls}}{R = \chi_{\beta} |\theta - \theta_{\beta}|}.$$  \hspace{1cm} (A8)

We use HALOFIT (Smith et al. 2003) for the nonlinear matter power spectrum based on Takahashi et al. (2012). The terms of $C_{\alpha, \alpha'}^{\text{hh}}$ and $C_{\Delta \Sigma, \alpha, \alpha'}$ are defined as...
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\[ C^{\text{obs}}_{hh,\alpha\alpha'}(k) = C_{hh,\alpha\alpha'}(k) + \frac{\langle \chi_{l,\beta} \rangle^2 \Omega_{\alpha,\beta} \delta_{\alpha\alpha'}}{N_{\alpha,\beta}} k^2, \quad (A9) \]

with

\[ C_{hh,\alpha\alpha'}(k) = \int_{z_{\alpha,\min}}^{z_{\alpha,\max}} \frac{dz}{H(z)} W_{\alpha,\beta}(z) W_{\alpha',\beta}(z) P_{1,\text{mm}}(k; z), \quad (A10) \]

and

\[ C_{\Delta \Sigma,\alpha\beta}(k) = \int \frac{dM}{dM} \int_{z_{\alpha,\min}}^{z_{\alpha,\max}} \frac{dz}{H(z)} \chi^2(z) \times \int dM \frac{dn}{dM} S(M, z; N_{\alpha,\min}, N_{\alpha,\max}) P_{\alpha\alpha}(k; M, z). \quad (A11) \]

The second-order Bessel function after averaging within radial bins is given as

\[ \hat{J}_2(k R_\alpha) = \frac{2}{R_{\alpha,\max}^2 - R_{\alpha,\min}^2} \int_{R_{\alpha,\min}}^{R_{\alpha,\max}} dR \ R J_2(k R). \quad (A12) \]

We do not account for the window function effect of the cluster and shear catalogs in this analytic model. In Appendix 1.2, we validate this analytical covariance by using the realistic mock shear and cluster catalogs. We also ignore the cross-covariance between the stacked lensing profiles and abundance measurements since this cross-covariance does not have a large impact in the parameter estimation, which we confirm by using the cross-covariance estimated from the mock catalogs. Specifically, we repeat the MCMC analysis based on the fiducial covariance with the cross-covariance from the mock catalogs derived in Appendix 1.2 to find that the 68% percentile widths are consistent with the fiducial ones and the shift of \( \chi^2_{\text{min}} \) value from the fiducial value is \( \sim 0.1 \).

In the parameter estimation, we fix the richness-mass relation parameters for the analytic covariance model to reduce the model calculation time (especially of the lensing covariance). For each setup of the photo-z catalog, source selection cut, and the cosmological parameters, we estimate the analytic covariance model as follows. Firstly, we perform the MCMC analysis with a simpler covariance model which does not include the richness-mass relation dependent terms of \( C_{\Delta \Sigma,\alpha\beta}(k) C_{\Delta \Sigma,\alpha'\beta'}(k) \) in equation (A5) and \( C_{hh,\alpha\alpha'}(k) \) in equation (A9). We do not fix the richness-mass relation parameters for other terms in the abundance and lensing profiles. We obtain the best-fit parameters as \( \{ A, B, B_z, C_z, \sigma_0, q, q_z, p_z \} = \{ 3.16, 0.92, -0.13, 4.17, 0.29, -0.12, -0.02, 0.52 \} \) for the Planck model, and \( \{ A, B, B_z, C_z, \sigma_0, q, q_z, p_z \} = \{ 3.37, 0.84, -0.14, 4.47, 0.17, -0.02, 0.19, 0.50 \} \) for the WMAP model with the fiducial photo-z catalog (MLZ) and source selection cut (\( P_{\text{cut}} \) with \( \Delta z = 0.1 \)). Secondly, we calculate the covariance with the analytic model based on these parameters from the simpler covariance to derive the parameter constraints.

For the case of the fiducial photo-z catalog and source selection cut, the richness-mass relation parameters for the covariance calculation above are consistent with our final results shown in Table 2, and that the \( \chi^2_{\text{min}} \) values are not very different from the final values shown in Table 2. We show our covariance matrix for the fiducial setup with the Planck cosmological parameters in Figures 1 and 2.

### A.1.2 Validation against realistic mock shear and cluster catalogs

We validate our model of the covariance presented in Appendix 1.1 against the realistic HSC shear and halo catalogs (Shirasaki et al. 2019, see Section 4.5 for more details). We use 2268 realizations of the mock catalogs that share the same footprints of the shear and halo catalogs as the real data catalogs. The cosmological parameters for the mock catalogs are the same as those for the WMAP used in this paper. We assign richness values for halos with \( M \geq 10^{12} h^{-1} M_\odot \) to create the mock catalogs of the CAMIRA clusters with the richness values. The richness values are assigned according to the richness-mass relation parameters consistent with our results shown in Table 2 for the WMAP model as \( \{ A, B, B_z, C_z, \sigma_0, q, q_z, p_z \} = \{ 3.37, 0.85, -0.14, 4.47, 0.18, -0.05, 0.19, 0.50 \} \). We repeat the measurements of the abundance and lensing profiles for each realization to calculate the covariance matrix from the 2268 realizations. Here we measure the lensing profiles from the shear values without shape noise as we use the shape noise covariance estimated in Appendix 1.1. We also calculate the covariance contribution \( C^{\text{R}} \) from the random subtraction (Singh et al. 2017). As shown in Section 2.3 of Singh et al. (2017), we subtract \( C^{\text{R}} \) from the covariance above to account for the random subtraction. Murata et al. (2018) found that this term is negligible (\( C^{\text{R}} / C \sim 0.01 \) for the diagonal terms) for the SDSS redMaPPer clusters. Similarly, we find that these values for the HSC CAMIRA clusters are similar to those for the SDSS redMaPPer clusters and thus negligible for the HSC CAMIRA clusters.

In Figure 13, we show the comparison between the covariance estimated from the mock catalogs and the covariance with the analytic model for the WMAP model using the same richness-mass relation parameters. Since the resolution of the lensing shear in the mock catalogs are limited to 0.43 arcmin, we compare the lensing covariance only above an effective resolution limit for each cluster redshift bin. Here we set the resolution limit by comparing the mean of the lensing profiles from the mock catalogs with the model prediction (see Section 4.3). The figure shows that the diagonal components of the covariance with the analytic model agree well with those from the mock catalogs at better than \( \sim 10\% \) level for both the abundance and lensing profiles measurements. We use the covariance with the analytic model for our parameter estimation because the covariance matrix from the mock catalogs are affected by the resolution effect as mentioned above.
Fig. 13: The comparison of diagonal components between the covariance estimated from the mock catalogs and from the analytic model presented in Appendix 1.1 for the WMAP cosmological parameters. Here we use the richness-mass relation parameters of \{A, B, C, \sigma_0, q_x, p_x\} = \{3.37, 0.85, -0.14, 4.47, 0.18, -0.05, 0.19, 0.50\}, which are consistent with our fiducial result for the WMAP cosmological parameters shown in Table 2. The left panel shows the comparison of the lensing covariance for each redshift and richness bin. We only show the result in the radial scales that are larger than the resolution limits in the mock catalog for each redshift bin. We include the shape noise covariance estimated from randomly rotating galaxy shapes in the data catalog for both the covariances. The right panel shows the comparison of the abundance covariances in each redshift bin. The diagonal parts of the analytic covariances match the mock covariance to better than \(\sim 10\%\).

**Appendix 2 Model parameter constraint contours**

We show the model parameter constraint contours in Figure 14 from the fiducial analysis to show the marginalized one-dimensional posterior distributions for each parameter and the 68% and 95% credible levels contours for each two-parameter subspace from the MCMC chains.
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Fig. 14: The model parameter constraints in the fiducial analysis for both the *Planck* and *WMAP* cosmological parameters. Diagonal panels show the posterior distributions of the model parameters, and the other panels show the 68% and 95% credible levels contours in each two-parameter subspace from the MCMC chains.
