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Abstract: Due to the independence of azimuth-invariant assumption of an echo signal, time-domain algorithms have significant performance advantages for missile-borne synthetic aperture radar (SAR) focusing with curve moving trajectory. The Cartesian factorized back projection (CFBP) algorithm is a newly proposed fast time-domain implementation which can avoid massive interpolations to improve the computational efficiency. However, it is difficult to combine effective and efficient data-driven motion compensation (MOCO) for achieving high focusing performance. In this paper, a new data-driven MOCO algorithm is developed under the CFBP framework to deal with the motion error problem for missile-borne SAR application. In the algorithm, spectrum compression is implemented after a CFBP process, and the SAR images are transformed into the spectrum-compressed domain. Then, the analytical image spectrum is obtained by utilizing wavenumber decomposition based on which the property of motion induced error is carefully investigated. With the analytical image spectrum, it is revealed that the echoes from different scattering points are aligned in the same spectrum range and the phase error becomes a spatial invariant component after spectrum compression. Based on the spectrum-compressed domain, an effective and efficient data-driven MOCO algorithm is accordingly developed for accurate error estimation and compensation. Both simulations of missile-borne SAR and raw data experiment from maneuvering highly-squint airborne SAR are provided and analyzed, which show high focusing performance of the proposed algorithm.
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1. Introduction

Synthetic aperture radar (SAR) plays a significant role for microwave remote and sensing due to the ability of working all weather and all day and night [1–4]. As the hardware technology develops rapidly, SAR sensors can be compacted and mounted on highly maneuvering platforms [5,6], such as missile platforms [7–9]. SAR sensors on the missile platform can be used to acquire ground images for scene-matching guidance or obtain target images for precise bombing. Therefore, missile-borne SAR shows great potential in military application and has attracted growing interest in recent years.

The imaging algorithms for monostatic SAR focusing can be divided into two main categories: frequency-domain algorithms (FDAs) and time-domain algorithms (TDAs). FDAs include the range-Doppler algorithm (RDA), chirp-scaling algorithm (CSA), Omega-K algorithm, etc. These FDAs have been applied in many SAR systems with high computational efficiency [10,11]. FDAs are mostly based on the signal property of azimuth-invariant assumption. However, due to the geometry configuration and curve flying trajectory of
missile platform, the azimuth-invariant assumption of missile borne SAR echoes is no longer valid and the range-azimuth coupling problem becomes much more difficult in the FDA process. Therefore, this paper concentrates on the TDA development for missile-borne SAR to obtain higher focusing performance.

TDAs are a significant trend for a monostatic SAR process [12–14], which is independent of azimuth-invariant assumption and has significant focusing performance advantages for missile-borne SAR focusing with curve moving trajectory. Back-projection (BP) is a widely used TDA [15,16], which has high-accuracy focusing performance and has been well applied in many practical systems [17,18]. For SAR sensor operation on a missile platform, it is very necessary to develop a real-time processor for practical use. However, the huge computational burden of the BP algorithm prevents its advantages in real-time processes. Therefore, massive efforts have been devoted to accelerate the BP processing. A fast factorized BP (FFBP) algorithm and its modifications are one type of popular fast TDA [19–21]. It can reduce the computation burden by fusing the coarse angular resolution images generated from sub aperture (SA) echoes through image-domain interpolation [22,23]. However, the massive interpolation will bring a large computational burden. Cartesian factorized BP (CFBP) is a newly proposed fast TDA [24–26]. In CFBP, spectrum compression on SA image is used to decrease the Nyquist sampling rate (NSR) along the azimuth direction for high efficiency [27]. SA images are fused by azimuth upsampling and coherently processed in the Cartesian coordinate instead of pixel-by-pixel interpolation while the focusing accuracy can be comparable with the FFBP algorithm. CFBP has shown great potential on efficiency and accuracy improvement for SAR with arbitrary geometry configuration, especially for missile-borne SAR application.

However, to apply CFBP in missile-borne SAR process, it remains challenging to integrate with data-driven MOCO. Notably, it is practically significant to obtain well focused SAR images under motion error-contaminated systems [28–30]. In [17,31], an approximate Fourier transformation (FT) relationship has been revealed when the echoes are projected onto the polar coordinate under the FFBP scheme, based on which data-driven MOCO algorithm is proposed to be integrated with FFBP and achieve well focused results in airborne SAR and unmanned aerial vehicle (UAV) SAR applications. However, the FT relations are much more complicated in CFBP which will bring difficulty for MOCO development. In [32], a novel optimization-based MOCO is proposed and incorporated with fast TDA process which can obtain bistatic forward-looking SAR image with high accuracy and efficiency. However, in the case of intense motion error of missile platforms, the searching procedures may increase the computational burden obviously. In [27], an effective autofocusing algorithm with CFBP is proposed for spotlight SAR application and well focused images are obtained. However, it cannot achieve very high performance in missile-borne SAR application due to the curve platform trajectory and the complex phase error in echoes. Therefore, it remains a challenging to develop an efficient and effective data-driven MOCO algorithm with CFBP for missile-borne SAR applications.

In this paper, a new data-driven MOCO is developed under the CFBP scheme to address the motion error problem for missile-borne SAR focusing. After the CFBP process, spectrum compression is applied to the SAR image and the image is transformed into a new spectrum domain, which is referred to as a spectrum-compressed domain. In particular, the analytical image spectrum is derived by introducing wavenumber decomposition, based on which the property of motion induced error is carefully investigated. With the analytical image spectrum, it is revealed that the echoes from different scattering points are aligned in the same spectrum range and the phase error becomes spatial-invariant. With this inherent characteristic of spectrum-compressed domain, an effective and efficient data-driven MOCO algorithm is accordingly developed for accurate error estimation and compensation. Both simulation of missile-borne SAR and the raw data experiment from maneuvering highly-squint airborne SAR are utilized to evaluate the proposed algorithm, and the experimental results show its performance superiority in applications.
This paper is organized as follows: the geometry and signal model of missile-borne SAR are introduced in Section 2. Section 3 derives the analytical image spectrum by introducing wavenumber decomposition. In Section 4, the implementation of spectrum compression is introduced and the property of motion induced error is carefully analyzed in spectrum-compressed domain. Section 5 develops the data-driven MOCO with CFBP and the processing procedures are discussed in detail. Results from both simulation and raw data experiments are provided and analyzed in Section 6. Finally, the conclusions are drawn in Section 7.

2. Geometry and Signal Model

The geometry is shown in Figure 1. To simplify the following derivations, only a two-dimensional geometry model is assumed and considered. In practical application, the three-dimensional geometry needs to be considered and projected onto the two-dimensional model for process [12]. In Figure 1, the SAR sensor is mounted on a missile-borne platform with a diving movement and continuously illuminating the interested area that has been highlighted in gray. Let us first consider the ideal case without trajectory deviation and assume that the platform is moving along the predetermined path, as denoted by the curve of C. Let $t$ denote the azimuth time. Assume that, at $t = 0$, the antenna phase center (APC) of the radar is at $O$. To facilitate the CFBP process for achieving higher efficiency, we denote that the direction of the $y$-axis is along the beam direction at $t = 0$ [24]. Thus far, the coordinate system of XOY is established. At $t$, the antenna phase center (APC) of the radar is at $P_t(x_t, y_t)$, where $x_t$ and $y_t$ can be regarded as a function of $t$, as

$$\begin{align*}
  x_t &= f_x(t) \\
  y_t &= f_y(t)
\end{align*} \quad (1)
$$

Consider an arbitrary illuminated scatterer of $P_0(x_0, y_0)$ with a constant reflectivity coefficient of 1. At $t$, the echoes from $P_0$ can be given as

$$S(x_t, K_r) = \exp \left( -j \bar{R}_0 \cdot \bar{K}_r \right), \quad (2)$$

![Figure 1. Missile-borne SAR geometry.](image)
where \( \cdot \) denotes the inner product operation, and \( \vec{K}_r \) is the wavenumber vector of the echoes with the direction from \( P_i \) to \( P_0 \) and the magnitude of \( K_r \). \( \vec{R}_0 \) is the range vector from \( P_i \) to \( P_0 \), which has the same direction of \( \vec{K}_r \), and its length of \( R_0 \) is given by

\[
R_0 = \sqrt{(x_0 - x_i)^2 + (y_0 - y_i)^2}.
\]  

(3)

In the direct BP algorithm, the echoes are projected onto a Cartesian grid of \( P(x, y) \) to form an SAR image. The grid of \( P(x, y) \) in the formed image is shown in Figure 1, and the image obtained by BP algorithm can be given by the following integral \[13\]

\[
i(x, y) = \int \int \left| s(x_i, R) \right|_{R=\sqrt{(x-x_i)^2+(y-y_i)^2}}^d x_i,
\]

(4)

where

\[
s(x_i, R) = \int S(x_i, K_r) \exp(jR_k) dK_r.
\]

(5)

By substituting (5) into (4), we obtain

\[
i(x, y) = \int \int \exp \left[ -j\sqrt{(x_0 - x_i)^2 + (y_0 - y_i)^2} K_r + j\sqrt{(x - x_i)^2 + (y - y_i)^2} K_r \right] dK_r d x_i.
\]

(6)

In (6), \( y_i \) is the predetermined APC in a \( y \)-direction and \( y_t = y(x_i) \) can be considered as a function with a variable \( x_i \). According to the SAR geometry, (6) can be rewritten into the following form, as

\[
i(x, y) = \int \int \exp \left[ -j\sqrt{(x_0 - x_i)^2 + (y_0 - y_i)^2} K_r + j\sqrt{(x - x_i)^2 + (y - y_i)^2} K_r \right] dK_r d x_i.
\]

(7)

where \( \vec{K} \) is the range vector in the direction from \( P_i \) to the grid \( P(x, y) \). The length of \( \vec{K} \) can be given by

\[
R = \sqrt{(x - x_i)^2 + (y - y_i)^2}.
\]

(8)

Then, we consider the practical case with trajectory deviation. Assuming that, at \( t \), the APC of SAR sensor is at \( P'_i(x'_i, y'_i) \) which is deviated from \( P_i(x_i, y_i) \), as shown in Figure 1. Let \( \Delta \vec{R} \) denote the vector of the trajectory deviation at \( t \), and \( \Delta \vec{K} \) can be also regarded as a function of \( x_i \) as

\[
\Delta \vec{R} = \Delta \vec{R}(x_i).
\]

(9)

With \( \Delta \vec{R} \), (7) can be rewritten as

\[
i(x, y) = \int \int \exp \left[ -j\left(\vec{R}_0 + \Delta \vec{R} \right) \cdot \vec{K}_r \right] \exp \left( j\vec{R} \cdot \vec{K}_r \right) dK_r d x_i,
\]

(10)

where \( \vec{K}_r \) is the wavenumber vector with the direction from \( P'_i \) to \( P_0 \). Since the magnitude of \( \Delta \vec{R} \) is generally much smaller than that of \( \vec{R}_0 \), \( \vec{K}_r \) can be approximated by \( \vec{K}_r \) in (10) to obtain

\[
i(x, y) \approx \int \int \exp \left[ -j\left(\vec{R}_0 + \Delta \vec{R} \right) \cdot \vec{K}_r \right] \exp \left( j\vec{R} \cdot \vec{K}_r \right) dK_r d x_i.
\]

(11)

By comparing (11) with (7), it can be noted that the deviation term of \( \Delta \vec{R} \) is introduced into the integral. The deviation of \( \Delta \vec{R} \) can be also be referred to as motion error \[33\], which
needs to be specifically considered for missile-borne SAR focusing. In the following sections, the analytical image spectrum of CFBP will be investigated carefully and an effective MOCO strategy will be developed with the CFBP process to move the influence of $\Delta \mathbf{R}$.

3. Spectrum Analysis

Before developing effective data-driven MOCO algorithm, it is necessary to analyze the property of motion induced error in image spectrum domain since classic autofocus techniques, e.g., phase gradient autofocusing (PGA) [34] and map-drift autofocusing (MDA) [28], are mostly based on the phase history domain for error estimation and compensation. To derive the analytical form of the image in a Cartesian coordinate system, a pair of orthogonal wavenumber vectors, $\mathbf{K}_x$ and $\mathbf{K}_y$, are introduced, where $\mathbf{K}_x$ is in the $x$-direction and $\mathbf{K}_y$ is in the $y$-direction, as shown in Figure 2. Then, the wavenumber in (11) can be decomposed as [31]

$$\mathbf{K}_r = \mathbf{K}_x + \mathbf{K}_y. \quad (12)$$

![Figure 2. Wavenumber decomposition.](image)

The range vectors as well as motion error of $\Delta \mathbf{R}$ in (11) can be also decomposed along $x$- and $y$-directions as

$$\begin{cases}
\mathbf{R}_0 = x_0 + y_0 \\
\mathbf{R} = x' + y' \\
\Delta \mathbf{R} = \Delta R_x + \Delta R_y
\end{cases} \quad (13)$$

By substituting (12) and (13) into (11), after manipulation, it obtains

$$i(x, y) \approx \int \int \exp \left(-j\Delta R_x K_x - j\Delta R_y K_y\right) \times \exp \left(-jx_0 K_x - jy_0 K_y\right) \exp \left(jxK_x + jyK_y\right) dK_x dK_y, \quad (14)$$

where $\Delta R_x$ and $\Delta R_y$ are the magnitudes of $\Delta \mathbf{R}_x$ and $\Delta \mathbf{R}_y$, respectively. $K_x$ and $K_y$ are the magnitudes of $\mathbf{K}_x$ and $\mathbf{K}_y$, respectively. For obtaining (14), a 2D integral transformation is
applied to (11). In the SAR algorithm development, we mainly concern the phase modulation rather than magnitude modulation, so that the Jacobian determinant introduced by the 2D integral transformation is ignored \[31\]. The detailed derivation of (14) can be found in \[31\]. The first exponential term in (14) is the phase error term introduced by $\Delta \vec{R}$, which should be compensated in the MOCO. With (14), the analytical image spectrum can be obtained as

$$I(K_x, K_y) \approx \exp \left( -j\Delta R_x K_x - j\Delta R_y K_y \right) \exp \left( -j\Delta x_0 K_x - j\Delta y_0 K_y \right).$$  \tag{15}$$

Equation (15) denotes the analytical image spectrum with one single scatterer of $P_0$. The range of $K_x$ is also corresponding to the resolution in the $x$-direction. Then, we consider the range of $K_x$. Let $\theta_l$ denote the angle between $\vec{K}_x$ and $\vec{K}_y$, as shown in Figure 2, and it has

$$\sin \theta_l = \frac{(x_0 - x_t)}{\sqrt{(x_0 - x_t)^2 + (y_0 - y_t)^2}},$$  \tag{16}$$

and the relationship between $K_x$ and $K_r$ can be approximated by $K_x \approx K_{rc} \sin \theta_l$, as

$$K_x \approx \frac{K_{rc}(x_0 - x_t)}{\sqrt{(x_0 - x_t)^2 + (y_0 - y_t)^2}}.$$  \tag{17}$$

where $K_{rc}$ is the center of $K_r$. For most missile-borne SAR applications with media resolution in azimuth, e.g., lower than 1 m resolution, the magnitudes of $x_t, x_0$ as well as $y_t$ are much smaller than the range of $y_0$. Thus, (17) can be further approximated by

$$K_x \approx \frac{K_{rc}(x_0 - x_t)}{y_0},$$  \tag{18}$$

From (18), it can be seen that the range of $K_x$ is highly dependent on the position coordinate of $x_0$. In other words, different point scatterers in the image spectrum domain exhibit different range center of $K_x$. Here, we consider a typical set of missile-borne SAR parameters given in Table 1 for example, and nine point scatterers in the illumination are simulated. The locations of the nine point scatterers are listed in Table 2 and shown in Figure 3. For better observing the image spectrum of different scatterers, the nine points are assumed to have a different range in the $y$-direction. The obtained image from CFBP algorithm is then transformed into phase history domain, i.e., $(K_x, y)$ domain, as shown in Figure 4. From Figure 4, it can be seen that the spectrum of different scatterers is spread into a different range in the $K_x$ direction. Because of the different spectrum range, the contained phase error in the spectrum domain becomes spatial variant which brings difficulty for accurate error estimation and compensation. In the following section, a new process strategy will be developed to deal with the spatial-variant problem based on which an effective data-driven MOCO will be proposed.
Table 1. Parameters of a missile-borne SAR system.

|                | Ku                          |
|----------------|-----------------------------|
| Bandwidth      | 180 MHz                     |
| Range Center   | about 10,000 m              |
| Velocity in the \(x\)-Direction | 500 m/s                  |
| Acceleration in \(x\)-Direction   | \(-15\) m/s²               |
| Velocity in \(y\)-Direction        | 120 m/s                    |
| Acceleration in \(y\)-Direction   | \(-12\) m/s²               |
| Synthetic Duration            | 0.5 s                      |

![Figure 3. Geometry and point locations.](image3.png)

![Figure 4. Image spectrum of nine point scatterers after the CFBP process.](image4.png)
Table 2. The locations of the point scatterers.

| Point | X   | Y   |
|-------|-----|-----|
| Point 1 | −500 m | 9600 m |
| Point 2 | −500 m | 10,100 m |
| Point 3 | −500 m | 10,600 m |
| Point 4 | 0 m | 9500 m |
| Point 5 | 0 m | 10,000 m |
| Point 6 | 0 m | 10,500 m |
| Point 7 | 500 m | 9400 m |
| Point 8 | 500 m | 9900 m |
| Point 9 | 500 m | 10,400 m |

4. Data-Driven MOCO in the Spectrum-Compressed Domain

To address the problem of spreading image spectrum and the spatial-variant phase error, an implementation of spectrum compression is introduced into the CFBP process. The function for spectrum compression is given as

\[ F_{sc}(x, y) = \exp \left( -jK_{rc} \sqrt{x^2 + y^2} \right), \]  

(19)

where \( K_{rc} \) is the center of \( K_r \) described in (10). \( x \) and \( y \) denote the coordinates of the grid in the formed image. Actually, the spectrum compression of (19) is also an inherit stage in the CFBP process [24]; however, we particularly analyze the spectrum compression to show its advantages which will facilitate the MOCO development. Here, we introduce a wavenumber of \( \vec{K}_{sc} \) and a range vector of \( \vec{r} \), both of which are with the direction from the origin of \( O \) to the grid of \((x, y)\). Note that the direction of \( \vec{K}_{sc} \) is different from that of \( \vec{K}_r \) introduced in (2). In (2), the direction of \( \vec{K}_r \) is from \( P_t \) to \( P_0 \). The magnitude of \( \vec{K}_{sc} \) is \( K_{rc} \), while the magnitude of \( \vec{r} \) can be given as

\[ r = \sqrt{x^2 + y^2}. \]  

(20)

(19) and (20) are rewritten as

\[ F_{sc}(x, y) = \exp \left( -j\vec{K}_{sc} \cdot \vec{r} \right), \]  

(21)

Then, both \( \vec{K}_{sc} \) and \( \vec{r} \) are decomposed along \( x \)- and \( y \)-directions, as

\[
\begin{cases}
\vec{K}_{sc}^x = \vec{K}_{xc} + \vec{K}_{yc} \\
\vec{r}^x = \vec{x} + \vec{y}
\end{cases}
\]  

(22)

By substituting (22) into (21), it has

\[ F_{sc}(x, y) = \exp \left( -jxK_{xc} - jyK_{yc} \right), \]  

(23)

where \( K_{xc} \) and \( K_{yc} \) are the magnitudes of \( \vec{K}_{xc} \) and \( \vec{K}_{yc} \), respectively. By multiplying (14) with (23), it obtains

\[ \tilde{t}(x, y) \approx \iint \exp \left( -j\Delta K_x K_x - j\Delta K_y K_y \right) \times \exp \left( -jx_0 K_x - jy_0 K_y \right) \exp \left( jxK_x + jyK_y \right) \exp \left( -jxK_{sc} - jyK_{yc} \right) dK_x dK_y, \]  

(24)
In (24), $\vec{K}_{xc}$ is the decomposition of $\vec{K}_{sc}$ in the $x$-direction. According to the geometry of Figure 2 and similarly to the analyses of (18), the relationship between $\vec{K}_{xc}$ and $\vec{K}_{sc}$ can be given by

$$K_{xc} \approx \frac{K_{rc}x_0}{y_0}. \quad (25)$$

Note, in (24) that $K_{xc}$ and $K_{yc}$ are exactly the center of $K_x$ and $K_y$ for an arbitrary grid of $(x, y)$. Let

$$\begin{cases} K_x = K_{xc} + \Delta K_x \\ K_y = K_{yc} + \Delta K_y \end{cases}. \quad (26)$$

Then, by substituting (26) into (27), it obtains

$$\tilde{i}(x, y) \approx \int \int \exp \left( -jx_0K_{xc} - jy_0K_{yc} \right) \times \exp \left( -j\Delta R_xK_{xc} - j\Delta R_z\Delta K_x - j\Delta R_yK_{yc} - j\Delta R_y\Delta K_y \right) \times \exp \left( -j\Delta R_xK_x - jy_0\Delta K_y \right) \exp \left( jx\Delta K_x + jy\Delta K_y \right) \Delta K_x d\Delta K_y, \quad (27)$$

and the analytical image spectrum becomes

$$\tilde{i}(\Delta K_x, \Delta K_y) \approx \exp \left( -jx_0K_{xc} - jy_0K_{yc} \right) \times \exp \left( -j\Delta R_xK_{xc} - j\Delta R_z\Delta K_x - j\Delta R_yK_{yc} - j\Delta R_y\Delta K_y \right) \times \exp \left( -j\Delta R_xK_x - jy_0\Delta K_y \right). \quad (28)$$

Thus far, the analytical image spectrum after spectrum compression is obtained, and it can be noted that the image has been transformed into a spectrum-compression domain. In practical application, we utilize (19) instead of (23) for spectrum compression. In (28), the first exponential term is a constant which is introduced by the spectrum compression and will not bring defocusing to the final image. The second exponential term is the phase error term introduced by the motion error. In the data-driven MOCO, the high-order phase error components need to be estimated and compensated for achieving high focusing quality. Finally, we consider the last exponential term in (28), as well as the range of $\Delta K_x$. According to (18), (25) and (26), the range of $\Delta K_x$ can be given by

$$\Delta K_x \approx -\frac{K_{rc}x_t}{y_0}. \quad (29)$$

From (29), it can be seen that the new wavenumber of $\Delta K_x$ in the last exponential of (28) is no longer dependent on the coordinate of $x_0$ of scatterer. In other words, the image spectrum of all the scatterers will be aligned in the same spectrum range. Figure 5 presents the image spectrum in the range history domain of $(K_x, y)$ after spectrum compression. The SAR geometry as well as all the radar parameters are according to Figure 3 and Table 1. From Figure 5, it can be seen that the image spectrum of different scatterers exhibits nearly the same spectrum range and the phase error contained in the echoes can be regarded as spatial-invariant components that will significantly facilitate data-driven MOCO development.
Figure 5. Image spectrum of nine point scatterers in a spectrum-compressed domain.

It is also emphasized that the approximation from (17) to (18) is based on the fact that the motion of the missile-platform is much smaller than the range of $R$. Generally for most missile-borne SAR applications with media resolution, e.g., lower than 1 m resolution in azimuth, the approximation is accurate enough for the MOCO development.

5. Processing Procedures

The processing procedures of data-driven MOCO combined with CFBP is summarized in Figure 6, which includes three main steps.

Step 1: CFBP processing. In the first step, the raw echoed signal collected in missile-borne SAR sensor will be preprocessed, e.g., range compressing or range deramp processing. Then, the pre-processed signal is processed by CFBP for imagery. The on-board inertial navigation system/global positioning system (INS/GPS) information is readily incorporated into CFBP for preliminary MOCO. If the INS/GPS is not accurate enough, the proposed MOCO algorithm is utilized to compensate for the unknown motion error in a data-driven manner. It is noted that the Nyquist sample rate in every recursion in CFBP needs to be high enough, so that the information of both echoed signal and motion error will be fully contained and transformed in the images in every recursion, and only the image obtained from final recursion is utilized for the MOCO process. After step 1, the coarsely focused image of $i(x, y)$ from CFBP is obtained.

Step 2: Spectrum compression and MOCO. In the second step, the image obtained from CFBP is transformed into a spectrum-compressed domain by utilizing spectrum compression according to (19). Then, the image is transformed into phase history domain, i.e., $\tilde{I}(K_x, y)$ domain, by applying fast Fourier transformation (FFT) along the $x$-direction. Because the echoes from different scatterers have nearly the same spectrum range along $K_x$ direction, classic weighted PGA (WPGA) [35] is processed with high efficiency and effectiveness. It is also noted that both azimuth phase error (APE) and non-systematic range cell migration (NsRCM) need to be considered in the MOCO for high-accuracy estimation and compensation, and the compensated image of $\tilde{I}_{MOCO}(K_x, y)$ is obtained. The compensation for NsRCM can be referred to [31,36].

Step 3: After both APE and NsRCM are compensated in phase history domain, the images are transformed back into the $(x, y)$ domain by utilizing inverse FFT (IFFT) along the $K_s$ direction. Then, the image is transformed into $(x, y)$ domain and a spectrum-
decompression is applied to the image to preserve the phase information. The spectrum-decompression function is a conjunction of spectrum-compression function, given as

\[ F_{sdc}(x, y) = \exp\left(jK_{rc}\sqrt{x^2 + y^2}\right). \]  

(30)

After spectrum-decompression, the image of \( i_{MOCO}(x, y) \) with high focusing quality is finally obtained.

---

**Figure 6.** Processing procedures.

6. Simulations and Raw Data Experiments

In this section, both simulations for missile-borne SAR and raw data experiments of highly-squint airborne SAR are presented to evaluate the performance of the proposed algorithm.
6.1. Simulations for Missile-Borne SAR

In this sub-section, simulation experiments are presented and analyzed to evaluate the performance of the data-driven MOCO. The missile-borne SAR geometry for the simulation is according to Figure 3, and nine point scatterers in the observing scene for analyzing is according to Table 2. The parameters are according to Table 1. Figure 7 shows the assumed motion errors of the missile platform in both x- and y-directions.

![Figure 7. Assumed motion errors in x- and y-directions.](image)

The algorithms for the simulation experiments are programmed on a MATLAB platform and Windows 10 system on a desktop computer with an i7-9700 CPU and 32 GB RAM without parallel processing. The total processing time using direct BP is approximately 175 min. The total processing time by using conventional FFBP is approximately 11.4 min. The total processing time by using the algorithm of [27] is about 4.1 min. The total processing time by using the proposed MOCO combined with CFBP is approximately 2.7 min. It can be seen that the proposed MOCO with CFBP is much faster than direct BP and FFBP algorithms, as well as the algorithm of [27]. In Figure 3, point 5 is regarded as the center point while point 3 is regarded as the frontier point, and the results of both center and frontier points are particularly analyzed. In the MOCO process, the phase error varying along range direction is also considered and compensated according to [29].

Figure 8 presents the focusing results of the center point and frontier point obtained from the CFBP algorithm without any MOCO. The results degraded seriously along the azimuth direction due to the unknown motion error, and the defocusing results bring difficulty to the subsequent process. Figure 9 presents the focusing results of the center point and frontier point obtained from CFBP algorithm in which the MOCO is processed without spectrum compression. From Figure 9, it can be seen that both center and frontier points still have some defocusing. Because the echoes from different point scatterers have a different spectrum range along the $K_x$ direction and the phase error is spatially variant, the phase error cannot be exactly estimated and compensated. Figure 10 presents the focusing results of the center point and frontier point obtained from the MOCO algorithm of [27]. Table 3 presents the –3 dB main-lobe, the peak-sidelobe ration (PSLR) and the integrated sidelobe ratio (ISLR) for the focusing quality analyses of the nine point scatterers. Because the spatial-variant phase error cannot be accurately compensated, minor defocusing still remains in the final image. Figure 11 presents the focusing results of the center point and frontier point obtained from CFBP algorithm in which the MOCO is processed after spectrum compression. From Figure 11, it can be seen that the focusing performance of the proposed algorithm obtains high focusing performance, where the processing results have a narrower main-lobe and lower sidelobes. The –3 dB main-lobe, the peak-sidelobe ration (PSLR) and the integrated sidelobe ratio (ISLR) for the focusing quality analyses of the nine point scatterers are listed in Table 4. The high focusing quality demonstrates the superior performance of the proposed MOCO for missile-borne SAR application.
Figure 8. Results from CFBP without any MOCO. (a) Focusing results of center point and its azimuth responses; (b) focusing results of frontier point and its azimuth responses.

Figure 9. Results from CFBP and MOCO are processed without spectrum compression. (a) Focusing results of center point and its azimuth responses; (b) focusing results of frontier point and its azimuth responses.
Figure 10. Results from the algorithm of reference [27]. (a) Focusing results of center point and its azimuth responses; (b) focusing results of frontier point and its azimuth responses.

Figure 11. Results from the proposed algorithm. (a) Focusing results of center point and its azimuth responses; (b) focusing results of frontier point and its azimuth responses.
Table 3. The focusing quality of the point scatterers from the algorithm of [27].

| y-Direction | 3-dB width | PSLR | ISLR |
|-------------|------------|------|------|
| Point 1     | 0.86 m     | −12.91 dB | −9.98 dB |
| Point 2     | 0.85 m     | −13.11 dB | −9.91 dB |
| Point 3     | 0.86 m     | −13.02 dB | −9.84 dB |
| Point 4     | 0.85 m     | −13.10 dB | −9.88 dB |
| Point 5     | 0.85 m     | −13.05 dB | −9.89 dB |
| Point 6     | 0.86 m     | −13.02 dB | −9.91 dB |
| Point 7     | 0.86 m     | −12.94 dB | −9.77 dB |
| Point 8     | 0.87 m     | −13.12 dB | −9.84 dB |
| Point 9     | 0.87 m     | −13.07 dB | −9.81 dB |

| x-Direction | 3-dB width | PSLR | ISLR |
|-------------|------------|------|------|
| Point 1     | 0.48 m     | −11.68 dB | −9.67 dB |
| Point 2     | 0.47 m     | −11.83 dB | −9.49 dB |
| Point 3     | 0.53 m     | −11.64 dB | −9.57 dB |
| Point 4     | 0.45 m     | −12.04 dB | −9.48 dB |
| Point 5     | 0.46 m     | −12.17 dB | −9.37 dB |
| Point 6     | 0.47 m     | −11.41 dB | −9.60 dB |
| Point 7     | 0.49 m     | −10.79 dB | −9.43 dB |
| Point 8     | 0.52 m     | −11.80 dB | −9.40 dB |
| Point 9     | 0.52 m     | −12.24 dB | −9.59 dB |

Table 4. The focusing quality of the point scatterers from the proposed algorithm.

| y-Direction | 3-dB width | PSLR | ISLR |
|-------------|------------|------|------|
| Point 1     | 0.86 m     | −13.11 dB | −9.88 dB |
| Point 2     | 0.85 m     | −13.09 dB | −9.87 dB |
| Point 3     | 0.85 m     | −13.11 dB | −9.99 dB |
| Point 4     | 0.85 m     | −13.10 dB | −9.97 dB |
| Point 5     | 0.86 m     | −12.96 dB | −9.84 dB |
| Point 6     | 0.86 m     | −13.01 dB | −9.88 dB |
| Point 7     | 0.87 m     | −13.02 dB | −9.76 dB |
| Point 8     | 0.87 m     | −13.13 dB | −9.93 dB |
| Point 9     | 0.87 m     | −13.13 dB | −9.93 dB |

| x-Direction | 3-dB width | PSLR | ISLR |
|-------------|------------|------|------|
| Point 1     | 0.46 m     | −12.91 dB | −9.78 dB |
| Point 2     | 0.48 m     | −13.03 dB | −9.87 dB |
| Point 3     | 0.51 m     | −12.91 dB | −9.91 dB |
| Point 4     | 0.43 m     | −13.03 dB | −9.93 dB |
| Point 5     | 0.43 m     | −13.02 dB | −9.92 dB |
| Point 6     | 0.46 m     | −12.99 dB | −9.87 dB |
| Point 7     | 0.48 m     | −12.91 dB | −9.81 dB |
| Point 8     | 0.50 m     | −13.00 dB | −9.89 dB |
| Point 9     | 0.51 m     | −12.89 dB | −9.79 dB |
6.2. Raw Data Experiments for Airborne SAR

To further evaluate the performance of the proposed algorithm, raw data experiments from a maneuvering highly-squint airborne SAR system are implemented by utilizing the proposed MOCO with CFBP algorithm. The airborne SAR is operating in a Ka band with a bandwidth of 200 MHz. The range center is about 7000 m. The forward velocity of the airborne platform is about 60 m/s and the downward velocity of the airborne platform is about 1.1 m/s. The squint angle is about 45 degrees. Because the on-board INS/GPS information is not accurate enough, data-driven MOCO is processed with CFBP. By using the proposed MOCO, the estimated motion error of the airborne platform is shown in Figure 12. From Figure 12, it can be seen that the motion error exceeds one quarter of the scale of wavelength, which needs to be compensated in the CFBP process.

The focusing results are provided in Figure 13. The size of the final SAR image in terms of $X \times Y$ is 600 m $\times$ 800 m. Figure 13a is the result obtained by the CFBP algorithm without any MOCO, and it can be seen that the image is degraded seriously with the image entropy of 11.203. Figure 13b is the results obtained by data-driven MOCO in CFBP, but the MOCO is not in a spectrum-compressed domain. From Figure 13b, it can be seen that obvious defocusing remains in the image with the image entropy of 10.751. Figure 13c is the results obtained from the algorithm of [27]. Because the spatial-variant phase error cannot be accurately compensated, minor defocusing still remains in the final image with the entropy of 10.662. Figure 13d is the results obtained from the proposed algorithm in which the data-driven MOCO is processed in spectrum-compressed domain, also combined with the CFBP algorithm. From Figure 13d, it can be seen that the algorithm achieves the highest focusing quality with image entropy of 10.628. Figure 14 compares the zoomed images. It is shown that the buildings as well as the roads can be clearly distinguished in the SAR image, which shows that the proposed MOCO algorithm can effectively compensate the unknown motion error to achieve better performance. Figure 15 compares the azimuth responses of two focused prominent scatterers. The azimuth resolution obtained from the algorithm of [27] is about 0.125 m, while the azimuth resolution obtained from the proposed algorithm is about 0.110 m. From the comparison, it can be seen that the proposed algorithm can achieve higher focusing quality, which validates the superior performance of the proposed algorithm.

Figure 12. Motion error of airborne platform estimated from echoes.
Figure 13. Experimental results from highly-squint airborne SAR. (a) Obtained results from CFBP algorithm without any MOCO; (b) obtained results from CFBP algorithm combined with data-driven MOCO but without spectrum compression; (c) obtained results from the algorithm of [27]; (d) obtained results from the proposed algorithm.

Figure 14. Zoomed images for comparison. (a) Obtained results from CFBP algorithm combined with data-driven MOCO but without spectrum compression; (b) obtained results from the algorithm of [27]; (c) obtained results from the proposed algorithm.
7. Conclusions

In this paper, a new data-driven MOCO algorithm is developed under the CFBP framework for missile-borne SAR application. The SAR image from CFBP is transformed into a spectrum-compressed domain where the echoes from different scattering points are aligned in the same spectrum range in a spectrum-compressed domain, and the phase error can be regarded as spatially invariant. With this inherent characteristic of spectrum-compressed domain, an effective data-driven MOCO algorithm is developed with CFBP algorithm for accurate error estimation and compensation. Results from simulations and raw data experiments are presented to validate the performance of the proposed algorithm.
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The following abbreviations are used in this manuscript:

- LD linear dichroism
- SAR synthetic aperture radar
- FFBP fast factorized back-projection
- CFBP Cartesian factorized back projection
- MOCO motion compensation
- FDA frequency-domain algorithm
- TDA time-domain algorithm
- RDA range-doppler algorithm
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