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Abstract

We address the problem of generalized category discovery (GCD) in this paper, i.e. clustering the unlabeled images leveraging the information from a set of seen classes, where the unlabeled images could contain both seen classes and unseen classes. The seen classes can be seen as an implicit criterion of classes, which makes this setting different from unsupervised clustering where the cluster criteria may be ambiguous. We mainly concern the problem of discovering categories within a fine-grained dataset since it is one of the most direct applications of category discovery, i.e. helping experts discover novel concepts within an unlabeled dataset using the implicit criterion set forth by the seen classes. State-of-the-art methods for generalized category discovery leverage contrastive learning to learn the representations, but the large inter-class similarity and intra-class variance pose a challenge for the methods because the negative examples may contain irrelevant cues for recognizing a category so the algorithms may converge to a local-minima. We present a novel method called Expert-Contrastive Learning (XCon) to help the model to mine useful information from the images by first partitioning the dataset into sub-datasets using $k$-means clustering and then performing contrastive learning on each of the sub-datasets to learn fine-grained discriminative features. Experiments on fine-grained datasets show a clear improved performance over the previous best methods, indicating the effectiveness of our method.

1 Introduction

Deep learning models have achieved super-human performance on many computer vision problems where large-scale human annotations are available, such as image recognition [4] and object detection [21]. However, collecting a dataset at scales like ImageNet or COCO is not always possible. Consider the scenario of fine-grained recognition such as bird species recognition or medical image analysis, where the annotations require expert knowledge which could be costly to collect, also it is difficult for the collected annotations to cover all the possible classes because new classes keep growing over time.

The problem of generalized category discovery was recently formalized in [24], where the aim is to discover categories within the unlabeled data by leveraging the information
from a set of labeled data. It is assumed that the labeled data contains similar yet distinct classes from the unlabeled data. The labeled data collected by human experts can be seen as an implicit criterion of classes which can be learned by the model to perform clustering on the unlabeled data. This setting is much harder than semi-supervised learning because generalized category discovery does not assume we know all the classes in the data while in semi-supervised learning the assumption is that the labeled data covers all the classes including ones in unlabeled data.

In this paper, we specifically focus on fine-grained generalized category discovery which is a more difficult and practical problem than generic category discovery since field experts are interested in the fine-grained concepts in real applications, and they often have a labeled dataset representing the existing knowledge, so such a fine-grained generalized category discovery method could help them make sense of the unlabeled set by clustering the unlabeled instance according to the criteria implicitly defined in the labeled data. In fine-grained category discovery, the main challenge is the large inter-class similarity and the intra-class variance, different classes may require the model to learn more discriminative features to be able to distinguish, e.g., two different birds could only differ in the beak. We have observed that an unsupervised representation (e.g. DINO) could cluster the data based on class irrelevant cues such as the object pose or the background, see the left part of Fig. 1. Based on this observation, we proposed a simple yet effective method to boost the performance of generalized category discovery on fine-grained data named Expert Contrastive Learning (XCon).

In our proposed XCon method, we partition the data into $k$ expert sub-datasets by directly performing $k$-means clustering on self-supervised representations. These $k$ sub-datasets can be used as a strong prior for the next learning phase because within each of the $k$ sub-datasets, class-irrelevant cues will be so similar that the model will be forced to learn more class-relevant features within each sub-dataset. Each of these sub-datasets can be viewed as an expert dataset used to eliminate the negative influence introduced by certain kinds of class-irrelevant cues. Each of the projector used to project features of each corresponding sub-dataset is defined as an expert. To learn a robust representation from these datasets, we directly leverage supervised contrastive learning [14] on the labeled data and unsupervised contrastive learning [10] on all the data.

Our contribution is three-fold:
• We observed that self-supervised representations can group the data based on class irrelevant cues which can be exploited to design further methods.

• We proposed a method that can learn discriminative features for fine-grained category discovery by partitioning the data into $k$ sub-datasets.

• We validated the effectiveness of our proposed method by setting a new state-of-the-art performance on seven tested generalized category discovery benchmarks.

Our code is available at https://github.com/YiXXin/XCon.

2 Related Works

2.1 Novel Category Discovery

Novel Category Discovery (NCD) aims to discover new object categories by transferring the knowledge learned from a set of relevant but different seen classes. This task was first formalized in DTC [1], with earlier works [2, 3] tackling a similar problem. KCL [4] and MCL [5] utilize the pairwise similarity to transfer the clustering model to cross-task scenarios, which can be used to categorize the unseen classes further. A common three-step learning pipeline is proposed in RankStat [8] where the representation is first learned with self-supervision on all the data and then fine-tuned on the labeled data, the final representation used for discovering novel categories is then further fine-tuned using a pair-wise clustering loss on the unlabeled data. Since then, many works [1, 2, 3, 4] begin to focus on this NCD problem and present promising results. Contrastive learning has been explored under this NCD problem by NCL [2], showing strong performance.

Efforts have also been made in extending this problem to the more challenging fine-grained classification scenario by DualRank [4], which leverages the local object parts information to enhance the representations used for discovering novel categories. Our work also focuses on the challenging fine-grained classification scenario. The key difference with prior works is that we use $k$-means grouping on a self-supervised feature to provide informative pairs for contrastive learning instead of using MixUp [2] or local object parts [3]. Our work also builds on a newly proposed setting named Generalized Category Discovery (GCD) [4] where the unlabeled examples can come from both seen and unseen classes, which is a more realistic scenario than NCD.

2.2 Contrastive Learning

Contrastive learning has been showing to be effective for learning representations [1, 2] in a self-supervised manner using the instance discrimination pretext [2] as the learning objective. Instance discrimination learns the representation by pushing negative examples away from each other and pulling positive examples closer in the embedding space. As informative examples are important for learning representations with contrastive learning, there are works following this direction trying to create more informative negative or positive pairs using MixUp [2, 3] or special augmentations [2].

Our focus is to learn representations that can be used to discover novel fine-grained categories within the unlabeled dataset, for which a strong representation is needed. By creating informative contrastive pairs by partitioning the dataset into $k$ sub-datasets using $k$-means, examples within each sub-dataset will be similar so that the model will be forced to learn more discriminative features. Compared to previous GCD methods with contrastive learning [4], our method shows clear performance improvements.
Figure 2: Overview of our XCon framework. We first partition the dataset into $K$ sub-datasets using $k$-means clustering the DINO \cite{dino} pretrained representations, then we perform joint contrastive representation learning on each of the partitioned sub-datasets $\mathcal{D}^1 \ldots \mathcal{D}^K$ as well as on the full dataset $\mathcal{D}^0$. Each of the partitioned sub-datasets will force the model to learn fine-grained discriminative information, because the background is similar within each of the sub-datasets so the model will need to learn the difference on the objects to be able to distinguish the examples.

3 Methods

In GCD, the training dataset contains two parts, a labeled dataset $\mathcal{D}^l = \{(x_i^l, y_i^l)\}$ and an unlabeled dataset $\mathcal{D}^u = \{(x_i^u, y_i^u)\}$, where $y_i^l \in \mathcal{C}^l$ and $y_i^u \in \mathcal{C}^u$. $\mathcal{C}^l$ are only composed of seen classes while $\mathcal{C}^u$ are composed of both seen and unseen classes, thus $\mathcal{C}^l \subseteq \mathcal{C}^u$. The goal of GCD is to learn a model to categorize the instances in $\mathcal{D}^u$ by leveraging the information from $\mathcal{D}^l$. Compared to the previous NCD problem that considers the class sets as $\mathcal{C}^l \cap \mathcal{C}^u = \emptyset$, GCD is more challenging and practical.

It has been shown that self-supervised ViT features \cite{dino} could be a good initialization for representation learning in GCD \cite{vaze2023}. In Vaze et al. \cite{vaze2023}, contrastive learning is used to fine-tune the representation using the information from both labeled and unlabeled datasets, and it is shown that contrastive learning could indeed improve the performance of the representation on the task of GCD. Informative contrastive pairs are important for representation learning, especially in the fine-grained classification setting where the model needs to learn subtle discriminative cues between categories. We proposed a simple method that partitions the dataset into $k$ sub-datasets by using $k$-means on self-supervised features to help construct informative contrastive pairs for representations, the overview of our framework is shown in Fig. 2.

3.1 Preliminary

In this section, we briefly review the method proposed in Vaze et al. \cite{vaze2023} for GCD, which consists of two parts, representation learning and class assignment. For representation learning, Vaze et al. \cite{vaze2023} fine-tunes the representation by performing supervised contrastive learning on the labeled data and unsupervised contrastive learning on all the data to avoid outfitting the seen classes.
The unsupervised contrastive loss is defined as
\[
\mathcal{L}_i^u = -\log \frac{\exp(z_i \cdot \hat{z}_i / \tau)}{\sum_{n \neq i} \mathbb{1}_{[n \neq i]} \exp(z_i \cdot z_n / \tau)}
\] (1)
where \(z_i = h(f(x_i))\) is the feature extracted by a backbone \(f(\cdot)\) on the input image \(x_i\) and projected to the embedding space via a projection head \(h(\cdot)\), \(\hat{z}_i\) is the feature from another view of the input image \(\hat{x}_i\).

The supervised contrastive loss is defined as
\[
\mathcal{L}_i^s = -\frac{1}{|\mathcal{N}(i)|} \sum_{q \in \mathcal{N}(i)} \log \frac{\exp(z_i \cdot z_q / \tau)}{\sum_{n \neq i} \mathbb{1}_{[n \neq i]} \exp(z_i \cdot z_n / \tau)}
\] (2)
where \(\mathcal{N}(i)\) is the set of indices of images in the minibatch that have the same label \(y_i\) with the anchor image \(i\).

The final learning objective is the combination of these two losses
\[
\mathcal{L}_{\text{coarse}} = (1 - \lambda) \sum_{i \in \mathcal{B}_U \cup \mathcal{B}_L} \mathcal{L}_i^u + \lambda \sum_{i \in \mathcal{B}_L} \mathcal{L}_i^s
\] (3)
where \(\lambda\) is used to balance between these two terms, \(\mathcal{B}_U\) is a minibatch of unlabeled images, and \(\mathcal{B}_L\) is a minibatch of labeled images.

For class assignments, the semi-supervised k-means method is proposed. The overall procedure is similar to the original k-means method [18], with a key difference that semi-supervised k-means is aware of the labeled data in \(D_l\), and in each step to recompute the cluster assignment, the samples that already have labels will be assigned to the correct cluster regardless of its distance to the nearest cluster centroids.

### 3.2 Dataset Partitioning

The key challenge in representation learning for fine-grained GCD is that the representation is required to be sensitive to the detailed discriminative traits of different classes. Learning the model by contrasting between examples in the full dataset may not help the model to learn such a discriminative representation. Thus, we take advantage of the self-supervised representations that can roughly cluster the images according to the overall image statistics (e.g. background, object pose, etc.) [1] to perform a preprocess on the full dataset by partitioning it into \(k\) expert sub-datasets. The overall statistics within each sub-dataset will be similar and then the model will naturally learn fine-grained discriminative features to distinguish between different examples within each sub-dataset. Each of these expert sub-datasets will be expected to reduce different class-irrelevant cues represented by different overall image statistics.

Specifically, we denote the whole training set as \(D = \{(x_i, y_i)\}\). The feature \(v_i = f(x_i)\) is extracted from each image \(x_i\). The \(v_i\) extracted by DINO [1] is incapable of distinguishing between the fine-grained classes since there is no supervision during training, but it will provide a rough description of the image so that similar images will be clustered together. Then, the whole dataset \(D\) is clustered into \(K\) sub-datasets \(\{D^1, D^2, \cdots, D^K\}\) using k-means, each containing similar images and will be used for fine-grained category discovery later.

### 3.3 Learning discriminative representations

Since the images within each of the partitioned sub-dataset only have fine-grained differences with each other and each sub-dataset naturally has different global statistics overall, we use a set of projectors \(h_j(\cdot), j = 1, \cdots, K\) to project features to each corresponding
sub-spaces in which contrastive learning will be performed. Experts are defined as the $k$ projectors on the $k$ sub-datasets which we partition from the whole dataset using $k$-means. The expert on each sub-dataset is dedicated to learning fine-grained discriminative features from each sub-dataset. Similar to Vaze et al. [24], we apply both supervised contrastive loss and self-supervised contrastive loss to fine-tune the model. Specifically, our proposed fine-grained self-supervised contrastive loss is

$$L_{\text{fine}}^u = -\frac{1}{|B^k|} \sum_{i \in B^k} \log \frac{\exp(h_k(v_i) \cdot h_k(\hat{v}_i)/\tau)}{\sum_j \mathbb{1}_{[j \neq i]} \exp(h_k(v_i) \cdot h_k(v_j)/\tau)}$$

where $B^k$ is a minibatch of images sampled from a partitioned dataset $D^k$, $v_i$ and $\hat{v}_i$ are two views of one same image through data augmentation, and $\tau$ is the temperature parameter.

The fine-grained supervised contrastive loss is defined similarly

$$L_{\text{fine}}^l = -\frac{1}{|B^k|} \sum_{i \in B^k} \log \frac{\exp(h_k(v_i) \cdot h_k(v_q)/\tau)}{\sum_j \mathbb{1}_{[j \neq i]} \exp(h_k(v_i) \cdot h_k(v_j)/\tau)}$$

where $N(i)$ is the set of indices for images with the same label as the anchor image $i$.

Thus, the overall loss we propose to learn fine-grained features is the combination of two losses defined above

$$L_{\text{fine}} = (1 - \lambda) L_{\text{fine}}^u + \lambda L_{\text{fine}}^l$$

Together with the loss from Vaze et al. [24] defined in Eq. (3), which can be viewed as a coarse-grained loss $L_{\text{coarse}}$ compared to our proposed $L_{\text{fine}}$, our optimization objective is

$$\mathcal{L} = \mathcal{L}_{\text{coarse}} + \alpha \mathcal{L}_{\text{fine}}$$

where $\alpha$ is a parameter to balance between our proposed $L_{\text{fine}}$ and the original $L_{\text{coarse}}$ from Vaze et al. [24]. After the representation is learned, we run the semi-supervised $k$-means algorithm to obtain the cluster assignments of each sample.

4 Experiments

Datasets. We evaluate our method on both generic image classification datasets and fine-grained datasets, with a special focus on the performance of the fine-grained image classification datasets. Following previous works, we choose CIFAR-10/100 [16], ImageNet-100 [4] as the generic image classification datasets. For fine-grained datasets we choose CUB-200 [25], Stanford Cars [15], FGVC-Aircraft [19], and Oxford-IIIT Pet [20]. These fine-grained datasets contain categories from the same entry level classes, e.g., birds, cars, aircrafts, and pets. These datasets can be more challenging for GCD methods requiring models to learn highly discriminative features [27]. We split the training data into a labeled dataset and an unlabeled dataset by first dividing all classes equally into a seen class set and an unseen one then sampling 50% images from the seen classes as unlabeled data so that the unlabeled set $D^u$ contains images from both seen classes and unseen classes, while the labeled set only contains seen classes, the splits are presented in Table 1.

Evaluation metric. We employ the clustering accuracy (ACC) on the unlabeled set to measure the performance. The evaluation metric is defined as below

$$ACC = \max_{p \in \mathcal{P}(y^u)} \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{\{y_i = p(\hat{y}_i)\}}$$
Table 1: Our dataset splits in the experiments.

| Dataset   | CIFAR10 | CIFAR100 | ImageNet-100 | CUB-200 | SCars | Aircraft | Pet |
|-----------|---------|----------|--------------|---------|-------|----------|-----|
| Labelled  | Classes | 5        | 80           | 50      | 100   | 98       | 50  | 19 |
|           | Images  | 12.5k    | 20k          | 31.9k   | 1498  | 2000     | 1666| 942|
| Unlabelled| Classes | 10       | 100          | 100     | 200   | 196      | 100 | 37 |
|           | Images  | 37.5k    | 30k          | 95.3k   | 4496  | 6144     | 5001| 2738|

where $P$ is the set of all permutations that can match the clustering prediction $\hat{y}_i$ with the ground-truth label $y_i$, we use the Hungarian algorithm [17] to find the best permutation, and $N$ is the number of images in the unlabeled set. Following [24], we use the metric on three different sets, including ‘All’ referring to the entire unlabeled set $D^u$, ‘Old’ referring to instances in $D^u$ belonging to classes in $C^l$ and ‘New’ referring to instances in $D^u$ belonging to $C^u \setminus C^l$.

4.1 Implementation details

We follow the implementation of [24] to use ViT-B-16 [5] as the backbone of our method. We initialize the model with the parameters pretrained by DINO [1] on ImageNet and only fine-tune the final transformer block while other blocks are frozen. We implement the projection heads as three layer MLPs following DINO [1], these projection heads will be discarded when testing.

We perform the $k$-means to partition the whole dataset into $k$ sub-datasets. Due to the nature of $k$-means clustering, there is an imbalance between different clusters and the number of samples in each sub-dataset is different. The batch size for the entire training dataset is set to 256 and the batch size of all the sub-datasets is set to 32. We create one dataloader for each of eight clusters from $k$-means, in each training iteration, 32 images are sampled from each of the eight dataloaders to form a mini-batch with 256 images, so for each mini-batch, the number of images for each clusters is the same.

For the ImageNet dataset, all models are trained for 60 epochs while for other datasets, models are trained for 200 epochs. We set $\alpha$ to be 0.1 by default. Similar to [24], we use a base learning rate of 0.1 with a cosine annealing schedule and set $\lambda$ to 0.35. For a fair comparison with existing methods, we use the same semi-supervised $k$-means method as [24] to do the evaluation.

4.2 Comparison with the State-of-the-Art

We first compare XCon with the state-of-the-art methods on both generic image classification benchmarks and fine-grained image classification benchmarks. The $k$-means method in the tables refers to running $k$-means directly on the features extracted from DINO without any further fine-tuning. RankStats+ and UNO+ are two methods modified from two competitive baselines for NCD and adopted to the GCD setting, i.e. RankStats [6] and UNO [6].

The results on generic image classification benchmarks are shown in Table 2. On all the datasets we tested, XCon shows the best performance on ‘All’, showing that our method could improve upon previous works. XCon also achieves comparable results with other methods on the other subsets as ‘Old’ and ‘New’. It should be noticed the best performance on ImageNet-100 ‘New’ subset is achieved by naively running a $k$-means on DINO features, suggesting that the original features can already represent the unlabeled categories well, and XCon achieves the closest performance compared to this baseline, showing that unlike existing method potentially introducing damage to original feature quality which results in significant performance drop, our method can best preserve the high quality of original features.
Table 2: Results on generic datasets.

| Method         | CIFAR10 | CIFAR100 | ImageNet-100 |
|----------------|---------|----------|--------------|
|                | All     | Old      | New          | All     | Old      | New      | All     | Old      | New      |
| k-means [18]   | 83.6    | 85.7     | 82.5         | 52.0    | 52.2     | 50.8     | 72.7    | 75.5     | 71.3     |
| RankStats+     | 46.8    | 19.2     | 60.5         | 58.2    | 77.6     | 19.3     | 37.1    | 61.6     | 24.8     |
| UNO+           | 68.6    | 98.3     | 53.8         | 69.5    | 80.6     | 47.2     | 70.3    | 95.0     | 57.9     |
| GCD [24]       | 91.5    | 97.9     | 88.2         | 73.0    | 76.2     | 66.5     | 74.1    | 89.8     | 66.3     |
| XCon           | 96.0    | 97.3     | 95.4         | 74.2    | 81.2     | 60.3     | 77.6    | 93.5     | 69.7     |

Table 3: Results on fine-grained datasets.

| Method         | CUB-200 | Stanford-Cars | FGVC-Aircraft | Oxford-Pet |
|----------------|---------|---------------|---------------|------------|
|                | All     | Old           | New           | All        | Old       | New       | All        | Old       | New       |
| k-means [18]   | 34.3    | 38.9          | 32.1          | 12.8       | 10.6      | 13.8      | 16.0       | 14.4      | 16.8      |
| RankStats+     | 33.3    | 51.6          | 24.2          | 28.3       | 61.8      | 12.1      | 26.9       | 36.4      | 22.2      |
| UNO+           | 35.1    | 49.0          | 28.1          | 35.5       | 70.5      | 18.6      | 40.3       | 56.4      | 32.2      |
| GCD [24]       | 51.3    | 56.6          | 48.7          | 39.0       | 57.6      | 29.9      | 45.0       | 41.1      | 46.9      |
| XCon           | 52.1    | 54.3          | 51.0          | 40.5       | 58.8      | 31.7      | 47.7       | 44.4      | 49.4      |

We present the results on fine-grained image classification benchmarks in Table 3. Our method shows the best performance on the ‘All’ and ‘New’ with all four datasets we tested while achieving comparable results on ‘Old’. Compared GCD [24] which is the baseline of XCon, our XCon performs better on all metrics on three out of four fine-grained datasets than GCD, and achieves close performance with GCD on the ‘Old’ set on CUB-200, this demonstrates that XCon can indeed improve the performance of the baseline. The UNO+ method outperforms GCD and XCon on ‘Old’ set, the potential reason is pointed out by GCD [24] that a parametric classifier (which UNO+ uses) may be biased towards the classes which have supervision i.e. ‘Old’, this is verified by our experiments that UNO+ outperforms XCon on ‘Old’ set but lacks behind on ‘All’ and ‘New’ set.

4.3 Ablation study

We perform the ablation study by adjusting each element of our method to inspect the effectiveness of them. For quicker evaluation, we use two fine-grained datasets, i.e. CUB-200 and Stanford Cars, and train the model for 100 epochs to ablate the performance.

Fine-grained and coarse-grained loss. Table 4 presents the performance of using different combinations of loss terms. We observed that with additional supervision from the coarse-grained loss, the ACC is improved by 3.3-4.0% on CUB-200 and 15.4-28.5% on Stanford Cars. As combining the fine-grained and coarse-grained losses achieves the best performance, it is proved that our proposed method to learn fine-grained features improves GCD methods’ performance in fine-grained benchmarks.

Table 4: Ablation study of fine-grained loss and coarse-grained loss.

| $L_{\text{fine}}$ | $L_{\text{coarse}}$ | CUB-200 | Stanford-Cars |
|-------------------|---------------------|---------|---------------|
|                   |                     | All     | Old           | New           | All     | Old           | New           |
| ✓                 |                     | 48.0    | 50.5          | 46.8          | 21.3    | 30.6          | 16.8          |
| ✓                 | ✓                   | 49.9    | 53.4          | 48.2          | 37.1    | 57.9          | 27.0          |
| ✓                 | ✓                   | 51.8    | 53.8          | 50.8          | 41.0    | 59.1          | 32.2          |
The weight of fine-grained loss. We analyze the choice of the weight $\alpha$ for fine-grained loss in Table 5. We find that XCon can consistently outperform the baseline ($\alpha = 0$) with different $\alpha$, showing the robust effectiveness of our method. The best result is achieved with $\alpha = 0.4$ on CUB-200 and with $\alpha = 0.2$ on Stanford Cars.

Table 5: Ablation study on the weight $\alpha$ of loss. $\alpha = 0$ is the baseline (Vaze et al. [24]).

| $\alpha$ | CUB-200 | Stanford-Cars |
|---------|---------|---------------|
|         | All     | Old | New  | All     | Old | New  |
| 0       | 49.9    | 53.4| 48.2 | 37.1    | 57.9| 27.0 |
| 0.1     | 51.8    | 53.8| 50.8 | 41.0    | 59.1| 32.2 |
| 0.2     | 51.6    | 54.5| 50.2 | 42.4    | 63.0| 32.4 |
| 0.4     | **53.4**| **58.6**| **50.9**| 41.1    | 61.2| 31.4 |

The number of sub-datasets. The effect of the sub-dataset number is illustrated in Table 6. Our experiments have shown that ACC is increased as long as $K > 1$, which shows the usefulness of XCon. Although the performance of XCon is consistently better than the baseline’s, it still varies greatly depending on the number of sub-datasets. When $K = 2$, it can reach the highest on the ‘Old’ set, but the lowest on the ‘New’ set, that means with two groups, the overall difference between features is not so great inside each group that the model tends to focus more on the existing coarse-grained knowledge learned from the seen classes. In practice, one could determine the ideal $k$ by evaluating against a validation set.

Table 6: Ablation study on the number $K$ of split sub-groups.

| $K$ | CUB-200 | Stanford-Cars |
|-----|---------|---------------|
|     | All     | Old | New  | All     | Old | New  |
| 1   | 49.9    | 53.4| 48.2 | 37.1    | 57.9| 27.0 |
| 2   | 51.4    | **59.3**| 47.4 | 40.9    | **61.0**| 31.1 |
| 4   | 51.7    | 54.6| 50.2 | 39.8    | 55.3| 32.3 |
| 6   | 50.3    | 51.9| 49.5 | **42.1**| 60.7| **33.1**|
| 8   | **51.8**| 53.8| **50.8**| 41.0    | 59.1| 32.2 |

We further visualize the feature spaces with TSNE [23] on CIFAR10 by mapping the features into two dimensions for a more direct qualitative analysis. In Fig. 3, we cluster the unlabeled data and compare results of the initial model (DINO) before fine-tuning with ones of our model after fine-tuning of DINO. It is clear that the effect before and after the fine-tuning is significant. DINO can cluster the features into 10 groups roughly, but many samples appear in groups that correspond to other classes. In contrast to DINO, with our model, we can see clear boundaries between different groups, and each group is corresponding to one certain category in CIFAR10.

5 Conclusion

In this paper, we propose XCon to address the problem of generalized category discovery with fine-grained image classification benchmarks. XCon first partitions the dataset into $K$ sub-datasets using $k$-means clustering on a self-supervised representation. Each partitioned sub-dataset can be seen as a subset of images that are visually similar and have close coarse-grained representation so that contrastive learning within each of these sub-datasets will force the model to learn fine-grained discriminative features that can help discover fine-
DINO w/o our fine-tuning  
DINO w/ our fine-tuning

Figure 3: Feature visualization on CIFAR10 with TSNE.

grained categories. Experiments on four fine-grained image classification benchmarks show clear performance improvements of XCon, validating the effectiveness of our method.
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