Deep Reinforcement Learning With Adversarial Training for Automated Excavation Using Depth Images
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ABSTRACT Excavation, which is one of the most frequently performed tasks during construction often poses danger to human operators. To reduce potential risks and address the problem of workforce shortage, automation of excavation is essential. Although previous studies have yielded promising results based on the use of reinforcement learning (RL) for automated excavation, the properties of excavation task in the context of RL have not been sufficiently investigated. In this study, we investigate Qt-Opt, which is a variant of Q-learning algorithms for continuous action space, for learning the excavation task using depth images. Inspired by virtual adversarial training in supervised learning, we propose a regularization method that uses virtual adversarial samples to reduce overestimation of Q-values in a Q-learning algorithm. Our results reveal that Qt-Opt is more sample-efficient than state-of-the-art actor-critic methods in our problem setting, and we verify that the proposed method further improves the sample efficiency of Qt-Opt. Our results demonstrate that multiple optimal actions often exist within the process of excavation and the choice of policy representation is crucial for satisfactory performance.

INDEX TERMS Construction industry, automation, machine learning, reinforcement learning.

I. INTRODUCTION

Construction often involves tasks that pose danger to human operators, and the construction industry is recently facing a shortage of the workers. To address such issues, automation of excavation has been investigated for decades [1]–[7]. Recently, machine learning and robotics have demonstrated promising results in various applications [8], [9]. Particularly, recent studies on deep reinforcement learning (RL) [10] in various applications, including robotic manipulation [11], [12] and autonomous driving [13]. In RL, the optimal policy, which maximizes the expected return, is obtained through autonomous trials and errors. Therefore, RL removes the needs for manual design of policies or an expert-demonstration dataset. Recently, Kurinov et al. investigated a framework for automating excavation based on deep RL [14] and demonstrated that they had successfully obtained a policy for excavation. However, in their work, the policy uses as input, a low-dimensional state vector, which is carefully designed and difficult to obtain in real-world systems. To make the policy more generalizable, training a policy that plans excavation motion based on visual information is desired.

To address this problem, we study deep RL methods for the planning of excavation motions, using depth images of the landscape. Specifically, we investigate Qt-Opt, which is a variant of Q-learning algorithms for a continuous action space, to learn the excavation task. Inspired by virtual adversarial training (VAT) proposed in [15], we propose a regularization method using virtual adversarial samples to avoid the overestimation of Q-values. We refer to this method as conservative adversarial training (CAT). Additionally, we propose a strategy for selecting actions using two critics in Qt-Opt,
II. RELATED WORK

Automation of excavation has attracted significant attention because of its expected social impact [1]–[7]. Early studies on autonomous excavation, such as [2], [5], and [6], have focused on modeling soil behavior to design an efficient scooping motion. These studies implicitly assumed that the scooping motion is analytically designed by human engineers. Moreover, it is challenging to design an optimal strategy to achieve efficient excavation. A recent study by Fukui et al. employed an approach based on imitation learning to automate excavation [7].

Imitation learning is an approach that obtains the optimal strategy by learning from human demonstrations [18], [19]. Fukui et al. proposed classifying the excavation motions demonstrated by human experts and adapting them to achieve efficient excavation [7]. However, their method requires a database of excavation motions, and it is difficult to build such a database in practice.

In RL, a policy that maximizes the expected return is obtained through trial and error [10]. This approach is especially attractive for tasks in which simulations are available, because the optimal policy can be obtained from virtual samples. Recent studies have applied deep RL to excavation tasks [14], [20]. A simulator for a bucket-leveling task was developed in a previous study [20], and the efficacy of deep RL methods was investigated. In a previous study by Kurinov et al. [14], a 3D simulation of the excavation task was developed, and deep RL was applied to automate the excavation task. Although they achieved promising results, the obtained policy is based on a low-dimensional state vector, which is difficult to obtain in real-world systems. To extend the applicability of the trained policy, it is necessary to investigate methods for learning a policy that uses vision-based inputs and outputs actions for the excavation task. Previous studies on autonomous excavation have often focused on learning a controller that is robust against disturbances [21], [22].

Qt-Opt was originally developed for grasping tasks that involve large-scale off-policy data collection [23]. Qt-Opt should be a reasonable choice for tasks where the Q-function is non-convex and highly complex and a simplified policy representation is not suitable. However, Qt-Opt was not directly compared with SAC and TD3 in the original study [23]. To the best of our knowledge, previous studies have not directly compared Qt-Opt with SAC and TD3 on the same task.

It is well known in the field of deep RL that there can be multiple optimal policies that elicit the optimal value function [10]. In other words, multiple optimal actions exist for a given state, although the optimal value function is unique. However, existing RL methods typically learn a policy that models the conditional distribution of actions as a unimodal distribution [16], [17]. This simplified policy model may not be sufficient for tasks in which there are several optimal actions for a specified state. Our study demonstrates that the excavation process is one such task and the performance of RL methods is significantly affected by the flexibility of the policy model.

Virtual samples that are generated by injecting noise into samples in a given dataset are often called adversarial examples [15], [24], [25]. Previous research revealed that neural networks are often vulnerable to small noise injected into samples [24] and that regularization using adversarial samples can improve the generalization performance [15], [25].

In the deep RL literature, previous studies [26]–[28] investigated the sensitivity of RL agent against adversarial perturbations or adversarial agents. However, these studies did not address how to improve the learning performance.
of RL agents. Consequently, it is not clear how to leverage adversarial examples for training RL agents. Recent studies [29], [30] proposed methods for obtaining a robust policy by jointly training an adversarial agent. In these studies [29] and [30], the term “adversary” represents an adversarial agent, and not adversarial examples. Although the methods in these studies are applicable to control problems wherein we can introduce an adversarial agent that disturbs the dynamics, it is difficult to apply them to planning problems wherein it is not clear how to define an adversarial agent.

### III. BACKGROUND

First, we introduce the problem formulation of RL. Subsequently, we introduce Qt-Opt and TD3, which are the state-of-the-art RL algorithms, because it is essential to understand the similarities and differences between Qt-Opt and TD3 of-the-art RL algorithms, because it is essential to understand the similarities and differences between Qt-Opt and TD3.

#### A. REINFORCEMENT LEARNING

We consider an RL problem under a Markov decision process (MDP) defined by a tuple \((S, \mathcal{A}, \mathcal{P}, r, \gamma, d)\), where \(S\) is the state space, \(\mathcal{A}\) is the action space, \(\mathcal{P}(s_{t+1}|s_t, a_t)\) is the transition probability density, \(r(s, a)\) is the reward function, \(\gamma\) is the discount factor, and \(d(s_0)\) is the probability density of the initial state. A policy \(\pi(a|s) : S \times \mathcal{A} \mapsto \mathbb{R}\) is defined as the conditional probability density over actions given states. The cumulative discounted reward given by \(R_t = \sum_{k=0}^{\infty} \gamma^k r(s_k, a_k)\) is often referred to as a return. RL aims to obtain a policy that maximizes the expected return, \(\mathbb{E}[R(t)]\). The expected return after taking action \(a\) under state \(s\) and then following policy \(\pi\) is denoted by \(Q^\pi(s, a)\), and it is called the Q-function. In deep RL, the Q-function is often approximated using a neural network. We refer to the neural network that approximates the Q-function as the critic in this study. In the following sections, we consider off-policy RL methods, which train a policy using samples stored in a replay buffer \(D = \{(s_i, a_i, s'_i, r_i)\}_{i=1}^N\).

#### B. QT-OPT: Q-LEARNING FOR CONTINUOUS CONTROL

In deep Q-learning (DQN) presented by Mnih et al. [31], the optimal Q-function is directly approximated using a neural network. Herein, \(Q_w\) denotes the critic parameterized with a vector \(w\), and \(w\) is updated by minimizing the following objective function:

\[
\begin{equation}
\hat{w} = \arg \min_w \mathbb{E}_{(s,a,s',r) \sim D} \left[(Q_w(s, a) - y_i)^2\right],
\end{equation}
\]

where \(y_i\) is the target value given by

\[
\begin{equation}
y_i = r + \gamma \max_{a'} Q_w(s', a'),
\end{equation}
\]

and \(w'\) is the parameter of the target network, which maintains the old parameter of the critic. DQN is developed for tasks with discrete actions, wherein it is simple to compute \(\max_{a'} Q_w(s', a')\). However, when the action space is continuous, it is not easy to compute \(\max_{a'} Q_w(s', a')\). To mitigate this issue, \(\max_{a'} Q_w(s', a')\) is approximated using the cross-entropy method (CEM) [32], [33] in Qt-Opt. CEM is a black-box optimization method that can be applied to arbitrary functions. In Qt-Opt, to avoid the overestimation bias in Q-learning and stabilize the learning process, the target Q value is computed using two models of the Q-function as

\[
\begin{equation}
y_i = r + \gamma \min_{i=1,2} Q_{w_i}(s', a'),
\end{equation}
\]

where \(Q_{w_1}\) and \(Q_{w_2}\) represent two separate models for approximating the Q-function, and \(a'\) is given by

\[
\begin{equation}
a' = \arg \max_{\tilde{a}} Q_{w_i}(s', \tilde{a}),
\end{equation}
\]

which is determined by CEM. For CEM, we need to prepare an initial sampling distribution, for example, Gaussian distribution. At each iteration, \(N\) actions are randomly generated using the sampling distribution. Then, the sampling distribution is fitted to the best \(M\) actions, which have the highest estimated Q-values. In the original Qt-Opt, two iterations are performed with \(M = 5\) and \(N = 64\). Although CEM is used to determine the action that maximizes the Q-function, other black-box optimization methods can also be applied.

#### C. ACTOR-CRITIC METHODS

When policy \(\pi(a|s, z)\) is deterministic, \(\pi(a|s)\) is a Dirac-delta function that satisfies

\[
\begin{equation}
\int Q(s, a) \pi(a|s) da = Q(s, \mu_\theta(s)),
\end{equation}
\]

where \(\mu_\theta(s) : S \mapsto \mathcal{A}\). Silver et al. [34] proposed using the following objective function to train a deterministic policy:

\[
\begin{equation}
J(\theta) = \mathbb{E}_{s \sim \beta(s)} \left[Q^\pi(s, \mu_\theta(s))\right],
\end{equation}
\]

where \(\beta(s)\) is the distribution of the states induced by a behavior policy for collecting the state action pairs. A deterministic policy can be updated using the deterministic policy gradient (DPG) algorithm

\[
\begin{equation}
\nabla_\theta J(\theta) = \mathbb{E}_{s \sim \beta(s)} \left[\nabla_a Q^\pi(s, a)|_{a = \mu(s)} \nabla_\theta \mu_\theta(s)\right].
\end{equation}
\]

The performance of the DPG algorithm has been demonstrated in various studies [17], [35]. In TD3, two critic networks were introduced to mitigate the issue of the overestimation of the Q-function owing to the maximization bias in Q-learning [10], [36]. The target value of the action-value function is computed as

\[
\begin{equation}
y = r + \gamma \min_{i=1,2} Q_{w_i}(s', a')
\end{equation}
\]

where

\[
\begin{equation}
a' = \mu_\theta(s) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma),
\end{equation}
\]

and noise \(\epsilon\) is generated from the Gaussian distribution. In SAC [16], a stochastic policy is modeled using a reparameterization trick given by

\[
\begin{equation}
a = \mu(s) + \epsilon \odot \sigma(s),
\end{equation}
\]
where \( \mu(s) \) and \( \sigma(s) \) are the mean and standard deviation of the action for a given state \( s \), respectively. We express the element-wise product with \( \odot \) in (10). SAC uses the entropy-regularized value function; therefore, the target value for the critics is given by:

\[
y = r + \gamma \min_{i=1,2} Q_{\theta_{i}}(s', a') + \alpha \log \pi(a|s),
\]

where \( \alpha \) is a constant that balances the task reward and the entropy term.

The difference between Qt-Opt and TD3 is the policy representation; Qt-Opt determines the action without any explicit model of a policy by searching for the action that maximizes the Q-value with CEM, whereas TD3 explicitly models the policy with a neural network. As described earlier, this difference is crucial in the excavation task.

D. VIRTUAL ADVERSARIAL TRAINING

In this study, we adapt VAT to avoid the overestimation of the Q-values in Qt-Opt. To make this paper self-contained, we introduce the VAT proposed in [15]. VAT was developed for supervised and semi-supervised learning, and the study in [15] investigated the problems of training a conditional probability density model \( p(y|x) \), parameterized with a vector \( \theta \) for given input-output pairs \( \{x_i, y_i\}_{i=1}^{n} \). In VAT, the perturbation is generated in the direction in which the change in the distribution is the largest. When the divergence between two distributions \( p \) and \( p' \) can be quantified using a non-negative function \( D[p, p'] \), the perturbation is generated as follows:

\[
d_{\text{adv}} = \arg \max_{d} D[p(y|x), p(y|x + d)]
\]

subject to \( \|d\|_2^2 < \epsilon \), and \( \epsilon \) is the step size of the perturbation. Although there is no closed form for the adversarial perturbation in (12), the perturbation, \( d_{\text{adv}} \), can be approximated as

\[
d_{\text{adv}} \approx \epsilon \frac{g}{\|g\|_2}
\]

where \( g = \nabla_{d} D[p(y|x), p(y|x + d)] \mid_{d=\xi u} \).

where \( u \) is a randomly generated unit vector and \( \xi \) is a constant for computing a finite difference. Using the obtained adversarial perturbation \( d_{\text{adv}} \), the model is trained by minimizing the following objective function:

\[
\ell(\theta) + \mathcal{L}_{\text{adv}}(\theta),
\]

where \( \ell(\theta) \) is the negative log-likelihood and \( \mathcal{L}_{\text{adv}}(\theta) \) is the regularization term using the adversarial perturbation, \( d_{\text{adv}} \).

The aim of the VAT proposed in [15] is to smooth the output distribution; therefore, the adversarial perturbation is generated in the direction in which the change in the distribution is the largest. In this study, virtual adversarial samples were employed to avoid overestimation of the Q-values in Q-learning algorithms. Consequently, we propose a method that generates the adversarial perturbations in the direction in which the Q-value is likely to be overestimated.

IV. PROPOSED METHOD

In RL, the optimal action, \( a^{*} \), is given by

\[
a^{*} = \arg \max_{a} Q^{*}(s, a),
\]

where \( Q^{*}(s, a) \) is the optimal Q-function [10]. In other words, the optimal action is the extremum of the optimal Q-function. Therefore, when we model a policy explicitly, the policy should be trained so as to approximate the location of the extremum of the Q-function.

The architecture of the critics for Qt-Opt and TD3 is identical in our implementation, and the difference between Qt-Opt and TD3 is in the policy representation. In TD3, a deterministic function with a single output is used to approximate the action that maximizes the Q-function. Therefore, if the Q-function has multiple separate extrema, the policy may not have sufficient flexibility to represent the extrema of the Q-function. In contrast, in Qt-Opt, the action that maximizes the Q-function is approximately determined using the CEM. As shown in previous studies [32], [33], the CEM can deal with an objective function with multiple extrema. Therefore, the action that maximizes the Q-function can be approximated even if the Q-function has multiple extrema. Consequently, the policy representation in Qt-Opt is more flexible than that in TD3. For this reason, we employed Qt-Opt as the base algorithm. The difference in the performance of Qt-Opt and TD3 is discussed in Section V. To improve the sample efficiency, we introduce two techniques: 1) the regularization method for avoiding overestimation of Q-values, and 2) the strategy for selecting the action using two critics in Qt-Opt.

A. CONSERVATIVE ADVERSARIAL TRAINING FOR AVOIDING OVERESTIMATION OF Q-VALUES

Previous studies on RL pointed out that overestimation of Q-values often occurs in the variants of Q-learning algorithm [10], [36], [37]. Although the double-clipped Q-learning incorporated in Qt-Opt is a method for mitigating overestimation, we observed overestimation of Q-values in the training process of Qt-Opt in our preliminary experiment. When overestimation occurs, the Q-values estimated by the critic rapidly surge and then decrease at the beginning of the training process [10]. To alleviate the issue of overestimation of Q-values, we leverage a regularization method using virtual adversarial samples.

It is well-known that statistical models often suffer from overfitting. To mitigate this issue, previous studies have proposed regularization methods [38]–[40]. Given the input-output pairs, previous studies have proposed the use of virtual adversarial samples by injecting noise into the given input samples and encouraging the model to generate outputs similar to the original outputs [15], [25], [41]. These regularization methods can be used to smooth the output of neural networks and improve their generalization performance. Inspired by these previous studies, we employed regularization using virtual adversarial samples. Although existing methods using virtual adversarial samples are designed
to enhance the smoothness of the output from the trained model [15, 25], we propose a strategy to avoid overestimation of Q-values.

While employing VAT, there are two important design choices: 1) how to generate adversarial perturbations and 2) how to set target values when adversarial samples are used as inputs to a model. In supervised learning, pairs of input and target values are given as a training dataset. However, the adversarial samples are not actually observed data; therefore, the target value is not known when these samples are used as inputs to the model.

In our proposed method, we compute the adversarial perturbation to the state variable that leads to the highest estimated Q-value in the neighbor of the actual sample as

$$d_{adv}^i = \arg \max_d Q_w(s + d, a),$$

subject to \(\|d\|^2 < \epsilon\) for \(i = 1, 2\). Based on the discussion in [15], \(d_{adv}^i\) can be approximated by

$$d_{adv}^i \approx \epsilon \frac{g^i}{\|g^i\|},$$

where \(g^i\) is the derivative of the Q-function with respect to the state, and it is given by

$$g^i = \nabla_d Q_w(s + d, a)|_{d = \xi u}.$$  \hspace{1cm} (19)

Here, \(u\) is a randomly generated unit vector, and \(\xi\) is a constant, and \(\xi = 1 \cdot 10^{-6}\) in our implementation. The motivation for choosing the perturbation in (18) is to identify the perturbation that is likely to induce the overestimation of the Q-values. The adversarial examples based on this perturbation are then used to encourage the critic to make a conservative estimation.

For computing the virtual target value, we use the following equation:

$$y_{reg} = \min_{i=1,2} Q_w'(s + d_{adv}^i, a).$$

\hspace{1cm} (20)

The critics are then trained by minimizing the following regularization term using the approximated perturbation direction \(d_{adv}^i\):

$$\mathcal{L}_{reg}(w_i) = E_{(s,a)\sim D} \left[ (y_{reg} - Q_w(s + d_{adv}^i, a))^2 \right].$$

\hspace{1cm} (21)

Previous studies used the current estimate to generate a virtual target label in semi-supervised learning [15]. In our implementation, we use the current estimate to generate a virtual target label in semi-supervised learning. We refer to the proposed regularization technique as conservative adversarial training (CAT). The experimental results confirm that our strategy significantly reduces overestimation in Qt-Opt.

B. ACTION SELECTION BY MAXIMIN OF DOUBLE CRITICS

In the original Qt-Opt, the action is determined by identifying the extrema for one of the approximated Q-functions, similar to that in (4). However, we propose using the action given by

$$a = \arg \max_{\hat{a}} \min_{i=1,2} Q_w(s, \hat{a}).$$

\hspace{1cm} (22)

where \(\hat{a}\) is the extreme of the minimum of the two approximated Q-functions. Action selection with (4) does not leverage double critic architecture and is continues to be sensitive to the function approximation error of the critic used for the action selection. Our strategy for action selection in (22) should be less sensitive to the function approximation error of either of the critics. We refer to this action selection strategy as the maximin action selection strategy in the remainder of this paper.

We employ maximin action selection to compute the target value of the Q-function and determine the action while collecting the data during the training process. Therefore, the objective function for training the critics is given by:

$$\mathcal{L}_Q(w_i) = E_{(s,a,s',r)\sim D} \left[ (y - Q_w(s, a))^2 \right]$$

\hspace{1cm} (23)

for \(i = 1, 2\), where the target value for the critic is computed as

$$y = r + \gamma \max_{\hat{a}} \min_{i=1,2} Q_w(s, \hat{a}).$$

\hspace{1cm} (24)

Although the maximin action strategy can select the action in a more stable manner than the strategy in the original Qt-Opt, it may intensify overestimation of Q-values because the following equation holds in general:

$$\max_{\hat{a}} \min_{i=1,2} Q_w'(s', \hat{a}) \geq \min_{i=1,2} Q_w'(s', \arg \max_{\hat{a}} Q_w'(s', \hat{a})).$$

\hspace{1cm} (25)

In (25), the right-hand side is the second term in (3), which is used to compute the target value in the original Qt-Opt, whereas the left-hand side is the second term in (24), which is used to compute the target value in the proposed maximin action strategy. This relationship shows that the target value of the Q-value computed using the maximin action selection
strategy is always greater than or equal to the target value computed using the strategy in the original Qt-Opt. Therefore, the estimated Q-value will be greater when we use the proposed maxmin action selection strategy compared with the original Qt-Opt. However, as shown in the experiment, overestimation of Q-values can be significantly reduced when combined with the adversarial training proposed in the previous section.

C. USING THE SAMPLE WITH THE MAXIMUM SCORE IN CEM

In the standard CEM, $N$ samples are generated randomly using the sampling distribution at each iteration, and the sampling distribution is fitted to the best $M$ samples. The sampling distribution is typically a unimodal Gaussian distribution, and the output of the CEM is the mean of the best $M$ samples at the last iteration. However, when the objective function has multiple extrema, taking the mean of the best $M$ samples is not always appropriate because the distribution of the best $M$ samples may not be Gaussian. In previous studies, multimodal sampling distributions, such as Gaussian mixtures, were used to identify multiple extrema of the objective function [33]. However, setting an appropriate number of Gaussian components is often challenging. In our framework, it is not necessary to identify all extrema, and we need to identify only one of the extrema. Therefore, we simply used the sample with the maximum value obtained in the CEM as the output of the CEM. In this approach, if we generate the sample with the maximum value obtained in the CEM, we can obtain an approximate solution regardless of the number of extrema. The experimental results in Section V reveal that the use of our implementation of CEM outperforms that of the standard CEM in our framework.

D. ALGORITHM

Based on the abovementioned discussion above, we train the critics by minimizing the following objective function:

$$\mathcal{L}(w_i) = \mathcal{L}_Q(w_i) + \mathcal{L}_{\text{reg}}(w_i)$$

for $i = 1, 2$, where $\mathcal{L}_Q(w_i)$ and $\mathcal{L}_{\text{reg}}(w_i)$ are obtained by (23) and (21), respectively.

The proposed algorithm is summarized in Algorithm 1. We used the $\epsilon$-greedy strategy for exploration [10] and linearly decreased the value of $\epsilon$ during the training process. The critics are updated once after every step if the replay buffer contains a sufficient number of samples. In our implementation, the target critic is updated after every step using the soft update, similar to that in [35]. The two terms in the objective function for the critics are minimized separately and alternatively, as described in Algorithm 1.

### Algorithm 1 Qt-Opt With Conservative Adversarial Training & Maxmin Action Selection Strategy

- **Input:** Schedule of $\epsilon$ for the $\epsilon$-greedy exploration
- **Initialize** the experience replay buffer, $D$, and the parameters for critics and target critics, $w_i, w_i'$ for $i = 1, 2$.
- **for** each episode **do**
  - **for** $t = 0$ to $T$ **do**
    - **if** $x < \epsilon$ **then**
      - Select action randomly
    - **else**
      - Select action using the strategy in (22)
  - Observe reward $r$ and new state $s'$
  - **Store** tuple $(s, a, s', r)$ in $D$
  - **Sample** mini-batch from $D$
  - **Generate** adversarial state samples $s_{adv}$
  - **Update** the critics by minimizing $\mathcal{L}_Q(w_i)$ in (23)
  - **Update** the target critics by $w_i' \leftarrow (1 - \tau)w_i' + \tau w_i$
  - **Update** the critics by minimizing $\mathcal{L}_{\text{reg}}$ in (21)
- **end for**
- **end for**

V. EXPERIMENTS

A. SETUP OF SIMULATION

In our experiments, we used a 3D excavation simulator developed by Komatsu Ltd. In the simulation, we obtain a depth image of the landscape, and the goal of the excavation task is to remove soil from the targeted area while retaining the soil near the excavator. In our implementation, the policy was trained to plan the target trajectory for the excavator bucket. The state is given by a depth image that captures the landscape in front of the excavator. A 3D plot of the state is presented in Figure 2. The dimensions of the state were 65 $\times$ 84 in the implementation. The shape of the range of the depth sensor is a sector of a circle, as shown in Figure 2, and the area outside the sensor range is set to 0 so that the shape of the state is a rectangle. The state of the landscape was randomly initialized at the beginning of each episode.

The action is given by the parameter of the target trajectory of the bucket. The trajectory of the bucket is approximated as an arc, and the action space is continuous and three-dimensional. The trajectory of the bucket was constrained by the soil hardness in our simulation. The arm of the excavator is controlled by a controller that tracks the planned trajectory, as an arc, and the action space is continuous and three-dimensional. The trajectory of the bucket was constrained by the soil hardness in our simulation. The arm of the excavator is controlled by a controller that tracks the planned trajectory.
and we assume that the controller for the arm is predefined. Therefore, when an action is determined by a policy, a target trajectory for the arm is generated, and the excavator arm is controlled to achieve the planned target trajectory. The motion of the excavator arm is dependent on soil parameters, such as hardness, and these parameters were fixed in this study.

In the simulation, the reward is the amount of soil excavated by the machine. An episode is considered finished when the amount of soil is lesser than a threshold, which means that the excavator bucket is more than half empty. We regard the episode as successfully finished when 90% of the soil is removed by the end of the episode, as shown in Figure 3(a).

For efficient soil excavation, the bucket must be nearly full. However, if the excavation is not performed in an appropriate order, the bucket does not fill fully because of the form of the remaining soil. An example of a failure case is depicted in Figure 3(b). In Figure 3(b), the form of the remaining soil is misshaped, and it is necessary to refine the form by a small amount of excavation. Such an action is inefficient because the bucket will not get full, and the excavation time will increase. Therefore, it is necessary to avoid states such as the one shown in Figure 3(b) and excavate the soil in an appropriate order to efficiently remove all soil from the target area. An example of successful excavation is shown in Figure 4. In the successful episode, the excavated area was gradually extended and the form of the remaining soil was nearly flat at the end of the episode.

B. BASELINE METHODS

We evaluated methods TD3 [17], SAC [16], and the original Qt-Opt [23] as baseline methods. The implementation of TD3 and SAC was adapted from SpinningUp [42], and the structure of the neural networks was modified to deal with depth-image inputs. In our implementation, the critic structure is the same for Qt-Opt, TD3 and SAC. We used convolution layers to process a depth image as an input. The structure of the critic is shown in Figure 5.

The training process was performed five times with different random seeds for each method, and the averaged test return was reported, where the test return was computed once every 5,000 time steps by executing 10 episodes without exploration. We also evaluated a metric, task progress, which indicates the amount of soil removed from the target area when the episode is terminated. This metric indicates how the trained policy can perform a task without failure. An episode for which task progress is more than 90% is regarded as successful. All experiments were run with a single GeForce GTX 3090 GPU and an Intel Core i9-10900K CPU at 3.7GHz.

To compare different strategies for generating adversarial examples and their virtual target values, we considered the adversarial perturbation as

\[ d_{\text{adv}}^i = \arg \max_d D_{\text{MSE}}(Q_w(s + d, a), Q_w(s, a)) \tag{27} \]

Here, \( D_{\text{MSE}}(x, y) \) represents the mean-squared error between \( x \) and \( y \). The motivation of this approach is to identify the perturbation that is likely to induce the largest disturbance to the Q-value. This approach is a straightforward adaptation of the existing method for generating adversarial perturbations proposed in [27]. We refer to this variant of our method as smooth adversary in the following section. Furthermore, we refer to the method for generating adversarial samples in (17) as max-Q adversary.

Additionally, we consider an alternative method for setting the virtual target values for adversarial samples as follows:

\[ y_{\text{reg}} = \min_{i=1, 2} Q_w(s, a) \tag{28} \]

In this approach, the approximated Q-function is encouraged to be smooth and insensitive to adversarial perturbations. This approach is a straightforward adaptation of the existing method of VAT in [15]. We refer to this variant of our method as smooth virtual target in the following section. Similarly, the method for computing the virtual target value in (20) is referred to as conservative virtual target. Although there are several ways to impose the norm constraint on adversarial
perturbation [27], identifying the best norm constraint is beyond the scope of this study. We employ the method in [15] because it provides state-of-the-art performance in general machine learning tasks.

C. LEARNING CURVE

We evaluated the learning curves of the proposed and baseline methods. In this experiment, we evaluated the effect of the proposed regularization method given in Section IV-A and the maxmin action selection strategy proposed in Section IV-B. We refer to the variant of Qt-Opt with the maxmin action strategy as Qt-Opt+maxmin_action. Similarly, we refer to the variant of Qt-Opt combined with both the proposed regularization method and maxmin action selection strategy as Qt-Opt+maxmin_action+cat.

The learning curves of the proposed and the baseline methods for the excavation task are shown in Figure 6.

As seen from the figure, the proposed method, Qt-Opt+maxmin_action+cat, outperformed the baseline methods, including TD3, SAC, and Qt-Opt. The results reveal that the proposed technique significantly improves the performance of Qt-Opt. It is remarkable that Qt-Opt outperformed TD3 and SAC in the excavation task. Neither TD3 nor SAC achieved a performance comparable to Qt-Opt; moreover, they did not improve the performance appropriately during the training. In contrast, Qt-Opt improved the performance steadily during the learning process. The only difference between Qt-Opt and TD3 is the policy representation, and this result demonstrates the importance of the flexibility of the policy model in the excavation task.

A comparison between the proposed and the baseline methods is summarized in Table 1. Although the proposed method is computationally expensive than the baseline methods, the final performance of the policy trained with the proposed method clearly outperforms that of the policies trained with the baseline methods. The success rate indicates the ratio of successful episodes during the test of the trained policy. When policies were trained by TD3 or SAC, the task progress did not reach 90% at the end of the episode. In contrast, policies trained with the proposed method steadily achieved a task progress greater than 90%. The proposed method clearly outperformed the baseline methods in terms of return, task progress, and success rate.

The learning curves of the variants of Qt-Opt are shown in Figure 8. The results indicate that both the maxmin action selection strategy and regularization using adversarial samples improve the performance of Qt-Opt. From Figure 8, it is evident that the variant of Qt-Opt with the two proposed techniques achieved the best performance in this experiment. Additionally, the proposed techniques demonstrated their effectiveness even when they were employed separately. The difference between Qt-Opt and Qt-Opt+cat indicates the advantage of the regularization of the Q-function using adversarial samples.

We compared different implementations of CEM to determine the action that maximizes the Q-value, and the results...
TABLE 1. Summary of the experimental results.

| Method          | Task progress [%] | Return  | Training time [h] | Success rate [%] |
|-----------------|-------------------|---------|-------------------|------------------|
| Qt-Opt + maxmin action + cat | 94.8 ± 2.7        | 21.8 ± 3.0 | 21                 | 72.0 ± 11.7      |
| Qt-Opt          | 85.0 ± 3.9        | 18.0 ± 3.8 | 15                 | 62.0 ± 16.0      |
| TD3             | 63.4 ± 12.9       | 9.0 ± 6.6  | 11.5               | 0 ± 0.0          |
| SAC             | 67.8 ± 2.9        | 8.1 ± 1.4  | 12                 | 0 ± 0.0          |

Success rates and returns were evaluated based on the performance after the training with 250,000 steps. The training time represents the time required for training with 250,000 steps.

FIGURE 8. Learning curves of the variants of Qt-Opt. The proposed method, Qt-Opt + maxmin action + cat, achieved the best performance.

FIGURE 9. Learning curves with different implementations of CEM. The results indicate that using the sample with the highest score outperforms using the mean of the best five samples in our setting.

are shown in Figure 9. In both the variants in Figure 9, the maxmin action selection strategy and CAT were employed. As discussed in Section V-D, the Q-function for the excavation task is highly complex and has multiple extrema. In CEM, taking the mean of the best samples is equivalent to fitting the Gaussian distribution to the best samples. However, this may not be appropriate when the objective function has multiple extrema and the distribution of the best samples is multimodal. The results in Figure 9 imply that our excavation task is a task in which the objective function has multiple extrema.

A comparison of the different strategies for generating adversarial perturbations and virtual target values is shown in Figure 10. The maxmin action selection strategy was employed for all variants in Figure 10. Among the variants of adversarial training, the method with the max Q adversary with the conservative virtual target demonstrated the best performance. The results indicate that the regularization with adversarial samples that avoids overestimation of Q-values is more effective than the regularization, which encourages the smoothness of the approximated Q-function.

To evaluate overestimation during the training of the Q-function, we plotted the Q-values estimated for the initial states using the trained critic during the training process, as shown in Figure 11. We report the average Q-values estimated for the initial state by randomly resetting the simulation 20 times, where the Q-value was computed using the VOLUME 10, 2022
D. MULTIMODALITY OF Q-FUNCTION

In Figure 12, we demonstrate the multimodality of the Q-function for the excavation task using the policy obtained by the proposed method. The leftmost figure in Figure 12 shows the state after the first action, and the other figures show the results of taking two different actions in the second step and following the trained policy. The upper and lower figures in the middle of Figure 12 show the state after taking two different actions in the second state. The trained critic indicates that both actions have comparable Q-values, and the rightmost figures demonstrate that the soil from the target area can be successfully removed at the end of the episode, regardless of the action taken in the second step. These results demonstrate that there can be separate and multiple optimal actions in the excavation task and the optimal Q-function for the excavation task is multimodal.

Additionally, the multimodality of the Q-function can be observed in various states. To visualize the multimodality of the Q-function, the states and heatmaps of the corresponding Q-functions are provided in Figure 13. The action is three-dimensional and given by \( a = [a_1, a_2, a_3] \); therefore, \( \max_{a_3} Q_w(s, a) \) is shown in the heatmaps. From Figure 13, it is evident that there are multiple extrema of the Q-function, and the near-optimal actions are widely spread in the action space.

The Q-function for the excavation task is multimodal; therefore, a unimodal or deterministic policy is not sufficiently expressive, and the policy may not be appropriately trained. We think that this is the reason why TD3 and SAC did not learn the optimal policy in the excavation task. However, the training of critics in Q-learning algorithms does not suffer from multimodality of the Q-function as long as the model of the Q-function is sufficiently expressive. Qt-Opt determines the action that maximizes the Q-value using a black-box optimization method and the approximated Q-function; therefore, the distribution of the optimal action is not explicitly modeled in Qt-Opt. Consequently, as long as the black-box optimization method can determine one of the optimal actions, Qt-Opt does not suffer from multimodality of the Q-function.
VI. DISCUSSION

Our results demonstrated that the proposed variant of Qt-Opt outperformed SAC and TD3 in the excavation task. The limitation of Qt-Opt is its higher computational cost than that of SAC and TD3. This is because Qt-Opt involves hundreds of forward passes to determine the action that maximizes the Q-function using CEM. When running the simulation with a single GeForce GTX 3090 GPU and an Intel Core i9-10900K CPU at 3.7 GHz, the training period for Qt-Opt was approximately 20 h for 250,000 steps, whereas that for TD3 and SAC was approximately 12 h for 250,000 steps. However, the policy obtained by Qt-Opt clearly outperforms those obtained by SAC and TD3, and we believe that the advantages of Qt-Opt outweigh its limitations in the excavation task.

Previous studies have often discussed the properties of deep RL methods based on the results of locomotion tasks in OpenAI Gym or PyBullet. Although our findings regarding multimodality of Q-function may not be clear in such tasks, we believe that our results provide important insights for deep RL in general, and not limited to automation of excavation.

Recent studies on robotics revealed that the objective function for motion planning is often multimodal [43]–[45]. Additionally, recent studies on deep RL show that it is often beneficial to obtain multiple solutions in deep RL, which also indicates the multimodality of the Q-function [46], [47]. Although we are not aware of previous studies that directly compare Qt-Opt with TD3 and SAC, there may be other tasks where the Q-function is highly complex and Qt-Opt outperforms TD3 and SAC. Our findings demonstrate that policy representation plays an important role in deep RL. We plan to investigate flexible and explicit policy representations for actor-critic methods in future work.

Our study revealed that regularization using virtual adversarial samples can significantly improve Q-learning by avoiding overestimation of Q-values. In this study, we did not investigate regularization techniques for actor-critic methods using adversarial samples because Qt-Opt is more suitable for excavation tasks. In future work, we will investigate regularization techniques for actor-critic methods.

We demonstrated the efficacy of the proposed method using simulations. However, in reality, the soil behavior in simulation is usually different from that at the actual site. Therefore, to transfer the policy trained in simulation to a real-world system, it is necessary to train a policy that is robust against changes in soil parameters. To address this issue, recent studies employ domain-randomization techniques [48]–[50]. In future work, we will investigate the domain randomization techniques to transfer the policy trained in simulation to real-world systems.

VII. CONCLUSION

In this study, we investigated deep RL methods for learning a policy that plans the trajectory of the excavator bucket using depth images. Furthermore, we proposed novel techniques...
to improve the sample efficiency of Qt-Opt for excavation tasks. We proposed CAT to avoid overestimation of Q-values and verified that CAT significantly reduces overestimation and improves learning performance. Additionally, a novel strategy for selecting an action in Qt-Opt was proposed to improve sample efficiency. In our experiments, the proposed method outperformed the original Qt-Opt, TD3, and SAC, which are state-of-the-art deep RL algorithms. Moreover, our results revealed that multiple optimal actions often exist in excavation tasks and the choice of policy representation is crucial for satisfactory performance. In future work, we will investigate the domain randomization techniques to transfer the policy trained in simulation to real-world systems.
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