Initial Probability Distribution in Markov Chain Model for Fatigue Crack Growth Problem
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Abstract

Stochastic processes in fatigue crack growth problem usually due to the uncertainties factors such as material properties, environmental conditions and geometry of the component. These random factors give an appropriate framework for modelling and predicting a lifetime of the structure. In this paper, an approach of calculating the initial probability distribution is introduced based on the statistical distribution of initial crack length. The fatigue crack growth is modelled and the probability distribution of the damage state is predicted by a Markov Chain model associated with a classical deterministic crack Paris law. It has been used in calculating the transition probabilities matrix to represent the physical meaning of fatigue crack growth problem. The initial distribution has been determined as lognormal distribution which 66% that the initial crack length will happen in the first state. The data from the experimental work under constant amplitude loading has been analyzed using the Markov Chain model. The results show that transition probability matrix affect the result of the probability distribution and the main advantage of the Markov Chain is once all the parameters are determined, the probability distribution can be generated at any time, x.
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1. Introduction

Probability and statistics have been applied in the fatigue crack growth problem analysis since decades. It proved that fatigue crack growth data contains statistical nature, and therefore the data and analysis be applied statistically. It was observed that fatigue crack growth also contains certain statistical nature, and therefore would better be treated statistically [15]. Fatigue of a structural material is the most common cause of damage in engineering such as machine components. A fatigue phenomenon is a complexity process and thus, the modelling is difficult. The deep and depth analysis regarding fatigue crack growth is required to guarantee the result is reliable. Fatigue crack growth process is an integrated of random factors such as inhomogeneity of real material, manufacturing processes, number of loading, geometry of component, condition of technological and environmental condition [5][2]. These random factors explained the influencing of the uncertainty factors to the fatigue crack growth process and it contributes to the scattering of the crack size.

There is a scattering of statistical fatigue test results, and it is considering many random factors to describe the whole process of fatigue crack growth. Therefore, probabilistic method has brought great concerned to the research area to replace deterministic method in determining fatigue life prediction [9][11]. Probabilistic also known as stochastic with two types of the crack growth model: randomization of the deterministic model with fatigue crack growth model by providing the distribution of random time and secondly, randomization of the Paris–Erdogan equation [5], [14]. In addition, probabilistic method is interested to study because of the dependant of the microstructure [12].

There are still many more research studies that have used the Markov chain approach to evaluate and model the stochastic behaviors for the data of fatigue crack growth. Unfortunately, studies of the initial distribution have not been common. This study proposes probability distribution of initial crack length to explain the initial probability distribution and deterministic Paris law equation to explain the fatigue crack growth process. The aim of this paper is to present the procedure of determination of the probability distribution of material Aluminium Alloy 7075 in the cooperation with Markov Chain model.

2. Materials and Method

2.1 Markov Chain Model for the Fatigue Crack Growth Problem

Markov Chain model is a proper tool that considered complexity or size of the system in the modeling [13]. System dependability of Markov Chain are widely measured by performance, availability, reliability and safety [4], and various Markov models have been solved by different solution techniques [9]. The Markov Chain model is defined as a technique for modelling the system state transitions and calculating the probability of reaching various system states. Determining initial probability
distribution is important to determine the future prediction. Previous study by [3] used empirical study of weld to calculate the lifetime of the Virkler’s data, 2024-T3 aluminium alloy CCT specimens. Then, [1] believed that all the initial crack length should be started in the first state, i.e. the initial probability distribution is $p_0 = [1, 0, 0, \ldots, 0]$. There are few methods have been used to compute the transition probability matrix. Initially, [3] used Paris law equation, then, followed by [8] applied modified Paris law equation and [1] solved calculations of system of equation of mean and variance of load cycle to determine the probability values. Another study by [10] used a negative binomial distribution for calculating the transition probability functions of the pit depths.

A duty cycle (DC) is a repetitive period of operation in the component lifetime during which damage can accumulate. It is assumed that the increment of damage at the end of a DC depends on the probabilistic factor which the damage accumulation at the beginning of a DC and on the DC itself. The damage happens at the beginning of DC is independent. How damage accumulates within a DC is not a matter of concern. Number of DC’s is measured by the time, $x = 0, 1, 2, \ldots$. This assumption familiar with the Markov assumption (Kozin & Bogdanoff, 1981).

2.2 Methodology

Markov Chain model is defined as a mathematical model for predicting the future state that depends on the current state. For a given system, the Markov model consists of the number of possible states, the possible transition paths between these states, and the probability values of these transitions. Figure 1 depicts the transition probabilities change from the state to the next state as known as Markov Chain model with a circle represents a state and arrows denoting the transition path between states.

![Figure 1. Markov Chain model with a circle represents a state.](image)

In Markov model, a duty cycle (DC) is an important element to introduce as a time to reach crack growth or as the group of the number of cycles accumulated to make a transition to next crack length [7]. The growth process of fatigue crack length was defined as a discrete both in time and states stochastic process. Markov property has two important elements: determining the initial distribution and the transition probability matrix. This study proposes that initial probability distribution is using Lognormal probability distribution which as the best distribution to describe

$$p_0 = \{\pi_0, \pi_1, \pi_2, \ldots, \pi_b-1, \pi_b\}$$

where $\pi_j = \text{Probability}\{\text{damage is in state } j \text{ at time } x=0\}$

The assumption that, $\pi_b = 1$ means that no component is in the failed state $h$ in initial state.

Then, the transition probabilities matrix ($b \times b$) is computed. In this study, transient probability $q_j$ can be obtained by applying a Paris law equation into the model to represent the physical meaning of fatigue damage. The probability of changing to next state, $q_j$ can be defined as stress intensity factor function as in Equation (4) which is the equation was derived from Equation (5).

$$q_j = q(\Delta K_j)$$

Paris law equation:

$$da/dN = C(\Delta K)^n$$

where $da$ = crack length increment (mm), $dN$ = number of cycles

and the initial crack length distribution. The probability distribution is as follows:

$$f(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi \sigma}} \exp\left[-\frac{(x-\mu)^2}{2\sigma^2}\right], \mu \geq 0, \sigma \geq 0$$

(1)

Where, $\mu$ is a shape parameter and $\sigma$ is a scale parameter of the length of the initial crack. Lognormal distribution was chosen as the best distribution through the comparison of Kolmogorov Smirnov value from all three distributions (Lognormal, normal and Weibull). While, the transition probability matrix values were computed to show the process of fatigue crack growth happened. Classical Paris law equation was applied to compute the probability values.

The whole procedures of estimating the probability distribution of the states are as in following steps. Initially, defining the time, $x = 0, 1, 2, \ldots$, is measured by the number of duty cycles. Then, number of damage states, $s = 1, 2, \ldots$, where the $h$ denotes a failure state. The duty cycle is specified in a $h \times h$ probability transition matrix, $P$ as

$$P = \begin{pmatrix}
p_0 & q_0 & 0 & 0 & \cdots & 0 & 0 \\
p_1 & q_1 & 0 & 0 & \cdots & 0 & 0 \\
p_2 & q_2 & \cdots & 0 & \cdots & 0 & 0 \\
p_{b-1} & q_{b-1} & \cdots & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & \cdots & 0 & 1
\end{pmatrix}$$

Where $p_j \geq 0$, $p_j + q_j = 1$

$p_1 = \text{Probability}\{\text{remain in state } j \text{ initially in state } j\}$

$q_j = \text{Probability}\{\text{go to state } j+1 \text{ initially in state } j\}$

Next, the number of states was determined which is crack length increment as a state. The states are assumed to be discrete with the states, $s = 1, 2, \ldots, b$, where $h$ corresponds to failure state. In the Markov chain model, it is assumed that crack length $\delta \alpha$ increases by stage. The calculation of each state as in Equation (1).

$$a_j = a_0 + j \delta a, j = 0, 1, 2, \ldots, b$$

(2)

where, $a_j$ is crack length in state $j$ and $a_0$ is initial crack length.

Then, estimating the initial probability ($1 \times b$) row vector by using distribution of initial crack length was using lognormal distribution. The probability of being in state $j$ at the time $t$ is given Equation (3).

$$p_t = p_0 P^t$$

(6)

Equation (6) explains the probability is changing due to time changes. A comparison can be made for several times in order to know the probability in the future in any time (duty cycle), $x$. 

International Journal of Engineering & Technology
This study focuses on the performance of the Markov Chain model to estimate the probability distribution of damage state. In this paper, transition probability matrix was calculated using the classical Paris law equation. Whilst, the initial probability distribution of the initial state was computed based on Lognormal probability distribution which is more accurately in describing the distribution of the initial crack length.

2.3 Fatigue Data

Fatigue crack growth data are required to explain the applicability of the probabilistic models. The methodology was demonstrated using the experimental observations from a material of Aluminium alloy A7075-T6. Ten samples were tested in the experiment. The dimensions of the specimens are 160.0 mm wide and 60.0 mm thick. The experiment was tested at room temperature under constant amplitude loading of 45kN stress load and 0.1 fixed stress ratios in order to observe the fatigue crack growth on the surface of the material. The use of 45kN ensures that it exceeded the endurance limit load which is to affirm that fatigue occurs for the dimension of this material. The length of the crack growth of the ten specimens was measured using the digital calliper and the length taken is the average of five times measurement. The results from the experiment as in Figure 2 shows there were five stages of fatigue crack growth starting from initial crack length and end with failure part.

![Initial crack](image1)

![Crack growth](image2)

![Failure](image3)

Figure 2. Material surface of the aluminium alloy 7075-T6 from the experiment

Figure 3 depicts the crack lengths ($\bar{a}$) against the number of cycles ($N$) for ten specimens from the experiments. From Paris law equation, $\Delta K$ was evaluated using $\Delta K = 2/\pi(\Delta\sigma\sqrt{\pi a})$. It shows scattering for the initial crack lengths from specimen to specimen variability. Therefore, the probability distribution for the initial crack was determined to represent the scatter of the data.

3. Results and Discussion

In this paper, probability distribution for damage state was demonstrated by using Markov property. Markov Chain model was constructed with duty cycles are 2000 cycles and $\delta a = 0.3mm$. Probability distribution of initial state and transition probability matrix were discussed as follows. Table 1 explains the probability values of initial state, $p_{0j}$ which was derived from the lognormal distribution. States are defined as the crack length increment. It starts with initial crack length part and ends with failure part. The highest probability value of initial crack length implies logically at the first and second state, that is 66% and 33%, respectively. Then, the values are decreasing gradually through the states which all the values are approximately to 0%. Therefore, it can be said that the initial crack length is impossible to be happened in other states except at the first and second state.

![Table 1](image4)

| State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ |
|------------|-----------|------------|-----------|------------|-----------|------------|-----------|------------|-----------|
| 0          | 0.66      | 10         | $\approx 0$ | 20         | $\approx 0$ | 30         | $\approx 0$ | 40         | 0         |
| 1          | 0.33      | 11         | $\approx 0$ | 21         | $\approx 0$ | 31         | $\approx 0$ | 41         | 0         |
| 2          | 0.001     | 12         | $\approx 0$ | 22         | $\approx 0$ | 32         | $\approx 0$ | 42         | 0         |
| 3          | $\approx 0$ | 13         | $\approx 0$ | 23         | $\approx 0$ | 33         | $\approx 0$ | 43         | 0         |
| 4          | $\approx 0$ | 14         | $\approx 0$ | 24         | $\approx 0$ | 34         | $\approx 0$ | 44         | 0         |
| 5          | $\approx 0$ | 15         | $\approx 0$ | 25         | $\approx 0$ | 35         | $\approx 0$ | 45         | 0         |
| 6          | $\approx 0$ | 16         | $\approx 0$ | 26         | $\approx 0$ | 36         | $\approx 0$ | 46         | 0         |
| 7          | $\approx 0$ | 17         | $\approx 0$ | 27         | $\approx 0$ | 37         | $\approx 0$ | 47         | 0         |
| 8          | $\approx 0$ | 18         | $\approx 0$ | 28         | $\approx 0$ | 38         | $\approx 0$ | 48         | 0         |
| 9          | $\approx 0$ | 19         | $\approx 0$ | 29         | $\approx 0$ | 39         | $\approx 0$ | 49         | 0         |

Then, the transition probabilities matrix was calculated from the classical Paris law equation. The resulting matrix $P$ was used to determine the probability distributions for interesting fatigue crack lengths. As an illustration of the Markov Chain model, a simple example is given. It is assumed that number of damage states is 50 and the state of damage is considered after 10 duty cycles.

![Table 2](image5)

| State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ | State, $j$ | $p_{0j}$ |
|------------|-----------|------------|-----------|------------|-----------|------------|-----------|------------|-----------|
| 0          | 0.0176096 | 10         | $\approx 0$ | 20         | $\approx 0$ | 30         | $\approx 0$ | 40         | 0         |
| 1          | 0.086671  | 11         | $\approx 0$ | 21         | $\approx 0$ | 31         | $\approx 0$ | 41         | 0         |
| 2          | 0.192718  | 12         | $\approx 0$ | 22         | $\approx 0$ | 32         | $\approx 0$ | 42         | 0         |
| 3          | 0.256843  | 13         | $\approx 0$ | 23         | $\approx 0$ | 33         | $\approx 0$ | 43         | 0         |
| 4          | 0.2280    | 14         | $\approx 0$ | 24         | $\approx 0$ | 34         | $\approx 0$ | 44         | 0         |
| 5          | 0.141579  | 15         | $\approx 0$ | 25         | $\approx 0$ | 35         | $\approx 0$ | 45         | 0         |
| 6          | 0.062277  | 16         | $\approx 0$ | 26         | $\approx 0$ | 36         | $\approx 0$ | 46         | 0         |
| 7          | 0.019878  | 17         | $\approx 0$ | 27         | $\approx 0$ | 37         | $\approx 0$ | 47         | 0         |
| 8          | 0.00441   | 18         | $\approx 0$ | 28         | $\approx 0$ | 38         | $\approx 0$ | 48         | 0         |
Lastly, probability distribution was computed using Equation 6. A comparison between the probability distributions of the state damage is possible because the initial state vector is the same. It indicates that the probability of being in a state, e.g. state 2, after 10 duty cycles depends greatly on the transition probability. Thus, the probability of being in state 2 is changing from the initial value 0.001 to 0.1927, respectively. The advantages of the Markov Chain model are capable and easy to calculate the probability of state of damage at any time, x, using Markov property when all the parameter values are determined.

4. Conclusion

Probability distribution of the damage state of the material aluminum alloy, A7075-T6 is analysed in this study by using Markov Chain model. The factors that contributing to the fatigue are the probability distribution of initial crack length and the stress intensity factor that includes the width and the length on the specimen, the number of loading cycles and the stress ratio. The probability distribution of the initial crack length is important to determine probability distribution for interesting fatigue crack length due to the uncertainty factors for this variable. This study only focuses on the deterministic factor for calculating the transition probability matrix. It is suggested to include the random factors in the model to calculate the transition probability matrix and see the performance of the model for capturing fatigue life prediction. The advantage of the Markov Chain model is the capability of the model in capturing the results. Once model parameters are determined, the state of damage in the given structure is available at any time using Markov property. This means that all statistical information about the damage process can be represented by the model.
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