Thermal Properties and Behaviour of Am-Bearing Fuel in European Space Radioisotope Power Systems
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Abstract: The European Space Agency is funding the research and development of 241 Am-bearing oxide-fuelled radioisotope power systems (RPSs) including radioisotope thermoelectric generators (RTGs) and European Large Heat Sources (ELHSs). The RPSs’ requirements include that the fuel’s maximum temperature, \( T_{\text{max}} \), must remain below its melting temperature. The current prospected fuel is (Am\(_{0.80}\)U\(_{0.12}\)Np\(_{0.06}\)Pu\(_{0.02}\))O\(_{1.8}\). The fuel’s experimental heat capacity, \( C_p \), is determined between 20 K and 1786 K based on direct low temperature heat capacity measurements and high temperature drop calorimetry measurements. The recommended high temperature equation is 
\[
C_p(T/K) = 55.1189 + 3.46216 \times 10^{-2} T - 4.58312 \times 10^{5} T^{-2} 
\]
(valid up to 1786 K). The RTG/ELHS \( T_{\text{max}} \) is estimated as a function of the fuel thermal conductivity, \( k \), and the clad’s inner surface temperature, \( T_{i,\text{cl}} \), using a new analytical thermal model. Estimated bounds, based on conduction-only and radiation-only conditions between the fuel and clad, are established. Estimates for \( k \) (80–100% T.D.) are made using \( C_p \) and estimates of thermal diffusivity and thermal expansion estimates of americium/uranium oxides. The lowest melting temperature of americium/uranium oxides is assumed. The lowest \( k \) estimates are assumed (80% T.D.). The highest estimated \( T_{\text{max}} \) for a ‘standard operating’ RTG is 1120 K. A hypothetical scenario is investigated: an ELHS \( T_{i,\text{cl}} = 1973\text{K} \)-the RPSs’ requirements’ maximum permitted temperature. Fuel melting will not occur.
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1. Introduction

Since 2008, the European Space Agency (ESA) has funded a research and development (R&D) programme to develop European radioisotope power systems (RPSs), specifically radioisotope thermoelectric generators (RTGs), Stirling generators and radioisotope heater units (RHUs). These systems will enable the exploration of some of the most challenging environments in our solar system, i.e. those that are inaccessible or highly restricted by using solar array electrical power systems [1–4]. The RTG contains an internal modular ‘heat source’ known as the European Large Heat Source (ELHS). This is effectively a large RHU that can be used as a standalone RPS. A detailed ESA study identified and concluded that 241 Am is the most economically viable option for Europe to use for European RPSs [1]. The United Kingdom has heritage in reprocessing civil nuclear fuel, which has resulted in civil plutonium stockpiles that now contain a significant mass of ingrown 241 Am [5].

The ESA has also been funding fundamental fuel form development research since the onset of the programme. Sarsfield et al. developed a novel process to chemically extract...
$^{241}$Am from the Pu and transform the Am into a very high purity oxide, namely AmO$_2$. This is known as the Americium and Plutonium Purification by Extraction (AMPPEX) process and it can be adapted to produce Am$_2$O$_3$ [5]. Prior to this, several investigations were conducted to understand (1) how to synthesise surrogates for different americium oxides (using oxalate precipitation and calcination routes) and (2) how to adjust their particle characteristics [6,7]. Several sintering investigations with surrogates for americium fuel (CeO$_2$, Nd$_2$O$_3$) were also pursued in 2015 to 2016 [6,8]. Targeted sintered properties included handling strength, and a relative theoretical density of 85–90% to allow sufficient porosity for helium outgassing [8]. That study highlighted the need to make pellets that remain integral [8].

In 2016, high purity AmO$_2$ material made by the AMPPEX process was used for the first $^{241}$Am sintering trial of the ESA programme [9]. This was a joint study between the National Nuclear Laboratory (UK) and the European Commission Joint Research Centre (JRC) in Karlsruhe [9]. In general, the AmO$_2$ material was pressed, and reduced to Am$_2$O$_3$ during the sintering process [9]. Small sintered americium oxide discs (~4.25 to 4.50 mm φ) with relative densities within or close to the target range were made [9]. However, many discs experienced cracking [9]. One possible cause for the cracking was the change in crystal structure from cubic to hexagonal form as the AmO$_2$ was reduced to Am$_2$O$_3$ [9]; AmO$_2$ has a tendency to reduce above 1100 K even in air [10]. Consequently, Vigier et al. (JRC Karlsruhe) [11] embarked on a study to produce an americium based oxide with a cubic crystal structure that remained cubic during sintering. They created an americium oxide stabilised with a small fraction of uranium (12%) [11]. They were able to sinter intact discs/pellets, i.e. without cracks [11]. The material was synthesised via the JRC gel supported co-precipitation route and they successfully pressed and sintered multiple small discs and a larger pellet [11]. Each was close to the target density, integral, and maintained structural stability over time [11]. Relative densities of up to 93% T.D. were achieved [11].

The University of Leicester is designing and manufacturing the European RHU, the RTG and the ELHS. Its RTG R&D dates back to 2010. These systems have undergone several design iterations with safety at their forefront whilst enabling their specific thermal and specific electrical power performances and manufacturability to be improved. A more recent design of the European RTG is illustrated in Figure 1, with the external view shown in Figure 1a. It comprises multiple safety subsystems including the Pt-20%Rh clads that are shown in Figure 1b. These clads contain the sintered americium uranium oxide fuel. For each of the RPSs, the Pt-20%Rh clad is the inner most containment layer. The fuel will be a cylindrical stack of discs or a single cylindrical pellet of equivalent volume.

The article by Ambrosi et al. describes in detail the design evolutions (up to 2019) of the RHU, ELHS and RTG systems with explanations of the safety-led design features [4]. The University of Leicester’s most recent RHU, ELHS and RTG designs assume the fuel to be (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ [4] developed by Vigier et al. [11].

Understanding the temperature distribution across each type of RPS under different conditions is essential for assessing and evolving their designs. Thermal models of the systems are, therefore, important. Under the European RPS R&D programme, finite element (FE) thermal models have been and will be developed.

The University of Leicester is developing the requirements for each of the RPSs (RHU, ELHS and RTG) for the ESA programme [12]. These are regularly reviewed as the systems’ designs evolve. For all RPSs, the fuel is required to not reach its melting point. Provided that the thermal conductivity of the fuel is known, thermal models can be used to determine the maximum temperature of the fuel in an RPS (under a given condition). It can then be assessed if the maximum temperature of the fuel is less than its melting temperature. Therefore, the thermal conductivity of the new prospect RPS fuel, (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$, is an essential property that needs to be determined.

As the RTG contains an ELHS (the latter contains the fuel), the two systems can often be considered together. The different designs of the RTG/ELHS and RHU systems result in an inherently hotter fuel in the RTG/ELHS than in the RHU. Therefore, it is most key to
assess the maximum fuel temperature in RTG/ELHS rather than in an RHU for a given environment. Each of the RPSs has a requirement that imposes a temperature limit on the clad(s) [12]. Specifically, the temperature of a clad (for any RPS) must not be greater than 200 K below its melting temperature [12], i.e. the clad’s temperature must not exceed 1973 K. This is based on a Pt-20%Rh clad, which is assumed to have a 2173 K melting temperature [13].
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Figure 1. (a) The RTG casing and radiator fins and (b) an illustration of the Pt-20%Rh inside the RTG that encapsulates the Am-U oxide fuel. This image is reprinted from [4] (see reference for the required creative commons license link).

Other temperature limits related to the fuel/clad include a potential minimum temperature at which the fuel and clad could chemically interact. The literature suggests that Pt and Rh can each react with americium oxides under certain conditions [14,15]. In 2019, Ambrosi et al. reported initial indications of temperatures that should not be exceeded for the RPSs [4]. The temperatures that referred to the fuel, e.g. fuel melting temperature, were based on data for AmO$_2$ or Am$_2$O$_3$ (previous RPS fuel candidates) and new data for the Am-U oxide will be required to revise these [4]. As an example, an ongoing investigation is being pursued by Watkinson et al. to determine if there is a chemical interaction between (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ and Pt-20%Rh and other Pt-Rh alloys at different temperatures including elevated temperatures [16]. Although compatibility tests at only 200 °C have been reported so far [16], the study aims to investigate the materials’ interaction up to 1650 °C. Temperature limits of the RPSs associated with fuel-clad chemical interactions will not be discussed further in this study.

It is also important to determine the heat capacity of (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ as a function of temperature. Based on the very few experimental facilities available
worldwide to analyse americium-based materials, the key route for determining their thermal conductivities as functions of temperature is by using heat capacity measurements (transformed to specific heat capacity data) and thermal diffusivity measurements. Heat capacity data may also be useful for the future determination (or improvement) of the Am-U-oxide phase diagram. Specific heat capacity data will be needed for transient thermal modelling of the RPS systems under different conditions in the future.

Epifano et al. \[17\] reported experimental heat capacity data for \((U, Am)O_2\pm x\) with Am/(Am+U) ratios from 0.32 to 0.68 and Válu et al. reported data for \((U_{1-y}, Am_y)O_2\pm x\) with y values of 0.0877 and x values of 0.01 to 0.03 \[18\]. Both sets of materials were investigated in the context of transmutation target fuels for next generation reactors \[17,18\]. Nishi et al. \[19\] reported data for Am\(_2\)O\(_3\) and AmO\(_2\) up to ~1080 K. There are, therefore, only a handful of papers describing the heat capacities of materials similar to the new fuel for the European radioisotope power systems. However, there are no experimental data in the literature for a mixed uranium americium oxide that comprises as high an Am/(Am+U) ratio as this prospected ESA fuel, i.e. 0.80. Recently, Jossu et al. \[20\] published a theoretical investigation into the variation of the heat capacity of \((U, Am)O_2\) with different Am contents, including concentrations that came close to \((Am_{0.80}U_{0.12}Np_{0.06}Pu_{0.02})O_{1.8}\). Experimental data for high Am contents would help to validate this data for this region. An experimental investigation is key to characterising this novel material for this space application. The results of this study may also be of interest to the wider nuclear fuels community regarding thermal properties of Am containing transmutation targets with high Am contents. They may also be of interest as an alternative system to other mixed oxides transmutation targets. For example, Bromley and Colton \[21\] investigated the use of Am-Th oxides as transmutation targets in blanket fuels as an alternative to AmO\(_2\). They noted that Am-Th oxides are preferable to AmO\(_2\) because the latter reduces at higher temperatures (to O/Am ratios less than 2), causing an unwanted reduction in thermal conductivity.

The first objective of this paper is to experimentally characterise the heat capacity of \((Am_{0.80}U_{0.12}Np_{0.06}Pu_{0.02})O_{1.8}\) as a function of temperature as a step towards characterising the thermal conductivity of the fuel. Drop calorimetry will be used to determine its enthalpy increment variation with temperature. The high temperature heat capacity of this fuel as a function of temperature will be determined using this enthalpy data and low temperature heat capacity data (the details of this process will be explained in Section 2.1).

The second objective of this study considers the fuel in context of the RPSs. The objective is to investigate if a \((Am_{0.80}U_{0.12}Np_{0.06}Pu_{0.02})O_{1.8}\) fuel with different relative densities (80–100%) could reach a melting temperature when in its clad is at 1973 K—the maximum permitted temperature imposed by the current RPSs’ requirements \[12\]. This is a hypothetical scenario where the fuelled clad (in a steady-state scenario) would be exposed to an external heat source that causes the clad to be at 1973 K. An 80% T.D. to 100% T.D. fuel is the likely maximum range of relative densities that could be considered in the RPS programme when considering all aspects of the fuel’s design, e.g. thermal power density, and He outgassing considerations. Therefore, with respect to He outgassing, an even lower relative density of 80% T.D. is considered here than the 85% T.D. that was the lowest option considered previously.

It is noted that as the RTG/ELHS fuel is always hotter than the RHU fuel, the geometry and properties of the ELHS/RTG will be considered. In fact, in such a scenario, the outer parts of the RTG would unlikely be present and, therefore, the ELHS can be referred to. To enable this objective to be investigated, the experimental heat capacity data for \((Am_{0.80}U_{0.12}Np_{0.06}Pu_{0.02})O_{1.8}\) and assumptions for thermal diffusivity and thermal expansion data of similar oxides will be used to estimate a range of possible thermal conductivities of the fuel. This study will specifically focus on the lowest estimate for the thermal conductivity of this fuel and the lowest melting temperature of similar fuels in the literature. This method of analysis is, therefore, more conservative in assessing the possibility of fuel melting. Melting temperature data for \((Am_{0.80}U_{0.12}Np_{0.06}Pu_{0.02})O_{1.8}\) is yet to be
determined. Therefore, the melting temperatures of similar oxides will be reviewed and the lowest value will be assumed for this study. A new analytical thermal model will be developed to determine the maximum temperature of the fuel as a function of fuel thermal conductivity and clad temperature. The existing long-standing finite element (FE) thermal model for the RTG developed by the University of Leicester is used to understand its temperature distribution under standard operation conditions. However, due to the long time period needed to reach a solution, this model does not allow the effect of different specific clad temperatures on the maximum fuel temperature to be investigated easily.

The ELHS and RHU clad designs provide additional volume within their clads to allow the fuel to expand with some margin. The heat transfer between the outer surface of the fuel and the inner surface of the clad will be via conduction (if the surfaces are in contact) and/or via radiation (if not). Convection is neglected. In practice, the heat transfer will be a combination of both routes. The analytical thermal model will be used to estimate an envelope of possible maximum fuel temperatures for a given clad temperature and fuel thermal conductivity. The lower estimate will correspond to conduction-only heat transfer between the fuel and the clad, and the upper estimate will correspond to radiation-only heat transfer.

The development of the RPSs is on a targeted timeline. Specifically, they are being developed for future ESA missions that will launch into space from the late 2020s onwards. Conducting the second objective’s investigation now is very informative to the RPS R&D programme. Specifically, it provides the opportunity for immediate critical reflection of the current designs and requirements [12] of the RTG/ELHS, its fuel and of the RHU. It allows this to be conducted using the lowest estimates for the fuel thermal conductivity and, therefore, prior to determining its precise thermal conductivity. Precise thermal conductivity data will likely be required for more detailed finite element thermal models in the future.

In summary, this paper presents (1) an experimental study to determine the heat capacity of the (Am_{0.80}U_{0.12}Np_{0.06}Pu_{0.02})O_{1.8} for the first time, and (2) a study that utilises this data to estimate the potential impact on the maximum temperature of the fuel in the (a) RTG during operation and (b) in an ELHS fuelled clad that is at 1973 K to assess if fuel melting could occur.

2. Experiment

The data will be compared to experimental data for americium oxides and americium-uranium mixed oxides. A large range of temperatures are experimentally investigated up to 1785 K. This large range will likely include the operating temperatures of RTG fuel (the value will be estimated in this study). Understanding the RHU and RTG fuels’ potential performances under operational and non-operational conditions is paramount for space mission nominal performance and safety performance. Specifically, here, the enthalpy increment as a function of temperature will be measured using drop calorimetry for this Am-U oxide to then determine its heat capacity as a function of temperature. Additionally, the heat capacity of the material will be characterised at low temperatures, and the obtained values will be used to constrain the required fit for the heat capacity data to realistic limits. This provides greater confidence in the fit for heat capacity as a function of temperature for the temperatures of interest.

In summary, this part of this study presents (1) heat capacity measurements as a function of temperature between 20 K and 249 K, (2) drop calorimetry enthalpy increment measurements as a function of temperature from 430 K to 1786 K and (3) the transformation of the latter data and its fitting to develop a realistically lower temperature constrained heat capacity as a function of temperature.

2.1. Materials and Methods

The initial powder was prepared by gel-supported co-precipitation in ammonia. This method is known to provide homogeneous powders without the need of a ball milling
The material was dried, calcined at 1073 K, pressed into discs at 400 MPa and sintered under Ar/4% H₂/2000 ppm H₂O at 1873 K. One large pellet of about 3 g and five small discs were produced during this synthesis. This material was made by Vigier et al. [11] and details about the synthesis and characterisation of this material can be found in their article, where it is referred as ‘batch #5’ [11]. For completeness, some details of how they characterised its composition are provided here in brief as well as details of its structure (according to Vigier et al. [11]). Vigier et al. oxidised some of the sintered sample in a thermogravimetric analysis instrument to determine its oxygen to metal ratio. They used electron probe microanalysis to determine the Am, U, Np and Pu compositions [11].

The sintered material had a composition of (Am₀.₈₀U₀.₁₂Np₀.₆₆Pu₀.₀₂)O₁.₈ (The actinides correspond to ²⁴¹Am, ²³⁷Np and ²³⁹Pu, and natural uranium was used [11]). In fact, the Np and Pu are impurities in the material, as noted by Vigier et al. [11]. They arose from the americium source material used by Vigier et al. [11]. The material had a cubic crystal structure (Ia-3 space group) with an 11.02535(5) Å lattice parameter (further structural details are found in the article by Vigier et al. [11]).

One of the five discs was broken into fragments for heat capacity measurement purposes. Two fragments of 8.86 mg and 2.26 mg were used for low temperature heat capacity measurements, and three fragments of 34 mg, 46 mg and 48 mg were used for drop calorimetry measurements.

2.1.1. Low Temperature Heat Capacity Measurements

The heat capacity of (Am₀.₈₀U₀.₁₂Np₀.₆₆Pu₀.₀₂)O₁.₈ was measured using a low-temperature vacuum calorimeter based on a hybrid adiabatic relaxation method (PPMS-9T, Quantum Design Inc.) as described in a previous paper [23], with estimated uncertainties for the heat capacities as reported by Lashley et al. [24]. Samples were wrapped in Stycast 2850 FT epoxy glue for α-contamination protection reasons [25]. A small amount of thermal grease APIEZON® N was used to ensure good thermal contact between the wrapped sample and the sapphire platform of the measurement support (puck). For each sample, the total heat capacity contribution of the puck and grease attached to the sample was determined. The heat capacity of the sample was determined by subtracting the heat capacity contributions of the Stycast epoxy 2850 FT and of the combined puck and grease from the overall heat capacity measurement of the system. The heat capacity of the Stycast epoxy 2850 FT as a function of temperature per unit mass was well calibrated in previous studies [26]. This was conducted using Quantum Design Multiview software. Measurements were performed on two pieces of sintered (Am₀.₈₀U₀.₁₂Np₀.₆₆Pu₀.₀₂)O₁.₈ material that were 2.26 mg and 8.86 mg. These were wrapped in 1.12 mg and 7.96 mg of Stycast, respectively, and measurements were taken between around 2 K to 250 K. Self-heating of ²⁴¹Am (Q = 114 mW g⁻¹), which is the main heat contributor in the material, leads to a minimum temperature of 19 K on the sample, even for the lowest mass sample. A specific procedure to remove self-heating effect was applied to estimate the real temperature of the sample [26]. All measurements were performed under high vacuum (~10⁻⁴ Pa) in the sample chamber.

Further details of the encapsulation method and of the calibration method can be found in Lashley et al. [24].

2.1.2. Drop Calorimetry for Enthalpy Increment Measurements with Temperature

A Setaram Multi Detector High Temperature Calorimeter (MDHTC-96 type) functioning in ‘drop mode’ was used to collect the enthalpy increment measurements for the samples. As is the case with much of the apparatus at JRC-Karlsruhe, the calorimeter has been adapted to allow radioactive samples to be tested [18]. The calorimeter is housed in a glovebox whilst the majority of its electronics are external. This is essential and key to minimise end of instrument-life nuclear waste and to aid system maintenance [18,27]. Details of the configuration of the calorimeter are provided by Beneš [28]. The drop calorimeter uses a graphite furnace. This requires flowing inert gas to minimise its oxidation [28].
Helium was used in this experiment. The temperature measurement of the calorimeter was calibrated across its range using a variety of metal standards with a series of melting points [18,28]. Measurements were taken under ambient pressure conditions.

The concept and method of drop calorimetry measurements are concisely described by Beneš et al. [27] and Epifano et al. [17]. For completeness, the key points are outlined in the following paragraphs:

When a sample is dropped in a calorimeter from ambient temperature to the detector region that is at a constant higher temperature, a thermal shock is created in the region of the detector, i.e. it cools to a lower temperature. Consequently, the furnace responds by adding heat to the detector region to maintain the original temperature. Drop calorimetry is used to measure enthalpy increments at different temperatures. In the case of radioactive samples, corrections are required for self-heating contributions. A corrected enthalpy increment versus temperature curve is produced. By definition, the heat capacity, $C_p$, as a function of temperature, is the derivative of the enthalpy function with respect to temperature. This allows $C_p$ to be determined.

Reference samples are non-radioactive and have well-characterised heat capacity–temperature relationships. Reference samples are dropped in the calorimeter to calibrate the heating response of the furnace (a voltage signal) with the actual enthalpy increment of the reference material. This corresponds to the heat contribution of the furnace to maintain temperature equilibrium. This is conducted for the measurement temperatures of interest. Here, four pieces of platinum (99.95% Pt, Goodfellow Cambridge Ltd., Huntingdon, UK) were used as reference materials for the three Am-U oxide samples dropped in the calorimeter (Comparative enthalpy increment measurement tests were routinely conducted between platinum and sapphire (another reference material) to check for discrepancies between the two reference materials. None were observed, which provided confidence in the use of platinum as a reference material.). A reference material was dropped before and after each sample to allow the average response of the heating system to be accounted for. Fortunately, the samples could be pre-loaded into a carousel that allowed automatic dropping of the samples approximately every 25 min after the apparatus had equilibrated to the required temperature for measurement. However, the temperature profile of the apparatus was pre-programmed and took approximately 7 h to stabilise before any dropping commenced. The masses of each sample were recorded prior to them being loaded into the carousel and were measured once again after the drops were completed to provide an initial indication of any small stoichiometry change. Here, each Am-U oxide sample was sufficiently hard to not break at the end of each drop in the calorimeter. This aided measuring the sample masses post-drop.

The physics of the above explanation can be considered mathematically [17,28]. Before the molar enthalpy increments of the sample measured at a given temperature can be determined, a sensitivity factor, $S$, needs to be established. It is calculated based on the drop of a reference material:

$$ S = \frac{M_r}{m_r} \frac{\int_{t_1}^{t_2} \Theta_r dt}{\int_{T_{\text{amb}}}^{T_{\text{mes}}} C_{p,r}(T) dT} \tag{1} $$

where $M_r$ and $m_r$ are the molar mass and mass of the reference material, respectively, $T_{\text{mes}}$ and $T_{\text{amb}}$ are the measurement and ambient temperatures, respectively, $\int_{t_1}^{t_2} \Theta_r dt$, is the time integrated peak heat-flow associated with the drop of the reference sample (over the time interval $t_2 - t_1$), and the denominator is the molar enthalpy increment resulting from the drop of the reference sample from ambient temperature to the measured temperature. Finally, $C_{p,r}$ is the heat capacity of the reference material, which is well characterised for the said reference material as a function of temperature $T$. 
The enthalpy increment (molar), $\Delta H_m$, of the sample when it is dropped from ambient temperature to the measurement temperature is then [17]:

$$\frac{T_{\text{meas}}}{T_{\text{amb}}} \Delta H_m = \frac{M_s}{m_s} \int_{t_i}^{t_f} \frac{\varphi_s dt}{S} + D$$

(2)

where $M_s$ is the molar mass of the sample, $m_s$ is the mass of the sample and $\int_{t_i}^{t_f} \frac{\varphi_s dt}{S}$ is the time integrated peak heat-flow for the sample (over the interval $t_f - t_i$), which corresponds to the area of peak heat-flow for a given drop. $S$ is the sensitivity factor based on the reference material’s dropped before and after the sample and is calculated using Equation (1). Finally,

$$D = 0 \quad \text{for a non-radioactive sample}$$

$$= Q_{\text{\alpha}} p m_s (t_f - t_i) \quad \text{for an alpha emitting sample}$$

(3)

where $Q_{\alpha}$ is the self-generated heat produced from the alpha decay of the material, $p$ is the specific power of the material, which is 0.082 mW mg$^{-1}$ for the Am-U oxide [11], $m_s$ is the mass of the sample and the final term is the time interval for the peak heat-flow [17].

As the Am-U oxide samples were aged, it was possible that self-irradiation defects could be annealed at higher temperatures during drop calorimetry. This point was also raised by Epifano et al. [17]. They noted that latent heat could be released during annealing causing an uncertainty in enthalpy increment measurements [17]. Three steps were conducted to reduce the likelihood of this happening. Firstly, the three samples were heated using the drop calorimeter at 1573 K to anneal defects for future measurements. These data were not used. Subsequently, the samples were assumed to be defect-free. Secondly, the analysis was conducted over a short period of time (a few weeks), and, finally, the temperature was alternated between higher and lower temperatures between each set of drops to help avoid the accumulation of irradiation defects.

2.1.3. Fitting Method

The heat capacity of a material is defined as the derivative of its enthalpy function with respect to temperature. A method similar to that presented by Beneš et al. [27] for NpO$_2$ was used to determine the heat capacity equation. Specifically, the low temperature heat capacity measurements (presented in Section 2.2.1) and the high temperature molar enthalpy increments (Section 2.2.2) were fitted using a simultaneous least squares linear regression to the well-known Maier–Kelly formula for heat capacity variation with temperature:

$$C_p = a + bT + cT^{-2}$$

(4)

where $a$, $b$ and $c$ were constants to be determined by the fitting procedure. The fit was constrained by the low temperature data for heat capacity variation as function of temperature. This therefore allowed the high temperature data for heat capacity variation to be fitted without the need to assume values for the lower temperature heat capacity, e.g. based on the Neumann–Kopp additive rule and known heat capacity data for AmO$_2$ and UO$_2$.

2.2. Results

2.2.1. Low Temperature Heat Capacity Measurements

The low temperature heat capacity was measured for two independent samples from the lowest achievable temperatures up to 250 K. The combined results of both measurements are shown in Figure 2. Due to the decay-heat generated by americium, it was not possible to reach a temperature lower than 19 K.
Figure 2. The low temperature heat capacity measurement recorded for two (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ samples. The data are combined. Data for Am$_{0.2}$U$_{0.8}$O$_{2}$ and AmO$_{2}$ from Valu et al. [23] are also plotted for comparison.

Figure 2 also illustrates the low temperature heat capacity data of Am$_{0.2}$U$_{0.8}$O$_{2}$ and AmO$_{2}$ from Valu et al. [23]. The figure illustrates that the (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ data are more comparable to Am$_{0.2}$U$_{0.8}$O$_{2}$ than to AmO$_{2}$. This indicates that the triple doping of U, Np and Pu may have a significant influence. Unlike UO$_{2}$ [29], NpO$_{2}$ [30] and their related systems, U$_{1-x}$NpxO$_{2}$ [29,31], the (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ data do not indicate the presence of a magnetic phase transition. UO$_{2}$ orders antiferromagnetically at $T_N = 31$ K [29] and NpO$_{2}$ exhibits multipolar ordering below $T_0 = 26$ K [30].

Figure 2 illustrates a slight anomaly at around 100 K. This corresponds to the mathematical overcorrection by the Q.D. Multiview software was used to subtract the combined platform (puck) and grease heat capacity contribution (resulting in a ~2% uncertainty in the heat capacity). Thermal coupling between the sample and the platform decreased to below 80% above 260 K. A vitreous–liquid phase transition is usually observed for APIEZON® N grease above 260 K under vacuum. It cannot be fully subtracted from the total contribution with the sample. Data at temperatures greater than 260 K were less reliable for strong self-heating samples ($^{241}$Am or $^{238}$Pu based materials). Therefore, in conclusion, only data below 260 K are considered here, as shown in Figure 2.

The low temperature heat capacity was found to fit well with a combination of Einstein and Debye solid functions. Details of this can be found in Appendix A.

2.2.2. High Temperature Enthalpy Increment Measurements

The average of each set of three molar enthalpy measurements taken at each high temperature is shown in Table 1 together with their standard deviations for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$. These results are plotted in Figure 3 together with its fitted curve. The explanation of how this curve was determined will be explained. These results are compared to experimentally derived data (and their extrapolations) in the literature for AmO$_{2}$ (Nishi et al.), UO$_{2}$ (Fink et al. and Valu et al.) and U$_{0.3}$Am$_{0.7}$O$_{2±x}$ (Epifano et al.), reported in references [17–19,32], in Figure 3a–c, respectively.
Figure 3. The high temperature molar enthalpy heat measurements determined by drop calorimetry for our Am-U oxide (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ under helium shown in black in (a–c). For comparison, (a) the AmO$_2$ data by Nishi [14] et al. and its extrapolation, (b) various data for UO$_2$ by Valu [18] and Fink [32] and (c) the U$_{0.3}$Am$_{0.7}$O$_{2-\delta}$ data recorded under air by Epifano et al. [17].
The fitted parameters of Equation 4 for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ are outlined in Table 2. This curve is plotted together with the low temperature heat capacity data in Figure 4. It also illustrates data for UO$_2$, AmO$_2$ and U$_{0.3}$Am$_{0.7}$O$_{2±x}$ for comparison. Furthermore, by definition, the integral of Equation 4 with respect to temperature is the change in enthalpy increments as a function of temperature. These data for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ are plotted in Figure 3.

Table 1. The average high temperature enthalpy increments $\Delta H_m$ of the Am-U oxide, Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$O$_{1.8}$, samples at different temperatures. The uncertainty provided is the standard deviation of the measurements.

| $T_{mes}$ (K) | $\Delta H_m$ (J mol$^{-1}$) | $T^+_m$ (K) | $T^-_m$ (K) |
|--------------|-----------------------------|-------------|-------------|
| 430          | 9329                        | ±           | 348         |
| 482          | 13693                       | ±           | 403         |
| 585          | 19353                       | ±           | 1024        |
| 686          | 29360                       | ±           | 690         |
| 788          | 33335                       | ±           | 4388        |
| 889          | 41078                       | ±           | 2752        |
| 990          | 44580                       | ±           | 1463        |
| 1092         | 60247                       | ±           | 8622        |
| 1193         | 69876                       | ±           | 10535       |
| 1295         | 79186                       | ±           | 4252        |
| 1397         | 92012                       | ±           | 1183        |
| 1499         | 98868                       | ±           | 19447       |
| 1601         | 125802                      | ±           | 13072       |
| 1703         | 138306                      | ±           | 11035       |
| 1785         | 131003                      | ±           | 11189       |
| 1786         | 132921                      | ±           | 15441       |

Figure 4. The heat capacity variation with temperature for the (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ determined by fitted Maier–Kelly equation (Equation 4 and Table 2) (solid black line) with the confidence intervals (- - -). Low temperature heat capacity measurements (+) are also included in this graph. Our data compared to the experimentally derived (not extrapolated data) for AmO$_2$ (green) by Nishi et al. [14], UO$_2$ (solid grey line) by Fink [32] updated by Konings et al. [33], and U$_{0.3}$Am$_{0.7}$O$_{2±x}$ by Epifano et al. [17] (blue line). These latter data were constrained by the UO$_2$ and AmO$_2$ data, whereas our data are constrained by the low temperature heat capacity data for our material.
Table 2. The linear regression fit parameters for the Maier–Kelly equation (Equation (4)).

| Parameter | Value          | Uncertainty         | Units       |
|-----------|----------------|---------------------|-------------|
| a         | 55.1189        | 5.681               | J K$^{-1}$ mol$^{-1}$ |
| b         | $3.4621 \times 10^{-2}$ | $0.8705 \times 10^{-2}$ | J K$^{-2}$ mol$^{-1}$ |
| c         | $-4.58312 \times 10^{5}$ | $1.38792 \times 10^{5}$ | J K$^{-1}$ |

2.3. Discussion

Figure 3 suggests that the measured enthalpy increment data for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ is consistent with the AmO$_2$ data by Nishi et al. [19] and its extrapolation, the U$_{0.3}$Am$_{0.2}$O$_{2\pm x}$ data recorded under air by Epifano et al. [17] and the various data for UO$_2$ by Valu et al. [18] and Fink [32]. Figure 3a shows that there is a slight deviation of the (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ data from the extrapolated AmO$_2$ data [19], e.g. above 1400 K. However, this is also noted for UO$_2$ dataset by Fink [24]. Figure 3 shows that the uncertainties in the enthalpy increment data generally increased with an increase in temperature in this study. The diverging trend from the AmO$_{2.00}$ extrapolated data by Nishi et al. [19] was also generally true for the measurements by Epifano et al. [17] of their U-Am oxides with higher americium contents (Am/[Am=U] mol% ratios of 0.49, 0.58 and 0.68) who measured their samples using the same apparatus in air. Indeed, Epifano et al. [17] observed systematically higher enthalpy increment measurements with increasing temperature compared to the extrapolated enthalpy increment–temperature curve for AmO$_{2.00}$. They explained that this deviation may be due to the AmO$_2$ reduction to AmO$_{2-x}$ during drop calorimetry, which is expected above 1100 K even under such oxidative conditions. It is, therefore, possible that this slight diverging trend for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ from the extrapolated AmO$_{2.00}$ data may be due to the partial reduction of the material. Indeed, in the present study, the measured material is already substoichiometric with an O/M of 1.8 (M = Am + U + Np + Pu), but this ratio may further decrease at high temperature under an argon atmosphere. Overall, the enthalpy increment data for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ is consistent with data for americium, uranium and mixed americium uranium oxides in the literature, including those for AmO$_2$.

Figure 4 illustrates the low and high temperature heat capacity data for (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$. The figure also shows that the heat capacity of the new RPS prospect fuel (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ is broadly consistent with the heat capacity temperature variation of AmO$_2$, UO$_2$ and mixed U$_{0.3}$Am$_{0.2}$O$_{2\pm x}$ [17]. Therefore, the experimentally determined heat capacity in the present study, or by Epifano et al. [17], show only a minor deviation from pure UO$_2$ and AmO$_2$ values. This is despite the highly complex charge distribution in U-Am mixed oxides, especially those with high americium content [34]. To compare the data in greater detail, the heat capacity of (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ is lower than the data for these oxides, e.g. below 600 K. This might be explained by the strong substoichiometry of the material measured in the present study and the presence of oxygen vacancies. It must be noted that values were constrained by Epifano et al. at 298.15 K and considered to be the linear combination of pure UO$_2$ and AmO$_2$ for the U-Am mixed oxide data [17]. In this study, with its focus on (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$, the fit was obtained together with the experimentally measured low Cp values and is, therefore, free of any assumption. In the case of Epifano et al. [17], their assumption is consistent with their investigation of stoichiometric mixed oxides (UAm)O$_{2.00}$. With respect to higher temperature heat capacity data, Figure 4 illustrates that the heat capacity of (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ is greater than that of UO$_2$ above 1100 K. This might be due to the partial reduction of the material during measurements, as mentioned before [17].

This study determined precise high temperature heat capacity data for this (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ prospect fuel, which will be key for establishing fuel response under high temperature accidents.
Further sintering studies will be conducted in the future. They will provide the opportunity to investigate the effect of grain size on heat capacity. Studies by others [35] note that an increase in grain size can increase heat capacity.

2.4. Heat Capacity Conclusion

The recommended high temperature equation for the heat capacity is

\[ C_p(T) = 55.1189 + 3.46216 \times 10^{-2} T - 4.58312 \times 10^5 T^{-2} \] (5)

for temperatures \( T \) (in Kelvin) from 293 K to 1786 K. This equation is the result of fitting both low temperature heat capacity data and high temperature enthalpy increment data to the well-known Maier–Kelly equation using a simultaneous least squares linear regression (please see Section 2.1.3). This study provides valuable and essential experimental data for the new European RPS fuel, (Am\(_{0.80}\)U\(_{0.12}\)Np\(_{0.06}\)Pu\(_{0.02}\))O\(_{1.8}\). These enthalpy increment and, in turn, heat capacity data form a vitally important step towards determining the thermal conductivity of the new prospect fuel. The data are broadly consistent with AmO\(_2\), UO\(_2\) and U\(_{0.3}\)Am\(_{0.7}\)O\(_2\) [17]. The particular heat capacity values, however, do differ, as illustrated in Figure 4. This study has determined data at higher temperatures than those presented in the literature for AmO\(_2\). Data have, therefore, been recorded for much higher temperatures than for a previous RPS fuel candidate. The investigated temperatures span lower temperatures that will include RPS operational temperatures and high temperatures that could be informative for different design basis accidents. Furthermore, these data contribute to the wider knowledge of the thermal properties of americium-bearing oxides in the literature and, in particular, oxides with high americium content. Future investigations will determine thermal diffusivity of the fuel to determine the thermal conductivity of the fuel and determine its thermal expansion to account for its decreasing density with temperature.

3. Case Study: Estimating Thermal Conductivity of the Fuel and Assessing if Fuel Melting Could Occur When the ELHS Clad is at its Maximum Permitted Temperature (1973 K)

3.1. Purpose

An analytical model will be developed to assess if (Am\(_{0.80}\)U\(_{0.12}\)Np\(_{0.06}\)Pu\(_{0.02}\))O\(_{1.8}\) fuel melting is possible for a hypothetical scenario where the ELHS clad is at the maximum temperature permitted by the RPSs’ requirements [12], i.e. 1973 K. The model will determine the maximum temperature of the fuel as a function of clad temperature and fuel thermal conductivity. Estimates for the thermal conductivity of (Am\(_{0.80}\)U\(_{0.12}\)Np\(_{0.06}\)Pu\(_{0.02}\))O\(_{1.8}\) will be made.

The thermal conductivity, \( k \), of a material is defined as the product of its thermal diffusivity, \( \alpha \), density, \( \rho \), and specific heat capacity, \( c_p \), as shown below:

\[ k = \alpha \cdot \rho \cdot c_p \] (6)

All of these terms are functions of temperature. The heat capacity, \( C_p \), of (Am\(_{0.80}\)U\(_{0.12}\)Np\(_{0.06}\)Pu\(_{0.02}\))O\(_{1.8}\) was determined as a function of temperature in Section 2. By using the molar mass of the material, which is 269.2 mol g\(^{-1}\) according to Vigier et al. [11], these data can be transformed into specific heat capacity, \( c_p \). The theoretical density of the material at room temperature is 10.67 g cm\(^{-3}\) [11]. The particular sample investigated for the heat capacity measurements had a relative density of 89% T.D. However, a range of relative densities will be considered here to consider the likely maximum range of possible relative densities that the final sintered RPS fuel forms may have, i.e. 80 to 100% T.D. The effect of different relative densities on the thermal conductivity of a material will be discussed in Section 3.3. For this case study, the known data (described above) and estimates for the thermal diffusivity and thermal expansion of the fuel will be combined to estimate the thermal conductivity of the fuel.

The specific objectives of this part of this study are to:
1. Develop an analytical thermal model to describe the maximum temperature of the fuel as a function of the fuel thermal conductivity, the outer surface temperature of the fuel, and the inner surface temperature of the clad. This will consider the effect of radiation-only and conduction-only between the fuel and clad to estimate an envelope of maximum fuel temperatures for a given clad temperature. Curves of the maximum fuel temperature as a function of fuel thermal conductivity will be estimated for a clad inner surface temperature, \( T_{i,cl} \), (1) at 623 K that represents the RTG’s standard operation and (2) (i) at 1750 K, which is slightly lower than the approximate maximum temperature for which heat capacity data were determined and (ii) at 1900 K and (iii) 1973 K. Temperatures (i) and (ii) are included informatively to provide additional data for high clad temperatures.

2. Compare the maximum fuel temperature determined using the long-standing University of Leicester RTG finite element thermal model to the results of the analytical thermal model to assess the confidence in the analytical thermal model. Specifically, it will be assessed if the FE thermal model that considers both radiation and conduction between the fuel and the clad provides a maximum fuel temperature solution that lies within the envelope predicted by the analytical thermal model.

3. Estimate the thermal conductivity of \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) as a function of temperature using the experimental heat capacity data of this paper (Section 2), the known theoretical and relative density of the fuel (80–100% T.D.), assumptions for the thermal diffusivity of different americium/uranium oxides, and an assumption for its thermal expansion based on one of these oxides. Upper and lower limits of thermal diffusivity will be used to provide a range in thermal conductivity values. This will allow a range in potential maximum fuel temperatures for the RTG/ELHS to be seen. Lower estimates of the fuel conductivity at a given temperature will be made using the lower confidence interval data for the heat capacity values (shown in Figure 4) and the lowest thermal diffusivity data. These will be used for objectives 4–6 below.

4. Estimate a range of values for the maximum fuel temperature of the RTG during its standard operation (623 K inner clad temperature) based on the thermal conductivity estimates.

5. Assess the maximum fuel temperature curves generated by the analytical thermal model for 1750 K, 1900 K and 1973 K clad temperatures to estimate the maximum fuel temperature of the ELHS using the lowest thermal conductivity estimates for an 80% T.D. fuel. Specifically, it will be assessed whether fuel melting is possible (assumptions for this will be made based on the lowest melting temperature of americium/uranium oxides in the literature).

6. Review the outcomes with respect to RPS safety and whether recommendations for the future fuel R&D are required.

3.2. Theory: Analytical Thermal Model for RTG/ELHS Maximum Fuel Temperature

A recent design of the European RTG/ELHS with its twelve fuelled Pt-20%Rh clads is shown in Figure 1. The RTG/ELHS system operates under a constant power regime where the thermal power is provided by the \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) fuel totalling 200 W\(_{th}\) (The term ‘thermal power’ is used here to distinguish this power from the resultant electrical power that the RTG generates.). The outer surface temperature of a clad and the inner surface temperature of the clad are constant under a given scenario of RTG/ELHS operation. This is due to the constant power regime of the RTG/ELHS (and RHU) system. More so, the temperatures of the clad are dictated by the temperatures external to the RTG/ELHS. For example, the external temperature and the thermal properties of the RTG components dictate the temperatures across the RTG’s radiator fins and of all the RTG’s consecutive inner layers (subsystems) and, therefore, of the clad.

The analytical thermal model considers heat transfer between a single clad and the fuel inside. The RPS programme has not concluded whether the fuel in a given clad will comprise a single high aspect ratio pellet or a stack of low aspect ratio discs of equivalent...
total volume (the latter is more likely). Here, the analytical model assumes the fuel to be a single cylinder with a volume equal to the pellet.

The maximum temperature of the fuel, $T_{\text{max}}$, will occur at the centre of the fuel cylinder (see Appendix B). The equation for $T_{\text{max}}$ of the RTG has been derived and is a function of the outer surface temperature of the fuel in the radial direction, $T_s$, and of the thermal conductivity of the fuel, $k$. $T_s$ is then a function of the clad temperature, which will be described shortly. The reader is referred to Appendix B of this article for details of the $T_{\text{max}}$ derivation. The equation is:

$$T_{\text{max}} = T_s + \frac{\dot{q}l^2}{2k} \left[ 1 + \sum_{n=1}^{\infty} \frac{4(-1)^n}{\lambda_n^3 l_0(\lambda_n a)} \right]$$

(7a)

where $\dot{q}$ is the power per unit volume of the fuel, i.e. 831,693 W m$^{-3}$, in this case, as a single RTG that produces 10 W of electrical power comprises 12 fuelled clads providing a total of 200 W$_{\text{th}}$. Each clad contains $2.00 \times 10^{-5}$ m$^3$ of fuel. Additionally, $2l$ is the height of the fuel in a clad, $k$ is the thermal conductivity of the fuel, $a$ is the radius of the fuel and $\lambda_n$ describe constants defined by

$$\lambda_n = \frac{1}{2l} (2n - 1) \pi, n = 1, 2, \ldots$$

(7b)

and $l_0$ is a modified Bessel function of the first order. Again, the reader is referred to Appendix B for a detailed explanation of these parameters. For the RTG, $2l$ is equal to 0.035 m (3.5 cm) and the radius is equal to 0.0135 m (1.35 cm).

The value of $T_s$ is dictated by the heat transfer route between the fuel and the clad. For the case of conduction, the outer surface of the fuel and inner surface of the clad are in contact, i.e.

$$T_s = T_{i\text{cl}}$$

(7c)

For the case of radiation-only between the fuel and the clad:

$$T_s = \left( \frac{Q}{A\sigma \varepsilon_{\text{eff}}} + T_{i\text{cl}}^4 \right)^{\frac{1}{4}}$$

(7d)

where $Q$ is the thermal power production of a single pellet, i.e. 16.67 W$_{\text{th}}$, $A$ is the surface area of the fuel pellet, $\sigma$ is the Stefan–Boltzmann constant, and, finally, $\varepsilon_{\text{eff}}$ is the effective emissivity of the fuel and clad. For any small enough area between the fuel and the clad, the fuel’s outer surface and the clad’s inner surface can be assumed to be equivalent to two parallel layers, such that $\varepsilon_{\text{eff}}$ is defined as

$$\varepsilon_{\text{eff}} = \frac{1}{\varepsilon_s} + \frac{1}{\varepsilon_{i\text{cl}}} - 1$$

(7e)

where $\varepsilon_s$ is the emissivity of the surface of the fuel and $\varepsilon_{i\text{cl}}$ is the emissivity of the inner surface of the clad, i.e. of Pt-20%Rh. The emissivity of the fuel is assumed to be 0.83, which was the value assumed for U-Am mixed oxides [36], UO$_2$ and PuO$_2$ in the literature [37,38]. As the emissivity of Pt is much lower than U-Am oxide, the effective emissivity will be dominated by the assumption for the clad. This finding is beneficial as it reduces the effect of the uncertainty of an unknown emissivity of the fuel.

All three RPSs have Pt-20%Rh clads. The emissivity of the Pt-20%Rh and its variation with temperature could not be readily located in the literature. Data for Rh exists [39,40] but data at lower temperatures were not located. Under standard RTG operating conditions, $T_{i\text{cl}}$ is 623 K. With reference to the range of $T_{i\text{cl}}$ values in this study, data exist for pure Pt and Pt-10%Rh [41–44], which is assumed to be approximately representative of Pt-20%Rh. The literature suggests that data for Pt should be “representative of platinum alloys” [45].
3.2.1. The Fuel Temperature Difference, \( T_{\text{max}} - T_s \), Relationship

A general curve for \( T_{\text{max}} - T_s \) against the fuel thermal conductivity, \( K \), is shown in Figure 5. The former was determined using a rearranged form of Equation (7a). The temperature difference is independent of the clad’s inner surface temperature. It is, therefore, independent of whether the RTG is in an operation or accident scenario. Figure 5 illustrates how \( T_{\text{max}} - T_s \) increases with an increasing gradient as the fuel thermal conductivity reduces, particularly, below 1 W m\(^{-1}\) K\(^{-1}\). The gradient increases most significantly when the thermal conductivity is below around 0.5 W m\(^{-1}\) K\(^{-1}\).

Figure 5 can be used to easily estimate the maximum fuel temperature for the RTG/ELHS in a conduction-only regime by assuming that \( T_s \) is equal to the clad temperature (c.f. Equation (7a,c)). \( T_s \) needs to be known to estimate the maximum fuel temperature, i.e. the clad temperature needs to be known. Radiation between the fuel and clad needs to be considered (c.f. Equation (7d)) to determine the greatest maximum fuel temperature for a given fuel thermal conductivity (A subtle point is noted: the temperature of the fuel varies radially, and the thermal conductivity of the fuel is a function of..
temperature. The analysis from this point onwards assumes an effective averaged thermal conductivity value as the temperature gradient across the fuel is small). This will result in a $T_s$ larger than $T_{i,cl}$. Equation (7a) can, therefore, be used to produce two curves for the maximum fuel temperature in the form of upper and lower estimates as a function of fuel thermal conductivity based on radiation-only and conduction-only regimes, respectively. An example of this will be presented in Section 3.2.2.

3.2.2. Maximum Fuel Temperature Results Comparison between Analytical Thermal Model and RTG FE Thermal Model (RTG under Standard Operation)

In order to estimate $T_{\text{max}}$ for the RTG under standard operating conditions as a function of fuel thermal conductivity, Equation (7a) is plotted assuming a clad inner temperature, $T_{i,cl}$ of 623 K. This is shown in Figure 6. It illustrates that the route of coupling (radiation or conduction) between the fuel and the clad has a large effect on the maximum fuel temperature for the RTG (under standard operating conditions) regardless of the fuel thermal conductivity. In practice, the heat transfer between the fuel and the clad will be a combination of the two heat transfer routes. Therefore, the maximum fuel temperature will lie between the illustrated conduction-only and radiation-only curves in Figure 6.

![Figure 6](image)

Figure 6. The maximum fuel temperature in the RTG as a function of fuel thermal conductivity under standard operational conditions (clad temperature of 623 K) under conduction-only (blue) and radiation-only (red) heat transfer between the fuel and clad.

An example fuel thermal conductivity is now considered to see if the analytical model produces a result that is consistent with the long-standing FE model for the RTG under standard operational conditions. The thermal conductivity of 100% T.D. AmO$_{2-x}$ established by Nishi et al. as a function of temperature [46,47] is inputted into the FE model for the recent RTG. This material has been assumed for past RTG FE thermal models. The arrived maximum fuel temperature solution is 415 °C, i.e. 688 K, as shown in Figure 7. According to the data by Nishi et al., this corresponds to an approximate thermal conductivity between 2 and 2.3 W m$^{-1}$ K$^{-1}$ [46,47]. According to Figure 6, the analytical model suggests that the maximum RTG fuel temperature under standard operation for a 2 W m$^{-1}$ K$^{-1}$ fuel thermal conductivity would be between 640 K for a conduction-only regime and about 1095 K for the radiation-only case. The result of the FE model, which considers conduction through the fuel’s upper and lower surfaces to the clad, and radial radiation to the clad’s walls, therefore, lies within these limits. This comparison, therefore,
provides confidence in the analytical thermal model. However, the greatest value of this analytical thermal model is in understanding the maximum temperature of the fuel for the ELHS under extreme clad temperatures.

Figure 7. The temperature distribution of the RTG determined by the University of Leicester FM model for its standard operation. A thermal conductivity function of 100% T.D AmO$_{2-x}$ is based on data by Nishi et al. [46,47]. A Pt-20%Rh emissivity of 0.06 is assumed here.

3.3. Thermal Conductivity Estimates

Equation (6) showed how the thermal conductivity of a material is a product of the density, thermal diffusivity and specific heat capacity of a material where each is a function of temperature. Figure 4 illustrates how the heat capacity of (Am$_{0.80}$U$_{0.12}$NP$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ is consistent yet different to AmO$_2$, UO$_2$ and U$_{0.3}$Am$_{0.7}$O$_{2-x}$ [17]. Additionally, the theoretical density of (Am$_{0.80}$U$_{0.12}$NP$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ (10.67 g cm$^{-3}$ [11]) differs to that of UO$_2$ (10.963 g cm$^{-3}$ [32]), and AmO$_2$ (11.67 g cm$^{-3}$ [32]). It is, therefore, not unreasonable to assume that the thermal conductivity of (Am$_{0.80}$U$_{0.12}$NP$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ may differ to UO$_2$, AmO$_2$ or AmO$_{2-x}$ (it will have a lower density than AmO$_2$) even if, hypothetically, its thermal diffusivity as a function of temperature is very close to these oxides.

The thermal diffusivities of different cubic/multiple cubic phased americium oxides, uranium oxide or mixed americium uranium oxides in the literature were reviewed, specifically AmO$_2$ [19], UO$_2$ [32], AmO$_{2-x}$ [46,47] and (U$_{1-y}$, Am$_y$)O$_{2-x}$ solid solutions with y equal to 0.0877 and 0.1895 [18]. The latter, which were developed by Valu et al., are simply denoted by Am10 Am20 for ease [18]. Nishi et al. recorded data for AmO$_2$ up to around 1100 K [19] (presumably because it reduces above this temperature). The thermal diffusivity data for AmO$_2$ is not considered further for estimating the thermal conductivity of (Am$_{0.80}$U$_{0.12}$NP$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ as temperatures beyond 1100 K will be explored. Data exist for all of the other oxides between around 550 K and 1550 K [18,32,46,47] and data for UO$_2$ were recorded up to at least 2800 K by Vlahovic et al. [48]. Within the aforementioned temperature range, UO$_2$ had the greatest thermal diffusivity and AmO$_{2-x}$ had the lowest values.

Equation (6) is used to estimate the thermal conductivity of (Am$_{0.80}$U$_{0.12}$NP$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ at different temperatures. Specifically, the (specific) heat capacity data determined in this study (Section 2), the known theoretical density [11], and thermal diffusivity values of UO$_2$ based on the study by Vlahovic et al. [48], and of AmO$_{2-x}$ based on the study by Nishi.
et al. are used [46, 47]. The values used are noted in Table 3. The different assumptions for the thermal diffusivity as a function of temperature are used to estimate a range of potential thermal conductivities for a given temperature. Data based on AmO$_{2-x}$ allow a lower estimate to be made, given that AmO$_{2-x}$ has the lowest thermal diffusivity of the various considered oxides in the literature (as noted in the previous paragraph). The UO$_2$ thermal diffusivity data allow a higher estimate for the thermal conductivity to be made, which is informative. The lowest thermal conductivity estimates are considered here because they will cause greatest maximum fuel temperatures of the RTG/ELHS. If such a thermal conductivity does not cause a fuel melting temperature to be reached, then a higher thermal conductivity will not result in fuel melting. It is noted that Nishi et al. [46, 47] only presented their AmO$_{2-x}$ thermal diffusivity data in plotted form and did not provide a line of best. To aid the estimation of their AmO$_{2-x}$ thermal diffusivity data [46] at different temperatures, the raw data values were estimated and extracted from their graph using WebplotDigitizer [49]. These are shown in Figure A3 in Appendix C. The illustrated power law function provided the best fit (conducted in MS Excel). Its equation is reported in Appendix C.

An assumption is made for the thermal expansion of $(\text{AmO}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ to account for the reduction in density and, therefore, thermal conductivity with temperature. No known data exist for macroscopic length expansion or bulk volume expansion of americium oxides and mixed americium uranium oxides. Only lattice parameter or lattice volume expansion data exist, e.g., for AmO$_2$ by Lebreton et al. [50] or for U$_{0.33}\text{AmO}_{0.67}\text{O}_{2+x}$ by Epifano et al. [51]. It is not uncommon to consider lattice parameter measurements to indicate the bulk expansion of materials, as noted by a review by Fink [32] for UO$_2$. Here, as an estimate, $(\text{AmO}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ is assumed to have a bulk volume expansion equal to the lattice volume expansion of U$_{0.33}\text{AmO}_{0.67}\text{O}_{2+x}$ [51]. The latter material is a cubic oxide [51]. It has the greatest americium metal fraction of the mixed uranium americium oxides with lattice expansion data in the literature. In order to estimate the volume expansion, the lattice parameter relationship developed by Epifano et al. [51] for U$_{0.33}\text{AmO}_{0.67}\text{O}_{2+x}$ as a function of temperature, $a(T)$, is first normalised relative to its room temperature lattice parameter, $a_{RT}$, to give:

$$a(T) = a_{RT} + (1.197 \times 10^{-5}(T - 298.15)),$$  \hspace{1cm} (8)

where $T$ is the temperature in Kelvin and 298.15 refers to room temperature. Then, the cube of Equation (8) gives the lattice volume expansion of this cubic material. For the reader’s reference, the volume expansion is broadly similar to—yet slightly greater than—the volume expansion of UO$_2$ [32]. This relationship is assumed as a first estimate for the bulk volume expansion of $(\text{AmO}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$. The use of linear expansion data to estimate the decrease in density of a material with temperature has been demonstrated in the literature, e.g. by Fink for UO$_2$ [32]. In a similar way, the decrease in density of $(\text{AmO}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ with temperature is assumed to follow:

$$\rho(T) = \rho_{RT} \frac{V}{AV} = \rho_{RT} \left(1 + (1.197 \times 10^{-5})\right)^{-3},$$  \hspace{1cm} (9)

where $\rho_{RT}$ is the 100% T.D. of the fuel. This is 10.67 g cm$^{-3}$ according to Vigier et al. [11].

Equation (6) is used to estimate the thermal conductivity of 100% T.D. $(\text{AmO}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ at a given temperature using a density estimate from Equation (9), the heat capacity (Equation (5) transformed to specific heat using the molar mass of the material, 269.2 mol g$^{-1}$ [11]) and an assumption for the thermal diffusivity data.

A relative density of less than 100% T.D. decreases the thermal conductivity of a material. The thermal conductivity (at a given temperature) of the sintered $(\text{AmO}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ with a particular relative density is then estimated using the following equation by Schulz [52]:

$$k = k_{T.D.} (1 - P)^x$$  \hspace{1cm} (10)
where $k_{T,D}$ is the thermal conductivity at a given temperature at 100% T.D. (c.f. Equation (6)), $P$ is the porosity of the sample such that $1 - P$ is the relative density of the sample, and $x$ is a constant to be defined. This equation was used by Nishi et al. [46] to describe the effect of different porosities and, therefore, relative densities on the thermal conductivity of $\text{AmO}_{2-x}$. They state this was valid for porosities up to 0.3 (relative densities as low at 70% T.D.). They assumed $x$ equaled 1.5. The same $x$ value is assumed here.

The values used/assumed for the parameters in Equation (6) are presented in Table 3. Their references are provided for full visibility. Further still, the lower confidence interval heat capacity values are also shown to allow an even lower estimate of the thermal conductivity of the $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ material to be made (using the $\text{AmO}_{2-x}$ thermal diffusivity data). Figure 8 illustrates selected thermal conductivity estimates, namely those based on $\text{UO}_2$ thermal diffusivity data, and those based on $\text{AmO}_{2-x}$ thermal diffusivity data and the heat capacity lower confidence interval data for $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$. The ‘error’ bars here do not indicate error but instead are used to represent the 100% T.D. (top bar) and 80% T.D. (bottom bar) thermal conductivity estimates that cover the maximum likely range for the RPS fuel densities considered during fuel R&D.
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**Figure 8.** Examples of thermal conductivity estimates for $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ with 89% T.D. (the plotted points) from Table 3. The thermal diffusivity assumptions were based on $\text{UO}_2$ or $\text{AmO}_{2-x}$. For the latter, the plotted points were based on lower confidence interval of the heat capacity data for $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$ to estimate a lower thermal conductivity. The ‘error’ bars here do not indicate error but instead are used to represent the 100% T.D. (top bar) and 80% T.D. (bottom bar) thermal conductivities that cover the maximum likely range for the RPS fuel. An estimate (data legend: o) based on extrapolation of the $\text{AmO}_{2-x}$ thermal diffusivity data of Nishi et al. [46] was used to estimate a possible thermal conductivity at 1785 K. Data for $\text{AmO}_{2-x}$ at 80–100% T.D. are plotted and were based on the data by Nishi et al. for 100% T.D. The orange points represent an 89% T.D.
Table 3. The assumptions and experimental data used to estimate thermal conductivity values for the \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) assuming different thermal diffusivity values. The lower confidence interval value of the heat capacity, \(C_p\), is also considered for lower estimates. Different relative densities are also assumed to establish the range of thermal conductivities that a sintered \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) fuel may have.

| \(T\) (K) | T.D. (g cm\(^{-3}\)) | Assum. Vol. Expansion\% (Equation (9)) | Assum. T.D. at \(T\) (kgm\(^{-3}\)) | \(C_p\) (Equation (5)) (J mol\(^{-1}\)K\(^{-1}\)) | Lower \(C_p\) Confid. Interv. (J mol\(^{-1}\)K\(^{-1}\)) | Mol. Mass (molg\(^{-1}\)) | Oxide Used to Assume \(\alpha\) | \(\alpha \times 10^{-6}\) (m\(^2\)s\(^{-1}\)) | \(\text{Thermal Conductivity Estimates (Wm}^{-1}\text{K}^{-1})\) at: |
|---|---|---|---|---|---|---|---|---|---|
| 500 | 10.67 | [11] | 1.007 | 10593 | 70.596 | | | | Vlahovic et al. [48] raw data at 499 K |
| 620 | 1.012 | 10548 | 75.392 | | | | | 2.02 | 5.6 | 5.3 | 5.0 | 4.8 | 4.5 |
| 700 | 1.014 | 10518 | 78.419 | | | | | 1.77 | 5.2 | 5.0 | 4.7 | 4.4 | 4.2 |
| 1000 | 1.025 | 10406 | 89.282 | | | | | 1.59 | 4.9 | 4.6 | 4.3 | 4.1 | 3.9 |
| 1250 | 1.035 | 10313 | 98.102 | | | | | 0.936 | 3.5 | 3.3 | 3.1 | 3.0 | 2.8 |
| 1600 | 1.047 | 10186 | 110.34 | | | | | 0.742 | 3.1 | 2.9 | 2.8 | 2.6 | 2.5 |
| 1600 | 1.047 | 10186 | 110.33 | | | | | Vlahovic et al. 2018 raw data at \(\sim1596\) K for comparison |
| 1785 | 1.054 | 10120 | 116.77 | | | | | 0.702 | 2.9 | 2.8 | 2.6 | 2.5 | 2.3 |
| 1785 | | | | | | | | Est. from Vlahovic et al. [48] Figure 4 at \(\sim1800\) K, |
| 500 | | | | | | | | | 0.620 | 2.7 | 2.6 | 2.4 | 2.3 | 2.2 |
| 500 | 1.007 | 10593 | 70.596 | | | | | 0.602 | 1.67 | 1.55 | 1.40 | 1.31 | 1.20 |
| 620 | 1.012 | 10548 | 75.392 | | | | | 0.602 | 1.62 | 1.50 | 1.36 | 1.27 | 1.16 |
| 620 | 1.012 | 10548 | 73.188 | | | | | 0.539 | 1.59 | 1.47 | 1.34 | 1.25 | 1.14 |
| 1000 | 1.025 | 10406 | 89.282 | | | | | 0.539 | 1.55 | 1.43 | 1.30 | 1.21 | 1.11 |
| 1000 | 1.025 | 10406 | 84.999 | | | | | 0.421 | 1.45 | 1.35 | 1.22 | 1.14 | 1.04 |
| 1250 | 1.035 | 10313 | 91.892 | | | | | 0.421 | 1.38 | 1.28 | 1.16 | 1.09 | 0.99 |
| 1460 | 1.042 | 10237 | 105.45 | | | | | 0.376 | 1.32 | 1.22 | 1.11 | 1.04 | 0.95 |
| 1460 | 1.042 | 10237 | 97.528 | | | | | 0.347 | 1.39 | 1.29 | 1.17 | 1.09 | 1.00 |
| 1785 | 1.054 | 10120 | 116.77 | | | | | 0.313 | 1.37 | 1.27 | 1.15 | 1.08 | 0.98 |
| 1785 | | | | | | | | Power Law fit of Nishi et al. [46] data (Equation (A38) in Appendix C) |
| 500 | 1.007 | 10593 | 68.518 | | | | | 0.313 | 1.25 | 1.16 | 1.05 | 0.98 | 0.89 |
The maximum temperature at which the thermal diffusivity of AmO$_{2-x}$ was recorded by Nishi et al. [46] was about 1475 K. This temperature was estimated from their plotted results (results were not tabulated). The gradient of their thermal diffusivity became shallower and began to plateau as the temperature tended towards this temperature. To provide a first estimate of the thermal conductivity of the fuel at higher temperatures using these data, an assumption of AmO$_{2-x}$ thermal diffusivity beyond 1475 K was made, which could be valid at 1785 K. This is the approximate upper temperature limit for which (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ heat capacity data were determined in this study. The thermal diffusivity was estimated, using the power law best fit noted in Appendix C (Equation (A38)), to be $3.13 \times 10^{-7}$ m$^2$s$^{-1}$. This is shown in the Table 3. Although there will be uncertainty in this estimate, the very shallow gradient of the AmO$_{2-x}$ thermal diffusivity curve [46] towards 1475 K is assumed to continue beyond this temperature, e.g. up to 2000 K. The thermal diffusivity at 1973 K could be $2.97 \times 10^{-7}$ m$^2$s$^{-1}$ according to Equation (A38). These estimated thermal diffusivities are noted in Table 3.

The plotted thermal conductivity data of 100% T.D. AmO$_{2-x}$ by Nishi et al. [46] were observed and estimated to be about 2 Wm$^{-1}$K$^{-1}$ and 1.6 Wm$^{-1}$K$^{-1}$ at around 625 K and 1475 K, respectively (based on the lowest values plotted in Nishi et al. at a given temperature). Thermal conductivities of 89% T.D. and 80% T.D. AmO$_{2-x}$ at these temperatures were estimated using Equation (10). These are plotted in Figure 8 to enable comparison with the mixed oxide. The central value represents the 89% T.D. value and the bottom and top of the ‘error’ bars represent the 80% T.D. and 100% T.D., respectively.

In order to estimate the effect of the ELHS clad being at 1973 K on the maximum fuel temperature, estimates of the fuel’s thermal conductivity above 1785 K need to be made. The lowest thermal conductivity estimates are most key to this study because they will result in higher maximum fuel temperatures. The thermal conductivity curve based on AmO$_{2-x}$ thermal diffusivity data is, therefore, considered. The lowest thermal conductivity at 1785 K was estimated to be 0.89 Wm$^{-1}$K$^{-1}$, as shown in Table 3 and Figure 8. The figure shows that as the temperature increases, the gradient of the curve becomes shallower. It is, therefore, assumed that a thermal conductivity between 0.85 Wm$^{-1}$K$^{-1}$ and 0.89 Wm$^{-1}$K$^{-1}$ could be used for the thermal conductivity of the 80% T.D. fuel at slightly higher temperatures, though the limit is unclear. To be conservative, a thermal conductivity estimate of 0.85 Wm$^{-1}$K$^{-1}$ for an 80% T.D. fuel is considered for a temperature at 1900 K based on Figure 8. If it is too low an estimate, it allows the possibility of higher maximum fuel temperatures to be considered for thermal conductivities between 0.85 Wm$^{-1}$K$^{-1}$ and 0.89 Wm$^{-1}$K$^{-1}$. This is particularly important as the possibility of fuel melting is being considered in this study. Finally, it is assumed that the thermal conductivity of a fuel at temperatures greater than 1973 K (the maximum permitted $T_i,cl$ by the RPS requirements) could be as low as 0.8 Wm$^{-1}$K$^{-1}$ as a conservative estimate.

3.4. Results
3.4.1. Maximum Fuel Temperature in RTG under Standard Operation

Figure 6 shows the variation of the maximum fuel temperature with fuel thermal conductivity for the RTG under standard operation, i.e. for a clad inner surface temperature of 623 K. It illustrates that the maximum fuel temperature could be up to 1250 K. The temperature range will be constrained further in Section 4 in the Discussion section.

3.4.2. Maximum Fuel Temperature in ELHS with a Clad Temperature at its Maximum Permitted Limit

A thermal conductivity estimate was made for the fuel at 1785 K. A slightly lower clad temperature was considered initially, i.e. 1750 K. The variation of the maximum fuel temperature of the ELHS as a function of fuel conductivity is shown in Figure 9 for three clad temperatures: 1750 K, 1900 K and 1973. The latter is the maximum permitted temperature of the clad according to requirements [12], and the 1900 K temperature allows an
interim temperature to be considered. The lowest estimate of the fuel thermal conductivity is plotted as the dashed line in each graph in Figure 9.

![Graphs showing the variation of the maximum fuel temperature with fuel thermal conductivity for RTG under standard operation.](image)

**Figure 9.** $T_{\text{max}}$ as a function of fuel thermal conductivity, $K$, for a clad inner surface temperature, $T_{i,\text{cl}}$ of (a) 1750 K, (b) 1900 K and (c) 1973 K under conduction-only (blue) and radiation-only (red) heat transfer between the fuel and clad. The dashed lines are the lower thermal conductivity estimates for $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$.
4. Discussion

4.1. Maximum Fuel Temperature in RTG under Standard Operation

Constraints for the thermal conductivity values are now considered to constrain the estimated range for the maximum fuel temperature. Firstly, by definition, the internal parts of the fuel (i.e. not at the surface) will have a temperature greater than that of the inner surface of the clad, i.e. greater than 623 K. This is the case for both conduction-only and radiation-only regimes between the fuel and clad. Figure 8 shows that at around this temperature, the 100% T.D. thermal conductivity estimate based on UO$_2$ thermal diffusivity is about 5.2 Wm$^{-1}$K$^{-1}$ or about 4.2 Wm$^{-1}$K$^{-1}$ for an 80% T.D. fuel. The latter corresponds to a minimum fuel temperature of around 630 K in a conduction-only regime and a maximum temperature of around 1090 K in a radiation-only regime according to Figure 6. In fact, these temperatures (for each regime) are approximately the same for a fuel thermal conductivity of 5.2 Wm$^{-1}$K$^{-1}$ as 4.2 Wm$^{-1}$K$^{-1}$, which is consistent with the plateaus of Figure 6 with increasing thermal conductivity. Figure 6 also illustrates that the maximum fuel temperature under a radiation-only regime would be around 1250 K for a fuel thermal conductivity of 0.2 Wm$^{-1}$K$^{-1}$. As an actinide oxide, it is extremely unlikely that the 100% T.D. fuel would have a thermal conductivity as low as this. It is, therefore, unrealistic for an 80% T.D. fuel. The lowest fuel thermal conductivity estimate at 1250 K was around 0.95 Wm$^{-1}$K$^{-1}$ according to Table 3 and Figure 8 (based on 80% T.D. and the lower confidence interval heat capacity data). The fuel’s thermal conductivity will be greater than 0.95 Wm$^{-1}$K$^{-1}$ if the limiting temperature of the fuel is 1250 K according to Figure 8. The majority of the fuel will be less than this temperature. According to Figure 6, a fuel thermal conductivity of 0.95 Wm$^{-1}$K$^{-1}$ would imply a maximum fuel temperature of around 660 K in a conduction-only regime or slightly less than 1120 K (rounded to three significant figures) in a radiation-only regime. This study therefore estimates that the fuel temperature of the RTG during its standard operation could be between 630 K and 1120 K. The maximum fuel temperature will likely be lower than 1120 K as the fuel thermal conductivity would likely be greater than 0.95 Wm$^{-1}$K$^{-1}$.

4.2. Maximum Fuel Temperature in ELHS with a Clad Temperature at its Maximum Permitted Limit

It is firstly noted that the lowest estimates for the thermal conductivity of (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ based on the AmO$_2$-$x$ thermal diffusivity data are similar yet slightly lower than those of the thermal conductivity of AmO$_2$-$x$. This can be seen by comparing some example temperatures at around 620 K and 1475 K in Figure 8. The latter is around the maximum temperature that Nishi et al. [46] recorded AmO$_2$-$x$ thermal conductivity data, towards which the data plateaued.

The melting temperature of (Am$_{0.80}$U$_{0.12}$Np$_{0.06}$Pu$_{0.02}$)O$_{1.8}$ will need to be established in future experimental work for the ESA programme. Here, the melting temperatures of different americium/uranium oxides with cubic crystal structures are shown in Table 4. For this study, the lowest melting temperature is considered to see if fuel melting could be possible. Therefore, a temperature limit of 2260 K is considered here.

The curves generated by the analytical thermal model for the RTG under standard operation (Figure 6), and at high clad temperatures (Figure 9), are compared. The temperature difference between the maximum fuel temperature for a radiation-only case and conduction-only case is much smaller for the higher clad temperatures (see Figure 9) than the 623 K clad temperature (see Figure 6). This helps to constrain the possible range for the maximum fuel temperature.
The maximum fuel temperature will always be greater than the temperature of the inner surface of the clad. Figure 9a shows the first example of a higher clad temperature, $T_{i, cl}$, 1750 K (This temperature was chosen as it results in a fuel temperature close to 1786 K—the highest temperature at which heat capacity data were determined. The fuel thermal conductivity could then be estimated using this experimental data.). The maximum fuel temperature could be approximately 1810 K in a radiation-only regime for an approximate fuel thermal conductivity of 0.86 W m$^{-1}$ K$^{-1}$. The maximum fuel temperature is, therefore, lower than 2260 K—the lowest estimate for the fuel melting temperature from Table 4. In fact, Figure 9a illustrates that even if the fuel thermal conductivity is as low as 0.2, which is unlikely for $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$, the maximum fuel temperature should not exceed around 1940 K. Similar figures for a clad temperature, $T_{i, cl}$, of 1900 K and 1973 K are shown Figure 9b,c. Figure 9b illustrates that even if the thermal conductivity of the fuel is as low as 0.85 W m$^{-1}$ K$^{-1}$, the maximum fuel temperature could be around 1955 K. This is about 300 K below the lowest estimate for the melting temperature (2260 K). Even if a less conservative thermal conductivity of 0.89 W m$^{-1}$ K$^{-1}$ is assumed (see Section 3.3), the effect on the maximum fuel temperature would be negligible (decreasing it by 1 K). Figure 9b also shows that even if the fuel thermal conductivity is as low as 0.2 W m$^{-1}$ K$^{-1}$, the maximum fuel temperature would only reach a maximum of ~2085 K. Finally, the maximum temperature that the clad is permitted to reach is considered for $T_{i, cl}$, i.e. 1973 K. Figure 9c shows that if the thermal conductivity is assumed to be 0.8 W m$^{-1}$ K$^{-1}$, the maximum temperature of the fuel is about 2030 K. This is about 230 K below the lowest estimate for the fuel’s melting temperature. Although a thermal conductivity value slightly greater than 0.8 W m$^{-1}$ K$^{-1}$ could be possible, e.g. 0.85 W m$^{-1}$ K$^{-1}$, this has a negligible effect on the maximum fuel temperature (about 3 K decrease). To consider an extreme, if the fuel had a thermal conductivity of 0.2 W m$^{-1}$ K$^{-1}$ (extremely unlikely for actinide oxides), Figure 9c shows that maximum fuel temperature would have been 2155 K—about 100 K less than the lowest estimate of the fuel melting temperature. Reaching such a thermal conductivity is extremely unlikely given the trend of Figure 8 and the general thermal conductivity values of actinide oxides. This study has shown that even with the new fuel, $(\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}$, the fuel will not melt in the ELHS based on the assumptions of this study even if the clad were to reach its maximum permitted temperature of 1973 K.

The ELHS requirement specifically states that the clad temperature must not be greater than 200 K below its melting point. It needs to be understood if a temperature margin will be required to limit the maximum fuel temperature based on the fuel’s melting temperature. If it is required, this could impose a different maximum temperature limit on the clad depending on the size of the margin and the experimentally determined melting temperature of the fuel. For example, if the maximum fuel temperature is required to be no greater than 200 K below its melting temperature, and if the fuel melting temperature and fuel thermal conductivity are assumed to be 2260 K and 0.8 W m$^{-1}$ K$^{-1}$, respectively, then a clad temperature of 1973 K will not be permitted. This is because the maximum fuel
temperature would only be 100 K below the melting temperature of the fuel. This study, therefore, highlighted:

1. The importance of establishing the melting temperature of the fuel.
2. The importance of deciding whether there needs to be a requirement for the maximum fuel temperature based on a margin below its melting temperature and, if so, the need to define the size of this margin.
3. The potential impact that point (2) could have on the maximum permitted clad temperature and, therefore, the need to review its current maximum temperature-imposed requirement.

Nonetheless, this investigation has highlighted that fuel melting will not occur based on the current requirements [12] that the fuel cannot reach its melting temperature, and that the clad is not permitted to exceed ~1973 K, as well as the assumptions of this study. Although this analytical thermal model could be adapted to reflect the RHU fuel geometry to estimate its maximum fuel temperature for a clad at 1973 K, it is already known that the RHU fuel will always be cooler than the ELHS fuel (owing to the different designs of the RHU and RTG/ELHS). Therefore, this study indirectly found that the RHU will not experience fuel melting. It has also found that the relative density of the sintered fuel form of RHU is not constrained by melting temperature concerns and an 80% T.D. should not be discounted if required. Nonetheless, the analytical thermal model can be adapted and used to determine the specific fuel temperatures under different clad temperatures if necessary.

Finally, it is important to highlight that it is unlikely that the fuel and clad will be in a radiation-only heat transfer regime as there will be at least some direct contact between the fuel and the clad, e.g. between the top and bottom of the cylindrical fuel volume and the clad. This means the maximum fuel temperature in practice will be even lower than that of a radiation-only regime and even lower than a fuel melting temperature. However, as Figure 9 shows, the difference between the maximum fuel temperature in a conduction-only regime and a radiation-only regime is small.

5. Conclusions

This study presented enthalpy and heat capacity data for the new prospect European RPS fuel \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) for the first time. The latter data are a vital step towards accurately determining thermal conductivity as a function of temperature for the fuel. It is recommended that the thermal diffusivity of the fuel and its thermal expansion be experimentally determined to allow the thermal conductivity to be accurately determined. Accurate thermal conductivity will be useful for future FE thermal analysis of the RPSs. The specific heat capacity data will also be useful for these studies. Heat capacity data will be informative for the future generation of a phase diagram for mixed americium uranium oxides. These studies will allow a greater understanding of the fuel under different conditions. It is also recommended that these investigations be conducted in the future if a higher purity fuel (without Np and Pu impurities) is made.

The ESA RPS programme is on a targeted timeline to launch the RPSs in the late 2020s and time will be required to acquire outstanding thermal diffusivity data and thermal expansion data for this new fuel. This study has presented a new analytical thermal model for the maximum fuel temperature of the ELHS (or RTG) as a function of fuel thermal conductivity. This has allowed different temperatures of the inner surface of the clad to be investigated; specifically, those that reflected the standard operation of the RTG and 1973 K, which corresponded to the current maximum permitted temperature according to the RPSs requirements [12]. The latter represents a hypothetical scenario. This analysis has enabled immediate insight into whether fuel melting could occur during such a scenario. This is the first known study (including for past fuels) in the RPS R&D programme to consider the effect of fuel relative density on the maximum fuel temperature. It has been found that an 80% T.D. sintered fuel will not cause fuel melting for a 1973 K clad inner surface temperature. To be conservative, the lowest melting temperature of americium/uranium oxides presented in the literature, namely, of americium oxide with \(O/M \leq 1.8\), was
assumed. This analysis has been conducted with approximate lower estimates for the thermal conductivity of \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8})\), which were made using lower confidence interval data for the experimental specific heat capacity data, and the lowest thermal diffusivity data for americium oxides in the literature, and assumptions for the fuels thermal expansion based on an Am-U oxide. Although the analysis has been conducted with approximate lower estimates for the fuel thermal conductivity, it was shown that fuel melting could not occur even if a lower thermal conductivity of 0.2 W m\(^{-1}\) K\(^{-1}\) was assumed. This is unrealistically low for actinide oxides even at 100% T.D. and would likely correspond to very low unrealistic relative densities, which would never be targeted for an RPS fuel. This key conclusion would have otherwise required waiting for the remaining data to determine the thermal conductivity of the fuel to be completed over the coming years. This is an extremely beneficial insight for the ESA RPS programme as it presents no concerns for the current RPS and fuel R&D with the new \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) fuel, as a realistic lower relative density limit of 80% T.D. has not been discounted. It can, therefore, be considered in future sintering studies or helium outgassing investigations that will occur over the coming years. This study has also highlighted a question: whether a margin may be required that imposes a maximum temperature for the fuel that is less than its melting temperature. This will warrant further consideration. Depending on the margin, the melting temperature of the fuel, the actual clad temperatures for different extreme temperature accidents, and the exact thermal conductivity, it is possible that a clad inner surface temperature of less than 1973 K may be required and that the current RPS requirements [12] may need to be reviewed. Results of the ongoing fuel–clad chemical interaction study by Watkinson et al. may also affect this value.

This analytical thermal model can be used in the future to investigate the effect of updated RTG or ELHS designs on the maximum fuel temperature of the RTG during standard operation. Here, it was estimated that the maximum temperature of the fuel in RTG could be no greater than around 1250 K. Using this upper limit to constrain the lowest thermal conductivity based on lowest thermal conductivity value estimates for the \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\) fuel (based on the thermal diffusivity of AmO\(_{2-x}\) and the lower confidence interval of the heat capacity data), it was estimated that the maximum temperature of the fuel in a radiation-only regime would be about 1120 K. This is an informative result.

The analytical thermal model is a general tool. It could be used to investigate the maximum fuel temperature for future generations of the RTG/ELHS with different fuel dimensions or even different fuels by varying some of the parameters, e.g. power density, fuel dimensions or thermal conductivity. The model allows the general effect of fuel thermal conductivity to be investigated easily and quickly. The model can also be used for current and future RHUs in a similar way.

In summary, given that fuel melting will not occur, it is recommended that relative densities below the current RPS fuel density range of 85–95% T.D. not be discounted for the RTG/ELHS and the RHU if greater porosity may need to be investigated for other research purposes, e.g. helium outgassing. It is also recommended that the following properties be determined for this fuel:

- Melting temperature using a laser flash method (details of the method can be found in [36]).
- Lattice parameter thermal expansion data by high temperature X-ray diffraction. These data can be used to estimate bulk/macroscopic volume thermal expansion as a function of temperature.
- Thermal diffusivity up to the melting temperature, which may require a standard laser flash method and a specialised laser flash method to reach temperatures above 1550 K [48].

These parameters may also need to be investigated for the oxidised fuel form as the fuel may experience oxidation under certain accidents.
It is noted that the RPSs operate (under standard operation conditions) at lower temperatures where self-irradiation induced defects will likely remain in the fuel. Future work should investigate the influence of this effect on the fuel lattice expansion at RPSs’ operational temperatures. Similarly, future investigations should also include helium accumulation and outgassing studies in the fuel, as well the potential for pellet swelling at operational temperatures. The lattice expansion associated with defects and helium could cause a reduction in thermal conductivity at lower temperatures, as noted by studies with minor actinide bearing fuels [57,58]. Similarly, as was noted by others [23], self-irradiation can influence the heat capacity of a material. It is recommended that the effect of self-irradiation on the heat capacity of this fuel at lower temperatures should be investigated as part of future work. Finally, the effect of the size of the sintered grains on heat capacity could also be studied.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/thermo1030020/s1. Table S1: Low Temperature Heat Capacity Data.

Author Contributions: Conceptualisation, E.J.W., J.-F.V., O.B. and R.M.A.; methodology, R.M., O.B., M.S., J.-C.G., E.C., E.J.W. and J.-F.V.; software, R.M.; validation, D.S.; formal analysis, E.J.W., J.-F.V., J.-C.G. and E.C.; investigation, E.J.W., J.-F.V., J.-C.G., E.C., M.S., O.B. and R.M.; resources, O.B., M.S., J.-C.G., E.C., R.J.M.K. and J.-F.V.; data curation, J.-F.V., E.J.W., R.M., J.-C.G. and E.C.; writing—original draft preparation, E.J.W., J.-F.V., J.-C.G., E.C., R.M. and O.B.; writing—review and editing, E.J.W., J.-F.V., O.B., J.-C.G., E.C., D.F., R.M., D.S. and R.J.M.K.; visualisation, E.J.W., J.-F.V., R.M., J.-C.G. and E.C.; supervision, R.M.A., R.J.M.K., D.F. and O.B.; project administration, R.M.A., R.J.M.K. and D.F.; funding acquisition, R.M.A. and R.J.M.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by a number of entities. E. J. Watkinson wishes to acknowledge the Visiting Scientist agreement that has enabled the collaboration with EC JRC Karlsruhe. The University of Leicester acknowledges its significant in-kind contribution that paid for the time for E. J. Watkinson to work on this research, and the majority of travel and associated access costs for this collaboration. The University of Leicester also wishes to acknowledge the National Nuclear Laboratory for the provision of a contribution to the research travel and subsistence costs, as part of an ESA-funded programme. The University of Leicester acknowledges funding and support by the European Space Agency to pursue this research more widely, particularly of Keith Stephenson. ESA contract no.: 4000125885. Part of this research was funded by the H2020 EURATOM Research and Training Programme.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article or Supplementary Materials.

Acknowledgments: E.J. Watkinson wishes to acknowledge the Visiting Scientist agreement that has enabled the collaboration with EC JRC Karlsruhe, the experimental activity at EC JRC Karlsruhe, the opportunity and use of EC JRC Karlsruhe facilities and the technical support enabled by this collaboration. The University of Leicester would also like to acknowledge the significant in-kind contribution from the EC JRC Karlsruhe team. The authors would also like to acknowledge relevant RPS discussions with A. Barco (University of Leicester).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Debye and Einstein Function Fit to Low Temperature Heat Capacity Data

The heat capacity function that combines Debye and Einstein functions is:

\[ C_p = n_D D(\theta_D) + n_E E(\theta_E) \]  

(A1)
where the total number of atoms in the formula, \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\), is approximately equal to the total of \(n_D\) and \(n_E\), and where

\[
D(\theta_D) = 9R \left(\frac{1}{x}\right)^3 \int_0^x \frac{e^x x^4}{(e^x - 1)^2} dx, \quad \text{where} \quad x = \frac{\theta_D}{T}
\]  

(A2)

and

\[
E(\theta_E) = 3Ry^2 \frac{e^y}{(e^y - 1)^2} y, \quad \text{where} \quad y = \frac{\theta_E}{T}
\]  

(A3)

\(R\) is the universal gas constant and \(T\) is the temperature. Further details of this relationship can be found in Smith et al. [59].

The low temperature heat capacity data is fitted well to this combined heat capacity Equation (A1), as shown in Figure A1. Table A1 notes the determined parameters. It can be seen that the summation of \(n_D\) and \(n_E\) is 2.1, which is close to the total number of atoms.

![Figure A1. The combined Debye and Einstein heat capacity functions fit with the low temperature heat capacity data for \((\text{Am}_{0.80}\text{U}_{0.12}\text{Np}_{0.06}\text{Pu}_{0.02})\text{O}_{1.8}\).](image)

**Table A1.** The parameters of the combined Debye and Einstein heat capacity functions fit.

| Parameter | Fitted Value |
|-----------|--------------|
| \(n_D\)   | 0.3          |
| \(n_E\)   | 1.8          |
| \(T_D\)   | 115 K        |
| \(T_E\)   | 479 K        |

**Appendix B. The Fuel Steady-State Temperature Model**

The steady-state thermal model of a cylindrical fuel pellet, with a diameter of \(2a\), height \(2l\) and uniform heat generation \(\dot{q}\), can be represented as a quarter model bound by a uniform outer surface temperature \(T_s\) and zero temperature gradient boundary conditions. The reader is referred to Figure A2.
The governing equation for the steady-state thermal model described above can be written in the form of Poisson’s equation in two-dimensional space using cylindrical and axial coordinates:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \frac{\partial^2 T}{\partial z^2} + \frac{\dot{q}}{k} = 0, \quad 0 < z < l, \quad 0 < r < a
\]  

(A4)

where the following Dirichlet and Neumann boundary conditions are:

\[
\frac{\partial T}{\partial z} = 0, \quad z = 0, \quad 0 < r < a
\]  

(A5)

\[
T = T_s, \quad z = l, \quad 0 < r < a
\]  

(A6)

\[
\frac{\partial T}{\partial r} = 0, \quad r = 0, \quad 0 < z < l
\]  

(A7)

\[
T = T_s, \quad r = a, \quad 0 < z < l
\]  

(A8)

While all of these expressions are linear, some are inhomogeneous. To overcome this, the temperature variable is normalised in terms of temperature difference:

\[
\theta = T - T_s
\]  

(A9)
The governing equation therefore becomes:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \theta}{\partial r} \right) + \frac{\partial^2 \theta}{\partial z^2} + \frac{\dot{q}}{k} = 0, \quad 0 < z < l, \quad 0 < r < a,
\]

(A10)

with the new homogenous boundary conditions being:

\[
\frac{\partial \theta}{\partial z} = 0, \quad z = 0, \quad 0 < r < a \tag{A11}
\]

\[
\theta = 0, \quad z = l, \quad 0 < r < a \tag{A12}
\]

\[
\frac{\partial \theta}{\partial r} = 0, \quad r = 0, \quad 0 < z < l \tag{A13}
\]

\[
\theta = 0, \quad r = a, \quad 0 < z < l \tag{A14}
\]

To solve the inhomogeneous partial differential equation, a solution of the form

\[
\theta(z, r) = \varphi(z) + \psi(z, r) \tag{A15}
\]

is assumed:

where \( \varphi(z) \) is chosen to absorb the uniform heat generation term in the partial differential equation and is thus the solution of the following ordinary differential equation problem:

\[
\theta(z, r) = \varphi(z) + \psi(z, r) \tag{A16}
\]

\[
\frac{\partial \varphi}{\partial z} = 0, \quad z = 0 \tag{A17}
\]

\[
\varphi = 0, \quad z = l \tag{A18}
\]

By integrating twice and determining the integration constants using the appropriate boundary conditions, the solution for \( \varphi(z) \) is simply:

\[
\varphi(z) = \frac{\dot{q} l^2}{2k} \left( 1 - \frac{z^2}{l^2} \right) \tag{A19}
\]

On the other hand, \( \psi(z, r) \) is the solution of the following problem:

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) + \frac{\partial^2 \psi}{\partial z^2} = 0, \quad 0 < z < l, \quad 0 < r < a \tag{A20}
\]

\[
\frac{\partial \psi}{\partial z} = 0, \quad z = 0, \quad 0 < r < a \tag{A21}
\]

\[
\psi = 0, \quad z = l, \quad 0 < r < a \tag{A22}
\]

\[
\frac{\partial \psi}{\partial r} = 0, \quad r = 0, \quad 0 < z < l \tag{A23}
\]

\[
\psi = -\varphi, \quad r = a, \quad 0 < z < l \tag{A24}
\]

As is evident from the above, the problem for \( \psi(z, r) \) has a homogenous differential equation and an inhomogeneous boundary condition at \( r = a \). Hence, the problem can be solved directly via the separation of variables, where a solution of the following form is assumed:

\[
\psi(z, r) = R(r)Z(z) \tag{A25}
\]

Substituting this into the partial differential equation yields two ordinary differential equations:

\[
\frac{\partial^2 Z}{\partial z^2} + \lambda^2 Z = 0, \quad 0 < z < l \tag{A26}
\]
\[ \frac{\partial^2 R}{\partial r^2} + \frac{1}{r} \frac{\partial R}{\partial r} - \lambda^2 R = 0, \quad 0 < r < a, \]  
(A27)

where \( \lambda \) is the separation constant to be determined.

The general solutions for the two ordinary differential equations can be written in the form:

\[ Z(z) = C_1 \cos \lambda z + C_2 \sin \lambda z \]  
(A28)
\[ R(r) = C_3 \, I_0(\lambda r) + C_4 \, K_0(\lambda r) \]  
(A29)

where \( C_1, C_2, C_3 \) and \( C_4 \) are integral constants to be determined, while \( I_0 \) and \( K_0 \) are modified (hyperbolic) Bessel functions of the first and second kind, respectively.

The homogenous direction of the problem is \( z \). In view of the boundary conditions at \( z = 0 \), the eigenfunction will be:

\[ Z(z) = C_1 \cos \lambda z \]  
(A30)

while the boundary condition at \( z = 1 \) delivers the eigencondition:

\[ \cos \lambda l = 0 \quad \rightarrow \quad \lambda_n = \frac{1}{2} (2n - 1) \pi, \quad n = 1, 2, \ldots, \]  
(A31)

where the specific case of \( \lambda_n = 0 \) does not contribute to the solution.

On the other hand, the boundary condition at \( r = 0 \) will lead to \( K_0 \rightarrow \infty \), and thus, cannot be part of a physically acceptable solution. Hence, the general solution to \( \psi(z,r) \) takes the form:

\[ \cos \lambda l = 0 \quad \rightarrow \quad \lambda_n = \frac{1}{2} (2n - 1) \pi, \quad n = 1, 2, \ldots, \]  
(A32)

where \( C_n = C_1 C_3 \).

Application of the boundary condition at \( r = a \) gives:

\[ -\varphi(z) = \sum_{n=1}^{\infty} C_n I_0(\lambda_n a) \cos \lambda_n z \]  
(A33)

from which an expression for \( C_n \) can be obtained using the orthogonality properties of the eigenfunctions:

\[ C_n = -\frac{\int_0^l \varphi \cos \lambda_n zdz}{I_0(\lambda_n a) \int_0^l \cos^2 \lambda_n zdz} \]  
\[ = -\frac{2}{\pi I_0(\lambda_n a) \int_0^l \varphi \cos \lambda_n zdz} \]  
(A34)

The remaining integral is evaluated by integration by parts:

\[ \int_0^l \varphi \cos \lambda_n zdz = -\frac{1}{\lambda_n^2} \int_0^l \varphi \frac{\partial^2}{\partial z^2} (\cos \lambda_n z)dz \]
\[ = -\frac{1}{\lambda_n^2} \left[ \varphi \frac{\partial}{\partial z} (\cos \lambda_n z)|_0^l - \frac{\partial \varphi}{\partial z} \cos \lambda_n z|_0^l + \int_0^l \frac{\partial^2 \varphi}{\partial z^2} \cos \lambda_n zdz \right] \]
\[ = \frac{\varphi}{\lambda_n^2} \int_0^l \cos \lambda_n zdz = \frac{\varphi}{\lambda_n^2} \sin \lambda_n l \]
\[ = -\frac{\varphi}{\lambda_n^2} (-1)^n \]  
(A35)

whereupon the following final solution is obtained:

\[ T(z,r) = T_s + \frac{\bar{q} l^2}{2k} \left[ 1 - \frac{z^2}{l^2} + \sum_{n=1}^{\infty} \frac{4(-1)^n}{\lambda_n^2 I_0(\lambda_n a)} I_0(\lambda_n r) \cos \lambda_n z \right] \]

(A36)

The maximum temperature at the centre of the fuel pellet can, therefore, be written as:

\[ T_{\text{max}} = T(0,0) = T_s + \frac{\bar{q} l^2}{2k} \left[ 1 + \sum_{n=1}^{\infty} \frac{4(-1)^n}{\lambda_n^2 I_0(\lambda_n a)} \right] \]

(A37)
Appendix C. Data Extraction and Power Law Fit of AmO$_{2-x}$ Thermal Diffusivity Data by Nishi et al.

![Thermal Diffusivity Data](image)

Figure A3. The thermal diffusivity data as a function of temperature extracted data from Nishi et al. [47] (●), presented using WebPlotDigitizer [49], together with the power law line of best fit (▲). Values predicted at different temperatures from the curve are shown including extrapolated values at 1785 K (▲).

The equation of best fit of the thermal diffusivity, $a$, as a function of temperature, $T$, is:

$$a = 1.4781 \times 10^{-5} T^{-0.515}$$  \hspace{1cm} (A38)
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