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Abstract

The techniques most extensively used to retrieve interesting data from data-sets are the Skyline and the Top-k queries. Sadly, they are not enough for facing modern problems, so the needing of something more usable and reliable has come. In this survey we are going to explore Flexible Skylines which are proposed to overcame the old fashion techniques’ problems by extending the concept of dominance. After, we are going to compare this approach with the old and new ones evaluating pros and cons. Finally, we will see some interesting applications.
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1 Introduction

The data produced every day is increasing exponentially, especially in last few years, where the use of data is becoming pervasive in almost every application e.g. decision making process, artificial intelligence/machine learning and data mining. At the same time, the size of the produced data is growing as well, so the needing of finding ways to extract relevant data is becoming a crucial aspect for every system. In the classical approach, there are two main path to follow to accomplish this task: Skyline and Top-k queries. Unfortunately, as argued in [10, 12] these methods suffer from some drawback. Indeed, the first one is not able to personalize the result and for each user and it feeds the same outcome to everyone. On the other side, with top-k queries, one can actually personalize the output, but this can be done only by a fine tuning process of the weights used by the ranking and this is definitely an hard task to accomplish. In this survey we are going to explore a new technique which tries to merge the benefits of both methods which is called Flexible Skyline.

2 Flexible Skylines

In this section we are going to explore in detail the the flexible skylines, the concepts behind them and their relevant properties which are extensively discussed in [5, 6, 7]. First of all, we describe the problem statement and introduce some notation for better dealing with the definitions.

Consider a relational schema $R$ with the numeric attributes $A_1, ..., A_i, i > 0$ which are the one we want to consider to carry on the study. For sake of simplicity, we assume that the attributes are already normalized in the interval $[0, 1]$. Notice that in this survey, as in the skyline related literature, we assume that lower values are considered better than higher ones. A tuple $t$ over $R$ is the function that associates a value $v_i$ with each attribute $A_i$. we will refer to an instance over $R$ as a set of tuples belonging to $R$ with $r$. It should be known to the reader this result stated in [2] and proofed in [4]:

$$\forall r, t, t' \in \text{sky}(r) \Leftrightarrow \exists f \in M. \forall t' \in r, t \neq t' \Rightarrow f(t) < f(t').$$
Where $\mathcal{M}$ is the set of all monotone scoring functions. Notice that the previous statement is rewritten to fit our conventions. As stated \cite{sec}, now we can define two operators that extends the concept of skylines. The main difference is that the flexible skyline operators are applied to subset a $\mathcal{F}$ of $\mathcal{M}$. This lead to the definition of $\mathcal{F}$-Dominance.

**Definition 2.1 (\mathcal{F}-Dominance).** Let $\mathcal{F}$ be a subset of monotone scoring functions of $\mathcal{M}$. It is said that a tuple $t$ $\mathcal{F}$-dominates another tuple $t'$, if the following condition is satisfied:

$$\forall f \in \mathcal{F}. f(t) \leq f(t') \land \exists f \in \mathcal{F}. f(t) < f(t').$$

In this case we write $t \prec_\mathcal{F} t'$.

**Example 2.1.** Consider the tuples $t = (0.1, 0.3, 0.6)$, $s = (0.4, 0.1, 0.5)$, the monotone scoring functions $f_1(x, y) = 3x + y$, $f_2(x, y) = x + y + z$ and the set $\mathcal{F} = \{f_1, f_2\}$. We have $t \prec_\mathcal{F} s$, since $f_2(t) = f_2(s) = 1$ and $f_1(t) = 0.6 < f_1(s) = 1.3$.

In particular, we will deal with $\mathcal{F}$ defined as an infinite subset of $\mathcal{M}$ to whom we will later add constrains on the parameters. Additionally, other useful concepts are:

- the set of all normalized weighted vectors $\mathcal{W} \subseteq [0, 1]^d$. For each vector $v \in \mathcal{W}$, we have that the sum of its components is equal to 1;
- the set $\mathcal{C}$ of the linear constraints on the weights;
- the set $\mathcal{W}(\mathcal{C}) \subseteq \mathcal{W}$ made out of the elements of $\mathcal{W}$ which satisfy $\mathcal{C}$.

Moreover, from now on we assume that all the functions in $\mathcal{F}$ are the so called monotonically transformed, linear-in-the-weights (MLW) function which can be expressed as follow:

$$f^\mathcal{W}(t) = h \left( \sum_{i=1}^{d} w_ig_i(t[A_i]) \right)$$

where $W = (w_1, ..., w_d) \in \mathcal{W}(\mathcal{C})$, $t[A_i]$ is the value of tuple $t$ on attribute $A_i$, $g_i$ and $h$ are either non-decreasing, or non-increasing monotone transforms. We distinguish these two case with the flag $\Lambda$ which is equal 1 in the former case and -1 in the latter.

Now we can move on introducing the first operator: the non-dominated flexible skyline which is defined as follow:

**Definition 2.2 (Non-Dominated Flexible Skyline).** Let $\mathcal{F}$ be a subset of monotone scoring functions of $\mathcal{M}$. The non-dominated flexible skyline on $r$ with respect to $\mathcal{F}$ is the set defined as:

$$ND(r, \mathcal{F}) = \{ t \in r. \exists t' \in r.t' \prec_\mathcal{F} t \}$$

**Example 2.2.** Consider the tuples $t_1 = (2, 5), t_2 = (4, 4)$ and $t_3 = (3, 6)$, the instance $r = \{t_1, t_2, t_3\}$, the functions $f_1(x, y) = x + y$ and $f_2(x, y) = y$ and the set $\mathcal{F} = \{f_1, f_2\}$. We have that, $ND(r, \mathcal{F}) = t_1, t_2$, since $t_3$ is $\mathcal{F}$-dominated by both $t_1$ and $t_2$.

It is reasonable to understand that $\leq_\mathcal{M} \equiv \prec$.

The second operator is called potentially optimal flexible skylines which is defined as follow:

**Definition 2.3 (Potentially Optimal Flexible Skyline).** Let $\mathcal{F}$ be a subset of monotone scoring functions of $\mathcal{M}$. The potentially optimal flexible skyline on $r$ with respect to $\mathcal{F}$ is the set defined as:

$$PO(r, \mathcal{F}) = \{ t \in r. \exists f \in \mathcal{F}. \forall t' \in r.t \not= t' \Rightarrow f(t) < f(t') \}$$

**Example 2.3.** w.r.t. Example 2.2 the tuple $t_3$ is potentially optimal, since $f_2(t_2) < f_2(t_1)$ and $f_2(t_2) < f_2(t_3)$. Moreover, $t_2$ is potentially optimal as well, since $f_1(t_2) < f_1(t_1)$ and $f_1(t_2) < f_1(t_3)$, thus $PO(r, \mathcal{F}) = \{t_1, t_2\}$. 
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As it could be deduced from the previous examples, the following result can be proofed:

\[ PO \subseteq ND \subseteq sky \]

. This result will be important for the algorithms’ implementations as we will see later.

A fundamental concept used to check \( F \)-dominance is the \( F \)-dominance region of a tuple \( t \) which is defined as follow:

**Definition 2.4 (\( F \)-dominance region).** Let \( t \) be a tuple and \( F \) be a subset of monotone scoring functions of \( M \). The \( F \)-dominance region \( ND(t,F) \) is the set of point in \([0,1]^d\) that are \( F \)-dominated by \( t \):

\[ ND(t,F) = \{ t' \in [0,1]^d, t \prec_F t' \}. \]

Now we can explore how the sets of the non-dominated and potentially optimal tuples are computed. Martinenghi and Ciaccia in [6] state that to find out if \( t \). This result will be important for the algorithms’ implementations as we will see later.

For each attribute transformed by \( g \), then

\[ \text{Definition 2.4} \]

\[ F \text{-dominance region} \]

\[ M \text{ and only if by swapping } s \text{ and } t \text{ we obtain a negative solution. For the other results we have that } t \neq_F s \text{. Computing } ND(r,F) \text{ in such a way could inefficient because the LP problem depends on the pair of tuples’ values, if the tuples change the problem is totally different. In fact, another solution is provided and it is based on the concept of } \text{F-dominance region}: \]

**Theorem 2.1 (\( F \)-Dominance Region).** Let \( F \) be a set of MLW functions subject to a set \( C \) of linear constraints on weights. Let \( W^{(1)}, ..., W^{(q)} \) be the vertices of \( W(C) \). The dominance region of a tuple \( t \) under \( F \) is the locus of points \( s \) defined by following the \( q \) inequalities:

\[ \Lambda \cdot \sum_{i=1}^{d} w_i^{(i)} g_i(s[A_i]) \geq \Lambda \cdot \sum_{i=1}^{d} w_i^{(l)} g_i(t[A_i]), \quad l \in \{1, ..., q\} \]

And for at least one of them we have:

\[ \Lambda \cdot \sum_{i=1}^{d} w_i^{(m)} g_i(s[A_i]) > \Lambda \cdot \sum_{i=1}^{d} w_i^{(l)} g_i(t[A_i]), \quad \text{at least one } m \in \{1, ..., q\} \]

This method is much more efficient because the terms of the above expressions are fixed and do not depend on different tuples, so they can just be calculated once.

Speaking about potentially optimal skylines the first important result is the following:

**Theorem 2.2 (Primal PO Test).** Let \( F \) be a set of MLW functions subject to a set \( C \) of linear constraints on weights. Let \( ND(t,F) = \{ t_1, ..., t_g, t \} \). Then, \( t \in PO(r,F) \) if and only if the following LP problem in the variables \( W = (w_1, ..., w_d) \) and \( \phi \) has a strictly positive optimal solution:

\[
\begin{align*}
\text{maximize} & \quad \phi \\
\text{subject to} & \quad \Lambda \cdot \sum_{i=1}^{d} w_i g_i(t[A_i]) - w_i g_i(t_j[A_i]) + \phi \leq 0 \quad j \in \{1, ..., \sigma\}, \\
& \quad \sum_{i=1}^{d} a_i w_i \leq k_j \quad j \in \{1, ..., c\}, \\
& \quad w_i \in [0,1] \quad i \in \{1, ..., d\}, \\
& \quad \sum_{i=1}^{d} w_i = 1
\end{align*}
\]

Note how, if the LP has a positive optimal solution, then it is sure that a vector \( W^* \) exists such that \( \sum_{i=1}^{d} w_i^* g_i(t_j[A_i]) < \sum_{i=1}^{d} w_i^* g_i(t_j[A_i]) \) for all the tuples in \( ND(t,F) \).

An alternative path could be followed by using the following definition:
Definition 2.5 (Convex Combination). Given tuples $t_1, \ldots, t_n$ a tuples $s$ is a convex combination of the previous tuples if there exist $\alpha_1, \ldots, \alpha_n$ such that $\alpha_j \in [0, 1]$ for $1 \leq j \leq n$, $\sum_{j=1}^{n} \alpha_j = 1$ and

$$g_i(s[A_i]) = \sum_{j=1}^{n} \alpha_j g_j(t_j[A_i]), \quad i \in \{1, \ldots, d\}.$$  

This concept leads to the generation of a fictional new tuple who dominates other tuples. The next test uses this notion:

Theorem 2.3 (Dual PO Test). Let $F$ be a set of MLW functions subject to a set $C$ of linear constraints on weights. Let $ND(t, F) = \{t_1, \ldots, t_\sigma, t\}$ and $W^{(1)}, \ldots, W^{(q)}$ be the vertices of $W(C)$. Then, $t \in PO(r; F)$ if and only if there is no convex combinations of $t_1, \ldots, t_\sigma$ such that $s \prec_F t$. This happens if the following linear system in the variables $\alpha = (\alpha_1, \ldots, \alpha_\sigma)$ is unsatisfiable:

$$\Lambda \cdot \sum_{i=1}^{d} \sum_{j=1}^{\sigma} \alpha_j g_j(t_j[A_i]) \leq \Lambda \cdot \sum_{i=1}^{d} w_i^{(l)} g_i(t[A_i])$$  

Where $\alpha_j \in [0, 1], j \in 1, \ldots, \sigma$ and $\sum_{j=1}^{\sigma} \alpha_j = 1$

This theorem basically states that, if a convex combination (left-hand side of the inequalities) which dominates $t$ does not exists, then $t \in PO(r; F)$.

Based on these results, several different algorithms have been proposed. For computing ND we have different options:

- **Phases**: in the beginning of the algorithm we can decide if the computation of ND should either starts from sky or from scratch;
- **Sorting**: we can sort the data-set before the actual algorithm starts on the following rule: if $t$ precedes $s$, then $s \not\prec_F t$;
- **$F$-D dominance**: for checking if $t \prec_F s$ we can either solve the LP problem or checking if $s \in DR(t, F)$

For computing OP we have different options as well:

- **Phases**: as before, we can choose either computing $ND(r, F)$ and then subtracting $t \not\in OP(r, F)$ or directly eliminate the non-OP($r, F$) starting from $r$;
- **PO Test**: we can solve either the primal or the dual problem;
- **Incrementality**: since testing if a tuple is potentially optimal is quite inefficient, we can decide to solve the LP problem with just a subset of the tuples. If the solution indicates that the tuple is not potentially optimal we can eliminate the tuple without problems, otherwise we can just redo the test for an increasing number of tuples.

Refer to [5, 6] for the pseudo-code of the algorithms and for a detailed explanation about the time complexity.

It is important to notice that the framework presented so far could be extended for accepting notions as top-$k$ and $k$-skyband with $k > 1$ [4].

3 Comparison

In [6] a deep comparison thought different experiments has been developed which shows several important results. Focusing on the normal skyline queries, it is shown how the $F$-skyline perform much better in every situation. Indeed the provided data states that the largest reduction in the result set amount to 9.8\% of the normal skyline for ND and to 1\% for PO. Moreover, it seems that the performance improves with increasing data-set dimension, unfortunately a cause cannot be found at the moment. We can also see how the performance improves with increasing number of constraints; unlike the previous case, this result was
quite predictable because the constraints affect the set $\mathcal{F}$ and thus reducing the the number of tuples in the result set. Good result have been obtained with different dimensions as well. With $d > 2$ the worst result has still a 35% value of the ratio $ND/sky$ and a remarkable result of 0.38% for the ration $PO/sky$ is archived with $d = 10$. Finally, the experiments’ results show how the execution time of the normal skyline queries algorithm is still slightly better then the ND and OP ones, but the difference is very little and it does not affect the overall time that much. So the new skyline operators could definitely substitute the normal one without affecting the performance and potentially enhancing the final result.

Unfortunately, a in depth comparison through experiments between top-k queries and the new operators is still missing but some intuitions can be provided considering precision and recall. In [6] is illustrated how for all the values of $k$ in each dataset we have $\text{pre}(sky) \leq \text{pre}(ND) \leq \text{pre}(OP)$. So the intersection of top-k and skyline will be definitely larger than the ones with NP and OP. As it could be expected, like skyline queries, ND and PO are a lot slower than the top-k queries.

4 Related works

In [1] there is an interesting application of $\mathcal{F}$-dominance for the feature selecting problem. Other fascinating fields where the flexible skylines could be applied when the weights of a scoring function are learned via crowdsourcing tasks [9]. Moreover it could be applied in every fields which are already adopting skyline queries like: economics or stock exchange systems.

The concept of flexible skylines has been extended by other interesting works. In [13] the ND and OP operators have been extended as follow:

- $ND_k$: it is computed as the set of tuples that are $\mathcal{F}$-dominated by less then $k$ tuples;
- $PO_k$: it is computed as the set of tuples which are in the top $k$ results for some $f \in \mathcal{F}$.

Notice that if $ND_1 = ND$ and $OP_1 = OP$.

Another similar approach which tries to merge the skyline with some kind of user-defined preference, is described in [11]. It illustrate the prioritized skyline ($p$-skyline) that is computed based on the notion of attribute preference relation. It define a total order relation on the attribute space through which a priority between the attributes values is established. Starting from that, the concept of $p$-expression is defined as an attribute preference relation. Then, the $p$-skyline is built by the $p$-expressions in which every attribute preference is used at most one.

The main downside of the approaches presented so far is that the size of the output cannot be predicted. This could lead to problems when we have to deal with large data-set. To overcome this issue, several options have been proposed. For instance, in [3] a new concept for dominance is proposed which particularly useful in high dimensional spaces. Indeed, it is stated that a tuple $t$ $k$-dominates a tuple $s$ if there are $k \leq d$ dimensions where $t$ is better than or equal $s$ and it is better in at least one of those $k$ dimensions. In this way they can build the $k$-dominant skyline composed by all the tuples that are not $k$-dominated by other tuples. Controlling the number of dimensions to be considered can enlarge or dwarf the dimension of the resulting set.

In [8], is described an instance optimal algorithm called $FSA$, which is based on the concept of $\mathcal{F}$-dominance, to compute top-$k$ queries. This interesting thing about this study is that $FSA$ do not require precise values of weights but just estimated ones.

The study which is more related with the ones about flexible skylines is [12]. In this paper Mouratidis et al. introduce two new operators: $\text{ORD}$ and $\text{ORU}$. These operators have an additional property compared to flexible skylines, which is the possibility to specify the cardinality of the output set. This is obtained using a scoring function (which is basically the inner product between a preference vector $v$ of non-negative weights and a tuple) and the concept of $\rho$-Dominance defined as follow:

**Definition 4.1 ($\rho$-Dominance).** Let $w$ be the best-effort estimate of the user preference vector, called seed, and $v$ a preference vector of non-negative weights such as $|w - v| \leq \rho$. We say that a tuple $t$ $\rho$-dominates a tuple $s$ if and only if $t$ score at least as high as $s$ for every $v$ and better for at least one of them. The records that are $\rho$-dominated by fewer than $k$ others form the $\rho$-skyband.
Notice that that larger $\rho$ implies larger $\rho$-skyband. In particular, if $\rho = 0$ it collapse to a normal top-k query and if $\rho = \infty$ it collapse to a normal $k$-skyband.

In this situation the operator are defined as follow:

**Definition 4.2 (ORD).** Let $w$ be the seed and $m$ the required output size, ORD is formed by the records that are $\rho$-dominated by fewer than $k$ others, for the minimum $\rho$ that produces exactly $m$ records in the output.

**Definition 4.3 (ORU).** Let $w$ be the seed and $m$ the required output size, ORU is formed by the records that belong to the top-k result for at least one preference vector within distance $\rho$ from $w$, for the minimum $\rho$ that produces exactly $m$ records in the output.

In [12] are also provided implementation details and experiments which state that algorithms’ performances are acceptable.

5 Conclusion

This survey focused on the flexible skylines which allows to customize the the result set unlike the ordinary skyline queries. During the discussion we explored the theory behind them and the implementation. We have understood the strengths of this approach and the drawback as well. We described how related work tried to answer to same questions and we compared the flexible operators with the traditional skyline and top-k queries.

Lastly, we can assert with conviction that Flexible Skylines definitely worth attention thanks to their good performances and it is not to be excluded that further optimization and fixes to current problems could be found.
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