Effects of lead position, cardiac rhythm variation and drug-induced QT prolongation on performance of machine learning methods for ECG processing
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Abstract—Machine learning shows great performance in various problems of electrocardiography (ECG) signal analysis. However, collecting a dataset for biomedical engineering is a very difficult task. Any dataset for ECG processing contains from 10 to 10,000 times fewer cases than datasets for image or text analysis. This issue is especially important because of physiological phenomena that can significantly change the morphology of heartbeats in ECG signals. In this preliminary study, we analyze the effects of lead choice from the standard ECG recordings, variation of ECG during 24-hours, and the effects of QT-prolongation agents on the performance of machine learning methods for ECG processing. We choose the problem of subject identification for analysis, because this problem may be solved for almost any available dataset of ECG data. In a discussion, we compare our findings with observations from other works that use machine learning for ECG processing with different problem statements. Our results show the importance of training dataset enrichment with ECG signals acquired in specific physiological conditions for obtaining good performance of ECG processing for real applications.

Index Terms—machine learning, electrocardiography, subject identification, morphology analysis, heart rhythm variation, QT-prolongation

I. INTRODUCTION

Machine learning is a widely used approach for the processing of physiological signals. This group of methods shows high performance in various problems: classification of electrocardiography (ECG) signals [1], [2], segmentation of ECG signals [3], subject identification [4]–[6], and many other. An ECG processing also frequently complements processing of other physiological signals [7], [8].

However, machine learning methods require a training dataset, and usually, databases for biomedical engineering are significantly smaller than for other applications. As an illustration, MNIST is a basic dataset for the problem of handwritten digits recognition. It contains 60,000 training images and 10,000 testing images. The biggest open dataset in PhysioNet [9] is the PTB Diagnostic ECG Database [10] that contains only 549 recordings from 294 subjects.

The small size of the training dataset raises a question about the effect of physiological variations and methods of ECG registration on the performance of proposed solutions. In our current research, we were aimed to analyze the effect of human cardiac physiology phenomena on the performance of machine learning algorithms for ECG processing. We have chosen the subject identification problem for our goal. This problem statement is similar to fingerprint identification, but it uses ECG as input information.

A solution of the problem is usually based on the methods that extract features from ECG and methods that classify the extracted features to classes, where each class is a unique subject. Also, a major part of the proposed solutions requires a short ECG fragment with length from one cardiac cycle to 5-minute records. For this reason, the subject identification
In this preliminary study, we used a solution that was proposed in the previous work of the co-authors [11], [12]. That solution used the morphology of PQRS complex and indirectly included information about the heart rate variability. Here, we test this solution against the choice of ECG lead position, long-time variability of heart rate, and the effects of QT-prolongation drugs (class III). In the discussion, we compare our results with other observations and show how our findings may be helpful to a wide area of studies that use machine learning approaches to ECG analysis.

II. METHODS

A. Databases

Physikalisch-Technische Bundesanstalt Diagnostic ECG Database (PTB Database) [9], [10] was chosen for analysis of the effect of a lead choice on the subject identification problem. This database includes 549 records from 290 subjects. Each subject is represented by one to five records. Each record includes the conventional 12 leads (I, II, III, aVR, aVL, avf, V1, V2, V3, V4, V5, V6), and the three Frank leads (Vx, Vy, Vz).

The Long Term ST Database (LTSTD) [9], [13] was chosen for analysis of the effect of 24-hours rhythm variations to the subject identification problem. The LTSTD contains 86 lengthy ECG recordings of 80 human subjects, chosen to exhibit a variety of events of ST-segment changes, including ischemic ST episodes, axis-related non-ischemic ST episodes, episodes of slow ST level drift, and episodes containing mixtures of these phenomena.

In addition to ischemic events, any long-term ECG recording includes slight variations of the PQRS complex caused by the regulation of parasympathetic and sympathetic nervous systems, which is related to a person’s diurnal cycles and some stress surroundings.

The ECG Effects of Ranolazine, Dofetilide, Verapamil, and Quinidine database (ECGRDVQ database) [9], [14] was chosen for analysis of QT-prolonging drugs on the person identification problem. That database contains ECG recordings of 22 healthy subjects for 24 hours under the effect of dofetilide (500 µg), quinidine sulfate (400 mg), ranolazine (1500 mg), verapamil hydrochloride (120 mg). QT-prolonging drugs affect on duration of the transmembrane action potential of cardiomyocytes, which causes changes in the T-wave shape and QT interval prolongation.

B. ECG processing

In the current study, the subject identification problem is considered as a classification problem that should be solved with machine learning approaches. Each ECG signal is represented as a vector that was used as input of a classification algorithm, and each subject (individual) corresponds to the target class of the algorithm output. In this case, the identification ratio is equivalent to classification accuracy. The subject identification problem was established for the short ECG recorded from a single lead with a length of 20 heartbeats.

The processing procedure was as follows. First, the whole signal was separated in individual heartbeat signals. Then, the heartbeat signals were aligned to the peak of the R wave. The position of each peak in time and its amplitude provided nine features for a heartbeat. Features that were extracted from all heartbeats of the short fragment were joined together for the creation of a long input vector of features with 180 components.

The performance analysis was performed for each database independently. The training dataset was formed from the vectors corresponding to the first 20 heartbeats of the first record of each patient. Validation datasets were formed in various ways. For the PTB database, the only one validation dataset was formed from randomly chosen ECG fragments of the normal rhythm for each patient. For the LTSTD and ECGRDVQ databases, several validation datasets were formed for each half-hour of recordings. These datasets include the first 20 complexes at the beginning of each half-hour intervals of long-time monitored ECG.

The 14 algorithms from the scikit-learn package [15] were used for classification: a multi-layer perceptron, naïve Bayes classifier for multivariate Bernoulli distributions, a decision tree classifier, an extra-trees classifier, k-nearest neighbors votes, a linear discriminant analysis, a linear support vector classifier, a logistic regression classifier, a nearest centroid classifier, a random forest classifier, a ridge regression classifier, a ridge classifier with built-in cross-validation, a Gaussian mixture model, and a support vector machine. The extended description and analysis of the subject identification problem also can be found in the previous work of the co-authors [11], [12].

III. RESULTS

Table I shows the analysis of subject identification accuracy for each of the 12 conventional ECG leads. The presented table shows that methods with high accuracy are almost independent of the lead choice for subject identification. This
proposition is confirmed with non-parametric rank correlation coefficients: corr.=-0.52 Spearman’s R (p < 0.056), corr.=0.411 Kendall’s τ (0.046). The best accuracy was obtained using three methods: multi-layer perception, extremely randomized tree classifier, and logistic regression. These methods also provide the smallest difference between the minimal and maximal accuracy values across all leads. Thus, we should assume that the performance of machine learning approaches is almost independent of chosen ECG leads.

Figure 1 presents an analysis of subject identification accuracy under normal 24-hour rhythm variability. The series of validation datasets is built-on short ECG fragments that are spaced through 30-minute intervals on the timeline. The minimal variations in accuracy observed for the multi-layer perceptron, extremely randomized tree, and support vector machines.

Accordingly, the structure of plots, we conclude that algorithms with high accuracy are almost independent of the variability of ECG during the 24-hour, long-time monitoring period.

Table I shows the effect of QT-prolongation drugs on the problem of subject identification by ECG. This effect cannot be ignored in a practical application because accuracy reduction may reach 40%. However, the accuracy of the algorithm is recovered if the training dataset is extended with ECG signals after taking the drug.

We observe weak correlation between the performance of the algorithm on normal conditions and performance of the algorithm after taking the drugs if this algorithm does not have data with prolonged QT interval in the training dataset (corr.=0.52, p < 0.051, Spearman’s R; corr.=0.40, p<0.05m Kendall’s τ). However, machine learning approaches with high performance on normal data, show high performance on both types of data if the training dataset is extended with additional cases (corr.=0.80, p < 0.0005, Spearman’s R; corr.=0.64, p < 0.0019, Kendall’s τ).

IV. Discussion

Works [16], [17] show a significant difference in morphological parameters of heartbeats in ECG signals from different leads. However, our study shows that algorithm performance is almost independent of the lead choice. This observation is consistent with other works that are devoted to the subject identification problem [4] and clinical applications of ECG analysis [1], [2], [18].

We observed the reduction of the subject identification ratio caused by changes in ECG over time. This type of ECG variations is usually named as an intra-subject ECG variation in time. Previous work studied these phenomena and showed the reduction of subject identification ratio because of the following reasons: changes in ECG over the time [19] (7% reduction in 120 minute monitoring); position, exercises and clinical stress-test [20–24]. However, some classification

| Method                          | I    | II   | III  | aVR  | aVL  | aVF  | V1   | V2   | V3   | V4   | V5   | V6   | MIN  | MAX-MIN |
|---------------------------------|------|------|------|------|------|------|------|------|------|------|------|------|-------|---------|
| multi-layer perception          | 97%  | 98%  | 96%  | 96%  | 96%  | 97%  | 97%  | 98%  | 98%  | 97%  | 98%  | 96%  | 2%    |
| naive Bayes classifier          | 54%  | 45%  | 46%  | 41%  | 46%  | 45%  | 53%  | 60%  | 60%  | 58%  | 52%  | 49%  | 41%   |
| decision tree classifier        | 69%  | 70%  | 67%  | 69%  | 70%  | 69%  | 72%  | 73%  | 76%  | 76%  | 70%  | 74%  | 69%   |
| extra-trees classifier          | 96%  | 97%  | 92%  | 93%  | 94%  | 93%  | 96%  | 97%  | 97%  | 97%  | 96%  | 96%  | 92%   |
| k-nearest neighbour votes       | 92%  | 91%  | 89%  | 86%  | 93%  | 89%  | 93%  | 95%  | 95%  | 95%  | 94%  | 92%  | 95%   |
| linear discriminant analysis    | 92%  | 91%  | 82%  | 82%  | 89%  | 87%  | 86%  | 87%  | 86%  | 86%  | 88%  | 88%  | 82%   |
| linear support vector classifier| 82%  | 85%  | 83%  | 82%  | 82%  | 84%  | 89%  | 90%  | 93%  | 90%  | 84%  | 83%  | 82%   |
| logistic regression classifier  | 95%  | 97%  | 94%  | 92%  | 96%  | 95%  | 96%  | 97%  | 97%  | 98%  | 98%  | 96%  | 92%   |
| nearest centroid classifier     | 62%  | 53%  | 51%  | 50%  | 53%  | 53%  | 57%  | 63%  | 61%  | 61%  | 56%  | 59%  | 50%   |
| random forest classifier        | 10%  | 10%  | 8%   | 13%  | 14%  | 7%   | 9%   | 7%   | 6%   | 7%   | 10%  | 10%  | 6%    |
| ridge regression classifier     | 39%  | 46%  | 37%  | 36%  | 44%  | 39%  | 38%  | 43%  | 43%  | 39%  | 38%  | 38%  | 36%   |
| Gaussian mixture model          | 63%  | 52%  | 53%  | 52%  | 57%  | 54%  | 66%  | 73%  | 72%  | 67%  | 60%  | 58%  | 52%   |
| support vector machine          | 70%  | 66%  | 57%  | 63%  | 62%  | 59%  | 65%  | 66%  | 67%  | 67%  | 65%  | 64%  | 59%   |

TABLE I

THE DEPENDENCY BETWEEN ECG LEAD AND THE PERFORMANCE OF THE SUBJECT IDENTIFICATION SOLUTIONS. THE LAST TWO COLUMNS SHOW THE MINIMAL ACCURACY AND THE DIFFERENCE BETWEEN THE MAXIMUM AND MINIMUM ONES FOR EACH METHOD.

| Method                          | Train set: before drugs | Train set: before drugs | Accuracy reduction | Train set: before+aft after drugs | Validation set: after drugs |
|---------------------------------|-------------------------|-------------------------|-------------------|----------------------------------|----------------------------|
| multi-layer perceptron          | 98%                     | 88%                     | 10%               | 100%                             |
| naive Bayes classifier          | 79%                     | 63%                     | 16%               | 90%                              |
| decision tree classifier        | 91%                     | 52%                     | 39%               | 93%                              |
| extra-trees classifier          | 94%                     | 85%                     | 7%                | 96%                              |
| k-nearest neighbour votes       | 97%                     | 90%                     | 9%                | 100%                             |
| linear discriminant analysis    | 95%                     | 90%                     | 7%                | 96%                              |
| linear support vector classifier| 90%                     | 80%                     | 5%                | 97%                              |
| logistic regression classifier  | 96%                     | 80%                     | 10%               | 97%                              |
| nearest centroid classifier     | 81%                     | 83%                     | 16%               | 98%                              |
| random forest classifier        | 47%                     | 41%                     | -2%               | 89%                              |
| ridge regression classifier     | 72%                     | 69%                     | 6%                | 67%                              |
| Gaussian mixture model          | 95%                     | 90%                     | 5%                | 97%                              |
| support vector machine          | 70%                     | 90%                     | -20%              | 95%                              |

TABLE II

REDUCTION OF SUBJECT IDENTIFICATION RATE (CLASSIFICATION ACCURACY) UNDER THE EFFECT OF QT-PROLONGATION AGENTS.
algorithms used in our study show a less than 5% reduction in the performance. This result is smaller than that presented in other works [19], [20]. This could be explained by either the more effective approach taken here, or the absence of physical stress in patients undergoing a long-time ECG monitoring for LTSTD.

We observe significant negative effects of QT-prolongation drugs on the subject-identification ratio. Effect of drugs on the subject identification problem is not mentioned in reviews of 2015 [4] and 2019 [5] years.

In summary, we can speculate that a wide area of problem statements for ECG processing may be solved by using a signal from the only one ECG lead. However, the performance of any algorithm of ECG processing may be reduced because of ECG variability in 24-hours, ECG changes in physical stress conditions, and QT-prolongation agents. According to our results and earlier reports [20], [21], compensation of this reduction requires enrichment of the training dataset with ECG from a subject exposed to the conditions that affect cardiac electrophysiology.

V. CONCLUSION

In this study, we have analyzed the performance of the machine learning approaches for the subject identification from the ECG signals. Some results may be extended to any method of ECG processing that uses the machine learning approach. Based on our results and literature observations, we suppose that the methods are notably sensitive to the following physiological phenomena: ECG variability in 24-hours, ECG changes in the stress condition, and QT segment prolongation due to effects of class III antiarrhythmic agents (the strongest effect). The reduction in the machine learning performance in real applications may be overcome by the enrichment of the training dataset with ECG acquired when the subjects are exposed to physical load or take medications (particularly, QT-prolongation agents) during ECG evaluation.
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