A HYBRID MODEL OF COLLECTIVE MOTION OF DISCRETE PARTICLES UNDER ALIGNMENT AND CONTINUUM CHEMOTAXIS
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Abstract. In this paper we propose and study a hybrid discrete–continuous mathematical model of collective motion under alignment and chemotaxis effect. Starting from paper [23], in which the Cucker-Smale model [22] was coupled with other cell mechanisms, to describe the cell migration and self-organization in the zebrafish lateral line primordium, we introduce a simplified model in which the coupling between an alignment and chemotaxis mechanism acts on a system of interacting particles. In particular we rely on a hybrid description in which the agents are discrete entities, while the chemoattractant is considered as a continuous signal. The proposed model is then studied both
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from an analytical and a numerical point of view. From the analytic point of view we prove, globally in time, existence and uniqueness of the solution. Then, the asymptotic behaviour of a linearised version of the system is investigated. Through a suitable Lyapunov functional we show that for $t \to +\infty$, the migrating aggregate exponentially converges to a state in which all the particles have a same position with zero velocity. Finally, we present a comparison between the analytical findings and some numerical results, concerning the behaviour of the full nonlinear system.

1. **Introduction.** A collective motion is a form of collective behaviour in which the individual unit’s action is strongly dominated by the influence of other units, so that its motion results very different from how it would be if the individual was alone. Collective motion has been extensively studied in recent years in a great variety of systems, from non-living systems, such as nematic fluids, nano swimmers, simple robots, to living systems, such as bacteria colonies, cell aggregates, swarms of insects, flocks of birds, schools of fish, or crowds of humans. Many references can be found, for example, in the review [62]. Different mechanisms of aggregations in a given system have been proposed. Coordinated motion of cells results in making a biological process more efficient (e.g. in embryogenesis, wound healing, immune response, etc.), while in the case of tumour cell invasion it appears to speed up the progression of the decease [47]. Observing animal entities it can be deduced that a group can more efficiently explore surrounding environments, to enhance foraging capability and detection of predators [56]; being in a group offers protection against attacks by predators [41] and increases the locomotion efficiency [29].

The research in the field of collective motion modelling is of great interest for the applications in many fields of the real life, from the biomedical field, e.g. in relation to the collective motion of cells (see [59, 5, 3, 57, 43, 10, 11, 23]; and the reviews [36], [47]), to the socio-economic field and life sciences [51, 53], up to the problems of pedestrian flows [37, 55, 28, 15, 7, 49, 16, 17].

Basic mathematical models about collective motion are substantially based on one or more of the following steering behaviours of the units: alignment, in order to move in the same direction of average heading direction of neighbouring units ([61]; [22], and references therein); separation, in order to avoid crowding, and cohesion, to remain close to the average position of neighbours [26, 58]. Sometimes three-zone models combine together alignment, attraction and repulsion effects on three non-overlapping regions, which take into account the sensory capabilities of the individual [2, 13, 32, 31]. For example, the visual field of a bird does not extend behind its body, fishes can accompany visual signals with those coming from their lateral line, while cells can feel stimuli around them. This leads to introduce the concept of the cone of vision [40, 13, 38]. In general the cone of interaction is not only animal-dependent, but it can also vary depending on the type of motion, environmental conditions, presence of predators, and aim of the displacement [14]. Moreover, when each unit interacts only with those particles which are closer than a predefined distance, meaning a fixed range of influence, we speak about “metric” interaction. On the other hand, recent studies of starling flocks, have shown that each bird modifies its position relating to the mates directly surrounding it (typically six or seven individuals), no matter how close or how far away those animals are. In this type of behaviour, referred as “topological” interaction [4], the radius of perception is adjusted by each individual, in such a way that the neighbourhood of
interaction encompasses a predefined mass of other individuals felt comfortable to interact with it ([15]; [14], and references therein).

With regard to the alignment models a widespread model is represented by the Cucker-Smale model [22]. The original model was proposed to describe the dynamics in a flock of birds, but its applicability is to general phenomena where autonomous agents reach a consensus, e.g. animal herding, emergence of common languages in primitive societies, etc. [12]. The starting point of this model is represented by the seminal paper [61] and previous analytic studies can be found also in [60] and [42]. Anyway, the Cucker-Smale paper is widely known to have established an analytical exact result on the convergence to the same velocity in a group of interacting agents through an alignment effect.

The hypothesis of the Cucker-Smale model is that the force acting on every particle (bird) is a weighted average of the differences of its velocity with those of the other particles (birds). In particular, for $N \in \mathbb{N}$ particles, the proposed model, in continuous time $t \in \mathbb{R} \geq 0$, can be written in the form

$$
\begin{cases}
\dot{V}_i = \frac{1}{N} \sum_{j=1}^{N} \frac{\alpha_1}{\alpha_2 + \|X_i - X_j\|^2} \sigma (V_j - V_i), \\
\dot{X}_i = V_i,
\end{cases}
$$

(1)

where $X_i, V_i \in \mathbb{R}^n$, for $i = 1, \ldots, N$, are the position and the velocity of the $i$-th particle, $\alpha_1, \alpha_2, \sigma$ are positive constants and $\|\cdot\|$ is the Euclidean norm in $\mathbb{R}^n$. In particular $\sigma$ captures the rate of decay of the influence between agents in the flock as they separate in space, and it is a fundamental parameter in the time-asymptotic behaviour of system (1) (see below). In particular, under suitable initial data and parameters the model implies that the state of the group converges to one in which all particles move with the same velocity, said flocking state.

The main convergence result proved in [22] has been improved in [35], using an explicit Lyapunov functional approach. First, as in this last reference, we can give the definition of time-asymptotic flocking as follows:

**Definition 1.1.** Given system (1), let $X_{CM} = \frac{1}{N} \sum_{i=1}^{N} X_i$ and $V_{CM} = \frac{1}{N} \sum_{i=1}^{N} V_i$ position and velocity of the centre of mass. System (1) has a time-asymptotic flocking if and only if $(X_i, V_i), i = 1, \ldots, N$, satisfy the two conditions:

1) the velocity fluctuations go to zero time-asymptotically (velocity alignment):

$$
\lim_{t \to +\infty} \frac{1}{N} \sum_{i=1}^{N} \|V_i(t) - V_{CM}(t)\|^2 = 0;
$$

(2)

2) the position fluctuations are uniformly bounded in time $t$ (forming a group):

$$
\sup_{0 \leq t \leq +\infty} \frac{1}{N} \sum_{i=1}^{N} \|X_i(t) - X_{CM}(t)\|^2 < +\infty.
$$

(3)

Notice that the square root of the quantities under the limit and supremum operations in (2)–(3) is proportional to the standard deviations of $V_i(t)$ and $X_i(t)$ around the centre of mass system. In [22] and [35] authors proved that for $\sigma \in [0, 1/2]$ a global unconditional flocking of system (1) occurs, as stated in Definition 1.1, regardless of initial configurations, whereas for $\sigma \in (1/2, +\infty)$ there is conditional flocking, that is only some parameters and initial data lead to a flocking state, but in general the dispersion of the flock may occur.
Cucker and Smale-like models have been widely employed in collective dynamics and several applications can be found, from the biological field [59, 5, 3, 57, 23, 25, 24], to the collective motion of different interacting groups [1]. Furthermore, many extensions have been proposed. For example, in [18, 19] a repelling force between particles in equation (1) has been added, proving an analogous convergence theorem ensuring on certain conditions flocking behaviour, in addition without collision between particles. In [34] system (1) has been applied to describe the motion of phototactic bacteria (i.e., bacteria that move towards light), adding a force that move excited bacteria towards the light source in equation (1), and an additional equation for the excitation level of each particle. Also in this case, under particular conditions, it is proved that the asymptotic velocity of the particles tends to an identical terminal velocity. Other models have introduced noise [21], stochastic equations [33], leader individuals with a preferred heading direction [20], kinetic equations [9].

In this paper, starting from the model proposed in [23] relating to the morphogenesis in the zebrafish lateral line primordium, in which the authors coupled the Cucker-Smale model with other cell mechanisms (chemotaxis, attraction-repulsion, damping effects), we study, both from an analytical and a numerical point of view, a simplified model in which the coupling between an alignment and chemotaxis effect acts in a system of interacting particles. Our description is hybrid: discrete for the interacting agents, and continuous for the chemotactic signal. From the analytic point of view, in the two-dimensional case with \( N \) particles, we prove, globally in time, existence and uniqueness of solutions to the model. Then, the time-asymptotic behaviour of the model is investigated. In particular, through a suitable Lyapunov functional, it is shown that position and velocity of all the particles go exponentially to those of their centre of mass. Moreover, the velocity of the centre of mass tends time-asymptotically to zero. From a numerical point of view, on a bounded domain with periodic boundary conditions, some 2D dynamical tests are proposed to simulate the behaviour of the model, and to compare the numerical to the analytical results.

From our findings, we observe that while in the Cucker-Smale model two conditions may occur, conditional and unconditional flocking, in our model the flocking behaviour, as given in Definition 1.1, is always ensured. Moreover, we have the stronger conditions that all the particles converge in a single position, i.e. their centre of mass, and that the velocity of the centre of mass decays to zero. The result is somewhat as expected, but it can be considered a first rigorous study of these hybrid model.

Among the various numerical simulations, we discuss the competition between alignment and chemotactic effects varying the parameters of the system. We find a decrease in the rate of convergence of the particles when the strength of the alignment term increases with respect to the chemotaxis. On the other hand, an increase in the rate of convergence can be found with the same parameters and with a greater number of interacting particles. Inspired then from the aforesaid paper on the zebrafish lateral line, we consider also the case of two kinds of cells: leader cells corresponding to the sources of the chemotactic signal, and follower cells that do not produce any chemical signal, both subject to the alignment and chemotaxis force. In this case we observe the convergence of the group toward the sources of the chemoattractant. Finally, we consider the collective motion under chemotaxis, neglecting the alignment effect. Our numerical tests, in this regard,
show the absence of convergence, and an oscillating motion of the particles around their centre of mass. This suggests that, in such model, the only chemotactic effect is unable to reproduce biological phenomena involving stationary aggregates.

The paper is organized as follows. In Section 2 we design our hybrid mathematical model of collective motion. Section 3 deals with the analytical study of the local existence and uniqueness of the solution. Then, in Section 4 this result is extended and the global existence and uniqueness is proved. Section 5 is devoted to investigate the asymptotic behaviour of the model around the equilibrium configurations. In Section 6 we show and discuss some numerical results. Finally, Section 7 includes the conclusions and possible future perspectives.

2. The basic mathematical model. Starting from model (1), we assume that the force acting on each particle is given by an alignment term, proportional to the differences of velocity with the other particles and weighed on the distances, and by a chemotactic attraction towards higher concentration of a chemical signal $f(x, t)$, supposed produced by the particles themselves. Typically, this last force is proportional to the gradient of the concentration $\nabla f$ (see [27] for biological backgrounds, and [50, 54] for some mathematical references). In our hybrid description, while particles are considered discrete entities, endowed of a radius $R$ describing their circular shape, the signal $f$ is supposed to be continuous and its rate of change in time is equal to a diffusion term, a source term depending on the position of each particle, and a degradation term.

To summarize our hypotheses, we write the following system:

$$
\begin{align*}
\dot{V}_i &= \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{(1 + \|X_i - X_j\|^2 R^2)^\sigma} (V_j - V_i) + \gamma \nabla f(X_i), \\
\dot{X}_i &= V_i, \\
\partial_t f &= D \Delta f + gX - \eta f,
\end{align*}
$$

(4)

Initial data are given by initial position and velocity for each particle:

$$
X(0) = X_0, \quad V(0) = V_0,
$$

with $X = (X_1, \ldots, X_N)$, $V = (V_1, \ldots, V_N)$, and by the initial concentration of signal, that we assume

$$
f(x, 0) := f_0 = 0.
$$

(5)

We note that equation (4)$_3$ can be analytically solved making the classical exponential transformation:

$$
f = e^{-\eta t} u,
$$

with $u(x, t)$ solution of

$$
\partial_t u = D \Delta u + e^{\eta t} gX,
$$

and $u(x, 0) = f_0$. Now, if

$$
\Gamma(x, t) := \frac{1}{(4\pi D t)^{n/2}} e^{-\frac{|x|^2}{4Dt}}
$$

is the fundamental solution of the heat equation on $\mathbb{R}^n$, the unique solution of (4)$_3$ can be written as
Equation (8) can be rewritten in a more compact way, introducing

\[ f(x, t) = (\Gamma(x, t) * f_0)e^{-\eta t} + e^{-\eta t} \int_0^t \Gamma(x, t - \tau) * (e^{\eta \tau}g_X(x, \tau)) \, d\tau \]

\[ = \int_0^t e^{-\eta(t-\tau)} \int_{\mathbb{R}^n} \Gamma(x - \bar{x}, t - \tau)g_X(x, \tau) \, d\bar{x} \, d\tau, \tag{6} \]

where * is the convolution operation in the variable \( x \), and \( f_0 = 0 \) for our initial condition (5).

In the following, for analytical and numerical simplicity, we will discuss the case of \( N \) particles in \( \mathbb{R}^2 \).

For the source term \( g_X \) in the chemical signal equation, we assume

\[ g_X(x, t) := \xi \sum_{j=1}^N \varphi(|x_1 - X_{j1}|) \varphi(|x_2 - X_{j2}|), \tag{7} \]

where \( \xi > 0, x = (x_1, x_2), X_j = (X_{j1}, X_{j2}) \) is the position of \( j \)-th cell, and \( \varphi : \mathbb{R} \rightarrow \mathbb{R} \) is a nonnegative bounded function, \( \varphi \in C^1([-R, R]) \). This function is intended to take into account for the production of chemical signal due to each cell. See [48] for a more general choice.

First, if \( x = (x_1, x_2) \) and \( \bar{x} = (\bar{x}_1, \bar{x}_2) \), from (6) and (7) we can thus write

\[ f(x_1, x_2, t) = \xi \sum_{j=1}^N \int_0^t \frac{e^{-\eta(t-\tau)}}{4\pi(t-\tau)D} \int_{\mathbb{R}} \phi(x_1 - \bar{x}_1, t - \tau) \varphi(\bar{x}_1 - X_{j1}(\tau)) \, d\bar{x}_1 \]

\[ \int_{\mathbb{R}} \phi(x_2 - \bar{x}_2, t - \tau) \varphi(\bar{x}_2 - X_{j2}(\tau)) \, d\bar{x}_2 \, d\tau, \tag{8} \]

where, for the sake of notational simplicity, we denote with \( \phi : \mathbb{R} \times (0, T) \rightarrow \mathbb{R} \) the function given by

\[ \phi(x, t) := e^{-\frac{x^2}{4D\tau}}. \]

Equation (8) can be rewritten in a more compact way, introducing

\[ W : E \rightarrow C(\mathbb{R} \times (0, T)), \]

with \( E := \left\{ \psi \in C(\mathbb{R}) : |\psi(x)| \leq Ce^{hx^2} \text{ with } C > 0, h < \frac{1}{4DT} \right\} \), defined by

\[ W(\psi)(x, t) := \int_{\mathbb{R}} \frac{1}{\sqrt{4\piDt}} \phi(x - y, t) \psi(y) \, dy. \tag{9} \]

We observe that (9) is the unique classical solution to the parabolic Cauchy problem, given by

\[ \left\{ \begin{array}{l}
\partial_t W(\psi)(x, t) = D\partial^2_{xx}W(\psi)(x, t), \quad (x, t) \in \mathbb{R} \times (0, T], \\
W(\psi)(x, 0) = \psi(x).
\end{array} \right. \]

Hence, (8) can be rewritten as

\[ f(x_1, x_2, t) = \xi \sum_{j=1}^N \int_0^t e^{-\eta(t-\tau)} (W(\varphi)(x_1 - X_{j1}(\tau), t - \tau) \]

\[ \times W(\varphi)(x_2 - X_{j2}(\tau), t - \tau)) \, d\tau. \tag{10} \]
Before computing the chemotactic gradient \( \nabla f = (\partial_{x_1} f, \partial_{x_2} f) \), we observe that for any \( \psi \in E, (x, t) \in \mathbb{R} \times (0, T] \), it follows

\[
\partial_x W(\psi)(x, t) = \int_{\mathbb{R}} \frac{1}{\sqrt{4\pi Dt}} \left( -\frac{x - y}{2Dt} \phi( x - y, t) \right) \psi(y) \, dy = \int_{\mathbb{R}} \frac{\phi(x - y, t) \psi'(y)}{\sqrt{4\pi Dt}} \, dy = W(\psi')(x, t).
\]

Thus

\[
\partial_{x_1} f(x_1, x_2, t) = \xi \sum_{j=1}^{N} \int_{0}^{t} e^{-\eta(t-\tau)} (W(\varphi')(x_1 - X_{j1}(\tau), t - \tau)) \, d\tau,
\]

\[
\partial_{x_2} f(x_1, x_2, t) = \xi \sum_{j=1}^{N} \int_{0}^{t} e^{-\eta(t-\tau)} (W(\varphi)(x_1 - X_{j1}(\tau), t - \tau)) \, d\tau,
\]

Finally, substituting (11) into (4) we can summarize, for \( i = 1, \ldots, N \), the following system:

\[
\begin{align*}
\dot{V}_{1i} & = \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left( 1 + \frac{||X_i - X_j||^2}{R^2} \right)^{\sigma}} (V_{j1} - V_{1i}) \\
& \quad + \sum_{j=1}^{N} \int_{0}^{t} K(t - \tau) (W(\varphi')(X_{i1}(\tau) - X_{j1}(\tau), t - \tau)) \, d\tau,
\end{align*}
\]

\[
\dot{V}_{2i} = \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left( 1 + \frac{||X_i - X_j||^2}{R^2} \right)^{\sigma}} (V_{j2} - V_{2i}) \\
+ \sum_{j=1}^{N} \int_{0}^{t} K(t - \tau) (W(\varphi)(X_{i1}(\tau) - X_{j1}(\tau), t - \tau)) \, d\tau,
\]

\[
\dot{X}_{i1} = V_{1i}, \quad \dot{X}_{i2} = V_{2i},
\]

with

\[
K(t - \tau) := \gamma \xi e^{-\eta(t-\tau)}.
\]

3. Local existence and uniqueness of the solution.

3.1. Preliminary results. In this section, using a fixed point argumentation, we prove for (12) the local existence and uniqueness of solutions. In the next section, then, this result will be extended to a global result in time.

First, let \( \mathbf{y} = (V_1, \ldots, V_N, X_1, \ldots, X_N) \) the solution vector, and let \( \mathbf{q} := (\mathbf{q}_1, \mathbf{q}_2) \), with

\[
q_{1,i} := \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left( 1 + \frac{||X_i - X_j||^2}{R^2} \right)^{\sigma}} (V_{j1} - V_{1i}),
\]

\[
q_{2,i} := \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left( 1 + \frac{||X_i - X_j||^2}{R^2} \right)^{\sigma}} (V_{j2} - V_{2i}).
\]
and then
\[ p_1,1 := \sum_{j=1}^{N} W(\varphi') (X_{11}(t) - X_j(t), t - \tau) W(\varphi) (X_{12}(t) - X_{j2}(t), t - \tau), \]
\[ p_1,2 := \sum_{j=1}^{N} W(\varphi) (X_{11}(t) - X_j(t), t - \tau) W(\varphi') (X_{12}(t) - X_{j2}(t), t - \tau), \]
\[ p_{2,1} = p_{2,2} = 0. \]

Finally, system (12) can be written as
\[ \dot{y} = q(y) + \int_{0}^{t} K(t - \tau) p(t - \tau, y(t), y(\tau)) \, d\tau, \]
with \( K(t - \tau) \) given in (13). Integrating from 0 to \( t \) we have
\[ y = y_0 + \int_{0}^{t} q(y(\tau)) \, d\tau + \int_{0}^{t} \int_{0}^{s} K(s - \tau) p(s - \tau, y(s), y(\tau)) \, d\tau \, ds, \]
with \( y_0 = y(0) \). Then, interchanging the order of integration in the second integral, we have
\[ y = y_0 + \int_{0}^{t} \left[ q(y(\tau)) + \int_{0}^{s} K(s - \tau) p(s - \tau, y(s), y(\tau)) \, ds \right] \, d\tau, \]
or
\[ y = y_0 + \int_{0}^{t} \left[ q(y(\tau)) + h(t, \tau, y(\tau)) \right] \, d\tau, \]
with
\[ h(t, \tau, y(\tau)) := \int_{\tau}^{t} K(s - \tau) p(s - \tau, y(s), y(\tau)) \, ds. \]

For a discussion of such type of equations see, for example, [8, 44], and also [63, 45].

Now, let \( a, b > 0 \). We consider the set
\[ S = \{ (t, \tau, s, y) : 0 \leq \tau \leq t \leq a, \| y(t) - y_0 \| \leq b \}. \]

Since \( q(y) \) is continuous on \( S \), we can define
\[ M_1 = \max_{S} \| q(y) \|. \]

Then we prove that \( K(s - \tau) p(s - \tau, y(s), y(\tau)) \) is \( L^1(\tau, t) \) with respect to the variable \( s \), in order to prove that \( h(t, \tau, y(\tau)) \) is continuous in \( S \). It is enough to demonstrate the integrability around \( s = \tau \). From (18) and (9) it follows
\[ p_{1,11}(s - \tau, y(s), y(\tau)) = \sum_{j=1}^{N} W(\varphi') (X_{11}(s) - X_j(t), s - \tau) \]
\[ W(\varphi) \left( X_{12}(s) - X_{j2}(\tau), s - \tau \right) \]
\[ = \sum_{j=1}^{N} \int_{\mathbb{R}} \frac{e^{-\frac{(X_{11}(s) - X_{j1}(\tau) - \tilde{y}_1)^2}{4sD(s - \tau)}} \varphi'(\tilde{y}_1) d\tilde{y}_1}{\sqrt{4\pi D(s - \tau)}} \]
\[ + \int_{\mathbb{R}} \frac{e^{-\frac{(X_{12}(s) - X_{j2}(\tau) - \tilde{y}_2)^2}{4sD(s - \tau)}} \varphi'(\tilde{y}_2) d\tilde{y}_2}{\sqrt{4\pi D(s - \tau)}} \]

Considering the change of variables
\[ \frac{X_{11}(s) - X_{j1}(\tau) - \tilde{y}_1}{\sqrt{4(s - \tau)D}} = z_1, \quad \frac{X_{12}(s) - X_{j2}(\tau) - \tilde{y}_2}{\sqrt{4(s - \tau)D}} = z_2, \quad (23) \]
recalling that \( \int_{\mathbb{R}} e^{-z^2} dz = \sqrt{\pi} \), it follows
\[ |p_{1,1}(s - \tau, y(s), y(\tau))| \leq \frac{4D(s - \tau)}{4D(s - \tau)\pi} \sum_{j=1}^{N} \int_{\mathbb{R}} e^{-z_j^2} dz_1 \int_{\mathbb{R}} e^{-z_2^2} dz_2 ||\varphi|| ||\varphi'|| \]
\[ = N ||\varphi|| ||\varphi'||. \]
The same holds for \( p_{1,2} \) in (19), so we can write
\[ ||p(s - \tau, y(s), y(\tau))|| \leq \sqrt{N \left( 2(N ||\varphi|| ||\varphi'||)^2 \right)} = \sqrt{2N^3} ||\varphi|| ||\varphi'||, \quad (24) \]
and
\[ |K(s - \tau)| ||p(s - \tau, y(s), y(\tau))|| \leq \gamma \xi e^{-\eta(s - \tau)} \sqrt{2N^3} ||\varphi|| ||\varphi'||. \quad (25) \]

Now \( K(s - \tau)p(s - \tau, y(s), y(\tau)) \) is continuous in \( y \) and, from (25), it is \( L^1(\tau, t) \) with respect to the variable \( s \), so \( h(t, \tau, y(\tau)) \) is continuous in \( S \), and we can define
\[ M_2 = \max_{S} ||h(t, \tau, y(\tau))||. \quad (26) \]

### 3.2. Local existence and uniqueness.

To prove local existence and uniqueness, we want to obtain a Lipschitz condition in \( S \) for the functions \( q \) and \( p \) with respect to the variable \( y \). First, because of \( q \) is \( C^1 \) on \( S \), the Jacobian matrix \( \partial q/\partial y \) is bounded on \( S \) uniformly in \( \tau \), so \( q \) satisfies the Lipschitz condition
\[ ||q(y_1) - q(y_2)|| \leq L_1 ||y_1 - y_2||, \quad (27) \]
with \( L_1 \) positive constant and \( (t, \tau, s, y_1), (t, \tau, s, y_2) \in S \).

To obtain a Lipschitz condition in \( S \) for \( p \) with respect to \( y \), we preliminary observe that, for any \( \psi \in E, (x, t), (x', t) \in \mathbb{R} \times (0, T], \) by definition (9) immediately follows
\[ |W(\psi)(x, t)| \leq \frac{||\psi||}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-z^2} dz = ||\psi||. \quad (28) \]

Moreover, using the mean value theorem, and the estimate of the derivative of function \( \Gamma \) [30], we obtain
\[ |W(\psi)(x, t) - W(\psi)(x', t)| \leq \int_{\mathbb{R}} |\Gamma(x - y, t) - \Gamma(x' - y, t)||\psi(y)| dy \]
\[ \leq ||\psi|| \frac{|x - x'|}{t} \int_{\mathbb{R}} e^{-|u|^2} \sqrt{4Dt} \, du \]
\[ \leq 2\sqrt{D\pi} ||\psi|| \frac{|x - x'|}{\sqrt{t}}. \quad (29) \]
Let now focus on the component \( p_{1,1} \) of \( p \). We observe that, for any \((t, \tau, s, y_1), (t, \tau, s, y_2) \in S\), denoting with \( X^{(1)} \), \( X^{(2)} \) the variables belonging respectively to \( y_1 \) and \( y_2 \), we obtain

\[
|p_{1,1}(s - \tau, y_1(s), y_1(\tau)) - p_{1,1}(s - \tau, y_2(s), y_2(\tau))| \\
\leq \sum_{j=1}^{N} \left| W(\varphi_j) \left( X_{i_1}^{(1)}(s) - X_{j_1}^{(1)}(\tau), s - \tau \right) W(\varphi_j) \left( X_{i_2}^{(1)}(s) - X_{j_2}^{(1)}(\tau), s - \tau \right) \\
- W(\varphi_j) \left( X_{i_2}^{(2)}(s) - X_{j_2}^{(2)}(\tau), s - \tau \right) W(\varphi_j) \left( X_{i_1}^{(2)}(s) - X_{j_1}^{(2)}(\tau), s - \tau \right) \right| \\
\leq \sum_{j=1}^{N} \left( \left| W(\varphi_j) \left( X_{i_1}^{(1)}(s) - X_{j_1}^{(1)}(\tau), s - \tau \right) \right| W(\varphi_j) \left( X_{i_2}^{(1)}(s) - X_{j_2}^{(1)}(\tau), s - \tau \right) \\
- W(\varphi_j) \left( X_{i_2}^{(2)}(s) - X_{j_2}^{(2)}(\tau), s - \tau \right) W(\varphi_j) \left( X_{i_1}^{(2)}(s) - X_{j_1}^{(2)}(\tau), s - \tau \right) \right) \\
\leq \sum_{j=1}^{N} 2\sqrt{D_{\pi} |p_j||\varphi_j|} \left( |X_{i_1}^{(1)}(s) - X_{j_1}^{(1)}(\tau)| + |X_{i_2}^{(1)}(s) - X_{j_2}^{(1)}(\tau)| \\
+ |X_{i_1}^{(2)}(s) - X_{j_1}^{(1)}(\tau)| \right). \tag{30} \]

The same can be done for \( p_{1,2} \), so \( p \) satisfies the following condition in \( y \) on \( S \):

\[
|p(s - \tau, y_1(s), y_1(\tau)) - p(s - \tau, y_2(s), y_2(\tau))| \\
\leq \frac{L_2}{\sqrt{s - \tau}} (||y_1(s) - y_2(s)|| + ||y_1(\tau) - y_2(\tau)||), \tag{31} \]

with \( L_2 \) a suitable positive constant that incorporates previous constants, and \((\tau, s, y_1), (\tau, s, y_2) \in S\).

Now, we fix

\[
T = \min \left[ a, \frac{b}{M_1 + M_2}, \frac{1}{L_1 + 2L_2M} \right], \tag{32} \]

with \( L_1, L_2 \) Lipschitz constants in \( (27), (31), M_1, M_2 \) given by \( (22), (26), \) and

\[
M := \int_0^{\infty} \frac{|K(z)|}{\sqrt{z}} dz. \tag{33} \]

Then we prove the following

**Theorem 3.1.** Equation (21) has a unique solution on \([0, T]\), where \( T \) is defined in (32).

**Proof.** We consider the functional space

\[
\mathcal{B} = \{ y \in C^0([0, T]) : ||y - y_0||_{C^0} \leq b \},
\]

where

\[
||y - z||_{C^0} := \sup_{0 \leq t \leq T} ||y(t) - z(t)||,
\]

and we define the functional \( A : \mathcal{B} \to \mathcal{B} \) as

\[
A(y)(t) := y_0 + \int_0^t [q(y(\tau)) + h(t, \tau, y(\tau))] d\tau,
\]
To see that $A : \mathcal{B} \to \mathcal{B}$ notice that $y$ continuous implies $A(y)$ continuous, because $q$ and $h$ are continuous, and that

$$||A(y) - y_0||_{C^0} = \sup_{0 \leq t \leq T} ||A(y)(t) - y_0||$$

$$\leq \sup_{0 \leq t \leq T} \int_0^t (||q(y(\tau))|| + ||h(t, \tau, y(\tau))||) \, d\tau$$

$$\leq (M_1 + M_2)T \leq b,$$

where we have used (22), (26) and, in the last inequality, (32). To see that $A$ is a contraction mapping, notice that if $y_1$ and $y_2 \in \mathcal{B}$ then

$$||A(y_1) - A(y_2)||_{C^0} = \sup_{0 \leq t \leq T} ||A(y_1)(t) - A(y_2)(t)||$$

$$\leq \sup_{0 \leq t \leq T} \int_0^t (||q(y_1(\tau)) - q(y_2(\tau))||$$

$$+ \int_\tau^t |K(s - \tau)||p(s - \tau, y_1(s), y_1(\tau)) - p(s - \tau, y_2(s), y_2(\tau))|| \, ds \, d\tau$$

$$\leq (T^2, (31)) \sup_{0 \leq t \leq T} \int_0^t [L_1 ||y_1(\tau) - y_2(\tau)|| + L_2 (\frac{1}{\sqrt{s - \tau}}) |K(s - \tau)|$$

$$\left( ||y_1(s) - y_2(s)|| + ||y_1(\tau) - y_2(\tau)|| \right) ds \, d\tau$$

$$\leq L_1 T ||y_1 - y_2||_{C^0} + 2 L_2 ||y_1 - y_2||_{C^0} \sup_{0 \leq t \leq T} \int_0^t \int_\tau^t |K(s - \tau)| \frac{1}{\sqrt{s - \tau}} \, ds \, d\tau$$

$$= \left( L_1 T + 2 L_2 \sup_{0 \leq t \leq T} \int_0^t \int_\tau^{t-1} |K(z)| \frac{1}{\sqrt{z}} \, dz \, d\tau \right) ||y_1 - y_2||_{C^0}$$

$$\leq \left( L_1 T + 2 L_2 \int_0^T \int_0^{\infty} |K(z)| \frac{1}{\sqrt{z}} \, dz \, d\tau \right) ||y_1 - y_2||_{C^0}$$

$$= (L_1 + 2 L_2 M)T ||y_1 - y_2||_{C^0}.$$

From (32) the constant $(L_1 + 2 L_2 M)T \in (0, 1)$. The Banach-Caccioppoli fixed-point theorem completes the proof. \qed

4. Global existence of the solution. To obtain global existence for (20) we will use a principle of continuation of solutions. We will prove that bounded solutions can be continued to $t = +\infty$. The following general result, adapted to equation (20), provides a condition for the continuation of solutions.

**Proposition 1.** Let $y(t)$ be a solution of (20) on an interval $[0, T)$, if there is a constant $P$ with $||y - y_0|| \leq P$ on $[0, T)$, then there is a $T > T$ such that $y(t)$ can be continued to $[0, T]$.

**Proof.** We show that $\lim_{t \to T^-} y(t)$ exists, so we can apply Theorem 3.1 starting at $t = T$, and this completes the proof.

Let $t_n$ be a monotonic increasing sequence with limit $T$, and let

$$\bar{U} = \{(t, \tau, s, y) : 0 \leq \tau \leq s \leq t \leq T, \, ||y - y_0|| \leq P \}.$$
We prove that \( \{y(t_n)\} \) is a Cauchy sequence. If \( t_m > t_n \), from (20) we have
\[
\|y(t_m) - y(t_n)\| = \left\| \int_0^{t_m} \left[ q(y(\tau)) + \int_\tau^{t_m} K(s - \tau)p(s - \tau, y(s), y(\tau)) \, ds \right] \, d\tau 
- \int_0^{t_n} \left[ q(y(\tau)) + \int_\tau^{t_n} K(s - \tau)p(s - \tau, y(s), y(\tau)) \, ds \right] \, d\tau \right\| 
\leq \int_0^{t_m} \left\| \int_\tau^{t_m} K(s - \tau)p(s - \tau, y(s), y(\tau)) \, ds \right\| \, d\tau 
- \int_0^{t_n} \left\| \int_\tau^{t_n} K(s - \tau)p(s - \tau, y(s), y(\tau)) \, ds \right\| \, d\tau 
+ \left\| \int_0^{t_m} q(y(\tau)) \, d\tau \right\| 
\leq \int_0^{t_m} \left\| K(s - \tau)p(s - \tau, y(s), y(\tau)) \right\| \, ds \, d\tau 
+ \int_0^{t_m} \left\| q(y(\tau)) \right\| \, d\tau 
+ \int_0^{t_n} \left\| K(s - \tau)p(s - \tau, y(s), y(\tau)) \right\| \, ds \, d\tau 
+ \int_0^{t_n} \left\| q(y(\tau)) \right\| \, d\tau.
\]
In the last inequality the third integral tends to zero as \( n, m \to +\infty \), because \( q \) is bounded on \( \bar{U} \) and \( t_m, t_n \to T \). Also the first two integrals converge to zero as \( n, m \to +\infty \), because of (25). The proof is completed. \( \square \)

Now, from Proposition 1, we obtain the following

**Theorem 4.1.** Equation (21) has a unique global solution for all \( t \geq 0 \).

**Proof.** First, equations (14)–(17) imply
\[
|q_{1,1}| \leq 2\beta|y|, \quad |q_{1,2}| \leq 2\beta|y|, \quad |q_{2,1}| \leq |y|, \quad |q_{2,2}| \leq |y|,
\]
so that
\[
||q|| \leq \sqrt{2N(4\beta^2 + 1)}|y|.
\]
Then (20), (24) yield
\[
||y|| \leq ||y_0|| + \sqrt{2N(4\beta^2 + 1)} \int_0^t ||y(\tau)|| \, d\tau 
+ \sqrt{2N^3} ||\phi|| ||\phi'|| \int_0^t \left| K(s - \tau) \right| \frac{1}{\sqrt{s - \tau}} \, ds \, d\tau 
= ||y_0|| + \sqrt{2N(4\beta^2 + 1)} \int_0^t ||y(\tau)|| \, d\tau + \sqrt{2N^3} ||\phi|| ||\phi'|| \int_0^t \int_0^{t-\tau} \left| K(z) \right| \frac{1}{\sqrt{z}} \, dz \, d\tau.
\]
represents the cell radius. Namely, we assume the function on a ball of radius \( R \) centered on each particle, as in [23, 24], where 

\[
\text{the source term in the chemical signal equation is given by a characteristic function on a ball of radius } R \text{ centered on each particle, as in [23, 24], where } R \text{ represents the cell radius.}
\]

Now, for each \( 0 \leq t < T \),

\[
||y|| \leq \left(||y_0|| + M \sqrt{2N^3} ||\varphi|| ||\varphi'|| T\right) + \sqrt{2N(4\beta^2 + 1)} \int_0^t ||y(\tau)|| d\tau,
\]

so that

\[
||y|| \leq \left(||y_0|| + M \sqrt{2N^3} ||\varphi|| ||\varphi'|| T\right) e^{\sqrt{2N(4\beta^2 + 1)}}
\]

by the Gronwall’s inequality. Since the solution remains bounded, for Proposition 1, it can be continued to all \([0, +\infty)\).

5. Asymptotic properties on the linearised system. In this section we prove some asymptotic properties on the linearised form of system (4). To simplify some computations and the following numerical simulations, here we consider the case in which the source term in the chemical signal equation is given by a characteristic function on a ball of radius \( R \) centered on each particle, as in [23, 24], where \( R \) represents the cell radius. Namely, we assume

\[
gx = \xi \sum_{j=1}^N \chi_{B(x_j, R)}, \quad \text{with} \quad \xi > 0, \ R > 0,
\]

and

\[
\chi_{B(x_j, R)} := \begin{cases} 
1, & \text{if } x \in B(x_j, R) := \{ x : ||x - x_j|| \leq R \}; \\
0, & \text{otherwise}.
\end{cases}
\]

With similar computations to those of the previous section, from (6), (34), we get

\[
f(x_1, x_2, t) = \xi \sum_{j=1}^N \int_0^t \int_{B(x_j, \tau), R} e^{-\eta(t-\tau)} e^{\frac{(x_1-x_j)^2+(x_2-x_2)^2}{4\pi(t-\tau)D}} d\vec{x}_1 d\vec{x}_2 d\tau.
\]

Performing the change of variables \( \vec{x}_2 = \vec{x}_2 - X_{j2}(\tau) \), we express the chemotactic gradient \( \nabla f = (\partial_{x_1} f, \partial_{x_2} f) \), obtaining

\[
\partial_{x_1} f(x_1, x_2, t) = -\xi \sum_{j=1}^N \int_0^t \int_{-R}^{+R} e^{-\eta(t-\tau)} e^{\frac{(x_2-X_{j2}(\tau)-\dot{x}_2)^2}{4\pi(t-\tau)D}} d\vec{x}_2 d\tau,
\]

and similarly we can proceed for \( \partial_{x_2} f(x_1, x_2, t) \).

Hence, substituting (37) into (4) we can summarize, for \( i = 1, \ldots, N \), the following system:
We are interested in the equilibrium points that satisfy the condition:

\[
\begin{cases}
X_i(t) = X_{eq}(t), & \forall i; \forall t; \\
V_i(t) = 0, & \forall i;
\end{cases} \Leftrightarrow X_i(t) = X_{eq} = \text{constant}, \ \forall i. \tag{40}
\]

Equation (40) means that all particles are in the same position for all times. Now, to make a first-order approximation of (38), we consider the following Taylor expansions around points (40):

\[
F_1(X_j - X_i, V_j - V_i) := \frac{1}{\left(1 + \frac{|X_i - X_j|^2}{R^2}\right)} (V_j - V_i) \tag{41}
\]

\[
= V_j - V_i + \rho_1(X_j - X_i, V_j - V_i), \tag{42}
\]

\[
F_2(t - \tau, X_{i2}(t) - X_{j2}(\tau), \tilde{x}_2) := e^{\frac{(X_{i2}(t) - X_{j2}(\tau) - \tilde{x}_2)^2}{4(t-\tau)D}} \tag{43}
\]

\[
= e^{\frac{R^2}{8(t-\tau)D}} + \rho_2(t - \tau, X_{i2}(t) - X_{j2}(\tau), \tilde{x}_2), \tag{44}
\]

\[
F_3(t - \tau, X_{i1}(t) - X_{j1}(\tau), \tilde{x}_2) := e^{\frac{(X_{i1}(t) - X_{j1}(\tau) + \tilde{x}_2)^2}{4(t-\tau)D}} \tag{45}
\]

\[
= e^{\frac{R^2}{8(t-\tau)D}} + e^{\frac{R^2}{8(t-\tau)D}} \sqrt{\frac{R^2}{2(t-\tau)D}} (X_{i1}(t) - X_{j1}(\tau)) + \rho_3(t - \tau, X_{i1}(t) - X_{j1}(\tau), \tilde{x}_2), \tag{46}
\]

where the functions \(\rho_1\) and \(\rho_3\) contain the nonlinear terms, while \(\rho_2\) contains the linear and the nonlinear terms. Similarly we can treat equation (38)\textsubscript{2}. 

\[
\left\{ \begin{array}{l}
\dot{V}_{i1} = \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left(1 + \frac{|X_i - X_j|^2}{R^2}\right)^2} (V_{j1} - V_{i1}) \\
- \int_0^t C(t - \tau) \sum_{j=1}^{N} \int_{-R}^{+R} e^{-\frac{(X_{i1}(t) - X_{j1}(\tau) - \tilde{x}_2)^2}{4(t-\tau)D}} \left( e^{\frac{(X_{i1}(t) - X_{j1}(\tau) - \tilde{x}_2)^2}{4(t-\tau)D}} \right) d\tilde{x}_2 d\tau,
\end{array} \right.
\]

\[
= \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left(1 + \frac{|X_i - X_j|^2}{R^2}\right)^2} (V_{j2} - V_{i2}) \\
- \int_0^t C(t - \tau) \sum_{j=1}^{N} \int_{-R}^{+R} e^{-\frac{(X_{i2}(t) - X_{j2}(\tau) - \tilde{x}_2)^2}{4(t-\tau)D}} \left( e^{\frac{(X_{i2}(t) - X_{j2}(\tau) - \tilde{x}_2)^2}{4(t-\tau)D}} \right) d\tilde{x}_1 d\tau,
\]

\[
\dot{X}_{i1} = V_{i1}, \\
\dot{X}_{i2} = V_{i2},
\]

with

\[
C(t - \tau) := \frac{\gamma e^{-\eta(t-\tau)}}{4\pi(t-\tau)D}. \tag{39}
\]
From (41)–(46), we linearise equation (38) in the form

\[
V_{i1} = \frac{\beta}{N} \sum_{j=1}^{N} (V_{j1}(t) - V_{i1}(t)) - \int_{0}^{t} \frac{C(t-\tau)}{2(t-\tau)D} \int_{-R}^{+R} e^{-\frac{\bar{x}_2}{2(t-\tau)D}} e^{-\frac{\bar{r}^2}{4(t-\tau)D}} \sqrt{R^2 - \bar{x}_2^2} \sum_{j=1}^{N} (X_{i1}(t) - X_{j1}(\tau)) \, d\bar{x}_2 \, d\tau
\]

\[
= \frac{\beta}{N} \sum_{j=1}^{N} (V_{j1}(t) - V_{i1}(t)) - \int_{0}^{t} \frac{C(t-\tau)}{(t-\tau)D} \int_{-R}^{+R} \sqrt{R^2 - \bar{x}_2^2} \, d\bar{x}_2 \sum_{j=1}^{N} (X_{i1}(t) - X_{j1}(\tau)) \, d\tau
\]

\[
= \frac{\beta}{N} \sum_{j=1}^{N} (V_{j1}(t) - V_{i1}(t)) - \int_{0}^{t} \bar{C}(t-\tau) \sum_{j=1}^{N} (X_{i1}(t) - X_{j1}(\tau)) \, d\tau,
\]

with

\[
\bar{C}(t-\tau) := \frac{\pi R^2 C(t-\tau)e^{-\frac{\bar{r}^2}{2D}}}{2(t-\tau)D}.
\]  

(47)

Similarly it can be done for \( V_{i2} \). Finally, we obtain

\[
\begin{cases}
V_{i1} = \frac{\beta}{N} \sum_{j=1}^{N} (V_{j1}(t) - V_{i1}(t)) - \int_{0}^{t} \bar{C}(t-\tau) \sum_{j=1}^{N} (X_{i1}(t) - X_{j1}(\tau)) \, d\tau, \\
V_{i2} = \frac{\beta}{N} \sum_{j=1}^{N} (V_{j2}(t) - V_{i2}(t)) - \int_{0}^{t} \bar{C}(t-\tau) \sum_{j=1}^{N} (X_{i2}(t) - X_{j2}(\tau)) \, d\tau, \\
X_{i1} = V_{i1}, \\
X_{i2} = V_{i2}.
\end{cases}
\]

(48)

We are interested to establish the following time-asymptotic convergence property of (48):

**Theorem 5.1.** Let

\[
X_{CM}(t) := \frac{1}{N} \sum_{i=1}^{N} X_{i}(t),
\]

(49)

\[
V_{CM}(t) := \frac{1}{N} \sum_{i=1}^{N} V_{i}(t),
\]

(50)

position and velocity of the centre of mass of the system of \( N \) particles, of the same mass, satisfying (48). For \( t \to +\infty \), the following properties hold:

i) the velocity and position of all particles converge to the same values. This position is their centre of mass (49);

ii) the velocity of the centre of mass, (50), tends to zero.

**Remark 1.** Theorem 5.1 ensures a condition of time-asymptotic flocking such as stated in Definition 1.1. Moreover, we have also the stronger condition that all
particles converge asymptotically to their centre of mass and the velocity of the centre of mass decays to zero.

Next propositions and lemmas will lead to the proof of Theorem 5.1 at the end of the section. First, it is convenient to introduce the centre of mass system, in which equations (48) become a nonautonomous system of ordinary differential equation, decoupled with respect to the \( i \)-th particle and with respect to the two components of each position and velocity vector. Then the equation of the centre of mass can be studied apart.

Starting from (49)–(50) we define the new variables

\[
\bar{X}_i := \mathbf{X}_i - \mathbf{X}_{CM}, \quad \bar{V}_i := \mathbf{V}_i - \mathbf{V}_{CM}, \quad (51)
\]

In variables (51)–(52) the equilibrium condition (40) becomes

\[
(\bar{X}_i, \bar{V}_i) = (0, 0), \quad \forall i = 1, \ldots, N, \quad (53)
\]

moreover the following identities hold:

\[
\sum_{i=1}^{N} \bar{X}_i = 0, \quad (54)
\]

\[
\sum_{i=1}^{N} \bar{V}_i = 0. \quad (55)
\]

If \( \mathbf{V}_{CM} = (V_{CM1}, V_{CM2}) \) and \( \mathbf{X}_{CM} = (X_{CM1}, X_{CM2}) \), from (48) we have

\[
\dot{V}_{CM1} = \frac{1}{N} \sum_{i=1}^{N} \dot{V}_{i1} = \frac{1}{N} \frac{\beta}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} (V_{j1}(t) - V_{i1}(t))
\]

\[
- \frac{1}{N} \int_{0}^{t} \bar{C}(t - \tau) \sum_{i=1}^{N} \sum_{j=1}^{N} (X_{i1}(t) - X_{j1}(\tau)) \, d\tau
\]

\[
= \frac{1}{N} \frac{\beta}{N} \sum_{i=1}^{N} (NV_{CM1}(t) - NV_{i1}(t))
\]

\[
- \frac{1}{N} \int_{0}^{t} \bar{C}(t - \tau) \sum_{i=1}^{N} (NX_{i1}(t) - NX_{CM1}(\tau)) \, d\tau
\]

\[
= \frac{1}{N} \frac{\beta}{N} (N^2V_{CM1}(t) - N^2V_{CM1}(t))
\]

\[
- \frac{1}{N} \int_{0}^{t} \bar{C}(t - \tau) (N^2X_{CM1}(t) - N^2X_{CM1}(\tau)) \, d\tau
\]

\[
= - \int_{0}^{t} \bar{C}(t - \tau) (NX_{CM1}(t) - NX_{CM1}(\tau)) \, d\tau, \quad (56)
\]

where we have used definitions (49)–(50). The same holds for \( \dot{V}_{CM2} \):

\[
\dot{V}_{CM2} = - \int_{0}^{t} \bar{C}(t - \tau) (NX_{CM2}(t) - NX_{CM2}(\tau)) \, d\tau. \quad (57)
\]

In the variables \((\bar{X}_i, \bar{V}_i)\), taking into account (56)–(57), equations (48)\_1,3 become
\[ \dot{V}_{i1} = -V_{\text{CM1}} + \frac{\beta}{N} \sum_{j=1}^{N} (V_{j1}(t) - \dot{V}_{i1}(t)) \]

\[ - \int_{0}^{t} \bar{C}(t - \tau) \sum_{j=1}^{N} (\dot{X}_{i1}(t) - \dot{X}_{j1}(\tau) + X_{\text{CM1}}(t) - X_{\text{CM1}}(\tau)) \, d\tau \]

\[ = \frac{\beta}{N} \left( \sum_{j=1}^{N} V_{j1}(t) - \sum_{j=1}^{N} \dot{V}_{i1}(t) \right) \]

\[ - \int_{0}^{t} \bar{C}(t - \tau)(N\dot{X}_{i1}(t) - \sum_{j=1}^{N} \dot{X}_{j1}(\tau) + NX_{\text{CM1}}(t) - NX_{\text{CM1}}(\tau) \]

\[ - NX_{\text{CM1}}(t) + NX_{\text{CM1}}(\tau)) \, d\tau \]

\[ = -\beta \dot{V}_{i1}(t) - N \left( \int_{0}^{t} \bar{C}(t - \tau) \, d\tau \right) \dot{X}_{i1}(t), \]

where we have used \((54)–(55)\), and

\[ \ddot{X}_{i1} = -\dot{X}_{\text{CM1}} + V_{i1} + \dot{V}_{\text{CM1}} = \dot{V}_{i1}. \]

Similarly for \(\ddot{V}_{i2}\) and \(\ddot{X}_{i2}\).

Finally, we can write the following system:

\[ \begin{cases} 
\dot{V}_{i1} = -\beta \dot{V}_{i1}(t) - g(t) \dot{X}_{i1}(t), \\
\dot{V}_{i2} = -\beta \dot{V}_{i2}(t) - g(t) \dot{X}_{i2}(t), \\
\dot{X}_{i1} = \dot{V}_{i1}, \\
\dot{X}_{i2} = \dot{V}_{i2}, 
\end{cases} \quad (58) \]

where we denote for simplicity

\[ g(t) := N \int_{0}^{t} \bar{C}(t - \tau) \, d\tau. \quad (59) \]

Now we will prove the uniform asymptotic stability of equilibrium \((53)\) providing a suitable Lyapunov function for system \((58)\). For simplicity, system \((58)\) can be written, for each particle and for each component, as a planar system in the variable \(y = (V, X)\):

\[ \begin{cases} 
\dot{V} = -\beta V - g(t)X, \\
\dot{X} = V, 
\end{cases} \quad (60) \]

with \(g(t)\) given in \((59)\).

In relation to \((60)\) we prove the following two propositions.

**Proposition 2.** Fixed a \(\bar{t} > 0\), the system \((60)\), admits a Lyapunov function \(U(t, y)\) with the properties:

\[ a) \quad k_2 \|y\|^2 \leq U(t, y) \leq k_1 \|y\|^2; \quad (61) \]

\[ b) \quad \dot{U}(t, y) = \frac{\partial U}{\partial t} + \frac{\partial U}{\partial V} \dot{V} + \frac{\partial U}{\partial X} \dot{X} \leq -k_3 \|y\|^2; \quad (62) \]

for all \(t \geq \bar{t}\), where \(k_1, k_2, \) and \(k_3\) are positive constants.
Proof. Let \( \bar{t} > 0 \), we define the Lyapunov function
\[
U(t, V, X) := (V^2 + kXV + g(t)X^2)\psi(t),
\]
where
\[
\psi(t) := e^{-\frac{g(t)}{2}},
\]
\[
g := \inf_{t \geq \bar{t}} g(t) = N \int_0^\infty \tilde{C}(t - \tau) d\tau, \quad \bar{g} := \sup_{t \geq \bar{t}} g(t) = N \int_0^{+\infty} \tilde{C}(t - \tau) d\tau,
\]
\[
\psi := \inf_{t \geq \bar{t}} \psi = e^{-\frac{\bar{g}}{2}}, \quad \bar{\psi} := \sup_{t \geq \bar{t}} \psi = e^{-1},
\]
\[
k := \min \left[ \frac{\psi}{\psi}, \frac{g}{\bar{\psi}}, 2\beta \frac{\psi^2}{\psi} \right].
\]

Similar functional can be found in [52]. In the following equations we consider the inequalities:
\[
-\frac{X^2 + V^2}{2} \leq XV \leq \frac{X^2 + V^2}{2}.
\]
Then, because of \( g(t) \) is an increasing function, \( \psi(t) \) is nonincreasing, so
\[
\dot{\psi} \leq 0,
\]
and finally
\[
\dot{\psi}g + \psi \dot{g} = -e^{-\frac{g(t)}{2}} \frac{\dot{g}}{g} g + e^{-\frac{g(t)}{2}} \dot{g} = \dot{g} e^{-\frac{g(t)}{2}} \left( 1 - \frac{g(t)}{\bar{g}} \right)
\]
\[
\leq 0, \quad \forall t \geq \bar{t}.
\]

To prove the second inequality in a) we consider
\[
U(t, V, X) \leq \left( V^2 + kX^2 + V^2 + \bar{g}X^2 \right)\bar{\psi}
\]
\[
= \left[ \left( 1 + \frac{k}{2} \right)V^2 + \left( \bar{g} + \frac{k}{2} \right)X^2 \right]\bar{\psi}
\]
\[
\leq k_1 \|y\|^2,
\]
where
\[
k_1 := \max \left[ \left( 1 + \frac{k}{2} \right)\bar{\psi}, \left( \bar{g} + \frac{k}{2} \right)\bar{\psi} \right].
\]

To prove the first part of a) we consider
\[
U(t, V, X) \geq \psi V^2 + g\psi X^2 - k\psi \frac{X^2 + V^2}{2}
\]
\[
= V^2 \left( \psi - \frac{k\psi}{2} \right) + X^2 \left( g\psi - \frac{k\psi}{2} \right)
\]
\[
\geq_{(67)} V^2 \frac{\psi}{2} + X^2 g \frac{\psi}{2} \\
\geq k_2 \|y\|^2,
\]
where
\[
k_2 := \min \left[ \frac{\psi}{2}, \frac{g \psi}{2} \right].
\]

To prove b) we consider the following inequalities:
\[
\dot{U}(t, V, X) = \dot{\psi}(V^2 + kXV + gX^2) + \psi \left[ 2V(-\beta V - gX) + kV^2 + kX(-\beta V - gX) + \dot{g}X^2 + 2gXV \right] \\
= \left( \dot{\psi} - 2\beta \psi + k\psi \right) V^2 + \left( k\dot{\psi} - \beta k\psi \right) XV + \left( \dot{\psi}g + \dot{\psi}g - kg\psi \right) X^2 \\
\leq_{(68), (69)} (-2\beta \psi + k\psi) V^2 + \left( k\dot{\psi} - \beta k\psi \right) XV - kg\psi X^2 \\
\leq (-2\beta \psi + k\psi) V^2 + \left( |k\dot{\psi} + \beta k\psi| \right) |X||V| - kg\psi X^2 \\
\leq (-2\beta \psi + k\psi) V^2 + \left( |k\dot{\psi} + \beta k\psi| \right) |X||V| - kg\psi X^2 \\
= (-2\beta \psi + k\psi) V^2 - \frac{kg\psi}{2} \left[ |X| - \frac{|V| \left( \frac{\psi}{g \psi} + \frac{\beta}{\psi} \right)}{g \psi} \right]^2 \\
- \frac{kg\psi}{2} X^2 + \frac{k \left( \frac{\psi}{g \psi} + \frac{\beta}{\psi} \right)^2}{2g \psi} V^2 \\
\leq (-2\beta \psi + k\psi) V^2 + \frac{k \left( \frac{\psi}{g \psi} + \frac{\beta}{\psi} \right)^2}{2g \psi} V^2 - \frac{kg\psi}{2} X^2 \\
\leq_{(67)} - \left( \beta \psi V^2 + \frac{kg\psi}{2} X^2 \right) \leq -k_3 \|y\|^2,
\]
where
\[
k_3 := \min \left[ \beta \psi, \frac{kg\psi}{2} \right].
\]
This completes the proof.

Starting from Proposition 2 we can state the following

**Proposition 3.** The equilibrium point \((V, X) = (0, 0)\) of the linearised system (60) is globally uniformly asymptotically stable with exponential rate of convergence.

**Proof.** Inequalities (62) and (61) imply that \(U\) satisfies the differential inequality
\[
\dot{U} \leq -\frac{k_3}{k_1} U, \quad \forall t \geq \bar{t}.
\]
By the Gronwall’s inequality,
\[
U(t, y(t)) \leq U(\bar{t}, y(\bar{t})) e^{-\left(\frac{k_3}{k_1}\right)(t-\bar{t})}.
\]
Then, using again (61), we have
\[ \| y(t) \| \leq \left( \frac{U(t, y(t))}{k_2} \right)^{1/2} \leq \left( \frac{U(t, y(t)) e^{-(k_3/k_1)(t-\bar{t})}}{k_2} \right)^{1/2} \leq \left( \frac{k_1 \| y(\bar{t}) \|^2 e^{-(k_3/k_1)(t-\bar{t})}}{k_2} \right)^{1/2} = \left( \frac{k_1}{k_2} \right)^{1/2} \| y(\bar{t}) \| e^{-(k_3/(2k_1))(t-\bar{t})}. \]

From (70) conditions for the uniform asymptotic stability are satisfied with exponential convergence. The proof is completed. \( \square \)

**Remark 2.** Returning to system (58), Proposition 3 can be applied for each particle and for each component of the position and velocity vectors. Recalling transformations (51)–(52), this proves the first part of Theorem 5.1.

Now, to prove the second part of Theorem 5.1, we investigate equation (56) for the motion of the centre of mass. Taking into account that \( \dot{X}_{CM1} = V_{CM1} \), it assumes the form of a Volterra Integro-Differential Equations (VIDEs) of the type
\[ \dot{v}(t) = - \int_0^t c(t-\tau) \int_\tau^t v(s) ds d\tau, \]
with
\[ c(u) = c_1 e^{-(c_2 u^2 + c_3 u)}, \]
where \( c_1, c_2 \) and \( c_3 \) being positive constants, that arise from (47) and (39). The same holds for equation (57).

While existence and uniqueness of the solution of (71) follow from classic techniques, here we want to study its asymptotic properties, which give the asymptotic behaviour of the centre of mass. By Dirichlet formula, equation (71) becomes
\[ \dot{v}(t) = - \int_0^t \int_0^t c(t-\tau) v(s) ds d\tau, \]

or equivalently
\[ \dot{v}(t) = - \int_0^t K(t, s) v(s) ds, \quad K(t, s) = \int_{t-s}^t c(u) du. \]

The analytic form of the kernel \( K \) is not known. By observing that \( \lim_{u \to \infty} u^2 c(u) = 0 \), we can write \( K(t, s) = F(t) - \alpha + \alpha - F(t-s) \), where
\[ F(t) = \int_0^t c(u) du, \]
and
\[ \alpha = \alpha(c_1, c_2, c_3) = \int_0^\infty c(u) du = \lim_{t \to \infty} F(t). \]
Consider the case \(46, \text{ eq. } (9.9)\), i.e.

\[
\dot{v}(t) = \tilde{f}(t) + \int_0^t B(t-s)v(s)ds,
\]

with

\[
\tilde{f}(t) = -(F(t) - \alpha) \int_0^t v(s)ds,
\]

and

\[
B(t) = F(t) - \alpha.
\]

Our aim now is to apply the theorem by Miller and Grossman in \([46, \text{ Th. } 9.2]\), that we report here adapted to a scalar equation of the type \((76)\).

**Theorem 5.2 (Miller and Grossman).** Assume that, in equation \((76)\), the kernel \(B\) is in \(L^1(0, \infty)\). Then \(v(t) \to 0\) whenever \(\tilde{f}(t) \to 0\) if and only if

\[
w(z) = z - \int_0^{+\infty} B(u)e^{-zu}du \neq 0, \quad \text{Re}(z) \geq 0.
\]

The following results are then the fundamental premise for applying Theorem 5.2.

**Lemma 5.3.** The function \(B(t)\), defined in \((78)\) with \(F(t)\) given in \((74)\), satisfies \((79)\).

**Proof.** For \(z = 0\), we have \(w(0) = \int_0^{+\infty} B(u)du < 0\), since \(F(t) < \alpha\). When \(z \neq 0\), according to the elementary properties of the Laplace transform, we get

\[
w(z) = z - \frac{1}{z} \int_0^{+\infty} c(u)e^{-zu}du + \frac{\alpha}{z} = \frac{1}{z} \varphi(z),
\]

with \(\varphi(z) = z^2 - \int_0^{+\infty} c(u)e^{-zu}du + \alpha\). Then, with \(z = x + iy\), we have \(\varphi(z) = \varphi(x, y) = a(x, y) + ib(x, y)\), with

\[
a(x, y) = x^2 - y^2 + \alpha - \int_0^{+\infty} c(u)e^{-xu}\cos(yu)du
\]

\[
b(x, y) = 2xy + \int_0^{+\infty} c(u)e^{-xu}\sin(yu)du.
\]

Consider the case \(x > 0, y > 0\). Let \(p > 0\) be an arbitrary constant, denote by \(\tilde{x} = \frac{x}{\sqrt{p}}\) and \(\tilde{y} = \frac{y}{\sqrt{p}}\), and define

\[
\tilde{a}(\tilde{x}, \tilde{y}) = \tilde{x}^2 - \tilde{y}^2 + \frac{\alpha}{p} - \frac{1}{p} \int_0^{+\infty} c(u)e^{-\sqrt{p}\tilde{x}u}\cos(\sqrt{p}\tilde{y}u)du
\]

\[
\tilde{b}(\tilde{x}, \tilde{y}) = 2\tilde{x}\tilde{y} + \frac{1}{p} \int_0^{+\infty} c(u)e^{-\sqrt{p}\tilde{x}u}\sin(\sqrt{p}\tilde{y}u)du
\]

Then \(a(x, y) = 0 \Leftrightarrow \tilde{a}(\tilde{x}, \tilde{y}) = 0\) and \(b(x, y) = 0 \Leftrightarrow \tilde{b}(\tilde{x}, \tilde{y}) = 0\). Taking into account that

\[
\left| \int_0^{+\infty} c(u)e^{-xu}\cos(yu)du \right| \leq \alpha, \quad \forall x > 0, y \in \mathbb{R},
\]

and

\[
\left| \int_0^{+\infty} c(u)e^{-xu}\sin(yu)du \right| \leq \alpha, \quad \forall x > 0, y \in \mathbb{R},
\]
we deduce that
\[
\tilde{x}^2 - \tilde{y}^2 < \tilde{a}(\tilde{x}, \tilde{y}) < \tilde{x}^2 - \tilde{y}^2 + \frac{2\alpha}{p},
\]
and hence \(\tilde{a}(\tilde{x}, \tilde{y}) > 0\) for \(0 < \tilde{y} < \tilde{x}\), and \(\tilde{a}(\tilde{x}, \tilde{y}) < 0\) for \(\tilde{y} > \sqrt{\tilde{x}^2 + \frac{2\alpha}{p}}\), whereas \(\tilde{b}(\tilde{x}, \tilde{y}) > 0\) for \(\tilde{y} > \frac{\alpha}{2p}\). This assures that \(\tilde{a}\) and \(\tilde{b}\) may vanish simultaneously only in a region of the \(\tilde{x}\tilde{y}\) plane which, by choosing \(p\) properly, can be made small and included in a square having side of length 1. An example of this region \(R_A\) has been drawn in Figure 1, for specific values of \(\alpha\) and \(p\). Finally, by plotting \(\tilde{a}(\tilde{x}, \tilde{y})\) and \(\tilde{b}(\tilde{x}, \tilde{y})\) for \(0 < \tilde{x} < 1, 0 < \tilde{y} < 1\), with the help of Mathematica, we can verify that it definitely results that they never vanish at the same time. Hence, also \(a(x, y)\) and \(b(x, y)\) are never both zero at a point \((x, y)\) and (79) is true.

The case \(x \geq 0, y < 0\) can be treated analogously, since \(a(x, y) = a(x, -y)\) and \(b(x, y) = -b(x, -y)\).

![Figure 1.](image-url)

**Figure 1.** \(R_A\) : vanishing region for \(\tilde{a}\) and \(\tilde{b}\) defined in (80), bounded by the curves \(\tilde{y} = \sqrt{\tilde{x}^2 + \frac{2\alpha}{p}}, \tilde{y} = \frac{\alpha}{2p}\) and \(\tilde{y} = \tilde{x}\).

**Lemma 5.4.** Assume that, in equation (76),

\(i)\): \(\exists M > 0\) and \(c_4 \leq c_2\) such that \(|v(u)| < Me^{ct}\), where \(c_2\) is one of the positive constants appearing in the definition of kernel \(B\) by (72), (74) and (78), then \(\lim_{u \to +\infty} |v(u)| = 0\).

*Proof.* In the assumptions \(i)\), the function \(\bar{f}\) in (77) satisfies
\[
|\bar{f}(t)| \leq (\alpha - F(t)) \frac{M}{c_4} (e^{ct} - 1).
\]
By the de l’Hospital rule,
\[
\lim_{t \to +\infty} (\alpha - F(t))e^{ct} = \frac{1}{c_4} \lim_{t \to +\infty} c(t)e^{ct}.
\]
Then by recalling the expression (72) of \(c(t)\), the hypothesis \(c_4 \leq c_2\) and (75), we get
\[
\lim_{t \to +\infty} \bar{f}(t) = 0.
\]
By analogous considerations it can be shown that \( \lim_{t \to +\infty} (F(t) - \alpha)t^2 = 0 \), so that
\[
B(t) \in L^1.
\]
Lemma 5.3, together with (81) and (82) assure that all the assumptions of [46, Th. 9.2] are accomplished, so that \( \lim_{t \to +\infty} v(t) = 0 \). \( \square \)

**Remark 3.** Lemma 5.4 requires that the solution of (73) is bounded by an increasing exponential function. So, the class of functions involved in this result is quite large and assures that any bounded solution of equation (76), and thus of (71), vanishes at infinity. Nevertheless we want to prove that this is true for any solution of (71).

The following result, which generalizes Lemma 5.4, considerably relaxes the hypotheses on the function \( v(t) \).

**Lemma 5.5.** Assume that, in equation (76),
\[
\exists M_0 > 0 \text{ and } n \in \mathbb{N} : |v(t)| \leq M_0 e^{\alpha c_2 t}.
\]
Then \( \lim_{t \to +\infty} v(t) = 0 \).

**Proof.** If we multiply both sides of equation (76) by \( e^{-(n-i)c_2 t} \) and add and subtract the quantity \( (n-i)c_2 e^{-(n-i)c_2 t} v(t) \), we obtain
\[
e^{-(n-i)c_2 t} \dot{v}(t) - (n-i)c_2 e^{-(n-i)c_2 t} v(t) = e^{-(n-i)c_2 t} f(t) - (n-i)c_2 e^{-(n-i)c_2 t} v(t) + \int_0^t B(t-s)e^{-(n-i)c_2 (t-s)} e^{-(n-i)c_2 s} v(s) ds.
\]
Denoting by \( v_i(t) = e^{-(n-i)c_2 t} v(t) \), \( B_i(t) = e^{-(n-i)c_2 t} B(t) \) and
\[
\tilde{f}_i(t) = e^{-(n-i)c_2 t} \tilde{f}(t),
\]
this reads
\[
\dot{v}_i(t) = \tilde{f}_i(t) - (n-i)c_2 v_i(t) + \int_0^t B_i(t-s)v_i(s) ds.
\]
Now we want to prove that, for \( i = 0, \ldots, n-1 \), equation (85) satisfies the hypotheses of [46, Th. 9.2]. First of all we note that \( B_i \in L^1[0, +\infty) \), for all \( i = 0, \ldots, n-1 \). Consider
\[
z + (n-i)c_2 - \int_0^{+\infty} B_i(u)e^{-zu} du,
\]
which, setting \( \zeta = z + (n-i)c_2 \), becomes
\[
\zeta - \int_0^{+\infty} B(u)e^{-\zeta u} du.
\]
In Lemma 5.3 we have proved that the expression in (87) is nonzero for all \( \text{Re}(\zeta) \geq 0 \), hence also (86) is nonzero for all \( \text{Re}(z) \geq 0 \).

Now consider \( f_i(t) \). For \( i = 1 \), from (83) and (84),
\[
|\tilde{f}_1(t)| \leq (\alpha - F(t)) \left( \frac{M_0}{nc_2} e^{nc_2 t} - 1 \right) e^{-(n-1)c_2 t}.
\]
According to the proof of Lemma 5.4, it is easy to see that
\[
\lim_{t \to +\infty} (\alpha - F(t)) e^{nc_2 t} e^{-(n-1)c_2 t} = \lim_{t \to +\infty} (\alpha - F(t)) e^{c_2 t} = 0.
\]
Then, \( \lim_{t \to +\infty} \bar{f}_1(t) = 0 \) and, in view of [46, Th. 9.2], we have \( \lim_{t \to +\infty} v_1(t) = 0 \). This in turn implies that
\[
\exists M_1 > 0 : |v(t)| \leq M_1 e^{(n-1)\varepsilon_2 t}.
\] (88)
Now consider \( i = 2 \), and assume that (88) holds. By analogous considerations on \( \bar{f}_2(t) \) we obtain that \( \exists M_2 > 0 : |v(t)| \leq M_2 e^{(n-2)\varepsilon_2 t} \). Proceeding further for \( i = 3, \ldots, n-1 \), we obtain that \( \exists M_{n-1} > 0 : |v(t)| \leq M_{n-1} e^{\varepsilon_2 t} \), thus satisfying the hypotheses of Lemma 5.4 with \( M = M_{n-1} \) and \( c_4 = c_2 \).

**Proposition 4.** For any triple of positive constants \( c_1, c_2 \) and \( c_3 \), the solution \( v(t) \) of equation (71) satisfies \( \lim_{t \to +\infty} v(t) = 0 \).

**Proof.** By integrating both sides of the VIDE in (73) we obtain the Volterra integral equation
\[
v(t) = v(0) - \int_0^t A(t, s) v(s) ds,
\]
with \( A(t, s) = \int_s^t \int_{-s}^c u dud\tau \). Observe that, since \( \frac{c_2}{3 e^2} \leq \frac{c_2}{e^3} \), it holds that \( c(u) \leq \frac{4c_1}{3 e^2} e^{-c_2 u} \). Therefore, for \( \tilde{v}(t) = e^{-c_2 t} v(t) \), the following inequality holds.
\[
|\tilde{v}(t)| \leq e^{-c_2 t}|v(0)| + \int_0^t e^{-c_2 (t-s)} \int_s^t \frac{4c_1}{e^2} e^{-c_2 u} dud\tau |\tilde{v}(s)| ds,
\]
hence,
\[
|\tilde{v}(t)| \leq |v(0)| + \frac{4c_1}{c_2 e^2} \int_0^t A(t, s) |\tilde{v}(s)| ds,
\]
where \( A(t, s) = e^{-2c_2 t}(e^{c_2 s} - 1)(e^{c_2 t} - e^{c_2 s}) \leq 1 \). So, by Gronwall inequality (see e.g. [6, pg. 79])
\[
|v(t)| \leq |v(0)| e^{\left(\frac{4c_1}{c_2 e^2} + c_2\right) t},
\]
and the result follows from Lemma 5.5.

**Remark 4.** Proposition 4 holds for both components \( V_{CM1}, V_{CM2} \) with equations (56), (57)

**Proof. (Theorem 5.1)** First part of the theorem is proved by Proposition 3 and Remark 2, the second part follows from Proposition 4 and Remark 4.

6. **Numerical simulations.** In this section we present one of the performed numerical simulations to show the dynamical behaviour of the model introduced in Section 2. Numerical results are compared with the analytical ones presented in Section 3.

Numerical tests are performed and shown in nondimensional form using the following dimensionless quantities:
\[
t^* := t\eta, \quad X^* := \frac{X}{R}, \quad f^* := \frac{f}{f_{max}}, \quad \beta^* := \frac{\beta}{\eta},
\]
\[
\gamma^* := \frac{\gamma f_{max}}{R^2 \eta^2}, \quad D^* := \frac{D}{R^2 \eta}, \quad \xi^* := \frac{\xi}{f_{max} \eta},
\]
where \( f_{\text{max}} \) is the maximum concentration of signal \( f \). With these definitions, system (4) can be written as

\[
\begin{align*}
\dot{V}_i &= \frac{\beta}{N} \sum_{j=1}^{N} \frac{1}{\left(1 + \|X_i - X_j\|_2^2\right)^\gamma} (V_j - V_i) + \gamma \nabla f(X_i), \\
\dot{X}_i &= V_i, \\
\partial_t f &= D \Delta f + \xi \sum_{j=1}^{N} \chi_B(X_j, 1) - f,
\end{align*}
\]

(89)

where we have dropped, for simplicity, the asterisks for the nondimensional quantities. Notice that, due to the choice of \( R \) as characteristic length, the dimensionless particle ray turns out to be a unit value.

6.1. Numerical methods. The numerical approximation scheme used here employs a 2D finite difference method on a spatial domain \( \Omega := [a, b] \times [c, d] \). Since this model at this stage does not require to reproduce a particular experimental setting, from a numerical point of view it was natural for us to choose periodic boundary conditions to avoid to introduce artificial boundary conditions that would affect the solution.

For the parabolic equation (89)\(_3\), in order to eliminate the stiff term \(-f\) we perform the classic exponential transformation, and we apply a central difference scheme in space and the parabolic Crank-Nicolson scheme in time.

For equations (89)\(_1\) we adopt a one step IMEX method, putting in implicit the term depending on the velocities and in explicit the gradient term [39].

6.2. Numerical test. In the following numerical test we consider a spatial domain \( \Omega = [0, 50] \times [0, 50] \) with periodic boundary conditions, and we choose a suitable time interval of observation \([0, T]\). For the initial data we fix \( f(x, 0) = 0 \) and, for \( i = 1, \ldots, N \), \( X_i(0) = X_{i0}, V_i(0) = V_{i0} \). In particular \( X_{i0} \) is chosen as a random vector, such that all the particles at \( t = 0 \) are contained in a suitable initial region, fixed in the domain. Then \( V_{i0} = (V_{i0} \cos \theta_i, V_{i0} \sin \theta_i) \) are chosen with \( V_{i0} \) random numbers in \([0, V_{0,\text{max}}]\), and \( \theta_i \) random numbers in \([0, 2\pi]\). We set the parameters \( \sigma = 0.5, \beta = 5, \gamma = 2 \times 10^2, D = 2 \times 10^2, \xi = 0.5, V_{0,\text{max}} = 3 \), and we consider \( N = 10 \) particles located in \( X_0 \) as in Figure 2 (top). The time interval of observation is \([0, 500]\). Spatial and temporal discretizations are given respectively by \( \Delta x = \Delta y = 0.125 \) and \( \Delta t = 10^{-5} \).

Figure 2 shows four time steps of the numerical simulation: \( t = 0, 5, 30, 500 \). We plot on the left the chemoattractant concentration \( f(x, t) \), while on the right the positions and the velocities of the particles in the spatial domain. The red square at \( t = 0 \) is the region in which the initial positions are taken. The red marker indicates the centre of mass of the system, and the blue arrows are the velocity vectors. We observe an initial stage in which the particles tend to move somewhat aligned about until \( t = 5 \), then they begin to converge to their centre of mass about at \( t = 30 \), finally all particles stop in a same position. In Figure 3 (top) are shown the spatial and velocity fluctuations around the centre of mass system

\[
F_{\text{fl}}(t) := \sum_{i=1}^{N} \|X_i(t) - X_{\text{CM}}(t)\|^2, \quad F_{\text{fl}}(t) := \sum_{i=1}^{N} \|V_i(t) - V_{\text{CM}}(t)\|^2.
\]
as a function of the time. For $t > 60$ $F_{lX}(t)$ and $F_{lV}(t)$ are less than $10^{-10}$. Notice that the square root of $F_{lX}(t)$ and $F_{lV}(t)$ is proportional to the standard deviations of $X_i(t)$ and $V_i(t)$ with respect to the position and velocity of the centre of mass. Moreover, the norm of the velocity of the centre of mass $\|V_{CM}(t)\|$ versus time is shown. For $t > 88$ this velocity is less than $2 \times 10^{-2}$. The oscillating pattern shown in Figure 3 (bottom) can be attributed to the numerical error, and it decreases using finer meshes for discretization (data not shown).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{\textbf{Numerical test.} Simulation with parameters $\sigma = 0.5$, $\beta = 5$, $\gamma = 2 \times 10^2$, $D = 2 \times 10^2$, $\xi = 0.5$, $V_{0,\text{max}} = 3$, and $X_0$ randomly taken in the red square shown in the top panel (Section 6.2).}
\end{figure}
7. Conclusions. In this paper we have proposed an extension of the Cucker-Smale model introducing a mathematical model for collective motion driven by an alignment and a chemotaxis effect. We have adopted a hybrid description, discrete for the particles and for the motion equations, and continuous for the molecular level, containing the equation for the chemical signal.

We have studied our model by both an analytical and a numerical point of view. From an analytical point of view, using a fixed–point theorem, we have proved local and global existence and uniqueness of the solution to the nonlinear system (see [48] for an extension to a more general framework). Moreover, we have investigated the asymptotic behaviour of the linearised system. We have proved the asymptotic convergence of the particles in their centre of mass with same velocity. Then the velocity of the centre of mass is proved to go time-asymptotically to zero. From a numerical point of view this property has been tested on the full nonlinear system, finding a complete concordance with the analytical results.

Future perspectives can concern the extension of the stability result, proved on the linearised system, to the full nonlinear model. The asymptotic behaviour of the system can be investigated when the number of interacting particles grows, potentially for $N \to +\infty$, or considering more cell populations with different masses or dimensions. Furthermore, other interactions could be taken into account in
the collective motion, such as adhesion-repulsion, damping or lateral inhibition terms, similar to those introduced in [23]. This would be interesting in view of studying, in an analytical framework, the morphogenetic process arising in the lateral line development, and establish results in relation to the neuromast formation and deposition.
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