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**Abstract**—Sparse local feature matching is pivotal for many computer vision and robotics tasks. To improve their invariance to challenging appearance conditions and viewing angles, and hence their usefulness, existing learning-based methods have primarily focused on data augmentation-based training. In this work, we propose an alternative, complementary approach that centers on inducing bias in the model architecture itself to generate ‘rotation-specific’ features using Steerable E2-CNNs, that are then group-pooled to achieve rotation-invariant local features. We demonstrate that this high performance, rotation-specific coverage from the steerable CNNs can be expanded to all rotation angles by combining it with augmentation-trained standard CNNs which have broader coverage but are often inaccurate, thus creating a state-of-the-art rotation-robust local feature matcher. We benchmark our proposed methods against existing techniques on HPatches and a newly proposed UrbanScenes3D-Air dataset for visual place recognition. Furthermore, we present a detailed analysis of the performance effects of ensembling, robust estimation, network architecture variations, and the use of rotation priors.

$I. INTRODUCTION$

Local feature matching plays a central role in many computer vision and robotics tasks such as visual place recognition [1]–[3], image stitching [4], and 6-DoF pose estimation [5]–[8]. Traditional approaches for detection and description such as SIFT [9] and ORB [10] first detect the points of interest and then use the patch around the pixel/keypoint to generate a descriptor. These approaches fail under severe illumination and rotation changes. Recent learning-based approaches such as SuperPoint [11], SuperGlue [6], and RoRD [7] are trained as a ‘general’ system for handling such challenges using training data that is augmented heavily with illumination and viewpoint variations.

In this work, we take an alternative but a complementary approach that induces bias in the model architecture itself to generate ‘rotation-specific’ features. For this purpose, we make use of Steerable CNN [12], [13] and propose ReF (Rotation Equivariant Features) network which generates feature descriptors that are group pooled to achieve rotation-invariant local feature matching. We then show that highly accurate but rotation-specific coverage of ReF can be expanded to all rotation angles by combining it with data augmentation-trained RoRD [7] which has better rotation coverage but
is often inaccurate, thus leading to an overall state-of-the-art rotation-robust local feature matching. We make the following contributions:

1) We introduce novel Rotation-equivariant Features, dubbed ReF, based on steerable E2-CNNs which can be group-pooled to achieve rotation-invariance for local feature matching, thus leading to \(90^\circ\) -like matching performance under different rotations including \(90^\circ\) and \(180^\circ\).

2) We present a ‘correspondence ensemble’ of E2-CNN based ReF with data-augmented standard CNN based RoRD [7], improving the overall coverage of performance response to different rotation angles.

3) We introduce “UrbanScenes3D-Air”, a new dataset that enables benchmarking Visual Place Recognition from a drone’s view under varying directions of travel.

4) While evaluating local feature matching both standalone and on the VPR task, we present a detailed analysis of steerable CNNs for rotation-robustness under the effect of ensembling, robust estimation (RANSAC), network architecture variations, and the use of rotation priors.

II. RELATED WORK

Here we briefly discuss local feature matching and rotation equivariant networks.

A. Local Feature Matching

Local feature matching plays a central role in many computer vision applications such as visual place recognition, image stitching, pose estimation, etc. Traditional approaches like SIFT [9], ORB [10] try to address specific problems like scale invariance, or rotation invariance in the descriptors. But their performance heavily depends on the rules used for keypoint detection and description.

Recent works leverage CNNs for keypoint detection and description. D2-Net [8] uses detect and describe approach which is jointly trained using triplet loss. SuperPoint [11] uses a self-supervised approach to learn the keypoints and descriptors. R2D2 [14] uses prediction of reliability map and repeatability map to find unique features which are repeatable under some transformations. These approaches perform well under challenging conditions where standard rule based systems fail.

Some works for learning rotation invariant descriptors include LBP-HF [15], [16], which leverages local binary pattern histograms to learn invariant features. RI-LBD [17] uses learning based system to learn invariant local descriptors. RoRD [7] uses data augmentation to learn rotation robust descriptors. These approaches try to obtain descriptors that are rotation invariant. Using augmentation during training does improve the performance compared to standard methodologies [7]. Our approach, on the other hand, tries to make the model inherently rotation equivariant. This provides a model which can generalize better over high rotation changes.

Visual Place Recognition (VPR): VPR is commonly used to describe the ability to recognize a previously visited location despite significant appearance or viewpoint changes [3]. Local feature matching is also a significant part of VPR pipelines [1]. Recent works have leveraged advances in deep networks based patch aggregation [2], saliency detection [18], and transformers with multi-scale attention [19]. As per our knowledge, our work is the first to utilize a rotation equivariant system for the task of VPR and demonstrate state-of-the-art results on real-world scenes from our UrbanScenes3D-Air dataset.

B. Rotation Equivariance Networks

Equivariance is a property where a transformation in the input space leads to the corresponding transformation change in the feature space. CNNs are known to be translation equivariant, which means that a translation change in input space leads to a corresponding translation change in feature space. Rotation equivariance is a property desired by a lot of vision applications in medical images, robotics for drones, etc. Steerable CNN is the tool used to achieve this property [12], [13]. The idea is to learn group representations that provide equivariance under the actions of the elements of the group. Jenner provides a framework unifying such convolutions and differential operators in [20]. Cesa and Weiler derive a specific implementation of these concepts for the euclidean group \(E(2)\) (group of isometries in \(E^2\) space - rotation, translation, mirroring) in [13].

The efficacy of equivariant deep learning has been explored in the field of medical imaging [21], object detection [22], aircraft detection [23] and reinforcement learning [24]. To the best of our knowledge, this concept has not been applied to feature description to obtain descriptors that are rotation equivariant. We demonstrate the use of this concept in local feature matching by designing a novel architecture that is trained using concepts inspired from [14]. Our architecture increases the descriptor matching performance significantly over a wide range of rotational viewpoint changes.

III. METHODOLOGY

This paper aims to develop rotation invariant descriptors for local feature matching by inducing bias in the model architecture itself, complementary to learning invariance through data augmentation based training. We achieve this by using Steerable CNNs instead of standard/conventional CNNs. In this section, we first introduce the Steerable CNNs, then describe our specific model architecture and its training methodology, which is then followed by local feature matching and ensemble strategy.

A. Steerable CNN

Standard CNNs operating on a 2D image grid are translation equivariant, Steerable CNNs enable us to extend the property of equivariance to groups other than \((\mathbb{R}, +)\) (action group of 2D translations) using group theory. Cohen et al. introduced Steerable CNNs in [12]. For an input image \(x\),...
an action group such as a rotation homography $H$ can be applied such that the output of the function $f$ is steerable (that is, $H$-equivariant) if the criterion in the equation $[1]$ is met.

$$(f \circ \pi_i(h))(x) = (\pi_o(h) \circ f)(x), \quad h \in H \quad (1)$$

where the functions $\pi_i$ and $\pi_o$ are the input and output group representations. As described in [25], linear representations of finite groups allow representing group actions as linear morphism, where rotation can be implemented as a result of the convolution follows the regular representation (n-bit in-place rotation along the descriptor channel). Right (output): The feature descriptors are obtained by taking the $L_2$ norm of the pooled descriptors. The repeatability and reliability maps (keypoints) are obtained through a standard CNN and a softmax.

$$(f \circ \pi_i(h))(x) = (\pi_o(h) \circ f)(x), \quad h \in H$$

Note that the pooled descriptors of specific pixels have now become invariant to rotation by the angles in $C_n$ (the vector doesn’t change, only its location in the output space changes).

### B. Model Architecture

Our architecture, shown in Figure 3, consists of 5 layers of E2-CNN with increasing channels: (32, 64, 128, 256, 512). Each E2-CNN layer is followed by a batch normalization layer and ReLU non-linearity. These layers are followed by a group-pooling layer (see the center of Figure 3) which pools the feature field across different rotations to get equivariant features. That is, for each input field, an output field is built by taking the maximum activation within that field; as a result, the output field transforms according to a trivial representation. This is required as the computations of standard CNN needs trivial representation. Moreover, the feature map obtained after group pooling is equivariant under rotation as well as translation, this is because E2-CNNs also applies along the x-axis and y-axis as the standard CNNs. We implement the network for $C_8$ space, therefore group pooling reduces the number of channels from 512 to 64. These pooled features are then passed through a standard CNN to get a reliability map. Similar operation is done to get the repeatability map by passing the pooled features through a standard CNN. Softmax is applied on the reliability map and softplus is applied on the repeatability map as non-activation. The pooled features are $L2$-normalized to get the pixel level descriptors that can be used for feature matching. The model is trained using training methodology of R2D2 [14]. We use R2D2 as the base training methodology as it enables us
to train for feature detection and description from scratch. Repeatability map is trained jointly using two losses, one which tries to maximize the cosine similarity between the repeatability maps of two images, and the other which tries to maximize the local peakiness of the repeatability map. Reliability map is basically the discriminative score of the descriptors. Descriptor matching can be seen as a ranking optimization problem and hence tries to maximize for differentiable average-precision defined in [26].

C. Correspondence Ensemble

We follow similar ensemble strategy as mentioned in [7], though we use two separate networks to generate the keypoints, descriptors, and matches. Our ensemble strategy is based on extracting the top correspondences from the pool based on the cosine similarity between their descriptors. Once we have keypoints and descriptors from our model ReF and the RoRD model [7], mutual nearest-neighbor based feature correspondences are obtained between an image pair independently for each model. Using the descriptor similarity of the combined set of correspondences obtained from the two models, we select the top 50% of the correspondences which have the highest cosine similarity values. These correspondences are then filtered by RANSAC-based geometric verification to obtain a final set of feature correspondences. In Section V-A we present results for both the settings, that is, without RANSAC (using only cosine similarity based ensemble) and with RANSAC.

D. Feature Matching

We use mutual nearest neighbor for finding the correspondences between the image pair once we have the keypoints and corresponding descriptors. We apply RANSAC on the obtained matches to filter out noisy matches. We can see in section V-A that our model is able to perform well on different rotation angles. RANSAC helps us highlight the fact that our model indeed learns correct correspondences.

IV. EXPERIMENTAL SETUP

In this section, we describe the datasets and the benchmarks used to train and evaluate our contribution.

A. Datasets

1) Training Data: Similar to R2D2, our training dataset is a combination of synthetic pairs generated from random web images and Aachen dataset [14]. Note that we do not use any image from the HPatches evaluation dataset or our "UrbanScenes3D-Air" dataset during training.

2) HPatches: We use this dataset for evaluating our model on the task of feature matching. The dataset contains a total of 116 scenes, 57 of which relate to illumination changes and the remaining 59 to scene viewpoint variation. Each scene contains a set of six images and five ground truth homographies between the first and the rest of the five images. During the evaluation, we resize the image pairs to (300,300) in dimensions before matching to overcome the GPU OOM issues. We also transform the ground-truth homographies according to the scaling done on the images.

Further, we additionally rotate the rest of the five images in a given scene incrementally in the range of 0° to 360° to verify the feature matching robustness across the rotation angles. This results in performing matching on a total of 580 image pairs at every angle and 13,920 image pairs in total across all the angles. This rotation is an additional homography applied to the existing homographies between the image pairs.

3) “UrbanScenes3D-Air” Dataset for VPR: While several Visual Place Recognition (VPR) datasets exist in the literature [3], [27], [28], the extent of viewpoint variation characteristics they offer is often either limited or tied to particular applications such as on-road driving [30]. To complement the existing benchmark, we propose UrbanScenes3D-Air dataset for UAV/drone based VPR. For this purpose, we imported the real-world Urbanscenes 3D dataset [31] into the AirSim environment [32]. We then created a virtual drone equipped with downward-facing RGB camera and flew it over the buildings in the that environment to capture image sequences. To generate our UrbanScenes3D-Air dataset, the drone was flown in two trajectories as shown in the Figure 4. We pick the yellow trajectory for populating query database with 20 images taken at different locations. For this query image trajectory, we attach a single camera and fly the drone heading straight along the yellow path and capture the downward camera’s views at regular intervals. Further,

1 [29] is a relevant dataset for this research but not yet released.
the reference database is populated with about 200 images from the brown trajectory for a given query image. While recording this brown trajectory we place 8 cameras at the bottom of the drone, each of which has a relative rotation in yaw. In Figure 4, the 8 blue lines represent the setup of the cameras, each having a relative rotation with respect to drone’s yaw axis. So, at a given location, we are able to capture 8 images which are relatively rotated in yaw. We do this to simulate other trajectories that might pass through the original trajectory at an angle but if done so would not have much trajectory overlap, thus this lets us test the same thing but with more image pairs in reference database at intersection. We formulate the problem of VPR here as retrieving the correct image match for a given query image from a set of images that have a relative rotation to the query. This is similar to the drone crossing a previous trajectory at an angle and re-localizing itself at the intersection of the previous and the current trajectory. The relative angle of rotation in our dataset varies from 0 to 90 and also includes opposite viewpoint images with 180 degree relative rotation. Figure 4 depicts samples of query images which have a relative rotation with the the first image which is a sample of the reference database. We further present our evaluation process of the VPR on our UrbanScenes-Air dataset in IV-B.2.

B. Tasks and Evaluation

1) Local Feature Matching: We evaluate the local feature matching on HPatches using Mean Matching Accuracy (MMA). A feature correspondence is considered to be correct if the back-projection of the keypoint using the ground truth homography matrix falls within a specific pixel threshold. We use pixel threshold of 3 for plots showing performance at various angles. Figure 4 shows performance averaged across all angles for different pixel thresholds. We also compare the performance after filtering the correspondences with RANSAC since it is typically used to filter matches for tasks like VPR [2], [7] and 6-DoF pose estimation [5].

2) Visual Place Recognition: We structured our UrbanScenes-Air dataset so that the ideal match in the reference database has the same image_index as the query image. After feature matching, our VPR pipeline returns the image in the reference database with the most inliers for a given query image. For evaluation, the predicted match is considered to be correct when its image_index lies within a threshold of ±2 indices from the query image’s index. This is then repeated by changing the query database images to other angles like 15, 30, 45, 60, 75, 90, and 180. For each generated query database we evaluate and compare our ReF and the proposed ensemble of ReF+RoRD pipelines with other state-of-the-art feature matching pipelines. We plot the recall scores as a metric for VPR evaluation at various angles on our UrbanScenes3D-Air dataset in Figure 7.

| Method          | Recall(%) | MMA(3px) | MMA(6px) |
|-----------------|-----------|----------|----------|
| R2D2            | 28.75     | 0.138    | 0.156    |
| D2-Net          | 46.88     | 0.0826   | 0.188    |
| SuperPoint      | 41.25     | 0.214    | 0.242    |
| RoRD            | 77.50     | 0.212    | 0.576    |
| ReF (ours)      | 61.25     | 0.469    | 0.499    |
| ReF (ours) + RoRD | 86.88   | 0.393    | 0.609    |

TABLE I: Recall and MMA scores averaged across rotation angles as evaluated on UrbanScenes3D-Air dataset for VPR and local feature matching on HPatches respectively. The average MMA values reported here were computed at pixel threshold 3 and 6 respectively in the last two columns, corresponding to the top left plot in Figure 5 using RANSAC based filtering.

V. RESULTS

In this section, we first present benchmark results for standalone local feature matching, then present both quantitative and qualitative results for VPR, which is finally followed by additional analyses of rotation robustness of E2-CNNs.

A. Local Feature Matching

1) Benchmarking across rotation angles: The quantitative results for local feature matching on HPatches dataset is presented in Figure 5. This evaluation is performed on a rotated variant of HPatches as proposed in [7] and described in [IV-A.2]. Figure 5 presents MMA scores for both with and without RANSAC (top row) along with split results on illumination and viewpoint alone (bottom row). It can be observed that ReF (blue) not just achieves peak performance at certain angles from its discrete C8 space but also in its immediate neighborhood, for example, 75° and 105° in the neighborhood of 90°. On the other hand, all methods including RoRD [7] and SuperPoint [11], which are trained with heavy data augmentation for rotation robustness, exhibit meaningful MMA only under moderate rotation variations, for example, up to ±60°. RoRD, however, performs the best among all existing data-augmented CNNs, and is thus used in our ensemble model (green) which improves the overall performance coverage across rotation angles with slight reduction of ReF’s peak performance. This trend is further highlighted in Table 1 which shows average MMA across all angles when using RANSAC.

a) With and Without RANSAC: In Figure 5 top row, we compare results with and without RANSAC. It can be seen that while there is general improvement of MMA scores through RANSAC for all the methods, some methods benefit more than others, e.g. ReF (blue). This indicates that the feature learnt by ReF can lead to correct correspondences but with noisy outliers, which can then be successfully filtered by a robust outlier rejection method like RANSAC, thus validating ReF’s practical use in tasks like VPR. Other methods do not show a similar behaviour since their initial correspondences set does not comprise sufficient correct matches. On the other hand, the ensemble method (green) is able to leverage the correct correspondences from both
Fig. 5: The first row compares the performance of various methods on HPatches at different angles with and without RANSAC. The second row shows the individual performance of only illumination+rotation variations and viewpoint+rotation variations. ReF (Ours) outperforms all the other methods in comparison at certain angles in the neighbourhood of discrete C8 space like 75°, 90° and 105° when we apply RANSAC based filtering on the matches obtained from mutual nearest neighbours. Further, our proposed ensembling of ReF with RoRD improves the overall performance across rotation angles. All the scores are calculated for error threshold of 3 pixels.

Fig. 6: MMA values averaged across a range of angles in [0°, 360°], at various pixel thresholds, for multiple methods. Ensemble outperforms other methods at higher pixel thresholds, where as ReF performs best at lower pixel thresholds.

Fig. 7: VPR on UrbanScenes3D-Air: The ensemble of ReF with RoRD outperforms all the other methods in comparison. RoRD and ReF, where its performance in most cases is close to the better performing ingredient method (RoRD or ReF).

b) Illumination vs Viewpoint: In Figure 5 bottom row, we compare performance split across illumination and viewpoint variations (with RANSAC). Here, the viewpoint variations refer to the perspective viewpoint change originally presented in the HPatches dataset. It can be observed that...
Fig. 8: We can clearly see that our unpooled version performs better than the group pooled version when a rotation prior is given at angles where the group pooled version fails like $45^\circ$, $135^\circ$, etc.

performance trends are maintained across the split results but the combined effect of perspective change on top of rotation variations reduces the absolute MMA.

2) Benchmarking at different pixel thresholds: In the previous study, we considered the pixel threshold of 3. Here, we observe the MMA scores averaged across all the rotation variations plotted against different pixel thresholds in Figure 6. The ensemble method (solid green) outperforms all the other methods across the board except the tighter thresholds where ReF (solid blue) performs the best. It can also be observed that use of RANSAC (solid) changes the performance trends as compared to without RANSAC (dashed). This justifies the need for RANSAC to correctly select the right set of correspondences from an initial set of matches which is far less noisy than that obtained from the other state-of-the-art methods.

B. VPR on UrbanScenes3D-Air

The performance of various feature matching pipelines on our UrbanScenes3D-Air dataset for the task of VPR can be seen in Figure 7. As the relative angle of rotation increases from 0 to 90 degrees, ReF(Ours) performs significantly well at discrete higher rotations when compared to the other state-of-the-art methods. Further, the ensemble of our ReF with RoRD improves the recall scores at specific angles which are not handled by ReF and thus outperforms all the other methods in comparison. The same trend is also summarized in Table 1. The qualitative matches shown in Figure 1 highlight the superior performance of ReF model under large rotation variations with rich and accurate correspondences where methods like R2D2 [14] and SuperPoint [11] fail.

C. Ablation Studies

1) Performance with Rotation Priors: The E2-CNN layers are equivariant under discrete rotations and we are able to extract feature map specific to a specific angle. So instead of group pooling the feature fields obtained from E2-CNN in our network, we directly use the unpooled features. Here, we evaluate the performance in a scenario where we have a rotation prior available. That is, we know the relative orientation between the two images for matching, which in some practical use cases could be known, for example, back and forth last mile deliveries on repeated routes. Figure 8 shows the MMA results for this setting. It can be seen that the features learned by C8 space are better highlighted in this scenario where there is a performance jump at $45^\circ$ as well.

2) Effect of mixing Standard CNN with E2-CNN: In this section we evaluate the impact of adding standard CNN layers after group pooling layer for the descriptors. A lot of precious work on classification [12], [13] have shown various model ablations which combine different types of layers. For this experiment we add 3 standard CNN layers with filter size 2 with stride increment of 4,8 and 16 after group pooling layer. Figure 9 shows that the equivariance property is completely lost, and the performance is flattened out across the angles, whereas in Figure 5 the performance of ReF peaks at specific angles. So, directly using the group pooled features as descriptors is necessary for local feature training to work. Although our ReF-network has 2 standard CNN layers to the end, those are only for classification and loss computation, and do not operate on the predicted descriptors after group pooling, thus preserving the invariance.
3) Effect of using different cyclic groups: In Figure 10 we compare the performance of various cyclic groups \( C_N \) for \( N \in \{4, 8, 16\} \). It can be observed that performance does not change noticeably across different values. Our choice of \( C_8 \) was based on a balance between performance and compute given that in the unpoled settings (that is with a given rotation prior, see Figure 5), one could still achieve performance response on angles like 45° which is not possible by definition for \( C_4 \) space.

VI. CONCLUSIONS

In this work we present a novel architecture which leverages a steerable CNN for local feature matching between images under rotation variations. We further extend the capability of our model by introducing an ensemble approach combining ReF + RoRD, which combines the benefits of both models and improves overall performance across all possible rotations. We show that this ensemble outperforms other methods on the UrbanScenes3D-Air dataset, and on HPatches at higher pixel thresholds.

We explore the possibility for using steerable CNN for feature matching. This work can further be extended by studying the effects of different network architecture nuances like residual connections and combining steerable CNN on different spaces, e.g. \( C_{16}, C_{8}, C_{4} \), in the same network. Our study shows that by naively combining steerable CNN with standard CNN the equivariance property is lost. But more rigorous study on this front could lead to more novel architectures which help in feature matching under various rotations and extreme viewpoint changes.
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