Prediction of Long-Term Near-Surface Temperature Based on NA-CORDEX Output
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ABSTRACT. Temperature is one of the most important parameters in climate modeling, as it has significant impacts on various geophysical processes such as evaporation and precipitation. Applying multiple climate models for prediction generally outperforms the use of individual climate models, and neural networks perform well at capturing nonlinear relationships, which can provide more reliable temperature predictions. In this study, three neural network algorithms, including Multi-layer Perceptron (MLP), Time-lagged Feed-forward Neural Networks (TLFN) and Nonlinear Auto-Regressive Networks with exogenous inputs (NARX), were used to develop data-driven models for predicting daily mean near-surface temperature based on North American Coordinated Regional Downscaling Experiment (NA-CORDEX) output. A case study of Big Trout Lake in Ontario, Canada was carried out to demonstrate the applications and to evaluate the performance of the proposed neural network based models. The results showed that MLP, TLFN, and NARX performed well in generating accurate daily near-surface temperature predictions with the coefficient of determination \(R^2\) values above 0.84. The three neural network based models had similar performance with no significant difference in terms of root mean square error and \(R^2\). Neural network based climate prediction models outperformed each of the individual regional climate models and generated smoother predictions with less fluctuation. This study provides a technical basis for generating reliable predictions of daily temperature using neural networks based model.
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1. Introduction

Temperature changes have significant impacts on natural processes and human activities (Karl et al., 2009), for instance, biological changes (Parmesan and Yohe, 2003) and construction sensibility (Xia et al., 2012). Thus, predicting temperature precisely is of vital importance. Multiple climate models, such as Global Climate Model (GCM) and Regional Climate Model (RCM), have been developed and can be applied to temperature simulations and predictions, which provide support for climate impact analysis (Thomson et al., 2006; Li et al., 2016; Wagner et al., 2017). These models were developed by different institutions and their temperature predictions are not always consistent with one another. Although these models have errors in certain processes (e.g., cloud formation), they can provide plausible estimations for future variations in climate (Huo and Li, 2012; Ragone et al., 2015).

Applying dynamic downscaling to drive RCM is computationally costly and time-consuming (Spak et al., 2007). Moreover, the uncertainties in the modeling system lead to an increase in forecast errors with increasing forecast length (Kumar et al., 2012). Using statistical methods to post-process multiple RCMs would help to better generate predictions with higher accuracy than an individual RCM (Palmer et al., 2005; Barfus and Bernhofer, 2014). Samouly (2018) applied mean and median values of multi-model ensembles for monthly temperature predictions, which showed better prediction performance than using a single RCM. However, as each model generates a different range of predictions and errors, the mean value calculated by allocating the same weight to each RCM may not be enough to fully take advantage of each prediction model.

Artificial neural networks (ANNs), which are more powerful than the regression-based techniques, have been widely applied in climate prediction because of their high potential for complex, nonlinear and time-varying input-output mapping (Von Storch et al., 2000). For instance, ANNs have been widely applied in statistical downscaling for temperature and precipitation prediction (Wilby and Wigley, 1997; Wilby et al., 1998). Previous studies suggest that using computer-based learning algorithms, such as ANNs, to develop accurate prediction models can profoundly reduce the long-term dependency (Siegelmann, 1997; Sftos, 2000; Shen and Chang, 2013; Caswell, 2014). Moreover, current and future temperatures have a close connection with the temperatures of previous days. Incorpo-
rating both concurrent and antecedent predictor values as input could improve the accuracy of temperature prediction (Coulibaly et al., 2005). Various types of neural networks have an internal memory structures that can store information about past variables. Time-lagged feed-forward networks (TLFNs) and recurrent neural networks (RNNs) are the two major groups of dynamic neural networks that are commonly used in time series analysis (Coulibaly et al., 2001; Dibike and Coulibaly, 2006). A TLFN simply replaces the neurons in the input layer of a Multi-layer perception (MLP) with a memory structure. It is less complex than the RNNs and has similar capability for processing temporal patterns (Dibike et al., 1999). TLFN is an efficient method for downscaling both daily precipitation as well as daily maximum and minimum temperature series (Coulibaly et al., 2005). The Nonlinear Auto-Regressive Networks with exogenous inputs (NARX) model is a dynamic network that has been widely used for time series prediction (Dhussa et al., 2014). It can learn the behavior of a system in an effective way. It also converges much faster and generalizes better than other networks (Lin et al., 1996; Çoruh et al., 2014). It has been demonstrated that NARX is capable of capturing the dynamics of nonlinear complex systems (Diaconescu, 2008; Chan et al., 2015). Moreover, NARX performs favorably on long-term dependencies (Rahimi et al., 2018). Thus, NARX is particularly useful for time series modeling.

Considering that neural networks perform well at grasping the nonlinear relationships between predictors and predictands, MLP, TLFN, and NARX models will be applied to simulate daily mean near-surface temperature and generate predictions basing on multiple RCMs. The goal of this study is to develop, validate and evaluate the performance of neural networks for daily mean near-surface prediction with multiple RCMs in the province of Ontario, Canada. This entails the following: (1) collecting North American Coordinated Regional Downscaling Experiment (NA-CORDEX) data to provide inputs for the proposed neural network based models; (2) developing MLP, TLFN, and NARX models to generate daily mean near-surface temperature; (3) evaluating the performance of MLP, TLFN and NARX using a case study of the Big Trout Lake station in Ontario, Canada.

2. Methodology

2.1. Multi-layer Perceptron (MLP)

MLP is a widely-used ANN model which usually consists of an input layer, one or more hidden layers, and an output layer (Figure 1). Each layer includes some neurons (Jiang et al., 2018). The numbers of neurons in the input and output layers are determined by the numbers of elements in the external input array and output array of the network, respectively (Osman and Abdellatif, 2016). The number of neurons in the hidden layers are determined by the trial and error (Hammerstorm, 1993) for the best performing model. Different layers are connected with weights and biases. The connections between the layers allow information flow forward towards the output layer. The neuron network first computes the weighted sum of the inputs, z, and feeds z into the neurons in the hidden layer (Equation (1)). A nonlinear activation function $f(\cdot)$, is applied to $z$ to get the output $a$ of the neuron (Equation (2)). The network repeats the same process to the hidden layer (Equations (3) and (4)). Rectified linear unit (ReLU), conventional sigmoid function, hyperbolic tangent function, and logistic function are examples of commonly used activation functions. The ultimate goal of training a MLP is to minimize the cost function (Equation (5)), which measures the errors between observations and predictions for training data. A back-propagation algorithm is used to find the minimum cost function using the chain rule of differentiation to calculate the partial derivative or gradient of the cost corresponding to the weights (Zhang et al., 2018). Back-propagation calculates the error-derivative for the weight of each neuron to minimize the cost function:

$$z_j = \sum_i w_{ji}x_i + b_j$$

(1)

$$a_j = f(z_j)$$

(2)

$$z_k = \sum_j w_{kj}a_j + b_k$$

(3)

$$y_k = f(z_k)$$

(4)

$$C_k = \frac{1}{2}(y_k - t_k)^2$$

(5)

$$\frac{\partial C}{\partial z_k} = \frac{\partial C}{\partial y_k} \cdot \frac{\partial y_k}{\partial z_k}$$

(6)

$$\frac{\partial C}{\partial y_k} = y_k - t_k$$

(7)

where $x_i$ is the $i^{th}$ input, $a_j$ is the output of the $j^{th}$ neuron; $w_{ji}$ and $w_{kj}$ represent the weight of $j^{th}$ neuron in the hidden layer and $k^{th}$ neuron in the output layer, respectively; and $b$ is the bias. $C$ refers to the cost of the cost function, $y_k$ is the predicted output and $t_k$ is the observed true value. The error-derivative for the weight $w_{jk}$ on the connection from unit $k$ is $a_j(\partial C)/(\partial z_k)$. The error-derivative for the weight $w_{ij}$ on the connection from unit $j$ is $x_i(\partial C)/(\partial z_j)$ (Equation (6)) (LeCun et al., 2015). Equation (7) shows the partial derivative of the cost function corresponding and activation function.

2.2. Time-lagged Feed-Forward Neural Network (TLFN)

TLFN is formulated based on MLP and replaces the neurons in the input layer with a memory structure, which is sometimes called a tap delay-line, as shown in Figure 2 (Coulibaly et al., 2005). TLFN uses delay-line processing elements (PEs) by holding past samples of the input signal. The output $y(n)$ of TLFN with one hidden layer is shown as Equation (8) (Coulibaly, 2004):
\[ y(n) = f_1(\sum_{j=1}^{m} w_{j} y_{j}(n) + b_{0}) \]
\[ = f_1(\sum_{j=1}^{m} w_{j} f_2(\sum_{i=0}^{k} w_{ji} x(n-i) + b_{j}) + b_{0}) \]  \hspace{1cm} (8)

where \( m \) is the size of the hidden layer, \( n \) is the time step, \( w_{j} \) is the weight vector for the connection between the output layer and the hidden layer, and \( w_{ji} \) is the weight matrix for the connection between the hidden layer and the input layer. \( f_1 \) and \( f_2 \) are the active functions at the output layer and hidden layer, respectively. \( b_{0} \) and \( b_{j} \) are the bias terms. The input pattern \( x(n) \) has multiple inputs of size \( p \) (Equation (9)) and \( X(n) \) is the combined input at time step \( n \), whose delay line with memory depth \( k \) (Equation (10)). \( x(n-1) \) is obtained by delaying \( x(n) \) by one sample:

\[ x(n) = (x_1(n), x_2(n), ..., x_p(n)) \]  \hspace{1cm} (9)

\[ X(n) = [x(n), x(n-1), ..., x(n-k+1)] \]  \hspace{1cm} (10)

where \( x_i \) and \( y_i \) represent the input and output of the network at time \( t \), and \( f(.) \) is a nonlinear function, which can be approximated by a standard MLP network. \( dx \) and \( dy \) are the time lags for the input and output series (Lin et al., 1998).

\[ y_t = f(y_{t-1}, ..., y_{t-dy}; x_t, x_{t-1}, ..., x_{t-dx}) \]  \hspace{1cm} (11)

2.3. Nonlinear Auto-Regressive Networks with Exogenous Inputs (NARX)

Networks that use feedback connections, enabling information flow laterally or backwards within the network, are called RNNs. NARX is a special type of RNN that creates a relationship between the current value of a time series and the predicted past values of the exogenous series, and the outputs are fed back to the input by a delay line (Haykin, 1998). As shown in Figure 3, the structure of the NARX model is similar to the traditional multi-layered perceptron (MLP) model. The NARX model can be expressed as in Equation (11) (Lin et al., 1996):

3. Study Area and Data Collection

Big Trout Lake in Northern Ontario, Canada was chosen...
to test the performance of the proposed methods. According to Canada’s Changing Climate Report 2019 (Bush et al., 2019), Northern Canada has warmed and will continue to warm at even more than double the global rate. Between 1948 and 2016, the observed changes (°C) in annual temperature in Northern Ontario were higher than in Southern. The Big Trout Lake station (53.83° N, 89.87° W) is located in the far northwestern region of Ontario and south of Hudson Bay. It is classified as having a subarctic climate, which includes year-round precipitation, short and cool summers, and long and cold dry winters (Tam et al., 2018), resulting in high annual variation in temperature. The average temperature and yearly precipitation of Big Trout Lake are -2.7 °C and 609.1 mm. The average monthly temperature ranges from -23.7 to 16.2 °C. The minimum and maximum recorded temperature of the Big Trout Lake station were -47.8 °C (January 1951) and 35.6 °C (July 1955). The highest historical daily precipitation occurred in August 1955, reaching 84.1 mm. Considering the region’s high variation in temperature and climate sensitivity, the Big Trout Lake station was chosen for evaluating the performance of neural networks methods.

The study used daily mean temperature simulation data obtained from six RCMs and observation data of the Big Trout Lake station from 1979 to 1989. The six RCMs are each driven by different GCM models. They are 1) CanRCM4, CRCM5, and RCA4 driven by CanESM2; 2)HIRHAM5 and RCA4 driven by EC-EARTH. 3) CRCM5 driven by MPI-ESM-LR. The grid resolution for each RCM is 0.44° × 0.44°. The simulated daily mean temperature data were downloaded from NA-CORDEX archive (Mearns et al., 2017), a branch of the International CORDEX Initiative (Giorgi et al., 2009; Lucas-Fichet et al., 2012). The observed temperature data of the Big Trout Lake were down-loaded from the Digital Archive of Canadian Climatological Data provided by Environment and Climate Change Canada (ECCC).

4. Neural Network Design and Training

The neural network models in this study were developed with net functions in MATLAB (version R2014b). The Levenberg-Marquardt backpropagation algorithm was applied for training the models, as it is one of the fastest back-propagation algorithms for feedforward networks (Hagan and Menhaj, 1994; Lee et al., 2016).

Inputs to the neural networks were the simulated daily mean temperature of six RCMs while the output was daily mean near-surface temperature observed at the Big Trout Lake station. RCM outputs at the closest grid point to the Big Trout Lake station (53.76° N, 89.84° W) were used as inputs for the prediction models. The first 70% of the dataset (January 1979 ~ September 1986) were used for training the models. Then, the following 15% of the dataset (September 1986 ~ May 1988) were used to validate those models, which verified the applicability of the model. The last 15% of the dataset (May 1988 ~ December 1989) were used for testing, which assessed the generalization ability of the model. The different parameters of each model were adjusted during calibration to obtain the best statistical agreement between observed and simulated mean temperature and were assessed using mean square error (MSE).

The structure of the networks used in the study consisted of one input layer, one output layer, and one hidden layer. MLP was trained with the number of neurons ranging from 5 to 20 and the MLP with 12 neurons was selected as it generated the best performing network. Both TLFN and NARX were trained with lag time (time delay) ranging from 1 to 3 days and the number of neurons ranging from 5 to 20. The TLFN model with 5 neurons and a time lag of 3 days and NARX with 15 neurons and a time lag of 3 days were selected as they generated the best performing network.

Performance of three neural network models was evaluated by comparing predicted results with observed temperature values. Statistical criterions, such as root mean square error (RMSE) and coefficient of determination ($R^2$), were used for performance evaluation.

5. Results and Discussion

5.1. Neural Networks Performance

5.1.1. MLP Performance

The time-series plot and the scatter plot of the observation and prediction of daily mean temperature obtained by MLP are shown in Figures 4 and 5, respectively. The time-series plot shows that MLP could predict the seasonal pattern of daily mean near-surface temperature. RMSE and $R^2$ of testing were 6.537 °C and 0.843, respectively. The small RMSE and high $R^2$ values indicate that MLP performed well and could predict mean near-surface temperature with relatively high accuracy.

In addition, while the observed temperature of all datasets varied from -38.9 to 26.1 °C, MLP could generate predictions ranging from -25.6 to 17.5 °C. For observations ranging from -30 to -16 °C, MLP tended to give prediction values of around -20 °C. For observations ranging from 12 to 26.1 °C, MLP generated prediction ranging from 10 to 17 °C, which implies that MLP could not capture the extreme values precisely. This may be due to the tendency of neural networks sacrificing variance to gain high RMSE.

![Figure 4. Time series plot of observed and predicted daily near-surface temperature values obtained by MLP with 12 neurons.](image-url)
Figure 5. Scatter plots of observed and predicted daily near-surface temperature values obtained by MLP with 12 neurons.

Table 1. Comparison of Performance between RCMs and Neural Networks

| GCM          | RCM      | RMSE (°C) | R²     | RMSE (°C) | R²     | RMSE (°C) | R²     |
|--------------|----------|-----------|--------|-----------|--------|-----------|--------|
| CanESM2      | CRCM5    | 8.682     | 0.717  | 8.661     | 0.728  | 8.861     | 0.638  |
| CanRCM4      | RC4A4    | 9.029     | 0.690  | 9.008     | 0.653  | 9.239     | 0.617  |
| EC-EARTH     | HIRHAM5  | 8.349     | 0.695  | 8.547     | 0.659  | 8.411     | 0.722  |
| RCA4         |          | 9.304     | 0.677  | 8.676     | 0.565  | 10.475    | 0.707  |
| MPI-ESM-LR   | CRCM5    | 8.321     | 0.705  | 8.253     | 0.612  | 9.406     | 0.732  |
| Neural Networks | MLP     | 6.282     | 0.829  | 6.998     | 0.753  | 6.221     | 0.843  |
|              | TLFN     | 6.244     | 0.832  | 6.797     | 0.766  | 5.966     | 0.854  |
|              | NARX     | 5.966     | 0.849  | 6.882     | 0.761  | 6.345     | 0.856  |

5.1.2. TLFN Performance

Figures 6 and 7 show the statistical performance and time series plot of TLFN with a time lag of 3 days and 5 neurons. TLFN had similar performance with MLP and had small improvement, with RMSE decreased to 6.363 °C and R² increased to 0.854. This indicates that TLFN is an efficient model for capturing the changing pattern and predicting daily mean near-surface temperature. Compared with the MLP model, TLFN generated predictions scattered more closely with observations and had a smaller range of temperature prediction from -23.9 to 16.5 °C. For observations ranging from -30 to -20 °C, the over-estimated prediction errors of TLFN were smaller than that of MLP and TLFN. However, the accuracy of TLFN for prediction extreme temperature values was similar to MLP and TLFN.

![Figure 6. Time series plot of observed and predicted daily near-surface temperature values obtained by TLFN with 5 neurons and a time lag of 3 days.](image)

5.1.3. NARX Performance

Figures 8 and 9 show that NARX performs well at generating mean temperature prediction and could accurately predict the changes of daily mean near-surface temperature with a low RMSE of 6.345 °C and high R² of 0.856. This suggests that NARX performs the most effectively among the three in predicting daily mean near-surface temperature. The prediction range generated by NARX was from -25.4 to 15.7 °C; the maximum value was lower than the predictions generated by MLP and TLFN. From the scatter plot of observed and predicted temperatures shown in Figure 9, the points are scattered more densely along the diagonal line than MLP and TLFN, indicating that the error of prediction and observation values were smaller than that of MLP and TLFN. However, the accuracy of NARX for prediction extreme temperature values was similar to MLP and TLFN.
5.2. Comparison between RCMs and Neural Networks

Table 1 shows the statistical performance of six RCMs and 3 neural network models for training, validation, and testing. The RMSE of six models ranged from 8.253 to 9.239 °C and the R² ranged from 0.691 to 0.732. Among the six models, CRCM5 derived by MPI-ESM-LR performed the best while CanRCM4 derived by CanESM2 had the lowest R² and the highest RMSE. Neural network based models outperformed each individual RCM model, with RMSE decreased by approximately 2 °C and R² increased from 0.7 to 0.85.

Figure 10 shows the time series plot of six RCMs and neural networks of winter (January and February) and summer (July and August) 1989 predictions. The observation values fall within the range of the RCMs, while the neural networks tended to predict temperatures of -20 and 15 °C for winter and summer, respectively, with very little variance and fluctuation. For winter, three RCMs driven by Can-ESM2 predicted relatively well with observations aligning closely to the RCMs predicted values. RCA4 driven by EC-EARTH performed the worst which tended to overestimate the low temperature and underestimate the high temperature in winter. CRCM5 driven by MPI-ESM-LR performed well with low error in winter. All RCMs performed better in the summer months than in the winter months, with observation values falling between the maximum and minimum prediction of 6 RCMs. However, the changing pattern of neural network based models was smoother than RCMs with small fluctuation. As neural network based models generate predictions with smooth variation pattern, they tend to have smaller RMSE and higher R² than RCMs.

5.3. Comparison of Performance between MLP, TLFN, and NARX

The RMSE for all three methods ranged from 6.345 to 6.537 °C and R² were above 0.84, indicating that the three neural networks could provide reliable temperature forecasts for Big Trout Lake. The nonlinear transfer function associated with each hidden and output node allows ANNs to approximate highly non-linear relationships without a prior assumption, which leads to relatively high accuracy in prediction.

In terms of the structure of neural networks, TLFN and NARX were built based on the structure of MLP. These two methods incorporate antecedent predictor values as input to improve forecasting. Although all three methods had similar performance with no significant differences in terms of RMSE and R², TLFN and NARX had a smaller error in prediction than MLP. Thus, incorporating antecedent predictor values as input would slightly improve the performance of the neural network. When compared with TLFN, NARX not only incorporates previous RCM data into the network but also considers previously predicted values. However, the time required to train the NARX model and generate predictions was much longer than that of TLFN. As TLFN has similar capability to process and predict temporal patterns as RNN while having a less complex structure being less computationally demanding, TLFN is recommended for the prediction of temperature values in areas where the climate is similar to the study area. This finding is consistent with the results from previous studies on using neural networks for temperature predictions (Coulibaly et al., 2001; Coulibaly et al., 2005).
Figure 9. Scatter plot of observed and predicted daily near-surface temperature values obtained by NARX with 15 neurons and a time lag of 3 days.

Figure 10. Time series plot of 6 RCMs and neural networks of (a ~ c) winter and (d ~ f) summer in 1989.
6. Conclusions

The study investigated the applicability of three neural networks (MLP, TLFN, and NARX) for daily mean near-surface temperature prediction using NA-CORDEX simulation output. A case study of Big Trout Lake in Ontario, Canada was carried out to demonstrate the applicability and performance of the three models. Daily mean temperatures simulated by six RCMs from 1979 to 1989 were applied for training, validation, and testing. The temperature values predicted by MLP, TLFN, and NARX were compared with the observations from the Big Trout Lake monitoring station. The performance of neural network models was compared with six individual RCMs.

The results show that MLP, TLFN, and NARX are effective methods for predicting daily mean temperature. Based on the RMSE and $R^2$, all three methods had similar performance, with RMSE ranging from 6.345 to 6.537 °C and $R^2$ above 0.84. It is worth mentioning that the differences in prediction performance among these three models were not significant in terms of RMSE and $R^2$. Neural-network based temperature prediction models outperformed individual RCM, with RMSE decreased by about 2 °C and $R^2$ increased from 0.7 to 0.85. Neural network models generated smoother predictions with less fluctuation than RCMs. It was also found that MLP, TLFN, and NARX could not capture ‘extreme’ values below -20 °C accurately. Those values appeared during a similar time period each year (i.e., winter). Thus, further work could be done to develop prediction models for a seasonal time period which have different temperature range.
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