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Abstract

We consider SDEs driven by two different sources of additive noise, which we refer to as intrinsic and common. We establish almost sure existence and uniqueness of pullback attractors with respect to realisations of the common noise only. These common noise pullback attractors are smooth probability densities that depend only on (the past of) a common noise realisation and to which the pullback evolution of a corresponding stochastic Fokker-Planck equation converges. Common noise pullback attractors have a natural motivation in the context of particle systems with intrinsic and common noise, describing the distribution of the system conditioned on (the past of) a common noise realisation.
1 Introduction and summary of the main results

1.1 Motivation

In the theory of dynamical systems, broadly speaking, two dominant points of view may be distinguished: the topological point of view (understanding of the dynamics at the level of (typical) individual trajectories) and the probabilistic point of view (understanding of the dynamics at the level of average statistical properties, e.g. through Ergodic Theory) [34]. Dynamical systems in the presence of noise (such as stochastic dynamical systems defined by SDEs) are predominantly approached from the latter point of view, with powerful analytical techniques from stochastic analysis and Markov processes [40]. The alternative *random dynamical systems* approach considers dynamical systems with noise as skew-product systems,
where noise drives an otherwise deterministic dynamical system and the noise driving process admits a pathwise and probabilistic (in terms of ergodic theory) description. The latter allows a blend of the traditional topological and probabilistic approaches to achieve probabilistic results about the behaviour of trajectories of the (non-autonomous) noise-driven system. For instance, Arnold and co-workers [2] have established the existence of random generalisations of attractors, as well as stable, unstable and centre manifolds.

In this paper we develop a random dynamical systems point of view for SDEs with two distinguished sources of noise, which we refer to as intrinsic and common in view of the motivating example of a system with identical non-interacting particles (or agents) that are subject to intrinsic noise at the level of each particle and a common noise that is equal to all. Such settings naturally arise in a broad range of applications, for instance in genetics [19, 23, 35, 36], neuroscience [14, 38], epidemics [32], pattern formation [44] and financial mathematics [31].

The aim of this paper is to study a stochastic dynamical system with intrinsic and common noise, conditioned on the past of the common noise realisation. In the context of the motivating particle system, this yields a description of the probability distribution of the particle system, the evolution of which is described by a stochastic Fokker-Planck equation, subject to the past of the realisation of the common noise. We establish the existence and uniqueness of a corresponding common noise pullback attractor for a specific class of SDEs where the intrinsic and common noises are additive Brownian motions. Our approach is not limited to this special class, but the main aim of this paper is to develop the concept of common noise pullback attractors in this specific transparent setting.

Common noise pullback attractors facilitate the study of time-averaged properties of the distribution describing the particle system, through the application of ergodic theory, cf. equation (1.5) in Section 1.2 for example observing the variance of the distribution as a measure of synchronisation. Synchronisation is a widely studied dynamical phenomenon in complex systems with ramifications in a wide range of applications [43]. In addition, from a modelling perspective, our point of view is natural where the intrinsic noise is inherently or practically not observable, while the common noise can in principle be observed. Examples include the sentiment of traders in markets and voters under the influence of mass media, where the latter can be treated as a stochastic process or as a deterministic signal, leading to the consideration of dynamics with common noise or more general non-autonomous dynamics. In fact, the random dynamical systems approach taken in this paper in principle allows us to address both settings at the same time.

The notion of pullback attractors is well-established in non-autonomous and random dynamical systems, see for instance [2, 36] and [3, 13, 17, 29, 39, 50, 51] in the context of SPDEs. The analysis of pullback attractors in applications of complex nonlinear systems is gaining popularity in recent years, for instance in the context of climate science and turbulence [20, 30]. This paper is a further contribution in this direction.

---

1Bressloff calls this the population or SPDE perspective, in contrast with the particle perspective, where one averages over both the intrinsic and common noise [12].
1.2 Common noise pullback attractor

We consider SDEs in $\mathbb{R}^d$ of the form

$$dx(t) = -\nabla V(x(t))dt + \sigma dW(t) + \eta dB(t), \quad (1.1)$$

where $V$ represents a smooth potential, $\sigma, \eta$ are positive definite matrices, $W$ is a Brownian motion and $B$ represents another source of noise, such as another Brownian motion or related process.

We refer to $W$ as intrinsic and $B$ as common noise, motivated by the setting of a system of identical particles with states $x_i \in \mathbb{R}^d$, $i \in \{1, \ldots, N\}$, each subject to an intrinsic noise $W_i$ and an identical common noise $B$

$$dx_i(t) = -\nabla V(x_i(t))dt + \sigma dW_i(t) + \eta dB(t). \quad (1.2)$$

In the limit of large $N$, the evolution of this particle system is described by the evolution of a measure on $\mathbb{R}^d$. This measure has a Lebesgue density $p$ whose evolution is governed by the stochastic Fokker-Planck equation

$$dp = \left[ \Delta V(x)p + \nabla V(x)\frac{\partial p}{\partial x} + \frac{1}{2} \sigma^2 \frac{\partial^2 p}{\partial x^2} \right] dt - \eta \frac{\partial p}{\partial x} \circ dB(t), \quad (1.3)$$

where, as usual, $\circ$ refers to the Stratonovich convention of stochastic integration.

Similar equations have been derived earlier by Giles and Reisinger [31] in the context of pricing baskets of financial derivatives, Bressloff [12] in the context of neuronal dynamics, Bain and Crisan [4] in the context of stochastic filtering and Carmona and Delarue [14] in the context of mean field games.

We aim to employ (1.3), like Bressloff [12], to study the evolution of population densities as a function of the common noise. Thereto, we approach the stochastic Fokker-Planck equation (1.3) from a random dynamical systems point of view, considering the non-autonomous evolution of the density $p$ as a function of the realisation $\beta$ of the common noise $B$. In Section 2 and in particular Theorem 2.2, we provide a detailed discussion on the existence, uniqueness and regularity of solutions to the initial value problem of (1.3) as a deterministic non-autonomous PDE, for a sufficiently regular common noise realisation. It is shown that the flow evolves initial conditions in $L^1$ to the Schwartz space of smooth rapidly decaying Lebesgue densities. In Section 4, we establish that the SPDE (1.3) is a random dynamical system in the sense that it admits a description in skew-product form with ergodic base dynamics generating the common noise $B(t)$, see Lemma 4.1.

Traditionally, dynamical systems theory focuses mostly on the long-term behaviour of solutions. In the non-autonomous setting, as it is rare to have convergence in forward time (since the equations of motion vary with time), it is natural to consider the asymptotic behaviour of pullback dynamics instead, which has better prospects of convergence and reveals important aspects of the dynamics. Let $\Phi(t, \beta)$ represent the time-$t$ flow of (1.3) with common noise realisation $\beta$. Instead of studying the behaviour of initial conditions

\footnote{Often, (1.3) is written in Itô form, resulting in an additional term $\eta^2$ added to $\sigma^2$ in the diffusion term.}
with fixed noise realisation in the limit $t \to \infty$, pullback dynamics considers the behaviour of initial conditions of this flow, fixing the end-time, say at $t = 0$, in the limit of the starting time $\tau \to -\infty$. A pullback attractor describes the state of the system, conditioned on the past of the time-dependent input (noise realisation). In the context of particle dynamics with intrinsic and common noise, the objective is to describe the distribution of the particle system with intrinsic noise, subject to the past realisation of the common noise.

Under a natural assumption on the potential $V$ that guarantees the existence of a unique stationary density for (1.1) in the absence of common noise, the main result of this paper is that the stochastic Fokker-Planck equation (1.3) has a unique pullback attractor that is a random equilibrium, i.e. for almost all common noise realisations $\beta$, the limit

$$p_\beta := \lim_{\tau \to -\infty} \mathcal{W} (\tau, \theta_{-\tau} \beta) p$$

(1.4)

exists in the Schwartz space and is independent of the initial probability density $p \in L^1$, see Theorem 4.2. This result relies on the fact, obtained in Section 3, that for almost every noise realisation the non-autonomous evolution is a contraction. Moreover, the convergence is uniform in the common noise realisation. We refer to $p_\beta$ as the common noise pullback attractor of the SDE (1.1). It turns out that $p_\beta$ is the density of the measure obtained by averaging, for a fixed common noise realisation $\beta$, the canonical $(\omega, \beta)$-dependent pullback measures of SDE (1.1) over all intrinsic noise relations $\omega$, cf. Proposition 4.4.

From a random dynamical systems point of view, $p_\beta$ in (1.4) is called a globally attracting random equilibrium of the stochastic Fokker-Planck equation (1.3). This is the simplest type of attractor one may encounter in a random dynamical system. In general, random (pullback) attractors may display more complicated behaviour, cf. [17].

Finally, by virtue of ergodicity we find (in Proposition 4.5) that if $g$ is a continuous observable on the relevant solution space of densities for (1.3), $\mathbb{P}_B$-almost surely,

$$\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau g(\Phi(\tau, \theta_{-\tau} \beta) p) dt = \mathbb{E}^{\mathbb{P}_B}[g(p_{\cdot})],$$

(1.5)

with $\mathbb{E}^{\mathbb{P}_B}$ denoting the expectation with respect to the probability measure $\mathbb{P}_B$ of the common noise. For special types of observables, the expectation (1.5) is related to an expectation with respect to the stationary measure $\rho$ of the SDE (1.1). In particular, when the observable $g$ is a $p_\beta$-expectation of a continuous observable $h : \mathbb{R}^d \to \mathbb{R}$, i.e. $g(p_\beta) = \int_{\mathbb{R}^d} h(x)p_\beta(x) dx$, then

$$\mathbb{E}^{\mathbb{P}_B}[g(p_{\cdot})] := \int_{\Omega_B} g(p_\beta) \mathbb{P}_B(d\beta) = \int_{\Omega_B} \int_{\mathbb{R}^d} h(x)p_\beta(x) dx \mathbb{P}_B(d\beta)$$

(1.6)

$$= \int_{\mathbb{R}^d} h(x) \int_{\Omega_B} p_\beta(x) \mathbb{P}_B(d\beta) dx = \int_{\mathbb{R}^d} h(x) \rho(dx) =: \mathbb{E}^{\rho}[h]$$

However, in general the expectation (1.5) is not expressible in terms of the stationary measure $\rho$ of (1.1). For instance, the variance

$$\text{Var}(p_\beta) := \mathbb{E}^{\rho_\beta}[x^2] - (\mathbb{E}^{\rho_\beta}[x])^2$$

which is an indicator of synchronisation (of the particle system), is an observable whose $\mathbb{P}_B$-expectation cannot be deduced from $\rho$, cf. the examples discussed in Section 1.3.
1.3 Examples

1.3.1 Ornstein-Uhlenbeck process with intrinsic and common noise

Our results are well-illustrated in the elementary example of an Ornstein-Uhlenbeck process with intrinsic and common noise

\[ dx(t) = -ax(t)dt + \sigma dW(t) + \eta dB(t), \]  

(1.7)

with \( x \in \mathbb{R}, a > 0 \) and \( W \) and \( B \) are independent Brownian motions.\(^3\) Due to the linearity of (1.7) the solution of (1.3) with initial condition \( \delta_x(s) \) and common noise realisation \( \beta \) can be explicitly calculated (for all \( t > s \)) to have the form

\[
p(x, t) = \frac{a}{\sqrt{\pi \sigma^2 (1 - e^{-2a(t-s)})}} \exp \left( -\frac{a}{\sigma^2 (1 - e^{-2a(t-s)})} (x - m_\beta(t, s))^2 \right),
\]

where

\[
m_\beta(t, s) := x(s)e^{-a(t-s)} + \eta \int_s^t e^{-a(t-u)}d\beta(u),
\]

and the latter integral is \( \mathbb{P}_B \)-almost surely finite. Indeed, by Theorem 4.2, the unique common noise pullback attractor of (1.7) is independent of the initial condition (in \( L^1 \), cf. Section 2) and thus equals \( \mathbb{P}_B \)-almost surely the normal distribution

\[
p_\beta(x) = \lim_{s \to -\infty} p(x, 0) = \frac{a}{\sqrt{\pi \sigma^2}} \exp \left( -\frac{a}{\sigma^2} \left( x - \eta \int_{-\infty}^0 e^{au}d\beta(u) \right)^2 \right).
\]

(1.8)

This example illustrates how the exact synchronisation of solutions of (1.7) in the absence of intrinsic noise (\( \sigma = 0 \)) turns into an approximate synchronisation of the corresponding particle system in the presence of small intrinsic noise (\( \sigma \ll 1 \), characterized by small \( \text{Var}(p_\beta) \)). Namely, in the absence of intrinsic noise, \( \mathbb{P}_B \)-almost surely all pairs of initial conditions \( x, y \in \mathbb{R}^d \) pathwise converge, i.e. \( x_\beta(t), y_\beta(t) \) of (1.7) with noise realisation \( \beta \) satisfy \( \lim_{t \to \infty} |x_\beta(t) - y_\beta(t)| = 0 \) \(^4\), while in the presence of intrinsic noise the distribution converges to a normal distribution with variance \( \text{Var}(p_\beta) = \frac{\sigma^2}{2a} \). The location of this normal distribution depends on (the past of) the common noise realisation \( \beta \), i.e. the mean \( m_\beta) = m_\beta(0, -\infty) \) and is independent of the intrinsic noise strength \( \sigma \). In view of (1.5), this implies

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \text{Var}(\Phi(\tau, \beta)p)dt = \frac{\sigma^2}{2a} \quad \text{and} \quad \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau m(\Phi(\tau, \beta)p)dt = \mathbb{E}(x) = 0,
\]

where \( \rho \) denotes the stationary measure of (1.7).

We contrast the average of the observed variance along trajectories of (1.3) with the fact that the stationary density \( p_\rho \) of (1.7), \( p_\rho(x) = \int p_\beta(x)\mathbb{P}(d\beta) \), has a different variance. In particular,

\[
p_\rho(x) = \sqrt{\frac{a}{\pi \sigma^2 \eta^2}} \exp \left( -\frac{a}{(\eta^2 + \sigma^2)} x^2 \right)
\]

\(^3\)Most of the results here do not require \( B \) to be a Brownian motion, cf. also footnote \(^9\).

\(^4\)For details, see Appendix D.
is a normal distribution with mean 0 and variance $\frac{\sigma^2 + \eta^2}{2a}$. Indeed, synchronisation of the particle system corresponds to localisation of the pullback measure, rather than to localisation of the stationary measure. If $\sigma$ is small and $\eta$ is large, the particle distribution is asymptotically strongly localized, while the stationary distribution is not.

We note that the Ornstein-Uhlenbeck example (1.7) is very special, in particular the fact that the shape of the density $p_\beta$ does not depend on the noise realisation $\beta$. This is a consequence of the linearity of this example, which also yields it exactly solvable.

### 1.3.2 Bi-stable dynamics with intrinsic and common noise

We next consider the less degenerate, nonlinear, example of (1.1) with $x \in \mathbb{R}$ and $V(x) = \frac{1}{4}x^4 - \frac{a^2}{2}x^2$ is a double-well potential

$$dx(t) = x(t)(a - x(t)^2)dt + \sigma dW(t) + \eta dB(t), \quad (1.9)$$

with $a > 0$ and $\sigma, \eta$ constants as above and . $W(t)$, $B(t)$ are Brownian motions. In this case, the stationary probability density of the SDE (1.9) admits the explicit expression

$$p_\rho(x) = \frac{1}{N} \exp \left( -\frac{2}{\sigma^2 + \eta^2} \left( \frac{x^4}{4} - ax^2 \right) \right), \quad (1.10)$$

where $N := \int \exp \left( -\frac{2}{\sigma^2 + \eta^2} \left( \frac{x^4}{4} - ax^2 \right) \right) dx$ is a normalization constant

An important difference with (1.7) is that (1.9) is nonlinear. To our best knowledge, in this case, the common noise pullback attractor $p_\beta$ of (1.9) does not admit a comprehensive analytical expression, but it can be approximated numerically (for instance, by means of Monte Carlo methods, cf. [35]). In Figure 1 some numerically obtained examples of densities for common noise pullback attractors are presented, illustrating how the stationary density (depicted in the background in grey) may differ substantially from the densities of individual pullback attractors $p_\beta$ which depend on the common noise realisation $\beta$. This figure illustrates some of the limitations in dynamical information that a stationary measure of a stochastic dynamical system provides.

There are various important questions concerning common noise pullback attractors that we have not addressed here, but which deserve further attention. For instance, it would be of interest to determine the support of the stationary measure of (1.3), i.e. the range of possible densities of common noise pullback attractors, in particular also as a function of system parameters. In the exactly solvable Ornstein-Uhlenbeck example of Section 1.3.1 the range consists of a one-parameter family of normal distributions, with identical variance depending on the strength of the intrinsic noise. In the double-well example of Section 1.3.2 Figure 1 suggests that the range is also limited but with a more complicated dependence on system parameters.
Figure 1: Densities of common noise pullback attractors $p_\beta$ of the SDE with double well potential with intrinsic and common additive noise (1.9), with $a = 1, \sigma^2 + \eta^2 = 1$ and (a) $\sigma \ll \eta = 0.99$, (b) $\sigma = \eta = \frac{1}{2}\sqrt{2}$ and (c) $\sigma \gg \eta = 0.15$. Pullback attractors for different common noise realisations $\beta$ are represented by graphs with different colors. The stationary density $p_\rho$ (1.10) of the SDE (1.9), plotted in grey in the background, is identical in all three cases. Different scales on the $p_\beta$-axis have been chosen so as to achieve similar resolutions in the graphs of the densities of the common noise pullback attractors. When common noise dominates intrinsic noise, $\sigma \ll \eta$ (a), one predominantly observes localized pullback attractors, corresponding to approximate synchronisation. When intrinsic noise dominates common noise, $\sigma \gg \eta$ (c), the densities of the common noise pullback attractors tend to be less localized and relatively close to the stationary density. To obtain an objective quantification of the degree of synchronisation, we have numerically approximated the time-averaged variance of (particle) distributions, as $E^\beta [\text{Var}(p)]$ by virtue of (1.5), yielding the values (a) 0.04, (b) 0.53 and (c) 0.90 (the latter being close to $\text{Var}(p_\rho)$), in accordance with the perceived degrees of localisation in the density graphs.
2 The non-autonomous Fokker Planck equation and its initial value problem

In this section we consider the derivation and analysis of equation (1.3), as a non-autonomous Fokker-Planck equation. This forms the basis of our discussion of (1.3) in Section 4 in the stochastic setting, as a random dynamical system.

In Section 2.1, we discuss the derivation of the non-autonomous Fokker-Planck equation (1.3) from two points of view: as the Fokker-Planck equation for a non-autonomous SDE and from a particle system approximation, which motivates the choice of terminology common noise. In Section 2.2 we establish the existence and uniqueness of the solution for the non-autonomous Fokker-Planck equation (1.3) within a suitable setting and discuss how this solution smoothens when \( t > 0 \), given an initial condition \( q_0 \in L^1(\mathbb{R}^d) \) at \( t = 0 \). The techniques employed are in principle deterministic and well-established, see e.g. [16, 25, 47], but as our specific non-autonomous setting is not normally addressed, we present a self-contained technical discussion in Appendix A. The choice of initial conditions in \( L^1(\mathbb{R}^d) \) rather than in \( L^2(\mathbb{R}^d) \), as is commonly found in the literature, is to cater for natural densities relevant to the particle system interpretation, such as Dirac’s delta, representing a system with all particles in the same initial state. It turns out that initial conditions in \( L^1(\mathbb{R}^d) \) evolve immediately into \( L^2(\mathbb{R}^d) \).

2.1 Derivation of the non-autonomous Fokker-Planck equation

2.1.1 The Fokker-Planck equation of the non-autonomous SDE

Let us consider (1.1) as a non-autonomous SDE where \( B(t) = \beta(t) \) is deterministic. We let \( \beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d) \), defined as the set of functions from \( \mathbb{R} \) to \( \mathbb{R}^d \) that are everywhere locally \( \alpha \)-Hölder continuous for any \( \alpha < \frac{1}{2} \). Writing \( y(t) := x(t) - \eta \beta(t) \), the SDE (1.1) can be written as

\[
dy(t) = -\nabla V(y(t) + \eta \beta(t))dt + \sigma dW(t).
\]

With \( U(y, t; \beta) := V(y(t) + \eta \beta(t)) \), we find

\[
\nabla U(y, t; \beta) = \nabla V(y + \eta \beta(t)), \quad \Delta U(y, t; \beta) = \Delta V(y + \eta \beta(t))
\]

where \( \nabla \) and \( \Delta \) denote the gradient and Laplacian with respect to the first argument. The Fokker-Planck equation describing the annealed evolution of Lebesgue probability densities \( q \) associated with the SDE (2.1) is given by

\[
\partial_t q = \nabla (\nabla U(y, t; \beta) q) + \frac{1}{2} \sigma^2 \Delta q.
\]

Transforming variables \( y \) back to \( x \) in (2.2), with densities \( p(x) := q(y) \), yields (1.3).

\[\text{[5]}\text{The choice of this regularity is motivated by the fact that pathwise realisations of the Brownian motion possess this regularity almost surely, see e.g. [33].}\]
2.1.2 The Fokker-Planck equation of the non-autonomous particle system

The Fokker-Planck equation (1.3) can also be motivated directly from a particle system point of view, following for instance [37]. Let us consider a system of particles $x_i$, $i = 1, \ldots, N$ satisfying (1.2)

$$dx_i(t) = -\nabla V(x_i(t))dt + \sigma dW_i(t) + \eta d\beta(t),$$

with $W_i$ independent Brownian motions representing the intrinsic noise and $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$ a deterministic common driving. Let $\varphi \in C_b^2(\mathbb{R}^d)$ be an observable which is a bounded function of compact support with bounded first and second derivative. Its evolution is given by

$$\varphi(x_i(t)) = \varphi(x_i(0)) + \int_0^t \left(-\nabla^T \varphi(x_i(s)) \nabla V(x_i(s)) + \frac{1}{2} \sigma^2 \Delta \varphi(x_i(s))\right) ds$$

$$+ \int_0^t \sigma \nabla^T \varphi(x_i(s)) dW_i(s) + \int_0^t \eta \nabla^T \varphi(x_i(s)) d\beta(s).$$

(2.3)

It is crucial to recognise that the stochastic integral with respect to the intrinsic noise $W_i$ represents a distribution, while the other integrals yield scalars. The empirical measure for a particle distribution may be defined, as usual, as

$$\nu(t) := \lim_{N \to +\infty} \frac{1}{N} \sum_{i=1}^N \delta_{x_i(t)},$$

where $\delta_x$ denotes the Dirac measure at $x$ and we consider convergence in the weak topology of the collection of all finite signed Borel probability measures on $\mathbb{R}^d$. Integrating both sides of (2.3) with respect to this empirical measure, denoting $\nu_t(\varphi) := \int \varphi d\nu_t$, yields the SPDE

$$\nu_t(\varphi) = \nu_0(\varphi) + \int_0^t \nu_s(A_1 \varphi) ds + \int_0^t \nu_s(A_2 \varphi) d\beta(s),$$

(2.4)

where $A_1, A_2$ are the differential operators

$$A_1 \varphi := \frac{1}{2} \sigma^2 \Delta \varphi - \nabla^T \varphi \nabla V$$

$$A_2 \varphi := \eta \nabla^T \varphi.$$

In particular, the term containing the stochastic integral vanishes, see [37, Proof of Theorem 3.1]. Following [4, Chapter 7.3], assuming that the empirical measure $\nu$ has a sufficiently smooth Lebesgue density $p(t)$, one may reformulate (2.4) as

$$\nu_t(\varphi) = \int_\mathbb{R} \varphi(x) p(t, x) dx$$

$$= \int_\mathbb{R} \varphi(x) \left(p(0, x) + \int_0^t A_1^* p(s, x) ds + \int_0^t A_2^* p(s, x) d\beta(s)\right) dx,$$

(2.5)

The Glivenko-Cantelli theorem [48] provides more detail on the convergence in the weak topology of the empirical measure. See Boissard and Le Gouic [10], for a discussion of the convergence of the empirical measure with respect to the Wasserstein distance.
where $A_1^*$, $A_2^*$ are given by

\[
\begin{align*}
A_1^* \psi &= \frac{1}{2} \sigma^2 \Delta \psi + \nabla (\nabla V \psi) = \frac{1}{2} \sigma^2 \Delta \psi + \Delta V \psi + \nabla \nabla V \\
A_2^* \psi &= -\eta \nabla^T \psi.
\end{align*}
\]

We thus obtain

\[
p(t, x) = p(0, x) + \int_0^t A_1^* p(s, x) ds + \int_0^t A_2^* p(s, x) d\beta(s),
\]

which is the integral form of [1,3].

### 2.2 The initial value problem: existence, uniqueness and regularity

We denote by $C^\infty_c(\mathbb{R}^d)$ the space of all smooth and compactly supported functions on $\mathbb{R}^d$ and

\[
\langle q, \varphi \rangle := \int_{\mathbb{R}^d} \varphi q dx.
\]

We further denote by $\mathcal{P}(\mathbb{R}^d)$ the space of all Borel probability measures on $\mathbb{R}^d$. Our notion of a weak solution is as follows:

**Definition 2.1 (Weak $L^1$-probability solution).** A function $q \in C([0, T]; L^1(\mathbb{R}^d); C^{1/2}(\mathbb{R}, \mathbb{R}^d))$ is a weak $L^1$-probability solution of the initial value problem for the non-autonomous Fokker-Planck equation (2.2) if $q$ solves this equation with initial condition $q_0 \in \mathcal{P}(\mathbb{R}^d)$ and $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$, such that $q(t) \in \mathcal{P}(\mathbb{R}^d)$ for all $t > 0$ and $\langle q(t), \varphi \rangle \to \langle q_0, \varphi \rangle$ as $t \to 0$ for all $\varphi \in C^\infty_c(\mathbb{R}^d)$.

Our main result establishes the existence and uniqueness of probability solutions of the $L^1$ initial value problem and the fact that such solutions are smooth and their derivatives of any order are rapidly decreasing after any finite time, i.e. they belong to the Schwartz space

\[
S := S(\mathbb{R}^d) := \left\{ f \in C^\infty(\mathbb{R}^d) : \forall n, m \in \mathbb{N}^d, \| f \|_{n, m} < \infty \right\},
\]

where $C^\infty(\mathbb{R}^d)$ denotes the space of infinitely differentiable functions on $\mathbb{R}^d$ and

\[
\| f \|_{n, m} := \sup_{x \in \mathbb{R}^d} |x^n (D^m f)(x)|.
\]

**Theorem 2.2 (Existence, uniqueness and regularity).** Let $q_0 \in \mathcal{P}(\mathbb{R}^d)$ and $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$. Let us assume the potential $U$ is $C^\infty$ in $x$ and satisfies the dissipation condition

\[
\nabla U(x, t; \beta) \cdot x \| x \|^2 \geq \frac{1}{2} \| x \|^6 - C|\beta|^6
\]

for some constant $C > 0$. Then, the non-autonomous Fokker-Planck equation (2.2) with initial condition $q(0) = q_0$ admits a unique weak probability solution $q(t) \in \mathcal{P}(\mathbb{R}^d)$ for all $t > 0$ which is everywhere locally $\alpha$-Hölder continuous in time for any $\alpha < \frac{1}{2}$, such that $q(\cdot, t; \beta) \in S$ for $t > 0$.

---

7Here we use the multi-index notation, as in Evans [26].
We defer the proof of this result to Appendix A.

It turns out that, $L^1$ solutions are not unique in general. In Appendix A, it is shown that uniqueness is ensured by a weighted integrability condition, expressing the fact that no mass can come from infinity, nor disappears through infinity, in finite time. It turns out (Lemma A.1) that this weighted integrability condition is equivalent to the conservation of mass, hence ensuring existence and uniqueness in the context of probability solutions. In view of the particle systems motivation of Section 2.1.2, this setting is natural as it concerns the conservation of particles.

Remark 2.3. Note that the dissipation condition (2.6) also ensures the existence of a unique stationary solution of (1.1). This condition is fulfilled, for example, in the case of the double well potential $-\nabla V(x) = x(a - \|x\|^2)$, cf. the example discussed in Section 1.3.2.

3 Contraction property of the non-autonomous Fokker-Planck equation

In this section we establish that the time-$t$ evolution operator $\Phi(t, \beta)$ of the non-autonomous Fokker-Planck equation (2.2) is a contraction for all $t > 0$ and $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$. Technical proofs are deferred to Appendix B.

In the autonomous setting ($\eta = 0$), if $V$ is strictly convex, $\Phi$ is known to be a contraction for all $t > 0$ if the metric on the solution space is chosen to be the usual Wasserstein distance $W^p$ for any $p \geq 1$. Moreover, strict convexity of $V$ is also a necessary condition. Under the milder assumption that the potential $V$ is strictly convex outside a given ball in $\mathbb{R}^d$, with is a less restrictive and more realistic condition, Eberle [22] established contractivity of the evolution (again in the autonomous setting) for an appropriately chosen Kantorovich-Rubinstein metric. In this section, we adapt the results from [22] for autonomous Fokker-Planck equations to the non-autonomous setting.

Let us consider again (1.1) as a non-autonomous SDE where $B(t) = \beta(t)$ at all times $t$ for some $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$,

$$dx(t) = -\nabla V(x(t))dt + \sigma dW(t) + \eta d\beta(t), \quad (3.1)$$

where $W$ is a $d$-dimensional Brownian motion, $\sigma, \eta \in \mathbb{R}^{d \times d}$ are constant matrices with positive determinants and the potential $V$ satisfies the same assumptions as in Theorem 2.2. We denote by $\mu_{t, \beta}$ and $\nu_{t, \beta}$ the time-$t$ evolved probability measures with respect to a given input $\beta$ and initial conditions $\mu, \nu$ respectively. In other words, with $p_\mu$ denoting the Lebesgue density of $\mu$, we have

$$\mu_{t, \beta}(A) := \int_A \Phi(t, \beta)p_\mu(x)dx, \quad \forall A \in \mathcal{B}(\mathbb{R}^d), \quad t \geq 0, \quad (3.2)$$

and similarly for $\nu_{t, \beta}$. We employ a reflection coupling method to determine a bound for the distance between $\mu_{t, \beta}$ and $\nu_{t, \beta}$ with respect to some appropriately chosen metric. This method entails the introduction of an additional auxiliary process $y(t)$ such that $x(t) = y(t)$.
for \( t \geq T \), for some \( T \), adapting [22] Eqs. (2)-(3) to the non-autonomous setting:

\[
\begin{aligned}
\begin{cases}
  dy(t) = -\nabla V(y(t))dt + \sigma(I - 2e(t)e^\top(t))dW(t) + \eta d\beta(t), & \text{for } t < T \\
y(t) = x(t), & \text{for } t \geq T
\end{cases}
\end{aligned}
\]

where \( T := \inf \{ t \geq 0 : x(t) = y(t) \} \) is the coupling time and \( ee^\top \) is the orthogonal projection onto the unit vector

\[ e(t) := \frac{\sigma^{-1}(x(t) - y(t))}{|\sigma^{-1}(x(t) - y(t))|}. \]

The general aim is to construct a function \( f \) such that the process \( e^{ct}f(|x(t) - y(t)|) \) is a (local) supermartingale for \( t < T \), with a constant \( c > 0 \) that is maximized by choosing \( f \) appropriately. This ensures uniform, exponential contraction with respect to a Kantorovich-Rubinstein metric \( W_f \).

**Definition 3.1** (Kantorovich-Rubinstein distance). Let \( f \in C^2([0, \infty)) \) be concave and increasing with \( f(0) = 0, f'(0) = 1 \). The \( W_f \)-distance between two Borel probability measures \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \) is defined by

\[
W_f(\mu, \nu) := \inf_{\gamma} \mathbb{E}\gamma[d_f(x, y)] = \inf_{\gamma} \int d_f(x, y)\gamma(dx, dy)
\]

with \( \mathbb{R}^d \) distance \( d_f(x, y) := f(|x - y|) \), where \( \| \cdot \| \) is a norm on \( \mathbb{R}^d \), and the infimum is taken over all couplings \( \gamma \) of \( \mu \) and \( \nu \).

In this paper, we always choose the norm to be \( \| \cdot \| = |\sigma^{-1} \cdot | \), with \( | \cdot | \) denoting the Euclidean norm in \( \mathbb{R}^d \) and \( \sigma \) the nondegenerate diffusion matrix from (3.1).

We adapt [22] Theorem 1 and Corollary 2 to obtain:

**Proposition 3.2** (Kantorovich-Rubinstein contraction). Consider the non-autonomous stochastic differential equation (3.1) and the setting of Theorem 2.2. Let \( \mu_{t, \beta}, \nu_{t, \beta} \) be time-\( t \) evolved probability measures, as defined in (3.2). Then, there exist a constant \( c > 0 \) and a convex and increasing function \( f \) such that for any \( \beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d), t > 0 \) and initial conditions \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \),

\[ W_f(\mu_{t, \beta}, \nu_{t, \beta}) \leq e^{-ct} W_f(\mu, \nu). \]

Note that the function \( f \) in this proposition can be determined constructively. It turns out that convergence in the chosen Kantorovich-Rubinstein metric implies convergence in \( L^1 \).

**Proposition 3.3** (Convergence in \( L^1 \)). Consider the non-autonomous stochastic differential equation (3.1) and the setting of Theorem 2.2. Let \( \mu_{t, \beta} \) be the time-\( t \) evolved probability measure, as defined in (3.2). Assume that \( \beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d) \) is such that \( (\mu_{t, \beta})_{t > 0} \) is a Cauchy sequence with respect to \( W_f \). Then, the sequence \( (\mu_{t, \beta})_{t > 0} \) of the associated Lebesgue densities converges in \( L^1 \).

---

*Recall that a Borel measure \( \gamma \) on \( X \times X \) is called a coupling of Borel measures \( \mu \) and \( \nu \) on \( X \) if \( \gamma(A \times X) = \mu(A) \) and \( \gamma(X \times B) = \nu(B) \) for all \( A, B \in \mathcal{B}(X) \).*
At this point it is important to note that forward convergence, as obtained in Proposition 3.2, does not necessarily imply pullback convergence. While the contraction property ensures that all solutions approach each other as time progresses forwards, in order to guarantee pullback convergence additional conditions (on $\beta$) must be satisfied. For instance, boundedness of $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$ would suffice. In Section 4 we consider the stochastic setting of (1.3) and obtain in Theorem 4.2 pullback convergence for $\mathbb{P}_B$-almost all Brownian paths $\beta$.

4 The stochastic Fokker-Planck equation as a random dynamical system

In Sections 2 and 3, we have considered the Fokker Planck equation (1.3) as a non-autonomous PDE. In this Section we consider the stochastic setting with $B(t)$ a Brownian motion and show that the resulting stochastic Fokker-Planck equation (1.3) is a random dynamical system.

We establish almost sure pullback attractors, using the contractivity obtained in the non-autonomous analysis in Section 3, noting that sample paths of the Brownian motion $B(t)$ are $\mathbb{P}_B$-almost surely in $C^{1/2}(\mathbb{R}, \mathbb{R}^d)$.

The main results of this section concern the fact that (1.3) is a random dynamical system (Proposition 4.1) which (almost surely) possesses a unique pullback attractor (Theorem 4.2) and the correspondence between the common noise pullback attractor of (1.3) and a partial disintegration of the invariant Markov measure of (1.1) (Proposition 4.4). Technical proofs are deferred to Appendix C. We first recall briefly some preliminaries from the random dynamical system approach towards stochastic differential equations, involving the sample path space of Brownian motions [2, Chapters 1, 2 and Appendix A].

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $X$ be a metric space with Borel $\sigma$-algebra $\mathcal{B}(X)$. We consider the situation with two-sided continuous time $t \in \mathbb{R}$. A random dynamical system on $X$ consists of two components. The first is a metric dynamical system modelling the noise. This is a $(\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{F})$-measurable function $\theta : \mathbb{R} \times \Omega \to \Omega$ such that

1. $\theta(0, \omega) = \omega$ and $\theta(t + s, \omega) = \theta(t, \theta(s, \omega))$ for all $t, s \in \mathbb{R}, \omega \in \Omega$,
2. the measure is preserved, i.e. $\mathbb{P}(\theta(t, A)) = \mathbb{P}(A)$ for all $t \in \mathbb{R}$ and $A \in \mathcal{F}$.

Moreover, $\theta$ is said to be ergodic if for any $A \in \mathcal{F}$, $\theta_t A = A$ for all $t \in \mathbb{R}$ implies $\mathbb{P}(A) \in \{0, 1\}$. The second component is a mapping that models the dynamics of the system. This is a $(\mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \otimes \mathcal{B}(X), \mathcal{B}(X))$-measurable function $\phi : \mathbb{R} \times \Omega \times X \to X$ such that

1. $\phi(0, \omega, x) = x$ for all $x \in X$,
2. $\phi(t + s, \omega, x) = \phi(t, \theta_s \omega, \phi(s, \omega, x))$ for all $t, s \in \mathbb{R}$ and $x \in X$, $\mathbb{P}$-almost surely (cocycle property).

Our results extend naturally to other common noise processes $B(t)$; for instance, those described by an SDE of the form $dB(t) = f(B(t))dt + \eta d\tilde{W}(t)$ for some $f \in C^1$ and Brownian motion $\tilde{W}(t)$, such as the Ornstein-Uhlenbeck process.

Here and throughout the paper we will use both the equivalent notations $\phi(t, \omega, x)$ and $\phi(t, \omega)x$.

This definition of random cocycle follows the convention in e.g. [2,27]. In Arnold [2], the cocycle property
The skew-product structure $\Theta : \mathbb{R} \times \Omega \times X \to \Omega \times X$ characterizing the random dynamical system $(\theta, \phi)$ can be succinctly written as

$$\Theta(t)(\omega, x) := (\theta_t \omega, \phi(t, \omega, x)).$$

A probability measure $\mu$ on $(\Omega \times X, \mathcal{F} \otimes \mathcal{B}(X))$ is said to be invariant if

(i) $\mu(\Theta_t A) = \mu(A)$ for all $t \in \mathbb{R}$ and $A \in \mathcal{F} \otimes \mathcal{B}(X)$

(ii) The marginal of $\mu$ on $(\Omega, \mathcal{F})$ is $P$.

The canonical construction of the sample path space of Brownian motions can be briefly outlined as follows. Let $\Omega := C_0(\mathbb{R}, \mathbb{R}^d)$ be the space of all continuous functions $\xi : \mathbb{R} \to \mathbb{R}^d$ such that $\xi(0) = 0$, endowed with the compact open topology. Let $\mathcal{F} = \mathcal{B}(\Omega)$ denote the Borel $\sigma$-algebra on $\Omega$. Then, there exists the so-called Wiener probability measure $\mathbb{P}$ on $(\Omega, \mathcal{F})$ ensuring that the processes $(B(t))_{t \in \mathbb{R}}$ and $(W(t))_{t \in \mathbb{R}}$ are independent $d$-dimensional Brownian motions, with corresponding sample paths $(\omega, \beta) := \xi \in \Omega_{W} \times \Omega_{B}$ where $\Omega_{W}$ and $\Omega_{B}$ denote the intrinsic and common noise sample spaces. The natural filtration is the $\sigma$-algebra $\mathcal{F}_{s,t}$ generated by $\xi(u) - \xi(v)$ for $s \leq v \leq u \leq t$. The Wiener measure $\mathbb{P}$ is ergodic with respect to the Wiener shift map $\theta_t : \Omega \to \Omega$ defined by

$$(\theta_t \xi)(s) := \xi(s + t) - \xi(t), \quad s \in \mathbb{R}.$$ 

Therefore, $(\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$ is an ergodic random dynamical system.

With this sample path evolution as explicit representation of the noise, the SDE (1.1) is a random dynamical system on the product $\Omega \times \mathbb{R}^d$. We find that the stochastic Fokker-Planck equation (1.3) is a random dynamical system on $\Omega_B \times S$, where $S$ is the Schwartz space of solutions of (1.3) identified in Theorem 2.2.

**Proposition 4.1.** The stochastic Fokker-Planck equation (1.3) is a random dynamical system.

**Theorem 4.2 (Pullback attractor).** Let $\Phi$ be the random dynamical system associated to (1.3). Then, for $\mathbb{P}_B$-almost all $\beta \in \Omega_B$ (1.3) has a unique pullback attractor defined by

$$p_\beta := \lim_{\tau \to \infty} \Phi(\tau, \theta_{-\tau} \beta) p$$

which is independent of $p \in L^1$. Moreover, $p_\beta \in S$ and convergence is with respect to the semi-norm (2.5) on $S$.

By the Correspondence Theorem (see e.g. Arnold [2, Remark 1.4.2 and Proposition 1.4.3] and Crauel and Flandoli [17, Section 4]), if (1.1) has a unique stationary measure, then the

is required to hold for all $\omega \in \Omega$, instead of almost surely. In case the cocycle exists for almost all $\omega \in \Omega$ only, $\phi$ is called a crude cocycle and through a perfection procedure it possible to define an indistinguishable RDS for which the cocycle property is fulfilled for all noise realizations, see e.g. [21, Chapter 4.10] and references therein, most notably [28, 3].
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corresponding random dynamical system has a unique invariant Markov measure, i.e. an invariant measure that is measurable with respect to the past \textsuperscript{12} and pullback attractors are identified with disintegrations of this Markov measure. We show in Proposition 4.4 that the common noise pullback attractors of (1.3) are equal to the expectation of the pullback attractors of (1.1) with respect to the intrinsic noise $W$, for a single fixed common noise realisation $\beta$. We summarize some well-established results on Markov measures and their disintegration \cite{2} in the context of our setting.

**Proposition 4.3 (Markov measure and its disintegration).** Let $\rho$ be the (unique) stationary measure of the random dynamical system $\varphi$ associated to (1.1) and $
abla \omega, \beta := \lim_{\tau \to \infty} \varphi(\tau, \theta_{-\tau} \omega, \theta_{-\tau} \beta) \ast \rho$. (4.1)

Then $\{\mu_{\omega, \beta}\}_{(\omega, \beta) \in \Omega}$ is $\mathbb{P}$-a.e. unique on $\mathcal{B}(\mathbb{R}^d)$ and

(i) for all $C \in \mathcal{B}(\mathbb{R}^d)$, $(\omega, \beta) \mapsto \mu_{\omega, \beta}(C)$ is $\mathcal{F}^-$-measurable, where $\mathcal{F}^- = \sigma(\bigcup_{s \leq t} \mathcal{F}_{s,t})$.

(ii) for $\mathbb{P}$-a.e. $(\omega, \beta) \in \Omega_W \times \Omega_B$, $\mu_{\omega, \beta}$ is a probability measure on $(X, \mathcal{B}(\mathbb{R}^d))$.

(iii) for all $A \in \mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d)$

$$
\mu(A) := \int_{\Omega_B} \int_{\Omega_W} \int_X 1_A(\omega, \beta, x) \mu_{\omega, \beta}(dx) \mathbb{P}_W(d\omega) \mathbb{P}_B(d\beta)
= \int_{\Omega_B} \int_{\Omega_W} \mu_{\omega, \beta}(A_{\omega, \beta}) \mathbb{P}_W(d\omega) \mathbb{P}_B(d\beta),
$$

where

$$A_{\omega, \beta} := \{x : (\omega, \beta, x) \in A\},$$

is an invariant probability measure of $\varphi$. The measure $\mu$ is known as the Markov measure associated to $\rho$ and it is the unique invariant probability measure of $\varphi$ that is measurable with respect to the past, cf. (i), such that

$$
\int_{\Omega_B} \int_{\Omega_W} \mu_{\omega, \beta} \mathbb{P}_W(d\omega) \mathbb{P}_B(d\beta) = \rho.
$$

Against this background, we now prove that the common noise pullback attractor of (1.3) is the expectation of the pullback attractor of the underlying SDE (1.1) with respect to the intrinsic noise.

**Proposition 4.4 (Common noise pullback attractor).** Let $\Phi$ be the random dynamical system associated to (1.3), $p_\rho$ be the Lebesgue density of the stationary measure $\rho$ of (1.1), and

$$
\mu_{\beta} := \int_{\Omega_W} \mu_{\omega, \beta} \mathbb{P}_W(d\omega).
$$

\textsuperscript{12}See Proposition 4.3(i).
Then, $\mathbb{P}_B$-a.s., $\mu_\beta$ is a probability measure on $\mathcal{B}(\mathbb{R}^d)$ with Lebesgue density $p_\beta$, where

$$p_\beta = \lim_{\tau \to \infty} \Phi(\tau, \theta_{-\tau} \beta)p_\rho$$

and

$$\int_{\Omega_B} p_\beta \mathbb{P}_B(d\beta) = p_\rho.$$

We finally stipulate a direct consequence of ergodicity for observables $g: \mathcal{S} \to \mathbb{R}$.

**Proposition 4.5.** Let $g: \mathcal{S} \to \mathbb{R}$ be continuous and integrable, then

$$\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau g(\Phi(\tau, \beta)p)dt = \int_{\Omega_B} g(p_\beta)\mathbb{P}_B(d\beta),$$

(4.2)

$\mathbb{P}_B$-almost surely, independent of $p \in \mathcal{S}$.

**Appendices**

**A Proof of Theorem 2.2**

We start this section by demonstrating the equivalence between total mass conservation for measures and a weighted integrability condition to be fulfilled by a weak solution $q(t)$ of the initial value problem (2.2). As we shall discuss below, this condition will be employed to prove an important $L^1$ estimate (Lemma A.6) which, in turn, will be crucial for establishing uniqueness of solutions (Lemma A.7).

**Lemma A.1** (Equivalence between mass conservation and the weighted integrability condition). A weak solution $q$ of the non-autonomous Fokker-Planck equation (2.2) with initial condition $q_0 \in \mathcal{P}(\mathbb{R}^d)$ is a probability solution for any given $\beta \in \mathcal{C}^{1/2}(\mathbb{R}, \mathbb{R}^d)$, i.e.

$$q(t, x; \beta) \geq 0, \quad \int_{\mathbb{R}^d} q(t, x; \beta)dx = 1 \text{ for all } t \geq 0,$$

if and only if the weighted integrability condition

$$\lim_{N \to \infty} \int_0^T \int_{N < \|x\| < 2N} \|x\|^{-1} \|\nabla U\| \|q(t, x; \beta)\|dxdt = 0$$

(W.I.C.)

holds.

Proof. Let us define the test function $\varphi_N := \vartheta(\frac{x}{N})$ for any $N \in \mathbb{N}$, where $\vartheta \in C_c(\mathbb{R}^d, \mathbb{R}_+)$ is a cut-off function such that $\vartheta' \leq 0$ and

$$\vartheta(z) = \begin{cases} 
1 & \text{if } z \in [0, 1]^d \\
2 - z & \text{if } z \in [1, 2]^d.
\end{cases}$$
\(\vartheta\) is constructed to be at least \(C^2\) at \(z = 1\) and \(z = 2\). It is assumed to be equal to 0 for \(z \in [2, \infty)^d\) and extended evenly for \(z \in (-\infty, 0]^d\). Testing the non-autonomous Fokker Planck equation (2.2) with \(\varphi_N\), integrating by parts and rearranging terms we obtain

\[
\langle q(0), \varphi_N \rangle - \int_0^T \int_{\mathbb{R}^d} \nabla U \nabla \varphi_N q \, dx \, dt = \langle q(T), \varphi_N \rangle - \int_0^T \langle q, \Delta \varphi_N \rangle \, dt,
\]

where we suppressed the dependence on \((x, \beta)\) in order to simplify the notation. Since in the limit \(N \to \infty\) \(\Delta \varphi_N \sim N^{-2}\) and

\[
\lim_{N \to \infty} \langle q(T), \varphi_N \rangle = \|q(T)\|_{L^1},
\]

\[
\lim_{N \to \infty} \langle q(0), \varphi_N \rangle = \|q(0)\|_{L^1},
\]

we immediately obtain

\[
\lim_{N \to \infty} \int_0^T \int_{N \lVert x \rVert < 2N} \|x\|^{-1} \nabla U q \, dx \, dt = \|q(T)\|_{L^1} - \|q(0)\|_{L^1},
\]

and therefore we conclude.

\(\square\)

**Remark A.2** (Probability and bounded measures). The problems of uniqueness in the class of probability measures and in the class of all bounded measures are not equivalent. Consider for simplicity the one dimensional case, the autonomous scenario \(\beta \equiv 0\) and the potential

\[
V'(x) = 4x^3 + 16x^3(1 + 4x^4)^{-1}.
\]

Then, the Fokker-Planck equation (2.2) admits the following stationary, bounded sign-changing solution

\[
q(x) = x(1 + 4x^4)^{-1}.
\]

The weighted integrability condition is violated, since

\[
\int_{\mathbb{R}} x^2 |q(x)| \, dx = +\infty.
\]

At the same time, (2.2) admits the well known stationary probability solution

\[
\rho(x) = e^{-V(x)} = (1 + 4x^4)^{-1} e^{-x^4}.
\]

Therefore, there exists a unique solution in the class of probability measures, but there are also nonzero signed solutions in the class of bounded measures. For further details, see [13], Example 4.1.3.

Theorem 2.2 is proved by combining a series of energy-type estimates. We remark that, although the focus of this theorem is on probability measures, from here onwards we consider more broadly the evolution of signed measures. This is needed for the proof of uniqueness of the weak solution in Lemma A.7 where the evolution of the difference between two probability solutions is considered.

We make the following key assumptions:
Assumption A.3.

(I) Weak $L^1$ solutions of the Fokker Planck equation (2.2) are required to satisfy the weighted integrability condition (W.I.C.).

(II) The initial condition $q_0$ is a signed measure.

(III) The potential $U$ is infinitely differentiable and satisfies the dissipation condition (2.6).

Restricted to the setting of probability measures, Assumption A.3 boils down to the setting of Theorem 2.2.

Next, we note that the space $L^1(\mathbb{R}^d)$ can be interpreted as regular measures and embedded isometrically into the space of signed Borel measures $\mathcal{M}(\mathbb{R}^d)$. Although this result is already known, for the sake of having a self-contained discussion, we provide below an explicit proof, adapting the one in [42], Proposition 2.7.

Lemma A.4 (Approximation of signed measures). For every measure $\mu \in \mathcal{M}(\mathbb{R}^d)$, there exists a sequence of (signed) measures $(\mu_n)_{n \in \mathbb{N}} \in L^1(\mathbb{R}^d)$ such that

$$\|\mu_n\|_{L^1} \leq \|\mu\|_{\mathcal{M}(\mathbb{R}^d)}$$

for any $n \in \mathbb{N}$ and

$$\lim_{n \to \infty} \langle \mu_n, \varphi \rangle = \langle \mu, \varphi \rangle$$

for all test functions $\varphi \in C_0(\mathbb{R}^d)$, where $C_0(\mathbb{R}^d)$ denotes the space of all continuous functions with compact support on $\mathbb{R}^d$.

Proof. Let $(\varrho_n)_{n \in \mathbb{N}}$ be a sequence of mollifiers, that is, for every $n \in \mathbb{N}$, $\varrho_n \in C_\infty^0(\mathbb{R}^d)$, $\varrho_n$ is nonnegative, such that

$$\int_{\mathbb{R}^d} \varrho_n = 1$$

and for every $\delta > 0$

$$\lim_{n \to \infty} \int_{\mathbb{R}^d \setminus B(0,\delta)} \varrho_n = 0,$$

where $B(0,\delta)$ denotes the open ball centred at 0 with radius $\delta$. Then, we consider the convolution $\mu_n := \varrho_n * \mu$ between the mollifier and the measure $\mu \in \mathcal{M}(\mathbb{R}^d)$. We immediately have $\mu_n \in L^1(\mathbb{R}^d)$. From the convolution definition and thanks to Fubini’s theorem, we deduce

$$\int_{\mathbb{R}^d} \varphi d(\varrho_n * \mu) = \int_{\mathbb{R}^d} \varphi(x) \int_{\mathbb{R}^d} \varrho_n(x-y) d\mu(y) dx$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \varrho_n(x-y) \varphi(x) dx d\mu(y)$$

$$= \int_{\mathbb{R}^d} \varrho_n \varphi d\mu.$$
Applying again Fubini’s theorem we obtain
\[ \|\mu_n\|_{L^1} \leq \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \varrho_n(x - y)d\mu(y) \right) d\mu(x) \leq \int_{\mathbb{R}^d} d|\mu|(y) = \|\mu\|_{M(\mathbb{R}^d)} \]
and we conclude. \qed

Since our result will imply \( q(t) \in L^1(\mathbb{R}^d) \) for all \( t > 0 \), thanks to Lemma (A.4), in the proof of Theorem 2.2 we can restrict ourselves to the case \( q_0 \in L^1(\mathbb{R}^d) \).

Our strategy proceeds as follows. First, we prove the \( L^1 \) estimate (A.10) by employing the weighted integrability condition (W.I.C.). Thanks to (A.10), we establish uniqueness in Lemma (A.7). Next, we prove the weighted \( L^1 \)-estimate (A.12), which controls the behaviour of the tails of the solution. Following the same ideas, we prove the \( L^1 \)-localization estimate (A.15) and the two smoothing estimates (A.17) and (A.21). These results establish that the unique solution of the Fokker Planck equation (2.2) is smooth in the space variable \( x \), as regular in time as the function \( \beta \) and belongs to \( L^2(\mathbb{R}^d) \) at all times \( t > 0 \). Exploiting the structure of the equation and the infinite differentiability of the potential, we iterate the argument and achieve infinite differentiability and rapidly decreasing behaviour of all derivatives.

The \( L^1 \)-estimate (A.10) will be proved with the help of inequality (A.5) below. Given a weak solution \( q \) of the non-autonomous Fokker Planck equation (2.2), the fundamental idea to prove this inequality consists in regularizing the equation with a mollifier \( \vartheta_\delta \) first and then taking the limit \( \delta \to 0 \). Let \( \vartheta \in C^\infty_0(\mathbb{R}^d, \mathbb{R}_+) \) denote a non-negative mollification kernel satisfying \( \int_{\mathbb{R}^d} \vartheta(x)dx = 1 \) and define the standard Dirac’s delta approximation
\[ \vartheta_\delta(x) := \frac{1}{\delta} \vartheta\left(\frac{x}{\delta}\right). \]
Observe that, since \( \vartheta \) has a compact support,
\[ \nabla_x \vartheta_\delta(x - y) \neq 0 \quad \text{if} \quad |x - y| \leq C\delta \tag{A.1} \]
for some positive constant \( C \). Moreover, using integration by parts,
\[ \int_{\mathbb{R}^d} \vartheta'(s)sds = -\int_{\mathbb{R}^d} \vartheta(s)ds = -1. \tag{A.2} \]
We denote by \( S_\delta \) the mollification operator
\[ (S_\delta(q))(x) := \int_{\mathbb{R}^d} \vartheta_\delta(x - y)q(y)dy \tag{A.3} \]
and by \( \text{sgn}_\gamma(x) \) the standard smooth and monotone approximation of \( \text{sgn}(x) \), i.e.
\[ \text{sgn}_\gamma(x) := \frac{x}{\sqrt{x^2 + \gamma^2}}. \tag{A.4} \]
Finally, we define
\[ |z|_\gamma := \int_0^z \text{sgn}_\gamma(s)ds. \]
and notice that, by construction, \( \lim_{\gamma \to 0} |z|_\gamma = |z| \).
Lemma A.5 (Weak solution inequality). Any weak solution of (2.2) satisfies the inequality
\[
d\frac{dt}{dt} \| q(\cdot, t; \beta) \|, \varphi \leq (\partial_t \varphi - \nabla U \nabla \varphi + \Delta \varphi, \| q(\cdot, t; \beta) \|) \quad (A.5)
\]
for almost all \( t \geq 0 \), any \( \beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d) \) and \( \varphi \in C^\infty_0((0, T) \times \mathbb{R}^d) \) such that \( \varphi \geq 0 \).

Proof. We apply the mollification operator \( S_\delta \) defined in (A.3) to both sides of the non-autonomous Fokker-Planck equation (2.2), thereby obtaining
\[
\partial_t (S_\delta(q)) = \nabla(S_\delta(\nabla U q)) + \Delta(S_\delta(q)), \quad S_\delta(q)|_{t=0} = S_\delta(q_0).
\]
We define the test function
\[
\psi(t, x) := \varphi(t, x) \text{sgn}_\gamma(S_\delta(q)(x)),
\]
where \( \varphi \) is the test function in (A.5) and \( \text{sgn}_\gamma \) is the smooth approximation of the \( \text{sgn} \) function defined in (A.4). We obtain
\[
\frac{d}{dt} \langle |S_\delta(q)|_\gamma, \psi \rangle = \langle \partial_t \psi, |S_\delta(q)|_\gamma \rangle + \langle \nabla(S_\delta(\nabla U q)), \psi \rangle + \langle \Delta S_\delta(q), \psi \rangle, \quad (A.6)
\]
The idea now is to write each term on the RHS of (A.6) in a convenient form by means of integration by parts and take the limit \( \delta \to 0 \). Firstly, integration by parts implies term (a) can be rewritten as
\[
\langle \Delta S_\delta(q), \psi \rangle = -\langle \nabla S_\delta(q), \text{sgn}'_\gamma(S_\delta(q)) \nabla S_\delta(q) \varphi \rangle - \langle \nabla S_\delta(q), \text{sgn}_\gamma(S_\delta(q)) \nabla \varphi \rangle, \quad (A.7)
\]
where \( ' \) denotes the derivative, since boundary terms vanish thanks to the dissipation condition (2.6). Dropping the first term on the RHS of (A.7) and applying integration by parts again yields
\[
\langle S_\delta(q), \psi \rangle \leq \langle \Delta \varphi, |S_\delta(q)|_\gamma \rangle.
\]
Taking the limit,
\[
\lim_{(\gamma, \delta) \to (0, 0)} \langle \Delta \varphi, |S_\delta(q)|_\gamma \rangle = \langle |q|, \Delta \varphi \rangle.
\]
Next, term (b) in (A.6) reads as
\[
\langle \nabla(S_\delta(\nabla U q)), \varphi \text{sgn}_\gamma(S_\delta(q)) \rangle = \langle \nabla(\nabla U S_\delta(q)), \varphi \text{sgn}_\gamma(S_\delta(q)) \rangle \quad (A.8a)
\]
\[
+ \langle \nabla(S_\delta(\nabla U q) - \nabla U S_\delta(q)), \varphi \text{sgn}_\gamma(S_\delta(q)) \rangle. \quad (A.8b)
\]
The first term (A.8a) can be written as
\[
\langle \nabla(\nabla U S_\delta(q)), \varphi \text{sgn}_\gamma(S_\delta(q)) \rangle = \langle \Delta U \varphi, S_\delta(q) \text{sgn}_\gamma(S_\delta(q)) \rangle + \langle \nabla U \psi, \nabla |S_\delta(q)|_\gamma \rangle
\]
\[
= \langle \Delta U \varphi, S_\delta(q) \text{sgn}_\gamma(S_\delta(q)) \rangle - \langle \nabla(\nabla U \varphi), |S_\delta(q)|_\gamma \rangle
\]
\[
\to \langle \Delta U \varphi, |q| \rangle - \langle \nabla(\nabla U \varphi), |q| \rangle
\]
\[
= -\langle \nabla \nabla U \varphi, |q| \rangle
\]
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as \((\gamma, \delta) \to (0, 0)\). In order to write more explicitly the term \((A.8b)\), we recall that
\[
S_\delta(\nabla Uq)(x) - \nabla US_\delta(q)(x) = \int_{\mathbb{R}^d} \vartheta_\delta(x-y) [\nabla_y U - \nabla x U] q(y)dy
\]
and therefore
\[
\langle \nabla (S_\delta(\nabla Uq) - \nabla US_\delta(q)), \varphi \rangle_{L^2} = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \vartheta_\delta(x-y) (\nabla_y U - \nabla x U) q(y) \varphi(x) \text{sgn}_\gamma(S_\delta(q)(x)) dy dx.
\]
Taking the limit \(\delta \to 0\) in \((A.9b)\) yields
\[
\lim_{\delta \to 0} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \vartheta_\delta(x-y) \nabla U(x) q(y) \varphi(x) \text{sgn}_\gamma(S_\delta(q)(x)) dy dx = \langle \nabla U \varphi, \text{sgn}_\gamma(q) \rangle.
\]
For what concerns the integral term \((A.9a)\), instead, we use \((A.1)\). Consequently, we may write
\[
\nabla_y U - \nabla x U = -\Delta U(x)(x-y) + O(\delta^2(\|x\| + 1)).
\]
Thus, at first order approximation, \((A.9a)\) reduces to
\[
- \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \vartheta_\delta(x-y) \Delta U(x)(x-y) q(y) \varphi(x) \text{sgn}_\gamma(S_\delta(q)(x)) dy dx.
\]
Thanks to \((A.2)\), we deduce
\[
\lim_{\delta \to 0} - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \vartheta_\delta(x-y) \Delta U(x)(x-y) q(y) \varphi(x) \text{sgn}_\gamma(S_\delta(q)(x)) dy dx = \langle \Delta U \varphi, \text{sgn}_\gamma(q) \rangle.
\]
Hence, \((A.8b)\) vanishes as \(\delta \to 0\). Putting everything together, we let \((\gamma, \delta) \to (0, 0)\), observe that \(\psi \to \varphi\) and \(|S_\delta(q)|_\gamma \to |q|\) and finally obtain the inequality \((A.5)\). \(\square\)

We are now ready to prove the following \(L^1\)-estimate, the proof of which heavily relies on the weighted integrability condition \((W.I.C.)\).

**Lemma A.6** \((L^1\)-estimate\). *Any weak solution of the non-autonomous Fokker Planck equation \((2.2)\) satisfies for any given \(\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)\) the \(L^1\)-estimate*
\[
||q(\cdot, t; \beta)||_{L^1} \leq ||q(\cdot, 0; \beta)||_{L^1}, \quad t > 0.
\]

**Proof.** Let us consider a cut-off function \(\vartheta \in C^\infty_0(\mathbb{R}^d, [0, 1])\) such that
\[
\vartheta(z) = \begin{cases} 
1 & \text{if } z \in [-1, 1]^d \\
0 & \text{if } z \in [2, \infty)^d 
\end{cases}
\]
and the test function $\varphi_N := \vartheta \left( \frac{x}{N} \right)$ for some $N \in \mathbb{N}$. Then, using the fact that the function $t \to \langle |q(t)|, \varphi_N \rangle$ is continuous in time, inequality (A.5) implies

$$
\langle |q(T)|, \varphi_N \rangle \leq \langle |q(\tau)|, \varphi_N \rangle + \int_\tau^T \langle \Delta \varphi_N - \nabla U \nabla \varphi_N, \|q\| \rangle dt,
$$
(A.11)

where we suppressed the dependence on $x$ and $\beta$ in order to simplify the notation. The weighted integrability condition (W.I.C.) ensures that the integral on the RHS of (A.11) tends to 0 as $N \to +\infty$. Indeed,

$$
\left| \langle \nabla U \nabla \varphi_N, \|q\| \rangle \right| \leq \frac{1}{N} \int_{N < \|x\| < 2N} \|\nabla U\| \left| q' \left( \frac{x}{N} \right) \right| \|q\| dx
\leq C \int_{N < \|x\| < 2N} \|x\|^{-1} \|\nabla U\| \|q\| dx
$$

and

$$
\int_\tau^T \langle \nabla U \nabla \varphi_N, \|q\| \rangle dt \leq \int_\tau^T \int_{N < \|x\| < 2N} \|x\|^{-1} \|\nabla U\| \|q\| dx dt \to 0,
$$
as $N \to \infty$. Passing to this limit in (A.11) therefore yields

$$
\|q(\tau)\|_{L^1} \leq \|q(0)\|_{L^1}.
$$

Finally, we let $\tau \to 0$, exploit continuity and conclude.

Uniqueness of the weak solution for the initial value problem (2.2) is an immediate consequence of Lemma A.6.

**Lemma A.7 (Uniqueness).** The initial value problem (2.2) admits a unique weak solution for any given $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$.

**Proof.** Let us denote by $q_1, q_2$ two distinct weak solutions of (2.2) with the same initial condition $q_0$. Define $q(x, t; \beta) := q_1(x, t; \beta) - q_2(x, t; \beta)$. Then, thanks to linearity, $q$ will be a weak solution of (2.2) and

$$
\|q(\cdot, t; \beta)\|_{L^1} \leq \|q(\cdot, 0; \beta)\|_{L^1} = 0
$$

thanks to the $L^1$-estimate (A.10).

Next, we proceed with proving the following weighted $L^1$-estimate, which describes the global behaviour of the tails of the weak solution.

**Lemma A.8 (Weighted $L^1$-estimate).** The unique weak solution of the non-autonomous Fokker Planck equation (2.2) satisfies for any given $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$ the weighted $L^1$-estimate

$$
\| (1 + x^n) q(\cdot, t; \beta) \|_{L^1} \leq C(\beta) \| (1 + x^n) q(\cdot, 0; \beta) \|_{L^1},
$$
(A.12)

for any $n \in \mathbb{N}$ and some constant $C = C(\beta) < \infty$.\(^{13}\)

\(^{13}\)In this and subsequent lemmas time-dependence of the constant $C$ is not problem. Since we are interested in local regularity for $t > 0$, we are considering $t \in [0, T]$. Without loss of generality, we might set $T = 1$. For what concerns the $\beta$-dependence instead, the constant $C$ in general will not be uniform with respect to $\beta$. To gain uniformity, additional assumptions on $\beta$ would be required (such as boundedness), but in our context this is not needed.
Proof. We multiply the non-autonomous Fokker Planck equation \((2.2)\) by \((1 + x^n)\text{sgn}(q)\) for any \(n \in \mathbb{N}\) and integrate over \(\mathbb{R}^d\):

\[
\frac{d}{dt} \|(1 + x^n)q\|_{L^1} = \int_{\mathbb{R}^d} (1 + x^n)\text{sgn}(q) \partial_t q dx
\]

\[= \int_{\mathbb{R}^d} (1 + x^n)\text{sgn}(q) \Delta q dx + \int_{\mathbb{R}^d} (1 + x^n)\text{sgn}(q) \nabla(\nabla U q) dx.\]

Integration by parts applied to the term \((b)\) yields

\[
\int_{\mathbb{R}^d} (1 + x^n)\text{sgn}(q) \nabla(\nabla U q) dx = \nabla U q(1 + x^n)\text{sgn}(q) \bigg|^{+\infty}_{-\infty} - \int_{\mathbb{R}^d} \nabla U q \text{sgn}(q) nx^{n-1} dx
\]

\[\leq -\gamma \|(1 + x^{3+(n-1)})q\|_{L^1} + C(\beta)\|q\|_{L^1},\]

for some constants \(\gamma > 0\) and \(C(\beta) > 0\) depending on the modulus of \(\beta\), where we used the dissipation condition for the shifted potential \((2.6)\). Similarly, integration by parts applied to the term \((a)\) yields

\[
\int_{\mathbb{R}^d} (1 + x^n)\text{sgn}(q) \Delta q dx = -\int_{\mathbb{R}^d} (\nabla q)\text{sgn}(q) nx^{n-1} dx
\]

\[\leq -n \int_{\mathbb{R}^d} \nabla \|q\| x^{n-1} dx
\]

\[= n(n-1) \int_{\mathbb{R}^d} \|q\| x^{n-2} dx = n(n-1)\|x^{n-2} q\|_{L^1}.\]

Hence,

\[
\frac{d}{dt} \|(1 + x^n)q\|_{L^1} + \gamma \|(1 + x^{3+(n-1)})q\|_{L^1} \leq C(\beta)\|q\|_{L^1}
\]

Setting \(\gamma = 0\), integrating with respect to time, using the \(L^1\)-estimate \((A.10)\) and noticing that

\[
\|(1 + x^n)q(\cdot, 0; \beta)\|_{L^1} \geq \|q(\cdot, 0; \beta)\|_{L^1},
\]

we finally obtain inequality \((A.12)\).

Next, given a weighted weak solution of our non-autonomous Fokker-Planck equation, we establish a \(L^1\)-localization estimate.

**Lemma A.9 (\(L^1\) localization estimate).** The unique weak solution of the non-autonomous Fokker Planck equation \((2.2)\) satisfies for any given \(\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)\) the \(L^1\) localization estimate

\[
\|(1 + x^n)q(\cdot, t; \beta)\|_{L^1} \leq C(\beta) \frac{1 + t^N}{t^N} \|q(\cdot, 0; \beta)\|_{L^1},
\]

for any \(n \in \mathbb{N}, t > 0, \) some \(N \in \mathbb{N}\) and some constant \(C = C(\beta) < \infty\).

**Proof.** Let us consider again the inequality

\[
\frac{d}{dt} \|(1 + x^n)q\|_{L^1} + \gamma \|(1 + x^{3+(n-1)})q\|_{L^1} \leq C(\beta)\|q\|_{L^1}
\]
for any $n \in \mathbb{N}$ and some constant $\gamma > 0$, as derived in the proof of Lemma A.8. We multiply both sides by $t^N$ for some $N \in \mathbb{N}$:

$$t^N \frac{d}{dt}(1 + x^n)q \|_{L^1} + t^N \gamma(1 + x^{3+(n-1)})q \|_{L^1} \leq t^N C(\beta)q \|_{L^1}.$$ 

Using the Hölder inequality

$$t^{N-1}(1 + x^n)q \|_{L^1} \leq \|q\|_{L^1} \sqrt{\frac{N}{t^N} (t^N \sqrt{\frac{N}{t^N}} q \|_{L^1})^{\frac{N-1}{N}}} ,$$  \hspace{1cm} (A.16)

we obtain

$$\frac{d}{dt}(t^N(1 + x^n)q \|_{L^1}) + \gamma t^N(1 + x^{3+(n-1)})q \|_{L^1} \leq C(\beta)(1 + t^N)q \|_{L^1},$$

which implies

$$\frac{d}{dt}(t^N(1 + x^n)q \|_{L^1}) \leq C(\beta)(1 + t^N)q \|_{L^1} \leq C(\beta)(1 + t^N)q_0 \|_{L^1},$$

thanks to the $L^1$-estimate (A.10). Integrating on both sides, we conclude. \hfill \Box

Next, we prove two smoothing estimates which ensure the unique weak solution of the initial value problem (2.2) belongs to $L^2$ and, in fact, to the Sobolev space $H^1 := W^{1,2}$, for all $t > 0$, that is, its spatial derivative belongs to $L^2$ as well.

**Lemma A.10 (First smoothing estimate).** The unique weak solution of the non-autonomous Fokker Planck equation (2.2) satisfies for any given $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$

$$\|\cdot(t; \beta)\|_{L^2}^2 + \int_t^{t+1} \|\nabla s q(s; \beta)\|_{L^2}^2 ds \leq C(\beta) \frac{t^{N+1}}{t^N} \|\cdot(0; \beta)\|_{L^1}^2 ,$$  \hspace{1cm} (A.17)

for some $N \in \mathbb{N}$ and some constant $C = C(\beta) < \infty$.

**Proof.** Let us multiply the non-autonomous Fokker Planck equation (2.2) by $q$ and integrate over $\mathbb{R}^d$:

$$\int_{\mathbb{R}^d} q \partial_t q dx = \int_{\mathbb{R}^d} q \Delta q dx + \int_{\mathbb{R}^d} q \nabla(\nabla U) dx .$$

Using integration by parts we obtain

$$\int_{\mathbb{R}^d} q \Delta q dx = \nabla q \nabla q \bigg|^{+\infty}_{-\infty} - \int_{\mathbb{R}^d} (\nabla q)^2 dx = -\|\nabla q\|_{L^2}^2$$

$$\int_{\mathbb{R}^d} q \nabla(\nabla U) dx = \frac{1}{2} \int_{\mathbb{R}^d} \|q\|_{L^2}^2 \Delta U dx .$$

Putting everything together,

$$\frac{1}{2} \frac{d}{dt} \|q\|_{L^2}^2 + \|\nabla q\|_{L^2}^2 = \frac{1}{2} \langle \Delta U, \|q\|_{L^2}^2 \rangle .$$
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Thanks to the dissipation condition (2.6) on the potential $U$, we obtain
\[
\frac{1}{2} \langle \Delta U, q^2 \rangle \leq C(\beta) (1 + \|x\|^2, q^2) \leq C(\beta) \|(1 + \|x\|^2)q\|_{L^1} \|q\|_{L^\infty}.
\]

Next, we use the inequality
\[
\|q\|_{L^\infty}^2 \leq \|q\|_{L^2} \|\nabla q\|_{L^2}
\]
and deduce
\[
\frac{1}{2} \frac{d}{dt} \|q\|_{L^2}^2 + \|\nabla q\|_{L^2}^2 \leq C(\beta) \|(1 + \|x\|^2)q\|_{L^1} \|q\|_{L^\infty}
\]
\[
\leq C(\beta) \|(1 + \|x\|^2)q\|_{L^1} \|q\|_{L^2}^{1/2} \|\nabla q\|_{L^2}^{1/2}.
\]

Using also $ab \leq \frac{1}{2}(\epsilon^2 a^2 + \epsilon^{-2} b^2)$ for $\epsilon$ small enough, we obtain
\[
\frac{d}{dt} \|q\|_{L^2}^2 + \|\nabla q\|_{L^2}^2 \leq C(\beta) \|q\|_{L^2}^2 + C(\beta) \|(1 + \|x\|^2)q\|_{L^1}^2.
\]

Using inequality (A.19), we also have
\[
\|q\|_{L^2}^2 \leq \|q\|_{L^1} \|q\|_{L^\infty}
\]
\[
\leq \|q\|_{L^1} \|q\|_{L^2}^{1/2} \|\nabla q\|_{L^2}^{1/2},
\]
from which we deduce
\[
\|q\|_{L^2} \leq \|q\|_{L^1}^{2/3} \|\nabla q\|_{L^1}^{1/3}.
\]

Putting everything together, we obtain the relationship
\[
\frac{d}{dt} \|q\|_{L^2}^2 + \|\nabla q\|_{L^2}^2 \leq C(\beta) \|(1 + x^2)q\|_{L^1}.
\]

Multiplying by $t^N$ for some $N \in \mathbb{N}$, using again inequality (A.20) and integrating with respect to time from $t$ to $t + 1$, we conclude.

\[\text{Lemma A.11 (Second smoothing estimate).} \quad \text{The unique weak solution of the non-autonomous Fokker Planck equation} \ (2.2) \ \text{satisfies for any given} \ \beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)\]
\[
\|q(\cdot, t; \beta)\|_{H^1} \leq C(\beta)^{1 + \frac{1}{t^{N}}} \|q(\cdot, 0; \beta)\|_{L^1},
\]
\[\text{for some} \ N \in \mathbb{N} \ \text{and some constant} \ C = C(\beta) < \infty.\]

\[\text{Proof.} \quad \text{Let us multiply the non-autonomous Fokker Planck equation} \ (2.2) \ \text{by} \ \Delta q \ \text{and integrate over} \ \mathbb{R}^d:\]
\[
\int_{\mathbb{R}^d} \partial_t q \Delta q dx = \int_{\mathbb{R}^d} (\Delta q)^2 dx + \int_{\mathbb{R}^d} \Delta q \nabla (\nabla U q) dx. \tag{A.22}
\]

Terms (a) and (b) in (A.22) can be rewritten respectively as
\[
\int_{\mathbb{R}^d} \partial_t q \Delta q dx = -\frac{1}{2} \frac{d}{dt} \|\nabla q\|_{L^2}^2
\]
\[
\int_{\mathbb{R}^d} (\Delta q)^2 dx = \|\Delta q\|_{L^2}^2.
\]
Regarding term (c), using again integration by parts and vanishing at the boundary due to the dissipation condition, we deduce
\[
\int_{\mathbb{R}^d} \Delta q \nabla (\nabla U q) dx = - \int_{\mathbb{R}^d} \nabla q \nabla (\nabla U q) dx \\
= - \int_{\mathbb{R}^d} \nabla q \left( \Delta U q + 2 U \nabla q + \nabla U \Delta q \right) dx
\]
\[
= - \int_{\mathbb{R}^d} \nabla q \Delta U q dx - 2 \int_{\mathbb{R}^d} \nabla q \Delta U dx - \int_{\mathbb{R}^d} \nabla q \nabla U \Delta q dx.
\]
Using
\[
\int_{\mathbb{R}^d} \Delta U \nabla \nabla q dx = - \int_{\mathbb{R}^d} q \Delta U q dx - \int_{\mathbb{R}^d} \Delta q U dx,
\]
we obtain
\[
\int_{\mathbb{R}^d} \Delta q \nabla (\nabla U q) dx = - \int_{\mathbb{R}^d} \Delta U \nabla \nabla q dx + \int_{\mathbb{R}^d} \Delta q U dx - \int_{\mathbb{R}^d} \nabla q \nabla U \Delta q dx.
\]
We further notice that
\[
\int_{\mathbb{R}^d} \nabla q \Delta q \nabla U dx = - \frac{1}{2} \int_{\mathbb{R}^d} \nabla q \nabla U dx.
\]
Putting everything together, we find
\[
\int_{\mathbb{R}^d} \nabla (\nabla U q) \Delta q dx = - \frac{1}{2} \int_{\mathbb{R}^d} \Delta U \nabla \nabla q dx + \int_{\mathbb{R}^d} \Delta q U dx \\
= \frac{3}{2} \int_{\mathbb{R}^d} \Delta q U dx + \frac{1}{2} \int_{\mathbb{R}^d} \nabla^3 U \nabla q dx.
\]
Concisely, the equality above can be written as
\[
\langle \nabla (\nabla U q), \Delta q \rangle_{L^2} = \frac{3}{2} \langle \Delta q, \Delta U q \rangle_{L^2} + \frac{1}{2} \langle \nabla^3 U \nabla q, q \rangle_{L^2}.
\]
Therefore, using the inequality
\[
\| \nabla q \|^2_{L^2} \leq \| \Delta q \|_{L^2} \| q \|^2_{L^2}
\]
we deduce
\[
\| \nabla (\nabla U q), \Delta q \|_{L^2} \leq \epsilon \| \Delta q \|^2_{L^2} + C(\beta) \| \nabla q \|^2_{L^2} + C(\beta) \| (1 + x^2) q \|^2_{L^2} \\
\leq \epsilon \| \Delta q \|^2_{L^2} + C(\beta) \| \nabla q \|^2_{L^2} + C(\beta) \| (1 + x^2) q \|_{L^1} \| q \|_{L^\infty} \\
\leq \epsilon \| \Delta q \|^2_{L^2} + C(\beta) \left( \| \nabla q \|^2_{L^2} + \| q \|^2_{L^2} + \| (1 + x^4) q \|_{L^1} \| q \|^2_{L^\infty} \right) \\
\leq 2\epsilon \| \Delta q \|^2_{L^2} + C(\beta) \left( \| \nabla q \|^2_{L^2} + \| q \|^2_{L^2} + \| (1 + x^4) q \|_{L^1} \| q \|^2_{L^\infty} \right)
\]
for \( \epsilon > 0 \) small enough and some positive constant \( C = C(\beta) \). This implies
\[
\frac{d}{dt} \| \nabla q \|^2_{L^2} + \gamma \| \Delta q \|^2_{L^2} + \| \nabla q \|^2_{L^2} \leq C(\beta) \left( \| \nabla q \|^2_{L^2} + \| q \|^2_{L^2} + \| (1 + x^4) q \|_{L^1} \| q \|_{L^\infty} \right),
\]
for some constant \( \gamma > 0 \). Multiplying by \( t^N \) for some \( N \in \mathbb{N} \), using again inequality \( \text{(A.26)} \), integrating with respect to time and, finally, employing the first smoothing estimate \( \text{(A.17)} \), we conclude. \( \square \)
Finally, we are ready to prove the main theorem of this section. Having established existence, uniqueness and all estimates above for signed measures, we now restrict ourselves to probability measures. We denote by $H^k := W^{k,2}$ the Hilbert space of all functions $f \in L^2$ such that their weak derivatives up to order $k$ have finite $L^2$ norm. We further denote by $L^1_{1+x^n}$, for any $n \in \mathbb{N}$, the weighted space of measurable functions $f$ such that

$$\|f\|_{L^1_{1+x^n}} := \int_{\mathbb{R}^d} (1 + x^n) \|f(x)\| dx < \infty.$$ 

**Proof of Theorem 2.2.** Combining the $L^1$ estimates (A.10), (A.12), (A.15) and the smoothing estimates (A.17), (A.21), we conclude that for any given $\beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$, $q(t) \in L^1_{1+x^n} \cap H^1$ for any $n \in \mathbb{N}$ and $t > 0$. In order to gain more regularity, we differentiate the Fokker-Planck equation (2.2) with respect to the space variable $x$ iteratively, via a standard bootstrapping procedure. After one step, we obtain $\partial_x q(t) \in L^1_{1+x^n} \cap H^1$, which implies in particular $q(t) \in H^2$ for $t > 0$. After two steps, we obtain $\partial_x^2 q(t) \in L^1_{1+x^n} \cap H^1$, which implies $q(t) \in H^3$ for $t > 0$ and so on. This shows that, at any time $t > 0$, $q(t) \in H^\infty$ and any spatial derivative $\partial_x^\alpha q(t)$ decays faster than any polynomial as $|x| \to \infty$, at any time $t > 0$. Finally, we recall that the Sobolev space $H^s(\mathbb{R}^d)$ can be continuously embedded into $C^k(\mathbb{R}^d)$ for any $k \in \mathbb{N}$ and $s > k + n/2$ [15]. This readily implies $H^\infty$ can be continuously embedded in $C^\infty$. Putting everything together, we conclude that $q(t)$ belongs to the Schwarz space $S$ for any time $t > 0$. □

**B Proofs of Propositions 3.2 and 3.3**

**Lemma B.1** (Dissipation condition and strict convexity). Assume the potential $V$ satisfies the dissipation condition (2.6), that is,

$$\nabla V(x) \cdot x \|x\|^2 \geq \frac{1}{2} \|x\|^6 - C$$

for some $C > 0$. Then $V$ is strictly convex outside a given ball in $\mathbb{R}^d$.

**Proof.** We rewrite the dissipation condition as

$$\nabla V(x) = Mx\|x\|^2 + h(x),$$

with $M \geq \frac{1}{2}, h(x) = O(\|x\|^2)$ and such that

$$f(x) := \left(M - \frac{1}{2}\right) \|x\|^6 + h(x) \cdot x \|x\|^2$$

is lower bounded. Differentiating (B.1) yields

$$\Delta V(x) = 3M\|x\|^2 + g(x),$$

with $g(x) = \nabla \cdot h(x) = O(\|x\|)$, meaning that there exists $L > 0$ and $x_0 \in \mathbb{R}$ such that for any $\|x\| \geq x_0$

$$|g(x)| \leq L\|x\|.$$
Then, letting \( N := 3M \), we have
\[
\Delta V(x) = N\|x\|^2 + g(x) \geq N\|x\|^2 - L\|x\|
\]
and so the potential \( V \) is strictly convex outside the ball centered in \( \frac{LN}{2} \) with radius \( \frac{LN}{2} \).

We illustrate this result in the context of the example of Section [1.3.2].

**Example 1** (Double well potential). We consider the one-dimensional double-well potential 
\( V'(x) = x(x^2 - a) \), with \( a > 0 \). Then, the dissipation condition \( \text{(2.6)} \) is fulfilled if and only if
\[
x^4 \left( \frac{1}{2} x^2 - a \right) \geq -C
\]
for some constant \( C > 0 \). Let \( f(x) := \frac{1}{2}x^6 - x^4a \). Then, we set
\[
f'(x) = 3x^5 - 4ax^3 = x^3(3x^2 - 4a) = 0
\]
and we find the local extrema \( x = 0 \) and \( x = \pm \sqrt{\frac{4a}{3}} \). Hence, \( f(0) = 0 \) and
\[
f \left( \pm \sqrt{\frac{4a}{3}} \right) = a^3 \left( -\frac{16}{27} \right) \geq -C
\]
for any constant \( C \geq \frac{16}{27}a^3 \). The dissipation condition is therefore satisfied. Moreover,
\[
V''(x) = 3x^2 - a > 0 \iff x^2 > \frac{a}{3}
\]
and so we immediately deduce the potential \( V \) is strictly convex outside the ball centred at 0 with radius \( \sqrt{\frac{a}{3}} \).

The converse implication of Lemma \((\text{B.1})\) does not hold, as the following example shows.

**Example 2** (Strict convexity outside a ball does not imply the dissipation condition). We consider the one-dimensional potential
\[
V(x) = \frac{x^4}{8} - a\frac{x^2}{2}, \quad a > 0.
\]
Then,
\[
V'(x) = x^3 - ax = x \left( \frac{x^2}{2} - a \right)
\]
\[
V''(x) = \frac{3}{2}x^2 - a > 0 \iff x^2 > \frac{2a}{3}.
\]
We immediately see that \( V \) is strictly convex outside the ball centred at 0 with radius \( \sqrt{\frac{2a}{3}} \). However, the dissipation condition reads as
\[
V'(x)x^3 = \frac{1}{2}x^6 - ax^4 \geq \frac{1}{2}x^6 - C
\]
which is equivalent to \( C \geq ax^4 \) for some positive constant \( C \) and this is clearly not possible.
Proof of Proposition 3.2. We extend results by Eberle [22] to a non-autonomous setting. Consider the difference process \( z(t) := x(t) - y(t) \). Then,

\[
dz(t) = (\nabla V(y) - \nabla V(x))dt + 2|\sigma^{-1}z(t)|^{-1}z(t)d\tilde{W}(t), \quad t < T
\]

and \( z(t) = 0 \) for \( t \geq T \), where

\[
\tilde{W}(t) := \int_0^t e^T(s)dW(s)
\]
is a new Brownian motion by Levy’s characterization, \( e(t) \) is the unit vector defined by

\[
e(t) := \frac{\sigma^{-1}(x(t) - y(t))}{|\sigma^{-1}(x(t) - y(t))|}
\]

and \( T \) is the coupling time. Next, we define \( r(t) := \|z(t)\| = |\sigma^{-1}z(t)| \). By application of Ito’s formula we find

\[
dr(t) = 2|\sigma^{-1}z(t)|^{-1}r(t)d\tilde{W}(t) + r^{-1}(t)z(t)(\sigma\sigma^T)^{-1}(\nabla V(x(t)) + \nabla V(y(t)))dt.
\]

Given a smooth function \( f \in C^1(\mathbb{R}^d) \), this implies

\[
df(r(t)) = 2|\sigma^{-1}z(t)|^{-1}r(t)f'(r(t))d\tilde{W}(t)
+ r^{-1}(t)z(t)(\sigma\sigma^T)^{-1}(\nabla V(x(t)) + \nabla V(y(t)))f'(r(t))dt
+ 2|\sigma^{-1}z(t)|^{-2}r^2(t)f''(r(t))dt. \tag{B.2}
\]

We also define for any \( r > 0 \) the function

\[
k(r) := \inf_{x, y \in \mathbb{R}^d, \|x - y\| = r} \left\{ -2|\sigma^{-1}(x - y)|^2 \frac{(x - y) \cdot (\sigma\sigma^T)^{-1}(\nabla V(x) + \nabla V(y))}{\|x - y\|^2} \right\} \tag{B.3}
\]

Indeed, \( k(r) \) is the largest positive real number such that

\[
(x - y) \cdot (\sigma\sigma^T)^{-1}(\nabla V(x) + \nabla V(y)) \leq -\frac{1}{2}k(r)\|x - y\|^2
\]

for any \( x, y \in \mathbb{R}^d \) with \( \|x - y\| = r \). Let us denote by \( m(t) \) the drift on the right hand side of (B.2). By definition of \( k \),

\[
m(t) \leq \Gamma(t) := 2|\sigma^{-1}z(t)|^{-2}r^2(t) \cdot \left( f''(r(t)) - \frac{1}{4}k(r(t))f'(r(t)) \right).
\]

Hence, the process \( e^{ctf(r(t))} \) is a supermartingale for \( t < T \) if \( \Gamma(t) \leq -cf(r(t)) \). We aim to find a constant \( c \) and function \( f \) such that this inequality holds. Let

\[
\alpha := \sup \left\{ |\sigma^{-1}z|^2 : z \in \mathbb{R}^d \text{ with } \|z\| = 1 \right\}.
\]
Since for any $z \in \mathbb{R}^d$

$$|\sigma^{-1}z|^2 \leq \alpha \|z\|^2,$$

it suffices for $f$ to satisfy

$$f''(r) - \frac{1}{4}rk(r)f'(r) \leq -\frac{\alpha c}{2} f(r) \quad \text{(B.4)}$$

for all $r > 0$, cf. [22, eq. 63]. We observe this equation holds with $c = 0$ in case

$$f'(r) = \varphi(r) := \exp\left(-\frac{1}{4} \int_0^r sk^-(s)ds\right),$$

where $k^- := \max\{-k, 0\}$ denotes the negative part of the function $k$. Next, following [22], we make the ansatz

$$f'(r) = \varphi(r)g(r), \quad \text{(B.5)}$$

where $g \geq \frac{1}{2}$ is a decreasing absolutely continuous function satisfying $g(0) = 1$. Notice that the condition $g \geq 0$ is necessary to ensure that $f$ is non-decreasing. The condition

$$\frac{1}{2} \geq g \geq 1$$

ensures

$$\frac{\Phi}{2} \leq f \leq \Phi, \quad \Phi(r) := \int_0^r \varphi(s)ds.$$

The ansatz (B.5) yields

$$f''(r) = -\frac{1}{4}k^-(r)f(r) + \varphi(r)g(r) \leq \frac{1}{4}rk(r)f(r) + \varphi(r)g'(r).$$

In turn, condition (B.4) is satisfied if

$$g'(r) \leq -\frac{\alpha c f(r)}{2 \varphi(r)}. \quad \text{(B.6)}$$

Next, we define two constants $R_0, R_1 \geq 0$, with $R_0 \leq R_1$:

$$R_0 := \inf \{R \geq 0 : k(r) \geq 0, \forall r \geq R\}$$
$$R_1 := \inf \{R \geq R_0 : k(r)R(R - R_0) \geq 8, \forall r \geq R\}.$$

As remarked in [22], we can rewrite $k$ as

$$k(r) = \inf \left\{2 \int_0^1 \partial_{(x-y)/|x-y|}(\sigma\sigma^\top)^{-1}V((1-t)x + ty)dt : x, y \in \mathbb{R}^d s.t. |x - y| = r \right\}.$$
Thanks to this result, both constants $R_0, R_1$ are finite. For $r \geq R_1$, condition (B.4) is satisfied since $k$ is sufficiently positive. It is then enough to assume condition (B.6) holds on the open interval $(0, R_1)$. Under this assumption,

$$g(R_1) \leq 1 - \frac{\alpha c}{2} \int_0^{R_1} f(s)\varphi^{-1}(s)ds \leq 1 - \frac{\alpha c}{4} \int_0^{R_1} \Phi(s)\varphi^{-1}(s)ds. \quad (B.7)$$

Condition (B.7), in turn, is satisfied if

$$\alpha c \leq \frac{2}{\int_0^{R_1} \Phi(s)\varphi^{-1}(s)ds}.$$

So, by choosing, for $r < R_1$,

$$g'(r) = -\frac{\Phi(r)}{2\varphi(r)} \int_0^{R_1} \Phi(s)\frac{\varphi^{-1}(s)}{\varphi(s)}ds,$$

condition (B.6) is fulfilled if we choose the constant as

$$\alpha c = \frac{1}{\int_0^{R_1} \Phi(s)\varphi^{-1}(s)ds}.$$

At this point, we can show that the quantity $\Gamma$ is smaller than $-cf(r)$, with our choices of $f$ and $c$. Consider the scenario $r < R_1$. Then, we have (see [22, eq. (68)])

$$f''(r) \leq \frac{1}{4}rk(r)f'(r) - \frac{1}{2}f(r) \int_0^{R_1} \Phi(s)\varphi^{-1}(s)ds. \quad (B.8)$$

Consider, now, the scenario $r \geq R_0$. Then,

$$f'(r) = \frac{\varphi(r)}{2} = \frac{\varphi(R_0)}{2},$$

and $k(r)R_1(R_1 - R_0) \geq 8$ by construction of $R_1$. Moreover, we know that $r \geq R_0$, the function $\varphi$ is constant and, therefore $\Phi(r) = \Phi(R_0) + (r - R_0)\varphi(R_0)$. Also,

$$\int_0^{R_1} \Phi(s)\varphi^{-1}(s)ds \geq (R_1 - R_0)\Phi(R_1)\varphi^{-1}(R_0)/2.$$

This implies (see [22, eq. (69)])

$$f''(r) - \frac{1}{4}rk(r)f'(r) \leq -\frac{1}{2}f(r) \int_0^{R_1} \Phi(s)\varphi^{-1}(s)ds. \quad (B.9)$$

Putting together equations (B.8) and (B.9), we conclude the key relationship

$$\Gamma(t) \leq -cf(r(t))$$

at all times $t < T$. For any coupling $\gamma_t$ of the process $(x(t), y(t))$, we take the expectation on both sides of (B.2) and obtain

$$\mathbb{E}^{\gamma_t}[f(r(t))] = \mathbb{E}^{\gamma_t}[f(r(s))] + \int_s^t \mathbb{E}^{\gamma_u}[m(u)]du \quad (B.10)$$

32
for any $s \leq t < T$. Let $\Upsilon(t) := \mathbb{E}^\gamma_t[f(r(t))]$. Then, differentiating (B.10) with respect to time yields

$$\Upsilon'(t) = \mathbb{E}^\gamma_t[m(t)].$$

Since we have proved that $m(t) \leq \Gamma(t) \leq -cf(r(t))$ for $t < T$, we deduce

$$\Upsilon'(t) \leq -c\Upsilon(t).$$ (B.11)

Thanks to standard Gronwall’s lemma, we deduce

$$\Upsilon(t) \leq \Upsilon(s)e^{-c(t-s)}$$ (B.12)

for all $s \leq t \leq T$. Hence, $t \to e^{ct}\mathbb{E}^\gamma_t[d_f(x(t), y(t))]$ is a decreasing function of time. This key result implies

$$W_f(\mu_{t,\beta}, \nu_{t,\beta}) \leq \mathbb{E}^{\gamma_{t,\beta}}[d_f(x(t), y(t))] \leq e^{-ct}\mathbb{E}^{\gamma_{t,\beta}}[d_f(x_0, y_0)],$$

where $\mu_{t,\beta}$ and $\nu_{t,\beta}$ denote the time-$t$ evolved probability measures of the process $x(t)$ with respect to the initial distributions $\mu$ and $\nu$ respectively, and $\gamma_{t,\beta}$ denotes their coupling, given a realization of $\beta$. Taking the infimum over all couplings $\gamma_{t,\beta}$, we conclude. \hfill \Box

**Proof of Proposition 3.3** By construction, the function $f$ in Proposition 3.2 is concave, increasing and satisfies $f(0) = 1, f'(0) = 1$. This implies that $f'(x)x \leq f(x) \leq x$. Moreover, $\frac{\varphi(R_0)}{2} \leq f' \leq 1$ thanks to the properties of $\varphi$ and $g$. Hence,

$$\frac{\varphi(R_0)}{2}\|x - y\| \leq d_f(x, y) \leq \|x - y\|$$

for any $x, y \in \mathbb{R}^d$. For any coupling $\gamma_{t,\beta}$ of $\mu_{t,\beta}$ and $\nu_{t,\beta}$,

$$\frac{\varphi(R_0)}{2}\mathbb{E}^{\gamma_{t,\beta}}[\|x(t) - y(t)\|] \leq \mathbb{E}^{\gamma_{t,\beta}}[d_f(x(t), y(t))] \leq e^{-ct}\mathbb{E}^{\gamma_{t,\beta}}[d_f(x_0, y_0)] \leq e^{-ct}\mathbb{E}^{\gamma_{t,\beta}}[\|x_0 - y_0\|].$$

Let $K := 2\varphi(R_0)^{-1}$. Taking the infimum over all couplings $\gamma_{t,\beta}$ yields

$$KW^1(\mu_{t,\beta}, \mu_{t+r,\beta}) \leq W_f(\mu_{t,\beta}, \mu_{t+r,\beta})$$

for all $t > 0$. Hence, if $\mu_{t,\beta})_{t \geq 0}$ is a Cauchy sequence with respect to $W_f$, it will be a Cauchy sequence with respect to $W^1$ as well. Moreover, with $\mu_{t,\beta}$ denoting the Lebesgue density of the measure $\mu_{t,\beta}$, the Hardy-Landau-Littlewood inequality [6, 7, 9] entails

$$\|u_{t,\beta} - u_{t,\beta}\|_{L^1} \leq C\|\nabla(u_{t,\beta} - u_{t,\beta})\|_{L^1} W^1(\mu_{t,\beta}, \mu_{t+r,\beta})$$

for some constant $C > 0$. Since the $L^1$ norm of the gradient is bounded (see Appendix A, Lemma [A.1]), we have

$$\|u_{t,\beta} - u_{t,\beta}\|_{L^1} \leq C W^1(\mu_{t,\beta}, \mu_{t+r,\beta})$$

for some constant $\tilde{C} > 0$. Hence, $(p_{t,\beta})_{t \geq 0}$ is a Cauchy sequence in $L^1$. Since $L^1$ is complete, the sequence converges in $L^1$, that is, for any initial condition $\mu \in \mathcal{P}(\mathbb{R}^d)$,

$$p_\beta = \lim_{t \to \infty} \Phi(t, \beta)p_\mu \in L^1.$$

\hfill \Box
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C Proofs of results in Section 4

Proof of Proposition 4.1. In the stochastic setting, the non-autonomous Fokker-Planck equation (2.2) naturally extends to a random Fokker-Planck equation in terms of common noise sample paths $\beta$, which we here write in compact form as

$$\partial_t q = F(\theta_t \beta, q) \tag{C.1}$$

for some appropriate functional $F$. Subsequently, in analogy to the discussion in Section 2.1, the stochastic Fokker Planck equation (1.3) is obtained via the transformation $y = x - \eta \beta$, yielding the analogous form when choosing the stochastic integral to be of Stratonovich type. The cocycle property is obtained from the existence and uniqueness of solutions of (2.2) for almost all sample paths, as established in Section 2. The evolution operator $\Phi$ of the random Fokker Planck equation (C.1) is given by

$$\Phi(t, \beta, q) = q + \int_0^t F(\theta_s \beta, \Phi(s, \beta, q))ds.$$ 

Following closely the argument in Arnold [2, Proof of Theorem 2.2.1], we prove the cocycle property (for almost all $\beta \in \Omega_B$). Let $s, t \in \mathbb{R}$ and assume $s > 0, t > 0$ (the remaining cases are analogous). Then,

$$\Phi(t, \theta_s \beta, \Phi(s, \beta, q)) = \Phi(s, \beta, q) + \int_0^t F(\theta_{u+s} \beta, \Phi(u, \theta_s \beta, \Phi(s, \beta, q)))du$$

$$= q + \int_0^t F(\theta_s \beta, \Phi(s, \beta, q))ds$$

$$+ \int_s^{t+s} F(\theta_z \beta, \Phi(z-s, \theta_s \beta, \Phi(s, \beta, q)))dz,$$

where $z = u + s$. Therefore, the function

$$\tilde{\Phi}(u, \beta, q) := \begin{cases} 
\Phi(u, \beta, q) & \text{if } 0 \leq u \leq s \\
\Phi(u-s, \theta_s \beta, \Phi(s, \beta, q)) & \text{if } s \leq u \leq s+t
\end{cases}$$

satisfies

$$\tilde{\Phi}(t+s, \beta, q) = q + \int_0^{t+s} F(\theta_s \beta, \tilde{\Phi}(u, \beta, q))du.$$ 

By uniqueness, for $\mathbb{P}$-a.e. $\beta \in \Omega_B$,

$$\Phi(t+s, \beta, q) = \tilde{\Phi}(t+s, \beta, q) = \Phi(t, \theta_s \beta, \tilde{\Phi}(s, \beta, q)).$$

Proof of Theorem 4.2. From proposition 3.2 we deduce that there exist a constant $c > 0$ and an increasing and convex function $f$ such that for any $t > 0, \beta \in C^{1/2}(\mathbb{R}, \mathbb{R}^d)$ and initial probability measures $\mu, \nu \in \mathcal{M}(\mathbb{R}^d)$,

$$W_f(\mu, \nu, \beta) \leq e^{-ct} W_f(\mu, \nu).$$
with $\mu_{t,\beta} := \Psi(t, \beta)\mu$ and similarly for $\nu_{t,\beta}$, where $\Psi$ denotes the time-$t$ evolution operator for the measure $\mu$, associated to the time-$t$ evolution operator $\Phi$ of the random Fokker Planck equation. We show that $(\mu_{t,\beta})_{t>0}$ is a Cauchy sequence in a pullback sense with respect to the $W_f$ metric, that is, $\forall \epsilon > 0 \exists \tau > 0$
\[ W_f (\Psi(t, \theta_{-\tau}\beta)\mu, \Psi(t + \tau, \theta_{-(t+\tau)}\beta)\mu) < \epsilon. \]

Exploiting the pullback operator and the fact that we have a contraction, we deduce
\[ W_f (\Psi(t, \theta_{-\tau}\beta)\mu, \Psi(t + \tau, \theta_{-(t+\tau)}\beta)\mu) = W_f (\Psi(t, \theta_{-\tau}\beta)\mu, \Psi(t, \theta_{-\tau}\beta) \circ \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu) \leq e^{-ct} W_f (\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu). \]

Then, since $f$ is concave and increasing by construction,
\[ W_f (\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu) \leq f(W^1(\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu)) \leq W^1(\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu). \]

We observe that $C^{1/2}(\mathbb{R}, \mathbb{R}^d)$ is a subset of full Wiener measure $\mathbb{P}_\beta$ of the sample path space $\Omega_B$. Taking the expectation $E^\beta$ with respect to $\mathbb{P}_\beta$ implies
\[ E^\beta [W_f (\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu]] \leq E^\beta [W^1(\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu)]. \]

Let $p_\mu$ and $p_{\tau, t+\tau\beta}$ denote the Lebesgue densities of $\mu$ and $\Psi(\tau, \theta_{-(t+\tau)}\beta)\mu$ respectively. Their product will be the density of the product measure, which is a simple example of a coupling measure. Therefore,
\[ E^\beta [W^1(\mu, \Psi(\tau, \theta_{-(t+\tau)}\beta)\mu)] \leq E^\beta \left[ \int_{\mathbb{R}^{2d}} \|x - y\| p_{\tau, t+\tau\beta}(x) p_\mu(y) dx dy \right] \]
\[ = \int_{\mathbb{R}^{2d}} \|x - y\| E^\beta [p_{\tau, t+\tau\beta}(x)] p_\mu(y) dx dy. \]

Let us define $p_\tau := E^\beta [p_{\tau, t+\tau\beta}]$. We notice that this expectation does not depend on $t$ since we are integrating over all $\Omega_B$ and $\theta_{-(t+\tau)}\beta = \theta_{-\tau}\tilde{\beta}$ for some $\tilde{\beta} \in \Omega_B$. Then
\[ \int_{\mathbb{R}^{2d}} \|x - y\| p_\tau(x) p_\mu(y) dx dy = \int_{\mathbb{R}^d} p_\mu(y) \int_{\mathbb{R}^d} \|x - y\| p_\tau(x) dx dy \]
\[ \leq \int_{\mathbb{R}^d} p_\mu(y) \left[ \int_{\mathbb{R}^d} \|x\| p_\tau(x) + \|y\| p_\tau(x) dx \right] dy \]
\[ = \int_{\mathbb{R}^d} p_\mu(y) \left( \int_{\mathbb{R}^d} \|x\| p_\tau(x) dx + \|y\| \right) dy \]
\[ = \int_{\mathbb{R}^d} p_\tau(x) \|x\| dx + \int_{\mathbb{R}^d} p_\mu(y) \|y\| dy. \]

The second term on the RHS of the equation above is bounded. For what concerns the first term, we further notice that $p_\tau$ is the forward solution at time $t = \tau$, with initial condition $p_\mu$ at time $t = 0$, of the autonomous Fokker Planck equation for the SDE
\[ \frac{\partial}{\partial t} p = \Delta V(x)p + \nabla V(x) \frac{\partial p}{\partial x} + \frac{1}{2} (\sigma^2 + \eta^2) \frac{\partial^2 p}{\partial x^2}. \]
Applying the results from Sections 2 and 3 to the autonomous setting, we deduce this equation admits a unique attractor and, in particular,

$$\lim_{t \to \infty} p_t = p_\rho \quad \text{in } L^1,$$

where $p_\rho$ denotes the density of the stationary measure. In fact, we observe that the fixed point $p_\rho$ is invariant under the autonomous evolution operator $\tilde{\Phi} = \Phi(\cdot, 0)$, i.e.

$$\tilde{\Phi} p_\rho = p_\rho.$$

Thanks to the discussion in Appendix A, we deduce that $\tilde{\Phi}$ maps $L^1$ functions into the Schwartz space $S$ of rapidly decreasing functions. Therefore, $p_t$ converges exponentially fast to $p_\rho$ as $t \to \infty$ in $S$. Next, we consider

$$\int_{\mathbb{R}^d} p_\tau(x) \|x\| \, dx = \int_{\mathbb{R}^d} (p_\tau(x) - p_\rho(x)) \|x\| \, dx + \int_{\mathbb{R}^d} p_\rho(x) \|x\| \, dx$$

$$\leq \int_{\mathbb{R}^d} |p_\tau(x) - p_\rho(x)| \|x\| \, dx + \int_{\mathbb{R}^d} p_\rho(x) \|x\| \, dx.$$

For any $\epsilon > 0$, there exists $T > 0$ such that for any $\tau > T$,

$$\int_{\mathbb{R}^d} |p_\tau(x) - p_\rho(x)| \|x\| \, dx < \epsilon$$

Let us define

$$C := \sup_{\tau \in [0, T]} \int_{\mathbb{R}^d} p_\tau(x) \|x\| \, dx < \infty,$$

which is finite since $\int_{\mathbb{R}^d} p_\tau(x) \|x\| \, dx$ is finite for any $\tau$ and the supremum is taken over a finite time interval. Then,

$$\int_{\mathbb{R}^d} p_\tau(x) \|x\| \, dx < 1_{\tau \leq T} C + 1_{\tau > T} \left( \epsilon + \int_{\mathbb{R}^d} p_\rho(x) \|x\| \, dx \right)$$

$$\leq \max \left\{ C, \epsilon + \int_{\mathbb{R}^d} p_\rho(x) \|x\| \, dx \right\}.$$ 

Consequently, there exists a constant $D < \infty$ such that for any $\tau > 0$

$$\mathbb{P}^{\beta}[W_f(\mu, \Psi(\tau, \theta_{-(t+\tau)} \beta) \mu)] < D,$$

hence $W_f(\mu, \Psi(\tau, \theta_{-(t+\tau)} \beta) \mu) < D$ for $\mathbb{P}_B$-almost all $\beta \in \Omega_B$. This shows that

$$\lim_{t \to \infty} W_f \left( \Psi(t, \theta_{-t} \beta) \mu, \Psi(t + \tau, \theta_{-(t+\tau)} \beta) \mu \right) = 0$$

for all $\tau > 0$ and $\mathbb{P}_B$-almost all $\beta \in \Omega_B$. Therefore, $(\Psi(t, \theta_{-t} \beta) \mu)_{t > 0}$ is $\mathbb{P}_B$-almost surely a Cauchy sequence with respect to the $W_f$ metric. Let $p_{t, \beta}$ denote the Lebesgue density of $\Psi(t, \theta_{-t} \beta) \mu$. Thanks to Proposition 3.3

$$\lim_{t \to \infty} p_{t, \beta} = p_\beta \in L^1$$
for all $t > 0$ and $\mathbb{P}_B$-almost all $\beta \in \Omega_B$. Finally, we remark that the limit point $p_\beta \in L^1$ is invariant under the pullback flow. We have

$$p_\beta = \Phi(t, \beta)p_{\theta_t \beta}$$

for all $t > 0$. In light of the discussion in Appendix A, $\Phi$ maps $L^1$ functions to $S$ functions. In other words, $p_\beta \in S$. We conclude that for $\mathbb{P}_B$-almost all $\beta \in \Omega_B$ and initial probability density $p \in L^1$, there exists a unique pullback attractor for (2.2)

$$p_\beta = \lim_{t \to \infty} \Phi(t, \theta_t \beta)p \in S.$$

Proof of Proposition 4.4. By construction, for every $C \in \mathcal{B}(\mathbb{R}^d)$, any Borel measure $\nu$ on $\mathbb{R}^d$ with Lebesgue density $p_\nu \in S$ and for $\mathbb{P}_B$-almost all $\beta \in \Omega_B$, we have for all $s \leq t$

$$\nu_t(C) := \int_{\Omega_B} \phi_s(t - s; \theta_s \omega, \theta_s \beta)p(C)\mathbb{P}_B(d\omega) = \int_{C} \Phi(t - s; \theta_s \beta)p_{\nu_s}dx = \int_{C} p_{\nu_t}dx, \quad (C.2)$$

and, using the results from proposition 4.3 and (C.2),

$$\mu_\beta(C) = \int_{\Omega_B} \mu_{\omega, \beta}(C)p(C)\mathbb{P}_B(d\omega) = \int_{\Omega_B} \lim_{\tau \to \infty} \phi(\tau, \theta_{-\tau} \omega, \theta_{-\tau} \beta)p(C)\mathbb{P}_B(d\omega)$$

$$= \lim_{\tau \to \infty} \int_{\Omega_B} \phi(\tau, \theta_{-\tau} \omega, \theta_{-\tau} \beta)p(C)\mathbb{P}_B(d\omega) = \lim_{\tau \to \infty} \int_{C} \Phi(\tau, \theta_{-\tau} \beta)p_{\rho}dx$$

$$= \int_{C} \lim_{\tau \to \infty} \Phi(\tau, \theta_{-\tau} \beta)p_{\rho}dx$$

by which the result follows from the fact that $\mu_\beta(C) = \int_{C} p_\beta dx$, for all $C \in \mathcal{B}(\mathbb{R}^d)$. \qed

Proof of Proposition 4.5. The Dirac measure $\delta_{p_\beta}$ is the disintegration of a Markov measure of the random dynamical system $\Phi$ on $\Omega_B \times S$, associated to the stochastic Fokker-Planck (1.3). The $S$-marginal of this Markov measure

$$P := \int_{\Omega_B} \delta_{p_\beta}\mathbb{P}_B(d\beta) \quad (C.3)$$

is the corresponding stationary measure of (1.3). Application of Birkhoff’s Ergodic Theorem then yields that time-averages of $(\mathbb{P}^\top)$-integrable observables $g : S \to \mathbb{R}$ satisfy

$$\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau g(\Phi(\tau, \beta)p)dt = \int_A g(p)\mathbb{P}(dp) = \int_{\Omega_B} g(p_\beta)\mathbb{P}_B(d\beta),$$

$\mathbb{P}_B \times \mathbb{P}$-almost surely. By Elton’s Ergodic Theorem [24], this relation holds in fact $\mathbb{P}_B$-almost surely if $g$ is continuous. \qed
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D Exact solutions for the Ornstein-Uhlenbeck SDE with intrinsic and common additive noise

In this appendix, we present the calculations of the closed expressions for common noise pullback attractors of the one-dimensional Ornstein-Uhlenbeck SDE with additive intrinsic and common noise, discussed in Section 1.3.1. The flow of the SDE (1.7) from time $s$ to $t$ for fixed noise realisations $\beta$ and $\omega$ is explicitly given by

$$\phi(t - s, \theta_s \omega, \theta_s \beta)x(s) = x(s)e^{-a(t-s)} + \eta \int_s^t e^{-a(t-u)}d\beta(u) + \sigma \int_s^t e^{-a(t-u)}d\omega(u).$$

Averaging this equation over the intrinsic noise yields

$$\int_{\Omega_W} \phi(t - s, \theta_s \omega, \theta_s \beta)x(s)\mathbb{P}_W(d\omega) = x(s)e^{-a(t-s)} + \eta \int_s^t e^{-a(t-u)}d\beta(u) + \sigma \int_s^t e^{-a(t-u)}dW(u).$$

It’s important to emphasize that the integral with respect to the single path $\beta$ is a real number while the integral with respect to the intrinsic noise $W$ is a Gaussian distribution. The density of the distribution in (D.1) is given by

$$p(x,t) = \sqrt{\frac{a}{\pi \sigma^2 (1 - e^{-2a(t-s)})}} \exp \left(-\frac{a}{\sigma^2 (1 - e^{-2a(t-s)})} (x - m_\beta(t,s))^2 \right),$$

where

$$m_\beta(t,s) := x(s)e^{-a(t-s)} + \eta \int_s^t e^{-a(t-u)}d\beta(u).$$

It is readily checked that indeed the density (D.2) is a solution of the stochastic Fokker-Planck equation (1.3) with $V(x) = \frac{a}{2}x^2$.

Averaging (D.1) over the common noise yields

$$\int_{\Omega_B} \int_{\Omega_W} \phi(t - s, \theta_s \omega, \theta_s \beta)x(s)\mathbb{P}_W(d\omega)\mathbb{P}_B(d\beta) = x(s)e^{-a(t-s)} + \eta \int_s^t e^{-a(t-u)}dB(u) + \sigma \int_s^t e^{-a(t-u)}dW(u),$$

where now both integrals represent Gaussian distributions. The density of the distribution (D.3) is

$$\tilde{p}(x,t) = \int_{\Omega_B} p(x,t)\mathbb{P}_B(d\beta) = \sqrt{\frac{a}{\pi (\eta^2 + \sigma^2)(1 - e^{-2a(t-s)})}} \exp \left(-\frac{a}{(\eta^2 + \sigma^2)(1 - e^{-2a(t-s)})} x^2 \right),$$

which in turn is a solution of the Fokker-Planck equation of the SDE (1.1) with $V(x) = \frac{a}{2}x^2$: $\frac{\partial \tilde{p}}{\partial t} = a \tilde{p} + ax \frac{\partial \tilde{p}}{\partial x} + \frac{1}{2} (\sigma^2 + \eta^2) \frac{\partial^2 \tilde{p}}{\partial x^2}$. 
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We conclude this section with a discussion on pullback attractors. The pullback attractor of the SDE (1.7) with respect to both intrinsic and common noise is

$$\alpha(\omega, \beta) := \lim_{s \to -\infty} \phi(t-s, \theta_s \omega, \theta_s \beta) x(s) = \eta \int_{-\infty}^{0} e^{au} d\beta(u) + \sigma \int_{-\infty}^{0} e^{au} d\omega(u).$$

(D.5)

This is a point attractor, confirming that, at the SDE level, the system is synchronizing. The fiberwise measures resulting from disintegration (see Section 4) are therefore

$$\mu_{\omega, \beta} = \delta_{\alpha(\omega, \beta)}.$$

Integrating with respect to the intrinsic noise yields

$$\mu_\beta := \int_{\Omega_W} \mu_{\omega, \beta} \mathbb{P}_W (d\omega) = \eta \int_{-\infty}^{0} e^{au} d\beta(u) + \sigma \int_{-\infty}^{0} e^{au} dW(u).$$

This is normally distributed with variance depending on the intensity of the intrinsic noise $\sigma$ and mean depending on the intensity of the common noise $\eta$. Its density is

$$p_\beta(x) = \sqrt{\frac{a}{\pi \sigma^2}} \exp \left\{ -\frac{a}{\sigma^2} \left( x - \eta \int_{-\infty}^{0} e^{au} d\beta(u) \right)^2 \right\}.$$

(D.6)

Finally, integrating over all common noise realizations we obtain the stationary measure

$$\rho = \int_{\Omega_B} \mu_\beta \mathbb{P}_B (d\beta) = \int_{\Omega_B} \int_{\Omega_W} \mu_{\omega, \beta} \mathbb{P}_W (d\omega) \mathbb{P}_B (d\beta)$$

$$= \eta \int_{-\infty}^{0} e^{au} dB(u) + \sigma \int_{-\infty}^{0} e^{au} dW(u),$$

with density

$$p_\rho(x) = \sqrt{\frac{a}{\pi (\sigma^2 + \eta^2)}} \exp \left\{ -\frac{a}{(\eta^2 + \sigma^2)} x^2 \right\}.$$

Of course, we also have $p_\rho(x) = \int_{\Omega_B} p_\beta(x) \mathbb{P}_B (d\beta)$ and $p_\rho(x) = \lim_{(t-s) \to \infty} \bar{p}(x, t)$ confirming global convergence of solutions of (D.5) to the stationary measure in forward and pullback sense.
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