The Influence of Ideological and Political Education on Employment Quality of College Students based on Association Rule Analysis
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Abstract. A large number of employment data of college graduates are stored in the database. It is necessary to mine a large number of unknown and useful information hidden in these employment data. This paper aims to analyze the impact of Ideological and political education on the quality of employment by using association rules. Firstly, this paper studies the calculation formula of association rules. Firstly, the concept of association rules is described. Secondly, the association rules of employment data are analyzed and designed. Secondly, the employment data of college students and the learning data of Ideological and political education of college students are mined. Finally, the employment data is analyzed and studied in detail by using software. The experimental results show that the credits of Ideological and political education are in the range of [3,4]. 38.69% of the graduates whose achievements in Ideological and political education are within the range of [3,4] belong to class II. Among the graduates whose score of Ideological and political education in 2019 is [1,2], 35.29% are not satisfied with their current situation, that is to say, their confidence in the rules is 0.3529%. It can be seen that the credit system of Ideological and political education of college students has affected the employment quality of graduates after half a year to some extent.
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1 Introduction
Association rule is a research direction in the field of computer science and technology, and it is an important subject of knowledge discovery [1, 2]. In our life, we accumulate a lot of data every day. In such an environment, the research of data mining has made great progress, making association rules attracted the attention of various industries [3, 4]. If we can use association rules to mine the potential knowledge we need from these data, and provide targeted guidance for students' learning and life, association rules can make significant contributions to the field of education. Ideological and political education of college students is an important data to measure the quality of employment, but at present, using this data is still in the primary stage of simple statistical analysis [5]. This paper makes an in-depth analysis of the ideological and political education of college students by using the technology of...
association rules. Students can understand their own ideological and political education according to these laws, and provide reference for later learning [6-7]. Teachers can understand students’ ideological and political education according to these laws and provide suggestions for students. School administrators can find the employment quality of ideological and political education according to these laws, and provide the basis for the later adjustment of teaching arrangement [8]. It is of great practical significance to analyze the influence of ideological and political education on the employment quality of college students [9-11].

Won, dongwoo proposed an effective method to discover knowledge from transaction data by using association rules. First, we use ontology to solve this problem. The hierarchy of ontologies defines the generalization of concepts at different levels of abstraction to minimize search space. Next, we develop an effective algorithm, hierarchical Association Rule Classification (HARC), which uses a new measure called association degree to classify association rules. Therefore, users can now efficiently find the required rules by searching the compact generalization rules first, then the specific rules belonging to them, rather than scanning the entire rule list [12]. In order to improve the efficiency and interpretability of temporal association rules mining, L. Wang proposed a temporal association rules mining algorithm based on frequent itemsets tree. Based on the discretization of the reduced dimension time series data, the frequent term set is generated by vector operation, which improves the efficiency. In view of the advantages of the tree structure and the time interval relationship between items, the frequent item set tree is constructed while mining frequent item sets, which improves the efficiency of rule mining without generating candidate item sets. Experimental results show that compared with other algorithms, the algorithm has better efficiency and interpretability in mining time rules, and has a good application prospect [13].

Firstly, this paper analyzes the background and practical significance of the topic, and introduces the current situation of association rules and related applications. It also introduces the concept, method and process of association rules in detail. Secondly, the classical algorithms of association rules are summarized, and they are analyzed and discussed in detail. It focuses on the analysis of strong association rules. And use SPSS modeler data mining software to build a model of student employment data [14]. On the basis of setting the important indicators of data mining, namely support and confidence, analyze and calculate through SPSS modeler data mining software.

2 Proposed Method

Association Rules

For association rules, we first need to clarify some concepts of association rules. The rule is “if, then...”, the former is the condition, the latter is the result. To measure whether a rule is a “good rule”, we need to understand the following definitions.

(1) Item, item set and dimension of item set

Item: a field in the database. For the record of education cloud platform, it can refer to a resource in a website transaction. For example, when the customer selects “single choice question” and “ppt” when making courseware, then “single choice question” and “ppt” represent two different items. Expressed as (M = 1,2,...) N)

Itemset: a collection of several items. In the above example, {“single choice question”, “ppt”}, {“single choice question”} and {“ppt”} can be item sets. That is, the item set t is:

$$T = \{T_1, T_2, ..., T_n\}$$  \hspace{1cm} (1)

K-item set is used to represent the set with K items, and the number of items, K, is used to define the length of item set. On this basis, all parts of the content with support equal to or greater than the minimum support are called frequent itemsets.

Dimension: the number of items in an item set is called the dimension of the item set, which is recorded as |t|. A set of terms whose dimension is k is called a set of K terms.

(2) Confidence level
In order to measure the accuracy of an association rule, the concept of confidence is proposed. Confidence degree is the degree of credibility and reliability of a conclusion according to a certain condition. That is, when a set of supporting items in the set has a certain proportion of transactions supporting a set of items at the same time, the percentage ratio of the proportion is associated with the corresponding set of items, which is the confidence of this group of association rules.

(3) Support level
In order to express the probability that the union of two item sets appears in the whole transaction. The ratio of the number of transactions in a transaction set to the total number of transactions in a transaction set is called the support degree of the transaction set (for the convenience of shorthand, sup (T) is used to represent the support degree of the transaction set t).

(4) Minimum support and confidence
In order to quantify and evaluate the importance of association rules concerned by users, the concepts of support and confidence are defined for item sets, and min sup and min conf are used to represent their minimum values respectively. When k is used to represent the length of item set, an item set whose support is not below the minimum support can be called k-frequent set. The setting of the above minimum value is very important in Apriori algorithm. Wrong setting will not only make the selection rules meaningless, but also reduce the overall efficiency.

(5) Association rules
Association rules are implicit: R: XY where XT, YT, and X ∩ y =. It means that if item set X appears in a transaction, y will appear with a certain probability, and X and y are independent of each other and cannot be interchanged.

(6) Confidence and support of association rules
For an association rule, its value needs to be evaluated to reflect which association rule is more interested by users. In order to accomplish this task, support and confidence need to be defined. In association rules, the ratio between the number of transactions containing two items and the original database dimension is defined as the support degree of association rules, namely:

\[
support(X \Rightarrow Y) = \frac{\text{count}(X \cup Y)}{|T|}
\]

(2)

To a certain extent, the value of the association rules can be determined by examining the support and confidence. Generally speaking, users are concerned about the association rules with higher values in these two aspects.

(7) Strong association rules:
Finding strong association rules is the ultimate goal of association rules mining, and it can also know the root cause of business decision. Since it is called strong association rules, it naturally represents those association rules that are valuable and can help to understand the characteristics of users. After the above definition, it is easy to link the performance of association rules with the support and confidence. When the support and confidence of an association rule can be above the minimum value of both, it can be considered that it has a considerable degree of value, which is the so-called strong association rule itself.

In addition, there are two key features that can help you learn more about association rules.

1) For frequent itemsets, because frequent itemsets represent an itemset with a support degree above the minimum support degree, for an itemset, the number of itemsets of non empty true subsets must not be less than the number of itemsets, that is, the confidence of the true subsets must not be less than the confidence of the itemset, so the true subsets must also be a confidence of the minimum Set of frequent items on.

2) Similarly, for an item set, the occurrence times of the item set (i.e. the superset of the set) that takes it as the true subset must not be greater than that of the item set itself, that is to say, the confidence degree of its superset must be below that of itself. Because of this, for an infrequent item set, its superset can’t have the property of the aforementioned frequent item set.
According to the above six definitions and two properties, we can make clear the basic data needed by the association rule algorithm and what the calculation goal of the algorithm is. The strong association rules obtained by the algorithm can guide the education cloud platform to make plans to a certain extent, understand the actual teaching situation of teachers and the use of students, and facilitate the further promotion of the website [15].

3 Experiments

3.1 Data Acquisition
According to the research and design scheme of students' employment data, this paper uses the principle of relevance rules to process the employment data, and forms a database of major, gender, ideological and political education learning achievement and employment destination of the employed students, as shown in Table 1.

Association rules study the implementation of students' employment, and discretize the data in each database. Specifically, divide the data in the database into several data segments, and then click the OK button on the discreteness interface. Under normal circumstances, all the information in the discreteness data segments will be displayed [16]. If there is no display, you need to readjust the data segment information until it is displayed normally, and then click again Run the button, and the system will automatically jump out of the window after running. The upper part of the window after running is the frequent item set of support threshold [17].

Table 1. Basic information of employed students

| Essential information | Data attribute | length | Primary key | Not empty |
|-----------------------|----------------|--------|-------------|-----------|
| Full name             | char           | 8      | Y           | Y         |
| Credit points of Ideological and political education for College Students | char           | 2      | Y           | Y         |
| Employment satisfaction | char           | 10     | Y           | Y         |
| Employment income     | char           | 20     | Y           | Y         |

3.2 Test Steps
Based on the SPSS modeler software, the data of College Students' employment is mined, and two related analyses are carried out. The first correlation analysis selects the satisfaction of college students with the current situation as the next item, and takes the score of Ideological and political education credits of college students as the first item; the second correlation analysis takes the monthly income of college students after graduation as the second item, and takes the satisfaction of college students with the current situation as the second item and takes the credit point of Ideological and political education of college students as the front item.

Specific steps: import the employment database composed of students' academic performance, psychological quality and employment destination into the source file of SPSS modeler data mining software for data preprocessing, select the Apriori algorithm in SPSS modeler data mining software, set all parameters, and then carry out operation and analysis.

4 Discussion

4.1 Association Rules between Current Situation Satisfaction and Credit Points of Ideological and Political Education
First, the first association analysis is carried out. The minimum confidence threshold is 30%, and the minimum support threshold is 0.4%. After redundancy processing, the remaining three association rules are shown in Figure 1.
Figure 1. Rules for the connection between credit score points of Ideological and political education and their satisfaction with their current situation

The promotion degree of the three association rules is greater than 1, that is, when students have ideological and political education credit scores, compared with other scores, their satisfaction with their own status is higher, and the higher the promotion degree, the more valuable the association rules are.

The first association rule: Ideological and political education credit = [3,4] → whether satisfied with the status quo = dissatisfied support degree is 0.1633, that is, when the average score of 2019 graduates is in the range of [3,4], 16.33% are dissatisfied with the status quo; its confidence degree is 0.3668, that is to say, 36.68% of the graduates whose ideological and political education achievements are in the range of [3,4] are dissatisfied with my status quo.

The reason why the credit score of Ideological and political education does not meet the current situation in the range of [3,4] may be that the requirements are too high. People with good scores hope to find a good job or a good way out, but their personal feelings are not very good, so they are not satisfied with the current situation. Therefore, in the process of employment guidance for graduates, students of different levels can be cultivated in batches according to their performance, and guidance, persuasion and guidance for students whose ideological and political education credits are in the range of [1,2] and [3,4] can also be properly strengthened to enhance their satisfaction with the current situation.

4.2 Association Rules between Monthly Income and Credit of Ideological and Political Education

When the minimum support threshold is 0.004 and the minimum confidence threshold is 0.1, the promotion of seven association rules is greater than 1. After redundant data processing, association rules are not reduced. There are 10 association rules before and after redundancy, indicating that there is no redundancy rule for this data.

On the whole, the overall support is high. It can be seen that the credit score of Ideological and political education of graduates has a certain impact on the monthly income of graduates after half a year. It can be seen that the lower the credit score of Ideological and political education of graduates, the lower the monthly income of graduates after half a year. On the other hand, it also shows that our school should provide students with necessary ideological work when carrying out student work, and properly communicate with students with poor achievements in Ideological and political education, so that they can cope with the more severe employment situation.

Table 2. Association rules between average grade point and monthly income half a year after graduation

| rule | The aforesaid                              | Support degree | Confidence degree | Promotion degree |
|------|-------------------------------------------|----------------|-------------------|------------------|
| 1    | Score point of Ideological and political education = [1,2) | 0.0049         | 0.1765            | 1.4292           |
Score point of Ideological and political education = [1, 2)
Score point of Ideological and political education = [2, 3)
Credit point of Ideological and political education = [3, 4)
Credit point of Ideological and political education = [3, 4)

5 Conclusions
This paper introduces the concept, method and process of association rules in detail. Secondly, the classical algorithms of association rules are summarized, and they are analyzed and discussed in detail. On the basis of a questionnaire survey of graduates from an independent college, through relevant analysis, we draw the following conclusions: graduates with average credits of [3,4] are generally dissatisfied with the current situation; the lower the average credits, the lower the monthly income of graduates six months later. When providing employment guidance for graduates, we can train students of different levels in batches according to their performance, properly strengthen the guidance, persuasion and guidance for students with average credits between [1,2] and [3,4], improve their satisfaction with the current situation, and make them better cope with the severe employment situation.
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