PieTrack: An MOT solution based on synthetic data training and self-supervised domain adaptation
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Abstract

In order to cope with the increasing demand for labeling data and privacy issues with human detection, synthetic data has been used as a substitute and showing promising results in human detection and tracking tasks. We participate in the 7th Workshop on Benchmarking Multi-Target Tracking (BMTT), themed on “How Far Can Synthetic Data Take us”? Our solution, PieTrack, is developed based on synthetic data without using any pre-trained weights. We propose a self-supervised domain adaptation method that enables mitigating the domain shift issue between the synthetic (e.g., MOTSynth) and real data (e.g., MOT17) without involving extra human labels. By leveraging the proposed multi-scale ensemble inference, we achieved a final HOTA score of 58.7 on the MOT17 testing set, ranked third place in the challenge.

1. Introduction

Multiple object tracking (MOT) is an active research area with profound applications. With more advanced and bigger deep learning-based models, the need of labeled real data has also increased greatly. This is especially the case in human-centered applications such as detection, tracking, action recognition and spatial-temporal localization, etc. Although labeling people in clear background with large-scale bounding-box is not difficult, precisely labeling of people in small-scale with occlusion is not easy and could be error-prone. Meanwhile, there has been an increasing awareness of the privacy protection and avoid exposing real human faces for deep learning applications. This is such an important and ethical precaution but difficult in practice due to the face obfuscation (blurring, mosaicing, etc.) still far from practical in most human detection-related applications [27].

On the other hand, the synthetic data has served as a good alternative in certain applications such as autonomous-driven vehicles [14], with virtual driving datasets such as virtual KITTI [10], GTA5[21], VIPER [20]. Part of the success with the virtual driving datasets is due to the rigid body of cars which does not have flexible limbs like human being.

Last year (2021), thanks to the advanced game engine with physics simulation as well as human body simulation, MOTSynth, a large-scale synthetic data has been released for the multiple object tracking [8]. This dataset benefits the community in multiple areas of research and applications including pedestrian detection, tracking, re-identification, and instance segmentation. Such a synthetic data drew our attention because of its advantages in both labeling effort and privacy preservation. In particular, we are delighted to be part of the 7th BMTT Challenges “MOTSynth-MOT-CVPR22”, and our participating approach has the following highlights:

- A two-stage detection and association strategy is adopted, where our detector is trained using synthetic data from scratch without pre-trained weights.
- Self-supervised domain adaptation approach is used to fill the gap between the synthetic trained detector and the real MOT data, by using only unlabeled MOT17 training split.
- Multi-scale ensemble inference by taking different resolutions as input is used. This strategy helps to further boost the performance.

2. Related Work

Tracking-by-Detection. Powerful detection capability thanks to the deep-learning models, enables better tracking performance in the MOT domain. One-stage approaches [1, 29, 18], tackle the detection and the tracking tasks together in an end-to-end fashion and achieves high-speed process. However, this group of approaches suffers a lower
performance between the two-stage because of its compromise between detection and tracking branches of the deep learning model. Recent developments of YOLO-based approaches [19, 3, 11] provides high-speed, high-accuracy detectors. These advances facilitate the two-stage approaches by striking a balance between the detection speed and the data association [28].

**Synthetic Training Data.** Autonomous driving applications have adopted synthetic data in its model training since early time. Virtual KITTI [10] cloned the real data to virtual proxy for detection validation. Omni-MOT [23] provided a dataset, focuses on car-based detection and tracking. Parallel Domain is a commercial content provider for MOT of cars [24]. In the people-centered MOT domain, JTA (Joint Track Auto) [9] proposed a dataset on CG human poses for estimation and tracking. MOTSynth [8] is the most comprehensive dataset for pedestrian-based MOT and have drawn a lot attention since its release. We are also drawn to this dataset and participated the Challenge using the MOTSynth. Next section presents our methodology for the challenge with detailed explanation and illustration.

### 3. Method

In this work, we adopt the tracking by detection paradigm and propose an iterative approach to alleviate the domain gap between the synthetic and the real data. To follow the competition rule that no human labels for the MOT17 dataset can be used for fine-tuning, we propose a self-supervised pseudo-label mining and refining procedure on the MOT17 training set to shrink the domain gap. And we also adopt an multi-scale ensemble strategy to improve the robustness during the inference. The overview of the training framework is shown in Fig. 1.

#### 3.1. Multi-Object Detection and Tracking

**Object Detection Network.** The proposed PieTrack employs YOLOX [12] detection network to detect object of interests (e.g., pedestrian) in each frame. The network is built upon YOLOv3 [19] architecture with modified CSP-Net [25] backbone and PAN [15] head to enhance gradient propagation and feature hierarchy. YOLOX decouples the classification and regression tasks into separate branches as they are prone to conflict with each other [22, 26]. The detector adopts an anchor-free design to avoid domain-specific anchor configuration and reduce computational cost during inference [12]. To alleviate the imbalance between positive and negative samples, YOLOX consider each $3 \times 3$ area around the true object centers as positive samples. Moreover, a simplified OTA [11] strategy, named SimOTA, is proposed to improve the training efficiency without sacrificing the performance. The network can be customized to different sizes and trained in an end-to-end manner. In our work, we adopt YOLOX-X as our detection network and we follow [12] to train the detector from scratch without using any pretrained weights.

**Data Association and Tracking.** We adopt a two-stage data association method proposed in [28] with modifications to partially mitigate the domain shift issue. In the first stage, the association is performed between the high confidence detection boxes and all tracklets. In the second stage, the association is further performed between the unmatches less confident detection boxes and the remain tracklets. Different from the original strategy in [28] that excludes lost tracklets from the second association, we propose to consider both tracked and lost tracklets for sensitivity consideration. Because of domain shift issue, we observed significantly increased false negatives. By considering the lost tracklets in both stage, we empirically find it effectively increases the tracking sensitivity by at least 1.1%. In addition, we employ NSA Kalman algorithm [7] as the dynamic motion model and use Gaussian-smoothed interpolation (GSI) to remediate missing tracklets [6].

#### 3.2. Self-supervised Domain Adaptation

**Motivations.** Domain shift issue is the most challenging part in this task. It is noticeable that patterns, such as pedestrian’s appearance, lighting conditions, distractors, etc., are significantly different between the source domain (i.e., MOTSynth) and the target domain (i.e., MOT17), casting a shadow on achieving high detection/tracking performance on the testing scenario. Therefore, in our work, we focus on leveraging self-supervised domain adaptation method to boost the detection performance by using only unlabeled MOT17 training split.

**Domain Adaptation via Iterative Refinement.** Domain adaptation is crucial for acquiring good generalization ability on unseen data, especially when there is a domain gap between the training and testing scenario. Recently, training from synthetic data draws many attentions, as it is an efficient way to collect large-scale dataset. In our work, we propose to leverage a simple yet effective self-supervised it-

![Figure 1. Overview of the iterative domain adaptation pipeline.](image)

Firstly, the detector is trained on pure MOTSynth dataset. Then we perform the iterative domain adaptation by repeatedly generating and training with the pseudo bounding-box labels of the MOT17 training set.
3.3. Multi-scale Ensemble Inference

To improve the robustness of detection results during inference, similar to [4, 5, 13], we employ an ensemble strategy to further boost the model performance. We take three different resolutions as inputs (e.g., $640 \times 1152$, $800 \times 1440$, and $1280 \times 2304$), and augment each input by horizontal flipping. This creates three pairs of inputs for the detection network. We design a strategy to make the input resolution compatible with the predicted box size. To be specific, we only allow the lowest resolution input to predict boxes that larger than $32 \times 32$, and restrict the largest input to produce boxes that smaller than $96 \times 96$. All box predictions from the medium resolution inputs are used. And we collect all the legal predictions together and perform non-maximum suppression (NMS) at once. The effectiveness of this multi-scale ensemble strategy is demonstrated in Sec. 4.

4. Experiments

4.1. Dataset and Evaluation Metrics

MOTSynth [8] is a large-scale synthetic dataset for object detection and tracking. It consists of 708 sequences and results in 1,382k frames. We employ MOTSynth as the only source of labeled data for the development. For parameter tuning and methodology validation, we use MOT17 [17] training split as our validation set. We primarily use HOTA [16] and MOTA [2] to assess the overall tracking performance, and also take false positives (FPs), false negatives (FNs), and ID switches (IDs) as references.

4.2. Ablation Study

We conduct ablation study to reveal the effectiveness of the proposed iterative domain adaptation and multi-scale ensemble inference. As demonstrated in Table 1, the baseline method that trained on the MOTSynth labeled dataset produces large amount of false negatives when testing on the MOT17 training set. We hypotheses that this poor performance stems from the domain shift issue as described in Sec. 3.2. Therefore, we further conduct iterative domain adaptation to improve the sensitivity of the model. As can be seen, we repeat this process twice and obtain consistent and significant improvements over the baseline method. By introducing the multi-scale ensemble inference, we further boost the HOTA score to 57.68.

4.3. MOTSynth Challenge Performance

We use the best model obtained by the iterative domain adaptation to perform inference the MOT17 testing split. We submit the results to the MOTChallenge platform, which yields a HOTA score of 58.7.

5. Conclusion

We present our approach for 7th BMTT’s Challenge on MOTSynth-MOT-CVPR22. We adopt tracking-by-detection paradigm with two-stage approach, where detector is trained from scratch using MOTSynth data. Domain adaptation uses self-supervised fashion where only the unlabeled MOT17 training data is used. We also further boosts our performance with multiple-scale ensemble inference. We achieved a HOTA score of 58.7 as the final ranking result showing on the challenge website.

Table 1. Ablation study on the iterative domain adaptation and the multi-scale ensemble learning on MOT17 training set.

| Method     | HOTA  | MOTA  | FP    | FN    | IDs  |
|------------|-------|-------|-------|-------|------|
| Baseline   | 52.87 | 60.50 | 10553 | 33258 | 514  |
| Iter.1     | 55.66 | 63.9  | 11426 | 28643 | 517  |
| Iter.2     | 56.82 | 63.8  | 11574 | 28569 | 456  |
| Ensemble   | 57.68 | 64.30 | 15528 | 23985 | 534  |
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