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Abstract. In this paper, a novel formation control system, composed of path planning and tracking, was designed. A master-slave control model, based on the main vehicle, was proposed to solve the potential accumulation, transmission and amplification errors. To be specific, the referenced trajectory was initially generated by integrating a dynamic window and potential field in the process of transforming. Then a path tracking algorithm based on Hermite curve was introduced, which can make the group change process more stable and accurate. The performance of the formation control system was evaluated, in terms of the formation response and capacity of the formation stability in the simulated scenario. As a result, the vehicle control is simulated, the vehicle can quickly and precisely track the variation of the expected position, the maximum error is 0.1 m, and the speed error of the vehicle following can be controlled within 0.2 km / h, which can keep the stability of the vehicle formation better.

1. Introduction

In general, unmanned ground vehicles (UGVs) are driven by electric or hydraulic power. The differential steering provides various wheel speeds on both sides of the wheel, which brings the speed difference and causes the sliding steering on the ground [10]. The steering vehicle features with a differential steering are difficult to describe because of their extremely complex motion and the force between the wheels and the ground [7]. In this study, it has employed a widely used 4x4 UGV as the research object and creates a dynamic model based on a guidance track concept [8]. This reduces the inaccuracy and issues about control parameters.

In this paper, the related motion disturbance in this formation process is evaluated, integrating the dynamic window approach (DWA) [1] to identify the vehicle’s motion performance synthetically and search the optimal group change path in a certain area, which enables the group change safer and more efficient.

Also, regarding the unmanned vehicle path tracking level, the tracking accuracy and stability are highlighted. The stability can be further maintained by the modified Lyapunov function control [12]. At the same time, this modified function has improved stability in the tracking control of industrial robots [3]. The path tracking method for 4x4 UGV deduced in this paper uses the parametric curve approximation method to control the approaching curve through the speed and direction of the vehicle’s two points. This helps the vehicle to align the head direction during the path tracking process.
In addition, the speed and yaw rate are used for input tracking based on the targeted situation in this research.

1.1. This research’s contributions involve:
(1) A modified APF with DWA-based model, which mitigates the disturbance of moving obstacles and enables the formation process to be more adaptable to the vehicle performance. Also, this helps to achieve a safer and more efficient process.
(2) A time-series-based unmanned vehicle path tracking algorithm, which sets the parameters, such as vehicle speed and yaw rate, as parameter equations with time as an independent variable, which embodies the control quantity in discrete time.
(3) A rational equation to evaluate the process performance, which helps modify the parameters.

The rest of paper is organized accordingly. In the next section, the kinematic properties of the differential steering vehicle model are shown. The succeeding section presents the two levels of control algorithm from path planning and tracking. Then simulations are provided to show the effectiveness of the proposed method. An evaluation system is carried out to analyze the results. Finally, the conclusion is cited in the final section.

**Acronyms**

- $L$: is the width between the left and right axles. (It is the width between the left and right wheels.)
- $d$: is the wheel diameter.
- $v_c$: is the speed of the centroid of the vehicle.
- $w$: is the yaw rate for the vehicle.
- $R_v$: turns radius for the vehicle (It is the distance from the turning center to the centroid of the vehicle.)
- $v_l, v_r$: is the left and right wheel speeds.
- $\theta_0$: is the initial turning angle of the vehicle.
- $v_m, v_f$: are the maximum heading acceleration and deceleration of the unmanned vehicle, respectively.
- $w_m, w_i$: are the largest yaw angular acceleration and deceleration of the unmanned vehicle, respectively.
- $U_r$: is the repulsive potential field.
- $U_a$: is the gravitational potential field.
- $\rho_i$: is the radius of the repulsion circle focused on the $i$th obstacle in the detection range.
- $\rho_s$: is the specified radius value selected based on the obstacle and vehicle attributes.
- $v_{\text{max}}$: is the maximum relative speed of the obstacle and the vehicle.
- $v^\prime$: is the current speed of the obstacle pointing to the vehicle.
- $K$: is the gain constant.
- $v$: is the current vehicle speed.
- $v_{\text{goal}}$: is the target moving speed.
- $v_{\text{obs}}$: is the moving obstacle speed, where $q$ is the vehicle position loss.
- $q_{\text{goal}}$: is the target vector.
- $P$: is the distance between the vehicle and the obstacle.
- $s(t)$: is the actual vehicle position.
- $s_{\text{ideal}}$: is the expected vehicle position.
- $a(t)$: is the instantaneous vehicle acceleration.
- $e_x$: is the unit vector of the x-axis.

2. Vehicle model formulation

2.1. Unmanned vehicle kinematics model
To simplify the model, only the driving wheels are used as the research objects in this paper, employing them as a two-wheeler model. It is assumed that the wheels of the ground unmanned vehicle move on a flat horizontal ground, where the wheels only have a rolling contact with the ground, with its geometric relations and the vehicle’s kinematics model use the formulas:

$$v = [v_L, v_R] = [v_v \times (R - \frac{L}{2}), v_v \times (R + \frac{L}{2})]$$  \hspace{1cm} (1)

The unmanned vehicle steers based on the speed difference between the left and right wheels. When the unmanned vehicle moves in a straight line, since $R$ tends to be infinite, the four-wheel speeds of the unmanned vehicle are equal, which makes $v_L = v_R$. When the unmanned vehicle carries out a retreating motion, the rotation speed of all the wheels of the vehicle can be reversed. If performing an in-place rotation motion, then $R = 0$ and $v_L = 0$, and $v_L = -v_R$. The vehicle adopts a four-wheel differential steering system and the control method is simple. However, as the wheels cannot rotate freely, it causes the motion freedom of the unmanned vehicle low. So a large steering circle space is necessary during the turning process. This means a threshold is required to limit the steering speed and the yaw rate so the vehicle can be steadily controlled and prevent the mutual interference between the vehicles.

Track deduction is used for the bottom control of the robot. It is based on the unmanned vehicle posture (position and posture) and then calculates the speed and yaw rate of the vehicle, particularly the speeds of the left and right wheels. Conversely, it can also reverse the attitude parameters based on the vehicle speed parameters.

First, based on geometric relations, $\theta_L = \theta_1 = \theta_1$ can be derived. The driving wheel of the vehicle is selected as the research object. With its two existing speeds, the vehicle model consists of a two-degree-of-freedom model. So a time-dependent equation is used to establish a track derivation model. Considering the relative speed relationship between the left and right wheels and the body width $L$, the yaw rate of an unmanned vehicle can be expressed as:

$$\frac{d\theta}{dt} = \frac{(v_R - v_L)}{L}$$  \hspace{1cm} (2)

By integrating, the vehicle corner can be derived using the formula:

$$\theta = \frac{(v_R - v_L)}{L} + \theta_0$$  \hspace{1cm} (3)

Similarly, the moving speed of the vehicle can be calculated as:

$$v_c = \frac{v_R + v_L}{2}$$  \hspace{1cm} (4)
Through the sophisticated consideration of the forward velocity and yaw rate of the vehicle, multiple sets of motion parameters are generated by local path planning, then the trajectory can be deduced by integrating the speed using:

\[
\begin{align*}
x(t_f) &= x_0 + \int_0^{t_f} v(t) \cos \theta(t) \, dt \\
y(t_f) &= y_0 + \int_0^{t_f} v(t) \sin \theta(t) \, dt
\end{align*}
\]  

(5)

2.2. Overall Group Change

For the group change, it assumes that five vehicles consist of a team. The initial formation is longitudinally arranged, which in turn translates into a horizontal formation, a triangular formation, and finally a vertical formation. The process is detailed as follows:

The initial fleet vehicles are numbered 1 to 5, where number 3 is at the center, which is the main vehicle. (Figure 2 (a)) When changing the formation, the other four vehicles’ baselines are attained by shifting the baseline of the main vehicle to the left and right, corresponding to Nos. 1, 2, 4, and 5. Each vehicle seeks an expected path and targets the baseline along with the expected path. At the same time, each adjusts the speed and position to complete the transformation from the longitudinal line to the horizontal line. (Figure 2 (b))

When the formation converts to a triangular, it only needs to change the speeds, No. 1 at low speed, Nos. 2 and 4 at medium speed, and No. 5 at high speed. (Figure 2 (b))

This is the process of group change. The process of restoring the vertical formation is as follows.

The car formation is first converted from a triangle to a slash and then converted to a vertical form. No. 3, as the main vehicle, is always kept at a straight line along the road. All the paths of the servants are attained based on the path of the mean vehicle while all the following vehicles maintain a certain distance from the main vehicle. This ensures that main vehicle is found at the center. Therefore, at the start of the formation, it is set No. 3 as the main vehicle and used as the basis for the group change.

2.3. Path planning

Path planning is used to deduct the next state parameter \((v_{t+1}, w_{t+1})\) based on the motion parameters \((v_t, w_t)\) of the unmanned vehicle previously used. Employing the earlier created vehicle trajectory estimation formula (5), the trajectory can be deduced from the velocity, taking into account the computational complexity when the sampling on an unmanned vehicle is in motion, including only the sampling multiple sets of the velocity parameters \((v, w)\) in the 2D space. The velocity parameters \((v, w)\) can only be used to extrapolate the vehicle trajectory.
First, the unmanned vehicles are limited by their own maximum and minimum speeds.

\[ V_{\text{en}} = \{ v \in [v_{\text{min}}, v_{\text{max}}], w \in [w_{\text{min}}, w_{\text{max}}] \} \]  

(6)

Because the unmanned vehicle is impacted by its motor performance, along with the limited motor torque, there are both maximum acceleration and deceleration limit. Therefore, the unmanned vehicle has a dynamic range within a certain simulation period, which is the speed range of the vehicle. While \((v, w)\) is the actual speed that unmanned vehicles can achieve:

\[ v_a = \{ (v, w) \mid v \in [v_i - v_a \Delta t, v_i + v_a \Delta t], w \in [w_i - w_a \Delta t, w_i + w_a \Delta t] \} \]  

(7)

To stop before hitting an obstacle, the speed must be set within a certain range under the maximum deceleration condition:

\[
\begin{align*}
\Omega & = \min(2 \text{dist}(v, w) v_a \alpha, (2 \text{dist}(v, w) w_a)^{1/2}, \frac{v_a \tan \alpha}{l}) \\
\end{align*}
\]

(8)

Second, the obstacle avoidance algorithm is designed in path planning. There are two types of obstacles in the motion process of the vehicle. One is the static environmental obstacle and the other is the vehicle in motion state.

Finally, the scope of the vehicle’s velocity is a combination of those three equations:

\[ V = V_{\text{en}} \land V_a \land V_a \]  

(9)

This forms the dynamic window constraint as shown in Figure 3.

The APF method [11], proposed by Khatib, is one of the commonly used methods for local online obstacle avoidance among mobile robots. The principle behind is as follows:

The mobile robot shifts in a virtual force field. The obstacle is surrounded by the repulsive potential field, \( U_r \). The resulting repulsive force increases when the distance between the robot and the obstacle is reduced, and the direction deviates from the obstacle. The target point is enclosed by the gravitational potential field, \( U_g \). The resulting gravitational force declines as the robot approaches while the direction shifts to the target point. Then, based on the total of the artificial potential energy generated by each obstacle and the target, the gradient direction of the potential function is used to achieve a collision-free path planning.

However, because the path planning is only based on the information about the robot, obstacles, and targets, the scope of its application is limited to the static environments. Several modifications to the traditional artificial potential field method can be used not only for tracking and avoiding mobile obstacles but also take advantage of the simplicity and high speed of the control system.

To attain this, the method for calculating the radius of the repulsion circle of the original artificial potential field is integrated with the relative vehicle velocity while the detection range of the vehicle is \( \rho_c \). For the \( i \)th obstacle in the \( \rho_c \) range, the repulsive force is defined as a circle focused on the \( i \)th obstacle and the radius \( \rho_e \), where the radius of the repulsive circle is related to the relative velocity of the \( i \)th obstacle:
Considering the unmanned vehicle 1 as the research object, its own detection radius should be set at $\rho_o$. Through the perception of the surrounding environment, the nearest vehicle $i$ is known as an obstacle and the radius of the repulsive circle is set to $\rho_i$.

$$\rho = (1 + \frac{v}{v_{\text{max}}})\rho_o \quad (10)$$

In the case of $\rho \geq \rho_o$, the vehicle cannot identify the obstacles. However, based on the previous experimental results, it can make the vehicle operationally confusing and may generate *in situ* circling behavior. Therefore, path planning is reconsidered in this case. First, it needs to create simultaneous equations that turn to the target points. The simultaneous unmanned vehicle points to the target point linear equation $L (x, y)$ and other unmanned vehicle’s repulsive force equation $f (x, y)$, which is nearest to the unmanned vehicle.

Discuss the number of roots:
1. If the function $L (x, y)$ and the repulsive force equation $f (x, y)$ have no roots, the vehicle does not do obstacle avoidance actions and goes directly to the target.
2. If the function $L (x, y)$ and the repulsive force equation $f (x, y)$ have two roots, then the vehicle selects the intersection point closer to the robot and create a tangent of the repulsion loop. Then, selecting the direction of the tangent toward the target. This can be used to process moderate preventive obstacle avoidance.
3. If $L (x, y)$ and the repulsive force equation $f (x, y)$ have more than three roots, the vehicle does the tangent line between the robot and each effective repulsion circle. Selecting the direction toward the robot and identify the angle between each tangent line and $L$, and then taking the direction of the tangent with the minimum angle of $L$ as the robot’s motion direction.

Also, in the case of $\rho \leq \rho_o$, using the correction formula combined with the target motion speed of the vehicle. It can be calculated:

Gravitational field potential energy function is:

$$U_{\text{attr}} = \frac{1}{2} K_{\text{aq}} |q - q_{\text{goal}}|^2 + \frac{1}{2} K_{\text{att}} |v - v_{\text{goal}}|^2 \quad (11)$$

The attraction function is:

$$F_{\text{attr}} = -\text{grad}(U_{\text{attr}}) = -K_{\text{aq}} |q - q_{\text{goal}}| - K_{\text{att}} |v - v_{\text{goal}}| \quad (12)$$

The repulsive field potential energy function is:
The repulsive force function is:

\[ F_{\text{rep}} = -\text{grad}(U_{\text{rep}}) \]

\[ F_{\text{rep}} = K_{\text{rep}}[\rho(q, q_{\text{obs}})^{-1} - (\rho)^{-1}]^2 + K_{\text{rep}} |v - v_{\text{obs}}|^2 \]  

\[ (13) \]

This method divides the obstacles to make the obstacle avoidance action more reasonable. At the same time, it launches preventative obstacle avoidance, instead of simple and direct obstacle avoidance treatment, which effectively assists the potential field method to complete obstacle avoidance and tracking task.

### 2.4. Path tracking

Taking the center of the mass of the main vehicle as the original point, the direction of the actual speed of the vehicle is at the y-axis to set up the first coordinate system, \( x_1y_1 \). Identifying the center of mass of the following vehicle as the original point, the direction of the actual speed of the following vehicle is the \( x_1' \) \( y_1' \) axis to set up the second coordinate system, \( x_2' \) \( y_2' \), as shown in Figure 5.

When the team of vehicles is changing the formation, each vehicle travels on its corresponding path’s baseline and the target path between the two-route baselines can be obtained from the cited path planning method:

\[ R_{\text{ideal}}(t) = (x_{\text{ideal}}(t), y_{\text{ideal}}(t)) \]  

\[ (15) \]

Simultaneously, the ideal velocity can be calculated as:

\[ v_{\text{ideal}}(t) = \nabla R_{\text{ideal}}(t) = \begin{bmatrix} x_{\text{ideal}}(t) \\ y_{\text{ideal}}(t) \end{bmatrix} = \begin{bmatrix} v_x(t) \\ v_y(t) \end{bmatrix} \]  

\[ (16) \]

Currently, the speeds of \( x \) and \( y \) are the first coordinate system speeds. Furthermore, the expected transverse angular velocity can be calculated as:

\[ \omega_{\text{ideal}}(t) = \frac{\Delta \theta_{\text{ideal}}(t)}{\Delta t} = \frac{\theta_{\text{ideal}}(t) - \theta_{\text{ideal}}(t-1)}{\Delta t} \]  

\[ (17) \]

At the same time, the actual speed and the actual yaw angular velocity can be obtained. The yaw angular velocity takes a clockwise movement as positive while counterclockwise is considered negative. There are three states existing when the vehicle is running on the expected path closely:

1. The vehicle is on the left side of the path.
2. The vehicle is on the right side of the path.
3. The vehicle is precisely on the path.

These three states are shown in Fig. 6(a).
Figure 5. Hermite curve path planning for vehicles outside the expected path

Regarding it is difficult to completely coincide with the centroid and the route. Therefore, this paper simply defines a circle whose center is the focus of the centroid and its radius is relatively small. When the path has an intersection with the circle, it is regarded as the vehicle is on the path.

\[
\begin{align*}
\text{If } x_{\text{ideal}}(t) > 0, \text{ the vehicle is on the left side of the path} \\
\text{If } x_{\text{ideal}}(t) < 0, \text{ the vehicle is on the right side of the path} \\
\text{If } x_{\text{ideal}}(t) - r < 0, \text{ the vehicle is on the path}
\end{align*}
\]

(18)

Figure 6. (a) Stated judgment when the vehicle runs on the expected path
(b) The coordinates that establish the relative position between the vehicle and the expected path

When the centroid of the vehicle deviates from the expected trajectory, extend the axis of the vehicle as it intersects with the expected path \(R_{\text{ideal}}(t)\) at the point \(A_{\text{ideal}}\).

The magnitude and direction of the speed and yaw rate at this point can be calculated using the method in 2.1. The position is shown in Figure 5.

At the same time, the vehicle real-time coordinates and the direction of the actual velocity are identified. Considering that the predetermined position must be reached during the running of the vehicle, and the direction of the vehicle is adjusted to facilitate the next driving. Therefore, the planned path should meet the following conditions: (1) smooth transition; (2) starting and arrival points are on this path; (3) initial ending velocity vectors are tangent to this path. With these three conditions, it can be noted that the parameterized curve Hermite curve can meet the condition. The parameters of the Hermite curve are set up according to the constraints of the starting point, the terminal coordinates, and the velocity vector.
\begin{equation}
\begin{aligned}
p(u) &= au^3 + bu^2 + cu + d, \quad 0 \leq u \leq 1 \\
a &= 2p_0 + 2p_i + p_i^w \\
b &= -3p_0 + 3p_i - 2p_i^w - p_i^w \\
c &= p_i^w \\
d &= p_0
\end{aligned}
\end{equation}

In the formula (20), \( p_0, p_i \) is the current point and the coordinate of the point \( A_{\text{ideal}}, p_i^w \), where \( p_i^w \) is the velocity vector of the current point and the point \( A_{\text{ideal}} \).

The curve is taken as a new approach route, and the problem of the vehicle deviating from the original path is translated into path tracking of the vehicle. For the converted problem, the tracking method of the vehicle is described later. When the centroid is on the expected trajectory, a vector tracking method [13] is used to model the vehicle-tracking path.

Calculating the angle between the actual and the expected speeds of the vehicle (Figure 5).

\begin{equation}
\theta(t) = \arccos\left(\frac{v(t) \cdot v_{\text{ideal}}(t)}{|v(t)| \cdot |v_{\text{ideal}}(t)|}\right)
\end{equation}

Calculating the cosine of the angle between the expected direction of velocity and the x-axis of the second coordinate system:

\begin{equation}
\psi(t) = \cos(\phi(t)) = \frac{v_{\text{ideal}}(t)}{|v_{\text{ideal}}(t)|}
\end{equation}

In this formula, \( \phi \) is the unit vector of the x-axis.

Setting the angle threshold \( \theta_{\text{threshold}} \),

\begin{equation}
\begin{aligned}
\psi(t) \geq 0, & \text{ the following vehicle needs to turn right} \\
\psi(t) < 0, & \text{ the following vehicle needs to turn left}
\end{aligned}
\end{equation}

Then, the Steering determination formula is:

\begin{equation}
\phi(t) = \max(\theta(t) - \theta_{\text{threshold}}, 0) \psi(t)
\end{equation}

Setting the speed threshold \( v_{\text{threshold}} \), where the judgment condition of speed adjustment is:

\begin{equation}
f(t) = \max\left| |v_{\text{ideal}}(t)| - |v(t)| - \theta_{\text{threshold}} \right| \\
\begin{cases}
\begin{aligned}
f(t) > 0, & \text{ the following vehicle needs to accelerate} \\
f(t) = 0, & \text{ the following vehicle needs to maintain the speed} \\
f(t) < 0, & \text{ the following vehicle needs to decelerate}
\end{aligned}
\end{cases}
\end{equation}

The adjustment model is:

\begin{equation}
\begin{aligned}
v(t_{i+1}) &= v(t_i) + \text{sign}(f(t_i)) \frac{|v_{\text{ideal}}(t_i)| - |v(t_i)|}{\tau} \\
w(t_{i+1}) &= w(t_i) + \text{sign}(f(t_i)) \frac{\theta_{\text{ideal}}(t_i) - \theta_{\text{threshold}}}{\tau}
\end{aligned}
\end{equation}

In the process of turning the vehicle adjustment, the change of speed and yaw rate should be uniform and stable to avoid instability. In turn, the vehicles can roll over and so on.

3. Experiment and Performance Evaluation

3.1. The structure of the formation system
The formation system consists of both the hardware and software parts. The hardware component involves the vital part of the main and following vehicles, industrial computers, STM32 microcontrollers, and a series of vehicle sensors on board. The software component includes the path planning and path tracking parts by integrating the dynamic window approach and potential energy field. In the running method, the main and following cars communicate via Wi-Fi. The master car transmits the baseline equation of its own path to the corresponding slave cars by offsetting the transformation. Upon receiving the signal of the baseline equation from the vehicle, the path planning method is used to achieve an optimal path to the baseline. At the same time, the vehicle speed and yaw rate collected by the on board sensors are filtered out and used as inputs, then employing the path tracking method. The program is burned into the micro-controller unit (MCU) through inter-process communication (IPC) to achieve the cited group change.

3.2. Simulation in the Robot Operating System

The Robot Operating System (ROS) in the following section [21] is an open source meta-operating system suitable for the robots. Based on the ROS, this paper simulates the formation control of the five unmanned vehicles and the findings can be used to validate the implementation ability of the controller [22].

As seen in the formation process, the simulation process resolution is set to 0.02, which is calculated every 0.02 s. First, the initial state is the formation A, which is along the longitudinal line. The vehicle formation transforms to the middle state B, which is askew formation, by issuing a command to convert the formation. The transmitting time is 11.6 s and the relative positions can be regulated by the adjustment of the relative velocity so that the skew formation can be converted into a horizontal line while the transmitting time is 3 s. Then, it follows the same steps to adjust the relative positions to convert the formation to a triangular one.

![Figure 6. The test of group change](image)

3.3. Result Analysis

There are three main aspects to evaluate the control system performance: (1) under the control of the system, (2) proximity of the vehicle’s real-time position to the theoretical position, which is the approaching degree of the actual vehicle speed to the expected vehicle speed, and (3) fluctuation of the vehicle speed, that is, the magnitude of the acceleration. Based on these three criteria, proper weight is set for each and then creates the control index function $W$ to analyze the control performance of the control system, where the functional relation is as follows:

$$W = \int_0^t \left[ (s(t) - s_{ideal}(t))^2 + 9 \times \left( \frac{V(t) - V_{ideal}(t)}{3.6} \right)^2 + 25 \times (a(t))^2 \right] dt$$  \hspace{1cm} (28)

The smaller the $W$ value is, the better function that the control system has. Based on the control index function $W$, it can be found the best control strategy to track the target path under the condition of a slight acceleration fluctuation. In the design simulation experiment, a planned lane change path is initially achieved:

$$R_{ideal}(t) = (X_{ideal}(t), Y_{ideal}(t))$$  \hspace{1cm} (29)

The path is derived from time and the variation of line speed. In this case, the speed change is the ideal speed curve while ideal speed direction is the tangent of the ideal path at the corresponding position.
When adopting the cited control strategy, the results of the simulation are as follows:

**Figure 7.** The path and speed transformation diagrams that correspond to the path

For the analysis of the cited figures, the relative position in Fig. 7 (a) is the difference between the actual vehicle position and the expected vehicle position. Under the control system, the vehicle can track the change of the expected position easily. The maximum error is about 0.1 m in the entire process. This embodies high-tracking accuracy.

In Fig. 8 (b), the dotted line is the expected vehicle speed while the solid line is the actual vehicle speed. When the expected speed changes rapidly, the self-vehicle speed can respond accordingly and the overshoot is relatively inconspicuous. If the expected vehicle speed is well-maintained, vehicles can run at a stable speed without generating the oscillation, showing that the system is relatively stable.

In Fig. 9 (a), the relative speed is the difference between the actual and expected vehicle speeds. The simulation shows that the speed error can be controlled within 0.2 km/h. Within 0 s to 5 s, the vehicle simply enters the path tracking state, where the speed drastically fluctuates and rate fluctuation is very obvious. Within 5 s to 25 s, the vehicle is in a stable path tracking state, and the vehicle speed has relatively high stability. At 25 s to 30 s, the lane change is completed, as the speed slightly fluctuates. In Fig. 7 (b), the vehicle has high stability at low speed while the speed fluctuates when the vehicle is driving at a high speed.
In Fig. 9 (b), the maximum acceleration $a_{\text{max}} = 0.07 \text{ g}$, indicating that under the control system, the speed of the vehicle varies smoothly. There is no risky condition in the rapid acceleration and deceleration, which is advantageous to enhance driving safety.

4. Summary and Conclusion
This paper presents a innovative method of the dynamic planning path and path tracking of the unmanned vehicles. This study recommends a collaborative formation controller design for multiple UGV designs from the two components, path planning and following. Finally, the simulation results are demonstrated and analyzed.

With regard to path planning, the DWA algorithm can effectively avoid the collision with static obstacles. When the vehicles encounter the dynamic obstacles, they move along with the obstacles, which will lead to a great disturbance to the path planning. Therefore, this paper adopts the obstacle avoidance algorithm based on DWA and potential energy field method, which effectively reduces the possibility of interference caused by other platform movements during the process of changing teams. Also, it enables the vehicles to track the movement of the target points more quickly and precisely. Meanwhile, through a series of constraints based on the vehicle’s own performance, the vehicle can avoid rapid acceleration or deceleration, where this new approach has better maneuverability.

In path tracking level, this method simplified the motion control sets to the speed of the vehicle and the yaw rate. And then the baseline equation, which is calculated by the path planning algorithm, is transmitted from the main vehicle to the following vehicle. Then, the state decision and adjustment functions are set. The former controls the steering direction, acceleration, and deceleration of the vehicle while the latter regulates the speed based on the time. When the vehicle deviates from the expected path, the algorithm extends the axis of the vehicle and gets into an intersection with the path. Based on the intersection and its expected speed, its current position and speed, planning a smooth Hermite curve ensure that the vehicle can approach the original and well-planned path smoothly and fix the direction of the vehicle in the process.

Finally, the control performance of the path tracking control system is verified using the simulation experiments applied in this paper. Throughout the simulation process, the vehicle can track the variation of the expected position fleetly and precisely, with a maximum error of 0.1 m. Meanwhile, the vehicle can follow the expected speed rapidly with an inconspicuous overshoot while the speed error can be controlled within 0.2 km/h. Therefore, the path tracking control system guarantees the formation stability of several unmanned vehicles.
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