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ABSTRACT
Fast cosmological transients such as fast radio bursts (FRBs) and gamma-ray bursts (GRBs) represent a class of sources more compact than any other cosmological object. As such they are sensitive to significant magnification via gravitational lensing from a class of lenses which are not well-constrained by observations today. Low-mass primordial black holes are one such candidate which may constitute a significant fraction of the Universe’s dark matter. Current observations only constrain their density in the nearby Universe, giving fast transients from cosmological distances the potential to form complementary constraints. Motivated by this, we calculate the effect that gravitational lensing from a cosmological distribution of compact objects would have on the observed rates of FRBs and GRBs. For static lensing geometries, we rule out the prospect that all FRBs are gravitationally lensed for a range of lens masses and show that lens masses greater than $10^{-5} M_\odot$ can be constrained with 8000 un-localised high fluence FRBs at 1.4GHz, as might be detected by the next generation of FRB-finding telescopes.
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1 INTRODUCTION
The observed number of sources as a function of flux (the ‘logN–logS’ relation) is perhaps the most fundamental quantity to population studies across astronomy. Encoded within them are the properties of the source population: luminosity function, spectra and redshift distribution (Longair & Scheuer 1966). Constraining the population functions of fast radio bursts (FRBs) and gamma-ray bursts (GRBs) has been an area of particular interest in modern astronomy (Macquart & Ekers 2018; Sun et al. 2015). These bursts are often produced in exotic systems or cataclysmic circumstances (Abbott et al. 2017; Woosley & Bloom 2006; Platts et al. 2019) and therefore represent an important tracer of rare systems.

Propagation effects such as extinction, absorption or scintillation (Frontera et al. 2000; Masui et al. 2015) can however serve to obfuscate the intrinsic behaviours of a transient source, and thus must be accounted for if we are to determine the population functions from the observations. One such propagation effect is gravitational lensing.

Gravitational lensing is important to consider because it can magnify source objects, significantly amplifying their observed flux, potentially resulting in erroneously inferred luminosities. Many examples of lenses magnifying, distorting or even multiply imaging individual sources have been recorded, including for quasars (Walsh et al. 1979), GRBs (Paynter et al. 2021) and supernovae (SNe) (Kelly et al. 2015). However, the influence of gravitational lensing on the source counts of a population is typically slight; the fraction of quasars undergoing strong lensing is expected to be only a few percent of quasars beyond redshift six (Pacucci & Loeb 2019; Yue et al. 2022) and for SNe (Porciani & Madau 2000; Jonsson et al. 2010) the fraction of lensed bursts is constrained to be small.

The lack of observed gravitational lensing can be used to infer constraints on the population of lenses. Zumalacárregui & Seljak (2018) placed strong constraints on the fraction of dark matter in primordial black holes (PBHs) using type Ia SNe. The authors model the probability of magnification convolved with the spread in supernova magnitudes and compare with the observed spread to constrain the population of lenses at cosmological distances. They find that the observations are inconsistent with a large population of lenses and therefore restrict the fraction of dark matter in PBHs to be less than 0.3 for PBH masses greater than $0.01 M_\odot$. Strong constraints can be placed in the case of SNe Ia observations because of the narrow distribution of intrinsic SNe Ia energies (i.e. because SNe Ia are standard candles).

These results do not mean that lensing will be unimportant for FRB and GRB source counts. The smaller angular size of GRBs and FRBs compared to SNe Ia makes them sensitive to even lower mass lenses. The uncertainty surrounding the emission mechanism of most fast transients, however, makes it difficult to separate potential propagation effects from potential emission mechanism effects. For example, it is difficult to distinguish a highly magnified event from an intrinsically luminous burst. Thus, lensing searches have been restricted to searches for multiple source images, be it in the spatial or temporal domain (Munoz et al. 2016; Laha 2018; Oguri 2019; Sammons et al. 2020; Paynter et al. 2021; Leung et al. 2022; CHIME/FRB Collaboration et al. 2022; Connor & Ravi 2022).

As we shall show, the luminosity of GRBs and FRBs is sensitive to lens masses much too small to produce resolvable multiple images: as small as $10^{-15} M_\odot$ and $10^{-5} M_\odot$ respectively, and there is little evidence to rule out the presence of a cosmological population of lenses on these low mass scales. Constraints on primordial black holes (PBHs) still allow for 100% of dark matter to be comprised of PBHs in the asteroid to sub-lunar mass regime ($10^{-15} M_\odot \leq M_L \leq 10^{-10} M_\odot$; Carr & Kühnel 2020). The sub-lunar to sub-stellar ($10^{-10} M_\odot \leq M_L \geq 10^{-2} M_\odot$) regime is also of interest as it is
only constrained for our own galaxy halo, with \( \sim 10^{-5} M_{\odot} \) lenses potentially existing locally in appreciable density.

To account for lensing effects on the source counts of fast transients, and estimate how this may be used to constrain the number of PBHs, we create a generic model for differential rates of fast transients with fluence, \( dR/dF \), in an inhomogeneous universe and compare it to its smooth universe counterpart, considering only the total magnification caused by inhomogeneity.

This paper is structured as follows: §2.1 & §2.2 introduce the lensing theory, §2.3 & 2.4 introduce the differential event rates formalism, §2.5 discusses our numerical method and justifies our model’s assumptions, in §4 we characterise the response of our model to variation of the input parameters, §5 explores the possibility that all FRBs are highly magnified, §6 contains explicit calculations of the changes to FRB and GRB event rates in universes of varying homogeneity and finally, we discuss the implications of the changes to FRB and GRB event rates in universes of varying homogeneity.

In general lensing causes a rich variety of effects on source images and temporal profiles of transients (for a detailed review of which we refer the reader to Schneider et al. 1992). In this work we restrict ourselves to consideration only of the total magnification of a source by a lens,

\[
\mu = \frac{F}{F_0},
\]

where \( F \) is the sum of the fluence from all images and \( F_0 \) is the fluence observed from a source along an ‘empty beam’. The empty beam is defined as the path of propagation which lies far from all clumps of inhomogeneous matter. \( D_{\text{A}} \) is the value of angular diameter distance \( D_\text{A} \) along the empty beam and it represents the background value (\( \mu = 1 \)) of \( D_\text{A} \) in a universe with a smooth matter fraction \( \eta \). Following the method outlined by Kayser et al. (1997), \( D_{\text{A}} \) can be calculated numerically for a general choice of both cosmology and \( \eta \) (see appendix A for extended discussion).

A critical quantity of the magnification distribution is the mean source magnification at a given redshift,

\[
\langle \mu \rangle = \frac{D_1^2(z)}{D_{\text{A}}^2(z)},
\]

where \( D_1 \) represents the typical angular diameter distance of a smooth universe (\( \eta = 1 \)). As \( \eta \) is increased and the universe becomes homogeneous, \( D_{\text{A}} \) tends towards \( D_1 \) and we recover the smooth universe behaviour of \( \langle \mu \rangle \sim 1 \). The mean magnification determines the shape of the magnification probability density function (PDF) we apply from Rauch (1991).

### 2.2 Magnification Probability Density Function

To determine the effects of gravitational lensing on observed fast transient event rates, we require a functional form for the magnification PDF. In this work we make use of the analytical approximation detailed in Rauch (1991),

\[
p(\mu) = 2\sigma_{\text{eff}} \left[ 1 - e^{-b(\mu-1)} \right]^{1.5},
\]

where parameters \( \sigma \) and \( b \) are chosen such that the PDF is normalised and has a mean magnification (\( \mu \)). The form of the PDF is derived empirically by fitting to simulations of lensing rather than being motivated physically. However, by doing so it implicitly accounts for multiple lensing and shear which are significant complexities to hurdle when deriving a more physical model (Schneider & Weiss 1988).

As stated in Rauch (1991) this approximation is only valid for low mean magnifications and point sources. However, even for large mean magnifications where the lensing enters the complex regime associated with an intricate caustic network, the approximation by Rauch provides a simple way to capture broad behaviour of the magnification probability distributions found by numerical simulations (e.g. Fleury & García-Bellido 2020). Given the relative uncertainties associated with both FRB and GRB luminosity functions (James et al. 2021; Banerjee et al. 2021) particularly FRBs as their progenitor/s remain unknown, we will make use of this simple empirical model as opposed to vastly more computationally intensive numerical simulations. Finally, we note that this model is only valid for a stationary universe. If the magnification of a source can change significantly over time due to its motion relative to the lens then the probability of a given magnification must be reconsidered under a different formalism. We assume that both lenses and sources are stationary relative to the observer for the remainder of this work.

### 2.3 Rates in a Smooth Universe

The impulsive nature of fast transient events means that burst rates rather than source counts are the fundamental quantity to consider when characterising the population. Furthermore, the observable directly relevant to transient events is fluence rather than flux which is typical for continuous sources. We use the fluence–energy relation outlined in Macquart & Ekers (2018).

The observed rate of a transient population is primarily governed by the intrinsic event rate energy function which depends on the redshift of the burst as well as its spectral energy and frequency in the emission frame \( \Theta_E(z, \nu_e, \gamma) \). This function yields the event rate per spectral energy per co-moving volume. Assuming that the redshift, spectral energy and emission frequency of a burst are independent, it can be separated into the population functions describing each dimension,

\[
\Theta_E(z, \nu_e, \gamma) = \theta_z(z) \theta_E(E_{\nu_e}, E_{\nu_e,\text{max}}, \gamma) \theta_{\nu_e}(\nu_e, \alpha),
\]

allowing us to motivate the form of the \( \theta_x \) functions separately, depending on which transient we are considering. Above we have labelled each of the functions with their typical arguments. Generally, the source evolution function, \( \theta_z \), will depend only on \( z \); the energy analogue to the luminosity function, \( \theta_E \), will have a power law dependence on \( E_{\nu_e} \) described by index \( \gamma \) (where broken power laws are used, \( \gamma \) is subscripted accordingly) up to a hard cutoff at the maximum spectral energy \( E_{\nu_e,\text{max}} \); and the spectrum, \( \theta_{\nu_e} \), will have a power law dependence on \( \nu_e \) described by index \( \alpha \) (and \( \beta \) where broken power laws are used).
Following the work of Macquart & Ekers (2018), the intrinsic event rate energy function can be related to the differential observed rate with fluence via

$$\frac{dR}{dF} = \int dz \, 16\pi^2 D_L^2 D_c^2 \frac{1}{(1+z)^3} \frac{dD_c}{dz} \Theta_E (z, E_{\nu_c}, \nu_c) \frac{d\mu}{\mu},$$

(5)

where $D_L$ and $D_c$ are the comoving and luminosity distances respectively — for a complete derivation see appendix D1.

2.4 Rates in a Clumpy Universe

In an inhomogeneous universe the relation between observed fluence and emitted energy is more complicated. Naturally it is dependent on the total magnification of the source. However as our magnification is with respect to the empty beam case, the luminosity distance cannot be calculated for a smooth universe as in §2.3. Instead it must be expressed as a function of $D_\eta$ via Etherington’s reciprocal relationship ($D_L = D_\eta (1 + z)^2$) (Etherington 1933).

The probability of any given line of sight to a source at redshift $z$ having magnification $\mu$ is given by the PDF described in Eq. 3. For most of our calculations we assume the lensing is well characterised having magnification $\mu$—see appendix D2.

Combining these elements as elaborated in the derivation in appendix D2 the differential rate with fluence for transients in an inhomogeneous universe with a smooth matter fraction $\eta$ is

$$\frac{dR}{dF} = \int dz \, 16\pi^2 D_L^2 \left(D_\eta (1 + z)^2\right)^2 \frac{1}{(1+z)^3} \frac{dD_c}{dz} \times \int d\mu \, p(\mu, z) \Theta_E (z, E_{\nu_c}, \nu_c) \frac{1}{\mu}.$$  

(6)

2.5 Numerical Implementation

To evaluate the differential rates we used SciPy’s implementation of the FORTRAN quad pack numerical integration. For the smooth universe calculation of $dR/dF$ we integrate in log space over the domain $[\zeta_{\text{min}}, \zeta_{\text{max}}]$. In our physical picture the calculated value $dR/dF$ then corresponds to a hollow sphere between redshifts $[\zeta_{\text{min}}, \zeta_{\text{max}}]$.

In line with the expectations in a LambdaCDM universe, we assume that on large scales the Universe is homogeneous, hence we set a minimum redshift condition of $\zeta_{\text{min}} = 0.001$ (D = 4 Mpc), corresponding to the scale between galaxies. We do not model the contribution to the event rate from below this scale, as the local structure of our Universe would need to be accounted for. Even with $\zeta_{\text{min}}$ set at 0.001, our hollow sphere still well approximates the volume of filled sphere out to $\zeta_{\text{max}}$.

The upper redshift boundary corresponds to the designated spatial distribution, e.g. for $\theta_c \sim$ cosmic star formation rate (CSFR); throughout this paper we make use of the CSFR outlined in Madau & Dickinson (2014) we set $\zeta_{\text{max}} = 100$ where star formation is negligible.

In the case of a clumpy universe our redshift integration must be restricted to a higher minimum, $\zeta_{\text{min, lensed}},$ to ensure stable integration. As seen in Eq. (2), $\langle \mu \rangle$ is dependent upon redshift and the smooth matter fraction, $\eta$. For high values of $\eta$ and low redshifts ($\mu = 1$) will be small. To have a magnification PDF of the form of Eq. (3) with a small mean magnification requires that the PDF be extremely concentrated around $\langle \mu \rangle$. For mean magnifications $\langle \mu \rangle = 1 \leq 10^{-5}$ this peak can be missed in the integration domain, destroying the validity of the result. For inhomogeneous universes ($\eta < 1$) we set $\zeta_{\text{min, lensed}} \geq \zeta_{\text{min}} = 0.001$ to ensure a valid result. For lower values of $\eta$, $\zeta_{\text{min, lensed}}$ is decreased such that the minimum $\langle \mu \rangle$ remains constant. Given the extremely low mean magnification in this low redshift regime the clumpy and smooth universe results are unlikely to vary significantly. Therefore, when $\zeta_{\text{min, lensed}} > \zeta_{\text{min}}$ we add the smooth universe result over the domain $[\zeta_{\text{min}}, \zeta_{\text{min, lensed}}]$ to the clumpy integral result to keep the smooth and clumpy $dR/dF$ results consistent.

For the clumpy universe calculation the inner integral in Eq. 6 is performed in log space over the transformed domain of $\Delta \mu = \mu - 1$ to aid numerical integration by spreading out the sharply varying behaviour of the magnification PDF over a greater dynamic range. This integration is performed over the domain $[\Delta \mu_{\text{min}}, \Delta \mu_{\text{max}}]$, where $\Delta \mu_{\text{min}} = 10^{-15}$ as restricted by float precision \footnote{Technically the float precision of the exponential term in Eq. (3) is violated significantly before $\Delta \mu = 10^{-15}$, however the impact on the accuracy of the result is negligible.} and $\Delta \mu_{\text{max}} = 10^{20}$, beyond which we expect negligible contribution to the integration.

3 FRACTIONAL CHANGE DUE TO LENSING

Here and in following sections we illustrate $dR/dF$ using plausible values of the population functions for FRBs (James et al. 2021; Luo et al. 2020), and vary individual parameters over a broad range of typical values.

Fig. 1 plots $dR/dF$ as a function of $f$ for a smooth universe, where $f$ is the observed fluence normalised to what would be observed for an $E_{\nu_c, \text{max}}$ burst at redshift $z = 1$ in a smooth universe. We normalise the rates to the expected $dR/dF$ for a Euclidean universe, $R_0 f^{-2.5}$ where $R_0$ is the rate density in the local universe.

Fig. 1 shows that $dR/dF$ in a smooth universe has roughly two fluence domains of behaviour for event rate energy functions with $\gamma > -2.5$. We define these regions about a break fluence $f_{b, 1} = 10^{-1.16}$ which is the fluence corresponding to $E_{\nu_c, \text{max}}$ at $\zeta_{\text{max}}$. At the high fluence end ($f > f_{b, 1} = 10^{-1.16}$ the maximum
redshift is determined by $E_{\gamma,\text{max}}$. Because the power law index of the energy function, $\gamma > -2.5$ is shallower than the expected Euclidean evolution $\propto f^{-2.5}$ the change in rate with fluence is dominated by the change in sources due to a restricted redshift, as opposed to having fewer bursts at higher energies. Therefore $dR/df$ in a smooth universe has a power law index at the high fluence end approaching the Euclidean expectation.

On the low fluence end ($f < f_{b,1} = 10^{-1.16}$), where $z_{\text{max}}$ is instead restricted by the spatial distribution $\theta_z$, a change in the observed fluence does not affect $z_{\text{max}}$ and the change in the observed rate is dominated by seeing fewer bursts at higher energies. Therefore at the low fluence end $dR/df$ adopts power law index seen in the energy function of $\gamma$. If the energy function has a steeper index, $\gamma \leq -2.5$ then for a uniform spatial distribution the change in the number of bursts due to the energetics will dominate across all fluences and the Euclidean behaviour will never be recovered.

In a clumpy universe $dR/df$ depends on the convolution of the intrinsic energy function with $p(\mu)/\mu$ as per Eq. 6. For gravitational lensing this convolution kernel is generally $\propto \mu^{-4}$ in the high magnification limit. Therefore, for all energy functions with $\gamma > -4$ this convolution will be dominated by the intrinsic energy function, and the behaviour of $dR/df$ will be well approximated by the smooth universe behaviour described above. The exception will be the case where all events are highly magnified as we shall discuss in §5 and the edge effects we describe below.

To discern the effect of lensing we express our results as the fractional change in event rate ($dR/df$) in a clumpy universe with a smooth matter fraction $\eta < 1$, normalised by the differential event rate in a smooth universe ($\eta = 1$). Fig. 2 shows the $\eta = 0$ case, depicting a $1-10\%$ fractional change in $dR/df$ due to lensing that has a characteristic shape common to all values of $\gamma$.

Fig. 2 shows the low fluence regime for all values of $\gamma$ and all fluences for $\gamma \leq -2.5$ to have approximately constant fractional difference between the lensed and unlensed differential rates. $dR/df$ in these regions is dominated by the energetics and hence show similar behaviour despite any lensing, consistent with our expectation.

The fluctuation structure is comprised of an initial decrease, before a sharp increase which then tends back towards unity. To understand why this structure appears we must look to the break fluence $f_{b,1}$, shown as a dashed line in Fig. 2. The lower fluence is due to a demagnification of $1/(\mu)$ (from Eq. (2), $D_\theta^2(z_{\text{max}} = 100)/D_0^2(z_{\text{max}} = 0.00295) \approx 10^{-3.39}/10^{-1.16}$) associated with viewing along an empty beam in a clumpy universe compared to a smooth one. Therefore, as we increase fluence $dR/df$ becomes dominated by the reduction to $z_{\text{max}}$ in a clumpy universe before it does so for a smooth universe, resulting in the dip. Once we hit $f = 10^{-1.16}$ the smooth universe also becomes dominated by reduction to $z_{\text{max}}$, resulting in an inflection point in the fractional change in accordance with $z_{\text{max}}$, decreasing faster in a smooth universe. As the fluence increases and the maximum redshift approaches the nearby universe, the mean magnification decreases and clumpy and smooth universes become indistinguishable, resulting in $dR/df$ values that converge as seen on the high fluence end of Fig. 2.

4 INTRINSIC PARAMETER VARIATION

Apart from $\gamma$, our model takes in a number of input parameters as discussed in §2.3. Below we characterise the response of $dR/df$ to variation of these parameters.

4.1 Spatial Distributions

Our calculations so far have been restricted to an intrinsic rate with a uniform comoving spatial distribution. More realistically $\theta_z$ is likely to be proportional to some integral over the CSFR, owing to the stellar origin of the extreme environments that produce (or are candidate progenitors for) many extragalactic transients (Gehrels et al. 2009; Platts et al. 2019). For progenitors that are short lived this integral will be over a small portion of the CSFR and hence the result proportional to the CSFR itself. Conversely, progenitors that emit bursts over a time period comparable to the age of the universe will have $\theta_z$ proportional to the current number of stars, i.e. the CSFR integrated over all redshifts above $z$. Taking $\gamma = -2.0$ we plot $dR/df$ for these spatial distributions in Fig. 3.

Fig. 3 shows that for spatial distributions proportional to the CSFR or its integral, the minimum fractional change occurs at a higher fluence than for a uniform spatial distribution. This is because the CSFR shows a gradual decline beyond $z \sim 2$ rather than a hard edge at $z \sim 100$. Also of note is that the fractional increase in $dR/df$ from lensing is much larger for the case of $\theta_z \propto$ CSFR than other spatial distributions.

To see why, it is informative to decompose the fractional change due to lensing for a uniform spatial distribution into its components in redshift space. Fig. 4 shows that in the case of a $\theta_z$ which is uniform in comoving space, a majority of the fractional increase due to lensing comes from the $z = 0.72 - 3.728$ region. This is the same region in redshift space where the CSFR peaks and hence for $\theta_z \propto$ CSFR the rate of bursts coincidentally peaks where the fractional change due to lensing is greatest, enhancing the effect of lensing.
4.2 Spectral Indices

Fig. 5 shows that the fractional change due to lensing varies with the spectral index $\alpha$ similarly to the energy index $\gamma$. Steep, negative spectral indices rapidly decrease the burst rate at high frequencies which suppresses the burst rate at higher redshifts where the emission frequency associated with any given observed frequency is higher by a factor of $(1+z)$. Because all significant lensing effects occur in the distant universe where the mean magnification is higher, a suppression to the intrinsic rate at high redshifts restricts the effect of lensing as shown.

4.3 $E_{\text{max}}$

The maximum energy of a burst $E_{\text{max}}$ defines where $f_b$ will lie and so will affect where the structure in the above figures will be in fluence. As shown in Fig. 6 increasing or decreasing $E_{\text{max}}$ shifts the fluctuations in fractional change linearly with $f$. Apart from translation, the impact of changing $E_{\text{max}}$ is negligible.

The shape of the structures seen in Fig. 6 is caused somewhat by the sharpness of the hard cutoff at $E_{\text{max}}$. Because a hard cutoff is a rather unrealistic feature of an energy function we have also calculated Fig. 6 for an exponential cutoff at the same boundary. The results of this calculation are also contained in Fig. 6 as the dotted lines. The figure shows only mild differences from a hard cutoff, including a short rise before deeper decreases, each structure is also shifted to higher fluences. The small scale of these changes shows that the hard cutoff in energy we use is a good approximation for a more realistic sharp decrease in rate beyond $E_{\text{max}}$. 

Figure 3. Differential rates for a clumpy universe normalised by their smooth universe equivalents for a selection of spatial distributions $\theta_z$. Other parameters of the population functions are identical to those in Fig. 1 with $\gamma = -2.0$

Figure 5. Differential rate in an $\eta = 0$ universe normalised by the smooth universe equivalent. We select our parameters to be the same as Fig. 1 with $\gamma = -2.0$ but for a variety of $\alpha$ values.

Figure 6. As per Fig. 1 with $\gamma = -2.0$ but a varying $E_{\text{max}}$. Dotted lines represent the case of an exponential cutoff in $\theta_E$ above $E_{\text{max}}$ as opposed to a hard boundary.
Comparison of the fractional change in lenses of and all of its energy density contained in matter (Einstein De-Sitter cosmology that has zero cosmological constant). Our results will also depend upon the choice of cosmology used in between a Planck cosmology and an Einstein De-Sitter universe (i.e. a universe with \( \Omega_m = 1 \)). Other parameter choices are as seen in Fig. 1 with \( \gamma = \pm 2.0 \). 

4.4 Cosmology

Our results will also depend upon the choice of cosmology used in the model. To demonstrate how changes in cosmology will affect the results we compare the Planck cosmology to the extreme case of an Einstein De-Sitter cosmology that has zero cosmological constant and all of its energy density contained in matter (\( \Omega_m = 1 \)). The Hubble constant for each is that given by the Planck constraints. Both are calculated for the case where \( \eta = 0 \), giving a density in lenses of \( \Omega_L = \Omega_m \). Fig. 7 shows the fractional change due to lensing for each of these choices. It shows only a mild difference between the two cosmologies, with the Einstein De-Sitter universe having a greater peak. Fig. 7 also shows that the fractional fluctuation in \( dR/df \) due to lensing in an Einstein De-Sitter universe is shifted to a higher fluence. This is expected as an \( \Omega = 1 \) universe has a lower luminosity distance at a given redshift, giving a commensurately higher \( f_b \) in both the lensed and unlensed case.

5 ARE ALL FRBS LENSED?

Above we have describe the scenario where a burst population which could be observed in a smooth universe is altered by lensing. However, an alternative scenario which has been discussed in the FRB community is the possibility that bursts are only observed because of gravitational lensing, i.e. all observed bursts are intrinsically low-energy but highly magnified. In such a situation the minimum redshift becomes important. We define \( f_{\text{max}} \) as the largest fluence where an observer will see a burst with \( \mu = 1 \), corresponding to \( E_{\nu, \text{max}} \) at \( z_{\text{min}} \). For \( f > f_{\text{max}} \) only magnified bursts are observed, and because the entire spatial domain contributes, the behaviour of \( dR/df \) with fluence will be determined entirely by the inner integral over magnification in Eq. (6). As \( f \) increases, the intrinsic energy required at each magnification will increase and the observed rate will decrease following \( \theta_E \) with index \( \gamma \) (fewer bursts at higher energies), assuming again that \( \gamma > -4 \). Additionally, the minimum observed magnification will increase with \( f \), resulting in a decrease to \( dR/df \). If the PDF with a factor \( 1/\mu \) behaves as \( p(\mu)/\mu \propto \mu^{\xi-1} \) (as it does in the high magnification limit) the integration from \( [\mu_{\text{min}}, \infty] \) will vary with \( \mu_{\text{min}} \) following a power law of index \( \xi \). Therefore as \( f \) increases and \( \mu_{\text{min}} \) increases, \( dR/df \) will also vary with index \( \xi \). These behaviours will occur simultaneously, however if one is significantly steeper we expect that it will dominate the change to \( dR/df \), e.g. for \( \xi < \gamma \), \( dR/df \) will be approximately \( \propto f^\xi \), and vice versa.

Given that in the geometric optics limit for a stationary universe our chosen PDF varies as \( p(\mu) \propto \mu^{-3} \) the expected behaviour for all \( \gamma > -3 \) is to have \( dR/df \) vary with a power law index of \( -3 \). Fig. 8 shows precisely this scenario, plotting \( dR/df \) for the same selection of \( \theta_E \) functions used earlier but with \( E_{\nu, \text{max}} = 10^{26} \text{erg/Hz} \) which is more in line with the spectral energy observed for the Galactic FRB (The CHIME/FRB Collaboration 2020). Fig. 8 shows that for all \( \gamma > -3 \) the \( dR/df \) has an index of \( -3 \) as expected.

If all FRBs were highly magnified in a stationary universe, the behaviour of \( dR/df \) would be consistent with a \( \gamma = -3 \) intrinsic energy function in a smooth universe. Estimates of \( \gamma \) outside the context of lensing would therefore yield \( \gamma = -3 \). Best estimates of \( \gamma \) from observed FRBs give \( \gamma \approx -2 \) (James et al. 2021; Luo et al. 2020), which never has \( dR/df \) behaviour consistent with a \( \gamma = -3 \) model and therefore allows us to refute a scenario where FRBs are only observable due to high magnifications from stationary gravitational lenses.

In appendix B we show that as a result of wave optics low mass lenses may not follow \( p(\mu) \propto \mu^{-3} \). Given this potential departure from the \( p(\mu) \propto \mu^{-3} \) behaviour we can only use \( \gamma \neq -3 \) to refute that all FRBs are highly magnified by lenses of certain mass. The range of masses which are constrained depends on the magnification required to make the bursts observable, i.e. the maximum apparent energy normalised by the maximum intrinsic energy \( \mu_{\text{max}} = E_{\nu, \text{max}, \text{obs}}/E_{\nu, \text{max}, \text{int}} \). For low lens masses the maximum magnification will be insufficient to make low intrinsic energy bursts observable, allowing us to rule them out by default. For higher intrinsic energies and higher lens masses the lensing behaviour will approach the geometric expectation, \( p(\mu) \propto \mu^{-3} \) which are then ruled out as FRB \( \gamma \neq -3 \). We plot these conditions in Fig. 9, assuming that magnifications \( \mu < \mu_{\text{max}}/10^{1.5} \) have \( p(\mu) \propto \mu^{-3} \) as described in appendix B. The figure shows the excluded regions for FRBs, with the intermediate region in grey. Here lensing is of suf-
ficient magnification to make bursts observable but close enough to the maximum magnification to have prominent fringes in the cross section that change the behaviour from \( p(\mu) \propto \mu^{-3} \). In this region of the parameter space, we cannot rule out that all FRBs are highly magnified on the basis of \( \gamma \) alone.

6 HOW DOES LENSING AFFECT FAST TRANSIENT RATES

Assuming that both FRB and GRB populations are intrinsically transient, and not all highly magnified, we have shown in appendix 3 that any effect on their differential rates from lensing will be small. Therefore, estimates of their intrinsic parameters, i.e. \( \gamma, \alpha \) and \( \theta_z \), made without accounting for the possibility of lensing will approximate the true population parameters well even if all of the Universe’s matter were to be contained in lenses \(^3\). It is therefore appropriate to use the observed population parameters as inputs to our model when calculating the expected \( dR/df \) for transient populations in a clumpy universe. In this section we calculate \( dR/df \) specific to each transient class for universes with varying \( \eta \). We display these rates normalised to what a uniform spatial distribution at the local rate would yield, as well as the fractional differences due to lensing.

We model the effect of lensing on FRBs, long GRBs and short GRBs. We use literature values to build fiducial event rate energy functions in each case as discussed in the following sections. We stress that these models are simplified for the purpose of demonstrating the effect of lensing.

\(^3\) With the exception of \( E_{\text{max}} \) which may be drastically affected by lensing but has little impact on the inferred value other parameters

6.1 Short GRBs

To model SGRBs we use the empirical redshift distribution of Sun et al. (2015, see eq. (21)) as our \( \theta_z \). For consistency we’ll also make use of the best fit luminosity and spectral functions from Sun et al. (2015), i.e. a single power law with \( \gamma = -1.6 \), and a Band energy function (Band et al. 1993) with \( \alpha = -0.5 \) and \( \beta = -2.3 \) for \( \theta_v \). Sun et al. (2015) takes these luminosities to be isotropic and bolometric, using a \( 1 - 10^4 \) keV bandwidth. We also impose a hard maximum luminosity at \( L_{\text{max}} = 10^{51} \) erg/s which corresponds to the upper bound of the typical energy range for SGRBs (D’Avanzo 2015). To convert these luminosity conditions to spectral energies consistent with our model we divide these luminosities by the assumed \( \approx 10^5 \) keV bandwidth and assume that as the peak spectral luminosity at a frequency corresponding to a photon energy of 200 keV. Furthermore we assume all GRBs to have a duration given by the mode of the Swift burst width distribution (SGRBs = 0.1s, LGRBs = 20s; Gehrels et al. 2009).

Fig. 10 shows \( dR/df \) calculated for the above SGRB event rate energy function. The top panel normalises the result to \( dR/df \) for the same \( \theta_E \) and \( \theta_v \), but a uniform \( \theta_z \), whereas the bottom panel shows the result normalised to \( dR/df \) for the same \( \Theta_E \) in a smooth universe \( \eta = 1.0 \). In both panels we see the high fluence end tending towards 1.0, in line with our expectation for the local rate, which should be the same regardless of the choice of universe or spatial evolution. Moreover the results shown in the top panel can be easily scaled to any choice of normalisation corresponding to different estimates of the local rate of SGRBs (or indeed any of the other transients which we will display similarly). The top panel of Fig. 10 shows the differential rate falling at higher fluences, in accordance with the CSFR decreasing towards lower redshifts.

Fig. 10 shows that the observed \( dR/df \) for our representative SGRB model can fluctuate up to \( \approx 10\% \) due to lensing with the scale of these fluctuations decreasing linearly with increasing \( \eta \).
6.2 Long GRBs

Those GRBs with a duration above ~ 2s are categorised as long (LGRB) and originate from core collapse supernovae explosions (ccSNe). Given the short lifetime of stars which produce ccSNe, LGRBs should trace star formation closely and hence we model $\theta_z \propto$ CSFR. Observations of LGRBs constrain their luminosity function to be a triple power law with indices $\gamma_1 = -1.7$, $\gamma_3 = -1.0$ and $\gamma_3 = 2.0$ in the respective zones between two break luminosities $L_{b,1} = 10^{51}$ erg/s and $L_{b,2} = 7.8 \times 10^{52}$ erg/s (Sun et al. 2015). We also impose a hard maximum luminosity at $L_{\text{max}} = 10^{54}$ erg/s which corresponds to the highest luminosity LGRB observed (Federiks et al. 2013). We convert these bolometric luminosities into spectral energies as per the method for SGRBs (with the LGRB width). We also assume all LGRBs to have a spectrum given by the Band energy function with indices $\alpha = -1$ and $\beta = -2.3$.

Fig. 11 shows $dR/df$ calculated for the LGRB event rate function described above. Similarly to the case of SGRBs, the absolute rate decreases towards higher fluxes in line with the CSFR decreasing at lower redshifts, however the LGRB rate does not decrease as significantly towards lower fluxes. The effect of lensing on the observed LGRB differential rate is similar to SGRBs at a maximum of \( \approx 10\% \). The fractional change shows slightly more structure for the case of LGRBs due to the triple power law of $\theta_E$ but this does not substantially influence the effect from lensing, with any relative differences capped at a few percent.

6.3 FRBs

For FRBs we assume that both $\theta_E$ and $\theta_\nu$ have single power law form described by indices $\gamma$ and $\sigma$ respectively. $\theta_E$ is also bounded by a hard cutoff at the maximum spectral energy $E_{\nu,\text{max}}$. Leading theories for FRB progenitors (Platts et al. 2019) suggest that the central engine of FRBs is a compact stellar remnant such as a young magnetar. Such objects are also connected to massive star formation and hence, similarly to long GRBs, FRBs are expected to follow the CSFR.

From James et al. (2021) the best fit values of these parameters are $\gamma = -2.16$, $\sigma = -1.5$ and $E_{\nu,\text{max}} = 10^{32.84}$ erg/Hz. James et al. (2021) also allow for a redshift evolution on top of star formation by scaling the CSFR to the power of $n$. They find the best fit value of $n \approx 1.77$ under the assumption that $\theta_\nu$ describes the change in energy of FRB bursts with frequency and not a change in the rate of bursts with frequency. Others within the field find differing model parameters. Luo et al. (2020) assume a flat spectral distribution, and find $\gamma = 1.79$, neglecting evolution (i.e. $n=1$) and Shan et al. (2022) find a shallower $\gamma = -1.3$. To capture these variations in behaviour our fiducial model will be $\gamma = -2.0$, $\sigma = -1.0$, $n = 1.0$ and $E_{\nu,\text{max}} = 10^{33}$ erg/Hz.

The $dR/df$ values resulting from the above calculations are depicted in Fig. 12. The results show behaviour very similar to that of the GRB calculations, with a slightly higher minimum in the fractional change due to lensing. This similarity is unsurprising because we have assumed that both types of transient are related to star formation.

Figure 11. Same as Fig. 10 but computed for LGRBs.

Figure 12. Same as Fig. 10 but computed for FRBs.

7 DISCUSSION

Understanding the effects of gravitational lensing on $dR/df$ is crucial if the increasing number of recorded bursts with no redshift information are to be used to constrain $\Theta_E$. Most of the lensing effects we have derived here are small. In the current context of observational constraints on $\Theta_E$, for any of the transients mentioned here, the lensing effects are negligible compared to other sources of uncertainty. Hence, lensing may in most cases be ignored when calculating the expected differential rates from a $\Theta_E$ model.

Provided that there is a sharp\(^4\) cutoff in the intrinsic rate at some critical energy $E_{\nu,\text{max}}$, lensing will cause a fluctuation in $dR/df$ relative to what is expected in a smooth universe, effectively independent of the transients underlying $\Theta_E$. This fluctuation, seen in figures 10, 11 and 12, is a unique effect of lensing and could be used to constrain the value of $\eta$ which effects its scale.

A comparison between the figures in §4 shows that the scale of the fluctuation is also dependent on $\theta_\nu$, $\sigma$ and $\gamma$. Due to this degeneracy, the intrinsic population parameters must be well known if $\eta$ is to be constrained from the observed rates. Given the strong dependence of the absolute rates on these parameters however, they will require far fewer transients to be well constrained. To avoid lensing effects when constraining the intrinsic parameters of $\Theta_E$, they should be modelled.

\(^4\) We take sharp to mean steeper than the power law dependence ($\xi$) of the magnification PDF with $\mu$. In the geometric limit $\xi \approx -3$
from low fluence bursts where the effect of lensing is negligible. To define a low fluence we require $f_{b,\eta}$ the break fluence defined in §3. Without knowing $E_{\nu,\text{max}}$ this becomes more difficult, however we can approximate a minimum value of $E_{\nu,\text{max}}$ and $f_b$ by considering the magnification decomposition of the fractional change in $dR/df$ due to lensing. For the FRB case shown in Fig. 12 this magnification decomposition is plotted in Fig. 13. It shows that across all fluences there is very little contribution from magnifications above $\mu = 10^2$. A lack of high magnification bursts means that $E_{\nu,\text{max}}$ is unlikely to be lower than $1/10^2$ the apparent maximum. By establishing a lower limit on $E_{\nu,\text{max}}$ and setting $f_{b,\eta}$ to correspond to this approximate maximum at a redshift of negligible star formation in a universe $\eta = 0$ we can safely assume $f < f_{b,\eta}$ to be in the low fluence regime.

Assuming that the population parameters are well constrained by these low fluence bursts, the intrinsic model could be extrapolated to the high fluence regime for the case of a smooth universe and compared to the observed differential event rates to place a lower limit of the value of $\eta$. Averaging over the expected fluctuation for all fluences higher than $f_{b,\eta}$, and below the fluence for a maximum energy burst at $z = 0.001$, we can determine the number of high fluence bursts that would be required to statistically distinguish the expected average fluctuation. We plot this number for FRBs for varying values of $\eta$ and varying intrinsic $\gamma$ and $\alpha$ values in Fig. 14. We assume that the observed bursts are distributed log-uniformly and calculate the relative error on the observed number as $1/\sqrt{N}$. We then calculate the number that would be required for the average of the absolute value of the fluctuation to be significant at the 95% confidence level for a normal distribution (given the large number of bursts required we expect normality in the uncertainty).

As expected from Fig. 2 and Fig. 5 the number of bursts required to distinguish a universe with a smooth matter fraction $\eta$ from a completely homogeneous universe $\eta = 1$ generally increases with decreasing $\gamma$ and $\alpha$ with smoother universes naturally requiring more bursts. For the fiducial FRB population of $\gamma = -2.0$, and $\alpha = -1.0$ a universe comprised entirely of lenses can be ruled out using 8000 high fluence FRBs. Conversely a nearly smooth universe with 5% of its matter in lenses would require some $3.5 \times 10^5$ FRBs to distinguish from the smooth case.

Planned instruments such as CHORD or the proposed coherent all sky monitor (CASM) BURSTT (Lin et al. 2022) have predicted detection rates of $\sim 10^4$ per year (Connor & Ravi 2022). Several such instruments observing over the course of ten years could reasonably achieve our desired $3.5 \times 10^5$ high fluence FRBs, especially given the low-sensitivity – high field of view mode of operation for CASMs. This would allow formation of broad and stringent constraints over parts of the PBH space that have only been probed locally. To show which masses the constraints apply over we must consider both source extension and wave optics effects as detailed in appendix C. Doing so we calculate the PBH dark matter fraction constraints shown in Fig. 15 for $3.5 \times 10^5$ high fluence FRBs observed at 1.4GHz. We highlight that the only observables required for each of these FRBs are the boolean $f > f_{b,\eta}$ and $\nu > \nu_{\text{min}}$; a precise fluence measurement is not required, neither is a localisation or redshift. If these FRBs are observed at higher frequencies, these constraints will extend down to lower masses, with an infinite frequency FRB counterpart extending

\[^{5}\text{where this minimum frequency is used to establish the minimum probed lens mass.}\]
all the way down to $10^{-22} M_\odot$. Assuming a FRB-like functional form for the GRB intrinsic $\Theta_\nu$, a similar number of GRBs could constrain PBHs down to $10^{-15} M_\odot$ as displayed in the figure.

Constraining $E_{\nu,\text{max}}$ is an area of particular import in an inhomogeneous universe as lensing can have a large effect on the apparent maximum energy of a burst. $E_{\nu,\text{max}}$ is often taken to be the greatest apparent energy amongst observed bursts, which in an inhomogeneous universe can be a large overestimation. The compact nature of fast transient sources means they are susceptible to lensing by low mass objects. Such objects may leave no observational trace of the magnification they are causing. This makes it impossible to know the magnification of an individual burst and thus impossible to confidently approximate the intrinsic $E_{\nu,\text{max}}$ based on the largest apparent energy. Variation of $E_{\nu,\text{max}}$ however, is not degenerate with $\eta$ and hence may be constrained if sufficient data are collected to distinguish a fluctuation in $dR/df$ due to lensing.

8 CONCLUSION

Gravitational lensing is one possible propagation effect to consider when modelling the differential events rate of fast transients from their intrinsic population functions. In doing so we have shown that, for a stationary universe:

(i) Except for the mass-energy range with prominent fringes shown in Fig. 9, FRBs are not all intrinsically low luminosity events highly magnified by gravitational lensing from point masses.

(ii) Given current observational uncertainties, intrinsic population function parameters (other than $E_{\nu,\text{max}}$) inferred from observations without accounting for lensing will not significantly differ in a completely inhomogeneous universe ($\eta = 0$).

(iii) Wave optics may cause magnification PDFs to differ from the familiar $\mu^{-3}$ behaviour at high magnifications.

(iv) For masses above 0.01 solar masses geometric optics will suffice for modelling the $dR/df$ of FRBs in an $\eta = 0$ universe.

(v) Using low fluence ($< f_{\nu,\text{H}}$) observations of $dR/df$ to estimate $\Theta_\nu$ will be free from the effects of lensing. A further comparison with high fluence observations can be used to extract the influence of gravitational lensing. In this way the compactness of FRBs and GRBs can be exploited to constrain unexplored regions of dark matter parameter space such as low mass primordial black holes. We expect that 8000 high fluence, unlocalised FRBs would be required to rule out a completely clumpy universe, with $3.5 \times 10^5$ required to exclude more than 6% of dark matter being in PBHs in the relevant mass range.
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Figure 15. Current and potential constraints on the allowed fraction of dark matter in PBHs with a monochromatic mass function centred on $M_{\text{PBH}}$. Constraints based of measurements from our local galactic environment are shaded blue. Constraints that are cosmological in origin are shaded red. Our proposed constraints from $3.5 \times 10^5$ high fluence transients are shown in grey. These extend to varying lower mass limits based on observed frequency and source extent as detailed in appendix C. We note that $\eta = 0.95$ corresponds to a maximum $f_{\text{PBH}}$ of $\approx 6\%$ (for a Planck cosmology). This plot was made using code from the github repo https://github.com/bradkav/PBHbounds (Kavanagh 2019, and references therein).

APPENDIX A: $D_{\eta}$

There are many models available for calculating cosmological distances in an inhomogeneous universe. We have opted here to use the ZKDR distance equation (Zel’dovich, Kantowski, Dyer/Dashevskii, Roeder, also known as the Dyer-Roeder distance), principally for its simplicity as an effective model rather than a full space-time description. More complicated models such as Swiss-cheese space-times are computationally limited to treating galaxy scale inhomogeneities (Fleury et al. 2013) and so are inadequate for addressing the scales we wish to consider here. Despite questions of the ZKDR distance’s validity (e.g. Clarkson et al. 2012) the model has been shown analyti-
cally to be consistent with certain Swiss-cheese models (Fleury 2014) which are exact solutions to Einstein’s field equations and achieves good agreement with more generalised models such as Holz & Wald (1998) and Bergström et al. (2000).

The ZKDR distance equation calculates the value of \( D_A \) for propagation through a void in an inhomogeneous, but on-average Friedmann-Lemaître dust universe (dust refers to cold/non-relativistic matter) which we refer to as \( D_H \). The equation, its derivation and the relevant boundary conditions can be found in Kayser et al. (1997). The authors also present a general numerical method to solve for the ZKDR angular diameter distance (\( D_H \)) in an arbitrary cosmology. Their treatment makes three key assumptions.

(i) The distribution of matter in the Universe can be divided into clumpy (inhomogeneous) and smooth categories, described by \( \eta \), the fraction of the mass which is smooth.

(ii) The beam subtended by the source contains no clumps.

(iii) The light propagates far from all clumps, i.e. there is vanishing shear on the beam.

Following their method we provide a simple numerical implementation for calculating the \( D_H \) in the Python programming language (Rossum & Drake 2011). \( D_H \) can be solved for by considering the following system of coupled ordinary differential equations (Kayser et al. 1997):

\[
D_H'(z) = \frac{1}{(1+z)\sqrt{Q(z)}} (A1)
\]

\[
D_H''(z) = -\frac{2Q(z)}{(1+z)^2}\frac{D'}{Q(z)} - \frac{3}{2}\eta \Omega_{M,0}(1+z)D (A2)
\]

\[
Q(z) = \Omega_{M,0}(1+z)^3 - (\Omega_{M,0} + \Lambda_0 - 1)(1+z)^2 + \Lambda_0 (A3)
\]

\[
Q'(z) = 3\Omega_{M,0}(1+z)^2 - 2(\Omega_{M,0} + \Lambda_0 - 1), (A4)
\]

where primes denote derivatives with respect to redshift and \( \Omega_{M,0} \) & \( \Lambda_0 \) are the matter density parameter and cosmological constant respectively at \( z = 0 \).

To solve the system we implement a numerical routine using SOLVE_IVP (Virtanen et al. 2020). The source code for our implementation can be found here: https://github.com/MWSammons/ZKDRDistance.

Also implemented in our function set is the generalised Dyer-Roeder model of Linder (1988). This solution includes a treatment of relativistic matter and radiation densities in the universe. However, we note that results of this method achieve a worse agreement with the analytic solutions for a smooth universe in the case of a Planck cosmology compared to the forced-flat Kayser model.

The results of our numerical approach are presented in Fig. A1, which compares \( D_H \) in a completely inhomogeneous universe (\( \eta = 0 \)) and \( D_J \), for a Planck cosmology (Planck Collaboration et al. 2018). For the remainder of this work \( D_H \) will be calculated assuming this cosmology. To demonstrate the fidelity of our numerical method we also plot the residuals of \( D_J \) with its analytic solution in the bottom panel of Fig. A1. Our results show good agreement with the analytic solution. Moreover, we reproduce the large difference between \( D_J \) and \( D_H \) for \( \eta = 0 \) at high redshift seen in Fig. 1 of Kayser et al. (1997). One short-coming of the Kayser model is that any density not in cold matter \( \Omega_M \) or dark energy \( \Lambda \) implicitly contributes to the universe’s curvature. Considering this, relativistic and radiation density in the Planck cosmology have been amalgamated into \( \Omega_{M,0} \) to force a flat universe within the boundaries of the Kayser model.

\[ w = \frac{2\pi f_{\text{Planck}}(1+z_d)}{c^3} \]

where \( z_d \) is the redshift of the lens.

The magnification for a point mass lens as a function of the source’s angular impact parameter \( \beta \) can then be defined for a wave optics regime as \(^6\)

\[ \mu = \frac{\pi w}{1 - e^{-\pi w}} \left| I_{F_1} \left( i, \frac{i}{2}, 1, \frac{i}{2} \left( \frac{\beta}{\theta_E} \right)^2 \right) \right|^2 \]

where \( I_{F_1} \) is the confluent hypergeometric function.

Fig. B1 shows this for a variety of \( w \) values as well as the geometric case. For a \( w \) value approaching infinity the wave and geometric optics results will agree, with a finite extent source smoothing over the infinitely compressed oscillations. As \( w \) decreases so does the maximum possible magnification. Additionally, fringe spacing increases allowing sources of greater extent to exhibit an oscillatory magnification with \( \beta \).

If the optical depth to lensing is low, the magnification cumulative

\[^6\] We note this treatment is only valid when the geometric time delay along paths contributing to the interference pattern are much less than the pulses duration. Otherwise the boundary diffraction wave should be modelled explicitly (Born 1999)
Figure B1. Behaviour of magnification in wave optics. (Top left/right) magnification/log magnification of the source as a function of the source’s angular impact parameter with respect to the optic axis centred on the lens, normalised by the einstein radius of the lens $\theta_E$, plotted for various dimensionless $w$ parameter choices. (Bottom) Maximum magnification as a function of dimensionless parameter $w$, calculated using eq. (45) in (Oguri 2019).

The probability distribution function (CDF; $P(>\mu)$) will be proportional to the cross section of normalised angular impact ($\beta/\theta_E$) greater than a magnification $\mu$ (Turner et al. 1984). In the case of geometric optics, evaluating the cross section becomes simply

$$\sigma = \pi (\beta/\theta_E)^2$$

where $\beta/\theta_E$ is the angular impact parameter of the source at a magnification $\mu$. $\beta/\theta_E$ can be determined from the black line on Fig. B1, which is governed by eq. (2.5) in Turner et al. (1984). Ultimately this yields the conventional $dP/d\mu \equiv p(\mu) \propto \mu^{-3}$ behaviour.

As can be intuited from Fig. B1, the cross section to lensing above $\mu$ for lower values of $w$ is significantly more complicated. By integrating the ring element $2\pi b db$ for all magnifications above $\mu$ we can determine the cross section corresponding to $P(>\mu)$ for any $w$. We plot this cross section in Fig. B2, normalised by its geometric counterpart to provide a comparison between the results of geometric and wave optics.

Fig. B2 shows that the normalised cross section over the range of $\mu$ and $w$ values plotted is often significantly above 1. This means that $P(>\mu)$ is often greater in the wave optics regime than the geometric regime. This is in agreement with wave optics results derived by Jow et al. (2020).

For high values of $w$, the low magnifications behave very similarly to the geometric case (i.e. the normalised cross section is flat with $\mu$). As the magnification increases however, the scale of cross section oscillation increases and subsections of the magnification space begin to deviate significantly from the flat geometric behaviour until the maximum magnification is reached. Decreasing $w$, either by decreasing the emission frequency or decreasing lens mass then effectively translates the normalised cross section to lower magnification.

If the frequency of emission or lens mass is low enough such that regions of significant oscillation in normalised cross section
are present at observed magnifications, then geometric optics should not be applied to calculate the expected effects of lensing. For an FRB emitted at 1 GHz, at redshift 0.1, lensed by a 0.01 $M_\odot$ point mass, $w \sim 10^3$ and the maximum magnification will be $\approx 10^{3.5}$. From Fig. B2 we can see that for the $w = 100$ case, magnifications a factor of 10$^{1.5}$ below the maximum (at around $\log(w) = 1.0$) have geometric like behaviour. Applying this same condition to our canonical FRB case, it is reasonable to assume that magnifications below $\approx 10^{-2}(3.5/10^{1.5})$ will have $p(\mu) \propto \mu^{-3}$. Taking the results of our lensed $dR/df$ calculation shown in Fig. 12 and decomposing it into its components in magnification space we get Fig. 13. From this figure we can see that the fractional change in $dR/df$ due to lensing is dominated by low magnifications. Specifically, more than 98% of the total comes from magnifications less than 100 at all fluxes. This suggests that the fraction of observed sources at magnifications above $10^7$ will be negligible and therefore that our results for FRB lensing, using the geometric $p(\mu) \propto \mu^{-3}$ should apply for lens masses greater than 0.01$M_\odot$.\footnote{We have not accounted for the increased cross section size in the case of a wave optics and so our results will underestimate the effect of lensing}

If observed bursts are dominated by lensing at magnifications where the cross section to lensing shows prominent fringes, e.g. $w = [10 - 300]$ for $w = 100$, the true lensing PDF could have behaviour significantly different from $p(\mu) \propto \mu^{-3}$. In this context, counter to the discussion in §5, all observed bursts could be highly magnified, despite an observed $\gamma \neq -3$. The associated decrease in $\mu_{\text{max}}$ however restricts the parameter space where this could occur. Using $w = 100$, a potential example could be FRBs at an emission frequency of 1 GHz requiring a magnification above $\sim 10$ but below $\sim 300$ to be observed in a universe populated by $\sim 10^{-3}M_\odot$ mass lenses ($w \approx 100$). In such a scenario all observed FRBs would be lensed but the energy index $\gamma$ could differ from the expected $-3$ value. These FRBs would also only be observable above $\sim 30$ MHz, at which point $\mu_{\text{max}} \approx 10$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure_b2.png}
\caption{Cross section to lensing above a magnification $\mu$ calculated from the wave optics magnifications shown in Fig. B1, normalised by the corresponding cross section derived using geometric optics (eq. (B3)). $w$ values are calculated from eq. (B1). Cross sections are directly proportional to the magnification CDF.}
\end{figure}

APPENDIX C: PROBED LENS MASSES

Present constraints indicate that the matter distribution must be smooth when averaged over volumes comparable to or larger than the beam defined by a SN Ia near maximum light (1000 pc$^3$). In treating inhomogeneity below this smoothing scale it is instructive to consider a field of homogeneously distributed clumps of mass $M_c$ composing some fraction ($f$) of the Universe’s total matter density $\Omega_c = f\Omega_{M,0}$. We can then characterise the level of inhomogeneity by comparing $M_c$ to $M_{\text{beam}}$, the mass enclosed by the beam. For the case of a smooth mass distribution ($\gamma = 1$) in a flat universe ($k=0$),

$$M_{\text{beam}} = \rho_{cr,0}d_H^3 \frac{A}{D_A^2(z_S)} \left\{ \Omega_{c,0} \int_0^{z_S} \frac{(1+z)^2D_A^2(z)}{E(z)} \, dz \right\}, \quad (C1)$$

as per the comoving volume equation in Hogg (2000). $\rho_{cr,0}$ is the critical density at $z = 0$, $A$ is the area of the source, $d_H$ is the Hubble distance, $D$ denotes a distance normalised by $d_H$, $E(z) = H(z)/H_0$, and $z_S$ is the source redshift.

For a $M_c \ll M_{\text{beam}}$ the expected number of clumps within the beam will be $\langle N \rangle \gg 1$. As our distribution of clumps has constant co-moving density, the random fluctuations in $N$ will follow Poisson noise with standard deviation of $\sqrt{N}$, making the fractional fluctuation in both $N$ and the total convergence of the beam small for large $\langle N \rangle$. It is therefore unlikely, in the case of $M_c \ll M_{\text{beam}}$, to observe $D_A$ significantly different from $D_1$. As the value of $M_c$ increases, the fractional fluctuation in $N$ also increases, eventually yielding a significant probability of a beam containing no clumps. For the case of $M_c \gg M_{\text{beam}}$, a beam is most likely to contain no clumps in which case $D_N$ will apply.

C1 Magnification of Extended Sources

The exception to our $M_{\text{beam}}$ criteria would be when many clumps lie within the beam and each causes a significant magnification of the source. This scenario may be observationally distinct from the smooth matter case and hence the requirement of $M_c \ll M_{\text{beam}}$ is a necessary but not sufficient condition for smoothness. In order to treat a matter distribution as though it were smooth we must also consider the finite size of a beam and each causes a significant magnification of the source. This scenario may be observationally distinct from the smooth matter case and hence the requirement of $\gamma \neq -3$. If these two angles are equal ($\gamma = 3$) then $\mu_{\text{max}} \approx 2.4$, dropping approximately linearly with $r$. Using this equivalence, we can determine the mass of clumps, below which only small magnifications will be observed,

$$M_{\text{lens}} = \rho_{cr,0}d_H^3 \frac{A}{D_A^2} \left\{ \frac{2}{3} \frac{D_\phi}{D_s} \right\}. \quad (C3)$$

Uniform mass distributions with clump masses that are then below both $M_{\text{beam}}$ and $M_{\text{lens}}$ will have clumps both numerous within the beam and able to affect only a low maximum magnification of the source. Such distributions will be largely indistinguishable from a smooth matter distribution.
The linear density field associated with a uniform distribution of clumps has a vanishing shear due to matter outside the beam (Nakamura 1997). As such, for \( M_c \gg \min [M_{\text{lens}}, M_{\text{beam}}] \) the assumptions of the ZKDR distance model are satisfied and we can calculate \( D_A \) for a beam without clumps using the method of Kayser et al. (1997) (i.e. \( D_A = D_\eta \), with \( f = \eta \)). We then expect a source averaged magnification with respect to the empty beam \( \langle \mu \rangle = \frac{D_\eta^2}{D_\ell^2} \) and the most likely line of sight to a source to be characterised by \( D_\eta \).

In the left panel of Fig. C1 we visualise the range of clump masses which should and should not be considered smooth by plotting \( M_{\text{beam}} \) (full lines) and \( M_{\text{lens}} \) (dotted lines) for various sources. We have used the canonical source sizes for SN Ia, GRBs and FRBs (100 AU, 10^8 km and 10 km, respectively) to calculate each criteria. Additionally, for the calculation of \( M_{\text{lens}} \) we assume that \( D_{\text{d,ls}} = D_d \) as this will capture the region of lens geometry with the highest contribution to the lensing optical depth (Turner et al. 1984).

As expected from the similarity of equations (C1) and (C3), the value of each criteria is relatively similar over the vast range of masses we are considering. For each source \( M_{\text{beam}} \) is shown to be the dominating criterion over much of the redshift space of interest. Our interest is restricted to source redshifts 1.0 < \( z_\ell < 3.0 \) as the difference between \( D_0 \) and \( D_1 \) for \( z < 1 \) is small as per Fig. A1 and we expect few sources to be observed at higher redshifts.

We note that a caveat of this model is that as the convergence of the beam fluctuations with \( N \), the apparent angular size of the source will also fluctuate. This leads to changes in both the beam’s volume and consequently in \( N \). We do not account for this second order effect, however qualitatively the resulting change to \( N \) will be in the same direction as the original fluctuation. This will cause an increase to the standard deviation of the distribution of \( N \) and therefore an increase in the level of inhomogeneity. By neglecting this second order effect, our conclusions on the mass range of inhomogeneities each source is sensitive to will be conservative.

Any objects having masses in the stellar range constitute inhomogeneities for SN Ia, GRBs and FRBs, as can be seen from Fig C1 (left), and for that reason a large population of such objects is already excluded by the SN Ia data (Helbig 2015). Visible stars themselves amount to only a small fraction of the average matter density, \( \Delta \text{stars}/\Delta \text{Matter} \sim 0.01 \) (Fukugita & Peebles 2004), and a uniformly distributed population at this low level would not have a substantial effect on the angular diameter distances; this case would be well approximated by the \( \eta = 1 \) calculations shown in Figure 3. In fact visible stars are far from uniformly distributed; they are concentrated in the central regions of galaxies and so can play a major role as gravitational lenses on some particular lines-of-sight, but have little influence on the background geometry.

The shaded region in Fig. C1 (left) corresponds to the range of PBH masses which could theoretically still constitute 100% of our Universe’s dark matter. Notably, this region lies well below \( M_{\text{beam}} \) for SN Ia, meaning that current observational constraints are insensitive to PBHs in the asteroid to sub-lunar range. Conversely, the region lies far above \( M_{\text{beam}} \) for FRBs, with a majority being far above \( M_{\text{beam}} \) for GRBs as well. Thus, if dark matter were comprised mostly of PBHs in the unconstrained range, \( D_A \) for FRBs and GRBs would be affected. This suggests that compact cosmological transient such as FRBs and GRBs could provide a new way to constrain dark matter in this unexplored range.

### C2 Diffraction Limitations

As suggested by several authours Oguri (2019); Jow et al. (2020) wave effects may also be important to the lensing of FRBs. In the context of our previous two constraints given by equations (C1) and (C3), considering physical optics will have two effects: it will set a minimum probed volume corresponding to the Fresnel scale, and it will set a maximum amplification as described below.

Under wave optics, radiation from the source will sample a transverse area corresponding to the Fresnel scale. Hence, the volume probed by a source cannot be smaller than the Fresnel zone integrated over the line of sight. Using this volume we can recalculate \( M_{\text{beam}} \) as

\[
M_{\text{beam}} = \rho_{cr,0} L d_H^2 \Omega_c \int \frac{D_s D_d}{D_s} (1+z)^2 \, d(1+z)
\]

where \( \lambda \) is the wavelength of the radiation.

Diffraction around a lens will also set the maximum amplification we can observe from a lens’ magnification. When the Schwzschild radius is equivalent to the wavelength of the emitted radiation the maximum amplification will be \( I_{\max} \approx 3.28 \) (Nakamura 1997). As did earlier for extended sources we can use this as a fiducial point and calculate the mass below which diffraction will significantly restrict amplification,

\[
M_{\text{lens}} \leq \frac{c^2 A}{8\pi G}
\]

Just as for our previous constraints, clump mass \( M_c \ll \min [M_{\text{beam}}, M_{\text{lens}}]\) will be numerous within the Fresnel volume and have low maximum magnifications allowing their distribution to be effectively treated as smooth for the purpose of calculating distance measures.

The right panel of Fig. C1 shows the \( M_{\text{beam}} \) (full lines) and \( M_{\text{lens}} \) (dotted lines) criteria calculated for a range of representative wavelengths for the prompt emission from each of the sources in the left panel (500 nm = optical = SN Ia, 0.3Å = gamma-ray = GRB, 21 cm = radio = FRB). Between the two limits we can see that in the redshift range of interest \( M_{\text{beam}} \gg M_{\text{lens}} \). Consequently, for these redshifts it is sufficient to say that if the uniformly distributed clumps are numerous within the Fresnel volume then they may be treated as a smooth distribution of matter. Comparing the results between panels we can see that the mass limits calculated in the geometric optics limit dominate over their physical optics counterparts for both SN Ia and GRBs, i.e. small inhomogeneities will be smoothed over by the source sizes before wave effects become important. For FRBs however, diffraction will smooth over inhomogeneities far larger than what could be probed on the basis of their source size alone. This leaves only a narrow range of possible inhomogeneities they could probe that are not already ruled out from SN Ia observations.

However, despite their curtailed potential in the radio, the results obtained for FRBs in the geometric optics case further motivate multi-wavelength observations of FRBs. Observations of the so-called Galactic FRB have shown coincident x-ray emission with the prompt radio burst (Ridnaia et al. 2021; The CHIME/FRB Collaboration 2020). Such a high frequency counterpart would drastically reduce the diffraction limit associated with FRB observations at 21 cm.

---

8 We note that amplification here refers directly to wave amplitude rather than magnification which is defined with respect to the angular size of the image.
Figure C1. $M_{\text{beam}}$ and $M_{\text{lens}}$ limits to clump mass plotted with full and dotted lines respectively. For $M_c \gg \min[M_{\text{beam}}, M_{\text{lens}}]$ the mass will appear inhomogeneous and $D_\eta$ will describe the most likely line of sight to a source. For $M_c \ll \min[M_{\text{beam}}, M_{\text{lens}}]$ the mass will appear homogeneous and all lines of sight will be described by $D_\eta$. Constraints are calculated in the limit of geometric optics for source size representing SN Ia ($100$ AU), GRBs ($10^4$ km) and FRBs ($10$ km), using equations (C1) and (C3). The shaded region gives the range of PBH masses that are observationally unconstrained.

Left: Constraints are calculated considering physical optics for wavelengths representing SNIa, GRBs and FRBs, using equations (C4) and (C5). A mass distribution may be considered smooth if $M_c \gg M_{\text{beam}} - M_{\text{lens}} = 500$ nm for either of the geometric or wave optics limits, hence wave optics will be the dominant limit for FRBs observed at radio frequencies.

where $F_\nu$ is the observed fluence of the transient at observation frequency $\nu$, the factor of $1/(1+z)^2$ accounts for bandwidth compression by cosmological redshift as well as the dilation of the bursts duration in time, differentiating with respect to observed fluence and holding redshift constant gives us

$$\frac{\partial E_{\nu_c}}{\partial F_\nu} = 4\pi D_L^2(z) \frac{1}{(1+z)^2}$$

(D5)

Putting these components into a integration over redshift transforms our partial differential equation into a full differential equation, yielding

$$\frac{dR}{dF_\nu} = \int dz \ 16\pi^2 D_L^2(z) D_c^2(z) \frac{1}{(1+z)^3} \frac{dD_c}{dz} \Theta_E(E_{\nu_c}, z, \nu_c)$$

(D6)

where $\nu_c$ can be expressed as $\nu_c = (1+z)\nu$, sampling from the emission frequency region of the energy function as opposed to the observation frequency implicitly handles the required k-correction. The additional factor of $1/(1+z)$ accounts for the redshift of the burst rate itself.

$$\frac{dR}{dF_\nu} = \int dz \ 16\pi^2 D_L^2(z) D_c^2(z) \frac{1}{(1+z)^3} \frac{dD_c}{dz} \Theta_E(E_{\nu_c}, z, (1+z)\nu)$$

(D7)
D2 Differential Rates in a Clumpy Universe

Similarly to above, a small observed rate of fast transients can be expressed for an inhomogeneous universe using the event rate energy function of the transient population and the probability of magnification by a factor $\mu$ from gravitational lensing as,

$$dR = p(\mu, z)\Theta_E(E_{\nu_e}, z, \nu_e) dE \ dV_c$$

(D8)

the comoving volume element is given by

$$V_c = \frac{4}{3} \pi D_c^2(z)$$

(D9)

differentiating with respect to redshift gives

$$\frac{dV_c}{dz} = 4\pi D_c^2(z) \frac{dD_c}{dz}$$

(D10)

Intrinsic spectral energy ($E_{\nu_e}$) is given by

$$E_{\nu_e} = 4\pi \frac{(D_\eta (1+z)^2)^2}{\mu (1+z)^2} \frac{F_\nu}{\nu_e}$$

(D11)

where $F_\nu$ is the observed fluence of the transient at observation frequency $\nu$, $D_\eta (1+z)^2$ is the luminosity distance in an inhomogeneous universe with a smooth matter fraction $\eta$ and the factor of $1/(1+z)^2$ accounts for bandwidth compression by cosmological redshift as well as the dilation of the bursts duration in time. Differentiating with respect to observed fluence and holding redshift constant gives

$$\frac{\partial E_{\nu_e}}{\partial F_\nu} = 4\pi (D_\eta (1+z)^2)^2 \frac{1}{\mu (1+z)^2}$$

(D12)

putting these components into a integration over redshift transforms our partial differential equation into a full differential equation, yielding

$$\frac{dR}{dF_\nu} = \int \int dz d\mu \frac{1}{\mu} p(\mu, z)\Theta_E(E_{\nu_e}, z, \nu_e)$$

(D13)

$$\times \int \frac{dz}{16\pi^2 (D_\eta (1+z)^2)^2 D_c^2(z)} \frac{1}{(1+z)^3} \frac{dD_c}{dz}$$

where $\nu_e$ can be expressed as $\nu_e = (1+z)\nu$, sampling from the emission frequency region of the energy function as opposed to the observation frequency implicitly handles the required k-correction.

The additional factor of $1/(1+z)$ accounts for the redshift of the burst rate itself.

$$\frac{dR}{dF_\nu} = \int \int dz d\mu \frac{1}{\mu} p(\mu, z)\Theta_E(E_{\nu_e}, z, (1+z)\nu)$$

(D14)
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