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ABSTRACT
The U.S. Child Welfare System (CWS) is charged with improving outcomes for foster youth; yet, they are overburdened and underfunded. To overcome this limitation, several states have turned towards algorithmic decision-making systems to reduce costs and determine better processes for improving CWS outcomes. Using a human-centered algorithmic design approach, we synthesize 50 peer-reviewed publications on computational systems used in CWS to assess how they were being developed, common characteristics of predictors used, as well as the target outcomes. We found that most of the literature has focused on risk assessment models but does not consider theoretical approaches (e.g., child-foster parent matching) nor the perspectives of caseworkers (e.g., case notes). Therefore, future algorithms should strive to be context-aware and theoretically robust by incorporating salient factors identified by past research. We provide the HCI community with research avenues for developing human-centered algorithms that redirect attention towards more equitable outcomes for CWS.
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CCS Concepts
•Applied computing → Computing in government;  
•Information systems → Decision support systems;

INTRODUCTION
As of September 2016, there were 437,465 children in the child welfare system (CWS) in United States [87]. This is a significant (10%) rise in just 4 years since September 2012 [87], and this number is expected to keep rising unless significant efforts are made to improve youth outcomes [87]. Child abuse and neglect are severe issues that policymakers in the United States continue to battle with, and which is consistently at the forefront of public policy [37]. In recent years, CWS has been the center of public and media scrutiny [38] because of the potential damage done to the children who are removed from the care of their parents [45]. Therefore, there is significant pressure on CWS to systematize the decision-making process and show that these decisions were unbiased and evidenced-based [85]. For most policymakers, algorithmic decisions are perceived to be the epitome of being unbiased, evidence-based, and objective [109, 2]. Thus, algorithms have been developed for almost every aspect of services provided by CWS in different states. For instance, models have been developed for predicting risk of future maltreatment event of a child [110], recommending appropriate placement settings [97] and matching children with foster parents who can meet the unique needs of every child [80]. Many of these algorithms have achieved various degrees of early successes and have shown to reduce costs [93] for CWS. However, they have also come under significant criticisms for being biased [34, 16], being opaque [109], complex and hard to explain [110, 33], being too reductive [36] and non-contextual [99] and for not incorporating factors that arise from relevant social science research literature [30].

The SIGCHI community is at the forefront of research on algorithmic bias [43, 20, 69], and has begun to examine some of the challenges of algorithmic decision-making within CWS. Brown et al. [25] studied community perspectives on algorithmic decision-making systems in CWS and found several aspects of algorithmic systems that bolstered distrust, perpetuated bias, concern over the lack of contextual understanding and ‘black-box’ nature of the algorithms, as well as concerns about how these algorithms may negatively impact child-welfare workers’ decisions. Moreover, scholars outside of HCI have discussed how algorithms impact decision-making in CWS [29, 99, 100, 51]. Engaging in research that helps people and organizations, such as CWS, is well-suited and important for the HCI community. Therefore, a critical step in building a strategic research agenda is to synthesize the breadth of work that has already been done to identify a pathway forward. To forge this path, we posed the following high-level research questions:

RQ1: What methods have been used to build algorithms in the child welfare system?

RQ2: What factors (i.e., independent variables) have been shown to be salient in predicting CWS outcomes?

RQ3: What outcomes (i.e., dependent variables) have CWS organizations been predicting?

To answer these questions, we conducted a comprehensive literature review (n=50) of algorithms used for decision-making.
in CWS in the United States. We qualitatively analyzed these articles using the lens of human-centered algorithm design [13]. Overall, we found that majority of the algorithms in CWS are empirically constructed, even though the empirical knowledge is quite fragmented [55]. Our results also revealed considerable differences in the predictors currently being used and those found salient in the child-welfare literature. Finally, CWS has traditionally focused on ‘risk assessment,’ rather than positive outcomes that improve the lives of foster children. Based on Woobrock and Kientz’s encapsulation of research contributions in HCI [117], this paper is a survey of the existing literature and makes the following unique research contributions:

1. We apply a human-centered conceptual framework [13] to critically review the algorithms used within the U.S. child welfare system.

2. We introduce domain knowledge from the child welfare system to embed it within the SIGCHI community to allow for collaborative research between the two disciplines.

3. We identify the potential gaps in the existing literature and recommend future research opportunities with careful attention to the human-centered design of algorithms to benefit CWS.

In the following sections, we discuss Human-Centered Algorithm Design and how we used this framework to inform our literature review methodology. Next, we situate our research within the SIGCHI community.

A Human-Centered Approach to Algorithm Design

As algorithms begin to permeate through every aspect of social life, HCI researchers have begun to ask, “Where is the Human?” that is, recognizing that humans are a critical, if not the central component of many domains for which Artificial Intelligence (AI) systems are being developed. A workshop organized at CHI 2019 [60], tackled this topic to identify several pertinent issues in algorithmic design, such as the opaque and isolated development of algorithms and a lack of involvement of the human stakeholders, who use these systems and are most affected by them. To address these problems, Baumer proposed Human-Centered Algorithm Design (HCAD) [13]; a conceptual framework founded in practices derived from human-centered design [61]. It incorporates human and social interpretations through both the design and evaluation phases [13]. Baumer [13] lays out three strategies that help algorithm design become more human-centered, namely, 1) theoretical, 2) speculative and 3) participatory strategies. We draw from the theoretical perspective to frame our research questions and as the qualitative lens for our analysis. Human-centered theoretical design strategy informs algorithm design as follows:

- **Meaning-making**: Theoretical foundations provide a much-needed scaffolding for dealing with complexity, identifying and evaluating design opportunities [89]. Designers need to study the socio-cultural domain in which they intend to situate their work.

- **Design**: Theoretical approaches aim to incorporate concepts and theories from social sciences into data science [13].

- **Evaluation**: The stakeholders’ social interpretations of results can help ensure that the algorithm has higher utility and integrates well with practice.

CWS is one such domain that suffers from a complete lack of human perspectives through the design process. Therefore, our work focuses on how HCAD strategies can be employed to answer critical research questions in CWS.

**BACKGROUND**

We situate our research within the SIGCHI community and provide an overview of the work that has been done to develop integrated data systems for CWS.

**SIGCHI Research to Support the Child Welfare System**

The SIGCHI community has recognized the importance of conducting research with organizations that help disadvantaged communities, such as those experiencing homelessness [108, 118] or recovering from substance abuse [75]. For example, Strohmayer, Comber, and Balaam [108] partnered with a center for people of low social stability to understand homeless youth adults’ perceptions of education. Similarly, Woelfer and Hendry [118] created a community technology center at a local service agency to work with homeless young people, case managers, and outreach workers. Similarly, SIGCHI researchers have started to engage with CWS to find ways to improve the lives of youth who have been displaced from their families. Some SIGCHI research has focused on foster youth and parents. For instance, Gray et al.’s [56] research with fostered and adopted children introduces a new digital memory box for creating and storing childhood memories. More recently, researchers have begun to study algorithmic decision-making systems within the child-welfare community. Badillo-Urquiola et al. [9] presented the challenges foster parents face mediating teens’ technology use within the home. Most relevant to our current work, Brown et al. [25] engaged in a participatory design effort and conducted workshops with families involved in CWS, child-welfare workers, and service providers. They found that participants were uncomfortable with algorithmic systems. Participants felt that these systems used deficit-based frameworks to make decisions and questioned the bias present within the data. Based on their findings, the investigators provide recommendations for researchers and designers to work together with public service agencies to develop systems that provide a higher comfort level to the community. Our study builds upon this related work by critically investigating the algorithms used within CWS and highlighting opportunities for future research. We provide a foundation for implementing human-centered approaches in the design and development of algorithmic systems for CWS.

**Sociotechnical Systems for Child-Welfare**

In this section, we provide necessary background context about integrated data systems that laid the foundation for algorithmic work in CWS. In 1995, the federal government launched SACWIS (State Automated Child Welfare Information System) initiative to provide states with a federally funded and automated case management tool. These data systems allow states to collect and maintain data for program management and informing their decision making [66]. States that implement...
We describe our scoping criteria, systematic literature search and data analysis process.

**Scoping Criteria: Defining Algorithms**

To understand how "algorithms" are used in CWS, we first need to contextualize what we mean by algorithms. We conceptualized "algorithms" through the lens of *Street-level Algorithms*, a term recently coined by Alkhatib and Bernstein [6] in the HCI community. Street-level algorithms are algorithmically based systems that directly interact with and make on-the-ground decisions about human lives and welfare in a sociotechnical system [6]. From a more technical perspective, we use recent inclusive definitions [48, 68] for a whole suite of computational methods from statistical modeling (for e.g., generalized linear models) and machine learning. This allowed us to take a holistic viewpoint toward most forms of quantitative data analysis in CWS. Statistical modeling and machine learning are not mutually exclusive but we differentiate between them based on assumptions made about the data as specified by Breiman [23].

**Systematic Literature Search**

This study has been undertaken as a systematic literature review based on the guidelines proposed by Webster and Watson [115]. The unit of analysis for this literature review was peer-reviewed articles. We wanted to examine not just the algorithms currently being used in CWS but also newer solutions (algorithms) being proposed by researchers to better assess the current state of research. We used the following search terms to find papers at the intersection of CWS and algorithms – "child protective services," "child welfare," "foster care," "child and family services," "algorithm," "computation," "regression," "machine learning," "neural network," "data-driven," "actuarial," "computer program," "application". We used the following inclusion criteria for the articles:

| Code       | n | Breakdown                      |
|------------|---|-------------------------------|
| Peer reviewed | 43 | 40 (social science); 3 (computer science) |
| Agency report | 7  | —                             |
| Theory      | 5  | 1 (implemented); 4 (proposed)  |
| Psychometric scales | 30 | —                             |
| Actual system | 27 | 15 (RAs); 11 (PLs); 1 (MT)    |
| Hypothetical system | 23 | 13 (RAs); 4 (PLs); 1 (MT); 5 (S-PL) |
| Model performance | 35 | —                             |

| RA: Risk Assessment model |
| PL: Placement Recommendation model |
| MT: Child-Foster parent Matching model |
| S-PL: Characteristics of successful placements |

Table 1: Descriptive Characteristics of the Data Set

- The paper was peer-reviewed, published work or a systems (or policy) report produced by a government agency.
- The study (or report) engaged in a technical discussion about the computational methods, predictors and outcomes.

Articles that did not meet these two criteria were considered irrelevant for this study and were not included in our review. We conducted a comprehensive search to identify relevant research across multiple disciplines. We searched a diverse set of digital libraries which included the ACM Digital Library, IEEE Xplore, Routledge, Elsevier, and Springer. We chose these libraries to take into account research published in multi-disciplinary conferences and journals. We then cross-referenced the citations of each article to identify additional articles or government reports that met our inclusion criteria. We did not place any constraints on our search based on the time period in which the papers were published. We identified 50 relevant articles that met our inclusion criteria.

**Data Analysis Approach**

To analyze our data, we conducted a structured qualitative analysis to answer our over-arching research questions. We used a grounded thematic process [22] to generate codes based on the data as shown in Table 2. We define theory in two ways – the system discussed in the study was developed using a theoretical framework or the system was developed theoretically based upon factors considered significant in evidence-based social work. The first author coded all of the articles, and co-authors were consulted to form a consensus around codes early in the coding process and again during coding to resolve ambiguous codes. We also coded for descriptive characteristics of the article set as shown in Table 1.

**RESULTS**

In this section, we present our key findings from our review of the literature. We begin by first discussing the descriptive characteristics of our data set. Next, we organize and present the results by our three research questions, as shown in Table 2. Finally, we explore the relationship between the computational methods, predictors, and outcomes identified in our analyses.

**Descriptive Characteristics of the Data Set**

The majority of the papers (n=40 or 80%) were published in social science venues with 3 papers (6%) published in computer science conferences, [4, 7, 33] all in 2018. We also included 7 reports (14%) from non-profit organizations, including the Children’s Research Center [3]. One study discussed an algorithm which was theoretically constructed based...
Table 2: Structured Codebook: Dimensions are mapped onto their respective research questions

| Research Question | Dimension                | Codes                                                                 | Count | %   | Example |
|-------------------|--------------------------|----------------------------------------------------------------------|-------|-----|---------|
| **RQ1**           | **Inferential Statistics** | Generalized Linear Models (GLM)                                     | 28    | 56% | [110]   |
|                   |                          | Discriminant Analysis/Statistical tests (DAS)                        | 6     | 12% | [96]    |
|                   |                          | Supervised Learning (SUP)                                           | 13    | 26% | [33]    |
|                   |                          | Unsupervised Learning (UNSUP)                                       | 3     | 6%  | [78]    |
| **RQ2**           | **Machine Learning**      | Child Demographics (C-DEM)                                           | 20    | 40% | [7]     |
|                   |                          | Biological parents Demographics (P-DEM)                             | 10    | 20% | [65]    |
|                   |                          | Characteristics of Agency (AGENCY)                                  | 2     | 4%  | [80]    |
|                   |                          | Characteristics of Caseworker (WORKER)                              | 1     | 2%  | [80]    |
|                   |                          | Child Strengths                                                      | 11    | 22% | [32]    |
|                   |                          | Functioning (CHI-F)                                                 | 15    | 30% | [77]    |
|                   |                          | Child Behavioral/Emotional Needs (CHI-BE)                            | 26    | 52% | [70]    |
|                   |                          | Suicide Risk (CHI-SR)                                               | 9     | 18% | [39]    |
|                   |                          | Child Risk Behaviors (CHI-BR)                                       | 20    | 40% | [93]    |
|                   |                          | Traumatic Experiences (CHI-T)                                       | 30    | 60% | [10]    |
|                   |                          | Child Involvement in CWS (CHI-CWS)                                  | 9     | 18% | [110]   |
|                   |                          | Needs and Risky behavior (PAR-NS)                                   | 26    | 52% | [32]    |
|                   |                          | Characteristics (income, occupation) (FP-CHAR)                      | 4     | 8%  | [7]     |
|                   |                          | Preferences (FP-PREF)                                               | 2     | 4%  | [80]    |
|                   |                          | Past performance (FP-PAST)                                          | 2     | 4%  | [80]    |
|                   |                          | Capabilities (training/certifications) (FP-CAPS)                    | 1     | 2%  | [80]    |
| **RQ3**           | **Outcome**               | Risk of a future maltreatment event (RISK)                          | 28    | 56% | [65]    |
|                   |                          | Placement recommendation for a child (PLACE)                        | 15    | 30% | [32]    |
|                   |                          | Matching children with foster parents (MATCH)                       | 2     | 4%  | [80]    |
|                   |                          | Characteristics of a successful placement (S-PLACE)                 | 5     | 10% | [107]   |

On child-welfare research literature and four studies proposed theoretically-driven solutions. 30 papers (60%) employed psychometric scales [53] to assess the strengths, needs and risks associated with foster children and/or the biological parents. 27 papers (54%) discussed an actual algorithmic system and 23 papers (46%) proposed a new algorithmic system. Model performance was reported by 35 papers (70%).

**Computational Methods used to build Algorithms (RQ1)**

In this section, we discuss the computational methods used to develop algorithms and organize them into the **Inferential Statistics and Machine Learning** dimensions.

**Inferential Statistics approaches**

Inferential statistics account for computational methods used in the majority of papers (68%), with 28 papers (56%) using a form of a generalized linear model (GLM). In Figure 1, we see a dramatic rise in the use GLMs after 1995, i.e., the post-**SACWIS** era. GLMs are being used to develop mostly two types of models; actuarial risk assessment and placement recommendation models. There was a general trend around the use of GLMs for developing risk assessment models [110, 29, 49]. We also identified two major concerns surrounding GLMs: their atheoretical and reductive nature and performance with respect to outliers.

Social scientists use validated psychometric scales [73, 27] to quantify the level of risk. GLMs have been developed using these psychometric scales, such as the CANS Algorithm [32] that only uses the most statistically significant items from the scale. This reductive and atheoretical model development has received criticism [29, 99, 100]. Each case of child neglect/abuse is contextually different and factors that are significant for one case might be peripheral to another. Moreover, GLMs do not account for the contextual factors that influence caseworker decisions leading to variable omission bias [29].

Outliers can significantly impact the performance of a regression model [88]. Traditionally, regression models seek to omit outliers as a means of improving predictive power and still account for majority of the variance explained by significant variables [88]. However, for CWS, cases of severe abuse and neglect are the statistical outliers [21]. Regression models that are designed to predict the most moderate (average) outcomes tend to perform poorly on outliers [106]. In terms of CWS, poor performance on outliers raises several ethical and accountability concerns [40].

Four papers (8%) used discriminant analysis to differentiate between the characteristics of foster children served by different placement settings. Figure 1 illustrates that discriminant analysis was a popular technique during 1985-1990, however, with the advent of regression techniques it gradually faded away. These papers were some of the earliest attempts at introducing algorithms to aid decision-making in CWS. However, the data was limited and its quality questionable because of the lack of standardized data collection processes [103].

**Machine Learning (ML) approaches**

Machine Learning methods in CWS gained some momentum as early as 1986 with the introduction of **PLACECON**, a system designed to assist CWS with placement decisions [95]. However, with the increasing popularity of risk assessment models and limited funding available, resources were directed towards traditional regression models. Figure 1 shows a resurgence of ML methods starting 2015 and a growing interest within the computer science communities towards studying the research problems in CWS starting 2018 [4, 7, 33, 59]. Thirteen papers (26%) utilized ML methods in the form of decision trees, Bayesian networks or inference trees. Decision-tree learning has been popular as a means of organizing large amount of factual and empirical knowledge in the form of rules [102]. The CART (Classification and Regression Trees)
The algorithm has been recently used to build a child-foster parent matching system [7]. It has also been used to identify the characteristics of the most troubled children in CWS [39] as well as to study trends in child abuse and neglect data [4]. However, with such a strong emphasis on risk assessment, Children’s Research Center [3] used ML methods to develop the Structured Decision-Making (SDM) model.

SDM is a decision-making framework where a risk assessment tool is used in conjunction with clinical assessment [65]. SDM utilizes an array of ML tools such as decision, value and inference trees, and Bayesian networks [57] and has been adopted by CWS in several states [19]. However, several studies have also shown that SDM produces mixed results especially when accounting for race and ethnicity [42, 44, 64]. There is also an ongoing struggle between caseworker’s theoretical assessments and the tool’s empirical judgment [99, 100]. Three papers (6%) used unsupervised ML methods in the form of neural networks [77, 78] and natural language processing (NLP) [24]. Brindley et al. [24] propose a web platform that allows foster youth to create personalized goals and talk to a chat-bot that uses NLP to parse inputs and respond intelligently with recommendations about goals, finances, and housing. McDonald et al. [78] and Marshall et al. [77] propose the use of neural networks over regression techniques because their non-parametric approach performs better at modeling non-linear relationships and interactions.

One possible reason for the perpetual conflict between ML risk assessment tools and caseworkers’ assessment might be at the core of Machine Learning itself and how it handles outliers. Statistical outliers in the case of child maltreatment are the most severe cases of child abuse and neglect [21]. Researchers [11] suggest that in the case of CWS, outliers are often more important for caseworkers and demands significant attention beyond the norm. Figure 1, depicts a significant dearth in the use of unsupervised learning methods with only two papers published in early 2000s [78, 77] and one paper published in 2018 [24]. Employing neural networks in social sciences comes with its own complexities because there needs to be transparency about the proposed decisions [33]. Vaithianathan et al. [110] explored several ML methods such as Naïve Bayes and Random Forests for risk assessment and achieved higher accuracies. However, they reverted to using a probit regression model because the outcomes were more explainable.

**Predictors used in Algorithms (RQ2)**

In this section, we examine the predictors that are being used in algorithms in CWS. Most algorithms are using over a hundred predictors so we systematically coded them and then grouped the emergent codes into seven dimensions (see Table 2).

**Demographics and Systemic Factors**

Child demographics were accounted for by 20 papers (40%) and biological parents demographics were accounted for by 10 papers (20%). Surprisingly, more than half the papers did not include child or parent demographics in their models even though racial and ethnic disparities in CWS have been recognized in social sciences [84, 91, 47]. Figure 2 illustrates that after 1990, there was a decline in the number of studies that used demographic variables in their algorithms. The Systemic factors dimension includes factors associated with CWS, such as, characteristics of the agency and caseworkers. Two papers (4%) use variables relating to characteristics of the agency, such as location and staffing vacancies and one paper (2%) accounted for the characteristics of the caseworker, such as, caseloads and the level of training. This is surprising because child-welfare literature acknowledges the impact caseworkers have on child outcomes [94, 30]. The caseworker is a child’s primary contact between the biological parents, foster parents and CWS. They navigate through the system and find services for children and families. In fact, caseworker turnover is directly associated with placement instability [30]. Factors that lead to high caseworker turnover include low salary, high caseloads, administrative burdens, low levels of training and lack of supervisory support [30]. Systemic factors is one of the biggest reasons why children experience multiples placement moves in CWS [41]. This once again alludes to the atheoretical model construction that does not account for the salient factors well-established in evidence-based social work.

**Foster-child related factors**

Seven codes emerged out of the coding process and were grouped into three dimensions: child strengths, child needs, and child risks. 11 papers (22%) use variables that align with Child Strengths, such as, interpersonal skills, coping skills and level of optimism. Twenty-six papers (52%) took into account a child’s emotional and behavioral needs and 15 papers accounted for the characteristics of the caseworker, such as, characteristics of the agency and caseworkers. Two papers (4%) use variables relating to characteristics of the agency, such as location and staffing vacancies and one paper (2%) accounted for the characteristics of the caseworker, such as, caseloads and the level of training. This is surprising because child-welfare literature acknowledges the impact caseworkers have on child outcomes [94, 30]. The caseworker is a child’s primary contact between the biological parents, foster parents and CWS. They navigate through the system and find services for children and families. In fact, caseworker turnover is directly associated with placement instability [30]. Factors that lead to high caseworker turnover include low salary, high caseloads, administrative burdens, low levels of training and lack of supervisory support [30]. Systemic factors is one of the biggest reasons why children experience multiples placement moves in CWS [41]. This once again alludes to the atheoretical model construction that does not account for the salient factors well-established in evidence-based social work.
All the studies we reviewed accounted for foster child related factors in terms of their needs and associated risks. However, only one study accounts for the child’s interactions with other people, such as siblings, relatives, and the system itself. Moore et al. [80] account for factors such as Placement with a sibling, Proximity to child’s home/relatives, and Characteristics of the agency and caseworker; factors well-studied in child-welfare literature [30]. Fluke et al. [49] found that placement decisions may be made as a result of interaction effects of non-case related factors such as characteristics of the agency and/or the caseworker. A study conducted in San Diego County found that 70% of the placement moves were a result of systemic or policy related factors [63].

**Biological parents related factors**

26 papers (52%) accounted for the biological parents’ risk behaviors and needs, such as, physical/mental health, substance abuse problems, residential stability and knowledge of child’s needs. We coded these variables into the Bio-Parents Risks/Needs dimension. Figure 2 shows that biological parent factors have been consistently used by several studies, however, we see a decline during 2005-2010. We also see a rise in the use of foster child related factors during the same time period. The introduction of CANS algorithm that focuses on the child’s level of need may be a plausible explanation for this trend. Different algorithms are using biological parent related variables differently. For example, risk assessment models quantify biological parents’ risky behavior so as to discern the risk of a future maltreatment. On the other hand, placement recommendation models are using this dimension to determine the level of trauma a child has experienced and recommend a placement setting based on their level of need. Factors surrounding biological parents have been studied in great detail and accounted for by most algorithms.

**Foster parents related factors**

Four papers (8%) that we reviewed accounted for the characteristics of the foster parents, that is, their income level, occupation, demographics etc. Figure 2 shows that only 4 studies account for foster parent related factors with a significant gap between 1985 and 2016 where no study accounted for these factors. Two papers (8%) look at the preferences of foster parents and one paper (2%) accounts for the foster parents’ past performance and capabilities. Matching children with foster parents that are trained and prepared to meet their behavioral and emotional needs leads to increased stability for the children [30]. Matching children with foster parents that come from the same cultural background also leads to better outcomes because it leads to smoother transitions, lower stress and a feeling of security for the children [26]. These factors are well-studied in child-welfare literature [30, 92, 114], however, we see that very little research has been done from an algorithmic perspective. CWS has historically focused on ensuring safety and permanency rather than child well-being, that is, improving the quality of lives of foster children [16].

**Target Outcomes of Algorithms (RQ3)**

In this section, we examine the target outcomes of the algorithms used in CWS. Figure 3 depicts the trends in the target outcomes that algorithms have sought to model.

**Risk Assessment**

Predicting the risk of future maltreatment involves developing models using the empirical study of cases of child abuse/neglect [10]. The factors that show a strong association with abuse and/or neglect outcomes are selected to create an actuarial model which is then used to assess new cases of alleged abuse/neglect. Twenty-eight papers (56%) focused on predicting risk as their target outcome. Figure 3 illustrates that risk assessment has always received significantly more attention than any other outcome since the introduction of regression models in social sciences. The greatest criticism against these models is that they are not theoretically founded; these models are probabilistic in nature and not causal [10, 67, 99, 100]. Therefore, these models need to be empirically validated by follow-up studies to ensure their reliability. Direct comparison of any two actuarial models is a hard problem [10] and requires an in-depth understanding of the contexts in which the predictors were collected, measured and weighted in the models.

Studies conducted on risk assessment models show that these models are more accurate at predicting target events like child maltreatment than unaided judgment, however, they lack utility [99]. Seven papers (14%) discuss the Structured Decision-Making (SDM) model, a framework that integrates predictive and contextual assessments. CWS in several states have developed their own versions of SDM, however, there are significant enough differences to treat them independently as part of our review. Even though SDM is designed to assist caseworker decisions, studies have found that there are constant disagreements between the tool (empirically-driven) and caseworker
assessments (conceptually/theoretically-driven) to the point that caseworkers detest using these tools as they were intended [99]. However, caseworkers must continue to rely on these tools as a means of standardizing decisions in CWS, especially in cases of high uncertainty [100].

Placement Recommendations and Successful Placements
Models that focused on these two target outcomes were the precursors in the development of algorithms in CWS. Figure 3 depicts that these target outcomes were being studied during the time period of 1985-1990. However, no studies were published between 1991 and 2005 that focused on these target outcomes. A plausible explanation for this decline would be the increased focus on studying risk assessment during that period. 20 papers (40%) discussed recommendation systems for foster care placements.

The most prominent algorithm that determines the placement criteria based on a child’s level of need is the CANS algorithm [32]. 6 papers (12%) discuss the CANS algorithm which is developed using the CANS psychometric scale [73]. CWS in a few states have developed their own versions of this algorithm, and therefore, were treated independently as part of our review. It makes a recommendation from six levels of care in the order of increasing severity – independent living, transitional living program, foster home, specialized foster care, group home, and residential treatment center. It is used in a hybrid approach in conjunction with a multi-disciplinary team which allows CWS to follow a standardized admission criteria for cases with lower levels of uncertainty [32]. This is a good initial approach to ensure child safety, however, it is a minimal approach and does not seek to improve the quality of a child’s life.

Child-Foster Parent Matching
This approach seeks to match the specific needs of a child with the capabilities of foster parents. That is, placing children with foster parents who are trained and certified to manage their needs. It is a proactive approach towards improving the quality of lives of children and not just minimizing risk of maltreatment. Figure 3 shows that Child-Foster parent matching has only been implemented since 2015 (2 studies). This approach is different from the placement recommendation approach in that it addresses the specific needs of the child and preferences of the caregiver. For instance, matching with respect to child temperament, parent temperament, and parental expectations leads to increased stability [92]. Placing children who have higher emotional needs with foster parents who prefer to be emotionally involved offers these children a better chance towards stability [113] than placing these children in a restrictive treatment setting. Child-Foster parent matching is well-studied in evidence-based social work and is known to improve stability and permanency outcomes [30, 92]. However, there is a dearth of information within CWS on how to guide this process [92]. This is a significant knowledge gap for both CWS and social scientists who seek to computationally model this approach. Moore et al. [80] recently validated a matching algorithm that was implemented by CWS in the state of Kansas for resulting in more stable placements.

Table 3: Crosstabs between Methods and Outcomes

Table 3 depicts crosstabs between the computational methods used and the outcome from all the papers in our corpus. We saw that generalized linear models have mostly been used for developing risk assessment models (16 studies) followed by placement recommendation models (8 studies). Even with the emergence of newer machine learning methods, majority of the studies still continue to focus on risk assessment. 9 studies used supervised machine learning for risk assessment, 2 studies focused of placement recommendation and 2 studies focused on child-foster parent matching.

Relationship between Predictors (RQ2) and Outcomes (RQ3)
Table 4 depicts the crosstabs between predictors used by computational models and the outcome they seek to predict. First, we cross examine the risk assessment models with respect to the predictors that inform child characteristics. Majority of the models use a combination of predictors that assess Child Behavioral/Emotional Needs (7 studies), Child Risk Behaviors (7 studies), and Traumatic Experiences (15 studies). Several predictors coded under these dimensions (e.g., self-harm, recklessness, physical/sexual abuse) are assessed by a caseworker at an initial investigation and made available for predictive modeling. These predictors might already exist in the data if the family has previously come under the attention of CWS. This approach of aggregating the negative aspects of people’s lives while ignoring the positive aspects has been criticized because of its deficit-based nature [25]. There is also an overlap between the Traumatic Experiences of a child and the Bio-Parents Needs/Risk Behavior because the same predictors (for
e.g., history of physical/sexual abuse, medical trauma, parents’ criminal activity) are used to conduct both needs assessment for a child and risks assessment for a parent.

Next, we cross examine the predictors used by placement recommendation models. These models are not employed at the onset of an investigation and are used by CWS when a child needs to be placed in a permanent foster care setting. These models are generally more equitable as compared to risk assessment models because they try to weigh-in the positive characteristics of a child, such as talents, interests, cultural identity, and school achievements to find an appropriate placement setting that meets their needs. Table 4 shows that placement recommendation models account for predictors around Child Strengths (5 studies), Functioning (10 studies), and Child Behavioral/Emotional Needs (13 studies) to weigh in the positive aspects and needs of a child and balance that with predictors around Child Risk Behaviors (12 studies) and Traumatic Experiences (10 studies) to find a suitable placement setting well equipped to meet their needs.

### Table 4: Relationship between Computational Methods (RQ1), Predictors (RQ2) and Outcomes (RQ3)

| Predictors                                      | Outcome Variables | Computational Methods |
|------------------------------------------------|-------------------|-----------------------|
| Child demographics                             | Child Involvement with CWS | RA: Risk Assessment model |
| Bio-parents demographics                       | Bio-PARENT Risk/Needs  | PL: Placement Recommendation model |
| Characteristics of Agency                      | Foster parent capabilities | MT: Child-Foster parent Matching model |
| Characteristics of Caseworker                  | Foster parent characteristics | S-PL: Characteristics of successful placements |
| Child Strengths                                | Foster parent capabilities | UNSUP: Unsupervised Machine Learning |
| Functioning                                    | Foster parent past performance | GLM: Generalized Linear models |
| Child Behavioral/Emotional Needs               | Foster parent capabilities | DAS: Discriminant Analysis/Statistical tests |
| Suicide Risk                                   | Foster parent capabilities | GLM: Generalized Linear models |
| Child Risk Behaviors                           | Foster parent capabilities | DAS: Discriminant Analysis/Statistical tests |
| Traumatic Experiences                          | Foster parent capabilities | DAS: Discriminant Analysis/Statistical tests |
| Child Involvement with CWS                     | Foster parent capabilities | DAS: Discriminant Analysis/Statistical tests |
| Bio-Parent Risk/Needs                          | Foster parent capabilities | DAS: Discriminant Analysis/Statistical tests |

**DISCUSSION**

**Algorithms Need to be theoretical & context-aware (RQ1)**

Overall, we found a lack of theoretically derived and validated algorithms that demonstrated that they took measures to integrate knowledge from the social sciences into their designs. Only one study [80] constructed their model based on the child-welfare literature. Four studies even discussed this lack of theory and proposed solutions in the form of cumulative risk models [74], causal models [98], and revised SDM models grounded in risk and resilience theory [99]. Yet, based on the published literature, such models have yet to be consistently implemented.

This finding is problematic because it shows that these algorithms ignore many factors that affect how decisions are made in CWS. For instance, the decisions are often constrained by current policies or the scarce resources [55]. Many current empirical models frustrate child-welfare workers because they do not account for such systemic factors. While some researchers have suggested [66] that empirical prediction is enough and that theory, context, or causal inferences are not always necessary in policy making when outcomes remain desirable, we argue that this is not a desirable stance to take in child-welfare contexts because there is significant debate on how and which types of data, models, and outcomes are to be used in predictive modeling (with or without theory). Empirical knowledge related to child-welfare practice is fragmented and social science theories must be used to fill the gaps [54].

Therefore, we recommend that human-centered theoretical approaches be used to incorporate factors arising from evidence-based social work [30] and understand the causal pathways that often dictate decision-making processes. Such algorithms that are informed by appropriate causal theory would also have a greater likelihood of utilization as compared to their atheoretical counterparts [98]. Significant work has also found...
disconnects between the functioning of algorithms and their social interpretations [13]. We see a similar phenomena in CWS where the caseworkers using Structured Decision Making (SDM) model must translate information from both forms of assessments (clinical and algorithmic) leading to uncertainty and unreliable decision making [100]. Therefore, algorithms that are meant to aid decision-making often become the source of frustration and force caseworkers to abandon their contextual judgments [99]. Human-centered theoretical approaches can help by placing the meaning-making process [89] at the center of the design process. It can help designers understand the theory of practice and uncover practitioners’ sense-making processes (e.g., how they perceive quantified metrics [13]). Child-welfare workers are generally not trained in statistical thinking and make decisions based on experience, intuition, and individual heuristics [54]. Human-centered theoretical approaches can help us understand the mental models of child-welfare workers, inform feature selection (design), as well as interpret the results (evaluation).

Our results also indicate that several states adopted the SDM approach because it was supposed to integrate predictive and contextual assessments, however, it has fallen short of that goal [100, 99]. There are several factors at play in regards to any child-welfare case and it becomes critical to offer context to the case instead of focusing on a few broad factors without giving weight to important nuances [83]. For instance, understanding contextual knowledge with respect to an organization requires incorporating the organizational memory of the organization and its people [76, 5] which is inherently HCI research. Social workers are trained in writing detailed case notes by translating their context-specific experiences into text [35]. This unstructured, unanalyzed, textual data is added to SACWIS systems [87]. We hypothesize that valuable theoretical signals from these case notes can be considered within methodological approaches like topic modeling that can make good use of such unstructured data. Indeed, in recent years, HCI has developed a rich methodological tradition [14, 81, 31] of using signals from such unstructured data as predictors within algorithms to study complex, sociotechnical systems.

**Going Beyond what is “Easily Quantifiable” (RQ2)**

Our results suggest that majority of the algorithms used predictors around child and parent characteristics, such as their needs, strengths, and associated risks (see Table 2). The vast majority of these predictors that are used for predictive modeling are derived from information that is easily available and readily quantifiable. For example, child-welfare workers use psychometric scales [42] to assess child and parent associated risks and needs during an initial investigation which then become available for predictive modeling. Some of these predictors are found in almost every risk assessment model even though they have no predictive validity. For instance, severity of abuse is easily quantifiable and is found in several risk assessment models even though there is little to no indication that it is related to recurrence of abuse [28]. Moreover, several predictors (parenting skills, parent conflict etc.) have not been properly validated [54], and can lead to unreliable predictions [54]. Such issues led to the Illinois CWS (in 2017) to shut down their predictive analytics program [62]. In addition, none of the predictors account for the temporality of risk assessment. After an allegation of abuse, the assumption of escalation is the baseline for risk assessment leading to inflated risk scores and excessive interventions from CWS [104].

Human-centered theoretical approaches can result in a rigorous feature selection process that relies on predictors that have been well-studied, understood, and validated in social sciences [13]. De Choudhury et al.â ˘A ´Zs [46] work in mental health is a good example, where the researchers validated constructs, focused on data biases and unobserved factors, as well as conducted sensitivity analysis. Moreover, it compels us to look towards sources of information that have been hereto hard to quantify. For instance, referring to our prior example around case notes, advances in natural language processing [112] now allows us to quantify and make holistic inferences about all the stakeholders involved in a child-welfare case. This can address persistent issues among cases which appear similar based on the empirical data but exhibit high variation in outcomes [54].

Furthermore, human-centered participatory design [13] allows for HCI researchers to actively engage with domain experts in child-welfare to understand how risk accumulates (and how to model it), as well as engage with other stakeholders to better understand the systemic factors around policies, laws and organizational culture [116]. Here, PD [82] can navigate the thorny, contextual differences between different legal and policy systems and needs/values of stakeholders. Lodato and DiSalvo [72] highlight the different forms and limitations of PD as well as how PD can be conducted within such institutional constraints. Advances in CWS data systems [50] can accommodate for the collection of several new predictors concerning child well-being and systemic factors. Here, the active consideration of needs and values of all stakeholders can help avoid the same reliability and validity pitfalls for the new predictors that exist for many of the current predictors.

**Improve Lives and not just ‘Minimize Risk’ (RQ3)**

One of the fundamental goals of CWS in the United States is to ensure positive outcomes for foster children [1], however, as our results confirm, majority of the efforts in computational modeling continues to be focused on risk assessment (see Table 2). Risk assessment models only seek to minimize the risk of future harm and not improve the quality of lives of foster children. The target outcome of “risk of maltreatment” is poorly defined [120]. Federal and State law dictate how child abuse and neglect are defined and the state definitions often vary and establish the grounds for intervention by CWS [1]. Algorithms are trained on cases of substantiation, that is, cases where CWS judged maltreatment to have occurred [54]. This judgment in itself is very subjective and depends on state laws, policies, and CWS intervention criteria which is often dictated by the level of funding and caseloads [30].

Human-centered approaches can help theoretically define not only the predictors but also the target outcomes with the help of stakeholders and domain experts to ensure these key ingredients needed for algorithm design are validated and reliable. Human-centered participatory design can also unravel concerns around the social interpretations of algorithmically-based systems. For instance, Brown et al [25] investigated the
community perspectives of risk assessment models in child-welfare. Child-welfare workers criticized these models because of their ‘deficit-based’ nature, that is, this approach only captures negative inputs to predict a negative outcome. There is growing concern that such an approach drives disproportionate negative caseworker perceptions that ultimately leads to negative actions [25]. Badillo-Urquiola et al. [9] and Pinter et al. [90] also recognized the problems with a deficit-based framing in that it creates a sense of moral panic and diverts attention away from positive outcomes. They suggested that researchers focus on “strength-based approaches” that focus on positive factors that help improve lives.

CWS should actively focus on approaches that disrupt the status quo [58] and seek to improve the lives of foster children, such as Child-Foster Parent Matching [30, 92, 113]. This requires an ongoing engagement with foster parents and foster children to understand their specific values and needs as well as their cultural and parental expectations. HCI can contribute here by drawing on its rich tradition of work in action research, participatory design, and value sensitive design to incorporate the values and needs of the stakeholders [52, 105, 8, 12, 18]. In addition, HCI researchers have developed methodological approaches that not only incorporate stakeholders into the design process but also the data analysis and interpretation processes [15, 119]. Moreover, advocating for foster children, a vulnerable and marginalized population, is inherently a social justice issue. HCI researchers have a long history of contending with social injustices and have developed theoretical and methodological approaches that seek “not so much to predict the future, but rather to imagine a radically better one” [52].

Given the paucity of human-centered research into this domain and the richness of available social science literature [30, 92, 17, 26, 94, 41], this presents HCI researchers with a set of complex socio-technical challenges to study.

**Recommendations for Future Research**

**Bridging AI and HCI Through Participatory Design**

Our results indicate that there is a lack of theoretically-designed algorithms (see Table 1) which adds to the frustrations of child-welfare workers who are being pressured into using these algorithms as a means of standardizing decisions [99]. This situation is further exacerbated by a lack of PD leading to algorithmic systems that offer low utility [100]. Only one study in our corpus engaged with child-welfare workers to understand their concerns and needs [25]. PD [82] allows for the active inclusion of people most affected by a system. Engaging child-welfare workers in the design as well as evaluation processes ensures that their need are met and that the system integrates well with child-welfare practice. Child-welfare workers who use algorithms on a daily basis strongly stress the need to be able to explain these models to each other and to policymakers [83]. Not only does this depend on which computational methods are used to construct an algorithm, how they are deployed but also how outcomes are defined and measured. This offers research pathways for HCI researchers who have increasingly started devoting attention to explaining outcomes and predictions [71, 79]. Moreover, it is imperative that researchers engage with the stakeholders because there are both, ethical and legal ramification of using certain types of data. For instance, legal requirements might not allow a juvenile’s criminal record or history of physical and/or sexual abuse to be used for modeling [101].

**Algorithmic Decision Making via Speculative Design**

We found that 56% of studies took a deficit-based approach to mitigate risks even though child-welfare literature has discussed the significance of equitable outcomes (e.g., child-foster parent matching). Recent studies based in newer technologies still continue to focus on risk assessment and uncritically reproduce the status quo. Designing against the status quo means setting our goals beyond risk assessment, and moving more ambitiously toward design that challenges underlying problems [58]. Human-centered speculative design [13] can allow stakeholders to shift their focus away from algorithms and be truly innovative in how they imagine problems and their underlying causes without being constrained by what might be technologically feasible. This is especially important for algorithm design where the boundaries of possibility change every day [13]. For instance, child-foster parent matching is well-documented in child-welfare literature for almost two decades but it has only recently been explored in an algorithm [80] because of advances in decision-tree learning. Similarly, algorithmic advances also create novel avenues for studying the interactions and decision pathways resulting from different policies, practices and programs [116].

**LIMITATIONS AND FUTURE WORK**

We conducted a comprehensive and systematic literature review which was limited to the US-based child welfare system. We may have also missed algorithms used within CWS that are not publicly available for review. For instance, reports by non-profit organizations or state governments may have been distributed internally. Therefore, we plan to work directly with CWS agencies and conduct user interviews about the systems and algorithms being used within CWS to identify any other algorithms that have been implemented. To move towards using a human-centered approach to build new, evidence-based, and theoretically-driven algorithms, we plan to work with stakeholders in CWS to understand how different policies, practices, and programs create different decision pathways for child placements and services offered to families.

**CONCLUSION**

In conclusion, we recommend that the HCI community partners with CWS to do the following: 1) A renewed focus on theoretically-designed algorithms with the active engagement of stakeholders through the design and evaluation phases, 2) Develop algorithms for practice that incorporate a more comprehensive set of predictors well-studied in child-welfare literature, as well as predictors hard to quantify thus far, and 3) Focus on equitable outcomes founded in evidence-based child-welfare research that improve the quality of lives of foster children instead of merely mitigating future risks.
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