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Reaction of the hydrogen atom with nitrous oxide in aqueous solution – pulse radiolysis and theoretical study†

Lukasz Kazmierczak, Dorota Swiatla-Wojcik* and Marian Wolszczak

UB3LYP/cc-pVTZ computations using C-PCM, IEF-PCM, and SMD water-solvent models have been performed for the reaction of the H\(^{+}\) atom with nitrous oxide (N\(_2\)O) producing N\(_2\) and OH in aqueous solution. The H\(^{+}\) atom attacks the oxygen atom in the N\(_2\)O molecule resulting in the formation of the [H–O\(_2\)]\(^{+}\) transition state and its decomposition into OH and N\(_2\). This direct path requires 54.2 kJ mol\(^{-1}\) (PCM) or 54.6 kJ mol\(^{-1}\) (SMD) compared to 53.0 kJ mol\(^{-1}\) in a vacuum. The H\(^{+}\) atom addition to the nitrogen end leads to the [H–NO\(_2\)]\(^{+}\) transition state decaying to a cis-\(\text{HNO}^+\) intermediate that after transformation to [\(\text{HNO}_2\)]\(^{+}\) finally produces OH and N\(_2\). The total energy expense associated with the indirect mechanism, 67.6 kJ mol\(^{-1}\) (PCM) or 65.5 kJ mol\(^{-1}\) (SMD), is slightly smaller compared to 67.7 kJ mol\(^{-1}\) computed for the reaction in vacuum. The temperature dependence of the reaction rate constant obtained based on the pulse radiolysis measurements in N\(_2\)O-saturated 0.1 M HCl solution over the temperature range of 296–346 K shows the activation energy (62.6 ± 2.1) or (59.9 ± 2.1) kJ mol\(^{-1}\) depending on a form of the pre-exponential factor in the Arrhenius equation, \(A\) or \(A' \times T\), respectively. The activation energy, almost three times higher than observed in gases at temperatures below 500 K, indicates predominance of the direct reaction path via [H–O\(_2\)]\(^{+}\). The indirect mechanism may also contribute, but in contrast to the gas phase reaction neither tunnelling from [H–NO\(_2\)]\(^{+}\) to [\(\text{HNO}_2\)]\(^{+}\) nor collisional stabilization of [H–NO\(_2\)]\(^{+}\) occurs in solution.

1. Introduction

Rate and mechanism of reactions initiated by N\(_2\)O in aqueous solutions are of growing interests because of the environmental impact of N\(_2\)O and its various applications in chemistry, biology, and medicine. Emissions of N\(_2\)O due to industrial processes and extensive use of fertilizers\(^7\) contribute either to ozone depletion in the stratosphere\(^5\) or to the greenhouse effect.\(^6\) Medicinal, technical and industrial applications of N\(_2\)O result from its anaesthetic and analgesic effects, an inert character and the ability to be a donor of nitrogen and oxygen atoms in chemical reactions. Synthetic chemistry with N\(_2\)O in homogenous solution,\(^4\) utilization of N\(_2\)O as a whipping agent or fuel additive,\(^8\) and its role in water remediation by the electron beam treatment\(^8\) have been recently reviewed. In a class of advanced oxidation processes (AOPs) ionising radiation has been successfully used to generate hydroxyl radicals for degradation of such hazardous pollutants as chloryrifos,\(^7\) 4-chloroaniline,\(^9\) or primidone.\(^9\) Saturation of water with N\(_2\)O is used to transform the main reducing radiolytic products, hydrated electrons (e\(_{aq}^−\)) into OH radicals, thus increasing their concentration in solution.

The reaction of H\(^{+}\) with N\(_2\)O was thoroughly examined in the gas phase in view of its occurrence in combustion chemistry.\(^9–14\) Compilation of evaluated kinetic data in the temperature range of 350–2500 K, was provided by Baulch et al.\(^15\) In contrast to the gas phase, very little is known on the reaction occurring in aqueous solution. The kinetic data on this reaction in solution are available for ambient conditions only, and the reported values of the room temperature rate constant are very divergent, ranging from \(1 \times 10^{10}\) to \(2 \times 10^{9}\) M\(^{-1}\) s\(^{-1}\). In our earlier paper a critical test of the room temperature data was carried out.\(^16\) In a series of pulse radiolysis experiments we traced the decay of dichloride radical ion (Cl\(_2\)\(^{−}\)) in N\(_2\)O-saturated 0.1 M HCl aqueous solution, attributing the slower decay in N\(_2\)O-saturated system to the reaction of H\(^{+}\) with N\(_2\)O. The obtained room temperature value of the reaction rate constant, \((9 \pm 2) \times 10^{4}\) M\(^{-1}\) s\(^{-1}\), is about ten times higher than \(k^\text{ex} = 6.2 \times 10^{3}\) M\(^{-1}\) s\(^{-1}\) calculated from eqn (1), which is recommended for the gas phase reaction.\(^15\)

\[
k^\text{ex} [\text{M}^{-1} \text{s}^{-1}] = 3.31 \times 10^{7} \exp(-2560/T) + 7.83 \times 10^{11} \exp(-9750/T)
\]

The quantum chemical computations of the reaction in vacuum shows two reaction paths\(^14\) described by eqn (2) and (3).
Path (2) refers to the H⁺ atom attack on the oxygen atom in the N₂O molecule and leads to the formation of the [H–ONN]† transition state decomposing into 'OH and N₂.

\[
\text{H}^+ + \text{N}_2\text{O} \rightarrow [\text{H–ONN}]^+ \rightarrow '\text{OH} + \text{N}_2
\]  

Path (3) corresponds to the H⁺ atom addition to the nitrogen end to form [H–NNO]† and then cis-HNNO, which may either isomerise to stable trans-HNNO, or produce N₂ and 'OH via the [NNOH]† transition state.

\[
\text{H}^+ + \text{N}_2\text{O} \rightarrow [\text{H–NNO}]^+ \rightarrow \text{cis-HNNO} \rightarrow \begin{cases} 
\text{[NNOH]}^+ \rightarrow '\text{OH} + \text{N}_2 \\
\text{cis/} \text{trans[HNO]} \rightarrow \text{transHNNO}
\end{cases}
\]  

Given the above the following questions arise: (i) what is the temperature dependence of the reaction rate constant in solution and (ii) what is the solvent effect on the reaction mechanism. To the best of our knowledge these problems have never been discussed. With the aim to fill this gap, our kinetic measurements have been extended here up to 346 K and combined with quantum chemical calculations carried out for the reaction in vacuum and in solution. The experimental procedure is presented in Sec. 2 and processing of the acquired kinetic data is described in Sec. 3. The DFT computations at the UB3LYP/cc-pVTZ level of theory assuming C-PCM, IEF-PCM, and SMD solvent models are described in Sec. 4, and the solvent effect on the reaction kinetics and mechanism is discussed in Sec. 5. The summary and conclusions are given in Sec. 6.

2. Pulse radiolysis measurements

Pulse radiolysis measurements were carried out using the same experimental setup as before. The duration of electron beam pulses delivered from the 6 MeV ELU-6 linear accelerator was 7 or 17 ns, giving the dose of (14.0 ± 0.4) Gy or (46.5 ± 1.4) Gy respectively, as evaluated using N₂O-saturated 0.01 M solution of potassium thiocyanate (KSCN) as the dosimetry and taking G_475 = 5.28 × 10⁻⁴ m² J⁻¹. The stock 0.1 M HCl aqueous solutions were deoxygenated by purging with high purity N₂ and then irradiated. In this system the hydroxyl radical is rapidly converted to Cl₂⁻. Comparative measurements have been also carried out for N₂-saturated solutions. The decay of Cl₂⁻ absorbance was traced over the temperature range of 296–346 K at 340 nm being the absorption maximum of Cl₂⁻. The molar absorption coefficient ϵ_340 = 960 m² mol⁻¹ (ref. 19) was assumed for all temperatures. The optical absorption was recorded using a monochromator ARC SpectraPro275, a photomultiplier R 928 Hamamatsu Photonics and an oscilloscope Tektronix TDS 500 MHz. The optical path of the cell was 1 cm.

3. Kinetic data processing

Diffusion-kinetic modelling of spur chemistry

The ionization of aqueous solutions by high energy electrons results in the ultrafast formation of highly reactive hydrated electrons (eaq⁻) and 'OH radicals, which are non-homogeneously distributed in isolated spherical spurs formed along the radiation track. We simulate evolution of the radiolytic species during the spur expansion in N₂O saturated aqueous solution of 0.1 M HCl using the extended diffusion-kinetic approach, successfully adopted to reproduce the pH effect on spur chemistry in irradiated aqueous solutions. The computations have been based on the numerical algorithm, developed by Burns et al., which divides the reaction space into a number of concentric zones and treats reactions in each zone and simultaneous mass flow between adjoining zones according to the Fick’s law of diffusion. The reactants were placed into each zone according to the initial Gaussian distributions. Following the extended diffusion-kinetic model the initial species distributions have been described by the properly chosen set of parameters accounting for the early track events, occurring within ca. 10⁻¹² s. The parameters and the reaction scheme assumed to simulate evolution of the average radiation spur in N₂O saturated 0.1 M HCl solution are given in ESL. A set of coupled differential equations describing, the mutual second order reactions of the transient species, the first order reactions with the dissolved scavengers (N₂O, hydronium and chloride ions), and simultaneous diffusion of the radiolytic species has been solved numerically using FACSIMILE 4 software package. Simulation has been also carried out for N₂-saturated 0.1 M HCl solution. A temporal evolution of the main radiolytic species is presented in Fig. 1. Solid and dashed lines refer to N₂O- and N₂-saturated solution, respectively. Numerical integration of the diffusion-kinetic equations up to the time limit of 0.1 µs, corresponding to decay of spatial correlations, provides the G-values or the primary yields. In N₂O-saturated solution scavenging of the hydrated electron by N₂O in reaction (4), competes with the H⁺ atom formation in the reaction with the H₂O⁺ ion. At ambient temperature about 13% of eaq⁻ is scavenged by N₂O, resulting in a partial restoration of 'OH and in a lower primary yield of the H⁺ atom.

\[
e_{\text{aq}^-} + \text{N}_2\text{O} \rightarrow \text{O}^- + \text{N}_2 + \text{H}_2\text{O} \rightarrow '\text{OH} + \text{OH}^- + \text{N}_2
\]  

Within ca. 70 ns the hydroxyl radical is converted to Cl₂⁻ via complex reaction (R6) given in Table 2. Therefore, in N₂O-saturated system reaction (4) contributes to the higher yield of Cl₂⁻.

The primary yields of the radical and molecular products computed for the high energy electron radiolysis of N₂O-saturated solution at different temperatures are given in Table 1. A small amount of H₂O₂ results from the recombination of 'OH radicals prior to the scavenging by Cl⁻ anions. The temperature dependence for the rate of reaction (R6) in Table 2 has been modelled as diffusion controlled because in 0.1 M HCl solution all the equilibria are shifted to the right. The calculated G-values showed low sensitivity either to the value of the activation energy assumed for the overall rate of reaction (R6) or to the examined temperature dependence for the reaction rate constant of the title reaction, denoted as R1 in Table 2.
Fitting of kinetic traces

The concentration profiles of Cl$_2^-$ recorded in pulse radiolysis experiments have been fitted using FACSIMILE software. As seen from Table 1 the main transient species produced by high energy electron radiolysis in our systems are Cl$_2^-$ and H$. The amount of H$_2$O$_2$ is too small to contribute to the decay of Cl$_2^-$$. Therefore, a set of differential kinetic equations has been limited to the reactions listed in Table 2.

The primary yields $G$(Cl$_2^-$) and $G$(H$^-$) resulting from the diffusion-kinetic modelling have been used to estimate the initial concentration of hydrogen atom $c_H(0)$ from the following formula:

$$c_H(0) = \frac{c_{\text{obs}} \text{Cl}_2^- (0)}{G(H^-) G(\text{Cl}_2^-)}$$  (5)

where $c_{\text{obs}} \text{Cl}_2^-(0)$ has been obtained from the maximum absorbance at a given temperature.

The fitted first order rate constant, $k_{R1}$, depends on the concentration of dissolved N$_2$O, $c_{N_2O}$. Since in our system $c_{N_2O}$ decreases with the increasing temperature, the second order rate constant, $k_{R1}$, has been calculated using eqn (6):

Table 1 The radiation chemical yields of radical and molecular products computed for N$_2$O-saturated 0.1 M HCl aqueous solution at different temperatures. The $G$-values are expressed in $\mu$mol J$^{-1}$.

| $T$ (K) | $G$(H$^-$) | $G$(Cl$_2^-$) | $G$(H$_2$O$_2$) | $G$(H$_2$) |
|--------|-------------|-------------|-------------|-------------|
| 298    | 0.331       | 0.398       | 0.064       | 0.042       |
| 313    | 0.346       | 0.406       | 0.056       | 0.042       |
| 333    | 0.371       | 0.409       | 0.052       | 0.044       |
| 353    | 0.393       | 0.408       | 0.047       | 0.046       |

$^a$ Details on the temperature dependence for the reaction rate constants and model parameters are given in ESI. The temperature dependence for reaction of $e_{aq}^-$ with N$_2$O was taken from ref. 40.

Table 2 Set of reactions assumed in the fitting procedure of the kinetic traces of Cl$_2^-$ decay in N$_2$O-saturated 0.1 M HCl solution. The recommended room temperature rate constant, $k_{25}$, and the reference to the temperature dependence for the reaction rate are also given.

| No. | Reaction | $k_{25}$, M$^{-1}$ s$^{-1}$ | Ref. |
|-----|----------|----------------------------|------|
| R1  | $H^+ + N_2O \rightarrow OH + N_2$ | $\left(9 \pm 2\right) \times 10^4$ | This work |
| R2  | $H^+ + H^+ \rightarrow H_2$ | $\left(5.6 \pm 1.3\right) \times 10^8$ | 41 |
| R3  | $H^+ + Cl_2^- \rightarrow H^+ + 2Cl^-$ | $\left(6.1 \pm 0.6\right) \times 10^8$ | 18 |
| R4  | Cl$_2^-$ + Cl$_2^-$ $\rightarrow$ Cl$_2$ + 2Cl$^-$ | $\left(1.27 \pm 0.13\right) \times 10^9$ | 42 |
| R5  | $H^+ + Cl_2^- \rightarrow H^+ + Cl_2^-$ | $\left(7.6 \pm 1.9\right) \times 10^7$ | 18 |
| R6  | $OH + Cl^- \rightarrow HOCl^- \rightarrow H^+ Cl^- + H_2O \rightarrow Cl_2^-$ | $7.4 \times 10^7$ s$^{-1}$ | 6 |

$^a$ Calculated for the ionic strength of 0.1 M. $^b$ See ref. 18. $^c$ Calculated assuming the rate determining diffusional encounter of $OH$ and Cl$^-$ and the activation energy of 18 kJ mol$^{-1}$. 

Fig. 1 Simulated evolution of the average radiation spur in 0.1 M HCl aqueous solution at ambient temperature: solid – N$_2$O-saturated and dash – N$_2$-saturated system.
energy is about two times higher than the [H–NNO]‡ one. It is consistent with the quasi-classical trajectory calculations indicating that the trajectories associated with the direct path via the H⁺ atom attack on the oxygen atom and the formation of the [H–ONN]‡ transition state has shorter collision times than those corresponding to the H⁺ atom attachment to the nitrogen end of the N₂O molecule.²⁶

The UB3LYP/cc-pVTZ computations of the reaction path in water have been carried out assuming two values of the dielectric constant \( \varepsilon = 78.355 \) and \( \varepsilon = 63.677 \), corresponding to the solvent at 298 and 343 K, respectively. We employed two polarizable continuum models (PCMs), C-PCM and IEF-PCM, and SMD model.³³ The IEF-PCM self-consistent reaction field method uses the integral equation formalism variant³⁴ and the conductor-like solvation C-PCM model.³⁵ In the SMD approach the free energy of solvation is separated into the bulk electrostatic component and the short-range interaction energy between a solute and solvent molecules in the first solvation shell. Calculation of the long-range electrostatic component is based on the solution of the Poisson equation in terms of the IEF-PCM method. The short-range component includes dispersion energies and a cavitation energy associated with the formation of a cavity in the liquid solvent.

Fig. 2 shows the intrinsic reaction coordinate (IRC) diagram computed for the reaction H⁺ + N₂O in vacuum and in solution. Part (a) shows the reaction path resulting from the H⁺ atom attack on the nitrogen end of the N₂O molecule, whereas part (b) refers to the attack on the oxygen atom. The attack on the N atom leads to the [H–NNO]‡ transition state followed by the formation of cis-HNNO intermediate, which may either isomerise to trans-HNNO or transform to the [NNOH]‡ intermediate decomposing into ‘OH and N₂. The attack on the O atom leads to the formation of the [H–ONN]‡ transition state directly decomposing to the products. The energies of the stationary points in solution are presented in Table 4 along with the UB3LYP results obtained for vacuum. Geometries and vibrational frequencies of the stationary points are given in ESI."
model predicts better stabilization of cis/trans[HNOO]\(^{2}\), cis-HNNO, trans-HNNO, a slightly higher energy barrier for \([H-ONN]\)\(^{2}\), but a lower one for the [NNOH]\(^{2}\) transition state. Unlike the PCM models, the SMD energy barrier for the formation of [NNOH]\(^{2}\) is slightly below that in vacuum.

5. Discussion

The reaction in solution – pulse radiolysis results

Fig. 3 presents selected absorption traces of Cl\(_2\)\(^{-}\) decay in N\(_2\)O and N\(_2\)-saturated 0.1 M HCl solution. The FACSIMILE fits obtained taking into account the reaction set from Table 2 and allowing the first order rate constant \(k'_{R1}\) to vary are shown in Fig. 3 by solid lines through the experimental traces. The decay of Cl\(_2\)\(^{-}\) in N\(_2\)O-saturated solution is significantly slower. Numerical simulation shows that in N\(_2\)O-saturated solution contribution of reaction (R3) to the decay of Cl\(_2\)\(^{-}\) is more limited because the H\(^{+}\) atom is partially consumed in reaction with N\(_2\)O. The role of reaction (R1) is confirmed by more striking slow-down of the Cl\(_2\)\(^{-}\) decay observed in 7 ns pulse (lower dose) experiments. A noticeable difference between the kinetic traces shown for 313 and 343 K indicates that the significance of the reaction H\(^{+}\) + N\(_2\)O rapidly increases with temperature.

Fig. 4 shows the Arrhenius plot of the rate constant of reaction (R1) calculated based on the fitted rate constants \(k'_{R1}\) and eqn (6). The error bars include uncertainty in both the fitted values of \(k'_{R1}\) and in N\(_2\)O-concentration. The latter has been estimated to be \(\pm 10\%\) at each temperature. The activation energy \(E_a = (62.6 \pm 2.1)\) kJ mol\(^{-1}\) has been obtained from a weighted nonlinear regression using the Marquardt–Levenberg method and OriginPro 2016 software. Inset in Fig. 4

![Fig. 2 Rescaled intrinsic reaction coordinate (IRC) plot for the reaction of the H\(^{+}\) atom with N\(_2\)O derived from the potential energy surface calculation with the UB3LYP/cc-pVTZ method in vacuum (dotted line) and in solution using the SMD model (solid line) and C-PCM (dashed line): (a) the H\(^{+}\) atom attack on the nitrogen end of the N\(_2\)O molecule; (b) the H\(^{+}\) atom attack on the oxygen atom.](Image)

![Table 4 The UB3LYP/cc-pVTZ energies\(^{a}\) of the stationary points obtained in this work for the H\(^{+}\) + N\(_2\)O reaction in vacuum and in solution using C-PCM, IEF-PCM, and SMD water-solvent models and assuming two values of the dielectric constant \(\varepsilon\).](Image)

\[\begin{array}{cccccc}
\text{Species} & \text{Vacuum} & \text{C-PCM} & \text{IEF-PCM} & \text{SMD} & \text{C-PCM} & \text{IEF-PCM} & \text{SMD} \\
\hline
\text{[H-ONN]}^{2} & 0.55 (33.0) & 0.56 (34.2) & 0.56 (34.2) & 0.57 (34.6) & 0.56 (34.2) & 0.56 (34.2) & 0.57 (34.6) \\
\text{[H-NNO]}^{2} & 0.24 (23.5) & 0.25 (24.1) & 0.25 (24.1) & 0.24 (22.8) & 0.25 (24.1) & 0.25 (24.1) & 0.24 (22.8) \\
\text{cis-HNNO} & -0.88 (-85.1) & -0.94 (-90.7) & -0.94 (-90.6) & -1.01 (-97.4) & -0.94 (-90.6) & -0.94 (-90.6) & -1.01 (-97.3) \\
\text{cis-[NNOH]}^{2} & 0.70 (67.7) & 0.70 (67.6) & 0.70 (67.6) & 0.68 (65.5) & 0.70 (67.6) & 0.70 (67.6) & 0.68 (65.5) \\
\text{cis/trans-[HNOO]}^{2} & -0.13 (-12.4) & -0.18 (-17.5) & -0.18 (-17.5) & -0.24 (-23.5) & -0.18 (-17.5) & -0.18 (-17.5) & -0.24 (-23.5) \\
\text{trans-HNNO} & -1.12 (-108.0) & -1.18 (-114.1) & -1.18 (-114.0) & -1.25 (-120.9) & -1.18 (-114.0) & -1.18 (-114.0) & -1.25 (-120.8) \\
\text{N\(_2\) + OH} & -2.51 (-242.6) & -2.59 (-250.1) & -2.59 (-250.1) & -2.57 (-247.7) & -2.59 (-250.1) & -2.59 (-250.0) & -2.57 (-247.6) \\
\text{298 K, } \varepsilon = 78.355 & & & & & & & \\
\text{343 K, } \varepsilon = 63.677 & & & & & & & \\
\hline
\end{array}\]

\(^{a}\) The energies expressed in eV include ZPE correction. The values in kJ mol\(^{-1}\) are given in parentheses.
presents the nonlinear regression fit to eqn (7), which results from the transition state theory and thus is more appropriate for comparison with our DFT computations. Fit to eqn (7) results in a slightly lower value of the activation energy, $E_a = (59.9 \pm 2.1)$ kJ mol$^{-1}$.

$$k_{R1} = A' T \times \exp\left(-\frac{E_a'}{RT}\right) \quad (7)$$

The value of $E_a'$ is very close to the $[\text{H–ONN}]^+$ transition state energy predicted by SMD and PCM models (see Table 4). It indicates the predominance of the direct reaction path shown in Fig. 2b, but does not exclude the indirect path through the H’ atom attachment to the N atom of the N2O molecule. As seen in Fig. 2a the total energy expense associated with the formation of $[\text{H–NNO}]^+$, subsequent relaxation to cis-HNNO, and transformation to $[\text{NNOH}]^+$ is equal to the $[\text{NNOH}]^+$ transition state energy relative to the reactants. As seen from Table 4 the energy values of $[\text{NNOH}]^+$ in solution are only slightly higher than $E_a'.$

Taking the PCM barrier heights of 54.2 and 67.6 kJ mol$^{-1}$ corresponding to the direct and indirect paths, respectively, the value of $E_a$ can be reproduced by the weighted sum assuming 57.5% contribution of the direct mechanism. Taking the respective SMD barrier heights, 54.6 and 65.5 kJ mol$^{-1}$, the contribution of the direct path is 51.2%. Thus, in agreement with all the solvent models, the measured value of the activation energy indicates two mechanisms for the reaction H$^+$ + N$^+$ in solution: (i) formation of $[\text{H–ONN}]^+$ directly decaying into N$_2$ and OH, and (ii) less contributing indirect path through the formation of $[\text{H–NNO}]^+$, relaxation to cis-HNNO, and subsequent transformation to the $[\text{NNOH}]^+$ transition state finally decomposing to the products.

**Solvent effect on the reaction mechanism**

Our pulse radiolysis measurements over the temperature range of 296–346 K show that the reaction of H$^+$ with N$_2$O in solution requires almost three times higher activation energy than the reaction in the gas phase (see the first Arrhenius term in eqn (1)). Since Bozelli et al. confirmed that at temperatures below 500 K loss of the reactants in the gas phase leads to the...
formation of N2 and ·OH, two hypotheses were considered to explain unexpectedly weak temperature dependence of the reaction rate constant. Marshall et al. suggested the H⁺ atom addition to the nitrogen end of the N2O molecule and the quantum mechanical tunnelling through the barrier to produce [NNOH]+ dissociating into N2 and ·OH. An alternative hypothesis assumed the collisional stabilisation of the H–NNO adduct and its rapid diffusion to the wall followed by the decay into N2 and ·OH. Whichever hypothesis is true, our pulse radiolysis measurements indicate that the suggested processes do not occur in solution. The quantum mechanical tunnelling from [H–NNO]+ to [NNOH]+ or the collisional stabilization and decay of [H–NNO]+ are probably specific for the gas phase reaction below 500 K since at higher temperatures the increase in the reaction rate constant is more rapid. The activation energy 62.8 kJ mol⁻¹ observed by Hidaka et al. in shock-tube experiments over the temperature range of 1450–2200 K (ref. 39) is close to the value of E₂ measured in solution. It may suggest that, in aqueous solution, the reaction of the H⁺ atom with N2O in high temperature gases may proceed via two paths: directly through the formation of [H–ONN]⁺ or indirectly through the H⁺ attack on the N atom followed by relaxation to cis-HNNO and subsequent transformation to [NNOH]+ dissociating into N2 and ·OH.

6. Summary and conclusion

To the best of our knowledge, in contrast to the gas phase, the temperature dependence for the reaction H⁺ + N₂O → ·OH + N₂ has never been studied in solution. To fill this gap we have combined here pulse radiolysis kinetic measurements and DFT computations with the aim to measure the activation energy and indicate the reaction mechanism. Comparative observations of the decay of Cl₂⁻ in pulse-irradiated 0.1 M HCl solution saturated with N2 and N2O showed particularly slower decay in the latter system at 7 ns pulse (lower dose) confirming the contribution of the H⁺ atom reaction with the dissolved N2O. The observed slow-down was significantly enhanced by the increasing temperature. The kinetic measurements over the temperature range of 296–346 K and numerical simulation showed the Arrhenius dependence of the reaction rate constant with the activation energy established to be (62.6 ± 2.1) kJ mol⁻¹ or (59.9 ± 2.1) kJ mol⁻¹ depending on a form of the preexponential factor in the Arrhenius equation, A or A' × T, respectively.

The UB3LYP/cc-pVTZ computations have been performed for the reaction H⁺ + N₂O → ·OH + N₂ in vacuum and in solution using three water-solvent models: C-PCM, IEF-PCM, and SMD. We have showed that the reaction initiated by the H⁺ atom attack on the oxygen atom in the N₂O molecule results in the formation of the [H–NNO]⁺ transition state directly decomposing into ·OH and N₂. According to SMD model the energy barrier associated with this direct path is 54.6 kJ mol⁻¹ in comparison with 54.2 kJ mol⁻¹ predicted by the PCM models and 53.0 kJ mol⁻¹ corresponding to the reaction in vacuum. Computations assuming the H⁺ atom attack on the N atom revealed the indirect reaction mechanism including the formation of [H–NNO]⁺, the adduct decay to cis-HNNO intermediate, transformation of cis-HNNO to [NNOH]⁺, and decomposition to ·OH and N₂. In contrast to the direct path, the total energy expense associated with the indirect mechanism, 65.5 and 67.6 kJ mol⁻¹ as predicted by SMD and PCM models, is slightly smaller than 67.7 kJ mol⁻¹ computed in vacuum. The energy expense associated with the direct and indirect paths is similar and show good agreement with the activation energy obtained from the pulse radiolysis experiments. As the measured value is in-between the computed energy barriers we conclude that both mechanisms may occur in solution, but with a slight predominance of the direct one. This is in contrast to the literature reports on the gas phase reaction at temperatures below 500 K indicating almost three times lower activation energy and suggesting either the quantum mechanical tunnelling from [H–NNO]⁺ to [NNOH]⁺ or the collisional stabilisation and decay of the H–NNO adduct into N₂ and ·OH.
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