Abstract

Learning to align distributions by minimizing an adversarial distance between them has recently achieved impressive results. However, such models are difficult to optimize with gradient descent and they often do not converge without very careful parameter tuning and initialization. We investigate whether turning the adversarial min-max problem into an optimization problem by replacing the maximization part with its dual improves the quality of the resulting alignment. Our empirical results suggest that using the dual formulation for linear and kernelized discriminators results in a more stable convergence to a desirable solution. We test our hypothesis on the problem of aligning two synthetic point clouds on a plane and on a real-image domain adaptation problem using a subset of MNIST and USPS. In both cases, the dual formulation yields an iterative procedure that gives more stable and monotonic improvement over time.

1 Introduction

Adversarial methods have recently become a popular choice for learning distributions of high-dimensional data. The key idea is to learn a parametric representation of a distribution by aligning it with the empirical distribution of interest according to a distance given by a discriminative model. At the same time, the discriminative model is trained to differentiate between true and artificially obtained samples. Generative Adversarial Networks (GANs) that use neural networks to both discriminate samples and parameterize a learned distribution, have achieved particularly impressive results in many applications such as generative modeling of images\cite{goodfellow2014generative, mathieu2016discovering, salimans2016improved}, image super-resolution\cite{ledig2017photo}, and image-to-image translation\cite{isola2016image}. Adversarial matching of empirical distributions has also shown promise for aligning train and test data distributions in scenarios involving domain shift\cite{ganin2014unsupervised, long2015learning, long2016fully, saenko2010adapting}.

However, GANs and related models have proved to be extremely difficult to optimize. It has been widely reported that training GANs is a tricky process that often diverges and requires very careful parameter initialization and tuning. Arjovsky and Bottou\cite{arjovsky2017towards} have recently identified several theoretical problems with loss functions used by GANs, and have analyzed how they contribute to instability and saturation during training.

In this paper, we focus on one of the major barriers to stable optimization of adversarial methods, namely their min-max nature. Adversarial methods seek to match the generated and real distributions by minimizing the discrepancy between the two, which is often defined as a maximum over values of different test functions that could differentiate between distributions. More specifically in the case of GANs, the distance is usually considered to be equal to the likelihood of the best neural network classifier that discriminates between the distributions, assigning “real or generated?” labels to the input points. This way, in order to align these distributions one has to minimize this maximum likelihood w.r.t. the parameters of the learned or aligned distribution.
Unfortunately, solving min-max problems using gradient descent is inherently very difficult. Below we use a simple example to demonstrate that different flavors of gradient descent are very unstable when it comes to solving problems of this kind.

To address this issue, we explore the possibility of replacing the maximization part of the adversarial alignment problem with a dual minimization problem for linear and kernelized linear discriminators. The resulting dual problem turns out to be much easier to solve via gradient descent. Moreover, we find that it is equivalent to the minimization of the iteratively reweighted Maximum Mean Discrepancy (MMD) \[12\], and that support vectors of the resulting classifier form two subsets of points from different distributions that are closest to each other in terms of MMD among all other pairs of subsets of given size.

We first evaluate how well our dual method can handle a point alignment problem on a low-dimensional synthetic dataset. Then, we compare its performance with the analogous primal method on a real-image domain adaptation problem using a subset of MNIST and USPS digit datasets. Here the goal is to align the feature distributions so that a classifier trained on MNIST does not loose accuracy on USPS. In both cases, the scheme that relies on the dual formulation of the adversarial distance monotonically improves over time, whereas using the primal formulation results in a constantly drifting objective and often does not converge to a solution.

Our contributions can be summarized as follows:

- we explore the dual formulation of the adversarial alignment objective for linear and kernelized linear discriminators and how they relate to the Maximum Mean Discrepancy;
- we demonstrate experimentally on both synthetic and real datasets that the resulting objective leads to more stable convergence and better alignment quality;
- we apply this idea to a domain adaptation scenario and show that the stability of reaching high target classification accuracy is also positively impacted by the dual formulation.

2 Related Work

There has been a long line of work on unsupervised generative machine learning, a review of which is beyond the scope of this work. Recently, adversarial methods for learning generative neural networks have achieved popularity due to their ability to effectively model high dimensional data, e.g., generating very realistic looking images. These include the original Generative Adversarial Nets (GANs) \[1\] and follow up work proposing improved formulations such as Wasserstein GANs \[13\] and Conditional GANs \[14\].

Related ideas have been proposed for unsupervised domain adaptation. Neural domain adaptation methods seek to improve the performance of a classifier network on a target distribution that is different from the original training distribution. This is achieved by adding an objective that minimizes the difference between representations learned for source and target data. Some models align feature representations across domains by minimizing the distance between first or second order feature space statistics \[15\]-\[17\]. When adversarial objectives are used for domain adaptation, a domain classifier is trained to distinguish between the generated source and target representations, both using the standard minimax objective \[7\], as well as alternative losses \[8\]-\[10\]. Instead of aligning distributions in feature space, several models perform generative alignment in pixel-space, e.g., using Coupled GANs \[13\] or conditional GANs \[19\]. These models adapt by “hallucinating” what the raw training images might look like in the target test domain. A related line of work uses adversarial training to translate images in one domain to the “style” of a different domain to create artistic effects \[20\]. Several recent works perform the alignment in an unsupervised way without aligned image pairs \[21\]-\[24\]. Other objectives for distribution matching that have been proposed in the literature, including Maximum Mean Discrepancy \[12\], f-discrepancy \[25\] and others, have also been used for generative modeling \[26\]-\[27\].

Most distribution alignment objectives fall into one of two categories: they are either f-divergences that use a classifier likelihood to measure the distance between distributions, or integral probability metrics (IPMs) that optimize linear combinations of values regressed at sample points. The main difference between these two is in the way they treat correctly classified samples as will be discussed in Section 4.1.
Figure 1: Gradient descent fails to solve the saddle point problem $\min_x \max_y xy$. The plot on the right presents a trajectory of the gradient descent in $(x, y)$ axes over time indicated with color.

In this work we specifically consider the logistic adversarial objective, show that it is useful to optimize its dual, and present a relationship between this adversarial objective and MMD.

3 A Motivating Example

We start with a well-known [28] motivating example of a simple min-max problem to show that, even in this basic case, gradient descent might fail dramatically. Let us consider the simplest min-max problem with a unique solution: finding a saddle point of a hyperbolic surface. Given the function $f(x, y) = xy$, our problem is to solve $\min_x \max_y f(x, y)$, which has a unique solution at $(0, 0)$.

Suppose that we want to apply gradient descent to solve this problem. The intuitive analog of the gradient vector that we might consider using in the gradient descent update rule is defined by the following vector field: $g(x, y) = (x, -y)$. However, at any given point $(x, y)$ the vector $g(x, y)$ will lie in the tangent space of a circular trajectory, thus following this trajectory would never lead to the true solution $(0, 0)$.

One can observe the trajectory produced by the update rule $x_{t+1} = x_t + \alpha g(x, y)$ applied to the problem above in [Fig. 1]. The figure on the left illustrates the saddle point, and the plot on the right shows the $x, y$ parameter as a function of iteration $t$, indicating the number of iterations with changing colors. Neither block coordinate descent nor various learning rate schedules can change the performance of the gradient descent on this problem significantly.

4 Approach

We first propose a new formulation of the adversarial objective for distribution alignment problems. Then we apply this approach to the domain adaptation scenario in Section 5.

4.1 Formulation of the Dual Adversarial Objective

Suppose that we are given a finite set of points $A$ sampled from the distribution $p$, and a finite set of points $B$ sampled from the distribution $q$, and our goal is to match $q$ with $p$ by aligning $B$ with $A$.

More specifically, we aim to learn a matching function $M_\theta(B)$ that maps $B$ to be as close as possible to $A$ by minimizing some empirical estimate of a statistical distance $d(\cdot, \cdot)$ between them where $\theta$ are parameters of the matching function,

$$\theta^* = \arg\min_\theta d(A, M_\theta(B))$$

Let us denote $B'_\theta = M_\theta(B)$. The adversarial approach obtains the distance function by finding the best classifier $D_\theta(x)$ with parameters $\theta$ that discriminates points $x \in A$ from points $x \in B'$ and considers the distance between $A$ and $B'$ to be equal to the likelihood of this classifier. A higher likelihood of separating $A$ from $B'$ means that $A$ is far from $B'$. This can be any form of hypothesis in general, and is often chosen to be a linear classifier [15] or a multi-layer neural network [1]. In this work, we use the class of linear classifiers, specifically, logistic regression in its primal and dual formulations. The solution can also be kernelized to obtain nonlinear discriminators.
We will define the distance between distributions to be minimized as the maximum likelihood of the logistic distribution classifier parametrized by \( w \): 
\[
d(A, B') = \max_w \sum_{x_i \in A} \log(\sigma(w^T x_i)) + \sum_{x_j \in B'} \log(1 - \sigma(w^T x_j)) - \frac{\lambda}{2} w^T w
\]

We can equivalently re-write this expression as:
\[
C_\theta = \{(x_i, y_i) : x_i \in A \cup B'_\theta, \ y_i = 1 \text{ if } x_i \in A \text{ else } -1 \}
\min_\theta d(A, B'_\theta) = \min_\theta \max_w \sum_{x_i, y_i \in C_\theta} \log(\sigma(y_i w^T x_i)) - \frac{\lambda}{2} w^T w
\]

The duality derivation \cite{29} is based on the fact that the sigmoid is tightly upper-bounded by the following expression
\[
\log(\sigma(u)) \leq \alpha^T u + H(\alpha)
\]
\[
H(\alpha) = \alpha^T \log \alpha + (1 - \alpha)^T \log(1 - \alpha)
\]

thus we can upper-bound the distance as
\[
d(A, B'_\theta) \leq \min_\alpha \max_w \sum_{x_i, y_i \in C_\theta} \alpha^T (y_i w^T x_i) + H(\alpha) - \frac{\lambda}{2} w^T w
\]

where the dual variable \( \alpha_i \) corresponds to the weight of the point. Higher weight means that the point is contributing more to the decision hyperplane.

The optimal \( w \) that maximizes the inner expression can be computed in a closed form, 
\[
w^* = \frac{1}{\lambda} \alpha^T (\sum x_i y_i).
\]

By substituting this into the expression above we obtain a min problem
\[
d(A, B'_\theta) \leq g(\alpha, A, B'_\theta) := \min_{0 \leq \alpha \leq 1} \frac{1}{2\lambda} \sum_{ij} \alpha_i^T \alpha_j (y_i x_i)^T (y_j x_j) + H(\alpha)
\]
\[
= \min_{0 \leq \alpha \leq 1} \frac{1}{2} \alpha^T Q_A \alpha_A + \frac{1}{2} \alpha^T Q_B \alpha_B - \alpha^T A_{AB} \alpha_B + H(\alpha_A) + H(\alpha_B)
\]
\[
s.t. \sum \alpha_i^A = \sum \alpha_j^B
\]

The Eq. (3) is obtained by splitting the summation into terms that include samples only from \( A \), only from \( B \), and from both. \( Q_{AB} \) is the kernel matrix between points in \( A \) and points in \( B \), and is equal to the dot product between corresponding data points in the linear case.

The above expression gives us an upper bound on the likelihood of the discriminator. Thus, by minimizing this upper bound, we can minimize the likelihood itself, as in the original loss, and therefore minimize the distance between the distributions:
\[
\theta^*, \alpha^* = \arg\min_{\theta, \alpha} g(\alpha, A, M_\theta(B))
\]

Note that the overall problem has changed from a saddle point problem to a smooth minimization problem, which ultimately converges when gradient descent has a properly chosen learning rate, whereas the descent iterations for the saddle point problem might not converge at all. The resulting smooth optimization problem consists of minimization over \( \alpha \) to improve classification scores and over \( \theta \) to move points towards the decision boundary.

4.2 Relationship to MMD

Maximum Mean Discrepancy is defined \cite{12} as
\[
d(p, q) = \sup_{f \in \mathcal{H}} \mathbb{E}_p f(x) - \mathbb{E}_q f(x)
\]
and was shown to have a closed form solution and a corresponding closed form empirical estimator if $\mathcal{H}$ is a unit ball in RKHS with the reproducing kernel $k(x, y)$:

$$d(p, q) = \frac{1}{2} E_{p \times p} k(x, x') + \frac{1}{2} E_{q \times q} k(y, y') - E_{p \times q} k(x, y)$$

$$d(A, B) = \frac{1}{2 |A|} \sum_{i,j \in A} k(x, x') + \frac{1}{2 |B|} \sum_{i,j \in B} k(y, y') - \frac{1}{|A||B|} \sum_{A \times B} k(x, y).$$

Note that if sample weights in Eq. (3) are constant and equal across all samples, so $\alpha_i = c$, then the distance becomes exactly an empirical estimate of the MMD plus the constant from the entropic regularizer. Thus, the adversarial logistic distance introduced in Eq. (2) is a weighted empirical estimator of the MMD distance. Intuitively, what this means is that the optimization procedure consists of two minimization steps: (1) find the best sample weights assignment by changing $\alpha$ so that the regularized weighted MMD is minimized, and then (2) use a fixed $\alpha$ to minimize the resulting weighted MMD distance by moving points with higher weights in $B'$. This makes the resulting procedure similar to Iteratively Reweighted Least Squares [30] for logistic regression. An interesting observation here is that it turns out that high weights in this iterative procedure are given to the most mutually close subsets of $A$ and $B'$, where closeness is measured in terms of Maximum Mean Discrepancy. Moreover, chosen points happen to be exactly support vectors of the corresponding classifier.

4.3 Computational Complexity

One potential drawback of the proposed method is that the computational complexity of a single gradient step grows quadratically with the size of the dataset. However, there exist methods [31] for mini-batch training of classifiers formulated in dual form that can considerably decrease memory and computational requirements for large scale inference.

5 Application to Distribution Alignment in Domain Adaptation

We now show how the above formulation can be applied to distribution alignment for the specific problem of unsupervised domain adaptation. In this scenario, we assume that there exist two distinct distributions on $\mathcal{X} \times \mathcal{Y}$: source distributions $P_S(X, Y)$ and target distribution $P_T(X, Y)$. We denote parts of the original space $\mathcal{X}$ that include support of source and target distributions as $\mathcal{X}_S \supset \text{supp}(P_S(X))$ and $\mathcal{X}_T \supset \text{supp}(P_T(X))$ respectively. We assume that we observe a finite number of training pairs from the source distribution $D_S \subset [\mathcal{X}_S \times \mathcal{Y}]^n$ and unlabeled samples from target distribution $D_T \subset [\mathcal{X}_T]^m$. Our goal then is to find a mapping $h \in \mathcal{H} \subset \mathcal{X}_T \rightarrow \mathcal{Y}$ that minimizes target risk, even though we only have labels for samples from source:

$$\hat{h} = \arg\min_{h} \mathcal{R}_T(h) = \arg\min_{h} \mathbb{E}_{P_T} L(h(x), y).$$

Ben-David et al. [32] showed that, under mild restrictions on probability distributions, the target risk is upper-bounded by the sum of the source risk, the complexity term involving VC-dimensionality of $\mathcal{H}$ and the size of the dataset, and the discrepancy between source and target distributions. Thus, in order to make the target risk closer to the source risk, we need to minimize the discrepancy between these distributions.

Our approach can be applied directly to this scenario if the discrepancy is replaced with an adversarial objective that uses a logistic regression domain classifier. In Section 6.2 we consider an instance of this problem where the main task is classification and the hypothesis space corresponds to multi-layer neural networks. We compare the standard min-max formulation of the adversarial objective in Eq. (1) with our min-min formulation in Eq. (3), and report the accuracy of the resulting classifier on the target domain.

6 Experiments

6.1 Synthetic Distribution Matching

We first tested the performance of our proposed approach on a synthetic point cloud matching problem. The data consists of two clouds of points in a two-dimensional plane, where the goal is to match
points from one cloud to points from the other cloud. There are no restrictions on the transformation between the point clouds, so $M_\theta$ included all possible transformations, and is therefore parameterized by the point coordinates themselves, so the coordinates themselves were updated on each gradient step. We minimized the logistic adversarial distance in primal space by solving the corresponding min-max problem in Eq. (1) and maximized the negative adversarial distance given by the dual of the logistic classifier in Eq. (3) and the corresponding kernelized logistic classifier. More specifically, Gaussian kernel was used everywhere further in the text.

As expected, the optimization of distances given by the dual versions of domain classifiers (linear and nonlinear) worked considerably better than the same distance given by a linear classifier in the primal form. More specifically, the results in the primal case were very sensitive to the choice of learning rate and in general the resulting saddle point problem did not converge to a single solution, whereas both dual versions successfully converged to solutions that matched the two clouds of points both visually and in terms of means and covariances, as presented in Fig. 2.

We suggest one more intuitive explanation of why the dual procedure might work better, in addition to the fact that optimization problems are just inherently easier than saddle point problems. The decision boundary of the classifier in the dual space is defined implicitly as a weighted average of observed data points, so that when these data points move, the decision boundary moves with them. If points move too rapidly and the discriminator explicitly parametrizes the decision boundary, weights of the discriminator may change drastically to keep up with moved points, leading to the overall instability of the training procedure. In support of this hypothesis, we observed interesting patterns in the behavior of the linear primal discriminator: when point clouds become sufficiently aligned, the decision boundary starts "spinning" around these clouds, slightly pushing them in corresponding directions. In contrast, both dual classifiers end up gradually converging to solutions that assigned

Figure 2: (Top row) The procedure of min-max adversarial alignment of points from $A$ and $B$ lying in a two-dimensional plane does not converge to a single solution and the objective (first column) oscillates over time. (Second row) In contrast, our proposed minimization-based adversarial objective steadily converges to an optimum. (Bottom row) We observe similar behavior for the kernelized version. Even though the accuracy of the learned discriminators (column two) drifts over time in all cases, the distance between the covariance matrices (column three) and means (not shown in the figure) decreased in all cases; however, the dual cases (rows two and three) converged to a single stable solution that indeed corresponds to the desired point cloud alignment. See Figure 3 for an illustration.
Figure 3: When trained on a point cloud matching task, the primal approach (first row) leads to an unstable solution that makes the decision boundary spin around data points when they are almost aligned, whereas both the linear (second row) and kernel (third row) dual approaches lead to stable solutions that gradually assign 0.5 probability of belonging to either $A$ or $B$ to all points, which is exactly the desired behaviour. Yellow and blue points are the original point clouds, red indicates movement of yellow points. See the supplemental material for an animation.

6.2 Real-Image Unsupervised Domain Adaptation

We also evaluated the performance of proposed model on a visual domain adaptation task. We attempted to adapt a two-layer multi-layered perceptron (MLP) with two hundred hidden units trained to classify a subset of digits from MNIST (source domain) into "fours" and "nines" to perform well in the same task on USPS dataset (target domain). All images are scaled to 16x16 pixel.

Let us take a closer look at a two-layered MLP domain adaptation architecture we are using below. We will denote the first layer of the MLP as the embedding part and the latter one as the classification part.

Figure 4: Samples from MNIST (first row) and USPS (second row) showing diversity and the domain shift between datasets. Training and testing a two-layer fully-connected network on images from the same domain yields an accuracy above 0.95, but the accuracy drops to 0.5-0.6 when the network is tested on samples from the other domain. This is known as the domain shift problem.
Figure 5: Results for the unsupervised domain adaptation of a binary classifier trained to classify digits into nines and fours from MNIST (source domain) and tested on USPS (target domain). Both the negative likelihood objective (first column) and the accuracy of the resulting classifier on target (second column) are not monotonic in the primal case (top row), but show stable improvement over time for the dual case (bottom row). Note that while the discriminator accuracy changes drastically over time in the dual case, the accuracy on target continually improves. The adaptation method based on the dual formulation steadily reaches and retains an accuracy around 0.76, whereas the primal method reached similar accuracy at some point, but also diverged from it over time. These plots were obtained using a basic learning rate scheduling heuristic: divide the learning rate by two if it clearly overshoots on the last step. Without it, results are little worse, but the general trends are still the same.

We train different embedding parts - one for each domain, and use a shared classification part. Our architecture also includes a linear discriminator (adversary) that is trained to distinguish features computed by the corresponding embedding parts for different domains.

After training the source embedding and shared classification part of the network on the source domain, we initialized the target embedding with source embedding weights and optimized the target embedding weights to make the distributions of source and target feature representations less distinguishable. This approach to domain adaptation can be treated as the most basic version of the ADDA architecture [10]. After learning and fixing the source embedding map, we observed that both the negative likelihood objective and the quality of the resulting classifier on the target gradually improved when we were updating target embeddings with the procedure given by the dual linear classifier, but changed quite unexpectedly for a primal linear classifier. Detailed results are shown in Fig. 5.

These results are encouraging because they show that the training procedure of adversarial unsupervised adaptation could be made more stable. The stability of the unsupervised adaptation methods is very important because in real-world scenarios we do not have an access to the labeled target set to estimate how the performance of the method changes over time and whether it is converging. Therefore, we are not able to find peak performance on target similar to the one presented in the second column of the first row in Fig. 5. On the other hand, our proposed dual methods can be trained until convergence without the risk of stopping at a sub-optimal solution.

7 Conclusion

We presented a dual formulation of an adversarial alignment objective in both linear and kernel cases. Our preliminary empirical results indicate that the proposed dual optimization objective is indeed better suited for learning with gradient descent than the saddle point objective that naturally arises from the original primal formulation of adversarial alignment. This suggests that further attempts to reformulate other notions of statistical distances in adversarial settings as computationally feasible minimization problems may be promising.
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