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ABSTRACT

Intention, emotion and action are important elements in human activities. Modeling the interaction process between individuals by analyzing the relationships between these elements is a challenging task. However, previous work mainly focused on modeling intention and emotion independently, and neglected of exploring the mutual relationships between intention and emotion. In this paper, we propose a RelAtion Interaction Network (RAIN), consisting of Intention Relation Module and Emotion Relation Module, to jointly model mutual relationships and explicitly integrate historical intention information. The experiments on the dataset show that our model can take full advantage of the intention, emotion and action between individuals and achieve a remarkable improvement over BERT-style baselines. Qualitative analysis verifies the importance of the mutual interaction between the intention and emotion.

Index Terms— Human Interaction, Intention Recognition, Emotion Prediction

1. INTRODUCTION

Intention recognition and emotion prediction are long-term researches in dialogue systems [1,2]. Intention [3,4], as an essential psychological background to stimulate and guide action, is the internal dynamic tendency to carry out activities, thus affecting the state of the external world. For example, when a person wants to purchase, he will have a conversation with the shop assistant to ask to know the information about the goods, including material, price, size, etc. At this time, the intention of the customer can be also inferred to purchase from the act of dialogue. On the contrary, he will not communicate with the shop assistant if the customer has no intention.

When the state of the external world changes (the customer bought satisfactory goods) and the change satisfies the intention, it is intuitive the customer is happy. As the work [5] demonstrated, emotion is the psychological behavior produced by the joint stimulation of the internal and external world. Namely, emotion is determined by both their own intention and external action. It often shows positive emotion when the action satisfies the intention [5,6]. Figure 1 shows the relationships between the intention, emotion and the action between the speaker and listener. Person A is thirst and wants to drink, so he puts forward a request to satisfy his intention request for drinking. From the current intention and utterance, his emotion can be inferred as awful. Then, a new action Do you want orange or Coca-Cola? is triggered by person B from which the intention is inferred to question. Similarly, person A expresses a new intention inform by the utterance Coca-Cola, please. And the emotion has been changed to happy because of the satisfaction of historical intention request for drinking. Thus, it’s critical to take the mutual relationships between the intention and emotion into account in an explicit way.

Previous work [7,8,9] mainly focused on intention recognition or emotion prediction, but seldom considered these factors together and ignored to explicitly integrate historical intention information. Although some work [10,11,12] proposed modeling the interaction between the intention recognition task and emotion prediction task, they just predicted the label by the representation of utterances or self attention mechanism and regarded the two tasks as the sentence classification task. These works also lack analysis and explanation of intention recognition and emotion prediction.
In this paper, we propose a RelAtion Interaction Network (RAIN), consisting of Intention Relation Module and Emotion Relation Module, to jointly model mutual relationships and explicitly integrate historical intention information. Specifically, Intention Relation Module introduces an intention dictionary to explicitly account for the intention recognition task. Then, Emotion Relation Module designs an intention fusion mechanism to explicitly integrate historical intention information for subsequent emotion prediction. The important observation is the significant performance obtained from RAIN; it not only achieves the high performance on the dataset but also makes an explanation of the two tasks.

2. METHODOLOGY

As shown in Figure 2 (a), the proposed model consists of the Intention Relation Module and Emotion Relation Module. First, the Intention Relation Module (b) obtains the contextual representations of dialogues with the encoder module and introduces an intention dictionary to make an interpretable intention recognition. Then, the Emotion Relation Module (c) designs an intention fusion mechanism to explicitly integrate historical intention information. Finally, RAIN makes subsequent predictions with the intention vectors \( \tilde{s}_i \) and emotion vectors \( \tilde{g}_i \) by multi-task learning.

2.1. Intention Relation Module

Encoder Module. Considering the strong performance of pre-trained language models (PLMs) [13, 14, 15] such as RoBERTa, we use them as the Encoder Module to obtain the contextual representations. Given a conversation \( C = (u_1, u_2, \ldots, u_N) \) a set of \( N \) utterances and \( u_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,T}) \) that consists of a sequence of \( T \) words, with \( Y^s = (y^s_1, y^s_2, \ldots, y^s_N) \) and \( Y^e = (y^e_1, y^e_2, \ldots, y^e_N) \) being the corresponding intention and emotion labels. To obtain the \( i^{th} \) sentence representation, we consider using the hidden state corresponding to [CLS], as:

\[
s_i = \text{RoBERTa} ([CLS], x_{i,1}, \ldots, x_{i,T}, [SEP])[0] \tag{1}
\]

Intention Dictionary. Observing that certain specific words such as ask for, proposal can reflect intention, we extract the feature words in the process of labeling the feature. For example, request for, would like has a high probability of being request. We count the number of labeled feature words, count the word frequency of each feature word over different intentions, and normalize it to get the probability distribution \( p_i \). Therefore, we construct an Intention Dictionary as the prior intention knowledge base (Figure 2 (b)) and then output a probability distribution \( p_i \) of the keyword over all the corresponding intentions, which can be regarded as an interpretable signal to enhance the semantic of the intention.

Finally, the intention vectors \( \tilde{s}_i \), integrating symbolic representation and neural representation, can be obtained as:

\[
\tilde{s}_i = \text{MLP} \left( \text{ReLU} \left( W_s^T s_i + p_i \right) \right) \tag{2}
\]

where \( \tilde{s}_i \in \mathbb{R}^l \), \( W_s \in \mathbb{R}^{h \times l_s} \), \( h \) is the dimension of the hidden state, \( l_s \) is the number of the intention labels.

2.2. Emotion Relation Module

In this module, the inputs includes: the current utterance \( u_i \), the historical intention information \( h_i \) and the output of the Intention Relation Module \( \tilde{s}_i \). The details are as follows.

Encoder Module. As shown in Figure 2 (c), the Emotion Relation Module utilizes another RoBERTa [15] as the Encoder Module for obtaining the sentence-level representation \( g_i \) with the same formulation in Equation (1), where \( g_i \in \mathbb{R}^l \).
Table 1. Experimental results on the testset for tasks of intention recognition and emotion prediction. † indicates that the performance is re-implemented by ourselves.

|         | Intention Recognition |         | Emotion Prediction |
|---------|-----------------------|---------|--------------------|
|         | P † | R † | F1 † | P † | R † | F1 † |
| GRU [17] | 46.18 | 41.31 | 43.61 | 42.25 | 41.64 | 44.94 |
| GRU+Attention [17] | 48.66 | 41.43 | 44.75 | 47.74 | 41.20 | 42.43 |
| DCR-Net [12] | 52.35 | 48.56 | 50.38 | 47.24 | 43.91 | 45.51 |
| BERT [18] | 65.84 | 65.18 | 65.51 | 55.35 | 55.42 | 55.38 |
| RoBERTa-base [15] | 68.14 | 68.53 | 68.33 | 56.82 | 57.89 | 57.35 |
| RoBERTa-large [15] | 73.22 | 70.47 | 70.91 | 59.51 | 58.77 | 59.13 |
| RAIN | 73.22 | 72.64 | 72.93 | 65.35 | 62.84 | 64.87 |

Table 2. The results of ablation study on model components.

|         | Intention Recognition |         | Emotion Prediction |
|---------|-----------------------|---------|--------------------|
|         | F1 † | Δ(F1) | P † | R † | F1 † | Δ(F1) |
| RoBERTa-base [15] | 70.91 | - | 59.13 | - |
| +IntentNet | 72.29 | +1.38 | 61.15 | +2.02 |
| +Fusion Mechanism | 70.22 | - | 57.64 | - |
| +Historical Intention | 71.77 | +0.86 | 62.11 | +2.98 |
| +Multi-task | 71.96 | +1.05 | 59.97 | +0.84 |
| RAIN | 72.93 | +2.02 | 64.07 | +4.94 |

Historical Intention Modeling. As demonstrated in Section 1, emotion is the psychological behavior produced by the joint stimulation of the intention and action. To model mutual relationships between the intention and emotion, the proposed model introduces historical intention information \( h_i \). Considering the sequence modeling, we utilize the LSTM [16] to capture the temporal features within the intentions, as:

\[
h_i = \text{LSTM}(\tilde{s}_i, h_{i-1})
\]  

(3)

Intention Fusion Mechanism. The fusion mechanism [19, 20] is a general approach that is model-independent, which focuses on the mutual relationships between the two sources. Motivated by the work [21], the intention fusion mechanism is proposed to effectively integrate historical intention information. Specifically, the fusion layer first utilizes a particular fusion unit to combine the representations between the intention vectors \( \tilde{s}_i \) and the historical intention information \( h_i \).

\[
f_i = \text{Fuse}(\tilde{s}_i, h_i)
\]  

(4)

where \( \text{Fuse}(\cdot, \cdot) \) is a typical fusion kernel.

The simplest fusion kernel can be a concatenation or addition operation of the two sources, followed by a linear or non-linear transformation. Generally, a heuristic matching trick with difference and element-wise product is found effective in combining different representations [19, 20]:

\[
\text{Fuse}(\tilde{s}_i, h_i) = \tanh(W_f^T [\tilde{s}_i; h_i; \tilde{s}_i \circ h_i; \tilde{s}_i - h_i] + b_f)
\]  

(5)

where \( W_f \in \mathbb{R}^{th \times h} \), \( b_f \in \mathbb{R}^h \) are trainable parameters, \( \circ \) denotes the element-wise product. The output dimension is projected back to the same size as the original representation \( \tilde{s}_i \) or \( h_i \). [:] indicates vector concatenation.

Finally, the emotion vectors \( \tilde{g}_i \), modeling the mutual relationships between the intention and emotion, obtained as:

\[
\tilde{g}_i = \text{ReLU}(W_g^T [f_i; \tilde{g}_i] + b_g)
\]  

(6)

where \( \tilde{g}_i \in \mathbb{R}^h \), \( W_g \in \mathbb{R}^{2h \times h} \) and \( b_g \in \mathbb{R}^h \).

2.3. Prediction for Intention and Emotion

Intention Relation Module integrates symbolic representation and neural representation to output intention vectors \( \tilde{s}_i \). Emotion Relation Module models the mutual relationships between the intention and emotion and fuses the historical intention information to output emotion vectors \( \tilde{g}_i \). After obtaining the \( \tilde{s}_i \) and \( \tilde{g}_i \), we then consider two MLPs for performing intention recognition and emotion prediction, which is defined as:

\[
\hat{y}_i^m = \text{Softmax}(W_m^T \tilde{s}_i + b_m),
\]  

(7)

\[
\hat{y}_i^e = \text{Softmax}(W_e^T \tilde{g}_i + b_e),
\]  

(8)

where \( \hat{y}_i^m \), \( \hat{y}_i^e \) are the predicted distribution for intention and emotion, \( W_m^T \in \mathbb{R}^{h \times l_m} \), \( W_e^T \in \mathbb{R}^{h \times l_e} \) are transformation matrices, \( l_m \), \( l_e \) are the number of intention and emotion labels.

The average cross-entropy loss of the intention recognition and emotion prediction are optimized as:

\[
\mathcal{L}_m = -\frac{1}{K} \sum_{j=1}^{K} \sum_{i=1}^{N} y_i^m \log \hat{y}_i^m
\]  

(9)

\[
\mathcal{L}_e = -\frac{1}{K} \sum_{j=1}^{K} \sum_{i=1}^{N} y_i^e \log \hat{y}_i^e
\]  

(10)

where \( K \) is the total number of the examples, \( N \) is the number of the utterances in one conversation, \( y_i^m \) and \( y_i^e \) are gold utterance intention label and gold emotion label.

Joint Learning. We combine the above two loss functions as the training loss in a multi-task learning manner as:

\[
\mathcal{L}(\theta) = \lambda_1 \mathcal{L}_m + \lambda_2 \mathcal{L}_e
\]  

(11)

where \( \theta \) is the all learnable parameters, and \( \lambda_1 \) and \( \lambda_2 \) are two hyper-parameters for controlling the weight of the rest tasks.

3. EXPERIMENTS

3.1. Experimental Setting

Datasets & Evaluation Metrics. The DailyDialog [22] datasets contain 13,118 multi-turn dialogues. In order to obtain the intention dictionary, we extract 2,046 conversations for the annotation. Furthermore, the intention classification has been expanded into seven categories (four categories in the original dataset), including request, suggest, command, accept, reject, question and inform. The emotion classification including happy, neutral, sadness, anger, content and disgust. As for the evaluation metric, macro-average Precision (P), Recall (R) and F1 are considered for the DailyDialog dataset.
2.1. Ablation Study.

The ablation study has demonstrated that all the components proposed are beneficial for the tasks.

**Case Study.** In this section, we present dialogue cases and explanations of the emotion to demonstrate how our model performs. As shown in Fig. 3 for the first case, the speaker requests for *burger meal* and intention of the listener is *question*. Our model produces a reasonable intention and emotion prediction. As for the explanation of the emotion, we give the generative template based on the outputs, like *Emotion of speaker is happy because his intention is satisfied*.

**Performance on the Number of Epochs.** To explore the influence of different epochs, another experiment with the proposed model is conducted. The comparison of the results is depicted in Fig. 4. From the experiments, the conclusion is that during the first \{5, 6\} epochs, performances achieve a lot and reach a peak, while after that, performances drop slightly. It demonstrates that the models can converge quickly during the first few epochs and capture the features between the utterances effectively.

### 3.2. Experimental Results

**State-of-the-art Comparison.** We provide some baselines and proposed model for the two tasks. For the intention recognition, as shown in the first column of Table 1 in all models, RoBERTa performs the best. Compared with the baselines, RAIN can outperform them by a large margin which achieves 2.02% gain on F1. For the emotion prediction, as shown in the second column of Table 1, RAIN achieves the best results that outperform the previous best-published model.

**Ablation Study.** To get a better insight into our proposed model, we perform the ablation study as shown in Table 2. We add the proposed modules to explore their contribution. For comparison, the RoBERTa\(_{large}\) baseline and ours that utilizes all the components are also provided.

From the Table 2 we can see that: 1) After utilizing the intention dictionary, the performance has improved on the two tasks. It shows that the prior statistical knowledge is effective to predict the intention as well as the emotion. 2) The fusion mechanism also has an improvement, proving that such an operation is indeed effective. 3) The historical intention information is beneficial for the two tasks, which validate the necessity of the historical modeling. 4) The multi-task learning can provide benefits, which show that the two training objectives are actually closely related and can boost each other.

In this paper, we present a RelAtion Interaction Network (RAIN) to jointly model mutual relationships between the intention and emotion, and explicitly integrate historical intention information. We show that the proposed RAIN is effective and interpretable, which outperforms the previous methods with a single model, as well as making an explanation of the two tasks. For the future work, some other psychological factors will be considered, such as personal character, educational background and so on. We believe that these cognitive factors are still worth researching for human activities.
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