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Abstract: Transmitting antenna positioning or transmitter placement is a well-known NP-hard optimization problem pertinent to communication systems. Furthermore, it is of practical importance to yield an optimal location of transmitters to ensure low sensitivity with respect to potential uncertainties. Notwithstanding, incorporating uncertainties in the optimization problem can highly increase the computational expenses. This paper aims at the development of a new reduced-cost algorithm for a multi-objective robust transmitter placement under uncertainties. Thus far, an approach that employs Grey Wolf Optimizer (GWO) and the Kriging surrogate in a mathematical framework of a robust dual-surface model. The proposed algorithm is also able to analyze the sensitivity of the obtained optimal results. The latter is achieved by obtaining the bootstrapped confidence regions without extra simulation experiments. The paper investigates the performance of the proposed algorithm for robust optimal placing of two, three, and four transmitters, under uncertainties concerning the transmitting antenna gain. The results demonstrate the utility and the efficiency of the proposed method in rendering the robust optimal design and analyzing the sensitivity of the transmitter placement problem under practically acceptable computational efforts.
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1. Introduction
1.1 Background of study and motivations
The antenna placement problem or cell planning problem involves locating and configuring infrastructure for cellular wireless networks. From candidate site locations, a set needs to be selected against the objectives related to issues such as financial cost and service provision [1]. Antenna placement in a multi-antenna platform involves a manual process that is challenging and time-consuming and may result in a sub-optimal placement, leading to an inferior performance of communication systems. The search space becomes exponentially large with respect to the number of antennas to be placed (|search space| = m^n, where m is the number of allowable locations for each antenna, and n is the number of antennas) [2]. The antenna placement problem is well-known to be NP-hard. Its solution has been attempted using heuristic approaches such as evolutionary algorithms (e.g., Genetic algorithm (GA) [3]), or swarm intelligence algorithms (e.g., Ant Colony Optimization (ACO) [4], Particle Swarm Optimization (PSO) [5]). However, the literature lacks studies involving new swarm intelligence optimizers such as Grey Wolf Optimizer (GWO) [6] in solving the optimal transmitter placement problem for wireless coverage systems. However, considering uncertainty as a source of variability in the computational model can significantly increase the cost of estimating the statistical figures of merit such as the mean and the standard deviation (Std) of the system response. In such cases, the application of fast surrogate models such as polynomial regression, Kriging, or radial basis function, integrated into robust design optimization flow, allows for maintaining low computational cost [7–11].

This paper proposes a new hybrid approach that employs Kriging interpolation surrogates and GWO as a new swarm intelligence methodology. The presented technique is combined with a dual-surface design to obtain (robust) optimal positions of the base stations in the transmitter placement problem under uncertainty. The aforementioned combination is developed to achieve the design robustness along with the accuracy in optimal allocation of the base station transmitting antennas at reduced computational cost. Also, we are interested in analyzing the sensitivity of the optimization results, in particular, computing the confidence regions caused by the randomness without extra function evaluations, which is ensured by employing the samples that are already acquired for the initial training of the model.

1.2 Related works
A transmitter placement scheme relies on a certain propagation model to assess the quality of a given transmitter allocation. For all cellular network systems, a major design step is to select the locations for the base station transmitters and to set up the optimal configurations such that the coverage of the desired area with sufficiently strong radio signals is high, and the deployment costs are low [12]. Interactive or automatic approaches have been used to produce an optimized transmitter placement based on certain propagation models [13–16]. When choosing the propagation model, one often needs to achieve a balance between the computational cost and the prediction accuracy [17]. Practical solution methods mainly differ in the optimization objectives and the search algorithms. Some heuristic methods have been developed for solving the transmitting placement problem. In [18], the authors adopt the ACO approach to optimize the transmitter
locations to maximize the average received power. However, the benchmarking demonstrates that almost the same antenna locations are obtained with PSO and GA, whereas ACO requires more than ten times objective function evaluations (slow convergence), compared to PSO and GA. As most evolutionary algorithms, GA has proven very capable in yielding high-performance antenna designs [2], [19], [20]. Determination of the base station position for optimum signal coverage using particle swarm optimizer (PSO) has been investigated in [21]. In [22], the PSO integrated with Radial Basis Function (RBF) has been applied to obtain the optimal placement of multiple transmitters by maximizing the overall signal coverage in an objective function, and control the intersection of transmitters in a constraint. However, estimating the statistical measures due to uncertainty (the main source of antenna parameter variability) can considerably increase the computational cost. Consequently, the development of a less expensive approach, which—at the same time—offers a sufficient reliability in searching for robust optimum is a practical necessity from the perspective of real-world communication system design. To handle this, Kriging surrogate (also known as the Gaussian process) has been applied for different types of engineering design problems [23]–[25]. In the electromagnetic community, it has been applied, among others, in [26]–[28]. In [29], the Kriging surrogate is used for transmitter location optimization in both single-transmitter and three-transmitter cases. In [30], a comparative study between Kriging and GA for optimal transmitter location in an indoor environment has been performed from the fields scattered in the environment.

1.3 Main contributions
The major contributions of this study can be summarized as follows:

- The development of a new hybrid Kriging/GWO approach combined with robust design optimization to estimate the Pareto front with respect to the two objectives: design robustness and its (nominal) accuracy. We also provide a sensitivity analysis of transmitting antennas placement under uncertainty.

- Conducting numerical studies concerning multi-objective constrained robust optimization through minimization of the power consumption required by signal transmission, and maximization of the signal coverage as the objective functions. The control over the signal overlap is treated as the design constraint.

- In cases with a large number of receiver test points, the computational cost of the optimization process is very high because of evaluating the intensity of signal received in all receiver points. The method developed in this work does not require exhaustive receiver evaluations in each optimization iteration.

- Carrying out extensive numerical experiments demonstrating the efficiency and reliability of the proposed algorithm in yielding robust optimal placement of multiple transmitters.

The rest of this paper is organized as follows. Section 2 provides the preliminaries required by the proposed algorithm including a definition of the free space propagation model and a formulation of the relevant multi-objective robust design optimization concepts applied in this study. The algorithmic framework of the proposed reduced-cost approach to solving and analyzing the considered optimization task is presented in Section 3. The verification examples for the robust optimal placement of two, three, and four transmitting antennas under uncertainty using the proposed approach are presented in Section 4. Section 5 concludes the paper.

2. Problem statement
2.1 Free space propagation model
This paper adopts the free space propagation model, which is widely used in the studies of placement problems [19], [31]. In this study, we consider a transmitting antenna and a receiving antenna separated by a large distance $d_{r,t}$. For propagation distances $d_{r,t}$ much larger than the antenna size, the far field of the electromagnetic wave dominates all other components. Let $G_t$ and $G_r$ be the respective gain functions of the transmitting and receiving antenna for the direction of transmission. If the transmitted power is $P_t$, the power radiated in the direction of the receiver, per unit solid angle, would be $\left(\frac{1}{4\pi}\right)P_t G_t$. If $\lambda$ is the carrier wavelength, the receiving antenna would present a receiving cross-section $\left(\frac{1}{4\pi}\right)G_r \lambda$ to the incident wave; it would, in effect, subtend a solid angle $\frac{\lambda^2}{4\pi d_{r,t}^2}$ at the transmitter. The power absorbed at the receiver would thus be [32]:

$$P_r = \frac{P_t G_t G_r \lambda^2}{16\pi^2 d_{r,t}^2} \quad (1)$$

where $d_{r,t}^2 = (x_r - x_t)^2 + (y_r - y_t)^2$ stands for the Euclidean distance (2-norm) between locations of the receiver $r$ and the transmitter $t$ in a two-dimensional design space. The maximum operating range is determined by the signal-to-noise ratio of the detector system. If it is possible to ignore the effect of the earth on the propagation of the wave, and if $G_r$ is constant, it would be possible to operate the receiving system satisfactorily everywhere within the surface with radius $D$ as below:

$$D = \left(\frac{P_t}{P_{rm}}\right) \frac{\lambda}{4\pi} (G_t G_r)^{1/2} \quad (2)$$

where $P_{rm}$ is the minimum detectable signal for the receiver, and the surface with radius $D$ is called the “free-space coverage pattern for one-way transmission”, see Figure 1.

2.2 Transmitter placement planning model
The planning model describes the environment and the mathematical model of the transmitter placement problem. The map for transmitter placement has two regions in a two-dimensional area $(X,Y)$ including covered regions $(CR)$ and
placement regions (PR). The former shows the regions that need to be covered by a signal transmitted by antennas, and the latter represents the regions where the transmitters can be located. In this study, we consider the same free-space two-dimensional map ($\mathbb{Z}^2$) region for both covered and placement regions with grid resolution $\delta$ where $CR \subseteq \mathbb{Z}^2$, and $PR \subseteq \mathbb{Z}^2$.

In the placement planning model, a receiver gathers signals from the transmitters. The connectivity is assessed by a signal threshold $\theta$ to maintain the quality of service. This paper uses a large set $R$ of receivers as test points for the coverage: a receiver $r \in R$ has a position $(x_r, y_r) \in CR$ with threshold $\theta_r$. Let $EP$ be the set of energy power that can be transmitted by each transmitter, then the transmitter placement problem is to create a set of transmitters $T = \{t = (x_t, y_t, p_t)| x_t, y_t \in PR, p_t \in EP\}$ and place its elements (i.e., the transmitters).

In the current study, the transmitter placement problem is performed based on two objectives including maximization of percent coverage and minimization of Total Power Transmitted (TPT), when keeping the amount of coverage overlap (signal interference) under the predefined threshold. The latter is implemented as a design constraint.

**Percent coverage:** A receiver $r \in R$ is said to be covered by a transmitter $t \in T$ when the signal strength is greater than the threshold, i.e.,

$$\text{Covered}(r) = \begin{cases} 1, & \exists t \in T, \ P_r \geq \theta_r \\ 0, & \text{Otherwise} \end{cases}$$

where $P_r$ is computed using Eq.(1). The value 1 indicates that the receiver $r$ is covered by at least one transmitter. Accordingly, the percent signal coverage of a set of transmitters can be calculated by:

$$\%\text{Coverage} = 100. \left( \frac{\sum_{r \in R} \text{Covered}(r)}{|R|} \right)$$

Note that the first objective is to maximize the percent coverage.

**Total power transmitted:** The proper planning model needs to be designed to minimize the total power consumed for transmitting signals by all designed transmitters while achieving as high percent coverage as possible. Thus, in this paper, apart from maximizing the percent coverage (see Eq.(4)), we consider minimizing the total power transmitted, i.e.,

$$\text{TPT} = \sum_{t \in T} p_t, p_t \in EP$$

where $p_t$ is the power (mW) that employed in transmitter $t$ for transmitting the signal.

**Overlap:** The coverage overlap between transmitters raises the issue of interference [12], [19]. To reduce the interference, we add a constraint to the model to keep the overlap under the predefined threshold. The relevant mathematical formulation of the overlap and the associated constraint will be explained in the next section.

3. **Proposed Algorithm**

3.1 **Basic components of the optimization framework**

In this study, we replace the statistical approach of Taguchi viewpoint with hybrid Kriging and GWO approach. Furthermore, we intersect two experimental designs (data sample sets). The first design is pertinent to decision variables (inner array), whereas the second one is for uncertain variables (outer array). Given the vector $s = (1, 2, ..., l)$ of sample points over the decision variables, and the vector $r = (1, 2, ..., m)$ of uncertainty scenarios, $l \times m$ input combinations are designed, and the true model is evaluated $l \times m$ times to collect relevant model responses, see Figure 2. Let $Y$ be the $l \times m$ matrix of model responses. The mean and the standard deviation (Std) for each row of $Y$ can be computed as

$$\text{Mean}_s = \frac{1}{m} \sum_{r=1}^{m} y_{sr} \quad \text{for} \quad (s = 1, 2, ..., l)$$

![Figure 1: The free-space propagation model in a two-dimensional (2D) design space. Transmitting antenna is modelled as a point source. Transmitted power is spread over the surface area of a hypothetical sphere. The receiver antenna has an aperture. This surface with radius $D$ is called the “free-space coverage pattern for one-way transmission”, see Eq.(2).](image1)

![Figure 2: Visualization of crossing the model design parameters and uncertainty scenarios as inspired by the Taguchi’s crossed array design.](image2)
\[
Std_s = \left( \frac{1}{m} \sum_{r=1}^{m} y_{sr}^2 - \left( \frac{1}{m} \sum_{r=1}^{m} y_{sr} \right)^2 \right)^{1/2}, \text{for } (s = 1, 2, ..., 1)
\]

The following Signal-to-Noise Ratio (SNR) as robustness criterion can be formulated:

\[
SNR = 10 \log[\text{Mean}^2 + \omega \cdot \text{Std}^2] \tag{8}
\]

Since the goal is to minimize the model response, the formulation of the SNR in (8) has the opposite sign by Taguchi formulation [33].

### 3.2 Mathematical optimization model

Numerical optimization uses a compact mathematical model for describing the problem of concern. Here, we define the problem of multiple transmitting antenna placement under uncertainty in the framework of a robust multi-objective optimization. The goal is to obtain the set of transmitters’ optimal positions on a 2D map, and the relevant optimal power for each positioned transmitter, \( \{t^* = (x_i^*, y_i^*, p_i) \mid t \in T \} \) in \( T = \{ (x_i, y_i, p_i) \mid x_i, y_i \in PR, p_i \in EP \} \) where \( PR \subseteq \mathbb{Z}^2 \) determines allowable placement regions, whereas \( EP \) is the set of power that can be transmitted by each transmitter. The objectives and constraints are defined as below:

Minimize \( SNR = 10 \log \left( \frac{1}{\text{Mean}^2} + \omega \cdot \text{Std}^2 \right) \tag{9} \]

Minimize \( TPT = 10 \log \left( \frac{\sum_{i=1}^{N\text{trans}} p_i}{N\text{trans} \cdot P_{\text{max}}} \right)^2 + 1 \) \tag{10} \]

Subject to:

\[
\frac{2}{N\text{trans}(N\text{trans} - 1)} \left[ \sum_{i=1}^{N\text{trans}} \sum_{j=i}^{N\text{trans}} \Phi \left( \frac{d_{ij} - \text{Mean} \cdot \text{Std}^2}{\text{Std}^2} \right) \right] \geq 1 - \beta \tag{11}
\]

In (9), the terms \( \%\text{Coverage}_{\text{Mean}} \) and \( \%\text{Coverage}_{\text{Std}} \) denote the mean and the standard deviation of the coverage, estimated based on the variability of uncertain parameters in the model, using (6) and (7). This objective is formulated to enable maximization of the percent coverage as well as the robustness. The second objective function, Eq.(10), considers the minimization of the total power (expressed in mW) consumed by all transmitters. In other words, the optimization process aims at achieving the best possible placement of the transmitters, minimization of the overall power consumption required to obtain the signal coverage, as well as reducing the results sensitivity with respect to the parameter uncertainties. The terms \( N\text{trans} \) and \( r_{\text{max}} \) in Eq.(10) represent the number of transmitters in a model, and the maximum allowed power that can be allocated to each transmitter, respectively. The overlap and the intersection between the transmitters are considered in the constraint as shown in Eq.(11). The term \( \Phi \) in Eq.(11) refers to the cumulative distribution function (CDF) of a standard normal distribution. The term \( 0 \leq \beta \leq 1 \) can be defined by the designer and represents the allowed probability for average overlap of the transmitters in the model. The expressions \( \text{Mean}_{\text{t}} \) and \( \text{Std}_{\text{p}} \) represent the mean and the standard deviation of the radius \( D \) (see Eq.(2)).

As both objective functions are expressed in the same logarithmic scale as \( 10 \log(e) \), where \( e \in [0,1] \), we can aggregate them as

\[
\text{overall function} = \frac{SNR}{1 + e^{-\alpha \cdot (TPT)}} + e^{-\alpha} \tag{12}
\]

where \( \alpha \in [-2, +2] \) is the weighting factor. The optimum selection of \( \alpha \) depends on the designer’s preferences and the characteristics of the optimization model. Sweeping \( \alpha \) allows for capturing the Pareto front, and for identifying trade-off designs between the considered objective functions [34].

### 3.3 Algorithmic framework

Figure 3 provides the flow diagram of the proposed optimization approach. Its main steps are described below:

**Step 1. Initialize the model parameters.**

The model parameters and constants that need to be adjusted at the beginning of the algorithm are shown in Table 1. Note that in the current study, we assume the transmitting antenna gain \( G_t \) in Eq.(1) as an uncertain parameter that is uniformly varied in predefined range with known lower and upper bounds.

Figure 3 The proposed algorithm for multiple transmitter placement problem under uncertainty. In the proposed algorithm, two sets of experiments are designed regarding the crossed array design, by setting decision variables in an inner array and uncertain variables in an outer array. Two surrogates are fitted, one over mean and another over Std of coverage. Another crossed array design constructed with the same framework for power radius.
Table 1 The list of parameters applied in the proposed algorithm.

| Parameter | Title | Unit | Value |
|-----------|-------|------|-------|
| 𝑋 × 𝑌    | Two-dimensional map area | m²   | Initialize |
| (𝑥, 𝑦)   | The transmitter position in 2D map | —    | Design variables |
| 𝜂        | Grid resolution | m    | Initialize |
| 𝑔𝑡       | Receiving antenna gain | mW   | Initialize |
| 𝑔𝑡       | Transmitting antenna gain | mW   | Uncertain variable |
| 𝜆        | Wavelength | m    | Initialize |
| 𝑃𝑡       | Power transmitted | mW   | Design variable |
| 𝑑𝑠        | Euclidean distance between receiver and transmitter | m   | Update regarding the positions of 𝑟 and 𝑡 through algorithm procedure |
| 𝜃r       | Signal threshold in receiver point to maintain the quality of service | mW  | Initialize |
| 𝑁𝑡𝑟       | Number of transmitters in the model | —    | Initialize |
| 𝜔        | The weighting parameter in Eq. (9) | —    | Initialize |
| 𝛽        | The allowable probability for average overlap of transmitters | —    | Initialize |
| 𝛼        | The weighting parameter in Eq. (12) | —    | Initialize |

Step 2. Design of experiments using crossed array design.

Design sets of experiments using the structure of crossed array design (see Figure 2) separately for two different functions, one for power absorbed in Eq. (1) and the second for the power radius in Eq. (2). For each function, also two sets of sample points are designed separately. The first set (over the design variables) in an inner array, and the second set (over an uncertain variable) in an outer array. The design variables for the absorbed power in Eq. (1) are 𝑑rst and 𝑃𝑡, and for power radius in Eq. (2) is 𝑃𝑡. The uncertain variable in both functions is 𝐺𝑡. Here, we apply the grid-sampling method in the class of space filling design [35] with resolution Δ ≫ 𝛿. In other words, the sampling grid is of considerably lower resolution than 𝛿 to reduce the number of required function evaluations. The information for the regions between the grid points will be obtained through interpolation using the Kriging surrogate.

Step 3. Obtain response for each combination of design and uncertain variables.

Regarding the first crossed sampling design, we execute the power absorbed function using Eq. (1) and accordingly compute the “Covered(r)” using Eq. (3) with values 1 or 0. Besides, regarding the second crossed sampling design, we run the power radius function using Eq. (2) and obtain the relevant responses for each combination of design and uncertain parameters in the crossed array designs.

Step 4. Compute the statistical measures including mean and Std of responses.

In this step, the mean and the standard deviation of coverage and power radius are computed for each input combination using Eq. (6) and (7) regarding a relevant crossed array design. Note that these statistical measures result from the variability of the uncertain parameter that was already considered in the previous steps.

Step 5. Construct Kriging surrogates.

Four Kriging surrogates are constructed separately using the acquired input-output data pairs. The Kriging model is identified for: (i) the mean of the coverage, (ii) the standard deviation of the coverage, (iii) the mean of the power radius, and (iv) the standard deviation of the power radius.

Step 6. Validate surrogate models.

The surrogate model constructed in Step 5 has to be validated to ensure that its predictive power is sufficient for design optimization purposes. Here, validation is executed using the leave-one-out cross validation (𝑘 = 1) [36], [37], which works as follows. First delete the 𝑠th input combination and the relevant output from the complete set of the 𝑠th combination (𝑠 = 1, 2, ..., 𝑘), i.e., to avoid the extrapolation by Kriging, we avoid dropping the sample points in the margin. The model is constructed using 𝑙 − 1 remaining rows and predicts the output for the left-out point (𝑠−1). This is realized for all input combinations (sample points) and leads to computing 𝑙 predictions (̂), . Finally, evaluating the standardized residuals are computed as

\[ D_s = \sqrt{\frac{1}{\sum_{s=1}^{l}(y_s - \hat{y}_s)^2}} \]  

Most of the standardized residuals should be within the interval −3 ≤ 𝐷 ≤ 3, and any observation outside of this interval (outlier) is potentially unacceptable with respect to its observed simulation output [36], [37].

Step 7. Set up the optimization model.

The proposed robust optimization model using Eq. (9) through Eq. (12) is arranged.

Step 8. Run the GWO optimizer.

The GWO optimizer is executed using the expression (12) as a fitness function, and (11) as a constraint. Here, we control the feasibility of using the death penalty for any point out of the feasible region in Eq. (11). Note that during the optimization run, all required expressions in both Eq. (11) and Eq. (12) are estimated by the relevant Kriging surrogates constructed in Step 5, so that no further evaluations of the original computational model are required. Another point is that to improve the computational efficiency of the optimization process, we do not investigate all receiver test points 𝐶𝑅 ⊆ 𝑍 2 in each iteration. But instead, we consider a smaller set of receiver test points that randomly selected from the domain.

Step 9. Compute the two-sided BCI for an obtained robust optimal point.

In stochastic simulation, each input combination 𝑓 is replicated several times 𝑚 ≥ 1. In the case of expensive simulations, the number possible of replications is smaller, therefore, parametric bootstrapping is unlikely to produce acceptable results (i.e., it rarely can find the exact distribution of the I/O simulation data) [24], [38], [39]. Here, to find the bootstrapped set of data, a model is resampled 𝐵 times (𝐵 =
1, 2, ..., B) (sampling with replacement). Let us assume that \( d^* \) is a robust optimal solution obtained from the procedure in Step 1 through Step 6. It is assumed that \( d^* \) is a robust optimal solution, which is obtained from the original (non-bootstrapped) surrogate. All output values at point \( d^* \) are estimated using all the \( B \) bootstrapped surrogates. The distribution-free Bootstrapped Confidence Intervals (BCI) can be computed as below [38], [40]:

\[
P(d^*[\{y(y/2)\}] \leq d^* \leq d^*[\{y(1-y)/2\}]) = 1 - \gamma
\]

(14)

Where \( y/2 \) gives two-sided BCI, whereas the Bonferroni’s inequality [41] suggests that the type-I error rate of \( \gamma \) [38], [42] for each interval per output is divided by the number of outputs, here, the mean, Std, and the SNR. If the values of bootstrap estimate \( d^* \) are sorted from low to high, then \([.]\) and \([.\] respectively, denotes floor and ceiling function to achieve the integer part and round upwards. Here, it is assumed that the set of sample points is fixed and only old data to fit surrogate with sufficient replication is available, whereas new simulation replicating is very expensive. This augmented bootstrapping approach does not imply extra computational cost due to resampling, and the required simulation run to find a bootstrapped set of data [43]–[45]. \( x_s \) (\( s = 1, 2, ..., l \)) denotes the set of sample points and each \( x_s \) is repeated \( m \) times (\( r = 1, 2, ..., m \)). We assume that the original set of data obtained from the original simulation model is available (\( size l \times m \)) when \( m \) is the number of scenarios for uncertainty and \( l \) is the number of input combinations. Moreover, the augmented bootstrapping procedure is sketched in Algorithm 1.

Algorithm 1 The augmented bootstrapping procedure.

**Input:** Set of input-output data, and robust optimal point.

**Output:** Estimation of BCIs.

**Begin**

Set \( s = 1 \) and \( r = 1 \).

Choose (with replacement) one random number from the collection of \([r^* = 1, 2, ..., m]\).

Replace the \( r \)th original output \( y_{s,r} \) (selected from the old data) with the bootstrap output \( y_{s,r} = y_{s,r}^* \).

Set \( r = r + 1 \) and continue Step 3 and Step 4 till \( r = m \).

Set \( s = s + 1 \) and continue Step 3, Step 4 and Step 5 till \( s = l \).

Compute \( Mean^*, Std^* \), and \( SNR^* \) using Eq.(6), Eq.(7), and Eq.(8) respectively for \( s = 1, 2, ..., l \) and fit a Kriging surrogate over new set of input-output data.

Continue resampling \( B \) times (\( b = 1, 2, ..., B \)) where \( B \) is the number of resampling or bootstrap sample size and compute \( Mean_s^* = (Mean_{s,1}, Mean_{s,2}, ..., Mean_{s,2}) \), \( Std_s^* = (Std_{s,1}, Std_{s,2}, ..., Std_{s,2}) \), and \( SNR_s^* = (SNR_{s,1}, SNR_{s,2}, ..., SNR_{s,2}) \).

Compute bootstrapped BCI using Eq.(14) for the robust optimal point obtained by the proposed algorithm.

**End**

4. Experimental Benchmark Problems

4.1 The algorithm setup

In this section, three cases featuring a different number of transmitting antennas (e.g., two, three, and four base stations) are considered to evaluate the performance of the proposed algorithm for reduced-cost transmitting antenna placement under uncertainty. The transmitters are assumed to be homogeneous (i.e., transmitters are of only one type and the same cost). In each case, the optimization model simultaneously considers the coverage and transmit power as objective functions, and the overlap as a constraint. The free-space propagation model is used to measure the signal strength in each case. The initial parameters used in the proposed algorithm are adjusted as follows. The two-dimensional map size is \( 120 \times 120 \text{ m}^2 \), and the grid resolution \( \delta \) of the map is \( 1 \text{ m} \). All radiation patterns of the transmitters are assumed to be omnidirectional. The receiving antenna gain \( G_r \) is \( 1 \text{ mW} \), and wavelength \( \lambda \) is \( 0.125 \text{ m} \). The threshold \( \theta_r \) for all receivers is \( 1 \times 10^{-7} \text{ mW} \).

The mathematical model for each test case (i.e., with two, three, or four transmitters) is constructed according to equations (9) through (12). In each case, the design variables are \( x_t, y_t, \) and \( P_t \) for each transmitter, and the transmitting antenna gain \( G_t \) is assumed to be an uncertain parameter. The design ranges for design variables are \( 0 \leq x_t \leq 120 \), \( 0 \leq y_t \leq 120 \), and \( 0.5 \leq P_t \leq 2.5 \) (\( P_{max} = 2.5 \) used in Eq.(10)). The uncertain parameter \( G_t \) is also assumed to vary uniformly in the range 0.5 to 1.5. To compare the results in all cases, the parameter \( \alpha \) in (12) is set to zero. Furthermore, the sensitivity analysis is conducted with different values of \( \alpha \) in \([-2, +2]\), separately for each case. In the optimization procedure, the standard deviation of the coverage is weighted three times of mean by considering \( \omega = 3 \) in (15). Additionally, we allow 30 percent average intersection between all signals transmitted by multiple transmitters in a model, thus \( \beta = 0.3 \) considered in (11).

We employ the Matlab® environment for data and function analysis. The Matlab® function gridsamp is used for random sample allocation for both design parameters (inner array) and uncertain parameters (outer array). The DACE [46], Matlab® toolbox has been employed to construct the Kriging surrogate with zero-order polynomial regression and Gaussian correlation functions.

4.2 Results and discussion

For each case of \( N_{trans} = 2, 3, \) and 4 transmitters, we run the algorithm ten times to compute the relevant statistical measures to account for the randomness in the proposed stochastic optimization algorithm. Figure 4 shows the 3D surface plot for mean and Std of coverage over input combinations in the crossed array (\( d_{r,t} \) and \( P_t \)). As it can be
seen, there is a nonlinear relationship between the input and output set of data in the crossed array design because of the existence of uncertainty in the model. Figure 5 illustrates the mean and Std of coverage over one input parameter ($d_{r,t}$ or $P_t$) while the other is fixed at a predefined value. The power radius function of Eq.(2) is applied to collect the data regarding each crossed design and uncertain parameters. Figure 6 shows the mean and Std of power radius (m) overpower transmitted (mW). Using the input-output data pairs obtained from the crossed array, two Kriging surrogates are fitted, one for the mean and the other for Std of the coverage. Two other Kriging surrogates are fitted using the input-output data pairs in the relevant crossed array design, one for the mean of power radius and another one for Std of power radius. The prediction errors for all four Kriging surrogates are computed by leave-one-out cross validation approach. As shown in Figure 7, most observed standardized residuals are within the interval $[-3, +3]$, which ensures sufficient accuracy of the surrogates.

In the next step, the robust optimization model is constructed using Eq.(12) as an objective function and Eq.(11) to implement the constraint. $\alpha = 0$ is considered in Eq.(12) for all cases. In both functions, we employ the Kriging surrogates that are already identified for the mean and the standard deviation of the coverage and the power radius. Accordingly, the GWO is run to obtain the robust optimal solution ($x_t, y_t$, and $P_t$) for each case (e.g., the cases with number of two, three, or four transmitters). As mentioned earlier, optimization runs are repeated 10 times for each case. Table 2 gathers the statistical results. The best result with the highest SNR among all 10 repetitions is selected as a robust optimal point. Table 3 shows the best results (corresponding to the higher SNR value) for the placement problems with two, three, and four transmitters. Figure 8 shows the coverage using the robust optimal results depicted in Table 3 for the cases with two, three, and four transmitters separately. The plots are shown for the mean of the power radius, mean+3Std, and mean-3Std. The results indicate that the mean of the coverage is 91.38% (with Std = 10.01%) by using TPT = 4.56 (mW) is obtained in the case of three transmitters. For the problem with two transmitters, the total transmitted power is 3.18 (mW) to provide 70.30% of the mean coverage with Std = 13.70%. Finally, for the
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**Figure 5** The mean and Std of coverage over each input parameter in an inner array of crossed design. In each figure, the second parameter fixed in certain value, $P_t = 1.5$ (mW) and $d_{r,t} = 38.8$ (m).

![Figure 6](image)

**Figure 6** The mean and Std of power radius (m) over the power transmitted (mW) in $[-3, +3]$.

**Table 2** Statistical results over 10 repetitions of proposed algorithm for robust optimal placement of two, three, and four transmitting antennas ($\alpha = 0$).

| #BS | Avg Coverage Mean | Std Coverage Mean | Avg Coverage Std | Std Coverage Std | SNR | TPT (mW) |
|-----|------------------|------------------|-----------------|-----------------|-----|----------|
| #2  | 68.05            | 2.17             | 63.04           | 70.32           | 14.91| 0.69     | 15.70| 16.23| -3.48| 0.28| -3.87| -3.18| 3.07| 0.18| 2.82| 3.32 |
| #3  | 88.77            | 2.32             | 83.26           | 91.38           | 11.28| 1.25     | 9.87 | 13.75| -1.17| 0.24| -1.75| -0.89| 4.71| 0.17| 4.39| 4.98 |
| #4  | 92.40            | 6.31             | 75.24           | 97.83           | 7.46 | 2.22     | 4.25 | 12.01| -0.77| 0.66| -2.58| -0.21| 6.18| 0.28| 5.65| 6.55 |

**Table 3** The optimal results with the highest SNR among 10 repetitions of proposed algorithm for placement of two, three, four transmitting antennas ($\alpha = 0$).

| #BS | Optimal Location | Power Transmitted (mW) | % Coverage |
|-----|------------------|------------------------|------------|
| #2  | $x_{t1}$ $y_{t1}$ $x_{t2}$ $y_{t2}$ | $P_{t1}$ $P_{t2}$ $P_{t3}$ $P_{t4}$ | Sum | Mean $\%$ Coverage | SNR |
| #3  | $x_{t1}$ $y_{t1}$ $x_{t2}$ $y_{t2}$ | $P_{t1}$ $P_{t2}$ $P_{t3}$ $P_{t4}$ | Sum | Mean $\%$ Coverage | SNR |
| #4  | $x_{t1}$ $y_{t1}$ $x_{t2}$ $y_{t2}$ | $P_{t1}$ $P_{t2}$ $P_{t3}$ $P_{t4}$ | Sum | Mean $\%$ Coverage | SNR |
problem with four transmitters, the mean coverage 97.83% can be obtained with Std = 4.25%, when the total power is 6.41 (mW). Note that four transmitters ensure higher SNR, but it also leads to the higher average overlap. The average intersection of transmitters is kept less than $\beta = 30\%$ due to the predefined model’s constraint in Eq. (11). In general, the three transmitters case seems to be the most advantageous from the point of view of ensuring the best trade-off between the coverage, robustness, power consumption, and the overlap.

- Sensitivity analysis

Here, instead of estimating a single robust optimal point using a particular response that might be inaccurate because of high variability in uncertain parameters, we derive a series of possible responses that consider the degree of uncertainty by providing confidence regions or prediction intervals. This is realized by resampling adopted to the uncertain component. In this study, we set the bootstrapped sample size $B = 100$, and $\gamma = 0.05$. For each bootstrapped sample, we randomly select 30 uncertainty scenarios from the original sample points that were already available in the crossed array design (with the same sample size of 30). Subsequently, regarding the new sample sets, the mean and the standard deviation of the coverage are computed for the obtained robust optimal points as shown in Table 3. However, 95% two-sided approximations of BCI obtained by the distribution-free bootstrapping technique for the mean and the standard deviation of the coverage in the robust optimal points and the relevant SNR are as follows:

\[
\begin{align*}
P \left( \text{Mean} \left( d^*_t \right) \leq \text{Mean} \left( d^*_t \right) \right) & \leq \text{Mean} \left( d^*_t \right) \leq \text{Mean} \left( d^*_t \right) \leq \text{Mean} \left( d^*_t \right) \leq 0.95 \\
P \left( \text{Std} \left( d^*_t \right) \leq \text{Std} \left( d^*_t \right) \right) & \leq \text{Std} \left( d^*_t \right) \leq \text{Std} \left( d^*_t \right) \leq \text{Std} \left( d^*_t \right) \leq 0.95 \\
P \left( \text{SNR} \left( d^*_t \right) \leq \text{SNR} \left( d^*_t \right) \right) & \leq \text{SNR} \left( d^*_t \right) \leq \text{SNR} \left( d^*_t \right) \leq 0.95
\end{align*}
\]

In addition to the bootstrapped confidence region, sensitivity analysis is performed with different values of the parameter $\alpha$ in Eq. (12) to investigate the effects of $\alpha$ on the robust optimal results of the proposed algorithm for the multiple transmitter placement problem. Toward this end, the parameter $\alpha$ is changed from $-2$ to $+2$ with a step size of 1. The proposed hybrid algorithm and GWO are executed ten times, separately for each value of $\alpha$ to study the effect of randomness as well. The relevant statistical results are given in Table 4, Table 5.

Figure 8 2D Visualization of the robust optimal coverage for the problems with placement of two, three, and four transmitters. Shown are the mean, mean+3Std, and mean-3Std.

Figure 9 illustrates the 95% confidence regions for the mean and the standard deviation of the coverage at the original robust optimal points (as shown in Table 3).

Table 4 Statistical results over 10 repetitions of proposed Kriging-GWO (hybrid surrogate-metahuristic) approach compare to GWO (uncombined metaheuristic) in robust optimal placement of two transmitting antennas (#BS = 2) for different “$\alpha$” value in Eq.(12).

| $\alpha$ | % Coverage Mean | % Coverage Std | SNR | TPT (mW) |
|----------|-----------------|----------------|-----|----------|
|          | Avg | Std | Max | Min | Avg | Std | Max | Min | Avg | Std | Max | Min |
| -2       | 52.47 | 1.41 | 49.95 | 55.66 | 14.17 | 0.45 | 13.44 | 15.28 | -5.68 | 0.22 | -6.09 | -5.18 | 2.01 | 0.05 | 1.94 | 2.10 |
| -1       | 60.16 | 1.81 | 56.47 | 62.15 | 15.41 | 0.59 | 14.51 | 16.53 | -4.53 | 0.27 | -5.08 | -4.25 | 2.53 | 0.10 | 2.39 | 2.69 |
| 0        | 68.05 | 2.17 | 65.04 | 70.32 | 14.91 | 0.69 | 13.70 | 16.23 | -3.48 | 0.28 | -3.87 | -3.18 | 3.07 | 0.18 | 2.82 | 3.32 |
| +1       | 69.32 | 1.68 | 66.43 | 71.60 | 15.39 | 1.24 | 13.64 | 17.90 | -3.33 | 0.21 | -3.68 | -3.03 | 3.26 | 0.20 | 2.83 | 3.50 |
| +2       | 69.52 | 1.90 | 66.16 | 71.65 | 15.81 | 0.83 | 14.52 | 17.33 | -3.32 | 0.24 | -3.74 | -3.07 | 3.34 | 0.21 | 2.91 | 3.62 |

GWO (uncombined metaheuristic)

| $\alpha$ | % Coverage Mean | % Coverage Std | SNR | TPT (mW) |
|----------|-----------------|----------------|-----|----------|
|          | Avg | Std | Max | Min | Avg | Std | Max | Min | Avg | Std | Max | Min |
| -2       | 40.85 | 8.01 | 20.27 | 49.21 | 12.11 | 2.37 | 5.94 | 14.42 | -8.04 | 2.12 | -13.86 | -6.23 | 1.75 | 0.15 | 1.41 | 2.01 |
| -1       | 52.52 | 16.69 | 21.47 | 68.59 | 13.12 | 4.35 | 5.31 | 16.74 | -6.29 | 3.45 | -13.37 | -3.44 | 2.53 | 0.65 | 1.50 | 3.42 |
| 0        | 55.94 | 19.78 | 25.17 | 76.86 | 13.37 | 3.94 | 5.78 | 17.20 | -5.90 | 3.83 | -12.71 | -2.47 | 3.16 | 0.80 | 1.70 | 4.30 |
| +1       | 57.31 | 12.23 | 33.90 | 74.17 | 13.81 | 2.41 | 8.83 | 17.11 | -5.15 | 1.94 | -9.41 | -2.80 | 3.07 | 0.67 | 1.99 | 4.11 |
| +2       | 59.85 | 9.29 | 47.61 | 72.03 | 13.98 | 2.32 | 10.59 | 18.04 | -4.67 | 1.32 | -6.48 | -3.00 | 3.25 | 0.58 | 2.12 | 4.25 |

Figure 9 The 95% two-sided confidence region obtained by free-distribution bootstrapping technique for placement problems with two, three, and four transmitters.
Table 5: Statistical results over 10 repetitions of proposed Kriging-GWO (hybrid surrogate-met heuristic) approach compare to GWO (uncombined metaheuristic) in robust optimal placement of three transmitting antennas ($#BS = 3$) for different "$\alpha$" value in Eq.(12).

| $\alpha$ | %Coverage_Mean | %Coverage_STD | SNR | TPT (mW) |
|----------|----------------|--------------|-----|----------|
|          | Avg Std Max Min | Avg Std Max Min | Avg Std Max Min | Avg Std Max Min |
| -2       | 69.93 9.00 45.05 78.96 | 14.94 1.86 11.96 18.86 | -3.34 1.28 -6.96 -2.20 | 3.07 0.08 2.96 3.23 |
| -1       | 82.28 2.46 77.49 84.62 | 14.04 0.81 12.30 15.29 | -1.87 0.26 -2.38 -1.61 | 3.76 0.19 3.42 4.06 |
| 0        | 88.77 2.32 83.26 91.38 | 11.28 1.25 9.87 13.75 | -1.17 0.24 -1.75 -0.89 | 4.71 0.17 4.39 4.98 |
| +1       | 89.52 4.42 76.39 91.86 | 11.21 1.19 9.60 13.92 | -1.10 0.47 -2.48 -0.84 | 4.73 0.14 4.52 4.91 |
| +2       | 90.09 1.73 87.42 92.41 | 10.09 0.83 9.20 11.97 | 1.01 0.17 -1.31 -0.79 | 4.95 0.37 4.53 5.76 |

Table 6: Statistical results over 10 repetitions of proposed Kriging-GWO (hybrid surrogate-met heuristic) approach compare to GWO (uncombined metaheuristic) in robust optimal placement of four transmitting antennas ($#BS = 4$) for different "$\alpha$" value in Eq.(12).

| $\alpha$ | %Coverage_Mean | %Coverage_STD | SNR | TPT (mW) |
|----------|----------------|--------------|-----|----------|
|          | Avg Std Max Min | Avg Std Max Min | Avg Std Max Min | Avg Std Max Min |
| -2       | 41.71 15.80 19.78 64.14 | 11.50 4.63 4.50 17.87 | -8.33 3.45 -14.08 -4.02 | 2.03 0.39 1.50 2.46 |
| -1       | 56.85 23.57 22.33 81.67 | 11.86 3.55 6.47 16.57 | -5.98 4.31 -13.03 -1.95 | 2.77 0.97 1.50 4.09 |
| 0        | 60.16 25.65 25.77 93.11 | 12.08 3.36 6.99 16.99 | -5.44 4.09 -11.78 -0.76 | 3.13 1.30 1.50 5.39 |
| +1       | 63.15 23.99 14.26 93.83 | 12.87 4.41 4.70 21.00 | -5.14 4.77 -16.92 -0.62 | 3.34 1.22 1.50 5.93 |
| +2       | 66.14 13.11 44.27 77.86 | 14.49 2.18 12.07 19.14 | -3.92 1.83 -7.12 -2.33 | 3.27 0.56 2.36 4.21 |

and Table 6 for the cases with two, three, and four base stations, respectively. As it can be seen, the results obtained using the hybrid of Kriging and GWO (hybrid surrogate-met heuristic) outperforms using GWO (uncombined metaheuristic) in both the accuracy (the average objective function value) and the robustness (smaller Std). Figure 10 illustrates the mean and the standard deviation versus the total transmitted power using all samples that were already collected during the previous optimization runs. Given these results, the decision-makers select their preferred combination of the mean and standard deviation regarding the power consumed to transmit the signals in a predefined map.

5. Conclusion

This paper presented a novel algorithm for solving the heterogeneous transmitter placement problem under uncertainty. Our methodology employs a hybrid Kriging-GWO approach combined with robust design optimization. The proposed algorithm enables computing the statistical measures due to the source of variability (uncertainty) and evaluate the possible positions and receiver test points to obtain robust optimal placement of multiple transmitters at low computational cost. Multiple objectives including the mean and the standard deviation of the coverage, and the total required transmitted power, as well as the reliability of the model in terms of controlling the overlap, are all considered simultaneously.
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