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1. Introduction

The well-known Banach contraction principle states that if $(X, d)$ is a complete metric space and $f : (X, d) \rightarrow (X, d)$ is a contraction i.e.,

$$d(f(x), f(y)) \leq \alpha d(x, y),$$

for all $x, y \in X$, where $0 \leq \alpha < 1$, then $f$ has a unique fixed point. This result has been extensively used in solving various problems in different research fields. As well as, there are a lot of extensions of this famous fixed point theorem, for instance, in [9], Krasnosel’skii and Zabreiko presented the following variant of this result when one requires particular estimates only for the differences of the values of the operator on comparable elements.
**Theorem A.** Let \((E, P)\) be an ordered Banach space with a normal reproducing cone \(P\) and let \(A : E \to E\) be an operator. If there exists a positive linear boundary operator \(L : E \to E\) with spectral radius \(\sigma(L) < 1\) satisfying

\[-L(x - y) \leq A(x) - A(y) \leq L(x - y), \quad x, y \in E, \quad x \geq y,
\]

then \(A\) has a unique fixed point \(x^*\) in \(E\) and for any \(x_0 \in E\) if \(x_n = Ax_{n-1} (n = 1, 2, 3, \ldots)\), then \(x_n \to x^*\) as \(n \to \infty\).

In the present paper we extend this important result. Moreover, we weaken the hypothesis \(\sigma(L) < 1\) by suggesting new conditions: \(L\) have the property of \(u_0\)-boundedness above and satisfies the inequality \(Lu_0 \leq \lambda u_0\) for some \(\lambda \in [0, 1)\). Furthermore, if the operator \(A\) leaves invariant the cone \(P\) we present another result in the case where the cone \(P\) is not necessarily generating. The proof will be based on the partial ordering method (see [5, 4]). Finally and in order to demonstrate the importance of our abstract results application to the existence of solutions to nonlinear boundary value problem is presented.

2. **Main results**

Let \((E, \|\cdot\|_E)\) be a real Banach space and \(P\) be a nonempty closed convex set in \(E\).

P is called a cone if it satisfies the following two conditions:

(i) : \(x \in P, \lambda \geq 0 \implies \lambda x \in P\),

(ii) : \(x \in P, -x \in P \implies x = \theta\), where \(\theta\) denotes the zero element in \(E\).

A cone \(P\) is said to be generating (or reproducing) if \(E = P - P\), i.e., every element \(x \in E\) can be represented in the form \(x = u - v\) where \(u, v \in P\).

The cone \(P\) defines a linear ordering in \(E\) by

\[x \leq y \iff y - x \in P.\]

The cone \(P\) is said to be normal if there exists a constant \(N > 0\) such that

\[\theta \leq x \leq y \implies \|x\| \leq N\|y\|, \quad x, y \in P.\]

For every \(L : E \to E\) a bounded linear operator, define \(\sigma(L)\), the spectral radius of \(L\) by

\[\sigma(L) = \lim_{n \to +\infty} \|L^n\|^\frac{1}{n}.\]
The linear operator $L$ is called positive if it transforms the cone $P$ into itself. It is not hard to see that it follows from $x \leq y$ for arbitrary elements $x, y \in E$ that $Lx \leq Ly$.

We denote by $u_0$ some fixed non-zero element of $P$. Following Krasnosel’skii [10], we call the linear positive operator $L, u_0$—bounded above if for every non-zero element $x \in P$ a natural number $m$ and a positive number $\beta$ can be found such that

$$L^m x \leq \beta u_0.$$ 

After these preparations we are ready to prove this variant of the well-known Weissinger’s Theorem (see [13]) for comparable element.

**Theorem 1.** Let $(E, P)$ be an ordered Banach space with normal generating cone $P$ and $A : E \rightarrow E$ be an operator. Suppose that there exist positive linear operators $L_n : E \rightarrow E$ ($n = 1, 2, ...$) such that

$$-L_n(x - y) \leq A^n(x) - A^n(y) \leq L_n(x - y), \quad x, y \in E, \quad x \geq y. \quad (1)$$

If $\sum_{n=0}^{\infty} L_n(v)$ exists for all $v \in P$, then $A$ has a unique fixed point $x^*$ in $E$ and for any $x_0 \in E$, if $x_n = Ax_{n-1}$ ($n = 1, 2, 3, ...$), then $x_n \rightarrow x^*$ as $n \rightarrow \infty$. Furthermore, for some element $u \in P$ dependent of $x_0$ we have the following estimate of convergence rate

$$\|x_n - x^*\| \leq (2K + 1)\|\sum_{i=n}^{\infty} L_i(u)\|,$$

where $K$ is the normal constant of $P$.

**Proof.** Since $P$ is generating then for an arbitrary $x \in E$ elements $y, z \in P$ can be found such that $x = y - z$, which implies that

$$-(y + z) \leq x \leq y + z.$$ 

This means that for any element $x \in E$ there exists an element $u \in P$ satisfying $-u \leq x \leq u$. Fix an $x_0 \in E$ and set $x_n = A^n x_0$, $n = 1, 2, ...$, then there exists an element $u \in P$ such that

$$-u \leq x_1 - x_0 \leq u,$$

hence

$$x_1 \geq \frac{1}{2}(x_1 + x_0 - u), \quad x_0 \geq \frac{1}{2}(x_1 + x_0 - u).$$
By using inequalities (1) we get for every $n = 1, 2, \ldots$:

$$-L_n\left(\frac{x_1 - x_0 + u}{2}\right) \leq x_{n+1} - A^n\left(\frac{x_1 + x_0 - u}{2}\right) \leq L_n\left(\frac{x_1 - x_0 + u}{2}\right) \quad (2)$$

and

$$-L_n\left(\frac{x_0 - x_1 + u}{2}\right) \leq x_n - A^n\left(\frac{x_1 + x_0 - u}{2}\right) \leq L_n\left(\frac{x_0 - x_1 + u}{2}\right) \quad (3)$$

By subtracting (3) for (2), then we have

$$-L_n u \leq x_{n+1} - x_n \leq L_n u.$$ 

As a consequence of the last inequality we obtain for $n > m \geq 1$

$$-\sum_{i=m}^{n-1} L_i u \leq x_n - x_m \leq \sum_{i=m}^{n-1} L_i u,$$

from which it follows that

$$0 \leq x_n - x_m + \sum_{i=m}^{n-1} L_i u \leq 2 \sum_{i=m}^{n-1} L_i u.$$

Using the normality of the cone there is a $K > 0$ such that

$$\|x_n - x_m + \sum_{i=m}^{n-1} L_i u\| \leq 2K \|\sum_{i=m}^{n-1} L_i u\|.$$ 

This implies that

$$\|x_n - x_m\| \leq \|x_n - x_m + \sum_{i=m}^{n-1} L_i u\| + \|\sum_{i=m}^{n-1} L_i u\| \leq (2K + 1) \|\sum_{i=m}^{n-1} L_i u\|. \quad (4)$$

On the other hand, it is clear that $\sum_{i=0}^{n} L^i u \ (n = 1, 2, \ldots)$ is a Cauchy sequence, and so $(x_n)_{n=0}^{\infty}$ is a Cauchy sequence. Since $E$ is a Banach space the sequence converges, i.e., there exists a $x^* \in E$ such that $x_n \to x^*$ as $n \to \infty$. In order that $x^*$ be a fixed point of $A$ it suffices to prove that $A$ is continuous. Indeed, let $x, y \in E$, since $P$ is generating, there exist (see [4, Lemma 1.4.2]) $\tau > 0$ and element $z, w \in P$ such that $x - y = z - w$ with $\|z\| \leq \tau\|x - y\|$, $\|w\| \leq \tau\|x - y\|$. By using the same arguments as above, then it follows from

$$-(z + w) \leq x - y \leq z + w$$
that
\[ -L_1(z + w) \leq A(x) - A(y) \leq L_1(z + w), \]
which in turn implies that
\[ \|A(x) - A(y)\| \leq (2K + 1)\|L_1(z + w)\|. \]
By using the fact that a linear operator which maps a reproducing cone into a normal cone must be continuous (see [9]) we get
\[ \|A(x) - A(y)\| \leq (2K + 1)\|L_1\||z + w|. \]
This yields
\[ \|A(x) - A(y)\| \leq (2K + 1)(2\tau)\|L_1\||x - y| \]
that is, the operator \( A \) is uniformly continuous.

From the above argument it follows that \( (A^n(x_0))_{n=1}^\infty \) converges to the unique fixed point independently of the choice of \( x_0 \in E \). In fact, let \( y_0 \in E \), and take an element \( v \in P \) such that \(-v \leq y_0 - x^* \leq v\). By the same argument used above we find
\[ -L_nv \leq y_n - x^* \leq L_nv, \quad y_n = A^ny_0, \quad n = 1, 2, ... \]
By using the normality of the cone and the equality \( \lim_{n \to \infty} L_n(v) = 0 \) we derive that \( \lim_{n \to \infty} y_n = x^* \).

Similarly, we can prove that \( x^* \) is the unique fixed point of \( A \). Indeed, suppose that \( \bar{x} \) is another fixed point of \( A \) and consider the sequence \( \bar{x}_n = A^n\bar{x} = \bar{x} \), we obtain \( \bar{x} = x^* \).

Finally, by letting \( n \to \infty \) in (4) we get
\[ \|x^* - x_n\| \leq (2K + 1)\sum_{i=n}^{\infty} L_iu. \]
This completes the proof of the theorem. \( \square \)

The following lemma will be used latter.

**Lemma 2.** Let \((E, P)\) be an ordered Banach space with normal cone \( P \) and \( L : E \to E \) be a \( u_0 \)-bounded above operator such that for some \( \lambda \in [0, 1) \), \( Lu_0 \leq \lambda u_0 \). Then \( I - L \) is invertible in the cone \( P \) and we have
\[ (I - L)^{-1} = \sum_{n=0}^{\infty} L^n = \lim_{n \to \infty} (I + L + L^2 + ... + L^n). \]
Proof. Choose an element \( x \in P \), then from the \( u_0 \)-boundedness above of \( L \) a natural number \( m \) and a positive number \( \beta \) can be found such that 

\[
L^m x \leq \beta u_0.
\]

Hence

\[
L^{m+1} x \leq \beta Lu_0 \leq \beta \lambda u_0,
\]

from which it follows that

\[
L^{m+n} x \leq \beta \lambda^n u_0, \quad n = 0, 1, 2, \ldots
\]

Since \( \left( \sum_{i=0}^{n} \beta \lambda^i u_0 \right)_{n \in \mathbb{N}} \) is a Cauchy sequence, there is an \( N \) such that for all \( p > q \geq N \), \( \| \beta \lambda^{q+1} u_0 + \beta \lambda^{q+2} u_0 + \ldots + \beta \lambda^p u_0 \| < \varepsilon \). Therefore and by setting \( S_n(x) = \sum_{i=0}^{n} L^i x \), we obtain

\[
0 \leq S_{p+m}(x) - S_{q+m}(x) = L^{q+m+1}(x) + L^{q+m+2}(x) + \ldots + L^{p+m}(x) \leq \beta \lambda^{q+1} u_0 + \beta \lambda^{q+2} u_0 + \ldots + \beta \lambda^p u_0.
\]

Using the normality of the cone there is a positive constant \( K \) such that

\[
\| S_{p+m}(x) - S_{q+m}(x) \| \leq K \| \beta \lambda^{q+1} u_0 + \beta \lambda^{q+2} u_0 + \ldots + \beta \lambda^p u_0 \| < K \varepsilon.
\]

This implies that \( S_n(x) \) \( (n = 0, 1, 2, \ldots) \) is a Cauchy sequence in \( E \) then it converges and we can note that for all \( x \in P \), \( S(x) = \lim_{n \to \infty} S_n(x) \).

We now need to show that \( S(I - L) = (I - L)S = I \) in \( P \).

Let \( x \) be an element of the cone \( P \), we have

\[
S(I - L)(x) = S(x) - SL(x)
\]

\[
= \lim_{n \to \infty} S_n(x) - \lim_{n \to \infty} S_n(Lx)
\]

\[
= \lim_{n \to \infty} (S_n(x) - S_n(Lx))
\]

\[
= \lim_{n \to \infty} (x - L^{n+1} x)
\]

\[
= x.
\]

Here we use the fact that \( \lim_{n \to \infty} L^n(x) = 0 \) which can be obtained from the equality \( L^n(x) = S_n(x) - S_n-1(x) \).

A similar argument shows that \( (I - L)S = I \) in \( P \). This completes the proof of the lemma. \( \square \)
As a consequence of Theorem 1 and Lemma 2 we present the following statement.

**Theorem 3.** Let \((E, P)\) be an ordered Banach space with normal generating cone \(P\) and \(A : E \to E\) be an operator. Suppose that there exists an \(u_0\)-bounded above linear operator \(L : E \to E\) such that

\[
-L(x - y) \leq A(x) - A(y) \leq L(x - y), \quad x, y \in E, \quad x \geq y.
\]

If \(Lu_0 \leq \lambda u_0\) for some \(\lambda \in [0,1)\), then \(A\) has a unique fixed point \(x^*\) in \(E\) and for any \(x_0 \in E\), if \(x_n = Ax_{n-1}(n = 1, 2, 3, \ldots)\), then \(x_n \to x^*\) as \(n \to \infty\). Furthermore, for some element \(u \in P\) dependent of \(x_0\) we have the following estimate of convergence rate

\[
\|x_n - x^*\| \leq (2K + 1) \sum_{i=n}^{\infty} L^i(u),
\]

where \(K\) is the normal constant of \(P\).

**Proof.** We are going to see that all conditions of Theorem 1 are verified. In fact, Let \(x, y \in E, \quad x \geq y\), then we get

\[
-L(x - y) \leq A(x) - A(y) \leq L(x - y),
\]

Making the substitutions \(u = L(x - y) \in P, \quad X = A(x), \quad Y = A(y)\), then

\[
-u \leq X - Y \leq u.
\]

Thus, by the same arguments used in the proof of Theorem 1 we get

\[
-Lu \leq AX - AY \leq Lu.
\]

This yields that

\[
-L^2(x - y) \leq A^2x - A^2y \leq L^2(x - y).
\]

Repeating this argument \(n - 1\) time we obtain

\[
-L^n(x - y) \leq A^nx - A^ny \leq L^n(x - y).
\]

By virtue of Lemma 2, \(\sum_{n=0}^{\infty} L^n v\) exists for any \(v \in P\), hence the conclusion of the theorem can be deduced from Theorem 1. \(\Box\)
Remark 4. If we suppose in the last theorem that $P$ is a solid cone and that $u_0$ belong to the interior of the cone $P$ then it follows from [4, Theorem 1.4.1] that for any $f \in P^* \setminus \{0\}$ (where $P^*$ is the dual cone of $P$) we have $f(u_0) > 0$, that is, $u_0$ is a quasi-interior element of the cone in the sense of Krasnosel’skii [14]. Further, fix an element $x \in P$, then for a sufficiently large $\beta > 0$ the element $u_0 - \frac{1}{\beta}Lx$ will belongs to the cone, which implies that $L$ is $u_0$-bounded above. Consequently, it follows from the existence of some $\lambda \in [0, 1)$ satisfying $Lu_0 \leq \lambda u_0$ that $\sigma(L) < 1$ (see [14, Theorem 2]).

Remark 5. If $A$ satisfies the conditions of anyone of the above theorems then the equation $x = Ax + y$ has a unique solution in $E$ for each $y \in E$.

Remark 6. Suppose that $L : E \to E$ is a positive linear boundary operator $L : E \to E$ with spectral radius $\sigma(L) < 1$, then it is well known that $I - L$ is invertible with

$$(I - L)^{-1} = \sum_{n=0}^{\infty} L^n = \lim_{n \to \infty} (I + L + L^2 + \ldots + L^n).$$

This implies that we can get Theorem A by an application of Theorem 1.

Now, we are going to see that if the cone $P$ is not necessarily generating, then similar results can be obtained in the case of the positiveness of the operator $A(A(P) \subset P)$.

Theorem 7. Let $(E, P)$ be an ordered Banach space with normal cone $P$ and $A : E \to E$ be a positive continuous operator. Suppose that there exist positive linear operators $L_i : E \to E (n = 1, 2, \ldots)$ such that

$$-L_n(x-y) \leq A^n(x) - A^n(y) \leq L_n(x-y), \quad x, y \in E, \quad x \geq y.$$ 

If $\sum_{i=0}^{\infty} L_i(v)$ exists for all $v \in P$, then $A$ has a unique fixed point $x^*$ in $P$ and for any $x_0 \in P$, if $x_n = Ax_{n-1}(n = 1, 2, \ldots)$, then $x_n \to x^*$ as $n \to \infty$. Furthermore, we have the following estimate of convergence rate

$$\|A^n(0) - x^*\| \leq (2K + 1)\|\sum_{i=n}^{\infty} L_i(A(0))\|. $$

Proof. By observing that $A(0) \geq 0$ and by setting $x_n = A^n(0)$ we have for $n = 1, 2, \ldots$

$$-L_n(x_1) \leq x_{n+1} - x_n \leq L_n(x_1), \quad x, y \in E, \quad x \geq y.$$
Now the the proof can be completed by the same arguments used in Theorem 1.

Similarly, we have the following statement.

**Theorem 8.** Let \((E, P)\) be an ordered Banach space with normal cone \(P\) and \(A : E \to E\) be a positive continuous operator. Suppose that there exists an \(u_0\)-bounded above linear operator \(L : E \to E\) such that

\[
-L(x - y) \leq A(x) - A(y) \leq L(x - y), \quad x, y \in E, \quad x \geq y.
\]

If \(Lu_0 \leq \lambda u_0\) for some \(\lambda \in [0, 1)\), then \(A\) has a unique fixed point \(x^*\) in \(P\) and for any \(x_0 \in P\), if \(x_n = Ax_{n-1}(n = 1, 2, 3, \ldots)\), then \(x_n \to x^*\) as \(n \to \infty\). Furthermore, we have the following estimate of convergence rate

\[
\|A^n(0) - x^*\| \leq (2K + 1)\sum_{i=n}^{\infty} L^i(A(0)).
\]

It should be remarked above that Theorem A remains valid if we replace condition (5) by the assumption that

\[-L_1(x - y) \leq A(x) - A(y) \leq L_2(x - y), \quad x, y \in E, \quad x \geq y,
\]

where \(L_1\) and \(L_2\) are positive linear operators with \(\sigma(L_1 + L_2) < 1\). Here, observe that even if \(A\) is a linear operator the latter condition cannot be replaced by the inequalities \(\sigma(L_1) < 1\) and \(\sigma(L_2) < 1\). In the following statement we study this problem by suggesting new conditions concerning every operators \(L_1\) and \(L_2\).

**Theorem 9.** Let \((E, P)\) be an ordered Banach space with normal generating cone \(P\) and \(A : E \to E\) be an operator. Suppose that there exist linear operators \(L_1, L_2 : E \to E\) such that

\[
-L_1(x - y) \leq A(x) - A(y) \leq L_2(x - y), \quad x, y \in E, \quad x \geq y.
\]

Assume that \(L_1 + L_2\) is \(u_0\)-bounded above, then if \(L_1u_0 \leq \lambda_1 u_0\) and \(L_2u_0 \leq \lambda_2 u_0\) for some \(\lambda_1, \lambda_2 \geq 0\) satisfying \(0 \leq \lambda_1 + \lambda_2 < 1\), then \(A\) has a unique fixed point \(x^*\) in \(E\).

**Proof.** It follows from (6) that

\[
-(L_1 + L_2)(x - y) \leq A(x) - A(y) \leq (L_1 + L_2)(x - y), \quad x, y \in E, \quad x \geq y.
\]

Then all conditions of Theorem 3 are satisfied.
3. Applications to nonlinear differential equations

Consider the nonlinear fractional boundary value problem given by

\begin{equation}
D_{0+}^{\alpha} x(t) + f(t, x(t)) = 0 \quad 0 < t < 1,
\end{equation}

\begin{equation}
x(0) = x'(0) = x'(1) = 0.
\end{equation}

where \( f(t, x) \) is continuously differentiable on \( 0 \leq t \leq 1, x \in \mathbb{R} \) with derivative \( f_x(t, \cdot) \) and \( f(t, x) \geq 0 \) for all \( (t, x) \in [0, 1] \times \mathbb{R}^+ \) \( 2 < \alpha < 3 \) is a real number and \( D_{0+}^{\alpha} \) is a standard Riemann-Liouville fractional derivative. Problems of the form (7) arise in many applications in physics, mechanics, chemistry and engineering, where usually the existence of non-negative solutions is of interest.

In this connection, we are interested in producing sufficient conditions for the existence of non-negative solution to (7).

For our considerations, we shall consider the Banach space \( E = C[0, 1] \) equipped with the standard norm

\[ \|x\| = \max_{0 \leq t \leq 1} |x(t)|. \]

We define the normal cone \( P \) by \( P = \{ x \in C[0, 1] : x(t) \geq 0 \} \).

Let \( x \in C[0, 1] \), then it is well-known that (see [12]) the boundary value problem (7) is equivalent to the following fractional integral equation:

\[ x(t) = \int_0^1 G(t, s)f(s, x(s))ds, \quad t \in [0, 1] \]

where

\[ G(t, s) = \begin{cases} 
\frac{(1-s)^{\alpha-2}t^{\alpha-1}}{\Gamma(\alpha)}, & 0 \leq t \leq s \leq 1 \\
\frac{(1-s)^{\alpha-2}t^{\alpha-1}}{\Gamma(\alpha)} - \frac{(s-t)^{\alpha-1}}{\Gamma(\alpha)}, & 0 \leq s \leq t \leq 1.
\end{cases} \]

Here \( \Gamma \) denotes the Gamma function.

The following lemma (see [12], Lemma 2.8) will be used later.

**Lemma 10.** \( G(t, s) \geq t^{\alpha-1}G(1, s) \geq 0 \) for \( 0 \leq s, t \leq 1 \).

Now, consider the following operator

\[ Fx(t) = \int_0^1 G(t, s)f(s, x(s))ds. \]
Then equation (7) has a continuous, non-negative solution if and only if there exists \( x \in P \) such that \( x = F x \).

The following theorem gives sufficient condition so that (7) has a solution in \( P \).

**Theorem 11.** Suppose that:

\((F1)\) there exists a continuous non-negative function \( a : [0, 1] \rightarrow \mathbb{R} \) such that

\[-a(t) \leq f_x(t, x) \leq a(t), \quad t \in [0, 1], x \in \mathbb{R}.\]

Then if

\[a(t) < \frac{\Gamma(2\alpha - 1)}{\Gamma(\alpha - 1)}, \quad \text{for all} \quad t \in [0, 1],\]

equation (7) has a unique non-negative solution \( x \in C[0, 1] \) and for any \( x_0 \in P \) the sequence defined by

\[x_n(t) = \int_0^1 G(t, s) f(s, x_{n-1}(s)) ds, \quad t \in [0, 1], \quad n = 1, 2, \ldots\]

converges to \( x \) with \( \|x_n - x\| \to 0 \) as \( n \to \infty \).

**Proof.** We are going to prove that all conditions of Theorem 8 are verified. For this, let \( x, y \in E \) such that \( x(t) \geq y(t), \quad t \in [0, 1] \). Then by the mean value theorem,

\[f(t, x(t)) - f(t, y(t)) = f_x(t, \bar{x}(t))(x(t) - y(t))\]

with

\[y(t) \leq \bar{x}(t) \leq x(t).\]

From which it follows that

\[-L(x - y)(t) \leq Fx(t) - Fy(t) \leq L(x - y)(t),\]

where \( L : E \rightarrow E \) is the linear operator defined by

\[Lx(t) = \int_0^1 G(t, s)a(s)x(s)ds, \quad t \in [0, 1].\]

Let

\[v_0(t) = \int_0^1 G(t, s)ds = \frac{t^{\alpha-1}}{\Gamma(\alpha)}\left(\frac{1}{\alpha - 1} - \frac{t}{\alpha}\right).\]
then for every non-zero element \( x \in P \) we evidently have

\[
\int_0^1 G(t, s)a(s)x(s)ds \leq \|x\|\|a\|v_0(t), \quad 0 \leq t \leq 1,
\]
on the other hand it follows from the inequality

\[
\frac{t^{\alpha-1}}{\Gamma(\alpha)} \left( \frac{1}{\alpha - 1} - \frac{t}{\alpha} \right) \leq \frac{t^{\alpha-1}}{\Gamma(\alpha)} \left( \frac{1}{\alpha - 1} \right),
\]
that the operator \( L \) is \( u_0 \)-bounded above where \( u_0(t) = t^{\alpha-1} \).

A direct calculation shows that:

\[
\int_0^1 G(t, s)s^{\alpha-1}ds = \int_0^1 \frac{t^{\alpha-1}}{\Gamma(\alpha)} (1-s)^{\alpha-2}s^{\alpha-1}ds - \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{\alpha-1}ds.
\]

Then, by the substitution \( s = \sigma t \) and the fundamental properties of the Beta functions we find that

\[
\int_0^1 G(t, s)s^{\alpha-1}ds = t^{\alpha-1} \frac{\Gamma(\alpha - 1)\Gamma(\alpha)}{\Gamma(2\alpha - 1)} - \int_0^1 t^{2\alpha-1}(1-s)^{\alpha-1}s^{\alpha-1}ds
\]

\[
= t^{\alpha-1} \frac{\Gamma(\alpha - 1)}{\Gamma(2\alpha - 1)} \left( 1 - t^{\alpha} \frac{\alpha}{2\alpha - 1} \right)
\]

\[
\leq t^{\alpha-1} \frac{\Gamma(\alpha - 1)}{\Gamma(2\alpha - 1)}.
\]

From this, by virtue of (8) and since the function \( a \) is continuous on \([0, 1]\) we obtain that the operator \( L \) satisfies the condition

\[
Lu_0 \leq \lambda' u_0,
\]

where \( \lambda' < 1 \).

Now, the conclusion can be deduced from Theorem 8. This completes the proof.

**Remark 12.** We must observe that if we take \( \alpha(\alpha - 1)\Gamma(\alpha) < a(t) \equiv a < \frac{\Gamma(2\alpha - 1)}{\Gamma(\alpha - 1)} \) then it can be shown that

\[
\|L\| = \max_{t \in [0, 1]} \int_0^1 G(t, s)ds = \frac{a}{\alpha(\alpha - 1)\Gamma(\alpha)} > 1.
\]
Here we use the fact that see ([6])

\[ B(\alpha, \alpha - 1) - \frac{1}{\alpha(\alpha - 1)} > 0, \quad \alpha > 1, \quad \alpha - 1 > 1. \]

where \( B(x, y) \) denotes the Beta function \( B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}, \quad x, y > 0. \)

**Remark 13.** Note also that \( u_0(t) = t^{\alpha-1} \notin \mathcal{P}. \)
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