Joint Multimodal Entity-Relation Extraction Based on Edge-Enhanced Graph Alignment Network and Word-Pair Relation Tagging
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Abstract
Multimodal named entity recognition (MNER) and multimodal relation extraction (MRE) are two fundamental sub-tasks in the multimodal knowledge graph construction task. However, the existing methods usually handle two tasks independently, which ignores the bidirectional interaction between them. This paper is the first to propose performing MNER and MRE as a joint multimodal entity-relation extraction (JMERE) task. Besides, the current MNER and MRE models only consider aligning the visual objects with textual entities in visual and textual graphs but ignore the entity-entity relationships and object-object relationships. To address the above challenges, we propose an edge-enhanced graph alignment network and a word-pair relation tagging (EEGA) for the JMERE task. Specifically, we first design a word-pair relation tagging to exploit the bidirectional interaction between MNER and MRE and avoid error propagation. Then, we propose an edge-enhanced graph alignment network to enhance the JMERE task by aligning nodes and edges in the cross-graph. Compared with previous methods, the proposed method can leverage the edge information to auxiliary alignement between objects and entities and find the correlations between entity-entity relationships and object-object relationships. Experiments are conducted to show the effectiveness of our model\textsuperscript{1}.

Introduction
Multimodal named entity recognition (MNER) and multimodal relation extraction (MRE) are two fundamental sub-tasks for the multimodal knowledge graph construction (Liu et al. 2019; Chen, Jia, and Xiang 2020), which aims to extend the text-based models by taking images as additional inputs. Previous works usually consider MNER and MRE as two independent tasks (Lu et al. 2018; Moon, Neves, and Carvalho 2018; Wu et al. 2020b; Yu et al. 2020; Zheng et al. 2021c; Zhang et al. 2021a), which ignore the interaction between these two tasks. Recently, jointing NER and RE as joint entity-relation extraction tasks have attracted much attention in text scenarios, which can exploit the bidirectional interaction between tasks and improve their performance (Wei et al. 2020; Yuan et al. 2020a,b). As shown in Figure 1, if we extract the entity type of (Curry, NBA) is Per and Org, then their relation should not be peer. Otherwise, if we know the relation of entity pair (Curry, Thompson) is the peer, then their entity types should be Per and Per. Thus, the NER can facilitate RE. Meanwhile, RE is also beneficial for NER.

However, to the best of our knowledge, joining the MNER and MRE as a joint multimodal entity-relation extraction (JMERE) task has not been studied in the multimodal scenario. Compared with separate tasks, the JMERE task requires extracting different characteristic information from vision. As shown in Figure 1, for the MNER task, if the model can capture the people objects from the image, e.g., outlines of multiple people (blue boxes), it helps to identify the person entity in the text. Meanwhile, the MRE task needs to extract the object-object relationships, e.g., if we know the holding is the relationship between man and trophy, we can understand the relation awarded between entities Thompson and O’Brien Trophy. Thus, we consider that the JMERE task should align entities with objects and entity-entity relationships (in text) with object-object relationships (in image). Most recent MNER and MRE studies (Zhang et al. 2021a; Zheng et al. 2021a) align the entities with objects in the visual and textual graphs constructed by the latent relationships of objects and words, as shown by the

\begin{figure}[h]
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\caption{An illustrative example of the joint multimodal entity-relation extraction (JMERE) task, where the Per, Org, and Misc are denoted as the entity types of person, organization, and miscellaneous.}
\end{figure}
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Our main contributions can be summarized as follows:

• We propose an edge-enhanced graph alignment network (EEGA) to enhance the JMERE task by aligning nodes and edges simultaneously in the cross-graph. Compared with previous methods, the EEGA can leverage the edge information to auxiliary alignment between objects and entities and find the correlations between entity-entity relationships and object-object relationships.

• We conduct extensive experiments on the collected JMERE dataset, and the experimental results demonstrate the effectiveness of our proposed model.

Related Works

The crucial components of the knowledge graphs construction task (Chen, Jia, and Xiang 2020; Chen et al. 2022b,a), named entity recognition (NER) and relation extraction (RE), have attracted much attention from researchers (Vashishth, Joshi, and Suman 2018; Wen et al. 2020; Li et al. 2020; Ren et al. 2020; Nasar, Jaffry, and Malik 2021; Zhao et al. 2021). Previous researches have mainly focused on a single modality. With the increasing popularity of multimodal data on social platforms, some studies have begun to focus on multimodal NER (MNER) and multimodal RE (MRE), which aim to consider the image as a supplement to text and better recognize the entities and their relations. According to the object of image-text alignment, the current methods of MNER and MRE can be divided into image alignment methods, object alignment methods, and node alignment methods.

Image Alignment Methods

Previous studies usually used RNN (Recurrent Neural Networks) to encode text and CNN (Convolution Neural Network) to encode image as a vector. Then, designing an implicit interaction module to model the information between NER and RE tasks. Meanwhile, we design a word-pair relation tagging for JMERE. This scheme can exploit the bidirectional interaction between MNER and MRE and avoid the error propagation caused by the pipeline framework.

To address the above challenges, we propose an edge-enhanced graph alignment network (EEGA) and word-pair relation tagging to enhance JMERE by simultaneously aligning objects with entities (e.g., 0_man with Curry and trophy with trophy) and object-object relationships with entity-entity relationships (e.g., near with conj and holding with dobj) in the cross-graph. The overall framework of EEGA is shown in Figure 4. Specifically, we use a graph encoder layer to construct the textual and visual graphs from the input text-image using pre-trained models. Then, we propose an edge-enhanced graph alignment module with Wasserstein distance to align the nodes and edges in the cross-graph. Meanwhile, the module can leverage the edge information to auxiliary alignment between objects and entities and find the correlations between entity-entity relationships and object-object relationships. Finally, we design a multi-channel layer by mining word-word relationships from different perspectives to obtain the final word pair representations.
modalities for the MNER task (Zhang et al. 2018; Lu et al. 2018; Moon, Neves, and Carvalho 2018). For example, Zhang et al. (2018) constructed an MNER dataset and proposed a baseline model based on a bidirectional long-term memory network using an attention mechanism to align the image representation with text. However, encoding image as a vector cannot benefit extract different type entities, e.g., Curry (Per) and O’Brien Trophy (Misc).

Object Alignment Methods
To address limitation of image alignment methods, the previous models extracted different visual objects using Mask-RNN or Fast-RNN (He et al. 2017) and aligned visual objects with the text representation (Wu et al. 2020b; Yu et al. 2020; Zheng et al. 2021c; Zhang et al. 2021a; Xu et al. 2022). Wu et al. (2020b) proposed an interactive attention structure to align text with visual objects. In addition, Zheng et al. (2021c) designed a gated bilinear attention network (Kim, Jun, and Zhang 2018) with an adversarial strategy to better extract the fine-grained objects from the image. However, the object alignment method does not consider the relations of entity-entity and object-object, and the model will ineffectively match overlapping visual objects with textual entities. For example, the trophy of text may align with the 1_man, since the 1_man contains the region of trophy.

Node Alignment Methods
To address the above limitation, the most current researches align the entities with objects in the visual and textual graphs constructed by the latent relationships of objects and words (Zhang et al. 2021a,b; Zheng et al. 2021a). Zhang et al. (2021a) proposed a graph-based multimodal fusion model based on the syntactic dependency text graph and full connection visual graph to exploit the fine-grained semantic alignment different modalities. In the MRE task (Zheng et al. 2021b), Zheng et al. (2021a) designed a graph alignment module to align nodes in textual graph and visual graphs. However, the node alignment methods only consider the nodes in the cross-graph and ignore the edge information. The edge information in the cross-graph can effectively improve the matching precision of nodes and contain some clues about the classifying relation between entities.

Task Definition and Word-Pair Relation Tagging

Task Definition
The joint multimodal entity-relation extraction task is defined: given an input text \( w = \{w_1, w_2, \cdots, w_n\} \) with a corresponding image \( I \), the model is required to extract a set of quintuples \( y = \{(e_1, t_1, e_2, t_2, r)\}_{c=1}^C \), where \( (e_1, t_1, e_2, t_2, r) \) represents the \( c \)-th quintuple, consisting of two entities \( e_1 \) and \( e_2 \) with the corresponding entity types \( t_1 \) and \( t_2 \), where \( e_1 \neq e_2 \). Furthermore, \( r \) represents the relation between the entities \( e_1 \) and \( e_2 \). Figure 1 gives an example to better understand the JMER task, which aims to extract all quintuples, e.g., (Thompson, Per, NBA, Org, Member_of), where Per and Org indicate the entity types of Thompson and NBA, and Member_of denotes their relation type.

Word-Pair Relation Tagging
Inspired by the grid tagging scheme in aspect-based sentiment triplet extraction (Wu et al. 2020a), we design a word-pair relation tagging to extract all elements of JMER in one step. By word-pair relation tagging, the JMER task is converted into extracting the relations \( Y \) between each word-pair \( (w_i, w_j) \) and avoid the error propagation caused by the pipeline framework. These relations can be explained below, and we also give an example in Figure 3 to better understand the word-pair relation tagging.

- \( N \) indicates that the word-pair does not have any relation.
- \( T \) indicates that the word-pair belongs to an entity type, which is contained 4 defined types in the previous work (Zheng et al. 2021c)
• R indicates that the word-pair belongs to defined relation (Zheng et al. 2021a) and each word is an entity.

**Edge-Enhanced Graph Alignment Network**

Figure 4 shows the overall architecture of the proposed model, consisting of three parts: a graph encoder, an edge-enhanced graph alignment module, and a multi-channel layer. The graph encoder layer uses the pre-trained models to construct the textual and visual graphs from the input. To enhance the ability to capture edge information, we do not directly send textual and visual representations to the next module but an attribute transformer. Then, to match the objects with entities more precisely and capture the entity-entity relation clues from the visual graph, we use a cross-graph optimal transport method (Chen et al. 2020) with Wasserstein distance and Gromov-Wasserstein distance to simultaneously align the nodes and edges in the cross-graph. Furthermore, we only consider the top \( k \) matched semantic information from objects into entities. For example, \( nsubj \) and \( acomplement \) in the visual graph, and \( holding \) and \( wearing \) in the visual graph.

Since the visual and textual graphs are two semantic units containing information in different modalities, we model them using similar operations but with different parameters. Thus, the hidden representation of the \( i \)-th token \( \tilde{H}_T \) in text modalities is defined as,

\[
\tilde{H}_T^i = At-Att \left( X_T^i, Z_T^i, A_T^i \right) = \text{Softmax} \left( \frac{Q_T^i \cdot \frac{K_T^i}{\sqrt{d_T}}}{\sqrt{d_T}} \right) V_T^i
\]

where \( A_T^i \in \mathbb{R}^{1 \times n} \) is the adjacency mask set of the \( i \)-th node, \( Q_T^i \in \mathbb{R}^{1 \times d_T} \), \( K_T^i \in \mathbb{R}^{n \times d_T} \), and \( V_T^i \in \mathbb{R}^{n \times d_T} \) are matrices that package the queries, keys, and values for the \( i \)-th word in text correspondingly, which are defined as,

\[
Q_T^i = W_Q X_T^i \quad K_T^i = W_K X_T + W_z Z_T^i \quad V_T^i = W_v X_T + W_z Z_T^i
\]

The other operations of the attribute transformer are consistent with the vanilla transformer: \( \tilde{H}_T \) is added to \( X_T \) using a feed-forward network (FFN) and layer normalization (LayerNorm) to obtain the token representation \( H_T \in \mathbb{R}^{n \times d_T} \).

We use similar operations to obtain the visual representation. In particular, we use a variable-dimensional FFN to match the dimension of object \( H_I \) and token \( H_T \). Thus, the image representation of graph encoder can be denoted as \( H_I \in \mathbb{R}^{k \times d_I} \).

**Edge-Enhanced Graph Alignment Module**

Given the textual graph \( G_T = \{ H_T, Z_T \} \), and the visual graph \( G_I = \{ H_I, Z_I \} \). We aim to align the nodes and edges of the cross-graphs simultaneously and to transfer the matched semantic information from objects into entities. Formally, an optimal transport method (Chen et al. 2020) is first used to match the nodes and edges in the cross-graph. Furthermore, we use image2text attention to transfer matched semantic information from the visual object to text modality and obtain the refined textual representation.

**Edge-Enhanced Graph Optimal Transport.** To explicitly encourage simultaneously aligning the nodes and edges in the cross-graph, we apply the optimal transport method initially proposed in transfer learning. As illustrated in Figure 4 (b), unlike the original optimal transport method considering
text and image as full-connected graphs, we only consider the nodes and edges of having adjacency relationships in the cross-graph. Particularly, two types of distance are adopted for cross-graph matching: (1) Wasserstein Distance (WD) (Peyré, Cuturi et al. 2019) for node matching (the red lines); (2) Gromov-Wasserstein Distance (GWD) (Peyré, Cuturi, and Solomon 2016) for edge matching (the blue and green lines). Formally, the $D_{wd}(H_1, H_T)$ is the measured optimal transport distance to match the nodes $H_1$ to $H_T$, which is defined as:

$$D_{wd}(H_1, H_T) = \min_{i=1}^{k} \sum_{j=1}^{n} T_{i,j} : c(H^i_1, H^j_T)$$

where $c(H^i_1, H^j_T)$ denotes the cosine distance between $X^i_1$ to $X^j_T$, which is defined as $c(H^i_1, H^j_T) = 1 - \frac{(H^i_1)^T \cdot (H^j_T)}{\|H^i_1\|\|H^j_T\|}$. The matrix $T$ is the transport information flow, where $T_{i,j}$ represents the transport cost from node $X^i_1$ to $X^j_T$.

Then, we use the Gromov-Wasserstein distance (Peyré, Cuturi, and Solomon 2016) to measure the similarity scores $D_{gwd}$ of the edge in the cross-graph by calculating distances between node-pairs, which is defined as:

$$D_{gwd}(H_1, H_T, H'_1, H'_T) = \min_{i=1}^{k} \sum_{j=1}^{n} \hat{T}_{i,j} : L \left( H^i_1, H^j_T, H'^i_1, H'^j_T \right)$$

where $H^i_1$ and $H'^i_1$ are adjacent nodes sets in the textual and visual graphs of $H^j_T$ and $H'_T$ respectively, and $L(.)$ is considered as the distance cost of the cross-graph edges $(H^i_1, H^j_T)$ to $(H'^i_1, H'^j_T)$, i.e. $L(H^i_1, H^j_T, H'^i_1, H'^j_T) = \left| c(H^i_1, H^j_T) - c(H'^i_1, H'^j_T) \right|$. The learned matrix $\hat{T}$ now denotes a transport plan that aids in aligning edges in the cross-graph.

We use a unified solver and use the Sinkhorn algorithm (Cuturi 2013) with an entropic-regularizer (Benamou et al. 2015) to iteratively optimize costs $D_{wd}$ and $D_{gwd}$. Thus, the object loss function of optimizing the cross-graph is:

$$\mathcal{L}_{graph} = \alpha \cdot D_{wd}(H_1, H_T) + (1 - \alpha) \cdot D_{gwd}(H_1, H'_1, H_T, H'_T)$$

where $\alpha$ is the hyper-parameter for balancing the importance of costs. Then, we use image2text attention to effectively transform the visual semantic information into the textual representation, which is denoted as,

$$\tilde{O} = ATT_{cross}(H_T, H_1, H_1)$$

where $ATT_{cross}$ denotes the cross-modal multihead attention (Ju et al. 2020). Then, the $\tilde{O}$ is added with $H_T$ and sends a layer normalization to obtain the final contextual representation $O$.

### Multi-Channel Layer

In this subsection, we aim to mine the different dependency features between $w_i$ and $w_j$ to help detect relations between them. As shown in Figures 5: (a) we consider that part of speech (Pos) can provide lexical information for word pairs. For example, the Pos of most entities belong to the NOUN and PERPON, e.g., NBA, Curry, and Thompson; (b) encoding the syntactic distance (Sd) between word-pair can improve the ability of the model to capture long-range syntactic information; (c) the word co-occurrences matrix (Co) can provide corpus-level information between word pairs. For example, Curry and NBA appear some times in the corpus. The details about constructing each feature matrix are added in Appendix-A.

After data preprocessing, three feature matrices are obtained, $M^l \in \mathbb{R}^{n \times n}, l \in \{\text{Pos}, \text{Sd}, \text{Co}\}$. We propose a W-GCN module to model each matrix, obtaining each channel representation. Each matrix $M^l$ first sends an embedding layer yielding a trainable representation $R^l \in \mathbb{R}^{n \times d_l}$ and $d_l$ is the dimension of representation. The calculation W-GCN process of $i$-th word in $l$-th matrix is shown as:

$$S^l_i = \text{W-GCN}_i(R^l_i, O) = \text{Softmax}(\text{ReLU}(W^l_i \cdot R^l_i + b_i)) \cdot (W^l_i O)$$

where $R^l_i \in \mathbb{R}^{1 \times d_l}$ is the $i$-th word in $l$-th linguistic matrix and $W^l_i \in \mathbb{R}^{1 \times d_l}$ and $W^l_o \in \mathbb{R}^{d_l \times d_r}$ are shared weights used to perform a linear layer to learn linguistic features and representational abilities. We combine the representations and send them to the MLP (MultiLayer Perception) layer for obtaining the final word representation,

$$S_i = \text{MLP}[S_{i}^{\text{Pos}}, S_{i}^{\text{Sd}}, S_{i}^{\text{Co}}]$$

where $S_i \in \mathbb{R}^{d_r}$ is the $i$-th word representation. Thus, the output representation of the multi-channel layer is denoted as $S = [S_1, S_2, \cdots, S_n]$. Finally, we concatenate the enhanced representations of $S_i$ and $S_j$ to represent the word-pair $(w_i, w_j)$, i.e., $r_{ij} = [S_i; S_j]$. Then, send the $r_{ij}$ to a linear prediction layer and obtain the probability distribution,

$$p_{i,j} = \text{Softmax}(W_p r_{i,j} + b_p)$$

where $W_p \in \mathbb{R}^{d_r \times 2d_r}$ and $b_p \in \mathbb{R}^{d_r}$ are trainable parameters and $d_y$ is the number of tags. Then, we use the cross-entropy error to measure the ground truth distribution $Y$ and predicted tagging distribution,

$$\mathcal{L}_{main}(\theta) = - \sum_{s=1}^{S} \sum_{i=1}^{n} \sum_{j=1}^{n} y_{s,i,j} \log(p_{s,i,j} \theta)$$

where $S$ and $\theta$ denote the number of training samples and all trainable parameters, respectively.
AdapCoAtt+MEGA, OCSGA+MEGA, AGBAN+MEGA, UMGF+MEGA

| Methods                      | JMERE | #MNER |
|------------------------------|-------|-------|
| AdapCoAtt+MEGA               | 48.44 | 73.42 |
| OCSGA+MEGA                  | 48.21 | 75.27 |
| AGBAN+MEGA                  | 47.87 | 74.78 |
| UMGF+MEGA                   | 49.28 | 75.02 |

Table 1: The experiment results on the JMERE task (%) and the #MNER denote the MNER results computed by the JMERE results. AGBAN* means using the word-pair relation tagging in the AGBAN model. The marker † refers to significant test $p-value < 0.05$. The best result is in bold and #P, #R, and F1 denote the precision, recall, and F1-score.

Join Training

The final objective is a combination of the main task and optimizing the cross-graph as follows,

$$L = L_{main} + \lambda \cdot L_{graph}$$  \hspace{1cm} (13)

where $\lambda$ are trade off hyper-parameters to control the contribution of optimizing the cross-graph.

Experiments

Comparative experiments were conducted to evaluate and compare the performance of the EEGA method against several prior works. Furthermore, more detailed experiments (e.g., datasets, setting, and parameter sensitivity) are presented in Appendix B-D.

Comparative Results

Compared Methods. We summarize the MNER and MRE studies and combine the state-of-the-art methods as our strong JMERE baselines, as shown in Table 1. They include AdapCoAtt (Zhang et al. 2018), OCSGA (Wu et al. 2020b), AGBAN (Zhang et al. 2021a), and MAF (Xu et al. 2022) for extraction of the entity and the corresponding type, and UMGF (Zheng et al. 2021a) for relation extraction of entities. In addition, we apply the word-pair relation tagging to the above baseline models to investigate the effectiveness of the word-pair relation tagging and the proposed method, e.g., AdapCoAtt*, OCSGA*, and MEGA*.

Overall Results. Observing pipeline methods, we find that the UMGF+MEGA performs better than other pipeline methods, which shows that aligning the nodes in the cross-graph can benefit matching the entities with objects. The word-pair relation tagging methods outperform the pipeline methods in JMERE and #MNER, such as OCSGA, AGBAN, and UMGF, showing that the word-pair relation tagging can improve performance by leveraging task relationships and reducing error propagation issues caused by the pipeline framework.

Furthermore, the EEGA surpasses all baselines. Compared with the best results of existing baselines, EEGA still achieves absolute F1-score increases of 1.67% and 1.37% on JMERE and #MNER. The experimental results strongly prove that simultaneously aligning the nodes and edges in the cross-graph can effectively improve the precision of matching the objects with entities and capture more relationships between entities. In addition, the proposed attribute transformer enhances the ability to mine relations between nodes by incorporating edge information into the key and value in the transformer. Meanwhile, the multi-channel layer can take linguistic relations between word pairs to refine the final representation and improve prediction performance.

Ablation Study. To investigate the effectiveness of different components in EEGA, edge-enhanced graph optimal transport (edge-enhanced), attribute transformer, and multi-channel layer, we conduct an ablation study for the JMERE task in Table 2. W/o attribute transformer means that a vanilla transformer replaces the attribute transformer. The F1-score dropped 2.01%, indicating that integrating the edge information into the key and value in the transformer can enhance the ability to capture the relations between nodes and benefit the edge alignment in the cross-graph. The performance is decreased after removing the multi-channel layer (w/o multi-channel), indicating the multi-channel layer can mine relationships of word pairs from different perspectives and refine the final representation.

W/o edge-enhanced means removing the edge-enhanced graph optimal transport from EEGA. The performance of the model is highly degraded after removing the edge-enhanced, showing that simultaneously aligning nodes and edges in the cross-graph can be beneficial for matching the visual objects with textual entities more precisely and finding the entity classification clues from the relationship between objects.
Figure 6: Three cases of the predictions by UMGF+MEGA, *MEGA, and EEGA.

Figure 7: A comparison of Attention visualization on entity-object pair from $\alpha = 1$ (only node alignment) and $\alpha = 0.4$ (best performance setting) in Eq. (7)

Case Study

To understand the effectiveness of our proposed model, Figure 6 presents three examples with the predicted results. Meanwhile, the important objects and relations are detected from images. In example (a), only the pipeline-based model UMGF+MEGA extracts incorrectly since the pipeline model easily suffers from error propagation, i.e., the extraction entity Arsene by UMGF is incomplete, and the final model UMGF+MEGA extract the incorrect quintuple. In example (b), UMGF+MEGA imprecisely extracts NBA as an entity, and *MEGA incorrectly predicts the relationship between Kobe and NBA MVP as the Present in. In example (c), the situation is similar to example (b). Since lacking effective ways to map the semantic relationship of objects Man-near-Woman to entities (LILI-COLE), the UMGF+MEGA and *MEGA incorrectly predicts relations peer between entities.

For these three examples, the proposed EEGA makes accurate judgments. Benefiting from the edge-enhanced graph optimal transport module, the EEGA can align the nodes and edges in the cross-graph to match the entities with objects more precisely. Meanwhile, the EEGA also effectively captures the relation clue from the visual graph to the textual graph shown in examples (b) and (c). In addition, the attribute transformer and multi-channel layer can further enhance the ability to model the relationships of objects and word pairs.

Visualization Analysis

In this section, we visualize the example (b) of Figure 6 at $\alpha = 1$ and $\alpha = 0.4$ to test whether our edge alignment strategy helps to learn fine-grained entity-object matching. As shown in Figure 7 (a), when only node alignment means $\alpha = 1$, since the proposed model lacks the edge constraints, the attention weight is relatively scattered and affects the precision of matching entities with objects. Particularly, the model easily classifies the type of entity NBA as Per. Meanwhile, as shown in the NBA and Kobe in Figure 7 (b), benefiting from the edge alignment can find the mapping between the object-object relationships and entity-entity relationship; the EEGA effectively reduces the ambiguity and match objects with entities more precisely.

Conclusion

In this paper, we are the first to propose a joint multimodal entity relation extraction (JMERE) task to handle the multimodal NER and RE tasks. To tackle this task, we propose an edge-enhanced graph alignment network and a word-pair relation tagging. Specifically, we design a word-pair relation tagging to avoid the error propagation caused by the pipeline framework. Then, we propose an edge-enhanced graph alignment network (EEGA) to enhance the JMERE task by aligning nodes and edges simultaneously in the cross-graph. The EEGA can leverage the edge information to auxiliary alignment between objects and entities and find the correlations between entity-entity relationships and object-object relationships. The detailed evaluation demonstrates that our proposed model significantly outperforms several state-of-the-art baselines. We will extend our approach to multi-label multimodal tasks in our future work and investigate other methods (e.g., the self-supervised model) to better model JMERE.
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