Time Domain Room Acoustic Solver with Fourth-Order Explicit FEM Using Modified Time Integration
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Abstract: This paper presents a proposal of a time domain room acoustic solver using novel fourth-order accurate explicit time domain finite element method (TD-FEM), with demonstration of its applicability for practical room acoustic problems. Although time domain wave acoustic methods have been extremely attractive in recent years as room acoustic design tools, a computationally efficient solver is demanded to reduce their overly large computational costs for practical applications. Earlier, the authors proposed an efficient room acoustic solver using explicit TD-FEM having fourth-order accuracy in both space and time using low-order discretization techniques. Nevertheless, this conventional method only achieves fourth-order accuracy in time when using only square or cubic elements. That achievement markedly impairs the benefits of FEM with geometrical flexibility. As described herein, that difficulty is solved by construction of a specially designed time-integration method for time discretization. The proposed method can use irregularly shaped elements while maintaining fourth-order accuracy in time without additional computational complexity compared to the conventional method. The dispersion and dissipation characteristics of the proposed method are examined respectively both theoretically and numerically. Moreover, the practicality of the method for solving room acoustic problems at kilohertz frequencies is presented via two numerical examples of acoustic simulations in a rectangular sound field including complex sound diffusers and in a complexly shaped concert hall.
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1. Introduction

1.1. Study Background

For room acoustic design, it is crucially important to predict accurate impulse responses to provide comfortable acoustic environments necessary for various rooms such as concert halls, offices, and classrooms. Using impulse responses, one can design room acoustics via visualization and aurralization of sound fields as well as calculating room acoustic parameters such as reverberation times and the speech transmission index. Computer simulation methods are indispensable tools for room acoustic modeling because they can virtually simulate acoustics in architectural spaces. Furthermore, simulation can facilitate parametric studies more readily than scale model experiments for designing basic room shapes and interior finishes that is, selection of acoustical absorptive or reflective materials [1]. Geometrical acoustics simulation methods have flourished since their original proposition in the...
1960s [2,3] to today, as a practical room acoustic design tool [4,5]. Geometrical acoustics methods can be undertaken with low computational costs through simplified approximation of wave phenomena by which wave propagation is modeled as a ray propagation. Because of such approximation, geometrical acoustics methods have less ability to accommodate or reflect wave phenomena at low and mid-range frequencies, although studies for alleviating these difficulties have been conducted, for example, the implementations of diffraction model [6] and scattering coefficients [7]. Nevertheless, recent progress in computer technology has increased the applicability of inherently accurate wave acoustic methods; those circumstances promote its use in practical applications [1]. Wave acoustics methods are classified into frequency domain methods and time domain methods. The latter, time domain methods, can calculate room impulse responses directly. They have attracted more intense interest for application as room acoustic solvers.

In general time domain wave acoustics methods, the wave equation or its first-order forms, that is, the continuity equation and Euler equation, are discretized in both space and time. The discretized equation is solved numerically with appropriate initial and boundary conditions. They are inherently accurate, including all wave phenomena naturally. However, wave acoustics methods demand considerable computational effort, entailing enormous memory requirements and long computational time, especially for acoustic simulations of actual rooms at kilohertz frequencies because one must control the inherent discretization error, so-called dispersion error, to obtain reliable results. The dispersion error is frequency and directional angle dependent error with respect to sound speed caused by both spatial and temporal discretization. Fundamentally, a sufficiently finer spatial discretization than the wavelength of frequency to be analyzed and the controlling the phase error coming from time discretization must be achieved to reduce the numerical dispersion. However, that requirement engenders large-scale problems that entail many degrees of freedom (DOF) and time steps. Consequently, various efficient time domain methods have been developed to date for practical application of wave acoustic methods.

The finite difference time domain (FDTD) method [8–12] is the most popular and well-used method. The FDTD method models sound propagation in rooms by discretizing the partial differential equation straightforwardly using finite difference approximation in both space and time. The implementation is simple and attractive for computational efficiency, but it often suffers from both dispersion error and approximation error in room shapes coming from staircase approximation. To alleviate these shortcomings, higher-order accurate methods have been proposed based on compact difference method [11], modified equation method [12], and application of unstructured grid based on finite volume modeling [13]. Additionally, some studies using graphics processing units have been presented for solving large concert hall models [14,15].

Other time-domain room acoustic solvers are based on the finite element method framework. They are called the time domain finite element method (TD-FEM). Actually, TD-FEM can accommodate complex geometries naturally. Therefore, it has attracted considerable attention in recent years [16–22]. In TD-FEM, the weak form of a wave equation is spatially discretized using finite elements (FEs). Then the resulting semi-discretized equation is discretized temporally using a time integration method such as Newmark \( \beta \) method [23]. In general, the resulting time marching scheme becomes implicit as opposed to the explicit scheme in FDTD method. It is also adversely affected by dispersion error, but it offers attractive capabilities for room-shape modeling and offers stability in computations. Similar to the FDTD method, two efficient room acoustic TD-FEMs exist. They use low-dispersion FEs, a highly accurate time integration method, and Krylov subspace iterative solvers for large linear systems. In several reports of the relevant literature [17,18], an efficient room acoustic solver with a high-order spline TD-FEM has been used for acoustic simulations in existing rooms such as a multi-purpose hall and a reverberation room. A further improved method has been developed recently for high frequencies [20]. Another solver uses fourth-order accurate linear TD-FEM in both space and time [19]. Its applicability has been demonstrated via acoustic simulations at kilohertz frequencies of a simply shaped concert hall and of reverberation room absorption coefficient measurements [22].
Although the two solvers offer some promising potential for their ability to predict sound fields in actual-sized rooms accurately, they are still time-consuming methods because of their implicit formulation. Therefore, recent studies have included some attempts at developing a room acoustic solver using explicit TD-FEM.

1.2. Room Acoustic Solver Using Explicit TD-FEM and Contributions of the Present Paper

The room acoustic solver using explicit TD-FEM [24-26] is based on simultaneous first-order ordinary differential equations (ODEs) equivalent to a second-order ODE derived by application of the Galerkin method to a wave equation. It achieves fourth-order accuracy in both space and time. It also uses dispersion-reduced FEs as in the implicit TD-FEM described above. The fully explicit and stable scheme is achieved by introducing a matrix lumping into a dissipation term [25]. Earlier study [24] revealed that the explicit TD-FEM has better performance than the fourth-order accurate implicit TD-FEM in terms of computational times to achieve similar accurate results. In subsequent study [26], an extended reaction model for permeable membrane absorbers is implemented to increase its applicability. However, at this stage, the explicit method has a shortcoming by which fourth-order accuracy in time is maintained for the case using only square or cubic FEs. As a result, staircase approximation is introduced into room shape modeling. In general, room acoustic simulations address sound propagation in complex shaped rooms. When using staircase approximation in room shape modeling of complex shaped rooms, sufficiently small size of elements must be used to maintain the approximation error acceptable. That treatment increases computational costs significantly. Therefore, introducing the approximation reduces its attractiveness as a room acoustic solver. In addition, use of higher-order accurate time integration methods are essential to perform acoustic simulations at kilohertz frequencies efficiently.

The purpose of the present study is to overcome shortcomings inherent in designing a special time integration method suitable for explicit TD-FEM. We propose a novel room acoustic solver using fourth-order accurate explicit TD-FEM in both space and time. Then we demonstrate its practicality as a room acoustic design tool. The proposed explicit TD-FEM can fit room boundaries using irregularly shaped FEs. Moreover, it can eliminate use of the staircase approximation in room shape modeling while maintaining fourth-order accuracy in time without additional computational complexity compared to that achieved using the conventional method. The discretization error characteristics of the proposed method are investigated theoretically and numerically to elucidate its basic performance. Additionally, the effectiveness of the proposed method for practical applications is examined using numerical examples.

Notably efficient room acoustic solvers have been produced using the discontinuous Galerkin method [27] and the spectral element method [28]. To reduce dispersion error, they use higher-order elements and Runge–Kutta method, exhibiting its attractive capabilities for room acoustic modeling. As opposed to these higher-order methods, the proposed explicit TD-FEM in the present paper is an attempt to achieve higher order accuracy using low-order linear FEs. An important advantage is that the resulting sparse matrix has narrower bandwidth than those of higher-order methods. Moreover, our designed time-integration method requires less computational complexity than higher-order Runge–Kutta method. Although the present method has a slight dissipation error, the error magnitude is controllable by the time interval used.

The present paper is organized as follows. Section 2 introduces the theory of conventional explicit TD-FEM applied to room acoustic simulations, including detailed explanations of its shortcomings which must be overcome. Section 3 presents the theory of the novel explicit TD-FEM. To reduce both spatial and temporal discretization errors, frequency domain and time domain dispersion analyses are performed respectively. Also, a new time marching scheme is derived with a specially designed time integration method. The section also includes derivation of its stability condition. Section 4 presents both dispersion and dissipation characteristics of the new method both theoretically and numerically. Section 5 demonstrates the performance of the present method via two practical numerical examples,
each with acoustic simulations in a rectangular sound field including complex sound diffusers and in a complexly shaped concert hall. Section 6 presents a summary of the contributions of this paper.

2. Room Acoustic Solver Using Conventional Explicit TD-FEM

For reader convenience, this section overviews the room acoustic solver with conventional explicit TD-FEM [24–26], which becomes a basis of constructing new solver.

2.1. Basic Equation and Its Discretization in Space and Time

We consider the following nonhomogeneous wave equation to simulate sound propagation in a closed sound field $\Omega$ with a boundary $\Gamma$.

$$\frac{\partial^2 p}{\partial t^2} - c_0^2 \nabla^2 p = \rho_0 c_0^2 \frac{\partial q}{\partial t}, \quad (1)$$

where $p$, $c_0$, $\rho_0$, $q$, and $t$ respectively represent the sound pressure, the sound speed, the air density, the added fluid mass per unit volume, and the time. $\nabla^2$ represents the Laplacian of $p$. Using Green’s theorem, the weak form of the nonhomogeneous wave equation is expressed as

$$\int_{\Omega} \phi_f \frac{\partial^2 p}{\partial t^2} dV + c_0^2 \int_{\Omega} \nabla \phi_f \nabla p dV = c_0^2 \int_{\Gamma} \phi_f \frac{\partial p}{\partial n} dA + \rho_0 c_0^2 \int_{\Omega} \phi_f \frac{\partial q}{\partial t} dV. \quad (2)$$

Here, $\phi_f$ denotes the arbitrary weight function. Applying the Galerkin method and incorporating three boundary conditions (a rigid boundary, a vibrating boundary, and an impedance boundary) engender the semi-discretized matrix equation as shown below.

$$M \ddot{p} + c_0^2 K p + c_0 C \dot{p} = f, \quad (3)$$

with

$$M = \sum_{e} M_e = \sum_{e} \int_{\Omega_e} N^T N dV, \quad (4)$$
$$K = \sum_{e} K_e = \sum_{e} \int_{\Omega_e} \nabla N^T \nabla N dV, \quad (4)$$
$$C = \sum_{b} C_e = \sum_{b} \left( \frac{1}{z_n} \int_{\Gamma_b} N^T N dA \right).$$

Therein, $M$, $K$, and $C$ respectively represent the global mass matrix, the global stiffness matrix, and the global dissipation matrix, each composed of their element matrix $M_e$, $K_e$ and $C_e$. In the equations, $N$ is the shape function. Here, $p$ and $f$ respectively denote the sound pressure vector and the external force vector. Also, $N_e$ and $N_b$ respectively stand for the number of volume elements $\Omega_e$ and the number of boundary elements $\Gamma_b$. Symbols $\cdot$ and $\cdot \cdot$ signify first-order and second-order time derivatives. Also, $z_n$ is the surface impedance of the boundary. The discussion presented herein uses an equivalent impedance approach [25] to model the boundary absorption effect. To construct an explicit time marching scheme, we introduce a lumped mass matrix $D$ lumped from $M$ using the row-sum method [29,30] and a vector $v = \dot{p}$. Consequently, the second-order ODE of Equation (3) is transformed into the following simultaneous first-order ODEs.

$$D \ddot{p} = M v, \quad (5)$$
$$D \dot{\dot{p}} = f - c_0^2 K p - c_0 C \dot{p}. \quad (6)$$

For the numerically stable computation, $\dot{p}$ in Equation (5) is discretized using the first-order accurate forward difference. Also, $\ddot{p}$ in Equation (6) is discretized using the first-order accurate
backward difference [25]. Consequently, the time marching scheme for the explicit TD-FEM is expressed as

\[ p^n = p^{n-1} + \Delta t D^{-1} M v^{n-1}, \]  
\[ (D + \Delta t c_0 C) v^n = D v^{n-1} + \Delta t (f^n - c_0^2 K p^n). \]

Here, \( \Delta t \) and \( n \) respectively denote the time interval and the time step. Equation (8) includes an implicit expression, but it is calculable explicitly by the diagonalization in \( C \) with the row-sum method. Two sparse matrix-vector products (MVP) per time step are the main operation of the scheme.

### 2.2. Fourth-Order Accurate Dispersion Reduced Scheme

Conventional explicit TD-FEM uses dispersion-reducing four-node square or eight-node cubic FEs, respectively, for 2D or 3D analysis to achieve fourth-order accuracy in both space and time. The dispersion-reducing FEs are constructed using modified integration rules [31], which are two points Gauss–Legendre quadrature with modified integration points. In general, element matrices \( M_e \) and \( K_e \) of four-node quadrilateral FEs are constructed using Gauss–Legendre quadrature with two integration points in each direction as explained below.

\[ K_e = \sum_{i=1}^{2} \sum_{j=1}^{2} \nabla N(a_{k,i}, a_{k,j})^T \nabla N(a_{k,i}, a_{k,j}) \det(J), \]
\[ M_e = \sum_{i=1}^{2} \sum_{j=1}^{2} N(a_{m,i}, a_{m,j})^T N(a_{m,i}, a_{m,j}) \det(J). \]

Therein, \( a_k \) and \( a_m \) represent local coordinates of integration points for the computation of \( K_e \) and \( M_e \). For this discussion, \( J \) represents the Jacobian matrix. For the two points rule, local coordinates of integration points are usually set as \( a_k = a_m = \pm \sqrt{1/3} \). However, time-domain dispersion error analysis [31] revealed that the use of modified integration points produces fourth-order accurate scheme instead of a conventional second-order accurate scheme. The modified integration points are given as [31]

\[ a_k = \pm \sqrt{\frac{2}{3}}, \quad a_m = \pm \sqrt{\frac{1}{3} (4 - \tau^2)}, \]

where \( \tau \) represents the Courant number defined as \( c_0 \Delta t / h \). Therein, \( h \) denotes the length of square FEs. The dispersion error analysis yields a useful expression to evaluate the dispersion error of the fourth-order accurate explicit scheme. The numerical sound speed \( c^h \) can be evaluated as

\[ c^h \approx c_0 (1 - \frac{(kh)^4}{1440} ((8 - 10\tau^2 + 2\tau^4) - (19 - 10\tau^2 + 5\tau^4) \cos^2 \theta \sin^2 \theta)), \]

where \( k \) denotes the wavenumber and \( \theta \) represents the propagation direction of a plane wave in a polar coordinate system. This conventional dispersion-reduced explicit TD-FEM is computationally efficient by virtue of its use of linear elements and low-order finite difference approximation in time. However, the scheme can achieve fourth-order accuracy in both space and time for the case using square elements because the modified integration point in \( a_m \) requires the length of square elements \( h \). This requirement poses an important hindrance to room acoustic modeling in that the staircase approximation is introduced into the room boundary model. In a later section, we present a means of solving this difficulty.

### 3. New Room Acoustic Solver Using Explicit TD-FEM with Modified Adams Method

This section presents a description of the novel time domain room acoustic solver using explicit FEM, which is suitable for acoustic simulations in complex shaped rooms. The proposed method uses four-node quadrilateral FEs with modified integration points for spatial discretization and a specially
designed higher-order time integration method for time discretization. First, frequency domain dispersion error analysis is applied to derive modified integration points that can maintain fourth-order accuracy in space. Then, a fourth-order accurate time integration method suitable for the present room acoustic solver is designed using a time domain dispersion error analysis. Additionally, we present the stability condition of this new method.

3.1. Frequency Domain Dispersion Analysis

We consider the following frequency domain expressions of the semi-discretized matrix equations, Equations (5) and (6), assuming the time factor of $e^{i\omega t}$.

$$i\omega Dp = Mv, \quad (13)$$
$$i\omega Dv = f - c_0^2 Kp - i\omega c_0 Cp. \quad (14)$$

Therein, $i$ and $\omega$ respectively represent the imaginary unit and the angular frequency. For dispersion error analysis, we assume an ideal condition, which is plane wave propagation in a free field. Figure 1 shows plane wave propagation in discretized free field using square FEs with element length of $h$. The plane wave in polar coordinate system is expressed as

$$p_{x,y} = e^{i(kx\cos\theta + ky\sin\theta)}. \quad (15)$$

To realize the ideal condition in dispersion error analysis, we remove the source and the dissipation terms from Equations (13) and (14). Then reconstructing the two equations in terms of sound pressure $p$ engenders the following expression as

$$(c_0^2 D^{-1}MD^{-1}K - \omega^2 I)p = 0, \quad (16)$$

where $I$ represents a unit matrix. The first term in Equation (16) can be rewritten as

$$D^{-1}MD^{-1}Kp = Ap_{x,y}, \quad (17)$$
with

\[ A = -\frac{1}{2h^2}(a_m^2(C_x - 1) - C_x - 1)(a_m^2(C_y - 1) - C_y - 1)(1 + a_k^2(C_x - 1)(C_y - 1) - C_x C_y), \]
\[ C_x = \cos(k h \cos \theta), \quad C_y = \cos(k h \sin \theta), \]

where \( k^h \) represents the numerical wavenumber. More detailed calculation procedures can be found in one report of the literature \[31\] for 2D case and in another \[24\] for the 3D case. The substitution of Equation (17) into Equation (16) leads to a dispersion relation as

\[ c_0 = c^h k^h \sqrt{\frac{1}{A}}. \tag{19} \]

Taking the Taylor expansion with respect to \( k^h \), the numerical sound speed is evaluated as

\[ c^h \approx c_0(1 - \frac{(kh)^2}{24}((4 - 3a_m^2) - 2(3a_k^2 - 2) \cos^2 \theta \sin^2 \theta)). \tag{20} \]

The use of the following integration points clearly eliminates the second-order dispersion error term in Equation (20).

\[ a_k = \pm \sqrt{\frac{2}{3}}, \quad a_m = \pm \sqrt{\frac{3}{4}} \tag{21} \]

With Equation (21), the fourth-order accuracy in space is achieved as shown below.

\[ c^h \approx c_0(1 - \frac{(kh)^4}{1440}(8 - 19 \cos^2 \theta \sin^2 \theta)) \tag{22} \]

### 3.2. Designing a Higher-Order Time Integration Method

#### 3.2.1. Linear Multi-Step Method

A linear multi-step method is a numerical time integrator in which a time marching of function \( Y \) is expressed as

\[ Y^n = \sum_{j=1}^{l} (a_j Y^{n-j} + b_j F^{n-j} \Delta t) + b_0 F^n \Delta t, \tag{23} \]

where \( F \) is the function representing time gradient of \( Y \). Also, \( a_j \) and \( b_j \) represent \( j \)-th weight coefficients. In the linear multi-step method, high accuracy can be realized without an increase of the number of MVP per time step by storing past values of \( F \). By contrast, single-step methods such as Runge–Kutta method cannot avoid an increase of the number of MVP per time step to achieve high accuracy. Adams methods are the most popular linear multi-step technique setting \( a_1 = 1 \) and \( a_j = 0 \) \((j \neq 1)\) in Equation (23). Adams methods are classified into explicit Adams–Bashforth method with \( b_0 = 0 \) and implicit Adams–Moulton method with \( b_0 \neq 0 \). This paper uses Adams–Bashforth methods for time integration of \( p \), thereby addressing \( D^{-1} M v \) as a time gradient of \( p \) as shown below.

\[ p^n = p^{n-1} + \sum_{j=1}^{l} (b_j D^{-1} M v^{n-j} / \Delta t). \tag{24} \]
In Adams–Bashforth methods, the order of accuracy, which can be achieved, corresponds to the number of required time steps. To achieve the fourth-order accuracy, \( l \geq 4 \) is demanded. Furthermore, the following condition must be satisfied for stable computation.

\[
\sum_{j=1}^{l} b_j = 1. \tag{25}
\]

In subsequent sections, we use Equation (8) for the time marching of \( v \) and the modified integration points in Equation (21).

### 3.2.2. Conventional Fourth-Order Adams–Bashforth Method

In general, the weight coefficients of fourth-order Adams–Bashforth method are given as \( l = 4, b_1 = 55/24, b_2 = -59/24, b_3 = 37/24, \) and \( b_4 = -9/24 \) [32]. With the coefficients, Equation (24) is rewritten as

\[
p^n = p^{n-1} + \frac{\Delta t}{24} D^{-1}(55Mv^{n-1} - 59Mv^{n-2} + 37Mv^{n-3} - 9Mv^{n-4}). \tag{26}
\]

In this case, the time marching scheme of explicit TD-FEM comprises Equations (26) and (8). However, a time-domain dispersion error analysis reveals that the simple use of general weight coefficients do not keep the fourth-order accuracy in time as below.

\[
c^b \approx c_0(1 - i \frac{\omega \Delta t}{4} + \frac{5(\omega \Delta t)^2}{96} - i \frac{(\omega \Delta t)^3}{128} - \frac{(kh)^4}{1440} (\frac{16143}{64} t^4 + 8 - 19 \cos^2 \theta \sin^2 \theta)). \tag{27}
\]

Equation (27) shows that the resulting time marching scheme has fourth-order accuracy in space and first-order accuracy in time. In addition, odd-order terms of dispersion error include an imaginary number. These results suggest that the resulting scheme has low accuracy and that it is highly dissipative. They also suggest the necessity of designing appropriate weight coefficients to increase the accuracy in time of explicit TD-FEM.

### 3.2.3. Modified Fourth-Order Adams–Bashforth Method

To achieve the fourth-order accuracy in the resulting time marching scheme, we design appropriate weight coefficients of Adams–Bashforth method using time domain dispersion error analysis. With \( l = 4 \), the linear multi-step form without the source and the dissipation terms for dispersion error analysis is expressed as

\[
(p^{n+1} - 2p^n + p^{n-1}) + \Delta t^2 c_2^M D^{-1} M D^{-1} K(b_1 p^n + b_2 p^{n-1} + b_3 p^{n-2} + b_4 p^{n-3}) = 0. \tag{28}
\]

Here, the same two-dimensional free field used in frequency domain dispersion analysis (Section 3.1) is assumed, but the plane wave in time domain is defined as

\[
p^n_{x,y} = e^{i(kx\cos \theta + ky\sin \theta - \omega n \Delta t)}. \tag{29}
\]

Using Equation (29), Equation (28) is transformed into

\[
2(\cos \omega \Delta t - 1) p^n_{x,y} + \Delta t^2 c_2^M A(b_1 + b_2 e^{i \omega \Delta t} + b_3 e^{2i \omega \Delta t} + b_4 e^{3i \omega \Delta t}) p^n_{x,y} = 0. \tag{30}
\]

From Equation (30), the dispersion relation is represented as

\[
c_0 = \sqrt{\frac{1 - \cos^2 \theta}{A \Delta t^2 (b_1 + b_2 e^{i k \Delta t} + b_3 e^{2i k \Delta t} + b_4 e^{3i k \Delta t})}}. \tag{31}
\]
By taking Taylor expansion of $\Delta t^k$ in Equation (31), $c^h$ is evaluated as
\[ c^h \approx c_0(1 + i \frac{(kc_0\Delta t)}{2} X_1 + \frac{(kc_0\Delta t)^2}{24} X_2 - \frac{i(kc_0\Delta t)^3}{48} X_3 + O(k^4)), \] (32)
with
\[
X_1 = b_2 + 2b_3 + 3b_4,
X_2 = (b_1 - 2b_2)^2 - 22b_1b_3 + 8b_2b_3 + 13b_3^2 - 52b_1b_4 - 4b_2b_4 + 32b_3b_4 + 28b_4^2,
X_3 = b_1^2(5b_2 + 34b_3 + 111b_4) + b_2^2(-8b_1 + 2b_2 + 8b_3 + 22b_4) + b_3^2(-76b_1 + b_2 + 10b_3 + 35b_4)
+ b_4^2(-264b_1 - 70b_2 + 40b_3 + 30b_4) - 30b_1b_2b_3 - 24b_2b_3b_4 - 250b_3b_4b_1 - 16b_4b_1b_2.
\] (33)

By eliminating the first-order to the third-order dispersion error terms in Equation (32) while satisfying Equation (25), we obtain the following modified weight coefficients as
\[ b_1 = 14/12, \ b_2 = -5/12, \ b_3 = 4/12, \ b_4 = -1/12. \] (34)

With the coefficients in Equation (34), $c^h$ is defined as
\[ c^h \approx c_0(1 - \frac{(kh)^4}{15440} (57k^4 + 8 - 19 \cos^2 \theta \sin^2 \theta)) - i \frac{(\omega \Delta t)^5}{24}. \] (35)

Equation (35) shows clearly that by using the designed Adams–Bashforth method with the modified weight coefficients of Equation (34), the resulting time marching scheme has fourth-order accuracy in both space and time. In addition, dispersion error analysis shows that the resulting scheme includes the fifth-order dissipation error term, but its magnitude is small; moreover, it is controllable in a simple manner. The effect of dissipation error is evaluated theoretically and numerically in Section 4, including the presentation of a simple control method. With the modified weight coefficients of Equation (34) the complete expression of time marching scheme of sound pressure in Equation (24) is
\[ p^n = p^{n-1} + \frac{\Delta t}{12} D^{-1}(14Mv^{n-1} - 5Mv^{n-2} + 4Mv^{n-3} - Mv^{n-4}). \] (36)

The proposed explicit TD-FEM using the modified Adams method comprises Equations (36) and (8); it also uses the modified integration points of Equation (21) in element matrices calculation.

### 3.3. Stability Analysis

The stability condition of proposed explicit TD-FEM using the modified Adams method is derived using Von Neumann’s stability analysis [33]. Here, we assume the use of square elements. By introducing a time marching amplifier $B$, Equation (28) transforms into
\[ \left[ (B - 2 + \frac{1}{B}) + \frac{\Delta t^2 c_0^2 A}{12} (14 - \frac{5}{B} + 4 \frac{1}{B^2} - \frac{1}{B^3}) \right] p^n = 0. \] (37)

For stable computation, we must fulfill $|B| \leq 1$ regarding the plane wave propagation in all directions at arbitrary frequencies. This result engenders $0 \leq A \leq 2$. Here, $|C_x| \leq 1$ and $|C_y| \leq 1$ are clear because of their definition. Moreover, for the case with square elements using integration points of Equation (21), $A$ becomes a monotonically decreasing function with respect to $C_x$ and $C_y$, taking a minimum value of 0 with $C_x = C_y = 1$. By substituting $C_x = C_y = -1$, the stability limit in time interval, $\Delta t_{limit}$, is assessed as
\[ \Delta t_{limit} = \frac{0.459279 h}{c_0}. \] (38)

Derivation of the stability condition for the case with irregular shaped FEs is considerably difficult because $A$ becomes a complicated function. It remains as a task for future work.
4. Discretization Error Characteristics

Dispersion and dissipation characteristics of explicit TD-FEM using modified Adams method were investigated both theoretically and numerically. As presented in Equation (35), the numerical sound speed of the proposed scheme becomes a complex number, including a dissipation effect as in the sound propagation in porous sound absorbing materials. Therefore, dispersion error and dissipation error can be evaluated separately by calculating the phase velocity \( c \) and the attenuation constant \( \gamma \) based on the analogy with sound absorber modeling. From Equation (35), \( \gamma, c_p \) and \( C_a \) can be expressed as

\[
\gamma = i\omega/c = \frac{i\omega}{c_0(1 - \frac{(kh)^4}{1440}(57\tau^4 + 8 - 19\cos^2\theta\sin^2\theta)) - i\frac{(\omega\Delta t)^5}{24}}
\]

\[
= i\omega - \frac{1}{c_0}\left(1 - \frac{(kh)^4}{1440}(57\tau^4 + 8 - 19\cos^2\theta\sin^2\theta)\right) + i\frac{(\omega\Delta t)^5}{24} + i\frac{(\omega\Delta t)^{10}}{576}
\]

\[
\gamma = i\omega\frac{1}{c_p} - C_a,
\]

with

\[
c_p = c_0\left(1 - \frac{(kh)^4}{1440}(57\tau^4 + 8 - 19\cos^2\theta\sin^2\theta))\right)^2 + i\frac{(\omega\Delta t)^{10}}{576},
\]

\[
C_a = k\frac{\frac{(\omega\Delta t)^5}{24}}{1 - \frac{(kh)^4}{1440}(57\tau^4 + 8 - 19\cos^2\theta\sin^2\theta))} + i\frac{(\omega\Delta t)^{10}}{576}.
\]

The unit of attenuation constant is expressed as Np/m: Np/m is transformed into dB/m with multiplication by 20/Ln10.

4.1. Theoretical Dispersion Error Characteristics

With the Equation (40), the dispersion error in proposed explicit TD-FEM is evaluated theoretically as the relative error from the exact sound speed \( c_0 \). The relative error \( \epsilon_{\text{dispersion}} \) is defined as shown below.

\[
\epsilon_{\text{dispersion}} = \left|\frac{c_0 - c_p}{c_0}\right| \times 100 \text{ [%]}
\]

The dispersion error is well known to show anisotropic behavior in terms of the direction of sound wave propagation in multidimensional analyses. We first evaluate anisotropic characteristics in the dispersion error of the proposed method. We calculated the dispersion error using the parameters of \( c_0 = 343.7 \text{ m/s}, k = 45.7, h = 0.02 \), and two time interval values \( \Delta t = \Delta t_{\text{limit}} \) and 0.01\( \Delta t_{\text{limit}} \). Under these conditions, the spatial resolution, in terms of points per wavelength (PPW), corresponds to 6.87. Figure 2a presents the dispersion error as a function of sound propagation directions \( \theta \) for the two time interval settings. The result indicates that dispersion errors are symmetric with diagonal direction (\( \theta = \pi/4 \)) as a center. They take a maximum value at the axial directions (\( \theta = 0, \pi/2 \)). Furthermore, the result shows the error values as maximal at the critical time interval. Actually, the result becomes lower with a smaller time interval. We present the convergence of the dispersion error with respect to the spatial resolution PPW in Figure 2b, where the dispersion error is an averaged value in terms of propagation directions. Here, the critical time interval value \( \Delta t_{\text{limit}} \) was used. The dispersion error can be found to decrease with fourth-order convergence in terms of spatial resolution. To maintain the error magnitude within 1% or 0.5%, the proposed explicit TD-FEM requires spatial resolution of 5.45 or 6.48 PPW.
Figure 2. Dispersion characteristics of explicit time domain finite element method (TD-FEM) using modified Adams method: (a) anisotropic characteristics in the dispersion error in terms of sound propagation directions with two time interval values of $\Delta t = \Delta t_{\text{limit}}$ and $\Delta t = 0.01\Delta t_{\text{limit}}$ and (b) convergence of dispersion error relative to spatial resolution points per wavelength (PPW).

4.2. Numerical Dispersion Error Characteristics

The numerical performance of explicit TD-FEM using modified Adams method is tested using a numerical simulation of circular wave propagation in a 2D free field. We calculated waveforms at two receiving points 2 m distant from the sound source in the axial and diagonal directions. The modulated Gaussian pulse [10,19] of the upper-limit frequency of 2.5 kHz was used as a source signal. The upper-limit frequency is a frequency with -3 dB gain in the frequency spectrum. The waveform and its frequency characteristics of the sound source signal are presented in Figure 3. We used three FE meshes (Mesh-1, -2 and -3) discretized with square elements of different sizes. Table 1 presents the element sizes and the number of PPW for the three meshes. Mesh-1 has lower spatial resolution than the well known rule of thumb for linear elements: 10 PPW [34]. Mesh-2 and Mesh-3 are, respectively, two and four times finer meshes. The critical time intervals were used with each mesh. The computed waveforms were compared with the reference solution calculated using fourth-order accurate implicit TDFEM [19,31] in both space and time with sufficiently fine mesh of Mesh-3. Figure 4 presents comparisons of the computed waveforms with the reference solution for the three meshes, where the upper and lower panels respectively show the results at the receiver in axial direction and in diagonal direction. The results demonstrate that the proposed method shows considerably good agreement with the reference solutions even when using the coarsest mesh. Slight wave fluctuation can be found in only the result of Mesh-1 at the axial direction, where the proposed method has the maximum error, as shown in Figure 2a. The theoretical results in Section 4.1 show that the results in Mesh-1 include approximately 0.5% of dispersion. Conventional TD-FEM using linear elements cannot achieve this level of accuracy with a mesh that does not fulfill the rule of thumb. The proposed method also uses low-order FEs, but it can produce much better results even in such a condition, as shown in this section.

Table 1. Details of three FE meshes (Mesh-1, -2 and -3) for convergence test: $h$ and PPW respectively denote the length of square FE and the number of points per wavelength.

| Mesh   | $h$, m | PPW  |
|--------|--------|------|
| Mesh-1 | 0.02   | 6.87 |
| Mesh-2 | 0.01   | 13.75|
| Mesh-3 | 0.005  | 27.45|
4.3. Theoretical Dissipation Error Characteristics

The dissipation error in the proposed explicit TD-FEM is evaluated theoretically using Equation (41). As an example of the evaluation, Figure 5a shows whether or not the dissipation error has anisotropic behavior in terms of the direction of sound wave propagation. It presents results at 2 kHz and 3 kHz with the following settings of $c_0 = 340 \text{ m/s}$, $h = 0.0125 \text{ m}$, and $\Delta t = 1/59,224 \text{ s}$. The results indicate that the dissipation is isotropic in terms of wave propagation direction; higher frequencies include larger energy dissipation. Then, Figure 5b shows the convergence of dissipation error with respect to the time interval. The error was calculated at 3 kHz for plane wave propagation at an axial direction with time length of 0.1 s. Two element sizes of 0.0125 m and 0.00625 m were tested. The results revealed that the dissipation error is dependent only on the time interval. Also, the use of smaller time intervals produces lower dissipation errors. These findings suggest that the proposed method can control the dissipation error easily, merely by adjustment of the time interval using Equation (41).
4.4. Numerical Dissipation Characteristics

To assess the dissipation error control method using Equation (41), we performed a numerical experiments, which is plane wave propagation in a long duct, as shown in Figure 6. The duct has 400 m length with 0.05 m width. We calculated the plane wave propagation up to 1.0 s with FE mesh of $h = 0.0125$ m and $\Delta t = 1/59,224$ s. The sound speed was set as 340 m/s. The plane wave incidence with the waveform of Gaussian pulse was considered at the tube inlet. Waveforms were calculated at receivers located at $x = 10–330$ m and were converted into frequency responses via discrete Fourier transformation. In this examination, to avoid numerical error occurring near the source, numerical dissipation error after $x$ m propagation, $e_n(x)$, was evaluated as

$$e_n(x) = L_n(x) - L_n(1), \quad (43)$$

where $L_n(x)$ represents the numerical sound pressure level at point $x$ m apart from the source. Then the numerically calculated error $e_n(x)$ was compared with the theoretically evaluated dissipation error by Equation (41) as shown below.

$$e_{\text{reference}}(x) = C_\alpha - C_\alpha x \quad (44)$$

Figure 7a,b respectively present comparisons of dissipation error between $e_n(x)$ and $e_{\text{reference}}(x)$ and absolute errors between $e_n(x)$ and $e_{\text{reference}}(x)$. The results demonstrate that theoretically estimated values have good agreement with the numerical values. As in Figure 7b the discrepancy increases at larger propagation distances and at higher frequencies. This increase is attributable to the contribution of truncated higher order terms in $e^h$ on theoretical analysis. However, the theoretical estimation gives acceptable accuracy with maximum absolute error below 0.5 dB. As the results above showed, one can assess a recommended time interval value easily using Equation (41) in advance.
Figure 7. Theoretical and numerical dissipation errors: (a) $\epsilon_{\text{reference}}$ vs. $\epsilon_n$ at 2 kHz and 3 kHz and (b) absolute errors from $\epsilon_{\text{reference}}$ at 2 kHz and 3 kHz.

5. Numerical Experiments with Practical Sound Fields

We demonstrate the performance of the proposed explicit TD-FEM using a modified Adams method via two room acoustic problems at kilohertz frequencies in a large rectangular room including complicated sound diffusers, and in a concert hall with two conditions. The two sound fields have no analytical solution. Therefore, we used a reference solution calculated using well-developed fourth-order accurate implicit TD-FEM [19] to assess the performance. In addition, the performance is shown in comparison to a standard second-order accurate implicit TD-FEM using a Newmark $\beta$ method.

5.1. Standard Implicit TD-FEM and Dispersion Reducing Implicit TD-FEM

Standard implicit TD-FEM solves the second-order ODE of Equation (3) with a time integration method called constant averaged acceleration method: CAA. Actually, CAA is known to be an unconditionally stable Newmark method with parameter $\beta = 1/4$. With the space discretization using linear quadrilateral FEs, the resulting implicit time marching scheme has second-order accuracy in both space and time. The implicit time marching scheme is expressed as

\[
(M + \frac{c_0^2 \Delta t^2}{4} K + \frac{c_0 \Delta t}{2} C)\ddot{p}_{n+1} = f_{n+1} - c_0 CP_1 - c_0^2 KP_2,
\]

where

\[
P_1 = \dot{p}_n + \frac{\Delta t}{2} \ddot{p}_n,
\]

\[
P_2 = p_n + \frac{\Delta t}{2} \dot{p}_n + \frac{\Delta t^2}{2} \ddot{p}_n.
\]

A Conjugate Gradient (CG) iterative solver is useful to solve a linear system of equations of Equation (45) easily with convergence tolerance of $10^{-4}$. The simplest diagonal scaling is used as a preconditioning technique to facilitate the convergence of an iterative solver. The main operation of standard implicit TD-FEM at each time step comprises sparse MVPs at each iteration process of CG solver and an additional two MVPs. Fourth-order accurate implicit TD-FEM [19,31] for calculating the reference solution also solves the second-order ODE of Equation (3). However, it uses linear quadrilateral FEs with modified integration rules and a highly accurate Newmark method called Fox–Goodwin method. The main operation is the same as standard implicit TD-FEM, but the convergence of iterative solver becomes much better because of the additional effect of modified integration rules. The theoretically estimated dispersion error presented in earlier reports [19,31]
shows that this dispersion-reducing implicit TD-FEM has a lower error magnitude than the proposed explicit TD-FEM.

5.2. Sound Propagation Problem in a Rectangular Room Including Acoustic Diffusers

Figure 8a shows the analyzed rectangular room of 10.2 m × 10.8 m surrounded by rigid boundaries with a source point and 27 receivers. The acoustic diffuser, which includes eight periods with a period of 1.2 m, is installed periodically in front of a wall with air spaces. Figure 8b presents details of diffusers. This room cannot be modeled with staircase approximation unless one uses very small rectangular elements because the diffusers comprise rigid reflectors of 0.25 m thickness inclined at various angles against the back wall. However, the proposed explicit TD-FEM can fit the inclined boundaries with fewer elements because of discretization using irregularly shaped FEs. We discretized this room using the irregular FEs with 0.017 m maximum edge length, which corresponds to 6.74 PPW at 3 kHz. The discretization result around the diffusers is shown in Figure 8c. The degrees of freedom (DOF) in this problem are 552,054. As a sound source signal, the Gaussian pulse with the upper-limit frequency of 3 kHz was used. The sound pressure waveforms were calculated at 27 receivers up to 0.1 s with the time interval of 1/120,000 s, which was determined from Equation (38) with the minimum edge length of used mesh. For the standard implicit TD-FEM, the same mesh and time interval were applied. Regarding the measurement accuracy, we use the relative error in sound pressure at each receiver between the reference solution and numerical solution as

\[ e_{\text{relative}} = \sqrt{\frac{1}{N_{\text{step}}} \sum_{i=1}^{N_{\text{step}}} \left( \frac{p^{\text{reference}}(i) - p^{\text{FEM}}(i)}{p^{\text{reference}}(i)} \right)^2}, \]

where \( N_{\text{step}} \) represents the total number of computed time steps. Also, \( p^{\text{reference}}(i) \) and \( p^{\text{FEM}}(i) \) respectively denote the reference solution and numerical sound pressure at \( i \)-th time step. Regarding the calculation of reference solution, sufficiently fine mesh of 15.3 PPW at 3 kHz was used.

![Figure 8.](image)

5.2.1. Results and Discussion

First, a comparison of sound propagation among the reference solution, the proposed explicit TD-FEM, and the standard implicit TD-FEM are portrayed in Figure 9, where the results at \( t = 16, 32, \) and 64 ms are presented. The sound propagation properties of proposed explicit TD-FEM agree very well with the reference solution. It shows an isotropic and less dispersive sound propagation.
In contrast, the standard implicit TD-FEM shows a dispersive and an anisotropic sound propagation, where the sound speed in axial directions is faster than those in oblique directions. This result in sound interference occurs at an earlier time, as in the result at 32 ms. Additionally, the wavefront becomes indistinct at later than 64 ms.

![Comparison of sound propagations at t = 16, 32, and 64 ms among (a) Reference, (b) the proposed explicit TD-FEM and (c) the standard implicit TD-FEM.](image)

Figure 9. Comparison of sound propagations at $t = 16, 32, \text{ and } 64 \text{ ms among (a) Reference, (b) the proposed explicit TD-FEM and (c) the standard implicit TD-FEM.}$

Figure 10 presents comparisons of sound pressure waveforms at a receiver $(x, y) = (5.3, 3.0)$ among the reference solution, the proposed explicit TD-FEM, and the standard implicit TD-FEM. The proposed explicit TD-FEM shows much better agreement with the reference solution, but it includes slight difference in amplitude. This agreement confirms that the proposed explicit TD-FEM has superior performance for dealing with discretization of sound fields including complex geometries. However, the standard implicit TD-FEM shows marked discrepancy from the reference solution because of the large dispersion error. As described, the effect appears as an increase of sound speed. The effects are visible even in the direct sound. Moreover, they accumulate with time. Additionally, one can observe that the standard implicit TD-FEM cannot capture reflected waves with high amplitude accurately at around $t = 0.06$ and 0.07 s. More quantitatively, regarding spatial averaged relative errors, the proposed explicit TD-FEM has one-third lower relative error of 0.316% compared to the error 1.031% in standard implicit TD-FEM. In addition, the proposed explicit TD-FEM has other benefits for computational time. The proposed method can compute 4.55 times faster with the total number of MVP of 24,000 in the proposed method and 109,109 in the standard method.
5.3. Sound Propagation in a Concert Hall

A second numerical example demonstrates the performance in a more practical application. Figure 11 presents analyzed concert hall models of 296 m² surface area with two conditions. In the figure, Cond. 1 is a basic model; Cond. 2 is a model including an acoustic reflector above the stage and rib structures at a back wall in the stage for sound scattering. The reflector has 5.86 m length with 0.4 m width; the rib structure has a 0.4 m period length with 0.1 m depth and 0.2 m width. We used the simplest equivalent impedance model to address sound absorption effects at boundaries. For the seat and the back wall in the audience area, represented respectively as red and yellow lines in Figure 11, we gave $z_n = 3.87$ and $z_n = 7.14$ respectively. They correspond to Paris’s statistical absorption coefficients, $\alpha_{Paris}$, of 0.8 and 0.6, which are calculated as

$$\alpha_{Paris} = \frac{1}{z_n^2} \left( \frac{1}{1 + z_n} - \frac{1}{1 + z_n^2} - 2\ln\left(1 + z_n\right) \right).$$

Other boundaries including the reflector surfaces were set as $z_n = 71.519$ corresponding to $\alpha_{Paris} = 0.1$. As a sound source, we used an impulse response of fourth-order Butterworth type bandpass filter with 1/3 octave band width centered at 2 kHz. The source waveform and its frequency spectrum are portrayed in Figure 12. The band-limited room impulse responses were calculated up to 2 s at 15 receivers R1–R15, as listed in Table 2. The concert hall models were discretized using four-node quadrilateral FEs with maximum edge length of 0.02 m, which corresponded to 7.65 PPW at the upper-limit frequency of 2 kHz 1/3 octave band. The discretized FEM models have 806,478 DOF and 880,796 DOF, respectively, for Cond. 1 and Cond. 2. We set $\Delta t$ as 1/98,000 s. As for the measure of accuracy, because one important evaluation in room acoustics is conducted using room acoustical parameters such as reverberation time, clarity, and strength, the absolute error in time integrated sound pressure level might become a useful measure. It is defined as shown below.

$$e(t) = \left| 20\log\left( \frac{\int_0^t p_{\text{reference}}(\tau)d\tau}{\int_0^t p_{\text{TDFEM}}(\tau)d\tau} \right) \right| [\text{dB}]$$
Figure 11. Concert hall models of two conditions (Cond. 1 and Cond. 2) where red and yellow lines respectively represent seat zone with $z_n = 3.87$ and back wall with $z_n = 7.14$.

Figure 12. Source signal of fourth-order Butterworth type $1/3$ octave bandpass filter with center frequency of $2$ kHz: (a) impulse response and (b) frequency characteristic.
In that equation, $p_{TDFEM}(t)$ and $p_{reference}(t)$ respectively denote the numerical solution and reference solution at time $t$. For computing the reference solution, the same FE meshes were used because the theoretically estimated maximum dispersion error of reference method with these meshes is lower than 0.1%.

5.3.1. Results and Discussion

Figure 13 portrays comparisons of direct sound waveforms at R1 $(x, y) = (15.1, 1.25)$ for the reference solution and the proposed explicit TD-FEM and the standard implicit TD-FEM for Cond. 1. Results for Cond. 2 were omitted because similar results were obtained. The proposed explicit TD-FEM shows good agreement with the reference solution, whereas the standard implicit method shows a marked discrepancy with an increased sound speed because of the larger dispersion property. Figure 14 presents a comparison of impulse responses up to 1.0 s for Cond. 1 and Cond. 2. The proposed explicit TD-FEM shows much better agreement with the reference solution in the entire time range for both conditions. However, the standard implicit TD-FEM shows poor approximation capability. In the early time region, it underestimates the amplitude of reflected waves, which is also observed for reflected waves at around 0.4 s for Cond. 1. Figure 15 presents a comparison of absolute error $e(t)$ between the proposed method and standard method for Cond. 1 and Cond. 2, where the error is the averaged value for all receivers. It is calculated at the time after arrival of the direct sound. The proposed explicit TD-FEM presents much lower errors for both conditions with magnitude below 0.2 dB. The standard implicit TD-FEM has error magnitude of approximately 0.4 dB and 0.6 dB for Cond. 1 and Cond. 2. In addition, the error level increases for more complicated Cond. 2. Regarding the advantage of using explicit TD-FEM, it can simulate sound propagation in concert halls, with approximately one-fifth less computational time than that of the implicit standard TD-FEM and one-third times the fourth-order accurate implicit TD-FEM used for reference calculation. These results suggest the high efficiency of the proposed explicit TD-FEM for acoustic simulations in complicated sound fields at kilohertz frequencies. For reference, total numbers of MVP required for the respective methods are 392,000 for the proposed explicit method, 1,995,506–2,053,979 for the standard implicit method, and 1,219,622–1,306,921 for the fourth-order implicit method.
Figure 13. Comparisons of direct sound waveform at R1: the reference solution vs. the proposed explicit TD-FEM (Left) and the reference solution vs. the standard implicit TD-FEM (right).

Figure 14. Band-limited impulse responses at R1 among the reference solution, the proposed explicit TD-FEM, and the standard implicit TD-FEM for Cond. 1 (upper row) and Cond. 2 (lower row).

Figure 15. Comparison of absolute errors in time integrated sound pressure levels between the proposed explicit TD-FEM and the standard implicit TD-FEM for Cond. 1 and Cond. 2.
Figure 16 presents sound propagation in the concert hall for both conditions calculated using the proposed explicit TD-FEM. It shows again that the sound propagation is isotropic. Additionally, one can observe from the result of Cond. 2 that the effect of increased diffuseness of resulting sound fields can be gained by virtue of the sound scattering by the rib structures. It is also apparent from the effect of the reflector that strong reflection of sound from the reflector comes at an earlier time to the audience area than reflection waves from the ceiling and back wall of the stage. Furthermore, Figure 17 shows time-integrated SPL until 0.1 s for Cond. 1 and Cond. 2. By installing the reflector, it is readily apparent that early incident sound energies on the audience area increase and that sound energies around the back wall of the stage decrease. These results demonstrate the effectiveness of the proposed explicit TD-FEM clearly as a room acoustic design tool in practical applications.

Figure 16. Sound propagation in a concert hall model for Cond. 1 (left column) and Cond. 2 (right column) at $t = 10, 30$ and $50$ ms.
Figure 17. Comparison of time-integrated sound pressure level until 0.1 s for Cond. 1 (upper) and Cond. 2 (lower).

6. Conclusions

The study described in this report examined a proposed time domain room acoustic solver using an explicit TD-FEM and demonstrated its practicality as a room acoustic design tool. The present TD-FEM achieves fourth-order accuracy in both space and time using a dispersion-reduced low-order FEs and a specially designed linear multi-step time integration method. It completely overcomes the shortcomings of earlier presented methods fourth-order accurate explicit formulation [25] by which the staircase approximation is introduced into boundary modeling to maintain higher order accuracy in time discretization. In addition, as a noteworthy feature of the proposed method, it does not necessitate any additional computational cost in the matrix-vector product operations per time step. Therefore, the main operation complexity of the present method is the same as that of an earlier method. We conducted both dispersion and dissipation error analyses of the present method. The dispersion error analysis revealed that the maximum and minimum dispersion errors occur respectively at sound propagation in the axial direction and in an oblique direction \( \theta = \pi/4 \) in a polar coordinate system. In addition, the dispersion error decreases with a smaller time interval. The dissipation analysis also revealed that the present method includes a dissipation error that appears as a numerical complex sound speed in the resulting expression. However, we demonstrated that the dissipation error magnitude is dependent only on time interval values. It can simply reduce the control of time interval values using a proposed control method. Performance of the proposed explicit TD-FEM was examined against the standard implicit TD-FEM using sound propagation problems in a concert hall and in a rectangular room including acoustic diffusers. The results clearly demonstrated that the proposed method can predict complex sound fields at kilohertz frequencies accurately with a much lower requirement for computational resources, suggesting its promising potential for use as a time domain room acoustic solver. Although this paper only describes 2D analysis and its results, extension of the proposed method to 3D analysis is a trivial task. It will be a subject of future research.
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