An improved SOM algorithm and its application to color feature extraction
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Abstract Reducing the redundancy of dominant color features in an image and meanwhile preserving the diversity and quality of extracted colors is of importance in many applications such as image analysis and compression. This paper presents an improved self-organization map (SOM) algorithm namely MFD-SOM and its application to color feature extraction from images. Different from the winner-take-all competitive principle held by conventional SOM algorithms, MFD-SOM prevents, to a certain degree, features of non-principal components in the training data from being weakened or lost in the learning process, which is conductive to preserving the diversity of extracted features. Besides, MFD-SOM adopts a new way to update weight vectors of neurons, which helps to reduce the redundancy in features extracted from the principal components. In addition, we apply a linear neighborhood function in the proposed algorithm aiming to improve its performance on color feature extraction. Experimental results of feature extraction on artificial datasets and benchmark image datasets demonstrate the characteristics of the MFD-SOM algorithm.

Keywords Self-organizing map · Color feature extraction · Non-principal component · Competitive mechanism

1 Introduction

Despite much progress in the field of feature extraction in recent years, achieving robust and effective features remains a challenging problem. The self-organizing map (SOM) [1–3], which is known as an unsupervised learning algorithm, has been widely and successfully applied to many problem domains, such as speech recognition, image and video processing [4–9]. In those applications, characteristics of SOM algorithm, including feature extraction, vector quantization, dimension reduction, and topology preservation, play important roles. However, based on the thought that an algorithm should extract as much and as accurate description as possible to the training data, features extracted by conventional SOM algorithm are usually redundant, especially the features extracted from the principal components in the training data. Moreover, some heuristic or discriminative features could be represented coarsely, or even lost, after learning just because of their lower ratios in the training data. Therefore, it is of great interest to improve conventional SOM to extract more robust and diverse features.

To a certain degree, the quality of features extracted by the SOM algorithm depends on the neighborhood function, which determines the local distribution of weight vectors of neurons in the lattice. Generally, four types of neighbor functions are available, including “bubble”, “Gaussian”, “cut-gauss”, and “ep” (or Epanechnikov function) [10]. Different from those symmetric neighborhood functions, Aoki and Aoyagi [11] proposed an asymmetric neighborhood function to accelerate the ordering process of SOM algorithm.

For the purpose of visual display, the rectangular or hexagonal lattice is frequently used in practice. Due to the well-known problem called boundary or edge effect for such irregular network topologies as rectangular or...
hexagonal topologies, regular hyperbolic and spherical topologies satisfying each neuron owns an equal number of neighbors in the lattice have also been studied [12–15]. Additionally, to overcome the limitations of the static network structure, dynamic and growing lattices have been applied to fields like automatic organizing of documents and knowledge discovery [16–18]. Inspired by the regular hyperbolic and spherical topologies, a simplified regular rectangular lattice is adopted in the proposed algorithm.

Early evaluations of the performance of the SOM algorithm mainly focus on comparisons with other techniques, such as principal component analysis and k-means clustering [19]. However, recently, Kohonen et al. [20] figured out that this kind of comparison was usually taken as self-evident. After careful and systematic examination, they found that results of comparisons depend most strongly on the ratio of the number of training vectors and the number of model vectors. Their conclusion reveals important factors acting on the competitive learning.

In order to improve the computational performance of the SOM algorithm, several variants, such as the conscience and the batch-update algorithms, have been proposed [1, 2, 21]. Although much progress have been made, the expensive time consumption by the SOM algorithm still hinders its application to such fields as data mining and image processing, where the training data are huge, and the improvement achieved by common methods are usually not obvious.

Self-organizing map networks have been used for image processing in some previous studies. To reduce the number of colors of an image with minimum distortion, color reduction has been studied [6, 22, 23]. Due to not providing extra protection for non-dominant colors of an image, color reduction may lead to weakening or missing some non-dominant but necessary colors in the process. Recent researches in [7, 24, 25] show the popularity of SOM in various image processing problems.

This paper focuses on improving the SOM algorithm to efficiently extract more robust color features from images. The rest of this paper is organized as follows. In Sect. 2, we introduce the conventional SOM algorithm and then explain the proposed algorithm. In Sect. 3, details of the proposed algorithm and its optimization on color feature extraction are presented. Experimental results are introduced in Sect. 4. Main conclusions and discussions are made in the last section.

2 Methods

2.1 Self-organization map

The network of conventional SOM usually consists of \( n \times m \) neurons located at a two-dimensional rectangular or hexagonal grid. Each neuron \( i \) has a \( d \)-dimensional weight vector \( w_i = (w_{i1}, w_{i2}, \ldots, w_{id}) \) (\( i = 1, 2, \ldots, nm \)). The initial values of all the weight vectors are given over the input space at random. The range of the elements of \( d \)-dimensional input data \( x_j = (w_{j1}, w_{j2}, \ldots, w_{jd}) \) (\( j = 1, 2, \ldots, N \)) are assumed to be from 0 to 1.

When a training vector \( x_j \) is fed to a network, a winner \( c \), is the neuron with the weight vector closest to the training vector \( x_j \), which can be denoted as

\[
\begin{align*}
c &= \arg \min_i \{ \| w_i - x_j \| \},
\end{align*}
\]

where \( \| \cdot \| \) is the Euclidean distance. Then, the weight vectors of the winner and its neighbors can be updated as

\[
\begin{align*}
w_i(t+1) &= w_i(t) + h_{c,i}(x_j - w_i(t)),
\end{align*}
\]

where \( t \) is the learning step. \( h_{c,i}(t) \) is called the neighborhood function and is described as

\[
\begin{align*}
h_{c,i} &= \alpha(t) \exp \left( -\frac{\| r_i - r_c \|^2}{2\sigma^2(t)} \right),
\end{align*}
\]

where \( \| r_i - r_c \| \) is the distance between the map nodes \( c \) and \( i \) on the map grid, \( \alpha(t) \) is the learning rate, and \( \sigma(t) \) corresponds to the width of the neighborhood function. Both \( \alpha(t) \) and \( \sigma(t) \) decrease with time. In this study, we use the following equations, respectively

\[
\begin{align*}
\alpha(t) &= \alpha_0(t) \exp(-t/T_{\text{max}}),
\end{align*}
\]

and

\[
\begin{align*}
\sigma(t) &= \sigma_0(t)(1 - t/T_{\text{max}}).
\end{align*}
\]

From Eqs. (3)–(5), it can be seen that the \( h_{c,i} \) is a decreasing function, which is mainly dependent on the iteration time \( t \) but not the training error \( \| W_i - x_j \| \). That fact decides that same learning rate and same neighborhood radius in each training epoch are indiscriminately used to achieve features of different components in the training data, which is not conductive to obtain better quality of features of non-principal components due to their competitive disadvantages.

Additionally, competition or learning directed by the conventional SOM, which uses the winner-take-all competitive principle, is of benefit to principal components due to their greater ratios in the training data. Thus, more neurons will learn features of the principal components, and consequently, those features are commonly redundant, which could deteriorate the performance of the algorithm and result in the over-fitting problem. Sensitivity tests of tunable SOM parameters including map size (number of neurons) can be seen in Liu et al. [19].

It is believed that by adding more neurons to the network, the quality of features extracted from non-principal components in training data will be improved.
significantly. However, such approach not only reduces the effectiveness of features due to achieving many more redundant features, but also further deteriorates the performance of conventional SOM algorithm because more iterations are required.

2.2 Dynamic neighborhood radius and learning rate

Within the t-th training epoch in the conventional SOM, both values of \( z(t) \) and \( \sigma(t) \) are fixed for different winners in competition, namely all winners are treated equally within a training epoch. While in our algorithm, the learning rate and neighborhood size for a winner of competition are dynamic, which can be calculated by

\[
\alpha_c(t) = z(t)(1 - e^{\exp(-K_e \delta_{cj}))}
\]

and

\[
\sigma_c(t) = \sigma(t)(1 - e^{\exp(-K_e \delta_{cj}))},
\]

where \( z(t) \) and \( \sigma(t) \) can be calculated by Eqs. (4) and (5), respectively, \( e \) ( \( e \in [0,1] \)) and \( K_e \) are user-defined constant values used to tune the learning rate and neighborhood radius for a winner. \( \delta_{cj} \) is the distance between \( x_j \) and \( w_c \), which can be represented as

\[
\delta_{cj} = \frac{||w_j - x_j||^2}{d}.
\]

It can be seen from Eqs. (6) and (7) that the learning rates \( \alpha_c(t) \) and neighborhood radius \( \sigma_c(t) \) for winners of competition are dynamic within each training epoch, which partly depends on the value of \( \delta_{cj} \). If \( \delta_{cj} \to 0 \), then \( \alpha_c(t) \approx \sigma(t)(1 - e) \) and \( \alpha_c(t) \approx z(t)(1 - e) \), a weakened learning for the input \( x_j \) occurs. On the contrary, if \( \delta_{cj} \to 1 \) and \( K_e \) is a big constant, then \( \alpha_c(t) \approx \sigma(t) \) and \( \alpha_c(t) \approx z(t) \), a learning for \( x_j \) will be normal. Compared with the weakened learning, within a training epoch, if a normal learning occurs, the winner of competition can be given a larger neighborhood radius and a greater learning rate.

Being of greater ratios in the training data, features of the principal components in the training data will be ahead of non-principal components to be trained well. Thus, the normal learning is mainly triggered by non-principal components in the training data. Compared with the conventional SOM, features of non-principal components are given more chance to compete, and thereby better representations of their features can be achieved by the proposed algorithm. What is more, with the decrease of training error, the number of neurons needed to update will also decrease, which is benefit to improve the performance of the proposed algorithm.

Figure 1 demonstrates the different competitive behaviors of both algorithms. In Fig. 1a, coordinates \((x_i, y_i)\) of the eleven red points are used to train both networks. Figure 1b presents a possible distribution of points \((x_i, y_i)\) trained by the conventional SOM. It can be seen that there exists a large distance between the sixth sample point (marked with a red circle in Fig. 1b) and the closest trained point (the sixth blue point in Fig. 1b). As to our algorithm, when it learns the position vector of the sixth sample point (red circle in Fig. 1b), due to the large training error, the learning will be normal. Thus, a possible intermediate result trained by our algorithm is demonstrated in Fig. 1c. When the training finishes, a possible distribution of points can be demonstrated by Fig. 1d. From Fig. 1d, it can be seen that the maximum distance or training error is greatly less than that achieved by the conventional SOM.

2.3 New way to update weight vectors of neurons

To reduce redundancy of features extracted from the principal components and to avoid the problem of overfitting, we present a new way to update weight vectors of neurons.

As shown in Fig. 2a, in the traditional way, not only the winner (marked with red ball) but also its neighbors (marked with blue balls) will be directly affected by the training vector (marked with purple triangle). As to the new way, as illustrated in Fig. 2b, each neighbor of a winner will only be directly affected by the neuron closest to both the winner and itself (not including itself) in the lattice.

The weight vector \((w_c)\) of the current winner \(c\) can be directly updated by

\[
w_c(t + 1) = w_c(t) + x_c(t)(x_j - w_c(t)).
\]

For each neighbor of the winner \(c\), its learning rate \(\alpha_i(t)\) is determined by

\[
\alpha_i(t) = z_i(t)(1 - e^{\exp(-K_i \delta_{i,j}))},
\]

where \( \delta_{i,j} \) is the Euclidean distance between both weight vectors of the neighbor and the training data.

Then, new weight vector for each neighbor of the winner can be represented as

\[
w_i(t + 1) = w_i(t) + x_i(t)(w_i(t) - w_c(t)),
\]

where \( w_i(t) \) is the weight vector of the training data, and it should be updated before its output. By tuning the learning rate \( x_i(t) \), the distance between weight vectors of the training data and its output will be neither too close nor too far. Thus, features extracted from the principal components in the training data by our algorithm will be of lower redundancy.
3 Algorithm and optimization for color feature extraction

3.1 Algorithm

The implementation of the proposed algorithm is outlined in Fig. 3, where seven input parameters are required and the output is the trained net.

3.2 Optimization on color feature extraction

Although the SOM algorithm has achieved many successful stories [19], its application may still become infeasible when computation time is taken into account, especially when dealing with large volumes of data. The same occurs when we applied the algorithm to extract color features from images.

The performance of the SOM can be improved significantly by applying such measures, including fewer training epochs and samples. However, these measures are likely to degrade the quality of extracted features. In fact, both the performance of the algorithm and the quality of features depend on the competitive or selective mechanism of the algorithm, which decides the efficiency and effectiveness of learning and decides the preference for what kinds of features.

Due to the new competitive mechanism of the proposed algorithm, even using the linear neighborhood function (see Eq. 5) and given few training epochs, the quality of color features extracted by our algorithm is comparable or much better than those achieved by the conventional SOM (see Tables 1, 2).

4 Experiments and applications

In this section, we conduct experiments to demonstrate the efficiency and effectiveness of our algorithm, which has been implemented in C and Matlab languages. For doing comparison, as a reference implementation of the conventional SOM algorithm, the SOM toolbox integrated into the Matlab product (Version 2011A) is selected as a rival to our algorithm.
4.1 Feature extraction from two artificial datasets

Two artificial datasets were generated, and each dataset has 3,000 sample points. The distributions of those points are presented in Fig. 4a, b. The Gaussian neighborhood function (see Eq. 3) was used in this experiment for our algorithm. The map sizes are 11 × 9 neurons for both algorithms. Parameters used in our algorithm, including maximum training epochs, initial radius, initial learning rate, epsilon and deltaK, are set to 300, 6, 0.3, 0.5 and 5, respectively. For the conventional SOM, the maximum training epochs, topology function, distance function, initial neighborhood size are set to 300, “hextop”, “linkdist” and 3, respectively. Figure 3c–f present features (marked with red points) extracted by both algorithms.

Comparison of distributions of red points shown in Fig. 4c–f, we can see that the conventional SOM extracted more features from those components with higher densities in training data, while our algorithm yielded more evenly distributed patterns. It can be said that our algorithm provides non-principal components in training data with protections to a certain degree. Besides, from Fig. 4c, we can see that distances between adjacent features are almost equal, and no adjacent features are too close, which demonstrate the effect of the new way to update weights of the MFD-SOM.

The scattered points between the inner and outer circles (Fig. 4b, c) are artifacts of the SOM algorithms, because they are not seen in the input data (Fig. 4a) at all. These artifacts are usually transitional features between two distinct extremes [19]. Their frequencies of occurrence are zeros, according to an experiment by Liu et al. [19] (See their Fig. 11). It is interesting that the number of the...
artifacts is largely reduced in the MFD-SOM results (Fig. 4c) than in the conventional SOM results (Fig. 4b). This demonstrates the improvement of the MFD-SOM over the conventional SOM in feature extraction.

4.2 Color feature extraction from images

Experiments on color feature extraction from six images from [26, 27], as shown in Fig. 5, were carried out. The map sizes are $11 \times 11$ neurons for both algorithms. For the conventional SOM, the maximum training epochs, topology function, distance function, initial neighborhood size, are set to 200, “hextop”, “linkdist” and 3, respectively. The linear neighborhood function (see Eq. 5) is used in our algorithm to shorten the learning time for color feature extraction. Parameters used in our algorithm, including maximum training epochs, initial radius, initial learning rate, epsilon and deltaK, are set to 20, 6, 0.3, 0.5, and 100, respectively. The self-organization maps of color features, which are achieved by both algorithms and magnified by 10 times, are shown in Fig. 6.

Compared with the conventional SOM, it is apparent that our algorithm can better represent non-principal colors and reduce the redundancy of principal colors in training images. To demonstrate the difference between colors extracted by both algorithms, 3D visualizations of the two color maps of the “river” image are presented in Fig. 7.

From Fig. 7a, it can be seen that green color is of greater ratio in extracted colors, and the distances between them are very close. While Fig. 7b shows that the distances between same kinds of colors are mean or approximately equal. Thus, the goal of reducing the redundancy of features of the principal components in the training data is reached by our algorithm.
By using color features extracted by both algorithms, reconstructed images with reference to the “river” image are presented in Fig. 8. Figure 8b presents the reconstructed image by the conventional SOM algorithm after 200 training epochs. Figure 8c shows the result image reconstructed by the MFD-SOM algorithm, and it is noteworthy that only twenty training epochs are used. Twenty training epochs are also set for the conventional SOM algorithm, and the corresponding result is shown in Fig. 8d.

From Fig. 8d, we can see that conventional SOM achieved poor representations of yellow and red colors. Due to strictly complying with the winner-take-all competitive principle, the conventional SOM always gives priority to learning features of principal components. Thus, given shorter training time, the conventional SOM may achieve unsatisfactory representations of those features of non-principal components in the training data. In contrast, even given shorter training time, MFD-SOM can still extract features with satisfactory quality, due to its learning being driven by training error.

4.3 Learning behaviors of both algorithms

Map sizes ranging from $11 \times 11$ to $17 \times 17$ are set for both algorithms in order to extract color features from images in Fig. 5. As an example, color feature maps of the “river” image achieved by both algorithms are presented in Fig. 9, and they are ordered according to their map sizes.

From Fig. 9a, it can be seen that given more neurons, the conventional SOM gets more but redundant features. While Fig. 9b shows that numbers of all kinds of colors increase in a balanced way. Thus, theoretically, given more neurons, our algorithm can achieve features with higher quality because more candidate neurons can be utilized to store features of non-principal components in the training data.

Using above color features extracted by both algorithms, we got 14 reconstructed images with reference to the “river” image. The peak signal to noise ratio (PSNR) is applied to measure the quality of reconstructed images, and data are shown in Tables 1 and 2.

Comparison of PSNR data presented in Tables 1 and 2, it appears that both algorithms have their own advantages. In fact, as to the quality of a reconstructed image, which algorithm can get better score depends on the ratios of the non-principal components in the training data. If the ratios of the non-principal components in the training data are small, the conventional SOM will perform better in the evaluation. On the contrary, due to distortions of the reconstructed image to the original image are mainly caused by non-principal components, then our algorithm will win.

However, the PSNR data of the “river” and “penguin” images show that the scores of MFD-SOM far exceed the conventional SOM’s, while similar cases do not happen to the conventional SOM. It is worth noting that when the conventional SOM algorithm encounter similar cases, it
Fig. 6 Demonstrations of extracted color features. Thumbnails of training images (in the left column), color features maps achieved by the conventional SOM algorithm (in the middle column) and achieved by our algorithm (in the right column).
will get bad scores because of the proportion of the non-dominant colors in images are considerable. In contrast, we can say that our algorithm is more robust in color feature extraction.

4.4 Color extraction from image dataset

Total 436 images contained in the “Faces_easy” category of the Caltech-101 dataset [27] have been used in this experiment to extract colors from them. First, colors of each image were extracted by the MFD-SOM, where $11 \times 11$ neurons are used. Second, we sampled 40,000 colors with replacement from extracted colors, and they are shown in Fig. 10a. Finally, both algorithms using $25 \times 25$ neurons are employed to purify those 40,000 samples, and the results are presented in Fig. 10b, c.

Results shown in Fig. 10b, c are somewhat surprising because of a considerable number of colors are not directly relevant to human faces, such as blue and green colors. By reviewing of original images in the dataset, we can find out those colors have a large proportion in the image dataset.

4.5 Computational performance of the proposed algorithm

We also implemented the conventional SOM algorithm in C language by using the same framework of MFD-SOM. Both algorithms with $11 \times 11$ neurons were used to extract colors from images in Fig. 5. Same values of initial training parameters used by MFD-SOM in Sect. 4.2 were used for both algorithms. Experiments were performed on a PC workstation (Intel Pentium Dual-Core CPU E5800...
3.2 GHz and 2 GB RAM), and each image was processed 15 times by both algorithms, respectively. The performance data of both algorithms were calculated and presented in Table 3.

Table 3 presents the number of updating weights, computational time, and PSNR data of images processed by both algorithms. As expected, MFD-SOM is always faster than the conventional SOM. It can be seen that the number

| Image  | Size of image | The conventional SOM | The MFD-SOM |
|--------|---------------|----------------------|-------------|
|        |               | Average number of updating weights | Average training time (s) | Average PSNR (dB) | Average number of updating weights | Average training time (s) | Average PSNR (dB) |
| River  | 481 × 321     | 3.642E+07            | 11.315       | 39.0595          | 7.440E+06            | 7.699           | 39.2094          |
| Flower | 283 × 213     | 1.737E+07            | 4.511        | 36.9017          | 3.340E+06            | 3.224           | 37.5074          |
| Bird   | 267 × 400     | 2.518E+07            | 6.895        | 43.1459          | 4.951E+06            | 5.023           | 43.8589          |
| Cloth  | 251 × 168     | 1.019E+07            | 2.707        | 43.1753          | 1.965E+06            | 1.766           | 46.4798          |
| Girl   | 270 × 285     | 1.760E+07            | 4.909        | 40.6361          | 3.543E+06            | 3.388           | 41.4868          |
| Penguin| 238 × 300     | 1.737E+07            | 4.511        | 41.5407          | 3.340E+06            | 3.224           | 44.3566          |
of update operations of the MFD-SOM is about half of the conventional SOM used. Due to such operations as vector finding or matching are common to both algorithms, time saved by our algorithm reflects its learning efficiency. The PSNR data in Table 3 show that the quality of features extracted by the MDF-SOM is always better than the conventional SOM achieved, which demonstrates the necessity to improve the conventional SOM.

5 Conclusions and discussions

In this paper, we present an improved SOM algorithm and its applications to color feature extraction. Compared with the conventional SOM algorithm, due to adoption of such strategies as dynamic neighborhood radius, dynamic learning rate, and a new way to update weights, the proposed algorithm can extract features with lower redundancy from dominant colors and achieve better representations of non-dominant colors in training images. Experimental results of color feature extraction from artificial datasets and benchmark image datasets demonstrate the characteristics of our algorithm. Besides those things, the proposed algorithm improves the performance on color feature extraction.

Quality of features extracted or data reduced by the conventional SOM algorithm heavily depends on the distribution of training data. However, for various reasons or purposes, sometimes, we are more concerned about how many features relevant to our application can be extracted from the training data and their quality. In this paper, a good attempt has been made by adopting new competitive rules in the proposed SOM algorithm to achieve robust color features from images. More rules involving filtering or selection of features can be introduced into the algorithm to extend its application.
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