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Abstract

In this paper we complete the full characterization of the expected suprema of infinitely divisible processes. In particular, we remove the technical assumption called $H(C_0, \delta)$ condition and settle positively the conjecture posed by M. Talagrand.

1 Introduction

1.1 Infinitely divisible processes

A stochastic process $X = (X_t)_{t \in T}$ over some abstract index set $T$ is called infinitely divisible if all its finite dimensional marginal distributions are infinitely divisible (for the introduction to such distributions see e.g. [12, Chapter 2]). An excellent reference for the study of general infinitely divisible processes containing all measure-theoretic subtleties and examples is [11]. In particular, it contains some fundamental results concerning infinitely divisible processes, which we recap now. First of all, an infinitely divisible process $X$ admits so-called Lévy-Khintchine representation of its characteristic function and as a consequence we can write that

$$X \overset{d}{=} G + Y,$$

where $G = (G_t)_{t \in T}$ is a centred Gaussian process and $Y = (Y_t)_{t \in T}$ is a Poissonian infinitely divisible process independent of $G$ the definition of which we postpone a little. We refer to a Poissonian process as an infinitely divisible process without Gaussian component. Our main interest lies in the bounds of the expected supremum of $X$. It can be easily verified that the expected supremum of $X$ can be estimated from above and from below by the sum of expected suprema of $G$ and $Y$ using triangle inequality for the upper bound and Jensen’s inequality for the lower bound. As we will recap in Section 2 the suprema of Gaussian processes are very well-known, so it is sufficient to consider infinitely divisible processes without Gaussian component. Moreover, if $(X_t)_{t \in T}$ is infinitely divisible process and $(X'_t)_{t \in T}$ is its independent copy then $(X_t - X'_t)_{t \in T}$ is also infinitely divisible. This procedure is called symmetrization and is of high importance for us since as we explain in Section 1.2 it allows us to assume with no loss in generality that the considered process is symmetric. Therefore, from now on we consider only symmetric infinitely divisible processes without Gaussian component. As a definition of such processes we treat a Lévy-Khintchine representation of its characteristic function [11, Theorem 2.8] which we present now.
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Definition 1 Let \( \mathbb{R}^T \) denote the space of functions from \( T \) to \( \mathbb{R} \). A stochastic process \((X_t)_{t \in T}\) is called real, symmetric, without Gaussian component infinitely divisible if there exists a positive, \( \sigma \)-finite measure \( \nu \) on \( \mathbb{R}^T \) such that for each \( t \in T \), \( \int_{\mathbb{R}^T} (\beta(t)^2 \wedge 1) \nu(d\beta) < \infty \), \( \nu(\{0\}) = 0 \) and for all families \((\alpha_t)_{t \in T}\) of real numbers and all \( t \in T \) we have

\[
E \exp i \sum_{t \in T} \alpha_t X_t = \exp \left( -\int_{\mathbb{R}^T} \left( 1 - \cos \left( \sum_{t \in T} \alpha_t \beta(t) \right) \right) \nu(d\beta) \right).
\]

The measure \( \nu \) is called the Lévy measure of the process.

Let us emphasize an important note ([14] p.334]) that the class of infinitely divisible processes is extremely large. In particular, the class of Lévy processes on \( \mathbb{R}^d \) is a subclass of infinitely divisible processes (for more examples see [1]) and for all families \((\alpha_t)_{t \in T}\) of real numbers and all \( t \in T \) we have

\[
E \exp i \sum_{t \in T} \alpha_t X_t = \exp \left( -\int_{\mathbb{R}^T} \left( 1 - \cos \left( \sum_{t \in T} \alpha_t \beta(t) \right) \right) \nu(d\beta) \right).
\]

1.2 Rosiński’s representation and Poisson point process

Usually in the theory of stochastic processes it is possible to discuss the sample boundedness (the question whether \( \sup_{t \in T} X_t < \infty \) a.s.) of a process in terms of a single parameter - \( E \sup_{t \in T} X_t \) (see [18]). The example we have in mind are Gaussian processes for which the supremum in finite a.s. if and only if the expected supremum is finite. For many reasons this parameter is very convenient, though in general may not completely cover the question of sample boundedness. In particular, it is false for infinitely divisible processes (see Example 1 below). In this paper we prove the decomposition theorem (Theorem 2) which completely characterize the role of the chaining method in the analysis of \( E \sup_{t \in T} X_t \).

From now on we assume that \( E \sup_{t \in T} X_t < \infty \). To achieve the goal of characterization of \( E \sup_{t \in T} X_t \), we use in the fundamental way the fact that infinitely divisible processes admit series representation.

Let us define necessary objects to spell out the crucial result of Rosiński ([11], [10, Section 3.D]). Consider a \( \sigma \)-finite measure space \((\Omega, \nu)\) and a Poisson point process with intensity measure \( \nu \) on \( \Omega \) (see [3] or [6] for the introduction to the subject of such processes). Recall it is a random subset \( \Pi \) of \( \Omega \) such that for any measurable subset \( A \) of finite intensity measure the cardinality of \( A \cap \Pi \) denoted by \( |A \cap \Pi| \) is a Poisson random variable of expectation \( \nu(A) < \infty \) and for disjoint measurable subsets \( A_1, \ldots, A_k \) the random variables \( |A_i \cap \Pi| \) are independent. We denote the elements of \( \Pi \) by \((Z_i)_{i \geq 1}\). Consider a Bernoulli sequence \((\varepsilon_i)_{i \geq 1}\) i.e. a sequence of independent random signs with \( P(\varepsilon_i = \pm 1) = 1/2 \) independent of \( Z_i \)'s. It is easy to verify that a collection of random variables \((X_t)_{t \in T}\) given by

\[
X_t = \sum_{i \geq 1} \varepsilon_i Z_i(t).
\]

can be treated as infinitely divisible process in the sense of [11]. Before we sketch the argument for that let us point out that it is more convenient to consider elements of \( T \) as functions on \( \mathbb{R}^T \) by identifying \( t \) with a map \( \beta \mapsto \beta(t) \) on \( \mathbb{R}^T \) and write \( t(Z_i) \) instead of \( Z_i(t) \) in the above. We need the following elementary identity for integrable functions \( f \) on \( \Omega \) given by

\[
E \sum_{i \geq 1} f(Z_i) = \int_{\Omega} f(\omega) \nu(d\omega).
\]
It follows instantly for indicators of sets and then for general \( f \) by approximation. It is sometimes referred as Campbell’s formula ([8 Proposition 2.7]). Now, notice that by [3] we have that \( \mathbb{E} \sum_{i \geq 1} t(Z_i)^2 \wedge 1 < \infty \) by the assumption that \( \int \Omega t^2 \wedge 1 d\nu < \infty \). This applied conditionally on \( Z_i \)'s implies that \( \sum_{i \geq 1} \varepsilon_i t(Z_i) \) converges almost surely. Moreover, if \( W \) is a Poisson random variable with mean \( a \), then for \( \lambda \in \mathbb{R} \)

\[
\mathbb{E} \exp(\lambda W) = \exp(a(\exp(\lambda) - 1)).
\]

Now, if \( A \) is a measurable set of finite measure, \( t = c \mathbb{1}_A \) and \( W = |A \cap I| \), then

\[
\mathbb{E} \exp \left( \lambda \sum_{i \geq 1} t(Z_i) \right) = \mathbb{E} \exp(\lambda c W) = \exp(\nu(A)(e^{\lambda c} - 1)).
\]

Therefore, by independence of \( |A \cap I| \) for step functions \( t \) we have the following identity

\[
\mathbb{E} \exp \left( \lambda \sum_{i \geq 1} t(Z_i) \right) = \exp \left( \int \left( \exp(\lambda t(\omega)) - 1 \right) \nu(d\omega) \right),
\]

which extends to the bounded functions \( t \) satisfying \( \int |t| \wedge 1 d\nu < \infty \) by approximation. One can check using [4] that the characteristic function of linear combination of \( X_t \) given by (2) satisfies (1) (see the computation at the beginning of Section 2.1). From now on we will refer to infinite divisible processes as to the collection \( (X_t)_{t \in T} \) of random variables given by

\[
X_t = \sum_{i \geq 1} \varepsilon_i t(Z_i),
\]

where \( T \) is a set of functions on \( \Omega \) satisfying \( \int \Omega t^2 \wedge 1 d\nu < \infty \) for \( t \in T \). The following example returns to the problem of the boundedness and is using the series representation.

**Example 1** Let \( \Omega = \mathbb{R}_+ \), \( \nu \) be the Lebesgue measure and \( T = \{-t, t\} \) with \( t(x) = x^{-2} \). Then \( \sup_{s \in T} X_s = |X_t| < \infty \) a.s. since \( \int t^2 \wedge 1 d\nu < \infty \), so \( X_t \) is sample bounded. On the other hand by Khintchine’s inequality

\[
\mathbb{E} \sup_{s \in T} X_s \geq \mathbb{E} \left( \sum_{i \geq 1} t(Z_i)^2 \right) \geq \mathbb{E} \sum_{u \geq 0} \mathbb{1}_{\{t(Z_i)|t(\omega)\geq u\}} \geq \mathbb{E} \sup_{u \geq 1} \nu(\{t|t| \geq u\}) = \infty,
\]

where we used the fact that if \( X \) is a Poisson random variable with mean \( \lambda \), which is small then \( \mathbb{E} \sqrt{X} \) is approximately \( \lambda \) and \( \nu(\{|t| \geq u\}) = \sqrt{u} \to \infty \) as \( u \to \infty \).

### 1.3 Brief history of the problem

The main object of our study is \( \mathbb{E} \sup_{t \in T} X_t \), where \( X_t \) is given in (5) and

\[
\mathbb{E} \sup_{t \in T} X_t = \sup \left\{ \mathbb{E} \sup_{t \in F} X_t : F \subset T, F \text{ finite} \right\}
\]

The question of the characterization of the expectation of the supremum of a stochastic process has a long history and goes back to the seminal results of Fernique and Talagrand on a centred Gaussian process \((G_t)_{t \in T}\) (in this section we abuse notation and by \( T \) we denote different index sets depending on the context) called the Majorising Measure Theorem (see [15] and [3]).
Let us use notation \( \lesssim \) for the inequality up to universal constant and \( \asymp \), when both \( \lesssim \) and \( \gtrsim \) hold. We also write inequalities with constant \( L \) which is a numerical constant but might be different at each occurrence.

The classical formulation of the Majorising Measure Theorem states that

\[
E \sup_{t \in T} G_t \asymp \gamma_2'(T, d),
\]

where for some distance \( d \) on \( T \) and the closed ball \( B(t, \epsilon) \) centred at \( t \) with radius \( \epsilon > 0 \)

\[
\gamma_2'(T, d) = \inf_{\mu} \sup_{t \in T} \int_0^\infty \sqrt{\log \mu(B(t, \epsilon))}^{-1} d\epsilon.
\]

The infimum is taken over all probability measures on \( T \). The modern formulation of the Majorising Measure Theorem uses \( \gamma_2 \) functional which we define now. First, let \( N_n = 2^n \) for \( n \geq 1 \) and \( N_0 = 1 \) and consider \( T \) with some distance \( d \). We will call nested sequence of partitions \( (A_n)_n \geq 0 \) of a set \( T \) admissible if it holds that \( |A_0| = 1 \) together with \( |A_n| \leq N_n \) for \( n \geq 1 \). By \( A_n(t) \) we will denote (the unique) element of partition \( A_n \) that contains \( t \in T \) and by \( \Delta(\cdot) \) the diameter of a set in distance \( d \).

Define for \( \alpha > 0 \)

\[
\gamma_\alpha(T, d) = \inf_{\mu} \sup_{t \in T} \sum_{n \geq 0} 2^{n/\alpha} \Delta(A_n(t)),
\]

where the infimum is taken over all admissible sequences. See [14, Theorem 2.4.1] for the proof that

\[
E \sup_{t \in T} G_t \asymp \gamma_2(T, d),
\]

where \( d \) is the canonical distance \( d(s, t) = \langle X_s - X_t \rangle^{1/2} \). It can be actually verified directly that \( \gamma_2'(T, d) \asymp \gamma_2'(T, d) \) (see e.g. [17]). There is one more functional which is rather different from the other two. Namely,

\[
\gamma_2''(T, d) = \sup_{\mu} \int_T \int_0^\infty \sqrt{\log \mu(B(t, \epsilon))}^{-1} d\epsilon d\mu(dt),
\]

where the supremum is over the probability measures on \( T \). We will discuss those differences in the next section. What is important is that in the Gaussian case we have a single distance controlling the size of the increment i.e. for \( u \geq 0 \) we have that

\[
P(\{|G_t - G_s| \geq u\}) \leq 2 \exp \left(-\frac{u^2}{d(s, t)^2}\right),
\]

where \( d(s, t) \) is the canonical distance given above. This situation is rather specific to the Gaussian case and it can be shown (see e.g. [1]) that in this setting

\[
\gamma_2(T, d) \asymp \gamma_2'(T, d) \asymp \gamma_2''(T, d).
\]

We know that a separable Gaussian processes admit a canonical representation called the Karhunen–Loève representation (see e.g. [21 Corollary 5.3.4]). This observation was one of the motivations of the study of another canonical processes (see [14] Chapter 10) in particular the Bernoulli process defined as a collection \((B_t)_{t \in T}\), where now \( T \) is a subset of \( \ell^2 \) and

\[
B_t = \sum_{i \geq 1} \varepsilon_i t_i
\]

(9)

In the case of infinitely divisible processes there is a family of distances controlling the size of the increment, which makes the problem of characterization of \( E \sup_{t \in T} X_t \) fundamentally different. Initial
attempt to deal with this task was done by M. Talagrand in 1993 [16], where the regularity of infinitely divisible processes was proved under additional technical assumption on the Lévy measure. It was conjectured that the result holds without it, however little progress on this problem has been done since then. The main difficulty was related to the fact that the Bernoulli Conjecture (see [2]) was still open then. Nevertheless, many crucial properties of the Bernoulli process were proved in [16] like contraction principle or Sudakov’s minoration principle, however the characterization of \( \mathbb{E} \sup_{t \in T} B_t \) was missing. Under so-called \( H(C_0, \delta) \) (see [14] Definition 11.2.5)) condition on Lévy measure \( \nu \), which basically states that the measure \( \nu \) is ‘sufficiently anticoncentrated’ it is shown in [16] that

\[
\mathbb{E} \sup_{t \in T} X_t = \inf \left\{ \gamma_2(T_1, d_2) + \gamma_1(T_1, d_\infty) + \mathbb{E} \sup_{t \in T_2} |X| : T \subset T_1 + T_2 \right\},
\]

where \( \gamma \)-numbers are as in (7) for distances

\[
d_\infty(s, t) = \inf\{a > 0 : |s(\omega) - t(\omega)| \leq a \ \nu\text{-a.s.}\}
\]

and

\[
d_2^2(s, t) = \int_\Omega (s(\omega) - t(\omega))^2 \nu(d\omega)
\]

and \( |X| = \sum_{i \geq 1} |t(Z_i)| \), where \( T_2 \) is a set functions \( t \) on \( \Omega \) satisfying \( \int_\Omega |t| \wedge 1d\nu < \infty \).

The characterization of \( \mathbb{E} \sup_{t \in T} B_t \) given in [2] shed a new light on the result on \( \mathbb{E} \sup_{t \in T} X_t \). Firstly, in one of the initial versions of [13] the proof of (10) was significantly simplified by using to the fullest the result on the Bernoulli process. On the basis of this simplification, the proof of a complete characterization of \( \mathbb{E} \sup_{t \in T} X_t \) without any additional assumptions on \( \nu \) can be provided. The presentation of this result is the matter of the next section.

2 Overview of the results

The goal of this paper is to prove

**Theorem 2** Consider a countable set \( T \) of measurable functions on \( \Omega \) such that each \( t \in T \) satisfies \( \int_\Omega t^2 \wedge 1d\nu < \infty \) and assume that \( 0 \in T \). Let \( X_t \) be as in (7). Then

\[
\mathbb{E} \sup_{t \in T} X_t = \inf \left\{ \gamma_2(T_1, d_2) + \gamma_1(T_1, d_\infty) + \mathbb{E} \sup_{t \in T_2} |X| : T \subset T_1 + T_2, \ 0 \in T_1 \right\}.
\]

Observe that having the decomposition of \( t \in T \) given by \( t = t_1 + t_2, t_1 \in T_1, t_2 \in T_2 \) and \( T \subset T_1 + T_2 \) we can write

\[
\mathbb{E} \sup_{t \in T} X_t \leq \mathbb{E} \sup_{t \in T_1} X_t + \mathbb{E} \sup_{t \in T_2} X_t \leq \mathbb{E} \sup_{t \in T_1} X_t + \mathbb{E} \sup_{t \in T_2} X_t.
\]

Theorem 2 states that an infinitely divisible process can be splitted into two parts. \( \mathbb{E} \sup_{t \in T_1} X_t \) is the one explained through the chaining by \( (\gamma_2(T_1, d_2) + \gamma_1(T_1, d_\infty)) \) and \( \mathbb{E} \sup_{t \in T_2} X_t \) is bounded since \( \mathbb{E} \sup_{t \in T_2} |X| \leq \mathbb{E} \sup_{t \in T_2} |X| \) and then by \( \mathbb{E} \sup_{t \in T_1} |X| \leq L \mathbb{E} \sup_{t \in T} X_t \). The two parts are of very different nature. The first part should be considered as the one where cancellations between terms occur while in the second there are no cancellations.

Before we continue, let us bring up a few classical facts used in the theory of suprema of stochastic processes to reassure that there is no loss generality in the assumptions of the above theorem. Firstly,
\( \mathbf{E} \sup_{t \in T} X_t \) is the same as taking supremum over set \( T - s = \{ t - s : t \in T \} \) for some \( s \in T \), therefore we can always assume that \( 0 \in T \). Note, that by the symmetry of \((X_t)_{t \in T}\) we can write

\[
\sup_{s, t \in T} |X_s - X_t| = \sup_{s, t \in T} (X_s - X_t) = \sup_{s \in T} X_s + \sup_{t \in T} (-X_t),
\]

so by taking expectations we get that \( \mathbf{E} \sup_{s, t \in T} |X_s - X_t| = 2 \mathbf{E} \sup X_t \). This combined with triangle inequality gives that for any \( t_0 \in T \)

\[
\mathbf{E} \sup_{t \in T} |X_t| \leq 2 \mathbf{E} \sup_{t \in T} X_t + \mathbf{E} |X_{t_0}| \leq 3 \mathbf{E} \sup_{t \in T} |X_t|.
\]

In particular, when we assume that \( 0 \in T \) then

\[
\mathbf{E} \sup_{t \in T} |X_t| \cong \mathbf{E} \sup_{t \in T} X_t. \tag{11}
\]

We already mentioned that assuming the symmetry of \( X_t \) is not any restriction in the context of suprema. Indeed, any process \((X_t)_{t \in T}\) can be replaced by the process \((X_t - X'_t)_{t \in T}\), where \((X'_t)_{t \in T}\) is an independent copy of \((X_t)_{t \in T}\). Section 4.2 discusses how to recover the result when \((X_t)\) is not symmetric, in Section 4.3 how the result can be extended to a separable set \(T\). In Section 4.3 we provide an alternative formulation of Theorem 2 which might be more applicable.

### 2.1 Upper bound

An important feature of infinitely divisible processes is that they obey the Bernstein inequality. Denote by \( \mathbf{E}_\varepsilon \) the expectation in \( \varepsilon_i \)'s. We have

\[
\mathbf{E}_\varepsilon \exp \left( \lambda \sum_{i \geq 1} \varepsilon_i t(Z_i) \right) = \exp \left( \sum_{i \geq 1} \log(\cosh(\lambda t(Z_i))) \right),
\]

so by taking the expectation and applying (11) we get

\[
\mathbf{E} \exp \left( \lambda \sum_{i \geq 1} \varepsilon_i t(Z_i) \right) = \exp \left( \int (\cosh(\lambda t(\omega)) - 1) \nu(d\omega) \right).
\]

Observe that \( \cosh(\lambda t(\omega)) - 1 \leq \lambda^2 t^2(\omega) \) for \( |\lambda t(\omega)| \leq 1 \). Consequently, arguing just as in the proof of [14, Lemma 4.3.4] we get

\[
P \left( \left| \sum_{i \geq 1} \varepsilon_i (s(Z_i) - t(Z_i)) \right| \geq v \right) \leq 2 \exp \left( -\frac{1}{L} \min \left( \frac{v^2}{d_2(s, t)^2}, \frac{v}{d_\infty(s, t)} \right) \right).
\]

This together with the chaining method [14, Theorem 2.2.23] yields

\[
\mathbf{E} \sup_{t \in T} X_t \leq \gamma_2(T, d_2) + \gamma_1(T, d_\infty). \tag{12}
\]

Obviously we also have that \( |X_t| \leq \sum_{i \geq 1} |t(Z_i)| \), so

\[
\mathbf{E} \sup_{t \in T} X_t \leq \mathbf{E} \sup_{t \in T} |X_t|. \tag{13}
\]

As discussed after the statement of Theorem 2 both (12) and (13) can be combined. The main result of this paper is that this combination can be reversed. We discuss the strategy for proving this in the next section.
2.2 Strategy for the lower bound

The starting point for obtaining the lower bound is the Giné-Zinn type of result ([14, Theorem 11.5.1]). We need to deal with the fact that $Z_i$’s are not independent, for which the following lemma (cf. [8, Proposition 3.8]) is used.

**Lemma 1** Consider a Poisson point process of intensity $\nu$ and a measurable set $A$ with $0 < \nu(A) < \infty$. Given $|A \cap \Pi| = N$, the set $A \cap \Pi$ has the same distribution as the set $\{X_1, X_2, \ldots, X_N\}$, where the variables $X_i$ are independent and distributed according to the probability $\lambda$ on $A$ given by $\lambda(B) = \nu(A \cap B)/\nu(A)$ for a measurable subset $B$ of $A$.

**Theorem 3** We have

$$E \sup_{t \in T} |X_t| \leq \sup_{t \in T} \int_{\Omega} |t(\omega)|\nu(d\omega) + 4E \sup_{t \in T} |X_t|. \quad (14)$$

**Proof.** Consider a measurable subset $A \subset \Omega$ with $\nu(A) < \infty$. Consider a sequence $\{X_1, \ldots, X_N\}$ of independent random variables distributed according to the probability measure $\lambda$ on $A$ given for $B \subset A$ by $\lambda(B) = \nu(A \cap B)/\nu(A)$. As usual, by $(\varepsilon_i)_{i \geq 1}$ we denote an independent Bernoulli sequence, independent of $X_i$’s. First,

$$\sum_{i \leq N} |t(X_i)| \leq \sum_{i \leq N} E|t(X_i)| + \sum_{i \leq N} (|t(X_i)| - E|t(X_i)|)$$

So,

$$E \sup_{t \in T} \sum_{i \leq N} |t(X_i)| \leq \sum_{i \leq N} E|t(X_i)| + E \sup_{t \in T} \sum_{i \leq N} (|t(X_i)| - E|t(X_i)|) \quad (15)$$

Observe that $\sum_{i \leq N} E|t(X_i)| = N \nu(A)^{-1} \int_{A} |t(\omega)|\nu(d\omega)$. To deal with the second term consider an independent copy $(X'_i)_{i \leq N}$ of $(X_i)_{i \leq N}$ and note that $(|t(X_i)| - |t(X'_i)|)_{i \leq N}$ has the same law as $\varepsilon_i(|t(X_i)| - |t(X'_i)|)_{i \leq N}$ by the independence of $X_i$’s. So, by Jensen’s inequality

$$E \sup_{t \in T} \sum_{i \leq N} (|t(X_i)| - E|t(X_i)|) \leq E \sup_{t \in T} \sum_{i \leq N} \varepsilon_i(|t(X_i)| - |t(X'_i)|)$$

By triangle inequality

$$E \sup_{t \in T} \sum_{i \leq N} \varepsilon_i(|t(X_i)| - |t(X'_i)|) \leq 2E \sup_{t \in T} \sum_{i \leq N} \varepsilon_i|t(X_i)|.$$ 

The last step is to apply contraction principle ([14, Theorem 5.3.6]) for a given value of $X_i$ to obtain

$$E \sup_{t \in T} \sum_{i \leq N} \varepsilon_i|t(X_i)| \leq 2E \sup_{t \in T} \sum_{i \leq N} \varepsilon_i|t(X_i)|.$$ 

Hence we get

$$E \sup_{t \in T} \sum_{i \leq N} |t(X_i)| \leq N \nu(A) \sup_{t \in T} \int_{A} |t(\omega)|\nu(d\omega) + 4E \sup_{t \in T} \sum_{i \leq N} \varepsilon_i|t(X_i)|. \quad (16)$$
Now, we want to apply Lemma 11. For this consider a Poisson point process \((Z_i)_{i \geq 1}\) of intensity measure \(\nu\). Given \(N = \{i \geq 1 : Z_i \in A\}\) we take the expectation in (10) and use the fact that \(E N = \nu(A)\) to get
\[
E \sup_{t \in T} \sum_{i \leq N} |t(Z_i)| \mathbb{I}_A(Z_i) \leq \sup_{t \in T} \int_A |t(\omega)| \nu(d\omega) + 4E \sup_{t \in T} \left| \sum_{i \leq N} \epsilon_i t(Z_i) \mathbb{I}_A(Z_i) \right|. \tag{17}
\]

Obviously,
\[
\int_A |t(\omega)| \nu(d\omega) \leq \int_\Omega |t(\omega)| \nu(d\omega).
\]

For the second part we apply Jensen’s inequality by taking the expectation in those \(\epsilon_i\)'s at which \(\mathbb{I}_A(Z_i) = 0\) outside the absolute value and the supremum and get
\[
E \sup_{t \in T} \left| \sum_{i \leq N} \epsilon_i t(X_i) \mathbb{I}_A(Z_i) \right| \leq E \sup_{t \in T} \left| \sum_{i \leq N} \epsilon_i t(X_i) \right|,
\]
which finishes the proof by (16).

The Giné-Zinn inequality (14) directs our attention to the essence of the problem. Notice that if there was no integral term on the right side of (14) we could finish the proof. Therefore, we need a tool which provides a control over this term. This is given in the next theorem. To state it, let us define mappings which are square of distances, but we will refer to them as distances for simplicity. For \(j \in \mathbb{Z}, r > 0\) and \(s, t \in T\) let
\[
\varphi_j(s, t) = \int_\Omega (r^2 |s(\omega) - t(\omega)|^2 + 1) \nu(d\omega)
\]
and we define for \(t \in T\) and \(\epsilon > 0\), \(B_j(t, \epsilon) = \{s \in T : \varphi_j(s, t) \leq \epsilon\}\).

**Theorem 4** \([14]\) Theorem 5.2.7] Consider a countable set \(T\) of measurable functions on \(\Omega\), a number \(r \geq 4\) and assume \(0 \in T\). Consider an admissible sequence of partitions \((A_n)_{n \geq 0}\) of \(T\), and for \(A \in A_n\) consider \(j_n(A) \in \mathbb{Z}\), with the following properties, where \(u > 0\) is a parameter
\[
A \in A_n, B \in A_{n-1}, A \subset B \implies j_n(A) \geq j_{n-1}(B),
\]
\[
\forall s, t \in A_n, \quad \varphi_{j_n(A)}(s, t) \leq u 2^n.
\]

Then we can write \(T \subset T' + T'' + T'''\) where \(0 \in T'\) and
\[
\gamma_2(T', d_2) \leq L \sqrt{u} \sup_{t \in T} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}, \tag{19}
\]
\[
\gamma_1(T', d_\infty) \leq L \sup_{t \in T} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}, \tag{20}
\]
\[
\forall t \in T'', \int_\Omega |t| d\nu \leq L u \sup_{t \in T} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}. \tag{21}
\]

Moreover,
\[
\forall t \in T''' \exists s \in T, \quad |t| \leq 5|s| \mathbb{I}_{\{2^n r_{\geq j_0(A_n(t))})}. \tag{22}
\]
From now on, the parameter $r \geq 4$ is fixed. What Theorem 4 effectively says is that if we can provide an admissible sequence of partitions of the set $T$ together with the sequence $(j_n)$ satisfying the described properties and most importantly that if

$$\sup_{t \in T} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))} \leq \mathbf{E} \sup_{t \in T} X_t$$  \hspace{1cm} \text{(23)}$$

then we are basically done with the proof of Theorem 2. Let us point out that providing an admissible sequence of partitions such that the series $\sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}$ is a lower bound for some functional related to $\mathbf{E} \sup_{t \in T} X_t$ is a central tool in Talagrand’s machinery (see [14, Theorem 10.1.2]). However, the application of this theorem is only possible with $H(C_0, \delta)$ condition additionally assumed. Without it it seems hopeless. Therefore, we have to engage another strategy which we outline now.

The fundamental idea behind the argument is that conditionally on $(Z_i)_{i \geq 1}$, $(X_t)_{t \in T}$ is a Bernoulli process. Then, the idea is to formulate analogues of functionals $\gamma_2$, $\gamma'_2$ and $\gamma''_2$ introduced in Section 1.3 in the Bernoulli case. The importance of functionals $\gamma_2$ and $\gamma'_2$ is of different nature than $\gamma''_2$. Notice, that if we consider a random distance $d = d_\omega$ (consider a conditionally Gaussian process), then it can be shown that if $d_\omega$ concentrates well around its mean it follows that $\mathbf{E} \gamma''_2(t, d_\omega) \geq \gamma''_2(T, \mathbf{E}d_\omega)$. This type of property cannot be obtained with $\gamma_2$ or $\gamma'_2$ because the infimum which is present in the definition of both of these functionals cannot be pulled out of the expectation. On the other hand, the functionals $\gamma_2$ or $\gamma'_2$ as opposed to $\gamma''_2$ are natural to the chaining arguments. What lies in the heart of the proof of Theorem 2 is finding the "correct" analogues of $\gamma_2$, $\gamma'_2$ and $\gamma''_2$ in the setting of Bernoulli processes and proving a version of (8) namely that

$$\gamma_2 \lesssim \gamma'_2 \lesssim \gamma''_2$$

in the Bernoulli case. Now, we proceed to define the analogues of chaining functionals in the Bernoulli case. Unsurprisingly, they are much more complicated than in the Gaussian case since there are many distances involved.

The random distance we consider is given by

$$\varphi_j(Z, t) := \sum_{i \geq 1} (r^2 |t(Z_i) - s(Z_i)|^2) \land 1.$$  

Notice that by (3) we have that $\mathbf{E} \varphi_j(Z, t) = \varphi_j(s, t)$, where $\varphi_j(s, t)$ is as in (18).

For the moment let us focus on the purely Bernoulli setting, i.e. consider a subset $S$ of $\ell^2$ and the sequence of distances

$$\tilde{\varphi}_j(s, t) := \sum_{i \geq 1} (r^2 |s_i - s_i|^2) \land 1.$$  

Let $k_0$ be the largest integer such that the diameter of $S$ in the $\ell^2$-distance does not exceed $r^{-k_0}$. For $t \in S$ define $k_0(t) = k_0$ and for $n \geq 1$ and fixed probability measure $\mu$ on $S$

$$k_n(t) = \sup \{j \in \mathbb{Z} : \mu(\{s \in T, \varphi_j(s, t) \leq 2^n\}) \geq N_n^{-1}\}. \hspace{1cm} \text{(24)}$$

Let

$$I_\mu(t) = \sum_{n \geq 0} 2^n r^{-k_n(t)}. \hspace{1cm} \text{(25)}$$

Define

$$\beta'(S, (\varphi_j)) := \inf_{\mu} \sup_{t \in S} I_\mu(t), \hspace{1cm} \beta''(S, (\varphi_j)) := \sup_{\mu} \int_S I_\mu(t) \mu(dt).$$
The critical result of Talagrand [13] states that
\[ \beta''(S, (\tilde{\varphi}_j)) \lesssim E \sup_{t \in S} B_t. \] (26)
It gives a rise to the roadmap of inequalities leading to the proof of Theorem 2. Before we present it let us define
\[ \beta(T, (\varphi_j)) := \inf \sup_{t \in T} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}, \]
where the infimum runs over admissible sequences of partitions and labels \( j_n \) from Theorem 4. We have to argue that the following steps hold true.
\[ \beta(T, (\varphi_j)) \overset{(4)}{\lesssim} \beta'(T, (\varphi_j)) \overset{(3)}{\lesssim} \beta''(T, (\varphi_j)) \overset{(2)}{\lesssim} E \beta''(T, (\tilde{\varphi}_j, Z)) \overset{(1)}{\lesssim} E \sup_{t \in T} X_t. \]

In the above we understand \( \beta' \) and \( \beta'' \) defined for the set \( T \) are almost just as in the Bernoulli case, but we postpone formal definitions to keep the above picture intuitive. Steps (1), (2) were communicated to authors by M. Talagrand as one of the preprints of [13], step (5) is essentially present in [14]. Steps (3) and (4) are the main contribution of this paper. We provide details of each step in the following sections to make this paper self-contained. Before that, let’s summarize each of them. Step (1) is the major application of the characterization of Bernoulli processes [2], step (2) is the analogue of the discussed procedure of pulling the supremum out of expectation when dealing with random distance \( (E \gamma''_2(t, d_\omega)) \gtrsim \gamma''_2(T, E d_\omega)) \), step (3) is a consequence of minimax theorem, step (4) requires building the admissible sequence of partitions together with labels \( j_n \) satisfying the conditions of Theorem 4. Finally, step (5) might be already clear as a consequence of Giné-Zinn inequality [17] and Theorem 4 with a minor issue of the term in [22] which we have to take care of.

3 Proofs

3.1 Proof of Inequality (1)

We have the following result due to the first named author and R. Latala called the Bernoulli Theorem [2].

**Theorem 5** Let \( S \subset \ell^2 \). Then it holds that
\[ \inf \{ \gamma_2(S_1, d_{\ell^2}) + \sup_{t \in S_2} \|t\|_1 ; S \subset S_1 + S_2 \} = E \sup_{t \in S} B_t, \]
where \( d_{\ell^2} \) denotes the \( \ell^2 \)-distance and \( \| \cdot \|_1 \) is the \( \ell^1 \)-norm.

Our main goal in this section is to prove (26) from which Inequality (1) follows easily. Define
\[ b^*(S) := \inf \{ \gamma_2(S_1, d_{\ell^2}) + \sup_{t \in S_2} \|t\|_1 ; S \subset S_1 + S_2 \}, \]
\[ \beta(S, (\tilde{\varphi}_j)) := \inf \sup_{t \in S} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}, \]
where the infimum is taken over admissible sequences \((A_n)_{n \geq 0}\) of partitions of \(S\) and integers \(j_n(A)\) for \(A \in A_n\) satisfying
\[
s, t \in A \implies \tilde{\varphi}_{j_n(A)}(s, t) \leq 2^n \tag{27}
\]
and
\[
\Delta(S, d_{I^2}) \leq r^{-j_0(S)}.
\]
The proof of (26) relies on the two following inequalities
\[
\sup_{t} \int_{S} I_t(s) \nu(dt) \leq \beta(S, (\tilde{\varphi}_j)) \leq b^*(S)
\]
combined with Theorem 4. Inequality (B1) can be found in [14, Proposition 5.2.5]. The novelty of [13] is the Inequality (B2) which we include together with the proof.

**Lemma 2** Given any probability measure \(\nu\) on \(S\) we have
\[
\int_{S} I_t(s) \nu(dt) \leq L \beta(S, (\tilde{\varphi}_j)). \tag{28}
\]

**Proof.** Consider an admissible sequence \((A_n)_{n \geq 0}\) of partitions of \(S\) and for \(A \in A_n\) and integers \(j_n(A)\) as in (27) such that
\[
\sup_{t \in S} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))} \leq 2 \beta(S, (\tilde{\varphi}_j)).
\]
By the definition of \(k_0\) it follows that \(\tilde{\varphi}_{k_0+1}(s, t) > 1\) for some \(s, t \in S\) and since \(\tilde{\varphi}_{k_0+1}(s, t) \leq r^{2(k_0+1)} d_{I^2} \) we have \(r^{-k_0-1} < \Delta(S, d_{I^2})\). Hence, since \(\Delta(S, d_{I^2}) \leq r^{-j_0(S)}\),
\[
r^{-k_0-1} \leq r^{-j_0(S)} \leq \sup_{t \in S} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}.
\]
Now, for \(n \geq 1\), \(A \in A_n\) and \(t \in A\)
\[
A \subset \{ s \in S : \tilde{\varphi}_{j_n(A)}(s, t) \leq 2^n \} \subset \{ s \in S : \tilde{\varphi}_{j_n(A)}(s, t) \leq 2^{n+1}\}.
\]
So, if \(\mu(A) \geq N_{n+1}^{-1}\) then \(k_{n+1}(t) \geq j_n(A)\), hence
\[
\int_{A} 2^{n+1} r^{-k_{n+1}(t)} \mu(dt) \leq 2 \int_{A} 2^n r^{-j_n(A_n(t))} \mu(dt).
\]
On the other hand, if \(\mu(A) < N_{n+1}^{-1}\)
\[
\int_{A} 2^n r^{-k_{n+1}(t)} \mu(dt) < 2^{n+1} r^{-k_0} N_{n+1}^{-1}.
\]
Summation over \(A \in A_n\) and then over \(n \geq 0\) yields
\[
\int_{S} \sum_{n \geq 1} 2^n r^{-k_n(t)} \nu(dt) \leq L \sup_{t \in S} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))} + L r^{-k_0},
\]
which finishes the proof, because for \(n = 0\),
\[
2^n r^{-k_n(t)} \leq L r^{-k_0} \leq L \sup_{t \in S} \sum_{n \geq 0} 2^n r^{-j_n(A_n(t))}.
\]
Having prepared the lower bound for Bernoulli processes, we are ready to come back to infinitely divisible processes. Consider $I_{\mu,Z}$ defined as in (25) but for $s, t \in T$,

$$\tilde{\phi}_{j,Z}(s, t) = \sum_{i \geq 1} (r_{2j}^2 |t(Z_i) - s(Z_i)|^2) \wedge 1$$

and random numbers $(k^Z_{n})_{n \geq 1}$ defined as in (24) but with $\tilde{\phi}_{j,Z}(s, t)$ and

$$k^Z_0 = \sup\{j \in \mathbb{Z} : \forall s, t \in T, \tilde{\phi}_{j,Z}(s, t) \leq 1\} \in \mathbb{Z} \cup \{\infty\}.$$ 

Conditionally on $Z_i$’s, $X_t$ is a Bernoulli process. Thus, if we denote by $E_\varepsilon$ the expectation with respect to $\varepsilon_i$’s, then by (26) we get for any probability measure $\mu$ on $T$ that

$$\int_T I_{\mu,Z}(t)\mu(dt) \leq L E_\varepsilon \sup_{t \in T} X_t.$$ 

By taking expectation with respect to $Z_i$’s we obtain Inequality (1)

$$E \sup_{t \in T} \int_T I_{\mu,Z}(t)\mu(dt) \leq L E \sup_{t \in T} X_t. \quad (29)$$

### 3.2 Proof of Inequality (2)

Using the distance (18) we define numbers $(j^\mu_k(t))_{k \geq 0}$ associated to each point $t \in T$ and probability measure $\mu$ on $T$. Let

$$j_0 = \sup\{j \in \mathbb{Z} : \forall s, t \in T, \phi_j(s, t) \leq 4\}. \quad (30)$$

The use of constant 4 in the above will become apparent with the next two results. Given any probability measure $\mu$ on $T$ we define for any integer $n \geq 0$ and $t \in T$

$$j^\mu_0(t) = j_0$$

and for $n \geq 1$

$$j^\mu_n(t) = \sup\{j \in \mathbb{Z} : \mu(B_j(t, 2^n)) \geq N_n^{-1}\}. \quad (31)$$

We also define

$$J^\mu(t) = \sum_{n \geq 0} 2^n r^{-j^\mu_n(t)}.$$

**Lemma 3** For every $s, t \in T$ and any $j \in \mathbb{Z}$ the following inequality holds true.

$$P(\tilde{\phi}_{j,Z}(s, t) \leq \phi_j(s, t)/4) \leq \exp(-\phi_j(s, t)/4). \quad (32)$$

**Proof.** Let $f(Z_i) = r^{2j}|Z_i(s) - Z_i(t)|^2 \wedge 1$. Recall that by (3), $E\tilde{\phi}_{j,Z}(s, t) = \phi_j(s, t)$. Notice that for $0 \leq x \leq 1$ we have $e^{-x} \leq 1 - x/2$, so due to (4) we have

$$E \exp \left( -\sum_{i \geq 1} f(Z_i) \right) = \exp \left( \int (\exp(-f(\omega)) - 1)\nu(d\omega) \right) \leq \exp \left( -1/2 \int f(\omega)\nu(d\omega) \right).$$
For any constant $A$ we have
\[
P(\sum_{i \geq 1} f(Z_i) \leq A) \leq \exp(A) \exp(-\sum_{i \geq 1} f(Z_i)),
\]
so the result follows by taking $A = \varphi_j(s,t)/4$.

The following is the proof of Inequality (2). Let us emphasize the fact that numbers $k_n^Z$ are random objects as opposed to $j_n^t$.

**Theorem 6** For each $t \in T$ we have $J_\mu(t) \leq LEI_nZ(t)$.

**Proof.** Fix a probability measure $\mu$ on $T$. To simplify the notation put $j_n(t) = j_n^t(t)$. We aim to prove that
\[
P(k_n^Z \leq j_n) \geq \frac{1}{2},
\]
and for $n \geq 3$
\[
P(k_{n-2}^Z(t) \leq j_n(t)) \geq \frac{1}{2}.
\]
These relations imply respectively that $Ee^{-k_n^Z} \geq r^{-j_n}/L$ and for $n \geq 3$, $E2^{n-3}e^{-k_{n-3}^Z(t)} \geq 2^{n-r-j_n(t)}/L$. Summing these inequalities yields the result.

For (33) notice that if $j_0 = \infty$ there is nothing to prove. Otherwise, we use (32). By the definition of $j_0$, there exist $s, t \in T$ such that $\varphi_{j_0+1}(s,t) > 4$ and therefore
\[
P(\tilde{\varphi}_{j_0+1,Z}(s,t) > 1) \geq 1 - \exp(-1).
\]
By the definition of $k_0^Z$ the event $\tilde{\varphi}_{j_0+1,Z}(s,t) > 1$ implies that $k_0^Z \leq j_0$.

Now we argue that (34) holds. If $j_n = \infty$ there is nothing to prove. By the definition of $k_n^Z(t)$ we have
\[
\mu\{(s \in T : \varphi_{k_n^Z(t)}(s,t) \leq 2^n)\} \leq N_n^{-1}.
\]
On the other hand, by (32), $\varphi_{k_n^Z(t)+1}(s,t) \geq 2^n$ implies that
\[
P(\tilde{\varphi}_{k_n^Z(t)+1,Z}(s,t) \leq 2^{n-2}) \leq \exp(-2^{n-2}) \leq N_n^{-1}.
\]
Hence,
\[
E\mu(\{s \in T : \varphi_{k_n^Z(t)+1}(s,t) \geq 2^n, \tilde{\varphi}_{k_n^Z(t)+1,Z}(s,t) \leq 2^{n-2}\}) \leq N_n^{-1}.
\]
and by Markov inequality with probability $\geq 1/2$ we have
\[
\mu(\{s \in T : \varphi_{k_n^Z(t)+1}(s,t) \geq 2^n, \tilde{\varphi}_{k_n^Z(t)+1,Z}(s,t) \leq 2^{n-2}\}) \leq 2N_n^{-1}.
\]
Therefore, conditioned on this event we get that
\[
\mu(\{s \in T : \tilde{\varphi}_{k_n^Z(t)+1,Z}(s,t) \leq 2^{n-2}\}) \leq N_n^{-1} + 2N_n^{-1} < N_n^{-1},
\]
and in turn $k_{n-3}(t) \leq j_n(t)$. This finishes the proof.

**Theorem 6** together with (29) imply that for any probability measure $\mu$
\[
\int_T J_\mu(t) \mu(dt) \leq L \int_T E\mu I_nZ(t) \mu(dt) = LE \int_T I_nZ(t) \mu(dt) \leq LE \sup_{t \in T} X_t.
\]
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3.3 Proof of Inequality (3)

The inequality \( \beta'(T,(\varphi_j)) \lesssim \beta''(T,(\varphi_j)) \) is in spirit the convexity argument already present in [18 Proposition 3.2]. For this, we have to work on any finite subset of \( T \) which we fix now and denote by \( F \). Note that we do not prove Inequality (3) for \( T \) but for \( F \), but this will be enough to proceed with Inequality (4). We want to prove that there exists some probability measure \( \mu_0 \) on \( F \) such that for each \( t \in F \) we have

\[
J_{\mu_0}(t) \leq \sup_{\mu} \int_F J_\mu(s) \mu(ds)
\]

This could be done by a standard argument using Hahn-Banach theorem provided that \( J_\mu(t) \) is convex as a function of \( \mu \). Proving the convexity is a highly non-trivial task which is therefore replaced by a modified reasoning. What we show is that \( J_\mu \) is "essentially convex" which we describe in the next result.

**Theorem 7** Consider any non-negative numbers \( (\alpha_i)_{i \geq 1} \) with \( \sum_{i \geq 1} \alpha_i = 1 \) and any probability measures \( (\mu_i)_{i \geq 1} \) on \( F \). Then for any \( t \in F \)

\[
J_{\sum_{i \geq 1} \alpha_i \mu_i}(t) \leq L \sum_{i \geq 1} \alpha_i J_{\mu_i}(t).
\]

**Proof.** Fix \( t \in F \). Define numbers \( j_n(t) \) with \( j_0 \) as in (3.3) and for \( n \geq 1 \)

\[
\frac{r^{-j_n(t)-1}}{n} < \sum_{i \geq 1} \alpha_i r^{-j_n^\alpha_i(t)} \leq r^{-j_n(t)}.
\]

(36)

It is a matter of changing the order of summation to notice that

\[
\sum_{n \geq 0} 2^n r^{-j_n(t)} \leq L \sum_{i \geq 1} \alpha_i \sum_{n \geq 0} 2^n r^{-j_n^\alpha_i(t)} = L \sum_{i \geq 1} \alpha_i J_{\mu_i}(t).
\]

(37)

since \( j_0 \) is fixed. What is crucial is that \( j_n \)'s defined in (36) preserve the defining property given by (31) and indeed the quantity on the left hand side of inequality (37) is bounded below by \( J_\mu(t) \) with \( \mu = \sum_{i \geq 1} \alpha_i \mu_i \). Namely, we show that for \( n \geq 1 \)

\[
\mu(B_{j_n(t)}(t,2^n)) \geq \frac{2}{3} \frac{1}{N_n} > \frac{1}{N_{n+1}}.
\]

(38)

which implies that \( j_{n+1}^\mu \geq j_n(t) \).

Observe that if \( j_n^\mu(t) \geq j_n(t) \), then \( \mu_i(B_{j_n(t)}(t,2^n)) \geq \frac{1}{N_n} \). Define \( \beta_j = \sum_i \alpha_i \mathbb{I}_{(j_n^\alpha_i(t)=j)} \). Certainly, \( \sum_{j \in \mathbb{Z}} \beta_j = 1 \). Moreover,

\[
\mu(B_{j_n(t)}(t,2^n)) \geq \sum_{j \geq j_n(t)} \beta_j \frac{1}{N_n}.
\]

Now, we will argue that \( \sum_{j < j_n(t)} \beta_j \) can be bounded from above so that (38) follows. From the definition (36) of \( j_n(t) \) we have

\[
\sum_{j \in \mathbb{Z}} \beta_j r^{-j} \leq r^{-j_n(t)},
\]

which implies that \( \beta_j r^{-j} \leq r^{-j_n(t)} \) and in turn that \( \beta_j \leq r^{-j_n(t)+j} \). Hence, since \( r \geq 4 \),

\[
\sum_{j < j_n(t)} \beta_j \sum_{j < j_n(t)} r^{-j} \leq \sum_{j \geq 1} r^{-j} \leq \frac{1}{3},
\]

which finishes the argument.

\[\blacksquare\]
Theorem 8 There exists a probability measure $\mu_0$ on $F$ such that for each $t \in F$ and we have

$$J_{\mu_0}(t) \leq L \sup_{\mu} \int_F J_{\mu}(s)\mu(ds)$$

Proof. It is almost a straightforward consequence of the minimax theorem (see e.g. [5]) used for sets from which one is compact and the other is convex and then combined with Theorem (7). We only need to be a little careful to make sure that we consider $J_{\mu}(t)$ which are finite for every $t \in F$. For this, let $M$ be the class of probability measures $\mu$ on $F$ satisfying

$$\mu(\{t\}) \geq \frac{1}{2|F|}.$$ 

Notice that for $\mu \in M$, $J_{\mu}(t) < \infty$. Let

$$C = \text{conv}\{(J_{\mu}(t))_{t \in F} \in \mathbb{R}^F : \mu \in M\}.$$

For $f \in C$, $\sup_{\mu \in M} \int_F f\mu \geq \sup_{t \in F} f(t)/2$. So, by the minimax theorem

$$\inf_{f \in C} \sup_{t \in F} f(t) \leq 2 \inf_{f \in C} \sup_{\mu \in M} \int_F f\mu = 2 \sup_{f \in C} \inf_{\mu \in M} \int_F f\mu \leq 2 \sup_{\mu \in M} \int F J_{\mu}d\mu.$$ 

Hence, there is an element of $C$ bounded from above by $2 \sup_{\mu} \int F J_{\mu}d\mu$, where now the supremum is over all probability measures on $F$. Namely, we get non-negative numbers $(\alpha_i)_{i \geq 1}$ summing to 1 and probability measures $\mu_i \in M$ such that

$$\sum_{i \geq 1} \alpha_i J_{\mu_i}(t) \leq 2 \sup_{\mu} \int F J_{\mu}d\mu.$$ 

The result follows from Theorem 7 with $\mu_0 = \sum_{i \geq 1} \alpha_i \mu_i$. 

3.4 Proof of Inequality (4)

What we achieved in the previous section is the lower bound from a majorising measure $\mu$ which depends on the finite set $F$. Namely,

$$\sup_{t \in F} J_{\mu}(t) \leq L \sup_{t \in T} X_t.$$ 

We aim to replace the lower bound by the sum depending on the admissible sequence of partitions of the whole set $T$ as in Theorem 3 which is precisely the meaning of Inequality (4). Before stating the result observe (using $(a + b)^2 \leq 2(a^2 + b^2)$) that by the definition (18) we have the following form of the triangle inequality. For $s, t, x \in T$

$$\varphi_j(s, t) \leq 2(\varphi_j(s, x) + \varphi_j(x, t))$$

and as a consequence

$$\forall s, t \in T, \varphi_j(s, t) > 4a > 0 \Rightarrow B_j(s, a) \cap B_j(t, a) = \emptyset.$$ 

First, let us refine the definition of $j_n^\mu(t)$ so that they form a non-decreasing sequence which can increase by at most 1. Define

$$\tilde{j}_n^\mu(t) = \min_{0 \leq p \leq n} (j_n^\mu(t) + n - p).$$
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In this way we have \( \tilde{j}_{n}^{\mu}(t) = j_{n}^{\mu}(t) \) and since \( j_{n}^{\mu}(t) \) is nondecreasing in \( p \) we have for \( n \geq 1 \) that
\[
\tilde{j}_{n}^{\mu}(t) \leq j_{n+1}^{\mu}(t) \leq j_{n}^{\mu}(t) + 1.
\]
(41)
Moreover, \( \tilde{j}_{n}^{\mu}(t) \leq j_{n}^{\mu}(t) \), so
\[
\mu(B_{\tilde{j}_{n}^{\mu}(t)}(t, 2^n)) \geq N_{n}^{-1}.
\]
(42)
Finally, for \( t \in F \), since \( r \geq 4 \) we have
\[
\sum_{n \geq 0} 2^{n} r^{-\tilde{j}_{n}^{\mu}(t)} \leq \sum_{n \geq 0} 2^{n} \sum_{0 \leq p \leq n} r^{-\tilde{j}_{n}^{\mu}(t)-n+p} = \sum_{j \geq 0} 2^{r-\tilde{j}_{n}^{\mu}(t)} \sum_{n \geq p} \left( \frac{2}{r} \right)^{n-p} \leq 2J_{\mu}(t).
\]
(43)
The next theorem is a version of Inequality (4) for finite subset \( F \) of \( T \). It is then extended to the whole \( T \) in Theorem [10]

**Theorem 9** There exists an admissible sequence of partitions \( (\mathcal{A}_{n})_{n \geq 0} \) of \( F \) and for \( A \in \mathcal{A}_{n} \) there exists an integer \( j_{n}(A) \) such that for each \( t \in F \)
\[
\sum_{n \geq 0} 2^{n} r^{-j_{n}(A)}(t) \leq L \sum_{n \geq 0} 2^{n} r^{-\tilde{j}_{n}^{\mu}(t)}.
\]
(44)
for \( n \leq 2, A \in \mathcal{A}_{n}, j_{n}(A) = j_{0} \),
(45)
where \( j_{0} \) is as in [10]. Moreover,
\[
A \in \mathcal{A}_{n}, C \in \mathcal{A}_{n-1}, A \subset C \implies j_{n-1}(C) \leq j_{n}(A) \leq j_{n-1}(C) + 1.
\]
(46)
and
\[
s, t \in A \in \mathcal{A}_{n} \implies \varphi_{j_{n}(A)}(s, t) \leq 2^{n+2}.
\]
(47)
The partitioning procedure is the content of the next lemma.

**Lemma 4** Consider \( A \subset F \). There exists a partition \( \mathcal{A} \) of \( A \) such that \( |\mathcal{A}| \leq N_{n} \) and for each \( B \in \mathcal{A} \) there exists \( x \in B \) such that
\[
s, t \in B \implies \varphi_{j_{n}^{\mu}(s)}(s, t) \leq 2^{n+4}.
\]
(48)

**Proof.** Consider \( U \subset T \) such that \( \forall s, t \in U \) and \( s \neq t \), \( \varphi_{j_{n}^{\mu}(s)}(s, t) > 2^{n+2} \). Let’s argue that balls \( B_{\tilde{j}_{n}^{\mu}(t)}(t, 2^n) \) are disjoint for each \( t \in U \). Assume that \( \tilde{j}_{n}^{\mu}(s) > j_{n}^{\mu}(t) \) (if \( \tilde{j}_{n}^{\mu}(s) = j_{n}^{\mu}(t) \) it follows from [10]). Suppose that there is \( x \in B_{\tilde{j}_{n}^{\mu}(s)}(s, 2^n) \cap B_{j_{n}^{\mu}(t)}(t, 2^n) \). Then we have \( \varphi_{j_{n}^{\mu}(s)}(s, x) \leq 2^n \) and \( \varphi_{j_{n}^{\mu}(t)}(t, x) \leq 2^n \). Now, \( j_{n}^{\mu}(s) > j_{n}^{\mu}(t) \) implies
\[
\varphi_{j_{n}^{\mu}(s)}(s, x) \leq \varphi_{j_{n}^{\mu}(s)}(s, x),
\]
which together with the triangle inequality [59] implies that
\[
\varphi_{j_{n}^{\mu}(t)}(t, s) \leq 2(\varphi_{j_{n}^{\mu}(s)}(s, x) + \varphi_{j_{n}^{\mu}(t)}(t, x)) \leq 2(2^n + \varphi_{j_{n}^{\mu}(s)}(s, x)) \leq 2^{n+2},
\]
which contradicts \( \varphi_{j_{n}^{\mu}(t)}(t, s) > 2^{n+2} \) so \( B_{\tilde{j}_{n}^{\mu}(s)}(s, 2^n) \cap B_{j_{n}^{\mu}(t)}(t, 2^n) = \emptyset \).
By [12] it follows that \( |U| \leq N_{n} \). Take \( U \) with maximal cardinality. Then
\[
A \subset \bigcup_{t \in U} B_{\tilde{j}_{n}^{\mu}(t)}(t, 2^{n+2})
\]
and each of these balls satisfy (48). If we list elements of $U$ denoting them by $t_1, \ldots, t_M$, $M \leq N_n$, then the partition $\mathcal{A}$ consists of sets

$$D_1 = A \cap B_{j_n^{1/2}(t_1)}(t_1, 2^{n+2}),$$

$$D_2 = (A \setminus D_1) \cap B_{j_n^{1/2}(t_2)}(t_2, 2^{n+2}),$$

$$\vdots$$

$$D_M = (A \setminus \bigcup_{k \leq M-1} D_k) \cap B_{j_n^{1/2}(t_M)}(t_M, 2^{n+2}).$$

Since each element of this partition is contained in the ball of radius $2^{n+2}$, (48) follows.

**Proof.** Proof of Theorem 10. We proceed by the induction. Set $\mathcal{A}_0 = \mathcal{A}_1 = \mathcal{A}_2 = \{F\}$ and for $n \leq 2$, $j_n(F) = j_0$, so (13) is satisfied. Suppose we have constructed $\mathcal{A}_n$ with the following property. For $A \in \mathcal{A}_n$, $n \geq 2$, there exists an integer, which we denote by $j_n(A)$, such that

$$t \in A \implies j_{n-2}^\mu(t) = j_n(A).$$

By (40) and (41) for $t \in A \in \mathcal{A}_n$ we have $j_{n-1}^\mu(t) \in \{j_n(A), j_n(A) + 1\}$. Set

$$A_0 = \{t \in A : j_{n-1}^\mu(t) = j_n(A)\} \quad \text{and} \quad A_1 = \{t \in A : j_{n-1}^\mu(t) = j_n(A) + 1\}.$$

Now, we apply Lemma 3 for $n - 1$ rather than $n$ to get partitions of $A_0$ and $A_1$ into at most $N_{n-1}$ elements, so that we partition the set $A$ into $2N_{n-1} \leq N_n$ sets. For the element $B$ of $A_0$ we put $j_{n+1}(B) = j_n(A)$ and for the element $B$ of $A_1$ we put $j_{n+1}(B) = j_n(A) + 1$, so (40) is satisfied. Apply this procedure to each set $A \in \mathcal{A}_n$ to get partition $\mathcal{A}_{n+1}$ which is obviously nested. Clearly $|\mathcal{A}_{n+1}| \leq N_n^2 \leq N_{n+1}$. Condition (19) holds for $n + 1$ by the construction as well as (17). Since for $n \leq 2$, $j_n(A_n(t)) = j_0$ and for $n \geq 3$, $j_n(A_n(t)) = j_{n-2}^\mu(t)$ also (44) follows.

The last step is to level up the partition to the whole set $T$ and to formulate the main lower bound. Before the formal statement let us describe the idea for building the partition elements. We will follow the intuition that the partition of a large finite subset of $T$ itself. To formalize this concept we will consider ascending sequence of finite subsets $F_N \subset T$ and either assign the element of $T$ to already existing partition element of $F_N$ or let it define a new partition element. Alongside, we will need to guarantee that integers $j$ defined for each partition of finite subset converge. This will be done by the procedure of choosing consecutively appropriate subsequences of the indices of $F_N$.

**Theorem 10** Assume that $T$ is countable. Then, there exists an admissible sequence $(\mathcal{A}_n)_{n \geq 0}$ of partitions of $T$ and for $A \in \mathcal{A}_n$ an integer $j_n(A)$ such that the following holds

$$\forall t \in T, \sum_{n \geq 0} 2^{n_r - j_n(A_n(t))} \leq LE \sup_{t \in T} X_t, \quad (50)$$

and

$$A \in \mathcal{A}_n, C \in \mathcal{A}_{n-1}, A \subset C \implies j_{n-1}(C) \leq j_n(A) \leq j_{n-1}(C) + 1 \quad (51)$$

and

$$s, t \in A \in \mathcal{A}_n \implies \varphi_{j_n(A)}(s, t) \leq 2^{n+2}. \quad (52)$$
Proof. Assume first that $T$ is finite. Then, the result follows from Theorem 9 combined with (43). Now, let $T$ be countable so that $T = \bigcup_{N \geq 1} F_N$, where $(F_N)_{N \geq 1}$ is an ascending sequence of finite subsets of $T$. We can enumerate elements of $T$ i.e. $T = \{t_1,t_2,\ldots\}$ and put $F_N = \{t_1,t_2,\ldots,t_N\}$.

Our aim is to construct the admissible sequence of partitions $(A_n)_{n \geq 0}$ of $T$ and verify conditions (50), (51) and (52). This will end the proof. Certainly, $A_0 = \{T\}$. The approach is based on the analysis of partitions $(A_{n,N})_{n \geq 0}$ of $F_N$ given by Theorem 9 and use them for defining the limiting partitions of $T$.

Recall that $A_{n,N}(t_i)$ denotes the element of $n$-th partition of $F_N$ that contains $t_i$ and $j_n(A_{n,N}(t_i))$ is the associated integer. To simplify the notation we put $j_n(A_{n,N}(t_i)) = j_{n,N}(t_i)$.

For $t_1$ we obtain a sequence of sets $(A_{n,N}(t_1))_{N \geq 1}$ and the sequence of integers $(j_{n,N}(t_1))_{N \geq 1}$. Note that by (40)

$$j_0 \leq j_{n,N}(t_1) \leq j_0 + n.$$  \hspace{1cm} (53)

The main step in the construction is to describe the appropriate limiting procedure allowing to define $(A_{n}(t_1))_{n \geq 0}$ and $(j_{n}(t_1))_{n \geq 0}$. It relies highly on the boundedness of $j_{n,N}(t_i)$ since we can expect a stabilization on certain infinite subsequences. Then the fact that $M$ is a subsequence of $M'$ is equivalent to $M \subset M'$. The first task is to define subsequences $N_{n}(t_1)$ for $n \geq 0$. We know that for $n \leq 2$ and each $N$, $j_{n,N}(t_1) = j_0$ by (15), so we put $N_0(t_1) = N_1(t_1) = N_2(t_1) = \{1,2,\ldots\}$. In this case, $A_n = \{T\}$.

Next we choose a subsequence $N_3(t_1)$ of $N_2(t_1)$ such that $(j_{3,N}(t_1))_{N \in N_0(t_1)}$ converges to some limit (which is guaranteed by (39)) and we denote its' limit by $j_3(t_1)$. We proceed in this way to obtain nested sequences $(N_{n}(t_1))_{n \geq 0}$ and finally by the diagonal procedure we can select a sequence $N(t_1)$ such that for each $n$ the sequence $(j_{n,N}(t_1))_{N \in N(t_1)}$ converges to $j_n(t_1)$.

We proceed by induction. Consider $t_i$ for $i > 1$ and suppose we have dealt with $t_2,\ldots,t_{i-1}$, by which we mean that we have constructed descending family of sets $N(t_2),\ldots,N(t_{i-1})$ such that for each $n$ and $j \in \{2,\ldots,i-1\}$ the sequence $(j_{n,N}(t_j))_{N \in N(t_j)}$ converges to $j_n(t_j)$ We aim to define an inductive procedure for constructing $N_n(t_i)$ and deciding whether $t_i$ belongs to an already existing partition element or starts a new one. Put $N_0(t_i) = N(t_{i-1})$. Note that $N(t_{i-1})$ is already provided. For $n > 0$, consider $N_{n-1}(t_i)$ and suppose that there exists a subsequence $M$ of $N_{n-1}(t_i)$ such that

$$t_i \in \bigcup_{j=1}^{i-1} A_{n,N}(t_j) \ \forall \ N \in M.$$  \hspace{1cm} (54)

If so, then we select the smallest $j$ for which there exists $N_n(t_i) \subset N_{n-1}(t_i)$ with the property that $t_i \in A_{n,N}(t_j)$ for $N \in N_n(t_j)$. In this way we obtain an infinite subsequence $N_n(t_i) \subset N_{n-1}(t_i)$ and put $t_i$ into the partition element $A_{n}(t_j)$. Similarly as we have argued for $t_1$, we have that $j_{n,N}(t_i)$ converges to $j_n(t_i)$. Secondly, it may happen that $t_i$ belongs to $\bigcup_{j=1}^{i-1} A_{n,N}(t_j)$ only for finitely many $N \in N_{n-1}(t_i)$. In this case we define a new partition element, $A_n(t_i)$. When choosing $N_n(t_i) \subset N_{n-1}(t_i)$ we care only for the stabilization of $j_{n,N}(t_i)$ namely we require that $j_{n,N}(t_i)$ converges to a limit which we denote by $j_n(t_i)$. Once again, (39) implies the existence of this limit. Following the above scheme we decide whether $t_i$ starts a new partition element for $A_n$ or not, construct $j_{n}(t_i)$ and $N_0(t_i) \supset N_1(t_i)\ldots$. We complete the procedure by choosing $N(t_i)$ from the family $N_0(t_i) \supset N_1(t_i)\ldots$ by the diagonal method. Note that it does not affect the convergence of $j_{n,N}(t_i)$ to $j_n(t_i)$ for $N \in N(t_i)$.

Now we check that the defined sequence of partitions is admissible. Namely, that the sequence of partitions $A_n = \{A_n(t_i) : i \in I\}$, where $I$ is the index set gathering those points in $T$ which start a partition element, is nested and satisfies $|A_n| \leq 2^{|T|}$. We have $A_{n,N}(t_i) = \{t_i\} \cup \{t_j \in T : j > i, t_j \in A_{n,N}(t_i) \forall N \in N_n(t_j)\}$. The crucial property of the constructed partition is following. Fix $m$ and
consider $F_m = \{t_1, ..., t_m\}$. For any $n$ there exists a constant $K_{n,m}$ large enough such that for $N > K_{n,m}$ and $N \in N(t_m)$ we have $A_{n,N}(t_i) \supset A_n(t_i) \cap F_m$. Hence, $|A_n \cap F_m| \leq |A_{n,N}| \leq 2^n$ and since $m$ is arbitrary we conclude that $|A_n| \leq 2^n$. The fact that $A_{n+1}(t_i) \subset A_n(t_i)$ follows clearly from the way we defined those sets.

Finally, we verify (50), (51) and (52). They are all straightforward consequences of the fact that for $N > K_{n,m}$ and $N \in N_n(t_m)$ we have $j_{n,N}(t_i) = j_n(t_i)$.

\[\n\]

3.5 Proof of Inequality (5)

We want to prove that

$$\inf \left\{ \gamma_2(T_1, d_2) + \gamma_1(T_1, d_\infty) + E \sup_{t \in T_2} |X_t| : T \subset T_1 + T_2, 0 \in T_1 \right\} \leq \beta(T, (\varphi_j)) + E \sup_{t \in T} X_t,$$

Consider $T', T'', T'''$ as in Theorem 4. Put $T_1 = T'$ and $T_2 = T'' + T'''$. Using (19) and (20) respectively we get

\[
\gamma_2(T_1, d_2) \leq L\beta(T, (\varphi_j)), \quad \gamma_1(T_1, d_\infty) \leq L\beta(T, (\varphi_j)).
\]

Now, by replacing $T_2$ by $T_2 \cap (T - T_1)$, it follows from Giné-Zinn inequality (13) that

$$E \sup_{t \in T_2} |X_t| \leq \sup_{t \in T_2} \int_{\Omega} |t(\omega)| \nu(d\omega) + 4E \sup_{t \in T_2} |X_t| \leq \sup_{t \in T''} \int_{\Omega} |t(\omega)| \nu(d\omega) + L \left( \beta(T, (\varphi_j)) + E \sup_{t \in T - T_1} |X_t| \right),$$

where in the second inequality we used that for $t \in T''$ we have (21). By the triangle inequality $E \sup_{t \in T - T_1} |X_t| \leq E \sup_{t \in T} |X_t| + E \sup_{t \in T_1} |X_t|$. Now, notice that (12) together with (54) give that $E \sup_{t \in T_1} |X_t| \leq L\beta(T, (\varphi_j))$. Hence, the last piece we need to deal with is $\sup_{t \in T'''} \int_{\Omega} |t(\omega)| \nu(d\omega)$.

Recall that for each $t \in T'''$ there is $s \in T$ such that

$$|t| \leq 5|s|\mathbb{I}_{\{2|s| \geq r - j_n\}}.$$

**Lemma 5** Assume $0 \in T$ and recall that $r \geq 4$ is fixed. For each $t \in T$ we have

$$\int_{\Omega} |t|\mathbb{I}_{\{2|t| \geq r - j_n(t)\}} d\nu \leq LE \sup_{t \in T} X_t. \quad (55)$$

**Proof.** By (3) we have $\int_{\Omega} |t|\mathbb{I}_{\{2|t| \geq r - j_n(t)\}} d\nu = E \sum_{i \geq 1} |t(Z_i)|\mathbb{I}_{\{2|t(Z_i)| \geq r - j_n(t)\}}$. Define

$$N_k = \sum_{i \geq 1} \mathbb{I}_{\{r^k \leq 2|t(Z_i)| < r^{k+1}\}}$$

and observe that $N_k$ is a Poisson random variable with mean $\nu(\{\omega : r^k \leq 2|t(\omega)| < r^{k+1}\})$. Recall that $\varphi_{j_0}(t, 0) \leq 4$. Again by (3),

$$r^{-2j_0}\varphi_{j_0}(t, 0) = E \sum_{i \geq 1} \min(|t(Z_i)|^2, r^{-2j_0}).$$

Hence,

$$\frac{r^{-2j_0}}{4} E \sum_{k \geq j_0} N_k \leq E \min(|t(Z_i)|^2, r^{-2j_0}) \leq r^{-2j_0}.$$
It means that for each $k \geq -j_0$, $\mathbb{E} N_k \leq 4$ and since for $\lambda \leq 1$ it holds that $\lambda \leq e(1 - e^{-\lambda})$ we have

$$\mathbb{E} N_k \leq 4e\mathbb{P}(N_k > 0).$$

The above leads to

$$\mathbb{E} \sum_{i \geq 1} |t(Z_j)| \mathbb{1}_{\{2|t(Z_j)| - j_0(\omega)\}} \leq \mathbb{E} \sum_{k \geq -j_0} \frac{r^{k+1}}{2} N_k \leq 2e\mathbb{E} \sum_{k \geq -j_0} r^{k+1} \mathbb{1}_{\{N_k > 0\}}.$$

Observe that

$$\mathbb{E} \left( \sum_{k \geq -j_0} r^{2(k+1)} \mathbb{1}_{\{N_k > 0\}} \right)^{1/2} \leq \mathbb{E} \left( \sum_{k \geq -j_0} r^{2(k+1)} N_k \right)^{1/2} \leq L \mathbb{E} \left( \sum_{i \geq 1} |t(Z_i)|^2 \right)^{1/2}$$

$$\leq L \sup_{t \in \mathcal{T}} \mathbb{E} \left| \sum_{i \geq 1} \varepsilon_i t(Z_i) \right| \leq L \mathbb{E} \sup_{t \in \mathcal{T}} \left| \sum_{i \geq 1} \varepsilon_i t(Z_i) \right|,$$

where in the third inequality we used Khintchine’s inequality. In particular,

$$\mathbb{E} \left( \sum_{k \geq -j_0} r^{2(k+1)} \mathbb{1}_{\{N_k > 0\}} \right)^{1/2} < \infty,$$

so there exists a maximal $k$ for which $N_k > 0$. Let’s denote it by $K_0$ and observe that it is well-defined on the set $\Omega' = \{\omega : \exists \ k \geq -j_0 \text{ s.t. } N_k > 0\}$. We can deduce that the sum is controlled by the last term and write the following

$$\mathbb{E} \sum_{k \geq -j_0} r^{k+1} \mathbb{1}_{\{N_k > 0\}} \leq \mathbb{E} \sum_{-j_0 \leq k \leq K_0} r^{k+1} \mathbb{1}_{\{N_k > 0\}} \leq \frac{r}{r-1} \mathbb{E} r^{K_{0+1}} \mathbb{1}_{\Omega'}$$

$$\leq \mathbb{E} \left( \sum_{k \geq -j_0} r^{2(k+1)} \mathbb{1}_{\{N_k > 0\}} \right)^{1/2}. $$

The result follows by (11).

Adding (55) to the discussion at the beginning of this section and applying (11) yields Inequality (5).

## 4 Appendix

### 4.1 Extension to the separable case

Notice that the proof of Theorem 11 can be extended to separable $\mathcal{T}$, that is to such $\mathcal{T}$ which has a countable subset which is dense in $\mathcal{T}$ with respect to some metric and also each function $\varphi_j(s, t)$ is continuous in this metric. Let $\mathcal{A}_n$ be the admissible sequence of partitions of this subset given by Theorem 11. Let $\bar{A}$ be the closure of the set $A$, so by the continuity of $\varphi_j(A)(s, t)$, $A \in \mathcal{A}_n$, we have for each $s, t \in \bar{A}$ that $\varphi_j(A)(s, t) \leq 2^{n+2}$. Sets $\bar{A}$ cover $\mathcal{T}$, but they do not have to be disjoint. We construct an admissible sequence $\mathcal{B}_n$ of $\mathcal{T}$ such that for each $B \in \mathcal{B}_n$ there exists $A \in \mathcal{A}_n$ such that $B \subset \bar{A}$. It is possible because $\mathcal{A}_n$ is admissible, so in particular $\bar{A} = \bigcup \{\bar{C} : C \subset A, A \in \mathcal{A}_{n+1}\}$. 
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4.2 Symmetrization

Suppose we are given some non-Gaussian infinitely divisible process \((X_t)\) and we want to apply Theorem 2. Let \((X'_t)\) be an independent copy of the process \((X_t)\). First of all, it can be applied only if

\[ A := \mathbb{E} \sup_{t \in T} (X_t - X'_t) < \infty. \]

Then,

\[ \mathbb{E} \sup_{t \in T} |X_t - X'_t - X_s| = 2A, \]

so by Fubini's theorem

\[ \sup_{s,t \in T} \mathbb{E}|X_t - X_s| < \infty, \]

which proves that \(\sup_{t \in T} \mathbb{E}|X_t| < \infty\) (since we can assume \(0 \in T\)) and

\[ 2A \geq \mathbb{E} \sup_{t \in T} |X_t - \mathbb{E}X_t|. \]

On the other hand,

\[ A \leq \mathbb{E} \sup_{t \in T} |X_t - \mathbb{E}X_t| + \mathbb{E} \sup_{t \in T} |X'_t - \mathbb{E}X'_t| = 2\mathbb{E} \sup_{t \in T} |X_t - \mathbb{E}X_t|, \]

so \(A \geq \sup_{t \in T} |X_t - \mathbb{E}X_t| =: B. \) Finally,

\[ \mathbb{E} \sup_{t \in T} |X_t| \leq B + \sup_{t \in T} |\mathbb{E}X_t| \leq 2 \max\{B, \sup_{t \in T} |\mathbb{E}X_t|\}. \]

Now, to show the reverse inequality notice that

\[ \mathbb{E} \sup_{t \in T} |X_t| \geq \sup_{t \in T} \mathbb{E}|X_t| \geq \sup_{t \in T} |\mathbb{E}X_t| \]

and thus

\[ \mathbb{E} \sup_{t \in T} |X_t| + \sup_{t \in T} |\mathbb{E}X_t| \geq \mathbb{E} \sup_{t \in T} (|X_t| + |\mathbb{E}X_t|) \geq \mathbb{E} \sup_{t \in T} |X_t - \mathbb{E}X_t|. \]

It shows that \(2\mathbb{E} \sup_{t \in T} |X_t| \geq B\) and finally

\[ 2\mathbb{E} \sup_{t \in T} |X_t| \geq \max\{B, \sup_{t \in T} |\mathbb{E}X_t|\}. \]

4.3 Decomposition of the process

We can deduce the following version of Theorem 2.

**Theorem 11** Consider an infinitely divisible process \((X_t)_{t \in T}\) and assume \(T\) is countable set. Then

\[ \inf \{\gamma_2(T, d_2^1) + \gamma_1(T, d_\infty^2) + \mathbb{E} \sup_{t \in T} |X^1_t : X_t = X^1_t + X^2_t| \} = \mathbb{E} \sup_{t \in T} X_t, \]

where \((X^1_t)_{t \in T}\), \((X^2_t)_{t \in T}\) are infinitely divisible and distances \(d_2^1\) and \(d_\infty^2\) are as in (10) but for the measure \(\nu^1\) associated with the process \((X^1_t)_{t \in T}\).

**Proof.** The upper bound is obvious since \(\mathbb{E} \sup_{t \in T} X_t \leq \mathbb{E} \sup_{t \in T} X^1_t + \mathbb{E} \sup_{t \in T} X^2_t\). For the first term we apply chaining bound (12) while for the second the bound (13).

For the lower bound we simply use the decomposition in Theorem 2. Since every point \(t \in T\) can be written as \(t = t_1 + t_2\), where \(t_1 \in T_1\) and \(t_2 \in T_2\), we set \(X^1_t = X_{t_1}\) and \(X^2_t = X_{t_2}\), which finishes the proof. 
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