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Abstract: We prove non-perturbative bounds on the time evolution of the probability distribution of operator size in the \( q \)-local Sachdev-Ye-Kitaev model with \( N \) fermions, for any even integer \( q > 2 \) and any positive even integer \( N > 2q \). If the couplings in the Hamiltonian are independent and identically distributed Rademacher random variables, the infinite temperature many-body Lyapunov exponent is almost surely finite as \( N \to \infty \). In the limit \( q \to \infty \), \( N \to \infty \), \( q/N^{6+\delta} \to 0 \), the shape of the size distribution of a growing fermion, obtained by leading order perturbation calculations in \( 1/N \) and \( 1/q \), is similar to a distribution that locally saturates our constraints. Our proof is not based on Feynman diagram resummation; instead, we note that the operator size distribution obeys a continuous time quantum walk with bounded transition rates, to which we apply concentration bounds from classical probability theory.
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The Sachdev-Ye-Kitaev (SYK) model [1, 2, 3, 4] is conjectured to be a toy model for quantum gravity in two dimensional spacetime. The nature of the proposed correspondence is holographic [5]: this model of quantum mechanics with $N \gg 1$ degrees of freedom should be equivalent to a quantum theory in two spacetime dimensions, which contains dynamical (quantum) gravity with coupling constant $G_N \sim 1/N$ [3, 4, 6, 7, 8]. If this correspondence is true, then at least one model of non-perturbative quantum gravity reduces to the physics of a special quantum mechanical model with a finite number of degrees of freedom.

A particularly elegant feature of these holographic theories of quantum gravity is the “maximally rapid” exponential growth of certain out-of-time-ordered correlation functions (OTOCs) [9, 10]. If $O_1$ and $O_2$ represent few-body operators in the holographic quantum system,

$$
\text{tr} \left( \sqrt{\rho} [O_1(t), O_2] \right)^\dagger \sqrt{\rho} [O_1(t), O_2] \right) \sim \frac{1}{N} e^{\lambda t},
$$

with $\lambda$ the many-body Lyapunov exponent. One implicitly assumes that $N$ is very large, so that there might be a parametrically long range of times over which (1) holds. Here $\rho$ is the density matrix associated to a mixed quantum state, usually taken to be a thermal ensemble at inverse temperature $\beta$, where it was conjectured in [10] that

$$
\lambda \leq \frac{2\pi}{\beta}
$$

in many quantum systems – especially those holographically dual to quantum gravity, where this bound is saturated [9]. Indeed, the discovery of this maximal growth in the SYK model demonstrated its apparent connections to quantum gravity.

In certain circumstances, these OTOCs can be interpreted as measuring the average size of a growing operator [11, 12, 13]. At leading order in $1/N$, there are hints that the time evolution of the operator size distribution in the SYK model [14, 15] may reconstruct its holographically dual geometry [16, 17].

Inspired by the possibility that operator size dynamics probes the emergent dual geometry, in this paper, we prove non-perturbative constraints on the dynamics of the operator size distribution in the SYK model at infinite temperature (i.e. $\rho$ is proportional to the identity). If the holographic correspondence is true, these are non-perturbative constraints on the early time dynamics in a theory of quantum gravity. Our main finding is that a previous perturbative calculations of operator growth at infinite temperature [14] essentially saturates our bounds, after a suitable rescaling of time. So we conjecture that the perturbative description of operator growth in the SYK model is robust to all non-perturbative quantum effects. This suggests that a semiclassical treatment of many-body chaos in holographic quantum gravity can be sensible, and that non-perturbative quantum gravitational effects do not destroy the emergence of (semi)classical space and time.

The techniques we use in our proof are inspired by recent developments in the mathematics of operator growth [18, 19]. While we focus on the SYK model in this paper, we expect that our bounds on operator growth can be generalized to other random quantum systems on regular factor graphs [18]. We emphasize that our approach completely bypasses the ordinary diagrammatic and manifestly perturbative approach to many-body physics, where non-perturbative effects must be obtained by sophisticated resummation techniques [21]. Specifically, in our approach, non-perturbative results are rigorously obtained by classical combinatorial calculations with $O(\log N)$ “loops”, which can themselves be bounded in a simple way. In contrast, in an ordinary diagrammatic expansion, non-perturbative effects often become important at $O(N)$ loops, which is usually prohibitively challenging to reach in analytic calculations.

These methods share some similarity to Feynman diagram resummation methods in mathematical kinetic theory [20]. We do not know the extent to which the kinetic methods could be used to further improve our own techniques. Our “diagrammatic” resummation is far simpler than the one used to understand kinetic theory.
2 Preliminaries

2.1 Majorana fermions

Let \( q, N \in 2\mathbb{Z}^+ \) be positive even integers, and define the set

\[
V := \{1, \ldots, N\}.
\]

(3)

Define a finite dimensional quantum mechanical Hilbert space

\[
\mathcal{H} := \left( \mathbb{C}^2 \right)^{\otimes \frac{N}{2}}.
\]

(4)

To each of the \( N \) elements \( i \in V \), we associate a Majorana fermion \( \psi_i \): a Hermitian operator on \( \mathcal{H} \) obeying the anticommutation relations

\[
\{\psi_i, \psi_j\} := 2\mathbb{I}[i = j].
\]

(5)

Here \( \mathbb{I}[\cdots] \) denotes the indicator function, which returns 1 if its argument is true and 0 if false.

Let \( \mathcal{B} = \text{End}(\mathcal{H}) \) be the set of quantum mechanical operators. This is a complex inner product space if we define the inner product

\[
(A|B) := 2^{-N/2} \text{tr}_\mathcal{H}(A^\dagger B).
\]

(6)

We denote \( \|A\| = \sqrt{(A|A)} \): we emphasize that this is not the conventional operator norm.

Proposition 1

An orthonormal basis for \( \mathcal{B} \) is spanned by \( \{|Y\} : Y \subseteq V\} \), where

\[
|Y\rangle := \psi_Y := \prod_{i \in Y} \psi_i.
\]

(7)

Here and below the product over anticommuting fermions is ordered by the smallest \( i \) first.

Proof. We must show that

\[
(Y_1|Y_2) = \mathbb{I}[Y_1 = Y_2].
\]

(8)

If \( Y_1 = Y_2 \), this identity follows immediately from (5). Letting

\[
A \triangle B = A \cup B - A \cap B
\]

(9)

denote the symmetric difference of two sets, we conclude from (5) that

\[
\psi_{Y_1} \psi_{Y_2} = \alpha \psi_{Y_1 \triangle Y_2} \text{ for } \alpha \in \{\pm 1\}.
\]

(10)

It remains to show that

\[
\text{tr}_\mathcal{H}(\psi_Y) = 0, \text{ if } Y \neq \emptyset.
\]

(11)

To obtain (11) when \( |Y| \) is an odd integer, we choose any \( i \notin Y \) (which must exist as \( N \) is even). Since

\[
\psi_Y \psi_i = (-1)^{|Y|} \psi_i \psi_Y \quad (i \notin Y),
\]

(12)

we conclude that for \( |Y| \) odd

\[
0 = \text{tr}_\mathcal{H}(\psi_i \{\psi_Y, \psi_i\}) = \text{tr}_\mathcal{H}(\psi_i \psi_Y \psi_i + \psi_i^2 \psi_Y) = \text{tr}_\mathcal{H}(2\psi_Y),
\]

(13)
where in the last step we used cyclic trace properties and (5). If on the other hand \(|Y| > 0\) is even, let \(k\) be the maximal element of \(Y\) and write \(Y = Y_0 \cup \{k\}\). Then we obtain

\[
0 = \text{tr}_H(\{\psi_{Y_0}, \psi_k\}) = 2\text{tr}_H(\psi_{Y_0} \psi_k) = 2\text{tr}_H(\psi_Y).
\]

Thus we obtain (11) for any non-empty set \(Y\).

Let the Hamiltonian \(H\) be a Hermitian operator. \(H\) generates a one parameter family of automorphisms, called time evolution, on \(\mathcal{B}\): defining the Liouvillian

\[
\mathcal{L} = i[H, \cdot],
\]

for any \(O \in \mathcal{B}\) we define

\[
|O(t)\rangle = e^{\mathcal{L}t}|O\rangle.
\]

In fact, \(e^{\mathcal{L}t}\) is unitary, since

\[
(O(t)|O(t)) = 2^{-N/2}\text{tr}_H ((e^{iHt}Oe^{-iHt})^\dagger (e^{iHt}Oe^{-iHt})) = 2^{-N/2}\text{tr}_H (O^\dagger O) = (O|O).
\]

More generally, using the cyclic properties of the trace, we conclude that for any \(A, B \in \mathcal{B}\):

\[
(A|\mathcal{L}|B) = -(B|\mathcal{L}|A).
\]

Define the projection matrices

\[
Q_s|Y\rangle = I[|Y| = s]|Y\rangle.
\]

Note that

\[
\sum_{s=0}^N Q_s = 1
\]

(with 1 the identity of \(\text{End}(\mathcal{B})\)). We say that the non-null vectors of \(Q_s\) correspond to \textit{operators of size} \(s\). Given \(O \in \mathcal{B}\), we say that

\[
P_s(O, t) = \frac{|O(t)|Q_s|O(t)\rangle}{(O(t)|O(t))}
\]

is the probability that operator \(O\) is size \(s\) at time \(t\). To see that this is a well-defined probability measure on \(\{0, 1, \ldots, N\}\), observe that \(Q_s\) is positive semidefinite and hence \(P_s \geq 0\); then from (20),

\[
\sum_{s=0}^N P_s(O, t) = 1,
\]

for any \(O \in \mathcal{B}\) and \(t \in \mathbb{R}\). For simplicity, we will drop the explicit \(O\) in \(P_s(t)\), as our formalism does not depend on the particular choice of operator.

### 2.2 The SYK ensemble

The SYK model corresponds to a random ensemble of Hamiltonians. Define

\[
F := \{X \subset V : |X| = q\}
\]

to be the set of all subsets of \(V\) with exactly \(q\) elements. For each \(X \in F\), let \(J_X\) be an independent and identically distributed (iid) Rademacher\(^2\) random variable:

\[
\mathbb{P}[J_X = \sigma] = \mathbb{P}[J_X = -\sigma] = \frac{1}{2}.
\]

\(^2\)In the physics literature, the random variables \(J_X\) are typically taken to be Gaussian. We expect that a very similar result to ours will hold in this case as well, but we found the combinatorial problem discussed in Section 4.1 to be a bit more elegant for Rademacher random variables.
where
\[ \sigma := \left[ 2q \left( \frac{N-1}{q-1} \right) \right]^{-1/2}. \]  
(25)

The \( q \)-local SYK model is the random ensemble of Hamiltonians \( H \), corresponding to the random Hermitian matrix
\[ H := i^{q/2} \sum_{X \in F} J_X \prod_{i \in X} \psi_i := \sum_{X \in F} H_X. \]  
(26)

The randomness in the SYK ensemble is essential in our proof of operator growth bounds. Averages over the ensemble of random variables \( \{ J_X \} \) are denoted as \( \mathbb{E}[ \cdots ] \), and probability is denoted as \( \mathbb{P}[ \cdots ] \), as above. We define \( L_X := i[H_X, \cdot] \).

**Proposition 2**

If \( \mathbb{Q}_s |O_s \rangle = |O_s \rangle \), \( X \in F \), and \( \mathbb{Q}_{s'} L_X |O_s \rangle \neq 0 \), then there exists \( k \in \mathbb{Z}^+ \) for which
\[ s' - s = q + 2 - 4k. \]  
(27)

In particular,
\[ |s' - s| \leq q - 2. \]  
(28)

**Proof.** Since \( L_X |Y \rangle \) is proportional to \( [\psi_X, \psi_Y] \), we analyze when \( [\psi_X, \psi_Y] \neq 0 \) is possible. Without loss of generality we write
\[ Z = X \cap Y, \quad V = X - Z, \quad W = Y - Z, \]  
(29)
in which case it suffices to constrain
\[ \|[\psi_X, \psi_Y]\| = \|[\psi_V \psi_Z, \psi_W \psi_Z]\| = \|[\psi_V \psi_Z, \psi_W] \psi_Z + \psi_W [\psi_V, \psi_Z] \psi_Z\| \]  
(30)

By repeated use of (12), if \( A \cap B = 0 \),
\[ \psi_A \psi_B = (-1)^{|A||B|} \psi_B \psi_A, \]  
(31)
hence \( [\psi_A, \psi_B] \neq 0 \) if and only if \( |A| \) and \( |B| \) are both odd. Since \( |V \cap Z| \) is even, we conclude that \( [\psi_X, \psi_Y] = 0 \) unless \( |V| \) and \( |Z| \) are both odd, in which case \( [[\psi_X, \psi_Y]] \) is proportional to \( [\psi_V, \psi_W] \). If \( X \in F \), then \( |X| = q \), and so \( \mathbb{Q}_{s'} L_X \mathbb{Q}_s |Y \rangle \neq 0 \) only if \( |Y| = s \) and
\[ s' = |X| + |Y| - 2|X \cap Y| = s + q - 2|X \cap Y|. \]  
(32)

Since \( |X \cap Y| \) is odd, we obtain the desired result. \( \square \)

Since \( s' > s \), we conclude that
\[ 2k - 1 < \frac{q}{2}. \]  
(33)

It will be useful to define the following partition of the set of all non-trivial operator sizes:
\[ \{1, \ldots, N\} = \bigcup_{l=0}^{N'} R_l \]  
(34)
where
\[ N' := \left\lceil \frac{N - 1}{q - 2} \right\rceil \] (35)
and
\[ R_l := \begin{cases} 
\{1\} & l = 0 \\
\{m \in \mathbb{Z} : (l - 1)(q - 2) + 1 < m \leq l(q - 2) + 1\} & 0 < l < N' \\
\{m \in \mathbb{Z} : (N' - 1)(q - 2) + 1 < m \leq N\} & l = N' 
\end{cases} \] (36)

Analogous to before, we say that the probability that \( O(t) \) is in block \( l \) is given by
\[ P_l(t) := \sum_{s \in R_l} P_s(t). \] (37)

We define the projectors
\[ Q_l := \sum_{s \in R_l} Q_s \] (38)

We use the same symbols \( P \) and \( Q \) to denote operator probability distributions and projectors, and will use the subscript (\( l \) or nearby letters vs. \( s \) or nearby letters) to distinguish whether we are referring to blocks or individual sizes.

## 3 Operator growth

### 3.1 Quantum walk of the size distribution

We now show that the time evolution of the operator block distributions \( P_l(t) \) can be interpreted as a continuous time quantum walk on a finite one dimensional chain. The results of this section are very general, and apply to a broad class of quantum many-body models beyond the SYK model, for suitable redefinitions of operator size. Define \( \varphi_l(t) \) as\(^3\)
\[ \varphi_l(t) := \sqrt{P_l(t)}. \] (39)

For \( \mathcal{M} \in \text{End}(\mathcal{B}) \), we define
\[ \|\mathcal{M}\| := \sup_{\mathcal{O} \in \mathcal{B}} \frac{\|\mathcal{M}\mathcal{O}\|}{\|\mathcal{O}\|} = \sup_{\mathcal{O},\mathcal{O}' \in \mathcal{B}} \frac{|\langle \mathcal{O}'|\mathcal{M}|\mathcal{O}\rangle|}{\|\mathcal{O}\|\|\mathcal{O}'\|}, \] (40)
in analogy with the usual operator norm on linear transformations.

### Proposition 3

Let \( 0 \leq s < s' \leq N \), let \( H \) be a Hamiltonian drawn from the SYK ensemble, and let
\[ \mathcal{K}_{s's'} := \|Q_{s'}LQ_s\|. \] (41)

Then there exist functions \( K_{s's'} : \mathbb{R} \to [-\mathcal{K}_{s's'}, \mathcal{K}_{ss'}] \) such that
\[ \frac{d}{dt} \sqrt{P_{s'}(t)} = \sum_{s' < s} K_{s's'}(t) \sqrt{P_{s'}(t)} - \sum_{s > s'} K_{s's'}(t) \sqrt{P_{s'}(t)} \] (42)

\(^3\)The authors of [14] called this the “operator wave function”.

---
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Analogously, there exist functions \( K_l : \mathbb{R} \to [-K_l, K_l] \) such that
\[
\frac{d\varphi_l}{dt} = K_{l-1}(t)\varphi_{l-1}(t) - K_l(t)\varphi_{l+1}(t),
\]
so long as
\[
K_l = \max \left( \max_{s \in R_l} \sum_{s' \in R_{l+1}} K_{s's}, \max_{s' \in R_{l+1}} \sum_{s \in R_l} K_{s's} \right)
\]
(44)
and \( K_{-1}(t) = K_{N'}(t) = 0 \). These latter restrictions simply restrict the dynamics to operators in blocks \( R_0 \) to \( R_N' \).

**Proof.** For simplicity in this proof, the \( t \)-dependence of \( O \) is implicit; without loss of generality, we may take \( \|O\| = 1 \) by (17). For \( s \in \{0, \ldots, N\} \), let \( |A_s \rangle \) be a unit norm operator such that
\[
Q_s |O\rangle = \sqrt{P_s} |A_s \rangle,
\]
and note that if \( P_s \neq 0 \), \( |A_s \rangle \) is unique. Now from (15) and (21),
\[
\frac{dP_s}{dt} = (|O\rangle [Q_s, L]|O\rangle) = \sum_{s'} \sqrt{P_s P_{s'}} [(|A_s \rangle |A_{s'} \rangle) - (|A_{s'} \rangle |A_s \rangle)]
\]
\[
= 2\sqrt{P_s} \sum_{s' < s} K_{ss'}(t)\sqrt{P_{s'}} - 2\sqrt{P_{s'}} \sum_{s' > s} K_{s's}(t)\sqrt{P_s}
\]
where in the first line, we used (20) and in the second line we used (18) and defined
\[
K_{ss'}(t) = (|A_s \rangle |Q_s |L Q_{s'} |A_{s'} \rangle).
\]
(47)
Since \( d\sqrt{P_s} = dP_s/2\sqrt{P_s} \), we obtain (42). Combining (40), (41) and (47), we obtain (42).

The analogue result for block probabilities is identically derived. In addition, observe that (28) implies that
\[
Q_{l'} L Q_l \neq 0 \text{ only if } |l' - l| \leq 1.
\]
Hence we obtain (43) where
\[
K_l(t) := (|O(t)\rangle |Q_{l+1} L Q_l |O(t)\rangle) \leq \|Q_{l+1} L Q_l\| := \mathcal{K}_l.
\]
(49)
Using (40):
\[
\mathcal{K}_l = \sup_{O, O'} \frac{(O'|Q_{l+1} L Q_l |O\rangle)}{(|O\rangle \langle O|)} \leq \sup_{O, O'} \sum_{s \in R_l} \sqrt{P_s(O) P_{s'}(O')} \|Q_s L Q_s\|
\]
\[
\leq \sup_{O, O'} \sum_{s \in R_l} \frac{P_s(O) + P_{s'}(O')}{2} K_{s's},
\]
(50)
A simple identity leads to (44).

(43) can be interpreted as follows. \( \varphi_l(t) \) are the coefficients of the real-valued quantum wave function \( |\varphi(t)\rangle \) of an auxiliary quantum mechanical system defined on the Hilbert space
\[
\mathcal{H}_{aux} := \mathbb{C}^{1+N'} := \text{span}\{ |0\rangle, |1\rangle, \ldots, |N'\rangle \};
\]
(51)
the latter basis states are defined such that

$$\varphi_l(t) := \langle l | \varphi(t) \rangle. \quad (52)$$

The auxiliary Hamiltonian is

$$H_{aux}(t) := \sum_{l=0}^{N'-1} i K_l(t) \langle l | l - 1 \rangle - \langle l - 1 | l \rangle. \quad (53)$$

The Schrödinger equation for this auxiliary quantum system is (43).

### 3.2 Lyapunov exponent

Define the operator (block) size distribution

$$E_{s,t}[f(l)] := \sum_{l=0}^{N'} f(l) P_l(t). \quad (54)$$

A formal definition of the many-body Lyapunov exponent, heuristically defined in (1), is given by the growth rate of the logarithm of the average operator size $E_{s,t}[l]$. This Lyapunov growth is constrained by the following theorem, which is our first main result:

#### Theorem 4

Suppose that there exist $c \in \mathbb{R}^+$ and $M \in \mathbb{Z}^+$ such that

$$K_l \leq c(l + 1) \quad \text{if} \quad l \leq M. \quad (55)$$

Then for any $\epsilon \in \mathbb{R}^+$, the many-body Lyapunov exponent obeys

$$\frac{\log E_{s,t}[l]}{t} := \lambda(t) \leq 2c(1 + \epsilon) \quad (56)$$

for times

$$|t| < \frac{1}{4c(1 + \epsilon)} \left[ \log M - 2 - \log \log \frac{N^3}{2\epsilon} \right]. \quad (57)$$

**Proof.** Without loss of generality we assume $t \geq 0$. We begin with the following lemma. Note that here and below, we write $E_{s,t}$ as $E_s$ for convenience.

#### Lemma 5

If (55) holds with $M \geq N' - 1$, then for $n \in \mathbb{Z}^+$,

$$\frac{d}{dt} E_s[l^n] \leq 4cn(1 + e) (E_s[l^n] + (en)^n) \quad (58)$$

In the special case $n = 1$, the following stronger inequality holds:

$$\frac{d}{dt} E_s[l] \leq c (2E_s[l] + 1). \quad (59)$$
Proof. We begin by using (43): for any non-decreasing function \( f : \mathbb{Z} \rightarrow \mathbb{R} \),

\[
\frac{d}{dt} \mathbb{E}_s[f(l)] = \sum_{l=0}^{N'} f(l) \left( 2 \varphi_l \frac{d\varphi_l}{dt} \right) = 2 \sum_{l=0}^{N'} f(l) \varphi_l [K_{l-1}\varphi_{l-1} - K_l\varphi_l] = 2 \sum_{l=0}^{N'-1} K_l\varphi_l\varphi_{l+1}[f(l+1) - f(l)] \leq 2c \sum_{l=0}^{N'-1} \varphi_l\varphi_{l+1}(l+1)[f(l+1) - f(l)] \leq c \sum_{l=0}^{N'-1} (P_l + P_{l+1})(l+1)[f(l+1) - f(l)].
\] (60)

In particular, choosing \( f(l) = l^n \), we may further loosen this inequality using elementary inequalities:

\[
\frac{d}{dt} \mathbb{E}_s[f(l)] \leq 2c \sum_{l=0}^{N'-1} P_l ((l+1)^{n+1} - l^{n+1}).
\] (61)

Now observe that

\[
(l+1)^{n+1} - l^{n+1} = (n+1)l^n + \sum_{k=0}^{n-1} \binom{n+1}{k} l^k \leq (n+1)l^n + n(n+1)(l+1)^{n-1}.
\] (62)

Next, note the inequality

\[
n(n+1)^{n-1} < e l^n + (en)^n
\] (63)

which we derive by multiplying both sides of (63) by \( l^{-n} \), assuming \( l > 1 \) (the inequality is trivial when \( l = 0 \)):

\[
\frac{n}{l} \left( 1 + \frac{1}{l} \right)^{n-1} < \frac{n}{l} e^{n/l} < e + \left( \frac{en}{l} \right)^n.
\] (64)

For \( n \leq l \), the first term on the right hand side is always at least as large as the middle term; for \( n > l \), the second term on the right is larger. Combining (61) and (63), we obtain (58).

For the case \( n = 1 \), we use that \( f(l+1) - f(l) = 1 \). Directly plugging in to (60) we obtain (59). \( \square \)

The next lemma shows that even when \( K_l \) grow faster than (55) at large \( l \), \( P_l(t) \) is very small for \( l > M \) at early times.

**Lemma 6**

If \( K_l(t) \) obeys (55), then

\[
\frac{d}{dt} \mathbb{P}_s[l > M] \leq 2ec^2(M + 1)t \exp \left[ -Me^{-24(1+c)tl} \right].
\] (65)

**Proof.** We begin by employing (43):

\[
\frac{d}{dt} \mathbb{P}_s[l > M] = 2 \sum_{l=M+1}^{N'} \varphi_l (K_{l-1}\varphi_{l-1} - K_l\varphi_l) = 2K_M\varphi_M\varphi_{M+1} \leq 2c(M + 1)\varphi_{M+1}.
\] (66)

In the last inequality, we used (55) along with \( \varphi_l(t) \leq 1 \) for any \( l \). Hence, to obtain (65), it suffices to bound \( \varphi_{M+1}(t) \).

Let \( K \in \mathbb{R}^{(N'+1) \times (N'+1)} \) correspond to the transition matrix whose entries are

\[
K_{l'l}(t) = K_l[l = l' - 1] - K_{l'}(l' = l - 1).
\] (67)
(indices run from \( l = 0 \) to \( l = N' \)). Hence \( K \) is tridiagonal and antisymmetric. Let us define the orthogonal matrix \( U(t, t') \) by the differential equation

\[
\frac{d}{dt} U(t, t') = K(t)U(t, t'), \quad U(t', t') = 1. \tag{68}
\]

\( U(t, t') \) generates the continuous time quantum walk with transition rates \( K_l(t) \).

Next, we define the quantum walk transition matrix \( \bar{K}(t) \) as follows:

\[
\bar{K}_{l,l'}(t) := K_l(M > l = l' - 1) - K_{l,l'}(M > l' = l - 1). \tag{69}
\]

This matrix corresponds to excising the sites \( l > M \) from the walk. We define an analogous time evolution operator

\[
\frac{d}{dt} \bar{U}(t, t') = \bar{K}(t)\bar{U}(t, t'), \quad \bar{U}(t', t') = 1. \tag{70}
\]

Now we use the following integral identity:

\[
\varphi_{M+1}(t) = U_{M+1,0}(t, 0) = \bar{U}_{M+1,0}(t, 0) + \int_0^t dt' \sum_{l,l'} U_{M+1,l'}(t, t')(K_{l,l'}(t) - \bar{K}_{l,l'}(t))\bar{U}_{l,0}(t', 0). \tag{71}
\]

Due to the fact that \( \bar{U} \) does not evolve into sites with \( l > M \), we can immediately simplify (71):

\[
\varphi_{M+1}(t) = \int_0^t dt' K_l(t') U_{M+1,M+1}(t, t')\bar{U}_{M,0}(t', 0). \tag{72}
\]

Using (55) along with orthogonality of \( U(t, t') \) and the triangle inequality:

\[
\varphi_{M+1}(t) \leq c(M + 1) \int_0^t dt' \bar{U}_{M,0}(t', 0). \tag{73}
\]

We now recognize that

\[
\bar{U}_{M,0}(t', 0) = \bar{\varphi}_M(t') \tag{74}
\]

is the solution to the blocked quantum walk generated by \( \bar{K} \). This blocked quantum walk obeys Lemma 5; integrating (58), we obtain

\[
\mathbb{E}_n [I^n] \leq (en)^n \left( e^{4c(1+e)nt} - 1 \right). \tag{75}
\]

Here \( \mathbb{E}_n [\cdots] \) denotes averages in the probability distribution of the blocked quantum walk. Using Markov’s inequality,

\[
\bar{\varphi}_M(t) \leq \inf_{n \in \mathbb{Z}^+} \mathbb{E}_n [I^n] M^n < \inf_{n \in \mathbb{Z}^+} \left( \frac{e^{1+4c(1+e)t}n}{M} \right)^n \leq \exp \left[ 1 - Me^{-2-4c(1+e)t} \right], \tag{76}
\]

where in the last step we used the following sequence of inequalities for \( z \in \mathbb{R}^+ \):

\[
\inf_{n \in \mathbb{Z}^+} \left( \frac{n}{z} \right)^n \leq \left( \frac{1}{z} \right)^{\left[ z/e \right]} \leq \exp \left[ - \left\lfloor \frac{z}{e} \right\rfloor \right] < \exp \left[ 1 - \frac{z}{e} \right]. \tag{77}
\]

Combining (66), (73), (74) and (76), and using the fact that our bound on \( \bar{\varphi}_M(t) \) is a monotonically increasing function of time, we obtain (65). \( \square \)

\[\text{In the physics literature, this is called the integral form of the memory matrix formula \cite{22, 23, 24}.}\]
The last step is to combine (59) with Lemma 6 to bound the true Lyapunov exponent. Defining the non-decreasing functions

\[
    f_>(l) := (l - M)\mathbb{1}[l > M],
    \tag{78a}
\]
\[
    f_<(l) := l - f_>(l),
    \tag{78b}
\]
we write

\[
    E_s[l] = E_s[f_<(l) + f_>(l)]
    \tag{79}
\]
and bound each piece separately. Using the fact that (65) is an increasing function of \( t \):

\[
    E_s[f_>(l)] \leq (N' - M)P_s[l > M] \leq 2ec^2(M + 1)N't^2 \exp \left[-Me^{-2-4c(1+e)t}\right].
    \tag{80}
\]
Then using (60) and \( f_<(l + 1) \leq f_<(l) + 1 \):

\[
    \frac{d}{dt}E_s[f_<(l)] \leq c \sum_{l=0}^{N'} (2l + 1)P_l(t) = c \left(2E_s[l] + 1\right).
    \tag{81}
\]
We conclude that

\[
    E_s[l] \leq \frac{e^{2ct} - 1}{2} + 2ec^2(M + 1)N't^2 \exp \left[-Me^{-2-4c(1+e)t}\right].
    \tag{82}
\]
Using the definition of \( \lambda(t) \) in (56) and the concavity of the logarithm, along with \( \log x < x \):

\[
    \lambda(t) \leq 2c \left[1 + e(M + 1)N'ct \exp \left[-Me^{-2-4c(1+e)t}\right]\right].
    \tag{83}
\]
Let us define

\[
    t = \frac{\log M - 2 - r}{4c(1+e)}.
    \tag{84}
\]
Then, using \( M + 1 \leq 2N' \) and \( \log M \leq N' \):

\[
    \frac{\lambda}{2c} \leq 1 + \frac{eN'^3}{2(1+e)} \exp [-e^r] < 1 + \frac{N'^3}{2} \exp [-e^r].
    \tag{85}
\]
Demanding that the inequality in (56) holds and solving for \( r \), we obtain (57).

This theorem can be interpreted as follows. For any \( 0 < \kappa < 1 \), define the operator scrambling time

\[
    t_{s,\kappa} = \inf \{ t \in \mathbb{R}^+ : E_s[l] \geq \kappa N' \}.
    \tag{86}
\]
It was conjectured in [25] that a quantum “scrambling time” \( t_s = \Omega(\log N) \) would necessarily grow at least logarithmically with the number of degrees of freedom in any system with few-body interactions. For example, in the SYK model, we would demand that \( q \) is finite. In recent years, this operator scrambling time has become the preferred definition of scrambling in the physics literature, though this is likely out of convenience [26]. Theorem 4 implies that \( t_{s,\kappa} = \mathcal{O}(\log N) \), as summarized in the following corollary:

**Corollary 7**

If (55) holds for \( M = N^\alpha \) for \( 0 < \alpha < 1 \), then there exists an \( N \)-independent \( b \in \mathbb{R}^+ \) for which

\[
    t_{s,\kappa} \geq b \log N
    \tag{87}
\]
for \( N > N_0 \), for some finite \( N_0 \in \mathbb{Z}^+ \).
Proof. There exists an $N_* \in \mathbb{Z}^+$ such that
\[
\frac{\alpha \log N_*}{8c(1+e)} < \frac{1}{4c(1+e)} \left[ \alpha \log N_* - 2 - \log \log N^3_* \right].
\] (88)
Suppose that $N > N_*$. Using Theorem 4, we conclude that at time $t = t_s$, where $t_s$ is given by (87) where
\[
b := \frac{\alpha}{8c(1+e)},
\] (89)
\[
\mathbb{E}_n[l] \leq \exp \left[ \frac{3\alpha \log N}{8(1+e)} \right] = N^{3\alpha/8(1+e)}
\] (90)
We conclude that the corollary holds so long as $N_0$ is chosen such that $\kappa N_0 > N_0^{3\alpha/8(1+e)}$ and $N_0 \geq N_*$. \qed

We emphasize that the results of this section are completely general, and apply to a large family of models beyond the SYK model, as soon as (55) can be proved.

4 Operator growth in the SYK ensemble

4.1 Bounding the transition rates

What remains is to show that (55) holds in the SYK ensemble, with very high probability, at large $N$. Proving this fact constitutes the second main result of this paper. The result is summarized in the following theorem:

**Theorem 8**

Let $\kappa \in \mathbb{R}^+$ and $\theta \in \mathbb{R}^+$ obey
\[
2\kappa \log N + 2 < \sqrt{N},
\] (91a)
\[
2(q - 2) < N^{\kappa\theta} - 1,
\] (91b)
\[
2q(1 + \sqrt{N}) < (q\kappa \log N - 1)\sqrt{N}.
\] (91c)

Let us also assume that
\[
q < \frac{N}{2}.
\] (92)

Then, in the SYK model introduced in Section 2.2, with probability at least
\[
P_{\text{success}} \geq 1 - \frac{2(q - 2)}{N^{\kappa\theta} - 1},
\] (93)
(55) is obeyed with
\[
c = e^{\theta + 1/\kappa} \left[ \sqrt{\frac{2(q - 2)}{q}} \left( 1 - \frac{2\theta}{5\kappa \sqrt{N} \log N} \right)^{-1} + \frac{8}{q^{q-9/2}N^{1/4}} \left( \frac{4\theta}{5\kappa \log N} \right)^{(q-3)/2} \right],
\] (94a)
\[
M = \left[ \frac{\theta}{5\kappa} \frac{\sqrt{N}}{q^3 \log N} \right] - 1.
\] (94b)
Proof. Our strategy will be to work primarily with $K_s'$. At the very end of the calculation, we will use (44) to bound $K_t$. We begin with the following proposition:

**Proposition 9**

Define the symmetric and positive semidefinite matrix

$$M_{s'} = Q_s^T L Q_s L Q_s.$$  

(95)

If the maximal eigenvalue of $M_{s'}$ is $\mu_{s'}$,

$$K_s' = \sqrt{\mu_{s'}}.$$  

(96)

Proof. Let $O \in \mathcal{B}$ obey $\|O\| = 1$, and define

$$|O'\rangle = Q_s^T L Q_s |O\rangle.$$  

(97)

From (40) and (41), we see that $K_{s'}$ is simply the maximal length of the vector $|O'\rangle$. Now observe that $M_{s'}$ gives us a very simple way of measuring the length of $|O'\rangle$. Therefore,

$$K_{s'}^2 = \sup_{O \in \mathcal{B}} (O' |O'|) = \sup_{O \in \mathcal{B}} (O |M_{s'} |O|) = \mu_{s'},$$  

(98)

where for the last equality we used a variational principle which holds for a symmetric matrix.

Denote

$$C_s := \frac{N!}{s!(N-s)!},$$  

(99)

and observe that $M_{s'} \in \mathbb{R}^{C_s \times C_s}$ is a positive semidefinite random matrix. From Markov’s inequality, for any $p \in \mathbb{Z}^+$, [27]

$$\mathbb{P}[\mu_{s'} \geq a] \leq \frac{\mathbb{E}[\mu_{s'}^p]}{a^p} \leq \frac{\mathbb{E}[\text{tr}(M_{s'}^p)]}{a^p}.$$  

(100)

We will choose $p = O(\log C_s)$, so that the number of eigenvalues $C_s$ accounted for in the trace is irrelevant ($C_s^{1/p} \to 1$). Importantly, at finite size $s$, $p = O(s \log N)$. We will see that this is sufficiently small to make bounding $\mu_{s'}$ analytically tractable.

Hence, let us define

$$B_{s'}^{(p)} := \mathbb{E}[\text{tr}(M_{s'}^p)].$$  

(101)

We analyze the average $\mathbb{E}[\cdots]$ over the random variables $J_X$ by converting it to a combinatorial problem. To do so, let us write out

$$B_{s'}^{(p)} = \mathbb{E}\left[\sum_{X_1, \ldots, X_p, Y_1, \ldots, Y_p \in F} \sum_{Z \subseteq V} (Z)^{\prod_{i=1}^p Q_s L X_i Q_s' L Y_i Q_s |Z|}\right]$$  

(102)

where the sum over $Z$ is a sum over the basis of Proposition 1, without loss of generality. We now read (102) from right to left, starting with $Q_s |Z\rangle$, which restricts the subset $Z \subseteq V$ to have exactly $s$ elements: $|Z| = s$, and $Z = \{i_1, i_2, \ldots, i_s\}$. We draw a graph $G$ which we associate to $Q_s |Z\rangle$:
where the (blue) circles denote the fermions, and the orange triangle is a “root” to the graph – it has edges drawn to the \( s \) original fermions in the operator \( Q_s|Z \) (recall that \( |Z\) corresponds to a product operator). We have written a \( \sim \) in (103) because we will not bother to keep track of an overall sign in the vector, although its orientation in \( B \) and its dependence on any random variables \( J_X \) are each important.

For simplicity, let us assume that \( s' = s + q - 2 \). Without loss of generality, we assume that \( Y_p \cap Z = \{i_s\}, Y = \{i_s, j_1, \ldots, j_{q-1}\} \). Then, we draw

\[
Q_{s'} L Y_p Q_s |Y_p \sim \ldots i_1 i_2 \ldots i_s j_1 j_2 \ldots j_{q-1} Y_p.
\]  

(104)

The way to read this graph is as follows: the coupling (factor, drawn as a red square) \( Y_p \) connected to the fermion \( i_s \), and spawned the fermions \( j_1, \ldots, j_{q-1} \). Each fermion (circle) with an odd degree is present in the operator; those with an even degree are not present. Because of the projectors \( Q_{s'} \) and \( Q_s \), we had to start with an operator of size \( s \) and add exactly \( q - 2 \) net fermions. From (31), we know that this vector is proportional to one of our simple basis vectors (a product operator), which is why we can simply draw the graph (so long as we neglect the proportionality coefficient). The fermions do not directly connect to each other, but rather connect through the factors.

Let us continue and study the operator \( Q_s L^T X_p Q_{s'} L Y_p Q_s |Z \). It is easiest to first illustrate the possibilities with a simple example. Consider the theory with \( s = 3, s' = 5, q = 4 \). Let us first consider the theory where \( X_p = Y_p = \{3, 4, 5, 6\} \) and \( Z = \{1, 2, 3\} \). Then we draw

\[
Q_s L^T X_p Q_{s'} L Y_p Q_s |Z \sim \ldots 1 2 3 X_p \ldots
\]  

(105)

where the absence of the factor \( Y_p \) reminds us that since \( J_{Y_p} \) has appeared twice in the sequence, this sequence is non-trivial under random averaging. We neglect to draw any fermion or factor which has degree zero, which is why the fermions 4, 5 and 6 are not shown.

However, suppose instead \( X_p = \{2, 4, 5, 7\} \). In this case,

\[
Q_s L^T X_p Q_{s'} L Y_p Q_s |Z \sim \ldots 1 2 3 X_p \ldots
\]  

(106)

Because the factors \( X_p \neq Y_p \), we must draw both of them, together with an edge to all vertices/fermions \( i \in X_p \) or \( Y_p \). We can only remove a factor when that exact factor shows up a second time. And if a factor shows up a third time, it is redrawn in, and so on. Note that the only factors that \( X_p \) can be are those which destroy 3 fermions and create one, in this simple example.

It is straightforward to generalize these rules, which we summarize one more time. If the next factor in the sequence is present in the existing factor graph, that factor is deleted along with its edges to \( q \) fermions. Any fermions which subsequently have degree zero are removed. If the factor is new, we draw that factor and \( q \) edges to its fermions. The number of odd degree fermions in each graph is fixed by the projectors to alternate between \( s \) and \( s' \).

Our next goal is to throw away detailed information about what specific factors and fermions appeared, and to only keep track of the sequence of graphs. Let \( \mathcal{G} \) be the space of all graphs, modulo graph...
isomorphism. Two graphs $G_1$ and $G_2$ are isomorphic if and only if there is a permutation on fermions $\pi \in S^V$ such that $\pi \cdot G_1 = G_2$ (the group action on fermions and factors is canonical, while the root is invariant). We define $G_\Delta$ to be the unique (up to isomorphism) element of $\mathcal{G}$ with zero factors and $s$ fermions connected to the root, as in (103). Let $\mathcal{G}_-$ be the subset of $\mathcal{G}$ consisting of $s$ odd degree fermions and no more than $p$ factors, and $\mathcal{G}_+$ be the subset of $\mathcal{G}$ with $s'$ odd degree fermions, subject to the constraint that any graph in $\mathcal{G}_+$ or $\mathcal{G}_-$ can be reached by adding and removing factors to $G_\Delta$, according to the rules above, and with no intermediate graphs containing more than $p$ factors.

Define $\langle G_2 | N_+ | G_1 \rangle$ to be the number of factors $X$ which can be added (or removed) to any fixed graph $G$ isomorphic to $G_1 \in \mathcal{G}_-$, to create any graph isomorphic to $G_2 \in \mathcal{G}_+$. Similarly, we define $\langle G_1 | N_- | G_2 \rangle$ to be the number of factors which take a fixed graph isomorphic to $G_2 \in \mathcal{G}_+$ to any graph isomorphic to $G_1 \in \mathcal{G}_-$. We interpret $N_+ : \mathbb{Z}^{G_+ \times G_-} \to \mathbb{Z}$ and $N_- : \mathbb{Z}^{G_- \times G_+} \to \mathbb{Z}$ as integer-valued matrices, using the angle bra-ket notation to denote matrix elements. Many of these matrix elements are zero. $N_+$ and $N_-$ are both non-negative matrices.

**Proposition 10**

If $G_0 = G_p = G_\Delta$, then

$$B_{s's}^{(p)} \leq (4\sigma^2)^p C_s \sum_{G_{1,\ldots,G_{p-1} \in \mathcal{G}_-}} \prod_{i=1}^p \langle G_i | N_- | H_i \rangle \langle H_i | N_+ | G_{i-1} \rangle. \quad (107)$$

*Proof.* We expand out the sums in (102) over all possible couplings. Using the algorithm described above to associate a graph with each of the $2p + 1$ operators $Q_s | Z \rangle$, $Q_s' L_{Y_s} Q_s | Z \rangle$, etc., we may convert the sequence of factors

$$\mathcal{Y}_Z := (Y_p, X_p, Y_{p-1}, X_{p-1}, \ldots, Y_1, X_1)_{Z} \quad (108)$$

read right to left, along with the initial operator $| Z \rangle$, into a sequence of $2p + 1$ graphs

$$\mathcal{Z}(\mathcal{Y}_Z) := (G_0, H_1, G_1, H_2, \ldots, H_p, G_p) \quad (109)$$

with $G_0 = G_\Delta$. Due to the projectors $Q_s$ and $Q_{s'}$, any sequence $\mathcal{Y}$ which (before disorder averaging) is not zero must map to a sequence $\mathcal{Z}(\mathcal{Y}_Z)$ in which $G_i \in \mathcal{G}_-$ and $H_i \in \mathcal{G}_+$. When calculating $B_{s's}^{(p)}$, we require that $G_p = G_\Delta$; otherwise, there is a coupling which appears an odd number of times in $\mathcal{Y}$, so the disorder average of that sequence vanishes. We define

$$\mathcal{Z}_s^{(p)} := \{(G_\Delta, H_1, G_1, H_2, \ldots, H_p, G_\Delta) : H_i \in \mathcal{G}_+, G_i \in \mathcal{G}_- \}. \quad (110)$$

Since only one factor can be added or removed in each step, it is not possible to have more than $p$ factors in any graph in $\mathcal{Z}(\mathcal{Y}_Z)$. We define the equivalence relation $\mathcal{Y}_1 \sim \mathcal{Y}_2$ if and only if $\mathcal{Z}(\mathcal{Y}_1) = \mathcal{Z}(\mathcal{Y}_2)$, and denote $\mathcal{Y}_1 \in \mathcal{Z}(\mathcal{Y})$.

We then write

$$B_{s's}^{(p)} = \sum_{\mathcal{Z} \subseteq V} \sum_{\mathcal{Z}_s^{(p)}} \sum_{\mathcal{Y}_Z \in \mathcal{Z}} (Z| \prod_{i=1}^p Q_s L_{X_i}^T Q_{s'} L_{Y_i} Q_s | Z). \quad (111)$$

Due to the Rademacher distribution on the random variables $J_X$, the expectation value has become trivial, encoded in the fact that the graph sequence $\mathcal{Z}$ ends at $G_\Delta$. We now apply the triangle inequality together with $(Z| Z) = 1$:

$$B_{s's}^{(p)} \leq \sum_{\mathcal{Z} \subseteq V} \sum_{| Z| = s} \sum_{\mathcal{Z}_s^{(p)}} \sum_{\mathcal{Y}_Z \in \mathcal{Z}} \prod_{i=1}^p \| L_{X_i} \| \| L_{Y_i} \| = \sum_{\mathcal{Z} \subseteq \mathcal{Z}_s^{(p)}} \sum_{| Z| = s} \sum_{\mathcal{Y}_Z \in \mathcal{Z}} (2\sigma)^{2p}. \quad (112)$$
In the last step, we used (31) along with the fact that we may exchange the first two sums, whose
summands are independent. It now remains to evaluate each sum in turn. By definition of \( \mathcal{N}_+ \) and \( \mathcal{N}_- \):

\[
\sum_{Y_z \in \mathcal{Z}} (2\sigma)^{2p} = (4\sigma^2)^p \prod_{i=1}^{p} \langle G_i | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_{i-1} \rangle, 
\]

using (109) and \( G_0 = G_\Delta \). By permutation symmetry,

\[
\sum_{Z \subseteq V : |Z| = s} (4\sigma^2)^p \prod_{i=1}^{p} \langle G_i | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_{i-1} \rangle = (4\sigma^2)^p C_s \prod_{i=1}^{p} \langle G_i | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_{i-1} \rangle 
\]

Hence we obtain (107).

**Proposition 11**

Let \( Z = (G_\Delta, H_1, G_1, \ldots, G_{p-1}, H_p, G_\Delta) \in \mathcal{Z}_{s,s}^{(p)} \). Then

\[
\prod_{i=1}^{p} \langle G_i | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_{i-1} \rangle = \prod_{i=1}^{p} \langle G_{i-1} | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_i \rangle. 
\]

(115)

**Proof.** Pick any \( Z \subseteq V \) with \( |Z| = s \). Given a sequence of factors \( Y_Z \), given by (108), with \( Y_z \in \mathcal{Z} \), define the reversed sequence

\[
Y_Z^r := (X_1, Y_1, \ldots, X_p, Y_p)_Z. 
\]

which corresponds to factors in (102) read left to right instead. By construction, \( Y_Z^r \in \mathcal{Z}^r \), defined by

\[
\mathcal{Z}^r := (G_\Delta, H_p, G_{p-1}, \ldots, G_1, H_1, G_\Delta). 
\]

(117)

Clearly, \( (Y_Z^r)^r = Y_Z \) and \( (\mathcal{Z}^r)^r = \mathcal{Z} \). As each sequence \( Y_Z \) has a unique reverse \( Y_Z^r \),

\[
\prod_{i=1}^{p} \langle G_i | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_{i-1} \rangle = \sum_{Y_Z \in \mathcal{Z}} 1 = \sum_{Y_Z^r \in \mathcal{Z}^r} 1 = \prod_{i=1}^{p} \langle G_{i-1} | \mathcal{N}_- | H_i \rangle \langle H_i | \mathcal{N}_+ | G_i \rangle, 
\]

which completes the proof.

**Lemma 12**

Define a transfer matrix \( \mathcal{M}_{s,s}^{(p)} \in \mathbb{R}^{G_{s,s}^{(p)} \times G_{s,s}^{(p)}} \) component wise as

\[
\langle G_1 | \mathcal{M}_{s,s}^{(p)} | G_2 \rangle = \sum_{H \in G_{s,s}^{(p)}} \langle G_1 | \mathcal{N}_- | H \rangle \langle H | \mathcal{N}_+ | G_2 \rangle. 
\]

(119)

Then if \( \nu_{s,s}^{(p)} \) is the maximal (left or right) eigenvalue of \( \mathcal{M}_{s,s}^{(p)} \),

\[
B_{s,s}^{(p)} \leq C_s \left( \nu_{s,s}^{(p)} \right)^p. 
\]

(120)
Proof. Rewriting (107) in terms of the transfer matrix:

\[ B_{s's'}^{(p)} \leq \langle G_\Delta | \left( M_{s's'}^{(p)} \right)^p | G_\Delta \rangle. \]  

(121)

Now, letting \( G_0 = G_p = G_\Delta \), and using the property that

\[ \sum_{H_1, \ldots, H_p \in G_+} \prod_{i=1}^p \langle G_i | N_- | H_i \rangle \langle H_i | N_+ | G_{i-1} \rangle = \sum_{H_1, \ldots, H_p \in G_+} \prod_{i=1}^p \langle G_{i-1} | N_- | H_i \rangle \langle H_i | N_+ | G_i \rangle \]  

(122)

which follows from Proposition 11,

\[ B_{s's'}^{(p)} \leq (4\sigma^2)^p C_s \sum_{G_1, \ldots, G_{p-1} \in G_{s's'}^{(p)}} \prod_{i=1}^p \langle G_i | N_- | H_i \rangle \langle H_i | N_+ | G_{i-1} \rangle \]

\[ = C_s \sum_{G_1, \ldots, G_{p-1} \in G_{s's'}^{(p)}} \prod_{i=1}^p 4\sigma^2 \sum_{H_i \in G_+} \langle G_i | N_- | H_i \rangle \langle H_i | N_+ | G_{i-1} \rangle \]

\[ = C_s \sum_{G_1, \ldots, G_{p-1} \in G_{s's'}^{(p)}} \prod_{i=1}^p 4\sigma^2 \sqrt{\sum_{H_i \in G_+} \langle G_i | N_- | H_i \rangle \langle H_i | N_+ | G_{i-1} \rangle} \sqrt{\sum_{H_i \in G_+} \langle G_{i-1} | N_- | H_i \rangle \langle H_i | N_+ | G_i \rangle} \]

\[ = C_s \langle G_\Delta | \left( \tilde{M}_{s's'}^{(p)} \right)^p | G_\Delta \rangle \]  

(123)

where we have defined the symmetrized transfer matrix

\[ \langle G_1 | \tilde{M}_{s's'}^{(p)} | G_2 \rangle := \sqrt{\langle G_1 | M_{s's'}^{(p)} | G_2 \rangle \langle G_2 | M_{s's'}^{(p)} | G_1 \rangle}. \]

(124)

In the third line of (123), we have used the distributive property along with (122) and the trivial identity that \( x = y \) implies \( \sqrt{xy} = x \).

Since \( M_{s's'}^{(p)} \) is non-negative, \( \tilde{M}_{s's'}^{(p)} \) is a symmetric and positive semidefinite and acts on a finite dimensional vector space. Let \( \tilde{\nu}_{s's'}^{(p)} \) be its maximal eigenvalue. We conclude (for example, using elementary variational methods) that, since \( \langle G_\Delta | G_\Delta \rangle = 1 \),

\[ \langle G_\Delta | \left( \tilde{M}_{s's'}^{(p)} \right)^p | G_\Delta \rangle \leq \left( \tilde{\nu}_{s's'}^{(p)} \right)^p. \]  

(125)

It remains to relate \( \tilde{\nu}_{s's'}^{(p)} \) to \( \nu_{s's'}^{(p)} \). By definition of the set \( G_- \) (and the fact it has a finite number of elements), for any two graphs \( G_{1,2} \in G_- \), there exists an integer \( n < \infty \) such that

\[ \langle G_1 | \left( M_{s's'}^{(p)} \right)^n | G_2 \rangle > 0. \]  

(126)

This identity follows from the fact that there exist a sequence of factors from \( G_\Delta \) to \( G_1 \) and \( G_2 \), as well as the reverse sequences from \( G_2 \) or \( G_1 \) to \( G_\Delta \). Hence \( M_{s's'}^{(p)} \) is an irreducible non-negative matrix, and it follows that \( \tilde{M}_{s's'}^{(p)} \) is also irreducible. By the Perron-Frobenius Theorem [28]: (1) \( M_{s's'}^{(p)} \) has a maximal eigenvector \( |\phi\rangle \) and \( \tilde{M}_{s's'}^{(p)} \) has a maximal eigenvector \( |\tilde{\phi}\rangle \), which each obey

\[ \langle G_\Delta | \phi \rangle \neq 0 \text{ and } \langle G_\Delta | \tilde{\phi} \rangle \neq 0; \]  

(127)
(2) \( \nu_{s's}^{(p)} \) and \( \tilde{\nu}_{s's}^{(p)} \) are non-degenerate; (3) as stated in the lemma, \( \nu_{s's}^{(p)} \) is the maximal left and maximal right eigenvalue of \( M_{s's}^{(p)} \). As \( \mathbb{R}^G_- \) is a finite dimensional vector space, (127) implies that

\[
\nu_{s's}^{(p)} = \lim_{n \to \infty} \log(G_{\Delta}) \left( \frac{M_{s's}^{(p)}}{n} \right)^n = \lim_{n \to \infty} \log(G_{\Delta}) \left( \frac{\tilde{M}_{s's}^{(p)}}{n} \right)^n = \nu_{s's}^{(p)}. \tag{128}
\]

Combining (125) and (128) we obtain (120).

Using Lemma 12, we now begin to bound the maximal eigenvalue of the matrix \( M_{s's} \) defined in (95). Let

\[
p = \lfloor \kappa \log N \rfloor, \tag{129}
\]

where the parameter \( \kappa \in \mathbb{R}^+ \) will be \( O(1) \), but for the moment must be chosen such that \( p \) is an integer. We first combine (100) and (101). Using the inequality

\[
C_s > \left( \frac{eN}{s} \right)^s, \tag{130}
\]

we find that since \( N \geq 4 \) and \( s \geq 1 \):

\[
\mathbb{P} \left[ \mu_{s's} > \nu_{s's}^{(p)} e^{\theta+2/\kappa} \right] \leq \left( \frac{e^{-2/\kappa}}{e^\theta} \right)^p \left( \frac{eN}{s} \right)^s \left( \frac{e^{-2/\kappa}}{e^\theta} \right) \left( \frac{eN}{s} \right)^{1/\kappa \log N} = e^{-p\theta} = \frac{1}{N^{s\theta}}. \tag{131}
\]

Moreover, since there are at most \( 2(q-2) \) non-vanishing \( K_{s's} \) coefficients involving a fixed operator size, we conclude that

\[
\mathbb{P} \left[ \mu_{s's} > \nu_{s's}^{(p)} e^{\theta+2/\kappa} \right], \text{ for any } s, s' < \sum_{|s'-s| \leq q-2} \mathbb{P} \left[ \mu_{s's} > \nu_{s's}^{(p)} e^{\theta+2/\kappa} \right] \leq 2(q-2) \sum_{s=1}^N \frac{1}{N^{s\theta}} = 1 - \mathbb{P}_{\text{success}}. \tag{132}
\]

Hence, with probability \( \mathbb{P}_{\text{success}} \), we may assume that \( \mu_{s's} \leq e^{\theta+2/\kappa} \nu_{s's}^{(p)} \).

Of course, it remains to bound \( \nu_{s's}^{(p)} \), which we do in the following lemma:

**Lemma 13**

If \( p \) is given by (129), \( k \) is defined in (27), and we assume (91a), then

\[
\nu_{s's}^{(p)} < \left( \frac{s + q - 2 2s}{q - 1} \right) \left( \frac{2q^2 s}{N} \right)^{2k-2} + \frac{2q(q-1)(s+q)q-1}{N(q-2)/2} \exp \left[ \frac{5q^2 \kappa s \log N}{\sqrt{N}} \right]. \tag{133}
\]

**Proof.** Let us interpret \( \nu_{s's}^{(p)} \) as the maximal left eigenvalue of \( M_{s's}^{(p)} \). Defining \( \mathbb{R}^G_- \) as the set of all vectors with strictly positive entries, we begin by invoking the Collatz-Wieland bound [28]:

\[
\nu_{s's}^{(p)} = \sup_{|\phi| \in \mathbb{R}^G_-} \sup_{G \in \mathbb{G}^-} \frac{|\langle \phi | M_{s's}^{(p)} | G \rangle|}{|\langle \phi | G \rangle|}. \tag{134}
\]

Clearly, we can bound \( \nu_{s's}^{(p)} \) by simply guessing any \( |\phi| \in \mathbb{R}^G_- \). We choose

\[
\langle \phi | G \rangle = N^{-|V| G/2}. \tag{135}
\]
where $|V \cap G|$ denotes the number of fermions (of non-zero degree!) in the graph $G$.

Now let us write out
\[
\sup_{G \in \mathcal{G}_-} \frac{\langle \phi | \mathcal{M}^{(p)}_{s,e} | G \rangle}{\langle \phi | G \rangle} = \sup_{G \in \mathcal{G}_-} 4\sigma^2 \sum_{H' \in \mathcal{G}_+, H \in \mathcal{G}_-} N((|G \cap V| - |H \cap V|)/2 \langle H | \mathcal{N}_- | H' \rangle \langle H' | \mathcal{N}_+ | G \rangle). \tag{136}
\]

Given graphs $G$, $H$ and $H'$, let us define the following four parameters:
\[
\begin{align*}
a_+ &:= |(H' - H \cap G) \cap V|, \\
a_- &:= |(H - H' \cap H) \cap V|, \\
b_+ &:= |(G - H' \cap G) \cap V|, \\
b_- &:= |(H' - H' \cap H) \cap V|.
\end{align*}
\tag{137}
\]

$a_+$ and $a_-$ are the number of new fermions added to the graph in the first and second step respectively; $b_+$ and $b_-$ represent the number of fermions removed from the graph in the first and second step respectively.

Note the following constraints:
\[
\begin{align*}
0 &\leq a_+ \leq q + 1 - 2k, \\
0 &\leq a_- \leq 2k - 1, \\
0 &\leq b_+ \leq 2k - 1, \\
0 &\leq b_- \leq q + 1 - 2k.
\end{align*}
\tag{138}
\]

| $G \cap V$ | $H \cap V$ | $= b_+ + b_- - a_+ - a_-$.
\[
\tag{139}
\]

Lastly, note that $a_+$ and $a_-$ are non-negative if and only if a factor is added to the graph, and $b_+$ and $b_-$ are non-negative if and only if a factor is removed from the graph in that step.

There are four possible kinds of sequences of $H$ and $H'$, corresponding to whether a factor is added (A) or removed (R) from the graph in each step: RR, AA, RA, AR. Because we keep the starting graph fixed, and sum over all possible ways to add or remove factors to the graph, we can efficiently overestimate the sum over all possible modifications to the graph with fixed $a_\pm$ or $b_\pm$.

Let
\[
v = |G \cap V|
\tag{140}
\]

to be the number of vertices in $G$. In the first step, the number of ways to add a factor is
\[
N_A(a_+) := \sum_{H' \in \mathcal{G}_+, |H' \cap V| = a_+ + |G \cap V|} \langle H' | \mathcal{N}_+ | G \rangle = \left( \begin{array}{c} N - v \\ a_+ \end{array} \right) \left( \begin{array}{c} s \\ 2k - 1 \end{array} \right) \left( \begin{array}{c} v - s \\ q + 1 - 2k - a_+ \end{array} \right),
\tag{141}
\]

where the first combinatorial factor is the choice of $a_+$ distinct fermions to add to the graph, the second is the number of $(2k - 1)$-tuples of the $s$ odd degree fermions present in the graph, and the third is the number $(q + 1 - 2k - a_+)$-tuples of even degree fermions to add an extra edge to. If instead we remove a factor, we find
\[
N_R(b_+) \leq \left\{ \begin{array}{ll}
\frac{s}{b_+} & b_+ > 0 \\
0 & b_+ = 0
\end{array} \right.,
\tag{142}
\]

where the first line corresponds to the maximal number of factors that can have $b_+ > 0$ odd degree fermions, and the second line is a crude bound: we can remove no more factors than the maximal number $p$ allowed in any graph in $\mathcal{G}_-$. 19
Next we look at the AA sequences, where two factors are added sequentially. Here we find

\[ N_{AA}(a_+, a_-) := N_A(a_+) \left( \frac{N - v - a_+}{a_-} \right) \left( \frac{s + q + 2 - 4k}{q + 1 - 2k} \right) \left( \frac{v + a_+ - s - q - 2 + 4k}{2k - 1 - a_-} \right). \] (143)

In the RA sequences, we find

\[ N_{RA}(b_+, a_-) \leq N_R(b_+) \times \left( \frac{N - v + b_+}{a_-} \right) \left( \frac{s + q + 2 - 4k}{q + 1 - 2k} \right) \left( \frac{v - b_+ - s - q - 2 + 4k}{2k - 1 - a_-} \right). \] (144)

For the RR sequences, we find

\[ N_{RR}(b_+, b_-) \leq N_R(b_+) \times \left\{ \frac{s + q + 2 - 4k}{b_-} \right\}^{b_- > 0}, \] (145)

while for the AR sequences:

\[ N_{AR}(a_+, b_-) \leq N_A(a_+) \times \left\{ \frac{s + q + 2 - 4k}{b_-} \right\}^{b_- > 0}. \] (146)

Now we must perform the sum over \( a_\pm \) and \( b_\pm \) in (136). We start with the sum over AA sequences, where we will crudely bound the six distinct choose functions for convenience. Using (139),

\[
\sum_{a_+ = 0}^{q+1-2k} \sum_{a_- = 0}^{2k-1} \frac{N_{AA}(a_+, a_-)}{N^{(a_++a_-)/2}} < \sum_{a_+ = 0}^{q+1-2k} \sum_{a_- = 0}^{2k-1} \frac{N_{a_+}^{a_+}/2 s^{2k-1} v^{q+1-2k-a_+}}{a_+! (2k-1)! (q + 1 - 2k - a_+)} \times \frac{N_{a_-}^{a_-}/2 (s + q)^{q+1-2k} (v + q)^{2k-1-a_-}}{a_-! (q + 1 - 2k)! (2k - 1 - a_-)!} \\
< \frac{(s + q)^q \left( \sqrt{N + v} \right)^{q+1-2k} \left( \sqrt{N + v + q} \right)^{2k-1}}{(q + 1 - 2k)! (2k - 1)!} \left( \frac{q + 1 - 2k}{(2k - 1)!} \right)^2.
\] (147)

Next, we bound the RA sequences. For convenience, we may just use \( N_R(b_+) \leq p \):

\[
\sum_{b_+ = 0}^{2k-1} \sum_{a_- = 0}^{2k-1} \frac{N_{RA}(a_+, a_-)}{N^{(a_-+b_+)/2}} < \sum_{b_+ = 0}^{2k-1} \sum_{a_- = 0}^{2k-1} p N^{b_+}/2 \frac{N_{a_-}^{a_-}/2 (s + q)^{q+1-2k} (v + q)^{2k-1-a_-}}{a_-! (q + 1 - 2k)! (2k - 1 - a_-)!} \\
< \frac{p N^{(2k-1)/2}}{1 - N^{(1-2k)/2}} \frac{(s + q)^q \left( \sqrt{N + v} \right)^{2k-1}}{(q + 1 - 2k)! (2k - 1)!} \left( \frac{q + 1 - 2k}{(2k - 1)!} \right)^2 \frac{N^q/2}{(1 - N^{-1/2}) (q + 1 - 2k)! (2k - 1)!} \left( N + v \sqrt{N} \right)^q/2.
\] (148)

Similarly,

\[
\sum_{b_+ = 0}^{2k-1} \sum_{b_- = 0}^{q+1-2k} N^{(b_+ + b_-)/2} N_{RR}(b_+, b_-) < p(p - 1) N^{q/2} / (1 - N^{-1/2})^2.
\] (149)
Lastly, and most importantly, we bound the AR sequences. In this sum, we will split off the \( b_- = q + 1 - 2k \) contribution, and bound that more carefully:

\[
\sum_{b_-=0}^{q+1-2k} \sum_{a_+=0}^{q+1-2k} \frac{N_{AR}(a_+, b_-)}{N(a_+ - b_-)^{1/2}} < \left( p + \sum_{b_-=1}^{q+1-2k} N_{b_-}^{1/2} \left[ \frac{s + q + 2 - 4k}{b_-} \right] \right) \left( \sum_{a_+=0}^{q+1-2k} \frac{N_{a_+}^{1/2} s_{2k-1} q+1-2k-a_+}{a_+!(2k-1)!(q + 1 - 2k-a_+)} \right)
\]

\[
< \left( p N^{(q-2k)/2} \frac{1}{1 - N^{-1/2}} + N^{(q+1-2k)/2} \frac{s + q + 2 - 4k}{q + 1 - 2k} \right) \frac{s_{2k-1}^{(q+1-2k)}}{(2k-1)!(q + 1 - 2k)!}.
\]

The combinatorial bounds above, by construction, did not depend on the initial graph \( G \). Therefore, combining (147), (148), (149) and (150), and employing (25), (134) and (136), along with

\[
v < qp + s
\]

and other simple inequalities, we obtain

\[
\nu_{s,s}^{(p)} < \nu_1 + \nu_2
\]

where

\[
\nu_1 = \left( \frac{N + (qp + s)\sqrt{N}}{N - q} \right)^{q+1-2k} \left( \frac{q}{N - q} \right)^{2k-2} \frac{2s^{2k-1}}{q(2k-1)} \left( \frac{p N^{-1/2}}{1 - N^{-1/2}} + \frac{s + q + 2 - 4k}{q + 1 - 2k} \right)
\]

\[
\nu_2 = \frac{(q - 1)!}{(N - q)(q-2)/2} \left( \frac{\sqrt{N} + (p+1)q + s}{\sqrt{N} - q} \right)^{q} \left( \frac{p}{1 - N^{-1/2}} + \frac{q + 1 - 2k}{(2k-1)!(q + 1 - 2k)!} \right)^{2}
\]

Now we simplify. Using that \( N - q > \frac{1}{2}N \) from (92), along with \( p < 1 + k\log N \),

\[
\nu_1 < \left( 1 + 2 \frac{q}{N} \frac{s\sqrt{N}(1 + q + k\log N) + q\sqrt{N}}{N} + q\sqrt{N} \right)^{q+1-2k} \left( \frac{2q}{N} \right)^{2k-2} \frac{2s^{2k-1}}{q(2k-1)!} \left( \frac{s + q - 2}{q + 1 - 2k} + \frac{2(p+1)}{\sqrt{N}} \right)
\]

\[
< \frac{s + q - 2}{q + 1 - 2k} \frac{2s}{q} \left( \frac{2qs}{N} \right)^{2k-2} \exp \left[ \frac{5q^2ks\log N}{N} \right].
\]

In the second line, we used (91c), \( s + q - 2 > q + 1 - 2k \), and \( 1 + x < e^x \), to simplify further. Next,

\[
\nu_2 < \frac{2(q-2)/2(q-1)!}{N(q-2)/2} \left( \frac{\sqrt{2}}{N} \right)^{q} \left( \frac{1 + s + 2q + qks\log N}{N} + \frac{1 + x}{\sqrt{N}} \frac{(s + q)^{q+1-2k}}{(2k-1)!(q + 1 - 2k)!} \right)
\]

\[
< \frac{2^q(q-1)!(s + q)^{q+1-2k}}{N(q-2)/2} \exp \left[ \frac{2q^2ks\log N}{N} \right]
\]

where in the second line we used the fact that \( 2ks\log N + 2 < \sqrt{N}(s + q)^{q+1-2k} \), since \( q + 1 - 2k > 0 \) and we assumed (91a). Making a few final simplifications, we obtain (133).

The last step to prove our theorem is to simply bound \( K_t \). With probability no smaller than \( P_{success} \) we may invoke Lemma 13 as a bound on every \( \mu_{s,s} \). Hence from Proposition 9 and (44),

\[
K_t \leq \max_{s \in R_t} \sum_{s' \in R_{t+1}} \sqrt{e^{\theta^2/2} \nu_{s,s}^{(p)}} \max_{s' \in R_{t+1}} \sum_{s \in R_t} \sqrt{e^{\theta^2/2} \nu_{s',s}^{(p)}}
\]
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\[ < e^{\theta/2+1/\kappa} \sum_{k=1}^{q/2-1} \sqrt{\nu^{(p)}_1 + q + 2 - 4k + (q-2)l} \]

\[ < e^{\theta/2+1/\kappa} \left[ \frac{s + q - 2s}{q - 1} \frac{1}{q - 2q^2 s N} + q \sqrt{\frac{2^q(s - 1)!}{N(q-2)^2}} \right] \exp \left[ \frac{5q^2 s \log N}{2\sqrt{N}} \right] \]

\[ < e^{\theta/2+1/\kappa} \left[ \frac{3q^2 s}{q(q-1)} \right] \exp \left[ \frac{5q^3 s(l + 1) \log N}{2\sqrt{N}} \right] \times c(l + 1) \]

(156)

where in the second line, we have used that the largest of the bounded transition rates come from the maximal value of \( s \); in the third line, we used concavity of \( \sqrt{x} \); in the fourth line, we plugged in for \( s = 1 + (q - 2)l \) and used further elementary inequalities; in the fifth line, we used \( l + 1 \leq M \) along with various other elementary inequalities to further weaken the bound, and the values of \( c \) and \( M \) from (94).

Combining Corollary 7 and Theorem 8, we immediately obtain

**Corollary 14**

If there exist \( \gamma, \delta \in \mathbb{R}^+ \) such that

\[ q < \gamma N^{(1-\delta)/6}, \]

then as \( N \to \infty \) in the SYK ensemble, there is a constant \( b \in \mathbb{R}^+ \) such that the operator scrambling time obeys the fast scrambling conjecture:

\[ t_s \geq b \log N. \] (158)

This is the first complete proof of a logarithmic lower bound on the operator scrambling time in a Hamiltonian quantum system whose many-body Lyapunov exponent was expected to be finite. But we do not expect that these constant prefactors in these bounds are tight.

One shortcoming of our proof, which perhaps has physical consequences, is that we were only able to demonstrate fast scrambling and the diverging growth time of operators if \( q \propto N^{(1-\delta)/6} \) for some \( \delta \in \mathbb{R}^+ \). Yet it may be the case that fast scrambling is robust so long as \( q \propto N^{(1-\delta)/2} \) [29].

We make one last remark. The actual distribution of eigenvalues of \( M_{s's} \) (for any \( s > 1 \)) is not sharply peaked around the mean value which we have overestimated. Instead, the distribution of eigenvalues is highly peculiar, with only a small fraction of eigenvalues, which we conjecture is \( O(N^{-1}) \) for \( s < (q-2)M \), within an \( O(1) \) factor of \( \mathcal{K}_s' \). We conjecture that the maximal eigenvector of \( M_{s's} \) is dominated by treelike factor graphs, analogous to (104), with \( O(s/q) \) leaves attached to a root which connects to a single fermion. These are precisely the graphs associated to a growing operator which started from a single fermion. Indeed, explicit calculations confirm that such treelike graphs have significantly larger weight in \( \text{tr}(M_{p,s}^p) \) for \( p = \kappa s \log N \). It appears as though the fastest growing operators of average size \( \bar{s} \) is a single fermion operator \( \psi_1(t) \), evolved to an appropriate time \( t \). It would be interesting if this set of conjectures can be proven or disproven.
4.2 Comparison with perturbation theory

Let us now compare our bounds to prior calculations in the SYK model using perturbation theory. First, let us discuss the Lyapunov exponent as $N \to \infty$. We have found that

$$\lambda \leq 2 \sqrt{\frac{2(q-2)}{q}},$$

(159)

a slight improvement over [18]. It is known analytically that [14]

$$\lambda_{\text{perturbative}} = 2 \ (q = \infty),$$

(160)

implying that our result has over estimated the true value by a factor of $\sqrt{2}$.

[14] also argued that the block probabilities $P_l(t)$ took the form

$$P_0(t) \approx 1 - \frac{4}{q} \log \cosh t + \cdots,$$

(161a)

$$P_l(t) \approx \frac{2}{lq} (\tanh t)^{2l} + \cdots \ (l > 0)$$

(161b)

at leading order in a large $N$ and large $q$ expansion (with no bound on the subleading corrections, denoted above as $\cdots$). It is interesting to compare this with the following result:

**Proposition 15**

Consider the quantum walk of $|\varphi(t)\rangle$ generated by (53) with

$$K_l(t) = c(l+1),$$

(162)

on the half-line where $N' = \infty$. Then

$$P_l(t) = (\tanh(ct))^{2l} \text{sech}^2(ct).$$

(163)

**Proof.** Without loss of generality, we rescale time so that $c = 1$. Then, we repackage (43) using generating functions:

$$G(z, t) := \sum_{l=0}^{\infty} z^{l+1} P_l(t),$$

(164)

so that (43) with (162) implies that

$$\frac{\partial G}{\partial t} = z^2 \frac{\partial G}{\partial z} - z \frac{\partial}{\partial z} \left( \frac{G}{z} \right) = (z^2 - 1) \frac{\partial G}{\partial z} + \frac{G}{z}.$$  (165)

This equation is solved by the method of characteristics. The characteristic curves $z(t)$ solve the differential equation

$$\frac{dz}{dt} = (1 - z^2).$$  (166)

With initial condition $z(0) = r$, we find

$$t = \frac{1}{2} \log \frac{(1-r)(1+z)}{(1+r)(1-z)},$$  (167)
or
\[ r = \frac{z \cosh t - \sinh t}{\cosh t - z \sinh t}. \]  

Solving the equation
\[ \frac{\partial G(r,t)}{\partial t} = \frac{G}{z} \]  
with \( G(r,0) = r \) (corresponding to \( P_0(0) = 1 \)):
\[ \log \frac{G}{r} = \int_0^t dt' \frac{\cosh t' + r \sinh t'}{\sinh t' + r \cosh t'} = \log \frac{\sinh t + r \cosh t}{r}. \]  

Thus,
\[ G(z,t) = \frac{z \text{sech} t}{(1 - z \tanh t)}, \]
which leads to (163) upon Taylor expanding and employing (39).

Some of the discrepancy between (163) and (161) can be accounted for by our sloppy overestimate of \( K_l(t) \) in the SYK model. In particular, a more careful analysis demonstrates that \( K_0(t) \lesssim \sqrt{2/q} \) and \( K_l(t) \lesssim t \). However, this slow first step does not change our estimate for the Lyapunov exponent.

This result is highly suggestive that the qualitative structure of the growing operator distribution in the SYK model, calculated perturbatively, is not substantially modified by non-perturbative physics. Rather, it appears quite similar to an “optimal” quantum walk that locally maximizes the transition rates from one operator size to the next.\(^5\) This may imply some universality to the patterns of operator growth in random regular \( q \)-local quantum systems. If such universality exists, it may have interesting implications for quantum gravity.

\section{Conclusion}

In this paper, we have proven the fast scrambling conjecture in the SYK model with a finite but large number \( N \) of degrees of freedom. While this result is not physically surprising, it is pleasing to have a mathematically careful derivation of this result. We also expect that the methods developed here will lead to further advances in our technology for bounding quantum information dynamics and operator growth \([18, 19]\) beyond the Lieb-Robinson theorem \([30, 31]\).

We would like to say that our demonstration of the robustness of operator growth to non-perturbative physics in at least one holographic model is a signature that the bulk geometry is semiclassical and that non-perturbative fluctuations in quantum gravity are provably mild. Unfortunately, this remains a conjecture, as the emergent geometry arises at finite temperature. It would be interesting if our methods can be generalized to finite temperature states.

Lastly, we expect these techniques are useful for designing and constraining toy models of quantum gravity which can be experimentally studied using quantum simulation \([32, 33]\). At the very least, any tentative model must reproduce the exponential growth in operator size which is a hallmark of particles falling towards black hole horizons. Our methods will not only bound the Lyapunov exponent of any proposed model, but also check whether the full time evolution of the operator size distribution could be consistent with a theory of quantum gravity.

\(^5\)However, such an “optimal” quantum walk likely does not maximize the probability of large size operators, and perhaps does not even optimize the time-dependent average size.
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