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Abstract

This paper is concerned with a non-isothermal Cahn-Hilliard model based on a microforce balance. The model was derived by A. Miranville and G. Schimperna starting from the two fundamental laws of Thermodynamics, following M. Gurtin’s two-scale approach. The main working assumptions are made on the behaviour of the heat flux as the absolute temperature tends to zero and to infinity. A suitable Ginzburg-Landau free energy is considered. Global-in-time existence for the initial-boundary value problem associated to the entropy formulation and, in a subcase, also to the weak formulation of the model is proved by deriving suitable a priori estimates and showing weak sequential stability of families of approximating solutions. At last, some highlights are given regarding a possible approximation scheme compatible with the a-priori estimates available for the system.
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1 Introduction

In this paper we study a diffuse interface Cahn-Hilliard-type model for non-isothermal phase separation. Namely, we consider the following evolutionary PDEs system:

\[ u_t = m \Delta \chi, \]  
\[ \chi \theta = -\alpha \Delta u - \lambda \theta + f(u), \]  
\[ (Q(\theta))_t + m \theta \Delta \chi (\chi + \lambda) + \text{div} \left( k(\theta) \nabla \frac{1}{\theta} \right) = 0, \]

in \( \Omega \times (0, T) \), being \( \Omega \) a bounded, connected, open subset of \( \mathbb{R}^3 \) with a smooth boundary \( \partial \Omega \), and \( T > 0 \) a given final time which may be arbitrarily large. Here, \( u \) represents the so-called order parameter or phase variable, i.e., the difference between the rescaled densities of atoms or concentrations of the two components. At least in principle, \( u \) should take values between \( -1 \) and \( 1 \), where \( -1 \) and \( 1 \) correspond to the pure states. The variable \( \theta \) denotes the (absolute) temperature of the system, while \( \chi \) is an auxiliary variable, defined through equation (1.2), which helps particularly for the statement of the weak formulation of the model. In particular, \( \chi \) stands for the rescaled chemical potential \( \frac{\mu}{\theta} \), where \( \mu \) is the chemical potential or, more precisely, the difference of chemical potentials between the
two components. The positive constants \( m, \alpha \) and \( \lambda \) are related to the mobility, the thickness of the interface between different phases and the latent heat, respectively. Moreover, \( f \) is the derivative a non-convex double-well potential \( F \) whose minima are in most cases attained in proximity of pure phase configurations, while \( k \), as a function of \( \theta \), is related to the heat conductivity. Lastly, \( Q \), as a function of \( \theta \), refers to pure heat conduction. The expressions for \( F, k \) and \( Q \) will be specified below.

System (1.1)-(1.3) will be closed by adding the initial conditions and suitable boundary conditions. Namely, the Cahn-Hilliard and “heat” equations will be complemented by no-flux conditions. As we will see (cf. Subsec. 3.2 for more details), these choices are crucial as we formulate the weak version of the model. Nevertheless, some other choices could be considered as well (for instance, the case of periodic boundary conditions can be treated similarly). It is also worth noting that, integrating (1.1) in space and using the no-flux condition, one obtains the mass conservation property (cf. (2.4) below).

Before entering the mathematical details, let us give a description of the physical bases of this model, which belongs to a new family of Cahn-Hilliard type system of equations derived by A. Miranville and the second author in [16] and based on a balance law for internal microforces proposed by M. Gurtin in [10]. Such models have been introduced with the main purpose of describing some non-isothermal processes of phase transition in a thermodynamically consistent way. More precisely, these models generalize those derived by H.W. Alt and I. Pawlow in [1] to anisotropic materials and to systems that are far from equilibrium.

Following Gurtin’s approach (cf. [10]), the model is derived by considering the following internal microforce balance:

\[
\text{div } \zeta + \pi = 0, \tag{1.4}
\]

where \( \zeta \) (a vector) and \( \pi \) (a scalar) correspond respectively to the microstress and to the internal microforces, i.e., forces associated to the power expended on the atoms by the lattice (for example, in the ordering of atoms within unit cells of the lattice or the transport of atoms between unit cells of the lattice). Note that this relation provides a balance for interactions at a microscopic level, whereas standard forces are associated with macroscopic length scales. Gurtin’s approach is based on the belief that fundamental physical laws involving energy should account for the working associated to each operative kinematical process. In the Cahn-Hilliard theory the kinematics is associated with the order-parameter \( u \). Therefore, it seems plausible that there should be “microforces” whose working accompanies changes in \( u \). Indeed, if the only manifestation of atomistic kinematics is the order parameter \( u \), then it seems reasonable that such interatomic forces may be characterized macroscopically by fields that perform work when \( u \) undergoes changes. This working is expressed through terms of the form (force) \( \frac{\partial u}{\partial t} \), so that the microforces are represented by scalar rather than vector quantities (cf. [10]). To describe the precise manner in which these fields expend power it is useful to consider the body as a lattice or network together with atoms that move, microscopically, relative to the lattice (see [13]). Note that it is important to focus attention not on individual atoms but on configurations (i.e., arrangements or densities) of atoms as characterized by the order parameter \( u \). In other words, Gurtin’s approach is essentially a two-scale approach. If standard forces in continua are associated with macroscopic length scales, microforces describe forces associated with microscopic configurations of atoms. These different length scales explain the need for a separate balance law for microforces.

In order to have a full description of the dynamics of the phase separation process, the microforce balance (1.4) has to be complemented with the mass balance and the fundamental laws of Thermodynamics. Clearly, these laws, and especially the energy equality, have to be expressed in a form which takes into account the action of the internal microforces. The mass balance reads as

\[
\frac{\partial u}{\partial t} = - \text{div } j, \tag{1.5}
\]

where \( j \) represents the mass flux. As for the laws of Thermodynamics, they reduce to

- **Balance of energy:**
  \[
  \frac{\partial e}{\partial t} = - \text{div } q + (\mu - \pi) \frac{\partial u}{\partial t} + \zeta \cdot \nabla \frac{\partial u}{\partial t} - j \cdot \nabla \mu, \tag{1.6}
  \]
  where \( e \) is the internal energy density and \( q \) is the heat flux.

- **Clausius-Duhem entropy production inequality:**
  \[
  \frac{\partial s}{\partial t} \geq - \text{div } \left( \frac{q}{\theta} \right), \tag{1.7}
  \]
where $s$ is the entropy density, which is related to the Helmholtz free energy density by the Gibbs relation, i.e.,

$$\psi = e - \theta s.$$  

Still following the approach of [16], one can specify which is the most general class of free energies, of chemical potentials and of heat flux laws that are compatible with the fundamental laws in the non-isothermal setting. This leads to the following relations:

$$\mu = \partial_u \psi - \text{div} (\partial \nabla \psi), \quad (1.8)$$

$$e = \partial_{\psi} \psi = \psi - \theta \partial_{\theta} \psi, \quad (1.9)$$

$$j = -A \nabla \mu \theta - B \nabla \frac{1}{\theta}, \quad (1.10)$$

$$q + \mu j = C \nabla \mu \theta + D \nabla \frac{1}{\theta}, \quad (1.11)$$

where the matrices $A, B, C, D$ depend on the constitutive variables and $A, D$ are, in some sense, positive semi-definite. We refer the interested reader to [10] and [16] for more details on the derivation of the above relations.

Combining the mass balance and the first law of Thermodynamics (energy equation) with the above constitutive relations, one may deduce the following system of equations:

$$\frac{\partial u}{\partial t} = \text{div} \left( A \nabla \mu \theta + B \nabla \frac{1}{\theta} \right), \quad (1.12)$$

$$\frac{\partial e}{\partial t} = -\text{div} \left( C \nabla \mu \theta + D \nabla \frac{1}{\theta} - \frac{\partial u}{\partial t} \partial \nabla \psi \right), \quad (1.13)$$

$$\mu = \partial_u \psi - \text{div} (\partial \nabla \psi), \quad (1.14)$$

$$e = \partial_{\psi} \psi = \psi - \theta \partial_{\theta} \psi. \quad (1.15)$$

Starting from these relations and properly specifying the parameters (matrices) $A, B, C, D$ and the expression of the free energy $\psi$ one can obtain a vast class of non-isothermal Cahn-Hilliard models. For several examples, we refer to [16, 17], where a comparison of these models with other models studied in literature (e.g. Alt and Pawlow’s ones proposed in [1, 2, 3]) is also given.

In our case, in order to get back our system (1.1)-(1.3) from (1.12)-(1.15), we assume $A = m I$ ($I$ identity matrix), $m > 0$, $B = C = 0$ and $D \equiv D(\theta) = k(\theta) I$, where $k$ is a suitable function of $\theta$. The free energy density $\psi$ is chosen in the following form:

$$\psi(u, \nabla u, \theta) = \frac{\alpha}{2} |\nabla u|^2 - Q(\theta) - \lambda \theta u + F(u), \quad (1.16)$$

where $Q$ and $F$ are suitable functions of $\theta$ and $u$, respectively, and $\alpha, \lambda$ are positive constants. These choices for $k$ and $\psi$ will be physically and mathematically motivated below. At last, in order to get back a system of three equations instead of four, it is sufficient to insert the explicit expression for the internal energy provided by (1.15) into (1.13). Then, performing standard manipulations, we obtain our system (1.1)-(1.3).

We now present in some more detail our specific assumptions on parameters and data and justify them from the physical and mathematical viewpoints.

The free energy density expression (1.16) is motivated by the Ginzburg-Landau theory for phase transitions and resembles the choice already done in [2]. The first term in (1.16) is the so-called inhomogeneous (or gradient) part, which has been proposed in [5] to model the surface energy of the interface in relation with capillarity phenomena. In such a setting, different phases are separated by (thin) layers, which are small subregions with rapid changes of $u$. As already observed, the thickness of these layers is related to the value of $\alpha$ (typically it goes as $\sqrt{\alpha}$). The second term in (1.16) represents the main (concave) part of the free energy referring to pure heat conduction and is linked to the specific heat $C_V(\theta) = \frac{Q'(\theta)}{\theta^2}$, where the prime ‘ denotes the derivative with respect to $\theta$. According to [1], we take $Q(\theta) = \frac{c_V}{2} \theta^2$, $c_V > 0$, so that $C_V(\theta) = c_V \theta$. The quantity $\lambda \theta u$ is related to the latent
heat of the phase transition. In several concrete physical situations (see [21] for more details), a more
general expression like $-\theta(\lambda_2 u^2 - \lambda_1 u + \lambda_0)$, $\lambda_2, \lambda_1, \lambda_0 \geq 0$, is considered. However, some articles have
been devoted to the case where $\lambda_2 \equiv 0$, so that the coupling term with the temperature is linear in $u$, i.e., $\theta(\lambda_1 u - \lambda_0)$, $\lambda_1, \lambda_0 \geq 0$ (see for example [7]), which is mathematically more tractable. Finally, $F$ represents the case where $\lambda_2 \equiv 0$, so that the coupling term with the temperature is linear in $u$

Regarding the function $k$ describing the heat conductivity, one may note that the case corresponding to Fourier’s law is

$$k(\theta) = k_2 \theta^2, \quad k_2 > 0.$$  

(1.17)

However, several papers have been devoted to the case where

$$k(\theta) \equiv k_0,$$  

(1.18)

where $k_0$ is a positive constant (see e.g. [12, 14, 23]), or more generally

$$k(\theta) = k_1 \theta^\delta, \quad \delta \in [0, 1),$$  

(1.19)

still for $k_1 > 0$ (see e.g. [15]). Indeed, the law (1.18) (and similarly (1.19)) turns out to be satisfactory for low and intermediate temperatures and offers some advantages from the mathematical point of view. However, it does not look acceptable for large temperature regimes, where one would rather expect an evolution similar to that driven by the linear heat equation corresponding to (1.17). Based on these considerations, and partly following an idea devised in [6, 7], we somehow combine the above assumptions by taking

$$k(\theta) = k_0 + k_1 \theta^\beta, \quad \beta \in [0, 2),$$  

(1.20)

where $k_0, k_1 > 0$. Unfortunately the (physically relevant) case $\beta = 2$, corresponding to (1.17) for large temperature regimes, does not seem to be mathematically tractable by our approach.

Our work is devoted to the proof of global-in-time existence for the initial-boundary value problem associated to the entropy formulation (cf. Def. 5.3 below) and to the weak formulation (cf. Def. 5.3) of our model (1.1)-(1.3) under suitable assumptions on the parameters involved, in particular, $k(\theta)$, $Q(\theta)$ and $F(u)$. The notion of entropy solution will be introduced in full detail in Subsection 3.2. In simple words, these solutions are characterized by the fact that they satisfy an integral form of the entropy inequality (cf. (5.8) below) in place of the “heat” equation (1.3). This notion of solution is not completely satisfactory because it does not appear to contain all the information of system (1.1)-(1.3), even if additional smoothness holds (see Remark. 5.2 below for more details). Nevertheless, under general assumptions on parameters, and particularly on $k$, this is the only existence result we are able to prove. On the contrary, it is possible to conclude about “weak solutions” if we assume $\beta \in (\frac{1}{2}, 2)$ in (1.20). Indeed, in this regime, better regularity properties are expected to hold. As mentioned, despite the terminology, this notion is in fact stronger than that of “entropy solution”; in particular it involves the validity of the “heat” equation as an integral equality (cf. (5.10) below) in place of the mentioned “entropy” inequality.

Our existence proofs for “entropy” and “weak” solutions are carried out together and organized in two steps. At first, we derive suitable (formal) a priori estimates holding for a hypothetical solution to the strong formulation of the model. We work directly on system (1.1)-(1.3) without referring to any explicit regularization or approximation of it. An approximated formulation compatible with the estimates will be proposed at the end of the paper. Regarding a-priori estimates, unlike other Cahn-Hilliard-based models, the basic information deriving from the physical principles (balances of internal energy and entropy) is not sufficient to pass to the limit in a hypothetical approximation by means of compactness arguments, even if one looks for the minimal notion of solution, i.e., the “entropy”
one. The main issue is represented by the nonlinear coupling between the rescaled chemical potential \( \chi \) and the temperature \( \theta \), for which poor regularity properties are available. For this reason one needs to devise some further a-priori estimates yielding additional regularity properties uniformly with respect to approximation parameters. Usually, for Cahn-Hilliard-like models, this piece of information is achieved by deducing the so-called “second energy estimate”, basically corresponding to testing \((1.1)\) by \( \chi_t \) and exploiting \((1.2)\). This procedure, however, does not seem available in this case due to the occurrence of the rescaled chemical potential \( \chi \). On the other hand, it is possible to deduce an intermediate regularity property (see Subsec. 4.2.1 below), which provides a control of solutions in a regularity class that is unusual for the Cahn-Hilliard equation and stands between the regularity corresponding to the natural “energy” class and that corresponding to the “second energy estimate”. The procedure used to get this regularity property is highly nontrivial and exploits very much the particular structure of the coupling terms by relying on ad-hoc techniques. Such a set of “key estimates” represents in our opinion the most relevant advancement contained in this paper; indeed, based on it we are able to obtain, under general assumptions, existence of “entropy solutions”, and, thanks to the better summability on \( \theta \) for \( \beta \in \left( \frac{5}{3}, 2 \right) \), also existence of “weak solutions” in that subcase. As a drawback, the very special nature of this argument makes difficult to describe an effective approximation argument that is fully compatible with all the estimates. In the last section, we give some ideas about a possible scheme, but we have to admit that developing the details in a completely rigorous way might be an extremely hard task. For this reason, in order to outline the scheme of our existence proofs, we have decided to proceed by just showing a “weak sequential stability” property. Namely, we shall prove that families of solutions to the “original system” \((1.1)-(1.3)\) that are sufficiently smooth and satisfy the a-priori estimate in a uniform way converge, up to extraction of subsequences, to some limit functions that satisfy the entropy (or, in the subcase \( \beta > \frac{5}{3} \), the weak) formulation. This scheme should in fact be applied to approximating families in order to get a fully rigorous argument, but, as already said, this may involve very hard technical difficulties. Finally, it is worth noting that, in view of the highly nonlinear structure of the system, we also expect that proving uniqueness might be also extremely difficult, even in the somehow smoother class of “weak solutions”.

The remainder of the paper is organized as follows. The strong formulation of the problem is presented in Section 2. In Section 3 we specify the main assumptions on coefficients and data, which permit us to introduce both the entropy and the weak formulation of the problem. Then, we state the related main existence theorems. The proof of these results occupies the rest of the paper and is split into two steps: a priori estimates, which are described in Section 4, and weak-sequential stability, which is proved in Section 5. At last, Section 6 is devoted to sketching a tentative approximation of the strong formulation of the model and to discussing its compatibility with the a priori estimates.

## 2 Setting of the problem

The strong formulation of our problem is represented by the PDEs system \((1.1)-(1.3)\). From now on we will refer to it as our non-isothermal Cahn-Hilliard model.

### 2.1 Boundary and initial conditions

In order to get a well-posed problem, we have to specify suitable initial and boundary conditions. Consistently with the physical derivation (cf. [16]), we will essentially assume that the system is insulated from the exterior. In particular, we have no mass flux through the boundary, which leads to the condition

\[
\nabla \chi \cdot \nu = 0 \quad \text{on } \partial \Omega, \tag{2.1}
\]

where \( \nu \) denotes the outer normal unit vector to the boundary \( \partial \Omega \). Next, we assume that

\[
\nabla u \cdot \nu = 0 \quad \text{on } \partial \Omega. \tag{2.2}
\]

This condition essentially prescribes that the diffuse interface is orthogonal to the boundary of the domain. Moreover, we take no-flux boundary conditions for the temperature:

\[
k(\theta)\nabla \frac{1}{\theta} \cdot \nu = 0 \quad \text{on } \partial \Omega. \tag{2.3}
\]
Finally, the system is complemented by the initial conditions
\[ u(\cdot, 0) = u_0, \quad \theta(\cdot, 0) = \theta_0. \]

2.2 Balance laws

The boundary condition (2.1) leads to the conservation of mass (2.4), which is a characteristic feature of Cahn-Hilliard-type models. Indeed, integrating (1.1) in space and time, we obtain
\[
\langle u(t) \rangle \equiv \frac{1}{\text{Vol}(\Omega)} \int_\Omega u(x, t) \, dx = \langle u(0) \rangle \equiv \bar{m}, \quad \forall t \in [0, T].
\] (2.4)

Next, multiplying (1.1) by \( \chi \theta \) and (1.2) by \( u_t \), then taking the difference, we obtain
\[
F(u_t) - \alpha \Delta u_t - \lambda u_t \theta - m \chi \theta \Delta \chi = 0.
\] (2.5)

Summing (1.3) to (2.5), then using (1.1), it follows:
\[
- \alpha \Delta u_t + \lambda u_t \theta + F(u_t) + \text{div} \left( k(\theta) \nabla \frac{1}{\theta} \right) = 0.
\] (2.6)

Then, noting that, by (1.16), the internal energy density is given by
\[ e = \frac{\alpha}{2} |\nabla u|^2 + Q(\theta) + F(u), \]
integrating (2.6) over \( \Omega \) and using the boundary conditions (2.2), (2.3), we recover the conservation of internal energy
\[
\frac{d}{dt} \int_\Omega e \, dx = \frac{d}{dt} \int_\Omega \left[ \frac{\alpha}{2} |\nabla u|^2 + F(u) + Q(\theta) \right] \, dx = 0.
\] (2.7)

A key point in the statement of the entropy formulation of our model (see Def. 3.1) consists in replacing the heat equation (1.3) with the balance of entropy. To derive it, we multiply (1.3) by \( \frac{1}{\theta} \) and use the chain rule to obtain
\[
(\Lambda(\theta))_t + m \Delta \left( \frac{\chi^2}{2} + \lambda \chi \right) + \text{div} \left( k(\theta) \frac{1}{\theta} \nabla \frac{1}{\theta} \right) = m |\nabla \chi|^2 + k(\theta) \left| \nabla \frac{1}{\theta} \right|^2,
\] (2.8)

where \( \Lambda(\theta) = c_V \theta \), owing to the fact that \( Q(\theta) = c_V \theta^2 \). Hence, using (1.1), we deduce the balance of entropy:
\[
(\Lambda(\theta) + \lambda u)_t + m \Delta \left( \frac{\chi^2}{2} \right) + \text{div} \left( k(\theta) \frac{1}{\theta} \nabla \frac{1}{\theta} \right) = m |\nabla \chi|^2 + k(\theta) \left| \nabla \frac{1}{\theta} \right|^2.
\] (2.9)

Indeed, being the Helmholtz free energy \( \psi \) given by (1.16), we can note that the entropy density takes the form
\[ s = - \partial_\theta \psi = \Lambda(\theta) + \lambda u. \]
Integrating (2.6) over \( \Omega \) and using the boundary conditions (2.1) and (2.3), we then obtain the balance of entropy in integral form:
\[
\frac{d}{dt} \int_\Omega (\Lambda(\theta) + \lambda u) \, dx = \int_\Omega m |\nabla \chi|^2 \, dx + \int_\Omega k(\theta) \left| \nabla \frac{1}{\theta} \right|^2 \, dx.
\] (2.10)

Remark 2.1. It is worth noting that (2.8), or equivalently (2.9), is an equality at this level, but it will turn to an inequality in the framework of the rigorous definition of entropy solution that will be introduced later on (see Def. 3.1). Of course, this phenomenon is related to the occurrence of quadratic terms on the right hand side, which do not behave well with respect to weak limits.

3 Main results

3.1 Assumptions on coefficients and data

First of all, just for the sake of simplicity but without loss of generality, we assume the positive constants \( m \) and \( \alpha \) be normalized to 1. Next, we assume that the potential \( F \) has the following standard polynomial expression:
\[ F(u) = \frac{1}{4} (u^2 - 1)^2, \] (3.1)
so that its derivative reads

\[ f(u) = u^3 - u. \]  \hfill (3.2)

As discussed in the introduction, we assume the following expression for the pure heat \( Q \) and for the function \( k \) related to the heat conductivity:

\[ Q(\theta) = \frac{cV}{2} \theta^2, \]  \hfill (3.3)

\[ k(\theta) = k_0 + k_1 \theta^{\beta}, \]  \hfill (3.4)

where \( cV, k_0, k_1 \geq 0 \) and \( \beta \in [0, 2) \). As noted above, such restrictions on the exponents are essential for the purpose of obtaining the \( a\)-priori estimates of Section 4 below.

We conclude by specifying our hypotheses on the initial data:

\[ u_0 \in H^1(\Omega), \; \theta_0 > 0 \text{ almost everywhere in } \Omega, \]

\[ \theta_0 \in L^2(\Omega), \; \frac{1}{\theta_0} \in L^1(\Omega) \text{ and } \frac{f(u_0) - \Delta u_0}{\theta_0^2} \in L^2(\Omega). \]  \hfill (3.5)

Notice that the regularity conditions provided by (3.5) are satisfied in particular when 

\[ u_0 \in H^2(\Omega), \; \theta_0 \in L^2(\Omega), \; \theta_0 \geq \bar{\theta} > 0 \text{ almost everywhere in } \Omega, \]

where \( \bar{\theta} > 0 \) is a given constant.

### 3.2 Entropy and weak formulations

First of all, we introduce the notion of entropy solution to our problem. Precise regularity conditions will be specified in the existence result (Theorem 3.4 below):

**Definition 3.1.** An entropy solution to our non-isothermal Cahn-Hilliard model is a triple \((u, \chi, \theta)\) of sufficient regularity satisfying equations

\[ u_t = \Delta \chi \text{ in } L^2(\Omega), \text{ almost everywhere in } (0, T), \]  \hfill (3.6)

\[ \chi \theta = f(u) - \lambda \theta - \Delta u \text{ in } L^2(\Omega), \text{ almost everywhere in } (0, T), \]  \hfill (3.7)

with the boundary conditions (2.1)-(2.2), the initial condition \( u(\cdot, 0) = u_0 \), and the entropy production inequality:

\[ \int_0^T \int_{\Omega} \Lambda(\theta) \zeta_t \, dx \, dt + \int_0^T \int_{\Omega} \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) : \nabla \zeta \, dx \, dt + \int_0^T \int_{\Omega} \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \cdot \nabla \zeta \, dx \, dt \]

\[ \leq - \int_0^T \int_{\Omega} |\nabla \chi|^2 \zeta \, dx \, dt - \int_0^T \int_{\Omega} k(\theta) |\nabla \frac{1}{\theta}|^2 \zeta \, dx \, dt - \int_{\Omega} \Lambda(\theta_0) \zeta(\cdot, 0) \, dx, \]

\[ \forall \zeta \in C^\infty(\Omega \times [0, T]) \text{ such that } \zeta \geq 0, \; \zeta(\cdot, T) = 0. \]  \hfill (3.8)

It is worth noting that (3.8) incorporates both the initial condition \( \theta(\cdot, 0) = \theta_0 \) and the no-flux condition (2.3). As for the boundary conditions (2.1)-(2.2), they are actually intended in the usual sense of traces.

**Remark 3.2.** It is worth observing that the above notion of “entropy solution” is in fact weaker than other corresponding notions appearing in related contexts. What is lacking in the above setting is the validity of a relation stating, in a weak form, the conservation of the internal energy of the system (which, in our specific case, corresponds to what is usually noted as “total energy balance”). We refer, e.g., to the papers [4, 7, 8] for situations where, differently from here, entropy solutions are complemented with the balance of total energy. As a consequence, differently to related situations, here entropy solutions satisfying additional regularity do not automatically gain the status of “weak
solutions”. In particular, we cannot prove the balance of the internal energy mainly because, in our specific case, we would need to address the relation (cf. 2.1 and 2.6)

\[ Q(\theta)_t + f(u)u_t - \Delta u_t = -\text{div}(k(\theta)\nabla \frac{1}{\theta}) \]  

(3.9)

with \( Q(\theta) = \frac{\beta}{\theta^2}. \) Even if the above is restated in the distributional sense, the available information on \( \theta \) seems not sufficient to take the limit of \( Q(\theta). \) This issue is overcome under more restrictive assumptions on the exponent \( \beta \) (cf. 5.4), leading to weak solutions introduced below.

Another notion of solution to our problem can be introduced, i.e. that of “weak solution”. Despite the terminology, this concept is “stronger” than the previous one. Still, regularity conditions on solution components will be specified later on.

**Definition 3.3.** A weak solution to our non-isothermal Cahn-Hilliard model is a triple \((u, \chi, \theta)\) of sufficient regularity satisfying equations (3.10) - (3.7) with the boundary conditions (2.1) - (2.2), the initial condition \( u(., 0) = u_0 \), and the weak form of the heat equation:

\[
\begin{align*}
\int_0^T \int_{\Omega} Q(\theta)\xi_t \, dx &+ \int_0^T \int_{\Omega} Q(\theta_0)\xi(\cdot, 0) \, dx - \int_0^T \int_{\Omega} Q(\theta(\cdot, T))\xi(\cdot, T) \, dx + \\
& - \int_0^T \int_{\Omega} \theta(\chi + \lambda)\nabla \xi \, dxdt + \int_0^T \int_{\Omega} k(\theta)\nabla \frac{1}{\theta} \cdot \nabla \xi \, dxdt = 0, \\
\forall \xi &\in C^\infty(\overline{\Omega} \times [0, T]).
\end{align*}
\]  

(3.10)

Also in this case, (3.10) incorporates both the initial condition \( \theta(., 0) = \theta_0 \) and the boundary condition (2.1), whereas (2.1) - (2.2) are still assumed to hold in the sense of traces.

### 3.3 Main existence theorems

Our main results read as follows:

**Theorem 3.4 (Existence of entropy solutions).** Under the assumptions stated in Subsection 3.1, for \( \beta \in [0, 2) \) in (3.1), our non-isothermal Cahn-Hilliard model admits at least one entropy solution, in the sense of Definition 3.3, belonging to the following regularity class:

\[
\begin{align*}
u &\in H^1(0, T; L^2(\Omega)) \cap L^\infty(0, T; W^{2, \frac{4}{\beta}}(\Omega)) \cap L^3(0, T; H^2(\Omega)), \\
\chi &\in L^2(0, T; H^2(\Omega)), \chi^2 \in L^2(0, T; H^1(\Omega)), \\
\theta &\in L^\infty(0, T; L^2(\Omega)), \theta > 0 \text{ almost everywhere in } \Omega \times (0, T), \\
\log \theta &\in L^2(0, T; L^2(\Omega)), \frac{1}{\theta} \in L^2(0, T; H^1(\Omega)), \\
\frac{1}{\theta^2} &\in L^2(0, T; H^1(\Omega)), \frac{1}{\theta^{2-\beta}} \in L^2(0, T; H^1(\Omega)).
\end{align*}
\]  

(3.11)

**Theorem 3.5 (Existence of weak solutions).** Under the assumptions stated in Subsection 3.1, for \( \beta \in (\frac{4}{2}, 2) \) in (3.1), our non-isothermal Cahn-Hilliard model admits at least one weak solution, in the sense of Definition 3.3, belonging to the following regularity class:

\[
\begin{align*}
u &\in H^1(0, T; L^2(\Omega)) \cap L^\infty(0, T; W^{2, \frac{4}{\beta}}(\Omega)) \cap L^3(0, T; H^2(\Omega)), \\
\chi &\in L^2(0, T; H^2(\Omega)), \chi^2 \in L^2(0, T; H^1(\Omega)), \\
\theta &\in L^\infty(0, T; L^2(\Omega)) \cap L^2(\Omega \times (0, T)), \forall q \in [1, \frac{\beta + 1}{2}], \\
\theta &> 0 \text{ almost everywhere in } \Omega \times (0, T), \\
\log \theta &\in L^2(0, T; L^2(\Omega)), \frac{1}{\theta} \in L^2(0, T; H^1(\Omega)), \\
\frac{1}{\theta^2} &\in L^2(0, T; H^1(\Omega)), \frac{1}{\theta^{2-\beta}} \in L^2(0, T; H^1(\Omega)).
\end{align*}
\]  

(3.12)
4 A priori estimates

The remainder of the paper is devoted to the proof of Theorems 3.4-3.5. We start by briefly sketching our strategy. In this section, we will prove some formal a priori estimates holding for a hypothetical triple \((u, \chi, \theta)\) solving the “strong” formulation of the model, i.e., the system of equations (1.1)-(1.3) complemented with the initial and boundary conditions. While the basic estimates arise as direct consequences of the physical principles of conservation of mass (2.4), conservation of energy (2.7), and balance of entropy (2.10), some higher regularity estimates are also needed. The derivation of such “key estimates” requires a notable amount of technical work (see Subsection 4.2 below). Of course, to make the whole procedure fully rigorous, one should rather consider a proper regularization or approximation of the “strong” system and prove that it admits at least one solution being sufficiently smooth in order to comply with the estimates. However, system (1.1)-(1.3) is rather complex and, as a consequence, the related approximation would be particularly long and technical. For this reason, we decided to skip this argument and rather proceed formally. A possible strategy for building an explicit approximation will be outlined in Section 6.

In Section 5, having the a priori estimates at disposal, we will then prove that any sequence \((u_n, \chi_n, \theta_n)\) complying with the bounds uniformly in \(n\) admits at least one limit triple \((u, \chi, \theta)\) which solves the entropy formulation of the system (i.e., satisfies the conditions stated in Definition 3.1). Furthermore, in the subcase when \(\beta \in (\frac{5}{3}, 2)\) in (3.4), we will be able to show that a limit triple \((u, \chi, \theta)\) solves also the weak formulation of the system (i.e., satisfies the conditions stated in Definition 3.3). This procedure, which will be referred to as “weak sequential stability” of families of solutions, can be seen as a simplified version of the compactness argument that one should use to pass to the limit in a regularization scheme.

Notation. From now on, in order to simplify the notation, we will denote by \(L^p(\Omega)\), instead of \(L^p(\Omega; \mathbb{R}^3)\), the space of \(\mathbb{R}^3\)-valued functions whose components belong to \(L^p(\Omega)\). Given a generic Banach space \(X\), \(\langle \cdot, \cdot \rangle_{X', X}\) will stand for the duality product between \(X\) and its topological dual \(X'\). In case of integrations over \(\Omega\) or with respect to time, the volume elements \(dx\) and \(dt\) will be generally omitted. As for the mean value of a function over \(\Omega\), we set \(\langle \cdot \rangle \equiv \frac{1}{\text{Vol}(\Omega)} \int_\Omega \cdot \, dx\).

Furthermore, the same letter \(c\) (and, sometimes, \(c_\rho, c_\sigma, c_\delta, c_\epsilon\) or \(c_p\) when accounting for the dependence on a parameter \(\rho, \sigma, \delta, \epsilon\) or \(p\)) will denote positive constants whose actual value may vary from line to line and which do not depend on any eventual approximation parameter.

4.1 Energy and entropy estimates

Integrating the conservation of energy (2.7) with respect to time, using (3.5), we deduce the following a priori estimates:

\[
\|\theta\|_{L^\infty(0,T;L^2(\Omega))} \leq c, \quad (4.1)
\]
\[
\|\nabla u\|_{L^\infty(0,T;L^2(\Omega))} \leq c, \quad (4.2)
\]
\[
\|F(u)\|_{L^\infty(0,T;L^1(\Omega))} \leq c. \quad (4.3)
\]

From (2.4) and (4.2) it follows that

\[
\|u\|_{L^\infty(0,T;H^1(\Omega))} \leq c. \quad (4.4)
\]

Hence, thanks to the classical Sobolev embedding theorems,

\[
\|u\|_{L^\infty(0,T;L^p(\Omega))} \leq c. \quad (4.5)
\]

Since \(f\) is given by (3.2), we can conclude that

\[
\|f(u)\|_{L^\infty(0,T;L^2(\Omega))} \leq c. \quad (4.6)
\]

Integrating with respect to time the balance of entropy (2.10) and using (4.1), (4.4) to control
the left hand side, we readily deduce
\[
\|\nabla\chi\|_{L^2(0,T;L^2(\Omega))} \leq c, 
\]
\[
\int_0^T \int_\Omega k(\theta)|\nabla \frac{1}{\theta}|^2 \leq c. 
\]

Since \( k \) is given by \( 34 \), from \( 4.8 \) it follows that
\[
\left\| \nabla \frac{1}{\theta} \right\|_{L^2(0,T;L^2(\Omega))} \leq c 
\]
and
\[
\left\| \nabla \theta^{-1} \right\|_{L^2(0,T;L^2(\Omega))} \leq c. 
\]

4.2 Further a priori estimates

4.2.1 Key estimates

First test function for the entropy equation. Firstly, we multiply \( 2.8 \) by \(-\left( \frac{\lambda^2}{2} + \chi \lambda \right)\) and integrate the result over \( \Omega \), obtaining
\[
- \int_\Omega c \nabla \theta_t \left( \frac{\lambda^2}{2} + \chi \lambda \right) + \int_\Omega \left( \nabla \left( \frac{\lambda^2}{2} + \chi \lambda \right) \right) + \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} + \nabla \left( \frac{\lambda^2}{2} + \chi \lambda \right) + 
\]
\[
+ \int_\Omega |\nabla \chi|^2 \left( \frac{\lambda^2}{2} + \chi \lambda \right) + \int_\Omega k(\theta)|\nabla \frac{1}{\theta}|^2 \left( \frac{\lambda^2}{2} + \chi \lambda \right) = 0. 
\]

Taking the partial derivative of \( 1.2 \) with respect to time, we get
\[
\chi_t \theta + \lambda \chi_t = -\Delta u_t + f'(u)u_t. 
\]
Multiplying the above equation by \( \chi \), we obtain
\[
\left( \frac{\lambda^2}{2} \right)_t \theta + \chi^2 \theta_t + \chi \lambda \theta_t = -\chi \Delta u_t + f'(u)u_t. 
\]

On the other hand, multiplying \( 1.4 \) by \( u_t \) and integrating over \( \Omega \), thanks to \( 2.1 \), we have
\[
\|u_t\|_{L^2(\Omega)}^2 = - \int_\Omega \nabla u_t \cdot \nabla \chi. 
\]

Integrating \( 1.12 \) over \( \Omega \) and combining it with \( 1.13 \), we infer
\[
\frac{d}{dt} \int_\Omega \frac{\lambda^2}{2} \theta - \int_\Omega \chi^2 \theta_t + \int_\Omega \lambda \chi \theta_t + \|u_t\|_{L^2(\Omega)}^2 = \int_\Omega f'(u)u_t \chi. 
\]

Finally, multiplying \( 1.14 \) by \( cV \) and summing the result to \( 4.11 \), we obtain
\[
\frac{d}{dt} \int_\Omega cV \frac{\lambda^2}{2} \theta + \int_\Omega \left( \nabla \left( \frac{\lambda^2}{2} + \chi \lambda \right) \right) + \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} + \nabla \left( \frac{\lambda^2}{2} + \chi \lambda \right) + cV \|u_t\|_{L^2(\Omega)}^2 + 
\]
\[
+ \int_\Omega |
abla \chi|^2 \left( \frac{\lambda^2}{2} + \chi \lambda \right) + \int_\Omega k(\theta)|\nabla \frac{1}{\theta}|^2 \left( \frac{\lambda^2}{2} + \chi \lambda \right) = cV \int_\Omega f'(u)u_t \chi. 
\]

Note that \( b_1 \chi^2 - b_2 \leq \frac{\lambda^2}{2} + \chi \lambda \) for \( b_1, b_2 > 0 \) such that \( 2b_2(1-2b_1) \geq \lambda^2 \). In particular, \(-\frac{\lambda^2}{2} \leq \frac{\lambda^2}{2} + \chi \lambda \). Hence, for such \( b_1, b_2 \) we have
\[
\frac{d}{dt} \int_\Omega cV \frac{\lambda^2}{2} \theta + \int_\Omega \left( \nabla \left( \frac{\lambda^2}{2} + \chi \lambda \right) \right) + \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} + \nabla \left( \frac{\lambda^2}{2} + \chi \lambda \right) + cV \|u_t\|_{L^2(\Omega)}^2 + b_1 \int_\Omega \chi^2 |
abla \chi|^2 
\]
\[
\leq b_2 \|\nabla \chi\|_{L^2(\Omega)}^2 + \frac{\lambda^2}{2} \int_\Omega k(\theta)|\nabla \frac{1}{\theta}|^2 + cV \int_\Omega f'(u)u_t \chi. 
\]
We now control the last term on the right hand side of \((4.16)\). Using \((1.1)\), then integrating by parts, thanks to \((2.2)\), we can rewrite it as
\[
-c_V \int_{\Omega} f'(u) u \chi = -c_V \int_{\Omega} f'(u) |\nabla \chi|^2 - c_V \int_{\Omega} f''(u) \chi \nabla u \cdot \nabla \chi, \quad (4.17)
\]
where, by \((3.2)\), one has \(f'(u) = 3u^2 - 1\) and \(f''(u) = 6u\). From \((4.17)\) it then follows that
\[
c_V \int_{\Omega} f'(u) u \chi = -c_V \int_{\Omega} 3u^2 |\nabla \chi|^2 + c_V |\nabla \chi|^2 ||_{L^2(\Omega)} - c_V \int_{\Omega} 6u \chi \nabla u \cdot \nabla \chi. \quad (4.18)
\]
Observe that, inserting \((4.18)\) into \((4.16)\), we can move the first term on the right hand side of \((4.18)\) to the left hand side of \((4.16)\), hence the only term to be controlled is the last one of \((4.18)\). Hölder’s inequality and interpolation yield
\[
-c_V \int_{\Omega} 6u \chi |\nabla u| |\nabla \chi| \leq c_V \int_{\Omega} 3|u| |\nabla u| |\nabla \chi|^2 \leq c ||u||_{L^6(\Omega)} ||\nabla u||_{L^3(\Omega)} ||\nabla \chi||_{L^2(\Omega)}
\]
\[
\leq c ||u||_{L^6(\Omega)} ||\nabla u||_{L^6(\Omega)} ||\nabla \chi||_{L^2(\Omega)} \leq c ||u||_{L^6(\Omega)} ||\nabla \chi||_{L^2(\Omega)},
\]
where in the last inequality we used \((4.4)\) and \((4.5)\). Using the continuous embedding \(H^1(\Omega) \hookrightarrow L^6(\Omega)\) jointly with classical elliptic regularity results and Young’s inequality, we obtain
\[
-c_V \int_{\Omega} 6u \chi |\nabla u| |\nabla \chi| \leq c ||\nabla \chi||_{L^2(\Omega)}^2 + c_{\sigma} ||\Delta u||_{L^2(\Omega)} + c_{\sigma} \quad (4.19)
\]
for \(\sigma > 0\) small enough to satisfy \(b_1 - 4\sigma > 0\) for \(b_1\) as assigned in \((4.16)\). Our aim is now to control \(||\Delta u||_{L^2(\Omega)}\) in \((4.19)\). Due to \((1.2)\),
\[
||\Delta u||_{L^2(\Omega)} \leq \lambda ||\theta||_{L^2(\Omega)} + ||f(u)||_{L^2(\Omega)} + ||\chi \theta||_{L^2(\Omega)} \leq c + c ||\chi||_{L^6(\Omega)}, \quad (4.20)
\]
where in the last inequality we used Hölder’s inequality together with \((1.1)\) and \((4.6)\). Using the Gagliardo-Nirenberg inequality together with classical elliptic regularity results, and then the continuous embedding \(H^1(\Omega) \hookrightarrow L^6(\Omega)\), from \((4.20)\) we deduce
\[
||\Delta u||_{L^2(\Omega)} \leq c + c ||\chi - (\chi)||_{L^6(\Omega)} + c ||\chi|| \quad (4.21)
\]
for \(\rho > 0\) small enough as we need below.
Multiplying \((1.2)\) by \(\theta\) and then integrating it over \(\Omega\), it follows that
\[
\langle \chi \rangle = \frac{1}{\text{Vol}(\Omega)} \left[ \int_{\Omega} \nabla u \cdot \nabla \frac{1}{\theta} \right] - \lambda,
\]
whence, using Hölder’s inequality and then \((4.4)\),
\[
||\chi|| \leq c ||\nabla u||_{L^2(\Omega)} ||\nabla \frac{1}{\theta}||_{L^2(\Omega)} + c \int_{\Omega} \frac{|u^3 - u|}{\theta} + c \leq c \left( ||\nabla \frac{1}{\theta}||_{L^2(\Omega)} + c \int_{\Omega} \frac{|u^3 - u|}{\theta} \right) + c. \quad (4.22)
\]
Combining together (4.10), (4.18), (4.21) and (4.22), we deduce
\[
\frac{d}{dt} \int_\Omega c \frac{\chi^2}{2} + \int_\Omega \left( \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) + \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \chi \right) \cdot \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) + c_V \| u_t \|_{L^2(\Omega)}^2 + (b_1 - 4\sigma) \left\| \nabla \frac{\chi^2}{2} \right\|_{L^2(\Omega)}^2 + c_V \left\| u_t \right\|_{L^2(\Omega)}
\]
\[
+ c_V \int_\Omega 3\rho^2 \| \nabla \chi \|^2 \leq (b_2 + c_V) \| \nabla \chi \|_{L^2(\Omega)}^2 + \frac{\lambda^2}{2} \int_\Omega k(\theta) \left\| \nabla \frac{1}{\theta} \chi \right\|^2 + c_\sigma c_\rho \| \nabla \chi \|_{L^2(\Omega)} + c_\sigma \| u_t \|_{L^2(\Omega)}
\]
\[
+ c_\sigma \left\| \nabla \frac{1}{\theta} \chi \right\|_{L^2(\Omega)} + c_\sigma \int_\Omega \left\| u^3 - u \right\| + c_\sigma.
\]
(4.23)

Observe that in order to close the estimates we should find a way to control \( c_\sigma \int_\Omega \frac{|u^3 - u|}{\theta} \). To this aim, we adopt the following strategy. Firstly, we multiply (1.2) by \( \frac{\lambda}{\theta} \) and then integrate the result over \( \Omega \), obtaining
\[
\int_\Omega u^4 \frac{1}{\theta} + \int_\Omega \left\| \nabla u \right\|^2 \frac{1}{\theta} = - \int_\Omega u \nabla u \cdot \nabla \frac{1}{\theta} + \int_\Omega u \chi + \int_\Omega u^2 \frac{1}{\theta} + \lambda \int_\Omega u = \sum_{j=1}^4 I_j,
\]
(4.24) where
\[ I_j = \lambda \bar{m} \text{ due to the conservation of mass (2.4).} \]

Using Hölder’s inequality, then interpolation together with (4.21) and (4.22), we deduce
\[
I_1 \leq \| u \|_{L^6(\Omega)} \| \nabla u \|_{L^2(\Omega)} \left\| \nabla \frac{1}{\theta} \right\|_{L^2(\Omega)} \leq c \| \nabla u \|_{L^2(\Omega)}^\frac{1}{2} \| \nabla u \|_{L^2(\Omega)}^\frac{1}{2} \left\| \nabla \frac{1}{\theta} \right\|_{L^2(\Omega)} \leq c \| \nabla u \|_{L^6(\Omega)} \left\| \nabla \frac{1}{\theta} \right\|_{L^2(\Omega)}.
\]

The continuous embedding \( H^1(\Omega) \hookrightarrow L^6(\Omega) \), classical elliptic regularity results and Young’s inequality together with (1.2) then yield
\[
I_1 \leq \delta \left\| \nabla \frac{1}{\theta} \right\|^2_{L^2(\Omega)} + \delta \left\| \Delta u \right\|_{L^2(\Omega)} + \delta c,
\]
whence, using (4.21) and (4.22),
\[
I_1 \leq \delta \left\| \nabla \frac{1}{\theta} \right\|^2_{L^2(\Omega)} + \delta c \| \nabla \chi \|_{L^2(\Omega)} + \delta \rho \| u_t \|_{L^2(\Omega)} + \delta c \left\| \nabla \frac{1}{\theta} \right\|_{L^2(\Omega)} + \delta c \int_\Omega \left\| u^3 - u \right\| + \delta c,
\]
(4.25)
for \( \delta > 0 \) small enough as we need below. Integrating (1.1) with respect to time gives
\[
u = u_0 + \Delta (1 \ast \chi), \quad \text{where} \quad 1 \ast \chi(x, t) = \int_0^t \chi(x, \tau) \, d\tau.
\]
(4.26)

Multiplying (4.26) by \( \chi \) and using (2.1), we obtain
\[
\int_\Omega u \chi = \int_\Omega u_0 \chi - \int_\Omega \nabla \chi \cdot \nabla (1 \ast \chi),
\]
which can be rewritten as
\[
\int_\Omega u \chi = \int_\Omega (u_0 - \bar{m}) \chi + \int_\Omega \bar{m} \chi - \int_\Omega \nabla \chi \cdot \nabla (1 \ast \chi)
\]
\[
= \int_\Omega (u_0 - \bar{m}) (\chi - \langle \chi \rangle) + \bar{m} Vol(\Omega) \langle \chi \rangle - \int_\Omega \nabla \chi \cdot \nabla (1 \ast \chi),
\]
due to the conservation of mass (2.4). As a consequence, Hölder’s inequality and (3.5) together with the Poincaré-Wirtinger inequality yield
\[
|I_2| = \left| \int_\Omega u \chi \right| \leq c \| \nabla \chi \|_{L^2(\Omega)} + c \| \bar{m} \langle \chi \rangle \rangle + \| \nabla \chi \|_{L^2(\Omega)} \left\| \nabla (1 \ast \chi) \right\|_{L^2(\Omega)}
\]
\[
\leq c \| \nabla \chi \|_{L^2(\Omega)} + c \| \bar{m} \langle \chi \rangle \rangle + c \| \nabla \chi \|_{L^2(\Omega)} \left\| \nabla \chi \right\|_{L^2(\Omega)} \left\| \nabla \chi \right\|_{L^2(\Omega)}
\]
\[
\leq c \| \nabla \chi \|_{L^2(\Omega)} + c \| \bar{m} \langle \chi \rangle \rangle,
\]
(4.27)
where in the last inequality we used (3.7). Combining together (4.22), (4.25), (4.27) and (4.22), it follows that
\[
\int_{\Omega} \frac{u^2}{\theta} + \int_{\Omega} \frac{\|\nabla u\|^2}{\theta} \leq c_2 \left\| \frac{\nabla \chi}{\theta} \right\|^2_{L^2(\Omega)} + (\delta c_\sigma + c)\| \nabla \chi \|_{L^2(\Omega)} + \delta \rho \| u_t \|_{L^2(\Omega)} + c(\delta + |\bar{m}|) \left\| \frac{\nabla \chi}{\theta} \right\|^2_{L^2(\Omega)} + c(\delta + |\bar{m}|) \int_{\Omega} \frac{|u^3 - u|}{\theta} + \delta c + \int_{\Omega} \frac{u^2}{\theta} + (\lambda + c)|\bar{m}|. \tag{4.28}
\]

We now sum (4.28) to (4.25), obtaining
\[
\frac{d}{dt} \int_{\Omega} \frac{\chi^2}{2} \frac{1}{\theta} + \int_{\Omega} \left( \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) + \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \right) \cdot \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) + c_V \| u_t \|^2_{L^2(\Omega)} + (b_1 - 4\sigma) \left\| \frac{\chi^2}{2} \right\|^2_{L^2(\Omega)} + c_V \int_{\Omega} 3u^2|\nabla \chi|^2 + \int_{\Omega} \frac{u^4}{\theta} + \int_{\Omega} \frac{|\nabla u|^2}{\theta} \leq d_2 + c(\sigma, \delta, \bar{m}) \int_{\Omega} \frac{|u^3 - u|}{\theta} + \int_{\Omega} \frac{u^2}{\theta} + (b_2 + c_V)|\nabla \chi|^2_{L^2(\Omega)} + \frac{\chi^2}{2} \int k(\theta) \left\| \frac{1}{\theta} \right\|^2 + c(\sigma, \rho, \delta)|\nabla \chi|_{L^2(\Omega)} + c(\delta) \left\| \frac{1}{\theta} \right\|^2_{L^2(\Omega)} + c(\sigma, \delta, \bar{m}) \left\| \frac{1}{\theta} \right\|^2_{L^2(\Omega)} + c(\lambda, \sigma, \delta, \bar{m}).
\]

Furthermore, observe that there exists a positive constant $C(\sigma, \delta, \bar{m})$ such that
\[
c(\sigma, \delta, \bar{m}) \int_{\Omega} \frac{|u^3 - u|}{\theta} + \int_{\Omega} \frac{u^2}{\theta} \leq \frac{1}{2} \int_{\Omega} \frac{u^4}{\theta} + C(\sigma, \delta, \bar{m}) \int_{\Omega} \frac{1}{\theta},
\]
whence we finally obtain
\[
\frac{d}{dt} \int_{\Omega} \frac{\chi^2}{2} \frac{1}{\theta} + \int_{\Omega} \left( \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) + \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \right) \cdot \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) + d_1 \| u_t \|^2_{L^2(\Omega)} + (b_1 - 4\sigma) \left\| \frac{\chi^2}{2} \right\|^2_{L^2(\Omega)} + \frac{\chi^2}{2} \int k(\theta) \left\| \frac{1}{\theta} \right\|^2 + c(\sigma, \rho, \delta)|\nabla \chi|_{L^2(\Omega)} + c(\delta) \left\| \frac{1}{\theta} \right\|^2_{L^2(\Omega)} + c(\sigma, \delta, \bar{m}) \left\| \frac{1}{\theta} \right\|^2_{L^2(\Omega)} + c(\lambda, \sigma, \delta, \bar{m}). \tag{4.30}
\]

**Second test function for the entropy equation.** Next, we multiply (2.8) by $-g(\theta)$, where $g$ is a positive function of $\theta$ whose gradient is equal to $\frac{k(\theta)}{\theta} \nabla \frac{1}{\theta}$. Recalling that $k$ is given by (3.3), we actually have
\[
k(\theta) \frac{1}{\theta} \nabla \frac{1}{\theta} = \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2-\beta}} \right), \tag{4.31}
\]

hence $g$ is given by
\[
g(\theta) = \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2-\beta}}.
\]
If $\beta \in [0,1) \cup (1,2)$, multiplying (2.8) by $-\left(\frac{k_0}{2\theta^2} + \frac{k_1}{(2-\beta)\theta^{2-\beta}}\right)$ and integrating over $\Omega$, we obtain

$$
\frac{d}{dt} \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \frac{k_0}{\theta^2} - k_1 \theta^{2-1} \beta \right) + \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \lambda \chi \right) \cdot \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) + \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \frac{k_0}{2\theta^2} + \frac{k_1}{(2-\beta)\theta^{2-\beta}} \right) \nabla \chi + \int_{\Omega} \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{(2-\beta)\theta^{2-\beta}} \right) \nabla \chi^2 = 0.
$$

(4.32)

Otherwise, if $\beta = 1$, multiplying (2.8) by $-\left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right)$ and integrating over $\Omega$, we get

$$
\frac{d}{dt} \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \frac{k_0}{\theta^2} - k_1 \theta \log \theta \right) + \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \lambda \chi \right) \cdot \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) + \int_{\Omega} \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) \nabla \chi + \int_{\Omega} \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) \nabla \chi^2 = 0.
$$

(4.33)

### Sum of the first and the second test function for the entropy equation.

Summing (4.32) and (4.33), recalling (4.31), for $\beta \in [0,1) \cup (1,2)$, we obtain

$$
\frac{d}{dt} \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \frac{k_0}{\theta^2} - k_1 \theta^{2-1} \beta \right) + \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \lambda \chi \right) \cdot \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) + \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \frac{k_0}{2\theta^2} + \frac{k_1}{(2-\beta)\theta^{2-\beta}} \right) \nabla \chi + \int_{\Omega} \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{(2-\beta)\theta^{2-\beta}} \right) \nabla \chi^2 = 0.
$$

(4.34)

whereas, for $\beta = 1$,

$$
\frac{d}{dt} \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \frac{k_0}{\theta^2} - k_1 \theta \log \theta \right) + \int_{\Omega} \nabla \left(\frac{\chi^2}{2} + \lambda \chi \right) \cdot \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) + \int_{\Omega} \nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) \nabla \chi + \int_{\Omega} \left(\frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) \nabla \chi^2 = 0.
$$

(4.35)

Let us consider the cases $\beta \in [0,1)$, $\beta = 1$ and $\beta \in (1,2)$ separately.

Starting with the case $\beta \in [0,1)$, we integrate (1.54) with respect to time. Assuming sufficient regularity (see also Remark 4.1 below), we can evaluate (1.2) at $t = 0$ so to deduce that $\chi_0 = \int_{\Omega} \nabla \phi - \Delta \phi_0 - \lambda$. Using the hypotheses on the initial data provided by (4.35), we can conclude that

$$
\chi_0 \theta^{2H} \in L^2(\Omega).
$$

(4.36)

Moreover, from (4.3), (4.7), (4.8), (4.9) and (4.36), it follows that all the terms on the right hand side of (4.34), apart from the second one, are controlled. On the other hand, the term $\int_0^t \int_{\Omega} \nabla \theta$ for
\( \tau \in [0, T] \) can be estimated by means of Gronwall’s Lemma. Hence, the procedure gives

\[
\begin{align*}
\int_\Omega cV \left( \frac{\chi^2 \theta}{2} (\tau) + \frac{k_0}{2\theta} (\tau) + \frac{k_1}{(2 - \beta)(1 - \beta)\theta^{\beta - 1}} (\tau) \right) + \\
+ \int_0^T \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi + \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{\beta - 2}} \right) \right\|_{L^2(\Omega)}^2 + \int_0^T \int_\Omega \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{\beta - 2}} \right) |\nabla \chi|^2 + \\
+ \int_0^T \int_\Omega k(\theta) \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{\beta - 2}} \right) \left| \nabla \frac{1}{\theta} \right|^2 + d_1 \int_0^T \|u_t\|_{L^2(\Omega)}^2 + (b_1 - 4\sigma) \int_0^T \left\| \nabla \frac{\chi^2}{2} \right\|_{L^2(\Omega)}^2 + \\
+ c_V \int_0^T \int_\Omega 3u^2 |\nabla \chi|^2 + \frac{1}{2} \int_0^T \int_\Omega \frac{u^4}{\theta} + \int_0^T \int_\Omega \frac{|\nabla u_t|^2}{\theta} \leq c(\lambda, \sigma, \rho, \delta, \bar{m}, T), \quad \forall \tau \in [0, T],
\end{align*}
\]

where \( c(\lambda, \sigma, \rho, \delta, \bar{m}, T) \) is a constant depending on the parameters \( \lambda, \sigma, \rho, \delta, \bar{m}, T \).

**Remark 4.1.** Recall that the a priori estimates deduced in this section are intended to hold for sufficiently smooth solutions to a proper regularization or approximation of the “strong” system \( \text{(1.1)} \) - \( \text{(1.5)} \) - \( \text{(1.6)} \). For this reason, \( \text{(4.37)} \) and other estimates in the following are supposed to hold true for every \( \tau \in [0, T] \), and not just almost everywhere in \( (0, T) \). However, passing to the limit, thus recovering an entropy or weak solution \( (u, \chi, \theta) \), several properties will just hold almost everywhere in \( (0, T) \) in that setting.

Let us now consider the case \( \beta = 1 \). Then, noting that, \( \forall \tau \in [0, T] \)

\[
\int_\Omega k_1 \log \theta(\tau) \leq \int_\Omega k_1 \theta(\tau) \leq c, \quad \forall \tau \in [0, T].
\]

due to \( \text{(1.1)} \), and observing that \( |\log s| \leq \frac{1}{2} + s \), \( \forall s \in \mathbb{R}^+ \), so that, in particular,

\[
- \int_\Omega c_V k_1 \log \theta_0 \leq \int_\Omega c_V k_1 |\log \theta_0| \leq \int_\Omega c_V k_1 \left( \frac{1}{\theta_0} + \theta_0 \right).
\]

applying to \( \text{(4.37)} \) a simple variant of the above argument we obtain

\[
\begin{align*}
\int_\Omega cV \left( \frac{\chi^2 \theta}{2} (\tau) + \frac{k_0}{2\theta} (\tau) \right) + \int_\Omega \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi + \frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) \right\|_{L^2(\Omega)}^2 + \\
+ \int_0^T \int_\Omega k(\theta) \left( \frac{k_0}{2\theta^2} + \frac{k_1}{\theta} \right) \left| \nabla \frac{1}{\theta} \right|^2 + d_1 \int_0^T \|u_t\|_{L^2(\Omega)}^2 + (b_1 - 4\sigma) \int_0^T \left\| \nabla \frac{\chi^2}{2} \right\|_{L^2(\Omega)}^2 + \\
+ c_V \int_0^T \int_\Omega 3u^2 |\nabla \chi|^2 + \frac{1}{2} \int_0^T \int_\Omega \frac{u^4}{\theta} + \int_0^T \int_\Omega \frac{|\nabla u_t|^2}{\theta} \leq c(\lambda, \sigma, \rho, \delta, \bar{m}, T), \quad \forall \tau \in [0, T].
\end{align*}
\]

Finally, in the case \( \beta \in (1, 2) \), the analogue of \( \text{(4.37)} \) and \( \text{(4.38)} \) can be obtained similarly and takes the expression

\[
\begin{align*}
\int_\Omega cV \left( \frac{\chi^2 \theta}{2} (\tau) + \frac{k_0}{2\theta} (\tau) \right) + \int_\Omega \frac{k_1 \theta^{\beta - 1}}{(2 - \beta)(\beta - 1)} + \int_\Omega \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi + \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{\beta - 2}} \right) \right\|_{L^2(\Omega)}^2 + \\
+ \int_0^T \int_\Omega \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{\beta - 2}} \right) |\nabla \chi|^2 + \int_0^T \int_\Omega k(\theta) \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{\beta - 2}} \right) \left| \nabla \frac{1}{\theta} \right|^2 + \\
+ d_1 \int_0^T \|u_t\|_{L^2(\Omega)}^2 + (b_1 - 4\sigma) \int_0^T \left\| \nabla \frac{\chi^2}{2} \right\|_{L^2(\Omega)}^2 + c_V \int_0^T \int_\Omega 3u^2 |\nabla \chi|^2 + \frac{1}{2} \int_0^T \int_\Omega \frac{u^4}{\theta} + \\
+ \int_0^T \int_\Omega \frac{|\nabla u_t|^2}{\theta} \leq c(\lambda, \sigma, \rho, \delta, \bar{m}, T), \quad \forall \tau \in [0, T].
\end{align*}
\]

Using \( \text{(4.37)} \), \( \text{(4.38)} \) or \( \text{(4.39)} \) depending on the value of \( \beta \in [0, 2) \), and recalling that \( k \) is given by
we deduce the following bounds:

\[ \| \chi^2 \theta \|_{L^\infty(0,T;L^1(\Omega))} \leq c, \quad (4.40) \]
\[ \| \frac{1}{\theta} \|_{L^\infty(0,T;L^1(\Omega))} \leq c, \quad (4.41) \]
\[ \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi + \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2-\beta}} \right) \right\|_{L^2(0,T;L^2(\Omega))} \leq c, \quad (4.42) \]
\[ \left\| \frac{\nabla \chi}{\theta} \right\|_{L^2(0,T;L^2(\Omega))} \leq c, \quad (4.43) \]
\[ \left\| \frac{\nabla \chi}{\theta^{1-\frac{\beta}{2}}} \right\|_{L^2(0,T;L^2(\Omega))} \leq c, \quad (4.44) \]
\[ \| u_t \|_{L^2(0,T;L^2(\Omega))} \leq c, \quad (4.45) \]
\[ \| \nabla \chi^2 \|_{L^2(0,T;L^2(\Omega))} \leq c. \quad (4.46) \]
\[ \left\| \frac{\nabla \chi}{\theta^{2-\beta}} \right\|_{L^2(0,T;L^2(\Omega))} \leq c, \quad (4.47) \]
\[ \left\| \frac{\nabla \chi^{2/2}}{\theta^{2-\beta}} \right\|_{L^2(0,T;L^2(\Omega))} \leq c, \quad (4.48) \]
\[ \left\| \frac{\nabla \chi^2}{\theta^{2-\beta}} \right\|_{L^2(0,T;L^2(\Omega))} \leq c. \quad (4.49) \]

Moreover, from (4.7) and (4.46) we have

\[ \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \right\|_{L^2(0,T;L^2(\Omega))} \leq c. \quad (4.50) \]

Combining this with (4.42), we then infer

\[ \left\| \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2-\beta}} \right) \right\|_{L^2(0,T;L^2(\Omega))} \leq c. \quad (4.51) \]

### 4.2.2 Consequences

**Higher regularity for \( \chi \).** Firstly, observing that \( \chi = \chi \theta^{1/2} - \frac{1}{2} \), from (4.40) and (4.41), using Hölder’s inequality, we deduce

\[ \| \chi \|_{L^\infty(0,T;L^1(\Omega))} \leq c. \quad (4.52) \]

At this point, (4.7) and (4.52) together with the Poincaré-Wirtinger inequality yield

\[ \| \chi \|_{L^2(0,T;H^1(\Omega))} \leq c. \quad (4.53) \]

Furthermore, from (4.45), using (1.1), we obtain

\[ \| \Delta \chi \|_{L^2(0,T;L^2(\Omega))} \leq c. \quad (4.54) \]

By classical regularity results for elliptic equations, (4.53) and (4.54) imply

\[ \| \chi \|_{L^2(0,T;H^2(\Omega))} \leq c, \quad (4.55) \]

whence, using the continuous embedding \( H^2(\Omega) \hookrightarrow \mathcal{C}(\Omega) \),

\[ \| \chi \|_{L^2(0,T;\mathcal{C}(\Omega))} \leq c, \quad (4.56) \]

while, thanks to the continuous embedding \( H^2(\Omega) \hookrightarrow W^{1,\theta}(\Omega) \), we infer

\[ \| \chi \|_{L^2(0,T;W^{1,\theta}(\Omega))} \leq c. \quad (4.57) \]
Let us now estimate $\|\chi\|_{L^4(0,T;L^2(\Omega))}$. Using standard interpolation, from (4.52) and (4.56) we deduce

$$\|\chi\|_{L^4(0,T;L^2(\Omega))} \leq \int_0^T (\|\chi\|_{L^1(\Omega)}^4 \|\chi\|_{L^\infty(\Omega)}^4) \leq \|\chi\|_{L^\infty(0,T;L^1(\Omega))}^2 \|\chi\|_{L^4(0,T;L^\infty(\Omega))} \leq c,$$

namely,

$$\|\chi\|_{L^4(0,T;L^2(\Omega))} \leq c,$$

or, equivalently,

$$\|\chi\|_{L^2(0,T;L^4(\Omega))} \leq c. \tag{4.58}$$

Combining this with (4.46), we then obtain

$$\|\chi\|_{L^2(0,T;H^1(\Omega))} \leq c. \tag{4.59}$$

Moreover, thanks to the continuous embedding $H^1(\Omega) \hookrightarrow L^6(\Omega)$,

$$\|\chi\|_{L^2(0,T;L^6(\Omega))} \leq c, \tag{4.60}$$

or equivalently,

$$\|\chi\|_{L^4(0,T;L^{12}(\Omega))} \leq c. \tag{4.61}$$

Next, using the Gagliardo-Nirenberg interpolation inequality and (4.52), we obtain

$$\|\chi\|_{L^\infty(\Omega)} \leq c \|D^2\chi\|_{L^2(\Omega)} \|\chi\|_{L^{12}(\Omega)}^\frac{2}{3} + c \|\chi\|_{L^1(\Omega)} \leq c \|D^2\chi\|_{L^2(\Omega)} \|\chi\|_{L^{12}(\Omega)} + c,$$

whence, using also Young’s inequality,

$$\|\chi\|_{L^\infty(\Omega)}^2 \leq c \|D^2\chi\|_{L^2(\Omega)} \|\chi\|_{L^{12}(\Omega)}^2 + c \leq c \|D^2\chi\|_{L^2(\Omega)}^2 + c \|\chi\|_{L^{12}(\Omega)}^4 + c.$$

Using (4.55) and (4.61), we can conclude that

$$\|\chi\|_{L^2(0,T;L^\infty(\Omega))} \leq c. \tag{4.62}$$

**Higher regularity for $u$.** Let us consider (1.2), namely,

$$\Delta u = f(u) - \lambda \theta - \chi \theta. \tag{4.63}$$

Noting that $\chi \theta$ can be written as $\chi \theta^\frac{1}{3} \theta^\frac{2}{3}$, from (4.40) and (1.1), using Hölder’s inequality, it follows that

$$\|\chi \theta\|_{L^\infty(0,T;L^{4/3}(\Omega))} \leq \|\chi \theta^\frac{1}{3}\|_{L^\infty(0,T;L^2(\Omega))} \|\theta^\frac{2}{3}\|_{L^\infty(0,T;L^4(\Omega))} \leq c. \tag{4.64}$$

On the other hand, (4.6) and (4.1) hold true. Hence, we obtain

$$\|\Delta u\|_{L^\infty(0,T;L^2(\Omega))} \leq c. \tag{4.65}$$

Combining (4.65) with (4.4), by classical elliptic regularity results, we deduce

$$\|u\|_{L^\infty(0,T;W^{2,2}(\Omega))} \leq c. \tag{4.66}$$

Furthermore, from (4.62) together with (4.1) it follows that

$$\|\chi \theta\|_{L^3(0,T;L^2(\Omega))} \leq c, \tag{4.67}$$

whence, comparing terms in (4.63), we deduce

$$\|\Delta u\|_{L^3(0,T;L^2(\Omega))} \leq c. \tag{4.68}$$

Finally, taking (4.4) into account and using classical elliptic regularity results, we obtain

$$\|u\|_{L^3(0,T;H^2(\Omega))} \leq c. \tag{4.69}$$
Higher regularity for powers of $\theta$. Firstly, note that $(4.11)$ and $(4.54)$ imply
\[
\|\theta \Delta \chi\|_{L^2(0, T; H^1(\Omega))} \leq c.
\] (4.70)

Using $(4.62)$ and $(4.70)$, we deduce that
\[
\|\theta \chi \Delta \chi\|_{L^2(0, T; L^1(\Omega))} \leq c.
\] (4.71)

Combining $(4.70)$ and $(4.71)$, we can conclude that
\[
\|\theta (\chi + \lambda) \Delta \chi\|_{L^2(0, T; L^1(\Omega))} \leq c.
\] (4.72)

On the other hand, $(4.54)$ and $(4.62)$ imply
\[
-\frac{cV}{2 - \epsilon} \int_0^T (\theta^{2-\epsilon}) + \int_0^T k(\theta) \nabla \frac{1}{\theta} \cdot \nabla \theta^{1-\epsilon} = 0,
\]
which can be rewritten as
\[
\int_0^T k(\theta) \theta^{1-\epsilon} \left| \nabla \frac{1}{\theta} \right|^2 = \frac{cV}{2 - \epsilon} \int_0^T \theta^{2-\epsilon} + \int_0^T \theta^{1-\epsilon}(\chi + \lambda) \Delta \chi.
\] (4.74)

Integrating $(4.74)$ with respect to time, we deduce
\[
\frac{cV}{2 - \epsilon} \int_0^T \theta^{2-\epsilon} + \int_0^T k(\theta) \theta^{1-\epsilon} \left| \nabla \frac{1}{\theta} \right|^2 = \frac{cV}{2 - \epsilon} \int_0^T \theta^{2-\epsilon} + \int_0^T \theta^{1-\epsilon}(\chi + \lambda) \Delta \chi,
\]
whence it follows that
\[
\int_0^T \int_0^T k(\theta) \theta^{1-\epsilon} \left| \nabla \frac{1}{\theta} \right|^2 \leq \frac{cV}{2 - \epsilon} \int_0^T \int_0^T (1 + \theta^2(T)) + \int_0^T \int_0^T |(1 + \theta)(\chi + \lambda) \Delta \chi|
\]
\[
\leq \frac{cV}{2 - \epsilon} \int_0^T \int_0^T (1 + \theta^2(T)) + \int_0^T \int_0^T (\chi + \lambda) \Delta \chi + \int_0^T \int_0^T |\theta(\chi + \lambda) \Delta \chi|.
\]

Using $(4.11)$, $(4.54)$, $(4.72)$ and $(4.73)$, we deduce
\[
\int_0^T \int_0^T k(\theta) \theta^{1-\epsilon} \left| \nabla \frac{1}{\theta} \right|^2 \leq c_{\epsilon}.
\] (4.75)

Since $k$ is given by $(3.41)$, $(4.75)$ becomes
\[
\int_0^T \int_0^T \epsilon(k_0 \theta^{1-\epsilon} + k_1 \theta^{1+\beta-\epsilon}) \left| \nabla \frac{1}{\theta} \right|^2 = \int_0^T \int_0^T \epsilon(k_0 \theta^{3-\epsilon} + k_1 \theta^{3-\epsilon-\epsilon}) |\nabla \theta|^2 \leq c_{\epsilon},
\]
whence
\[
\int_0^T \int_0^T \theta^{3-\epsilon-\epsilon} |\nabla \theta|^2 = \frac{4}{(\beta - 1 - \epsilon)^2} \int_0^T \int_0^T |\nabla \theta^{\frac{\beta-1}{\epsilon}}|^2 \leq c_{\epsilon},
\]
which is
\[
\|\nabla \theta^{\frac{\beta-1}{\epsilon}}\|_{L^2(0, T; L^2(\Omega))} \leq c_{\epsilon}.
\] (4.76)

Using the Poincaré-Wirtinger inequality, from $(4.9)$ and $(4.41)$ we can deduce that
\[
|\langle \frac{1}{\theta} \rangle|_{H^1(0, T; L^2(\Omega))} \leq c,
\] (4.77)
whence, using the continuous embedding $H^1(\Omega) \hookrightarrow L^6(\Omega)$,
\[
\left\| \frac{1}{\theta^2} \right\|_{L^2(0,T;L^6(\Omega))} \leq c. \tag{4.78}
\]
Using once more the Poincaré-Wirtinger inequality and (4.9), from (4.47) and (4.49) we can deduce that
\[
\left\| \frac{1}{\theta^2} \right\|_{L^2(0,T;H^1(\Omega))} \leq c \tag{4.79}
\]
and that
\[
\left\| \frac{1}{\theta^2} \right\|_{L^2(0,T;H^1(\Omega))} \leq c, \tag{4.80}
\]
respectively. Moreover, using the continuous embedding $H^1(\Omega) \hookrightarrow L^6(\Omega)$, (4.79) and (4.80) yield
\[
\left\| \frac{1}{\theta^2} \right\|_{L^2(0,T;L^6(\Omega))} \leq c \tag{4.81}
\]
and
\[
\left\| \frac{1}{\theta^2} \right\|_{L^2(0,T;L^6(\Omega))} \leq c, \tag{4.82}
\]
respectively.

4.2.3 Consequences for $\beta \in [0, 1]$

Consider the case when $\beta \in [0, 1]$ in (5.3). Note that $\nabla^{\beta-1} = (1 - \beta)\theta^{\beta-1} \nabla \frac{1}{\theta}$. Using Hölder’s inequality together with (4.11) and (4.41), we obtain
\[
\left\| \nabla^{\beta-1} \right\|_{L^2(0,T;L^{\frac{6}{\beta-1}}(\Omega))} \leq (1 - \beta)\left\| \theta^\beta \right\|_{L^\infty(0,T;L^{\frac{6}{\beta}}(\Omega))} \left\| \nabla \frac{1}{\theta} \right\|_{L^2(0,T;L^2(\Omega))} \leq c. \tag{4.83}
\]
Since $\beta \in [0, 1)$, (4.41) and (4.83) together with the Poincaré-Wirtinger inequality yield
\[
\left\| \theta^{\beta-1} \right\|_{L^2(0,T;W^{1,\frac{6}{\beta-1}}(\Omega))} \leq c. \tag{4.84}
\]
Let $v \in W^{1,p}(\Omega)$, $p > 3$. Multiplying \eqref{eq:2.28} by $\frac{1}{\theta}v$ and integrating over $\Omega$, we obtain
\[
\frac{CV}{\beta - 1} \left\langle \theta^{\beta-1} \right\rangle_{t}, v \rangle_{(W^{1,p}(\Omega), W^{1,p}(\Omega))} = \int_{\Omega} \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \cdot \nabla \left( \frac{1}{2^{\beta-1}} v \right) + \int_{\Omega} k(\theta) \frac{1}{\theta^2} \nabla \left( \frac{1}{2^{\beta-1}} v \right) + \int_{\Omega} \frac{|\nabla \chi|^2}{2^{\beta-1}} v + \int_{\Omega} k(\theta) \frac{1}{\theta} \nabla \left( \frac{1}{2^{\beta-1}} v \right), v, \tag{4.85}
\]
namely,
\[
\frac{CV}{\beta - 1} \left\langle \theta^{\beta-1} \right\rangle_{t}, v \rangle_{(W^{1,p}(\Omega), W^{1,p}(\Omega))} = \int_{\Omega} \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \cdot \left( v \nabla \frac{1}{2^{\beta-1}} + \frac{1}{2^{\beta-1}} \nabla v \right) + \int_{\Omega} \frac{|\nabla \chi|^2}{2^{\beta-1}} v + \int_{\Omega} k(\theta) \frac{1}{\theta} \nabla \left( \frac{1}{2^{\beta-1}} v \right) \left( 1 + \frac{1}{2^{\beta-1}} v \nabla \frac{1}{2^{\beta-1}} + \frac{1}{2^{\beta-1}} \nabla v \right). \tag{4.85}
\]
Firstly, consider the first right hand side term of \eqref{eq:4.85}. Using Hölder’s inequality, we can deduce
\[
\int_{\Omega} \left| \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \cdot \left( v \nabla \frac{1}{2^{\beta-1}} + \frac{1}{2^{\beta-1}} \nabla v \right) \right| \leq \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \right\|_{L^2(\Omega)} \left\| \nabla \left( \frac{1}{2^{\beta-1}} v \right) \right\|_{L^2(\Omega)} \left\| v \right\|_{L^\infty(\Omega)} + \left\| \frac{1}{2^{\beta-1}} \right\|_{L^2(\Omega)} \left\| \nabla v \right\|_{L^2(\Omega)}, \tag{4.86}
\]
where in the last inequality we used the continuous embeddings $H^1(\Omega) \hookrightarrow L^6(\Omega)$ and $W^{1,p}(\Omega) \hookrightarrow C(\overline{\Omega})$, which holds true for $p > 3$, and we denoted by $c_p$ an embedding constant depending on $p > 3$ and possibly exploding as $p \to \infty$.

As for the second right hand side term of (4.85), Hölder’s inequality and $H^1(\Omega) \hookrightarrow L^6(\Omega)$ yield

$$\int_{\Omega} \left| \nabla \chi \right|^2 \leq \left\| \nabla \chi \right\|_{2^\beta} \left\| v \right\|_{L^2(\Omega)}^2 \leq c_p \left\| \nabla \chi \right\|_{2^\beta} \left\| v \right\|_{W^{1,p}(\Omega)}.$$  

(4.87)

Finally, let us consider the third right hand side term of (4.85). Using (4.31), we can rewrite it as

$$\int_{\Omega} \frac{k(\theta)}{\theta} \nabla \left( \frac{3 - \beta}{2 - \beta} v \nabla \frac{1}{\theta^{2^\beta}} + \frac{1}{\theta^{2^\beta}} \nabla v \right) = \int_{\Omega} \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2^\beta}} \right) \left( \frac{3 - \beta}{2 - \beta} v \nabla \frac{1}{\theta^{2^\beta}} + \frac{1}{\theta^{2^\beta}} \nabla v \right).$$

Using Hölder’s inequality, we obtain

$$\int_{\Omega} \left| \frac{k(\theta)}{\theta} \nabla \left( \frac{3 - \beta}{2 - \beta} v \nabla \frac{1}{\theta^{2^\beta}} + \frac{1}{\theta^{2^\beta}} \nabla v \right) \right| \leq \left\| \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2^\beta}} \right) \right\|_{L^{2i}(\Omega)} \left( \frac{3 - \beta}{2 - \beta} \left\| \nabla \frac{1}{\theta^{2^\beta}} \right\|_{L^2(\Omega)} \left\| v \right\|_{L^\infty(\Omega)} + \left\| \frac{1}{\theta^{2^\beta}} \right\|_{L^2(\Omega)} \left\| \nabla v \right\|_{L^2(\Omega)} \right)$$

$$\leq c_p \left\| \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2^\beta}} \right) \right\|_{L^{2i}(\Omega)} \left\| \frac{1}{\theta^{2^\beta}} \right\|_{L^{1}(\Omega)} \left\| v \right\|_{W^{1,p}(\Omega)},$$

(4.88)

where in the last inequality we used once more Sobolev’s embeddings. From (4.85), using (4.86), (4.88) and (4.87), we can deduce that

$$\frac{c}{\beta - 1} \left\| (\theta^{3-1})^e \right\|_{L^1(\Omega)} \left\| v \right\|_{W^{1,p}(\Omega)} \leq c_p \left( \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \right\|_{L^2(\Omega)} \left\| \frac{1}{\theta^{2^\beta}} \right\|_{L^{2i}(\Omega)} + \left\| \nabla \chi \right\|_{2^\beta} \right)^2 + \left\| \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2^\beta}} \right) \right\|_{L^{2i}(\Omega)} \left\| \frac{1}{\theta^{2^\beta}} \right\|_{L^{1}(\Omega)} \left\| v \right\|_{W^{1,p}(\Omega)}.$$

Taking the supremum with respect to $v$ ranging in the unit ball of $W^{1,p}(\Omega)$ and integrating in time, also using Hölder’s inequality, we obtain

$$\frac{c}{\beta - 1} \int_0^T \left\| (\theta^{3-1})^e \right\|_{L^1(\Omega)} \left\| v \right\|_{W^{1,p}(\Omega)} \leq c_p \left( \left\| \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \right\|_{L^2(\Omega)} \left\| \frac{1}{\theta^{2^\beta}} \right\|_{L^{2i}(\Omega)} + \left\| \nabla \chi \right\|_{2^\beta} \right)^2 + \left\| \nabla \left( \frac{k_0}{2\theta^2} + \frac{k_1}{(2 - \beta)\theta^{2^\beta}} \right) \right\|_{L^{2i}(\Omega)} \left\| \frac{1}{\theta^{2^\beta}} \right\|_{L^{1}(\Omega)} \left\| v \right\|_{W^{1,p}(\Omega)}.$$

Taking into account (4.81), (4.50), (4.80) and (4.41), we can conclude that

$$\left\| (\theta^{3-1})^e \right\|_{L^1(\Omega)} \left\| v \right\|_{W^{1,p}(\Omega)} \leq c_p$$

for every $p > 3$.  

(4.89)

### 4.2.4 Consequences for $\beta = 1$

Consider the case when $\beta = 1$ in (3.4). Note that $\nabla \log \theta = -\theta \nabla \frac{1}{\theta}$. Using Hölder’s inequality together with (4.1) and (4.9), we obtain

$$\left\| \nabla \log \theta \right\|_{L^2(0,T;L^1(\Omega))} \leq \left\| \theta \right\|_{L^\infty(0,T;L^2(\Omega))} \left\| \frac{1}{\theta} \right\|_{L^2(0,T;L^2(\Omega))} \leq c.$$  

(4.90)

On the other hand, since $|\log s| \leq s + \frac{1}{s}$, $\forall s \in \mathbb{R}^+$, then

$$\left\| \log \theta \right\|_{L^\infty(0,T;L^1(\Omega))} \leq \left\| \theta \right\|_{L^\infty(0,T;L^1(\Omega))} + \left\| \frac{1}{\theta} \right\|_{L^\infty(0,T;L^1(\Omega))} \leq c;$$  

(4.91)

where in the last inequality we used (4.11) and (4.41). Using the Poincaré-Wirtinger inequality, (4.90) and (4.41) yield

$$\left\| \log \theta \right\|_{L^2(0,T;W^{1,1}(\Omega))} \leq c.$$  

(4.92)
Let $v \in W^{1,p}(\Omega), p > 3$. Multiplying (2.8) by $\frac{1}{\theta} v$ and integrating over $\Omega$, we obtain
\[
c V((\log \theta) r, v)_{(W^{1,p}(\Omega),W^{1,p}(\Omega))} = \int_\Omega \nabla \left( \frac{\chi^2}{2} + \lambda \chi \right) \cdot \nabla \left( \frac{1}{\theta} v \right) + \int_\Omega \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \cdot \nabla \left( \frac{1}{\theta} v \right) + \int_\Omega \frac{1}{\theta} |\nabla \chi|^2 \, v + \int_\Omega \frac{k(\theta)}{\theta} \frac{1}{\theta} |\nabla \chi|^2 \, v,
\]
amely,
\[
c V((\log \theta) r, v)_{(W^{1,p}(\Omega),W^{1,p}(\Omega))} = \int_\Omega \nabla \left( \chi^2 \right) \cdot \nabla \left( \frac{1}{\theta} v \right) + \int_\Omega \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \cdot \nabla \left( \frac{1}{\theta} v \right) + \int_\Omega \frac{1}{\theta} |\nabla \chi|^2 \, v + \int_\Omega \frac{k(\theta)}{\theta} \frac{1}{\theta} |\nabla \chi|^2 \, v.
\]
(4.93)
Note that the right hand side of (4.93) is equal to that of (4.88) with $\beta = 1$. Hence, proceeding analogously as done in the case $0 \leq \beta < 1$, it is not difficult to conclude that
\[
\|((\log \theta) r(0,T))_{(W^{1,p}(\Omega))} \|_{L^1(0,T;L^1(\Omega))} \leq c_p \text{ for every } p > 3, \tag{4.94}
\]
where $c_p$ is an embedding constant depending on $p > 3$ and possibly exploding as $p \searrow 3$.

4.2.5 Consequences for $\beta \in (1,2)$
Consider the case when $\beta \in (1,2)$ in (3.4). Let $\epsilon > 0$ be such that $\beta > 1 + \epsilon$ (the choice of $\epsilon$ will be better specified below). Then, noting that $\frac{q}{\beta} > 2$, from (4.7) we deduce
\[
\|\theta^{\frac{1}{q}-1}\|_{L^1(\Omega)} \leq c \|\theta^{\frac{1}{q}-1}\|_{L^1(\Omega)} \leq c_\epsilon. \tag{4.95}
\]
From (4.76) and (4.95) it follows that
\[
\|\theta^{\frac{1}{q}-1}\|_{L^2(\Omega)} \leq c_\epsilon, \tag{4.96}
\]
whence, using the continuous embedding $H^1(\Omega) \hookrightarrow L^6(\Omega)$, we obtain
\[
\|\theta^{\frac{1}{q}-1}\|_{L^2(\Omega)} \leq c_\epsilon. \tag{4.97}
\]
Using (4.95) and (4.97) together with the continuous embedding
\[
L^\infty(0, T; L^\frac{q}{q-1}(\Omega)) \cap L^2(0, T; L^6(\Omega)) \hookrightarrow L^q(\Omega \times (0, T)),
\]
where $q = \frac{3 \beta + 1 - 3 \epsilon}{3 \beta - 1 - \epsilon}$, we can conclude that
\[
\|\theta\|_{L^q(\Omega \times (0, T))} \leq c, \text{ where } \bar{q} = \frac{3 \beta + 1 - 3 \epsilon}{3}. \tag{4.98}
\]
Observe that
\[
\bar{q} > 2 \iff \beta > \frac{5}{3} + \epsilon. \tag{4.99}
\]
Thus, for $\beta > \frac{5}{3}$ we can take $\epsilon > 0$ such that $\beta > \frac{5}{3} + \epsilon$ so to obtain an additional regularity for $\theta$ that will play a crucial role in Subsection 5.3. Indeed, rewriting $k(\theta) \nabla \frac{1}{\theta} = \theta \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} = \theta \nabla \left( \frac{\theta k(\theta)}{\theta} \nabla \frac{1}{\theta} \right)$, using (4.31), (4.38) and (4.51) together with Hölder’s inequality, we deduce
\[
\|k(\theta) \nabla \frac{1}{\theta}\|_{L^1(\Omega \times (0, T))} \leq c, \text{ where } \bar{r} = \frac{2 \bar{q}}{2 + \bar{q}} \in \left(1, \frac{14}{13}\right) \text{ depends only on } \beta. \tag{4.100}
\]
Using again that $\beta > 1 + \epsilon$, from (4.11) we also deduce that
\[
\|\theta^{\frac{1}{q}-1}\|_{L^\infty(0, T; L^\frac{q}{q-1}(\Omega))} \leq c_\epsilon. \tag{4.101}
\]
Observe that $\nabla \theta = \frac{2-\beta}{\beta} \theta^{\frac{3-\beta}{2}} \nabla \theta^{\frac{\beta-1}{2}}$. Using Hölder’s inequality together with (4.76) and (4.101), we obtain

$$
\|\nabla \theta\|_{L^2(0,T;L^\frac{1}{2-\beta}(\Omega))} \leq \frac{3-\beta}{\beta} \varepsilon \theta^{\frac{2-\beta}{2}} \|\nabla \theta\|_{L^{\infty}(0,T;L^\frac{1}{2-\beta}(\Omega))} \|\nabla \theta^{\frac{\beta-1}{2}}\|_{L^2(0,T;L^2(\Omega))} \leq c_e. \tag{4.102}
$$

Note that, since $\varepsilon > 0$ is such that $\beta > 1 + \varepsilon$ and $\beta < 2$, then $1 < \frac{3-\beta}{2-\beta} < \frac{3}{2}$. Hence, using (4.1) and (4.102) together with the Poincaré-Wirtinger inequality, we can conclude that

$$
\|\theta\|_{L^2(0,T;W^{1,\frac{1}{2-\beta}}(\Omega))} \leq c_e. \tag{4.103}
$$

Testing (2.8) by $v \in W^{1,p}(\Omega)$, $p > 3$, we obtain

$$
c_v(\theta_t,v)_{(W^{1,p}(\Omega),W^{1,p}(\Omega))} = \int_\Omega \nabla \left(\frac{x^2}{2} + \lambda \chi\right) \cdot \nabla v + \int_\Omega \frac{k(\theta)}{\theta} \nabla \frac{1}{\theta} \cdot \nabla v + \int_\Omega |\nabla \chi|^2 v + \int_\Omega k(\theta) \left|\nabla \frac{1}{\theta}\right|^2 v. \tag{4.104}
$$

Using Hölder’s inequality and (4.31), we deduce

$$
\int_\Omega \left|\nabla \left(\frac{x^2}{2} + \lambda \chi\right) \cdot \nabla v\right| \leq \left\|\nabla \left(\frac{x^2}{2} + \lambda \chi\right)\right\|_{L^2(\Omega)} \left\|\nabla v\right\|_{L^2(\Omega)} \leq c_p \left\|\nabla \left(\frac{x^2}{2} + \lambda \chi\right)\right\|_{L^2(\Omega)} \left\|v\right\|_{W^{1,p}(\Omega)},
$$

$$
\int_\Omega \left|\nabla \frac{1}{\theta}\right|^2 \nabla v \right\|_{L^2(\Omega)} \left\|v\right\|_{W^{1,p}(\Omega)},
$$

where in the last inequalities we used once more the continuous embeddings $H^1(\Omega) \hookrightarrow L^6(\Omega)$ and $W^{1,p}(\Omega) \hookrightarrow C(\Omega)$, which hold true for $p > 3$, and $c_p$ depends on $p > 3$ and blows up as $p \searrow 3$. From (4.104) it then follows that

$$
c_v(\theta_t,v)_{(W^{1,p}(\Omega),W^{1,p}(\Omega))} \leq c_p \left\|\nabla \left(\frac{x^2}{2} + \lambda \chi\right)\right\|_{L^2(\Omega)} + \left\|\nabla \left(\frac{k_0}{2\theta^2} + \frac{k_1}{2 - \beta \theta^2}\right)\right\|_{L^2(\Omega)} + \left\|\nabla \chi\right\|_{L^2(\Omega)} \left\|v\right\|_{W^{1,p}(\Omega)} + \int_\Omega k(\theta) \left|\nabla \frac{1}{\theta}\right|^2 v. \tag{4.105}
$$

Taking the supremum with respect to $v$ ranging in the unit ball of $W^{1,p}(\Omega)$, integrating in time and using the regularity given by (1.50), (1.51), (4.7) and (1.8), we can conclude that

$$
\|\theta_t\|_{L^2(0,T;W^{1,p}(\Omega))} \leq c_p \text{ for every } p > 3.
$$

### 5 Weak sequential stability

In this section, we assume to have a sequence $\{(u_n,\chi_n,\theta_n)\}_n$ of solutions satisfying a proper approximation of the “strong” system of equations (1.1)-(1.3). This family is assumed to comply with the a priori bounds proved in Section 4 uniformly with respect to $n \in \mathbb{N}$. Our aim is showing, by weak compactness arguments, that at least a subsequence converges in a suitable way to an entropy solution to our problem, i.e., to a limit triple $(u,\chi,\theta)$ satisfying the properties specified in Definition 3.1. Furthermore, in the subcase when $\beta \in \left(\frac{1}{2},1\right)$ in (3.3), we will be able to show the convergence to a weak solution, according to Definition 5.3. Actually, to further simplify the notation, we intend that all the convergence relations appearing in the following are to be considered up to the extraction of (non-relabelled) subsequences.
To this aim, let us consider the cases $0 < \beta < 1$ and that (5.1) together with the Aubin-Lions Lemma yield

$$ u_n \rightharpoonup u \text{ in } L^\infty(0, T; W^{2, \frac{5}{3}}(\Omega)) \cap L^3(0, T; H^2(\Omega)) \cap H^1(0, T; L^2(\Omega)), $$

whereas, from (4.55) and (4.61),

$$ \chi_n \rightharpoonup \chi \text{ in } L^2(0, T; H^2(\Omega)) \cap L^4(0, T; L^{12}(\Omega)), $$

and from (4.1)

$$ f_n \rightarrow f \text{ weakly in } W^{1, r^*}(\Omega) \cap W^{1, q^*}(\Omega), \quad 1 < q^* < 12, $$

and using the Aubin-Lions-Simon Lemma (cf. [22, Sec. 8, Cor. 4]), we obtain that

$$ \theta_n \rightharpoonup \theta \text{ in } L^\infty(0, T; L^2(\Omega)). $$

Noting that

$$ W^{2, \frac{5}{3}}(\Omega) \subset \subset L^q(\Omega) \hookrightarrow L^1(\Omega), \quad 1 < q < 12, $$

and

$$ W^{2, \frac{5}{3}}(\Omega) \subset \subset W^{1, r^*}(\Omega) \hookrightarrow L^1(\Omega), \quad 1 \leq r^* < 6, $$

we can again (5.1) and the Aubin-Lions Lemma to conclude that

$$ u_n \rightarrow u \text{ strongly in } C([0, T]; W^{1, q^*}(\Omega)), \quad 1 \leq q^* < \frac{12}{5}, $$

and that

$$ u_n \rightarrow u \text{ strongly in } L^3([0, T]; L^1(\Omega)), \quad 1 \leq r^* < 6. $$

We now show that $\{\frac{1}{\theta_n}\}_n$ converges to $\frac{1}{\theta}$ almost everywhere in $\Omega \times (0, T)$. To this aim, let us consider the cases $0 < \beta < 1$, $\beta = 1$ and $1 < \beta < 2$ separately.

- $0 < \beta < 1$:

  From (1.84) and (1.83) we deduce that $\{\theta_n^{\beta-1}\}_n$ and $\{\theta_n^{\beta-1}\}_n$ are uniformly bounded in $L^2(0, T; W^{1, \frac{6}{3\beta + 1}}(\Omega))$ and in $L^1(0, T; (W^{1, p})(\Omega))$, for any $p > 3$, respectively. Noting that

  $$ W^{1, \frac{6}{3\beta + 1}}(\Omega) \subset \subset L^{s^*}(\Omega) \hookrightarrow (W^{1, p'})(\Omega), \quad 1 \leq s^* < \frac{6}{3\beta + 1}, \quad p > 3, $$

  and using the Aubin-Lions-Simon Lemma (cf. [22, Sec. 8, Cor. 4]), we obtain

  $$ \theta_n^{\beta-1} \rightharpoonup \eta \text{ strongly in } L^2(0, T; L^{s^*}(\Omega)), \quad 1 \leq s^* < \frac{6}{3\beta + 1}. $$

In particular, $\theta_n^{\beta-1} \rightarrow \eta$ almost everywhere in $\Omega \times (0, T)$, thus $\theta_n \rightarrow \eta^{\frac{1}{\beta-1}}$ almost everywhere in $\Omega \times (0, T)$. Since (1.1) holds true, we deduce that $\theta_n \rightharpoonup \eta^{\frac{1}{\beta-1}}$ weakly in $L^p(0, T; L^2(\Omega))$, $p < +\infty$. On the other hand, we have convergence relation (5.3). Hence, due to the uniqueness of the weak limit, we can conclude that $\theta = \eta^{\frac{1}{\beta-1}}$ almost everywhere in $\Omega \times (0, T)$. It then follows that

$$ \theta_n^{\beta-1} \rightarrow \theta^{\beta-1} \text{ strongly in } L^2(0, T; L^{s^*}(\Omega)), \quad 1 \leq s^* < \frac{6}{3\beta + 1}. $$

Thus, $\theta_n^{\beta-1} \rightarrow \theta^{\beta-1}$ almost everywhere in $\Omega \times (0, T)$, whence $\theta_n \rightharpoonup \theta$ and $\frac{1}{\theta_n} \rightharpoonup \frac{1}{\theta}$ almost everywhere in $\Omega \times (0, T)$. 
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• $\beta = 1$: From (4.92) and (4.94) we deduce that \( \{\log \theta_n\}_n \) and \( \{(\log \theta_n)_i\}_n \) are uniformly bounded in \( L^2(0, T; W^{1,1}(\Omega)) \) and in \( L^1(0, T; (W^{1,p})'(\Omega)) \), for any \( p > 3 \), respectively. Noting that
\[
W^{1,1}(\Omega) \subset L^{s^*}(\Omega) \hookrightarrow (W^{1,p})'(\Omega), \quad 1 \leq s^* < \frac{3}{2}, \quad p > 3,
\]
and using the Aubin-Lions-Simon Lemma, proceeding as done in the previous case, we can conclude that
\[
\log \theta_n \to \log \theta \text{ strongly in } L^2(0, T; L^{s^*}(\Omega), \quad 1 \leq s^* < \frac{3}{2}
\]
(5.9)

It follows that \( \log \theta_n \to \log \theta \) almost everywhere in \( \Omega \times (0, T) \), whence \( \theta_n \to \theta \) and \( \frac{1}{\theta_n} \to \frac{1}{\theta} \) almost everywhere in \( \Omega \times (0, T) \).

• $1 < \beta < 2$: From (4.103) and (4.105) we deduce that, for any arbitrary small \( \epsilon > 0 \) such that \( \beta > 1 + \epsilon \), \( \{\theta_n\}_n \) and \( \{(\theta_n)_i\}_n \) are uniformly bounded in \( L^2(0, T; W^{1,1}(\Omega)) \) and in \( L^1(0, T; (W^{1,p})'(\Omega)) \), for any \( p > 3 \), respectively. Noting that
\[
W^{1,1}(\Omega) \subset L^{s^*}(\Omega) \hookrightarrow (W^{1,p})'(\Omega), \quad 1 \leq s^* < \frac{12}{11 - 3\beta + 3\epsilon}, \quad p > 3,
\]
and using the Aubin-Lions-Simon Lemma, taking \( \epsilon \) small enough, we can conclude that
\[
\theta_n \to \theta \text{ strongly in } L^2(0, T; L^{s^*}(\Omega), \quad 1 \leq s^* < \frac{12}{11 - 3\beta}.
\]
(5.10)

As above, it follows that \( \theta_n \to \theta \) almost everywhere in \( \Omega \times (0, T) \). Thus, \( \frac{1}{\theta_n} \to \frac{1}{\theta} \) almost everywhere in \( \Omega \times (0, T) \).

Next, from (4.81) we deduce that \( \{\frac{1}{\theta_n}\}_n \) is uniformly bounded in \( L^4(0, T; L^{12}(\Omega)) \). Since \( \frac{1}{\theta_n} \to \frac{1}{\theta} \) almost everywhere in \( \Omega \times (0, T) \), we can conclude that
\[
\frac{1}{\theta_n} \to \frac{1}{\theta} \text{ strongly in } L^s(0, T; L^q(\Omega), \quad 1 \leq s < 4, \quad 1 \leq q < 12.
\]
(5.11)

From (4.77) we deduce that \( \{\frac{1}{\theta_n}\}_n \) is uniformly bounded in \( L^2(0, T; H^1(\Omega)) \), hence it weakly converges to a function \( \zeta \) in \( L^2(0, T; H^1(\Omega)) \). Since \( L^2(0, T; H^1(\Omega)) \hookrightarrow L^s(0, T; L^q(\Omega)), \quad 1 \leq s \leq 2, \quad 1 \leq q \leq 6, \)
from (5.11) and the uniqueness of the weak limit it follows that \( \zeta = \frac{1}{\theta} \) almost everywhere in \( \Omega \times (0, T) \). Since \( \nabla \) can be considered as a continuous linear operator from \( L^2(0, T; H^1(\Omega)) \) to \( L^2(0, T; L^2(\Omega)) \), then we can conclude that
\[
\nabla \frac{1}{\theta_n} \rightharpoonup \nabla \frac{1}{\theta} \text{ in } L^2(0, T; L^2(\Omega)).
\]
(5.12)

From (4.82) we deduce that \( \{\frac{1}{\theta^2_n}\}_n \) is uniformly bounded in \( L^2(0, T; L^6(\Omega)) \). Since \( \frac{1}{\theta_n} \to \frac{1}{\theta} \) almost everywhere in \( \Omega \times (0, T) \), then \( \frac{1}{\theta_n} \to \frac{1}{\theta^2} \) almost everywhere in \( \Omega \times (0, T) \). Thus, we obtain
\[
\frac{1}{\theta^2_n} - \beta \to \frac{1}{\theta^2} - \beta \text{ in } L^2(0, T; L^6(\Omega)).
\]
(5.13)

From (4.80) we deduce that \( \{\frac{1}{\theta^2_n} - \beta\}_n \) is uniformly bounded in \( L^2(0, T; H^1(\Omega)) \), hence it weakly converges in \( L^2(0, T; H^1(\Omega)) \). Proceeding as done above, we can conclude that
\[
\nabla \frac{1}{\theta^2_n} - \beta \rightharpoonup \nabla \frac{1}{\theta^2} - \beta \text{ in } L^2(0, T; L^2(\Omega)).
\]
(5.13)

Analogously, if we consider \( \{\frac{1}{\theta_n}\}_n \), from (4.81) and the almost everywhere convergence we deduce
\[
\frac{1}{\theta_n^2} \to \frac{1}{\theta^2} \text{ in } L^2(0, T; L^6(\Omega)),
\]
then, thanks to (4.79), we can conclude that
\[ \nabla \frac{1}{\theta_n} \to \nabla \frac{1}{\theta^2} \quad \text{in } L^2((0,T; L^2(\Omega))). \] (5.14)

Note that in Section 3, we implicitly assumed the temperature \( \theta \) to be (almost everywhere) positive. This fact is used in several estimates which, otherwise, would not make sense. Positivity of \( \{\theta_n\}_n \) should be shown, indeed, at the \( n \)-level, i.e., for the hypothetical regularized problem which we decided not to detail here. We cannot give here a proof of this fact, since this would require to provide the details of the regularization. However, we can at least show that, if \( \theta \) is almost everywhere positive, and satisfies the estimates given in Section 4, then positivity is preserved in the limit. To see this, we first notice that, for every positive, and satisfies the estimates given in Section 3, then positivity is preserved in the limit. To see this, we first notice that, for \( \beta \in [0,1) \) or \( \beta \in (1,2) \), note that \( |\log s| \leq s + \frac{1}{s}, \forall s \in R^+ \). Thus, (4.1) and (4.77) imply \( \|\log \theta_n\|_{L^2(0,T; L^2(\Omega))} \leq c, \forall n \in N \). Since we showed that \( \theta_n \to \theta \) almost everywhere in \( \Omega \times (0,T) \), we obtain
\[ \log \theta_n \to \log \theta \quad \text{strongly in } L^r(0,T; L^r(\Omega)), \ r < 2. \]

Once again, due to the integrability of \( \log \theta \), we can conclude that \( \theta > 0 \) almost everywhere in \( \Omega \times (0,T) \).

**Strong convergence of \( \chi \).** In this part we derive a strong \( L^p \)-convergence of for the variable \( \chi \). Such a property is not trivial because a control on the time derivative \( \chi \) is not available and, consequently, a direct application of the Aubin-Lions lemma is not possible. Hence to deduce such a property we need to use a different method based on the derivation of a Cauchy-type estimate.

From now on, in order to simplify the notation, we will denote exponents such as \( p - \delta \) and \( p + \delta \), for a properly chosen small \( \delta > 0 \), by \( p^- \) and \( p^+ \), respectively.

Let us now consider the difference between \( \chi_n \) and \( \chi_m \), \( \forall n, m \in N \), which is given by (1.2), namely,
\[ \chi_n - \chi_m = -\frac{\Delta(u_n - u_m)}{\theta_n} - \Delta u_m \left( \frac{1}{\theta_n} - \frac{1}{\theta_m} \right) + f(u_n) - f(u_m) \left( \frac{1}{\theta_n} - \frac{1}{\theta_m} \right). \] (5.15)

Testing (5.15) by \( v \in W^{1,p}(\Omega) \), \( p > 3 \), and integrating by parts the second term on the right hand side, we obtain
\[ \int_\Omega (\chi_n - \chi_m)v = \int_\Omega \nabla(u_n - u_m) \left( v \nabla \frac{1}{\theta_n} + \frac{1}{\theta_n} \nabla v \right) - \int_\Omega \Delta u_m \left( \frac{1}{\theta_n} - \frac{1}{\theta_m} \right)v + \int_\Omega f(u_n) - f(u_m) \left( \frac{1}{\theta_n} - \frac{1}{\theta_m} \right)v. \] (5.16)

Let us consider the first term on the right hand side of (5.15). Using Hölder’s inequality, from (4.77) we deduce
\[ \int_\Omega \|\nabla(u_n - u_m)\|_{L^p(\Omega)} \left( v \nabla \frac{1}{\theta_n} + \frac{1}{\theta_n} \nabla v \right) \leq \|\nabla(u_n - u_m)\|_{L^p(\Omega)} \left( \|v\|_{L^2(\Omega)} + \frac{1}{\theta_n} \nabla v \right) \]
\[ \leq \|\nabla(u_n - u_m)\|_{L^p(\Omega)} \left( \|\nabla v\|_{L^2(\Omega)} + \frac{1}{\theta_n} \nabla v \right) \]
\[ \leq c_p \|\nabla v\|_{L^p(\Omega)} \|v\|_{W^{1,p}(\Omega)}, \] (5.17)

where we denoted by \( c_p \) an embedding constant depending on \( p > 3 \) and possibly exploding as \( p \searrow 3 \).

As for the second term on the right hand side of (5.15), using Hölder inequality, it follows that
\[ \int_0^T \int_\Omega \left| \Delta u_m \left( \frac{1}{\theta_n} - \frac{1}{\theta_m} \right)v \right| \leq \|\Delta u_n\|_{L^2(\Omega)} \left( \|\frac{1}{\theta_n} - \frac{1}{\theta_m} \right|v) \]
\[ \leq \|\Delta u_n\|_{L^2(\Omega)} \left( \|\frac{1}{\theta_n} - \frac{1}{\theta_m} \right|v) \]
\[ \leq c_p \|\Delta u_n\|_{L^2(\Omega)} \left( \|\frac{1}{\theta_n} - \frac{1}{\theta_m} \right|v) \] (5.18)
where in the last inequality we used the continuous embedding $W^{1,p}(\Omega) \hookrightarrow C(\Omega)$, holding for any $p > 3$.

Let us consider the third term on the right hand side of (5.16). Using Hölder’s inequality together with the continuous embedding above, we obtain

$$
\int_{\Omega} \left| f(u_n) - f(u_m) \right| v \leq \| f(u_n) - f(u_m) \|_{L^2(\Omega)} \| \frac{1}{\theta_n} - \frac{1}{\theta_m} \|_{L^2(\Omega)} v \|_{L^2(\Omega)}
\leq \| f(u_n) - f(u_m) \|_{L^2(\Omega)} \| \frac{1}{\theta_n} - \frac{1}{\theta_m} \|_{L^2(\Omega)} v \|_{L^\infty(\Omega)}
\leq c_p \| f(u_n) - f(u_m) \|_{L^2(\Omega)} \| \frac{1}{\theta_n} - \frac{1}{\theta_m} \|_{L^2(\Omega)} v \|_{W^{1,p}(\Omega)}.
$$

(5.19)

Lastly, we consider the last term on the right hand side of (5.16). Using Hölder’s inequality, we deduce

$$
\int_{\Omega} \left| f(u_m) \left( \frac{1}{\theta_n} - \frac{1}{\theta_m} \right) v \right| \leq \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(\Omega)} \| f(u_m) \|_{L^2(\Omega)} \| v \|_{L^\infty(\Omega)}
\leq \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(\Omega)} \| f(u_m) \|_{L^2(\Omega)} \| v \|_{W^{1,p}(\Omega)}
\leq c_p \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(\Omega)} \| f(u_m) \|_{L^2(\Omega)} \| v \|_{W^{1,p}(\Omega)},
$$

(5.20)

where in the last inequality we used once more Sobolev’s embedding.

Collecting (5.17), (5.18), (5.19), and (5.20), from (5.16) it follows that

$$
\| \chi_n - \chi_m \|_{(W^{1,p'})'(\Omega)} = \sup_{v \in W^{1,p}(\Omega)} \left\| \langle \chi_n - \chi_m, v \rangle_{(W^{1,p'})'(\Omega), W^{1,p}(\Omega)} \right\|
\leq c_p \left( \| \nabla (u_n - u_m) \|_{L^p(\Omega)} \right) \left\| \frac{1}{\theta_n} \right\|_{H^1(\Omega)} + \| \Delta u_n \|_{L^2(\Omega)} \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(\Omega)} +
+ \| f(u_n) - f(u_m) \|_{L^2(\Omega)} \left\| \frac{1}{\theta_n} \right\|_{L^2(\Omega)} + \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(\Omega)} \| f(u_m) \|_{L^2(\Omega)} \right), p > 3.
$$

(5.21)

Integrating (5.21) with respect to time and using Hölder’s inequality, we obtain

$$
\int_0^T \| \chi_n - \chi_m \|_{(W^{1,p'})'(\Omega)} \leq c_p \left( \| \nabla (u_n - u_m) \|_{L^2(0,T;L^p(\Omega))} \right) \left\| \frac{1}{\theta_n} \right\|_{L^2(0,T;H^1(\Omega))} +
+ \| \Delta u_n \|_{L^2(0,T;L^2(\Omega))} \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(0,T;L^2(\Omega))} +
+ \| f(u_n) - f(u_m) \|_{L^2(0,T;L^2(\Omega))} \left\| \frac{1}{\theta_n} \right\|_{L^2(0,T;L^2(\Omega))} +
+ \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(0,T;L^2(\Omega))} \| f(u_m) \|_{L^2(0,T;L^2(\Omega))}.
$$

Thus, using (4.6), (4.68) and (4.77), it follows that

$$
\int_0^T \| \chi_n - \chi_m \|_{(W^{1,p'})'(\Omega)} \leq c_p \left( \| \nabla (u_n - u_m) \|_{L^2(0,T;L^p(\Omega))} \right) \left\| \frac{1}{\theta_n} \right\|_{L^2(0,T;H^1(\Omega))} +
+ \| \Delta u_n \|_{L^2(0,T;L^2(\Omega))} \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(0,T;L^2(\Omega))} +
+ \| f(u_n) - f(u_m) \|_{L^2(0,T;L^2(\Omega))} \left\| \frac{1}{\theta_n} \right\|_{L^2(0,T;L^2(\Omega))} +
+ \left\| \frac{1}{\theta_n} - \frac{1}{\theta_m} \right\|_{L^2(0,T;L^2(\Omega))} \| f(u_m) \|_{L^2(0,T;L^2(\Omega))}.
$$

(5.22)

Passing to the limit in (5.22), convergence relations (5.5), (5.7) and (5.11) yield

$$
\| \chi_n - \chi_m \|_{L^1(0,T;C^{\infty}(\Omega))} \rightarrow 0, \text{ for every } p > 3.
$$

(5.23)

Let us consider $\| \chi_n - \chi_m \|_{L^1(0,T;L^2(\Omega))}$, which can be rewritten as

$$
\| \chi_n - \chi_m \|_{L^1(0,T;L^2(\Omega))} = \int_0^T \langle \chi_n - \chi_m, \chi_n - \chi_m \rangle_{(H^2(\Omega),H^2(\Omega))}^\frac{1}{2}.
$$
Thus,

\[
\|\chi_n - \chi_m\|_{L^1(0,T;L^2(\Omega))} \leq \int_0^T \|\chi_n - \chi_m\|_{H^2(\Omega)}^2 \|\chi_n - \chi_m\|_{H^2(\Omega)}^{1/2} \\
\leq \left( \int_0^T \|\chi_n - \chi_m\|_{H^2(\Omega)}\right)^{1/2}\left( \int_0^T \|\chi_n - \chi_m\|_{H^2(\Omega)}\right)^{1/2} \\
\leq \|\chi_n - \chi_m\|_{L^1(0,T;H^2(\Omega))} \left( \|\chi_n\|_{L^1(0,T;H^2(\Omega))} + \|\chi_m\|_{L^1(0,T;H^2(\Omega))}\right)^{1/2},
\]

(5.24)

where in the second inequality we used Hölder’s inequality. Note that \(H^2(\Omega) \hookrightarrow W^{1,p}(\Omega)\) for \(p \leq 6\), hence \((W^{1,p})'(\Omega) \rightarrow (H^2)'(\Omega)\) for \(p \leq 6\). Using (14.55) and (5.23), from (5.24) we deduce

\[
\|\chi_n - \chi_m\|_{L^1(0,T;L^2(\Omega))} \rightarrow 0.
\]

(5.25)

By completeness, it follows the existence of \(v\) such that \(\chi_n \rightharpoonup v\) strongly in \(L^1(0,T;L^2(\Omega))\). In view of (5.22) by the uniqueness of the weak limit, we deduce that \(v = \chi\) almost everywhere in \(\Omega \times (0,T)\). Hence, \(\chi_n \rightharpoonup \chi\) strongly in \(L^1(0,T;L^2(\Omega))\), which implies in particular that \(\chi_n \rightharpoonup \chi\) almost everywhere in \(\Omega \times (0,T)\).

Since \(\{\chi_n\}_n\) is uniformly bounded in \(L^2(0,T;L^\infty(\Omega))\) due to (5.22), then we deduce

\[
\chi_n \rightarrow \chi \text{ strongly in } L^{r_1}(0,T;L^{r_2}(\Omega)), \quad r_1 < 3, \quad r_2 < +\infty.
\]

(5.26)

Combining (4.83) together with (5.26), we can conclude that

\[
\chi_n \theta_n \rightarrow \chi \theta \text{ in } L^{q_1}(0,T;L^{q_2}(\Omega)), \quad q_1 < 2, \quad q_2 < 6.
\]

(5.27)

Since \(\chi_n \rightarrow \chi\) almost everywhere in \(\Omega \times (0,T)\), then \(\chi^2_n \rightarrow \chi^2\) almost everywhere in \(\Omega \times (0,T)\). Thus, from (4.98) we deduce that

\[
\chi^2_n \rightarrow \chi^2 \text{ strongly in } L^{q_1}(0,T;L^{q_2}(\Omega)), \quad q_1 < 2, \quad q_2 < 6.
\]

(5.28)

On the other hand, from (4.55) it follows that \(\{\chi^2_n\}_n\) is uniformly bounded in \(L^2(0,T;H^1(\Omega))\), hence it weakly converges in \(L^2(0,T;H^1(\Omega))\). Due to the uniqueness of the weak limit, we can conclude that

\[
\chi^2_n \rightharpoonup \chi^2 \text{ in } L^2(0,T;H^1(\Omega)),
\]

and, as a consequence,

\[
\nabla \chi^2_n \rightharpoonup \nabla \chi^2 \text{ in } L^2(0,T;L^2(\Omega)).
\]

(5.29)

### 5.1 Subcase \(\beta \in (\frac{5}{3}, 2)\)

As already observed, for \(\beta \in (\frac{5}{3}, 2)\) in (3.4) we have additional regularity for \(\theta\). In particular, we refer to (4.98), which implies (4.100). In this subsection, we derive some convergence relations which directly follow from (4.98) and thus hold only for \(\beta \in (\frac{5}{3}, 2)\). These will be fundamental in order to pass to the limit in the weak form of the “heat” equation (4.10) and thus conclude about the existence of a weak solution in the sense of Definition (5.3) as stated in Theorem (5.3).

Let \(\nu \in W^{1,p}(\Omega), p = \frac{2q}{q-2}\), where \(q\) is given by (4.98) with \(\epsilon > 0\) taken so small that \(\beta > \frac{5}{3} + \epsilon\). Thus, as \(5/3 < \beta < 2\), it follows that \(p \in (14, +\infty)\). Testing (4.30) by \(\nu\), we obtain

\[
(Q(\theta_n),\nu)_{(W^{1,p})'(\Omega),W^{1,p}(\Omega)} = -\int_\Omega \theta_n(\chi_n + \lambda)\Delta \chi_n \nu + \int_\Omega k(\theta_n)\nabla \frac{1}{\theta_n} \cdot \nabla \nu.
\]

(5.30)

Integrating (4.30) with respect to time between arbitrary \(\tau, t \in [0,T]\), \(\tau < t\), we deduce

\[
(Q(\theta_n(t)),\nu)_{(W^{1,p})'(\Omega),W^{1,p}(\Omega)} - (Q(\theta_n(\tau)),\nu)_{(W^{1,p})'(\Omega),W^{1,p}(\Omega)} = \\
= -\int_\tau^t \int_\Omega \theta_n(\chi_n + \lambda)\Delta \chi_n \nu + \int_\tau^t \int_\Omega k(\theta_n)\nabla \frac{1}{\theta_n} \cdot \nabla \nu.
\]
whence, using Hölder’s inequality,
\[
|q_n (t_1), v_1 (W^{1,p}, (\Omega), W^{1,p}, (\Omega)) - q_n (t_2), v_2 (W^{1,p}, (\Omega), W^{1,p}, (\Omega))| \\
\leq \int_{t_1}^{t_2} \left( \|q_n (x_n + \lambda) \Delta x_n \|_{L^1 (\Omega)} \|v\|_{L^\infty (\Omega)} + \|k_n \|_{L^r (\Omega)} \|v\|_{L^r (\Omega)} \right),
\]
where \( \bar{r} \in (1, \frac{1}{1 + \beta}) \) is the conjugate exponent to \( p \in (14, +\infty) \). Namely, \( \bar{r} \) has the same expression as in \((4.100)\). Using the continuous embedding \( W^{1,p} (\Omega) \hookrightarrow C (\Omega), p \in (14, +\infty) \), from \((5.34)\) it follows that
\[
\|q_n (t_1) - q_n (t_2)\|_{W^{1,p} (\Omega)} = \\
\sup_{v \in W^{1,p} (\Omega)} \|q_n (t_1), v\|_{W^{1,p} (\Omega)} - \|q_n (t_2), v\|_{W^{1,p} (\Omega)} \\
\leq c \int_{t_1}^{t_2} \left( \|q_n (x_n + \lambda) \Delta x_n \|_{L^r (\Omega)} + \|k_n \|_{L^r (\Omega)} \|v\|_{L^r (\Omega)} \right).
\]
Noting that \( \bar{r} > 1 \) and using Hölder’s inequality, we obtain
\[
\|q_n (t_1) - q_n (t_2)\|_{W^{1,p} (\Omega)} = \\
c \|q_n (x_n + \lambda) \Delta x_n \|_{L^r (\Omega)} \|v\|_{L^r (\Omega)} + c \|k_n \|_{L^r (\Omega)} \|v\|_{L^r (\Omega)}.
\]
Since \( \bar{r} < \frac{1}{\alpha} \), from \((5.32)\) it follows that
\[
\|q_n (t_1) - q_n (t_2)\|_{W^{1,p} (\Omega)} \\
\leq c (|t_1 - t_2|^{\frac{1}{\alpha}}), \quad t, \bar{t} \in [0, T],
\]
where in the last inequality we used \((4.72)\) and \((4.100)\). From \((5.33)\) we infer
\[
\|q_n (t_1) - q_n (t_2)\|_{C^0 ([0, T]; W^{1,p} (\Omega))} = \\
\sup_{t_{1,2} \in [0, T]} \|q_n (t_1) - q_n (t_2)\|_{W^{1,p} (\Omega)} \\
\leq c, \quad \|t - \bar{t}\|^{\alpha},
\]
where \( \alpha = \frac{1}{\beta} \in (0, \frac{1}{2}) \). Recall that, owing to Remark \((4.1)\) sufficient smoothness properties are always assumed at the approximate level.

Observe now that, from relation \((5.33)\), it follows that the sequence \( \{q_n (t)\}_n \) is equicontinuous with values in \( W^{1,p} (\Omega) \). On the other hand, consider a generic Banach space \( X \) such that \( W^{1,p} (\Omega) \subset \subset X \), for instance, \( X \equiv (H^3)^\prime (\Omega) \). Then, from the compact embedding \( H^3 (\Omega) \subset \subset W^{2,\infty} (\Omega), q \in [1, +\infty) \), we deduce \( H^3 (\Omega) \subset \subset W^{1,p} (\Omega), p \in (14, +\infty) \). Consequently, \( (H^3)^\prime (\Omega) \subset \subset (H^{\frac{3}{2}})^\prime (\Omega), p \in (14, +\infty) \). In general, having \( W^{1,p} (\Omega) \subset \subset X \), from \((5.34)\) we obtain that \( \{q_n (t)\}_n \) is pointwise relatively compact in \( X \), i.e., \( \{q_n (t)\}_n \) is relatively compact in \( X, \forall t \in [0, T] \). We then use the Ascoli-Arzela Theorem to conclude that \( \{q_n (t)\}_n \) is relatively compact in \( C^0 ([0, T]; X) \). Hence, there exists \( \zeta \in C^0 ([0, T]; X) \) such that
\[
q_n (t) \rightarrow \zeta \text{ strongly in } C^0 ([0, T]; X).
\]
On the other hand, for \( \beta \in (\frac{3}{2}, 2) \), from \((5.10)\) we can deduce that
\[
\theta_n \rightarrow \theta^2 \text{ strongly in } L^1 (0, T; L^1 (\Omega)).
\]
Recalling that \( q_n (t) = \frac{\zeta}{\theta_n^2} \) and combining \((5.35)\) with \((5.36)\), we can conclude that \( \zeta = \frac{\zeta}{\theta_n^2} \) almost everywhere in \( \Omega \times (0, T) \). In particular, \( \zeta \in C^0 ([0, T]; X) \) is a representative of \( \frac{\zeta}{\theta_n^2} \in L^1 (0, T; L^1 (\Omega)) \) in the distributional sense. It follows that
\[
q_n (t) \rightarrow q (\theta) \text{ strongly in } C^0 ([0, T]; X),
\]

(5.37)
As a consequence, we have

\[ Q(\theta_n(t)) \to Q(\theta(t)) \text{ strongly in } X, \quad \forall t \in [0,T]. \]  

(5.38)

Next, combining (4.11) with (4.95), we obtain

\[ \theta_n \rightharpoonup \theta \text{ in } L^\infty(0,T; L^2(\Omega)) \cap L^q(\Omega \times (0,T)), \]  

(5.39)

where \( q = \frac{3q + 1 - 3\epsilon}{3} > 2 \) for \( \epsilon > 0 \) such that \( \beta > \frac{5}{3} + \epsilon \). Using standard interpolation, from (5.39) we deduce that \( \forall q_1 \in (q, +\infty) \) \( \exists q_2 = q_2(q_1) > 2 \) such that

\[ \theta_n \to \theta \text{ in } L^q(0,T; L^{q_2}(\Omega)). \]  

(5.40)

More precisely, \( q_1 = \frac{q}{\alpha} \), while \( q_2 = \frac{2q}{(1-\alpha)q + 2\alpha} = \frac{2q_1q}{(1-\alpha)q_1 + 2\alpha} \), where \( \alpha \in (0,1) \) is an interpolation coefficient. Being \( q > 2 \), then \( q_2 > 2 \), \( \forall q_1 \in (q, +\infty) \). Since we showed that \( \theta_n \to \theta \) almost everywhere in \( \Omega \times (0,T) \), then it follows that

\[ \theta_n \to \theta \text{ strongly in } L^{p_1}(0,T; L^{p_2}(\Omega)), \quad p_1 < q_1, \quad p_2 < q_2. \]  

(5.41)

In particular,

\[ \theta_n \to \theta \text{ strongly in } L^{5^+}(0,T; L^{2^+}(\Omega)). \]  

(5.42)

We now show that \( \{\theta_n, \chi_n\} \) strongly converges to \( \theta \chi \) in \( L^2(0,T; L^2(\Omega)) \). Using Young’s inequality, we obtain

\[ \|\theta_n \chi_n - \theta \chi\|_{L^2(0,T; L^2(\Omega))} \leq \|\theta_n \chi_n - \theta_n \chi\|_{L^2(0,T; L^2(\Omega))} + \|\theta_n \chi - \theta \chi\|_{L^2(0,T; L^2(\Omega))}. \]  

(5.43)

Now, by Hölder’s inequality,

\[ \|\theta_n \chi_n - \theta_n \chi\|_{L^2(0,T; L^2(\Omega))} \leq \|\theta_n\|_{L^{6^+}(0,T; L^{2^+}(\Omega))} \|\chi_n - \chi\|_{L^{-\infty}(0,T; L^{-\infty}(\Omega))}, \]  

(5.44)

whereas

\[ \|\theta_n \chi - \theta \chi\|_{L^2(0,T; L^2(\Omega))} \leq \|\theta_n - \theta\|_{L^{6^+}(0,T; L^{2^+}(\Omega))} \|\chi\|_{L^{-\infty}(0,T; L^{-\infty}(\Omega))}. \]  

(5.45)

Then, combining (5.43) with (5.44) and (5.45), then using convergence properties given by (5.26) and (5.30), we can conclude that

\[ \theta_n \chi_n \to \theta \chi \text{ strongly in } L^2(0,T; L^2(\Omega)). \]  

(5.46)

At last, in order to deduce a convergence relation for \( \{k(\theta_n) \nabla \frac{1}{\theta_n^\beta}\}_n \), recalling (4.31), we have

\[ k(\theta_n) \nabla \frac{1}{\theta_n} = \theta_n k(\theta_n) \nabla \frac{1}{\theta_n} = \theta_n \nabla \left( \frac{k_0}{2\theta_n^\beta} + \frac{k_1}{(2-\beta)\theta_n^{\alpha-\beta}} \right). \]

Let us set \( \frac{1}{s_1} \equiv \frac{1}{p_1} + \frac{1}{\beta} \) and \( \frac{1}{s_2} \equiv \frac{1}{p_2} + \frac{1}{\beta} \), where \( p_1 \) and \( p_2 \) are as in (5.14) and in particular can be assumed larger than 2. Consequently, \( s_1, s_2 \geq 1 \). Combining (5.14) and (5.13) with (5.39), we obtain

\[ k(\theta_n) \nabla \frac{1}{\theta_n} \to k(\theta) \nabla \frac{1}{\theta} \text{ in } L^{s_1}(0,T; L^{s_2}(\Omega)), \quad \text{for some } s_1, s_2 \geq 1. \]  

(5.47)

### 5.2 Limit of the non-isothermal Cahn-Hilliard model

Assuming that, for every \( n \in \mathbb{N} \), \( (u_n, \chi_n, \theta_n) \) fulfills (a hypothetical approximation of) system (1.1)-(1.3) and that the a-priori estimates deduced before are satisfied, we now take the limit \( n \to \infty \) and prove the desired weak sequential stability property.
5.2.1 Limit of the Cahn-Hilliard system

The approximate solution \((u_n, \chi_n, \theta_n)\) satisfies, \(\forall n \in \mathbb{N}\), a “strong version” of (5.14) and (5.15), namely

\[
(u_n)_t = \Delta \chi_n \quad \text{almost everywhere in } \Omega \times (0, T), \tag{5.48}
\]

\[
\chi_n \theta_n = f(u_n) - \lambda \theta_n - \Delta u_n \quad \text{almost everywhere in } \Omega \times (0, T), \tag{5.49}
\]

with the initial condition \(u_n(\cdot, 0) = u_n, 0\), the boundary conditions \(\nabla \chi_n \cdot \nu = 0\) and \(\nabla u_n \cdot \nu = 0\), where \(\nu\) is the unit outer normal to \(\partial \Omega\). Since we have the convergence relations provided by (5.1) and by (5.2), taking the limit in (5.48), we directly obtain (5.4).

As for equation (5.49), combining (5.5) with (5.3) and (5.1), we obtain

\[
f(u_n) - \lambda \theta_n - \Delta u_n \rightharpoonup f(u) - \lambda \theta - \Delta u \quad \text{in } L^\infty(0, T; L^3(\Omega)) \cap L^3(0, T; L^2(\Omega)).
\]

On the other hand, using (5.27), we can take the limit in (5.49) to deduce (5.7).

At last, we recover the initial and the boundary conditions given in Definition 3.1. Observe that \(w(\cdot, 0) = w_0\) directly follows from the convergence relation (5.4). Finally, it is readily seen that the boundary conditions pass to the limit thanks to (6.1), (5.2) and standard continuity properties of trace operators in Sobolev spaces.

5.2.2 Limit of the balance of entropy

Assume that (5.28) is satisfied by the approximate solution \((u_n, \chi_n, \theta_n)\), \(\forall n \in \mathbb{N}\). Then we can test it by \(\zeta \in C^\infty(\Omega \times [0, T])\) such that \(\zeta \geq 0\), \(\zeta(\cdot, T) = 0\). Integrating by parts, we obtain

\[
\int_0^T \int_\Omega \Lambda(\theta_n) \zeta_t + \int_0^T \int_\Omega \nabla \left(\frac{\chi_n^2}{2} + \lambda \chi_n\right) \cdot \nabla \zeta + \int_0^T \int_\Omega k(\theta_n) \nabla \frac{1}{\theta_n} \cdot \nabla \zeta = - \int_0^T \int_\Omega |\nabla \chi_n|^2 \zeta - \int_0^T \int_\Omega k(\theta_n) \left|\nabla \frac{1}{\theta_n}\right|^2 \zeta - \int_\Omega \Lambda(\theta_n(\cdot, 0)) \zeta(\cdot, 0). \tag{5.50}
\]

Our aim is taking the supremum limit in (5.50). Firstly, recall that \(\Lambda(\theta_n) = c_V \theta_n\), \(c_V > 0\), and that \(\frac{k(\theta_n)}{\theta_n} \nabla \frac{1}{\theta_n} = \nabla \frac{k_0}{\theta_n} + \nabla \frac{k_1}{(2-\beta)\theta_n}\), \(k_0, k_1 > 0\), as shown in (5.31). Hence, using convergence relations (5.3), (5.29), (5.2), (5.14) and (5.13), the first row of (5.50) passes to the desired limit. Indeed, we recover the first row of (5.30) not only as a supremum limit, but as a true limit. As for the first two terms in the second row of (5.50), we apply a useful lower semicontinuity result due to A.D. Ioffe [11], whose statement is reported for the reader’s convenience:

**Theorem 5.1** (Ioffe’s theorem). Let \(Q \subset \mathbb{R}^d\) be a smooth, bounded, open subset and let \(f : Q \times \mathbb{R}^l \times \mathbb{R}^m \to [0, +\infty], d, l, m \in \mathbb{N}, d, l, m \geq 1\), be a measurable non-negative function such that:

\[
f(y, \cdot, \cdot)\text{ is lower semicontinuous on } \mathbb{R}^l \times \mathbb{R}^m \text{ for every } y \in Q,
\]

\[
f(y, w, \cdot)\text{ is convex on } \mathbb{R}^m \text{ for every } (y, w) \in Q \times \mathbb{R}^l.
\]

Let also \((w_n, v_n)\), \((w, v) : Q \to \mathbb{R}^l \times \mathbb{R}^m\) be measurable functions such that

\[
w_n \to w \text{ almost everywhere in } Q, \quad v_n \to v \text{ in } L^1(Q).
\]

Then,

\[
\liminf_{n \to +\infty} \int_Q f(y, w_n(y), v_n(y)) dy \geq \int_Q f(y, w(y), v(y)) dy.
\]

Referring to the notation used in Theorem 5.1, \(Q \equiv \Omega \times (0, T), \) while \(f : Q \times \mathbb{R}^+ \times \mathbb{R}^3 \to [0, +\infty]\) is such that \((x, t) \times w \times v \mapsto |w|^2\). Observe that \(f\) is measurable and non-negative. Moreover, \(f((x, t), \cdot, \cdot)\) is lower semi-continuous on \(\mathbb{R}^+ \times \mathbb{R}^3\), \(\forall (x, t) \in Q\), and \(f((x, t), w, \cdot)\) is convex on \(\mathbb{R}^d\), \(\forall (x, t), w \in Q \times \mathbb{R}^d\). Let us now consider the first two terms in the second row of (5.50) separately. In particular, referring to the first term, \(w_n \equiv \zeta\) and \(v_n \equiv \nabla \chi_n, \forall n \in \mathbb{N}\). The almost everywhere
convergence of \( \{w_n\}_n \) in \( Q \) is then obvious, and the weak one of \( \{\nabla x_n\}_n \) to \( \nabla x \) in \( L^1(Q) \) easily follows from (5.2). Thus, we can conclude that

\[
\liminf_{n \to +\infty} \int_0^T \int_\Omega |\nabla x_n|^2 \zeta \geq \int_0^T \int_\Omega |\nabla x|^2 \zeta, \tag{5.51}
\]

As for the second term, \( w_n \equiv \zeta k(\theta_n) \) and \( v_n \equiv \nabla \frac{1}{\theta_n}, \forall n \in \mathbb{N} \). Since we showed at the beginning of Section 5 that \( \theta_n \to \theta \) almost everywhere in \( \Omega \times (0, T) \), then \( k(\theta_n) \to k(\theta) \) almost everywhere in \( \Omega \times (0, T) \). That implies the almost everywhere convergence of \( \{\zeta k(\theta_n)\}_n \) in \( Q \). On the other hand, convergence relation (5.12) gives us the weak convergence of \( \{\nabla \frac{1}{\theta_n}\}_n \) to \( \nabla \frac{1}{\theta} \) in \( L^1(Q) \). Then, it follows that

\[
\liminf_{n \to +\infty} \int_0^T \int_\Omega k(\theta_n)|\nabla \frac{1}{\theta_n}|^2 \zeta \geq \int_0^T \int_\Omega k(\theta)|\nabla \frac{1}{\theta}|^2 \zeta. \tag{5.52}
\]

At last, assuming that \( \theta_n(\cdot, 0) \) converges properly to \( \theta_0 \), the last term in the second row of (5.50) passes to the desired supremum limit and we recover (3.3). Observe that the inequality sign in (3.8) is due to the application of Ioffe’s Theorem, in particular, to relations (5.51) and (5.52).

5.2.3 **Limit of the “heat” equation**

We consider here the case when \( \frac{5}{3} < \beta < 2 \); under such a condition we can pass to the limit in the “heat” equation exploiting the available additional regularity.

Since the approximate solutions \( (u_n, \lambda_n, \theta_n) \) fulfil (1.3) (actually, its hypothetical approximation) in a sufficiently strong sense, we can test it by \( \xi \in C^\infty(\Omega \times [0, T]) \), and, integrating by parts, we obtain

\[
\int_0^T \int_\Omega Q(\theta_n)\xi + \int_\Omega Q(\theta_n(\cdot, 0))\xi(\cdot, 0) - \int_0^T \int_\Omega Q(\theta_n(\cdot, T))\xi(\cdot, T) + \int_0^T \int_\Omega \theta_n(\lambda_n + \lambda)\Delta x_n \xi + \int_0^T \int_\Omega k(\theta_n)\nabla \frac{1}{\theta_n} \cdot \nabla \xi = 0. \tag{5.53}
\]

Taking the limit in (5.53), using convergence relations (5.39) and (5.38), the first row of (5.53) proves the desired limit, i.e., we recover the first row of (3.3). Next, we consider the second row of (5.53), which is managed by taking advantage of the additional regularity provided by (4.98) and (4.100). Indeed, in order to pass to the limit in the first term we can use (5.40) and (5.41) combined with the first of (5.2). As for the second term, it is sufficient to exploit relation (5.37). Thus, we recover (3.7), which concludes the proof.

6 **A tentative approximation of the strong system**

At least in principle a reasonable approximation strategy could be based on the following steps:

(i) Introducing a regularized version of system (1.1)-(1.3) containing a number of smoothing terms that are supposed to be removed when taking the limit;

(ii) Checking that the regularized system is fully compatible with the a priori estimates performed in the previous part. Namely, the regularizations should be designed in such a way that, if remainder terms appear, they should be somehow tractable;

(iii) Proving (for instance by means of a fixed point argument) existence of a solution to the regularized system, at least locally in time. Such a solution should be smooth enough so that the a-priori estimates performed formally in the previous sections could be justified from the point of view of regularity of test functions. Then, since global estimates are at our disposal, by standard extension argument it would be possible to show that the limit solution attains in fact a global in time character.
We do not discuss here the step (iii), because fixing all details may be so complicated to require a further paper just devoted to that; rather, we sketch the main difficulties related to points (i) and (ii). Actually, in constructing a suitable approximation one should take care of the following two main issues:

(a) In the a-priori estimates both the “heat” (1.3) and the “entropy” (2.8) (or, equivalently (2.9)) form of the equation for the temperature \( \theta \) are used. Hence the approximation scheme should be designed in such a way that solutions satisfy both these relations or, in other words, that it is still possible to “divide” equation (1.3) by \( \theta \) in the regularized setting;

(b) The introduction of regularizing terms should be compatible not only with the basic energy and entropy estimates, which are somehow natural properties corresponding to physical principles, but also with the “key estimates” of Subsection 4.2.1. This is much more difficult for at least two reasons: first, the procedure involves higher order terms; second, it is based on a delicate and somehow “ad-hoc” argument, which may be affected by the occurrence of additional quantities.

On the basis of the above considerations, and in particular of (b), we propose to modify the system by regularizing equations (1.1) and (1.3), but leaving (1.2) unaffected. Indeed, the “key estimates” require time differentiation of (1.2), and such a procedure might no longer be allowed if additional terms are present. This leads us to introduce the following regularization of system (1.1)-(1.3) (recall \( m = a = 1 \)):

\[
\begin{align*}
\partial_t \chi & = \Delta \chi + R_1(\chi), \\
\chi \theta & = -\Delta u - \lambda \theta + f(u), \\
(\mathcal{Q}(\theta))_t + \theta \Delta \chi (\chi + \lambda) + \text{div} \left( k(\theta) \nabla \frac{1}{\theta} \right) + R_2(\theta) & = 0,
\end{align*}
\]

where the regularizing terms \( R_1 \) and \( R_2 \) should be chosen in such a way to be compatible with the constraints outlined above. Moreover, \( R_1 \) and \( R_2 \) should provide sufficient regularity both for implementing a fixed point argument and for making the a-priori estimates fully rigorous. Of course, the regularizing quantities will depend on “small” parameters that will be let tend to 0 in such a way to get a weak (or an entropy) solution in the limit.

Then, in order to understand which may be feasible choices for \( R_1 \) and \( R_2 \), one has to look at the test functions that are used in the estimates. Actually, the choice of \( R_1 \) should take into account that our procedure requires multiplication of (6.1) by \( \lambda \theta \) to get energy conservation and by \( u_t \) (or, equivalently, by \( \Delta \chi \)) in the “key estimates”. Regarding, instead, (6.3), one should take \( R_2 \) in such a way that, dividing that relation by \( \theta \) (as one needs to do to get the entropy equality), no “bad” remainder terms occur.

On account of the above discussion, an effective choice for the regularizing terms could be provided by power-like quantities of the form

\[
R_1 \equiv \varepsilon_1 |\Delta \chi|^{p_1-1} \Delta \chi - \varepsilon_2 |\chi|^{p_2-1} \chi, \quad R_2 \equiv \varepsilon_3 \theta^{p_3} - \varepsilon_4 \frac{1}{\theta^{p_4}},
\]

with positive exponents \( p_i, i = 1, \ldots, 4 \), to be appropriately chosen and positive parameters \( \varepsilon_i, i = 1, \ldots, 4 \), to be let go to 0 (separately or together) in the limit. With these choices system (6.1)-(6.3) takes the explicit form

\[
\begin{align*}
\partial_t \chi & = \Delta \chi + \varepsilon_1 |\Delta \chi|^{p_1-1} \Delta \chi - \varepsilon_2 |\chi|^{p_2-1} \chi, \\
\chi \theta & = -\Delta u - \lambda \theta + f(u), \\
(\mathcal{Q}(\theta))_t + \theta \Delta \chi (\chi + \lambda) + \text{div} \left( k(\theta) \nabla \frac{1}{\theta} \right) + \varepsilon_3 \theta^{p_3} - \varepsilon_4 \frac{1}{\theta^{p_4}} & = 0,
\end{align*}
\]

Note that the power-like regularizations of the temperature provided by \( R_2 \) give more summability both of \( \theta \) and of \( \theta^{-1} \) at the regularized level. Moreover, they keep their monotonicity when (6.1) is divided by \( \theta \) to get the entropy relation, and they do not give rise to “bad” remainder terms (as would happen if one considers, e.g., elliptic regularizations). In addition to that, the additional contributions
one may obtain when performing the “key estimates” (and, in particular, the cross terms depending on both \(\theta\) and \(\chi\)) could in principle be treated in view of the better regularity provided by \(R_1\).

Actually, coming to the choice of \(R_1\), we may notice that, at the energy level, the first summand in \(R_1\) seems to behave badly when it is multiplied by \(\chi\theta\). On the other hand, the “good” information provided by that quantity at the level of “key estimates” (i.e., when relation (6.5) is tested by \(\Delta\chi\)) is of higher order and may permit us to control the remainder term in the energy relation as far as the “energy” and “key” estimates are performed together, rather than separately. This would constitute a somehow relevant difference in the development of the estimates when dealing with this type of regularization. Note also that, in terms of \(\chi\), equation (6.5) is a fully nonlinear elliptic relation and that the summability information on the Laplacian of \(\chi\) provided by the \(p\)-power of \(\Delta\chi\) helps also for the sake of controlling the mixed term in the heat equation (6.7). More precisely, setting \(Z = Z(\theta, \chi) := \theta\Delta\chi(\chi + \lambda)\), we may expect that \(Z\) may be estimated in \(L^p\) for a suitable exponent \(p\).

Hence, setting \(Q = Q(\theta)\) and treating \(Q\) as a new variable, the “heat” equation may be rewritten in the form

\[
Q_t - \Delta(H(Q)) + M(Q) = -Z, \tag{6.8}
\]

where the function \(H\) (depending on \(k\)) and the contribution \(M\) (coming from the regularization \(R_2\)) are readily checked to be monotone in \(Q\). As a consequence, as far as the right hand side is, say, in \(L^2\), an \(L^2\)-regularity theory for (6.8) is available (corresponding to the use of the test function \(H(Q)\)). This would provide good regularity of the temperature at the approximate level. In particular, the resulting information on \(\theta_t\) would be important since one needs to differentiate (6.6) when deriving the “key estimates”.

We omit any further discussion on the approximating scheme, being conscious that fixing all details in a rigorous way would probably involve a notable amount of technical work. We just point out, as a final remark, that most of the additional difficulties involved by the present PDE system (compared with other families of non-isothermal phase-field and Cahn-Hilliard models) arise from the occurrence of the rescaled chemical potential. Indeed, if equations (1.1) and (1.2) are combined into a single relation by eliminating \(\chi\), one faces a very bad term where a Laplacian acts on a product of two variables, i.e. \(\Delta(\theta^{-1}\Delta u)\). The occurrence of this nonlinear quantity (which is even singular with respect to \(\theta\)) is what prevents us from using, for instance, standard approximation arguments like Faedo-Galerkin or time-discretization.
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