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Abstract—Rapid improvements in machine learning over the past decade are beginning to have far-reaching effects. For communications, engineers with limited domain expertise can now use off-the-shelf learning packages to design high-performance systems based on simulations. Prior to the current revolution in machine learning, the majority of communication engineers were quite aware that system parameters (such as filter coefficients) could be learned using stochastic gradient descent. It was not at all clear, however, that more complicated parts of the system architecture could be learned as well.

In this paper, we discuss the application of machine-learning techniques to two communications problems and focus on what can be learned from the resulting systems. We were pleasantly surprised that the observed gains in one example have a simple explanation that only became clear in hindsight. In essence, deep learning discovered a simple and effective strategy that had not been considered earlier.

I. INTRODUCTION

This paper outlines a few applications of machine-learning techniques to communication systems and focuses on what can be learned from the resulting systems. First, we consider the parameterized belief-propagation (BP) decoding of parity-check codes which was introduced by Nachmani et al. in [1]. Then, we study the low-complexity channel inversion known as digital backpropagation (DBP) for optical fiber communications [2].

II. MACHINE LEARNING

Before discussing the two applications in detail in Secs. III and IV, we start in this section by briefly reviewing the standard supervised learning setup for feed-forward neural networks. Afterwards, we highlight a few important aspects when applying machine learning to communications problems.

A. Supervised Learning of Neural Networks

A deep feed-forward NN with \( m \) layers defines a mapping \( y = f(x; \theta) \) where the input vector \( x = x^{(0)} \in \mathcal{X} \) is mapped to the output vector \( y = x^{(m)} \in \mathcal{Y} \) by alternating between affine transformations (defined by \( x^{(i)} = W^{(i)} x^{(i-1)} + b^{(i)} \)) and pointwise nonlinearities (defined by \( x^{(i)} = \phi(x^{(i)}) \)) [3]. This is illustrated in the bottom part of Fig. 3. The parameter vector \( \theta \) encapsulates all elements in the weight matrices \( W^{(1)}, \ldots, W^{(m)} \) and all elements in the bias vectors \( b^{(1)}, \ldots, b^{(m)} \). Common choices for the nonlinearities include \( \phi(z) = \max\{0, z\}, \phi(z) = \tanh(z), \phi(z) = 1/(1 + e^{-z}) \).

In a supervised learning setting, one has a training set \( S = \mathcal{X} \times \mathcal{Y} \) containing a list of desired (\( x, y \)) input–output pairs. Then, training proceeds by minimizing the empirical training loss \( \mathcal{L}_S(\theta) \), where the empirical loss \( \mathcal{L}_A(\theta) \) for a finite set \( A \subset \mathcal{X} \times \mathcal{Y} \) of input–output pairs is defined by

\[
\mathcal{L}_A(\theta) \triangleq \frac{1}{|A|} \sum_{(x, y) \in A} L(f(x; \theta), y)
\]

and \( L(\hat{y}, y) \) is the loss associated with returning the output \( \hat{y} \) when \( y \) is correct. When the training set is large, one typically chooses the parameter vector \( \theta \) using a variant of stochastic gradient descent (SGD). In particular, mini-batch SGD uses the parameter update

\[
\theta_{t+1} = \theta_t - \alpha \nabla \mathcal{L}_{B_t}(\theta_t),
\]

where \( \alpha \) is the step size and \( B_t \subset S \) is the mini-batch used by the \( t \)-th step. Typically, \( B_t \) is chosen to be a random subset of \( S \) with some fixed size (e.g., \( |B_t| = 64 \)) that matches available computational resources (e.g., GPUs).

B. Machine Learning for Communications

Machine learning for communications differs from traditional machine learning in a number of ways.

1) Accurate generative modeling and infinite training data supply: Machine learning is typically applied to fixed-size data sets, which are split into training and test sets. A central problem in this case is the generalization error caused by overfitting the model parameters to peculiarities in the training set. On the other hand, communication theory traditionally assumes that one can accurately simulate and/or model the communication channel. In this case, one can generate an infinite supply of training data with which to learn.

2) Exponential number of classes: For classification tasks, a different type of generalization error is caused by a lack of class diversity in the training set. For classical machine learning applications, there are typically only few classes and the training set contains a sufficient number of training examples per class. On the other hand, for certain communications problems, e.g., decoding error-correcting codes, the number of classes increases exponentially with the problem size. Training unrestricted NNs (even deep ones) with only a subset of classes leads to poor generalization performance [4].
3) Black-box computation graphs vs. domain knowledge: Another consequence of having an accurate channel model is that one can actually implement optimal or close-to-optimal solutions in many cases. In that case, learning can be motivated as a means to reduce complexity because there may exist simple approximations with much lower complexity. Moreover, existing domain knowledge can be used to simplify the learning task. Indeed, for both considered applications in this paper, one actually improves existing algorithms by extensively parameterizing their associated computation graphs, rather than optimizing conventional “black-box” NN architectures.

Our focus is on examining the trained solutions and trying to understand why they work better and solve the problem more efficiently than the hand-tuned algorithms they are based on.

III. OPTIMIZED BP DECODING OF CODES

Recently, Nachmani, Be’ery, and Burstein proposed a weighted BP (WBP) decoder with different weights (or scale factors) for each edge in the Tanner graph [1]. These weights are then optimized empirically using tools and software from deep learning. One of the main advantages of this approach is that the decoder automatically respects both code and channel symmetry and requires many fewer training patterns to learn. Their results show that this approach provides moderate gains over standard BP when applied to the parity-check matrices of BCH codes. A more comprehensive treatment of this idea can be found in [5]. In addition, there are other less-restrictive NN decoders that also take advantage of code and channel symmetry [6], [7].

While the performance gains of WBP decoding are worth investigating, the additional complexity of storing and applying one weight per edge is significant. In our experiments, we also consider simple scaling models that share weights to further reduce the storage and computational burden. In these models, three scalar parameters are used for each iteration: the message scaling, the channel scaling, and the damping factor. They can also be shared for all iterations.

A. Weighted Belief-Propagation Decoding

Consider an \( [N, K] \) linear code \( C \) defined by an \( M \times N \) parity-check matrix \( H \). Given any parity-check matrix \( H \), one can construct a bipartite Tanner graph \( G = (V, C, E) \), where \( V \triangleq [N] \) and \( C \triangleq [M] \) are sets of variable nodes (i.e., code symbols) and check nodes (i.e., parity constraints). The edges, \( E = \{(v, c) \in V \times C \mid H_{cv} \neq 0\} \), connect all parity checks to the variables involved in them. By convention, the boundary symbol \( \partial \) denotes the neighborhood operator defined by

\[
\partial v \triangleq \{ c \mid (v, c) \in E \}, \quad \partial c \triangleq \{ v \mid (v, c) \in E \}.
\]

The log-likelihood ratio (LLR) is the standard message representation for BP decoding of binary variables. The initial channel LLR for variable node \( v \in V \) is defined by

\[
\ell_v \triangleq \log \frac{\Pr(y_v \mid x_v = 0)}{\Pr(y_v \mid x_v = 1)},
\]

where \( y_v \) is the \( v \)-th symbol in the channel output sequence, and \( x_v \) is the corresponding bit in the transmitted codeword.

WBP is an iterative algorithm that passes messages along the edges of the Tanner graph \( G \). During the \( t \)-th iteration, a pair of messages \( \lambda^{(t)}_{c \rightarrow v} \) and \( \lambda^{(t)}_{v \rightarrow c} \) are passed in each direction along the edge \( (v, c) \). This occurs in two steps: the check-to-variable step updates messages \( \lambda^{(t)}_{c \rightarrow v} \triangleq \{ \lambda_{c \rightarrow v}^{(t)} \}_{(v,c) \in E} \) and variable-to-check step updates messages \( \lambda^{(t)}_{v \rightarrow c} \triangleq \{ \lambda_{v \rightarrow c}^{(t)} \}_{(v,c) \in E} \). In the variable-to-variable step, the pre-update rule is

\[
\lambda_{v \rightarrow c}^{(t)} = w_v^{(t)} \ell_v + \sum_{c' \in \partial v \setminus c} w_{v,c'}^{(t-1)} \lambda_{c' \rightarrow v}^{(t-1)},
\]

where \( w_v^{(t)} \) is the weight assigned to the edge \( (v, c) \) and \( w_{v,c}^{(t)} \) is the weight assigned to the channel LLR \( \ell_v \). In the check-to-variable step, the pre-update rule is

\[
\lambda_{c \rightarrow v}^{(t)} = 2 \tanh^{-1} \left( \prod_{v' \in \partial c \setminus v} \tanh \left( \frac{\lambda_{v' \rightarrow c}^{(t)}}{2} \right) \right).
\]

To avoid numerical issues, the absolute value of \( \lambda_{c \rightarrow v}^{(t)} \) is clipped, if it is larger than some fixed value (e.g., 15).

To mitigate oscillation and enhance convergence, we also use a damping coefficient \( \gamma \in [0, 1] \) to complete the message updates [8]. We note that this method of improving performance was not considered in [1]. In particular, the final BP messages at iteration \( t \) are computed using a convex combination of the previous value and the pre-update value:

\[
\lambda_{c \rightarrow v}^{(t)} = (1 - \gamma) \lambda_{c \rightarrow v}^{(t-1)} + \gamma \lambda_{c \rightarrow v}^{(t)},
\]

\[
\lambda_{v \rightarrow c}^{(t)} = (1 - \gamma) \lambda_{v \rightarrow c}^{(t-1)} + \gamma \lambda_{v \rightarrow c}^{(t)}.
\]

For the marginalization step, the sigmoid function \( \sigma(x) \equiv \frac{1}{1 + e^{-x}} \) is used to map the output LLR to an estimate of the probability that \( x_v = 0 \) defined by

\[
\sigma_{v}^{(t)} = \sigma \left( w_v^{(t)} \ell_v + \sum_{c' \in \partial v \setminus c} w_{v,c'}^{(t)} \lambda_{c' \rightarrow v}^{(t)} \right).
\]

Setting all weights to 1 and \( \gamma = 1 \) recovers standard BP.

B. From WBP to Optimized WBP

Any iterative algorithm, such as WBP decoding, can be “unrolled” to give a feed-forward architecture that has the same output for some fixed number of iterations [9]. Moreover, the sections in the feed-forward architecture are not required to be identical. This increases the number “trainable” parameters that can be optimized.

It is well-known that BP performs exact marginalization when the Tanner graph is a tree, but good codes typically have loopy Tanner graph with short cycles. To improve the BP performance on short high-density parity-check (HDPC) codes, one can optimize the weights \( w_{v,c} \) and \( w_v \) in all iterations [1]. The damping coefficient \( \gamma \) can also be optimized.

For supervised classification problems, one typically uses the cross-entropy loss function, and this loss function has also been proposed for the optimized WBP decoding problem [1]. However, our experiments show that minimizing this loss may...
not actually minimize the bit error rate. Instead, we use the modified loss function

$$L_s(o^{(T)}, x) \triangleq \frac{1}{N} \sum_{v=1}^{N} \left[ 1 + \left( \frac{o_v^{(T)}}{1 - o_v^{(T)}} \right)^{1 - 2x_v} \right]^{-1},$$

(7)

where $T$ is the total number of iterations. More details about the modified loss can be found in [10]. Our experiments also show that the optimization behaves better with the multi-loss approach proposed by [1]. Thus, the results in this paper are based on optimizing the modified multi-loss function

$$L(\{o^{(t)}\}_{t=1}^{T}, x) \triangleq \frac{1}{T} \sum_{t=1}^{T} L_s(o^{(t)}, x).$$

(8)

The optimization complexity depends on the number of iterations and how the parameters are shared. For example, one can share the weights temporally (across decoding iterations) and/or spatially (across edges):

- If the weights are shared temporally, i.e.,

$$w_v^{(t)} \equiv w_v, \quad w_v^{(t)} \equiv w_v^{(t)} \forall t,$$

one obtains a recursive NN (RNN) structure.

- If the weights are shared spatially, i.e.,

$$w_v^{(t)} \equiv w_v^{(t)} \forall t, \quad w_v^{(t)} \equiv w_v^{(t)} \forall v, c \in E,$$

then there are only two scalar parameters per iteration: one for the channel LLR and one for the BP messages. Compared to the fully weighted (FW) decoder, we call this the simple scaled (SS) decoder.

- Sharing weights both temporally and spatially results in only two weight parameters, $w_{ch}$ and $w_{msg}$.

C. Random Redundant Decoding (RRD)

A straightforward way to improve BP decoding for HDPC codes is to use redundant parity checks (e.g., by adding dual codewords as rows to the parity-check matrix) [11]. In general, however, the complexity of BP decoding scales linearly with the number of rows in the parity-check matrix.

Another approach is to spread these different parity checks over time, i.e., by using different parity-check matrices in each iteration [12]–[14]. This can be implemented efficiently by exploiting the code’s automorphism group and reordering the code bits after each iteration in a way that effectively uses many different parity-check matrices but stores only one.

In [5], optimized weighted RRD decoders are constructed by cascading several WBP blocks and reordering the code bits after each WBP block. In this work, we also consider optimized RRD decoding based on their approach. But, the input to $(\tau + 1)$-th learned BP block is modified to be a convex combination between the initial channel LLRs and the output of the $\tau$-th learned BP. This procedure is similar to damping and the mixing coefficient $\beta$ is also learned.

For RRD decoding, choosing a good parity-check matrix is crucial because the code automorphisms permute the variable nodes without changing the structure of the Tanner graph. In general, good Tanner graphs have fewer short cycles and can be constructed with heuristic cycle-reduction algorithms [12].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.pdf}
\caption{BER results for the BCH(63, 36) code. Curves are labeled to indicate whether the parity-check matrix is standard (Std) or cycle reduced (CR), whether damping (D) is used, and also to show the decoder style (BP/RNN-FW).}
\end{figure}

D. Experiments and Results

The various feed-forward decoding architectures in this paper are implemented in the PyTorch framework and optimized using the RMSProp optimizer. The number of decoding iterations is set to $T = 20$. For the RRD algorithm, the code bits are permuted after every second decoding iteration and optimized (iteration-independent) mixing and damping coefficients are used. The decoder architectures are trained using transmit-receive pairs for the binary-input AWGN channel where the $E_b/N_0$ SNR parameters is chosen uniformly between 1 dB and 6 dB for each training pair. To avoid numerical issues, the gradient clipping threshold is set to 0.1 and the LLR clipping threshold is 15. We define each epoch to be 1000 mini-batches and each mini-batch to be 100 transmit-receive pairs. All decoders are trained for 20 epochs and optimized using the multi-loss function (8).

In Fig. 1, we show the performance curves achieved by the optimized decoders for the BCH(63, 36) code. For the standard parity-check matrix without RRD, the standard BP decoder with damping (Std-D-BP) performs very similarly to the FW optimized decoder (Std-D-RNN-FW). Similarly, for the cycle-reduced parity-check matrix, damping (CR-D-BP) achieves essentially the same gain as the fully-weighted model (CR-S-RNN-FW). Thus, the dominant effects are fully explained by using damping and cycle-reduced parity-check matrices.

For a similar complexity, the RRD algorithm achieves better results. This is true both for standard BP (CR-RRD-BP) with optimized mixing and damping and for optimized weights (CR-RRD-RNN-SS) in the simple-scaling model. However, the fully-weighted model (CR-RRD-RNN-FW) does not provide significant gains over simple scaling. Also, RRD results are shown only for cycle-reduced matrices because they perform much better.
A. Signal Propagation and Digital Backpropagation

Fiber-optic communication links carry virtually all intercontinental data traffic and are often referred to as the Internet backbone. We consider a simple point-to-point scenario, where a signal with complex baseband representation \( x(t) \) is launched into an optical fiber as illustrated in Fig. 2. The signal evolution is implicitly described by the nonlinear Schrödinger equation (NLSE) which captures dispersive and nonlinear propagation impairments [15, p. 40]. After distance \( z = L \), the received signal \( y(t) \) is low-pass filtered and sampled at \( t = kT \) to give the samples \( \{y_k\}_{k \in \mathbb{Z}} \).

In the absence of noise, the NLSE is invertible and the transmitted signal can be recovered by solving the NLSE in the reverse propagation direction. This approach is referred to as digital backpropagation (DBP) in the literature. DBP requires a numerical method to solve the NLSE and a widely studied method is the split-step Fourier method (SSFM). The SSFM conceptually divides the fiber into \( M \) segments of length \( \delta = L/M \) and it is assumed that for sufficiently small \( \delta \), the dispersive and nonlinear effects act independently. A block diagram of the SSFM for DBP is shown in the top part of Fig. 3, where \( y = (y_1, \ldots, y_n)^\top \). In particular, one alternates between a linear operator \( A_\delta \) and the element-wise application of a nonlinear phase-shift function \( \sigma_\delta(x) = xe^{-\gamma|\delta|^{2}} \).

Assuming a sufficiently high sampling rate, the obtained vector \( z \) converges to a sampled version of \( x(t) \) as \( M \to \infty \). By comparing the two computation graphs in Fig. 3, one can see that the SSFM has a naturally layered or hierarchical Markov structure, similar to a deep feed-forward NN.

B. Parameter-Efficient Learned Digital Backpropagation

A major issue with DBP is the large computational burden associated with a real-time implementation. Despite significant efforts to reduce complexity (see, e.g., [2], [16], [17]), DBP based on the SSFM is not used in any current optical system that we know. Instead, only linear equalizers are employed. Their implementation already poses a significant challenge; with data rates exceeding 100 Gbit/s, linear equalization of chromatic dispersion is typically one of the most power-hungry receiver blocks [18].

Note that the linear propagation operator \( A_\delta \) in the SSFM is a dense matrix. On the other hand, deep NNs are typically designed to have very sparse weight matrices in most of the layers to achieve computational efficiency. Sparsification of \( A_\delta \) can be achieved by switching from a frequency-domain to a time-domain filtering approach using finite-impulse response (FIR) filters. The main challenge in that case is to find short FIR filters in each SSFM step that approximate well the ideal chromatic dispersion all-pass frequency response. In previous work, the general approach is to design either a single filter or filter pair and use is repeatedly in each step [2], [19]–[21]. However, this typically leads to poor parameter efficiency (i.e., it requires relatively long filters) because truncation errors pile up coherently. We have shown in [22], [23] that this truncation error problem can be controlled effectively by performing a joint optimization of all filter coefficients in the entire DBP algorithm. In particular, the computation graph of the SSFM is optimized via SGD by simply interpreting all matrices \( A_\delta \) as tunable parameters corresponding to the FIR filters, similar to the weight matrices in a deep NN. The nonlinearities are left unchanged, i.e., they correspond to the nonlinear phase-shift functions in the original SSFM and not to a traditional NN activation function. The resulting method is referred to as learned DBP (LDBP).

C. Optimization Results

In Fig. 4, we compare the equalizer accuracy in terms of the effective SNR of LDBP to the conventional approach of designing a single FIR filter (either via least-squares fitting or frequency-domain sampling) and then using it repeatedly in the SSFM. LDBP requires significantly fewer total filter taps (indicated in brackets) to achieve similar or better peak accuracy. The obtained FIR filters are as short as 5 or 3 (symmetric) taps per step, leading to very simple and efficient hardware implementation. This is confirmed by recent ASIC synthesis results which show that the power consumption of LDBP becomes comparable to linear equalization [24]. LDBP can also be extended to subband processing to enable low-complexity DBP for multi-channel or other wideband transmission scenarios [25].
At first glance, the obtained results in Fig. 4 may be somewhat counterintuitive. Indeed, after examining the optimized individual (per-step) filter responses in LDBP, we found that they are generally worse approximations to the ideal chromatic dispersion frequency response compared to filters obtained by least-squares fitting or other methods. However, the combined response of neighboring filters and also the overall response is better compared to the conventional strategy of using the same filter in each dispersion compensation stage. In fact, using the same filter many times in series magnifies any weakness. By using different filters at each stage, the problem is avoided and shorter filters can achieve the same performance.

V. CONCLUSION

Recent progress in machine learning and off-the-shelf learning packages have made it tractable to add many parameters to existing communication algorithms and optimize. In this paper, we have reviewed this approach with the help of two applications.

For the decoding application, our experiments support the observations in [1], [5] that optimizing parameterized BP decoders can provide meaningful gains. In addition, we observed that many fewer parameters (e.g., damping alone) may be sufficient to achieve very similar gains. Thus, for this general approach, it can be fruitful to also minimize the parameterization necessary to achieve the same gain [10].

For the digital backpropagation application, we were pleasantly surprised that, after analyzing the learned solution, we were able to understand why it worked so well. In essence, deep learning discovered a simple and effective strategy that had not been considered earlier.
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