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Abstract—This paper presents a novel multi-robot coverage path planning (CPP) algorithm - aka SCoPP - that provides a time-efficient solution, with workload balanced plans for each robot in a multi-robot system, based on their initial states. This algorithm accounts for discontinuities (e.g., no-fly zones) in a specified area of interest, and provides an optimized ordered list of way-points per robot using a discrete, computationally efficient, nearest neighbor path planning algorithm. This algorithm involves five main stages, which include the transformation of the user’s input as a set of vertices in geographical coordinates, discretization, load-balanced partitioning, auctioning of conflict cells in a discretized space, and a path planning procedure. To evaluate the effectiveness of the primary algorithm, a multi-unmanned aerial vehicle (UAV) post-flood assessment application is considered, and the performance of the algorithm is tested on three test maps of varying sizes. Additionally, our method is compared with a state-of-the-art method created by Guasella et al. Further analyses on scalability and computational time of SCoPP are conducted. The results show that SCoPP is superior in terms of mission completion time; its computing time is found to be under 2 mins for a large map covered by a 150-robot team, thereby demonstrating its computationally scalability.

I. INTRODUCTION

Coverage path planning (CPP) plays a crucial role in applications such as search and rescue [1], disaster response [2], environmental monitoring [3], [4], and precision agriculture [5]. These applications may include large areas, and require that the designated area be scanned as quickly as possible to minimize the total time taken to locate the target, or capture as much data as possible from an area of interest (AoI) for further action (such as rescue). For applications such as post-disaster assessment and border control, it is essential to have fast and immediate solutions. Typical solutions to the proposed coverage path planning problem can be obtained through the use of available resources such as satellite imagery due to its low cost and readily accessible information. However, satellite imagery is limited in its spatial and temporal capabilities [6], drastically reducing its ability to provide data at any given time. An alternative solution is utilizing Unmanned Aerial Vehicles (UAVs) due to their accessibility and low-cost. While single-robot solutions [7] have been proposed to tackle coverage problems, swarm or multi-UAV systems have seen much usage in tasks akin to coverage path planning [8]–[10], where a quick solution for a given area is needed. A multi-robot solution typically provides greatly flexibility as well as adaptability to scenarios that are dynamic and spontaneous, such as post-disaster scenarios.

In this paper, we propose a novel multi-robot coverage path planning algorithm with a tractable computational time suitable for planning for a large number of robots over a non-convex area with no-fly zones. This algorithm provides a set of plans for robots that complete coverage path planning with minimal required time. The applicability of the proposed method is tested on a simulated UAV swarm performing a post-disaster assessment. The remainder of this section briefly surveys the literature on multi-robot coverage path planning and area monitoring, and summarizes the contributions of this paper.

The primary contribution of this paper is a novel multi-robot coverage path planning algorithm with the following characteristics: (i) a minimized completion time by providing a balanced work load for each robot, (ii) the area of interest can be non-convex with no-fly zones, (iii) computationally amenable for coverage path planning for a large number of robots, and (iv) robots can start with different initial states or different starting point (mission with 2 or more dispatchers). For this purpose, we use an iterative clustering of a discretized space to partition a given area into sections to be assigned to each robot of the swarm. This partitioning method accounts for "no-fly" zones, as well as the robots states, which ensures a more even workload distribution amongst the robots, to provide a lower total time required to complete each mission. A nearest neighbor (NN) path planning algorithm is then used to reorder the list of cells assigned to each robot to optimize the path taken for each robot, in a computationally efficient manner. The algorithm proves to be scalable to hundreds of robots and large areas with a linear trend in computation time with respect to the number of robots. The secondary contribution involves testing the proposed algorithm for a post-disaster visual assessment problem by considering the current capabilities of existing unmanned aerial vehicles available on the market, as well as physical limitations due to the required image.
resolution, and the existing Federal Aviation Administration (FAA) regulations.

The remainder of this paper is organized as follows: The next section summarizes the existing literature for the coverage path planning and area surveillance for multi-robot systems. Section III presents our multi-robot coverage path planning algorithm. In section IV a multi-UAV post-flood assessment problem is presented and a set of design experiments that is used to evaluate the performance of our proposed algorithm. In section V the results from the initial testing of the algorithm, as well as the case study with the given initial conditions, optimality, and viability of the algorithm as it applies to the coverage path planning problem are reviewed and evaluated. In section VI the major findings as a result of creating and testing the algorithm are restated, and possible future developments that can be pursued to make the algorithm more optimal, or account for more scenarios are presented.

II. RELATED WORK

Several solutions using cellular decomposition methods have been proposed to solve the coverage path planning problem [11]–[13]. These approaches focus on decomposing the area of interest into several partitions based on a predefined rule set, and assigning these to a set of robots. After the robots have been assigned their areas, they patrol it with a back-and-forth sweeping maneuver traveling across their area until all of it has been traversed. While efforts have been made to reduce the number of turns during the final survey maneuver [11], or add the ability to account for discontinuities in the environment [13], these solutions do not aim to minimize the total time taken to completely survey a given area. Additionally, some solutions are tailored for optimizing specific characteristics such as energy consumption [14]–[16] or connectivity [17], but do not aim to reduce the total completion time of the mission. Similarly, while some solutions are intended for reconstruction of, or use in 3D environments [18], [19], the method proposed here focuses on minimizing mission time in 2D environments.

Vehicle model selection is also crucial to the performance of the team of robots. Ahmadzadeh et al. [20] proposed a method to coordinate a team of fixed-wing robots to monitor an area of interest. The main limiting factor for this work is the dependency on a fixed-wing aerial vehicle model. Consequently, the paths of each robot are restricted to a smaller allowable set of movements. Additionally, consideration for balancing the workload between the robots is not considered, resulting in an uneven distribution of workload across the swarm, leading to an increase in the overall time required to complete the mission.

Other methods, such as [21]–[24], provide solutions to a similar application - persistent monitoring. While persistent monitoring is similar, it generally aims to create routes for robots which will be repeated constantly. With this objective in mind, the areas assigned to each robot are often similar in size, and the travel distance from the initial launch site is not accounted for during assignment. Ultimately, these methods cannot be utilized as viable solutions to the time sensitive coverage problem proposed here, as a lack of attention to the initial states of the robots will result in an uneven distribution of the workload and subsequent increase in total time taken to complete the surveillance.

Common safety practices have also been implemented as the growth of popularity in UAV usage has surged. New practices such as geofencing, which designate specific "no-fly" zones to restrict aerial vehicles from causing unintended damage to nearby objects and humans [25] have been implemented. Previous task planning and coverage methods such as [20], [26], [27] do not present the ability to account for such discontinuities in the environment.

III. SCALABLE COVERAGE PATH PLANNING ALGORITHM

Our proposed algorithm - Scalable Coverage Path Planning (SCoPP) – is a scalable method, presenting computational efficiencies that is tractable for a large number of robots and/or a large map environment. The method is also designed to provide a load-balanced path plan to minimize the total mission completion time, and works best with multi-rotor type aerial vehicles due to the way in which these paths are constructed. The algorithm takes a user-specified number of robots and boundary points specifying the area which needs to be monitored in geographical coordinates, and returns a time optimal list of way-points for each robot. The algorithm proposed here aims to minimize time required to monitor the whole area of interest, which we refer to as the completion time. To accomplish this, expenditures from travelling during the course of each robot’s path is taken into account during the allocation of area per robot. For each robot, this includes the cost of travelling from its initial state to its first position in the area it was assigned, as well as the cost of scouting its assigned area. The battery life of each robot is assumed to be sufficient to complete the mission without the need to recharge or swap the battery. The problem is formulated as a min-max problem aimed at minimizing the worst completion time across all robots; i.e., \( f = \min_r \max_r (t_r) \), where \( t_r \) describes the total time taken to complete the mission for each robot, \( r \in \mathcal{R} = [1..N_r] \), and \( N_r \) is the total number of robots.

Our approach to solve this problem is to perform iterative clustering to create partitions of equal mass from the area of interest after discretization of said area. For simplicity, we assume that the robots maintain constant velocity throughout the duration of their mission \( \left(t_r = \sum_{k=1}^{n_r} d_k \right) \). Here, \( n_r \) is the total number of cells assigned to each robot, \( d_k \) is the distance between each subsequent cell robot \( r \) must visit in their assigned list of way-points, and \( v \) is the robots’ velocity, which is assumed to be constant throughout its mission. Finally, the total surveyed area of the \( r^{th} \) robot \( \mathcal{A}_r \) is computed by \( \mathcal{A}_r = n_r (W_k)^2 \), where \( W_k \) is the width of each square cell. The width of the cells is calculated as \( W_k = 2h \tan \left( \frac{\pi}{4} \right) \). Here, \( h \) is the height above ground at which the robots will fly, and \( P \) is the downward field of view (FoV) of the robot’s onboard camera system. This dependency on the robot’s FoV results in square cell sizes,
where the width of the cells is a function of the robot’s altitude and FoV. With this formulation of the width, we can assume each cell will be surveyed when a robot reaches the center of the cell.

As shown in Fig. 1, the overall algorithm involves five major steps: **Step 1 - Area Selection:** The user provides the algorithm with the number of robots available, their initial positions, and a series of points in geographical coordinates (latitude, longitude) which designate the vertices of the polygon bounding the area of interest. **Step 2 - Discretization:** The algorithm converts this polygon into a pseudo-discrete space, where the perimeter of each cell in the grid space is defined as a series of evenly spaced points. **Step 3 - Area Partitioning:** The points are then grouped with the help of Lloyd’s algorithm - an iterative voronoi-based clustering method, where each point is temporarily assigned to a cluster representing a robot - regardless of their parent cell. **Step 4 - Auctioning of Conflict Cells:** The previous step results in various "conflicted cells" which do not belong solely to one cluster. These conflicted cells are auctioned off using a bias factor based on the distance between the robots’ initial position and their closest currently assigned cell, leading to a more evenly distributed workload amongst the robots. **Step 5 - Path Planning:** The final step, "Path Planning", takes the cells and initial positions assigned to each robot, and creates an time-optimal list of waypoints for the robot to traverse during its mission.

**A. Step 1: User Input**

The user need only provide the algorithm with the number of robots available, their initial positions, and a series of points in geographical coordinates (latitude, longitude) which designate the vertices of the polygon bounding the area of interest. This information is transformed into a Cartesian coordinate space with a unit vector equivalent to one meter using the Haversine formula below:

\[ a = \sin^2(\Delta\phi/2) + \cos \phi_1 \cos(\phi_2) \sin^2(\Delta\lambda/2) \]  
\[ d = 2 \ R \ \text{arc} \tan\left(\sqrt{a}, \sqrt{1 - a}\right) \]

where \( \phi \) is latitude, \( \lambda \) is longitude, \( R \) is earth’s radius (mean radius = 6,371km), and \( d \) is the distance between the two geographical points.

**B. Step 2: Mission Area Discretization**

The robot state information provided by the user is converted from geographical coordinates, to an absolute and continuous coordinate system, where the unit vector is equivalent to one meter. The continuous polygon describing the area of interest is converted into a pseudo-discretized grid space, where the perimeter of each cell in the grid space is defined as a series of evenly spaced points, and each cell represents a square area to be ultimately assigned to one robot. The cells are of equal width, and their size is determined by calculating the amount of area which can be seen by an robot at an instant in time, which can found using the equation to compute \( W_k \) from earlier. The FoV of the robots essentially determines the cell width, as this is the maximum amount of area each robot will be able to view once positioned in the center of a cell at the specified operating height.

**C. Step 3: Load-Balanced Initial Partitioning**

Clustering is used to create \( N_r \) clusters, where the \( x \) and \( y \) coordinates of each point in space are used as the only features, using an iteratively updating centroid based on Lloyd’s algorithm [28], with the goal of generating clusters of equal mass, from the points in the grid space.

\[ \min \sum_{x \in X} ||f(C, x) - x||^2 \]

This equation (Eq. (3)) describes the objective function of the variation of Lloyd’s algorithm used here. \( f(C, x) \) returns the nearest cluster center \( c \in C \) to \( x \) using Euclidean distance. The number of clusters, \( N_r \) is equal to the number of robots,
the convergence tolerance is equal to the cell width, \( W_k \) divided by eight, and the maximum number of iterations for the clustering method is set to ten. The resulting clusters are equally sized, and resemble areas created via Voronoi Tessellation with equally sized regions.

D. Step 4: Auctioning of Conflict Cells

The continuity of the tessellation boundaries results in cells whose perimeter points belong to more than one cluster group along the boundary regions. Using the states of the robots, these conflicting cells are auctioned off between the robots to balance the work load among them. The algorithm calculates the minimum distance from the closest cell in it’s assigned area and uses this to add a state bias factor per robot, which is scaled according to this distance. The calculation of this factor is expressed in Eq. (4). The robots’ parameters such as FoV, operational height, and velocity are used to approximate the time required for each robot to complete surveillance of its assigned area. Algorithm 1 illustrates the flow of this process. The end result is \( N \) lists containing the locations of cells assigned to each robot.

\[
d_B(r) = d_0(r) \times B
\]  

(4)

This equation describes the distance bias, \( d_B(r) \), added to each robot’s workload total when auctioning off conflicting cells. The resulting workload for each robot is evaluated when redistributing conflicting cells. Here, \( d_0(r) \) is the distance robot \( r \) must travel to arrive at its first cell from its initial position, and \( B \) is a heuristic bias factor which determines the level of influence \( d_0(r) \) has on workload redistribution. More specifically, increasing \( B \) decreases the amount of workload assigned to robots with higher initial travel distances. For the experiments in this paper, a setting of \( B = 0.5 \) was observed to provide adequate performance.

E. Step 5: Path Planning

Once the robots’ areas have been assigned, each list of cells assigned to the robots is reordered into a list of optimal way-points which minimizes the energy consumption of the given robot when completing its assigned set of cells. The planning problem here is modelled as a nearest neighbor planning problem. For each iteration of the path planning algorithm, the cell nearest to the robot’s current, or \( i^{th} \), cell position is found using the KD-tree algorithm. This nearest cell is then added to the optimal way-point list, while the \( i^{th} \) cell is removed from the list of possible nearest neighbors. The algorithm iterates in this manner until the list of cells which need to be visited is empty, resulting in a list of optimal way-points for the robot. This algorithm is illustrated in Alg. 2. Finally, the waypoints are transformed back into geographical coordinates using several matrix transformations with the following equation.

\[
P_g = P_e C^{-1} G
\]  

(5)

Here, \( P_g \) is the point(s) to be transformed to the geographical plane, conversely, \( P_e \) is the point(s) to be transformed from geographical plane. \( C \) is the Cartesian transformation matrix, and \( G \) is a vector containing information about the bounds in geographical coordinates.

IV. Case Study: Multi-UAV Post-Flood Assessment

In this section, We demonstrate the utility of our SCoPP algorithm on post-flood assessment performed by multiple UAVs. Aerial imagery can assist in flood disaster response efforts, as they contain crucial, recent spatial information of the area [30], [31]. Flood disaster situations are difficult to traverse, require knowledge of the environment as quickly as possible, and may include areas who’s information can not, or may not need to be collected - making this an ideal test case for our multi-robot coverage path planning algorithm. Below we provide a detailed explanation of the design of experiments, as well as the simulation and algorithm settings.

Algorithm 1: Resolution of Conflict Cells

| Result: Unique list of cells per robot |
|---------------------------------------|
| C = Conflicting cell list ; |
| for Cell in C do |
| Lowest cell count = inf |
| Lowest cell count robot = None |
| for Robot in Swarm do |
| if Robot’s cell count + Robot Bias \( d_B(r) \) < |
| Lowest cell count then |
| Lowest cell count = Robot’s cell count |
| Lowest cell count robot = Robot |
| else |
| continue |
| Add Cell to Lowest cell count robot’s cell list |

Algorithm 2: Discrete Path Planning

| Result: Optimized list of way-points per robot |
|-----------------------------------------------|
| for Robot, Cells do |
| Position = Robot initial position |
| Tasklist = Robot cells |
| Optimalpath = list |
| while Length(Tasklist) > 1 do |
| Add Position to Optimalpath |
| Run NN on Task list |
| NN = NN(Position) |
| Remove Position from Tasklist |
| Position = NN |
| Add Tasklist to Cells |
A. Design of Experiments

Selection of Geography: The city of Lafayette, Louisiana was chosen for this test given the area’s track record of severe floods. A publicly available FEMA flood map (shown in Figure 2) was used to identify the highest risk areas for flooding. Three areas in Lafayette, Louisiana were chosen to represent medium (1.012 km$^2$) and large (3.436 km$^2$) flood areas to validate the effectiveness of the algorithm at varying map sizes.

UAV Characteristics: The Federal Aviation Administration (FAA) states that the maximum allowable altitude for a small unmanned aircraft is 400 feet (121.92 meters) above the ground, higher if your drone remains within 400 feet of a structure. Additionally, the maximum allowable speed for the same aircraft is 100 mph (44.704 m/s). Based on these limitations, and commercially available unmanned aircraft specifications, we set the lower and upper bounds of the average speed at 2 m/s and 10 m/s, respectively. Similarly, based on these sources, we choose the lower bound for operating height to be 25 meters. However, due to the limitations of the cameras capturing data, the upper bound for the operating height is chosen to be 100 meters, based on the minimum height required to identify humans, according to industry standard Detection, Recognition, and Identification (DRI) ratings and requirements [32]. As the height of the camera increases with the aerial vehicle, it can cover larger area. However, this is at the expense of a loss in detail as less pixels in the image are used to illustrate an area. The minimum image size required to recognize a human is 13 by 5 pixels [32]. Using this information, and a (FoV) calculator, we can find the maximum height a camera could be used for an aerial victim search application. A dual camera system, with capability of capturing both thermal and RGB images, is assumed. Thermal image resolution is typically lower with capability of capturing both thermal and RGB images, and is the limiting factor in obtaining valid optical imagery. For this study, we assume a maximum resolution of $640 \times 512$ with a focal length of 35 millimeters and a FoV of $18 \times 14$ degrees.

B. Simulation and Algorithm Settings

We implemented SCoPP\(^1\) in Python using the sci-kit [33] library for iterative clustering, and mlrose [34] and networkx [35] libraries for graph operations. All simulations were run on a desktop with Intel i7 CPU with 4 cores at 4 GHz and 32GB RAM. The settings of SCoPP are set as follows. Initial Partitioning: The number of clusters is set to be equal to the number of robots. The tolerance criteria has been set to one eighth the width of the cell (i.e., $W_k/8$). Path Planning: The KD-tree setting was used due to its computational efficiency in comparison with brute force at larger sample sizes, $N$, with dimension, $D = 2$. Brute force scales as $O(DN^2)$ while KD-tree scales as $O(DN\log(N))$ or better [33]. For larger map sizes, fewer robots, and/or smaller cell sizes, $N$ can grow to well within the hundreds. Since

---

\(^1\)The source code is now publicly available at [https://github.com/adamslab-ub/SCoPP](https://github.com/adamslab-ub/SCoPP)
observations from Fig. 4 can be summarized as follows: i) Discretization (Step 2), ii) Partitioning (Step 3), iii) Conflict Resolution (Step 4), and iv) Path Planning (Step 5). The main outcomes from Fig. 4 can be summarized as follows:

1) Conflict Resolution is the least expensive step and remains the same value for both 5- and 20-robot cases.
2) The computing time of Partitioning increases linearly with the number of robots. This is expected since the average computational complexity of Lloyd’s algorithm is linear, its worst-case is super-polynomial.
3) The computing time of the Discretization step is remains approximately the same. This is due to this fact that the number of robots is invariant to discretization.
4) Path Planning forms the major cost of the 5-robot case and it decreases ~68% for the 20-robot case. The computational complexity of path planning is proportional to the number of nodes (here cells) for each partition (i.e., $n \log^2 n$, where $n$ is the number of nodes). With smaller swarm size, each partition is larger and contains more cells to be visited by a robot.

The above observations and Fig. 3 show that there is a sweet spot that minimizes the overall computing time of SCoPP: here, the sweet spot occurs at $N_r = 20$. For larger swarm size, the computing time of path planning decreases, the computing time of conflict resolution and discretization remains approximately the same, but the computing time of partitioning keeps growing. It can be concluded that the partitioning step is the main bottleneck for the scalability, in terms of increasing swarm size, of SCoPP.

Increasing the size of the area of interest is another key factor that impacts the computing time of all four steps of SCoPP. Figure 4 illustrates that the overall computing time of SCoPP on the large map (3.44 km$^2$) can be anywhere from 24.67% to 63.56% higher in comparison with the medium map (1.01 km$^2$).

VI. CONCLUSION

This study provided a novel multi-robot coverage path planning algorithm (SCoPP) for optimizing the load balance between robots by taking into account their initial states, while minimizing the completion time for monitoring non-convex areas. The method uses an iterative clustering algorithm to create zones for each robot over a continuous space while accounting for geofenced zones and the robots’ initial states to balance the load each robot undertakes. The SCoPP method is observed to reduce the mission completion time by an average of 94.53% in comparison with a recent state-of-the-art method. With regards to scalability, the results show a promising linear relationship between computing time and team size, e.g., the computing time merely doubles when team size increases 6-fold on the medium map. This makes SCoPP uniquely useful for large swarm-robotic or multi-UAV applications. We also show that SCoPP is highly scalable w.r.t. the map area to be covered, e.g., the computing time increased by only 63.56% when going from the medium map (1.01 km$^2$) to the large map (3.44 km$^2$).

The proposed algorithm currently applies to homogeneous swarms or teams with different initial states. However, in certain applications, one may require several types of robots with varying capabilities to monitor an area. One of the immediate future steps is further adaptation of the algorithm to create plans for a team of heterogeneous robots. Furthermore,
the battery life for all robots in this study was assumed to be sufficient for the entire mission. In practice, this may not always be the case. The algorithm can then be modified such that when the robots are running low on battery, they are allowed to return to depot, which along with future field implementations will help further validate the competitive advantages of this scalable coverage planning approach.
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