Image Degradation Modeling for Real-World Super Resolution via Conditional Normalizing Flow
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Abstract: In recent years, deep-learning-based super-resolution (SR) methods have obtained impressive performance gains on synthetic clean datasets, but they fail to perform well in real-world scenarios due to insufficient real-world training data. To tackle this issue, we propose a conditional-normalizing-flow-based method named IDFlow for image degradation modeling that aims to generate various degraded low-resolution (LR) images for real-world SR model training. IDFlow takes image degradation modeling as a problem of learning a conditional probability distribution of LR images given the high-resolution (HR) ones, and learns the distribution from existing real-world SR datasets. It first decomposes the image degradation modeling into blur degradation modeling and real-world noise modeling. It then utilizes two multi-scale invertible networks to model these two steps, respectively. Before applied into real-world SR, IDFlow is first trained supervisedly on two real-world datasets RealSR and DPED with negative log-likelihood (NLL) loss. It is then used to generate a large number of HR-LR image pairs from an arbitrary HR image dataset for SR model training. Extensive experiments on IDFlow with RealSR and DPED are conducted, including evaluations on image degradation stochasticity, degradation modeling, and real-world super resolution. Two known SR models are trained with IDFlow and named as IDFlow-SR and IDFlow-GAN. Testing results on the RealSR and DPED testing dataset show that not only can IDFlow generate realistic degraded images close to real-world images, but it is also beneficial to real-world SR performance improvement. IDFlow-SR achieves 4× SR performance gains of 0.91 dB and 0.161 in terms of image quality assessment metrics PSNR and LPIPS. Moreover, IDFlow-GAN can super-resolve real-world images in the DPED testing dataset with richer textures and maintain clearer patterns without visible noises when compared with state-of-the-art SR methods. Quantitative and qualitative experimental results well demonstrate the effectiveness of the proposed IDFlow.
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1. Introduction

Image super resolution (SR) targets the recovery of a visually pleasing high-resolution (HR) image from its low-resolution (LR) version. With the rapid development of deep learning and convolution neural networks (CNNs), CNN-based methods [1–5] have made impressive SR performance gains in recent years. However, most of the existing methods are trained supervisedly on synthetic paired datasets where LR images are commonly obtained by bicubic interpolation from HR images. Even though this kind of data acquisition could provide fine results in clean settings, it causes a data distribution mismatch between real-world images and synthetic images. Bicubic down-sampling would alter image characteristics, as visible corruptions such as sensor noise in natural images are reduced in the meantime. On the other hand, the real-world image degradation is much more complicated than a single down-sampling process. Thus, the state-of-the-art SR methods trained on the synthetic datasets cannot perform as well as expected in real-world scenarios.
In order to improve the generalization ability of SR models, many works have been proposed [6–10]. Generally, image degradation could be formulated as a combination of blurring and noise addition. Following the definition, Zhang et al. [6] introduced anisotropic Gaussian blur kernels as well as additive white Gaussian noise into HR-LR pair generation to simulate real image characteristics. They then proposed and trained a CNN model, SRMD [6], for blind super resolution. Since SRMD takes degradation maps as input as well, SRMD has to find suitable degradation parameters on real images via a grid search strategy, which is time-consuming. Recently, some works have made efforts to collect paired image datasets from real-world scenarios. Chen et al. [7] captured the images of 100 city scenes printed on postcards based on two imaging systems (DSLR and smartphone) at different focal lengths and obtained a real-world paired dataset known as City100 [7]. Cai et al. [8] collected paired HR-LR images on the same scene by adjusting the focal length of a digital camera. They also developed a registration algorithm to align the image pairs. A real-world SR dataset named RealSR [8] was built with three different scale factors. However, obtaining such paired training datasets requires expensive digital camera devices and needs complex image post-processing to align LR and HR images. As a result, the number of image pairs and the diversity of scenes are insufficient. City100 [7] only contains 100 aligned HR-LR image pairs, while RealSR [8] contains 559 scenes in total, which limits the further applications of SR models into a wider range of scenarios.

Besides collecting real-world datasets, there are some methods [9,11,12] proposed to construct HR-LR images using unsupervised or semi-supervised learning. These methods utilize a Generative Adversarial Network (GAN) to learn the distribution of real-world LR images. However, training a GAN based network to model the degradation process with unpaired LR and HR images suffers from training instability and may lead to undesired results. Furthermore, given an HR image, only one generated LR result can be predicted once the network is trained, which does not take account for the fact that multiple LR images from one scene may have the same HR version.

As discussed above, to improve the performance of existing SR models in real-world scenarios lies in how to effectively build training SR datasets that is close to reality. To address this issue, we propose a method based on conditional normalizing flow named IDFlow to investigate image degradation modeling (IDM). Unlike deterministic mapping learning in [9,12], IDFlow takes IDM as the problem of learning a conditional probability distribution of degraded LR images given the HR versions. It learns the distribution from the existing real-world datasets and is trained with a single negative log likelihood (NLL) loss in a supervised manner. Once trained, IDFlow can easily generate multiple degraded LR images given the HR version by exploring the learnt distribution, maintaining the stochastic nature of image degradation. Thus, we introduce IDFlow to generate large-scale realistic training data from an arbitrary HR image dataset for SR model training. We conduct extensive experiments on existing real-world datasets. The results demonstrate that not only can IDFlow generate realistic LR images close to the real-world images, but it can also further improve the real-world performance of the existing SR models. Compared with the state-of-the-art SR methods, the SR models trained with IDFlow can produce cleaner SR results with richer textures from real-world noisy images.

2. Related Work

2.1. Real-World Super Resolution

In recent years, CNN-based SR methods have been the mainstream in the field. Since Dong et al. [1] proposed SRCNN, numerous CNN architectures have been proposed for SR [2,3,6,13]. Even though these methods achieve impressive performance in terms of fidelity, they would generate visually blurry images, especially for a large-scale factor. To tackle this drawback, various Generative Adversarial Network (GAN)-based SR methods [4,14,15] (e.g., ESRGAN [4]) are proposed. They introduce adversarial loss as well as perceptual loss to further enhance the texture details of SR images. However, these
methods are trained on synthetic clean data that do not contain any noisy or blurry data, leading to poor performance in real-world scenarios.

To alleviate this issue, methods [6,16] have been proposed by introducing synthetic noisy and blurry data into model training and testing. Though these methods enhance the real-world performance and robustness of the SR model, they need to take the prior about blur/noise as part of the input, therefore limiting the scope of application. Shocher et al. [17] proposed ZSSR, which learns the internal statistics of test images during testing. Meanwhile, some recent works have focused on collecting paired HR-LR real-world images. Chen et al. [7] captured the images of 100 city scenes based on two imaging systems and obtained a real-world paired dataset known as City100 [7]. Cai et al. [8] collected paired HR-LR images on the same scene by adjusting the focal length of a digital camera and proposed a RealSR [8] dataset (559 scenes). However, it requires a high degree of manual costs and strict conditions to collect such paired datasets. The number and diversity of these datasets are limited.

2.2. Degradation Learning

In order to solve the problem of SR methods in real applications, some works have been proposed to model the image degradation. Bulat et al. [12] first utilized a GAN-based network to learn degradation from HR to LR in an unsupervised manner. Later, Fritsche et al. [9] proposed DSGAN to learn image degradation via frequency separation. Bell-Kligler et al. [11] proposed KernelGAN to estimate the blur kernels of corrupted images and combined ZSSR as K-ZSSR [11] for SR application. However, these methods have problems of convergence and mode collapse, and the losses need to be carefully fine-tuned. More importantly, both of them try to learn deterministic mapping from HR to LR, ignoring the stochastic nature of image degradation.

2.3. Normalizing Flow

Normalizing Flow [18] is a branch of generative model approaches that has received less attention. It aims to parametrize a complex distribution $p_y(y)$ into a simple distribution $p_z(z)$ (e.g., standard Gaussian) using an invertible neural networks $f_\theta$, and it maps the samples from $z \sim p_z(z)$ using the reverse forward step $y = f_\theta^{-1}(z)$ during inference. Thus, the network can be trained directly by minimizing the negative log-likelihood $-\log p_y(y)$ with any back-propagation algorithms. In recent years, various works [19–21] have been proposed to improve the performance of normalized flow on image generation tasks, but there are few works on image degradation learning. In this paper, we will learn the image degradation via conditional normalizing flow in a supervised scheme from existing real-world SR datasets.

3. Materials and Methods

3.1. Image Degradation Formulation

Given an HR image $I_{HR}$, the corresponding LR observation $I_{LR}$ is generally assumed to follow the image degradation as follows:

$$I_{LR} = (I_{HR} * k) \downarrow_s + n, \quad (1)$$

where $\downarrow_s$ denotes a down-sampling operation, $*$ denotes a convolution operation, and $k$ and $n$ denote blur kernel and random noise, respectively. However, most existing SR methods assume a simple and uniform degradation, which utilizes a fixed blur kernel (e.g., Bicubic kernel) to generate HR-LR images for SR model training. In real-world scenarios, it is a challenge to manually model the image degradation process, which is usually susceptible to a combination of sensor noise and post-processing artifacts. Thus, the degradation process can be expressed as

$$y_n = y + n = f_b(x) + n, \quad (2)$$
where \( y_n \) and \( y \) denote the corrupted noisy LR image and its clean version, \( x \) denote the HR image, and \( f_b \) denotes the blur degradation function.

Considering the stochasticity of image degradation, we take IDM as the problem of learning a conditional probability distribution of degraded LR images given the HR input. We propose a conditional normalizing flow based method named IDFlow to model image degradation and learn the distribution \( p_{y_n|x}(y_n|x) \) from existing real-world SR datasets. As shown in Figure 1, we decompose the IDM process into two steps: blur degradation modeling (BDM) and real-world noise modeling (RNM). Blur degradation modeling aims to model the degradation process from \( x \) to \( y \), while real-world noise modeling aims to model the noise addition process.

![Figure 1. Overall architecture of IDFlow for image degradation modeling. The blue solid lines correspond to the training procedure, and the blue dotted lines correspond to the inference procedure.](image)

3.2. Image Degradation Modeling via Conditional Normalizing Flow

For blur degradation modeling, we parametrize the conditional probability distribution \( p_{y|x}(y|x) \) of \( y \) corresponding to \( x \) with an invertible neural network \( f_b, \theta \). The image space of HR-LR image pairs is mapped via \( f_b, \theta \) into a latent space:

\[
z_b = f_b, \theta(y; x)
\]

where \( z_b \sim p_{z_b}(z_b) \) denotes the latent variable. Since \( f_b, \theta \) is required to be invertible, LR image \( y \) can be generated from a sampled latent variable \( z_b \) once given an HR image \( x \) as

\[
y = f_{b, \theta}^{-1}(z_b; x).
\]

The distribution of latent space \( p_{z_b}(z_b) \) can be simply assumed to follow a Gaussian distribution \( z_b \sim \mathcal{N}(0, I) \). Thus, the probability density \( p_{y|x} \) can be explicitly computed as:

\[
p_{y|x}(y|x, \theta) = p_{z_b}(f_{b, \theta}(y; x)) \left| \det \frac{\partial f_{b, \theta}}{\partial y}(y; x) \right|.
\]

It is obtained by applying a variable change formula to the density, where the second term is the final volume scaling given by the determinant of Jacobian \( \frac{\partial f_{b, \theta}}{\partial y} \). The Equation (5)
allows to train the network and optimize the parameters by minimizing the negative log-likelihood (NLL) loss:

\[
\mathcal{L}(\theta; x, y) = -\log p_{z_n}(f_{\theta}(y; x)) - \log \left| \det \frac{\partial f_{\theta,n}}{\partial y}(y; x) \right|. \tag{6}
\]

Once the distribution is learnt, diverse realistic LR images can be generated by applying the inverse flow \( y = f_{\theta,1}^{-1}(z_b; x) \). Furthermore, to ease the expression of the second term, the network \( f_{\theta,n} \) is decomposed into a combination of N cascaded invertible flow layers. The output of the \( n \)-th layer can be expressed as:

\[
h_{n+1} = f_{\theta,n}(h_n; u), \tag{7}
\]

where \( u = g_{hr}(x) \) is encoding feature of the input HR image \( x \) generated by an HR image encoder \( f_{\text{encoder}} \). Specially, \( h^0 = y \) and \( z_b = h^N \). Then the Equation (6) can be expressed as:

\[
\mathcal{L}(\theta; x, y) = -\log p_{z_n}(z_b) - \sum_{n=0}^{N-1} \log \left| \det \frac{\partial f_{\theta,n}}{\partial h_n}(h^n; u) \right|. \tag{8}
\]

The second term can be efficiently computed by summing the log-determinant of Jacobian \( \frac{\partial f_{\theta,n}}{\partial h_n} \) in each layer. Moreover, each layer is required to be invertible and allow a tractable Jacobian determinant.

For real-world noise modeling, another invertible neural network \( f_{\text{RNM}} \) is utilized. Following [10], we collect noise patches from real-world images by setting max noise variance to a certain range and use the patches to train \( f_{\text{RNM}} \), the objective function can be expressed as:

\[
\mathcal{L}(\theta; n) = -\log p_{z_n}(z_n) - \sum_{n=0}^{N-1} \log \left| \det \frac{\partial f_{\theta,n}}{\partial h_n}(h^n; u_n) \right|, \tag{9}
\]

where \( u_n \) is the global mean of input noise patch \( n \) and is extended to have the same spatial resolution as the input, and \( z_n \) is assumed to follow \( z_n \sim \mathcal{N}(0, I) \) as well.

The training procedure is illustrated by the blue solid lines in Figure 1. For blur degradation modeling, HR images are first encoded by the network of the HR encoder. Clean LR images along with HR encoding features are then processed through a series of flow steps in BDM and transformed to the corresponding latent variables \( z_n \) as shown in Figure 1. For real-world noise modeling, the noise patches are taken as an input of RNM to produce the latent variables of noise \( z_n \). The variables are later used to calculate NLL losses for model optimization.

### 3.3. Degraded Image Generation

Given one HR image \( x^{(i)} \), the generation of a noisy degraded LR image \( y_n^{(i)} \) during inference is indicated by the dotted blue lines in Figure 1. IDFlow first samples two latent variables \( z_b^{(i)} \) and \( z_n^{(i)} \) from the Gaussian distribution. It then takes \( z_b^{(i)} \) and \( x^{(i)} \) as input and uses the reverse flow of BDM to generate synthetic clean LR image \( y^{(i)} \). The global average pooling is performed on \( y^{(i)} \) as the RNM condition feature \( u_n^{(i)} \). \( z_n^{(i)} \) and \( u_n^{(i)} \) are taken as input via the reverse flow of RNM to generate synthetic noise output \( n^{(i)} \). At last, the noisy LR image \( y_n^{(i)} \) is obtained by adding \( n^{(i)} \) to \( y^{(i)} \).

Thus, IDFlow can explore the learnt conditional distribution \( p_{y_n|x}(y_n|x) \) by sampling various degraded LR images via \( y_n^{(i)} = f_{\text{IDFlow}}^{-1}(z_b^{(i)}, z_n^{(i)}; x), z_n^{(i)} \sim p_z \) given one HR image \( x \). Here, \( f_{\text{IDFlow}}^{-1}(\cdot) \) is the reverse function of IDFlow. We simply utilize a Gaussian distribution \( \mathcal{N}(0, \tau) \) with variance \( \tau \), which is also called sampling temperature. As discussed in [21], the better results are achieved when sampling with a slightly lower variance.
3.4. Model Architecture

Following the previous works [20,21], we utilize a multi-level architecture of normalizing flow for proposed IDFlow. As shown in Figure 1, we use a three-level flow model for blur degradation modeling and a 1-level flow model for real-world noise modeling. In each level, there are 12 flow steps with a Squeeze layer at the head and a Split layer at the tail. The Squeeze layer is a space-to-depth operator that converts a tensor with a size of $2H \times 2W \times C$ into a tensor with size of $H \times W \times 4C$. The Split layer just splits tensor equally in the channel dimension. Each flow step consists of four different flow layers: conditional affine coupling (CAC), an affine injector (AI), invertible $1 \times 1$ convolution (invConv1 $\times 1$), and Actnorm. More details of these flow layers can be found in [20,21].

Conditional Affine Coupling is an extended version of the affine coupling layer used in Glow [21]. The input feature $h^n$ is split equally in channel dimension into $(h^n_1, h^n_2)$ at first, the $h^n_1$ as well as condition feature $u$ is taken into a neural network to generate a scaling factor and a bias factor. The two factors are applied to normalize $h^n_2$. This layer can be expressed as

$$h_{2}^{n+1} = f_{\theta}^{n}(h_{1}^{n}; u) \cdot h_{2}^{n} + f_{\theta}^{n}(h_{1}^{n}; u), h_{1}^{n+1} = h_{1}^{n}, h_{1}^{n+1} = (h_{1}^{n+1}, h_{2}^{n+1}),$$

where $f_{\theta}^{n}$ and $f_{\theta}^{n}(b)$ denote an arbitrary CNN network.

The Affine Injector [20] takes condition feature $u$ to generate scaling and bias factors to normalize the input feature as $h^{n+1} = f_{\theta}^{n}(u) \cdot h^n + f_{\theta}^{n}(b)$.

Invertible $1 \times 1$ convolution scales feature with an invertible matrix as $h^{n+1} = W \ast h^n$. Here we use the standard non-factorized formulation as in [21].

Actnorm [21] normalizes input features in a channel dimension with a learnable scaling factor and bias factor.

For the HR image encoder, a CNN-based network is utilized with no need to be invertible. The details of network architectures are shown in Figure 1. The RRDB denotes the residual-in-residual dense block used in [4]. We set the number of HR encoder output channel to be 64. The $3 \times 3$ convolution layer is used as default. Moreover, for the networks of $f_{\theta}^{n}$ and $f_{\theta}^{n}(b)$, we use a structure of two $3 \times 3$ convolution layers with an ReLU activation layer.

3.5. Datasets

To conduct experiments on IDFlow, we chose three different image datasets: RealSR [8], DF2K, and DPED [22]. Moreover, we split these datasets used for training and testing. The summarized information about the datasets are reported in Table 1.

RealSR: The RealSR [8] dataset contains 559 real-world paired HR-LR images taken by DSLR cameras in real scenarios. We used the third version of this dataset, which contains HR and LR images at different resolutions with a scale factor of $\times 4$. Following [8], we split the dataset into two parts: 459 images for training, denoted as the RealSR-Train, and 100 images only for testing, denoted as the RealSR-Test. RealSR-Train is used for the training of blur degradation modeling in IDFlow.

DF2K: The DF2K dataset combines both the DIV2K [13] and Flicker2K [4] datasets, totally containing 3450 high-resolution images of diverse scenes. We used the DF2K dataset as HR source images to generate HR-LR training pairs for SR model training.

DPED: The DPED [22] dataset is a real-world image dataset that has 5614 images directly taken by an iPhone 3 mobile phone, denoted as DPED-Train. Moreover, it has a testing set that contains 100 cropped images, denoted as DPEP-Test. The images have sensor noise, blur, and unknown artifacts. We collected about 3500 noise patches from DPED-Train with a size of $256 \times 256$ for the training of real-world noise modeling in IDFlow, denoted as DPED-noises. Specially, the DPED dataset has no HR ground-truth available.
Table 1. Summarized information about image datasets.

| Datasets       | Number | Avg. Resolution | Format |
|---------------|--------|-----------------|--------|
| RealSR-Train  | 459    | (1312, 1527)    | PNG    |
| RealSR-Test   | 100    | (1247, 1569)    | PNG    |
| DPED-Train    | 5614   | -               | PNG    |
| DPED-Test     | 100    | (256, 511)      | PNG    |

3.6. Evaluation Metrics

For any image with ground truth available, we introduced two reference-based image quality assessment (IQA) metrics, the peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) [23], to evaluate image quality. They can measure the similarity and fidelity between input image and reference image. We also introduced another reference-based IQA metric LPIPS [24], which focuses on image perceptual quality. It is a learned evaluation metric based on a fine-tuned AlexNet, which has been shown to be more consistent with human perception. For images without ground truth, we conducted an image quality evaluation based on no-reference IQA metrics NIQE [25], BRISQUE [26], and PIQE [27]. All the metrics were calculated on RGB images.

3.7. Training Results

We trained the proposed IDFlow with only the NLL loss as mentioned above for 60 k iterations. During each training batch, we sampled 16 RGB HR-LR pairs randomly cropped from the original training images in RealSR-Train for blur degradation modeling. The cropped HR patch size was set to 128 × 128. For real-world noise modeling, we used 16 noise patches with a size of 128 × 128 randomly cropped from noisy image patches in DPED noises. Data augmentation was performed during training, including random rotation by 90°, as well as horizontal and vertical flipping. We utilized the Adam optimizer [28] to optimize IDFlow training with \( \beta_1 = 0.9, \beta_2 = 0.99, \) and \( \varepsilon = 10^{-8} \). The learning rate was first set to \( 2 \times 10^{-4} \) and decreased to half after 30 k, 40 k, and 50 k training iterations.

To illustrate that IDFlow can help promote the performance of existing SR methods in real-world scenarios, two known SR models RRDBNet [4] and ESRGAN [4] were used for ×4 super resolution in subsequent experiments. For the model RRDBNet, we used L1 loss to train RRDBNet for 60 k iterations. The learning rate was set to \( 2 \times 10^{-4} \) and decreased to \( 1 \times 10^{-4} \) after 50 k training iterations. Moreover, ten images were selected from RealSR-Test as the validation set to test the model SR performance after every 2 k iterations. The model with the best PSNR results was used for experiments. For the model ESRGAN, we trained it for 60 k iterations, and, based on the training code provided by [10], the losses for training included L1 loss, perceptual loss, and GAN loss [4]. The final trained model was used for experiments. The learning rate was initialized as \( 1 \times 10^{-4} \) and decreased to half after 5 k, 10 k, 20 k, and 30 k training iterations. Both RRDBNet and ESRGAN training were optimized with the Adam optimizer with the default setting. We implemented IDFlow as well as SR models by using the PyTorch framework [29] on a desktop workstation equipped with an NVIDIA 1080Ti GPU.

4. Experimental Results and Discussion

4.1. Evaluation on Image Degradation Stochasticity

In this section, we conduct analyses on the image degradation stochasticity of IDFlow. Figure 2 shows the multiple degraded LR examples generated by IDFlow with blur degradation modeling given the same HR image with \( 4 \times \) down-sampling. For each HR image, the first row lists the zoomed details of five degraded LR images. The second row presents the first LR image as well as absolute pixel-value difference maps between the first LR image and the other four images, to highlight the differences between LR images.
From these maps, it can be seen that both of these synthetic LR images retain the overall structural information similar to the original HR image. Meanwhile, the LR images are different in the areas with more high-frequency information, which is consistent with the real-world image degradation. This shows that the image degradation realized by IDFlow has the characteristics of diversity and stochasticity.

![Figure 2](image-url) Random samples generated by IDFlow with $\times 4$ down-sampling using a sampling temperature $\tau = 0.7$. For each HR image in the first column, the first row presents zoomed local regions of five synthetic LR examples. The second row presents the absolute pixel-value difference maps between the first LR image and the rest of the images.

Furthermore, by adjusting the value of sampling temperature $\tau$, we can control the diversity and stochasticity of IDFlow. We conduct experiments on RealSR-Test. For each $\tau$, IDFlow takes an HR image as input and generates one synthetic LR image. The synthetic LR images are used to calculate IQA metrics PSNR, SSIM, and LPIPS with the LR images in RealSR-Test. IQA metrics can reflect the degradation performance of IDFlow. To illustrate the diversity of IDFlow, we let IDFlow generate 10 LR images for each testing HR image, and we then compute the pixel standard deviation of these LR images for each HR image. The average of the pixel standard deviations of all tested images in RealSR-Test can be regarded as the diversity. If the diversity is larger, the difference between any two LR images becomes larger. The results are reported in Figure 3. We also introduce the results of
two learning-based image degradation modeling methods KernelGAN [11] and DSGAN [9] for comparison. They are trained with Real-Train and then used for testing.

Since KernelGAN and DSGAN can only produce one LR image given an HR image, the diversity of these methods are zero, and the results of the IQA metrics will not change with the sampling temperature. As for IDFlow, when sampling temperature $\tau$ decreases, the generated results are pixel-wisely closer to the original images, the curve of the PSNR shows an increasing trend, and the diversity of the generated results decreases accordingly. At the same time, the structural similarity and perceptual similarity of the generated results have not changed significantly. Specially, when $\tau = 0$, the diversity decreases to zero, which means each HR image could only have one LR image generated by IDFlow, which is the same as KernelGAN and DSGAN. Thus, we set the $\tau = 0.7$ as a tradeoff between fidelity and diversity.

![Figure 3](image3.png)

**Figure 3.** The effect of different $\tau$ on degradation performance of IDFlow. PSNR, diversity, SSIM, and LPIPS results are reported. The results of DSGAN and KernelGAN are introduced as a reference.

### 4.2. Evaluation on Image Degradation Modeling

To validate the effectiveness of the proposed IDFlow, we compared IDFlow with existing IDM methods. Firstly, since Bicubic is the most widely used degradation method for SR, we used it as the baseline. Moreover, learning-based methods KernelGAN [11] and DSGAN [9] were introduced for comparison. We also introduced a CNN-based IDM method named baselineCNN, which utilizes a CNN that has the same structure as the HR encoder of IDFlow with an additional convolution layer at the tail. baselineCNN tries to learn the direct mapping from HR to LR in a supervised manner. All the compared methods were trained on RealSR-Train and tested on RealSR-Test with $4 \times$ down-sampling.

During testing, the IDM methods take HR images in RealSR-Test as input to generate synthetic LR images. Subsequently, these images were used to calculate IQA metrics with LR images in RealSR-Test. The IQA results measure the similarity between the synthetic results and ground-truth LR images and thus can be used to evaluate image degradation performance.

Table 2 shows the degradation performance results of the compared methods on RealSR-Test with $4 \times$ down-sampling. It can be seen that IDFlow outperforms Bicubic,
KernelGAN, and DSGAN on all the IQA metrics, demonstrating that IDFlow can effectively model the image degradation process. Benefiting from pixel-wisely supervision, baselineCNN achieves better degradation performance than IDFlow.

Table 2. Degradation performance of different image degradation modeling methods on RealSR-Test with $4 \times$ down-sampling. ↑ indicates that the higher the value, the better the result. ↓ indicates that the lower the value, the better the result.

| Method     | PSNR (dB) ↑ | SSIM ↑ | LPIPS ↓ |
|------------|-------------|--------|---------|
| Bicubic    | 29.16       | 0.901  | 0.150   |
| KernelGAN  | 30.01       | 0.928  | 0.077   |
| DSGAN      | 32.23       | 0.953  | 0.049   |
| baselineCNN| 34.00       | 0.963  | 0.038   |
| IDFlow     | 33.44       | 0.959  | 0.042   |

The main purpose of image degradation modeling for SR is to generate realistic training datasets to improve SR performance. Thus, we introduced these compared IDM methods into $4 \times$ SR model training to verify their effects on SR. The experimental scheme is shown in Figure 4. Different image degradation methods were first applied to generate synthetic 3450 HR-LR training image pairs based on the DF2K dataset with $4 \times$ down-sampling. Afterwards, different synthetic datasets were used to train a known SR model RRDBNet [4] with a scale of $4 \times$ with the same training settings. SR models trained with Bicubic, DSGAN, baselineCNN, and IDFlow are named Bicubic-SR, DSGAN-SR, baselineCNN-SR, and IDFlow-SR. Specially, since KernelGAN needs no training process, it will generate SR images using ZSSR [17] during testing, denoted as K-ZSSR. After training, these trained SR models were tested on RealSR-Test. They took the LR images as input and generated $4 \times$ SR results to compute IQA metrics PSNR/SSIM/LPIPS with HR ground truth. The SR performance results are reported in Table 3.

Figure 4. The scheme of SR model training and testing with different image degradation modeling methods.
As shown in Table 3, K-ZSSR and DSGAN-SR achieved better results in terms of LPIPS than the baseline SR model Bicubic-SR, but obtained an obviously lower performance in terms of PSNR and SSIM. Even though baselineCNN learned a direct mapping from HR to LR, the corresponding SR model baselineCNN-SR could not achieve SR performance gains as expected. On the contrary, IDFlow-SR achieved the best SR performance with a large margin, obtaining 2.94 dB/0.133/0.155 and 0.91 dB/0.048/0.161 better than baselineCNN-SR and Bicubic-SR in terms of PSNR/SSIM/LPIPS. IDFlow models the image degradation by learning the HR-LR conditional distribution, so it can generate more realistic HR-LR image pairs that help to promote SR performance on real-world images.

Visual comparisons of these SR models trained with different image synthesis approaches are shown in Figures 5 and 6. The results generated by Bicubic-SR are blurry, with no difference in visual perception when compared with the input. Though DSGAN and K-ZSSR help to generate sharper results, there are obvious ringing artifacts around image edges in the SR results. In flat regions, these methods tend to amplify the noises, resulting in tiny irregular textures, which can be observed in Figure 6. Although baselineCNN supervisedly learns the degradation process, the model trained with baselineCNN produces the SR results with similar patterns as DSGAN and K-ZSSR. Both of these three methods utilized a CNN-based network. Once the parameters of convolution layers are fixed, the CNN only obtains a certain fixed degradation mode, without maintaining the stochastic nature of image degradation. Thus, they could not help the SR model to obtain convincing SR images, which also means that the image degradation process cannot be effectively modeled only with a single CNN model. In contrast, IDFlow-SR generates SR output that has clearer image patterns and better perception quality with no visible artifacts. By learning the HR-LR conditional distribution is more efficient than a deterministic mapping, demonstrating the superiority of IDFlow over the compared methods above.

![Visual comparisons of SR models on image “Nikon007” with a scale factor of 4 ×.](image-url)

**Figure 5.** Visual comparisons of SR models on image “Nikon007” with a scale factor of 4 ×. Local regions of the results are cropped and zoomed for a better visual comparison.

| SR Model       | PSNR (dB) ↑ | SSIM ↑ | LPIPS ↓ |
|----------------|-------------|--------|---------|
| Bicubic-SR     | 25.99       | 0.735  | 0.443   |
| K-ZSSR         | 23.07       | 0.645  | 0.352   |
| DSGAN-SR       | 24.29       | 0.644  | 0.353   |
| baselineCNN-SR | 23.96       | 0.650  | 0.437   |
| IDFlow-SR      | 26.90       | 0.783  | 0.282   |
4.3. Evaluation on Real-World Super Resolution

The main challenge of super-resolution is a real-world application. Thus, we evaluated the effectiveness of the proposed IDFlow on DPED-Test in which all the images are blurry or noisy taken from different real scenarios, much more challenging for SR. We used standard IDFlow to generate realistic noisy LR training images based on the DF2K dataset. Some examples are shown in Figure 7. We then used the synthetic training dataset to re-train ESRGAN [4] for comparison for a better perceptual reconstruction. The trained model was named as IDFlow-GAN. The state-of-the-art SR methods being compared include K-ZSSR [11], DSGAN [9], SRFlow [20], the standard RRDBNet [4], and ESRGAN [4]. We also trained an ESRGAN with a RealSR-Train dataset added with synthetic noises generated by IDFlow for comparison, denoted as noisyRealSR.

Figure 6. Visual comparisons of SR models on images “Nikon040” and “Nikon017” with a scale factor of $4 \times$. Local regions of the results are cropped and zoomed for a better visual comparison.

Figure 7. Examples of realistic noisy image patches generated by IDFlow. The images in (a) and (b) have similarly noisy visual patterns.
Since there is no ground truth of testing LR images, we first conducted an evaluation on the SR images generated by different SR methods with no-reference IQA metrics. The results are reported in Table 4. We then made a visual comparison by presenting the local image regions of different SR results. As shown in Figure 8, SRFlow, ESRGAN, and RRDBNet cannot eliminate noises inside the images since they are all trained on clean Bicubic datasets, resulting in visible artifacts and abnormal textures. In contrast, the SR results of IDFlow-GAN have richer textures and clearer patterns, and there are fewer artifacts and less noise than the results of DSGAN as well as K-ZSSR. noisyRealSR is able to restore the sharper image edges and maintain cleaner patterns than DSGAN. This demonstrates that IDFlow realizes effective real-world noise modeling, so that noisyRealSR can eliminate the visible noises in testing images. However, it fails to generate clear tiny textures such as the tree branches shown in the first row of Figure 8. The main reason is that the number and diversity of the RealSR dataset is limited, causing a lack of enough high-frequency information to improve the SR performance on image details. This also proves from the opposite side that IDFlow alleviates the current deficiencies in existing real-world SR datasets. A more robust SR model can be trained. Therefore, IDFlow-GAN achieves better SR performance than noisyRealSR on real-world images.

Table 4. Comparison with different state-of-the-art SR methods on the DPED-Test dataset with a scale of 4 ×.

| SR Method     | NIQE ↓ | BRISQUE ↓ | PIQE ↓ |
|---------------|--------|-----------|--------|
| RRDBNet       | 7.01   | 55.99     | 77.54  |
| SRFlow        | 4.20   | 21.76     | 17.71  |
| ESRGAN        | 4.02   | 19.63     | 16.09  |
| K-ZSSR        | 8.15   | 58.73     | 80.67  |
| DSGAN         | 3.5    | 11.34     | 12.06  |
| noisyRealSR   | 5.39   | 32.09     | 42.85  |
| IDFlow-GAN    | 3.76   | 7.95      | 14.69  |

Both qualitative and quantitative experiments indicate that IDFlow can accurately model image degradation and generate realistic noisy images. Benefiting from IDFlow, the performance of the existing SR methods in real scenarios can be significantly promoted.

Figure 8. Visual results of different SR methods on DPED-Test real-world images with a scale of 4 ×. Local regions of the results are cropped and zoomed for a better visual comparison.
5. Conclusions

In this study, we investigated image degradation modeling to promote the performance of SR models in real-world scenarios. We took image degradation modeling as the problem of learning a conditional probability distribution of degraded LR images given the HR input. The conditional-normalizing-flow-based method IDFlow was proposed to learn the distribution from existing real-world SR datasets. Given one HR image, IDFlow can generate a series of realistic LR images by transforming latent variables sampling from a simple distribution. Large-scale synthetic HR-LR pairs can be generated, alleviating the problem of an insufficient number and a diversity of existing real-world SR datasets. Quantitative and qualitative experiments show that not only can IDFlow produce realistic degraded LR images close to real-world images, but it also improves the generalization ability of SR models. SR models trained with IDFlow can produce richer image textures and clearer patterns in SR results without visible noises, resulting in a better SR performance than state-of-the-art SR methods on real-world noisy images. Therefore, the superiority and effectiveness of the proposed IDFlow is well demonstrated.
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