Remainder useful life prediction for lithium-ion batteries based on CS-VMD and GRU
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ABSTRACT Accurate prediction the remaining useful life (RUL) and estimation the state of health (SOH) are critical to the management of lithium-ion batteries. In this paper, a lithium battery capacity prediction method based on cuckoo search optimization variational mode decomposition (CS-VMD) and gated recurrent unit (GRU) is proposed. Firstly, the VMD algorithm is used to divide the capacity into some intrinsic mode functions (IMFs) to reduce the impact of capacity regeneration and other situations. The number of decomposition layers and the quadratic penalty factor of VMD are optimized by the cuckoo search (CS) algorithm. Then, the GRU network is introduced to capture small changes in the capacity degradation process and perform the capacity prediction of decomposed sequence. Finally, some prediction results are integrated effectively. Based on two publicly available lithium-ion battery datasets, the model proposed in this paper can significantly reduce the complexity of the sequence and have high prediction accuracy, which is better than other prediction models. The root mean square error (RMSE) is controlled within 2%, and the maximum mean absolute error (MAE) does not exceed 2%.

INDEX TERMS Lithium-ion battery RUL prediction; CS-VMD; GRU

I. INTRODUCTION

With the continuous progress and development of new energy technologies, lithium-ion batteries are widely used in wind power and hydropower. Compared with other chemical reactions, it has the advantages of high energy, low environmental pollution, long cycle life and no memory effect. However, the performance of the battery continues to decline in terms of capacity decay and internal resistance increase in the long-term use process, which affects the safety of the system and equipment [1]. Therefore, studying the remaining useful life (RUL) and state of health (SOH) can evaluate the state of lithium-ion batteries, which can help reduce equipment maintenance costs and improve system operation.

At present, the methods for predicting the RUL of lithium-ion batteries are mainly divided into model-driven methods and data-driven methods [2],[3]. References [4],[5] evaluate the life loss through the battery operating curve. However, the measurement data usually contains a lot of noise due to the complexity of the internal reactions of the batteries. Moreover, the model-driven prediction model often requires a lot of background knowledge and solving complex partial differential equations [6]. Considering cost and efficiency, data-driven RUL prediction models for batteries are widely used by researchers in the latest available studies.

The data-driven RUL prediction model allows exploring the relationship between the externally measured parameters and the internal state of the battery without studying the complex battery principles [7],[9],[10]. Liang et al. [8] combined the advantages of convolutional neural network (CNN) and bidirectional long short-term memory network (Bi-LSTM), and proposed a lithium-ion battery RUL prediction method that takes into account various life degradation characteristics and data timing. Zhao et al. [11] proposed an indirect prediction method for lithium batteries RUL based on whale optimization algorithm combined with extreme learning machine (ELM). However, due to some batteries have a serious capacity regeneration phenomenon, it is difficult to accurately track the battery capacity degradation trend.

In view of the capacity regeneration problem in the process of lithium battery life decline, some multi-scale decomposition methods are applied to the battery capacity sequence. Some scholars have used the method of empirical
mode decomposition (EMD) combined with neural network to predict battery RUL [12]. Xiang et al. [13] proposed an improved ensemble empirical mode decomposition (EEMD) and Gaussian regression process for RUL prediction. At the same time, the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) has also been used to reduce the complexity of battery capacity sequences [14],[15].

EMD, EEMD, and CEEMDAN can adaptively divide complex battery capacity sequence data into a series of intrinsic mode functions (IMFs). However, they have not had solid theoretical foundations to support them, and still suffer from under-decomposition and over-decomposition when decomposing highly complex sequences. In order to solve this problem, scholars later proposed the variational mode decomposition (VMD) method. It solves the optimal solution of a variational model using an iterative loop to determine the center frequency and bandwidth of each component. The VMD has a good theoretical foundation and noise robustness. It has outstanding advantages in extracting complex sequential fluctuation patterns and improving the accuracy of forecasting models. Wang et al. [16] proposed a lithium battery RUL prediction method based on VMD and integrated depth model, using multilayer perceptron and LSTM to model the global degradation trend and various fluctuation components.

However, in the VMD process, the number of decomposition layers $K$ and the secondary penalty factor $\alpha$ are two important parameters that decide whether the VMD decomposition will produce good results. Therefore, it is necessary to find the optimal parameter combination. Many swarm intelligence optimization algorithms are used to optimize key parameters [17],[18]. As one of the classic intelligent algorithms, the cuckoo search (CS) algorithm only contains two control parameters, population size and discovery probability, making the algorithm simpler and more efficient. In order to reduce the influence of artificially determined hyperparameters and obtain the optimal combination of these two key hyperparameters, a method combining CS and VMD is proposed. In addition, gated recurrent unit (GRU) networks have been widely used in the fields of diagnosis and prediction due to their excellent performance in recent years [19],[20].

In summary, a cuckoo search optimization variational mode decomposition and gated recurrent unit (CS-VMD-GRU) model for RUL prediction is proposed in this paper. The CS-VMD method can effectively reduce the non-smoothness, nonlinearity and complexity of the original sequence. The GRU structure can effectively capture the small changes in the sequence change process and effectively predict the development trend of the sequence. Finally, the effectiveness of the model proposed in this paper is verified by two public datasets.

The organization and layout of the rest of our paper are as follows: Section II presents the basic theory of CS-VMD and GRU; Section III introduces the construction of the model in our paper; Section IV presents the specific experimental process and results; The last section is the conclusion of this paper and a prospect for future work.

II. PRELIMINARY

A. Theory of VMD Method

VMD was proposed by Dragomiretskiy et al. in 2014 [21]. It is a quasi-orthogonal, completely non-recursive signal decomposition method. It can decompose the signal into multiple bandwidth-limited IMFs.

Assuming that the battery capacity sequence $f$ is composed of $K$ finite bandwidth IMFs $u_i(t)$,

$$ u_i(t) = A_i(t) \cos(\phi_i(t)) $$

(1)

Where $\phi_i(t)$ is a non-decreasing function; $A_i(t)$ represents the envelope function.

Let the center frequency of each IMF be $\omega_k$. The steps of VMD are as follows.

Firstly, the analytical signal of $u_i(t)$ is obtained by Hilbert transform.

$$ \left[ (\delta(t) + \frac{j}{\pi t}) u_i(t) \right] e^{-j\omega_i t} $$

(2)

Secondly, the bandwidth of each IMF is estimated by the following equation,

$$ \min_{\{\omega_i\}} \left\{ \sum_{i=1}^{K} \left\| \tilde{u}_i \left[ (\delta(t) + \frac{j}{\pi t}) * u_i(t) \right] e^{-j\omega_i t} \right\|^2 \right\} $$

(3)

$$ s.t. \sum_{i=1}^{K} u_i = f $$

The optimal solution of the above equation is solved by introducing a Lagrange multiplier operator $\lambda(t)$ and a quadratic penalty factor $\alpha$.

$$ L\{\{u_i\}, \{\omega_i\}, \lambda\} = $$

$$ \alpha \sum_{i=1}^{K} \left\| \tilde{u}_i \left[ (\delta(t) + \frac{j}{\pi t}) * u_i(t) \right] e^{-j\omega_i t} \right\|^2 $$

$$ + \left\| f(t) - \sum_{i=1}^{K} u_i \right\|^2 + \left\langle \lambda(t), f(t) - \sum_{i=1}^{K} u_i \right\rangle $$

(4)

Finally, by using the multiplicative alternating direction algorithm to solve the above problem, all IMFs are obtained from equation (5).

$$ \hat{u}_i^{k+1} (\omega) = \left( \hat{f} (\omega) - \sum_{i=1}^{K} \hat{u}_i (\omega) + \frac{\lambda(\omega)}{2} \right) $$

$$ \times \frac{1}{1 + 2\alpha(\omega - \omega_i)} $$

(5)

Where $\hat{u}_i^{k+1} (\omega), \hat{f} (\omega)$ and $\lambda(\omega)$ represents the Fourier transform of $u_i^{k+1}(t), f(t)$ and $\lambda(t)$. $\hat{f}(\omega) - \sum_{i=1}^{K} \hat{u}_i (\omega)$
through the Wiener filter. And $\omega_k^{n+1}$ is updated by the following equation (6):

$$\omega_k^{n+1} = \int_{0}^{\infty} \omega |\hat{u}_k(\omega)|^2 d\omega$$

By introducing the VMD method to the RUL prediction of batteries, the complexity of the capacity sequence can be effectively reduced and the phenomenon of partial battery capacity regeneration can be greatly improved. Before processing the signal with VMD, the number of decomposition stages $K$ and the secondary penalty factor $\alpha$ are two important parameters that determine whether the VMD can achieve good results.

### B. CS Algorithm

CS algorithm is a new swarm intelligence algorithm based on cuckoo parasitism spawning behavior and Levy flight [22]. The search path and update position formula are as follows:

$$X_{i+1}^t = X_i^t + a \otimes L(s, \lambda), (i = 1, 2, ..., n)$$

$$L(s, \lambda) = \frac{\lambda \Gamma(\lambda) \sin(\pi / 2)}{\pi} \frac{1}{s^{2+\lambda}}, (s \geq 0)$$

Where $X_i^t$ is the position of the $i$ generation bird's nest, $X_{i+1}^t$ is the position of the $(i+1)$ generation bird's nest; $a$ represents the step size scaling factor; $L(s, \lambda)$ is the Levy random walk formula, and the relationship with time obeys the Levy distribution; $\Gamma(x)$ is the gamma function.

The preferred random walk formula is as follows:

$$X_{i+1}^t = X_{i+1}^t + r(X_i^t - X_k^t)$$

Where $r$ is the uniform distribution of the scaling factor in the interval $(0,1)$; $X_i^t$ and $X_k^t$ represent two random solutions of the $i$ generation.

### C. GRU Method

Aiming at the problems of gradient disappearance and gradient explosion in the training process of traditional recurrent neural network (RNN), some scholars proposed LSTM and GRU. It addresses the problem of vanishing and exploding gradients in RNN where network units are connected in a chain fashion. Compared with the LSTM method, GRU simplifies the complex structure and improves the computation speed [23].

It can be seen from Fig. 1 that the GRU network is a chain network model composed of a variety of different neural processing unit modules. Its basic principles are as follows:

Assuming that the network input is $(x_1, x_2, ..., x_T)$, the hidden layer state is $(h_1, h_2, ..., h_T)$, and the network is at time $t$. The reset gate $r_t$ is mainly used to control how much the system structure ignores the state information of the previous moment.

$$r_t = \sigma(w_r \cdot [h_{t-1}, x_t] + b_r)$$

The update gate $z_t$ is used to control how much state information of the system structure is transferred to the current state at the previous moment.

$$z_t = \sigma(w_z \cdot [h_{t-1}, x_t] + b_z)$$

According to the weight obtained, calculate the state information $\hat{h}_t$ of the candidate hidden layer of the model at the current moment and the current hidden layer state information $h_t$, then the output of the GRU unit at time $t$ can be obtained as $y_t$. The calculation formulas are as follows:

$$\hat{h}_t = \tanh(w_r \cdot r_t \cdot h_{t-1}, x_t) + b$$

$$h_t = (1 - z_t) \cdot h_{t-1} + z_t \cdot \hat{h}_t$$

$$y_t = \sigma(w_0 \cdot h_t + b_0)$$

Where, $b_r$ represents the reset gate coefficient, $b_z$ represents the update gate coefficient, $b_0$ is the output layer coefficient, $w_r$ represents the reset gate weight matrix, $w_z$ represents the output gate weight matrix, $w_0$ is the weight matrix of the output layer, $\sigma$ is the sigmoid activation function, and the output mapping range is $(0,1)$. 

![FIGURE 1. GRU network structure diagram.](image)
III. CONSTRUCTION OF CS-VMD-GRU MODEL

A. Overview of the Experiment Process

The RUL of a lithium-ion battery is the number of charge/discharges cycles the battery undergoes from new start to end of life (EOL) under certain operating conditions, as defined below.

\[ RUL = n_{EOL} - n_t \]

where, \( n_{EOL} \) represents the total number of charge and discharge cycles of the battery, and \( n_t \) represents the number of charge and discharge cycles that have elapsed at the time \( t \).

The SOH of the battery in the \( k-th \) charge and discharge cycle is the ratio of the battery capacity \( C_i \) to the initial battery capacity \( C_o \) in this cycle.

\[ SOH = \frac{C_i}{C_o} \times 100\% \]

When the maximum available capacity drops to 70% of the rated capacity [24], the battery life ends.

\[ EOL = C_o \times 70\% \]

Since the initial battery capacity of lithium batteries in each data set selected in this paper is consistent, the battery capacity data is directly used to predict healthy life.

B. CS-VMD

In the current research, there is no accurate parameter adjustment method for the values of \( K \) and \( \alpha \). The specific process of the CS-VMD method is as follows.

Step 1: Take the two key hyperparameters \( K \) and \( \alpha \) in the VMD algorithm as optimization objects, randomly initialize the position of the bird’s nest, and assign values to the number of bird’s nests \( n \), the maximum number of iterations \( T \) and the probability of discovery \( p_a \).

Step 2: Calculate and find out the best contemporary bird’s nest position \( X_{best} \) through fitness function.

This paper selects the root mean square error (RMSE) between the true RUL value of the lithium-ion battery and the predicted RUL value as the adaptation of the CS algorithm optimization fitness function.

\[ \text{fitness}_{\text{RMSE}} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (\hat{s}_n - s_n)^2} \]  

Where, \( N \) is the predicted number of cycles, \( \hat{s}_n \) is the predicted RUL of the lithium-ion battery, and \( s_n \) is the true RUL.

Step 3: Levy flight operation is performed to update the position and state of the nest, calculate the fitness value of the updated nest position, and compare it with the fitness value of the initial nest to select a better nest position for retention.

Step 4: Randomly generate a random number \( r \) in the interval \([0,1]\), if \( r > p_a \), then randomly improve \( X_{new} \) according to equation (9). Otherwise, it will not change.

Step 5: The fitness values of the retained optimal nest locations are calculated and compared with the fitness values corresponding to the previous generation of nest locations, and the better nest locations are retained again.

Step 6: Judge the algorithm termination condition, if it does not meet the iteration termination condition, go back to Step 3. If the termination condition is met, the optimal parameters calculated by CS are used as the final parameters of the VMD algorithm.

C. CS-VMD-GRU Prediction Model

The structure of the lithium-ion RUL prediction model proposed in this paper is shown in Fig. 2.

Step 1: Obtain the data of the remaining discharge capacity of the lithium-ion batteries.

Step 2: Based on the CS-VMD model, the discharge residual capacity sequence is divided into several IMFs with relatively low complexity and relatively stable.

Step 3: Firstly, the decomposed IMF components are divided into training set and test set. Secondly, the GRU prediction models are established for each IMF component, and the hyperparameters of the GRU network are obtained through the training model. Finally, the GRU model is used to predict the \( i-th \) IMF component of the remaining discharge capacity.

Step 4: Some prediction results are integrated effectively.

In the RUL prediction part, a GRU network structure is constructed. The input to each GRU network is the serial data of each IMF component of the historical capacity, and
the IMF value of the next cycle is used as the output. The specific expression is as follows:

\[
\hat{imf}_{ri} = gru(imf_{ri}^1, imf_{ri}^2, ..., imf_{ri+1}^1) \\
\hat{imf}_{ri}^2 = gru(imf_{ri}^2, imf_{ri}^2, ..., imf_{ri+1}^2) \\
\hat{imf}_{ri}^n = gru(imf_{ri}^n, imf_{ri}^n, ..., imf_{ri+1}^n)
\]

(19)

Among them, \(imf_{ri}^i\) is the lithium-ion historical battery capacity value of the \(i-th\) IMF component at time \(t\), \(\hat{imf}_{ri}^i\) is the predicted battery capacity value of the \(i-th\) component at time \(t+1\), and \(w\) is the embedding dimension. The value of the original battery capacity sequence can be obtained by adding the values of each IMF component.

\[
\hat{S}_{r+1} = \hat{imf}_{r+1} + \hat{imf}_{r+2} + ... + \hat{imf}_{r+1}
\]

(20)

Where, \(\hat{S}_{r+1}\) represents the predicted battery capacity sequence value at time \(t+1\).

All data is normalized before being put into the GRU network to eliminate the difference between variables. The normalization method is as follows:

\[
z_s = \frac{s - \min(s)}{\max(s) - \min(s)}
\]

(21)

Where, \(z_s\) is the normalized value, and \(s\) is the battery capacity serial value before normalization.

IV. CONSTRUCTION OF CS-VMD-GRU MODEL

A. Experimental Data

Database-1: The first experimental dataset is from the NASA lithium-ion battery dataset. The experimental data of four batteries B0005, B0006, B0007, and B0018 were selected for simulation verification [24]. The detailed specifications of the selected NASA lithium-ion batteries are shown in Table I.

TABLE I. NASA batteries parameters

| Battery | Rated Capacity /Ah | Charging cut-off voltage /V | Discharge cut-off voltage /V |
|---------|-------------------|----------------------------|----------------------------|
| B0005   | 2                 | 4.2                        | 2.7                        |
| B0006   | 2                 | 4.2                        | 2.5                        |
| B0007   | 2                 | 4.2                        | 2.2                        |
| B0018   | 2                 | 4.2                        | 2.5                        |

Table I shows the decay curve of capacity with the number of cycles during the discharge of four lithium-ion batteries. It can be seen that different types of batteries will have capacity increase during the discharge process, indicating the non-stationarity and nonlinearity of the lithium battery capacity sequence.

Database-2: The second experimental dataset comes from the Center for Advanced Life Cycle Engineering (CALCE) [26]. This paper studies CS2_33, CS2_34, CS2_35, CS2_36, CS2_37, CS2_38. Fig. 4 shows the decay curve of capacity with the number of cycles during the discharge of six lithium-ion batteries. The detailed specifications of the selected CALCE lithium-ion batteries are shown in Table II.

TABLE II. CALCE batteries parameters

| Battery | Rated Capacity /Ah | Charging cut-off voltage /V | Discharge cut-off voltage /V |
|---------|-------------------|----------------------------|----------------------------|
| CS2_33  | 1.1               | 4.2                        | 2.7                        |
| CS2_34  | 1.1               | 4.2                        | 2.7                        |
| CS2_35  | 1.1               | 4.2                        | 2.7                        |
| CS2_36  | 1.1               | 4.2                        | 2.7                        |
| CS2_37  | 1.1               | 4.2                        | 2.7                        |
| CS2_38  | 1.1               | 4.2                        | 2.7                        |

B. Evaluation Index

In order to fully analyze the effectiveness of the selected method, six indicators were chosen to evaluate the effectiveness of the proposed prediction model.

The mean absolute error (MAE) is calculated by the following formula (22).

FIGURE 3. NASA battery capacity decay data curve

FIGURE 4. CALCE battery capacity decay data curve
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad (22)

Root mean squared error (RMSE) response error distribution.

RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \quad (23)

Mean absolute percentage error (MAPE).

\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \quad (24)

Correlation index (R^2), adjusted correlation coefficient (Adjusted R^2) and relative accuracy (RA) are used to measure the difference between the predicted RUL value and the true RUL value.

R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \quad (25)

Adjusted R^2 = 1 - (1 - R^2) \times \frac{n - 1}{n - p - 1} \quad (26)

RA = 1 - \left| \frac{y_i - \hat{y}_i}{y_i} \right| \quad (27)

In formulas above, \( \hat{y}_i \) and \( y_i \) represents the predicted and original data, respectively. \( \bar{y} \) is average of the original data. \( n \) is the length of the sampled data, and \( p = 1 \).

**C. Comparison of Decomposition Methods**

The initial number of CS nests is 20 and the maximum number of iterations is 20. According to the equation (18), the optimal combination of the number of decomposition layers \( K \) and the secondary penalty factor \( \alpha \) is (6, 1400). As shown in the Fig. 5, compared with the original signal, it can be seen that not only the problem of modal aliasing is avoided but also the noise component is filtered out, which fully reflects the superiority of the CS-VMD method.

Fig. 5 (a) and (b) above are the timing diagrams and spectrograms of the components of the EMD method. It can be seen that IMF1 and IMF2 have different degrees of modal aliasing, and the various frequencies of the sequence are not well separated. Fig. 5 (c) and (d) also appear to be aliased in the previous components. The CS-VMD method can separate the IMF components of each frequency well, and its effect is better than that of EMD and CEEMDAN. Both EMD and CEEMDAN have different degrees of modal aliasing. Then the fixed parameter VMD method is used to decompose the original signal. The selected \( K \) and \( \alpha \) are 4 and 2000, respectively. It can be seen that because the appropriate \( K \) is not selected, not only the under-decomposition problem occurs, but the center frequency in the original signal is also not accurately extracted.
D. Experimental Results

In the prediction phase of the RUL of lithium-ion batteries, B0005, B0006, B0007 and B0018 batteries of NASA dataset and CS2_33, CS2_34, CS2_35, CS2_36, CS2_37 and CS2_38 of CALCE dataset are used to train and test several related algorithm models. In this experiment, in order to experience the performance of the CS-VMD-GRU combined model, five models of LSTM, EMD-LSTM, CEEMDAN-LSTM [14], VMD-LSTM and VMD-Bi-LSTM were selected for comparison and explanation.

The GRU parameter settings used in this study are as follows. When training the GRU network model, the first 50% of the battery capacity of the CALCE and NASA datasets are used as training samples, and the last 50% of the data are used as test samples.

(1) Database-1
As can be seen from Fig. 6 above, due to the uncertainty of the internal chemical reaction of the lithium-ion battery during discharge, there will be an increase in capacity. The single LSTM model has a large fluctuation in the prediction of the battery capacity decay sequence. After the introduction of the EMD method, the accuracy of the sequence for some lithium-ion battery capacities has been improved. Due to the modal aliasing and the end effect of the EMD method, different degrees of error will occur when predicting the capacity attenuation sequence. In each inherent mode, there are relatively large errors in the prediction of the components, and finally the overall fitting effect of the sequence is worse. Moreover, the EMD method itself does not have a strict mathematical theoretical background and lacks rigorous mathematical derivation. The VMD algorithm determines the center frequency of each signal by iteratively solving the variational problem. The algorithm is more robust and can better decompose each IMF component. After optimizing the number of decomposition layers and the secondary penalty factor of the VMD algorithm, the signal can be decomposed more accurately, and the prediction effect is better.

FIGURE 7. Comparison chart of evaluation indicators of each model. (a) RMSE; (b) MAE; (c) MAPE
The capacity value at which the capacity decays to 70% of the initial capacity is used as the life threshold, and then the number of usable cycles for the lithium-ion batteries to reach the EOL is predicted.

\[
RUL_{tr} = |RUL_{pr} - RUL_{tv}|	ag{28}
\]

\[
P_{er} = \frac{|RUL_{tr} - RUL_{tv}|}{RUL_{tv}}	ag{29}
\]

Where \(RUL_{tr}\) is the RUL prediction error, \(RUL_{pr}\) is the RUL prediction value, \(RUL_{tv}\) is the RUL true value, and \(P_{er}\) is the relative error of the lithium-ion battery prediction.

According to the analysis in Table III above, it can be seen that the prediction model presented in this paper has the smallest average prediction error for lithium-ion batteries, and there will be no major fluctuations. For example, when CS2_37 used EMD-LSTM and CEEMDAN-LSTM for prediction, their relative errors both exceeded 10%, and when CS2_38 used VMD-Bi-LSTM model for RUL prediction, their relative errors also exceeded 10%. In contrast, the average relative error of the CS-VMD-GRU model proposed in this paper is the smallest, reflecting the better adaptability and robustness of this method.

**TABLE III. CALCE lithium batteries life prediction error**

| Battery | Model    | \(RUL_{tv}\) | \(RUL_{pr}\) | \(RUL_{tr}\) | \(P_{er}\) |
|---------|----------|--------------|--------------|--------------|------------|
| CS2_33  | LSTM     | 164          | 178          | 14           | 0.0854     |
|         | EMD-LSTM | 164          | 175          | 11           | 0.0671     |
|         | CEEMDAN-LSTM | 164       | 178          | 14           | 0.0854     |
|         | VMD-LSTM | 164          | 188          | 24           | 0.1463     |
|         | VMD-Bi-LSTM | 164        | 190          | 26           | 0.1585     |
|         | CS-VMD-GRU | 164         | 169          | 5            | 0.0305     |
| CS2_34  | LSTM     | 174          | 214          | 40           | 0.2298     |
|         | EMD-LSTM | 174          | 204          | 30           | 0.1724     |
|         | CEEMDAN-LSTM | 174       | 197          | 23           | 0.1322     |
|         | VMD-LSTM | 174          | 197          | 23           | 0.1322     |
|         | VMD-Bi-LSTM | 174        | 206          | 32           | 0.1839     |
|         | CS-VMD-GRU | 174         | 180          | 6            | 0.0345     |
| CS2_35  | LSTM     | 178          | 185          | 7            | 0.0393     |
|         | EMD-LSTM | 178          | 180          | 2            | 0.0112     |
|         | CEEMDAN-LSTM | 178       | 184          | 6            | 0.0337     |
|         | VMD-LSTM | 178          | 183          | 5            | 0.0281     |
|         | VMD-Bi-LSTM | 178        | 182          | 4            | 0.0225     |
|         | CS-VMD-GRU | 178         | 178          | 0            | 0          |
| CS2_36  | LSTM     | 46           | 52           | 6            | 0.1304     |
|         | EMD-LSTM | 46           | 45           | 1            | 0.0217     |
|         | CEEMDAN-LSTM | 46       | 49           | 3            | 0.0655     |
|         | VMD-LSTM | 46           | 48           | 0            | 0.0435     |
|         | VMD-Bi-LSTM | 46        | 55           | 9            | 0.1957     |
|         | CS-VMD-GRU | 46         | 46           | 0            | 0          |
| CS2_37  | LSTM     | 130          | 155          | 25           | 0.1923     |
|         | EMD-LSTM | 130          | 144          | 14           | 0.1077     |
|         | CEEMDAN-LSTM | 130       | 148          | 18           | 0.1385     |
|         | VMD-LSTM | 130          | 137          | 7            | 0.0538     |
|         | VMD-Bi-LSTM | 130        | 150          | 20           | 0.1538     |
|         | CS-VMD-GRU | 130         | 130          | 0            | 0          |
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(2) Database-2

As can be seen from the above Fig. 9, the method in this paper also has a comparatively predictive effect on NASA dataset. In view of the phenomenon of battery capacity regeneration, the capacity decay sequence of lithium-ion batteries can be better predicted.

The reference battery capacity reaches the failure threshold as the standard for the end of battery life. The failure threshold is set to 1.4Ah, but for the B0007 battery, the remaining capacity has not reached 1.4Ah at the end of the test experiment, so the failure threshold is set to 1.42Ah. The battery failure threshold and actual life are shown in Table IV below:

| TABLE IV. NASA batteries failure threshold |
| NASA battery | Failure threshold/Ah | Actual life/Cycle |
|---------------|----------------------|------------------|
| B0005         | 1.40                 | 116              |
| B0006         | 1.40                 | 106              |
| B0007         | 1.42                 | 160              |
| B0018         | 1.40                 | 90               |

FIGURE 9. The prediction results of each model on 50% of the NASA training set. (a) Battery B0005; (b) Battery B0006; (c) Battery B0007; (d) Battery B0018

TABLE V. NASA lithium batteries life prediction error

| Battery | Model      | $RUL_{\text{tr}}$ | $RUL_{\text{pr}}$ | $RUL_{\text{er}}$ | $P_{\text{er}}$ |
|---------|------------|-------------------|-------------------|-------------------|----------------|
| B0005   | LSTM       | 34                | 50                | 16                | 0.4706         |
|         | EMD-LSTM   | 34                | 50                | 16                | 0.4706         |
|         | CEEMDAN-LSTM | 34            | 45                | 11                | 0.2444         |
According to the analysis in Table V above, it can be seen that the new prediction model presented in this paper has the smallest error in the prediction of lithium-ion batteries, and there will be no major fluctuations. For example, when B0005 uses EMD-LSTM and CEEMDAN-LSTM for prediction, the relative error reaches 20%. This is because the RUL of the lithium-ion battery fluctuates significantly near the life threshold, causing the prediction to be inaccurate. In comparison, the average relative error of the CS-VMD-GRU model proposed in this paper is the smallest, which reflects the better adaptability and robustness of the algorithm, and has a certain improvement in accuracy compared to other models.

TABLE VI. Evaluation index of CS-VMD-GRU

| Dataset | Division ratio | MAE | RMSE | MAPE | R² | Adjusted_R² | RA |
|---------|----------------|-----|------|------|----|--------------|----|
| CALCE   | 50% training set | 0.0114 | 0.0142 | 0.0269 | 0.9948 | 0.9947 | 0.9878 |
| NASA    | 50% training set | 0.0204 | 0.0207 | 0.0145 | 0.9752 | 0.9652 | 0.9852 |

Table VI is the results of each index of the method proposed in this paper on the two datasets. For the same sample data, the CS-VMD-GRU combination algorithm is compared with several commonly used algorithms. It can be seen that the prediction accuracy of several other models decreases when the training data is too small, but the combined algorithm proposed in this paper still has a high prediction accuracy, which reflects that the combined prediction algorithm is sufficiently trained on the data to improve the prediction accuracy and reduce the strong dependence on the data. Moreover, due to the characteristics of GRU own network, it also reduces the computational effort without reducing the prediction accuracy compared with LSTM network.

V. CONCLUSION

Lithium-ion battery capacity degradation is a very significant issue in practical applications. The prediction of battery RUL is closely related to the safety of timely maintenance and replacement of electric equipment systems. In this paper, a lithium-ion battery RUL prediction method based on CS-VMD-GRU is proposed. This method adopts the idea of combining time-frequency analysis and neural network prediction to predict the decay sequence of lithium-ion battery capacity. Firstly, the complex battery discharge capacity decay sequence is divided by CS-VMD to obtain each IMF component. By dividing the training set and test set of different proportions, the GRU model is used to train and predict each IMF component, and finally the sub-sequences obtained by the prediction are effectively integrated to obtain the final battery RUL.

Experimental results based on NASA lithium-ion battery dataset and CALCE lithium-ion battery dataset show that CS-VMD can significantly reduce the complexity of the sequence and reduce the modal aliasing phenomenon of each IMF component. Compared with LSTM, EMD-LSTM, CEEMDAN-LSTM, VMD-LSTM, VMD-Bi-LSTM methods, the method presented in this paper has very high prediction accuracy, the maximum
MAE of prediction does not exceed 2%, and the RMSE is controlled within 2%. Because VMD needs to iteratively solve the variational equation, the training time of the model proposed in this paper is increased compared with other methods. In the following work, we will try to use the improved empirical wavelet transform to decompose the sequence, which can improve the prediction accuracy at the same time and save model training time.
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