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Mesh Blendshape Semantic Facial NeRF Model

Fig. 1. A semantic model for human head defined with neural radiance field is presented. In this model, multi-level voxel field is adopted as basis with corresponding expression coefficients, which enables strong representation ability on the aspect of rendering and fast training.

We present a novel semantic model for human head defined with neural radiance field. The 3D-consistent head model consist of a set of disentangled and interpretable bases, and can be driven by low-dimensional expression coefficients. Thanks to the powerful representation ability of neural radiance field, the constructed model can represent complex facial attributes including hair, wearings, which can not be represented by traditional mesh blendshape. To construct the personalized semantic facial model, we propose to define the bases as several multi-level voxel fields. With a short monocular RGB video as input, our method can construct the subject’s semantic facial NeRF model with only ten to twenty minutes, and can render a photorealistic human head image in tens of miliseconds with a given expression coefficient and view direction. With this novel representation, we apply it to many tasks like facial retargeting and expression editing. Experimental results demonstrate its strong representation ability and training/inference speed. Demo videos and released code are provided in our project page: https://ustc3dv.github.io/NeRFBlendShape/
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1 INTRODUCTION

3D face/head representation is an important research problem in computer vision and computer graphics, and has wide applications in AR/VR, digital games and movie industry. How to represent the dynamic head and faithfully reconstruct a personalized human head model from a monocular RGB video is an important and challenging research topic. With the hypothesis that human head could be embedded into a low dimensional space. Parametric semantic head models, like blendshape, have been studied and improved for a long time.
time. The blendshape head model, in the form of linear/bilinear combination of different facial expressions, has the following advantages. It is a semantic parameterization. The combination coefficients have intuitive meaning for the users as the strength or influence of specific facial expressions. Meanwhile, the blendshape constructs a reasonable shape space which can help the user freely control and edit in the space.

The generalized semantic head models like FaceWarehouse [Cao et al. 2013] aim to model different subjects with different expressions, and thus may ignore personalized geometry and texture details. To construct a personalized blendshape model, traditional mesh based methods usually adopt deformation transfer [Garrido et al. 2016; Li et al. 2010; Sumner and Popović 2004] and multilinear tensor-based 3DMM [Cao et al. 2018, 2014; Vlasic et al. 2006]. However these methods usually have the following disadvantages. First, mesh based parametric models are hard to represent personalized non-face parts like hair and teeth. Second, to use an RGB supervision, we have to use approximated differentiable rendering techniques to alleviate the non-differentiable problems. Third, deformation transfer cannot reconstruct expressions realistically due to limited representation ability. Last, facial expressions are characterized by many factors such as ages and muscle movements, and these factors are hard to be accurately expressed by predefined blendshapes.

Recently, NeRF based methods have made it possible to synthesize photorealistic images. Some works integrate NeRF with GANs [Chan et al. 2022, 2021; Deng et al. 2022; Gu et al. 2022; Niemeyer and Geiger 2021; Schwarz et al. 2020; Zhou et al. 2021]. However, this kind of generative models couple expression, identity and appearance together, resulting that the expressions can not be easily controlled. HeadNeRF [Hong et al. 2022] proposes to disentangle different semantic attributes, but it could not represent personalized facial dynamics and facial details due to its generic model capacity. AD-NeRF [Guo et al. 2021b] and NerFACE [Gafni et al. 2021] could generate highly personalized facial animation, their user-specific training make the model learn more personalized facial details. However, they need a long time to train a reasonable dynamic head field. According to our experiments in section 4.3, this is because they concatenate the expression condition with Fourier positional information and directly input it to the MLP. Both the Fourier positional encoding and the “concatenate” strategy is not ideal for fast training. The Fourier encoding is not friendly for MLP for fast convergence. And the concatenation operation does not contain any combination law to discover the relation between local and global features (in NeRF case, positional information and expression condition). Therefore, it takes a long time for MLP to learn how to use the expression condition to predict RGB and density.

Recently, local features have been explored to improve NeRF’s quality and efficiency. The original NeRF’s local feature is the Fourier positional encoding, which takes a long time to converge. Following works designs different kinds of local features to improve NeRF. Some methods adopt a voxel field to accelerate the training process [Sara Fridovich-Keil and Alex Yu et al. 2022; Sun et al. 2022]. Other works use the voxel field to accelerate ray marching and volume rendering [Garbin et al. 2021; Liu et al. 2020; Yu et al. 2021a]. EG3D [Chan et al. 2022] adopts a compact and efficient tri-plane architecture enabling geometry-aware synthesis. TensoRF [Chen et al. 2022] factorizes the 4D scene tensor into multiple compact low-rank tensor components to separate local features. Among these methods, instant neural graphics primitives (INGP) [Müller et al. 2022] demonstrated a remarkable performance improvement in both training and rendering. It uses a highly compressed compact data structure, multi-level hash table, to make it possible to store a multi-level voxel field. A novel design of INGP is that the feature query collision is solved in an adaptive way. Features in different levels could be trained together. Together with the help of high-performance ray-marching implementation, it could train a static NeRF scene less than 1 min and render one frame in tens of milliseconds.

Although a lot of methods have been proposed to speed up the training and inference of a static NeRF field, it still remains a problem to achieve a fast training of a dynamic scene such as the complicated head deformation. As our baseline shows, using a direct “concatenate” strategy to combine local features and expression code together as the input of MLP, which is very common for NeRF based head application, is not efficient and sufficient to model dynamic head motions.

In this paper, we present a personalized semantic facial model architecture defined on multi-level voxel field. It not only inherits the semantic meaning of mesh blendshape used for tracking, but also has more personalized facial detailed attributes especially for no-face part. Each basis of our model is a radiance field of a specific expression, represented by a multi-level voxel field. We adopt the multi-resolution hash tables to store the multi-level features for performance consideration. For any novel expressions, it can be expressed as the weighted combination of voxel bases with the expression coefficients. We adopt an MLP to interpret the voxel field as a radiance field for volume rendering. To further accelerate the ray marching in volume rendering and make the optimization focus on the region possibly occupied by head, we design an expression-aware density grid update strategy. Thanks to powerful representation ability and fast convergence of our implicit model, our method outperforms other similar head construction methods in both modeling quality and construction speed. Our method can construct a photo-realistic personalized semantic facial model in around 10-20 minutes, which is remarkably faster than related NeRF based head technique. As our model is trained from a video of a specific person and combines the features in a latent space, it could capture personalized details including non-linear deformation (cheek folds, forehead wrinkle) and user-specific attributes (mole, beard). Compared with traditional mesh based blendshape models, our model can be constructed from a short RGB video and generate high-fidelity view consistent head images with different expressions.

In summary, the contributions include the following aspects:

- We present a novel semantic model for human head defined with neural radiance field. Our constructed NeRF basis not only has a disentangled semantic meaning, but also embodies more personalized facial attributes including muscle actions and detailed texture. Therefore, the constructed digital avatars can model facial motions quite well and generate photo-realistic results.
- Our representation combines multi-level voxel fields with expression coefficients in the latent space. The multi-resolution
features could efficiently learn head details in different scales. The linear blending design could modulate the local features in advance to adapt to MLP’s input distribution, which makes our model cost much less time to construct and express more realistic facial details.

- With this novel representation, digital human head related applications like facial reenactment can be easily achieved and have remarkable performance, which implies its potential usage in photo-realistic animation industry.

2 RELATED WORK

Parametric Head Model. Under the hypothesis that human head shape space can be well disentangled as identity, expression and appearance, Blanz and Vetter proposed 3DMM[Blanz and Vetter 1999] to embed 3D head shape into several low-dimensional PCA spaces. Mesh based parametric head model has been further studied by a lot of following works. To improve its representation ability, some work extends it to multilinear models[Cao et al. 2013; Vlasic et al. 2006], non-linear models[Guo et al. 2021a; Ranjan et al. 2018; Tran and Liu 2018] and articulated models with corrective blendshape to improve its modeling ability[Li et al. 2017]. Both mesh based methods and deep learning based methods have been widely used in many related applications. However, mesh based parametric models usually can not represent personalized facial details due to its limited representation ability. Meanwhile, existing mesh based parametric models can not represent non-face parts especially for hair. Some works handle this problem using deformation transfer[Cao et al. 2016; Garrido et al. 2016; Hu et al. 2017; Ichim et al. 2015; Sumner and Popović 2004] or neural network[Bai et al. 2021; Chaudhuri et al. 2020; Yang et al. 2020] to get user-specific blendshape basis.

To break through the limited representation ability of explicit mesh based digital human representation, many works adopt the implicit representation to improve the model capacity and visual quality [Gafni et al. 2021; Hong et al. 2022; Jiang et al. 2022; Wang et al. 2022; Yenamandra et al. 2021; Zheng et al. 2022; Zhuang et al. 2021]. i3DM[iYenamandra et al. 2021] is the first neural implicit function based 3D morphable model of full heads. HeadNeRF[Hong et al. 2022] proposes a generic head parametric model based on neural radiance field. Although neural implicit function based representations have demonstrated strong representation ability, a generic model often still lacks personalized facial details. NerFACE[Gafni et al. 2021] presents a personalized NeRF based human head model. However, their method requires a long time for training and inference for each subject. IM Avatar[Zheng et al. 2022] presents an implicit LBS model. Note that both our method and IM Avatar have an implicit blendshape architecture. The main difference is that IM Avatar focuses on detailed geometry and appearance and our model focuses more on photorealistic rendering and efficient training/inference. Another difference is that IM Avatar uses a backward non-rigid ray marching to find the canonical surface point for each ray. Our ray marching is performed in the deformed space.

Human Portrait Synthesis. Many methods have been proposed for facial reenactment and novel view synthesis. Image based methods[Pumarola et al. 2019; Siarohin et al. 2019; Zakharov et al. 2020] adopt warping fields or encoder-decoder architectures to synthesize the images. As these methods represent the 3D deformation in the 2D space, artifacts may appear for large pose and expression changes. Morphable model[Kim et al. 2018; Thies et al. 2020a, 2019, 2016; Zhang et al. 2022] based methods use a parametric 3D model to synthesize a digital portrait. Deep Video Portraits[Kim et al. 2018] uses rendered correspondence maps together with an image-to-image translation network to output photo-realistic imagery. Deferred Neural Rendering[Thies et al. 2020a, 2019] proposes an object-specific neural textures which can be interpreted by a neural renderer.

Neural Radiance field. NeRF[Mildenhall et al. 2020] proposes to represent a scene with an MLP and utilize the volume rendering for novel view synthesis task. As NeRF is differentiable, its inputs can be only multi-view images. Due to the above listed characteristics, NeRF has been widely used to 3D geometry reconstruction[Wang et al. 2021; Yariv et al. 2021]. 4D scene synthesis [Li et al. 2022; Park et al. 2021a,b] and digital human modeling[Peng et al. 2021a,b; Weng et al. 2022]. Besides, a lot of research focus on improving NeRF’s representation ability[Barron et al. 2021] and reducing the number of inputs[Chibane et al. 2021; Niemeyer et al. 2022; Yu et al. 2021b].

Recently, NeRF has also demonstrated its strong representation ability in human head modeling. Many works adopt NeRF to represent dynamic human head scene, and synthesis high-fidelity 3D consistent result. Generative head models[Chan et al. 2022, 2021; Deng et al. 2022; Gu et al. 2022; Niemeyer and Geiger 2021; Schwarz et al. 2020; Zhou et al. 2021] use latent code to generate the rendering result. Although they usually have a good pose control over the result, but do not support expression editing due to its generative adversarial training strategy. Generic parametric head model[Hong et al. 2022; Zhuang et al. 2021] disentangles latent space of human head as identity, expression and appearance space, and to some extent realize semantical control over head transformation. However, generic head model often ignores personalized facial details and user-specific facial muscle movements due to limited MLP capacity. AD-NeRF[Guo et al. 2021b] and NerFACE[Gafni et al. 2021] are subject-specific models, and it can generate high fidelity human head animation controlled by voices or expressions. However, both AD-NeRF and NerFACE need days for training and seconds for inference. And we found both of them tend to learn a smooth head scene and sometimes ignore high-frequency facial attributes.

Voxel Representation for NeRF Acceleration. With the help of voxel field, NeRF could spare its training burden across the local features, which will significantly improve the training speed[Sara Fridovich-Keil and Alex Yu et al. 2022; Sun et al. 2022]. Voxel field could also help store the spacial information like density distribution in advance to accelerate the inference speed[Garbin et al. 2021; Liu et al. 2020; Lombardi et al. 2021; Yu et al. 2021a]. Recently, instant neural graphics primitives[Müller et al. 2022] adopts multi-level hash table to augment a shallow MLP and achieves a combined speedup of several orders of magnitude. It can train a static scene with NeRF using only several seconds, and render the scene in tens of milliseconds. However, these methods could not be directly used for dynamic scenes due to its complex non-rigid deformations. Meanwhile, it is hard to perform “pruning” operation for voxel grid.
3 METHOD

In this work, we propose a novel personalized human head representation that takes a series of specially designed neural radiance fields as the bases of the human head. Similar to traditional mesh blendshape like FaceWarehouse [Cao et al. 2013], each basis of the proposed model has a specified semantic meaning, such as eye closed and jaw forward, which makes it easy for users to use a low-dimensional code to generate desired human head images.

Our head model linearly combines multi-level voxel fields with expression coefficients in the latent space, and the multi-resolution features could efficiently learn head details in different scales. Our linear blending design could modulate the local features in advance to adapt to MLP’s input distribution, which reduces the training burden of MLP and expresses more realistic facial details. We improve the rendering efficiency of our model by concentrating the sampling near surfaces. With these designs, the proposed method could construct a set of NeRF bases in less than 20 minutes. Meanwhile, the trained model has interactive rendering speed and can render photo-realistic human head images. Furthermore, the results generated by our personalized NeRF-based blendshape can be further semantically edited, such as freely adjusting camera parameters and independently changing the subject’s expression to any desired expression while keeping other attributes unchanged. An overview of the proposed representation is shown in Fig. 2, and the algorithm details will be presented in the following.

3.1 NeRF Based Linear Blending Representation

Similar with [Chan et al. 2022; Gafni et al. 2021; Hong et al. 2022], our representation is also based on neural radiance field [Mildenhall et al. 2020], and we represent it by the MLP-based implicit function. Besides, we associate expression bases with multi-level hash tables [Müller et al. 2022] and endow each hash table with specific semantic attributes via an elaborately designed training strategy. We denote the representation of our model as $\mathcal{R}$ and formulate it as:

$$I = \mathcal{R}_\theta(C, h_0 + Hw),$$

where $\theta$ indicates the learnable weight parameters of the MLP. $C$ is the camera parameter used for rendering, including the extrinsic and intrinsic matrices. $h_0 \in \mathbb{R}^{L \times T \times F}$ is the multi-level hash table representing the mean shape of the blendshape in latent space, where $L$ is the number of hash table’s levels, $T$ is the hash table size, and $F$ is the number of feature dimensions per entry of the hash table. $H = \{h_1, h_2, \ldots, h_K\}, h_i \in \mathbb{R}^{L \times T \times F}$ is the multi-level hash table representing the expression displacement basis in latent space. $K$ is the number of the expression bases of our model, and $w = \{w_1, w_2, \ldots, w_K\} \in \mathbb{R}^{K}$ is the expression coefficient. $I$ is the human head image rendered by $\mathcal{R}_\theta$ according to the above parameters.

3.2 Rendering

The rendering process of our model is shown in the right part of Fig. 2. We first calculate the corresponding hash tables for a given expression coefficient $w$ as:

$$h = h_0 + Hw = h_0 + \sum_{i=1}^{K} w_i h_i, h \in \mathbb{R}^{L \times T \times F},$$

where we combine the bases in multi-level voxel space instead of combining the blendshape basis in explicit space as mesh blendshape. Then we adopt the model architecture of [Müller et al. 2022] and formulate the MLP-based implicit function $g_\theta$ of NeRF as:

$$g_\theta : (\eta(x; h), \gamma(d)) \mapsto (\sigma, c),$$

where $x \in \mathbb{R}^3$ is a 3D point sampled from one ray. $d \in \mathbb{R}^3$ indicates a unit vector representing view direction. $\eta(x; h) \in \mathbb{R}^{L \times F}$ is the encoding of $x$ about $h$, and it is obtained by linearly interpolating the feature vectors indexed by the hash value of $x$’s transformed integer corner points (please refer to [Müller et al. 2022] for details). $\gamma(d)$ is the positional encoding of $d$, which projects $d$ onto the first 16 coefficients of the spherical harmonics basis. $\sigma$ and $c$ denote the predicted density and color of $x$, respectively.

Actually, the expression coefficients could combine the local features encoded by the multi-level hash tables, and this effectively enhances the representation ability of our model. Thus, we can use a lightweight MLP to represent the implicit function $g_\theta$. The network architecture of $g_\theta$ is a 4 layers MLP with 64 neurons width. It means that the rendering of our model can be executed efficiently. Lastly, we generate the rendered image $I$ by the following volume rendering:

$$I(r) = \int_0^\infty p(t) c(r(t)) dt,$$

where $p(t) = \exp(-\int_0^t \sigma(r(s)) ds) \sigma(r(t))$.

$r(t)$ represents a ray emitted from the camera origion. The head mask can be generated in a similar way:

$$M(r) = \int_0^\infty p(t) dt.$$

In summary, the rendering process of our model consists of the following steps: First, we use the expression coefficients to linearly combine the multi-level hash tables that represent different expression bases in latent space. Then we cast rays to get sampled points. By querying these points in the combined hash table, the hash encoding of the sample point w.r.t the combined hash table is generated. We further use a lightweight MLP-based implicit function to map the generated hash encoding to RGB and density for volume rendering. We want to point out that these steps can be fast calculated, and we will further skip empty space when building our model. Therefore, the rendering of our model is efficient, and the constructed personalized semantic head model can quickly generate the target head image with the given target expression coefficient. Besides, efficient rendering actually speeds up the construction of our models as well.

3.3 Construction

The proposed personalized NeRF-based semantic facial model can be constructed using only a 3-5 minutes monocular RGB video thanks
to the above-mentioned elaborate design. In the following, we will present the algorithm details to construct our model.

3.3.1 Data Preprocessing. Firstly, we use an existing mesh-based facial blendshape [Cao et al. 2013] to track the face in the input video similar to [Guo et al. 2018]. Then we can obtain the expression coefficients and the head pose parameters of each frame. Like Head-NeRF [Hong et al. 2022], we take the human head pose parameters as the extrinsic camera parameter of the corresponding frame, which implicitly aligns the underlying geometry of each frame to the same spatial location. Lastly, we randomly extract \( N \) frames from the input video to train our model, and the head mask of the selected frame is generated by the off-the-shelf segmentation methods [Yu et al. 2018]. We denote the optimized expression coefficients of selected frames as \( \{w^1, w^2, \ldots, w^K\} \).

3.3.2 Training. The learnable variables of our model include the network parameters \( \theta \) of the implicit function \( g_\theta \) and the multi-level hash tables \( \{h_0, H\} \) representing expression bases. Meanwhile, we take \( \{w^1, w^2, \ldots, w^K\} \) as the expression coefficients of our personalized NeRF-based blendshape and freeze them while training our model. The loss terms used to train our model include the following three terms:

**Photometric Loss.** This loss requires that the rendered result is consistent with the input RGB image, which is common for NeRF-based reconstruction and can be formulated as:

\[
L_{\text{color}} = \sum_{r \in S} \|I(r) - I_{GT}(r)\|_1,  \tag{6}
\]

where \( S \) is the set of rays in each batch, and \( I(r), I_{GT}(r) \) are the predicted RGB colors and ground truth for ray \( r \) respectively.

**Mask Loss.** This loss requires that the rendered mask of Eq. (5) is consistent with the ground truth head mask. It is formulated as:

\[
L_{\text{mask}} = \sum_{r \in S} \|M(r) - M_{GT}(r)\|_1, \tag{7}
\]

where \( M(r) \) and \( M_{GT}(r) \) are the predicted mask value and ground truth for ray \( r \) respectively. This loss makes sure density outside the head region is zero, and also lets the head region become an opaque object quickly.

**Perceptual Loss.** The perceptual loss \( L_{\text{LPIPS}} \) of [Zhang et al. 2018a] is utilized to provide robustness to slight misalignments and shading variations and improve details in the reconstruction. We choose VGG as the backbone of LPIPS. As LPIPS uses convolutions to extract features, we sample \( B \) patches with size \( W \times W \), and render a total of \( B \times W \times W \) rays in each batch \( (B \) is also the number of frames in each batch). The rendered patch is compared against the patch with the same position on the input image. Similar strategy is used in [Schwarz et al. 2020; Weng et al. 2022].

In summary, the overall loss of training our model is defined as:

\[
L_{\text{total}} = \lambda_1 L_{\text{color}} + \lambda_2 L_{\text{mask}} + \lambda_3 L_{\text{LPIPS}}, \tag{8}
\]

where \( \lambda_i \) is a scalar for balancing different terms. To minimize the total loss, we propose a well designed training strategy, and it contains three steps:

In the first two epochs, we set \( \lambda_1, \lambda_2 \) to 1 and \( \lambda_3 \) to 0. The mask loss could make the model quickly learn the distribution of 3D density because it is a supervision directly on the density distribution.
We also validate our linear blending is much better than a direct density grid to conduct efficient ray sampling. The density grid be jointly optimized. Features in different levels of multi-resolution hash table could "concatenate" strategy. See 4.3 for experimental details.

Approximate the natural 3D range of head expression.ˆ

\[ h_i = h_0 + \hat{w}_i \hat{h}_i, \]

where \[ \hat{w}_i = \max_{j \in [1,N]} w^j_i. \]

\[ w^j_i \] is the i-th element of \( w^j \). We compute the element-wise maximum of the density grids of all \( \hat{h}_i \) to get the final density grid to approximate the natural 3D range of head expression.

Discussion on Fast Training. Our model can converge quickly due to the following reasons:

Firstly, the relationship between global condition and local features (in our case, expression coefficients and queried positional features) have been considered in our architecture. This linear blending architecture could reduce the burden of MLP in learning how to use expression information to transform the positional information. We also validate our linear blending is much better than a direct "concatenate" strategy. See 4.3 for experimental details.

Secondly, our model could capture multi-scale details at the same time. Features in different levels of multi-resolution hash table could be jointly optimized. Ray marching steps in empty space are skipped. We use a density grid to store local density information to instruct ray-marching.

Lastly, we not only randomly sample rays, but also sample patches. For randomly sampled rays, we set \( \lambda_1 \) to 1 and \( \lambda_2, \lambda_3 \) to 0, for sampled patches, we set \( \lambda_1 \) to 0.1 and \( \lambda_2, \lambda_3 \) to 0.1. We sample patches in mouth part in 1/2 probability and sample patches across the whole image otherwise.

Expression-Aware Density Grid Update. We use a 128^3 density grid to store local density information to instruct ray-marching to skip empty space. Different from the static scene considered in [Müller et al. 2022], the captured dynamic human head is changing over time with different poses and expressions. As the example shown in Fig. 3, the density field of a specific expression could not cover all expression cases. We should not use the density field of a certain expression to determine the density grid. In our implementation, we compute density grid of each basis as:

\[ h_i = h_0 + \hat{w}_i \hat{h}_i, \]

where \[ \hat{w}_i = \max_{j \in [1,N]} w^j_i \]

\[ w^j_i \] is the i-th element of \( w^j \). We compute the element-wise maximum of the density grids of all \( \hat{h}_i \) to get the final density grid to approximate the natural 3D range of head expression.

Discussion on Fast Training. Our model can converge quickly due to the following reasons:

Firstly, the relationship between global condition and local features (in our case, expression coefficients and queried positional features) have been considered in our architecture. This linear blending architecture could reduce the burden of MLP in learning how to use expression information to transfrom the positional information. We also validate our linear blending is much better than a direct "concatenate" strategy. See 4.3 for experimental details.

Secondly, our model could capture multi-scale details at the same time. Features in different levels of multi-resolution hash table could be jointly optimized.

Thirdly, ray marching steps in empty space are skipped. We use a density grid to conduct efficient ray sampling. The density grid update considers every expression action to make sure every voxel occupied by the head region are considered.

4 EXPERIMENTS

4.1 Implementation Details

We implement our semantic facial model with Pytorch [Paszke et al. 2019], and the CUDA extension of Pytorch is employed to implement the raymarching and volume rendering parts. Our model is trained with Adam solver [Kingma and Ba 2014] with batch size 4. The dimension of our expression coefficients is 46, and we set the patch size of the perceptual loss to 32. The parameters of our hash table are listed in Tab. 1. All the results are tested on one RTX 3090 card.

Some training videos are from the datasets collected by Neural Voice Puppetry[Thies et al. 2020b] and SSP-NeRF[Liu et al. 2022]. Since the expressions in these videos are mainly normal talking styles which are not very challenging, we didn’t do evaluation on the whole dataset. We capture some monocular videos with exaggerated expressions and large head rotations. In each captured video, the subject is asked to perform arbitrary expressions, and we have got the permissions from these subjects for research purposes. For each target person, we collect a 3-5 min monocular RGB video with 512 x 512 resolution and 30 fps. Thus we captured 5000-10000 frame images for a single person. The last 500 frames serve as the testing dataset, and we randomly extract 3000-4000 frames from the rest as our training dataset.

4.2 Comparison

In this part, we compare our model’s rendering quality and representation ability with existing state-of-the-art facial reenactment or head modeling methods. Specifically, FOMM [Siarohin et al. 2019] uses a reference image and a driving video as inputs to generate a motion video sequence. NerFACE [Gafni et al. 2021] and Neural Head Avatars (denoted as NHA) [Grassal et al. 2022] use the same training data as ours. NerFACE is NeRF-based head modeling, which takes the concatenation of the expression code and positional encoding information as input. Neural Head Avatars explicitly reconstruct the full head on a FLAME model.

Fig. 4 shows the qualitative comparison between our model and the above methods. It can be observed that our model is superior to others. We found the 3D consistency of FOMM is not as good as others. This drawback may originate from its 2D CNN architecture without enough 3D space knowledge. NerFACE tends to learn low-frequency signals and struggles to model head detailed information. Neural Head Avatars have more personalized details than NerFACE.

Table 1. The parameters of hash table

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Number of levels           | 16                     |
| Hash table size            | 2^14                   |
| Number of feature dimensions per entry | 4                     |
| Coarsest resolution       | 16                     |
| Finest resolution         | 1024                   |
| Initial distribution      | \( U(10^{-4}, 10^{-4}) \) |
Reconstructing Personalized Semantic Facial NeRF Models From Monocular Video

Fig. 4. Comparison with state-of-the-art head modeling and facial reenactment methods. We can see that our model reconstruct high-fidelity expressions and facial details. YouTube ID of Hillary Clinton’s video is -yHgE9W699w.

Fig. 5. Baseline architecture. The queried feature in hash table is concatenated with expression code as the input of MLP. We use a deeper and wider MLP to demonstrate its representation ability. A 2-layer MLP is used to map the expression coefficients to be concatenated with the queried feature. However, the explicit mesh domain restricts its representation ability. As shown in this figure, undesired geometric artifacts appear in NHA’s results. In contrast, our results are most consistent with the ground truth, and the fine-level details of the human head can be represented and rendered.

Tab. 2 shows the quantitative comparison between our model and other methods, where the Mean Squared Error (MSE), L1 distance, Peak Signal-to-Noise Ratio (PSNR), Structure Similarity Index (SSIM) [Wang et al. 2004] and Learned Perceptual Image Patch Similarity (LPIPS) [Zhang et al. 2018b] are computed. It is worth noting that our method outperforms these existing methods in terms of any reconstruction error, which further verifies the effectiveness and superiority of our model.

As the expression coefficients space used for tracking is disentangled from identity space, we could use anyone’s facial expression coefficients of the mesh-based blendshape to combine our bases and render the radiance field with a given view. Based on this observation, we apply our model to perform facial reenactment where we transfer the facial expressions from one person to another. Specifically, we track the source subjects’ video and get poses, camera intrinsics, and expression coefficients. The poses and intrinsics are utilized to cast rays, and we further use expression coefficients to
Fig. 6. Our model can be easily used for facial reenactment. Compared with other methods, our method also demonstrates more personalized facial details and synthesizes a more reasonable human head conditioned on expression coefficients in cross-identity reenactment. YouTube ID of Ivanka Trump’s video is -dNU9e0SYIg. YouTube ID of Theresa May’s video is nOj49CzODEU. YouTube ID of Barack Obama’s video is IQJW4_FvVKo. YouTube ID of Hillary Clinton’s video is -yHgE9W699w.

Table 2. Quantitative evaluation of our method in comparison to state-of-the-art facial reenactment methods based on self-reenactment. We compute the mean value and standard deviation of every method.

| Metrics      | FOMM   | NerFACE | NHA    | Ours   |
|--------------|--------|---------|--------|--------|
| MSE(10^{-3}) | 1.75(0.81) | 0.75(0.45) | 0.69(0.54) | **0.48**(0.32) |
| L1(10^{-2})  | 1.87(0.52) | 0.84(0.30) | 0.80(0.29)  | **0.70**(0.23) |
| PSNR↑        | 28.32(2.45) | 32.24(2.70) | 32.85(3.01) | **34.15**(2.58) |
| SSIM(10^{-1})| 9.29(0.28) | 9.67(0.15) | 9.69(0.16)  | **9.73**(0.13) |
| LPIPS(10^{-2})| 5.30(1.73) | 3.50(1.64) | 3.37(1.88)  | **2.67**(1.32) |

4.3 Comparison with “Concatenate” Operation

We want to point out that the multi-level voxel field is not the only reason for our model’s representation ability and training efficiency. In fact, the implicit linear blending architecture also plays an important role in the learning process of our model. To verify this, we design a “concatenate” baseline model. This baseline use only one hash table, and the queried feature is concatenated with expression coefficients as the input of the MLP-based implicit function. Note that the “concatenate” operation is frequently used in many NeRF-based head models[Gafni et al. 2021; Guo et al. 2021b; Hong et al. 2022]. In addition, We keep the training strategy the same and use a much deeper MLP (7 layers to predict density and 1 layer to predict RGB, width 128) for this baseline to predict the RGB and density of sampled points. Fig. 5 shows the architecture of this baseline. Besides, we note that NerFACE [Gafni et al. 2021] is also a “concatenate” model, where the concatenation of the expression coefficients and the Fourier positional encoding is taken as the input of the MLP-base implicit function. Thus we regard NerFACE as another baseline of our method.

As shown in Fig. 7, our model could learn a dynamic head scene in less than 20 minutes, in which time neither the baseline nor NerFACE could get any plausible result. Meanwhile, we find that both baseline and our method could quickly learn the rigid part of the human head. The difference is that the baseline tends to learn the rigid region first and then the dynamic region, such as the eyes and mouth. In contrast, our model could learn much more dynamic relationships in a limited short time. As shown in this figure, our model could faithfully reconstruct facial expressions like the open mouth and closed eyes after training for only 5 minutes. The comparison implies that a simple “concatenated” input is hard for MLP to learn the facial dynamic region no matter whether a voxel feature is used. The reason of our superiority may be that our implicit blendshape architecture enables local features to be modified by expression coefficients in a global manner, which makes the local features adapt to MLP’s input distribution and reduces the learning burden of our model’s MLP. Fig. 8 depicts the relationship between PSNR and training time. We can see that our model’s training efficiency significantly outperforms both baseline and NerFACE.

combine targets’ bases. Then the sampled point is queried in the final hash table and interpreted by MLP to predict RGB and density. Compared with other methods, our method also demonstrates more personalized facial details and synthesizes a more reasonable human head conditioned on expression coefficients in cross-identity reenactment (See Fig. 6), which demonstrates that our bases are semantically correct and suitable for reenactment.
Reconstructing Personalized Semantic Facial NeRF Models From Monocular Video

4.4 Geometry Visualization
We extract the iso-surface from the density field with marching cubes. Although our model focuses more on photorealistic rendering and efficient training/inference, as shown in Fig. 10, we found that the geometry is reasonable. Note that we don’t use any direct supervision on the geometry like normals or depths, but our model could still learn the geometric attributes like eyes, nose and detailed hair thanks to the radiance field representation. This also implies the 3D consistency of our head model which ensures robust novel view synthesis in Fig. 11. We also find noise occurred on the extracted surface, and this may be circumvented by using state-of-the-art NeRF based surface representation like [Wang et al. 2021; Yariv et al. 2021] and we leave it as a future work.

4.5 Bases Visualization
The semantical meaning of our hash table basis is inherited from the mesh blendshape used for tracking, see Sec. 3.3.1. Fig. 9 demonstrates some selected expression bases of our model and the mesh-based blendshape, where semantical correspondence between our bases and the mesh-based blendshape are shown. We can find that the expressions of our bases are consistent with the mesh-based blendshape’s expressions. Differently, the results generated by our model have higher rendering quality and highly personalized facial attributes. Moreover, our bases can represent various personalized facial details like hair and moles. The subject-specific habits, such as the wrinkles and folds movements, could also be seen on each basis of our model.

4.6 Novel View Synthesis
Our model also disentangles the camera parameters (Equ. (1)). Thus we can freely adjust the camera parameters of our model to generate target results with any desired rendering view. Fig 11 shows the novel view synthesis application based on our model. We first use a set of expression coefficients from the testset to combine bases to get the corresponding radiance field. Then the rendered images with different rendering views are generated by the volume rendering. Thanks to the 3D consistency of NeRF, these rendered results have remarkable multi-view consistency.

5 ABLATION STUDY
5.1 Discussion on Perceptual Loss
Fig. 12 shows the comparison between the results with/without perceptual loss supervision. It can be observed that the perceptual loss effectively improves the rendering quality and personalized facial attributes. This gain comes from the fact that the perceptual loss effectively maintains the visual similarity between the predicted image and the ground truth by minimizing the distance of the two images’ features extracted by a pre-trained model.

5.2 Discussion on Expression-Aware Density Grid Update
The density grid could mark the spatial occupation of the density field and indicate the empty area to be skipped during raymarching, which could accelerate the computation and reduce hash collisions. Therefore, an effective grid update strategy is necessary for constructing our model. Unlike the original density grid from Instant NGP [Müller et al. 2022], where a static scene is considered, we need to handle a dynamic head scene. To this end, we consider more expressions of the training dataset and adopt an expression-aware
Fig. 9. Our bases are consistent with mesh blendshapes on the aspect of semantical meaning but with a photo-realistic rendering quality. Our bases contain much more subject-specific facial details.

Fig. 10. We extract the iso-surface from the density field with marching cubes. Our model could learn the geometric attributes like eyes, nose and detailed hair thanks to the radiance field background.

way to prune the density grid. As shown in Fig. 13, the proposed update strategy effectively helps our model generate more reasonable results. In contrast, it is difficult to deal with some expressions like mouth open if we only use a static neutral head to instruct density grid update. The training processes using/not using a density grid are shown in Fig. 14. We could see that a model could achieve better PSNR when a density grid is used.

6 LIMITATIONS
Similar with other NeRF based face modeling approaches like NerFACE and NHA, artifacts may occur in some local regions when extrapolating the expression coefficients to a value that is far from the training distribution. This problem might be circumvented by explicitly modeling the underlying geometry like some NeRF Editing approaches[Bao and Yang et al. 2022; Yuan et al. 2022], and we leave this as a future work.

The camera parameters and input conditions are important for NeRF based techniques. Large errors in tracking may cause losing details in our constructed model.

Fig. 11. Our model is a 3D consistent representation, and thus the view direction can be freely adjusted

Fig. 12. Ablation study on Perceptual Loss

Thanks to the subject-specific NeRF training, our method works well for different genders, skin colors, accessories, and hairstyles.
We have proposed a personalized semantic facial NeRF model, which can reconstruct a subject-specific 4D avatars with only minutes of monocular RGB video. Compared with mesh-based blenderface models, our model could be constructed with much less training time, the rendering quality can be better with density grid.

However, if the hair is in a fast and heavy non-rigid deformation, artifacts may happen in hair region due to the lack of non-rigid deformation condition.

7 CONCLUSION

We have proposed a personalized semantic facial NeRF model, which could reconstruct a subject-specific 4D avatars with only minutes of monocular RGB video. Compared with mesh-based blenderface model, our model could generate photo-realistic results and model much more personalized facial attributes, such as hair, wearings, and even muscle movements. Meanwhile, our model has better representation ability and is easy for the MLP-based implicit function to learn the dynamic head. Compared with other NeRF-based parametric head models, our model can be constructed with much less time, has better rendering quality, and contains rich facial details. It is also worth pointing out that our implicit linear blending architecture can be adopted in other problems where a linear combination relationship plays an important role due to its representation ability and training efficiency. We believe our work is a forward step toward the future digital human.
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