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ABSTRACT

The ability to hypothesise, develop abstract concepts based on concrete observations and apply these hypotheses to justify future actions has been paramount in human development. An existing line of research in outfitting intelligent machines with abstract reasoning capabilities revolves around the Raven’s Progressive Matrices (RPM). There have been many breakthroughs in supervised approaches to solving RPM in recent years. However, this process requires external assistance, and thus it cannot be claimed that machines have achieved reasoning ability comparable to humans. Namely, humans can solve RPM problems without supervision or prior experience once the RPM rule that relations can only exist row/column-wise is properly introduced. In this paper, we introduce a pairwise relations discriminator (PRD), a technique to develop unsupervised models with sufficient reasoning abilities to tackle an RPM problem. PRD reframes the RPM problem into a relation comparison task, which we can solve without requiring the labelling of the RPM problem. We can identify the optimal candidate by adapting the application of PRD on the RPM problem. Our approach, the PRD, establishes a new state-of-the-art unsupervised learning benchmark with an accuracy of 55.9% on the I-RAVEN, presenting a significant improvement and a step forward in equipping machines with abstract reasoning.

1 INTRODUCTION

Artificial general intelligence (AGI), that is, machines with the capacity to comprehend and execute any intellectual task which a human is capable of, is one of the goals of artificial intelligence (AI) research. However, the current state of AI is far from achieving AGI. One of the distinct characteristics of human intelligence is abstract reasoning: the ability to derive rules and concepts from concrete observations and apply logical reasoning to new observations in order to justify future actions (Apps (2008)). However, developing strong abstract reasoning capabilities alone in our machines is insufficient. These machines also need to be able to generalise their existing knowledge in order to develop new skills to solve new problems in new environments. Visual Questioning Answering (VQA) (Antol et al. (2015)) and Raven’s Progressive Matrices (RPM) (Raven (1936)) are existing lines of research that aim to equip machines with abstract reasoning capabilities. VQA evaluates capabilities lying on the periphery of the cognitive ability test circle such as spatial and semantic understanding (Carpenter et al. (1990)). RPM tests one’s joint spatial-temporal reasoning capabilities which form the core of human intelligence (Carpenter et al. (1990)), making RPM a significantly more challenging task. A detailed description of RPM task can be found in Appendix A.1.

Many supervised models have been proposed to solve RPM in recent years. SCL (Wu et al. (2020)), the state-of-the-art model, demonstrated superhuman performance, achieving an accuracy of 95.0% on the I-RAVEN dataset (Hu et al. (2020)). Despite these breakthroughs, machines still require human supervision to achieve this degree of reasoning ability, and are thus, still far from achieving reasoning ability comparable to humans. In particular, when the RPM rule that relations can only exist row/column-wise is properly introduced, humans can solve RPM problems without supervision or prior exposure. The only unsupervised approach to RPM currently is MCPT (Zhuo & Kankanhalli (2020)). It introduces the idea of transforming an unsupervised learning problem into a supervised one using a pseudo target. The model establishes the state-of-the-art for unsupervised approaches to RPM, with an accuracy of 28.5% on the RAVEN dataset (Zhang et al. (2019a)).
We propose a novel approach, namely, the pairwise relations discriminator (PRD), to tackle this question. We reframe the RPM problem into a relation discrimination task. The function of the PRD is to determine whether two rows of three cells obey a common rule. To train this discriminator, we introduce the alternate relation generator (ARG). The ARG generates training samples, together with appropriate targets, using only information from the problem sample. Each training sample is a pair of rows labelled 1 if they originate from the same RPM problem and 0 otherwise. By reframing the problem, we obtain a labelled dataset which allows us to train the PRD in a fashion similar to supervised methods. To solve the original RPM problem, we offer some modifications to the inference process. We independently insert each candidate into the empty cell; then, using the PRD we score every pair consisting of a resultant row and each of the first two rows of the problem matrix; finally, we select the highest-scoring candidate.

To verify the effectiveness of the approach, we evaluated our models on the I-RAVEN test dataset. The PRD approach we proposed achieved a mean accuracy of 55.9%, surpassing the previous best of 28.5% by a significant margin. PRD also performs better on I-RAVEN than RAVEN despite the presence of a short-cut solution in RAVEN. This demonstrates that PRD does not exploit the statistical bias present in RA VEN.

2 Method

This section introduces our proposed approach to the RPM problem, the training process and how the model is adapted for inference. The proposed model is composed of two components, the Relations Extraction module and the Pairwise Relations Discriminator (PRD). The Relations Extraction module captures the relationship shared between the three cells from the same row while the PRD compares two relations to determine how similar they are.

Relation Extraction: To extract the relation from a row of cells, we need a visual perception module to recognise the elements within a cell and a reasoning module to decipher the relationship between these elements across the row. For the visual processing component, we opted to use a convolutional neural network. In particular, ResNet-18 (He et al., 2016) was selected because among the computer vision models explored in Zhang et al. (2019a), ResNet had the best performance on the supervised RPM problem. For our purposes, we combine the three single-channel images (a row of three greyscale cell images) into a single image (this is similar to MCPT, which proved successful). This change enables the model to perceive a row as an entity, not as three separate cells. It allows us to avoid directly addressing the short-term memory problem (where the elements of a prior cell are referenced when analysing another cell), and instead rely on the model to figure out the relationship between the channels.

Pairwise Relations Discriminator: Given two relations \( r_i \) and \( r_j \), the function of the PRD is to calculate the degree of similarity and return a similarity score, \( s(r_i, r_j) \). The similarity score can be formulated as a function of a distance measure between relations \( s(r_i, r_j) = f(d(r_i, r_j)) \) where \( d \) can be any distance measure. In this work we use L1-distance measure for \( d(r_i, r_j) \), as we found it performs best: \( d(r_i, r_j) = |r_i - r_j| \). The distance feature is then fed into a dropout layer (Srivastava et al., 2014), intended to reduce over-fitting. Next, an MLP with a single hidden layer of 128 dimensions is employed to produce a 1-dimensional output. The similarity score is obtained after normalisation with a sigmoid function, \( \sigma \). As a result of normalisation, the similarity score is in the range of [0, 1] where 0 indicates no commonalities between the relations and 1 indicates that the two relations are identical:

\[
s(r_i, r_j) = \sigma(MLP(d(r_i, r_j)))
\]  

Training: Training targets are required to train the proposed model. We introduce the alternate relations generator (ARG) whose function is to generate ‘real’ and ‘fake’ data for training. The ARG takes an RPM problem and generates a pair of real and fake samples. Both real and fake samples each consist of two rows. The pair of rows in a real sample share a common relation, and hence have a target of 1. On the other hand, the two rows in the fake data have no common relation and are given a target of 0. The real and fake samples are related to positive and negative pairing in Noise Contrastive Learning (Oord et al., 2018). However, ARG uses a different pair sampling strategy, and has different training objective. To generate real data, the first two rows of the RPM are selected. These two rows are guaranteed to share the same relation since they belong to the same RPM problem. To bolster our model’s ability to generalise, we shuffle the order of the rows. This
Algorithm 1 Fake Data Generation

**Input:** A RPM problem consisting of 8 question and candidate cells

**Output:** A pair of rows, each containing 3 cells, with no common relation

```plaintext
i = 0 or 3 at random
row_1 = question_cells[i : i+3]
if random(0, 1) ≤ 0.5 then  ▷ Cat-A row
    problem2 = select a random RPM problem
    j = 0 or 3 at random
    row_2 = problem2.question_cells[j : j+3]
else  ▷ Cat-B row
    j = 3 - i
    if random(0, 1) ≤ 0.5 then
        row_2 = question_cells[6 : 8]
        row_γ = question_cells[j : j+3]
        cell = select a random cell from row_γ
    else
        row_2 = question_cells[j : j+2]
        cell = select a random cell from candidates
    end if
    row_2.append(cell)
    shuffle(row_2)
end if
return row_1, row_2
```

The generation strategy for fake data is more involved and is illustrated in Algorithm 1. We label the three rows in a given RPM problem as row_A, row_B and row_C. We first select either row_A or row_B and relabel it as row_1 with the unselected row relabelled as row_γ. To have a target of 0, the second row in the fake data sample must not share the same relation as row_1. There are many ways of obtaining such a second row. We decided to use rows from two categories. The first category (Cat-A) are rows with a completely different relation. We randomly select a different RPM problem and a row in the first two rows of that problem is randomly chosen as row_2. Given the large rule space, the probability of picking a row with the same relation is negligible. The second category (Cat-B) are rows with similar visual elements, but they do not necessarily share or contain a rule. To generate a Cat-B row, we pick at random from row_C and row_γ. If the selected row is row_C, we randomly fill the absent third cell with a cell from row_γ. If row_γ is picked, we retain the first two cells and replace the last cell with a candidate from the answer set. In both cases, once we obtain all three cells for our row, we shuffle these cells to eliminate any relation, and thus obtain a Cat-B row. Using this method, a Cat-B row will have similar visual elements since the cells come from the same RPM problem, but the probability of the relation being the same is extremely slim. The ARG we employ generates fake data with Cat-A and Cat-B rows at a ratio of 1:1. While there is a small chance that the sampled fake data contains rows of the same relation, this type of labelling noise (Oord et al. (2018); Rolnick et al. (2017)) is shown to have minimal effect on neural network training.

Inference: Our goal is to solve RPM problems. Therefore, we need to modify the input slightly, in order to utilise our model for inference on RPM problems. Figure 1 visualises the inference process. We begin by deconstructing the RPM problem into eight row-triplets. Suppose the cells in our problem matrix are labelled 1-8 and the candidates in the answer set are labelled 9-16. row_{i,j,k} is a row containing cells i, j and k in that order. A row-triplet contains the first two rows of the RPM problem matrix, row_{1,2,3} and row_{4,5,6}. The final row of a row-triplet is constructed by inserting a candidate, i ∈ [9,16], into the final row of the problem matrix to create row_{7,8,i}. Since there are eight candidate answers, we have eight row-triplets. For each row-triplet, the relation extractor (RE) is applied to each row, row_{i,j,k}, to produce a relation, r_{i,j,k} = RE(row_{i,j,k}). By pairing each of the first two rows with the final row, row_{7,8,i}, we create two row-pairs. Each row-pair is passed through
Figure 1: The given RPM problem is deconstructed into eight row-triplets, one for each candidate. Each row is processed by the relation extractor (RE) to give a relation. The relations are pairwise processed by the PRD to produce a similarity score. The two similarity scores are combined to give a final score. The highest scoring candidate is the predicted candidate.

The PRD and so the similarity scores, $s_{ia}$ and $s_{ib}$ are produced:

$$s_{ia} = PRD(r_{1,2,3}, r_{7,8,1}), \quad s_{ib} = PRD(r_{4,5,6}, r_{7,8,1})$$

(2)

The final score for that candidate cell, $S_i$, is the mean of the two similarity scores: $S_i = \frac{1}{2}(s_{ia} + s_{ib})$. Each row-triplet undergoes the same process and has a final score associated with it. The candidate corresponding to the triplet with the highest score is the model prediction.

3 Evaluation

| Method      | Avg    | Center | 2x2Grid | 3x3Grid | L-R   | U-D   | O-IC  | O-IG  |
|-------------|--------|--------|---------|---------|-------|-------|-------|-------|
| Supervised  |        |        |         |         |       |       |       |       |
| CoPINet     | 46.3   | 54.4   | 33.4    | 30.1    | 56.8  | 55.6  | 54.3  | 39.0  |
| HriNet      | 63.9   | 80.1   | 53.3    | 46.0    | 72.8  | 74.5  | 71.0  | 49.6  |
| SCL         | 95.0   | 99.0   | 96.2    | 89.5    | 97.9  | 97.1  | 97.6  | 87.7  |
| Unsupervised|        |        |         |         |       |       |       |       |
| Random      | 12.5   | 12.5   | 12.5    | 12.5    | 12.5  | 12.5  | 12.5  | 12.5  |
| MCPT        | 28.5   | 35.9   | 26.0    | 27.2    | 29.3  | 27.4  | 33.1  | 20.7  |
| PRD (ours)  | 55.9   | 73.1   | 39.9    | 35.3    | 67.3  | 67.3  | 68.1  | 40.6  |
| Human\(^1\) | 84.4   | 95.5   | 81.8    | 79.6    | 86.4  | 81.8  | 86.4  | 81.8  |

Table 1: Test accuracy of each model on the I-RAVEN dataset.

The PRD model is trained on 56,000 samples from the I-RAVEN training and validation dataset and its performance is measured on the 14,000 samples in the test set. For comparison, we report several available results from both supervised and unsupervised approaches to solving the RPM task. Table 1 presents the test accuracy of various models on the I-RAVEN dataset for the different configurations (for details, see Table 3 in Appendix A.1). The first part of Table 1 shows the test accuracy of the current top-performing supervised models: CoPINet (Zhang et al. (2019b)), HriNet (Hu et al. (2020)) and SCL (Wu et al. (2020)). The second part reports on the results of the only unsupervised model, MCPT. We include a baseline of random guessing. Since there are 8 candidate answers for a given RPM problem, the average accuracy of a random guessing strategy is 12.5%. Finally, we also include the performance of humans (Zhang et al. (2019a)) for comparison.

Despite being unsupervised, PRD outperforms the supervised CoPINet method on all configurations by an average of 9.6%. Since MCPT was evaluated on the original RAVEN dataset, we cannot compare it with PRD directly. For completeness, we present the performance of PRD on the original RAVEN dataset and compare them in Appendix A. Interestingly, PRD performs better on I-RAVEN than RAVEN despite the short-cut solution being eliminated from I-RAVEN. This demonstrates that PRD does not exploit the statistical bias present in RAVEN.

\(^1\)Evaluated on the original RAVEN dataset.
REFERENCES

S. Antol, A. Agrawal, J. Lu, M. Mitchell, D. Batra, C. L. Zitnick, and D. Parikh. Vqa: Visual question answering. In *IEEE International Conference on Computer Vision (ICCV)*, 2015.

Jennifer Niskala Apps. Abstract thinking. In *Encyclopedia of Aging and Public Health*, pp. 67–69. Springer US, Boston, MA, 2008.

Warren B. Bilker, John A. Hansen, Colleen M. Brensinger, Jan Richard, Raquel E. Gur, and Ruben C. Gur. Development of abbreviated nine-item forms of the raven’s standard progressive matrices test. *Assessment*, 19(3):354–369. pubmed.ncbi.nlm.nih.gov/22605785, Sep 2012.

Patricia A Carpenter, Marcel A Just, and Peter Shell. What one intelligence test measures: a theoretical account of the processing in the raven progressive matrices test. *Psychological Review*, 97 (3):404, 1990.

K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In *IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, 2016.

Sheng Hu, Yuqing Ma, Xianglong Liu, Yanlu Wei, and Shihao Bai. Stratified rule-aware network for abstract visual reasoning, 2020.

Diederik Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In *International Conference on Learning Representations (ICLR)*, 12 2014.

Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Representation learning with contrastive predictive coding. *arXiv preprint arXiv:1807.03748*, 2018.

John Carlyle Raven. Mental tests used in genetic studies: The performance of related individuals on tests mainly educative and mainly reproductive. Master’s thesis, University of London, 1936.

David Rolnick, Andreas Veit, Serge Belongie, and Nir Shavit. Deep learning is robust to massive label noise. *arXiv preprint arXiv:1705.10694*, 2017.

Adam Santoro, Felix Hill, David Barrett, Ari Morcos, and Timothy Lillicrap. Measuring abstract reasoning in neural networks. In *International Conference on Machine Learning (ICML)*, 2018.

Richard E Snow, Patrick C Kylilonen, Brachia Marshalek, et al. The topography of ability and learning correlations. In *Advances in the psychology of human intelligence*, volume 2, pp. 103. Psychology Press, Hove, England, 1984.

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov. Dropout: A simple way to prevent neural networks from overfitting. *Journal of Machine Learning Research*, 15(56):1929–1958, 2014.

Yuhuai Wu, Honghua Dong, Roger Grosse, and Jimmy Ba. The scattering compositional learner: Discovering objects, attributes, relationships in analogical reasoning, 2020.

Chi Zhang, Feng Gao, Baoxiong Jia, Yixin Zhu, and Song-Chun Zhu. Raven: A dataset for relational and analogical visual reasoning. In *IEEE/CVF Conference on Computer Vision and Pattern Recognition*, 2019a.

Chi Zhang, Baoxiong Jia, Feng Gao, Yixin Zhu, Hongjing Lu, and Song-Chun Zhu. Learning perceptual inference by contrasting. In *Neural Information Processing Systems (NeurIPS)*, 2019b.

Tao Zhuo and Mohan Kankanhalli. Solving raven’s progressive matrices with neural networks. *ArXiv/2002.01646*, 2020.
A BACKGROUND

A.1 RAVEN PROGRESSIVE MATRICES

Figure 2: A RPM problem from the RAVEN dataset [Zhang et al. (2019a)]. The hidden logical rules, pertaining to shape, size and colour, are applied row-wise in this problem. The only candidate which satisfies all three rules is 11.

RPM is a test of abstract reasoning and fluid intelligence [Bilker et al. (2012)]. It presents a non-verbal question, consisting of a 3 x 3 matrix with one empty cell and an answer set of 8 alternative cells to fill the empty cell (see Figure 2). Each cell contains visually simple elements, which when viewed as an entire matrix, obey a specific rule. This non-reliance on language makes it applicable as a mean of assessment across populations from different languages, with varying reading and writing skills, as well as of different cultural backgrounds. RPM has been shown to be strongly diagnostic of abstract and structural reasoning ability, capable of discriminating even among highly educated populations [Snow et al. (1984)]. These properties have, over the years, propelled RPM as a leading test for Intelligence Quotient (IQ) of humans [Carpenter et al. (1990)]. To solve a RPM, we need to derive the rule with which the matrix was constructed, which typically involves sophisticated logic, including recursions. The rule may be composed of different sub-rules at various levels in its structure, making the reasoning process extremely difficult. Derivation of the rule requires joint spatial-temporal reasoning across both the problem matrix and the answer set [Carpenter et al. (1990)], which involves visual processing, short term memory, sequential and inductive reasoning.

To acquire these capabilities in machines, both perception and reasoning subsystems are necessary.

The first large-scale RPM dataset, Procedurally Generated Matrices (PGM) [Santoro et al. (2018)], was introduced in 2018, sparking machine learning interest on the topic. Subsequently, the Relational and Analogical Visual rEasoNing (RAVEN) [Zhang et al. (2019a)] dataset was developed to include structure and hierarchy which were absent in PGM.

As a tool for measuring reasoning capabilities, the visual recognition task was kept simple. Each cell contains a small set of simple clearly defined grey-scale elements without any occlusions. The rules, however, were intricately crafted to present a cognitive challenge that best measures reasoning ability. RAVEN employs a system of attribute-rule pairs, where each attribute (Position, Type, Size and Colour) is matched with a rule. There are four distinct categories of rules, which are (Constant, Progression, Arithmetic, Distribute Three). To increase the difficulty of the problem, two additional attributes are implemented as noise attributes, Uniformity and Orientation, to misdirect the solver.

The system of attribute-rule pairs is enforced row-wise. For details of attributes and rules in RAVEN dataset, please refer to [Zhang et al. (2019a)]. RAVEN establishes 7 distinct configurations which are shown in Figure 3. The average number of non-constant rules in a problem’s rule system is 6.29, providing a challenge even for a competent solver.

RPM problems are constructed by first sampling a rule system. Visual elements with attributes which conform to the rule system are then selected. Through this process, the RAVEN dataset was developed. The dataset contains 1,120,000 images organised into 70,000 problems, distributed equally across the 7 distinct configurations. The authors [Zhang et al. (2019a)] split the dataset into 3 components. 20% of the data was set aside as a held-out test set. The remaining data is further
Figure 3: The 7 distinct figure configurations present in RAVEN. In Center, a single shape occupies the entire cell. A grid layout is present in 2x2Grid and 3x3Grid, where each section may house a single shape. In Left-Right and Up-Down, the cell is split into two halves vertically and horizontally, where each half contains a single shape. For Out-InCenter and Out-InGrid, the cell is split into an outer and inner component. The outer component contain a shape while the inner component follows the layout of Center and 2x2Grid respectively.

split into a training set and a validation set at a ratio of 3:1. The authors also collected a human-level performance baseline (Zhang et al. (2019a)). Human participants consisting of college students (from UCLA) were evaluated on a subset of representative samples from the dataset. Participants were first familiarised with RPM problem with only one non-constant rule in a fixed configuration. After familiarisation, participants were assigned problems with complex rule combinations, and their answers were recorded. With a human-level performance baseline, the RAVEN dataset can serve as a benchmark to measure the reasoning ability of machines.

A.2 I-RAVEN

Hu et al. (2020) observed that there are defects in the design of candidate set generation in the RAVEN dataset. They discovered that the correct answer can be found by simply scanning the answer set without any information of the context images. This short-cut solution goes against the essence of abstract reasoning, undermining the RAVEN dataset’s ability to evaluate abstract reasoning ability. Hence, they introduced a revised dataset, Impartial-RAVEN (I-RAVEN), which eliminates the short-cut solution by generating the candidate set with a different algorithm. Therefore, in this paper, we compared our results on the I-RAVEN dataset. Results on the original RAVEN are available in Appendix C for completeness.

B HYPERPARAMETERS

All models were implemented in PyTorch, trained and evaluated on a single GPU of NVIDIA TITAN X Pascal. The ResNet-18 network is pre-trained using the ImageNet dataset. To maximise the effects of the pre-training, our input is preprocessed to match the ImageNet dataset. All images are resized to a resolution of 224 x 224 pixels. The pixel values are rescaled to the range of [0, 1], standardised with the means (0.485, 0.456, 0.406) and standard deviations (0.229, 0.224, 0.225) of the RGB channels of the ImageNet dataset. All batch normalisation layers within the network were frozen. For the PRD module, the dropout layer was set to 0.5. Data was organised into mini-batches of 32. Each mini-batch consisted of only real or only fake pairs. The binary cross entropy (BCE) loss function was used to compute gradients for backpropagation. The mean gradients computed from a real and a fake mini-batch were used to update the model parameters with the use of the Adam optimiser (Kingma & Ba (2014)) with a fixed learning rate of 0.0002.

Ideally, we would use a metric which can be calculated without labelled data as an indicator to stop training. However, we were unable to find a metric which strongly correlates with model performance, despite experimenting with multiple metrics. Hence, we decided instead to use the training loss as the indicator. Once the loss begins to plateau, we randomly select five checkpoints within that plateau. The average performance of these checkpoints on the test set are then reported.

C PERFORMANCE ON RAVEN

Table 2 reports the performance of the unsupervised models on the RAVEN test dataset. The testing accuracy of PRD is significantly better than MCPT, the only other unsupervised approach. PRD outperforms MCPT on every configuration except for 3x3Grid. In particular, for the Center con-
Table 2: Evaluated on the RAVEN dataset.

| Model      | Avg  | Center | 2x2Grid | 3x3Grid | L-R  | U-D  | O-IC | O-IG |
|------------|------|--------|---------|---------|------|------|------|------|
| MCPT       | 28.5 | 35.9   | 26.0    | 27.2    | 29.3 | 27.4 | 33.1 | 20.7 |
| PRD (ours) | 37.9 | 57.8   | 26.8    | 24.8    | 43.4 | 43.3 | 46.7 | 22.9 |

Table 3: Performance of PRD on the different datasets.

| Dataset   | Avg  | Center | 2x2Grid | 3x3Grid | L-R  | U-D  | O-IC | O-IG |
|-----------|------|--------|---------|---------|------|------|------|------|
| RAVEN     | 37.9 | 57.8   | 26.8    | 24.8    | 43.4 | 43.3 | 46.7 | 22.9 |
| I-RAVEN   | 55.9 | 73.1   | 39.9    | 35.3    | 67.3 | 67.3 | 68.1 | 40.6 |

Figuration, the margin in performance is 21.9%. However, the margin is not as wide for the more challenging configurations (2x2Grid and Out-InGrid).

Table 3 collates the performance of PRD on the two datasets. Interestingly, PRD performs better on I-RAVEN than RAVEN despite the short-cut solution being eliminated from I-RAVEN. This demonstrates that PRD does not exploit the statistical bias present in RAVEN.