RATIONAL GROWTH IN VIRTUALLY ABELIAN GROUPS
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Abstract. We show that any subgroup of a finitely generated virtually abelian group \( G \) grows rationally relative to \( G \), that the set of right cosets of any subgroup of \( G \) grows rationally, and that the set of conjugacy classes of \( G \) grows rationally. These results hold regardless of the choice of finite weighted generating set for \( G \).
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1. Introduction

The related notions of growth functions and growth series of finitely generated groups have attracted a lot of attention in many different classes of groups [8]. In the case of growth series, it is perhaps surprising that there are very few results that are independent of the choice of finite generating set. In this paper we add three facts to those results. Namely that for a virtually abelian group, the conjugacy growth series, the relative growth series of any subgroup, and the coset growth series with respect to any subgroup, are rational functions for any choice of generating set.

The standard weighted growth series of any virtually abelian group was shown by Benson to be rational in [2]. The corresponding result (with weight function uniformly equal to 1) was proved for hyperbolic group in the 1980s (see [3], [4], [10], and [11]), and for the integer Heisenberg group in [9]. The significance of these results comes from the fact that they hold for any choice of generating set \( S \). This need not be the case in general. Stoll showed in [17] that there exist groups whose growth series are rational with respect to one generating set and transcendental with respect to another. Many other groups have been shown to have rational growth series with respect to ‘standard’ generators, for example Coxeter groups, the soluble Baumslag-Solitar groups, certain automatic groups. However, little is known for other generating sets, or other types of growth series.

Let \( G \) be a group with a finite generating set \( S \), that generates \( G \) as a monoid. Let \( S^\ast \) denote the set of all words over \( S \) (i.e. the free monoid on \( S \)). If we assign a positive integer weight, \( \omega(s) \), to each element \( s \in S \), we can define the weight of any word \( s_1s_2\cdots s_k \in S^\ast \) to be \( \sum_{i=1}^{k} \omega(s_i) \). In turn, we define the weight of an element \( g \in G \), denoted \( \omega(g) \), to be the minimal weight amongst all words that represent \( g \).

We define the (standard) weighted growth function of \( G \) with respect to \( S \) and \( \omega \) to be

\[
\sigma_{G,S,\omega}(n) = \# \{ g \in G \mid \omega(g) = n \}.
\]
The weighted growth series of a group $G$, with respect to a finite generating set $S$ with weight function $\omega$ is defined as

$$S_{G,S}(z) = \sum_{n=0}^{\infty} \sigma_{G,S}(n)z^n. \quad (2)$$

It is natural to ask under what conditions $S_{G,S}(z)$ can be expressed as a rational function, that is, when do there exist polynomials $p, q$ with integer coefficients such that $S_{G,S}(z) = \frac{p(z)}{q(z)}$.

The definition given via (1) and (2) is often referred to as strict or spherical growth. One can also consider cumulative growth, which instead counts elements with weight at most $n$. Note that the spherical growth series is rational if and only if the cumulative growth series is rational.

In this paper we focus on virtually abelian groups, and study various generalisations of the notion of growth series. In each case, the results will hold for any choice of weighted generating set.

Let $G$ be a group generated by a finite set $S$, with weight function $\omega$, and consider a subgroup $H$. Let $\sigma_{H \leq G,S}(n)$ be the number of elements of $H$ which have weight $n$ with respect to the generators of $G$. We will call this the weighted growth function of $H$ relative to $G$. The weighted growth series of $H$ relative to $G$ is then

$$S_{H \leq G,S}(z) = \sum_{n=0}^{\infty} \sigma_{H \leq G,S}(n)z^n. \quad (3)$$

The asymptotic behaviour of the relative growth function $\sigma_{H \leq G,S}(n)$ has been studied in many papers (for example [6]). In the present paper we consider the much less studied formal power series. In Section 3 we prove the following.

**Theorem A** (See Theorem 3.3). If $G$ is virtually abelian, and $H \leq G$ is any subgroup, then the weighted growth series of $H$ relative to $G$ is rational with respect to any finite generating set $S$ of $G$.

One way to view standard growth is to consider the equivalence relation on $S^*$ where words are equivalent whenever they represent the same group element. We then choose one minimal weight word from each equivalence class, and study the growth of the resulting language. Any other equivalence relation on $S^*$ thus yields a growth function (and corresponding series) in the same way.

In Section 4 we study the growth series arising from the equivalence relation where words are considered to be equivalent whenever they represent elements of the same coset of a chosen subgroup $H$. This is known as coset growth. If the weight of every generator is 1, then the coset growth function counts the number of cosets intersecting the sphere of radius $n$ in the Cayley graph (that do not intersect the sphere of radius $n-1$). Coset growth has been studied for hyperbolic groups by Holt and others. See [12] for details. Here, we prove the following.

**Theorem B** (See Theorem 4.1). If $G$ is virtually abelian, and $H \leq G$ is any subgroup, then the weighted growth series of the set of right cosets $G/H$ is rational with respect to any finite generating set $S$ of $G$. 

In Section 5 we study the growth series arising from the equivalence relation where words are considered to be equivalent whenever they represent elements of the same conjugacy class. This is known as conjugacy growth. Rivin suggested the study of the conjugacy growth series, and conjectured (15, 16) that a hyperbolic group has rational conjugacy growth series if and only if it is virtually cyclic. One direction of this was confirmed by Ciobanu, Hermiller, Holt, and Rees in 5, and the other by Antolín and Ciobanu in 1. Amongst other calculations, Mercier 14 has shown that the conjugacy growth series of the lamplighter group $C_2 \wr \mathbb{Z}$ is transcendental with respect to a certain choice of generating set. Section 5 of 5 contains calculations of conjugacy growth and related series in some virtually abelian groups, and 13 contains formulas for the conjugacy growth series of graph products.

In the present paper we prove the following.

**Theorem C** (See Theorem 5.1). If $G$ is virtually abelian, then the weighted conjugacy growth series of $G$ is rational with respect to any choice of finite generating set $S$.

Our key tool will be the theory of polyhedral sets developed in 2. These are defined to be subsets of $\mathbb{Z}^r$ for some $r > 0$, made up of regions bounded by affine hyperplanes. Assigning a weight to each coordinate of $\mathbb{Z}^r$, and then extending this linearly to a weight function on the whole of $\mathbb{Z}^r$, we can calculate the growth series of any subset. It turns out that polyhedral sets have rational growth series (see Section 2.4 for definitions and results). Our strategy will always be to find a language (i.e. a subset of $S^*$) consisting of minimal representatives for the objects we wish to count, which is in one-to-one weight-preserving correspondence with a polyhedral set, and thus has rational growth series. The objects in question may be group elements, cosets, or conjugacy classes.

In 2, it is shown that there exists a language of minimal representatives for the elements of a given virtually abelian group, which is in one-to-one weight-preserving correspondence with a finite collection of polyhedral sets. Thus the (standard) growth series is a rational function.

## 2. Preliminaries

### 2.1. Notation.** Here we follow 2. Let $G$ be a finitely generated virtually abelian group. It is well known that such a group has a normal, finite-index subgroup isomorphic to $\mathbb{Z}^n$ for some $n$. Throughout the paper, $G$ will denote a finitely generated virtually abelian group with normal subgroup of finite index $d$, isomorphic to $\mathbb{Z}^n$. Choose a finite monoid generating set $S$. If $w \in S^*$, or $W \subseteq S^*$, we will write $\overline{w}$, or $\overline{W}$, to denote the element(s) of $G$ represented by the given word(s). Write $\epsilon$ for the empty word. Let $|w|_S$ denote the length of $w$ as a word in $S^*$.

A function $\omega: S \to \mathbb{N}$ will be called a weight function. We extend this to $\omega: S^* \to \mathbb{N}$, so that $\omega(s_1s_2\cdots s_l) = \omega(s_1) + \omega(s_2) + \cdots + \omega(s_l)$ for any word $s_1s_2\cdots s_l$. Define the weight of a group element as

$$\omega(g) = \min\{\omega(w) \mid w \in S^*, \overline{w} = g\}.$$ 

If $\omega(s) = 1$ for all $s \in S$, this gives the usual notion of word length.

Write $X := S \cap \mathbb{Z}^n = \{x_1, \ldots, x_r\}$ and $Y := S \setminus (S \cap \mathbb{Z}^n) = \{y_1, \ldots, y_s\}$, and call any word in $Y^*$ a pattern.
**Definition 2.1.** Let $\text{patt}: S \rightarrow Y$ be the map

$$\text{patt}: s_i \mapsto \begin{cases} 
\epsilon & \text{if } s_i \in X \\
 s_i & \text{if } s_i \in Y 
\end{cases}.$$ 

This extends to a monoid homomorphism $\text{patt}: S^* \rightarrow Y^*$, which records those generators in a word which are not contained in $\mathbb{Z}^n$. We call $\text{patt}(w)$ the *pattern* of $w$.

**Definition 2.2.** For a pattern $\pi = y_1, y_2, \ldots, y_k$ of length $k$, define the set of $\pi$-patterned words in $S^*$ as

$$W^\pi = \{x_1^{w_1}x_2^{w_2}\cdots x_r^{w_r} y_1 x_1^{w_1+1} \cdots x_r^{w_r} y_1 x_1^{w_1+1} \cdots y_k x_1^{w_{kr+1}} \cdots x_r^{w_{kr+r}} \mid w_j \in \mathbb{N}, \forall j\}.$$ 

Any group element represented by a word with pattern $\pi$ can be represented by a word in $W^\pi$ (since powers of elements of $X$ commute). For a fixed pattern $\pi$, $W^\pi$ is in one-to-one correspondence with non-negative integer vectors of length $kr + r$. We define $m(\pi) = kr + r$. When it is clear which pattern this refers to, we will just write $m$. Define a map $W^\pi \rightarrow \mathbb{N}^m$ via

$$x_1^{w_1}x_2^{w_2}\cdots x_r^{w_r} y_1 x_1^{w_1+1} \cdots x_r^{w_r} y_1 x_1^{w_1+1} \cdots y_k x_1^{w_{kr+1}} \cdots x_r^{w_{kr+r}} \mapsto (w_1, w_2, \ldots, w_m),$$

which records the powers of the generators contained in $\mathbb{Z}^n$. Note that this map is a bijection. For $w \in W^\pi$, write $\overline{w} \in \mathbb{N}^m$ for the image of $w$ under this map. Furthermore, for a subset $V \subseteq W^\pi$, write $\overline{V}$ for the image in $\mathbb{N}^m$ of $V$.

Let $w \in W^\pi$ with the above form. Then the weight of $w$ is given by

$$\omega(w) = \sum_{j=0}^{k} \sum_{i=1}^{r} \omega(x_i)^{w_j r+i} + \sum_{j=1}^{k} \omega(y_j).$$

(4)

Let $T \subset G$ be a choice of coset representatives for $G/\mathbb{Z}^n$. We can then express an element of $G$ uniquely as $(a_1, \ldots, a_n)t$ for $a_j \in \mathbb{Z}$, $t \in T$. In order to pass from a patterned word to this standard form, we introduce some constants.

**Notation 2.3.** For each $x_i \in X$, let $x_i = (z_{i1}, z_{i2}, \ldots, z_{im}) \in \mathbb{Z}^n$, and define the $r \times n$ matrix

$$Z := [z_{ij}]_{1 \leq i \leq r, 1 \leq j \leq n} = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_r \end{pmatrix},$$

which encodes the abelian part of the generating set.

We then have

$$x_1^{w_1}x_2^{w_2}\cdots x_r^{w_r} = (w_1, \ldots, w_r)Z \in \mathbb{Z}^n$$

(5)

for any powers $w_i \in \mathbb{N}$.

Now we encode conjugation of elements of $\mathbb{Z}^n$ via matrix multiplication. Let $e_i \in \mathbb{Z}^n$ be the $i$th standard basis vector, and $y_k \in Y$. Then $y_k e_i y_k^{-1} \in \mathbb{Z}^n \triangleleft G$, and we will let
Remark 2.6. We emphasise that they depend only on the pattern.

Definition 2.7. Consider the $m \times n$ matrix formed by stacking the matrices $Z$, $Z\Gamma_1$, $Z\Gamma_1\Gamma_2$, $\ldots$ on top of each other. The columns of this new matrix are $m$-dimensional vectors which we will call $A^\pi$ as follows:

$$
A^\pi := \begin{pmatrix}
A_1^\pi & A_2^\pi & \cdots & A_n^\pi
\end{pmatrix}
= \begin{pmatrix}
Z
Z\Gamma_1
\vdots
Z\Gamma_1\Gamma_2 \cdots \Gamma_i
\end{pmatrix}.
$$

Definition 2.5. The word $\pi$ itself represents some element of $G$, so we introduce integers $B_i^\pi$ so that we can write $\pi$ in the standard form given by the choice of coset representatives as $\pi = (B_1^\pi, B_2^\pi, \ldots, B_n^\pi) t_\pi$, for $t_\pi \in T$.

Now we may rewrite equation (7) using scalar products as

$$
\bar{\pi} = \{(A_1^\pi \cdot \bar{w}, A_2^\pi \cdot \bar{w}, \ldots, A_n^\pi \cdot \bar{w}) + (B_1^\pi, B_2^\pi, \ldots, B_n^\pi)\} t_\pi.
$$

So words in $W^\pi$ represent the same element of $G$ if and only if the scalar products of the corresponding vectors with the $A_i^\pi$’s agree.

Remark 2.6. We emphasise that $A_i^\pi \in \mathbb{Z}^m$, $B_i^\pi \in \mathbb{Z}$, and $t_\pi \in G$ are constant in the sense that they depend only on the pattern $\pi$. In particular, any two words with the same pattern represent elements of the same coset.

Definition 2.7. For a pattern $\pi = y_{i_1} \cdots y_{i_k}$ of length $k$, let $A_{n+1}^\pi \in \mathbb{N}^m$ record the weights of the $x_i$ generators, ordered as follows:

$$
A_{n+1}^\pi = (\omega(x_1), \omega(x_2), \ldots, \omega(x_r), \ldots, \omega(x_1), \omega(x_2), \ldots, \omega(x_r)).
$$

$r$ weights, repeated $k+1$ times, giving an $m$-dimensional vector.
Furthermore, let \( B_{n+1}^\pi \) record the weight of the word \( \pi \), i.e.

\[
B_{n+1}^\pi = \sum_{j=1}^{k} \omega(y_j)
\]

We can then express equation (8) more compactly using a scalar product:

\[
\omega(w) = A_{n+1}^\pi \cdot \vec{w} + B_{n+1}^\pi.
\]

We now have a collection of vectors \( A_i^\pi \) and integers \( B_i^\pi \) which together put words in \( W^\pi \) into the chosen standard form.

### 2.2. Structure constants for testing conjugacy.

In what follows we introduce notation that we will need to prove Theorem 5.1. As above, we fix a transversal \( T \) for \( G/\mathbb{Z}^n \).

In a similar manner to above, we encode conjugation of an element \( (a_1, \ldots, a_n) \in \mathbb{Z}^n \triangleleft G \) by some other element of \( G \) via multiplication by a matrix. Let \( t \in T \), and \( e_i \) be the \( i \)th standard basis vector in \( \mathbb{Z}^n \). Then \( te_i t^{-1} \in \mathbb{Z}^n \) by normality. Let \( te_i t^{-1} = (\delta_{i1}, \delta_{i2}, \ldots, \delta_{in}, t) \), and write \( \Delta_t \) for the \( n \times n \) matrix \([\delta_{ij}, t]_{1 \leq i, j \leq n}\). Then we have

\[
t(a_1, \ldots, a_n)t^{-1} = (a_1, \ldots, a_n)\Delta_t
\]

for any \((a_1, \ldots, a_n) \in \mathbb{Z}^n\).

Fix a pattern \( \pi \). Recall the matrices \( Z \), and \( \Gamma_j \) for each element \( y_j \in Y \). If

\[
w = x_1^{w_1} x_2^{w_2} \cdots x_r^{w_r} y_j x_1^{w_{r+1}} x_2^{w_{r+2}} \cdots x_r^{w_m} \in W^\pi,
\]

consider the group element \( \overline{tw} t^{-1} \) for \( t \in T \). With \( \Delta_t \) as defined above, equation (9) yields

\[
\overline{tw} t^{-1} = \{(w_1, \ldots, w_r)Z\Delta_t + (w_{r+1}, \ldots, w_m)Z\Gamma_{j_1} \Delta_t + \cdots \}
\]

\[
+ (w_r+1, \ldots, w_m)Z\Gamma_{j_1} \cdots \Gamma_{j_k} \Delta_t \}
\]

(10)

We make definitions analogous to (2.4) and (2.5) above.

**Definition 2.8.** For each pattern \( \pi \), and \( t \in T \), stack the matrix products and define \( m \)-dimensional vectors \( A_i^\pi_t \) as follows

\[
\begin{pmatrix}
A_{1, t}^\pi & A_{2, t}^\pi & \cdots & A_{n, t}^\pi
\end{pmatrix} :=
\begin{pmatrix}
Z\Delta_t

Z\Gamma_{j_1} \Delta_t

\vdots

Z\Gamma_{j_1} \cdots \Gamma_{j_k} \Delta_t
\end{pmatrix}
\]

Now we can express equation (10) in terms of scalar products:

\[
\overline{tw} t^{-1} = (A_{1, t}^\pi \cdot \vec{w}, \ldots, A_{n, t}^\pi \cdot \vec{w}) t\pi t^{-1}.
\]

**Definition 2.9.** We have \( t\pi t^{-1} = xs \) for some \( s \in T \), \( x \in \mathbb{Z}^n \). This \( x \) depends only on \( \pi \) and \( t \). Write \( x = (B_{1, t}^\pi, \ldots, B_{n, t}^\pi) \).

Thus we have

\[
\overline{tw} t^{-1} = \{(A_{1, t}^\pi \cdot \vec{w}, A_{2, t}^\pi \cdot \vec{w}, \ldots, A_{n, t}^\pi \cdot \vec{w}) + (B_{1, t}^\pi, B_{2, t}^\pi, \ldots, B_{n, t}^\pi) \} s.
\]

(11)
Now we have a collection of vectors that we can use to test whether two words represent conjugate elements (provided we know that their coset representatives are conjugate). The following Lemma makes this precise.

**Lemma 2.10.** Let \( v \in W^\pi \) and \( w \in W^\mu \) for patterns \( \pi \) and \( \mu \), and let \( t \in T \). Then \( \overline{v} = t \overline{w} t^{-1} \) if and only if

1. \( \pi \) and \( t \overline{\mu} t^{-1} \) are in the same \( \mathbb{Z}^n \)-coset, and
2. \( A^\pi_1 \cdot \overline{v} + B^\pi_1 = A^\mu_1 \cdot \overline{w} + B^\mu_1 \) for each \( 1 \leq i \leq n \).

**Proof.** From equation (8) we have

\[
\overline{v} = \left\{ (A^\pi_1 \cdot \overline{w}, A^\pi_2 \cdot \overline{w}, \ldots, A^\pi_n \cdot \overline{w}) + (B^\pi_1, B^\pi_2, \ldots, B^\pi_n) \right\} t_\pi.
\]

From equation (11) we have

\[
t \overline{w} t^{-1} = \left\{ (A^\mu_1, t \cdot \overline{w}, A^\mu_2, t \cdot \overline{w}, \ldots, A^\mu_n, t \cdot \overline{w}) + (B^\mu_1, t, B^\mu_2, t, \ldots, B^\mu_n) \right\} s
\]

where \( s \) is determined by the element \( t \overline{\mu} t^{-1} \), and the result follows. \( \square \)

2.3. Reduction to finitely many patterns. In general, there are infinitely many patterns in \( Y^* \). It will be essential for the results on growth series that we have only finitely many patterns. Extend \( S \) to a new generating set

\[
\tilde{S} = \{ s_1 s_2 \cdots s_k \mid s_i \in S, \ 1 \leq k \leq d \}.
\]

For each \( \tilde{s} \in \tilde{S} \), assign the weight \( \omega(\tilde{s}) \), which induces a weighted length function \( \tilde{\omega} \) on the words in \( \tilde{S}^* \), and in turn on elements of \( G \). This function preserves the weight of elements of \( G \) (although the length will change), meaning the growth functions are equal:

\[
\sum_{n \geq 0} \sigma_{G,S}(n) z^n = \sum_{n \geq 0} \sigma_{G,\tilde{S}}(n) z^n.
\]

**Proposition 2.11** (Proposition 11.3 of [2]). Suppose \( g \in G \). Then there exists a minimal weight word \( w \in \tilde{S}^* \), with a pattern of length at most \( d \) (with respect to \( \tilde{S}^* \)), such that \( \overline{w} = g \).

This leads us to make the following definition.

**Definition 2.12.** For a virtually abelian group \( G \) generated by \( S \), let

\[
P := \{ \pi \in (\tilde{S} \setminus (\tilde{S} \cap \mathbb{Z}^n))^* \mid |\pi|_{\tilde{S}} \leq d \}.
\]

Note that \( P \) is a finite set.

Then the previous proposition implies that any \( g \in G \) can be represented by a minimal weight word with a pattern in \( P \).

2.4. Polyhedral Sets.

**Definition 2.13.** Let \( m \in \mathbb{N} \), and denote the Euclidean scalar product by \( \cdot \). Then for any \( u \in \mathbb{Z}^m \), \( a \in \mathbb{Z} \), \( b \in \mathbb{N} \):

1. an elementary set is any subset of \( \mathbb{Z}^m \) of the form \( \{ z \in \mathbb{Z}^m \mid u \cdot z = a \} \), \( \{ z \in \mathbb{Z}^m \mid u \cdot z > a \} \), or \( \{ z \in \mathbb{Z}^m \mid u \cdot z \equiv a \ (\text{mod} \ b) \} \),
2. a basic polyhedral set is any finite intersection of elementary sets,
(3) a polyhedral set is any finite union of basic polyhedral sets.

If \( \mathcal{P} \subset \mathbb{Z}^m \) is polyhedral and additionally \( \mathcal{P} \subseteq \mathbb{N}^m \), we call \( \mathcal{P} \) a positive polyhedral set.

We record some crucial facts about polyhedral sets.

**Proposition 2.14** (Proposition 13.1 of [2]). Polyhedral sets in \( \mathbb{Z}^m \) are closed under finite unions, finite intersections, and set complement.

**Proposition 2.15** (Propositions 13.7 and 13.8 of [2]). Let \( E : \mathbb{Z}^m \to \mathbb{Z}^{m'} \) be an integral affine transformation (for some \( m, m' > 0 \)). That is, there is some \( m' \times m \) matrix with integer entries and some \( q \in \mathbb{Z}^{m'} \) such that \( E(p) = Ap + q \) for \( p \in \mathbb{Z}^m \). If \( \mathcal{P} \subseteq \mathbb{Z}^m \) is a polyhedral set then \( E(\mathcal{P}) \subseteq \mathbb{Z}^{m'} \) is a polyhedral set. If \( \mathcal{Q} \subseteq \mathbb{Z}^{m'} \) is a polyhedral set then the preimage \( E^{-1}(\mathcal{Q}) \subseteq \mathbb{Z}^m \) is a polyhedral set.

We note that projection onto some of the coordinates of \( \mathbb{Z}^m \) is an integral affine transformation.

Let \( \mathcal{P} \subseteq \mathbb{N}^m \) be a positive polyhedral set. Given some choice of weights \( (\omega_1, \ldots, \omega_m) \) for the coordinates of \( \mathbb{N}^m \), we assign the weight \( \sum_{i=1}^m a_i \omega_i \) to the vector \( (a_1, \ldots, a_m) \in \mathcal{P} \). Define
\[
\sigma_{\mathcal{P}}^\omega(n) = \#\{p \in \mathcal{P} \mid \omega(p) = n\},
\]
and the resulting weighted growth series
\[
S_{\mathcal{P}}^\omega(z) = \sum_{n=0}^{\infty} \sigma_{\mathcal{P}}^\omega(n)z^n.
\]

**Proposition 2.16** (Proposition 14.1 of [2]). If \( \mathcal{P} \) is a positive polyhedral set, the weighted growth series \( S_{\mathcal{P}}^\omega(z) \) is a rational function.

Benson’s result that virtually abelian groups have rational weighted growth series with respect to all generating sets follows from the following Theorem.

**Theorem 2.17** (Theorem 1.2 of [2]). Let \( G \) be a virtually abelian group, with any choice of finite weighted generating set \( S \). For each pattern \( \pi \in \mathcal{P} \), with \( \mathcal{P} \) as in definition 2.14, there exists a set \( U^\pi \subset \widetilde{S}^\pi \) such that \( U^\pi \subset \mathbb{N}^{m(\pi)} \) is polyhedral, and the disjoint union \( \bigcup_{\pi \in \mathcal{P}} U^\pi \) forms a language of unique minimal-weight representatives for the elements of \( G \).

Since the \( x_i \) generators in \( U^\pi \) correspond to the coordinates of \( \mathbb{N}^{m(\pi)} \), and the contribution from the \( y_k \) generators is constant within \( U^\pi \), rational growth of \( \overrightarrow{U^\pi} \) (in the sense of Proposition 2.16) implies rational growth of \( U^\pi \) with respect to \( \widetilde{S} \), and hence with respect to \( S \).

We will need the following Lemma concerning polyhedral sets.

**Lemma 2.18.** Let \( \mathcal{P} \) be a polyhedral subset of \( \mathbb{Z}^m \) for some \( m \geq 1 \). Suppose there exist polyhedral sets \( X_1, \ldots, X_k \subset \mathbb{Z}^m \) such that \( \mathcal{P} \subseteq \bigcup_{i=1}^k X_i \). Then there exist polyhedral sets \( Y_i \subseteq X_i \) for each \( i \) such that \( Y_i \cap Y_j = \emptyset \) for \( i \neq j \) and \( \mathcal{P} = \bigcup_{i=1}^k Y_i \).

**Proof.** We induct on \( k \). Consider \( k = 1 \), i.e. \( \mathcal{P} \subseteq X_1 \). Let \( Y_1 = \mathcal{P} \cap X_1 \), which is polyhedral as an intersection of polyhedral sets. In other words \( \mathcal{P} = Y_1 \).
Now assume the statement is true for some \( k > 1 \). Let \( P \) be some polyhedral set, with polyhedral sets \( X_1, \ldots, X_{k+1} \) such that \( P \subseteq \bigcup_{i=1}^{k+1} X_i \). Consider the polyhedral set

\[
\mathcal{Q} := P \cap \bigcup_{i=1}^{k+1} X_i.
\]

Now since \( Q \subseteq \bigcup_{i=1}^{k} X_i \), the inductive hypothesis gives polyhedral sets \( Y_i \subseteq X_i \) for \( 1 \leq i \leq k \) such that \( Y_i \cap Y_j = \emptyset \) for each \( i \neq j \), \( 1 \leq i, j \leq k \), and

\[
Q = \bigcup_{i=1}^{k} Y_i.
\]

Now let \( Y_{k+1} = P \setminus Q \), also a polyhedral set. We have \( Y_{k+1} \cap Q = \emptyset \), and \( Y_{k+1} \subseteq X_{k+1} \) (since the \( X_i \)s cover \( P \) and \( Y_{k+1} \) does not intersect \( Q \)), and by definition

\[
P = Q \cup Y_{k+1} = \bigcup_{i=1}^{k+1} Y_i.
\]

So the statement holds for \( k+1 \).

2.5. \textit{N-fold patterns.} We develop a framework for dealing with \( N \)-tuples of patterned words for some finite \( N \).

**Definition 2.19.** Let \( Q \) be any set of patterns (for a virtually abelian group with some choice of finite generating set). Let \( N \in \mathbb{N} \). An \( N \)-fold pattern will be an \( N \)-tuple of patterns from \( Q \). We will write \( \pi = (\pi_1, \pi_2, \ldots, \pi_N) \in Q^N \).

Given an \( N \)-fold pattern \( \pi = (\pi_1, \pi_2, \ldots, \pi_N) \), write \( W^\pi \) for the set of \( N \)-tuples of words with patterns given by \( \pi \). More precisely,

\[
W^\pi = \left\{ (w^{(1)}, w^{(2)}, \ldots, w^{(N)}) \mid w^{(i)} \in W^{\pi_i}, \ 1 \leq i \leq N \right\}.
\]

Let \( m(\pi) = \sum_i m(\pi_i) \). As above, we extract the powers of the \( x_i \) generators with respect to each pattern and note that elements of \( W^\pi \) are in one-to-one correspondence with vectors in \( \mathbb{N}^{m(\pi)} \) via

\[
\left( w^{(1)}, \ldots, w^{(N)} \right) \mapsto \left( \overrightarrow{w^{(1)}}, \ldots, \overrightarrow{w^{(N)}} \right).
\]

In the following Lemma, we show that if we have a polyhedral set of \( N \)-tuples in \( \mathbb{N}^{m(\pi)} \), we can extract a minimal-weight element of each tuple, in a manner that preserves rational growth.

**Lemma 2.20.** Let \( G \) be virtually abelian, generated by \( S \), with weight function \( \omega \). Fix some \( N \)-fold pattern \( \pi = (\pi_1, \pi_2, \ldots, \pi_N) \). Let \( V \subset W^\pi \). If \( \overrightarrow{V} \) is a polyhedral set then there exists a language \( \mathcal{L} \subset S^* \) in one-to-one correspondence with \( V \) such that for each \( (v_1, \ldots, v_N) \in V \), \( \mathcal{L} \) contains exactly one element \( w \in \{v_1, \ldots, v_N\} \), with \( \omega(w) \leq \omega(v_i) \) for each \( 1 \leq i \leq N \), and such that \( \mathcal{L} \) has rational weighted growth series.

**Proof.** Let

\[
X_j(\pi) = \left\{ (w^{(1)}, \ldots, w^{(N)}) \in W^\pi \mid \omega(w^{(j)}) \leq \omega(w^{(k)}), \ 1 \leq k \leq N \right\}
\]

be those elements in $W^\pi$ where the $j$th component word has minimal weight. For each $\pi_k$, define the $m(\pi)$-dimensional vector $D^{\pi_k}$ as follows:

$$D^{\pi_k} := \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \pi_k \\ \vdots \\ 0 \end{pmatrix} \begin{cases} \sum_{i=1}^{k-1} m(\pi_i) \text{ zeros} \\ m(\pi_k) \text{ rows} \\ \sum_{i=k+1}^{N} m(\pi_i) \text{ zeros} \end{cases}$$

Then for some $N$-tuple of words $(w^{(1)}, \ldots, w^{(N)}) \in W^\pi$, whose corresponding vector is $\vec{z} \in \mathbb{N}^{m(\pi)}$, we have $D^{\pi_k} \cdot \vec{z} = A_{n+1}^{\pi_k} \cdot w^{(k)}$.

For $w \in W^{\pi_j}$ and $w' \in W^{\pi_k}$, equation (9) implies that

$$\omega(w) \leq \omega(w') \iff A_{n+1}^{\pi_j} \cdot \vec{w} + B_{n+1}^{\pi_j} \leq A_{n+1}^{\pi_k} \cdot \vec{w}' + B_{n+1}^{\pi_k}.$$ 

Therefore we have

$$\overrightarrow{X_j}(\pi) = \bigcap_{1 \leq k \leq N \atop k \neq j} \left\{ \vec{z} \in \mathbb{N}^{m(\pi)} \mid D^{\pi_j} \cdot \vec{z} + B_{n+1}^{\pi_j} \leq D^{\pi_k} \cdot \vec{z} + B_{n+1}^{\pi_k} \right\}$$

$$= \bigcap_{1 \leq k \leq N \atop k \neq j} \left\{ \vec{z} \in \mathbb{N}^{m(\pi)} \mid (D^{\pi_j} - D^{\pi_k}) \cdot \vec{z} \leq B_{n+1}^{\pi_k} - B_{n+1}^{\pi_j} \right\}.$$ 

Thus each $\overrightarrow{X_j}(\pi)$ is a polyhedral subset of $\mathbb{N}^{m(\pi)}$ (since it is a finite intersection of elementary sets). Since every $N$-tuple in $V$ must have at least one weight-minimal element, we have $\overrightarrow{V} \subseteq \bigcup_{j=1}^{N} \overrightarrow{X_j}(\pi)$. Lemma 2.15 then gives us polyhedral sets $\overrightarrow{Y_j}(\pi) \subseteq \overrightarrow{X_j}(\pi)$ for each $j$ which are pairwise disjoint, and such that $\overrightarrow{V} = \bigcup_{j=1}^{N} \overrightarrow{Y_j}(\pi)$.

Let $\rho_j : \mathbb{N}^{m(\pi)} \to \mathbb{N}^{m(\pi_j)}$ be the projection onto just the coordinates corresponding to the $j$th component of the $N$-tuple. Since images of polyhedral sets under projections are still polyhedral by Proposition 2.15, we have $N$ polyhedral sets of the form $\rho_j(\overrightarrow{Y_j}(\pi))$, each corresponding to a collection of words which are minimal-weight representatives for their $N$-tuple, and each growing rationally with respect to the generators of $G$ (by Proposition 2.16). Since the $\overrightarrow{Y_j}$s are disjoint, and cover $\overrightarrow{V}$, the union of these polyhedral sets corresponds to a language of unique, minimal-weight representatives for $V$, which grows rationally. \qed

3. Relative growth series

Given a group $G$ with finite generating set $S$, consider a subset $H \subset G$. One can construct the relative (weighted) growth series of $H$ with respect to the generators of $G$ by defining $\sigma(n)$ to be the number of elements of $H$ with weight $n$. We prove that for any subgroup of a virtually abelian group, the relative weighted growth series is rational (for any finite generating set and positive integer weight function).
We do this by showing that we can use linear algebra to test whether or not a word in $S^*$ represents an element of $H$, and thus describe the language of words whose image in $G$ is contained in $H$ in terms of polyhedral sets. We then intersect with the language of minimal representatives for the elements of $G$ to obtain a language of minimal representatives for the elements of $H$, which grows rationally.

**Lemma 3.1.** Any subgroup of a virtually abelian group is virtually abelian.

**Proof.** Let $G$ be virtually abelian, with normal free abelian finite index subgroup $\mathbb{Z}^n$ as usual. Let $d = [G: \mathbb{Z}^n]$. Suppose $H$ is a proper subgroup of $G$. By the second isomorphism theorem, we have $H \mathbb{Z}^n \leq G$, $H \cap \mathbb{Z}^n \triangleleft H$, and $H / H \cap \mathbb{Z}^n \cong H \mathbb{Z}^n / \mathbb{Z}^n$.

Since $[G: \mathbb{Z}^n] = [G: H \mathbb{Z}^n][H \mathbb{Z}^n: \mathbb{Z}^n]$ and $[G: \mathbb{Z}^n]$ is finite, $[H \mathbb{Z}^n: \mathbb{Z}^n]$ is also finite (with $[H \mathbb{Z}^n: \mathbb{Z}^n] \leq d$), and so $H \cap \mathbb{Z}^n$ is a finite index (free) abelian subgroup of $H$, proving the claim. □

In the following Lemma, we establish criteria for an element of a virtually abelian group to lie in a chosen subgroup.

**Lemma 3.2.** Let $G$ be a finitely generated virtually abelian group, with normal subgroup $\mathbb{Z}^n$ of finite index $d$ as usual. Let $H < G$, and choose a set $\{h_1, \ldots, h_c\} \in H$ of coset representatives for $H / H \cap \mathbb{Z}^n$. Then this set can be extended to a set $\{h_1, \ldots, h_c, \ldots, h_d\}$ of coset representatives for $G / \mathbb{Z}^n$, and an element $xh_i \in G$, with $x \in \mathbb{Z}^n$, is in $H$ if and only if

1. $1 \leq i \leq c$, and
2. $x \in H \cap \mathbb{Z}^n$.

**Proof.** Firstly, Lemma 3.1 implies that $H \cap \mathbb{Z}^n$ is a finite index subgroup of $H$, and that $c \leq d$. We have

$$H = \bigcup_{i=1}^{c} (H \cap \mathbb{Z}^n)h_i.$$  \hspace{1cm} (13)

Next, we note that each element $h_i \in \{h_1, \ldots, h_c\}$ represents a unique $\mathbb{Z}^n$-coset: let $h_i \neq h_j$, and suppose that they define the same coset in $G / \mathbb{Z}^n$. Then $h_i h_j^{-1} \in \mathbb{Z}^n$, and since both are elements of $H$, $h_i h_j^{-1} \in H \cap \mathbb{Z}^n$. But this would imply that they represent the same coset in $H / H \cap \mathbb{Z}^n$, which is a contradiction.

Now choose elements $h_{c+1}, \ldots, h_d$ so that $\{h_1, \ldots, h_d\}$ is a set of coset representatives for $G / \mathbb{Z}^n$, so we have

$$G = \left( \bigcup_{i=1}^{c} \mathbb{Z}^n h_i \right) \cup \left( \bigcup_{i=c+1}^{d} \mathbb{Z}^n h_i \right).$$  \hspace{1cm} (14)

From this decomposition, and equation (13), it is clear that an element $xh_i \in G$ (with $x \in \mathbb{Z}^n$) is in $H$ if and only if it lies in one of the cosets that intersects $H$ (that is, $h_i \in \{h_1, \ldots, h_c\}$) and the abelian part lies in $H \cap \mathbb{Z}^n$ (that is, $x \in H \cap \mathbb{Z}^n$). □
Theorem 3.3. Let $G$ be a finitely generated virtually abelian group and let $H$ be any subgroup of $G$. Then $H$ has rational weighted growth series relative to any choice of generators of $G$ (with any weight function).

Proof. The strategy of the proof is to use the criteria given in Lemma 3.2 to detect those elements of $G$ which are contained in $H$, pattern by pattern, and show that they form polyhedral sets. We can then use the sets $U^\omega$ (from Theorem 2.17) to find minimal representatives for the elements of $H$.

Fix a generating set $S$ for $G$, and a weight function $\omega$. We consider the expanded generating set $\tilde{S}$ of Section 2.3 and the corresponding finite set of patterns $P$ as in Definition 2.12. Since words with the same pattern represent elements of the same $\mathbb{Z}^n$-coset (see Remark 2.6), only words whose pattern represents an element of $\bigsqcup_{i=1}^c Z^n h_i$ can possibly be in $H$. Call the set of such patterns $P_H$.

Fix one of these patterns, $\pi \in P_H$, and the resulting vectors $A_1^\pi$ and integers $B_i^\pi$ as in section 2. Consider a word $\vec{w} \in W^\pi$. By design, we have an $h_i$ with $1 \leq i \leq c$ so that $\vec{w} \in \mathbb{Z}^n h_i$, so criterion (1) is satisfied. Now by criterion (2), $\vec{w}$ represents an element of $H$ if and only if $\vec{w} \in (H \cap \mathbb{Z}^n) h_i \subset \mathbb{Z}^n h_i$. Since

$$\vec{w} = \{(A_1^\pi \cdot \vec{w}, \ldots, A_n^\pi \cdot \vec{w}) + (B_1^\pi, \ldots, B_n^\pi)\} h_i,$$

$\vec{w} \in H$ if and only if

$$(A_1^\pi \cdot \vec{w}, \ldots, A_n^\pi \cdot \vec{w}) + (B_1^\pi, \ldots, B_n^\pi) \in H \cap \mathbb{Z}^n. \tag{15}$$

Now $H \cap \mathbb{Z}^n$ is a (free abelian) subgroup of $\mathbb{Z}^n$. Suppose it has dimension $f$, and choose a basis $\{b_1, \ldots, b_f\} \subset \mathbb{Z}^n$. Then $\vec{w}$ satisfies (15) if and only if there exist integers $a_1, \ldots, a_t$ so that

$$(A_1^\pi \cdot \vec{w}, \ldots, A_n^\pi \cdot \vec{w}) + (B_1^\pi, \ldots, B_n^\pi) = a_1 b_1 + \cdots + a_f b_f. \tag{16}$$

In other words,

$$A_1^\pi \cdot \vec{w} + B_i^\pi = e_i \cdot (a_1 b_1 + \cdots + a_f b_f) = a_1 (e_i \cdot b_1) + \cdots + a_f (e_i \cdot b_f)$$

for each $1 \leq i \leq n$.

We will now express the set of all vectors satisfying (16) as a polyhedral set. For each $1 \leq i \leq n$, define the $(m + f)$-dimensional vector

$$G_i^\pi = \begin{pmatrix} A_i^\pi \\ -e_i \cdot b_1 \\ \vdots \\ -e_i \cdot b_f \end{pmatrix} \begin{cases} \text{m rows} \\ \text{f rows} \end{cases}$$

where the first $m$ entries are the entries of the vector $A_i^\pi$, and the last $f$ entries are $-1$ times the $i$th component of the basis vectors. Now a vector $\vec{w} \in \mathbb{Z}^m$ satisfies (16) for some $i$ precisely when there is a vector $\vec{w} \in \mathbb{Z}^{m+f}$, with entries $v_1, v_2, \ldots, v_{m+f}$, such that $\vec{w} = (v_1, \ldots, v_m)$ and
\[ A_i^\pi \cdot \vec{w} + B_i^\pi = e_i \cdot (v_{m+1}b_1 + \cdots + v_{m+f}b_f). \]

We rewrite this last equation as

\[
A_i^\pi \cdot \begin{pmatrix}
v_1 \\
v_2 \\
\vdots \\
v_m \\
e_i \cdot b_1 \\
e_i \cdot b_2 \\
\vdots \\
e_i \cdot b_f \\
v_{m+1} \\
v_{m+2} \\
\vdots \\
v_{m+f}
\end{pmatrix} = -B_i^\pi
\]

i.e.

\[ C_i^\pi \cdot \vec{v} = -B_i^\pi. \]

Let \( p_m : \mathbb{Z}^{m+f} \to \mathbb{Z}^m \) denote projection onto the first \( m \) coordinates. We can then express the set of all \( \vec{w} \) that satisfy (15) as the following

\[
X^\pi = p_m \left( \bigcap_{i=1}^n \left\{ \vec{v} \in \mathbb{Z}^{m+f} \mid C_i^\pi \cdot \vec{v} = -B_i^\pi \right\} \right) \cap \mathbb{N}^m.
\]

Note that \( \{ \vec{v} \in \mathbb{Z}^{m+f} \mid C_i^\pi \cdot \vec{v} = -B_i^\pi \} \) is an elementary set for each \( i \), and therefore the intersection is a (basic) polyhedral set. Therefore \( X^\pi \) is also a polyhedral set. It corresponds to all words in \( \overline{W^\pi} \) which represent elements of the subgroup \( H \). We wish to find unique minimal-weight representatives for these elements.

Recall that the set \( U^\pi \subset \overline{W^\pi} \) is a set of minimal-weight representatives for the elements of \( \overline{W^\pi} \). The intersection \( \overline{U^\pi} \cap X^\pi \) consists of a unique, minimal-weight vector representing each element of \( H \) that lies in \( \overline{W^\pi} \) (and is not represented by a word with another pattern, of smaller weight). Since this intersection is polyhedral, it grows rationally with respect to the generators of \( G \). So we have finitely many rationally growing sets whose (disjoint) union corresponds to a language of unique, minimal-weight representatives for \( H \). The relative growth series of \( H \) is the sum of the growth series of these individual sets, so is itself rational. Note that we have not had to consider overlaps as the sets \( U^\pi \) are already non-overlapping.

\section*{Corollary 3.4.}

Finite unions of subgroups of virtually abelian groups have rational relative growth.

\section*{Proof.}

First note that the growth series of a finite disjoint union of subsets of \( G \) is simply the sum of their individual growth series, and for subsets \( A \subset B \subseteq G \), the growth series of \( B \setminus A \) is the difference of their individual growth series. We will induct on the number of subgroups in the finite union.

For subgroups \( H_1 \) and \( H_2 \), let \( I = H_1 \cap H_2 \). Then we can express their union as a disjoint union of three subsets,

\[ H_1 \cup H_2 = I \cup (H_1 \setminus I) \cup (H_2 \setminus I). \]

Since \( H_1 \), \( H_2 \), and \( I \) are all subgroups, they have rational relative growth, so each term in the above expression does also, and so \( H_1 \cup H_2 \) has rational growth series.

Now assume the union of \( k \) subgroups has rational growth. Consider a union of \( k + 1 \) subgroups:

\[ \bigcup_{i=1}^{k+1} H_i = \bigcup_{i=1}^k H_i \cup H_{k+1}. \]
Let \( J = \left( \bigcup_{i=1}^{k} H_i \right) \cap H_{k+1} \). Then we have a disjoint union
\[
\bigcup_{i=1}^{k+1} H_i = J \cup \left( \bigcup_{i=1}^{k} H_i \right) \setminus (J \cup (H_{k+1} \setminus J))
\]
and so if \( J \) has rational growth then \( \bigcup_{i=1}^{k+1} H_i \) has rational growth. But we can write \( J \) as the union of \( k \) subgroups:
\[
J = \bigcup_{i=1}^{k} (H_i \cap H_{k+1})
\]
so it has rational growth by the inductive hypothesis. \( \square \)

4. Coset Growth series

In this section we demonstrate the following:

**Theorem 4.1.** Let \( G \) be a virtually abelian group with any choice of finite, weighted generating set \( S \), and \( H \) any subgroup of \( G \). Then the set of right cosets \( G/H \) has rational weighted growth series with respect to \( S \).

This is proved in two parts. Firstly, we generalise the main result of [2] to show that if \( H \) is contained in the finite index abelian subgroup of \( G \) then there exists a language of minimal representatives for the cosets that grows rationally.

For a general subgroup \( H \), its intersection with the finite index abelian subgroup of \( G \) is abelian, and of finite index in \( H \). We then consider the language of minimal representatives for the cosets of this intersection group, and from these we choose a language of representatives for the cosets of \( H \). We show that this language can be chosen so that it grows rationally.

We prove the following special case of Theorem 4.1:

**Theorem 4.2.** Let \( G \) be a virtually abelian group, with any choice of finite weighted generating set \( S \), and with finite index subgroup \( \mathbb{Z}^n \). If \( H \) is a subgroup of \( G \) contained in \( \mathbb{Z}^n \), then the weighted growth of \( G/H \) with respect to \( S \) is rational.

Theorem 1.2 of [2] is the case where \( H \) is the trivial group. The proof given here follows a similar structure to that in [2]. For each pattern \( \pi \in P \), we establish an ordering on the words of \( W^\pi \) which respects their weight, and use this to find a polyhedral set of minimal representatives for the cosets that intersect \( W^\pi \). We then show that the overlaps between these sets are also polyhedral, so can be removed while preserving rationality. Note that if \( H \) has finite index in \( G \), \( G/H \) is finite and so the growth series is a polynomial, and so trivially rational. From now on we assume that \( H \) has infinite index in \( G \), and hence \( [\mathbb{Z}^n : H] \) is also infinite.

We first establish a criterion for when two words represent elements of the same \( H \)-coset.

**Proposition 4.3.** Let \( v \in W^\pi \), \( w \in W^\mu \), for some patterns \( \pi, \mu \). Let \( H < \mathbb{Z}^n \) be of rank \( f \leq n \), with basis \( \{b_1, b_2, \ldots, b_f\} \subset \mathbb{Z}^n \). Then \( \overline{\pi} \) and \( \overline{\mu} \) are in the same \( H \)-coset if and only if
\[
(1) \overline{\pi} \text{ and } \overline{\mu} \text{ are in the same } \mathbb{Z}^n-\text{coset, and}
\]
(2) there exist integers $a_1, \ldots, a_f$ such that

$$A_i^n \cdot \vec{v} + B_i^n - (A_i^\mu \cdot \vec{w} + B_i^\mu) = e_i \cdot \left( \sum_{j=1}^{f} a_j b_j \right)$$

for each $1 \leq i \leq n$ (where $e_i$ as usual denotes the $i$th standard basis vector in $\mathbb{Z}^n$).

Proof. We will again use the vectors $A_1^n, \ldots, A_n^n$ (of dimension $m(\pi)$), $A_1^\mu, \ldots, A_n^\mu$ (of dimension $m(\mu)$) and integers $B_1^n, \ldots, B_n^n$, and $B_1^\mu, \ldots, B_n^\mu$ defined in section 2. Recall (see (8)) that the group elements represented by $v$ and $w$ are given by

$$\overline{v} = \{(A_1^n \cdot \vec{v}, A_2^n \cdot \vec{v}, \ldots, A_n^n \cdot \vec{v}) + (B_1^n, B_2^n, \ldots, B_n^n)\} t_\pi \in G$$

and

$$\overline{w} = \{(A_1^\mu \cdot \vec{w}, A_2^\mu \cdot \vec{w}, \ldots, A_n^\mu \cdot \vec{w}) + (B_1^\mu, B_2^\mu, \ldots, B_n^\mu)\} t_\mu \in G$$

respectively, where $t_\pi$ and $t_\mu$ are the chosen representatives for the cosets $\mathbb{Z}^n\overline{\pi}$ and $\mathbb{Z}^n\overline{\mu}$.

Now two words $v, w$ represent elements of the same $H$-coset if and only if $\overline{v}(\overline{w})^{-1} \in H$. This is equivalent to the existence of integer coefficients $a_1, \ldots, a_f$ such that

$$\overline{v}(\overline{w})^{-1} = \sum_{j=1}^{f} a_j b_j.$$ 

Suppose that our words $v$ and $w$ do represent the same $H$-coset. Since $Hg \subset \mathbb{Z}^n g$, $v$ and $w$ represent the same $\mathbb{Z}^n$-coset, so $t_\pi = t_\mu$, which is precisely condition (1).

We have

$$\overline{v}(\overline{w})^{-1} = \{(A_1^n \cdot \vec{v}, A_2^n \cdot \vec{v}, \ldots, A_n^n \cdot \vec{v}) + (B_1^n, B_2^n, \ldots, B_n^n)\} t_\pi$$

$$\cdot t_\mu^{-1}\{-(A_1^\mu \cdot \vec{w}, A_2^\mu \cdot \vec{w}, \ldots, A_n^\mu \cdot \vec{w}) - (B_1^\mu, B_2^\mu, \ldots, B_n^\mu)\}$$

$$= (A_1^n \cdot \vec{v} + B_1^n - A_1^\mu \cdot \vec{w} - B_1^\mu, \ldots, A_n^n \cdot \vec{v} + B_n^n - A_n^\mu \cdot \vec{w} - B_n^\mu).$$

Thus

$$(A_1^n \cdot \vec{v} + B_1^n - A_1^\mu \cdot \vec{w} - B_1^\mu, \ldots, A_n^n \cdot \vec{v} + B_n^n - A_n^\mu \cdot \vec{w} - B_n^\mu) = \sum_{j=1}^{f} a_j b_j \in \mathbb{Z}^n,$$

which is equivalent to condition (2).

Conversely, if $v$ and $w$ satisfy the conditions, then $t_\pi = t_\mu$ and so

$$\overline{v}(\overline{w})^{-1} = (A_1^n \cdot \vec{v} + B_1^n - A_1^\mu \cdot \vec{w} - B_1^\mu, \ldots, A_n^n \cdot \vec{v} + B_n^n - A_n^\mu \cdot \vec{w} - B_n^\mu) = \sum_{j=1}^{f} a_j b_j$$

i.e. $\overline{v}(\overline{w})^{-1} \in H$. \hfill \square

We note the following special case, when $\pi = \mu$. 

Corollary 4.4. Let \( v, w \in W^\pi \), \( H < \mathbb{Z}^n \) with rank \( f \) and basis \( \{b_1, b_2, \ldots, b_f\} \subset \mathbb{Z}^n \). Then \( \mathbf{v} \) and \( \mathbf{w} \) are in the same \( H \)-coset if and only if there exist integers \( a_1, \ldots, a_f \) so that

\[
A_i^\pi \cdot (\mathbf{v} - \mathbf{w}) = e_i \cdot \sum_{j=1}^{f} a_j b_j
\]

for each \( 1 \leq i \leq n \).

In what follows we will need a version of Dickson’s Lemma.

Definition 4.5. Let \( I \subseteq \{1, 2, \ldots, m\} \) for some \( m \), and define

\[
Q_I = \{ x \in \mathbb{Z}^m \mid e_i \cdot x \geq 0, \text{ if } i \in I, \text{ } e_i \cdot x \leq 0, \text{ if } i \notin I \},
\]

which is a closed orthant of \( \mathbb{Z}^m \). Define the ‘coordinate ordering’ on \( Q_I \) as follows: \( x \leq_I y \) if and only if \( e_i \cdot x \leq e_i \cdot y \) for \( i \in I \) and \( e_i \cdot x \geq e_i \cdot y \) for \( i \notin I \).

Lemma 4.6 \((\text{Lemma A of } [7])\). Let \( X \subseteq Q_I \) for some \( I \subseteq \{1, 2, \ldots, m\} \). Then there exists a finite subset \( Y \subset X \) such that for all \( x \in X \), there exists \( y \in Y \) with \( y \leq_I x \).

The result is more commonly stated for the case \( I = \{1, 2, \ldots, m\} \) (and so \( Q_I = \mathbb{N}^m \)) but this more general version follows directly from symmetry.

We now build a polyhedral set of minimal weight coset representatives, for each pattern \( \pi \). The following is a modification of the arguments in Section 6 of [2].

Proposition 4.7. Fix a pattern \( \pi \in P \), and with \( H \) an infinite index subgroup of \( \mathbb{Z}^n < G \), consider the set \((G/H)^\pi\) of right cosets which contain an element represented by a word in \( W^\pi \), i.e.

\[
(G/H)^\pi = \{ Hg \in G/H \mid Hg \cap \overline{\mathbf{W}}^\pi \neq \emptyset \}.
\]

Then there exists a set \( V_H^\pi \subset W^\pi \) consisting of minimal-weight (amongst \( W^\pi \)) representatives for every coset in \((G/H)^\pi\), with the property that \( V_H^\pi \) is a polyhedral set.

Proof. We will define an ordering on words in \( W^\pi \) that is consistent with the weight ordering, and yields a unique minimal representative for each coset in \((G/H)^\pi\).

As above, fix a basis \( \{b_1, \ldots, b_f\} \) for \( H \). Recall the vectors \( A_i^\pi, \ldots, A_{n+1}^\pi \in \mathbb{Z}^m \). Choose standard basis vectors \( A_{n+2}^\pi, \ldots, A_K^\pi \) so that \( \{A_{n+1}^\pi, \ldots, A_K^\pi\} \) forms a basis for \( \mathbb{Z}^m \). Define an order on the words of \( W^\pi \) as follows. We will write \( v \leq_{\pi} w \) if and only if either \( v = w \) or there exist integers \( a_1, \ldots, a_f \), and \( 0 \leq i \leq K - n \) such that

\[
A_k^\pi \cdot (\mathbf{v} - \mathbf{w}) = e_k \cdot \sum_{j=1}^{f} a_j b_j, \text{ for } 1 \leq k \leq n,
\]

\[
A_k^\pi \cdot (\mathbf{v} - \mathbf{w}) = 0, \text{ for } n + 1 \leq k < n + i, \text{ and}
\]

\[
A_{n+i}^\pi \cdot (\mathbf{v} - \mathbf{w}) > 0.
\]

We show that this is a partial order on \( W^\pi \). Firstly, note that the ordering is reflexive by definition. Next, we show transitivity. Suppose \( u, v, w \in W^\pi \) with \( u \leq_{\pi} v \leq_{\pi} w \). If \( u = v \) or
Thus there is a unique $\leq$-minimal element in $\pi$ for each $n > k$ that is for each $n$, since Corollary 4.4 implies there are integers $a_1, \ldots, a_f$ and 0 $\leq i, i' \leq K$ with

$$A_k^n \cdot (\vec{u} - \vec{v}) = e_k \cdot \sum_{j=1}^{f} a_j b_j, \text{ for } 1 \leq k \leq n,$$

$$A_k^n \cdot (\vec{u} - \vec{v}) = 0, \text{ for } n + 1 \leq k < n + i, \text{ and } A_{n+i}^n \cdot (\vec{u} - \vec{v}) > 0$$

and

$$A_k^n \cdot (\vec{v} - \vec{w}) = e_k \cdot \sum_{j=1}^{f} a_j' b_j, \text{ for } 1 \leq k \leq n,$$

$$A_k^n \cdot (\vec{v} - \vec{w}) = 0, \text{ for } n + 1 \leq k < n + i', \text{ and } A_{n+i'}^n \cdot (\vec{v} - \vec{w}) > 0.$$

Then for $0 \leq k \leq n$ we have

$$A_k^n \cdot (\vec{u} - \vec{w}) = A_k^n \cdot (\vec{u} - \vec{v}) + A_k^n \cdot (\vec{v} - \vec{w}) = e_k \cdot \sum_{j=1}^{f} (a_j + a_j') b_j$$

by linearity of the scalar product. Furthermore, $A_k^n \cdot (\vec{u} - \vec{w}) = 0$ for $n + 1 \leq k < \min(i, i')$ and $A_k^n \cdot (\vec{u} - \vec{w}) > 0$ for $k = \min(i, i')$, and thus $u \leq \pi w$, so $\leq \pi$ is transitive. For antisymmetry, note that if $v \leq \pi w$ and $w \leq \pi v$ then either $v = w$ or we must have $A_k^n \cdot (\vec{v} - \vec{w}) = A_k^n \cdot (\vec{u} - \vec{w}) = 0$ for each $n + 1 \leq k \leq K$, and since the corresponding $A_k^n$s span $\mathbb{Z}^m$, we must have $\vec{v} = \vec{w}$, i.e. $v = w$. Thus the order is a well-defined partial order (although not a total order).

If we restrict ourselves to the words representing a single $H$-coset, this becomes a well-ordering. To see this, suppose we have an infinite descending chain of words in $W^n$ that represent the same coset:

$$w_1 \geq \pi w_2 \geq \pi \cdots.$$

Since $A_k^n \in \mathbb{N}^m$ for $k > n$ and $\vec{w}_i \in \mathbb{N}^m$ for all $i$, the sequences

$$A_k^n \cdot \vec{w}_1 \geq A_k^n \cdot \vec{w}_2 \geq \cdots$$

for each $k > n$ consist of non-negative integers and so must stabilize, say after $i_k$ steps. Let $i_{\text{max}} = \max_{n < k \leq K} (i_k)$. Then $A_k^n \cdot \vec{w}_i_{\text{max}} = A_k^n \cdot \vec{w}_{i_{\text{max}}+1}$ for any positive integer $j$, and all $n < k \leq K$. Therefore since the vectors $A_k^n$ for $k > n$ span $\mathbb{Z}^m$, $w_{i_{\text{max}}} = w_{i_{\text{max}}+1}$ and the sequence stabilizes. Note that two words representing the same coset can always be compared under $\leq \pi$, since Corollary 4.4 implies there are integers $a_1, \ldots, a_f$ satisfying the definition. Thus there is a unique $\leq \pi$-minimal word in $W^n$ that represents each coset in $(G/H)\pi$.

Note that if $v \leq \pi w$ then $A_{n+i}^{n+1} \cdot \vec{v} \leq A_{n+i}^n \cdot \vec{w}$ and so $\omega(v) \leq \omega(w)$. Thus the unique $\leq \pi$-minimal element in $W^n$ that represents a given $H$-coset is also a minimal weight coset representative (amongst $W^n$). Let $V_H^n$ denote the set of all $\leq \pi$-minimal representatives in $W^n$, that is

\begin{equation}
V_H^n := \{w \in W^n \mid \text{If } v \in W^n \text{ s.t. } \vec{v} \in H\vec{w} \text{ then } w \leq \pi v\}.
\end{equation}

To finish the proof, we need to show that $V_H^n$ corresponds to a polyhedral set in $\mathbb{Z}^m$. 

An element $\tau \in \mathbb{Z}^n$ will be called a translation (with respect to $H$, $\pi$) if there exist integers $a_1, \ldots, a_f$ and $0 \leq i \leq K - n$ such that $A_k^\pi \cdot \tau = e_k \cdot \sum_{j=1}^f a_j b_j$ for $1 \leq k \leq n$ and

$$A_{n+1}^\pi \cdot \tau = \cdots = A_{n+i-1}^\pi \cdot \tau = 0, \hspace{1em} A_{n+i}^\pi \cdot \tau > 0.$$ 

Let $T$ denote the set of all such translations. Suppose $v, w \in W^\pi$. Then it is clear that $w \in H^\pi v$ if and only if there exists some $\tau \in T$ with $v = w + \tau$. The set $T$ is contained in $\mathbb{Z}^n$. Consider $T \cap Q_I$ for some $I \subseteq \{1, \ldots, m\}$. By Lemma 1.6 there exists a finite set $T_I \subset T \cap Q_I$ such that each element $\tau \in T \cap Q_I$ has a bound $\tau_0 \in T_I$ such that $\tau_0 \leq I \tau$. Let $T_{\min} = \bigcup_I T_I$, the union of the minimal translations across all orthants. We now claim that

$$V_H^\pi = \mathbb{N}^m \setminus \bigcup_{\tau \in T_{\min}} (\tau + \mathbb{N}^m).$$

It is not hard to see that this is a polyhedral set, which proves the Proposition.

To see the claim, first suppose that $v \in V_H^\pi$ but $\bar{v} \notin \mathbb{N}^m \setminus \bigcup_{\tau \in T_{\min}} (\tau + \mathbb{N}^m)$. So $\bar{v} \in \tau + \mathbb{N}^m$ for some $\tau \in T_{\min}$, i.e. $\bar{v} = v + \bar{\tau}$ for some $w \in \mathbb{N}^m$. This implies that there is some $w \in W^\pi$ which shares an $H$-coset with $v$ such that $w \leq^\pi v$. But this implies that $v$ is not minimal, contradicting the assumption that $v \in V_H^\pi$.

Conversely, suppose that $\bar{v} \in \mathbb{N}^m \setminus \bigcup_{\tau \in T_{\min}} (\tau + \mathbb{N}^m)$ and $v \notin V_H^\pi$. So there exists some $\tau \in T$ and $\bar{v}_0 \in V_H^\pi$, with $\bar{v} = \bar{v}_0 + \tau$ and $\bar{v}_0 \in H^\pi$. In other words $\bar{v} - \bar{v}_0$ is a translation. Choose $I$ so that $\bar{v} - \bar{v}_0 \notin Q_I$, and then $\tau_0 \in T_I$ so that $\tau_0 \leq \bar{v} - \bar{v}_0$. We claim that $\bar{v} - \tau_0 \in \mathbb{N}^m$, i.e. $\bar{v} \in \tau_0 + \mathbb{N}^m$, contradicting our assumption. Indeed, for $i \in I$ we have $e_i \cdot \tau_0 \leq e_i \cdot \tau$, so $e_i \cdot (\bar{v} - \tau_0) \geq e_i \cdot (\bar{v} - \tau) = e_i \cdot \bar{v}_0 \geq 0$, and for $i \notin I$ we have $e_i \cdot (\bar{v} - \tau_0) \geq e_i \cdot \tau_0 \geq 0$. So for all $i$, $e_i \cdot (\bar{v} - \tau_0) \geq 0$, and hence $\bar{v} - \tau \in \mathbb{N}^m$ as claimed. 

Since $Hg \subset \mathbb{Z}^n g$, any two words that represent the same $H$-coset must lie in the same $\mathbb{Z}^n$-coset. So we consider each $\mathbb{Z}^n$-coset separately. Section 2 tells us that for a given $\mathbb{Z}^n$-coset, say $\mathbb{Z}^n t$ for $t \in T$, there is a finite set of patterns $P_t$, over the extended generating set $\tilde{S}$, whose patterned sets contain representatives for all the elements of the coset (and no other cosets). We take the corresponding polyhedral sets $\bar{V}_H^\pi$ from equation (17) for each $\pi \in P_t$, and combine them to find a language of representatives for the $H$-cosets within $\mathbb{Z}^n t$. We may have pairs of words with different patterns that both represent the same coset, but we only wish to count the minimal one. To prove Theorem 4.2 we show that these overlaps between the $\bar{V}_H^\pi$s are polyhedral, so can be removed without losing rationality.

Definition 4.8. Let $\pi, \mu \in P_t$ for some $t \in T$. Define the set $R^{\pi,\mu}$ (resp. $R^{\pi,\mu}_e$) consisting of all those elements of $V_H^\pi$ where there is an element of $V_H^\mu$ of strictly smaller (resp. equal) weight that represents the same coset:

$$R^{\pi,\mu} := \{v \in V_H^\pi \mid \exists u \in V_H^\mu \text{ s.t. } \bar{u} \in H^\pi, \hspace{1em} \omega(u) < \omega(v)\}$$

$$R^{\pi,\mu}_e := \{v \in V_H^\pi \mid \exists u \in V_H^\mu \text{ s.t. } \bar{u} \in H^\pi, \hspace{1em} \omega(u) = \omega(v)\}.$$

We need to discard all of $R^{\pi,\mu}$ for every pair $\pi \neq \mu$, since we only want minimal words. If there exist two of more minimal weight representatives for the same coset with equal weight, we must choose exactly one and discard the rest. We make the following definition.
Definition 4.9. Pick a total order on the finite set $P_t$, denoted $\pi_1 < \pi_2 < \ldots$. Let

$$U^\pi_{H} := V^\pi_{H} \setminus \left( \bigcup_{i \neq k} R^\pi_{k, \pi_i} \cup \bigcup_{j < k} R^\pi_{k, \pi_j} \right).$$

So $U^\pi_{H}$ consists of those minimal-weight coset representatives in $W^\pi_{H}$ where there are no representatives of the same coset with smaller weight and a different pattern, and wherever there are multiple representatives with equal weight we choose based on the order on $P_t$.

Proof of Theorem 4.2. We claim that $U^\pi_{H}$ is polyhedral for each $\pi_k$. Then the disjoint union of the sets $U^\pi_{H}$ for each $\pi_k \in P_t$, and each $t \in T$, is a finite disjoint union of rationally growing languages, forming a set of minimal weight representatives for the cosets $G/H$, which will prove the Theorem.

To prove that $U^\pi_{H}$ is polyhedral, it is enough to show that $R^\pi_{\mu, \mu}$ and $R^\pi_{\mu, \mu}$ are polyhedral for any $\pi, \mu$, since $U^\pi_{H}$ is then obtained from polyhedral sets via finite unions and set complement, so is itself polyhedral.

Let $1_j \in \mathbb{Z}^{2n+2+f}$ be the vector with a 1 at the $j$th entry and zeroes everywhere else. Define the vectors

$$E_i = 1_i - 1_{i+n+1} + \begin{pmatrix} 0 \\ \vdots \\ -e_i \cdot b_1 \\ -e_i \cdot b_2 \\ \vdots \\ -e_i \cdot b_f \end{pmatrix}$$

for each $1 \leq i \leq n$, and let $E_{n+1} = 1_{n+1} - 1_{2n+2}$. Then define the polyhedral sets

$$\Phi := \bigcap_{i=1}^{n} \left\{ \phi \in \mathbb{Z}^{2n+2+f} \mid \phi \cdot E_i = 0 \right\} \cap \left\{ \phi \in \mathbb{Z}^{2n+2+f} \mid \phi \cdot E_{n+1} > 0 \right\}$$

and

$$\Phi_s := \bigcap_{i=1}^{n} \left\{ \phi \in \mathbb{Z}^{2n+2+f} \mid \phi \cdot E_i = 0 \right\} \cap \left\{ \phi \in \mathbb{Z}^{2n+2+f} \mid \phi \cdot E_{n+1} = 0 \right\}.$$

Let $\mathcal{E}^\pi : \overline{V^\pi_{H}} \to \mathbb{Z}^{n+1}$ denote the integral affine transformation

$$\mathcal{E}^\pi : \bar{w} \mapsto (A^\pi_1 \cdot \bar{w} + B^\pi_1, \ldots, A^\pi_{n+1} \cdot \bar{w} + B^\pi_{n+1})$$

for any pattern $\pi$ (and write $(\mathcal{E}^\pi)^{-1} X$ for the preimage in $\overline{V^\pi_{H}}$ of any $X \subseteq \mathbb{Z}^{n+1}$). For any $k' > k$, write $p_k : \mathbb{Z}^{k'} \to \mathbb{Z}^k$ for the projection onto the first $k$ coordinates. We will show that

$$(18) \quad \overline{R^\pi_{\mu, \mu}} = (\mathcal{E}^\pi)^{-1} p_{n+1} \left( \left( \mathcal{E}^\pi(\overline{V^\pi_{H}}) \times \mathcal{E}^\mu(\overline{V^\mu_{H}}) \right) \cap p_{2n+2}(\Phi) \right),$$

which is a polyhedral set since projection is an affine transformation. Indeed, suppose that $v \in R^\pi_{\mu, \mu}$. So there exists $u \in V^\mu_{H}$ such that $\pi \in H \pi$ and $\omega(u) < \omega(v)$. By Corollary 4.4 there
exist integers \(a_1, \ldots, a_f\) such that

\[
A_i^\pi \cdot \vec{v} + B_i^\pi - (A_i^\mu \cdot \vec{u} + B_i^\mu) = e_i \cdot \sum_{j=1}^{f} a_j b_j
\]

for each \(1 \leq i \leq n\) and \(A_{n+1}^\pi \cdot \vec{v} + B_{n+1}^\pi \geq A_{n+1}^\mu + B_{n+1}^\mu\). In other words

\[
(A_1^\pi \cdot \vec{v} + B_1^\pi, \ldots, A_{n+1}^\pi \cdot \vec{v} + B_{n+1}^\pi, A_1^\mu \cdot \vec{u} + B_1^\mu, \ldots, A_{n+1}^\mu \cdot \vec{u} + B_{n+1}^\mu, a_1, \ldots, a_f) \in \Phi,
\]

and hence \((E^\pi(\vec{v}), E^\mu(\vec{u})) \in p_{2n+2}(\Phi)\), so \(\vec{v}\) is contained in the right hand side of (15).

Conversely, let \(\vec{v} \in \mathbb{N}^{m(\pi)}\) be contained in the right hand side of (15). Thus

\[
E^\pi(\vec{v}) \in p_{n+1} \left[ \left(E^\pi(V_H^\pi) \times E^\mu(V_H^\mu)\right) \cap p_{2n+2}(\Phi) \right]
\]

so there exists \(z \in \mathbb{Z}^{n+1}\) with

\[
(E^\pi(\vec{v}), z) \in \left(E^\pi(V_H^\pi) \times E^\mu(V_H^\mu)\right) \cap p_{2n+2}(\Phi).
\]

That is, there exists \(u \in V_H^\mu\) with \(z = (A_1^\mu \cdot \vec{u} + B_1^\mu, \ldots, A_{n+1}^\mu \cdot \vec{u} + B_{n+1}^\mu)\) and there exist integers \(a_1, \ldots, a_f\) such that \((E^\pi(\vec{v}), z, a_1, \ldots, a_f) \in \Phi\), and together this means that

\[
(A_1^\pi \cdot \vec{v} + B_1^\pi, \ldots, A_{n+1}^\pi \cdot \vec{v} + B_{n+1}^\pi, A_1^\mu \cdot \vec{u} + B_1^\mu, \ldots, A_{n+1}^\mu \cdot \vec{u} + B_{n+1}^\mu, a_1, \ldots, a_f) \in \Phi.
\]

From the definition of \(\Phi\), this implies that

\[
A_i^\pi \cdot \vec{v} + B_i^\pi - (A_i^\mu \cdot \vec{u} + B_i^\mu) = e_i \cdot \sum_{j=1}^{f} a_j b_j
\]

for each \(1 \leq i \leq n\) and \(A_{n+1}^\pi \cdot \vec{v} + B_{n+1}^\pi \geq A_{n+1}^\mu \cdot \vec{u} + B_{n+1}^\mu\). So \(v \in V_H^\pi\) and there exists \(u \in V_H^\mu\) with \(\pi \in H\pi\) and \(\omega(u) < \omega(v)\), i.e. \(v \in R^\pi \cdot \mu\), and so \(R^\pi \cdot \mu\) has the polyhedral form (15) as claimed.

In an exactly analogous way,

\[
\overline{R^\pi \cdot \mu} = (E^\pi)^{-1} p_{n+1} \left[ \left(E^\pi(V_H^\pi) \times E^\mu(V_H^\mu)\right) \cap p_{2n+2}(\Phi) \right].
\]

\(\square\)

We now use the previous result to prove Theorem 4.1 that is, to show that for an arbitrary subgroup \(H \leq G\), the set of right cosets \(G/H\) has rational growth with respect to any choice of weighted generating set for \(G\). The proof relies on the understanding of the structure of subgroups in Lemma 3.2 and the rationality of coset growth for free abelian subgroups in Theorem 4.2.

**Proof of Theorem 4.1.** First, we consider the coset structure of \(G\). As in Section 3, we have \(H \cap \mathbb{Z}^n \subset H\), with finite index \(d \leq d\). Fix a choice of transversal \(\{h_1, \ldots, h_c\}\) for \(H/(H \cap \mathbb{Z}^n)\). As in equation (14), we extend this to a transversal for \(G/\mathbb{Z}^n\), write \(T = \{t_1, \ldots, t_d\} \supset \{h_1, \ldots, h_c\}\). Suppose that the free abelian group \(H \cap \mathbb{Z}^n\) has rank \(f\), and fix a basis \(\{b_1, \ldots, b_f\} \subset \mathbb{Z}^n\).
Consider a coset \( Hg \in G/H \). Following the above discussion, we may decompose \( H \) as the finite union of \( c \) cosets of \( H \cap \mathbb{Z}^n \). We may also write \( g = (g_1, \ldots, g_n)t \) for some \( g_i \in \mathbb{Z} \) and \( t \in T \). Therefore

\[
Hg = \left( \bigcup_{j=1}^{c} (H \cap \mathbb{Z}^n) h_j \right) (g_1, \ldots, g_n)t.
\]

Since \( H \cap \mathbb{Z}^n \) is a subgroup of \( G \) contained in \( \mathbb{Z}^n \), Theorem 4.2 provides a minimal weight representative for each coset of the form \( (H \cap \mathbb{Z}^n) h_j \), and therefore a collection of \( c \) candidates for a minimal weight representative for \( Hg \), since the minimal-weight representative for \( Hg \) is one of the \( c \) minimal-weight representatives for the cosets \( (H \cap \mathbb{Z}^n) h_j \). We will express these candidates as \( c \)-tuples of words, (whose patterns together make \( c \)-fold patterns, see Section 2.3), and show that they correspond to polyhedral sets, from which rationality will follow.

Fix a \( c \)-fold pattern \( \pi = (\pi_1, \ldots, \pi_c) \in P^c \) (recalling the definition of \( P \) from Definition 2.12), and define

\[
V(\pi) = \left\{ \left( w^{(1)}, \ldots, w^{(c)} \right) \in U_{H \cap \mathbb{Z}^n}^{\pi_1} \times \cdots \times U_{H \cap \mathbb{Z}^n}^{\pi_c} \mid \exists g \in G \text{ s.t. } w^{(j)} \in (H \cap \mathbb{Z}^n) h_j g, \ 1 \leq j \leq c \right\},
\]

where \( U_{H \cap \mathbb{Z}^n}^{\pi_k} \) is the set of minimal representatives for the cosets of \( H \cap \mathbb{Z}^n \) as defined in Definition 1.9. Each element of this set consists of a \( c \)-tuple of candidates for a minimal weight representative of the coset \( Hg \). By Lemma 2.20 if \( V(\pi) \) is polyhedral then there is a language \( L_\pi \) of minimal representatives for those cosets represented by \( V(\pi) \), which grows rationally. Every element of \( G \) has a minimal-weight representative with a pattern in \( P \) (by definition of \( P \)), and so in particular every coset has a minimal-weight representative with pattern in \( P \), and is therefore represented in some \( V(\pi) \). Thus the union \( \bigcup_{\pi \in P^c} L_\pi \) forms a language of minimal representatives for the set of cosets \( G/H \). Since \( P^c \) is finite, this union is a finite union of polyhedral sets, and thus has rational growth.

We now show that \( V(\pi) \) is indeed a polyhedral set for each \( \pi \in P^c \), which will complete the proof. For some tuple in \( V(\pi) \), consider the element \( g \) as in equation (19). This can be expressed as \( (g_1, \ldots, g_n)t \) for some \( g_i \in \mathbb{Z} \) and \( t \in T \).

So we can decompose \( V(\pi) \) as a finite union \( \bigcup_{t \in T} V(\pi, t) \) where

\[
V(\pi, t) = \left\{ \left( w^{(1)}, \ldots, w^{(c)} \right) \in U_{H \cap \mathbb{Z}^n}^{\pi_1} \times \cdots \times U_{H \cap \mathbb{Z}^n}^{\pi_c} \mid \exists g \in \mathbb{Z}^n \text{ s.t. } w^{(j)} \in (H \cap \mathbb{Z}^n) h_j g, \ 1 \leq j \leq c \right\}.
\]

We wish to write an element of \( (H \cap \mathbb{Z}^n) h_j (g_1, \ldots, g_n)t \) in the standard form defined in section 2.21. Recall from section 2.22 that for any element \( s \in T \), we have a matrix \( \Delta_s \) so that \( s(a_1, \ldots, a_n)s^{-1} = (a_1, \ldots, a_n)\Delta_s \) for any integers \( a_i \). For any two coset representatives \( s, t \in T \), their product \( st \) will not necessarily be in \( T \). So let \( x_{st} \in \mathbb{Z}^n \) and \( \tau_{st} \in T \) be such that \( st = x_{st}\tau_{st} \).
Now suppose that \( \gamma \in (H \cap \mathbb{Z}^n)h_j(g_1, \ldots, g_n)t \subseteq H(g_1, \ldots, g_n)t \). So there exist integers \( \lambda_1^{(j)}, \ldots, \lambda_f^{(j)} \), so that

\[
\gamma = \left( \sum_{k=1}^{f} \lambda_k^{(j)} b_k \right) h_j(g_1, \ldots, g_n)t
\]

\[
= \left( \sum_{k=1}^{f} \lambda_k^{(j)} b_k + (g_1, \ldots, g_n)\Delta h_j \right) h_j t
\]

\[
= \left( \sum_{k=1}^{f} \lambda_k^{(j)} b_k + (g_1, \ldots, g_n)\Delta h_j + x_{h_j t} \right) \tau_{h_j t},
\]

which is in the standard form. Thus for \( w^{(j)} \in W^{\pi_j} \), \( \overline{w^{(j)}} \in (H \cap \mathbb{Z}^n)h_jg \) for some \( g = (g_1, \ldots, g_n)t \) if and only if

1. there exists \( \lambda_k^{(j)} \in \mathbb{Z} \) for each \( 1 \leq k \leq f \) such that

\[
\left( A_1^{\pi_j} \cdot \overline{w^{(j)}}^*, \ldots, A_n^{\pi_j} \cdot \overline{w^{(j)}}^* \right) + (B_1^{\pi_j}, \ldots, B_n^{\pi_j}) = \sum_{k=1}^{f} \lambda_k^{(j)} b_k + (g_1, \ldots, g_n)\Delta h_j + x_{h_j t},
\]

and

2. \( t_{\pi_j} = \tau_{h_j t} \),

(\( \pi_j = (B_1^{\pi_j}, \ldots, B_n^{\pi_j})t_{\pi_j} \) as before). The first condition can be restated as follows. There exists \( \lambda_k^{(j)} \in \mathbb{Z} \) for each \( 1 \leq k \leq f \) such that

\[
A_i^{\pi_j} \cdot \overline{w^{(j)}}^* + B_i^{\pi_j} = e_i \cdot \left( \sum_{k=1}^{f} \lambda_k^{(j)} b_k + (g_1, \ldots, g_n)\Delta h_j + x_{h_j t} \right)
\]

for each \( 1 \leq i \leq n \) and \( 1 \leq j \leq c \). This can be re-written as

\[
(20) \quad A_i^{\pi_j} \cdot \overline{w^{(j)}}^* + \sum_{k=1}^{f} \lambda_k (-e_i \cdot b_k) - e_i \cdot (g_1, \ldots, g_n)\Delta h_j = -B_i^{\pi_j} + e_i \cdot x_{h_j t}.
\]

Then we may rewrite \( V(\pi, t) \) as follows.

\[
V(\pi, t) = \left\{ \left( w^{(1)}, \ldots, w^{(c)} \right) \in U_{H \cap \mathbb{Z}^n}^{\pi_1} \times \cdots \times U_{H \cap \mathbb{Z}^n}^{\pi_c} \mid \exists (g_1, \ldots, g_n) \in \mathbb{Z}^n, \lambda_k^{(j)} \text{ for each } 1 \leq k \leq f, 1 \leq j \leq c, \text{ s.t. each } w^{(j)} \text{ satisfies (20) for each } 1 \leq i \leq n \right\}
\]
For a fixed $\pi$ and $t \in T$, we define vectors $L^j_i \in \mathbb{Z}^{m(\pi)+fc+n}$ as follows:

$$L^j_i := \begin{pmatrix} 0 \\ \vdots \\ 0 \\ A^\pi_j \\ 0 \\ \vdots \\ 0 \\ -e_i \cdot b_1 \\ \vdots \\ -e_i \cdot b_f \\ 0 \\ \vdots \\ 0 \\ -\Delta_h^i \end{pmatrix}$$

where $\Delta_h^i$ is the matrix product of $\Delta_h$ with the column vector with 1 at the $i$th position and zeroes elsewhere.

Now, noting that

$$\begin{pmatrix} g_1 \\ \vdots \\ g_n \end{pmatrix} \cdot \Delta_h^i = (g_1, \ldots, g_n)\Delta_h^i,$$

we see that a $c$-tuple of words $(w^{(1)}, \ldots, w^{(c)})$ satisfies (20) for some $i$ precisely when there exists $v \in \mathbb{Z}^{m(\pi)+fc+n}$ such that

$$L^j_i \cdot v = -B^\pi_j + e_i \cdot x_h t$$

and $p_{m(\pi)}(v) = (\overrightarrow{w^{(1)}}, \ldots, \overrightarrow{w^{(c)}}) \in \mathbb{Z}^{m(\pi)}$. Therefore we have

$$\overrightarrow{V(\pi, t)} = p_{m(\pi)} \left( \bigcap_{j=1}^{c} \bigcap_{i=1}^{n} \left\{ v \in \mathbb{Z}^{m(\pi)+fc+n} \left| L^j_i \cdot v = -B^\pi_j + e_i \cdot x_h t \right. \right\} \right),$$

which is a positive polyhedral subset of $\mathbb{Z}^{m(\pi)}$. Now since finite unions of polyhedral sets are polyhedral, $\overrightarrow{V(\pi, t)} = \bigcup_{t \in T} \overrightarrow{V(\pi, t)}$ is polyhedral, which proves the Theorem. \qed

5. Conjugacy Growth Series

In this section we will prove the following.
Theorem 5.1. Let $G$ be a virtually abelian group, with finite generating set $S$, and weight function $\omega: S \to \mathbb{N}$. Then the weighted conjugacy growth series of $G$ with respect to $S$ is rational.

In order to prove this Theorem, we show that the set of conjugacy classes of a virtually abelian group can be split into an infinite collection of finite classes, and an infinite collection of infinite classes. For the finite case, [2] gives us a way to find a minimal representative for each element of the conjugacy class, and express a full set of representatives using polyhedral sets. In the infinite case, we express each conjugacy class as a finite union of cosets of certain subgroups. Section 4 gives us a way to find a minimal representative word for a given coset, and to express a full set of such representatives using polyhedral sets. We thus find a finite set of candidates for a unique minimal representative for every conjugacy class (finite or infinite).

As above, we assume that $G$ contains $\mathbb{Z}^n$ as a normal subgroup, with $[G: \mathbb{Z}^n] = d < \infty$, and we let $T$ be a choice of transversal for $G/\mathbb{Z}^n$ such that $1_G \in T$. Furthermore, we fix an order on $T$:

$$T = \{1, t_2, t_3, \ldots, t_d\}.$$

First, we must understand the structure of conjugacy classes in virtually abelian groups. Conjugacy classes have different structure depending on whether they are inside or outside the centralizer of $\mathbb{Z}^n$, $C_G(\mathbb{Z}^n)$. Thus we consider these cases separately. Note that if one element of a coset $\mathbb{Z}^n t$ centralizes $\mathbb{Z}^n$ then $t$ must centralize $\mathbb{Z}^n$ and hence the whole coset is in $C_G(\mathbb{Z}^n)$. So both $C_G(\mathbb{Z}^n)$ and $G \setminus C_G(\mathbb{Z}^n)$ are unions of $\mathbb{Z}^n$-cosets.

5.1. Conjugacy classes of elements inside the centralizer of $\mathbb{Z}^n$.

Lemma 5.2. Let $g \in C_G(\mathbb{Z}^n)$. Then the conjugacy class of $g$ has size at most $d$, and is given by

$$[g] = \{tg^{-1} | t \in T\} = \{g, t_2g^{-1}, \ldots, t_dg^{-1}\}.$$

Proof. Let $h \in G$. Then $gh^{-1} = xtg^{-1}x^{-1}$ for some $x \in \mathbb{Z}^n$ and $t \in T$. Since the centralizer of a normal subgroup is itself a normal subgroup, $tg^{-1}$ centralizes $\mathbb{Z}^n$, and so $gh^{-1} = tg^{-1}$. □

Recall the sets $U^\pi$ of minimal-length representatives for $\pi$-patterned words, introduced in Theorem 2.17. Each element of a conjugacy class has a unique minimal-weight representative, contained in $U^\pi$ for some $\pi \in \mathbb{P}$ (recall Definition 2.12). So by Lemma 5.2, each conjugacy class in $C_G(\mathbb{Z}^n)$ has at most $d$ candidate words for a weight minimal representative. A $d$-tuple of candidates has a $d$-fold pattern, the $d$-dimensional vector where the entries are the patterns of the component words of the $d$-tuple. We will show that for each $d$-fold pattern in $P^d$, the corresponding set of $d$-tuples of candidate representatives forms a polyhedral set.

Definition 5.3. Fix a $d$-fold pattern $\pi = (\pi_1, \pi_2, \ldots, \pi_d) \in P^d$ where $\overline{\pi_j} \in C_G(\mathbb{Z}^n)$ for each $j$, and $t_j \pi_1 t_j^{-1} \in \mathbb{Z}^n \pi_j$ for each $2 \leq j \leq d$. Let

$$C(\pi) := \left\{(w^{(1)}, \ldots, w^{(d)}) \in U^{\pi_1} \times \cdots \times U^{\pi_d} \middle| \overline{w^{(j)}} = t_j \overline{w^{(j)}} t_j^{-1}, \text{ for each } 2 \leq j \leq d\right\}.$$
Remark 5.4. Note that each tuple in \( C(\pi) \) corresponds to a conjugacy class, and (by definition of the sets \( U^{\pi_j} \)) the weight of a conjugacy class is realised by at least one of the words in the corresponding tuple.

Proposition 5.5. For each \( C(\pi) \), the set \( \overline{C(\pi)} \subset \mathbb{N}^{m(\pi)} \) is polyhedral.

Proof. Consider \( w^{(1)} \in U^{\pi_1} \) and \( w^{(j)} \in U^{\pi_j} \) where \( t_j \overrightarrow{x_i} t_j^{-1} \in \mathbb{Z}^{n_j} \). By Lemma 2.10, \( \overrightarrow{w^{(1)}} = t_j \overrightarrow{w^{(j)}} \) if and only if

\[
A_{i,t_j}^{\pi_1} \cdot \overrightarrow{w^{(1)}} - A_{i,t_j}^{\pi_j} \cdot \overrightarrow{w^{(j)}} = B_{i,t_j}^{\pi_j} - B_{i,t_j}^{\pi_1}
\]

for each \( 1 \leq i \leq n \). We express this using linear algebra. Define

\[
F_{i,t_j}^{j}(\pi) = \begin{pmatrix}
A_{i,t_j}^{\pi_1} \\
0 \\
\vdots \\
0 \\
-A_{i,t_j}^{\pi_j} \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

for each \( 1 \leq i \leq n, 2 \leq j \leq d \). Then the vector \( \left( \overrightarrow{w^{(1)}}, \ldots, \overrightarrow{w^{(d)}} \right) \) satisfies (21) for some \( j \) if and only if

\[
F_{i,t_j}^{j}(\pi) \cdot \begin{pmatrix}
\overrightarrow{w^{(1)}} \\
\vdots \\
\overrightarrow{w^{(d)}}
\end{pmatrix} = B_{i,t_j}^{\pi_j} - B_{i,t_j}^{\pi_1}
\]

for each \( 1 \leq i \leq n \). Thus

\[
\overline{C(\pi)} = \left( U^{\pi_1} \times \cdots \times U^{\pi_d} \right) \cap \bigcap_{j=2}^{d} \bigcap_{i=1}^{n} \left\{ \overrightarrow{z} \in \mathbb{Z}^{m(\pi)} \mid F_{i,t_j}^{j}(\pi) \cdot \overrightarrow{z} = B_{i,t_j}^{\pi_j} - B_{i,t_j}^{\pi_1} \right\}
\]

This is therefore a polyhedral set. \( \square \)

5.2. Conjucacy classes of elements outside the centralizer of \( \mathbb{Z}^n \). We express the conjugacy classes in terms of certain cosets, and use the sets \( U^{\pi_H} \) introduced in Definition 4.3 to find polyhedral sets of conjugacy class representatives.

Definition 5.6. For any \( \gamma \in G \), define the subgroup

\[
H(\gamma) = \{ [x, \gamma] \mid x \in \mathbb{Z}^n \}.
\]

Note that this is indeed a subgroup of \( G \), since if \( x, y \in \mathbb{Z}^n \), we have

\[
[x, \gamma][y, \gamma] = x\gamma x^{-1}\gamma^{-1} y\gamma y^{-1}\gamma^{-1} = xy\gamma x^{-1}\gamma^{-1} \gamma y^{-1}\gamma^{-1} = [xy, \gamma].
\]

Furthermore, since \( \mathbb{Z}^n \) is normal, \( [x, \gamma] \in \mathbb{Z}^n \), and so \( H(\gamma) \) is a subgroup of \( \mathbb{Z}^n \), and hence is free abelian.
Proof. We have $[g] = \bigcup_{t \in T} \{ [x, tgt^{-1}] \mid x \in \mathbb{Z}^n \} tgt^{-1} = \bigcup_{t \in T} H(tgt^{-1})tgt^{-1}.$

\[\text{Lemma 5.8.} \quad \text{If } g \in G \setminus C_G(\mathbb{Z}^n) \text{ then its conjugacy class is given by a union of finitely many cosets as follows} \]

\[[g] = \{ [x, tgt^{-1}] \mid x \in \mathbb{Z}^n \} tgt^{-1} = \bigcup_{t \in T} H(tgt^{-1})tgt^{-1}.\]

\[\quad \text{Proof.} \quad \text{Let } g \in G \setminus C_G(\mathbb{Z}^n), \text{ and suppose } x \in \mathbb{Z}^n. \text{ We have } xgx^{-1} = xgx^{-1}g^{-1}g = [x, g]g. \text{ Now the conjugacy class is given by} \]

\[[g] = \{ g \}^G = \{ xtg(xt)^{-1} \mid x \in \mathbb{Z}^n, t \in T \} = \{ tgt^{-1} \mid t \in T \}^{\mathbb{Z}^n} \]

\[= \bigcup_{t \in T} \{ tgt^{-1} \}^{\mathbb{Z}^n} = \bigcup_{t \in T} \{ [x, tgt^{-1}] \mid x \in \mathbb{Z}^n \} tgt^{-1}. \]

\[\square\]

\[\text{Definition 5.9.} \quad \text{Fix a } d\text{-fold pattern } \pi = (\pi_1, \ldots, \pi_d) \text{ where } \pi_j \in G \setminus C_G(\mathbb{Z}^n) \text{ for each } j, \text{ and } t_j \pi_j t_j^{-1} \in \mathbb{Z}^n \pi_j \text{ for } 2 \leq j \leq d. \text{ Define} \]

\[C'(\pi) = \left\{ \left( w^{(1)}, \ldots, w^{(d)} \right) \in U_{\pi_1}^{\mathbb{Z}^n} \times \cdots \times U_{\pi_d}^{\mathbb{Z}^n} \left| w^{(j)} \in \left\{ \overline{w^{(1)}} \right\}^{\mathbb{Z}^n} t_j \right. \right\}, \text{ where } U_{\pi_1}^{\pi_j} \text{ is as in Definition 4.9. That is, } C'(\pi) \text{ is the set of } d\text{-tuples of words where each } w^{(j)} \text{ is the unique minimal representative for its } H(\pi_j)\text{-coset, and } \overline{w^{(j)}} \text{ is conjugate to } \overline{w^{(1)}} \text{ via an element of } \mathbb{Z}^n t_j. \]

\[\text{Proposition 5.10.} \quad \text{Each element of } C'(\pi) \text{ consists of a } d\text{-tuple of words representing elements of the same conjugacy class. Furthermore, the weight of the conjugacy class is realised by the word(s) of smallest weight in the } d\text{-tuple.} \]

\[\quad \text{Proof.} \quad \text{Let } \left( w^{(1)}, w^{(2)}, \ldots, w^{(d)} \right) \in C'(\pi). \text{ From the definition of } C'(\pi), \text{ each } \overline{w^{(j)}} \text{ is conjugate to } \overline{w^{(1)}}, \text{ so each component word represents an element of the same conjugacy class.} \text{ Now from Lemma 5.8, we see that each word represents one of the finite number of cosets that make up the corresponding conjugacy class. In fact, since each } w^{(j)} \text{ is contained in } U_{H(\pi_j)}, \text{ each component word is a minimal-weight representative for the coset. Therefore the minimal-weight representative(s) for the conjugacy class must be contained in } \left\{ w^{(1)}, w^{(2)}, \ldots, w^{(d)} \right\}. \]
by Remark 5.7. Thus \( \overline{w^{(j)}} \in \left\{ \overline{w^{(1)}} \right\}^{\mathbb{Z}^{n_j}} \) if and only if there exists \( y \in H(\overline{\pi_j}) \) with

\[
(22) \quad \overline{w^{(j)}} = y t_j \overline{w^{(1)}} t_j^{-1}.
\]

Write \( f_j \) for the rank of the free abelian group \( H(\overline{\pi_j}) \subset \mathbb{Z}^n \). Let \( \{b_1^{\pi_j}, \ldots, b_{f_j}^{\pi_j}\} \) be a choice of basis for \( H(\overline{\pi_j}) \). Then there exists \( y \in H(\overline{\pi_j}) \) satisfying (22) if and only if there exist integers \( a_1, \ldots, a_{f_j} \) with

\[
\overline{w^{(j)}} = \sum_{k=1}^{f_j} a_k b_k^{\pi_j} t_j \overline{w^{(1)}} t_j^{-1}.
\]

Expanding using identities (8) and (11) gives

\[
\left[ \left( A_{1, t_j}^{\pi_j} \cdot \overline{w^{(j)}} , \ldots, A_{n, t_j}^{\pi_j} \cdot \overline{w^{(j)}} \right) + \left( B_{1, t_j}^{\pi_j}, \ldots, B_{n, t_j}^{\pi_j} \right) \right] t_{\pi_j} =
\sum_{k=1}^{f_j} a_k b_k^{\pi_j} \left[ \left( A_{1, t_j}^{\pi_j} \cdot \overline{w^{(1)}} , \ldots, A_{n, t_j}^{\pi_j} \cdot \overline{w^{(1)}} \right) + \left( B_{1, t_j}^{\pi_j}, \ldots, B_{n, t_j}^{\pi_j} \right) \right] t_{\pi_j},
\]

or equivalently,

\[
(23) \quad A_{i, t_j}^{\pi_j} \cdot \overline{w^{(1)}} + A_{i, t_j}^{\pi_j} \cdot \overline{w^{(j)}} = c_i \cdot \sum_{k=1}^{f_j} a_k b_k^{\pi_j} = B_{i, t_j}^{\pi_j} - B_{i, t_j}^{\pi_j}
\]

for each \( 1 \leq i \leq n \). We express this using linear algebra.

For each \( 1 \leq i \leq n \) and \( 2 \leq j \leq d \), consider the vectors

\[
M_i^j(\pi) = \begin{pmatrix}
A_{i, t_j}^{\pi_j} \\
0 \\
\vdots \\
0 \\
- A_{i}^{\pi_j} \\
0
\end{pmatrix}
\]

\( m(\pi_j) \) rows \( \sum_{k=2}^{i-1} m(\pi_k) \) zeroes

\[
N_i^j(\pi) = \begin{pmatrix}
e_i \cdot b_{1}^{\pi_j} \\
e_i \cdot b_{2}^{\pi_j} \\
\vdots \\
e_i \cdot b_{f_j}^{\pi_j} \\
0
\end{pmatrix}
\]

\( f_j \) rows \( \sum_{k=j+1}^{d} m(\pi_k) \) zeroes

Let \( f = \sum_{j=1}^{d} f_j \), i.e. the sum of the ranks of the free abelian subgroups \( H(\overline{\pi_j}) \), and hence the dimension of \( N_i^j(\pi) \). Now by equation (23), \( \overline{w^{(j)}} \in \left\{ \overline{w^{(1)}} \right\}^{\mathbb{Z}^{n_j}} \) precisely when there exist integers \( a_1, a_2, \ldots, a_f \) such that

\[
M_i^j(\pi) \cdot \begin{pmatrix}
\overline{w^{(1)}} \\
\overline{w^{(2)}} \\
\vdots \\
\overline{w^{(d)}}
\end{pmatrix} + N_i^j(\pi) \cdot \begin{pmatrix}
a_1 \\
a_2 \\
\vdots \\
a_f
\end{pmatrix} = B_{i, t_j}^{\pi_j} - B_{i, t_j}^{\pi_j}.
for each \(1 \leq i \leq n\) and \(2 \leq j \leq d\). We see that each of these identities defines an elementary set if we rewrite it as follows:

\[
\begin{align*}
\{ \vec{z} \in \mathbb{N}^{m(\pi)+f} & \mid M_i^j(\pi) \cdot \vec{z} = B_i^{\pi_j} - B_i^{\pi_1} \} \\
& \{ N_i^j(\pi) \}\end{align*}
\]

Taking the intersection of each elementary set, discarding the vector \((a_1, \ldots, a_r)\), and intersecting with the cartesian product of polyhedral sets \(U_{H(\pi_1)} \times \cdots \times U_{H(\pi_d)}\), allows us to express the \(m(\pi)\)-dimensional vectors corresponding to \(C'(\pi)\) as a polyhedral set:

\[
\overline{C'(\pi)} = (U_{H(\pi_1)} \times \cdots \times U_{H(\pi_d)}) \cap \bigcap_{j=2}^d \bigcap_{i=1}^n \{ \vec{z} \in \mathbb{N}^{m(\pi)+r} & \mid M_i^j(\pi) \cdot \vec{z} = B_i^{\pi_j} - B_i^{\pi_1} \} \\
& \{ N_i^j(\pi) \}
\]

where, as before, \(p_k\) denotes projection onto the first \(k\) coordinates.

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1. Each conjugacy class in \(G\) has a \(d\)-tuple of candidates for a weight-minimal representative (see Remark 5.4 and Proposition 5.10), given by an element of \(C(\pi)\) or \(C'(\pi)\) for an appropriate \(d\)-fold pattern \(\pi\). The result will follow from the following claim:

There exists a finite set of \(d\)-fold patterns, \(R\), so that:

1. the candidate representatives for every conjugacy class in \(G\) (as \(d\)-tuples of words) have a \(d\)-fold pattern in \(R\), and
2. no conjugacy class is represented by more than one \(d\)-fold pattern in \(R\).

For each \(\pi \in R\), Lemma 2.20 yields a set \(\mathcal{L}_\pi \in \tilde{S}^*\) of unique, minimal-weight representatives for the tuples of \(C(\pi)\), or \(C'(\pi)\). It follows from the above claim that \(\bigcup_{\pi \in R} \mathcal{L}_\pi\) is a finite disjoint union of sets, forming a language of unique minimal-weight representatives for the conjugacy classes of \(G\). Since each \(\mathcal{L}_\pi\) has rational growth series, we conclude that \(G\) has rational conjugacy growth series.

Now we prove the claim. If \(P\) is the finite set of patterns (with respect to \(\tilde{S}^*\)) providing minimal weight representatives for each element of \(G\) (as per Definition 2.12), consider the set of ordered \(d\)-tuples \((\pi_1, \pi_2, \ldots, \pi_d)\) of elements of \(P\), with the condition that \(t_i \pi_1 t_i^{-1} \in \mathbb{Z}^n\pi_j\). For any set of such \(d\)-tuples which are permutations of each other, choose only one (arbitrarily), and discard the others. Call the resulting reduced set of \(d\)-fold patterns \(R\). This is clearly a finite set, and is sufficient to represent all \(d\)-tuples of elements of \(G\). This proves part (1).

To see part (2), note that the candidates are uniquely determined (either the unique weight-minimal representatives for each element, in the \(C_G(\mathbb{Z}^n)\) case, or the unique weight-minimal representatives for each coset component, in the \(G \setminus C_G(\mathbb{Z}^n)\) case). A tuple of candidates
uniquely determines a $d$-fold pattern in $R$ (since we have removed permutations). Thus the claim holds, and the theorem follows. \qed
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