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Abstract
Grassmann tensors arise from classical problems of scene reconstruction in computer vision. In particular, bifocal Grassmann tensors, related to a pair of projections from a projective space onto view spaces of varying dimensions, generalize the classical notion of fundamental matrices. In this paper, we study in full generality the variety of bifocal Grassmann tensors focusing on its birational geometry. To carry out this analysis, every object of multi-view geometry is described both from an algebraic and geometric point of view, e.g., the duality between the view spaces, and the space of rays is explicitly described via polarity. Next, we deal with the moduli of bifocal Grassmann tensors, thus showing that this variety is both birational to a suitable homogeneous space and endowed with a dominant rational map to a Grassmannian.
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1 Introduction

Recently, several authors have been interested in the study of some algebraic varieties, which arise within the branch of computer vision called Multiple View Geometry. In this context, the most investigated varieties are the multiview varieties (see, for example, [2, 13, 15, 16]), the varieties of trifocal and quadrifocal tensors [1, 3, 4, 12, 17] and the critical loci varieties [6, 7, 9].
The analysis of the varieties of trifocal and quadrifocal tensors concerns tensors which are defined in the classical case of reconstruction of a three-dimensional static scene from three or four two-dimensional images. Moreover, they fit in the wide study of Grassmann tensors and their moduli spaces. Grassmann tensors (or multifocal tensors) have been introduced in [18] as a means of reconstructing a scene in a high-dimensional space from its projection by a suitable number of images. More specifically, they describe the relationships existing between different images of the same point of the scene taken from different cameras. Moreover, the first and the third authors have studied critical loci for projective reconstruction from multiple views, [7, 10], and in this setting Grassmann tensors play a fundamental role [6, 9].

In this context, we propose to study in full generality the variety of bifocal Grassmann tensors (or generalized fundamental matrices), which may be viewed as a parameter space of Grassmann tensors of two views from a $k$-dimensional projective space to two image spaces of dimensions $h_1$ and $h_2$, respectively. The generalized fundamental matrices have been introduced and studied in [8], as a generalization of the well-known fundamental matrix for two projections with $k = 3$ and $h_1 = h_2 = 2$. In particular, we focus on the birational geometry of the variety described by these matrices. Hence, this paper takes into account the behavior of generic bifocal Grassmann tensors and can be thought of as a first step toward the analysis of the birational geometry of the variety of trifocal Grassmann tensors.

To carry out this analysis, we preliminarily need to translate some basic notions from multiview geometry into a purely algebraic setting. More precisely, computer vision and algebraic geometry are classically linked because taking a picture is described as a linear projection from the ambient space $\mathbb{P}^3$ to a view plane $\mathbb{P}^2$. Additionally, other types of shootings, like videos or segmented scenes, have been more recently interpreted as projections from higher dimensional spaces $\mathbb{P}^k$ to $\mathbb{P}^h$, for suitable $k$ and $h$.

In this setting, a scene is a set of points $\{X_i \} \in \mathbb{P}^k$, $i = 1, ..., N$, a camera is a projection from $\mathbb{P}^k$ onto a view space $\mathbb{P}^h$, ($h < k$), from a linear center. Once homogeneous coordinates have been chosen in $\mathbb{P}^k$ and $\mathbb{P}^h$, the camera can be identified with a $(h + 1) \times (k + 1)$ matrix $P$ of maximal rank, and the center $C_P$ is its right annihilator, hence a $(k - h - 1)$-space defined by the linear subspaces of $\mathbb{P}^k$, given by the rows of $P$. These subspaces can also be identified with points of the dual space $(\mathbb{P}^k)^\vee$ where they span a linear space of dimension $h$. Finally, the right action of $GL(k + 1)$ on $P$ corresponds to a change of coordinates in $\mathbb{P}^k$, while the left action of $GL(h + 1)$ can be thought of as a change of coordinates in the view space $\mathbb{P}^h$.

In the first section of the paper (Section 2), we frame the above definitions in an algebraic context and we provide the corresponding geometric interpretation of all the involved spaces, i.e., the ambient space, the view space, the space of rays (where a ray is a fiber of the projection map) and the wedge product spaces of all of them. In particular, in the case of one projection, we give an explicit interpretation of the duality between the space of rays and the view space via a polarity correspondence associated with a suitable quadric in $\mathbb{P}^k$, which naturally arises from the projection matrix. Next, we focus on the case of two projections because this is the setting where bifocal Grassmann tensors can be defined, and we describe the action of the natural groups on all these spaces and, again, on their wedge products.

Finally, in the paper [5], the authors have computed the rank of bifocal and trifocal Grassmann tensors using a canonical form of the tensors obtained via the actions described above. Here, in the case of bifocal tensors, we use this canonical form in
order to give a minimal decomposition of the tensor which has a particular and interesting geometric interpretation.

As a conclusion of this first part, in order to clarify all the previous reasonings, we provide an example for which we perform explicitly all the computations (Example 3.9).

In Sections 3 and 4, we deal with bifocal Grassmann tensors and their moduli. Bifocal Grassmann tensors (or generalized fundamental matrices) have been extensively studied in [8], where their rank is computed and where, in Section 4 a seminal idea on the structure of their variety is contained. Starting from that, in this paper we describe the birational structure of the variety $X_{(a_1,a_2)}$ of bifocal Grassmann tensors for pairs of projections from $\mathbb{P}^k$ to $\mathbb{P}^{h_1}$ and to $\mathbb{P}^{h_2}$ for any admissible choice of $k, h_1, h_2$ and of a profile $(a_1, a_2)$ with $a_1 + a_2 = k + 1, 1 \leq a_i \leq h_i, i = 1, 2$. The notion of profile has been introduced in [11] to fix the dimensions of corresponding spaces in the construction of the Grassmann tensors.

The main results obtained in the paper are the following:

**Theorem 1** (see Theorem 4.1) For each pair $(a_1, a_2)$ corresponding to a profile, the variety of bifocal Grassmann tensors $X_{(a_1,a_2)}$ is birational to a homogeneous space with respect to the action of $GL(h_1 + 1) \times GL(h_2 + 1)$.

**Theorem 2** (see Theorem 4.5) Let $a_1, a_2$ be a pair of non-negative integers such that $a_1 + a_2 = k + 1$. Fix $h_1, h_2$ such that $k > \max\{h_1, h_2\}$ and $k \leq h_1 + h_2 + 1$, as well as a $(k + 1)$-dimensional vector space $U$. Set $s_j = h_j + 1 - a_j$ for $j = 1, 2$. Then, there exists a dominant rational map $\Psi : X_{(a_1,a_2)} \to G(i, U^\vee)$ such that the following hold:

- $G(i, U^\vee)$ is birationally $G$-equivariant, that is, there exists a non-empty open set $\mathcal{U}$ of $X_{(a_1,a_2)}$ such that $\Psi(g, p) = \Psi(p)$ for every $p \in \mathcal{U}$ and every $g \in G$;
- the general orbit is isomorphic to $PGL(i)$,

where the group $G$ is the $(\mathbb{C}^*)^2/\mathbb{C}^*$ quotient of a group isomorphic to $GL(i) \times GL(h_1 + 1) \times GL(h_2 + 1)$.

Actually, in Theorem 4.5 we prove this result for the variety $X_{(s_1, s_2)}$ which is birational to $X_{(a_1, a_2)}$ as introduced and discussed before Remark 4.2.

Throughout, we work over the field of complex numbers.

### 2 A review on linear projections

#### 2.1 Notations

Let $V$ be a finite dimensional vector space. We denote by $\mathbb{P}(V)$ the projective space of one-dimensional subspaces of $V$. In what follows, $V^\vee$ will denote the dual vector space of $V$. Let $F^\vee : V_2^\vee \to V_1^\vee$ be the transpose map of a linear map $F : V_1 \to V_2$ between finite dimensional vector spaces. If $W$ is a subspace of $V$, the orthogonal space $W^\perp \subseteq V^\vee$ consists of all the linear forms on $V$ vanishing on $W$. Then, the dual vector space $(V/W)^\vee$ is isomorphic to $W^\perp$. This isomorphism sends a linear form $f : V/W \to \mathbb{C}$ to the linear form $f \circ p_W : V \to \mathbb{C}$, where $p_W : V \to V/W$ denotes the natural linear projection.
2.2 The case of one projection

Let $U$ be a $(k+1)$-dimensional vector space. Fix a proper subspace $C \subseteq U$ of dimension $k - h$ (with $h < k$), and consider the quotient map $p_C : U \to U/C$. Notice that $U/C$ can be identified with the $(h+1)$-dimensional space of all the $(k+1-h)$-dimensional subspaces of $U$ containing $C$. Recall the isomorphism $C^\perp \cong (U/C)^\vee$.

2.2.1 Geometric interpretation

Let $\mathbb{P}(U)$ be the projective space associated with $U$, and $\pi_C : \mathbb{P}(U) \to \mathbb{P}(U/C)$, the rational map induced by $p_C$, which is well-defined everywhere except on $\mathbb{P}(C)$. As mentioned in Introduction, in the computer vision setting, we will call $\pi_C$ camera and $\mathbb{P}(C)$ center of the camera $\pi_C$; the target space $\mathbb{P}(U/C)$ is the space of rays. We deduce that a point of $\mathbb{P}(U/C)$ can be identified with a projective linear $(k-h)$-dimensional subspace of $\mathbb{P}(U)$ containing the center $\mathbb{P}(C)$, which will be called a ray. As usual, we will identify $\mathbb{P}(U^\vee)$ with the linear space of hyperplanes of $U$ so that we can identify $\mathbb{P}((U/C)^\vee)$ with the subspace of hyperplanes containing $\mathbb{P}(C)$, as $(U/C)^\vee \cong C^\perp$. According to the standard setting introduced for the study of algebraic varieties arising in computer vision (see, e.g., [1, 17]), we will call $\mathbb{P}((U/C)^\vee)$ the view space.

In the following, it will be useful to have a model of the target space embedded in $\mathbb{P}(U)$: for this purpose, one can choose a projective subspace $L \subseteq \mathbb{P}(U)$ of dimension $h$, i.e., a screen, such that $L \cap C = \emptyset$. Indeed, in this case, the projection map sends a point of $\mathbb{P}(U) \setminus \mathbb{P}(C)$ to the point of intersection of its ray with $L$.

2.2.2 The coordinate framework

Fix bases in $U$ and in $U/C$. Then, we obtain a representative projection matrix $A$ of size $(h+1) \times (k+1)$ and rank $h+1$ for $h < k$ (defined only up to a non-zero constant). The columns of $A$ generate $U/C$ and the rows of $A$ generate $C^\perp \subset U^\vee$.

2.3 The case of two projections

Let us choose two proper subspaces $C_1$ and $C_2$ in $U$ such that $\dim(C_1) = k - h_1$, $\dim(C_2) = k - h_2$ and $C_1 \cap C_2 = \{0\}$. By Grassmann’s Formula, the dimension of the span $C_1 + C_2$ is $2k - h_1 - h_2 = k + 1 - (h_1 + h_2 + 1 - k)$. Thus, $C_1 + C_2$ has codimension $i := h_1 + h_2 - k + 1$ in $U$.

Denote by $p_1 : U \to U/C_1$ and $p_2 : U \to U/C_2$ the corresponding projection maps. Let us focus on $p_1 : U \to U/C_1$; a similar statement holds for $p_2$. The image $E_1^2$ of $C_2$ via $p_1$ is the subspace $p_1(C_2) = (C_1 + C_2)/C_1$ in $U/C_1$, which is isomorphic to $C_2$, as $C_2 \cap C_1 = \{0\}$. Let us consider the projection with center $E_1^2$, $p_1^2 : U/C_1 \to (U/C_1)/((C_1 + C_2)/C_1) \cong U/(C_1 + C_2)$

and its composition with $p_1$, namely

$$U \xrightarrow{p_1} U/C_1 \xrightarrow{p_1^2} U/(C_1 + C_2).$$

(2.1)
Analogously, with obvious meaning of the symbols, we have

\[ U \xrightarrow{p_1} U/C_2 \xrightarrow{p_2^1} U/(C_1 + C_2). \]

Since \( p_1 \) and \( p_2 \) are the projections onto \( U/C_1 \) and \( U/C_2 \), respectively, and \( p_2^2, p_1^1 \) are induced by \( p_1 \) and \( p_2 \), we have the following commutative diagram:

\[
\begin{array}{ccc}
U & \xrightarrow{p_1} & U/C_1 \\
\downarrow{p_2} & & \downarrow{p_2^1} \\
U/C_2 & \xrightarrow{p_2^2} & U/(C_1 + C_2).
\end{array}
\] (2.2)

In the dual setting, the vector space \( U^\vee \) will contain the subspaces \( C_1^\perp \) and \( C_2^\perp \) of dimension \( h_1 + 1 \) and \( h_2 + 1 \), which are isomorphic to \( (U/C_1)^\vee \) and \( (U/C_2)^\vee \), respectively. Since \( (C_1 + C_2)^\perp = C_1^\perp \cap C_2^\perp \), we have

\[
(U/C_1)^\vee \cap (U/C_2)^\vee = (U/(C_1 + C_2))^\vee.
\] (2.3)

As a consequence of Grassmann’s formula, we get

\[
\dim (U/C_1)^\vee \cap (U/C_2)^\vee = \dim (U/C_1)^\vee + \dim (U/C_2)^\vee - \dim (U/C_1)^\vee + (U/C_2)^\vee = i.
\]

By dualizing Diagram 2.2, we have

\[
(U/(C_1 + C_2))^\vee \simeq (U/(C_1))^\vee \cap ((U/C_2))^\vee \xrightarrow{p_2^2} (U/C_1)^\vee
\]

\[
\downarrow{p_2^1} \quad \downarrow{p_2^2}
\]

\[
(U/C_2)^\vee \xrightarrow{p_2^2} U^\vee.
\] (2.4)

In other words, \( (U/(C_1 + C_2))^\vee \) is the fiber product of \( p_1^\vee : (U/C_1)^\vee \to U^\vee \) and \( p_2^\vee : (U/C_2)^\vee \to U^\vee \).

**Lemma 2.1** Assume \( C_1 \cap C_2 = \{0\} \). The vector space \( (U/(C_1 + C_2))^\vee \) is isomorphic to \( \ker(\eta^\vee) \), where

\[
\eta := p_1 \oplus (-p_2) : U \to U/C_1 \oplus U/C_2.
\] (2.5)

**Proof** Since \( C_1 \cap C_2 = \{0\} \), \( \eta \) is injective and the following exact sequence holds:

\[
0 \to U \to U/C_1 \oplus U/C_2 \to \text{coker}(\eta) \to 0.
\]

If we dualize the short exact sequence above, we have

\[
0 \to \ker(\eta^\vee) \to (U/C_1)^\vee \oplus (U/C_2)^\vee \to U^\vee \to 0,
\]

where \( \eta^\vee = p_1^\vee \oplus (-p_2^\vee) \). We construct an explicit isomorphism between \( \text{coker}(\eta) \) and \( U/(C_1 + C_2) \), so that the thesis will follow by duality.

It is easy to check that an isomorphism
\[ \phi : (U/C_1 \oplus U/C_2) / \eta(U) \to U/(C_1 + C_2) \]
can be defined as follows:
\[ \phi([(a_1), [b_2])] = [a + b]_{1,2}. \]
where \( a, b \in U \), and where \([-1_1, -1_2, 1_{-1}, -1_{1,2}] \) denote the equivalence classes modulo \( C_1, C_2, \eta(U), C_1 + C_2 \), respectively.

### 2.3.1 Geometric interpretation

Let \( \pi_j : \mathbb{P}(U) \to \mathbb{P}(U/C_j) \), be the map induced by \( p_j \) onto the target space of rays. From the assumptions on the centers \( C_1 \) and \( C_2 \), we have \( \mathbb{P}(C_1) \cap \mathbb{P}(C_2) = \emptyset \). We can view \( \mathbb{P}(U/(C_1 + C_2)) \) as the set of rays through the linear span of \( \mathbb{P}(C_1) \) and \( \mathbb{P}(C_2) \); denote by \( \pi_{12}^j : \mathbb{P}(U/C_j) \to \mathbb{P}(U/(C_1 + C_2)) \) the natural projections, \( j = 1, 2 \). Finally, Diagram 2.2 allows us to define \( \pi_{12} : \mathbb{P}(U) \to \mathbb{P}(U/(C_1 + C_2)) \), as \( \pi_{12} = \pi_1^j \circ \pi_1 = \pi_2^j \circ \pi_2 \).

As it is standard in computer vision, we call epipole the projective linear space \( \mathbb{P}(E_j) = \pi_j(\mathbb{P}(C_j)) \subseteq \mathbb{P}(U/C_j) \). The epipole \( \mathbb{P}(E_j) \) can be viewed as the center of the projection \( \pi_{12}^j \) and can be identified with \( \mathbb{P}((C_1 + C_2)/C_j), j = 1, 2 \).

As before, one could also choose, for \( j = 1, 2 \), projective subspaces \( L_j \subset \mathbb{P}(U) \) of dimension \( h_j \) such that \( L_j \cap C_j = \emptyset \) as screens, i.e., models of the view spaces embedded in \( \mathbb{P}(U) \). If the screens are in general position, their intersection \( L_1 \cap L_2 \) is a projective subspace of dimension \( i-1 \), where \( i := h_1 + h_2 - k + 1 \), and one can also interpret the composition \( \pi_{12}^1 \circ \pi_1 = \pi_{12}^2 \circ \pi_2 \) as the projection of \( \mathbb{P}(U) \) onto the intersection \( L_1 \cap L_2 \) of the screens. We can also interpret some subspaces in the dual setting: as we said above \( \mathbb{P}((U/C_j)^\gamma) \) is the subspace of hyperplanes containing \( \mathbb{P}(C_j) \), and similarly, \( \mathbb{P}((U/(C_1 + C_2)^\gamma) = \mathbb{P}((U/C_1)^\gamma) \cap \mathbb{P}((U/C_2)^\gamma) \) is the subspace of hyperplanes containing \( \mathbb{P}(C_1) \) and \( \mathbb{P}(C_2) \).

Finally, we recall the definition of corresponding rays and corresponding subspaces coming from the setting of Computer Vision. Let \( R_1 \in \mathbb{P}(U/C_1), R_2 \in \mathbb{P}(U/C_2) \) be a pair of rays. We say that \( R_1 \) and \( R_2 \) are corresponding rays if their intersection is not empty, as subspaces of \( \mathbb{P}(U) \). Let \( \Lambda_j \) be a general linear subspace of \( \mathbb{P}(U/C_j) \) of codimension \( \alpha_j \), \( j = 1, 2 \). We say that \( \Lambda_1 \) and \( \Lambda_2 \) are corresponding subspaces if their intersection is not empty, as subspaces of \( \mathbb{P}(U) \).

**Example 2.2** For \( k = 3 \) and \( h_1 = h_2 = 2 \), we have two linear projections in \( \mathbb{P}^3 \) from two distinct points \( \mathbb{P}(C_1) \) and \( \mathbb{P}(C_2) \) onto two distinct planes, which intersect along a line, as \( i = 2 \) in this case. The map \( \pi_{12} \) is the linear projection from the line connecting the two points \( \mathbb{P}(C_1) \) and \( \mathbb{P}(C_2) \). Moreover, the maps \( \pi_{12}^1 \) and \( \pi_{12}^2 \) are projections from the epipoles onto the line of intersections of the screens embedded in 3-dimensional projective space.

### 2.3.2 The coordinate framework

Assume we have two projections \( \pi_j : \mathbb{P}(U) \to \mathbb{P}(U/C_j) \) for \( j = 1, 2 \) and consider the maps \( \pi_{12}^j : \mathbb{P}(U/C_j) \to \mathbb{P}(U/(C_1 + C_2)) \) for \( j = 1, 2 \), where \( \pi_{12} = \pi_{12}^1 \circ \pi_1 = \pi_{12}^2 \circ \pi_2 \) is introduced before.
Fix bases $B, B_1, B_2$ and $B_{12}$, for $U, U/C_1, U/C_2$ and $U/(C_1+C_2)$, respectively. Denote by $A$ (resp. $B$) the full rank $(h_1+1)\times (k+1)$ (resp. $(h_2+1)\times (k+1)$) representative matrix of $\pi_1$ (resp. $\pi_2$) with respect to $B$ and $B_1$ (resp. $B$ and $B_2$). Also, consider full rank representative matrices $P, N_1$ and $N_2$ of $\pi_{12}, \pi_{12}^1$ and $\pi_{12}^2$, respectively, with the bases chosen above. By construction, we have $P = N_1 A$ and $P = N_2 B$.

In what follows, we need to make a natural choice of the bases in order to have a very simple form for the two matrices $A \in \text{Mat}(h_1+1, k+1)$ and $B \in \text{Mat}(h_2+1, k+1)$ of maximal rank, which canonically represent the projections $\pi_1$ and $\pi_2$. For these purposes, we pick a basis $C_1 := \{a_1, \ldots, a_{k-h_1}\}$ of $C_1$ and a basis $C_2 := \{b_1, \ldots, b_{k-h_2}\}$ of $C_2$. Since $C_1$ and $C_2$ have zero intersection, the union of these two bases gives a basis $C$ of the sum $C_1 + C_2$. Complete $C$ to a basis $B := \{u_1, \ldots, u_t, a_1, \ldots, a_{k-h_1}, b_1, \ldots, b_{k-h_2}\}$ of $U$, where $u_j \notin C_1 + C_2$. As for $U/C_1$, we choose the basis $B_1 := \{[u_1], \ldots, [u_t], [b_1], \ldots, [b_{k-h_2}]\}$, where $[-]$ denotes the equivalence class modulo $C_1$. Analogously for $U/C_2$, we choose the basis $B_2 := \{[u_1], \ldots, [u_t], [a_1], \ldots, [a_{k-h_1}]\}$, where $[-]$ denotes the equivalence class modulo $C_2$. With this choice, the matrices associated with $\pi_1$ and $\pi_2$ are given by

$$\tilde{A} = \begin{pmatrix} I_t & 0_{t,k-h_2} & 0_{t,k-h_1} \\ 0_{k-h_2,i} & I_{k-h_2} & 0_{k-h_2,k-h_1} \\ 0_{k-h_1,i} & 0_{k-h_1,k-h_2} & I_{k-h_1} \end{pmatrix},$$

$$\tilde{B} = \begin{pmatrix} I_t & 0_{t,k-h_2} & 0_{t,k-h_1} \\ 0_{k-h_2,i} & I_{k-h_2} & 0_{k-h_2,k-h_1} \\ 0_{k-h_1,i} & 0_{k-h_1,k-h_2} & I_{k-h_1} \end{pmatrix},$$

where $I_t$ is the $t \times t$ identity matrix and $0_{a,b}$ is the zero matrix with $a$ rows and $b$ columns. By definition, the epipole $E_1^1$ in $U/C_1$ (resp. the epipole $E_2^1$ in $U/C_2$) is generated by the vectors $[b_1], \ldots, [b_{k-h_2}]$ (resp. $[a_1], \ldots, [a_{k-h_1}]$). The matrix associated with $\pi_{12}$ has $i$ rows and $h_1 + 1$ columns; the matrix associated with $\pi_{12}^1$ has $i$ rows and $h_2 + 1$ columns. If we choose the bases $B_1, B_2$ and $B_{12} = \{[u_1], \ldots, [u_t]\}$, where $[-]_{12}$ denotes the equivalence classes modulo $C_1 + C_2$, the matrices corresponding to $\pi_{12}^1, \pi_{12}^2$ and $\pi_{12}$ are given by

$$\tilde{N}_1 = (I_t \ 0_{i,k-h_2}) , \quad \tilde{N}_2 = (I_t \ 0_{i,k-h_1}) , \quad \tilde{P} = (I_t \ 0_{i,k+1+\ldots}).$$

### 2.4 Polarity with respect to the quadric $A^T A$

Two symmetric matrices are naturally associated with a projection matrix $A$, that is, the matrix $AA^T$ of size $h+1$ and the matrix $A^T A$ of size $k+1$. Both have rank $h+1$ so the former defines a non-singular quadric in the ray space $\mathbb{P}(U/C)$; the latter quadric $Q_A$ lies in $\mathbb{P}(U)$ and has vertex the center of the camera $\mathbb{P}(C)$. The polarity defined by the quadric $Q_A$ induces an explicit isomorphism $\psi_A$ between $\mathbb{P}(U/C)$ and $\mathbb{P}(C^\perp)$. Therefore, the polarity with respect to $Q_A$ gives a canonical map between a ray and the corresponding polar hyperplane. Thus, we give an explicit geometric interpretation of the isomorphism between the ray space and the view space, and we describe—from a more explicit viewpoint—the map associated with a projection matrix introduced by Aholt and Oeding [1, 17].
In the case of two projection matrices, we deal with 3 quadrics, \( Q_A, Q_B \) and \( Q_P \) in \( \mathbb{P}(U) \). They correspond to the symmetric matrices \( A^T A, B^T B \) and \( P^T P \), respectively. The quadrics \( Q_A \) and \( Q_B \) are quadric cones with vertices \( \mathbb{P}(C_1) \) and \( \mathbb{P}(C_2) \); the vertex of the quadric \( Q_P \) is the span of the centers \( \mathbb{P}(C_1) \) and \( \mathbb{P}(C_2) \). Up to projective transformations in \( \mathbb{P}(U) \), we can choose \( P \) to be an \( i \times (k + 1) \) matrix, given as \( P = (T|0) \), where \( T \) is an \( i \times i \) invertible matrix and 0 is the zero matrix with \( i \) rows and \( k + 1 - i \) columns. The intersection of \( Q_A \) (resp. \( Q_B \)) with the projection screen \( L_1 \) (resp. \( L_2 \)) is a non-singular quadric \( \Gamma_A \) (resp. \( \Gamma_B \)). Generically, the two screens intersect along an \((i - 1)\)-dimensional space \( L_{12} \), which can be taken as the screen of the projection with associated matrix \( P \). The intersection of \( Q_P \) with \( L_{12} \) is a rank \( i \) quadric \( Q_{12} \) in \( L_{12} \); hence, it is non-singular if \( i \geq 3 \) (the case \( i = 2 \) is shown below in a specific example).

As mentioned before, \( Q_{12} \) can also be obtained as the quadric associated with the projection of \( \Gamma_A \) (resp. \( \Gamma_B \)) onto \( L_{12} \) from \( \mathbb{P}(E_1^2) \) (resp. \( \mathbb{P}(E_2^1) \)).

**Example 2.3** Let us go back to Example 2.2. The quadrics \( Q_A \) and \( Q_B \) are two cones with vertices the centers of projections. Without loss of generality, assume \( C_1 = (0 : 0 : 0 : 1) \) and \( C_2 = (0 : 0 : 1 : 0) \). Up to projective transformations in \( \mathbb{P}^3 \), we can assume \( A = (I_3|0) \), where 0 is a 3 \( \times \) 1 zero column. The matrix \( B \) can be written as \((Mn)\) where \( M \) is a 3 \( \times \) 3 matrix and \( n \) is a 3 \( \times \) 1 column vector with entries \( n_{14}, n_{24}, n_{34} \). Moreover, the third column of \( M \) has to be the zero column because of the choice of \( C_2 \). In this case a natural, not unique, choice of the matrix \( P \) is the 2 \( \times \) 4 matrix given by \((T|0)\) where \( T \) is a 2 \( \times \) 2 invertible matrix and 0 is the 2 \( \times \) 2 matrix of zeros. As a consequence, the equations of \( Q_A \) and \( Q_B \) are \( x_1^2 + x_2^2 + x_3^2 = 0 \) and \( X^T B^T B X = 0 \), where \([X]\) are homogeneous coordinates in \( \mathbb{P}^3 \).

The intersection of \( Q_A \) (resp. \( Q_B \)) with the screen of projections is a non-singular conic. In the case of \( C_1 \), we can choose \( x_1 = 0 \) as a projection screen, so the image of \( Q_A \) is the conic \( x_0^2 + x_1^2 + x_2^2 = 0 \), which is non-singular in the plane \( x_3 = 0 \). In the case of \( C_2 \), we can choose \( x_2 = 0 \) as a projection screen, and the image of \( Q_B \) is the nonsingular conic \( X^T B^T B X = 0 \), \( x_2 = 0 \). The epipole \( \mathbb{P}(E_1^2) \) is the point \((0 : 0 : 1 : 0)\) while the epipole \( \mathbb{P}(E_2^1) \) is the point \((n_{14} : n_{24} : 0 : n_{34})\). The line \( \mathbb{P}(C_1 + C_2) \) has equation \( x_0 = x_1 = 0 \) and the line \( l \) of equation \( x_2 = x_3 = 0 \) can be chosen as a screen for the projection from \( \mathbb{P}(C_1 + C_2) \).

The projection of the conic \( x_0^2 + x_1^2 + x_2^2 = 0 \), \( x_3 = 0 \) from \( \mathbb{P}(E_1^2) \) onto the line \( l \) gives two points \( V_1 \) and \( V_2 \). For a generic choice of \( n_{14}, n_{24}, n_{34} \), the projection of the conic \( X^T B^T B X = 0 \), \( x_3 = 0 \) from the epipole \( \mathbb{P}(E_1) \) gives two points \( U_1 \) and \( U_2 \) on \( l \). The pairs of points \( V_1, V_2 \) and \( U_1, U_2 \) are the same. Indeed, the quadric with vertex \( \mathbb{P}(C_1 + C_2) \) is given by \((t_1 + t_2)x_0^2 + (t_1 + t_2)x_1^2 + (t_1t_2)x_2^2 = 0 \), where \( T = (t_{ij}) \) is the matrix above. It has two irreducible components that are planes through \( \mathbb{P}(C_1 + C_2) \). Generically, the two components intersect the line \( x_2 = x_3 = 0 \) in two sets of distinct points, \( \{V_1, V_2\} \) and \( \{U_1, U_2\} \), which coincide due to the commutativity of Diagram 2.2.

### 2.5 A group action on the space of rays and the space of views

Coming back to the case of one projection, the general linear group \( GL(k + 1) \) acts on \( U \) on the left. Precisely, pick a basis \( B \) in \( U \), any \((k + 1) \times (k + 1)\) invertible matrix \( M \) induces an automorphism \( L_M \) of \( U \) such that a vector \( u \in U \) is mapped to \( Mu \). Let us consider the stabilizer \( S_C \) of \( C \) in \( GL(k + 1) \). Fix the basis \( B := \{a_1, \ldots, a_{k-h}, u_1, \ldots, u_{h+1}\} \) in \( U \), which is obtained by fixing a basis \( C := \{a_1, \ldots, a_{k-h}\} \) of \( C \) and completing it to a basis of \( U \). Then, a matrix of \( S_C \) is a block matrix of the following form:
where \( D_1 \in GL(k - h) \) and \( D_2 \in GL(h + 1) \). Let us consider \( U/C \), with the induced basis \( B' := \{ [u_1], \ldots, [u_{h+1}] \} \) where, as in the previous sections, \([-\] denotes the equivalence class modulo \( C \). If \( M \in S_C \), there exists a commutative diagram

\[
\begin{array}{ccc}
U & \xrightarrow{M} & U \\
A & \downarrow & A \\
U/C & \xrightarrow{N_M} & U/C
\end{array}
\]

such that \( AM = N_M A \). As remarked above, the rows of \( A \) are linearly independent, so there exists a pseudo-inverse \( A^\dagger \) such that \( AA^\dagger = I \), where \( I \) is the identity matrix of size \( (h + 1) \). As a consequence, we can take \( N_M \) as \( AMA^\dagger \).

Therefore, the stabilizer \( S_C \) induces a left action on \( U/C \). Indeed, for \( [r] \in U/C \) there exists \( u \in U \) such that \( [r] = [Au] \). Then, \( N_M([r]) = (AMA^\dagger)([r]) := [A(Mu)] \). It is an exercise to verify that this action is well defined. Accordingly, the left action of \( PGL(k + 1) \) on \( \mathbb{P}(U) \) induces a left action of the image of \( S_C \) in \( PGL(k + 1) \) on the space of rays \( \mathbb{P}(U/C) \).

Now, let us start from \( U/C \), with the basis fixed before. A matrix \( N \in GL(h + 1) \) acts on the left on \( U/C \). Since a linear map preserves the zero vector, there exists a matrix \( M_N \in S_C \) such that the following diagram commutes:

\[
\begin{array}{ccc}
U & \xrightarrow{M_N} & U \\
A & \downarrow & A \\
U/C & \xrightarrow{N} & U/C
\end{array}
\]

where \( M_N = A^\dagger NA \) is a matrix in \( S_C \). Therefore, we have \( N([r]) = N([Au]) = [A(M_N u)] \) for \( r \) and \( u \) such that \( [Au] = [r] \). If we consider the transpose maps of the diagram above, we get the natural actions induced by \( M_N^T \) on the dual space \( U^\vee \) and by \( N^T \) on the space of views \( (U/C)^\vee \), where \( A^T M_N^T = N^T A^T \).

Finally, any matrix \( N \in GL(h + 1) \) inducing a linear transformation on the space of rays \( U/C \) yields a transformation on the wedge spaces \( \Lambda firefight(U/C) \) and \( \Lambda firefight(U/C)^\vee \): the former is given by the matrix \( \Lambda \wedge N \) and the latter is given by \( \Lambda firefight N^T \).

### 3 Bifocal Grassmann tensors

We recall here the basic elements of the construction of Grassmann tensors [18], in the case of our interest, i.e., for two projections.

Let us consider a pair of projections \( \pi_j : \mathbb{P}(U) \to \mathbb{P}(U/C_j) \) for \( j = 1, 2 \), fix a profile \( (\alpha_1, \alpha_2) \) and choose bases for \( U \) and \( U/C_j \). Let \( \{ S_j \} \) for \( j = 1, 2 \), where \( S_j \subset \mathbb{P}(U/C_j) \) be a set of general \( s_j \)-dimensional spaces, with \( s_j = h_j - \alpha_j \). Let \( S_j \) be the matrix of size \( (h_j + 1) \times (s_j + 1) \) of maximal rank whose columns are a basis for \( S_j \). By definition, if all the \( S_j \) are corresponding subspaces there exists a point \( X \in \mathbb{P}(U) \) such that \( \pi_j(X) \in S_j \) for \( j = 1, 2 \). In other words, there exist 2 vectors \( v_j \in C^{s_j+1} \) \( j = 1, 2 \), such that

\[ \begin{pmatrix} D_1 & T \\ 0 & D_2 \end{pmatrix} \]
\[
\begin{pmatrix}
P_1 & S_1 & 0 \\
P_2 & 0 & S_2 \\
\end{pmatrix}
\begin{pmatrix}
X \\
v_1 \\
v_2 \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\end{pmatrix}.
\]

(3.1)

The existence of a non-trivial solution \( \{X, v_1, v_2\} \) of the linear system (3.1) implies that the system matrix has zero determinant. This determinant can be thought of as a bilinear form, i.e., a tensor, in the Plücker coordinates of the spaces \( S_j \). This tensor is called the bifocal Grassmann tensor \( T \), and \( T \in V_1 \otimes V_2 \) where \( V_j = \bigwedge^{s_j+1}(U/C_j) \) is the \((h_j + 1)\)-dimensional vector space such that \( G(s_j + 1, h_j + 1) \subseteq \mathbb{P}(V_j) \). More explicitly, the entries of the Grassmann tensor are some of the Plücker coordinates of a point in the Grassmannian \( G(k + 1, U/C_1 \oplus U/C_2) \), i.e., of the matrix

\[
\begin{pmatrix}
A^T & B^T \\
\end{pmatrix}.
\]

(3.2)

up to sign. More specifically, they are the maximal minors of the matrix (3.2) obtained by selecting \( \alpha_1 \) columns from the matrix \( A^T \) and \( \alpha_2 \) columns from the matrix \( B^T \).

\textbf{Remark 3.1} In what follows, we give a more abstract description of Grassmann tensors. For these purposes, recall first the Hodge operator. Let \( V \) be an \( n \)-dimensional vector space. Pick \( \{b_1, \ldots, b_n\} \) a basis of \( V \) such that \( 1 \in \mathbb{C} \) corresponds to the vector \( b_1 \wedge \ldots \wedge b_n \in \bigwedge^n V \simeq \mathbb{C} \). Recall that the Hodge operator is a linear map \( \ast : \bigwedge^k V \to \bigwedge^{n-k} V \) defined as follows. Let \( I := \{i_1 < \ldots < i_k\} \) be a multi-index and denote by \( J := \{j_1 < \ldots < j_{n-k}\} \) the complementary multi-index in \( \{1, \ldots, n\} \). Then, we have \( \ast (b_I) := (-1)^{\sigma(I,J)}b_J \), where \( b_I := b_{i_1} \wedge \ldots \wedge b_{i_k} \), where \( \sigma(I,J) \) is \( +1 \) or \( -1 \) according to the parity of the permutation \( (I, J) \).

The subspaces \( S_j \) in \( U/C_j \) may be viewed as elements of the wedge powers of the direct sum \( (U/C_1) \oplus (U/C_2) \). Therefore, for any profile \((\alpha_1, \alpha_2)\) we have

\[
\bigwedge^{k+1} (U/C_1) \oplus (U/C_2) = \bigoplus_{\alpha_1,\alpha_2} \left( \bigwedge^{a_1} (U/C_1) \otimes \bigwedge^{a_2} (U/C_2) \right).
\]

(3.3)

Moreover, by the isomorphisms induced by the Hodge operator, we have

\[
\bigwedge^{a_1} (U/C_1) \otimes \bigwedge^{a_2} (U/C_2) \simeq \bigwedge^{s_1+1} (U/C_1) \otimes \bigwedge^{s_2+1} (U/C_2) \text{ }^\vee
\]

\[
= \text{Hom}\left( \bigwedge^{s_1+1} (U/C_1), \bigwedge^{s_2+1} (U/C_2) \text{ }^\vee \right).
\]

(3.4)

(3.5)

Therefore, any Grassmann tensor can be viewed as a linear map, thus yielding a matrix \( \mathfrak{F} \) which is called a generalized fundamental matrix of size \( \left( \begin{pmatrix} h_2 + 1 \\ h_2 - \alpha_2 + 1 \end{pmatrix} \times \begin{pmatrix} h_1 + 1 \\ h_1 - \alpha_1 + 1 \end{pmatrix} \right) \). The entries of \( \mathfrak{F} \) can be described explicitly. Let \( I = \{i_1 < \cdots < i_{s_1+1}\} \), \( J = \{j_1 < \cdots < j_{s_2+1}\} \) be two multi-indices in \( \{1, \ldots, h_1 + 1\} \) and \( \{1, \ldots, h_2 + 1\} \), respectively. Denote by \( F, J^c \) the (ordered) sets of complementary indices. Moreover, denote by \( A_I \) and \( B_J \) the matrices obtained from \( A^T \) and \( B^T \) by deleting the columns corresponding to the indices \( i_1, \ldots, i_{s_1+1} \) and \( j_1, \ldots, j_{s_2+1} \).
and $j_1, \ldots, j_{s+1}$, respectively. Then, the entries of $\mathfrak{F}$ are given by $F_{I,J} = \epsilon(I,J) \det [A_I B_J]$ where $\epsilon(I,J)$ is $+1$ or $-1$ according to the parity of the permutation $(I, J, I', J')$, with lexicographical order of the multi-indices $|I|$ for the rows and $|J|$ for the columns. In [8] and [5], the authors proved the following result:

**Theorem 3.2** Let us consider two projections of maximal rank with profile $(\alpha_1, \alpha_2)$. Moreover, assume the intersection of the centers is empty. Then, the rank of the corresponding bifocal Grassmann tensor $\mathfrak{F}$ is given by

$$\text{rk}(\mathfrak{F}) = \begin{pmatrix} (h_1 - \alpha_1 + 1) + (h_2 - \alpha_2 + 1) \\ h_1 - \alpha_1 + 1 \end{pmatrix}.$$ 

### 3.1 An action on the set of projection matrices

In what follows, fix a $(k+1)$-dimensional vector space $U$. Define $\mathfrak{B}$ to be the vector space of all pairs of matrices $(M_1, M_2)$, where $M_j$ is a matrix of size $(k+1) \times (h_j + 1)$ for $j = 1, 2$. It contains an open set $\mathfrak{B}$ of pairs of matrices $(M_1, M_2)$ such that $M_j$ has maximal rank $h_j + 1$. Naturally, it can be identified with an open set in

$$\mathfrak{A}^{(k+1)(h_1+h_2+2)} \simeq \mathfrak{A}^{(k+1)(h_1+1)} \times \mathfrak{A}^{(k+1)(h_2+1)} \subset \mathfrak{B}.$$ 

**Lemma 3.3** Assume $k \geq h_j + 1, j = 1, 2$ and $k \leq h_1 + h_2 + 1$. The matrix $[M_1 \mid M_2]$ of size $(k+1) \times (h_1 + h_2 + 2)$ has rank $k + 1$ if and only if $C_j \cap C_2 = \{0\}$, where $C_j$ is the null-space $\text{Ker}(M_j^T)$ for $j = 1, 2$.

**Proof** Choose $M_1$ and $M_2$ as above so $\dim(C_j) = k - h_j$. The matrix $[M_1 \mid M_2]$ has rank $k + 1$ isomorphic to

$$\text{Im}(M_1) \cap \text{Im}(M_2) \simeq \text{Ker}(M_1^T)^\perp \cap \text{Ker}(M_2^T)^\perp \simeq (\text{Ker}(M_1^T) + \text{Ker}(M_2^T))^\perp = (C_1 + C_2)^\perp \simeq (U/(C_1 + C_2))^\vee.$$ 

Therefore, the matrix $[M_1 \mid M_2]$ has rank $k + 1$ if and only if $i = k + 1 - \dim(C_1 + C_2)$, i.e., $\dim(C_1 \cap C_2) = 0$ by Grassmann’s formula. 

**Remark 3.4** Let $A$ and $B$ two projection matrices of size $(h_j + 1) \times (k+1)$ for $j = 1, 2$. If we set $M_1 = A^T$ and $M_2 = B^T$, the matrix $[M_1 \mid M_2]$ gives a point in $G_1 = G(k + 1, h_1 + h_2 + 2)$. By choosing suitable bases in $U$, $U/C_1$ and $U/C_2$, the matrices $M_1$ and $M_2$ correspond to the linear maps $p_1$ and $p_2$ in Diagram 2.2.

Now, let $\mathfrak{B}_0 \subset \mathfrak{B}$ be the subset of matrices $[M_1 \mid M_2]$ such that $C_1 \cap C_2 = \{0\}$. There is a left action of $GL(k+1)$ on $\mathfrak{B}_0$, as well as a right action of $GL(h_1 + 1) \times GL(h_2 + 1)$ on $\mathfrak{B}_0$, namely
\[ GL(k + 1) \times \mathfrak{M}_0 \times (GL(h_1 + 1) \times GL(h_2 + 1)) \rightarrow \mathfrak{M}_0 \]

\[
\left( G, [M_1| M_2], \begin{bmatrix} H_1 & 0 \\ 0 & H_2 \end{bmatrix} \right) \rightarrow [GM_1H_1| GM_2H_2],
\]

where \( \mathfrak{M}_0 \) is the zero matrix. Let us describe this action more explicitly. For \( j = 1, 2 \) let \( L_{M_j} = \langle M_j^1, \ldots, M_j^{h_j+1} \rangle \) be the vector space of dimension \( h_j + 1 \), which is spanned by the columns of \( M_j \). Moreover, set \( \Lambda_{M_j} = \text{P}(L_{M_j}) \). Then, with the same notation as before, the dimension of \( I_{M_j, M_j} := L_{M_1} \cap L_{M_2} \) is equal to \( i = h_1 + h_2 - k + 1 \). Moreover, we choose bases \( \{v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_1+1}\} \) for \( L_{M_1} \) and \( \{v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_2+1}\} \) for \( L_{M_2} \), such that \( \{v_1, \ldots, v_i\} \) is a basis for \( I_{M_1, M_2} \). As a consequence, there exist matrices \( K_1 \in GL(h_1 + 1) \) and \( K_2 \in GL(h_2 + 1) \) such that

\[
\begin{bmatrix} M_1 | M_2 \end{bmatrix} \begin{bmatrix} K_1 \\ 0 \end{bmatrix} = \begin{bmatrix} v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_1+1} \\ v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_2+1} \end{bmatrix}.
\]

Under our assumptions, \( \{v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_1+1}, v_{i+1}, \ldots, v_{h_2+1}\} \) is a basis of \( U^\vee \), so there exists \( G \in PGL(k + 1) \) such that

\[
G \begin{bmatrix} v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_1+1}, w_{i+1}, \ldots, w_{h_2+1} \end{bmatrix} = \begin{bmatrix} e_1, \ldots, e_{k+1} \end{bmatrix},
\]

where \( \{e_1, \ldots, e_{k+1}\} \) is the canonical basis of \( \mathbb{C}^{k+1} \). This implies that

\[
G \begin{bmatrix} v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_1+1} \\ v_1, \ldots, v_i, v_{i+1}, \ldots, v_{h_2+1} \end{bmatrix} = \begin{bmatrix} I_i \\ 0 \end{bmatrix} \begin{bmatrix} I_i \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} I_i \\ 0 \end{bmatrix} \begin{bmatrix} I_i \\ 0 \end{bmatrix},
\]

where \( I_a \) denotes the \( a \times a \) identity matrix. The matrix in (3.7) is called the canonical form for matrices \( [M_1| M_2] \in \mathfrak{M}_0 \).

Finally, if we look at the Grassmannian \( G_1 = G(k + 1, h_1 + h_2 + 2) \) as a quotient by the action of \( PGL(k + 1) \) of rank \( (k + 1) \times (h_1 + h_2 + 2) \), the image of \( \mathfrak{M}_0 \) under the corresponding quotient map is an open subset, which is denoted by \( \mathfrak{Q}_0 \). By duality, the Grassmannian \( G_2 = G(k + 1, h_1 + h_2 + 2) \) is isomorphic to the Grassmannian \( G_2 = G(i, h_1 + h_2 + 2) \). As a consequence, the image \( \mathfrak{Q}_0 \) of \( \mathfrak{Q}_0 \) under this isomorphism is an open set in \( G_2 \). An element of it can be described by means of a matrix \( [\tau_1| \tau_2]^T \) where \( \tau^T \) has size \( (h_j + 1) \times i \) and maximal rank \( i \). Thus, there is an action of the group \( GL(h_1 + 1) \times GL(h_2 + 1) \times GL(i) \) on set \( \mathfrak{Q}_0 \) of such matrices \( [\tau_1| \tau_2]^T \), namely

\[
GL(h_1 + 1) \times GL(h_2 + 1) \times \mathfrak{Q}_0 \times GL(i) \rightarrow \mathfrak{Q}_0
\]

\[
\begin{bmatrix} \Delta_1 \\ 0 \end{bmatrix} \begin{bmatrix} \tau_1| \tau_2 \end{bmatrix}^T, \Gamma \rightarrow \left[ (\Delta_1 \tau_1^T \Gamma), (\Delta_2 \tau_2^T \Gamma) \right]^T,
\]

where \( \mathfrak{Q}_0 \) is the zero matrix.
Remark 3.5 As explained in (3.43.5), after choosing suitable bases, any fundamental matrix $\mathbb{F}$ can be viewed as the matrix associated with a linear map from $\Lambda^{s_1} U/C_1$ to $\Lambda^{s_2}(U/C_2)^\vee$, which are isomorphic to $\Lambda^{s_1+1}(U/C_1)^\vee$ and $\Lambda^{s_2+1}(U/C_2)$ via the Hodge isomorphism. Therefore, $\mathbb{F}$ is related to the fundamental matrix associated with the matrix $[\tau_1 | \tau_2]^T$, where the dual Plücker coordinates appear.

3.2 Decomposition of a bifocal Grassmann tensor as sum of indecomposable tensors

Here we explicitly describe a minimal—not necessarily unique—decomposition of the generalized fundamental matrix $\mathbb{F}$ as the sum of rank$(\mathbb{F})$ indecomposable tensors (for different definitions of rank see, for instance, [14]). For these purposes, we describe the action on the set of generalized fundamental matrices, which is induced by that in the previous section.

Denote by $\mathbb{F}_c$ the generalized fundamental matrix associated with the canonical form (3.7). As recalled in Sect. 2.5, the connection between the bifocal Grassmann tensor $\mathbb{F}$ associated with $[M_1|M_2]$ and the bifocal Grassmann tensor $\tilde{\mathbb{F}}$ arising from (3.6) is given by

$$\tilde{\mathbb{F}} = \left( \bigwedge K_2^{-1} \right) \cdot \mathbb{F} \cdot \left( \bigwedge (K_1^{-1})^T \right).$$

(3.9)

Moreover, since $G \in GL(k+1)$, we have $\mathbb{F}_c = det(G) \tilde{\mathbb{F}}$. In other words, the fundamental matrix associated with $[M_1|M_2] \in \mathbb{W}_0$ is related to $\mathbb{F}_c$ as follows:

$$\mathbb{F} = (det(G))^{-1} \left( \bigwedge K_2 \right) \mathbb{F}_c \left( \bigwedge K_1^T \right).$$

(3.10)

where $G$, $K_1$ and $K_2$ are introduced in Sect. 3.1.

Now, fix bases in $W$, $(U/C_1)^\vee$, $(U/C_2)^\vee$ where $W = (U/C_1)^\vee \cap (U/C_2)^\vee$. Then, the matrix $\tau_j^T$ induces a linear map from $W$ to $(U/C_j)^\vee$ for $j = 1, 2$; hence, $\tau_j^T$ is a $(h_j + 1) \times i$ matrix. Recall that the Hodge operator $*$ induces an isomorphism between $\bigwedge^{s_1+1} W^\vee$ and $\bigwedge^{s_2+1} W$, as the dimension of $W$ is $i$ and $s_1 + 2 + s_2 = i$. Also, we have the following commutative diagram, namely

$$\bigwedge^{s_1+1} W^\vee \xrightarrow{*} \bigwedge^{s_2+1} W \xrightarrow{\bigwedge^{s_2+1} \tau_{2,c}} \bigwedge^{s_1+1}(U/C_1) \xrightarrow{\tilde{\mathbb{F}}} \bigwedge^{s_2+1}(U/C_2)^\vee,$$

where $\mathbb{F}$ is by definition a bifocal Grassmann tensor. Let $I$ be a multi-index of length $s_1 + 1$ in $\{1, \ldots, i\}$ and denote by $I^c$ its complement of length $i - (s_1 + 1) = s_2 + 1$. As $I$ varies, denote by $E_I$ the basis of $\bigwedge^{s_1+1} W^\vee$ induced by a fixed basis of $W$. Set $F_{I^c} = * (E_I) \in \bigwedge^{s_2+1} W$. 

\[ \text{Springer} \]
Proposition 3.6 Let

\[ A_c = \begin{pmatrix} I_{h_1+1} & 0_{h_1+1,k-h_1} \\ 0_{k-h_1,i} & 0_{l_k-h_2} & 0_{l_k-h_1} \end{pmatrix}, \quad B_c = \begin{pmatrix} I_i & 0_{l_k-h_2} & 0_{l_k-h_1} \end{pmatrix} \]

be matrices such that $[A^T_c B^T_c]$ is a $(k + 1) \times (h_1 + h_2 + 2)$ matrix, as introduced in Lemma 3.3. Then, the corresponding bifocal Grassmann tensor $\mathcal{F}_c$ has the following minimal decomposition up to sign:

\[ \mathcal{F}_c = \sum_i \left( \left( \bigwedge \tau_{1,c} \right) E_i \right) \otimes \left( \left( \bigwedge \tau_{2,c} \right) F_i \right). \tag{3.11} \]

Proof Take the basis $E_i$ in $\bigwedge s_i + 1 W^{\vee}$ as above. The Hodge operator corresponds—up to sign—to the tensor $\sum_i E_i \otimes * (E_i) = \sum_i E_i \otimes F_i^c \in \bigwedge s_i + 1 W \otimes \bigwedge s_i,1 W$. If we apply $\bigwedge s_i + 1 \tau_{1,c} \otimes \bigwedge s_i,1 \tau_{2,c}$ to $\sum_i E_i \otimes * (E_i)$, we have an element in $\bigwedge s_i,1 (U/C_1)^{\vee} \otimes \bigwedge s_i,1 (U/C_2)^{\vee}$, namely $F_i^c$. Thus, we have

\[ \mathcal{F}_c = \sum_i \left( \left( \bigwedge \tau_{1,c} \right) E_i \right) \otimes \left( \left( \bigwedge \tau_{2,c} \right) F_i \right). \]

\[ \square \]

Remark 3.7 The sum in (3.11) has \( \binom{i}{s_1 + 1} \) addenda, so that (3.11) is a minimal decomposition of $\mathcal{F}_c$ as sum of rank 1 tensors. Notice that this decomposition may not be necessarily unique.

The combination of (3.10) and (3.11) allows us to prove the following result.

Corollary 3.8 Let $[\tau_{1,c} | \tau_{2,c}]^i$ be the $(h_1 + h_2 + 2) \times i$ matrix corresponding to $\mathcal{F}_c$. With the same notation adopted in this section, the following holds (up to sign):

\[ \mathcal{F} = \frac{1}{\det(G)} \sum_i \left( \left( \bigwedge K_1 \bigwedge \tau_{1,c} \right) E_i \right) \otimes \left( \left( \bigwedge K_2 \bigwedge \tau_{2,c} \right) F_i \right) \]

\[ = \frac{1}{\det(G)} \sum_i P_i \otimes Q_i, \]

where $P_i \in \bigwedge s_i,1 (U/C_1)$ and $Q_i \in \bigwedge s_i,1 (U/C_2)^{\vee}$.

Example 3.9 Set $(\alpha_1, \alpha_2) = (3, 3)$, so $k = 5$. Moreover, set $h_1 = 4$ and $h_2 = 3$. Consider two projections from $\mathbb{P}^5$ to $\mathbb{P}^4$ and $\mathbb{P}^3$ with profile $(3, 3)$. In this case $i = 3$. Pick the matrix $[A^T | B^T]$ of size $6 \times 9$ where $A$ and $B$ are the projection matrices, namely
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\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 1 \\
\end{bmatrix}
\]

Set

\[
K_1 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}, \quad K_2 = \begin{bmatrix}
0 & -1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

We have

\[
[ A^T | B^T ] \begin{bmatrix} K_1 & 0 \\ 0 & K_2 \end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 1 & 1 \\
\end{bmatrix},
\]

i.e., we have turned the matrix into the form 3.6. Finally, we consider the matrix

\[
G = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1/2 & 1/2 & -1/2 & 1/2 & -1/2 & 1/2 \\
-1/2 & -1/2 & -1/2 & -1/2 & 1/2 & 1/2 \\
1/2 & 1/2 & 1/2 & 1/2 & 1/2 & -1/2 \\
\end{bmatrix}
\]

and get

\[
G[ A^T | B^T ] \begin{bmatrix} K_1 & 0 \\ 0 & K_2 \end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix},
\]

which is the canonical form of $[ A^T | B^T ]$. Notice that $\text{det}(G) = -\frac{1}{2}$.

The $5 \times 3$ matrix $\tau_1^T$ and the $4 \times 3$ matrix $\tau_2^T$ are given by:

\[
\tau_1^T = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}, \quad \tau_2^T = \begin{bmatrix}
0 & -1 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{bmatrix}.
\]
The transpose of the generalized fundamental matrix $\mathfrak{F}_c$ of the canonical form above is given by

$$
\begin{bmatrix}
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

which can be decomposed as follows:

$$
\begin{align*}
-\begin{bmatrix}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{bmatrix} \otimes \begin{bmatrix}0 & 0 & 1 & 0\end{bmatrix} \\
+\begin{bmatrix}0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{bmatrix} \otimes \begin{bmatrix}0 & 1 & 0 & 0\end{bmatrix} \\
-\begin{bmatrix}0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0\end{bmatrix} \otimes \begin{bmatrix}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{bmatrix}
\end{align*}
$$

Notice that $(\det(G)^{-1})\mathfrak{F}_c^T = \left(\mathbb{L}^2 K_1^{-1}\right) \mathfrak{F}^T(K_2^{-1})^T$ where

$$
\begin{bmatrix}
0 & 2 & 0 & 0 \\
2 & 0 & -2 & 0 \\
0 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

which, up to the constant $\det(G)^{-1}$, can be decomposed as follows:

$$
\begin{align*}
-\begin{bmatrix}1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{bmatrix} \otimes \begin{bmatrix}0 & 1 & 0 & 0\end{bmatrix} \\
+\begin{bmatrix}0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{bmatrix} \otimes \begin{bmatrix}-1 & 0 & 1 & 0\end{bmatrix} \\
-\begin{bmatrix}0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0\end{bmatrix} \otimes \begin{bmatrix}0 & 0 & 0 & 1\end{bmatrix},
\end{align*}
$$

as predicted in Corollary 3.8. In particular, $P_I \in \mathbb{L}^2(U/C_1)$ and $Q_{I'} \in (U/C_2)^\nu$ for every choice of multi-indices $I$. 

4 Moduli spaces of Bifocal Grassmann Tensors

4.1 The varieties of generalized fundamental matrices

Fix a vector space $U$ of dimension $k + 1$. Assume $a_1$ and $a_2$ are two positive integers such that $a_1 + a_2 = k + 1$. Let $[M_1|M_2]$ be a general point in $\mathfrak{G}_0$. Recall that $M_1^2$ and $M_2^2$ are two general projection matrices, in the sense of Lemma 3.3. Notice that $C_j = \text{Ker}(M_j^2)$ for $j = 1, 2$. Therefore, we have a linear projection

$$\pi : \mathbb{P} \left( \bigwedge^{k+1} (U/C_1 \oplus U/C_2) \right) \to \mathbb{P} \left( \bigwedge^{a_1} (U/C_1) \otimes \bigwedge^{a_2} (U/C_2) \right)$$

The open set $\mathfrak{G}_0$ (introduced at the end of section 3.1) lies in $G_1$, which lies in the projective space $\mathbb{P} \left( \bigwedge^{a_1} (U/C_1) \otimes \bigwedge^{a_2} (U/C_2) \right)$ by the Plücker embedding. The (Zariski) closure of the image in $\mathbb{P} \left( \bigwedge^{a_1} (U/C_1) \otimes \bigwedge^{a_2} (U/C_2) \right)$ of $\mathfrak{G}_0$ under $\pi$ is called the variety $\mathcal{X}_{(a_1,a_2)}$ of generalized fundamental matrices or bifocal Grassmann tensors with profile $(a_1,a_2)$. As proved in [8], it has dimension $(k+1)(h_1 + h_2 - k + 1) - 1$. Notice that the dimension does not depend on the profile. In fact, for each choice of $(a_1,a_2)$ such that $a_1 + a_2 = k + 1$, there exists a variety of bifocal Grassmann tensors $\mathcal{X}_{(a_1,a_2)}$. In other words, different profiles give different birational connected components. Moreover, as a consequence of [18], a general point $p \in \mathcal{X}_{(a_1,a_2)}$ corresponds to a $((\mathbb{C}^*)^2/\mathbb{C}^*)$-orbit $[z \lambda M_1|z \mu M_2]$ for $z, \lambda, \mu \in \mathbb{C}^*$. Every point of such an orbit corresponds to the generalized fundamental matrix $\zeta^{k+1} \lambda^{a_1} \mu^{a_2} \mathfrak{G}$, where $\mathfrak{G}$ is the generalized fundamental matrix associated with $[M_1|M_2]$. As a consequence, $\mathcal{X}_{(a_1,a_2)}$ can be viewed as a moduli space of $((\mathbb{C}^*)^2/\mathbb{C}^*)$-orbits of Grassmann tensors.

Theorem 4.1 For each pair $(a_1,a_2)$ corresponding to a profile, the variety of bifocal Grassmann tensors $\mathcal{X}_{(a_1,a_2)}$ is birational to a homogeneous space with respect to the action of $GL(h_1 + 1) \times GL(h_2 + 1)$.

Proof As seen in the previous section, there is a right action of $GL(h_1 + 1) \times GL(h_2 + 1)$ on $\mathfrak{G}_0$, which induces an action on $\mathfrak{G}_0$. Notice that $\mathfrak{G}_0$ is a homogeneous space with respect to the action of the group $GL(h_1 + 1) \times GL(h_2 + 1)$ because any matrix can be put in canonical form. This implies that for each pair $(a_1,a_2)$ there exists a (Zariski) non-empty open set in $\mathcal{X}_{(a_1,a_2)}$ that is a homogeneous space with respect to the action of $GL(h_1 + 1) \times GL(h_2 + 1)$. \hfill $\Box$

Now, set $s_j = h_j + 1 - a_j$ and recall that $i = s_1 + s_2 + 2$. Recall that by the Hodge operator we have

$$\bigwedge^{a_1} (U/C_1) \otimes \bigwedge^{a_2} (U/C_2) \cong \bigwedge^{s_1+1} (U/C_1)^\vee \otimes \bigwedge^{s_2+1} (U/C_2)^\vee.$$

Therefore, any $p \in \mathcal{X}_{(a_1,a_2)}$ corresponds to a $((\mathbb{C}^*)^2/\mathbb{C}^*)$-orbit of an $i$-dimensional subspace $T_p \subset (U/C_1)^\vee \oplus (U/C_2)^\vee$, i.e., a point in $G_2 = G(i, (U/C_1)^\vee \oplus (U/C_2)^\vee)$, which is mapped to $\mathbb{P} \left( \bigwedge^{i} ((U/C_1)^\vee \oplus (U/C_2)^\vee) \right)$ under the Plücker embedding. As before, the linear projection
maps $G_2$ to a projective variety $X_{(s_1,s_2)}$, which is birational to $X_{(a_1,a_2)}$, as $G_2$ is the dual Grassmannian of $G_1$. In what follows, we will focus our attention on $X_{(s_1,s_2)}$: statements for $X_{(a_1,a_2)}$ can be deduced in a similar fashion. Recall that $\dim(X_{(a_1,a_2)}) = \dim(X_{(s_1,s_2)}) = (k + 1)(h_1 + h_2 - k + 1) - 1 = (k + 1)i - 1$.

**Remark 4.2** By the decomposition described in 3.8, there exists a rational map $\varphi$ from the variety $X_{(s_1,s_2)}$ to the secant variety $\text{Sec}_r(G(s_1 + 1,i) \times G(s_2 + 1,i))$. This map sends a general fundamental matrix $F^r$ in dual Plücker coordinates to the subspace generated by the $r$-tuple $\{(P_f, Q_f): I$ multi-index of length $s_1 + 1\}$ where $r$ is the rank of $F^r$. More precisely, there exists an isomorphism between $G(s_1 + 1,i)$ and $G(s_2 + 1,i)$ which is induced by the Hodge operator. Denote by $\text{Graph}(h) \subset G(s_1 + 1,i) \times G(s_2 + 1,i)$ the graph of this isomorphism, and by $\text{Sec}_r(\text{Graph}(h)) \subset \text{Sec}_r(G(s_1 + 1,i) \times G(s_2 + 1,i))$ the corresponding secant variety. Therefore, by the decomposition recalled before, the rational map $\varphi$ sends $X_{(s_1,s_2)}$ to $\text{Sec}_r(\text{Graph}(h))$. Since any linear combination of points $P_f$ yields a different fundamental matrix with the same image, the map $\varphi$ has a positive dimensional fiber.

**4.2 A natural action on $X_{(s_1,s_2)}$**

First, we investigate the action induced by (3.8) on this variety of bifocal Grassmann tensors. As recalled before, any general point any $p \in X_{(s_1,s_2)}$ corresponds to a $(\mathbb{C}^*)^2/\mathbb{C}^*$ -orbit of an $i$-dimensional subspace $T_p \subset (U/C_1)^\vee \oplus (U/C_2)^\vee$, which identifies a unique generalized fundamental form. The group $\text{GL}(h_1 + 1, \text{ } \times \text{ } \text{GL}(h_2 + 1, \text{ } \times \text{ } \text{PGL}(i))$ involved in 3.8 acts on $p$ by sending it to the point corresponding to the generalized fundamental matrix, which is identified by the $((\mathbb{C}^*)^2/\mathbb{C}^*)$-orbit $[(\Delta_1 \tau_1^T \Gamma^T) | (\Delta_2 \tau_2^T \Gamma^T)]^T$.

**Lemma 4.3** Under the action 3.8, and with the same notation adopted therein, a fundamental matrix

$$\mathcal{G} = \frac{1}{\text{det}(G)} \sum_I \left( \left( \bigwedge^{s_1+1} K_1 \bigwedge^{s_1+1} \tau_{1,c} \right) E_I \right) \otimes \left( \left( \bigwedge^{s_2+1} K_2 \bigwedge^{s_2+1} \tau_{2,c} \right) F_I \right)$$

is sent to

$$\sum_I \left( \left( \bigwedge^{s_1+1} K_1 \bigwedge^{s_1+1} (\Gamma^T \tau_{1,c} \Delta_1^T) \right) E_I \right) \otimes \left( \left( \bigwedge^{s_2+1} K_2 \bigwedge^{s_2+1} (\Gamma^T \tau_{2,c} \Delta_2^T) \right) F_I \right)$$

**Proof** Let $[\tau_{1,c} | \tau_{2,c}]^T$ be the $(h_1 + h_2 + 2) \times i$ matrix defining the bifocal Grassmann tensor associated with the canonical form. Under the action in (3.8), this is mapped to $[(\Delta_1 \tau_1^T \Gamma^T) | (\Delta_2 \tau_2^T \Gamma^T)]^T$. Corollary 3.8 tells us how to associate the fundamental matrix with it. \qed

In particular, the right action of the group $\text{GL}(i)$ sends any generalized fundamental matrices to itself, as proved by the following result.

\[\mathbb{S}\] Springer
Proposition 4.4 For any \( \Gamma \in GL(i) \) one has
\[
\left( \bigwedge^2 \Gamma \right) \left( \sum_{I} E_I \otimes F_{P} \right) \left( \bigwedge^1 \Gamma \right)^T = \det(\Gamma) \sum_{I} E_I \otimes F_{P}.
\]

Proof Recall that, for \( h = 1, 2 \), the elements of \( \bigwedge^s_{t+1} \Gamma^T \) are the minors \( m_{(i_1 \ldots i_{s_{t+1}})}^{(j_1 \ldots j_{s_{t+1}})} \) of the rows \((i_1 \ldots i_{s_{t+1}})\) (with \(i_1 < \ldots < i_{s_{t+1}}\)) and of the columns \((j_1 \ldots j_{s_{t+1}})\) (with \(j_1 < \ldots < j_{s_{t+1}}\)) of \( \Gamma^T \). The rows of \( (\bigwedge^1 \Gamma^T) \) are indexed following the lexicographic order for the \( s_1 + 1 \)-tuples \((i_1 \ldots i_{s_1+1})\), while the columns of \( (\bigwedge^1 \Gamma) \) are indexed following the lexicographic order for the \( s_1 + 1 \)-tuples \((j_1 \ldots j_{s_{1+1}})\). Recall also that the only nonvanishing entries of \( \sum_{I} E_I \otimes F_{P} \) correspond to the \( \pm 1 \) on the secondary diagonal, as \( \sum_{I} E_I \otimes F_{P} \) is the matrix associated with the Hodge operator. To prove the result, it suffices to apply the generalized Laplace expansion by complementary minors in order to see that the element of row \((i_1 \ldots i_{s_{1+1}})\) and column \((h_1 \ldots h_{s_1})\) of the matrix at the left side of the equality in the statement is \( \pm \det(\Gamma) \) if \((i_1 \ldots i_{s_{1+1}})\) and \((h_1 \ldots h_{s_1})\) are complementary multi-indices, and zero otherwise. \( \square \)

Analogously to Lemma 4.1, the left action of \( GL(h_1 + 1) \times GL(h_2 + 1) \) is transitive, so \( \mathcal{X}_{(s_1,s_2)} \) is birational to a homogeneous space, which also follows from the birational equivalence with \( \mathcal{X}_{(a_1,a_2)} \).

4.3 A less natural action on \( \mathcal{X}_{(s_1,s_2)} \)

In what follows, we will prove a result on the geometric structure on \( \mathcal{X}_{(s,1,s_2)} \). More precisely, pick a general point \( p \) in \( \mathcal{X}_{(s_1,s_2)} \). There exists a \( \left((\mathbb{C}^*)^2/\mathbb{C}^*\right)\)-orbit of a subspace \([T_p \subset (U/C_1)^* \oplus (U/C_2)^*] \in G_2 = G(i, h_1 + h_2 + 2)\). Let us consider the group \( \mathcal{H} \) of pairs \( g = (\Delta_1, \Delta_2) \) where
\[
\begin{pmatrix} H & 0 \\ 0 & V_1 \end{pmatrix}, \quad \begin{pmatrix} H & 0 \\ 0 & V_2 \end{pmatrix},
\]
and \( H \in GL(i) \) and \( V_j \in GL(h_j + 1 - i) \) for \( j = 1, 2 \). The group \( \left((\mathbb{C}^*)^2/\mathbb{C}^*\right) \) acts on \( \mathcal{H} \) by sending \( g = (\Delta_1, \Delta_2) \) to \((\zeta \alpha \Delta_1, \zeta \beta \Delta_2)\). Denote by \( \mathcal{G} \) the quotient of \( \mathcal{H} \) with respect to such an action, which has dimension \( i^2 + (h_1 + 1 - i)^2 + (h_2 + 1 - 1)^2 - 1 \). The group \( \mathcal{G} \) acts on \( \mathcal{X}_{(s_1,s_2)} \) as follows. A general point \( p \), which corresponds to a Grassmann tensor \( \tilde{S} \) and is associated with the orbit \([z \mu \lambda \tau_1 | z \mu \beta \tau_2 | \Delta^T_1 \] \( \mathcal{G} \)) is sent to the point \( q \in \mathcal{X}_{(s_1,s_2)} \) associated with \([z \zeta \lambda \alpha \tau_1 | z \zeta \beta \mu \tau_2 | \Delta^T_2 \] \( \mathcal{G} \)). The main result of this section is the following theorem, which will be proved in different steps.

Theorem 4.5 Let \( \alpha_1, \alpha_2 \) be a pair of non-negative integers such that \( \alpha_1 + \alpha_2 = k + 1 \). Fix \( h_1, h_2 \) such that \( k > \max \{ h_1, h_2 \} \) and \( k \leq h_1 + h_2 + 1 \), as well as a \((k + 1)\)-dimensional vector space \( U \). Set \( s_j = h_j + 1 - \alpha_j \) for \( j = 1, 2 \). Then there exists a dominant rational map \( \Psi : \mathcal{X}_{(s_1,s_2)} \rightarrow G(i, U^*) \) such that the following hold:
• $G(i, U^\vee)$ is birationally $G$-equivariant, that is, there exists a non-empty open set $\mathcal{U}$ of $X_{(s_1,s_2)}$ such that $\Psi(g.p) = \Psi(p)$ for every $p \in \mathcal{U}$ and every $g \in G$;

• The general orbit is isomorphic to $\text{PGL}(i)$.

4.3.1 Step 1: the definition of $\Psi$

With the same notation adopted before, the inclusion of $T_p$ in $(U/C_1)^\vee \oplus (U/C_2)^\vee$ yields the horizontal short exact sequence in the diagram below. The map $j$ is given by $[\tau_1 | \tau_2]^T$ after choosing suitable bases. Moreover, the matrix $[\tau_1 | \tau_2]^T$ corresponds to a matrix $[M_1 | M_2]$ where $C_j = \ker(M_j^T)$. As a consequence, the map $\eta : U \to (U/C_1) \oplus (U/C_2)$ in (2.5), which maps $u \in U$ to $M_1 u - M_2 u$, gives the vertical short exact sequence by duality; recall that $\ker(\eta^\vee)$ is isomorphic to $(U/C_1)^\vee \cap (U/C_2)^\vee$; see Lemma 2.1.

By the Grassmann formula and the inequality $i < k + 1$, the linear map $\eta^\vee$ generically maps $T_p$ to a subspace of $U^\vee$, which is isomorphic to $T_p$, as generically we have $\gamma(\ker(\eta^\vee)) \cap j(T_p) = \{0\}$. Then for a general point $p \in X_{(s_1,s_2)}$ we set $\Psi(p) = [(\eta^\vee \circ j)(T_p) \subset U^\vee] \in G(i, U^\vee)$.

Remark 4.6 In general, for any $i$-dimensional subspace $T_p$, the intersection $j(T_p) \cap \ker(\eta^\vee)$ has dimension in $[0, i]$. When this dimension is 0, we saw that $j(T_p)$ can be projected isomorphically onto $U^\vee$, as in Step 1. Therefore, the exceptional locus $\text{Exc}(\Psi)$ of $\Psi$ is given by the points $p$ such that the intersection $j(T_p) \cap \ker(\eta^\vee)$ has dimension greater than or equal to 1. If we denote by $\text{Exc}_j(\Psi)$ the points $p$ such that $\dim(j(T_p) \cap \ker(\eta^\vee)) \leq j$ for $1 \leq j \leq i$, we have a stratification $\text{Exc}_1(\Psi) \subseteq \text{Exc}_2(\Psi) \subseteq \ldots \subseteq \text{Exc}_i(\Psi)$.

4.3.2 Step 2: the general fiber of $\Psi$

Lemma 4.7 The map $\Psi$ is birationally $G$-equivariant.
Proof As claimed in Theorem 4.5, it suffices to prove that there exists a nonempty open set \( \mathcal{U} \) of \( \mathcal{X}_{(s_1,s_2)} \) such that \( \Psi(gp) = \Psi(p) \) for every \( p \in \mathcal{U} \) and every \( g \in \mathcal{G} \). Let \( \mathcal{U} \) be the maximal domain of definition of \( \Psi \). By Step 1, any point \( p \in \mathcal{U} \) defines a vector space \( T_p \) such that \( j(T_p) \cap \gamma(\ker(\eta^\vee)) = \{0\} \). By definition of the group \( \mathcal{G} \), and its elements \( g \), the subspace \( T_p \) is transformed by \( H \) into another \( i \)-dimensional subspace \( T_{gp} \), which can not intersect \( \gamma(\ker(\eta^\vee)) \), as the transformation is bijective. Therefore, \( T_p \) and \( T_{gp} \) are mapped one another by \( H \). As a consequence, they define the same point in the Grassmannian \( G(i, U^\vee) \). This can be summarized by saying that \( \Psi(gp) = \Psi(p) \) for a general point \( p \in \mathcal{X}_{(s_1,s_2)} \) and every \( g \in \mathcal{G} \).

\[ \Delta_1 = \begin{pmatrix} \delta I_i & 0 \\ 0 & V_1 \end{pmatrix}, \quad \Delta_2 = \begin{pmatrix} \delta I_i & 0 \\ 0 & V_2 \end{pmatrix}, \]

where \( V_j \in \text{GL}(h_j + 1 - i) \) for \( j = 1, 2 \) and \( \delta \in \mathbb{C}^* \). Therefore, the general fiber of \( \Psi \) has dimension \( i^2 - 1 \).

Proof Pick the point \( p_c \in \mathcal{X}_{(s_1,s_2)} \) which corresponds to the \( ((\mathbb{C})^2/\mathbb{C}^*)\)-orbit of \( T_p \) and the Grassmann tensor \( \mathcal{F}_c \). An element \( g \) belongs to the stabilizer of \( p_c \) if and only if \( gp_c = p_c \). The Grassmann tensor \( \mathcal{F}_c \) is associated with the orbit \([z\lambda_1\tau_{1,c}z\lambda_2\tau_{2,c}]^T \), where \( \tau_{j,c} \) is given in (2.6) for \( j = 1, 2 \). The action \( g.p_c \) is associated with the \( ((\mathbb{C})^2/\mathbb{C}^*)\) -orbit \([z\alpha_1\tau_{1,c}\Delta_1^T[z\alpha_2\tau_{2,c}\Delta_2^T]^T \). An element \( g \) belongs to the stabilizer of \( p_c \) if and only if \( gp_c = p_c \). Therefore, for every \( z \) and \( \lambda_j \) we have

\[
\begin{pmatrix} z\lambda_j \\ 0 \end{pmatrix} = \tau_{j,c}^T \Delta_2 = \begin{pmatrix} z\lambda_j \alpha_j H^T \\ 0 \end{pmatrix}
\]

This implies that \( H = \frac{I}{\xi a_j} \). Hence the claim is proved because the dimension of the stabilizer is

\[
dim(\text{GL}(h_1 + 1 - i)) + \dim(\text{GL}(h_2 + 1 - i)) + \dim(\text{Z}(\text{GL}(i)) - \dim((\mathbb{C}^*)^2/(\mathbb{C}^*))) =
\]

\[
= (h_1 + 1 - i)^2 + (h_2 + 1 - i)^2,
\]

where \( \text{Z}(\text{GL}(i)) \) is the group of scalar matrices in \( \text{GL}(i) \).

Remark 4.9 Let us consider the point \( p_c \in \mathcal{X}_{(s_1,s_2)} \) that corresponds to the tensor \( \mathcal{F}_c \). The image \( \Psi(p_c) \) is the \( i \)-dimensional subspace in \( U^\vee \) generated by the rows of the matrix \((I_i)[0,h_{i+1-i}][0,h_{j+1-i}] \) due to (2.6). According to Proposition 4.8, the preimage of it with respect to \( \Psi \) is a \( \mathcal{G} \)-orbit corresponding to Grassmann tensors of type \( \bigwedge^{s_2+1} \Delta_1 \mathcal{F}_c \bigwedge^{s_1+1} \Delta_1^T \), where

\[
\Delta_1 = \begin{pmatrix} H & 0 \\ 0 & I_{h_1+1-i} \end{pmatrix}, \quad \Delta_2 = \begin{pmatrix} H & 0 \\ 0 & I_{h_2+1-i} \end{pmatrix},
\]

and \( H \in \text{PGL}(i) \).
4.3.3 Step 3: the map $\Psi$ is surjective

**Corollary 4.10** The rational map $\Psi : \mathcal{X}_{(s_1, s_2)} \rightarrow G(i, U^\vee)$ is dominant.

**Proof** Let $I$ be closure of $\Psi(\mathcal{X}_{(s_1, s_2)})$. By Lemma 4.8, there is an orbit of maximal dimension (that of the point corresponding to $\mathfrak{F}_c$) which is $\dim(G) - \dim(\text{Stab}(\mathfrak{F}_c)) = i^2 - 1$. Therefore, by the Fiber Dimension Theorem, we have

$$\dim(I) \geq \dim(\mathcal{X}_{(s_1, s_2)}) - i^2 + 1 = (k + 1)(h_1 + h_2 - k + 1) - i^2 = \dim(G(i, U^\vee)).$$

Thus, the claim follows. Since a dominant map between projective varieties is surjective, every $i$-dimensional subspace in $U^\vee$ has a preimage under $\Psi$. $\square$

**Remark 4.11** In other words, at least theoretically, given an $i$-dimensional space $W$ in $U^\vee$ it is possible to “reconstruct a bifocal Grassmann tensor,” i.e., a point in the preimage of $W$ under $\Psi$.
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