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Abstract. We study the wellposedness and pathwise regularity of semilinear non-autonomous parabolic evolution equations with boundary and interior noise in an $L^p$ setting. We obtain existence and uniqueness of mild and weak solutions. The boundary noise term is reformulated as a perturbation of a stochastic evolution equation with values in extrapolation spaces.

1. Introduction

In this paper we investigate the wellposedness and pathwise regularity of semilinear non-autonomous parabolic evolution equations with boundary noise. A model example which fits in the class of problems we study is given by

\[
\frac{\partial u}{\partial t}(t, s) = \mathcal{A}(t, s, D)u(t, s) \quad \text{on } (0, T] \times S,
\]

\[
\mathcal{B}(t, s, D)u(t, s) = c(t, u(t, s))\frac{\partial w}{\partial t}(t, s) \quad \text{on } (0, T] \times \partial S,
\]

\[
u(0, s) = u_0(s), \quad \text{on } S.
\]

Here $S \subset \mathbb{R}^d$ is a bounded domain with $C^2$ boundary, $\mathcal{A}(t, \cdot, D) = \text{div}(a(t, \cdot)\nabla)$ for uniformly positive definite, symmetric matrices $a(t, s)$ with the conormal boundary operator $\mathcal{B}(t, s, D)$, $c(t, \xi)$ is Lipschitz in $\xi \in \mathbb{C}$, $(w(t))_{t \geq 0}$ is a Brownian motion for an filtration $\{\mathcal{F}_t\}_{t \geq 0}$ and with values in $L^r(\partial S)$ for some $r \geq 2$, and $u_0$ is an $\mathcal{F}_0$-measurable initial value. Actually, we also allow for lower order terms, interior noise, nonlocal nonlinearities, and more general stochastic terms, see Section 4.

As a first step one has to give a precise meaning to the formal boundary condition in (1.1). We present two solution concepts for (1.1) in Section 3, namely a mild and a weak one, which are shown to be equivalent. Our analysis is then based on the mild version of (1.1), which fits into the general framework of [29] where parabolic non-autonomous evolution equations in Banach spaces were treated. The results in [29] rely on the stochastic integration theory in certain classes of Banach spaces (see [8, 21, 23]). In order to use [29], the inhomogeneous boundary term is reformulated as an additive perturbation of a stochastic evolution equation corresponding to homogeneous boundary conditions. This perturbation maps into a so-called extrapolation space for the realization $A(t)$ of $A(t, \cdot, D)$ in $L^p(S)$ with the boundary condition $\mathcal{B}(t, \cdot, D)u = 0$ (where $p \in [2, r]$). Such an approach was
developed for deterministic problems by Amann in e.g. [5] and [6]. We partly use somewhat different techniques taken from [18], see also the references therein. For this reformulation, one further needs the solution map of a corresponding elliptic boundary value problem with boundary data in \( L^r(\partial S) \) which is the range space of the Brownian motion. Here we heavily rely on the theory presented in [5], see also the references therein. We observe that in [5] a large class of elliptic systems was studied. Accordingly, we could in fact allow for systems in (1.1), but we decided to restrict ourselves to the scalar case in order to simplify the presentation.

We establish in Theorem 4.3 the existence and uniqueness of a mild solution \( u \) to (1.1). Such a solution is a process \( u : [0, T] \times \Omega \to L^p(S) \) where (\( \Omega, P \)) is the probability space for the Brownian motion. We further show that for a.e. fixed \( \omega \in \Omega \) the path \( t \mapsto u(t, \omega) \) is (Hölder) continuous with values in suitable interpolation spaces between \( L^p(S) \) and the domain of \( A(t) \), provided that \( u_0 \) belongs to a corresponding interpolation space a.s.. As a consequence, the paths of \( u \) belong to \( C([0, T], L^q(S)) \) for all \( q < dp/(d-1) \). At this point, we make use of the additional regularity provided by the \( L^p \) approach to stochastic evolution equations.

In [20] an autonomous version of (1.1) has been studied in a Hilbert space situation (i.e., \( r = p = 2 \)) employing related techniques. However, in this paper only regularity in the mean and no pathwise regularity has been treated. In [12] Da Prato and Zabczyk have also investigated boundary noise of Neumann type. They deal with a specific situation where \( a(t) = I \), the domain is a cube and the noise acts on one face which allows more detailed results. See also [3], [13] and [27] for further contributions to problems with boundary noise. As explained in Remark 4.9 we cannot treat Dirichlet type boundary conditions due to our methods. In one space dimension Dirichlet boundary noise has been considered in [4] in weighted \( L^p \)-spaces by completely different techniques.

In the next section, we first recall the necessary material about parabolic deterministic evolution equations and about stochastic integration. Then we study an abstract stochastic evolution equation related to (1.1) in Section 3. Finally, in the last section we treat a more general version of (1.1) and discuss various examples concerning the stochastic terms.

2. Preliminaries

We write \( a \lesssim_K b \) if there exists a constant \( c \) only depending on \( K \) such that \( a \leq cb \). The relation \( a \equiv_K b \) expresses that \( a \lesssim_K b \) and \( b \lesssim_K a \). If it is clear what is meant, we just write \( a \lesssim b \) for convenience. Throughout, \( X \) denotes a Banach space, \( X^* \) its dual, and \( \mathcal{B}(X,Y) \) the space of linear bounded operators from \( X \) into another Banach space \( Y \). If the spaces are real, everything below should be understood for the complexification of the objects under consideration. The complex interpolation space for an interpolation couple \((X_1,X_2)\) of order \( \eta \in (0,1) \) is designated by \([X_1,X_2]_\eta\). We refer to [28] for the relevant definitions and basic properties.

2.1. Parabolic evolution families. We briefly discuss the approach to non-autonomous parabolic evolution equations developed by Acquistapace and Terreni, [2]. For \( w \in \mathbb{R} \) and \( \phi \in [0,\pi] \), set \( \Sigma(\phi,w) = \{ \lambda \in \mathbb{C} : |\arg(z-w)| \leq \phi \} \). A family \( (A(t),D(A(t)))_{t \in [0,T]} \) satisfies the hypothesis (AT) if the following two conditions hold, where \( T > 0 \) is given.
(AT1) $A(t)$ are densely defined, closed linear operators on a Banach space $X$ and there are constants $w \in \mathbb{R}$, $K \geq 0$, and $\phi \in (\frac{\pi}{2}, \pi)$ such that $\Sigma(\phi, w) \subset \varrho(A(t))$ and

$$\|R(\lambda, A(t))\| \leq \frac{K}{1 + |\lambda - w|}$$

holds for all $\lambda \in \Sigma(\phi, w)$ and $t \in [0, T]$.

(AT2) There are constants $L \geq 0$ and $\mu, \nu \in (0, 1]$ such that $\mu + \nu > 1$ and

$$\|A_w(t)\| \leq L|t - s|^\mu(|\lambda| + 1)^{-\nu}$$

holds for all $\lambda \in \Sigma(\phi, 0)$ and $s, t \in [0, T]$, where $A_w(t) = A(t) - w$.

Condition (A1) just means sectoriality with angle $\phi > \pi/2$ and uniform constants, whereas (A2) says that the resolvents satisfy a Hölder condition in stronger norms. In fact, Acquistapace and Terreni have studied a somewhat weaker version of (AT2) and allowed for non dense domains. Later on, we work on reflexive Banach spaces, where sectorial operators are automatically densely defined so that we have included the density assumption in (AT1) for simplicity. The conditions (AT) and several variants of them have intensively been studied in the literature, where also many examples can be found, see e.g. [1, 2, 6, 25, 30]. If (AT1) holds and the domains $D(A(t))$ are constant in time, then the Hölder continuity of $A(t)$ in $B(D(A(t)), X)$ with exponent $\eta$ implies (AT2) with $\mu = \eta$ and $\nu = 1$ (see [2 Section 7]).

Let $\eta \in (0, 1)$, $\theta \in [0, 1]$, and $t \in [0, T]$. Assume that (AT1) holds. The fractional power $(-A_w(t))^{-\theta} \in B(X)$ is defined by

$$(-A_w(t))^{-\theta} = \frac{1}{2\pi i} \int_{\Gamma} (w - \lambda)^{-\theta} R(\lambda, A(t)) \, d\lambda,$$

where the contour $\Gamma = \{ \lambda : \arg(\lambda - w) = \pm \phi \}$ is orientated counter clockwise. The operator $(w - A(t))^{\theta}$ is defined as the inverse of $(w - A(t))^{-\theta}$. We will also use the complex interpolation space $X^\theta = [X, D(A(t))]_{\theta}$. Moreover, the extrapolation space $X^\theta \theta$ is the completion of $X$ with respect to the norm $\|x\|_{X^\theta} = \|(w - A(t))^{-\theta} x\|$. Let $A_{-1}(t) : X \to X^\theta$ be the unique continuous extension of $A(t)$ which is sectorial of the same type. Then $(w - A_{-1}(t))^{\alpha} : X^\theta \to X^\theta$ is an isomorphism, where $0 \leq \theta \leq \alpha + \theta \leq 1$. If $X$ is reflexive, then one can identify the dual space $(X^\theta)^*$ with $D(A(t)^*)$ endowed with its graph norm and the adjoint operator $A_{-1}(t)^* = A(t)^* \in B(D(A(t)^*), X^*)$. We mostly write $A(t)$ instead of $A_{-1}(t)$. See e.g. [6, 18] for more details.

Under condition (AT), we consider the non-autonomous Cauchy problem

$$u'(t) = A(t)u(t), \quad t \in [s, T],$$

$$u(s) = x,$$

for given $x \in X$ and $s \in [0, T]$. A function $u$ is a classical solution of (2.1) if $u \in C([s, T]; X) \cap C^1((s, T]; X)$, $u(t) \in D(A(t))$ for all $t \in (s, T]$, $u(s) = x$, and $\frac{du}{dt}(t) = A(t)u(t)$ for all $t \in (s, T]$. The solution operators of (2.1) give rise to the following definition. A family of bounded operators $(P(t, s))_{0 \leq s \leq t \leq T}$ on $X$ is called a strongly continuous evolution family if

1. $P(s, s) = I$ for all $s \in [0, T]$, 
2. $P(s, T) = 0$ for all $s \in [0, T]$, 
3. $P(s, t)$ is strongly continuous in $s$ for all $t \in [0, T]$. 

Moreover, if $P(s, T) = 0$ for all $s \in [0, T]$, then

$$P(t, s) = \sum_{n=0}^{\infty} H_n(s, t)P(s, t_n),$$

where $s < t_n < t_{n+1}$ and $t_n \to t$ as $n \to \infty$.
(2) $P(t, s) = P(t, r)P(r, s)$ for all $0 \leq s \leq r \leq t \leq T$,
(3) the map $\{(\tau, \sigma) \in [0, T]^2 : \sigma \leq \tau\} \ni (t, s) \mapsto P(t, s)$ is strongly continuous.

The next theorem says that the operators $A(t)$, $0 \leq t \leq T$, ‘generate’ an evolution family having parabolic regularity. It is a consequence of [11] Theorem 2.3, see also [2, 6, 25, 30].

**Theorem 2.1.** If condition (AT) holds, then there exists a unique strongly continuous evolution family $(P(t, s))_{0 \leq s \leq t \leq T}$ such that $u = P(\cdot, s)x$ is the unique classical solution of (2.1) for every $x \in X$ and $s \in [0, T)$. Moreover, $(P(t, s))_{0 \leq s \leq t \leq T}$ is continuous in $\mathcal{B}(X)$ on $0 \leq s \leq t \leq T$ and there exists a constant $C > 0$ such that

$$
\|P(t, s)x\|_{X^1} \leq C(t - s)^{\beta - \alpha}\|x\|_{X^0}
$$

for all $0 \leq \beta \leq \alpha \leq 1$ and $0 \leq s < t \leq T$.

We further recall from [31] Theorem 2.1] that there is a constant $C > 0$ such that

$$
\|P(t, s)(w - A(s))^\theta x\| \leq C(\mu - \theta)^{-1}(t - s)^{-\theta}\|x\|
$$

for all $0 \leq s < t \leq T$, $\theta \in (0, \mu)$ and $x \in D((w - A(s))^\theta)$. Clearly, (2.3) allows to extend $P(t, s)$ to a bounded operator $P_{-\theta}(t, s) : X^1_{\theta} \rightarrow X$ satisfying

$$
\|P_{-\theta}(t, s)(w - A_{-1}(s))^\theta\| \leq C(\mu - \theta)^{-1}(t - s)^{-\theta}
$$

for all $0 \leq s < t \leq T$ and $\theta \in (0, \mu)$. Again, we mostly omit the index $-\theta$.

**2.2. Stochastic integration.** Let $H$ be a separable Hilbert space with scalar product $\langle \cdot, \cdot \rangle$, $X$ be a Banach space, and $(S, \Sigma, \mu)$ be a measure space. A function $\phi : S \rightarrow X$ is called strongly measurable if it is the pointwise limit of a sequence of simple functions. Let $X_1$ and $X_2$ be Banach spaces. An operator-valued function $\Phi : S \rightarrow \mathcal{B}(X_1, X_2)$ will be called $X_1$-strongly measurable if the $X_2$-valued function $\Phi x$ is strongly measurable for all $x \in X_1$.

Throughout this paper $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space with a filtration $(\mathcal{F}_t)_{t \geq 0}$ and $(\gamma_n)_{n \geq 1}$ is a Gaussian sequence; i.e., a sequence of independent, standard, real-valued Gaussian random variables defined on $(\Omega, \mathcal{F}, \mathbb{P})$. An operator $R \in \mathcal{B}(H, X)$ is said to be a $\gamma$-radonifying operator if there exists an orthonormal basis $(h_n)_{n \geq 1}$ of $H$ such that $\sum_{n \geq 1} \gamma_n Rh_n$ converges in $L^2(\Omega, X)$, see [2, 11]. In this case we define

$$
\|R\|_{\gamma(H, X)} := \left( \mathbb{E}\left[ \left\| \sum_{n \geq 1} \gamma_n Rh_n \right\|^2 \right] \right)^{\frac{1}{2}}.
$$

This number does not depend on the sequence $(\gamma_n)_{n \geq 1}$ and the basis $(h_n)_{n \geq 1}$, and defines a norm on the space $\gamma(H, X)$ of all $\gamma$-radonifying operators from $H$ into $X$. Endowed with this norm, $\gamma(H, X)$ is a Banach space, and it holds $\|R\| \leq \|R\|_{\gamma(H, X)}$. Moreover, $\gamma(H, X)$ is an operator ideal in the sense that if $S_1 \in \mathcal{B}(\mathcal{H}, H)$ and $S_2 \in \mathcal{B}(X, \mathcal{X})$, then $R \in \gamma(H, X)$ implies $S_2 RS_1 \in \gamma(H, X)$ and

$$
\|S_2 RS_1\|_{\gamma(H, X)} \leq \|S_2\| \|R\|_{\gamma(H, X)} \|S_1\|.
$$

If $X$ is a Hilbert space, then $\gamma(H, X) = C^2(H, X)$ isometrically, where $C^2(H, X)$ is the space of Hilbert-Schmidt operators. Also for $X = L^p$ there is a convenient characterization of $R \in \gamma(H, L^p)$ given in [10] Theorem 2.3. We use a slightly different formulation taken from [22] Lemma 2.1.

**Lemma 2.2.** Let $(S, \Sigma, \mu)$ be a $\sigma$-finite measure space and let $1 \leq p < \infty$. For an operator $R \in \mathcal{B}(H, L^p(S))$ the following assertions are equivalent.
adapted. If \( \Phi \) \( \in \gamma(H, L^p(S)) \).

(2) There exists a function \( g \in L^p(S) \) such that for all \( h \in H \) we have \( |Rh| \leq \|h\|_H \cdot g \) \( \mu \)-almost everywhere.

Moreover, in this situation we have

\[
\|R\|_{\gamma(H, L^p(S))} \lesssim_p \|g\|_{L^p(S)}.
\]

A Banach space \( X \) is said to have type 2 if there exists a constant \( C \geq 0 \) such that for all finite subsets \( \{x_1, \ldots, x_N\} \) of \( X \) we have

\[
\left( E \left( \sum_{n=1}^N r_n x_n \right)^2 \right)^{\frac{1}{2}} \leq C \left( \sum_{n=1}^N \|x_n\|^2 \right)^{\frac{1}{2}}.
\]

Hilbert spaces and \( L^p \)-spaces with \( p \in [2, \infty) \) have type 2. We refer to \([16]\) for details. We will also need UMD Banach spaces. The definition of a UMD space will be omitted, but we recall that every UMD space is reflexive. We refer to \([11]\) for an overview on the subject. Important examples of UMD spaces are the reflexive scale of \( L^p \), Sobolev, Bessel–potential and Besov spaces.

A detailed stochastic integration theory for operator-valued processes \( \Phi : [0, T] \times \Omega \to \mathcal{B}(H, X) \), where \( X \) is a UMD space, has been developed in \([21]\). The full generality of this theory is not needed here, since we can work with UMD spaces \( X \) of type 2 which allow for a somewhat simpler theory. Instead of of being a UMD space with type 2, one can also assume that \( X \) is a space of martingale type 2 (cf. \([8, 23]\)).

A family \( W_H = (W_H(t))_{t \in \mathbb{R}_+} \) of bounded linear operators from \( H \) to \( L^2(\Omega) \) is called an \( H \)-cylindrical Brownian motion if

(i) \( \{W_H(t_j)h_k : j = 1, \ldots, J; k = 1, \ldots, K\} \) is a Gaussian vector for all choices of \( t_j \geq 0 \) and \( h_k \in H \), and \( \{W_H(t)h : t \geq 0\} \) is a standard scalar Brownian motion with respect to the filtration \( (\mathcal{F}_t)_{t \geq 0} \) for each \( h \in H \);

(ii) \( E(W_H(s)g \cdot W_H(t)h) = (s \wedge t)|g, h|_H \) for all \( s, t \in \mathbb{R}_+ \) and \( g, h \in H \).

Now let \( X \) be a UMD Banach space with type 2. For an \( H \)-strongly measurable and adapted \( \Phi : [0, T] \times \Omega \to \gamma(H, X) \) which belongs to \( L^2((0, T) \times \Omega; \gamma(H, X)) \) one can define the stochastic integral \( \int_0^T \Phi(s) \, dW_H(s) \) as a limit of integrals of adapted step processes, and there is a constant \( C \) not depending on \( \Phi \) such that

\[
E \left\| \int_0^T \Phi(s) \, dW_H(s) \right\|^2 \leq C^2 \|\Phi\|^2_{L^2((0,T) \times \Omega; \gamma(H,X))},
\]

cf. \([8, 21]\) and the references therein. By a localization argument one may extend the class of integrable processes to all \( H \)-strongly measurable and adapted \( \Phi : [0, T] \times \Omega \to \gamma(H, X) \) which are contained in \( L^2(0, T; \gamma(H, X)) \) a.s.. Below we use in particular the next result (see \([8\) and \([21\) Corollary 3.10]).

**Proposition 2.3.** Let \( X \) be a UMD space with type 2 and \( W_H \) be a \( H \)-cylindrical Brownian motion. Let \( \Phi : [0, T] \times \Omega \to \gamma(H, X) \) be \( H \)-strongly measurable and adapted. If \( \Phi \in L^2(0, T; \gamma(H, X)) \) a.s., then \( \Phi \) is stochastically integrable with respect to \( W_H \) and for all \( p \in (1, \infty) \) it holds

\[
\left( E \sup_{t \in [0, T]} \left\| \int_0^t \Phi(s) \, dW_H(s) \right\|^p \right)^{\frac{1}{p}} \lesssim_{X, p} \|\Phi\|_{L^p(\Omega; L^2(0,T;\gamma(H,X)))}.
\]
In the setting of Proposition 2.3 we also have, for $x^* \in X^*$,

$$\langle \int_0^T \Phi(s) \, dW_H(s), x^* \rangle = \int_0^T \Phi(s)^* x^* \, dW_H(s), \quad \text{a.s.,}$$

cf. [21] Theorem 5.9.

3. The abstract stochastic evolution equation

Let $H_1$ and $H_2$ be separable Hilbert spaces, and let $X$ and $Y$ be Banach spaces. On $X$ we consider the stochastic evolution equation

$$\begin{aligned}
{dU(t)} = & \left( A(t)U(t) + F(t, U(t)) + \Lambda_G(t)G(t, U(t)) \right) \, dt \\
& + B(t, U(t)) \, dW_{H_1}(t) + \Lambda_C(t)C(t, U(t)) \, dW_{H_2}(t), \quad t \in [0, T],
\end{aligned}$$

(SE)

Here $(A(t))_{t \in [0, T]}$ is a family of closed operators on $X$ satisfying (AT). The processes $W_{H_1}$ and $W_{H_2}$ are independent cylindrical Brownian motions with respect to $(\mathcal{F}_t)_{t \in [0, T]}$. The initial value is a strongly $\mathcal{F}_0$-measurable mapping $u_0 : \Omega \to X$. We assume that the mappings $\Lambda_G(t) : Y^t \to X \oplus \gamma_{\theta_C}$ and $\Lambda_C(t) : Y^t \to X \oplus \gamma_{\theta_C}$ are linear and bounded, where the numbers $\theta_G, \theta_C \in [0, 1]$ are specified below. In Section 6, the operators $\Lambda_G(t)$ and $\Lambda_C(t)$ are used to treat inhomogeneous boundary conditions. Concerning $A(t)$, we make the following hypothesis.

(H1) Assume that $(A(t))_{t \in [0, T]}$ and $(A(t)^*)_{t \in [0, T]}$ satisfy (AT) and that there exists an $\eta_0 \in (0, 1]$ and a family of Banach spaces $(\tilde{X}_{\eta})_{\eta \in [0, \eta_0]}$ such that

$$\tilde{X}_{\eta_0} \hookrightarrow \tilde{X}_{\eta_1} \hookrightarrow \tilde{X}_{\eta_2} \hookrightarrow \tilde{X}_0 = X \quad \text{for all } \eta_0 > \eta_1 > \eta_2 > 0,$$

and each $\tilde{X}_{\eta}$ is a UMD space with type 2. Moreover, it holds

$$[X, D(A(t))]_{\eta} \hookrightarrow \tilde{X}_{\eta} \quad \text{for all } \eta \in [0, \eta_0],$$

where the embeddings are bounded uniformly in $t \in [0, T]$.

Assumption (H1) has been employed in [29] to deduce space time regularity results for equations of the form (SE), where spaces such as $\tilde{X}_{\eta}$ have been used to get rid of the time dependence of interpolation spaces; see also [19] (H2)). We have included an assumption on $(A(t)^*)_{t \in [0, T]}$ for the treatment of variational solutions. This could be done in a more general way as well, but for us the above setting suffices. Assumption (H1) can be verified in many applications, see e.g. Section 6.

Let $a \in [0, \eta_0)$. The nonlinear terms $F, G, B$ and $C$ in (SE) map as follows:

$$F : [0, T] \times \Omega \times \tilde{X}_a \to X,$$

$$G : \Omega \times \tilde{X}_a \to Y^t,$$

$$B(t) : \Omega \times \tilde{X}_a \to \gamma(H, X_{t-}^{\perp}),$$

$$C(t) : \Omega \times \tilde{X}_a \to \gamma(H_2, Y^t),$$

for each $t \in [0, T]$, where $Y^t$ are Banach spaces. We put $G(t)(\omega, x) = G(t, \omega, x)$, $B(t)(\omega, x) = B(t, \omega, x)$ and $C(t)(\omega, x) = C(t, \omega, x)$ for $(t, \omega, x) \in [0, T] \times \Omega \times X$. Assuming (H1) and $a \in [0, \eta_0)$, we state our main hypotheses on $F, G, B$ and $C$.

(H2) For all $x \in \tilde{X}_a$, the map $(t, \omega) \mapsto F(t, \omega, x)$ is strongly measurable and adapted. The function $F$ has linear growth and is Lipschitz continuous in space uniformly in $[0, T] \times \Omega$; that is, there are constants $L_F$ and $C_F$ such that for all $t \in [0, T], \omega \in \Omega$ and $x, y \in \tilde{X}_a$ we have

$$\|F(t, \omega, x) - F(t, \omega, y)\|_X \leq L_F \|x - y\|_{\tilde{X}_a},$$

and
\[ \|F(t,\omega,x)\|_X \leq CF(1+\|x\|_{\tilde{X}_a}). \]

**(H3)** For all \( x \in \tilde{X}_a \), the map \((t,\omega) \mapsto (-A_w(t))^{-\theta_G}L_G(t)G(t,\omega,x) \in X\) is strongly measurable and adapted. The function \((-A_w)^{-\theta_G}L_G G\) has linear growth and is Lipschitz continuous in space uniformly in \([0,T] \times \Omega\); i.e., there are constants \( L_G \) and \( C_G \) such that for all \( t \in [0,T], \omega \in \Omega \) and \( x,y \in \tilde{X}_a \) we have
\[
\|(-A_w(t))^{-\theta_G}L_G(t)G(t,\omega,x) - G(t,\omega,y)\|_X \leq L_G\|x-y\|_{\tilde{X}_a}, \\
\|(-A_w(t))^{-\theta_G}L_G(t)G(t,\omega,x)\|_X \leq C_G(1+\|x\|_{\tilde{X}_a}).
\]

**(H4)** Let \( \theta_B \in [0,\mu) \) satisfy \( a + \theta_B < \frac{1}{2} \). For all \( x \in \tilde{X}_a \), the map \((t,\omega) \mapsto (-A_w(t))^{-\theta_B}B(t,\omega,x) \in \gamma(H_1,X)\) is strongly measurable and adapted. The function \((-A_w)^{-\theta_B}B\) has linear growth and is Lipschitz continuous in space uniformly in \([0,T] \times \Omega\); that is, there are constants \( L_B \) and \( C_B \) such that for all \( t \in [0,T], \omega \in \Omega \) and \( x,y \in \tilde{X}_a \) we have
\[
\|(-A_w(t))^{-\theta_B}B(t,\omega,x) - B(t,\omega,y)\|_{\gamma(H_1,X)} \leq L_B\|x-y\|_{\tilde{X}_a}, \\
\|(-A_w(t))^{-\theta_B}B(t,\omega,x)\|_{\gamma(H_1,X)} \leq C_B(1+\|x\|_{\tilde{X}_a}).
\]

**(H5)** Let \( \theta_C \in [0,\mu) \) satisfy \( a + \theta_C < \frac{1}{2} \). For all \( x \in \tilde{X}_a \), the mapping \((t,\omega) \mapsto (-A_w(t))^{-\theta_C}C(t,\omega,x) \in \gamma(H_2,X)\) is strongly measurable and adapted. The function \((-A_w)^{-\theta_C}C\) has linear growth and is Lipschitz continuous in space uniformly in \([0,T] \times \Omega\); that is, there are constants \( L_C \) and \( C_C \) such that for all \( t \in [0,T], \omega \in \Omega \) and \( x,y \in \tilde{X}_a \) we have
\[
\|(-A_w(t))^{-\theta_C}C(t,\omega,x) - C(t,\omega,y)\|_{\gamma(H_2,X)} \leq L_C\|x-y\|_{\tilde{X}_a}, \\
\|(-A_w(t))^{-\theta_C}C(t,\omega,x)\|_{\gamma(H_2,X)} \leq C_C(1+\|x\|_{\tilde{X}_a}).
\]

We introduce our first solution concept.

**Definition 3.1.** Assume that \([H1][H5]\) hold for some \( \theta_G, \theta_B, \theta_C \geq 0 \) and \( a \in [0,r_0) \). Let \( r \in (2,\infty) \) satisfy \( \min\{1-\theta_G, \frac{1}{2} - \theta_B, \frac{1}{2} - \theta_C\} > \frac{1}{r} \). We call an \( \tilde{X}_a \)-valued process \((U(t))_{t \in [0,T]}\) a mild solution of \((SE)\) if

1. \( U : [0,T] \times \Omega \to \tilde{X}_a \) is strongly measurable and adapted, and we have \( U \in L^r(0,T;\tilde{X}_a) \) almost surely,
2. for all \( t \in [0,T] \), we have
\[
U(t) = P(t,0)u_0 + P^*F(\cdot,U)(t) + P^*L_G G(\cdot,U)(t) + P^*1B(\cdot,U)(t) + P^*2L_CC(\cdot,U)(t)
\]
in \( X \) almost surely.

Here we have used the abbreviations
\[
P^*\phi(t) = \int_0^t P(t,s)\phi(s) \, ds, \quad P^*k F(t) = \int_0^t P(t,s)\Phi(s) \, dW_{H_k}(s), \quad k = 1,2,
\]
whenever the integrals are well-defined. Under our hypotheses both \( P^*F(\cdot,U)(t) \) and \( P^*L_G G(\cdot,U)(t) \) are in fact well-defined in \( X \). Indeed, for the first one this is clear from \([H2]\). For the second one we may write
\[
P(t,s)L_G(s)G(s,U(s)) = P(t,s)(-A_w(s))^{\theta_G}(-A_w(s))^{-\theta_G}L_G(s)G(s,U(s))
\]
It then follows from [2.4], Hölder's inequality, and [H3] that
\[
\int_0^t \|P(t,s)A_G(s)G(s,U(s))\|_X \, ds \\
\lesssim \int_0^t (t-s)^{-\theta_G} \|(-A_w(s))^{-\theta_G} A_G(s)G(s,U(s))\|_X \, ds \\
\lesssim 1 + \|U\|_{L^r(0,T;\tilde{X}_a)},
\]
using that $1 - \theta_G > \frac{1}{2}$. Similarly one can show that $P \circ_1 B(\cdot, U)(t)$ and $P \circ_2 \Lambda_C C(\cdot, U)(t)$ are well-defined in $X$, taking into account Proposition 2.3. Estimate [2.4], Hölder’s inequality, and [H4] imply that
\[
\int_0^t \|P(t,s)B(s,U(s))\|^2_{L^r(H_1,X)} \, ds \\
\lesssim \int_0^t (t-s)^{-2\theta_B} \|(-A_w(s))^{-\theta_B} B(s,U(s))\|^2_{L^r(H_1,X)} \, ds \\
\lesssim 1 + \|U\|^2_{L^r(0,T;\tilde{X}_a)}
\]
since $\frac{1}{2} - \theta_B > \frac{1}{2}$. In the same way it can be proved that the integral with respect to $W_{H_2}$ is well-defined.

We also recall the definition of a variational solution from [29]. To that purpose, for $t \in [0,T]$, we set
\[
\Gamma_t = \{ \varphi \in C^1([0,t];X^*) : \varphi(s) \in D(A(s)^*) \text{ for all } s \in [0,t] \}
\]
and $\{ s \mapsto A(s)^* \varphi(s) \} \in C([0,t]; X^*)$.

**Definition 3.2.** Assume that [H1] [H5] hold with $a \in [0,\eta_0)$. An $\tilde{X}_a$-valued process $(U(t))_{t \in [0,T]}$ is called a variational solution of (SE) if

(i) $U$ belongs to $L^2(0,T;\tilde{X}_a)$ a.s. and $U$ is strongly measurable and adapted,

(ii) for all $t \in [0,T]$ and all $\varphi \in \Gamma_t$, almost surely we have

\[
\langle U(t), \varphi(t) \rangle - \langle u_0, \varphi(0) \rangle = \int_0^t \langle [U(s), \varphi'(s)] + \langle U(s), A(s)^* \varphi(s) \rangle + \langle F(s,U(s)), \varphi(s) \rangle + \langle \Lambda_G(s)G(s,U(s)), \varphi(s) \rangle \rangle \, ds \\
+ \int_0^t B(s,U(s))^* \varphi(s) \, dW_{H_1}(s) \\
+ \int_0^t (\Lambda_C(s)C(s,U(s)))^* \varphi(s) \, dW_{H_2}(s).
\]

The integrand $B(s,U(s))^* \varphi(s)$ in (3.2) should be read as
\[
((-A_w(s))^{-\theta_B} B(s,U(s)))^* (-A_w(s)^*)^{\theta_B} \varphi(s).
\]
It follows from [H4] that the function $s \mapsto ((-A_w(s))^{-\theta_B} B(s,U(s)))^*$ is $X^*$-strongly measurable. Moreover, the map
\[
s \mapsto (-A_w(s)^*)^{\theta_B} \varphi(s) = (-A_w(s)^*)^{-1+\theta_B} (-A_w(s))^{1+\theta_B} \varphi(s)
\]
belongs to $C([0,t]; X^*)$ by the Hölder continuity of $s \mapsto (-A_w(s))^{-1+\theta_B}$ (cf. [25 (2.10) and (2.11)]) and the assumption on $\varphi$. Using [H4] we thus obtain that the
Theorem 3.4. Assume that (H1)–(H5) hold for some \( \theta_G, \theta_B, \theta_C \geq 0 \) and \( a \in [0, \eta_0]. \) Let \( r \in (2, \infty) \) satisfy \( \max \{ \theta_C, \theta_B \} < \frac{1}{2} - \frac{1}{r} \) and \( \theta_C < 1 - \frac{1}{r}. \) Let \( U : [0, T] \times \Omega \to \tilde{X}_a \) be a strongly measurable and adapted process such that \( U \) belongs to \( L^r(0, T; \tilde{X}_a) \) a.s.. Then \( U \) is a mild solution of (SE) if and only if \( U \) is a variational solution of (SE).

Proposition 3.3. Assume that (H1)–(H5) hold for some \( \theta_G, \theta_B, \theta_C \geq 0 \) and \( a \in [0, \eta_0]. \) Let \( r \in (2, \infty) \) satisfy \( \max \{ \theta_C, \theta_B \} < \frac{1}{2} - \frac{1}{r} \) and \( \theta_C < 1 - \frac{1}{r}. \) Let \( U : [0, T] \times \Omega \to \tilde{X}_a \) be a strongly measurable and adapted process such that \( U \) belongs to \( L^r(0, T; \tilde{X}_a) \) a.s.. Then \( U \) is a mild solution of (SE) if and only if \( U \) is a variational solution of (SE).

Assertions (1) and (2) can be reduced to the case

\[
\begin{align*}
\int dU(t) &= (A(t)U(t) + F(t, U(t)) + B(t, U(t)) dW_H(t), \quad t \in [0, T], \\
U(0) &= u_0.
\end{align*}
\]

taking \( F = F + \lambda_C G \) and \( B = (B, \lambda_C C) \) and \( H = H_1 \times H_2. \) The theorem now follows from \([29, \text{Theorem 6.3}]. \) In view of (2), for assertion (3) we only have to show that \( P(\cdot, 0)u_0 \) has the required regularity, which is proved in \([29, \text{Lemma 2.3}]. \) We note that, in order to apply the above results from \([29] \) here, one has to replace in \([29] \) the real interpolation spaces of type \( (\eta, 2) \) by complex interpolation spaces of exponent \( \eta. \) This can be done using the arguments given in \([29]. \) \( \square \)

4. Boundary noise

Let \( S \subseteq \mathbb{R}^d \) be a bounded domain with \( C^2 \)-boundary and outer unit normal vector of \( n(s). \) On \( S \) we consider the stochastic equation with boundary noise

\[
\begin{align*}
\frac{\partial u}{\partial t}(t, s) &= A(t, s, D)u(t, s) + f(t, s, u(t, s)) \\
&\quad + b(t, s, u(t, s)) \frac{\partial w_1}{\partial t}(t, s), \\
&\quad s \in S, \ t \in (0, T], \\
B(t, s, D)u(t, s) &= G(t, u(t, \cdot))(s) + \tilde{C}(t, u(t, \cdot))(s) \frac{\partial w_2}{\partial t}(t, s), \\
u(0, s) &= u_0(s),
\end{align*}
\]

\( s \in \partial S, \ t \in (0, T], \)

\( u(0, s) = u_0(s), \quad s \in S. \)
Here \( w_k \) are Brownian motions as specified below, and we use the differential operators
\[
\mathcal{A}(t, s, D) = \sum_{i,j=1}^{d} D_i \left( a_{ij}(t, s) D_j \right) + a_0(t, s), \quad \mathcal{B}(t, s, D) = \sum_{i,j=1}^{d} a_{ij}(t, s) a_i(s) D_j.
\]

For simplicity we only consider the case of a scalar equation, but systems could be treated in the same way, cf. e.g. [5, 13].

(A1) We assume that the coefficients of \( \mathcal{A} \) and \( \mathcal{B} \) are real and satisfy
\[
a_{ij} \in C^\mu([0, T]; C(\mathcal{S})), \quad a_{ij}(t, \cdot) \in C^1(\mathcal{S}), \quad D_k a_{ij} \in C([0, T] \times \mathcal{S}),
\]
for a constant \( \mu \in (\frac{1}{2}, 1] \) and all \( i, j, k = 1, \ldots, d \) and \( t \in [0, T] \). Further, let \( (a_{ij}) \) be symmetric and assume that there is a \( \kappa > 0 \) such that
\[
\sum_{i,j=1}^{d} a_{ij}(t, s) \xi_i \xi_j \geq \kappa |\xi|^2 \quad \text{for all } s \in \mathcal{S}, \quad t \in [0, T], \quad \xi \in \mathbb{R}^d.
\]

In the following we reformulate the problem \((1.1)\) as \((1.2)\) thereby giving \((1.1)\) a precise sense. Set \( X = L^p(S) \) for some \( p \in (1, \infty) \). Let \( \alpha \in (0, 2] \) satisfy \( \alpha \leq \frac{1}{p} \neq 1 \). We introduce the space
\[
H^\alpha_{\mathcal{B}(t)}(S)(\alpha,p) = \begin{cases} \{ f \in H^{\alpha,p}(S) : B(t, \cdot, D)f = 0 \}, & \alpha - \frac{1}{p} > 1, \\ H^{\alpha,p}(S), & \alpha - \frac{1}{p} < 1, \end{cases}
\]
where \( H^{\alpha,p}(S) \) denotes the usual Bessel-potential space (see [28]). We also set
\[
\tilde{X}_\eta = H^{2\eta,p}(S) \quad \text{for all } \eta \geq 0.
\]

We further define \( A(t) : D(A(t)) \to X \) by \( A(t)x = A(t, \cdot, D)x \) and
\[
D(A(t)) = \{ x \in H^{2\eta,p}(S) : B(t, \cdot, D)x = 0 \} = H^{2\eta}_{\mathcal{B}(t)}(S).
\]

**Lemma 4.1.** Let \( X = L^p(S) \) and \( p \in (1, \infty) \). Assume that \((A1)\) is satisfied. The following assertions hold.

1. The operators \( A(t), t \in [0, T] \), satisfy (AT) and the graph norms of \( A(t) \) are uniformly equivalent with \( \| \cdot \|_{H^{2\eta,p}(S)} \). In particular, \( (A(t))_{t \in [0, T]} \) generates a unique strongly continuous evolution family \( (P(t, s))_{0 \leq s \leq t \leq T} \) on \( X \).
2. We have \( X_\theta^t = H^\alpha_{\mathcal{B}(t)}(S) \) for all \( \theta \in (0, 1) \) with \( 2\theta - \frac{1}{p} \neq 1 \), as well as \( X_\theta^t = \tilde{X}_\eta = H^{2\eta,p}(S) \) for all \( \eta \in [0, \frac{1}{2} + \frac{1}{2p}] \), in the sense of isomorphic Banach spaces. The norms of these isomorphisms are bounded uniformly for \( t \in [0, T] \).
3. Let \( p \in [2, \infty) \). Then condition \((H1)\) holds with \( \eta_0 = 1/2 \).

**Proof.** (1): See [1] and [30]. Note that \( A(t)^* \) on \( L^{p'}(S) = X^* \) is given by \( A^*(t, \cdot, D)\varphi = A(t, \cdot, D)\varphi \) with \( D(A(t)^*) = H^{2\eta}_{\mathcal{B}(t)}(S) \), and thus also \((A(t)^*)_{0 \leq t \leq T} \) satisfies (AT).

(2): Let \( \theta \in (0, 1) \) and \( p \in (1, \infty) \) satisfy \( 2\theta - \frac{1}{p} \neq 1 \). Then Theorem 5.2 and Remark 5.3(c) in [5] show that
\[
X_\theta^t = \left[ L^p(S), D(A(t)) \right]_\theta = \left[ L^p(S), H^{2\eta}_{\mathcal{B}(t)}(S) \right]_\theta = H^{2\eta}_{\mathcal{B}(t)}(S)
\]
isomorphically, see also [26] Theorem 4.1 and [28] Theorem 1.15.3]. Inspecting the proofs given in [26] one sees that the isomorphisms in (4.3) are bounded uniformly in \( t \in [0, T] \). Similarly, if \( 2\theta - \frac{1}{p} < 1 \), then \( X^{t}_{\theta} = H^{\theta,p}_{\theta(t)}(S) = H^{\sigma,p}(S) = \tilde{X}_{\theta} \).

(3): This is clear from (1), (2) and the definitions. Note that the spaces \( \tilde{X}^{t}_{\theta} \) are UMD spaces with type 2 because they are isomorphic to closed subspaces of \( L^{p} \)-spaces with \( p \in [2, \infty) \).

Remark 4.2. Let the constant \( w \geq 0 \) be given by (AT). In problem (4.1) we replace \( A \) and \( f \) by \( A - w \) and \( f + w \), respectively, without changing the notation. This modification does not affect the assumptions (A1) and (A2), and from now on we can thus take \( w = 0 \) in (AT).

Next, we apply Theorem 9.2 and Remark 9.3(e) of [5] in order to construct the operators \( A_{C}(t) \) and \( A_{D}(t) \). In [5] it is assumed that \( \partial S \in C^{\infty} \). However, the results from [5] used below remain valid under our assumption that \( \partial S \in C^{2} \); due to Remark 7.3 of [5] combined with Theorem 2.3 of [13].

Let \( t \in [0, T] \). In view of our main Theorem 1.1 we consider only \( p \geq 2 \) and \( \alpha \in (1, 1 + \frac{1}{p}) \) though some of the results stated below can be generalized to other exponents. Let

\[
Y = \partial W^{\alpha-p}(S) := W^{\alpha-1-1/p,p}(\partial S)
\]

be the Slobodeckii space of negative order on the boundary which is defined via duality e.g. in (5.16) of [5]. Let \( y \in Y \). Theorem 9.2 and Remark 9.3(e) of [5] give a unique weak solution \( x \in H^{\alpha,p}(S) \) of the elliptic problem

\[
\begin{aligned}
A(t, \cdot, D)x &= 0 \quad \text{on } S, \\
B(t, \cdot, D)x &= y \quad \text{on } \partial S.
\end{aligned}
\]

(Weak solutions are defined by means of test functions \( v \in H^{2-\alpha,p}(S) \), see [9], 9.4].) We set \( N(t)y := x \). Formula (9.15) of [5] implies that the ‘Neumann map’ \( N(t) \) belongs \( B(\partial W^{\alpha,p}(S), H^{\alpha,p}(S)) \) and that the map \( N(\cdot) : [0, T] \to B(\partial W^{\alpha,p}(S), H^{\alpha,p}(S)) \) is continuous.

Concerning the other terms in the first line of (4.1) and the noise terms, we make the following hypotheses.

(A2) The functions \( f, b : [0, T] \times \Omega \times S \times \mathbb{R} \to \mathbb{R} \) are jointly measurable, adapted to \((\mathcal{F}_{t})_{t \geq 0}\), and Lipschitz functions and of linear growth in the third variable, uniformly in the other variables.

(A3) For \( k = 1, 2 \), the process \( w_{k} \) can be written in the form \( i_{k}W_{H_{k}} \), where \( i_{1} \in \gamma(H_{1}, L^{r}(S)) \) for some \( r \in [1, \infty) \) and \( i_{2} \in \gamma(H_{2}, L^{s}(\partial S)) \) for some \( s \in [1, \infty) \), and \( W_{H_{1}} \) and \( W_{H_{2}} \) are independent \( H_{k} \)-cylindrical Brownian motions with respect to \((\mathcal{F}_{t})_{t \geq 0}\).

Supposing that (A2) holds, we define \( F : [0, T] \times \Omega \times X \to X \) by setting \( F(t, \omega, x)(s) = f(t, \omega, x, s(x)) \). Then \( F \) satisfies (H2). We further define the function \( B(t, \omega, x)h \) on \( S \) for \((t, \omega, x) \in [0, T] \times \Omega \times X \) and \( h \in H_{1} \) by means of

\[
B(t, \omega, x)h = b(t, \omega, x(\cdot)) i_{1} h
\]

In Examples 4.7 and 4.8 we give conditions on \( w_{1} \) and \( \theta_{B} \) such that \((-A)^{-\theta_{B}}B \) maps \([0, T] \times \Omega \times X \) into \( \gamma(H_{1}, X) \) and (H4) holds.
Assumption [A3] has to be interpreted in the sense that
\[ w_k(t, s) = \sum_{n \geq 1} (i_k h_n^k)(s) W_{H_k}(t) h_n^k, \quad t \in \mathbb{R}_+, s \in S, \ k = 1, 2, \]
where \((h_n^k)_{n \geq 1}\) is an orthonormal basis for \(H_k\), and the sum converges in \(L^r(S)\) if \(k = 1\) and in \(L^s(\partial S)\) if \(k = 2\). We note that then \((w_k(t, \cdot))_{t \geq 0}\) is a Brownian motion with values in \(L^r(S)\) and \(L^s(\partial S)\), respectively. Conversely, if \((w_k(t, \cdot))_{t \geq 0}, \ k = 1, 2,\) are independent Brownian motions with values in \(L^r(S)\) and \(L^s(\partial S)\), then we can always construct \(i_k\) and \(W_{H_k}\) as above, cf. Example 4.6 below.

We recall that \(H^{\alpha,p}(S) = X^{t}_{\frac{p}{2}}\) for \(t \in [0, T]\) and \(\alpha \in (1, 1 + \frac{1}{p})\) by Lemma 4.1(2). Moreover, the operator \(A(t)\) has bounded imaginary powers in \(X\) (uniformly in \(t \in [0, T]\)), see e.g. Example 4.7.3(d) and Section 4.7 in [6]. It then follows that
\[ H^{\alpha,p}(S) = X^{t}_{\frac{p}{2}} = D((-A(t))^\frac{p}{2}) \]
with uniformly equivalent norms for \(t \in [0, T]\), see e.g. [28, Theorem 1.15.3]. Therefore, the extrapolated operator \(A_{-1}(t)\) maps \(H^{\alpha,p}(S)\) into \(X^{t}_{\frac{p}{2}+\theta}\), and hence
\[ \Lambda(t) = \Lambda_C(t) = \Lambda(t) := -A_{-1}(t) N(t) \in B(Y, X^{t}_{\frac{p}{2}+\theta}) \]
with uniformly bounded norms for \(t \in [0, T]\). Let \(\theta \in [1 - \frac{p}{2}, 1]\). As above, we further obtain \(X^{1}_{\frac{p}{2}+\theta} = H^{\alpha-2+2\theta,p}(S) \hookrightarrow X\), so that
\[ (\Lambda(t))^{-\theta} \Lambda(t) \in B(Y, H^{\alpha-2+2\theta,p}(S)) \]
with uniformly bounded norms for \(t \in [0, T]\).

In order to relate the boundary noise term in (4.1) with (SE), we set
\[ (C(t, \omega, x)h)(s) = \tilde{C}(t, \omega, x)(s)(i_2 h)(s) \]
for \(h \in H_2\). We aim at the mapping property \(C(t, \omega, x) : H_2 \to Y = \partial W^{\alpha,p}(S)\) since it will enable us to verify the hypothesis [H5]. In fact, if \(C(t, \omega, x) \in B(H_2, Y)\), then \((-A(t))^{-\theta} \Lambda(t) C(t, \omega, x)\) maps \(H_2\) continuously into \(H^{\alpha-2+2\theta,p}(S) \hookrightarrow X\) if \(\theta \in [1 - \frac{p}{2}, 1]\). In Examples 4.4 and 4.6 we give conditions on \(\tilde{C}\) and \(i_2\) implying [H5] for \(C\). The deterministic boundary term \(G\) can be treated in a similar way.

We want to present a variational formulation of (4.1), starting with an informal discussion. Let \(\varphi \in \Gamma_t\), where \(\Gamma_t\) is given by (3.4). Then \(\varphi(r) \in D(A(r)^*) = W^{2,p'}_{B(r)}(S)\). Formally, multiplying (4.1) by \(\varphi\), integrating over \([0, t] \times S\), integrating by parts and interchanging the order of integration, we obtain that, almost surely,
\[
\int_S \left[ u(t, s) \varphi(t)(s) - u_0(s) \varphi(0)(s) \right] ds = \int_0^t \int_S u(r, s) [A(r, \cdot, D) \varphi(r) + \varphi'(r)](s) ds dr \]
\[+ \int_0^t \int_S f(r, s, u(r, s)) \varphi(r)(s) ds dr \]
\[+ \int_S \int_0^t b(r, s, u(r, s)) \varphi(r)(s) dw_1(r, s) ds + T_1. \]

In the boundary term \(T_1\) the part with \(\nabla \varphi\) disappears since \(\varphi(r) \in D(A(r)^*)\), and the other term is given by
\[ T_1 = \int_{\partial S} \int_0^t \mathcal{B}(r, \cdot, D)u(r, \cdot) \text{tr}(\varphi(r)) dr d\sigma \]
Theorem 4.3. Let $W$ be a mild solution to (SE) with the above definitions of $A$, $\Lambda$, and $\alpha$. The above calculations thus motivate the following definitions. We say $u(t, s) = U(t)(s)$, $\delta, \theta > 0$ such that $u$ is a variational (resp. mild) solution to (4.1), as introduced in Definition 3.2. Combining this expression with (4.8) we arrive at the definition of a variational and mild solution to the stochastic evolution equation (4.1), as introduced in Definition 3.2. Setting $u(t, s) = U(t)(s)$, equality (4.7) becomes

$$\langle U(t), \varphi(t) \rangle - \langle u_0, \varphi(0) \rangle = \int_0^t \langle U(r), (A(r, \cdot) + \varphi'(r)) \rangle dr + T_1$$

where $tr$ denotes the trace operator on $W_{B(t)}^\varphi(S)$. We now start from the equation (4.7) and rewrite it using (2.7) and the notation introduced above. Setting $u(t, s) = U(t)(s)$, equality (4.7) becomes

$$\langle U(t), \varphi(t) \rangle - \langle u_0, \varphi(0) \rangle = \int_0^t \langle U(r), (A(r, \cdot) + \varphi'(r)) \rangle dr + \int_0^t \langle F(r, U(r)), \varphi(r) \rangle dr + \int_0^t C(r, U(r)) \varphi(r) dW_H_1(r),$$

and the boundary term yields

$$T_1 = \int_0^t \langle G(r, U(r)), \varphi(r) \rangle dr + \int_0^t C(r, U(r)) \varphi(r) dW_H_2(r).$$

Here the brackets denote the duality pairing on $L^p(S)$ and $L^p(\partial S)$, respectively. We claim that for all $x \in W_{B(t)}^\varphi(S)$ it holds

$$tr(x) = \Lambda(t)^* x = (-A_{-1}(t)N(t))^* x.$$ 

Indeed, let $\alpha \in (1, 1 + \frac{1}{p})$, $x \in W_{B(t)}^\varphi(S) = D(A^*(t))$ and $y \in Y = \partial W_{\alpha, p}^\varphi(S)$. Then we have $N(t)y \in H^{\alpha, p}(S)$ and $a(t) \nabla x \cdot n = 0$ on $\partial S$. Observe that $\Lambda(t)^*$ maps $D(A(t)^*)$ into $Y^*$. Integrating by parts and using formula (9.4) of [5], we obtain

$$\langle y, \Lambda(t)^* x \rangle_Y = \langle \Lambda(t)y, x \rangle_{X^*_{-1}} = -\langle N(t)y, A(t)^* x \rangle_X$$

$$= -\int_S N(t)y [\nabla \cdot (a(t) \nabla x) + a_0(t) x] ds$$

$$= 0 + \int_S [(a(t) \nabla N(t)y) \nabla x + a_0(t) (N(t)y) x] ds = \langle y, tr(x) \rangle_Y,$$

which proves the claim. Therefore, $T_1$ becomes

$$T_1 = \int_0^t \langle \Lambda(t)G(r, U(r)), \varphi(r) \rangle dr + \int_0^t \langle \Lambda(t)C(r, U(r)) \varphi(r) \rangle dW_H_2(r).$$

Combining this expression with (4.3) we arrive at the definition of a variational solution to the stochastic evolution equation (4.1), as introduced in Definition 3.2. The above calculations thus motivate the following definitions. We say $u$ is a variational (resp. mild) solution to (4.1) if $U(t)(s) = u(t, s)$ is a variational (resp. mild) solution to (SE) with the above definitions of $A(t), F, \Lambda_G, G, B, \Lambda_C, C$ and $W_{H_C}$. We can now state out main result.

**Theorem 4.3.** Let $p \in [2, \infty)$, $X = L^p(S)$, $\alpha \in (1, 1 + \frac{1}{p})$, $\theta_B \in [0, \frac{1}{2})$, $\theta_C \in (1 - \frac{1}{2}, 1)$ and $\theta_G \in (1 - \frac{1}{2}, 1)$. Assume that (A1) [A3] and (H3) [H5] hold, where $C, G, B, \Lambda_C$ and $\Lambda_G$ are defined above. Let $u_0 : \Omega \to X$ be strongly $\mathcal{F}_0$-measurable. Then the following assertions are true.

1. There exists a unique variational and mild solution $u$ of (4.1) with paths in $C([0, T]; X)$ a.s.
2. For every $\delta, \lambda > 0$ with $\delta + \lambda < \min\{1 - \theta_G, \frac{1}{2} - \theta_B, \frac{1}{2} - \theta_C\}$ there exists a version of $u$ such that $u - P(\cdot, 0)u_0$ in $C^\lambda([0, T]; X_\delta)$ a.s.
(3) If \( \delta, \lambda > 0 \) are as in \([2]\) and if \( u_0 \in \tilde{X}_{\delta+\lambda} \) a.s., then \( u \) has a version with paths in \( C^\lambda([0, T]; \tilde{X}_\delta) \).

Note that we need \( \frac{1}{2} - \theta_C < \frac{2}{2p} < \frac{1}{2p} \). Thus, if \( \frac{1}{2} - \theta_C \geq \frac{1}{2p}, 1 - \theta_C \geq \frac{1}{2p} \) and the other assumptions in Theorem 4.3 hold, then we can take \( \lambda, \delta \geq 0 \) with \( \delta + \lambda < \frac{1}{2p} \) and deduce that \( u - P(\cdot, 0)u_0 \) belongs to \( C^\lambda([0, T]; \tilde{X}_\delta) \) a.s. If we also have \( u_0 \in H^{\frac{1}{2} - \theta}(S) \), then we obtain a solution \( u \) of \((4.11)\) with paths in \( C([0, T]; H^{2\delta, \theta}(S)) \) for all \( \delta < \frac{1}{2p} \). In this case Sobolev’s embedding (see \([28, \text{Theorem 4.6.1}]\)) implies that

\[
u \in C([0, T]; L^p(S)) \quad \text{for all} \quad \begin{cases} \frac{dp}{d} < 2, & \text{if } d \geq 2, \\ q < \infty, & \text{if } d = 1. \end{cases}
\]

**Proof of Theorem 4.3.** The existence and uniqueness of a mild solution with the asserted regularity follows from Theorem 3.4 and the above observations. The equivalence with the variational solution is a consequence of Proposition 3.3. \(\square\)

We now discuss several examples under which \([H4]\) and \([H5]\) hold. The hypothesis \([H3]\) can be treated in the same way. We start with some observations concerning Gaussian random variables \( \xi \) with values in a Banach space \( Z \), see e.g. \([7, 9]\) and the references therein. The covariance \( Q \in \mathcal{B}(Z^*, Z) \) of \( \xi \) is given by \( Qx^* = E(\langle \xi, x^* \rangle) \) for \( x^* \in Z^* \). One introduces an inner product \( [\cdot, \cdot] \) on the range of \( Q \) by setting

\[
[Qx^*, Qy^*] := [Qx^*, y^*] = E(\langle \xi, x^* \rangle \langle \xi, y^* \rangle)
\]

for \( x^*, y^* \in Z^* \), and we define \( ||Qx^*||_H^2 = [Qx^*, Qx^*] \). The reproducing kernel Hilbert space \( H \) of \( \xi \) is the completion of \( QZ^* \) with respect to \( || \cdot ||_H \). Then the identity on \( QZ^* \) can be extended to a continuous embedding \( i : H \hookrightarrow E \), and it holds \( Q = ii^* \). On the other hand, the random variables \( u_k(t, \cdot) \) in \([A3]\) are Gaussian with covariance \( Q_k = ti_ki_k^* \) for all \( t \geq 0 \) and \( k = 1, 2 \).

**Example 4.4.** Let \([A3]\) hold with \( H_2 = L^2(\partial S) \). Assume that covariance operator \( Q_2 \in \mathcal{B}(L^2(\partial S)) \) of \( w_2 \) is compact. Then there exist numbers \( \{\lambda_n\}_{n \geq 1} \in \mathbb{R}_+ \) and an orthonormal system \( \{e_n\}_{n \geq 1} \in L^2(\partial S) \) such that

\[
Q_2 = \sum_{n \geq 1} \lambda_ne_n \otimes e_n
\]

Assume that

\[
\sum_{n \geq 1} \lambda_n ||e_n||_\infty^2 < \infty.
\]

We observe that the operator \( i_2 \) is given by \( i_2 = \sum_{n \geq 1} \sqrt{\lambda_n} e_n \otimes e_n \) and belongs to \( \mathcal{B}(L^2(\partial S), L^\infty(\partial S)) \). Let \( p \in [2, \infty) \). Assume that \( C : [0, T] \times \Omega \times L^p(S) \rightarrow L^p(\partial S) \) is strongly measurable and adapted, as well as Lipschitz and of linear growth in the third variable uniformly in \([0, T] \times \Omega \). Then \([H5]\) holds for \( C = Ci_2 \) with \( a = 0 \) and every \( \theta_C \in (1 - \frac{2}{d}, \frac{1}{2}) \), \( \alpha \in (1, 1 + \frac{1}{p}) \).

**Proof.** Lemma 2.2 implies that \( i_2 \in \gamma(H_2, L^p(\partial S)) \). Fix \( t \in [0, T], \omega \in \Omega \) and \( x, y \in X = L^p(S) \). Denote \( K = ||i_2||_{\mathcal{B}(H_2, L^\infty(\partial S))} \). The embedding \( L^p(\partial S) \hookrightarrow Y = \partial W^{\alpha,p}(S) \) of (2.4) yield

\[
\|C(t, \omega, x) - C(t, \omega, y)\|_{\gamma(H_2, Y)} \lesssim_{p, \alpha} \|C(t, \omega, x) - C(t, \omega, y)\|_{\gamma(H_2, L^p(\partial S))}.
\]

(4.10)
Furthermore, for $h \in H_2$ and $s \in S$ we have
\[
|(C(t, \omega, x) - C(t, \omega, y)h)(s)| = |\tilde{C}(t, \omega, x)(s) - \tilde{C}(t, \omega, y)(s)| |2h(s)|
\leq K|\tilde{C}(t, \omega, x)(s) - \tilde{C}(t, \omega, y)(s)| \|h\|_{H_2}.
\] (4.11)

Lemma 2.2 and the assumptions of the example then imply that
\[
|C(t, \omega, x) - C(t, \omega, y)|_{\gamma(H_2, L^p(\partial S))} \lesssim_p K|\tilde{C}(t, \omega, x) - \tilde{C}(t, \omega, y)|_{L^p(\partial S)}
\leq KL_C\|x - y\|_{L^p(S)}.
\]

Using (4.6), we can now deduce the first part of (H5). The second part is shown in a similar way.

\[\square\]

Remark 4.5. Note that in Example 4.4 the noise could be a bit more irregular since in (4.10) one can still regain some integrability by choosing $\alpha$ and $\theta_C$ appropriately.

Example 4.6. Let $q \in (p, \infty)$ and $s \in [p, \infty)$ satisfy $\frac{1}{p} = \frac{1}{q} + \frac{1}{s}$. We assume that $w_2$ is an $L^s(\partial S)$-valued Brownian motion. Let $H_2$ be the reproducing kernel Hilbert space of the Gaussian random variable $w_2(1) = w_2(1, \cdot)$ with covariance $Q$ and $i_2$ be the embedding of $H_2$ into $L^s(\partial S)$. Then we have $i_2 \in \gamma(H_2, L^s(\partial S))$ (cf. [7], [9] and the references therein for details). It is easy to check that $t^{-1/2}w_2(t)$ also has the covariance $Q$ for $t > 0$. Due to Proposition 2.6.1 in [17] we thus obtain
\[
t^{-1/2}w_2(t) = \sum_{n \geq 1} (t^{-1/2}w_2(t), x_n^*)Qx_n^* \text{ in } X \text{ a.s. for every orthonormal basis } (Qx_n^*)_{n \geq 1} \text{ of } H_2.
\]

Therefore
\[
w_2(t) = \sum_{n \geq 1} \langle w_2(t), x_n^* \rangle Qx_n^*
\]
converges in $X$ a.s. We now define $W_{H_2}(t) : QL^s(\partial S) \to L^2(\Omega)$ by setting
\[
W_{H_2}(t)Qx^* = \sum_{n \geq 1} \langle w_2(t), x_n^* \rangle Qx_n^* = \langle w_2(t), x^* \rangle
\]
for each $x^* \in L^s(\partial S)$ and $t \geq 0$. Then we deduce $\|W_{H_2}(t)Qx^*\|_2^2 = \langle Qx^*, x^* \rangle = \|Qx^*\|_{H_2}^2$ from (4.9), and thus $W_{H_2}$ extends to a bounded operator from $H_2$ into $L^2(\Omega)$. It is easy to check that $W_{H_2}$ is the required cylindrical Brownian motion with $w_2 = i_2W_{H_2}$; i.e., (A3) holds for $k = 2$. Assume that $\tilde{C} : [0, T] \times \Omega \times X \to L^q(\partial S)$ is strongly measurable and adapted, as well as Lipschitz and of linear growth in the third variable uniformly in $[0, T] \times \Omega$. Then (H5) holds for $C = \tilde{C}i_2$, where we take $a = 0$, $\theta_C \in (1 - \frac{\alpha}{2}, \frac{1}{2})$ and $\alpha \in (1, 1 + \frac{1}{p})$.

Proof. Fix $t \in [0, T)$, $\omega \in \Omega$, and $x, y \in X = L^p(S)$. We argue as in the previous example, but in (4.11) we consider $\tilde{C}(t, \omega, x) - \tilde{C}(t, \omega, y)$ as an multiplication operator from $L^s(\partial S)$ to $L^p(\partial S)$.

Using Hölder’s inequality and (2.5), we thus obtain
\[
|C(t, \omega, x) - C(t, \omega, y)|_{\gamma(H_2, L^p(\partial S))} \lesssim_p |C(t, \omega, x) - C(t, \omega, y)|_{L^p(\partial S)}
\leq L_{C}\|x - y\|_{L^p(\partial S)}\|i_2\|_{\gamma(H_2, L^q(\partial S))}.
\]
The first part of (H5) now follows in view of (4.6). The second part can be proved in the same way.

\[\square\]

We now come to condition (H4).
for \( \vartheta \) H"older's inequality, (A2) and (2.5) we can estimate \( x, y \in A \) the fractional power of the corresponding realization \( t \) where the embedding is uniformly bounded for \( \theta \) with the boundary condition \( B \). Then (H4) is satisfied for all \( \theta \).

Remark 4.9. That \( 16 \) Roland Schnaubelt and Mark Veraar

Finally, we consider the white noise situation in the case \( d = 1 \).

Example 4.8. Let \( d = 1 \) and \( p > 2 \) and assume that (A1) \( A3 \) hold with \( i_1 = I \). Then (H4) is satisfied for all \( \theta_B \in (\frac{1}{2p} + \frac{1}{4}, \frac{1}{2}) \).

Proof. Let \( \frac{1}{q} = \frac{1}{p} + \frac{1}{4} \) and \( \theta_B \in (\frac{1}{2p} + \frac{1}{4}, \frac{1}{2}) \). Fix \( t \in [0, T], \, \omega \in \Omega \) and \( x, y \in X = L^p(S) \). Arguing as in the previous example, by means of (4.12), (4.4), H"older’s inequality, (A2) and (2.5) we can estimate

\[
\begin{align*}
\|(-A(t))^{-\vartheta_B} (B(t, \omega, x) - B(t, \omega, y))\| &_{\gamma(H_1, X)} \\
& \lesssim_{\theta_B, p, r, n} \|B(t, \omega, x) - B(t, \omega, y)\|_{\gamma(H_1, L^r(S))} \\
& \leq \|b(t, \omega, x) - b(t, \omega, y)\|_{L^p(S)} \|i_1\|_{\gamma(H_2, L^r(S))} \\
& \leq L_b \|x - y\|_{L^p(S)} \|i_1\|_{\gamma(H_2, L^r(S))}.
\end{align*}
\]

Finally, \( \|b(t, \omega, x) - b(t, \omega, y)\|_{L^p(S)} \|i_1\|_{\gamma(H_2, L^r(S))} \leq L_b \|x - y\|_{L^p(S)} \|i_1\|_{\gamma(H_2, L^r(S))} \).

This proves the first part of (H4). The second part is obtained in a similar way. \( \square \)

In the next remark we explain why one cannot consider Dirichlet boundary conditions with the above methods. This problem was not stated clearly in [20]. In the one dimensional case with \( S = \mathbb{R}_+ \), a version of (1.1) with Dirichlet boundary conditions has been treated in [4] using completely other methods and working on a weighted \( L^p \) space on \( \mathbb{R}_+ \).

Remark 4.9. Since we are looking for a solution in \( X = L^p(S) \), we have to require that \( \alpha - 2 + 2\theta_C \geq 0 \), see (4.6). The restriction \( \theta_C < \frac{1}{2} \) in Theorem 4.4 then leads to \( 1 - \frac{\alpha}{2} \leq \theta_C < \frac{1}{2} \), so that \( \alpha > 1 \). On the other hand, in the case of Dirichlet boundary conditions one has \( \partial W^{\alpha, p}(S) = W^{\alpha - \frac{1}{p}, p}(\partial S) \) and the Neumann map
$N(t)$ has to be replaced by the Dirichlet map $D(t) \in B(\partial W^{\alpha,p}(S), W^{\alpha,p}(S))$, where $D(t)y := x \in W^{\alpha,p}(S)$ is the solution of the elliptic problem
\[
A(t, \cdot, D)x = 0 \quad \text{on } S,
\]
\[
x = y \quad \text{on } \partial S
\]
for a given $y \in \partial W^{\alpha,p}(S)$. To achieve that $\Lambda_C(t) := -\Lambda_{-1}(t)D(t)$ maps into $X'_{\theta_C}$, we need that $H^{\alpha,p}(S) = H^{\alpha,p}_{\theta_{C,S}}(S)$, and hence $\alpha - \frac{1}{p} < 0$ in the Dirichlet case; which contradicts $\alpha > 1$ and $p \geq 1$.
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