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1. Introduction

In 1955, Bartle, Dunford, and Schwartz developed a theory of integration for scalar functions with respect to a $\sigma$–additive Banach-space-valued vector measure $\mu$ defined on a $\sigma$–algebra of sets and used it to give an integral representation for weakly compact operators $u : C(S) \to X$, where $S$ is a compact Hausdorff space and $X$ is a Banach space (see \cite{2}). About fifteen years later, Lewis \cite{29,30} studied a Pettis type weak integral of scalar functions with respect to a $\sigma$-additive vector measure $\mu$ having range in an locally convex Hausdorff $X$. This type of definition has also been considered by Kluvánek in \cite{26}. In honor of these mathematicians in the literature the integral introduced in \cite{29,30}, as well as its variants is called Kluvánek-Lewis integral or briefly, the (KL)–integral. \cite[Theorem 2.4]{30} asserts that the (KL)–integral is the same as the (BDS)–integral (see \cite{26,27} for detailed about (KL)–integral). In 1960s, both Henstock and Kurzweil independently developed the so called Henstock-Kurzweil (HK) integral, an integral able to integrate a much larger class of functions than the Riemann integral and the Lebesgue integral, compatible with the Fundamental Theorem of Calculus. The Henstock-Kurzweil integral provides a tool for integrating highly oscillatory functions which occur in nonlinear analysis and in quantum theory. It is also easy to understand because its definition requires no measure theory. Moreover, all Bochner integrable (in real-valued case Lebesgue integrable) functions are Henstock-Kurzweil (shortly HK) integrable, but not conversely. The Henstock-Kurzweil (in short, (HK))–integral for real-valued functions, defined on abstract sets, with respect to (possibly infinite) non-negative measures, readers can see \cite{1,3,10,13,19,22,23,36,37,38,42} and the references among them. Very recently, Boccuto et al. \cite{4} introduced the Kluvánek–Lewis ((KL)–)integral for Banach valued spaces. In \cite{21} Gould introduced the integral over vector-valued measures.

*The corresponding author.
June 23, 2021.
Precupanu and Croitoru [39, 40] was generalized the gould type integral for Banach space valued functions over multimeasures. Gavrilut [20] investigated a gould type integral with respect to a multisubmeasure. Recently, Candeloro et al. [6, 7] studied about integration theory of multifunctions. It has an important role in applications to several branches of science, like for instance control theory, differential inclusions, game theory, aggregation functions, economics, problems of finding equilibria, and optimization. Since neither the Riemann integral, nor the Lebesgue integral are completely satisfactory concerning the problem of the existence of primitives, different types of integrals extending the previous ones have been introduced and investigated, like Henstock-Kurzweil, McShane, and Pettis integrals. These topics have many connections with measures taking values in abstract spaces, and in particular, the extension of the concept of integrability to set-valued functions can be used in order to obtain a larger number of selections for multifunctions, through their estimates and properties, in several applications (see [8, 9]). In [33, 34] Papageorgious introduced the concept of multivalued integral over set-valued measure and the theory of set valued functions and set valued measures. Kandilakis [24] introduced an integral of bounded real-valued functions with respect to a set-valued measure using the set of Kluvánek-Knowles type integrals. Wu et al. [45] introduced the set-valued Bartle integral which is the set of Bartle-Dunford-Schwartz type integrals. The set-valued Bartle integral has also been deeply considered by Zhang et al. [40] to introduced a multivalued gould type integral for a real-valued function with respect to a set-valued measure (see [39, 40]). In [40], Cai Li Zhou and Fu Gui Shi introduced and studied a new set-valued integral of scalar-valued functions with respect to a set-valued measure. Unlike various ways of defining such an integral (e.g., Papageorgiou way, Kandilakis way, Wu, Zhang, and Wang way), their integral does not depend on measure selections of the given set-valued measure and is a Pettis type set-valued integral of scalar-valued functions with respect to a set-valued measure. The result is an extension of the Kluvánek-Lewis type integral, which is a Pettis type weak integral of scalar-valued functions with respect to a vector-valued measure.

In this paper we study some properties and convergence theorem of Kluvánek-Lewis-Henstock \( \mu \)–integrability for \( \mu \)–measurable functions. We introduce Kluvánek-Lewis-Henstock integrable of scalar-valued functions with respect to a set valued measure in a Banach space. Finally we introduce Lebesgue type dominated convergence theorem for the set-valued Kluvánek-Lewis-Henstock integral.

2. Preliminaries and Definitions

Let \( T \neq \emptyset \) be an abstract set, \( P[T] \) be the class of all subsets of \( T \), \( \Sigma \subset P[T] \) be a \( \sigma \)–algebra, \( X \) be a Banach space, and \( X^* \) be its topological dual. For each \( A \in \Sigma \), let us denote by \( \chi_A \) the characteristic function of \( A \) defined by

\[
\chi_A(t) = \begin{cases} 
1 & \text{if } t \in A, \\
0 & \text{if } t \in T \setminus A.
\end{cases}
\]

Assume \( T \) is a compact topological space and \( \Sigma \) is the \( \sigma \)–algebra of all Borel subsets of \( T \). Let \( \nu : \Sigma \to \mathbb{R} \cup \{+\infty\} \) be a \( \sigma \)-additive non-negative measure. A vector measure is a \( \sigma \)-additive set function \( \mu : \Sigma \to X \). By the Orlicz-Pettis theorem (see also [14, Corollary 1.4]), the \( \sigma \)-additivity of
μ is equivalent to the σ-additivity of the scalar-valued set function \( x^* \mu : A \mapsto x^*(\mu(A)) \) on \( \Sigma \) for every \( x^* \in X^* \). For a literature on vector measures, see also [11, 12, 13, 14, 25, 27, 29, 32, 35, 43] and the references therein. To make our presentation reasonably self-contained, we recalling few definitions and results in this section that we will use in our main section.

The variation \( |\mu| \) of \( \mu \) is defined by

\[
|\mu|(A) = \sup \left\{ \sum_{i=1}^{r} |\mu(A_i)| : A_i \in \Sigma, i = 1, 2, \ldots, r; A_i \cap A_j = \emptyset \text{ for } i \neq j; \bigcup_{i=1}^{r} A_i \subset A \right\}.
\]

We define the semivariation \( \|\mu\| \) of \( \mu \) by

\[
(1) \quad \|\mu\|(A) = \sup_{x^* \in X^*, \|x^*\| \leq 1} |x^*\mu|(A).
\]

**Remark 2.1.** Observe that \( \|\mu\|(A) < +\infty \) for all \( A \in \Sigma \) (see also [13, Corollary 1.19], [32, §1]).

The completion of \( \Sigma \) with respect to \( \|\mu\| \) is defined by

\[
(2) \quad \overline{\Sigma} = \{ A = B \cup N : B \in \Sigma, N \subset M \in \Sigma \text{ with } \|\mu\|(M) = 0 \}.
\]

A function \( f : T \to \mathbb{R} \) is said to be \( \mu \)-measurable if

\[
F^{-1}(B) \cap \{ t \in T : f(t) \neq 0 \} \in \overline{\Sigma}
\]

for each Borel subset \( B \subset \mathbb{R} \).

Observe that from (1) and (2) it follows that every \( \mu \)-measurable real-valued function is also \( x^*\mu \)-measurable for every \( x^* \in X^* \). Moreover, it is readily seen that every \( \Sigma \)-measurable real-valued function is also \( \mu \)-measurable. The complement of \( \sigma(P) \) is \( \overline{\sigma(P)} \) with respect to the semi variation \( \|\mu\| \). We recalling the definition of \( \overline{\sigma(P)} \) as follows:

**Definition 2.2.** [13] \( \overline{\sigma(P)} = \{ E = F \cup N : \ F \in \sigma(P), \ N \subset M \in \sigma(P) \text{ with } \|\mu\| = 0 \} \).

Recalling that \( \|\mu\| \) is a \( \sigma \)-subadditive submeasure on \( \sigma(P) \), then \( \overline{\sigma(P)} \) is a \( \sigma \)-ring and that \( \overline{\sigma(P)} \) contains \( \sigma(P) \). We say that \( \mu \) is \( \Sigma \)-separable (or separable) if there is a countable family \( \mathbb{B} = (B_k)_k \) in \( \Sigma \) such that, for each \( A \in \Sigma \) and \( \varepsilon > 0 \), there is \( k_0 \in \mathbb{N} \) such that

\[
(3) \quad \|\mu\|(A \Delta B_{k_0}) \leq \sup_{x^* \in X^*, \|x^*\| \leq 1} \left| \int_{\Sigma} x^* \mu \right| \leq \varepsilon
\]

(see also [31]). Such a family \( \mathbb{B} \) is said to be \( \mu \)-dense.

Observe that \( \mu \) is \( \Sigma \)-separable if and only if \( \Sigma \) is \( \mu \)-essentially countably generated, namely there is a countably generated \( \sigma \)-algebra \( \Sigma_0 \subset \Sigma \) such that for each \( A \in \Sigma \) there is \( B \in \Sigma_0 \) with \( \mu(A \Delta B) = 0 \). The separability of \( \mu \) is satisfied, for instance, when \( T \) is a separable metrizable space, \( \Sigma \) is the Borel \( \sigma \)-algebra of the Borel subsets of \( T \), and \( \mu \) is a Radon measure (see also [5, Theorem 4.13], [17, Theorem 1.0], [27, §1.3 and §2.6], [41, Propositions 1A and 3]).

A decomposition of a set \( A \in \Sigma \) is a finite collection \( \{(A_1, \xi_1), (A_2, \xi_2), \ldots, (A_N, \xi_N)\} \) such that \( A_j \in \Sigma \) and \( \xi_j \in A_j \) for every \( j \in \{1, 2, \ldots, N\} \), and \( \nu(A_i \cap A_j) = 0 \) whenever \( i \neq j \). A decomposition of subsets of \( A \in \Sigma \) is called a partition of \( A \) when \( \bigcup_{j=1}^{N} A_j = A \). A gauge on a set \( A \in \Sigma \) is a map \( \delta \) assigning to each point \( x \in A \) a neighborhood \( \delta(x) \) of \( x \). If \( D = \{(A_1, \xi_1), (A_2, \xi_2), \ldots, (A_N, \xi_N)\} \) is a decomposition of \( A \) and \( \delta \) is a gauge on \( A \), then we say that \( D \) is \( \delta \)-fine if \( A_j \subset \delta(\xi_j) \) for any \( j \in \{1, 2, \ldots, N\} \).
Any gauge in \([a, +\infty]\) has the form \(\delta(x) = (x - d(x), x + d(x))\), if \(x \in [a, +\infty] \cap \mathbb{R}\), and \(\delta(+\infty) = (b, +\infty) = (b, +\infty) \cup \{+\infty\}\), where \(d\) denotes a positive real-valued function defined on \([a, +\infty)\). Now we define the \textit{Riemann sums} by \(S(f, \mathcal{D}) = \sum_{j=1}^{N} f(\xi_j)\nu(A_j)\) if the sum exists in \(\mathbb{R}\), with the convention 0 \(-\infty) = 0\). Note that for any gauge \(\delta\) there exists at least one \(\delta\)-fine partition \(\mathcal{D}\) such that \(S(f, \mathcal{D})\) is well-defined. A \textit{vector measure} is a \(\sigma\)-additive set function \(\mu : \Sigma \rightarrow X\). By the Orlicz-Pettis theorem (see also \([14, \text{Corollary 1.4}]\)), the \(\sigma\)-additivity of \(\mu\) is equivalent to the \(\sigma\)-additivity of the scalar-valued set function \(x^*\mu : A \mapsto x^*(\mu(A))\) on \(\Sigma\) for every \(x^* \in X^*\).

**Definition 2.3.** \([4, 23]\) A function \(f : T \rightarrow \mathbb{R}\) is said to be \textit{Henstock-Kurzweil integrable} (briefly, \((HK)\)-integrable) on a set \(A \in \Sigma\) if there is an element \(I_A \in \mathbb{R}\) such that for every \(\varepsilon > 0\) there is a gauge \(\delta\) on \(A\) with \(|S(f, \mathcal{D}) - I_A| \leq \varepsilon\), whenever \(\mathcal{D}\) is a \(\delta\)-fine partition of \(A\) such that \(S(f, \mathcal{D})\) exists in \(\mathbb{R}\), and we write

\[
(HK) \int_A f \, d\nu = I_A.
\]

**Definition 2.4.** \([4]\) We say that a \(\Sigma\)-measurable function \(f : T \rightarrow \mathbb{R}\) is \textit{Kluvánek-Lewis-Henstock-Kurzweil} \(\mu\)-integrable, shortly \(((HKL)\) \(\mu\)-integrable) if the following properties hold:

\[
f \text{ is } |x^*|\mu\text{-Henstock-Kurzweil integrable for each } x^* \in X^*,
\]

and for every \(A \in \Sigma\) there is \(x^*_A((HKL)) \in X\) with

\[
x^*(x^*_A((HKL))) = (HK) \int_A f \, d|x^*|\mu \text{ for all } x^* \in X^*,
\]

where the symbol \((HK)\) in (3) denote the usual Henstock-Kurzweil integral of a real-valued function with respect to an (extended) real-valued measure.

A \(\Sigma\)-measurable function \(f : T \rightarrow \mathbb{R}\) is said to be \textit{weakly \((HKL)\) \(\mu\)-integrable} if it satisfies only condition (4). If \(f : T \rightarrow \mathbb{R}\) is a \((HKL)\)-integrable function, then the \textit{Alexiewicz norm} of \(f\) is defined by

\[
\|f\|_{HKL} = \sup_{x^* \in X^*, \|x^*\| \leq 1} \left(\sup_{A \in \Sigma} \|HK\int_A f(t) \, d|x^*|\mu\|\right)
\]

(see also \([44]\)). Observe that, by arguing analogously as in \([22, \text{Theorem 9.5}]\) and \([31, \text{Example 3.1.1}]\), for each \(x^* \in X^*\) we get that \(f = 0 \, |x^*|\mu\)-almost everywhere if and only if \((HK)\int_A f(t) \, d|x^*|\mu = 0\) for every \(A \in \Sigma\). Thus, it is not difficult to see that \(\| \cdot \|_{HKL}\) is a norm. In general, the space of the real-valued Henstock-Kurzweil integrable functions endowed with the Alexiewicz norm is not complete.

**Theorem 2.5.** \([14, \text{Corollary 1.4}]\) (Orlicz-Pettis) Let \(X\) be a Banach space. Then a series \(\sum_{n=1}^{\infty} x_n\) in \(X\) is unconditionally norm convergent whenever it is weakly subseries convergent.

**Proposition 2.6.** \([35, \text{Proposition 1.1.1}]\) Let \(\mathcal{R}\) be a ring of sets in \(T\) and let \(\mu : \mathcal{R} \rightarrow X\) be additive. Then

\[
\|\mu\|(E) = \sup_{\|x^*\| \leq 1} \nu(x^*\mu)(E) \text{ for } E \in \sigma(\mathcal{R}).
\]
Proposition 2.7. [15] Proposition 5] Let $P$ be a $\delta$–ring of subsets of $T$ and let $\nu$ be a $(\sigma$–additive) scalar measure on $P$. If $f : T \to \mathbb{K}$ is $\nu$–integrable, let $\nu(E) = \int_{E} f d\nu$, $E \in \sigma(P)$ then $\nu$ is $\sigma$–additive on $\sigma(P)$, where $\mathbb{K}$ is $\mathbb{C}$ or $\mathbb{R}$.

Proposition 2.8. [29] Theorem 1.3] Let $\Sigma$ be a $\sigma$–ring of sets. If $\nu : \Sigma \to X$ is $\sigma$–additive and if $(E_{n})$ is a convergent sequence in $\Sigma$ with its limit $E$, then $\lim_{n} \|\nu\|(E_{n}) = \|\nu\|(E)$.

Theorem 2.9. (Pettis) Let $\Sigma$ be a $\sigma$–ring of subsets of $T$. Let $\lambda : \Sigma \to [0, \infty]$ be a $\sigma$–subadditive submeasure and let $\nu : \Sigma \to X$ be a $\sigma$–additive then $\nu << \lambda$ if and only if $\nu$ is $\lambda$–continuous.

Proposition 2.10. [35] Proposition 1.1.12] A continuous submeasure $\lambda$ defined on a $\sigma$–ring $\mathcal{R}$ is a $\sigma$–subadditive.

Throughout, we denote by $\sigma(\cdot, A)$ the support function of the set $A \subset X$ defined by

$$
\sigma(x^*, A) = \sup_{x \in A} x^*(x), \ x^* \in X^* 
$$

Let $P_{0}(X) = \{A \subset X : \ \text{A is non empty subset of} \ X\}$. Let $A, B \in P_{0}(X)$, the Hausdorff metric $H$ of $A \& B$ is defined by

$$
H(A, B) = \max\{\sup_{a \in A} d(a, B), \ \sup_{b \in B} d(b, A)\},
$$

where $d(a, B) = \inf_{b \in B} \{\sup_{a \in A} d(a, B), \ \sup_{b \in B} d(b, A)\}$ and $d(a, B) = \inf_{b \in B} ||a - b||$.

Definition 2.11. [40] Definition 1] Let $(T, \Sigma)$ be a measurable space. A set-valued set function $\mathcal{M} : \Sigma \to P_{0}(X)$ is said to be a set valued measure if it satisfies the following two conditions:

1. $\mathcal{M}(\emptyset) = \{0\}$

2. If $A_{1}, A_{2}, \ldots$ are in $\Sigma$ with $A_{i} \cap A_{j} = \emptyset$ for $i \neq j$, then $\mathcal{M}(\sum_{n=1}^{\infty} A_{n}) = \sum_{n=1}^{\infty} \mathcal{M}(A_{n})$, where

$$
\sum_{n=1}^{\infty} \mathcal{M}(A_{n}) = \{x \in X : \ x = \sum_{n=1}^{\infty} x_{n} \text{ (unc.conv)}, \ x_{n} \in \mathcal{M}(A_{n}), \ n \geq 1\}.
$$

In particular $\mathcal{M} : \Sigma \to P_{wkc}(X)$ is a set-valued measure if and only if $\sigma(x^*, \mathcal{M}(\cdot))$ is a scalar valued measure for all $x^* \in X^*$. A vector valued measure $\mu : \Sigma \to X$ satisfying $\mu(A) \in \mathcal{M}(A) \forall A \in \Sigma$ is said to be a selection of the set valued measure $\mathcal{M}$. We denote the set of all selections of $\mathcal{M}$ by $\mathcal{S}_{\mathcal{M}}$.

Recalling that the support function satisfies the property

$$
\sigma(x^*, A + B) = \sigma(x^*, A) + \sigma(x^*, B)
$$

$$
\sigma(x^*, \lambda A) = \lambda(x^*, A)
$$

for all $A, B \in P_{0}(X)$, $x^* \in X^*$ & $\lambda \geq 0$. In particular

$$
H(A, B) = \sup_{||x^*|| \leq 1} |\sigma(x^*, A) - \sigma(x^*, B)|,
$$

whenever $A, B$ are two convex sets.
3. Basic properties of Kluvánek-Lewis-Henstock integrable $\mu$–integral:

In this section we will discuss basic properties of (HKL)$\mu$–integrable function which are $\mu$–measurable.

**Definition 3.1.** If $f$ is $\mu$–measurable, then there exists $M \in \sigma(P)$ with $||\mu||(M) = 0$ such that $f_{\chi_{T\setminus M}}$ is (HKL) $\mu$–integrable in $T$, then we say that $f$ is (HKL) $\mu$–integrable in $T$, and in that case we define

$$\begin{align*}
\text{(HKL)} \int_E f \, d|x^*\mu| & = (\text{HKL}) \int_E f_{\chi_{T\setminus M}} \, d|x^*\mu| \text{ for } E \in \sigma(P).
\end{align*}$$

and

$$\begin{align*}
\text{(HKL)} \int_T f \, d|x^*\mu| & = (\text{HKL}) \int_M f_{\chi_{T\setminus M}} \, d|x^*\mu|.
\end{align*}$$

Let $f$ be $\mu$–measurable and let it be (HKL) $\mu$–integrable in $T$ with $M$ as in Definition 3.1. If $M_i \in \sigma(P)$ with $||\mu||(M_i) = 0$ is such that $f_{\chi_{T\setminus M_i}}$ is $\sigma(P)$–measurable, then it can easily be shown that $f_{\chi_{T\setminus M_i}}$ is also (HKL)$\mu$–integrable in $T$ and $(\text{HKL}) \int_E f_{\chi_{T\setminus M_i}} \, d|x^*\mu|$ for $E \in \sigma(P) \cup \{T\}$. Consequently $(\text{HKL}) \int_E f \, d|x^*\mu|$ is well defined and does not depend on the particular choice of the $|x^*\mu|$–null set $M$ in Definition 3.1. From now onward we denote the notation $|x^*\mu|$ as $m$. $\mathcal{H}(\mu)$ denotes the class of all $\mu$–measurable scalar functions on $T$ which are (HKL) $\mu$–integrable in $T$.

It is observe that if $A, B \in \Sigma, B \subset A$ and $f : T \to \mathbb{R}$ is (HKL)-integrable on $A$, then $f$ is also (HKL)-integrable on $B$ and on $A \setminus B$, and

$$\begin{align*}
(\text{HKL}) \int_A f(t) \, dm & = (\text{HKL}) \int_B f(t) \, dm + (\text{HKL}) \int_{A \setminus B} f(t) \, dm.
\end{align*}$$

**Theorem 3.2.** Let $f : T \to K$ or $[−\infty, \infty]$ and let $s$ be a $P$-simple function. Then the following hold:

1. If $s = \sum_{i=1}^{r} \alpha_i \chi_{E_i}$ is $P$–simple with $(\alpha_i)_1 \subset K$, $(E_i)_1 \subset P$ and $E_i \cap E_j = \emptyset$ for $i \neq j$, then $s$ is $\mu$–integrable in $T$ and $(\text{HKL}) \int_E s \, dm = \sum_{i=1}^{r} \alpha_i \mu(E_i \cap E)$ for $E \in \sigma(P)$. Consequently $||\mu||(E) = \sup \{ ||(\text{HKL}) \int_E s \, dm| : s \text{ $P$–simple, } |s(t)| \leq \chi_{E}(t), t \in T \}.$

2. If $f$ is (HKL)$\mu$–integrable in $T$, then $\nu(\cdot) : \sigma(P) \to X$ given by $\nu(\cdot) = (\text{HKL}) \int_{(\cdot)} f \, dm$ is $\sigma$–additive in norm.

3. If $\nu(\cdot)$ as in (2), then
   
   (a) $||\nu||(E) = \sup_{|x^*| \leq 1} \int_E |f| \, d\nu(m), \ E \in \sigma(P)$.
   
   (b) $\lim_{||\nu|| \to 0} \nu(E) = \lim_{||\mu||(E) \to 0} ||\nu||(E) = 0, \ E \in \sigma(P)$.

4. $\mathcal{H}(\mu)$ is a vector space over $K$ with respect to pointwise addition and scalar multiplication. Moreover, for $E \in \sigma(P)$ fixed, the mapping $f \to (\text{HKL}) \int_E f \, dm$ is linear on $\mathcal{H}(\mu)$. Consequently $\int_E s \, dm = \sum_{i=1}^{r} \alpha_i \mu(E_i \cap E)$ for $E \in \sigma(P)$ and for $s = \sum_{i=1}^{r} \alpha_i \chi_{E_i}$, with $(E_i)_1 \subset P$ not necessarily mutually disjoint.

**Proof.** Without loss of generality we shall assume that all the $\mu$–measurable functions considered here are further $\sigma(P)$–measurable.
(1) is very obvious. Using Theorem 2.3 we can prove (2).

3(a) Using (2) and Proposition 2.6 and Proposition 2.7

3(b) If \( ||\mu||(E) = 0 \), \( E \in \sigma(P) \) then \( \nu(x^*\mu)(E) = 0 \) for each \( x^* \in X^* \). Now by part 3(a) we get \( ||\nu||(E) = 0 \). As \( ||\mu|| \) and \( ||\nu|| \) are non negative, monotone and \( \sigma \)-subadditive on the \( \sigma \)-ring \( \sigma(P) \) then \( f \) is \( (HKL)\mu \)-integrable in \( T \) implies \( \nu(.) = (HKL)\int f dm \) is \( \sigma \)-additive in norm. Also by Proposition 2.8 \( ||\nu|| \) is continuous on \( \sigma(P) \). From the fact \( ||\nu(E)|| \leq ||\nu||((E), E \in \sigma(P)) \) finally gives

\[
\lim_{||\mu|| \to 0} \nu(E) = \lim_{||\mu||((E) \to 0} ||\nu||((E), E \in \sigma(P)).
\]

(4) It is very obvious, so we leave for readers. \( \square \)

**Theorem 3.3.** For a set \( A \in T \), let \( P \cap A = \{ B \cap A : B \in P \} \). If \( f \) is an \( \mu \)-measurable function on \( T \) and if \( f \) is \( \mu \)-essentially bounded in a set \( A \in P \), then \( f \) is \( (HKL)\mu \)-integrable in each \( B \in P \cap A \) and

\[
|(HKL)\int_B fd\mu| \leq (\text{ess sup}_{t \in A}|f(t)||\mu||(B), \ B \in \sigma(P) \cap A = P \cap A.
\]

**Proof.** Let \( A \in P \) and \( R = \text{ess sup}_{t \in A}|f(t)| \) then there exists \( M_1 \in \sigma(P) \cap A = P \cap A \) with \( ||\mu||((M_1) = 0 \) such that \( \sup_{t \in A \setminus M_1} |f(t)| = \mathcal{R} \). Let \( \Sigma_A = P \cap A \) then \( \Sigma_A \) is \( \sigma \)-ring of subset of \( A \) also \( f_{x_A \setminus M_1} \) is \( \Sigma_A \)-measurable and bounded then there exists a sequence \( (s_n)_{n=1}^{\infty} \) of \( \Sigma_A \)-simple function such that \( s_n \to f_{x_A \setminus M_1} \) uniformly in \( A \) with \( |s_n| \to f \) in \( A \). Let \( B \in \Sigma_A \) then for \( \epsilon > 0 \) there exists \( n_0 \) such that \( ||s_n - s_m||_A ||\mu||(A) < \epsilon \) for \( n, m > n_0 \). Consequently,

\[
|\int_B s_n d\mu - \int_B s_m d\mu| \leq ||s_n - s_m||_B ||\mu||(B) \\
\leq ||s_n - s_m||_A ||\mu||(A) \\
< \epsilon \ \forall \ n, m \geq n_0.
\]

So, for each \( B \in \Sigma_A \) there exists a vector \( x_B^{(HK)} \in X \) such that \( \lim_{n \to \infty} \int_B s_n d\mu = x_B^{(HK)} \). By Lebesgue Dominated Convergence Theorem on \( \sigma \)-algebra \( \Sigma_A \) for scalar measure

\[
x^*(x_B^{(HK)}) = \lim_{n \to \infty} (HK) \int_B s_n d(x^*\mu)
\]

for each \( x^* \in X^* \) and for each \( B \in \Sigma_A \), thus \( f \) is \( (HKL) \mu \)-integrable in \( A \) and

\[
(HKL) \int_B f d\mu = x_B^{(HK)} \text{, for each } B \in \Sigma_A.
\]

So,

\[
|\int_B f d\mu| = |x_B^{(HK)}| \\
= \lim_{n \to \infty} (HK) \int_B s_n d\mu| \\
\leq \mathcal{R} ||\mu||((B)
\]

for \( B \in \Sigma_A \). Hence the complete proof. \( \square \)
Theorem 3.4. If \( \phi \) is an \( \mu \)-essentially bounded \( \mu \)-measurable scalar function on \( T \) and if \( f \in \mathcal{H}(\mu) \), then \( \phi f \) is \( (HKL) \) \( \mu \)-integrable in \( T \) and

\[
(HKL) \int_T f d(|x^* \mu|) = (HKL) \int_T \chi_E f d(|x^* \mu|).
\]

**Proof.** Let \( \text{ess sup}_{t \in T} |\phi(t)| = \mathfrak{R} \) and let \( \mu(, ) = (HKL) \int_E f |x^* \mu| \) on \( \sigma(P) \), then \( \mu \) is \( \sigma \)-additive on \( \sigma(P) \) and \( \sigma(P) \)-measurable function \( \phi \) is also \( \mu \)-essential bounded hence \( \phi \) is \( (HKL) \mu \)-integrable in \( T \). Let \( (HKL) \int_E \phi d\mu = x^{(HK)}_E \) for \( E \in \sigma(P) \). Now

\[
x^*(x^{(HK)}_E) = (HKL) \int_E \phi d(|x^* \mu|)
\]

for \( E \in \sigma(P) \) and \( x^* \in X^* \). Using [35, Proposition 1.1.18], Lebesgue Dominated Convergence Theorem for \((KL)\)-integral and [1] Theorem 3 it can be extended to a general \( \sigma(P) \)-measurable \( x^* \mu \)-integrable function \( \phi \). Hence \( \phi f \) is \( (HKL) \mu \)-integrable in \( T \) also if \( E \in \sigma(P) \) and \( f \) is \( (HKL) \mu \)-integrable in \( T \) that is if \( (HKL) \int_T f d|x^* \mu| = x^{(HK)}_E \in X \), then

\[
x^*(x^{(HK)}_E) = (HKL) \int_T \phi d(|x^* \mu|)
\]

for \( x^* \in X^* \). \( \square \)

**Theorem 3.5.** If \( u \in \mathcal{H}(X,Y) \), then \( u \mu : P \to X \) is a \( \sigma \)-additive and \( f \) is \( (HKL)u \mu \)-integrable in \( T \) whenever \( f \) is \( (HKL) \mu \)-integrable in \( T \). In that case,

\[
u(HKL) \int_T f d\mu = (HKL) \int_T f d(u \mu) \quad \text{for} \quad E \in \sigma(P).
\]

**Proof.** Since \( u \mu : P \to X \) is \( \sigma \)-additive so, \( u \mu : P \to Y \) is \( \sigma \)-additive for \( y^* \in Y^* \), \( y^* u \in X^* \) and hence the proof. \( \square \)

3.1. \( \mu \)-a.e. version of convergences.

**Theorem 3.6.** (Dominated Convergence Theorem \( \mu \)-a.e. convergence version) Let \( f_n, n \in \mathbb{N} \) be \( \mu \)-measurable with values in \( K \) or \([-\infty, \infty]\) and let \( g : T \to K \) be \( (HKL) \) \( \mu \)-integrable in \( T \).

Suppose \( f_n(t) \leq |g(t)| \) \( \mu \)-a.e. in \( T \) for all \( n \). If \( f : T \to K \) and if \( f_n(t) \to f(t) \) \( \mu \)-a.e. in \( T \) then \( f, f_n, n \in \mathbb{N} \) are \( (HKL) \mu \)-integrable in \( T \) and \( (HKL) \int_T f d\mu = \lim_{n \to \infty} (HKL) \int_T f_n d\mu, E \in \sigma(P), \) where the limit is uniform with respect to \( E \in \sigma(P) \). Moreover,

\[
\lim_{n \to \infty} \sup_{|x^*| \leq 1} \int_T |f_n - f| d|\mu|(|x^* \mu|) = 0.
\]

**Proof.** Let us consider that all the \( \mu \)-measurable functions are \( \sigma(P) \) measurable. Let \( \nu(E) = (HKL) \int_E g d|x^* \mu|, E \in \sigma(P) \), then by Theorem [32, 2], \( \nu \) is \( \sigma \)-additive on \( \sigma(P) \). Let \( f_n, n \in \mathbb{N} \) are \( (HKL) \mu \)-integrable in \( T \). As \( f_n \to f \) \( \mu \)-a.e. in \( T \) then clearly \( f \) is \( \sigma(P) \) measurable. This means \( f \) is \( (\sigma(P)) \)-measurable. Moreover, \( |f| \leq |g| \mu \)-a.e. in \( T \). From the [32, Theorem 2.1.5(vii)], \( f \) is \( (HKL) \mu \)-integrable in \( T \) then there exists \( M \in \sigma(P) \) with \( |\mu|(E) = 0 \) such that \( g \) is finite on \( T \setminus M \) and \( f_n(t) \to f(t) \) for \( t \in T \setminus M \). Let \( F = \bigcup_{n=1}^\infty N(f_n) \cap (T \setminus M) = \bigcup_{n=1}^\infty (f_n \chi_{T \setminus M}) \) then
$F \in \sigma(P)$ and $f_n \chi_{T \setminus M} \to f \chi_{T \setminus M}$ pointwise in $T$. Using the [13] Corollary 5, $\nu$ has a control measure $\mu_0 : \sigma(P) \to [0, \infty)$. Thus for $\varepsilon > 0$ there exists a $\delta > 0$ such that $\mu_0(E) < \delta$ implies $||\nu||(E) < \varepsilon$. Now by Egoroff-Lusin Theorem there exists a set $N \in \sigma(P) \cap F$ with $\mu_0(N) = 0$ and a sequence $\{F_k\}_{k=1}^{\infty} \subset P$ with $F_k$ converges in $F \setminus N$ such that $f_n \to f$ uniformly in each $F_k$. As $\mu_0(F \setminus N \setminus F_k) \to 0$ there exists $k_0$ such that $\mu_0(F \setminus N \setminus F_k) < \delta$ for $k \geq k_0$. Since $\mu_0(N) = 0$, $||\nu||(N) = 0$ and $||\mu||(M) = 0$ therefore $||\nu||(M) = 0$ and since $f_n \to f$ uniformly in $F_k$ then there exists $n_0$ such that $||f_n - f||_{F_{k_0}}||\mu||(F_{k_0}) < \varepsilon \forall n \geq n_0$. For $E \in \sigma(P)$ and for $|x^*| \leq 1$ with [13] Proposition 4 §8 with the fact $\mu_0(F \setminus N \setminus F_{k_0}) < \delta$ and $||\nu||(N) = ||\nu||(M) = 0$ we get

$$x^*(HKL)\int_E f_n d\mu - x^*(HKL)\int_E f d\mu$$

$$= (HK)\int_E (f_n - f) d(|x^*|\mu)$$

$$\leq (HK)\int_E |f_n - f| d\mu(|x^*\mu|)$$

$$\leq (HK)\int_{E \cap F_{k_0}} |f_n - f| d\mu(|x^*\mu|) + (HK)\int_{E \cap (T \setminus F_{k_0})} |f_n - f| d\mu(|x^*\mu|)$$

Finally from [13] Proposition 8 §8 and the Theorem 3.2(3) we have

$$|(HK)\int_E f_n d\mu - (HK)\int_E f d\mu| \leq \sup_{|x^*| \leq 1} (HK)\int_E |f_n - f| d\mu(|x^*\mu|)$$

$$\leq \varepsilon$$

for $n \geq n_0$ and for all $E \in \sigma(P)$. \hfill \Box

**Theorem 3.7.** (Bounded Convergence Theorem $\mu$-a.e. convergence version): Let $P$ be a $\sigma-$ring. Let $f_n, n \in \mathbb{N}$, be $\mu-$measurable with values in $K$ or in $[-\infty, \infty]$ and let $K$ be a positive constant such that $|f_n(t)| \leq K$ $\mu$-a.e. in $T$ for all $n$. If $f : T \to K$ and $f_n(t) \to f(t)$ $\mu$-a.e. in $T$ then $f, f_n, n \in \mathbb{N}$ are $(HK) \mu$-integrable in $T$ and $(HK) \int_T f dm = \lim_n (HK) \int_T f_n dm$ for $E \in S$, the limit being uniform with respect to $E \in S$.

**Proof.** Since $P$ is a $\sigma-$ring and as the constant functions are $(HK)\mu$-integrable in $T$ so the proof follows from Theorem 3.6. \hfill \Box

4. **Set valued Kluvánek-Lewis-Henstock integral**

Let $HK(T, \mathbb{R}, |\mathcal{M}|)$ be the space of all functions $f : T \to \mathbb{R}$ which are $\Sigma-$measurable and $|\mathcal{M}|-$integrable.

**Definition 4.1.** Let $\mathcal{M} : \Sigma \to P_{wkc}(X)$ be a set-valued measure and $f : T \to \mathbb{R}$ an element of $HK(T, \mathbb{R}, |\mathcal{M}|)$, $f$ is said to be Kluvánek-Lewis-Henstock integrable with respect to $\mathcal{M}$ (for short) $(KHL)\mathcal{M} -$integrable if

1. $f$ is $\sigma(x^*, \mathcal{M}(.))-$integrable for each $x^* \in X^*$.
2. For each $A \in \Sigma$, there exists a $W^H_A \in P_{wkc}(X)$ such that

$$\sigma(x^*, W^H_A) = (HK)\int_A f(w) d\sigma(x^*, \mathcal{M}(w))$$

for each $x^* \in X^*$. 
In this case, we write \( W^H_A = (HKL) \int_A f(w)d\mathcal{M}(w) \) for each \( A \in \Sigma \) and call it set-valued Kluvánek-Lewis-Henstock integral of \( f \) with respect to \( \mathcal{M} \) on \( A \).

**Remark 4.2.** The set-valued Kluvánek-Lewis-Henstock integral is generalization of the Kluvánek-Lewis-Henstock integral. When the set-valued measure \( \mathcal{M} \) is degenerated into a vector-valued measure \( \mu \) the set \( W^H_A \) is reduced to a vector in \( X \) and the equality

\[
\sigma(x^*, W^H_A) = (HK) \int_A f(w)d\sigma(x^*, \mathcal{M}(w))
\]

turns into

\[
x^*(W^H_A) = (HK) \int_A f(w)dx^* \mu(w) \text{ for each } x^* \in X^*.
\]

**Example 4.3.** Let \( \mathcal{M}: \Sigma \rightarrow P_{wkc}(X) \) be a set-valued measure. If \( f = \sum_{i=1}^{n} X_i \xi_{A_i} \) is a non-negative simple function, then \( f \) is \((HKL)\mathcal{M}-\text{integrable} and

\[
(HKL) \int_A f(w)d\mathcal{M}(w) = \sum_{i=1}^{n} \lambda_i(\mathcal{M}(A_i \cap A)) \text{ for each } A \in \Sigma.
\]

Some properties of the set-valued Kluvánek-Lewis-Henstock integrals are

**Theorem 4.4.** Let \( \mathcal{M}: \Sigma \rightarrow P_{wkc}(X) \) be a set-valued measure, \( f, g: T \rightarrow \mathbb{R}(HKL)\mathcal{M}-\text{integrable} and \lambda \geq 0. Then

1. \( f + g \) is \((HKL)\mathcal{M}-\text{integrable} and

\[
(HKL) \int_A (f(w) + g(w))d\mathcal{M}(w) = (HKL) \int_A f(w)d\mathcal{M}(w) + (HKL) \int_A g(w)d\mathcal{M}(w) \text{ for each } A \in \Sigma.
\]

2. \( \lambda f \) is \((HKL)\mathcal{M}-\text{integrable} and \( (HKL) \int_A \lambda f(w)d\mathcal{M}(w) = \lambda (HKL) \int_A f(w)d\mathcal{M}(w) \text{ for each } A \in \Sigma.
\]

**Proof.** (1) Since \( f \) and \( g \) are \((HKL)\mathcal{M}-\text{integrable} and \( f \) and \( g \) are \( \sigma(x^*, \mathcal{M}(\cdot)) \)-integrable for each \( x^* \in X^* \) and there exist \( (HKL) \int_A f(w)d\mathcal{M}(w), \ (HKL) \int_A g(w)d\mathcal{M}(w) \) in \( P_{wkc}(X) \) such that

\[
\sigma(x^*, (HKL) \int_A f(w)d\mathcal{M}(w)) = \int_A f(w)d\sigma(x^*, \mathcal{M}(w))
\]

\[
\sigma(x^*, (HKL) \int_A g(w)d\mathcal{M}(w)) = \int_A g(w)d\sigma(x^*, \mathcal{M}(w))
\]

for each \( A \in \Sigma \) and \( x^* \in X^* \). Obviously, \( f + g \) is \( \sigma(x^*, \mathcal{M}(\cdot)) \)-integrable and by properties of support functions, we have

\[
\sigma(x^*, (HKL) \int_A f(w)d\mathcal{M}(w) + (HKL) \int_A g(w)d\mathcal{M}(w))
\]

\[
= \sigma(x^*, (HKL) \int_A f(w)d\mathcal{M}(w)) + \sigma(x^*, (HKL) \int_A g(w)d\mathcal{M}(w))
\]

\[
= (HKL) \int_A f(w)dx^* \mathcal{M}(w) + (HKL) \int_A g(w)dx^* \mathcal{M}(w)
\]

\[
= (HKL) \int_A \{f(w) + g(w)\}dx^* \mathcal{M}(w)
\]
for each $A \in \Sigma$ and $x^* \in X^*$.

Since $(HKL)\int_A f(w)d\mathcal{M}(w) = (HKL)\int_A g(w)d\mathcal{M}(w) \in P_{wkc}(X)$. It follows that $f + g$ is 
$(HKL)\mathcal{M}$–integrable and

$$(HKL)\int_A (f(w) + g(w))d\mathcal{M}(w) = (HKL)\int_A f(w)d\mathcal{M}(w) + (HKL)\int_A g(w)d\mathcal{M}(w)$$

for each $A \in \Sigma$.

(2)

$$\sigma(x^*, \lambda(HKL)\int_A f(w)d\mathcal{M}(w)) = \lambda\sigma(x^*, (HKL)\int_A f(w)d\mathcal{M})$$

$$= \lambda(HK)\int_A f(w)d\sigma(x^*, \mathcal{M}(w))$$

$$= (HK)\int_A \lambda f(w)d\sigma(x^*, \mathcal{M}(w)).$$

For each $x^* \in X^*$, $A \in \Sigma$ and $\lambda \geq 0$. Since $(HKL)\int_A f(w)d\mathcal{M}(w) \in P_{wkc}(X)$, we have $\lambda(HKL)\int_A f(w)d\mathcal{M}(w) \in P_{wkc}(X)$. Thus $\lambda f$ is $(HKL)\mathcal{M}$–integrable and $\lambda f$ is

$(HKL)\mathcal{M}$–integrable and $(HKL)\int_A \lambda f(w)d\mathcal{M}(w) = \lambda(HKL)\int_A f(w)d\mathcal{M}(w)$ for each $A \in \Sigma$.

\textbf{Theorem 4.5.} Let $(T, \Sigma, \mu)$ be a non negative finite measure space. If $\mathcal{M} : \Sigma \to P_{wkc}(X)$ is a

$\mu$–continuous set valued measure and $f : T \to \mathbb{R}$ is $(HKL)\mathcal{M}$–integrable, then $\mathfrak{M} : \Sigma \to P_{wkc}(X)$

defined by $\mathfrak{M}(A) = (HKL)\int_A f(w)d\mathcal{M}(w)$ $\forall A \in \Sigma$ is $\mu$–continuous set-valued measure.

\textbf{Proof.} Clearly

$$\sigma(x^*, \mathfrak{M}(\emptyset)) = \sigma(x^*, (HKL)\int_\emptyset f(w)d\mathcal{M}(w))$$

$$= (HK)\int_\emptyset f(w)d\sigma(x^*, \mathcal{M}(w))$$

$$= 0, \text{ for each } x^* \in X^*.$$

Also,

$$\sigma(x^*, \mathfrak{M}(A)) = \sigma(x^*, (HKL)\int_A f(w)d\mathcal{M}(w))$$

$$= (HK)\int_A f(w)d\sigma(x^*, \mathcal{M}(w)).$$

If $\sigma(x^*, \mathcal{M}(.))$ is a $\mu$–continuous scalar-valued measure for each $x^* \in X^*$, then for each $x^* \in X^*$

and $A \in \Sigma$, we have

$$\sigma(x^*, \mathfrak{M}(A)) = \sigma(x^*, (HKL)\int_A f(w)d\mathcal{M}(w))$$

$$= (HK)\int_A f(w)d\sigma(x^*, \mathcal{M}(w)).$$
Since \( f \) is \( \sigma(x^*, \mathcal{M}(w)) \)-integrable then \( A \to (HK) \int_A f(w)d\sigma(x^*, \mathcal{M}(w)) \) is countable additive. Let us assume \( \{A_n\}_{n \in \mathbb{N}} \) be a sequence of pairwise disjoint elements of \( \Sigma \), then

\[
\sigma(x^*, \mathcal{M}(\bigcup_{n=1}^{\infty} A_n)) = \sigma(x^*, (HKL) \int_{\bigcup_{n=1}^{\infty} A_n} f(w)d\mathcal{M}(w))
\]

\[
= (HK) \int_{\bigcup_{n=1}^{\infty} A_n} f(w)d\sigma(x^*, \mathcal{M}(w))
\]

\[
= \sum_{n=1}^{\infty} (HK) \int_{A_n} f(w)d\sigma(x^*, \mathcal{M}(w))
\]

\[
= \sum_{n=1}^{\infty} \sigma(x^*, (HKL) \int_{A_n} f(w)d\mathcal{M}(w))
\]

\[
= \sum_{n=1}^{\infty} \sigma(x^*, \mathcal{M}(A_n)).
\]

Therefore \( \sigma(x^*, \mathcal{M}(\cdot)) \) is a scalar-valued measure for each \( x^* \in X^* \). Hence \( \mathcal{M} : \Sigma \to P_{wkc}(X) \) is a continuous set-valued measure.

**Theorem 4.6.** Suppose \( X \) has the RNP, \( X^* \) is separable, \( \mathcal{M} : \Sigma \to P_{wkc}(X) \) is a \( \mu \)-continuous set-valued measure of bounded variation and \( f : T \to \mathbb{R}^+ \) is \( (HKL)\mathcal{M} \)-integrable then there exists an integrably bounded set-valued function \( X : T \to P_{wkc}(X) \) such that

\[
(HKL) \int_T f(w)d\mathcal{M}(w) = (HK) \int_T f(w)X(w)d\mu(w).
\]

**Proof.** Since \( X \) has the RNP, \( X^* \) is separable, \( \mathcal{M} : \Sigma \to P_{wkc}(X) \) is a \( \mu \)-continuous set-valued measure of bounded variation then there exists an integrably bounded set-valued function \( X : T \to P_{wkc}(X) \) which is a Radon Nikodým derivative of \( \mathcal{M} \) with respect to \( \mu \), then \( \mathcal{M}(A) = (HK) \int_A X(w)d\mu(w) \) for each \( A \in \Sigma \). It follows that

\[
(9) \quad \sigma(x^*, \mathcal{M}(A)) = \sigma(x^*, (HK) \int_A X(w)d\mu(w)) = (HK) \int_A \sigma(x^*, X(w))d\mu(w)
\]

for each \( x^* \in X^* \) and each \( A \in \Sigma \).

Now from the fact that \( \mathcal{M} : \Sigma \to P_{wkc}(X) \) is \( \nu \)-continuous set-valued measure if and only if \( \sigma(x^*, \mathcal{M}(\cdot)) \) is \( \mu \)-continuous scalar valued measure for each \( x^* \in X^* \). This fact with \( \Box \) gives \( \sigma(x^*, X(w)) \) is a Radon-Nikodým derivative of \( \sigma(x^*, \mathcal{M}(\cdot)) \) with respect to \( \mu \) for each \( x^* \in X^* \). Therefore

\[
(10) \quad \sigma(x^*, (HKL) \int_T f(w)d\mathcal{M}(w)) = (HK) \int_T f(w)d\sigma(x^*, \mathcal{M}(w))
\]

\[
= (HK) \int_T f(w)\sigma(x^*, X(w))d\mu(w)
\]

for each \( x^* \in X^* \). Since \( f \) is non-negative from \( \Box \) Theorem 8], we have

\[
(HKL) \int_T f(w)\sigma(x^*, X(w))d\mu(w) = (HK) \int_T \sigma(x^*, f(w)X(w))d\mu(w)
\]

\[
= \sigma(x^*, (HK) \int_T f(w)X(w)d\mu(w))
\]

for each \( x^* \in X^* \). From \( \Box \]

\[
(HKL) \int_T f(w)d\mathcal{M}(w) = (HK) \int_T f(w)X(w)d\mu(w).
\]
Theorem 4.7. Let $\mathcal{M} : \Sigma \rightarrow P_{wkc}(X)$ be a set-valued measure and let $f : T \rightarrow \mathbb{R}$ be \((HKL)\mathcal{M} -\text{integrable then}\)
\[
|\left(HKL\right) \int_A f(w)d\mathcal{M}(w)| \leq \left(HK\right) \int_A |f(w)|d(w)
\]
for each $A \in \Sigma$.

Proof. As $f$ is \((HKL)\mathcal{M} -\text{integrable}, there exists $\left(HKL\right) \int_A f(w)d\mathcal{M}(w) \in P_{wkc}(X)$ such that
\[
\sigma(x^*, \left(HKL\right) \int_A f(w)d\mathcal{M}(w)) = \left(HK\right) \int_A f(w)d\sigma(x^*, \mathcal{M}(w))
\]
for each $A \in \Sigma$ and $x^* \in X^*$. From the fact of support function
\[
|\left(HKL\right) \int_A f(w)d\mathcal{M}(w)| = H(\left(HKL\right) \int_A f(w)d\mathcal{M}(w), \{0\})
\]
\[
= \sup \frac{\sigma(x^*, \left(HKL\right) \int_A f(w)d\mathcal{M}(w))}{||x^*|| \leq 1}
\]
\[
= \sup \frac{\left(HK\right) \int_A f(w)d\sigma(x^*, \mathcal{M}(w))}{||x^*|| \leq 1}
\]
\[
\leq \sup \frac{\left(HK\right) \int_A |f(w)|d\sigma(x^*, \mathcal{M}(.))(w)}{||x^*|| \leq 1}
\]
Now,
\[
|\sigma(x^*, \mathcal{M}(0))|(A) = \sup \sum_{i=1}^{n} |\sigma(x^*, \mathcal{M}(A_i))|
\]
\[
\leq \sup \sum_{i=1}^{n} ||x^*|||\mathcal{M}(A_i)|
\]
\[
\leq \sup \sum_{i=1}^{n} |\mathcal{M}(A_i)|
\]
\[
= |\mathcal{M}|(A)
\]
for each $A \in \Sigma$ and $x^* \in X^*$ with $||x^*|| \leq 1$, where the supremum is taken over all finite measurable partition $\{A_1, A_2, ..., A_n\}$ of $A$, as $f$ is non negative so
\[
\left(HK\right) \int_A |f(w)|d|\sigma(x^*, \mathcal{M}(.))|(w) \leq \left(HK\right) \int_A |f(w)|d|\mathcal{M}|(w)
\]
for each $A \in \Sigma$ and $x^* \in X^*$ with $||x^*|| \leq 1$. Therefore
\[
|\left(HKL\right) \int_A f(w)d\mathcal{M}(w)| \leq \sup \left(HK\right) \int_A |f(w)|d|\sigma(x^*, \mathcal{M}(w))|
\]
\[
\leq \left(HK\right) \int_A |f(w)|d|\mathcal{M}|(w)
\]
\[
\leq \left(HK\right) \int_A |f(w)|d(w)
\]
for each $A \in \Sigma$. \hfill \square

Corollary 4.8. Let $\mathcal{M} : \Sigma \rightarrow P_{wkc}(X)$ be a set-valued measurable and let $f : T \rightarrow \mathbb{R}$ be \((HKL)\mathcal{M} -\text{integrable then}\)
\[
\]
Theorem 4.9. Let \( M : \Sigma \to P_{wkc}(X) \) be a set-valued measure and let \( f, f_n : T \to \mathbb{R}, n \in \mathbb{N} \) be \((HKL)M\)-integrable such that \( \{f_n\}_{n \in \mathbb{N}} \) is uniformly integrable with respect to \( |M| \) and \( \lim_{n \to \infty} f_n = f, |M|-a.e., \) then
\[
\lim_{n \to \infty} H((HKL) \int_T f_n(w)dM(w), (HKL) \int_T f(w)dM(w)) = 0.
\]

Proof. Given \( f, f_n : T \to \mathbb{R}, n \in \mathbb{N} \) are \((HKL)M\)-integrable, then there exist \((HKL) \int_T f_n(w)dM(w), (HKL) \int_T f(w)dM(w) \in P_{wkc}(X),\) \( n \in \mathbb{N} \) such that
\[
\sigma(x^*, (HKL) \int_T f_n(w)dM(w)) = (HK) \int_T f_n(w) d\sigma(x^*, M(w))
\]
and
\[
\sigma(x^*, (HKL) \int_T f(w)dM(w)) = (HK) \int_T f(w) d\sigma(x^*, M(w))
\]
for each \( x^* \in X^* \) and \( n \in \mathbb{N} \). The properties of support function gives:
\[
H((HKL) \int_T f_n(w)dM(w), (HKL) \int_T f(w)dM(w))
= \sup_{||x^*|| \leq 1} |\sigma(x^*, (HKL) \int_T f_n(w)dM(w)) - \sigma(x^*, (HKL) \int_T f(w)dM(w))|
= \sup_{||x^*|| \leq 1} |(HK) \int_T f_n(w) d\sigma(x^*, M(w)) - (HK) \int_T f(w) d\sigma(x^*, M(w))|
\leq \sup_{||x^*|| \leq 1} (HK) \int_T |f_n(w) - f(w)| d|\sigma(x^*, M(.))|(w)
\leq (HK) \int_T |f_n(w) - f(w)| d|M|(w).
\]

Now using Vitali’s Convergence Theorem
\[
H((HKL) \int_T f_n(w)dM(w), (HKL) \int_T f(w)dM(w))
\leq (HK) \int_T |f_n(w) - f(w)| d|M|(w) \to 0 \text{ as } n \to \infty.
\]

\( \square \)

We can construct \((KL)\)-type dominated convergence theorem for the set-valued Klůvánek-Lewis-Henstock integral as follows:

Theorem 4.10. Let \( M : \Sigma \to P_{wkc}(X) \) be a set-valued measure and let \( f, f_n : T \to \mathbb{R}, n \in \mathbb{N} \) be \((HKL)M\)-integrable such that \( \lim_{n \to \infty} f_n = f|M|-a.e. \) If there exists a non negative \(|M|-integrable\) function \( g : T \to \mathbb{R} \) such that \( |f_n(w)| \leq g(w) \) for all \( n \in \mathbb{N} \) and \( w \in T \) then
\[
\lim_{n \to \infty} H((HK) \int_T f_n(w)dM(w), (HK) \int_T f(w)dM(w)) = 0.
\]

Proof. Proof is similar as [46 Theorem 12].  \( \square \)
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