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Abstract. Autonomous driving requires accurate and detailed Bird’s Eye View (BEV) semantic segmentation for decision making, which is one of the most challenging tasks for high-level scene perception. Feature transformation from frontal view to BEV is the pivotal technology for BEV semantic segmentation. Existing works can be roughly classified into two categories, \textit{i.e.}, Camera model-Based Feature Transformation (CBFT) and Camera model-Free Feature Transformation (CFFT). In this paper, we empirically analyze the vital differences between CBFT and CFFT. The former transforms features based on the flat-world assumption, which may cause distortion of regions lying above the ground plane. The latter is limited in the segmentation performance due to the absence of geometric priors and time-consuming computation. In order to reap the benefits and avoid the drawbacks of CBFT and CFFT, we propose a novel framework with a Hybrid Feature Transformation module (HFT). Specifically, we decouple the feature maps produced by HFT for estimating the layout of outdoor scenes in BEV. Furthermore, we design a mutual learning scheme to augment hybrid transformation by applying feature mimicking. Notably, extensive experiments demonstrate that with negligible extra overhead, HFT achieves a relative improvement of 13.3\% on the Argoverse dataset and 16.8\% on the KITTI 3D Object datasets compared to the best-performing existing method. The codes are available at https://github.com/JiayuZou2020/HFT.
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1 Introduction

In recent years, with the rapid development of autonomous driving technology, researchers make extensive investigations in 3D object detection [7,10,24,42,46,8], vehicle behavior prediction [18,21,30,33], and scene perception [13,15,32,31]. Autonomous vehicles demand a detailed, succinct and compact representation of their surrounding environments for path planning and obstacle avoidance [53,51]. Bird’s Eye View (BEV) representations satisfy the aforementioned requirements. Researchers usually re-represent the real world in the form of BEV instead of reconstructing the full 3D world in its entirety [44,45,48]. BEV semantic maps become popular in capturing the scene layouts for both static and dynamic objects in autonomous driving scenarios. BEV semantic segmentation is the fundamental and vital basis for high-level motion prediction, lane detection \textit{et al.}
Intuitively, reasonable BEV semantic segmentation requires the ability to holistically exploit images’ spatial context and capture high-level semantic knowledge. Accurate scenes layout estimation for road, vehicle, pedestrian, and other objects provides meaningful information for making high-level decisions. Detailed and accurate BEV segmentation requires the ability of perceive holistically about the real world from sensor observations.

To capture accurate BEV semantic maps, popular methods in industry community rely on expensive sensors such as LiDAR and radar [3, 23]. These methods require time-consuming computation to process cloud point data. Given the limited resolution and lack of sufficient semantic information of sensors, we focus on performing the BEV semantic segmentation by a single monocular RGB image [5]. The existing methods of lifting the outdoor scenes from frontal view (FV) to BEV can be broadly divided into two categories, i.e., 1) Camera model-Based Feature Transformation (CBFT) [40, 41, 36], and 2) Camera model-Free Feature Transformation (CFFT) [50, 29, 34]. The former exploits the geometric priors to transform the coordinates from FV into BEV. CBFT uses Inverse Perspective Mapping (IPM) or its variants to capture geometric priors, and adopts deep Convolutional Neural Networks (CNN) to refine the coarse perspective features in top-down view. On the contrary, the CFFT simulates the global projection process without geometric prior, which can get rid of the limitation of the flat-world assumption. Due to their inherent drawbacks, both CBFT and CFFT methods fall into erroneous BEV maps and bring great challenges to accurate perception in BEV.

To analyze the differences and problems of the aforementioned methods, we visualize the induced changes of the perspective transformation in the training phase on the nuScenes dataset. On the one hand, CBFT can handily handle the perspective feature transformation in flat regions such as local roads and carparks. CBFT strongly relies on the flat-world assumption, which is the basis of IPM or its variants. As a consequence, there is a distortion in CBFT for those regions above the ground. Provided camera parameters, geometric priors may help CBFT converge faster than CFFT, as revealed in Figure 1. On the other hand, CFFT ignores the geometric priors and employs MLP or attention mechanism to capture global spatial correlation. To this end, CFFT may achieve better performance in areas lying above the ground. The above findings suggest that the geometric priors help the model converge, while the global spatial correlation serves to get rid of the limitations of the flat-world assumption.

Based on the aforementioned analysis, we propose the Hybrid Feature Transformation (HFT) module, which consists of two different branches: Geometric Transformer and Global Transformer, as shown in Figure 2. Specifically, the Geometric Transformer utilizes an IPM-style layer to obtain rough BEV feature maps in the early training stage. Provided camera parameters, Geometric Transformer benefits from geometric priors. Global Transformer is designed to transform FV to top-down view with multi-layer perceptron (MLP) [12] or attention mechanism [47], which can globally model the correlation between different views. Global Transformer works well in capturing the global context over the
images. We present more detailed analysis in section 3.1. To fully exploit the increased modeling capacity of HFT, we introduce mutual learning [17,16,1] to push two different branches to learn potential representation from each other.

![Fig. 1. The differences between CBFT and CFFT. The images in the 2nd, 3rd, 4th, and 5th column are semantic maps in BEV produced by PYVA [50] trained for 20k iterations, PON [41] trained for 20k iterations, PYVA [50] trained for 200k iterations, and PON [41] trained for 200k iterations, respectively.](image)

From experimental results, we show that the proposed HFT can significantly facilitate the accuracy of BEV semantic segmentation. Without bells and whistles, HFT achieves a relative improvement of 13.3% and 16.8% than previous state-of-the-art methods on the Argoverse and KITTI 3D Object datasets respectively. With negligible extra overhead than CBFT and even less computing budget than CFFT, HFT obtains considerable improvement in segmentation performance. Compared with View Parsing Network (VPN) [34], HFT reduces the number of parameters by 31.2% from 50.74M to 34.92M and still achieves a large relative 21.1% improvement of mIoU. In ablation study, we illustrate the effectiveness of HFT framework and its key components.

The contributions of this paper can be summarized as follows:

- We empirically discuss the vital differences between CBFT and CFFT. To the best of our knowledge, we are the first to point out that both the geometric priors in CBFT and the global spatial correlation in CFFT are important for BEV semantic segmentation.
- We propose a novel end-to-end learning framework, named HFT, to reap the benefits and avoid the drawbacks of CBFT and CFFT to construct an accurate BEV semantic map using only a monocular FV image.
- HFT is evaluated on public benchmarks and achieves state-of-the-art performance with negligible computing budget, i.e., at least relative 13.3% and 16.8% improvement than previous methods on the Argoverse and KITTI 3D Object datasets respectively.
2 Related Works

In autonomous driving tasks, BEV representation occupies a crucial position [19,25,11,49,39,38]. Several works have been proposed to obtain accurate BEV semantic maps from a single 2D FV and these works can be roughly classified into CBFT and CFFT.

2.1 Camera model-Based Feature Transformation

CBFT methods account for the geometry of the scene to transform the original FV image into the BEV space. Camera to Birds’ Eye View (CAM2BEV) [40] employs IPM for perspective transformation, but the applicable scenarios of IPM are limited to pixels above the ground plane. Pyramid Occupancy Networks (PON) [41] encodes the image onto the BEV space with pre-defined depth, but it induces large deviations and limits segmentation performance on the classes that spread over the entire image, e.g., curbs and lanes. Lift-Splat-Shoot (LSS) [36] estimates the probability distribution of the depth and projects FV features back into a voxel grid for perspective transformation. However, the variation of depth across different categories causes degradation of segmentation performance for many classes.

2.2 Camera model-Free Feature Transformation

Contrary to the CBFT methods, CFFT fully relies on the model’s representation ability to lift perspective representations. Projecting Your View Attentively (PYVA) [50] simply ignores geometric priors and employs the attention mechanism to learn the warping from the FV to BEV. However, PYVA [50] fails to estimate the geometry of layouts and the number of objects accurately, making the network converge slowly. VED [29] utilizes a variational autoencoder (VAE) architecture to encode the FV features and decode them into BEV space directly. The properties of VAE cause the sharp edges, being not conducive to obtaining semantics with clear boundaries. VPN [34] adopts MLP to transform FV features into BEV space. However, discarding geometric priors forces the network to approximate the transformation and makes the output coarser. Our proposed HFT framework alleviates the above problems and enables the model to obtain more accurate warping.

3 Method

In this section, based on the analysis of the differences between CBFT and CFFT, we present HFT architecture for BEV semantic segmentation. As illustrated in Figure 2, we take an image $I_i \in \mathbb{R}^{H \times W \times 3}$ with an intrinsic matrix $M_i \in \mathbb{R}^{3 \times 3}$ as inputs. We strive for a BEV semantic representation $F_i^{bev} \in \mathbb{R}^{C \times Z \times W}$, where $C$ is the number of categories and $(Z,W)$ is the reference coordinates. It’s noteworthy that we use only a monocular FV image without the reliance on cloud point data.
3.1 Difference Analysis

To explore the differences between CBFT and CFFT, we study the evolution of mean Intersection over Union (mIoU) scores on the nuScenes dataset. We select PON [41] and PYVA [50], as the representative for CBFT and CFFT, respectively. As illustrated in Figure 1, PON [41] yields defective segmentation results in regions that are above the ground, e.g., ramps and curbs. What’s more, the evolution of segmentation performance manifests that PYVA [50] converges slower than PON [41].

![Architecture diagram showing an overview of our proposed HFT framework.](image)

Fig. 2. Architecture diagram showing an overview of our proposed HFT framework. (1) FV image encoder branch extracts high-level features at multiple resolutions. (2) Geometric Transformer branch employs camera parameters to attain perspective feature transformation. (3) Global Transformer branch learns perspective transformation without relying on camera parameters. (4) A mutual learning scheme is conducted to push two branches to learn better perspective representation. (5) BEV Image Decoder predicts the final semantic occupancy probabilities in every grid.

The differences between CBFT and CFFT are summarized as follows. CBFT exploits the geometric priors explicitly by incorporating the camera intrinsics into the view transformer module. Such approaches follow the IPM to project image features from FV to BEV. Reasonable semantic segmentation results from the camera coordinate system to the pixel coordinate system can be obtained on the premise that the optical axis of the camera is parallel to the ground. However, as for objects lying above the ground plane, CBFT is prone to result in inappropriate semantic maps. In other words, the flat-world assumption in IPM hinders segmentation performance in areas lying above the ground. We take Figure 1 for illustration, CBFT (PON [41]) for CBFT) generates an oval BEV semantic map for a car, whose semantics should be rectangular.

The main component of CFFT is MLP or attention mechanism, which works well in capturing global correlation in a pixel-wise manner. Thus, CFFT benefits from global spatial correlation. However, CFFT fails to yield BEV semantic maps with clear shapes or edges. The mIoU curve demonstrates that CFFT converges...
slower than CBFT. The key factor gives raise to the performance gap between CBFT and CFFT is whether the feature transformation employs the geometric priors. The visualization result of CFFT reveals that lacking geometric priors leads to imprecisely estimating the layout geometry.

The above analysis suggests that both the flat-world assumption in CBFT, and lack of geometric priors in CFFT limit the accuracy and effectiveness in overall BEV semantic segmentation. The vital differences between CBFT and CFFT inspire us to design a novel framework.

### 3.2 Network Overview

We follow the principle of reaping the benefits of both CBFT and CFFT while avoiding their drawbacks. In proposed HFT network, three kinds of modules are conducted in succession: a shared image-view encoder, HFT module and a semantic decode head. The shared image-view encoder adopts a shared backbone to extract FPN-style features with multiple scales. HFT module takes the high-level FV features as input and independently conducts two feature transformation. Furthermore, HFT employs a mutual learning strategy to pushing both CBFT branch (Geometric Transformer) and CFFT branch (Global Transformer) to learn more appropriate representations from each other. Thereafter, the semantic decode head deals with the semantic segmentation task for both dynamic and static elements in BEV.

### 3.3 Hybrid Feature Transformation

Given the coordinate system in FV space is not the same as that in BEV space, there is a large amount of unaligned image content during perspective transformation. We design a novel transformation module, named HFT. Compared with CBFT and CFFT, HFT takes both geometric priors and global spatial correlation into account by feature mimicking, offering a new perspective towards perspective representations. HFT with a modular design consists of three kinds of modules: Global Transformer, Geometric Transformer, and mutual learning scheme. Both Global Transformer branch and Geometric Transformer branch independently estimate semantic probability occupancy in BEV space. Mutual learning measures the similarity between two branches and strives for more precise lifting perspective representations by feature mimicking. Finally, we conduct regularization on the semantic probability occupancy maps under different depth extents and concatenate feature maps $F_{i}^{bev}$ to form the final BEV features $F^{bev}$.

**Geometric Transformer.** Geometric Transformer employs camera intrinsic matrices $M$ to produce perspective projection features $F_{i}^{ipm}$ with rich geometric priors. Specifically, we flatten the FV feature map $F_{i}^{fv}$ in height dimension. Following PON [41], we adopt the IPM algorithm and use a resampling layer $C(x)$ to warp it into predefined depth extents. Concatenating feature maps in different depth ranges forms the final BEV features $F^{geo}$. We denote the flatten and concatenation operation as *Flat* and *Concat*, respectively.
\[ \mathcal{F}^{geo} = \text{Concat}(\mathcal{F}_i^{geo}) = \text{Concat}(C(\text{Flat}(\mathcal{F}_i^{fv}), M_i)) \]  

Global Transformer. Different from Geometric Transformer, Global Transformer ignores geometric priors and thus gets rid of the flat-world assumption. The key component of Global Transformer is MLP or attention mechanism, which has a strong ability of capture global context. This property may lead to better performance on those classes above on the ground. To this end, we warp the 2D features \( \mathcal{F}_i^{fv} \) from backbone into a volumetric grid \( \mathcal{F}_i^{bev} \). Subsequently, we generate the spatial occupancy relation \( R(x) \) [50] to get feature maps \( \mathcal{F}^{glo} \) in BEV. We denote the warping function from FV to BEV as \( F \).

\[ \mathcal{F}^{glo} = \text{Concat}(\mathcal{F}_i^{glo}) = \text{Concat}(R(F(\mathcal{F}_i^{fv}))) \]  

Mutual Learning. For reaping the benefits of both the rich geometric priors of Geometric Transformer and the strong global spatial correlation of Global Transformer, we introduce mutual learning and feature mimicking into BEV semantic segmentation. Inspired by Deep Mutual Learning (DML) [52,22,20,37] which uses feature maps to mutually distill knowledge from two models, we design a scheme to push the performance boundary of both branches by designing \( \mathcal{L}_m \) which is described in section 3.4.

3.4 Loss Function

The loss function consists of three parts: \( \mathcal{L}_s, \mathcal{L}_u, \) and \( \mathcal{L}_m \). The first loss \( \mathcal{L}_s \) is the cross-entropy loss between final semantic representation and pixel-wise annotations with hard mining. The second loss \( \mathcal{L}_u \) is an uncertainty loss [41] for predicting the uncertainty of ambiguous areas in two corresponding BEV features. \( \mathcal{L}_m \) indicates the mutual learning loss between two transformation branches in a pixel-wise manner. These three aspects are described as follows.

Semantic Loss. Inspired by focal loss [26], we modify the cross-entropy loss to address the class imbalance problem by increasing the weights of the infrequently occurring classes such as pedestrian and motorcycle. For each prediction with a classification score \( c_i \), it has a corresponding binary label \( y_i \) and semantic loss is written as

\[ \mathcal{L}_s = \frac{1}{N_{pos}} \left[ -\sum_{i}^{N_{pos}} w_i y_i \log c_i - \sum_{i}^{N_{neg}} (1 - w_i)(1 - y_i) \log(1 - c_i) \right] \]  

where \( w_i \) is the weight of a class, which is computed as the inverse square root of its relative frequency.

Uncertainty Loss. As discussed in HFT module, Geometric Transformer and Global Transformer with their respective feature maps may conflict in BEV semantic maps. We adopt uncertainty loss to tackle the ambiguous regions by predicting a high uncertainty score, which is represented as

\[ \mathcal{L}_u = 1 - c_i \log c_i \]
Mutual Learning Loss. We design the mutual learning loss to measure the similarity of Geometric Transformer and Global Transformer, which can facilitate the flow of different lifted features. The mutual learning loss is formulated as

$$L_m = \lambda_1 \| F_{geo} - F_{glo} \|^2_2 + \sum_{i} \lambda_2 \| F_{geo}^i - F_{glo}^i \|^2_2$$  \hspace{1cm} (5)$$

where $N_{fea}$ means the number of BEV semantic maps with respect to different depth extents. In practice, $\lambda_1$ and $\lambda_2$ are set as 0.05 and 0.01.

Combining the aforementioned three parts, the total loss function is represented as

$$L_{tot} = L_s + \alpha L_u + \beta L_m$$  \hspace{1cm} (6)$$

where $\alpha = 0.001$ and $\beta = 1.0$ are weighting factors to balance the weights of the uncertainty loss and the mutual learning loss, respectively.

4 Experiment

In this section, we conduct extensive experiments over challenging scenarios and compare HFT against the previous state-of-the-art methods on public benchmarks. Further ablation experiments are conducted to delve into the proposed framework.

4.1 Datasets

In order to verify the effectiveness of our approach, we evaluate the performance in three aspects, i.e., static, dynamic, and hybrid scene layout estimation. We evaluate HFT framework on five different datasets, i.e., KITTI Raw, KITTI Odometry, KITTI 3D Object [14,2], nuScenes [4], and Argoverse [6]. The task of static scene layout estimation is performed on the KITTI Raw and KITTI Odometry. Extensive experiments on the KITTI 3D Object benchmark reveal semantic segmentation performance for dynamic vehicles. Furthermore, we conduct experiments for hybrid scene layout estimation on the Argoverse and nuScenes, which provide complex scenarios of both static and dynamic elements.

To verify the feasibility on static or dynamic classes, we evaluate the segmentation performance on KITTI datasets. The KITTI Raw [14] generates ground truth segmentation by registering the depth and semantic segmentation of LiDAR scans. The KITTI Odometry [2] provides 22442 well-annotated FV images and BEV masks. For comparison with existing 3D vehicle segmentation approaches [29,7,41,50,42,34], we evaluate performance on the KITTI 3D Object [14] benchmark.

The nuScenes dataset includes 1000 autonomous driving scenes, whose source data is collected with six surround-view cameras, five radar sensors and a LiDAR sensor. We only choose the images captured by the FV camera as our framework’s input.
In addition, we compare methods on Argoverse dataset, which includes images and point cloud data with seven surround view cameras, two stereo cameras and two LiDAR sensors. In practice, we evaluate performance on Argoverse split used in [44], i.e., 6723 training images and 2418 validation images.

We employ mIoU and mean Average Precision (mAP) as the evaluation metrics. For hybrid scene estimation, we design a novel evaluation metric \( \text{BamIoU} \) (Balanced mean Intersection over Union). \( \text{BamIoU} \) consists of the normalized weighted sum of \( \text{IoU} \) for \( N_{st} \) categories of static elements and \( N_{dy} \) categories of dynamic elements, which is defined as follows. \( \text{BamIoU} \) is designed to measure the comprehensive segmentation performance for dynamic and static elements (higher is better).

\[
\text{BamIoU} = \sum_{i}^{N_{st}} w_i \text{IoU}_{st_i} + \sum_{j}^{N_{dy}} w_j \text{IoU}_{dy_j}
\]

where \( \sum_{i}^{N_{st}} w_i = 1 \), \( \sum_{j}^{N_{dy}} w_j = 1 \).

### 4.2 Implementation Details

**Training Parameters.** Models are trained by AdamW [28] optimizer, in which gradient clip is exploited with learning rate 2e-4. The total batch size is 48 on 4 NVIDIA GeForce RTX 3090 GPUs. For shared backbone, we initialize the SwinTransformer [27] backbone with weights pre-trained on the ImageNet [43] and apply a step learning rate policy which drops the learning rate at 17 and 20 epochs by a factor of 0.1. The total schedule is terminated within 40 epochs for KITTI Raw, KITTI Odometry, KITTI 3D Object, and Argoverse datasets. Models terminate training within 55 epochs on the nuScenes dataset. We use the PyTorch [35] and MMSegmentation [9] framework.

**Preprocessing.** By default in the training process, the input images are resized to 1024×1024 resolution. Training images are augmented by a probability of 50% of random horizontal flipping, random perturbations of the image brightness, contrast, and saturation.

| Table 1. Intersection over Union scores (%) on the KITTI datasets. |
|--------------------------------|-----|----------------|-----|----------------|-----|----------------|
| KITTI                  | Raw | Odometry       | 3D Object |
| Method                 | mIoU | mAP | mIoU | mAP | mIoU | mAP |
| MonoOccupancy [29]     | 58.41 | 66.01 | 65.74 | 67.84 | 20.45 | 22.29 |
| Mono3D [7]             | 59.58 | 79.07 | 66.81 | 81.79 | 17.11 | 26.62 |
| PYVA [50]              | 65.70 | **81.62** | 78.19 | 85.55 | 29.52 | 36.86 |
| PON [41]               | 60.47 | 77.45 | 70.92 | 76.27 | 26.78 | 44.50 |
| OFT [42]               | -    | -    | -    | -    | 25.34 | 34.69 |
| VPN [34]               | -    | -    | -    | -    | 26.52 | 35.54 |
| Ours                   | **66.29** | **80.20** | **79.42** | **87.74** | **34.49** | **46.89** |
Table 2. Intersection over Union scores (%) on the Argoverse dataset.

| Method | Drivable Vehicle | Pedest. | Large veh. | Bicycle | Bus | Trailer | Motorcy. | mIoU |
|--------|------------------|---------|------------|---------|-----|---------|---------|------|
| IPM    | 43.7             | 7.5     | 1.5        | -       | 0.4 | 7.4     | -       | 0.8  |
| Unproj.| 33.0             | 12.7    | 3.3        | -       | 1.1 | 20.6    | -       | 1.6  |
| VED [29]| 62.9            | 14.0    | 3.9        | 0.0     | 12.3| 1.3     | 0.0     | 11.9 |
| VPN [34]| 64.9            | 23.9    | 6.2        | 9.7     | 3.0 | 0.4     | 1.9     | 13.9 |
| PYVA [50]| 78.95           | 33.91   | 6.87       | 18.29   | 6.1 | 32.5    | 32.39   | 1.01  |
| PON [41]| 65.70           | 27.72   | 6.56       | 8.08    | 0.25| 19.87   | 16.49   | 0.16  |
| Ours   | 78.98           | 38.79   | 9.00       | 23.09   | 7.69| 34.67   | 38.15   | 7.48  |

4.3 Benchmark Results

**Static Scene Layout Estimation.** To evaluate the performance in the task of static scene layout estimation, we compare HFT against Monocular semantic Occupancy (MonoOcc) [29], Monocular 3D (Mono3D) [7], PYVA [50] and PON [41]. Table 1 summarizes the performance of existing approaches on the KITTI Raw and KITTI Odometry benchmarks. We densify the sparse semantic labels and compare all methods under the same training protocol. As observed, HFT model ranks first among all the existing baselines by large margins on both datasets. HFT achieves the highest mIoU of 66.29% and a competitive mAP of 80.20% than concurrent models in KITTI Raw benchmark. Moreover, we observe a substantial improvement on the KITTI Odometry dataset in the mIoU and mAP when compared to both CBFT and CFFT baselines.

**Dynamic Scene Layout Estimation.** Taking the variability of scales and mobility into account, scene layout estimation for dynamic elements in BEV is a more challenging task than static ones. Note that, Mono3D [7] is a two-stage method and OFT [42] employs a parameter-heavy transformer which slows the speed down significantly. As shown in Table 1, HFT peaks both mIoU and mAP by a large margin, *i.e.*, a mIoU score of 34.49% and a mAP score of 46.89%.

**Hybrid Scene Layout Estimation.** The hybrid scene layout estimation is an essential sub-task for autonomous driving, which contains estimation of both static and dynamic elements. For a fair comparison with concurrent methods, we apply the train-validation splits and ground-truth generation protocol provided by [6,41]. As shown in Table 2, HFT achieves the highest IoU score in all categories of objects on Argoverse dataset, *i.e.*, 29.73% mIoU score, which

Table 3. Balanced mean Intersection over Union scores (%) on the nuScenes and Argoverse datasets.

| Dataset | nuScenes | Argoverse |
|---------|----------|-----------|
| Method  | IoU_{st} | IoU_{dy} | BamIoU | IoU_{st} | IoU_{dy} | BamIoU |
| VED [29]| 0.79     | 0.10     | 0.89   | 0.63     | 0.36     | 0.99   |
| VPN [34]| -        | -        | -      | 0.65     | 0.64     | 1.29   |
| PYVA [50]| 1.42    | 0.91     | 2.33   | 0.79     | 1.68     | 2.47   |
| PON [41]| 1.92     | 1.41     | 3.33   | 0.66     | 0.96     | 1.62   |
| Ours    | 2.06     | 1.67     | 3.72   | 0.79     | 2.23     | 3.02   |
Table 4. Intersection over Union scores (%) on the nuScenes dataset.

| Method | Drivable | Ped. crossing | Walkway | Carpark | Car | Truck | Bus | Trailer | Constr. veh. | Pedestrian | Motorcycle | Bicycle | Traf. Cone | Barrier | Mean |
|--------|----------|---------------|---------|---------|-----|-------|-----|---------|-------------|------------|-------------|---------|-----------|---------|------|
| IPM    | 40.1     | -             | 14.0    | -       | 4.9 | -     | 3.0 | -       | -           | 0.6        | 0.8         | 0.2     | -         | -       | -    |
| Unproj.| 27.1     | -             | 14.1    | -       | 11.3| -     | 6.7 | -       | -           | 2.2        | 2.8         | 1.3     | -         | -       | -    |
| VED [29]| 54.7     | 12.0          | 20.7    | 13.5    | 8.8 | 0.2   | 0.0 | 7.4     | 0.0         | 0.0        | 0.0         | 0.0     | 4.0       | 8.7     | -    |
| PYVA [50]| 56.2     | 26.4          | 32.2    | 21.3    | 19.3| 13.2  | 21.4| 12.5    | 4.2         | 3.5        | 4.3         | 2.0     | 6.3       | 16.4    | -    |
| PON [41]| 54.6     | 32.0          | 33.7    | 19.4    | 30.2| 16.0  | 23.5| 16.0    | 3.5         | 6.8        | 9.1         | 4.9     | 10.9      | 19.3    | -    |
| Ours   | 55.9     | 35.6          | 35.4    | 23.2    | 30.6| 19.1  | 27.3| 18.6    | 5.8         | 7.9        | 11.1        | 11.7    | 5.1       | 11.4    | 21.3 |

has more than a relative 13.3% improvement to previous methods. Especially for dynamic classes, HFT shows strong ability of semantic representation in BEV space and significantly facilitates performance on these kinds of objects. Furthermore, as listed in Table 4, HFT scores 21.3% over 14 classes on nuScenes dataset, which offers more than a relative 10.4% improvement on the baselines. HFT achieves state-of-the-art IoU scores in most classes and competitive result in drivable area. It’s worth noting that HFT outperforms other existing models in infrequently occurring classes by a large margin, e.g., pedestrian and bicycle. As listed in Table 3, HFT model ranks first in static and dynamic elements on both nuScenes and Argoverse benchmarks.

4.4 Ablation Studies

The Effectiveness of HFT Framework. To explore the effectiveness of HFT framework in perspective representations, we study the performance under different configurations on KITTI 3D Object dataset. As illustrated in Table 5, we compare the semantic segmentation performance of CBFT, CFFT and HFT methods with different components. We demonstrate the effectiveness of HFT in three folds.

- **Overall Performance.** As illustrated in Figure 3, HFT networks with different configurations lead semantic segmentation performance among baselines. With negligible extra computing budget, HFT models achieve much higher mIoU scores. In other words, HFT keeps both high performance and high efficiency. Compared with VPN [34], HFT-D (with PON [41]-style Geometric Transformer and VPN [34]-style Global Transformer) model reduces the number of parameters by 31.2% from 50.74M to 34.92M, but it still obtains a relative 21.1% improvement of mIoU.

- **Feature Fusion and Mutual Learning.** As listed in Table 5, HFT model without mutual learning scheme (MLS) simply fuses the BEV features generated by CBFT and CFFT. HFT obtains segmentation accuracy improvement by feature fusion. Employing MLS boosts the performance of HFT framework, which reveals the effectiveness of MLS.
Table 5. Ablation study on the KITTI 3D Object dataset using different sub-modules. CBFT and CFFT indicate the category of the corresponding branch. MLS means mutual learning scheme.

| Model  | MLS | CBFT | CFFT | #Params | mIoU (%) |
|--------|-----|------|------|---------|----------|
| PYVA [50] | ✓ | - | ✓ | 47.12M | 29.27 |
| VPN [34] | - | ✓ | - | 50.74M | 28.34 |
| PON [41] | ✓ | - | - | 37.42M | 26.78 |
| LSS [36] | - | ✓ | - | 29.55M | 30.98 |
| HFT-A | ✓ | PON [41] | PYVA [50] | 40.96M | 31.65 |
| HFT-B | ✓ | PON [41] | VPN [34] | 43.97M | 33.52 |
| HFT-C | ✓ | LSS [36] | PYVA [50] | 37.45M | 32.46 |
| HFT-D | ✓ | LSS [36] | VPN [34] | 34.92M | 32.51 |

Table 6. Ablation study of mutual learning schemes on the nuScenes dataset.

| Method          | Drivable | Ped. crossing | Walkway | Carpark | Car | Truck | Bus | Trailer | Constr. veh. | Pedestrian | Motorcycle | Bicycle | Traf. Cone | Barrier | Mean |
|-----------------|----------|---------------|---------|---------|-----|-------|-----|---------|-------------|------------|------------|---------|-----------|---------|------|
| baseline        | 56.2     | 26.4          | 32.2    | 21.3    | 19.3| 13.2  | 12.5| 7.4     | 4.2         | 4.3        | 3.5        | 4.3     | 2.0       | 6.3     | 16.4 |
| CBFT-teacher    | 53.5     | 25.0          | 32.8    | 21.7    | 19.6| 12.6  | 21.2| 12.3    | 7.2         | 4.3        | 3.8        | 1.7     | 5.5       | 5.5     | 16.0 |
| CFFT-teacher    | 53.6     | 27.7          | 32.8    | 23.0    | 25.5| 13.8  | 21.7| 12.3    | 7.5         | 5.4        | 3.5        | 3.9     | 2.9       | 8.1     | 17.3 |
| output sim.     | 53.3     | 27.8          | 33.6    | 24.4    | 25.0| 15.7  | 24.3| 15.3    | 7.3         | 5.5        | 5.0       | 6.9     | 3.8       | 9.9     | 18.4 |
| sub-feature sim.| 53.4     | **29.5**      | **34.0**| 22.9    | 24.6| **15.7**| 24.1| 14.4    | **6.4**     | 5.0        | 3.9       | 6.1     | 3.1       | 8.6     | 18.1 |

- **Robustness and Generalization.** As illustrated in Figure 4, HFT model surpasses both the corresponding CBFT and CFFT during the testing process. It’s worth noting that VPN [34] achieves higher training accuracy and smaller training loss, but it fails to manifest better performance than HFT model during the testing stage. When dealing with novel autonomous driving scenarios, HFT keeps better robustness and generalization ability.

**Mutual Learning Schemes.** In order to exploit the effectiveness of different mutual learning, we construct four different configurations described as follows. We use PON [41] as the baseline method. Quantitative results are listed in Table 6.

- Using CBFT model as the distillation teacher (CBFT-teacher) fails to achieve better results than baseline, with a 16.0% score of mIoU.
To use CFFT model as the distillation teacher (CFFT-teacher) outperforms baseline by 0.9%, reaching a 17.3% score of mIoU. We induce that compared with the lack of geometric priors in CFFT models, the flat-world assumption of CBFT models has a more negative impact on the semantic segmentation accuracy.

Setting regularization on the output (output sim.) of two modules offers a positive impact on small and rare classes, e.g., pedestrian and barrier. The performance of this mutual learning configuration achieves the best performance among the listed mutual learning configurations, which is 2.0% higher than baseline under the mIoU metric.

By setting regularization on sub-features (sub-feature sim.) which stand for the semantic maps in BEV of different depth ranges, HFT achieves the highest performance on drivable area, pedestrian crossing, walkway and truck among these four mutual learning configurations.

In summary, the ablation study verifies the effectiveness of mutual learning schemes in HFT framework.

### 4.5 Qualitative Results

In this part, we illustrate some results generated by different methods. We choose three FV images in these datasets and list the FV image, semantic seg-
Fig. 5. Qualitative results on the nuScenes (the 1st row) and Argoverse (the 2nd and 3rd row) dataset. For each grid location $i$, we visualize the class with the largest index $c$ which has occupancy probability $p_i > 0.5$. Black regions (outside field of view or no lidar returns) are ignored during evaluation.

As listed in Figure 6, HFT can produce more accurate semantic segmentation results with a large improvement in visualization than PYVA [50] and PON [41]. It’s worth noting that HFT can predict the layout of roads, vehicles and other kinds of objects especially in uphill, downhill and uneven scenes, which is usually the hard cases for the existing CBFT and CFFT. Another prominent promotion is that HFT can produce much more clear edges in dense scenes.

5 Conclusion

In this paper, we have proposed a novel framework with HFT to lift perspective representations from monocular images. We explore the vital differences between CBFT and CFFT, concluding that geometric priors from the former and global spatial correlation from the latter are both vital for semantic perception in BEV. Inspired by both influential factors, we propose the HFT framework comprising both categories of methods and employ a mutual learning scheme to push both branches to learn reciprocally from each other. Extensive experiments on five challenging benchmarks demonstrate that HFT substantially outperforms the previous state-of-the-art method by relatively 13.3% on the Argoverse dataset and 16.8% on the KITTI 3D Object datasets. With negligible computing budget, HFT keeps both high segmentation performance and high computing efficiency, which is meaningful for visual perception in autonomous driving.
Table 7. Ablation study of loss function on the nuScenes dataset.

| Method    | Drivable | Ped. crossing | Walkway | Carpark | Car | Truck | Bus | Trailer | Constr. veh. | Pedestrian | Motorcycle | Bicycle | Traf. Cone | Barrier | Mean |
|-----------|----------|----------------|---------|---------|-----|-------|-----|---------|--------------|------------|-------------|---------|-----------|---------|------|
| L1 Loss   | 53.1     | 31.4           | 32.4    | 21.0    | 26.4| 16.5  | 24.8| 15.9    | 5.8          | 6.0        | 8.5         | 8.8     | 5.5       | 11.8    | 19.1|
| KL Loss   | 54.8     | 34.3           | 33.7    | 21.1    | 29.8| 27.0  | 16.5| 7.7     | 4.9          | 10.6       | 11.0        | 5.4     | 13.4      | 20.6    |      |
| L2 Loss   | 55.9     | 35.6           | 35.4    | 23.2    | 30.6| 19.1  | 27.3| 18.6    | 5.8          | 7.9        | 11.0        | 7.9     | 11.0      | 11.7    | 5.1  |

A Additional Ablation Study

**Additional Ablation Study on Loss Function** To exploit the effects of different loss functions in mutual learning, we select L1 Loss, KL Divergence Loss and L2 Loss for comparison. As illustrated in Table 7, the ablation experimental results show that the selection of proper loss function between Geometric Transformer and Global Transformer has an impact on the final performance of HFT model. Compared with L1 Loss and KL Loss, the HFT model with L2 Loss function ranks first on 12 over 14 classes on nuScenes [4] dataset, *i.e.* 21.3% score of mIoU, which is a large 10.4% relative improvement than baseline (19.3% score of mIoU).

B More Qualitative Results

In this part, we illustrate more results generated by different methods. The listed images are sampled from nuScenes [4], Argoverse [6], KITTI Raw, KITTI Odometry, and KITTI 3D Object [14,2] datasets. We choose several FV images in these datasets and list the FV image, semantic segmentation map in BEV produced by PYVA [50], PON [41], HFT, and ground truth semantic annotations from left to right respectively.

As listed in Figure 6 and Figure 7, the improvement can be summarized as follows.

- HFT produces more accurate semantic segmentation results with a large improvement in visualization than PYVA [50] and PON [41].
- HFT predicts the layout of roads, vehicles, and other kinds of dynamic objects, especially in uphill, downhill, and uneven scenes. BEV semantic segmentation in these scenes is usually the hard case for CBFT and CFFT.
- HFT produces much more clear edges in dense scenes, which is meaningful in crowded autonomous driving circumstances.

For each grid location *i*, we visualize the class with the largest index *c* which has occupancy probability $p_i > 0.5$. Black regions (outside field of view or no lidar returns) are ignored during evaluation.
Fig. 6. Qualitative results on the nuScenes (the 1st, 2nd, and 3rd row) and Argoverse (the 4th, 5th, and 6th row) dataset.
Fig. 7. Qualitative results on the KITTI Raw (the 1st and 2nd row), KITTI Odometry (the 3rd and 4th row), and KITTI 3D Object (the 5th and 6th row).
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