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Abstract
Large-scale pre-trained models like BERT, have obtained a great success in various Natural Language Processing (NLP) tasks, while it is still a challenge to adapt them to the math-related tasks. Current pre-trained models neglect the structural features and the semantic correspondence between formula and its context. To address these issues, we propose a novel pre-trained model, namely MathBERT, which is jointly trained with mathematical formulas and their corresponding contexts. In addition, in order to further capture the semantic-level structural features of formulas, a new pre-training task is designed to predict the masked formula sub-structures extracted from the Operator Tree (OPT), which is the semantic structural representation of formulas. We conduct various experiments on three downstream tasks to evaluate the performance of MathBERT, including mathematical information retrieval, formula topic classification and formula headline generation. Experimental results demonstrate that MathBERT significantly outperforms existing methods on all those three tasks. Moreover, we qualitatively show that this pre-trained model effectively captures the semantic-level structural information of formulas. To the best of our knowledge, MathBERT is the first pre-trained model for mathematical formula understanding.

1 Introduction
Mathematical formulas are widely used in the fields of science, technology and engineering. Several research tasks on mathematical formula, including Mathematical Information Retrieval(MIR) [Yuan et al., 2016; Davila and Zanibbi, 2017; Mansouri et al., 2019], Mathematical Formula Understanding (MFU) [Jiang et al., 2018; Yuan et al., 2020] and so forth, have continuously attracted researchers’ attention. Processing mathematical information is still a challenging task due to the diversity of mathematical formula representations, the complexity of formula structure and the ambiguity of implicit semantics. Researchers utilize non-pretrained customized models to solve specific math-related tasks. They are built upon either the structural features of formula [Mansouri et al., 2019] or topical correspondence between formula and context [Yasunaga and Lafferty, 2019], but do not consider a joint training of structural and semantic information. In the past decades, large-scale pre-trained models such as ELMo [Peters et al., 2018], GPT [Radford et al., 2018], BERT [Devlin et al., 2018] and XLNet [Yang et al., 2019] have achieved great advancement on various Natural Language Processing (NLP) tasks. The success in NLP also drives the development of pre-trained model in other specific fields such as VideoBERT [Sun et al., 2019] for video, CodeBERT [Feng et al., 2020] for code, LayoutLM [Xu et al., 2020] for document. Inspired by the success of these pre-trained models, we assume the pre-trained model will also benefit the math-related research.

Intuitively, formula is not only a simple sequence of mathematical symbols but also has a strong semantic relation with its context, as is illustrated in Figure 1. The available information from the single formula is limited. For instance, we merely acquire an equation that is equal to times \( c \) squared. Much more semantic information that is vital for formula understanding is often included in its context, such as the meaning of each symbol (\( E \) for ‘energy’, \( m \) for ‘mass’, \( c \) for ‘light speed’), as well as some significant associated information of the formula, including its domain (physics), its name (mass-energy equivalence), its inherent meaning (the relationship between mass and energy) and even its proposer (Albert Einstein). Therefore, to fully exploit the complementary relationship between formula and context, MathBERT is jointly trained with formula and its context. Two pre-training tasks are employed to learn representations of formula which...
are Masked Language Modeling (MLM) and Context Correspondence Prediction (CCP). Furthermore, mathematical formula contains rich structural information, which is important to semantic understanding and formula retrieval tasks. Thus, we take the Operator Trees (OPTs) as the input and design a novel pre-training task named Masked Substructure Prediction (MSP) to capture semantic-level structural information of formula.

Furthermore, we build a large dataset containing more than 8.7 million formula-context pairs which are extracted from scientific articles published on arXiv.org\(^1\) and train MathBERT on it. The model is evaluated on three downstream tasks, including mathematical information retrieval, formula topic classification and formula headline generation. Experimental results demonstrate that MathBERT significantly outperforms existing methods on all three tasks. Moreover, we qualitatively show that the proposed model could effectively capture the semantic-level structural information of formulas.

The main contributions of this work are summarized as follows:

- The first pre-trained model for mathematical formula understanding is proposed, which is jointly trained with formulas, contexts and OPTs.
- A novel pre-training task is designed to capture the semantic-level structural information of formulas.
- The proposed MathBERT model achieves a significant improvement compared with the strong baselines on all three downstream tasks.
- A new dataset for formula topic classification is constructed, which contains mathematical formulas and their corresponding contexts, and would be open soon.

2 Related Work

In this section, we describe the related works from the Pre-trained Models to the Mathematical Formula Representation.

2.1 Pre-Trained Models

Pre-trained model obtained an increasing attention since the great successes were achieved in a variety of NLP tasks, such as ELMo [Peters et al., 2018], GPT [Radford et al., 2018], BERT [Devlin et al., 2018], XLNet [Yang et al., 2019]. These pre-trained models performed well in general NLP tasks like text classification [Devlin et al., 2018], machine translation [Zhu et al., 2020; Sundararaman et al., 2019] and machine summarization [Miller, 2019; Xenouleas et al., 2019]. However, these models were not good at dealing with the specific objects. Thus some specific pre-trained models were proposed. For instance, CodeBERT [Feng et al., 2020] is a pre-trained model for the code synthesis which was jointly trained on programming and natural languages. LayoutLM [Xu et al., 2020] was proposed for document understanding, which was jointly trained on multi-modal information including text, image and layout.

2.2 Mathematical Formula Representation

The representation of mathematical formulas is important to the math-related tasks, such as mathematical information retrieval [Wang et al., 2015; Yuan et al., 2016; Davila and Zanibbi, 2017; Jiang et al., 2018; Mansouri et al., 2019] and math expression generation [Yuan et al., 2020; Zhang et al., 2020]. Some works treat mathematical formulas as a sequence of symbols and use the one-hot representations [Yasunaga and Lafferty, 2019; Yuan et al., 2016]. However, distinct from plain text, mathematical formulas contain strong structural features [Mansouri et al., 2019; Yuan et al., 2020]. Thus some works [Wang et al., 2015; Yuan et al., 2016; Jiang et al., 2018; Davila and Zanibbi, 2017; Mansouri et al., 2019] utilized the tree structure to represent mathematical formulas, including the Symbol Layout Tree (SLT) and Operator Tree (OPT). For instance, two different tree representations of the formula “\( a^2 + b^2 \)” are shown in the Figure 2. In this work, OPT is selected as the input of MathBERT rather than SLT based on the following two considerations. First, layout information of formula in SLT has been included in \( \LaTeX \) codes to some extent. Second, and most important, OPT plays a crucial role in incorporating semantic-level structural information for the reason that it contains mathematical syntax and semantics which guides the recovery of mathematical operations [Zanibbi and Blostein, 2012].

3 MathBERT

In this section, we introduce our proposed MathBERT, including the model architecture, pre-training tasks, pre-training data and pre-training details.

3.1 Model Architecture

An enhanced multi-layer bidirectional Transformer [Vaswani et al., 2017] is built as the backbone of MathBERT, which is modified from vanilla BERT. Considering that there is much implicit semantic information hidden in the context and structural information implied by formula, we concatenate the formula \( \LaTeX \) tokens, context and operators together as the input of MathBERT. Moreover, the attention mechanism in Transformer is modified based on the structure of OPT to enhance its ability of capturing structural information. The overall architecture of MathBERT is shown in Figure 3.

Given a sequence of \( \LaTeX \) tokens \( T = \{ t_1, t_2, \ldots, t_{L_T} \} \), its context \( C = \{ c_1, c_2, \ldots, c_{L_C} \} \) and its operator tree \( OPT = (N, E) \) where \( N = \{ n_1, n_2, \ldots, n_{L_N} \} \) is the set of operators,\(^1\)

\(^1\)https://arxiv.org
Pythagorean theorem is a fundamental relation in Euclidean geometry among the three sides of a right triangle. …

\[ a^2 + b^2 = c^2 \]

where \( c \) represents the length of the hypotenuse and \( a \) and \( b \) the lengths of the triangle’s other two sides.

**3.2 Pre-Training Tasks**

We expect MathBERT to obtain three aspects of information: text representations, latent relationship between formula and context, and semantic-level structure of formula, which correspond to the following three pre-training tasks respectively.

**Masked Language Modeling**

Masked Language Modeling is presented in BERT [Devlin et al., 2018] to address the problem of “see itself” in traditional bidirectional language modeling, which has been proved effective to learn text representations. Concretely, given the input \([CLS] \ T \ [SEP] \ C \ [SEP] \ N\), 15% of tokens \( T_{mask} \) and \( C_{mask} \) are randomly sampled from \( T \) and \( C \) for masking operation, in which 80% of them are replaced with \([MASK]\), 10% of them are randomly replaced by other arbitrary tokens, and 10% of them remain unchanged. The objective is to predict the original tokens which are masked out, formulated as follows:

\[
Loss_{MLM} = \sum_{x_i \in T_{mask} \cup C_{mask}} - \log p(x_i)
\]

where \( p(x_i) \) denotes the probability of predicting the original token correctly in the position of \( x_i \). Particularly, owing to the complementary relationship among formula, context and operators, it is encouraged to utilize the information from other segments to predict the masked tokens, which contributes to establishing connections among the three segments.
Context Correspondence Prediction
As mentioned in Section 1, there is a latent semantic relation between mathematical formula and its context, which is not directly captured by language modeling. Therefore, similar to the Next Sentence Prediction task in BERT, we pre-train for a binarized Context Correspondence Prediction task. Specifically, 50% of context $C$ in pre-training examples are randomly replaced with another context in the dataset. The objective is to predict whether the current input of context $C'$ is the corresponding context of $T$ or not, which can be formulated as follows, where $p$ denotes the probability of $C = C'$:

$$Loss_{CCP} = -\delta \log p - (1 - \delta) \log (1 - p)$$  \hspace{1cm} (3)

$$\delta = \begin{cases} 1 & \text{if } C = C' \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

Masked Substructure Prediction
In order to incorporate structural information from OPTs, we present a pre-training task named Masked Substructure Prediction. Substructure here means the structure composed of an operator, its parent node and child nodes as a part of the OPT. In practice, 15% of nodes $N_{mask}$ are randomly sampled from the input $N$. For every node $n_i$ in $N_{mask}$, we cut off all the connections with its parent node and child nodes to mask the substructure which $n_i$ belongs to. The objective is to predict the parent node and child nodes of the masked $n_i$, formulated as follows, where $p(n_i, n_j)$ denotes the probability that $n_j$ is the parent or child node of $n_i$:

$$Loss_{MSP} = \sum_{n_i \in N_{mask}} \sum_{n_j \in N} \left( -\delta \log p(n_i, n_j) - (1 - \delta) \log (1 - p(n_i, n_j)) \right)$$  \hspace{1cm} (5)

$$\delta = \begin{cases} 1 & \text{if } e_{i,j} \in E \text{ or } e_{j,i} \in E \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (6)

The total loss is calculated by simply adding the above three together:

$$Loss_{total} = Loss_{MLM} + Loss_{CCP} + Loss_{MSP}$$  \hspace{1cm} (7)

3.3 Pre-Training Data
Since it is the first pre-trained model for mathematical formulas, there is scarcely a large public dataset that consists of formula-context pairs. As such, we build the pre-training dataset with the public scientific articles from arXiv.org. Arxiv bulk data available from Amazon S3$^3$ is the complete set of arxiv documents which contains source TEX files and processed PDF files. "$\begin{equation} \ldots \end{equation}$" is used as the matching pattern to extract single-line display formulas from LaTeX source in these TEX files. We collect the surrounding text with at least 400 characters as the context of formula and replace the formula with a special token $[MATH]$ to indicate the position. As for data-preprocessing, we utilize the toolkit LaTeX tokenizer in im2markup$^3$ to tokenize separately formulas and OPT translator in TangentS$^4$ to convert LaTeX codes into OPTs. Finally, we obtain a large dataset that consists of 8.7 million formulas with contexts and corresponding OPTs.

3.4 Pre-Training Details
We train MathBERT on 4 NVIDIA TITAN X 12GB GPUs with total batch size of 48. To well utilize the existing pre-trained model in NLP and accelerate the training process, we initialize the weights of MathBERT with the pre-trained BERT base model released by Google$^5$ which has a 12-layer Transformer with 768 hidden sizes. Due to the limitation of GPU memory, the max length of input sequences is set as 256. The Adam optimizer is used with the learning rate of 2e-5. It costs two weeks to train MathBERT on 8.7M data with around 10,000,000 iterations.

4 Experiment
To verify the effectiveness of MathBERT, we conduct experiments and evaluate it on three downstream tasks: mathematical information retrieval, formula topic classification and formula headline generation. Additionally, ablation study is done followed by qualitative analysis, indicating that MathBERT well captures the semantic-level structural information of formulas.

4.1 Mathematical Information Retrieval

| Approaches | Partial | Full | H-Mean |
|------------|---------|------|--------|
| MCAT       | 56.98   | 56.78| 56.88  |
| TangentS   | 58.72   | 63.61| 61.07  |
| Approach0  | 59.50   | 67.26| 63.14  |
| TangentCFT | 71.34   | 59.63| 64.96  |
| BERT       | 70.53   | 58.33| 63.85  |
| MathBERT   | 73.61   | 61.35| 66.92  |
| MathAPP    | 76.07   | 71.61| 73.77  |

Table 1: NTCIR-12 Results (Avg. $b_{pref}$@1000). H-Mean denotes the harmonic mean of partial relevance and full relevance score.

Similar to other information retrieval (IR) tasks, given a formula as the query, mathematical information retrieval aims to return the relevance of formulas in a large set of documents. Formulas can be indexed using vector similarity measures for retrieval. Hence, it is a suitable downstream task to evaluate the output embeddings of MathBERT. Here MathBERT is evaluated on the NTCIR-12 MathIR Wikipedia Formula Browsing Task [Zanibbi et al., 2016], which is the most current benchmark for formula retrieval. The dataset contains over 590,000 mathematical formulas from English Wikipedia and 20 non-wildcards queries. There are two human assessors evaluating the pooled hits from participating system by scoring the hit with the score 2, 1 or 0 from highly relevant to irrelevant. The final hit relevance rating is the sum of the

---

$^3$https://github.com/google-research/bert
$^4$https://github.com/BehroozMansouri/TangentCFT/tree/master/TangentS
$^5$https://github.com/harvardnlp/im2markup
Table 2: TopicMath-100K Results, evaluated with macro-average precision, recall and F1 score on 10 classes. Formula only and formula with context are respectively used as the input.

| Models        | Formula Only | F1 | Formula with Context |
|---------------|--------------|----|----------------------|
|               | Precision    | Recall | F1     | Precision | Recall | F1     |
| TextRNN       | 56.86        | 56.87 | 56.63  | 64.75     | 64.22  | 64.33  |
| TextRNN_Att   | 57.72        | 57.30 | 57.30  | 65.38     | 65.21  | 65.15  |
| TextRCNN      | 58.92        | 58.78 | 58.18  | 65.04     | 65.11  | 64.82  |
| FastText      | 60.04        | 59.84 | 59.82  | 68.21     | 68.08  | 68.03  |
| BERT          | 60.82        | 60.02 | 60.34  | 71.35     | 70.29  | 70.84  |
| MathBERT      | 65.18        | 64.05 | 64.52  | 75.68     | 74.46  | 75.03  |

Table 3: Statistics of TopicMath-100K.

| Class                     | Data |
|---------------------------|------|
| Astrophysics              | 6,426|
| Machine Learning          | 7,597|
| Theoretical Economics     | 11,442|
| Relativity                | 19,386|
| High Energy Physics Theory| 20,856|
| Number Theory             | 18,954|
| Nuclear Theory            | 11,262|
| Atomic Physics            | 7,279 |
| Computational Finance     | 13,035|
| Quantum Physics           | 16,065|
| All                       | 132,302|

Table 4: EXEQ-300K Results, evaluated with F1 scores of R1 (ROUGE-1), R2 (ROUGE-2), RL (ROUGE-L), BLEU-4 and METEOR.

| Models         | R1               | R2               | RL               | BLEU-4          | METEOR          |
|----------------|------------------|------------------|------------------|-----------------|-----------------|
| Random         | 31.56            | 21.35            | 28.99            | 24.32           | 23.40           |
| Tail           | 22.55            | 14.69            | 20.76            | 22.23           | 23.78           |
| Lead           | 42.23            | 31.30            | 39.29            | 29.89           | 31.61           |
| TextRank       | 42.19            | 30.85            | 38.99            | 28.29           | 31.78           |
| Seq2Seq        | 52.14            | 38.33            | 49.00            | 42.20           | 30.65           |
| PtGen          | 53.26            | 39.92            | 50.09            | 44.10           | 31.76           |
| Transformer    | 54.49            | 40.57            | 50.90            | 45.79           | 32.92           |
| BERT-fused     | 60.76            | 46.98            | 51.74            | 47.08           | 33.46           |
| MathBERT       | **61.25**        | **48.06**        | **57.72**        | **49.40**       | **34.67**       |

4.2 Formula Topic Classification

Formula topic classification is a typical multi-class classification task like text classification in NLP, where the goal is to predict which topic a mathematical formula belongs to. Following the approach described in Section 3.3, we collect 132,302 formula-context pairs from scientific articles published on arXiv.org within a year in 10 selected topics as our dataset named TopicMath-100K. Data statistics is shown in Table 3. TopicMath-100K is randomly split into train (80 %), validation (10 %) and test (10 %) sets. We conduct experiments on this dataset and compare our results with several non-pretrained models and BERT. The results are shown in Table 2.

MathBERT achieves state-of-the-art performance on all metrics, especially exceeding vanilla BERT significantly. Taking only formula as input, BERT pre-trained on natural language data does not obtain a much better result than those non-pretrained models, which implies that pre-training model on mathematical formulas can improve formula topic classification indeed.

4.3 Formula Headline Generation

Formula headline generation is a summarization task aiming to generate a concise math headline from a detailed math question which contains math formulas and descriptions. Here we use EXEQ-300K proposed in [Yuan et al., 2020] as the dataset and conduct experiments to investigate the performance of MathBERT on generation tasks. Specifically, following BERT-fused [Zhu et al., 2020], we utilize MathBERT to extract representations for an input sequence, and fuse them with each layer of the encoder and decoder of Transformer through attention mechanism to generate the headline. The obtained results are compared with four extractive methods (Random, Tail, Lead and TextRank) and four abstractive methods (Seq2Seq [Bahdanau et al., 2014], PtGen [See et al., 2017], Transformer [Vaswani et al., 2017] and BERT-fused [Zhu et al., 2020]). The results are shown in Table 4. MathBERT outperforms other models on all evaluation metrics, especially Transformer and BERT-fused, which
tasks. Specifically, OPT contributes more to IR task that is with context or OPT vary with the different downstream
always leads to the lowest results. The effects of pre-training different settings are shown in Table 5.
Four different pre-training settings are applied in experiments: 1) using formula, context and OPT as inputs respectively. Four different pre-training settings could contribute to improving performance jointly trained with mathematical formulas, contexts and their corresponding OPTs. The experimental results demonstrate that MathBERT achieves state-of-the-art performances on three downstream tasks including mathematical information retrieval, formula topic classification and formula headline generation. The ablation study shows that our pre-training settings could contribute to improving performance on those downstream tasks. Qualitative analysis is further conducted to show the effectiveness of MathBERT in capturing semantic-level structural information of mathematical formulas.

5 Conclusion
In this paper, we propose a novel and effective pre-trained model named MathBERT, which is the first pre-trained model for mathematical formula understanding. MathBERT is jointly trained with mathematical formulas, contexts and their corresponding OPTs. The experimental results demonstrate that MathBERT achieves state-of-the-art performances on three downstream tasks including mathematical information retrieval, formula topic classification and formula headline generation. The ablation study shows that our pre-training settings could contribute to improving performance on those downstream tasks. Qualitative analysis is further conducted to show the effectiveness of MathBERT in capturing semantic-level structural information of mathematical formulas.

| Settings          | NTCIR-12 | TopicMath-100K |
|-------------------|----------|----------------|
|                   | Partial  | Full           | H-Mean       | Only Formula | Recall | F1   | Formula with Context | Precision | Recall | F1   |
| MathBERT          | 73.61    | 61.35          | 66.92        | 66.18        | 64.08   | 64.52 | 75.68                | 74.46     | 75.03  |
| -w/o OPT          | 72.84    | 61.05          | 66.43        | 64.80        | 63.57   | 64.10 | 75.24                | 73.72     | 74.38  |
| -w/o context      | 73.24    | 60.92          | 66.51        | 64.65        | 63.51   | 64.01 | 75.42                | 73.01     | 73.17  |
| -w/ formula only  | 72.36    | 60.35          | 65.81        | 64.67        | 63.44   | 63.97 | 73.36                | 72.91     | 73.11  |

Table 5: Results on NTCIR-12 and TopicMath-100K with different pre-training settings.

| Rank | Formula     | Similarity |
|------|-------------|------------|
| 1    | \( \frac{a+b}{c+d} \) | 1.0        |
| 2    | \( \frac{1+b}{c+d} \) | 0.9636     |
| 3    | \( \frac{a+b}{(c+d)} \) | 0.9447     |
| 4    | \( \frac{a+b}{c+(d)} \) | 0.9251     |
| 5    | \( \frac{1+b}{c+6} \) | 0.9248     |
| 6    | \( \frac{1+b}{c+6} \) | 0.9005     |

| Rank | Formula     | Similarity |
|------|-------------|------------|
| 1    | \( \frac{a+b}{c+d} \) | 1.0        |
| 2    | \( \frac{1+b}{c+d} \) | 0.9143     |
| 3    | \( \frac{a+b}{(c+d)} \) | 0.9130     |
| 4    | \( \frac{a+b}{c+(d)} \) | 0.8923     |
| 5    | \( \frac{a+b}{c+(d)} \) | 0.8680     |
| 6    | \( \frac{a+b}{c+(d)} \) | 0.8594     |

Table 6: The ranking results according to the cosine similarity with \( \frac{a+b}{c+d} \).

implies that the formula and context representations from MathBERT contribute to downstream generation model.

4.4 Ablation Study
To explore the impact of different modalities and pre-training tasks, an ablation study is conducted on mathematical information retrieval task and formula topic classification task, respectively. Four different pre-training settings are applied in experiments: 1) using formula, context and OPT as inputs and all three pre-training tasks, 2) without OPT and MSP pre-training task, 3) without context and CCP pre-training task, 4) with only formula and MLM pre-training task. The results of different settings are shown in Table 5.

Pre-training model using only formula as pre-training input always leads to the lowest results. The effects of pre-training with context or OPT vary with the different downstream tasks. Specifically, OPT contributes more to IR task that is sensitive to formula structure, while context is more important in topic classification which concerns inherent meaning of formula.

4.5 Qualitative Analysis
To demonstrate the effectiveness of MathBERT in learning semantic-level structural information of mathematical formulas, we further conduct qualitative analysis. Concretely, 15 formulas containing similar symbols are selected, some of which have equative meanings in mathematics. Following the approach in Section 4.1, we employ three embedding models to extract feature vectors from these formulas and rank them by cosine similarities. The results are shown in Table 6.

As the results indicate, BERT only considers the similarity of appearance, resulting in the poor ranking between \( (a+b) \times (c+d) \) and \( (a+b) \div (c+d) \). Without OPT input, the embeddings of MathBERT still retain some semantic information, which can be proved by the increased ranking of \( (a+b) \div (c+d) \) and \( (a+b) \div (c+d) \). As observed from the result of MathBERT, \( (a+b) \div (c+d) \) and \( (a+b) \div (c+d) \) are two of the most similar formulas to \( \frac{a+b}{c+d} \), which demonstrates that the complete MathBERT well incorporates semantic information. Besides, MathBERT retains layout structural information as well, such as the similarity scores of \( \frac{1+2}{3+4} \cdot \frac{4+6}{7+8} \), which are both higher than those in the former two models. The increase of \( (a+b) \times (c+d) \) in similarity score could be explained by the same substructure of \( a+b \) and \( c+d \). In summary, the qualitative results support that MathBERT is capable of incorporating semantic-level structural information of mathematic formulas.
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