ABSTRACT
In this paper we address the explainability of web search engines. We propose two explainable elements on the search engine result page: a visualization of query term weights and a visualization of passage relevance. The idea is that search engines that indicate to the user why results are retrieved are valued higher by users and gain user trust. We deduce the query term weights from the term gating network in the Deep Relevance Matching Model (DRMM) and visualize them as a doughnut chart. In addition, we train a passage-level ranker with DRMM that selects the most relevant passage from each document and shows it as snippet on the result page. Next to the snippet we show a document thumbnail with this passage highlighted. We evaluate the proposed interface in an online user study, asking users to judge the explainability and assessability of the interface. We found that users judge our proposed interface significantly more explainable and easier to assess than a regular search engine result page. However, they are not significantly better in selecting the relevant documents from the top-5. This indicates that the explainability of the search engine result page leads to a better user experience. Thus, we conclude that the proposed explainable elements are promising as visualization for search engine users.
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1 INTRODUCTION
Search engines rely on advanced machine learning models for document ranking. For users it can be difficult to understand why the retrieved documents are relevant to their query. This has motivated a line of research to make search engines and recommender systems explainable to their users [23]. The idea is that if the system indicates to the user why results are retrieved or recommended, it gains trust from the user. There has been more attention to explainable recommendation than to explainable search, with a focus on explaining the user profiling aspect of recommender systems [24]. In this paper, we address the explainability of non-personalized web search engines. We focus on the explanation of query–document relevance on the search engine result page.

The most common type of explanation of relevance on the result page is the search snippet, giving a preview of each retrieved document and thereby an indication of its relevance. Query keywords are typically marked in boldface in the snippet to show the user the query relevance of the document. The interpretability of search result snippets has been investigated by Mi and Jiang [11]. They found that snippets play an important role in explaining why documents are retrieved and how useful those documents are.

In this paper we follow-up on the work by Mi and Jiang by further investigating the explainability potentials of neural ranking models and proposing a visualization of the explainable model aspects on the search engine result page.

We attack the explainability task on two levels: on the query level and on the document level. We make the importance of each query term explicit using features of the model’s architecture and training process. Additionally, we split the document in smaller passages to investigate the different matching scores between the query and individual passages. We propose an explainable user interface that shows the query term relevance as a doughnut chart, and the passage relevance as a document thumbnail with passage highlights. We evaluate our explainable interface in a small-scale user study in which participants judge the search engine result page on explainability and assessability.

We address the following research questions:
(1) What is the ranking effectiveness of DRMM when selecting the most relevant passage of each document?
(2) How do users judge the explainability and assessability of our explainable search engine result page compared to a regular result page?
(3) How well can users select the relevant documents based on only the snippets on the result page, in the explainable interface compared to the regular interface?

In the remainder of this paper, we first discuss the background research on neural information retrieval and explainable search (Section 2), then we describe our methods (Section 3) and retrieval experiments (Section 4). In Section 5 we describe the design and results of the user study for evaluating our explainable interface. We conclude our paper in Section 6 with answers to the research questions and suggestions for future work.¹

¹Our code is available at https://github.com/giannisosx/explainable-search-drmm/
2 BACKGROUND

2.1 Neural information retrieval

Neural ad hoc retrieval is typically approached as a two-step process: a retrieval step followed by a re-ranking step. The purpose of this combination is the reduction of the computational demands of the neural ranking models. In the first step, K candidate documents for each query are retrieved using a traditional IR baseline. Then the retrieved documents are re-ranked using the neural model in order to achieve better performance in limited training time. This is a procedure widely adopted in prior work on neural ranking for ad-hoc retrieval [7, 9, 10]. In this paper we build our explainability methods on the Deep Relevance Matching Model (DRMM) [7].

Over the last years, various IR toolkits have been built by the scientific community to facilitate the development of novel information retrieval methods. Anserini [21] is an open source information retrieval toolkit built on top of Lucene. The advantage of Anserini over other research oriented IR toolkits such as Indri and Galago is its efficiency in indexing and retrieval of large document collections.

A commonly used framework for neural re-ranking is MatchZoo [4], an open-source framework that implements various state-of-the-art models for neural ranking. MatchZoo facilitates the design, the comparison and the sharing of deep text matching models. It offers implementations for data processing, neural matching models as well as modules for training and evaluation. Its data processing module contains standard text preprocessing methods such as word tokenization, stemming etc. using NLTK.

2.2 Explainable search

Recent work on explainable search has been focused on three directions: explainable product search [1], interpretability of neural retrieval models [6, 17] and their axiomatic analysis [13]. Explainable product search is closely related to explainable recommendation since both aim at enhancing the user experience in online shopping and hence in increasing the profits of e-commerce companies. Axiomatic analyses of neural retrieval models investigate to what extent the formal constraints [5] of retrieval models are satisfied from neural ranking models.

On the other hand, research on the interpretability of neural retrieval models attempts to give more insights to the user regarding the search process. Although current search engines have made steps towards the transparency of their results, many users still have little understanding on how they work. Singh and Anand [17] developed an explainable search engine designed to aid the users in the search task. They used a modified version of LIME [14], adapted for rank learning, to interpret the results of neural ranking algorithms. Moreover, they designed an interface for their search engine in which they visualized the explanations.

The work by Singh and Anand does not involve user feedback for evaluating how helpful the search engine is according to the users. Mi and Jiang [11] conducted an extensive user study to address explainability of result pages. They evaluated a commercial search engine in which the document snippets are the explainable elements on the result page. In the current paper, we build on this work by implementing an explainable neural search engine and evaluating its retrieval effectiveness as well as its explainable elements with user feedback.

3 METHODS

Our methods comprise three parts: the general architecture of retrieval and re-ranking (Section 3.1), neural re-ranking (Section 3.2), and the implementation of explainability elements (Section 3.3).

3.1 Retrieval architecture

We use Anserini to build an inverted index for our document collection. For each query we retrieve the top K documents with BM25 [15]. We use the relevance assessments that are available in the training dataset (in our case Robust04) for learning the neural ranking model. These relevance assessments specify the relevance of query–document pairs in the data.

We reconstruct the relevance assessments file using only the query–document pairs that were retrieved. The neural ranking model is then trained on the filtered query–document relevance file. When splitting the documents into passages the aforementioned design remains the same. This is explained in more detail in Section 3.3.2.

3.2 Re-Ranking Documents

The second step of the ad-hoc retrieval pipeline is the re-ranking process. We use MatchZoo’s (v2.2) implementation of the Deep Relevance Matching Model (DRMM) [7] to perform the neural re-ranking step. DRMM builds matching signals between query terms and documents using word embeddings and gives them as input to a feed-forward matching network that outputs a matching score for each query–document pair.

3.2.1 DRMM Model Architecture. In more detail, DRMM takes as input the term vectors of a query \( q = \{w_1^{(q)}, w_2^{(q)}, ..., w_M^{(q)}\} \) and a document \( d = \{w_1^{(d)}, w_2^{(d)}, ..., w_N^{(d)}\} \) where \( w_i^{(q)} \) denotes the word embedding vector of the \( i \)-th query term and \( w_j^{(d)} \) the word embedding vector of the \( j \)-th document term. These term vectors are used to build local interactions between each pair of terms. For each query term the local interactions are transformed into a fixed-length matching histogram. The matching histograms are the input of a feed-forward neural network which learns hierarchical matching patterns and produces a matching score for each query term. To generate the overall matching score of a query the scores for each term are aggregated with a term gating network. The matching score for each query-document pair is the dot product of the query term importance weights and the output vector of the feed-forward network.

Matching Histograms. The first step in capturing local interactions between query terms and documents in DRMM is to measure the cosine similarity between the word vectors of every query term and every document term. The major drawback of this approach is the variance in the sizes of the local interactions due to the different lengths of queries in documents. In order to overcome this obstacle, DRMM introduced the matching histogram mapping which is a key
element in its implementation. The basic idea behind matching histograms is the grouping of local interactions according to different levels of signal strength. The cosine similarity between the term vectors (a continuous value in the interval \([-1, 1]\)) is discretized into equally sized bins in an ascending order and each similarity score is assigned to the corresponding bin. The exact matching between a query and a document term (cosine similarity\(=1\)) is treated as a separate bin. There are three types of matching histograms:

- Count-based Histogram: Each bin contains the count of local interactions as the histogram value.
- Normalized Histogram: The count value in each bin is normalized by the total count of terms in the document.
- LogCount-based Histogram: The count value in each bin is logarithmized to reduce the range of histogram values. In our research, we only experimented with this type of matching histograms since previous work [7] shows they outperform the other ways of matching histogram mapping.

**feed-forward Matching Network.** Using the matching histograms as input, DRMM employs a feed-forward matching network to learn the hierarchical matching patterns between documents and query terms. The choice of a feed-forward network in the architecture of the model ignores the position of the terms and focuses on the strength of the signals. The output of the network is a matching score for each query term.

**Term Gating Network.** Another very important feature in the architecture of DRMM is the deployment of the term gating network. The purpose of this addition is the modeling of query term importance. Instead of just summing up the respective matching scores of each query term, the term gating network controls the contribution of each matching score to the final relevance score. To calculate this query term importance it produces an aggregation weight for each term using linear self-attention. Specifically, for each query \(q_i\) its importance weight \(g_i\) is returned by a softmax function:

\[
g_i = \frac{\exp(w_g x_i^{(q)})}{\sum_{j=1}^{M} \exp(w_g x_j^{(q)})}, \quad i = 1, ..., M
\]

(1)

where \(x_i^{(q)}\) is the \(i\)-th query term input. This input can be either the embedding vector of the corresponding term or its inverted document frequency. Consequently, \(w_g\), which denotes the weight parameter of the gating network, is either a weight vector with the same dimensionality as the embedding vector or a scalar weight when the IDF value is chosen as the input.

**3.2.2 DRMM Model Training.** To train the deep relevance matching model we employ a pairwise ranking loss function, which is widely used in neural ranking and in ad-hoc information retrieval in general, called hinge loss. Like in all pairwise loss functions, we are interested in the ranking of query-document pairs. Given two matching scores \(s(q, d^+)\) and \(s(q, d^-)\) where \(d^+\) is ranked higher than \(d^-\) with respect to query \(q\), hinge loss is defined as:

\[
L(q, d^+, d^-; \Theta) = \max(0, 1 - s(q, d^+) + s(q, d^-))
\]

(2)

with \(\Theta\) as the weights used both in the feed-forward matching network and the term gating network. The model parameters are updated via standard backpropagation using the Adadelta [22] optimizer with mini-batches.

**3.3 Explainability**

**3.3.1 Query Term Importance.** Queries in web search engines are usually keyword-based and do not contain complex grammatical structures. Moreover, the compositional relation between the query terms can be often interpreted as logical ‘and’, although not all terms should be of equal importance. Relying on this hypothesis DRMM handles queries as separate terms but takes into account the importance of each term by employing the term gating network (see Section 3.2.1).

We consider query term importance as an important aspect of search results interpretation. It is an actual real-time feedback to the user regarding the query they formulated in order to satisfy his information needs. The term weights could facilitate the search process and could teach the users how to search for what they are looking for, given a certain IR system.

To obtain the query term weights we use the term gating network’s softmax function (see Equation 1). This gating network can be alternatively described as the simplest form of an attention function [18], a linear self-attention. Subsequently, the outputs \(g_i\) of the gating network can be described as the outputs of an attention layer, also known as attention values. Since they are the output of a softmax function these probabilities sum to 1, which makes their visualization straightforward and interpretable.

**Visualization of query term importance.** As example for our visualization we show the term importance for the query “Nobel prize winners” in Figure 1. Given this query a relevant document is expected to be about winners of the Nobel prize. Intuitively the term “Nobel” is more important than the other two terms, in the sense that retrieved documents that do not refer to it are probably
irrelevant and that documents describing other aspects of Nobel would be more relevant than documents about another prize for instance. As expected, the term Nobel has the greatest attention probability among the other two terms while the term winners, which is also very important, comes second.

3.3.2 Passage ranking. For the explainability of the document text matching we decided to adopt a passage-level approach. We split each document in passages to be able to deduce the matching scores between the query and each passage, thereby allowing the selection of the best matching passage. Passages are non-overlapping and have a length of 100 tokens each. The small length of the passages improves the explainability of the model. Many documents in Robust04 are shorter than 200 tokens and could not be split into longer passages. Moreover smaller passages can be used as snippets for the search engine interface.

Following DRMM’s pipeline we build a matching histogram for each query–passage term pair and then give it as input to the model. Since passage-level labels are not available, in order to train the neural ranking model we have to assign a ground-truth relevance label to each passage-query pair. To that end, we transfer the document relevance label to each passage in the document as ground truth for learning the passage relevance.

After we have trained the model and assigned a matching score to each passage using DRMM, we assign the score of the passage with the highest match score to the document ('maxP'), following Dai et. al [3] and use it to rank the documents.

Visualization of passage relevance. The passage with the highest matching score from each query–document pair is considered to be the most relevant passage of the document and is shown to the user as document snippet in the search results interface. We also employ another type of visualization to enhance the explainability of the results. We show a thumbnail of the whole document to the user in which the most relevant passage is highlighted, as illustrated in Figure 2. This allows the user to better judge the relevance of the document based on the position of the passage in the text and also gives information of where to search in the document for the most relevant passage. This can be especially helpful in long documents where the information needed by the user could be at the bottom of the document.

This is a simple approach that might lead to some passages being mislabeled [2], but for our current goal this suffices.

Figure 2: Example thumbnails of retrieved documents with the most relevance passage highlighted.

Table 1: Retrieval results on the Robust04 test data

|          | MAP  | P@20 | nDCG@20 |
|----------|------|------|---------|
| BM25     | 0.2531 | 0.3631 | 0.4240 |
| DRMM     | 0.2662 | 0.2974 | 0.3706 |
| DRMM-maxP| **0.3172** | 0.2650 | 0.3177 |

4 RETRIEVAL EXPERIMENTS

Data. We use the Robust04 dataset [20] for the evaluation of our methods. Robust04 is a news corpus that contains 0.5M documents and 249 queries. The queries contain both a short title and a description. We only used the query titles in our experiments which are short (a few keywords) and therefore fit our query term importance approach. In the initial retrieval step, we use $K = 1000$ documents when retrieving complete documents and $K = 100$ when splitting the documents into passages. We chose to reduce the number of initially retrieved documents in the passage approach because of computational limitations. The caveat of this approach is a drop in the performance of the initial retrieval model.

Neural re-ranking. For the re-ranking step we split the dataset in 5 folds with 50 queries each, following Huston and Croft [8]. We then conduct 5-fold cross-validation where we use 3 folds for training, 1 for validation and 1 for testing. For the DRMM implementation we use LogCount-based histograms with the bin size set to 30. In the feed-forward matching networks we used two hidden layers with 5 nodes each and tanh as activation function. For the embedding layer we used Glove embeddings [12] pretrained on 6B tokens with 300 dimensions.5 The query term embeddings were used as the input of the term gating network.

Results. Table 1 shows the results of the retrieval experiments on the test set. The first row in Table 1 are the results of Anserini’s BM25 on the document level with $K = 1000$ and acts as a strong baseline. The second row are the results of our DRMM implementation on the document level.7 The third row is our own method for passage retrieval with evaluation on the document level, as explained in Section 3.3.2. The results indicate that in terms of Precision@20 and nDCG@20 our model is less effective than BM25 and document-level DRMM, but it is a bit better in terms of MAP. Overall, we consider the quality of the model sufficient for evaluation of the explainable features developed.

5 USER EVALUATION

We created an explainable interface for the search engine result page including the query term relevance doughnut and the document thumbnails as described in Section 3.3. We compare our explainable interface to a regular result page interface in an online user study.

5.1 Study design

The study had a 2x2 within-subject design, with two groups of participants and two interfaces (regular and explainable).

---

5https://nlp.stanford.edu/projects/glove/
6The results in terms of P@20 and nDCG@20 are lower than in the original paper [7], but our implementation is not identical to the original. Other papers have reported different results as well [10]
Table 2: Selected queries for the user study. The relevant documents in the top 5 are indicated with letters, where A denotes the first-ranked document and E denotes the fifth-ranked document.

| our query id | Robust04 query id | query                              | relevant documents in top-5 |
|--------------|------------------|-----------------------------------|----------------------------|
| 1            | 310              | radio waves and brain cancer      | A                          |
| 2            | 318              | best retirement country           | A,E                        |
| 3            | 384              | space station moon                | A                          |
| 4            | 400              | amazon rain forest                | C,D,E                      |
| 5            | 613              | berlin wall disposal              | B                          |
| 6            | 615              | timber exports asia               | B                          |

Queries and documents. We hand-selected six queries from the Robust04 data to show to the participants in a result page together with the top-5 documents retrieved for the query. The queries were selected on the basis of three criteria: (1) that there is at least one relevant document in the top-5 retrieved documents; (2) that all top-5 retrieved documents have a title field; (3) that the query consists of at least three terms, to have an informative query doughnut chart. The selected queries are in Table 2.

For each query we retrieved and ranked documents from Robust04 using our retrieval and neural re-ranking method. We took the top-5 documents and for each document we selected the passage with the highest matching passage score as snippet. The query terms are marked with boldface in the snippet. In addition, the document thumbnail indicating the position of the snippet passage in the document is shown on the left of the snippet. On the top right of the page the doughnut chart for the query terms is shown.

Both interfaces have the same top-5 documents with the same snippets; only the visualization of the result page differs.

Participants. 22 volunteers participated in the online study. Participants were randomly assigned to either group A or group B. Participants in group A saw query 1,3,5 in interface R and query 2,4,6 in interface E. Participants in group B saw query 2,4,6 in interface R and query 1,3,5 in interface E. The order of the queries was such that the two interfaces were shown to each user in alternating order, starting with interface R.

5.2 Result page judgments

Our evaluation criteria are based on the paper by Mi and Jiang on the interpretation of search result snippets [11], but as opposed to their work we evaluate the result page as a whole instead of the individual snippets. We ask our participants to judge the result pages on two criteria: explainability and assessability. According to Mi and Jang, assessability is “the ability of a summary to explain search result relevance”. In our study, we generalize this to the result page as a whole: the ability of the result page to explain search result relevance. Participants were asked to respond to the following two judgment questions using a five point scale from 1 (Strongly Disagree) to 5 (Strongly Agree).

- **(Explainability)** "By looking at the result page, I can understand why the search engine returned these results for the shown query."
- **(Assessability)** "By looking at the result page, I can tell which results are useful without opening the links."

In addition the participants were asked to assess the relevance of the 5 documents: "By looking at the result page, can you tell which of the returned documents are relevant to the query?" (checkboxes for document A–E, or ‘None of the above’). It was not possible for the users to click through to the full document; they only had the information on the search engine result page available.

---

5 Some documents in Robust04 do not have a title; these are much harder to assess on the result page. In addition, documents without titles are less representative for real live search engines.
5.3 Results

Overall results for explainability and assessability. The mean explainability score that the participants gave for the regular interface was 3.4; for the explainable interface this was higher: 4.2. Figure 4 shows the dispersion of the explainability values over all queries and all participants. The mean assessability scores were 3.6 for the regular interface and 4.4 for the explainable interface. Figure 5 shows the dispersion of the assessability values over all queries and all participants.

**Per-participant analysis.** Further analysis per participant with Wilcoxon Signed-ranks Tests (dependent samples with \( n = 22 \)) indicates that the scores for the two interfaces are significantly different (explainability: \( W = 107, p = 0.001 \); assessability: \( W = 103.5, p = 0.001 \)). The large majority of participants (18) judge the explainability of the explainable interface higher than the explainability of the regular interface.

We conducted a three-way ANOVA to test the significance of the differences of the explainability and assessability scores between the two interfaces. The three factors (independent variables) of the analysis are the interface, the participant, and the query; the dependent variables are the explainability and assessability scores (we performed a three-way ANOVA for each of them separately). The analysis indicates that the explainability scores are significantly different between the two interfaces (\( F(1, 21) = 30.7, p < 0.001 \)), but also between the participants (\( F(1, 21) = 3.4, p < 0.001 \)) and the queries (\( F(1, 21) = 3.3, p = 0.008 \)). The assessability scores are significantly different between the participants (\( F(1, 21) = 3.1, p < 0.001 \)) and the interfaces (\( F(1, 1) = 39.6, p < 0.001 \)) but not between the queries (\( p = 0.24 \)). Moreover, the large F-Values of the interface variable show that there is a large variation between the two interfaces and we can conclude that the interface is the most significant factor for both assessability and explainability.

**Per-query analysis.** Figure 6 shows a breakout per query. For each of the six queries, the average explainability and assessability scores are plotted for the two interfaces. The left plot (for explainability) show quite some variation between the queries. This is in line with the ANOVA analysis, which indicated that the query is a significant factor in the variance of explainability scores. The query represented by the green line is the only query for which the explainable interface scores slightly lower (4.1) than the regular interface (4.2). This is query 4, "amazon rain forest". One characteristic of this query is that it has three relevant documents in the top-5, where the other queries had one and in one case two. This could have led to a relatively high explainability score in the regular interface.

Assessability is judged higher for all queries in the explainable interface than in the regular interface. The relative difference between the interfaces (steepness of the lines) is similar between all
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DRMM [9] and POSIT-DRMM [10] are built on top of DRMM’s models for information retrieval. Neural ranking models like CEDR-tive experience. ining as visualization for search engine users, based on their subject- obtain.

We cannot prove that the users only the snippets on the result page, in the explainable interface developed.

We conclude that the proposed explainable elements are promising as visualization for search engine users, based on their subjective experience.

Future work. We are interested in investigating the possibility of adding explainable elements to state-of-the-art neural ranking models for information retrieval. Neural ranking models like CEDR-DRMM [9] and POSIT-DRMM [10] are built on top of DRMM’s architecture but improve its performance on ad-hoc retrieval tasks significantly. We believe that our methods can be modified accordingly in order to build explainable search engines that achieve performance comparable to the latest neural models.
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