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A phased array with many coil elements has been widely used in parallel MRI for imaging acceleration. On the other hand, it results in increased memory usage and large computational costs for reconstructing the missing data from such a large number of channels. A number of techniques have been developed to linearly combine physical channels to produce fewer compressed virtual channels for reconstruction. A new channel compression technique via kernel principal component analysis (KPCA) is proposed. The proposed KPCA method uses a nonlinear combination of all physical channels to produce a set of compressed virtual channels. This method not only reduces the computational time but also improves the reconstruction quality of all channels when used. Taking the traditional GRAPPA algorithm as an example, it is shown that the proposed KPCA method can achieve better quality than both PCA and all channels, and at the same time the calculation time is almost the same as the existing PCA method.

1. Introduction

Parallel imaging methods [1, 2] have been widely used to accelerate MRI acquisitions. Due to the increased number of coils in parallel Magnetic Resonance Imaging, the numbers of coils (e.g., 128 channels) have been developed to improve the image quality of reconstruction and the sampling speed of acquisition [3–5]. On the other hand, the calculated cost increases as the number of coils increases, especially for coil-based reconstruction methods such as GRAPPA [2]. A number of coil compression methods have been proposed [6–19] to reduce computational time. They can be divided into two categories, one based on the hardware approach [5] and the other based on the software approach [6–19]. Those software-based coil compression methods provide a more flexible way to reduce computation workload. For example, principal component analysis (PCA) has been applied on compressing large array coils [10, 19]. The coil compression process produces a smaller set of virtual channels that can be represented as a linear combination of physical channels. The method has been successfully applied to most existing reconstruction methods such as SENSE [1], GRAPPA [2], and SPIRiT [20]. All existing coil compression methods have demonstrated that the number of channels can be greatly reduced without significant loss of SNR or image degradation, thereby increasing computational efficiency. In addition to saving computing time, PCA-based channel reduction methods have been shown to have noise reduction effects [10, 19, 21]. However, this denoising effect has been discussed in [21] without significant improvement.

The proposed method is to study the noise reduction capability of software-based coil compression methods while achieving noise suppression and channel reduction simultaneously. And we present a PCA-based approach, which is a nonlinear extension of the conventional PCA method [10, 19]. In contrast to the linear combination used in the conventional PCA, the proposed channel reduction technique nonlinearly combines physical channels to generate a new reduced set of virtual channels. Actually, the conception of nonlinear reconstruction using kernel methods has been studied in nonlinear GRAPPA [22], and the advantages of nonlinear combination over linear techniques have been demonstrated. The proposed kernel PCA (KPCA) method can reduce the
usage of nonlinear combination on additional dimensions and more effectively enhance the quality of coil channels. In experiments, we used the GRAPPA method [2] as the reconstruction demos to achieve the final images from the data reduced channels. When generating the same small number of virtual channels, the proposed KPCA can reduce GRAPPA calculation time the same as the previous PCA-GRAPPA reconstruction [10] calculation time; however, the signal-to-noise ratio (SNR) is higher than the conventional GRAPPA [2] and PCA-GRAPPA [10].

2. Background

Generally, the GRAPPA reconstruction [2] can be represented as

\[ S_j(k_y + r \Delta k_y, k_x) = \sum_{l=1}^{L} \sum_{b=1}^{B_j} \sum_{h=1}^{H_j} w_{j,lbh}(l, b, h) \times S_j(k_y + b R \Delta k_y, k_x + h \Delta k_x), \]

(1)

where the unacquired \( k \)-space signal \( S_j \) (the left side of (1)) is calculated by a linear combination of \( k \)-space signals (the right side of (1)). Here, \( w \) represents the coefficient set, \( R \) is the outer reduction factor (ORF), \( j \) is the target coil, \( l \) counts all coils, \( b \) and \( h \) are calculated by taking neighbor \( k \)-space data in \( k_y \) and \( k_x \) directions, respectively, and the variables \( k_y \) and \( k_x \) represent the coordinates encoded along the frequency and phase, respectively. The GRAPPA formulation can be simplified as a matrix equation:

\[ b_{M \times 1} = D_{M \times K} x_{K \times 1}, \]

(2)

where \( D \) denotes the matrix consisting of the acquired data, \( b \) represents the vector of the missing data, and \( x \) represents the coefficients.

In general, the coefficients are dependent on the coil sensitivity, which are a priori unknown. In GRAPPA, auto-calibration data (ACS) are obtained and used as the vector sensitivity, which are a priori unknown. In GRAPPA, auto-the coefficients.

and phase, respectively. The GRAPPA formulation can be simplified as a matrix equation:

\[ \begin{align*}
\mathbf{b}_{M \times 1} &= \mathbf{D}_{M \times K} \mathbf{x}_{K \times 1}, \\
\mathbf{x} &= \arg \min \| \mathbf{b} - \mathbf{D} \mathbf{x} \|_2^2.
\end{align*} \]

(3)

When the matrix \( \mathbf{D} \) changes with a higher reduction factors, the noise in the estimation coefficients can be greatly amplified.

As a dimension reduction technique, PCA has been successfully used to reduce the number of effective channels in GRAPPA reconstruction [8, 9]. The PCA finds an orthogonal linear transformation that converts the data to a new coordinate system so that the largest change in any projection of data comes from the first coordinate, the second largest change is on the second coordinate, and so on. When applied to channel reduction, the ACS data is used to obtain the transformation and then applied to all acquired data to obtain a new dataset in the new coordinate system. Mathematically, the linear transformation \( \mathbf{W} \) can be calculated by the eigen-decomposition of the covariance matrix of the ACS data:

\[ \mathbf{A}^H \mathbf{A} = \mathbf{W}^H \mathbf{\Sigma} \mathbf{W}, \]

(4)

where \( \mathbf{A} = [\mathbf{a}_1, \mathbf{a}_2, \ldots, \mathbf{a}_L] \) consisted of vector \( \mathbf{a}_l \) generated from the ACS data of the \( l \)-th channel (a total of \( L \) channels) after removing the average; \( \mathbf{W} \) and \( \mathbf{\Sigma} \) are, respectively, eigenvectors and eigenvalues of the matrices. The new coordinates based on eigenvectors are called principal components. Assuming that the direction of largest variance represents interesting information and the direction of the minimum variance indicates noise that is not of interest. For simplicity, only a few first eigenvectors corresponding to the largest eigenvalues are retained to form a linear transformation \( \mathbf{T} \). The transformation matrix is then applied to the acquired \( k \)-space data to obtain an orthogonal projection of the eigenvectors, resulting in a new set of reduced virtual channels. Then, the undersampled data is reconstructed in the transform domain by conventional GRAPPA. Note that [9] the number of source channels (\( N_{\text{src}} \)) and the number of target channels (\( N_{\text{ch}} \)) may differ after PCA reduction. One may be bigger than the other, with the same calculation time to get the best result. The final image is produced by combining the virtual channels with root sum-of-square (SOS). Obviously, the assumptions in the PCA are not necessarily kept because of the possibility of small variance in the direction of interesting signals, in which case the useful information is lost after reductions.

3. Proposed Method

3.1. Kernel PCA. The kernel method [23] is a widely used machine learning method. The main idea of the kernel method is that a set of points which cannot be linearly segmented in a low-dimensional space is likely to become linearly separable when transformed into a set of points in a high-dimensional space. For a given linear algorithm, the data is mapped from the input space \( A \) to the feature space \( H \) through a nonlinear mapping \( \Phi(\cdot) : A \rightarrow H \), and then the algorithm is applied on the vector representation \( \Phi(\mathbf{a}) \) of the data. When the PCA method is a nonlinear mapping algorithm, the approach becomes a kernel PCA (KPCA) method.

PCA is a process of attribute dependency. The correlation here mainly refers to the linear correlation. So, for nonlinear situation, it involves kernel PCA called KPCA [24]. Intuitively, the kernel PCA is the PCA dimensionality reduction based on the kernel space after the original sample has passed the kernel mapping. KPCA formula derivation and PCA are very similar, but there are two innovations. In order to deal with nonlinear data better, a nonlinear mapping function \( \Phi(\mathbf{A}) \) is introduced to map the data in the original space into a high-dimensional feature space. For any vector in space, even if it is a basis vector, all samples lie in the linear representation. After kernel mapping, we make a linear PCA on the new data in the feature space constructed by the product of vector elements, thus taking into account higher-order statistics. We applied kernel PCA on parallel imaging reconstruction methods such as GRAPPA [2].
3.2. Nonlinear Mapping Function. In order to achieve a smooth relationship, a nonuniform polynomial kernel is selected for Φ mapping. It has the following form:

\[
\kappa(a, b) = (\lambda a^T b + r)^d,
\]

(5)

where \(\lambda\) and \(r\) are scalars; \(d\) represents the degree of the polynomial. Due to explicit representation of nonlinear mapping \(\Phi(A)\) of \(\kappa(a, b) = \langle \Phi(a), \Phi(b) \rangle\), polynomial kernel is also suitable for mapping MRI data. For instance, \(\Phi(A)\) maps the original \(L\)-channel data \(A\) to \(a^2\), when \(d\) is 2,

\[
\Phi(A) = [r^2, \sqrt{2}ra_1, \ldots, \sqrt{2}la_{L}, a_1^2, \ldots, a_1^{2(L+1)}, a_{L}^2, \ldots, a_{L}^{2(L+1)}]^T,
\]

(6)

where \(a_1, a_2, \ldots, a_L\) are vectors representing different channels; superscript \((2)\) means piecewise square; \(\times\) denotes point-wise multiplication. It can be seen that the vector includes the constant, linear, second-orders in the original data, and \(\Phi(A)\) has \((L + 2)(L + 1)/2\) terms in total.

In order to avoid overfitting, some second-order terms are removed. In particular, the second-order terms are rearranged in the following order. The square terms are selected within each coil at first, and then the product terms between the nearest neighbors are chosen, and then the next-nearest neighbors are selected in \(k\)-space and so on. The vector \(\Phi(a)\) is removed by using sorted terms based on the desired dimension of the feature space. If all second-order terms are truncated, the proposed method is the same as linear PCA-based channel compression algorithm.

The target channels are corresponding to data on the left side of (1) and source channels as those for the right side of (1). The original space for the target channel is selected to avoid the complexity of converting the data from the feature space back to the original space. The source channels are used for estimation only, so there is no need to convert it back to the original space. The number of second-order terms to be three times of that of the first-order terms is chosen for building the source channels. Since MRI noise is generated in a very complicated procedure, which can be considered as non-Gaussian distribution [25]. Noise also exists in sensitivities of acquired channel data. Noise and true signal can be considered as error-in-variable model [22]. The traditional linear space is mapped to nonlinear feature space to capture noise characteristics existing in coil sensitivities. Nonlinearity is added to modulate sensitivities in the channel compression procedure. The benefit of the proposed method is the simultaneous channel compression and noise suppression in reconstruction procedure.

To balance linearity and nonlinearity of the new coordinate system, the parameters \(r\) and \(\lambda\) are finely tuned. If the nonlinearity dominates the coordinate, the reconstructed image quality is distorted since the original channel information is lost and overridden by nonlinearity information. By contrast, if the nonlinearity is too tiny, reconstruction is almost equivalent to original PCA-based channel reduction method, so that nonlinearity does not have effect on suppressing noise. \(\sqrt{2}\lambda r = 1\) and adjustable \(\lambda\) are set to obtain the better performance. The maximum absolute value \(M_{2nd}\) of the second-order terms is identified for building the feature space. \(\lambda_s\) sets the value within the range within \((1/M_{2nd}, 10/M_{2nd})\) based on the experience that the reconstruction is insensitive to the values in the above range.

3.3. Proposed Algorithm. The proposed method is presented in the following steps.

Step 1. Extracted calibration data is the input data of KPCA for target channels and source channels, respectively. The calibration data in each channel is arranged into a vector; therefore, there are overall \(N\) vectors \(V_1, V_2, \ldots, V_N\) corresponding to overall \(N\) channels of original \(k\)-space data.

Step 2. Nonlinear mapping \(\Phi\) is applied on random variable \(V\) here to construct the covariance matrix \(C_s\) and \(C_t\) of target channels and source channels, respectively. The new vectors \(U\) are constructed as follows:

\[
U = \begin{bmatrix} V_1, V_2, \ldots, V_N, \lambda V_{11}, \lambda V_{22}, \ldots, \lambda V_{NN}, \lambda V_{11}, \lambda V_{12}, \lambda V_{23}, \ldots, \lambda V_{(N-1)N}, \lambda V_{(N-1)1}, \lambda V_{N2}, \lambda V_{13}, \lambda V_{24}, \ldots \end{bmatrix},
\]

(7)

where \(V_1, V_2, \ldots, V_N\) denote vectors obtained from original \(k\)-space ACS data; second-order terms represent the vector from the point-wise multiplication by \(V_1, V_2, \ldots, V_N\). For example, \(V_{11} = [v_1^2, v_2^2, \ldots, v_n^2]^T\). Furthermore, the dimension of \(U\) is \(n \times 4N\), where \(n\) is the total number of \(k\)-space data obtained at the central strip, and Nyquist rate \((n = N_{nyq} \times N_x, \text{where } N_{nyq} \text{ is the number of phase-encoding lines fully sampled with Nyquist rate, and } N_x \text{ is the number of points along the frequency-encoding direction})\) is fully sampled. If ACS lines are defined, which are fully sampled \(k\)-space data at the central strip, \(N_{acs} = N_{nyq}\) can be derived. Nonlinearity controlled by the parameter \(\lambda\) is added into the new coordinates. Since the target channels will be used for final reconstruction which can't be incorporated large nonlinearity, so both parameters \(\lambda_s\) and \(\lambda_t\) are tuned for constructing \(U_t\) and \(U_s\), respectively. Generally, \(\lambda_t\) is much smaller than \(\lambda_s\).

Step 3. For target and source vectors \(U_t\) and \(U_s\) produced in Step 2, mean of zero is calculated to make sure \(U_t\) and \(U_s\) will be the direction of maximal variance. The mean of zero can be calculated as follows:

\[
\bar{U} = U - \frac{\sum_{p=1}^{n} u_p}{n}.
\]

(8)
**Figure 1:** Reconstruction comparison of PCA and KPCA with compressed data. All channel (All Ch) data are used for the reference image. And the reconstructed images of KPCA and PCA with 10-channel (10 Ch) compressed data are, respectively, compared with the reference image.

**Step 4.** For target channels, covariance matrix $C_t$ is generated as follows:

$$C_t = \text{cov} \left( \hat{U}_t(i), \hat{U}_t(j) \right), \quad 1 \leq i \leq 4N, \quad 1 \leq j \leq 4N, \quad (9)$$

where one component $C_t(i, j)$ represents covariance between random variables $\hat{U}_t(i)$ and $\hat{U}_t(j)$. The parameter $\lambda_t$ can be set as zero to keep uniform with PCA-based channel reduction.

**Step 5.** Similarly to Step 4, covariance matrix $C_s$ is constructed for source channels. The difference is that the parameter $\lambda_s$ is chosen, which is generally larger than $\lambda_t$ in Step 4.

**Step 6.** Calculate eigenvalues and eigenvectors using singular value decomposition (SVD) on covariance matrix $C_t$ and $C_s$, respectively. Since nonlinear mapping is directly used here...
Figure 2: Reconstruction results of the 32-channel (32 Ch) experimental phantom images. Three methods were compared, the GRAPPA using full channel data, the PCA-GRAPPA, and KPCA-GRAPPA using, respectively, 12-channel (12 Ch) and 16-channel (16 Ch) compressed data.

and kernel trick matrix is not needed to be computed here, SVD can be directly used here to calculate eigenvalues and eigenvectors, like conventional linear PCA does [23]. The transformation matrix $T$ is composed of eigenvectors of the covariance matrix, which transforms data in $U_i$ and $U_s$ into new coordinates.

Step 7. Generate the transformed data in the new coordinates for $N_{tch}$ target channels and $N_{sch}$ source channels, respectively. Similarly to [26], $N_{tch}$ and $N_{sch}$ are not needed to be necessarily equal. In the calibration step, $S_i$ in (1) are obtained from target channels and $S_j$ in (1) are obtained from source channels to calculate weights. In the synthesis step, calculated weights and acquired data on source channels are combined to predict missing values on target channels, which are used for final image reconstruction.

4. Results

We validate the proposed algorithm performance by using three MRI datasets. At first, a uniform water phantom was scanned using a gradient echo (GRE) sequence (15.63 kHz bandwidth, FOV = 250 mm$^2$, matrix size = 256 x 256, TE/TR = 10/100 ms, and slice thickness = 3.0 mm). Then, a coronary brain image was acquired by using a 2D spin echo (SE) sequence (slice thickness = 3.0 mm, matrix size = 256 x 256, FOV = 240 mm$^2$, and TE/TR = 2.29/100 ms). The third set of axial brain data was acquired on a 3T scanner (SIEMENS AG, Erlangen, German) with a 32-channel head coil using a 2D gradient echo sequence (TE/TR = 2.29/100 ms, flip angle = 25, matrix size = 256 x 256, slice thickness = 3 mm, and FOV = 24 cm$^2$). The conventional GRAPPA [2] and PCA-based GRAPPA [10] were implemented for comparing with the proposed method on the Matlab platform (Mathworks, Natick, MA, USA). For reference image, fully sampled data with all channels are reconstructed via root sum of squares (SoS).

To measure signal loss in channel compression, KPCA and PCA channel reduction based reconstructions with fully sampled data are evaluated firstly. Both of KPCA and PCA are applied to reduce the total 32 channels to 10 channels without undersampling $k$-space data. The compressed channels are used to reconstruct the images with inverse Fourier transform, respectively. Both reconstructed images are compared to the reference image with fully sampled data of all 32 channels. As shown in Figure 1, KPCA channel compression based reconstruction can suppress more noise than PCA channel compression based reconstruction in the region of interest (ROI), as demonstrated in the difference images.

Figure 2 shows the reconstructions of the first dataset (phantom) reconstructed by the conventional GRAPPA with full channels, GRAPPA with PCA-based channel reduction, and the proposed method using KPCA-based channel reduction. The first dataset was undersampled with an outer reduction factor (ORF) of 5 and the ACS of 42 (net acceleration of 3.0I). The configuration of the reconstruction coefficients was 15 columns and 2 blocks. The number of target channels
is set as 12 and the number of source channels is set as 16 for comparing performance. All sources of errors are displayed by subtracting reconstructed image by reference images. The error resources include blurring, aliasing, and noise. The proposed method is able to suppress more noise in comparison with traditional GRAPPA with full channels and GRAPPA with PCA-based channel reduction.

For the second dataset, reconstruction parameters are 48 ACS lines, 15 columns, and 2 blocks. Outer reduction factor (ORF) is set as 4, 5, and 6 for multiple comparisons. Correspondingly, the net reduction factors are, respectively, 2.56, 2.81, and 3.01. For PCA-GRAPPA and KPCA-GRAPPA, the number of reduced channels is set as 20 for both $N_{\text{ch}}$ target channels and $N_{\text{sch}}$ source channels. The parameter $\lambda_{\text{sch}}$ is set as $1.16 \times 10^{-6}$. From left column to right column, it is seen that reconstructions of GRAPPA, PCA-GRAPPA, and KPCA-GRAPPA are deteriorated when ORF is increasing. For the same ORF (from top to bottom), reconstruction of the proposed method always suppress more noise than that of traditional GRAPPA and GRAPPA with PCA-based channel reduction. For the column images of ORF 5, although trivial aliasing artifacts exist in all reconstructions of GRAPPA, PCA-GRAPPA, and KPCA-GRAPPA, the proposed method can reconstruct the image with cleaner contents as shown in Figure 3. Due to loss of information, reconstruction of PCA-GRAPPA is a very little worse than GRAPPA.
The proposed method is also evaluated and compared with the PCA-based channel reduction method shown in Figure 4 when using the traditional GRAPPA as the reconstruction method of the third dataset. It is also shown that there is no channel reduction in GRAPPA reconstruction and complete sampling from all channels as the square root of the reference image reconstructed for comparison. For visual comparison, the corners of each image contain an enlarged area of interest. Using 4 ORF and 48 ACS, the net acceleration was 2.56. The number of target and sources channels is 16, and $\lambda_i$ is $1.23 \times 10^{-9}$. Spatially varying noise is suppressed in both conventional GRAPPA and PCA-reduced GRAPPA reconstructions. Furthermore, the proposed method also preserves the image details without obvious blurring. The computation speed of the proposed method is almost the same as the PCA-based channel reduction method (around 863 seconds), which takes only about 11% reconstruction time of the traditional GRAPPA (7771 seconds) to reconstruct the image but the quality is better. Selecting a small area of interest to calculate the SNR of each reconstruction is shown in Figure 5. The SNRs of reference, conventional GRAPPA, PCA, and KPCA reduced GRAPPA reconstructions are 16.69 dB, 14.86 dB, 14.47 dB, and 15.42 dB, respectively.

5. Conclusion

A new nonlinear kernel PCA-based channel compression method is proposed in parallel MRI. The method maps data to higher dimensional space by nonlinear transformation and performs PCA to generate a set of compressed coils. The experimental results show the proposed coil compression method based on KPCA can not only reduce the computation time cost but also suppress more noise in GRAPPA reconstructions than previous PCA method. In the future, we plan to do more experiments and investigate how to automatically choose the optimal nonlinear mapping parameters of the proposed algorithm for more parallel imaging reconstructions [27–29].

Conflicts of Interest

The authors do not have any conflicts of interest.

Acknowledgments

This work was partially supported by the National Natural Science Foundation of China (61471350, 81729003), the Basic Research Program of Shenzhen (JCYJ20150831154213680),
and the Key Laboratory for Magnetic Resonance and Multimodality Imaging of Guangdong Province (2014B030301013).

References
[1] K. P. Pruessmann, M. Weiger, M. B. Scheidegger, and P. Boesiger, “SENSE: sensitivity encoding for fast MRI,” Magnetic Resonance in Medicine, vol. 42, no. 5, pp. 952–962, 1999.
[2] M. A. Griswold, P. M. Jakob, and R. M. Heidemann, “Generalized autocalibrating partially parallel acquisitions (GRAPPA),” Magnetic Resonance in Medicine, vol. 47, no. 6, pp. 1202–1210, 2002.
[3] J. F. Villena, A. G. Polimeridis, Y. Eryaman et al., “Fast Electromagnetic Analysis of MRI Transmit RF Coils Based on Accelerated Integral Equation Methods,” IEEE Transactions on Biomedical Engineering, vol. 63, no. 11, pp. 2250–2261, 2016.
[4] D. Jiao and J.-M. Jin, “Fast frequency-sweep analysis of RF coils for MRI,” IEEE Transactions on Biomedical Engineering, vol. 46, no. 11, pp. 1387–1390, 1999.
[5] V. Soumya, A. Varghese, and N. Neetha, “A review on noise estimation methods in multi-coil MRI,” in Proceedings of the International Conference on Computing and Network Communications, CoCoNet 2015, pp. 859–866, India, December 2015.
[6] S. B. King, S. M. Varosi, and G. R. Duensing, “Optimum SNR data compression in hardware using an Eigencoil array,” Magnetic Resonance in Medicine, vol. 63, no. 5, pp. 1346–1356, 2010.
[7] M. Buehrer, K. P. Pruessmann, P. Boesiger, and S. Kozerke, “Array compression for MRI with large coil arrays,” Magnetic Resonance in Medicine, vol. 57, pp. 1131–1139, 2007.
[8] M. Doneva and P. Börnert, “Automatic coil selection for channel reduction in SENSE-based parallel imaging,” Magnetic Resonance Materials in Physics, Biology and Medicine, vol. 21, no. 3, pp. 187–196, 2008.
[9] F. Huang, S. Vijayakumar, Y. Li, S. Hertel, and G. R. Duensing, “A software channel compression technique for faster reconstruction with many channels,” Magnetic Resonance Imaging, vol. 26, no. 1, pp. 133–141, 2008.
[10] F. Huang, W. Lin, G. R. Duensing, and A. Reykowski, “A hybrid method for more efficient channel-by-channel reconstruction with many channels,” Magnetic Resonance in Medicine, vol. 67, no. 3, pp. 835–843, 2012.
[11] Z. Dong, F. Wang, X. Ma et al., “Interleaved EPI diffusion imaging using SPIRiT-based reconstruction with virtual coil compression,” Magnetic Resonance in Medicine, 2017.
[12] S. Feng and J. Ji, "Channel reduction in massive array parallel MRI," in Proceedings of the 31st Annual International Conference of the IEEE Engineering in Medicine and Biology Society: Engineering the Future of Biomedicine (EMBC '09), pp. 4045–4048, IEEE, Minneapolis, Minn., USA, September 2009.

[13] J. Wang, Z. Chen, Y. Wang, L. Yuan, and L. Xia, "A Feasibility Study of Geometric-Decomposition Coil Compression in MRI Radial Acquisitions," Computational and Mathematical Methods in Medicine, vol. 2017, Article ID 7685208, 2017.

[14] A. Chu and D. C. Noll, "Coil compression in simultaneous multislice functional MRI with concentric ring slice-GRAPPA and SENSE," Magnetic Resonance in Medicine, vol. 76, no. 4, pp. 1196–1209, 2016.

[15] S. Bhave, S. G. Lingala, and M. Jacob, "A variable splitting based algorithm for fast multi-coil blind compressed sensing MRI reconstruction," in Proceedings of the 2014 36th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBC 2014, pp. 2400–2403, USA, August 2014.

[16] J. Wang, Z. Chen, Y. Wang, L. Yuan, and L. Xia, "A Feasibility study of geometric-decomposition coil compression in MRI radial acquisitions," Computational and Mathematical Methods in Medicine, vol. 2017, Article ID 7685208, 9 pages, 2017.

[17] T. Zhang, J. M. Pauly, S. S. Vasanawala, and M. Lustig, "Coil compression for accelerated imaging with Cartesian sampling," Magnetic Resonance in Medicine, vol. 69, no. 2, pp. 571–582, 2013.

[18] M. Buehrer, K. P. Pruessmann, P. Boesiger, and S. Kozerke, "Array compression for MRI with large coil arrays," Magnetic Resonance in Medicine, vol. 57, no. 6, pp. 1131–1139, 2007.

[19] F. Huang, S. Vijayakumar, and J. Akao, "Software Compression for Partially Parallel Imaging with Multi-channels," in Proceedings of the 27th Annual International Conference of the Engineering in Medicine and Biology Society, (IEEE-EMBS '05), pp. 1348–13451, IEEE, Shanghai, China, 2005.

[20] M. Lustig and J. M. Pauly, “SPIRiT: iterative self-consistent parallel imaging reconstruction from arbitrary k-space,” Magnetic Resonance in Medicine, vol. 64, no. 2, pp. 457–471, 2010.

[21] S. Vijayakumar, F. Huang, J. H. Akao, M. K. Limkeman, and G. R. Duensing, "Channel compression and denoising," in Proceedings of the 15th ISMRM Scientific Meeting, Berlin, Germany, May 2007.

[22] Y. Chang, D. Liang, and L. Ying, "Nonlinear GRAPPA: A kernel approach to parallel MRI reconstruction," Magnetic Resonance in Medicine, vol. 68, no. 3, pp. 730–740, 2012.

[23] B. Schölkopf, A. Smola, and K. Müller, "Kernel principal component analysis," in International Conference on Artificial Neural Networks, vol. 1327 of Lecture Notes in Computer Science, pp. 583–588, Springer Berlin Heidelberg, Berlin, Germany, 1997.

[24] S. Mika, B. Schölkopf, A. Smola, K. R. Muller, M. Scholz, and G. Ratsch, "Kernel principal component analysis," in Artificial Neural Networks—ICANN '97: 7th International Conference Lausanne, Switzerland, October 8–10, 1997, Springer, Berlin, Germany, 1997.

[25] H. Gudbjartsson and S. Patz, "The Rician distribution of noisy MRI data," Magnetic Resonance in Medicine, vol. 34, no. 6, pp. 910–914, 1995.

[26] F. Huang and G. R. Duensing, "A theoretical analysis of errors in GRAPPA," in Proceedings of the 14th ISMRM Scientific Meeting, Seattle, Wash, USA, May 2006.
