Quantum open system identification via global optimization: optimally accurate Markovian models of open systems from time-series data

Zakhar Popovych\textsuperscript{1,2}, Kurt Jacobs\textsuperscript{2,3}, Georgios Korpas\textsuperscript{4,5,6}, Jakub Marecek\textsuperscript{5,8} and Denys I. Bondar\textsuperscript{9}

\textsuperscript{1}Department of Physics, Tulane University, New Orleans, LA 70118, USA
\textsuperscript{2}DEVCOM Army Research Laboratory, Adelphi, Maryland 20783, USA
\textsuperscript{3}Department of Physics, University of Massachusetts at Boston, Boston, Massachusetts 02125, USA
\textsuperscript{4}HSBC Lab, Innovation & Ventures, 8 Canada Square, London E14 5HQ, U.K.
\textsuperscript{5}Department of Computer Science, Czech Technical University in Prague, Karlovo nam. 13, Prague 2, Czech Republic
\textsuperscript{6}Archimedes Research Unit on AI, Data Science and Algorithms, Athena Research and Innovation Center, Maroussi, Greece

(Dated: December 17, 2024)

Accurate models of the dynamics of quantum circuits are essential for optimizing and advancing quantum devices. Since first-principles models of environmental noise and dissipation in real quantum systems are often unavailable, deriving accurate models from measured time-series data is critical. However, identifying open quantum systems poses significant challenges: powerful methods from systems engineering can perform poorly beyond weak damping (as we show) because they fail to incorporate essential constraints required for quantum evolution (e.g., positivity). Common methods that can include these constraints are typically multi-step, fitting linear models to physically grounded master equations, often resulting in non-convex functions in which local optimization algorithms get stuck in local extrema (as we show). In this work, we solve these problems by formulating quantum system identification directly from data as a polynomial optimization problem, enabling the use of recently developed global optimization methods. These methods are essentially guaranteed to reach global optima, allowing us for the first time to efficiently obtain the most accurate Markovian model for a given system. In addition to its practical importance, this allows us to take the error of these Markovian models as an alternative (operational) measure of the non-Markovianity of a system. We test our method with the spin-boson model — a two-level system coupled to a bath of harmonic oscillators — for which we obtain the exact evolution using matrix-product-state techniques. We show that polynomial optimization using moment/sum-of-squares approaches significantly outperforms traditional optimization algorithms, and we show that even for strong damping Lindblad-form master equations can provide accurate models of the spin-boson system (fractional errors at the level of $10^{-5}$). Using Breuer's measure of non-Markovianity as an example we show that there can be large differences between such measures and the accuracy of the best Markovian models, and both measures indicate that the Markovianity of the spin-boson model is highly non-monotonic with the damping rate. We expect that our method can be extended to non-Markovian models and has the potential to significantly improve quantum system identification and control, with applications ranging from quantum gate design to error correction.

I. INTRODUCTION

The precise control of multi-component quantum systems holds great promise for the development of new technologies with applications in information processing \cite{1,2} and precision sensing \cite{3,4}. However, quantum systems are extremely sensitive to their environment, which introduces noise, dissipation, and decoherence. Given the complexity of these environmental interactions, first-principles models are not available for many systems, making it increasingly important to derive accurate models from time-series measurements.

The evolution of isolated quantum systems is linear. Powerful methods have been developed in statistics, control, and system engineering to extract models of linear dynamical systems from time-series measurements, a subject referred to as system identification, often abbreviated using the acronym SID \cite{5,6}. These methods have proved useful for quantum systems \cite{7} but they have a significant limitation: it is not possible to impose constraints on the norm and positivity of the quantum density matrix, which are essential properties. We show that while linear SID methods can work very well for weak damping (although they lack the physical interpretation that comes with master equation models) they can perform very badly for stronger damping by losing positivity and stability. The only way found to date to perform system identification while preserving these properties is to use numerical optimization to fit the data to general models for which these properties are built in \cite{8,9}. Numerical optimization is problematic because of the existence of complex optimization landscapes with multiple local minima. Achieving a global optimum typically requires numerous repetitions with randomized initial conditions. Simulated annealing was developed to help solve this problem, but it still requires searching large areas of
the landscape.

Significant recent advances in optimization theory have resulted in methods that can deterministically obtain the global optimum for any polynomial function \[13\]. Here, we show that system identification can be formulated as the optimization of a polynomial function. This is a significant step forward in system identification that produces models with guaranteed properties, because it is able to find the best possible model given the dynamical time series. Admittedly the use of polynomial optimization via the moment/sum-of-squares algorithm \[14\] is still relatively new as a practical tool, and our results indicate that current implementations will require further refinements; we find one situation in which the sparsity-exploiting algorithm TSSOS \[17\] oddly fails to find global optima. Nevertheless, we were able to address this issue with the appropriate choices of master equation ansatz, and all our results are consistent with our method obtaining global optimal solutions; testing the method against all the optimization algorithms in the NLOpt library, the polynomial optimization obtains models that always meet and often significantly exceed the accuracy of those obtained with the other, gradient-based, optimization algorithms.

The optimization method that we employ to solve the polynomial quantum open system identification problem is called the moment/sum-of-squares hierarchy \[13\] \[14\] \[16\]. While the method is non-trivial to implement, libraries have already been written (e.g., in Julia \[18\], Matlab \[19\], and C++ \[20\]) making it straightforward to use.

While we consider here only the identification of the best Markovian models for open quantum systems, we expect that non-Markovian models can also be readily cast as polynomial optimization problems in a similar way.

To test our method on a non-trivial and non-Markovian system we apply it to time-series data obtained from exact simulations of the spin-boson model, in which a two-level system is coupled to a bath of harmonic oscillators. We employ the standard Ohmic bath and perform the exact simulations using the matrix-product-state method introduced by Bulla et al. \[21\] and refined by Chin et al. \[22\] \[23\]. While the spin-boson model generally becomes more non-Markovian the larger the damping, we find that its non-Markovianity is far from being monotonic with the damping rate.

We compare the performance of our method both to a similar method obtained by replacing polynomial optimization with state-of-the-art traditional optimization methods (as discussed above), and to previous methods that employ traditional linear system identification, including exact and SVD-based dynamic mode decomposition (DMD) \[24\] \[25\]. We will describe these methods below. For sufficiently weak damping we show that traditional SID methods for linear systems, when used without the additional step of attempting to fit to master equation forms, can be very accurate although they lack the additional benefit of a physical interpretation and guaranteed properties.

This paper is organized as follows. In Sec. \[II\] we construct our method for system identification, which employs polynomial optimization to find the best model from a general parameterized Markovian master equation. We initially set this up using the most general form for the master equation due Kossakowski, which has the important property that a given master equation is defined by a unique set of parameters. Nevertheless, any form of the master equation can be used, and we find that more restricted master equations can be better for some problems. In Section \[III\] we apply the method to identify Markovian models for a non-trivial spin-boson system across a wide range of coupling strengths (damping rates). In Sec. \[IV\] we discuss in some detail how traditional methods for linear system identification work and compare the performance of our method to previous methods that employ them. Finally, in Sec. \[V\] we present our conclusions regarding our method and discuss considerations for its further development and applications.

II. SYSTEM IDENTIFICATION USING MARKOVIAN MODELS

In system identification, the natural input consists of sampled observations of the system’s state taken at discrete time intervals. For quantum systems, the density matrix $\rho$ serves as input, however, the elements of the it are not directly accessible through measurements. To reconstruct the density matrix at a specific time - that is to perform quantum state tomography which amounts to inverting the mapping between the measurement results and the elements of the density matrix \[1\] Chapter 8 - one must perform a series of experiments that involve repeatedly preparing the system in the same initial state, allowing it to evolve under identical conditions, and measuring different observables on each iteration. By statistically analyzing the outcomes of these measurements across the ensemble, one can infer the elements of the density matrix and thus fully characterize the state of the system at that time.

It is therefore natural to break the problem of quantum system identification into two parts. In the first part the density matrix of the system is determined at a sequence of times using whatever measurement and tomography procedure is most appropriate for the system. In the second part the sequence of density matrices is used to determine the dynamics of the system. We are concerned here solely with the second part of this procedure, assuming we have sufficient knowledge of the output states. Thus, term “system identification” refers to the process of determining the dynamics based on the observations from a sequence of states of the system, not to the process by which this sequence of states is obtained.

Let $\{t_j\}_{j=1}^N$ denote a sequence of time points at which the system’s state is sampled. At each time $t_j$, the corre-
sponding state of the system is represented by the density matrix \( \rho_j = \rho(t_j) \in \mathcal{H} \), where \( \mathcal{H} \) is the Hilbert space of the system. The elapsed time between consecutive samples is defined as \( \Delta t_j = t_j - t_{j-1} \) for \( j = 2, \ldots, N \). To reconstruct each \( \rho_j \), we perform quantum state tomography at time \( t_j \), which entails preparing the system in a consistent initial state \( \rho_0 \), allowing it to evolve under the system dynamics for a duration \( t_j \), and performing a set of measurements sufficient to determine the elements of \( \rho_j \). This procedure must be repeated multiple times to obtain statistically significant data for accurate state reconstruction. The collection \( \{ \rho_j \}_{j=1}^N \) thus provides a discrete-time representation of the system’s evolution, sampled at times \( \{ t_j \}_{j=1}^N \).

We consider first an SID procedure that allows to directly obtain a Markovian master equation. Identifying a master equation directly requires that the time intervals between consecutive states, \( \rho_j = \rho(t_j) \) and \( \rho_{j+1} = \rho(t_{j+1}) \), are small enough that a low-order approximation to the evolution gives the change in the state, \( \rho_{j+1} - \rho_j \), with sufficient accuracy. We show below how to relax this requirement by employing a two-step process. Before we describe the system identification process, it is important to consider how to represent the master equation.

### A. Unique representation of Markovian evolution

The Gorini-Kossakowski-Sudarshan-Lindblad master equation [26, 27] (sometimes called the GKSL or simply the Lindblad equation) is sufficient to describe all quantum systems whose environment acts in a Markovian manner [28]. Recall that a “Markovian” environment implies that the system’s evolution at time \( t \) depends exclusively on its state \( \rho(t) \) at that instant, without any dependence on its prior states \( \rho(t') \) for \( t' < t \), i.e., there no memory effects arise from system-environment interactions. This condition necessitates that any perturbations the system imparts to the environment do not influence the environment’s subsequent interactions with the system.

GKSL or Lindblad master equations are widely used to model open quantum systems and reconstruct quantum processes, including in solid-state qubits [29, 30] and trapped-ion qubits [31, 32], a procedure generally referred to as Lindblad quantum tomography.

The most common Lindblad form of the GKSL equation can be written as [27, 33]:

\[
\frac{d\rho}{dt} = \mathcal{L}_{\{ J_k \}, H}(\rho) = -i[H, \rho] + \frac{1}{2} \sum_k \left( 2J_k \rho J_k^\dagger - J_k^\dagger J_k \rho - \rho J_k^\dagger J_k \right).
\]

(1)

Here, the Hamiltonian \( H \) is a Hermitian operator that governs the unitary evolution of the system, and the Lindblad jump operators \( \{ J_k \} \) are arbitrary and describe the dissipative evolution induced by the environment.

While the Lindblad form of the Markovian master equation [1] is simple and convenient for modeling, it is less suitable for system identification due to the non-uniqueness of the operators \( H \) and \( \{ J_k \} \). This non-uniqueness means that there can be infinitely many sets of operators \( \{ H, \{ J_k \} \} \) that yield the identical dynamics. Therefore, if we pose an optimization problem to find the operators that best fit the data, we encounter the issue of a continuum of solutions. Such a behavior of the objective function can be problematic for many minimization algorithms. It would be preferable to have a representation for the master equation in which there is a one-to-one mapping between the set of parameters and the resulting dynamics. In fact, the Gorini-Kossakowski-Sudarshan-Lindblad (GKS) form of the GKSL master equation, though slightly more complex, is written in terms of parameters that uniquely specify the master equation (the Markovian dynamics); see [34] for a modern proof. Concretely, the GKS master equation takes the following form:

\[
\frac{d\rho}{dt} = \mathcal{K}_{C,H}(\rho) = -i[H, \rho] + \frac{1}{2} \sum_{k,l=1}^{n^2-1} C_{kl} \left( [f_k, \rho f_l^\dagger] + [f_k^\dagger \rho, f_l] \right),
\]

(2)

where \( \text{Tr} H = 0, \text{Tr} f_k = 0, \text{Tr}(f_k f_l^\dagger) = \delta_{kl}, \) \( k, l = 1, 2, \ldots, n^2 - 1 \) for \( n \) energy levels in the system, and \( C = (C_{kl}) \) is a complex positive matrix, referred to as the Kossakowski matrix. Note that operators \( \{ f_k \} \) form the basis of operators for the system, and the above master equation describes all possible valid Markovian evolutions for the systems (all possible Markovian master equations).

In the master equation [2], once the set of basis operators \( \{ f_k \} \) is fixed, the traceless Hamiltonian \( H \) and the matrix \( C \) are uniquely determined. Therefore, if the system exhibits Markovian behavior, then there is a unique choice of \( H \) and \( C \) that generates that dynamics. Our system identification task is to determine those parameters (for a Markovian system) and for a non-Markovian system determine the parameters that most closely reproduce the measured dynamics.

### B. Formulating system identification as polynomial optimization

If \( \rho \) is represented as a vector rather than a matrix, then the superoperator \( \mathcal{K}_{C,H} \) becomes a matrix. The solution of the master equation [2] can then be written as:

\[
\rho(t) = e^{\mathcal{K}_{C,H} t} \rho(0).
\]

(3)
Our goal is to determine the superoperator $K_{C,H}$ that best approximates the change in the state of the system from each time $t_j$ to the next. That is, we want to find the $K_{C,H}$ that minimizes the difference between $\exp(K_{C,H} \Delta t) \rho_j$ and $\rho_{j+1}$ when summed over all $j$. This means that we want to minimize the loss function

$$L(C,H) = \sum_j \| \rho_{j+1} - \exp(K_{C,H} \Delta t) \rho_j \|_p$$

(4)

where $|\ldots|_p$ is some suitable $p$–norm and $\ell \in \mathbb{N}$. However, we need to determine $L$ in terms of the elements of $K$ rather than $e^{Kt}$. So long as the time steps $\Delta t$ are sufficiently small, we can achieve this as follows. We can integrate the master equation (2) over the time interval $[t_{j-2}, t_j]$ to obtain

$$\rho_{j} - \rho_{j-2} = \int_{t_{j-2}}^{t_j} \frac{d\rho(t)}{dt} dt = \int_{t_{j-2}}^{t_j} K_{C,H} \rho(t) dt$$

$$= K_{C,H} \left[ \int_{t_{j-2}}^{t_j} \rho(t) dt \right].$$

(5)

To ensure that the objective is polynomial, we start by rewriting the loss function with a double step and using the Frobenius norm. The result is

$$L(H,C) = \sum_{j=3}^{N} \left\| \rho_{j} - \rho_{j-2} - K_{C,H} \left[ \int_{t_{j-2}}^{t_j} \rho(t) dt \right] \right\|_F^2$$

(6)

We then apply the Simpson approximation method to evaluate the integral:

$$\int_{t_{j-2}}^{t_j} \rho(t) dt = \frac{\Delta t}{3} \left( \rho_{j-2} + 4 \rho_{j-1} + \rho_{j} \right) + O(\Delta t^5).$$

(7)

To express the loss function as a polynomial in terms of the parameters of the Hamiltonian $H$ and the Kossakowski matrix $C$, we need to choose the set of basis operators $\{f_k\}$ such that $\text{Tr} f_k = 0$ and $\text{Tr}(f_k f_l) = \delta_{kl}$. Finally, we have our system identification problem formulated as a polynomial matrix inequality (PMI) problem \cite{33, 36} in the unknown parameters of $H$ and $C$:

$$\text{minimize}_{C,H} \sum_{j=3}^{N} \left\| \rho_{j} - \rho_{j-2} - K_{C,H} \left[ \int_{t_{j-2}}^{t_j} \rho(t) dt \right] \right\|_F^2,$$

subject to $C > 0$,

$$H = H^\dagger, \quad \text{Tr} H = 0.$$

(8)

While there has been much recent progress \cite{37, 38} e.g., in solving PMIs, it can be beneficial to reparameterize $C$ with an arbitrary complex matrix $M$ as $C = M^\dagger M$. Similarly, the Hermiticity of Hamiltonian $H = H^\dagger$ can be guaranteed by parameterization $H = X + X^T + i(X - X^T)$, where $X$ is a square matrix with real entries. In this way, the PMI is reformulated as a polynomial optimization problem (POP).

Overall, the problem of identifying the master equation from the time series of states $\{\rho_j\}_{j=1}^{N}$ can be formulated as the following POP:

$$\begin{align*}
&\text{minimize} \sum_{j=3}^{N} \left\| \rho_{j} - \rho_{j-2} - K_{C,H} \left[ \int_{t_{j-2}}^{t_j} \rho(t) dt \right] \right\|_F^2, \\
&\text{subject to} \quad H = H^\dagger, \quad \text{Tr} H = 0.
\end{align*}$$

(9)

Notice that the constraint $\text{Tr} H = 0$ allows for unique optimizers in terms of $H$, which aids the recovery of the optimizer. Having the Hamiltonian $H$ and Kossakowski matrix $C$, we can readily recover parameters of the master equation in the Kossakowski form \cite{12} and, from that, it is simple to obtain the set of jump operators $J_k$ for the Lindblad form \cite{14} of the master equation, if desired.

In solving (9), we can use moment/sum-of-squares approaches, as implemented in TSSOS \cite{18}, for example. A caveat is that this implementation is still, to some extent, experimental and does need some more time to develop into a mature technology. Nevertheless, even in its current stage of development, it outperforms all other optimization methods we have tried, and more importantly, it guarantees that the best model is obtained.

### III. APPLICATION TO THE SPIN-BOSON MODEL

The spin-boson model is described by the Hamiltonian \cite{21, 22, 39}

$$H_0 = \hbar \nu \sigma_z + \hbar g \int_0^\Omega \sigma a^\dagger(\omega) + \sigma^\dagger a(\omega) d\omega$$

$$+ \hbar \int_0^\Omega \omega a^\dagger(\omega)a(\omega) d\omega.$$  

(10)

Here $\sigma_z$ is the Pauli spin-$z$ for a two-level (spin-1/2) system and $\sigma$ is the lowering operator for the spin. The operators $a(\omega)$ are annihilation operators for a continuum of modes with frequency $\omega$. Here we have chosen the density of oscillators per unit frequency so that the spectrum is Ohmic \cite{8, 22}. The frequency $\Omega$ is referred to as the “cut-off” frequency of the bath of modes, and is chosen to be much larger than any other timescale of the joint system. The finite value of $\Omega$ introduces some level of non-Markovianity into the dynamics of the spin, as does the non-zero value of $\gamma$ and any deviation from the flatness of spectral density of the oscillators in the bath \cite{8, 40}. This model describes a two-level atom coupled to a one-dimensional electromagnetic field, and the resulting spontaneous emission. When the coupling $g$ is such that $\gamma \equiv g^2/(2\pi) \ll \nu$, where $\nu$ is the transition
frequency of the two-level atom, then γ gives the decay rate of the atom \[8\]. We will refer to γ as the decay rate regardless of the “quality factor” of the atom which we can define as \( Q \equiv \nu / \gamma \).

We perform essentially exact simulations of the spin-boson model using the fact, detailed in [22], that the coupling to a continuum of oscillators, in which the system is coupled directly to each oscillator, can be exactly mapped into a configuration in which the system is coupled to only a single oscillator that is on the end of a semi-infinite one-dimensional chain of oscillators coupled to each other via nearest neighbors. This allows the chain of the oscillators, which is the bath, to be simulated using a matrix product state method due to Vidal [41, 42]. We use this method to obtain our time-series data of the dynamics of the two-level system for system identification.

A. Note: the cut-off frequency and the non-Markovian “initial slip”

In the absence of driving, all Markovian master equations, being rate equations, exhibit an exponential decay from an initial excited state, so that the initial evolution is approximately a straight line with a slope equal to the decay rate. Conversely, a bath with a cut-off frequency of \( \Omega \) will always induce evolution that begins with a slope equal to the decay rate. Conversely, a bath with a cut-off frequency \( \nu \) is approximately a straight line with a slope equal to the cut-off frequency \( \nu / \Omega \). This time \( \Delta t_{\text{slip}} \) before the exponential decay of the rate equations “kicks in” has been referred to as the “initial slip” in the open system evolution because it appears that the evolution of the system has been delayed by approximately \( \Delta t_{\text{slip}} \). This initial slip is a manifestation of non-Markovian behavior due to the finite value of the cut-off frequency \( \Omega \). Since we know that the evolution of the two-level system will have this initial slip for all damping rates, we eliminate the error it would contribute to our fitted Markovian models simply by not using the time series during the initial slip period when fitting the model. That is, we are only interested in how well the Markovian models describe the evolution after the initial slip period. Naturally, this period can be made smaller by increasing the value of \( \Omega \).

B. Employing as an ansatz the most general Markovian master equation

To demonstrate the performance of our SID method on the Ohmic spin-boson model described above we need to chose a master equation ansatz to fit to the time-series data. We begin by employing the Kossakowski master equation, described above, which encompasses all possible Markovian evolutions of the atom.

According to Kossakowski’s theorem [47] the Markovian master equation of the form (2) for a two-level system (\( n = 2 \)) can be written down using the specific forms of the basis operators \( f_k \), traceless Hamiltonian \( H \) and Kossakowski matrix \( C \). The basis operators for a two-level system can be written using the Levi-Civita antisymmetric tensor, \( \epsilon_{klm} \), and the Kroneker delta, \( \delta_{kl} \):

\[
f_k f_l = \frac{1}{4} \delta_{kl} I + i \sum_{m=1}^{3} \epsilon_{klm} f_m
\]

\[
\Rightarrow \text{Tr}(f_k f_l) = \frac{1}{2} \delta_{ij}, \quad \text{Tr}(f_k) = 0.
\]

Thus we can choose the basis operators \( f_k \) as the Pauli matrices \( \{\sigma_x, \sigma_y, \sigma_z\} \) scaled by one half:

\[
f_1 = \frac{\sigma_x}{2}, \quad f_2 = \frac{\sigma_y}{2}, \quad f_3 = \frac{\sigma_z}{2}, \quad (11)
\]

where

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

The Hamiltonian of the two-level system can be expressed as a linear combination of the basis operators with real coefficients \( h_k \):

\[
H = \sum_{k=1}^{3} h_k f_k = \frac{1}{2} \begin{pmatrix} h_3 & h_1 + ih_2 \\ h_1 - ih_2 & -h_3 \end{pmatrix}. \quad (12)
\]

According to the above mentioned Kossakowski theorem [47] the matrix \( C \) for the two-level system can be expressed as follows:

\[
C = \begin{pmatrix} \kappa_1 & -i\alpha_3 & i\alpha_2 \\ i\alpha_3 & \kappa_2 & -i\alpha_1 \\ -i\alpha_2 & i\alpha_1 & \kappa_3 \end{pmatrix}. \quad (13)
\]

Considering non-unitary dynamics, in order for the evolution to be completely positive it is necessary and sufficient that:

\[
\kappa_1 + \kappa_2 + \kappa_3 \geq 0, \quad \kappa_1 \kappa_2 + \kappa_3 \kappa_1 + \kappa_1 \kappa_2 \geq \alpha_1^2 + \alpha_2^2 + \alpha_3^2, \quad (14)
\]

\[
\kappa_1 \kappa_2 \kappa_3 \geq \kappa_1 \alpha_1^2 + \kappa_2 \alpha_2^2 + \kappa_3 \alpha_3^2.
\]

Therefore, using \( H \) in the form (12) and the Kossakowski matrix \( C \) in the form (13), as well as the Simpson approximation (7), we can express the objective (6) as a polynomial of nine real variables \( \{h_1, h_2, h_3, \kappa_1, \kappa_2, \kappa_3, \alpha_1, \alpha_2, \alpha_3\} \). Similarly to Eq. (8) we can cast the optimization problem as:

\[
\text{minimize} \sum_{\{h_k, \kappa_k, \alpha_k\}_{k=1}^{3}} \left| \rho_j - \rho_{j-2} \right|^2 \quad (15)
\]

subject to \( C \) has the form (13), \( H \) has the form (12), with constraints given by (14).
Now we have a constrained polynomial optimization problem that can be solved easily and naturally with the moment/sum-of-squares hierarchy, e.g., using the TSSOS library \cite{18}.

C. Results from employing the most general Markovian master equation

To fit the master equation ansatz to the spin-boson dynamics we used the evolution of four initial states for the atom (the exited state $|1\rangle$, the ground state $|0\rangle$, and the Fourier states $(|0\rangle \pm |1\rangle)/\sqrt{2}$). We then tested the accuracy of the resulting Markovian model by comparing the evolution it provided with against the exact evolution of 20 states of the atom that form the points of a dodecahedron on the Bloch sphere. In fact, due to the symmetry of the initial states used for fitting (optimizing) the model and that of the dodecahedron, this gives us effectively 10 distinct exact trajectories with which to compare. To quantify the error between the model and the exact evolution we used the infidelity, defined as $1 - F(\rho_1, \rho_2)$ in which

$$F(\rho_1, \rho_2) = \left( \text{Tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}} \right)^2$$

(16)
is the fidelity\cite{18}. Clearly, to obtain an accurate model a sufficient duration of time-series data is required, and we will discuss our findings on that below. First, we simply report the results in which sufficiently long time series were used to obtain the most accurate models (with one exception).

In Fig. 1, we display the results of employing the fully general (and uniquely parameterized) master equation to perform SID for the four largest values of the damping rate $\gamma$ that we explored (these are shown in green). These “violin plots” give the distribution of infidelity on all data points for the model obtained for each value of $Q$. The reason we do not show the results of this approach for the four smallest values of $\gamma$ is that it did not converge for those values. It should be emphasized that this failure is, in fact, surprising — rigorous theory, backed up by an increasing body of numerical results assert that polynomial optimization algorithms find global optima. We find that when we replace the general Kossakowski form with a much more restricted master equation polynomial optimization once again performs better that all the other optimization methods we tried. We discuss the results when using the more restricted form in the following.

We also show the accuracy of the models obtained using the best-performing optimization algorithm from the NLOPT optimization toolbox \cite{57}. The algorithm was SLSQP, which is based on sequential quadratic programming \cite{58, 59}. For this and the other NLOPT optimization algorithms, we also tried using fidelity as a loss function rather than the algebrized (“polynomialized”) loss used for POP, since it is infidelity that we use to characterize the error in the model. The other optimization algorithms either performed poorly or took prohibitively long to run. It is important to emphasize that the moment/sum-of-squares approach either performs significantly better than the other optimization algorithms, or approximately the same. This is a numerical confirmation of the mathematical claim that this optimization method indeed finds the best possible Markovian models because it obtains a global optimum. The importance of this feature cannot be overstated, and this is the first time that finding the best model has been possible.

Not only is finding the best model of practical importance, but it also means that we can use the error of this model as an operational measure of the non-Markovianity of the spin-boson evolution. It is interesting therefore to compare this with another measure of non-Markovianity. We choose Breuer’s measure, the definition of which we...
D. Employing a simpler Lindblad-form ansatz for higher $Q$

We find that we can obtain very accurate models for weaker damping by using a fairly simple form of the Lindblad master equation. Polynomial optimization performs much better than any other optimization algorithm in our trial set, indicating that it is reaching the global optimum. Note that as the damping gets weaker we expect that the dynamics is more Markovian and thus master equations should provide increasingly accurate models.

In the Lindblad form of the master equation, the “jump operators” or “Lindblad” operators often have simple interpretations as to their physical meaning. A pure damping process is given by the Lindblad operator

$$J_1 = \begin{pmatrix} 0 & 0 \\ r & 0 \end{pmatrix} = r \sigma,$$

(17)

Dephasing processes in each of the $x$, $y$, and $z$ bases are given respectively by:

$$J_2 = p \sigma_x,\ J_3 = p \sigma_y,\ J_4 = p \sigma_z.$$  

(18)

We find that including these four decoherence processes in our Lindblad ansatz is sufficient to obtain accurate models. In addition, we find that we can set all the dephasing processes to the same rate, $p$, so that the irreversible part of the master equation is characterized by only two real parameters, $r$ and $p$.

Using the general form of $H$ given in Eq. (12) and the four Lindblad operators above, the loss function is a polynomial in only five real variables $\{ h_1, h_2, h_3, r, p \}$. The polynomial optimization problem reads:

$$\begin{align}
\text{minimize} & \quad \sum_{j=3}^{N} \left\| \rho_j - \rho_{j-2} \right\|_F^2 \\
\text{subject to} & \quad J_1 \text{ is of the form } (17), \\
& \quad J_2, \ldots, J_4 \text{ is of the form } (18), \\
& \quad H \text{ is of the form } (12).
\end{align}$$

(19)

In Fig. 1 we show the results of our POP system identification (model optimization) in yellow for the four largest values of $Q$. Clearly, POP obtains much better models than SLSQP for all four values, and for $Q = 100$ the best model is usually accurate to well below $10^{-4}$. This is, in fact, the first particularly surprising result we have obtained. Note that the dynamics of an open quantum system is only expected to be truly Markovian in the limit of high $Q$ and high cut-off frequency, $\Omega$. Naively, then, we would expect that for a Markovian model to fit the evolution with errors of $10^{-3}$ it would require $Q \sim 10^3$ and $\Omega/\gamma \sim 10^3$. (For our spin-boson system we use $\Omega = 10 \nu$ so $\Omega/\gamma$ is always equal to $10Q$.) Instead, we find that for $Q = 100$ the Markovian model is accurate to $\sim 10^{-5}$.

An even greater surprise is that when we increase $Q$ to 316 the accuracy of the best Markovian model drops from $10^{-5}$ to $10^{-3}$. We were so surprised by this result that we spent considerable time ensuring that our exact simulations of the spin-boson system were sufficiently accurate and that we were using a sufficient density of data points.

It is especially interesting to compare the accuracy of the Lindblad models to Breuer’s measure for the higher $Q$ values. We find that there is a big difference between Breuer’s measure and the accuracy of the models, indicating that non-Markovianity has more than one independent manifestation [62]. The big difference in model
accuracy, and thus implied non-Markovianity, between the two highest $Q$ values is also seen in Breuer’s measure, but in the opposite direction. This provides some confirmation that measures of non-Makovianity can change in unexpected ways, giving us additional confidence that the surprising change we see in the model accuracy is not due to errors in our simulations.

Finally, it is important to note that the SLSQP optimization method, the best performing of the optimization algorithms in the NLOPT library, only obtains the globally optimal Markovian model in three out of the eight values of $Q$ that we explore. This confirms that the optimization problem for model fitting is a very difficult one, containing a large number of non-optimal extrema.

Julia code for the simple Lindblad ansatz is available on GitHub [63]. Parameters of the identified Markovian master equations in Lindblad form are stored in HDF5 format and available on GitHub [63]. The file consists of the groups that correspond to the damping rates $\gamma = \nu/Q$. In each group you can find the identified Hamiltonian in dataset "H" and the four jump operators in datasets "J1", "J2", "J3" and "J4".

IV. COMPARISON WITH TRADITIONAL LINEAR SYSTEM IDENTIFICATION

The identification of quantum systems has been a long-standing topic of interest in the research community [65]. Traditionally, many approaches focused on adapting well-established linear system identification techniques from classical control theory to quantum systems, followed by fitting the parameters of the identified models to satisfy quantum-mechanical constraints. However, this often led to a trade-off between model accuracy and physical consistency.

Standard linear system identification methods developed in other fields can readily be applied to the identification of unitary evolution in closed quantum systems. For example, Goldschmidt [25] employed Dynamic Mode Decomposition (DMD) (see below) [24, 66]. Zhang and Sarovar [67] previously utilized the eigensystem realization algorithm (ERA) (see below) [68, 69] as a preliminary step in Hamiltonian identification. More recently, the application of physics-informed DMD (pi-DMD) developed by Schmid and Sesterhenn [71] involves taking $N$ snapshots of the system state, column vectors $y_n$, $n = 1, 2, \ldots, N$, taken at regular time intervals separated by $\Delta t$, and defining the matrix

$$ Y_k = (y_{k+1} \cdots y_{k+N-1}) = \begin{bmatrix} y_{k+1} & y_{k+2} & \cdots & y_{k+N-1} \end{bmatrix} $$.  \hspace{1cm} (23)$$

so that if $A$ gives the evolution over time $\Delta t$, then

$$Y_1 = AY_0.$$ \hspace{1cm} (24)

If we want to obtain the model of the same rank as observable vector $y_i$ we can just naively use the least squares estimation:

$$ \hat{A} = Y_1 Y_0^+,$$ \hspace{1cm} (25)

where $Y_0^+$ denotes the Moore-Penrose pseudo inverse of $Y_0$. If we want to obtain a reduced-order model, we can use the singular value decomposition (SVD). We wont go
into the derivation here (see [71]) but the estimated \( A \) matrix is given by
\[
\hat{A} = Y_1 W \Sigma^{-1} U^T
\]
(26)
in which the \( U, \Sigma, \) and \( W \) are defined as the three matrices making up the SVD of \( Y_0 \):
\[
Y_0 = U \Sigma W.
\]
(27)

The second standard method is the eigensystem realization algorithm (ERA) developed by Juang and Pappa [72, 73], in which one creates a larger Hankel matrix of snapshots:
\[
\mathcal{H} = \begin{bmatrix}
y_1 & y_2 & \cdots & y_{N/2}
y_2 & y_3 & \cdots & y_{N/2+1}
\vdots & \ddots & \ddots & \vdots
y_{N/2} & y_{N/2+1} & \cdots & y_N
\end{bmatrix}
\]
(28)

This time the dynamical matrix that provides the system model is
\[
A' = (U \sqrt{\Sigma})_1^T (U \sqrt{\Sigma})_1
\]
(29)
where \( M_f \) and \( M_l \) refers to exclusion of dim[\( y \)] the first and last rows of the matrix \( M \) respectively, in which \( \mathcal{H} = U \Sigma V \) is the SVD for \( \mathcal{H} \). Note that while the size of the dynamical system (the size of \( \hat{A} \)) obtained with the DMD method is the same as that of the state vector that is obtained from the time-series, the size of \( A' \) generated with the ERA method may be much larger. Often, one can truncate \( A' \) so as to eliminate negligible eigenvalues.

In fact, there is a simple way to extend the DMD method to obtain a model that is larger than the original time-series data (as with ERA) by “stacking” the state vectors of \( y \) for different initial conditions together. Thus, if we have four time series with four different initial conditions, \( y^{(0)}, \ldots, y^{(3)} \) then we take as our state vector at time \( t \) the column vector
\[
z(t) = \begin{bmatrix} y^{(0)T}(t), y^{(1)T}(t), \ldots, y^{(3)T}(t) \end{bmatrix}^T
\]
(30)
and this gives us a 4-dimensional model for all values of \( Q \). The fidelity of these models is shown using violin plots (light blue) in FIG. 3. We see that this method obtains very accurate models for the highest four values of \( Q \). We also plot the largest value of the real eigenvalues of the dynamical matrix for the models. This shows that for the highest \( Q \) values, the models are also very stable.
Quite striking is the fact that for the lowest three values of $Q$ the DMD method performs poorly; it does not even do as well as the best-fit Markovian master equations determined above, which also preserve complete positivity etc., and thus come with more constraints (compare with Fig.1).

We now attempt to use these 4-dimensional DMD models as the first stage in a process of fitting a master equation model — that is, attempt to find the lowest master equation to these models. First, comparing with the general form of the GKSL master equation, we find that the DMD models are not in this class. Clearly, there is no point in attempting to fit the models for the lowest three $Q$ values because the LSID model itself is not as good as the GKSL model obtained using polynomial optimization. For the lowest four $Q$ values we used a method similar to the one proposed by Zhang and Sarovar to fit master-equation models. This produced models that were one to two orders of magnitude less accurate in terms of infidelity than the models identified with the polynomial optimization method from the initial time series.

We can conclude that LSID produces models that can be very accurate for sufficiently low damping rates, but they do not correspond particularly closely to Markovian master equations. They are also not particularly useful as a stepping-stone to obtaining Markovian master equation models. For strong damping, LSID methods perform poorly.

Julia code for 4th rank DMD implementation for the identification of a two-level spin-boson system is available on GitHub by this link [75].

We are not quite done yet with LSID. As discussed above, we can also use LSID to obtain models with a higher dimension than that of the density matrix to reproduce the more accurately evolution of the density matrix. The higher the dimension we use, the more accurate we can expect the model to be. Essentially, the extra dimensions are taking into account the non-Markovian nature of the evolution, as they can contain the memory that the bath has about the previous evolution of the system.

We use the DMD method described above to obtain a 16-dimensional model, and we find that truncating this model to five dimensions is sufficient to obtain accurate models of the spin-boson system for the entire range of $Q$-factors that we explored. All of these models are also stable. While our focus here has been to develop a method to find models in which physical properties such as complete positivity and trace preservation are built in, this result shows that if the purpose is merely to obtain an accurate model of a non-Markovian system (over a long but nevertheless limited duration) LSID can do this very well by using models with increased dimension. Caution should be used with these models, however, when running them for significantly longer than the time series used to obtain them, since their future behavior is less certain than that in which physical constraints are built in.

Julia code for implementing the 5th-rank DMD and ERA methods for identification of the spin-boson system is available on GitHub [76].

V. CONCLUSIONS

Here we have shown how methods that find the global optima of polynomial functions can be used to obtain the most accurate Markovian models for open quantum systems given time-series data of their evolution. This provides an efficient way to obtain the best Markovian models that are guaranteed to preserve the trace norm and the complete positivity of the density matrix, and can provide insights due to their physical interpretability. In addition, the ability to find the best possible Markovian model for a non-Markovian evolution provides an operational measure of non-Markovianity.

We have shown that the method we introduce here is a significant advance over previous methods for obtaining Markovian master equation models as obtains much more accurate models. We have also explored the use of standard linear system identification methods (the Dynamical Mode Decomposition Algorithm and the Eigen-system Realization Algorithm) for obtaining models directly from time-series data. While these come without the guarantees of preserving the positivity of the density matrix, they are able to obtain models that have more degrees of freedom than the system density matrix and thus to directly model non-Markovian effects. By testing these methods on the spin-boson system we find that when using them to obtain a model with the same number of degrees of freedom as the density matrix (a Markovian model) they performed very well for sufficiently weak damping (high $Q$) but surprisingly performed significantly worse than our polynomial optimization method for strong damping. Conversely, when allowed to use an additional degree of freedom, they obtained accurate models for all $Q$-factors that we explored.

In applying both our polynomial optimization method and standard linear system identification to the spin-boson system, we found a number of surprises. Among these were i) that the non-Markovianity of the system is not at all monotonic with increasing damping rate, ii) the lowest damping rate we explored was not the one that had the most accurate Markovian master equation model, and iii) Breuer’s measure of non-Markovianity did not predict which damping rates would have the most accurate Markovian models. We also found that for very strong damping the spin-boson system can be described quite accurately with a Markovian model.

While finding the best Markovian models for general open quantum extension is useful, it is likely even more useful to be able find even more accurate non-Markovian models for general open quantum systems that preserve complete positivity. We expect that the method we have introduced here can be readily extended to the identifica-
tion of non-Markovian models, and this is an important direction for future work.
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Appendix A: Breuer’s measure of non-Markovianity

Breuer’s measure of the non-Markovianity of an evolution is defined by [53]

\[ \mathcal{N} = \max_{\rho(1), \rho(2)} \left[ \int_{\sigma > 0} \sigma \, dt \right] \]

where \( \rho(1) \) and \( \rho(2) \) all possible pairs of the initial states of the system and, \( \sigma = \frac{D}{dt} \) is the time derivative of the trace distance \( D \) between the corresponding points of the trajectories \( \rho(1)(t) \) and \( \rho(2)(t) \). The trace distance between trajectories at a particular time \( t \) can be calculated as follows:

\[ D(\rho(1), \rho(2), t) = \frac{1}{2} \text{Tr} |\rho(1)(t) - \rho(2)(t)|, \]

in which \( |A| = \sqrt{A^T A} \). As we had just ten effectively distinct evolutions of the spin-boson system we estimated the Breuer measure as follows:

\[ \mathcal{N} = \max_{\rho(1), \rho(2)} \left[ \sum_{\Delta D_j > 0} \Delta D_j \right], \]

where \( \Delta D_j = D(\rho(1), \rho(2), t_j) - D(\rho(1), \rho(2), t_{j-1}) \)

Julia code for the calculations of non-Markovianity is available on GitHub at this link [77].

Appendix B: Linear system identification: mapping the model representation to the original state vector

In general the original system that generates the time series data has a state vector \( v(t) \) and the actual dynamical system we are interested in may have a smaller vector \( y(t) = Cy(t) \). In our case for quantum system identification we usually think of \( C \) as being the identity (although if we think of the state vector \( v(t) \) as including the bath, then \( C \) is not the identity). In any case, it is only the time series of the density matrix of the two-level system (the state \( y(t) \)) that provides the data for the system identification.

The system identification method will in general obtain a dynamical system with state vector \( x(t) \) and this will determine \( y(t) \) via \( y(t) = Kx(t) \) for some constant matrix \( K \). We want to find the invertible matrix \( S \) such that

\[ x(t) = Sv(t). \]  \hspace{1cm} (B1)

To do this first define matrices \( R \) and \( Y \) formed by sets of state vectors by

\[ R = (\mathbf{v}_1 \cdots \mathbf{v}_N), \quad Y = (\mathbf{y}_1 \cdots \mathbf{y}_N). \]  \hspace{1cm} (B2)

Now we have

\[ Y = C (\mathbf{x}_1 \cdots \mathbf{x}_N) = CSR \]  \hspace{1cm} (B3)

Now recall that if we denote the act of “vectorizing” a matrix \( Z \) (i.e., stacking all its columns one below the other to form a single column vector) as \( \text{vec}[Z] \) then for any matrices \( A, B, C \), we have \( \text{vec}[ABC] = (C^T \otimes A) \text{vec}[B] \). Applying this relation to both sides of the above equation we have

\[ \text{vec}[Y] = (R^T \otimes C) \text{vec}[S] \]  \hspace{1cm} (B4)

or equivalently,

\[ \text{vec}[S] = (R^T \otimes C)^{\text{pinv}} \text{vec}[Y] \]  \hspace{1cm} (B5)

in which “pinv” stands for the Moore-Penrose pseudo-inverse.
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