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Abstract

We discuss some recent results on the behaviour of the velocity field, pressure and particle trajectories beneath a periodic travelling wave propagating at the surface of water with a flat bed, in a flow without underlying currents. By analysing the governing equations we avoid approximations, thus ensuring the validity of the results without restrictions on the wave amplitude. In particular, the presented approach applies to waves of large amplitude. We also formulate some open problems, venturing into the relatively unexplored field of wave–current interactions.
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1. Introduction

The most regular water waves are the periodic travelling waves, propagating over long distances at practically constant speed, in a fixed direction, at the surface of water with a flat bed. The study of the flow beneath these waves, in the absence of non-uniform underlying currents, was initiated in the 19th century and represents a classical subject in hydrodynamics. For waves of very small amplitude, reliance on first-order approximations (linear theory) predicts closed particle paths, either circular (in deep water) or elliptical (in shallow water). This type of conclusion is presented in all standard textbooks on water waves [22, 24, 34, 41, 48, 57, 58]. However, as was pointed out by Stokes in a classical memoir (1847)—see [59]—the fact that all individual particles in an irrotational periodic travelling
wave propagating over an infinitely deep body of fluid describe exactly closed paths is prevented by the presence in the flow of a second-order mean velocity, called the ‘mass-transport velocity’ or ‘Stokes drift’—see [27, 42]—in the direction of wave propagation. Ursell [64] investigated the corresponding phenomenon in water of finite depth, establishing also in this setting the existence of a second-order mean drift in the direction of wave propagation. The Stokes drift was analysed experimentally by Longuet-Higgins [43, 45], who concluded that in steep waves the closed orbits predicted by linear theory become quite distorted, the salient feature being a strong forward drift near the surface; for example, in a complete orbit a particle may advance horizontally through a distance 0.38 times the wavelength. These considerations show the importance of going beyond linear theory by accounting for nonlinear effects. Moreover, the fact that the Stokes drift is a mean velocity raises the issue of whether there is a regular pattern for the particle trajectories; or is the individual behaviour rather chaotic and all we can hope for is a statistical understanding of the motion, after averaging? An approach relying on perturbation theory presents insurmountable difficulties for steep flows with a flat surface. Suitable approximations for steep waves exist only for the wave of maximum steepness (the Stokes wave of greatest height), which presents special features, e.g. a sharp-angled crest of 120°, so that its profile between two successive crests may be approximated by the arc of a circle [45]. This simple but accurate approximation permitted Longuet-Higgins [45] to describe the particle trajectories in this limiting case as loops with a depth-dependent forward drift that is maximal at the surface. Unfortunately, the special features of this limiting wave pattern do not persist for non-extreme steep waves, so that the unavailability of suitable approximations for steep waves has not been overcome. However, recent theoretical breakthroughs permit in-depth studies that uncover certain essential qualitative features of the flow beneath a steep wave. In particular, one can conclude that, in the absence of an underlying current, each particle path is a loop with a forward drift [9]. The deviation from a closed path is quite small for certain choices of mean depth, wavelength and wave height, as confirmed by recent accurate high-tech measurements [5, 63]. This explains why less accurate experiments performed some decades ago (with photographs reproduced in [24, 57, 58]) seem to indicate closed paths. The theoretical results on the particle trajectories are contingent on an interplay between properties of the velocity field and the pressure.

A further novel aspect regards the understanding of the behaviour of the pressure within the bulk of the fluid [17]. This led to some new approaches towards the recovery of the shape of the free surface wave from pressure measurements at the bed [8, 13, 38, 51]. Earlier attempts in this direction were performed within the framework of linear theory and presented large errors. Despite these achievements, there are a number of basic questions that are still open, for example concerning the monotonicity of the vertical velocity component [7]. Numerical simulations [49] and experimental data indicate a pattern that is yet to be confirmed theoretically so that its validity could be granted for all relevant physical regimes.

Our aim is to present the state-of-the-art for irrotational flows with no underlying currents, explaining the available results and formulating some current open problems. We will also venture into the uncharted territory of wave–current interactions, in which case the presence of non-zero vorticity gives rise to much more complex phenomena. A brief survey of some promising recent results will be presented and a selection from the extensive collection of open problems will be formulated.
2. The flow beneath a periodic travelling wave with no underlying current

Steadily-progressing periodic wave trains represent the simplest non-trivial water-wave pattern, and yet their study is difficult for a variety of reasons. The governing equations are nonlinear and represent a free-boundary problem: the location of the water’s free surface is not known beforehand but must be determined as part of the solution.

Let us specify the simplifying assumptions that are commonly made to describe these waves. The wave dynamics is dominated by the inertia of the fluid, the pressure gradient, and gravitational acceleration. For large scale waves fluid viscosity can be neglected since it is important only in very thin layers near the boundaries. Also, the effects of surface tension are relevant only for waves of small amplitude. The absence of underlying currents is captured by assuming that the flow is irrotational, setting that is appropriate for waves propagating into a region of water previously at rest. Moreover, since the density of water is about $10^3$ times that of air, we can neglect the airflow about the water. Finally, we consider the flow to be two-dimensional, that is, with no variations in a direction parallel to the crest, with the periodic wave profile propagating at constant speed in a fixed direction, at the surface of a layer of water with a horizontal flat bed. These wave patterns, having a clearly defined shape, speed and direction, are not generated by the local wind but by distant weather systems. They are termed swell or Stokes waves. To describe them it suffices to consider a cross section of the flow in the direction of wave propagation, by choosing Cartesian coordinates $(X, Y)$ with the $X$-axis pointing in the direction of wave propagation and the $Y$-axis pointing vertically upwards, while the origin is located on the mean water level $Y = 0$ and the flat bed is given by $Y = -d$, where $d > 0$ is the mean depth. Let $(U(X, Y, T), V(X, Y, T)$ be the velocity field and let $Y = H(X, T)$ be the water’s free surface, where $T$ stands for time. For water of constant density the equation of mass conservation is

$$U_X + V_Y = 0$$

throughout the fluid; see [10]. The equation of motion is Euler’s equation

$$\begin{cases} U_T + U U_X + V U_Y = -\frac{1}{\rho} P_X, \\ V_T + U V_X + V V_Y = -\frac{1}{\rho} P_Y - g, \end{cases}$$

see [10], where $P(X, Y, T)$ is the pressure, $g$ is the (constant) acceleration of gravity and $\rho$ is the constant density. We draw attention to the fact that while in a compressible fluid the pressure determines the density, the present incompressible context withholds this effect and $P$ has to be regarded as a reaction to the constraint of incompressibility. The boundary conditions associated to (1) and (2) are

$$V = 0 \quad \text{on the flat bed} \quad Y = -d,$$

and

$$V = H_T + U H_X \quad \text{on} \quad Y = H(X, T),$$

as well as

$$P = P_{\text{atm}} \quad \text{on} \quad Y = H(X, T),$$

on the free surface. The kinematic boundary conditions (3) and (4) reflect the fact that both boundaries are interfaces: particles on these boundaries are confined to them at all times (see the discussion in [10]). The dynamic boundary condition (5), in which $P_{\text{atm}}$ stands for the
(constant) atmospheric pressure at the surface, decouples the motion of the water from that of the air above. The condition of irrotational flow is expressed by

$$U_Y = V_X$$

throughout the fluid, while the setting of travelling waves corresponds to an \((X, T)\)-dependence of the free surface \(H\), of the pressure \(P\) and of the velocity field \((U, V)\) in the form \((X - cT)\), where \(c > 0\) is the (constant) propagation speed. Periodicity means an \(L\)-periodic \(X\)-dependence of all these unknown functions, where \(L > 0\) represents the wavelength; see figure 1. The equations (1)–(6) are the governing equations for irrotational travelling gravity water waves. Their nonlinear character is clearly visible in (2) and (4), being also hidden in (5), cf the discussion in section 2.1.1. As already pointed out, we deal with a free-boundary problem, since \(H\) is unknown. Another important aspect concerns the fact that (6) only guarantees that an underlying current must be uniform, and the absence of an underlying current amounts to imposing the condition of a vanishing mean flow; see (20) below. The considerations in section 2.1.1 will also clarify the non-trivial issue of the definition of the wave speed \(c\).

### 2.1. Re-formulations of the governing equations

We can remove time from the governing equations by introducing the moving frame

$$x = X - cT, \quad y = Y.$$  

Setting

$$u(x, y) = U(X - cT, Y), \quad v(x, y) = V(X - cT, Y),$$

$$\eta(x) = H(X - cT), \quad P(x, y) = \frac{1}{\rho}P(X - cT, Y),$$

in the moving frame the equation of mass conservation (1) becomes

$$u_x + v_y = 0,$$
Euler’s equation (2) takes on the form
\[
\begin{align*}
(u - c)u_x + vu_y &= -P_x, \\
(u - c)v_x + vv_y &= -P_y - g,
\end{align*}
\] (10)
while
\[u_y = v_x \quad (11)\]
expresses the condition (6) of irrotational flow, and the boundary conditions (3)–(5) can be written as
\[
\begin{align*}
v &= 0 \quad \text{on} \quad y = -d, \\
v &= (u - c)\eta_x \quad \text{on} \quad y = \eta(x),
\end{align*}
\] (12) (13)
and
\[
P = \frac{1}{\rho}P_{am} \quad \text{on} \quad y = \eta(x),
\] (14)
respectively.

2.1.1. Re-formulation in terms of the stream function. Since the fluid domain
\[
\Omega = \{(x, y) : -d < y < \eta(x)\}
\]
is a connected set, it is advantageous to use (9) to reduce the number of unknowns in the governing equations by introducing the stream function \(\psi(x, y)\) by means of
\[
\psi_x = -v, \quad \psi_y = u - c. \quad (15)
\]
Note that (12) and (13) ensure that \(\psi\) must be constant on the flat bed \(y = -d\) and on the free surface \(y = \eta(x)\). Since \(\psi\) is uniquely defined up to an additive constant, due to (15), let us set \(\psi = 0\) on the free surface and \(\psi = m\) on the flat bed, so that
\[
\psi(x, y) = m + \int_{-d}^{y} [u(x, s) - c] \, ds \quad \text{for} \quad -d \leq y \leq \eta(x).
\]
This formula shows that \(\psi\) is \(L\)-periodic in the \(x\)-variable and also clarifies the physical interpretation of the constant
\[
m = \int_{-d}^{\eta(x)} [c - u(x, y)] \, dy
\]
as the relative mass flux (relative to the uniform flow at constant speed \(c\)). In addition to encoding the velocity field by means of (15), the stream function permits us to write the boundary condition (14) in a more transparent way. Indeed, due to (11), one can easily check that (10) is equivalent to the fact that the expression
\[
\left[\frac{\psi_x^2 + \psi_y^2}{2} + g(y + d) + P\right]
\]
is constant throughout the fluid domain \(\Omega\); this being a form of conservation of energy (Bernoulli’s law for travelling waves). We can now express (14) as the constraint
for some physical constant $Q$, called head. Note that all the terms in $\frac{\psi_x^2 + \psi_y^2}{2g} + y + d$ have the dimension of length, the first being called the velocity head and representing the elevation needed for the fluid to reach the velocity $|V\psi|$ during frictionless free fall, and the second term being the height above the flat bed. The equivalent form (16) of (14) does not involve the pressure and its nonlinear character is now plain. Consequently, in terms of the stream function, the governing equations (9)–(14) can be re-formulated as

$$\begin{align*}
\Delta \psi &= 0 \quad \text{in} \quad -d < y < \eta(x), \\
\psi &= 0 \quad \text{on} \quad y = \eta(x), \\
\psi &= m \quad \text{on} \quad y = -d, \\
\frac{\psi_x^2 + \psi_y^2}{2g} + y + d &= Q \quad \text{on} \quad y = \eta(x).
\end{align*}$$

(17)

This is an over-determined elliptic boundary-value problem: specifying $\eta$, the first two boundary conditions in (17) determine $\psi$ throughout the domain. The presence of an additional boundary condition reflects the fact that (17) is a free-boundary problem: the upper boundary of the domain is not known in advance and has to be determined as part of the solution, this being possible because of the additional available constraint. Note that the unknown $P$ is absent from (17). It can be recovered by means of Bernoulli’s law, setting

$$P = gQ + \frac{1}{\rho} \frac{\gamma_{atm}}{} - \frac{|V\psi|^2}{2} - g(y + d).$$

Indeed, then (14) clearly holds and (10) becomes simply an alternative way to express the gradient of $P$.

The existence of solutions to (17) is not a trivial matter. For a fixed mean depth $d > 0$, a correlation between the two physical constants $m$ and $Q$ is necessary for the existence of solutions. Even in the absence of waves, for a flat free surface $\eta \equiv 0$, the first three equations in (17) define a Dirichlet problem for the Laplace equation in the strip $(x, y): -d < y < 0$, with the only periodic solution $\psi(x, y) = -\frac{m}{2g}y$, so that

$$Q = \frac{m^2}{2gd^2} + d$$

in this case. Other physical flow parameters play also a role, for example the flow force

$$F = \int_{-d}^{\eta(x)} \left\{ P(x, y) - \frac{\gamma_{atm}}{\rho} + [u(x, y) - c]^2 \right\} dy;$$

the fact that this expression is independent of the $x$-variable follows by differentiation, in view of (9), the first component of (10) and (13). Substituting Bernoulli’s law into the integrand in the definition of $F$, one easily obtains the following relation

$$F = gQ [\eta(x) + d] - \frac{g}{2} [\eta(x) + d]^2 + \int_{-d}^{\eta(x)} \frac{[u(x, y) - c]^2 - v^2}{2} dy, \quad x \in \mathbb{R}. $$
In particular, for the previous flow with a flat free surface we have

\[ F = \frac{m^2}{d} + \frac{gd^2}{2}. \]

For given \( m, Q \) and \( F \), from the two cubic equations in \( d \) that provide the expressions for \( Q \) and \( F \) we obtain a quadratic equation that yields the two alternative depths

\[ d = \frac{F}{gQ} \pm \sqrt{\left( \frac{F}{gQ} \right)^2 - \frac{3m^2}{2gQ}}, \]

known in channel flow theory. It turns out that for waves of small amplitude the three parameters \( m, Q \) and \( F \) determine the wave train, see [39]. However, for waves of large amplitude, results of this type are not available; see [44] for a discussion of flow-invariants. To illustrate the difficulty, note that no explicit solutions with a non-flat free surface are known. Seeking approximations to the solution by means of a perturbation series in terms of a small parameter, most often the wave steepness, near flows with a flat surface, is an efficient procedure for waves of small amplitude; see the discussion in [30]. For example, at first order we have

\[ \eta(x) = \epsilon \cos(kx) + \mathcal{O} \left( \epsilon^2 \right), \]

where \( \epsilon > 0 \) is the first-order (small) amplitude, \( k = \frac{2\pi}{L} \) is the wave number and \( \mathcal{O}(\epsilon^2) \) stands for an expression with growth rate \( \epsilon^2 \). The second-order approximation reads

\[ \eta(x) = \epsilon \cos(kx) + k\epsilon^2 \frac{3 - \tanh(kd) \cos(2kx)}{4 \tanh^3(kd)} + \mathcal{O} \left( \epsilon^3 \right), \]

where \( \epsilon \) is the first-order wave amplitude (see [25]). However, for waves of large amplitude, even if the unknown terms in the expansion in powers of \( \epsilon \) can be solved sequentially, the convergence issues impart on the accuracy of the approximation procedure: a non-zero radius of convergence of the power series exists, as shown in [61], but the question of its size remains intractable. Our point of view is that a Stokes wave was generated somehow and we would like to elucidate the main features of the flow pattern beneath it, without limiting our considerations to waves of small amplitude. This endeavor is interesting from a theoretical standpoint and is also practically relevant. For example, the design of cost-effective offshore structures relies on accurate measurements of fluid velocities and pressures beneath the waves. Also, direct wave measurements are often extremely difficult and a widely used approach to convey information about waves is by means of data recorded by pressure sensors or velocimeters. Modern pressure sensors provide very accurate pressure measurements and by means of modern velocimeters one can measure with accuracy the fluid velocity at certain locations. However, the conversion of this data into the most important wave characteristics (wave height, wave speed and wave period) is quite delicate, whether the records are performed at fixed positions on the rigid bed or if the instruments are mounted on fixed underwater platforms. Note that the \textit{wave height} is defined as the overall vertical change in height between the wave crest and the wave trough, while the \textit{wave amplitude} is the maximum deviation of the wave profile from the mean surface level \( y = 0 \); observations of swell indicate that the distance from the crest to the mean surface level usually exceeds that from the trough to the mean surface level (a fact that is consistent with sharper crest elevations and flatter depressions). A good understanding of the flow beneath the waves is essential in trying to come to terms with the wave recovery from subsurface measurements.
For an in-depth discussion of the existence theory for Stokes waves we refer to [10]. Here we only gather some basic facts that are useful in our subsequent considerations. For clarification, given some physical flow parameters $d$, $m$, and $Q$, let us call Stokes wave a smooth solution $(\eta, \psi)$ to (17), having period $L$ in the $x$-variable and mean level $y = 0$, that is, with

$$\int_0^L \eta(x)dx = 0. \quad (18)$$

Moreover, there is a single crest and trough per period, and the wave profile $\eta$ is strictly decreasing from crest to trough, with the solution $(\eta, \psi)$ symmetric about the crest line (that is, the vertical line directly below a crest, in the moving frame). In terms of the velocity field $(u, v)$ and the pressure $P$, this means that $u$ and $P$ are symmetric while $v$ is anti-symmetric about the crest line.

Let us now provide some indicative wave characteristics. The wave height of typical ocean swell is about 1.5 m and occasionally it can exceed 5 m. Swell with wavelength 800 m was observed near the south coast of England and in the equatorial Atlantic swell about 900 m long was recorded, see [36], while the shortest wavelengths are about 8 – 9 m. Swell propagates mostly at speeds in the range from 30 to 70 km h$^{-1}$, having (temporal) periods in excess of 10 s, over long distances. For example, swell generated by storms between Ireland and Iceland is regularly encountered near Casablanca in Morocco, more than 2500 km away. As for the physical relevance of flows propagating in water with a horizontal bed, the flattest areas on Earth, presenting slopes inferior to $10^{-4}$, are the abyssal plains (vast sediment-covered regions of the sea floor resulting from the blanketing of a once irregular topography). These cover almost a third of the Earth’s surface (almost as much as all the exposed land combined), and the largest abyssal plains are hundreds of km wide and thousands of km long. For example, the Sohm Plain in the North Atlantic covers an area of about $9 \cdot 10^6$ km$^2$.

More relevant than the wave height

$$h = \eta(0) - \eta(L/2),$$

where $x = 0$ and $x = L/2$ are the locations of the wave crest and of the wave trough, respectively, is the slope $\eta_x$ of the wave profile. Observations of the wave steepness

$$\frac{h}{L} = \frac{1}{L} \int_0^{L/2} \eta_x(x)dx$$

give values up to $1/7 \approx 0.143$; note that the steepness is defined as half of the average slope $\frac{1}{L} \int_0^{L/2} \eta_x(x)dx$ between a wave crest and its adjacent trough. As the wave steepness increases, nonlinear features become predominant and the wave profile becomes increasingly asymmetric owing to wave-crest steepening and wave-trough flattening. Close to the critical value $1/7$ the wave starts to exhibit fore-aft asymmetry because of wave-crest front-face steepening at the onset of breaking, see [52]. Moreover, experimental data and field observations show that for Stokes waves that are not near breaking, the values of the horizontal fluid velocity $u$ throughout the fluid never reach the wave speed $c$. In our setting, this is captured by imposing the condition

$$u < c \quad \text{throughout the fluid.} \quad (19)$$

To explain (19), note that by Green’s theorem and periodicity we have that

$$0 = \int_{-d}^{h_0} \int_0^L (u_x - v_x)dx dy = \int_0^L u(x, y_0)dx - \int_0^L u(x, -d)dx$$

\[ J. \text{Phys. A: Math. Theor. 48 (2015) 143001 Topical Review} \]
at all depths $y_0$ below the trough level $\eta(L/2)$. The fact that the mean of $u$ at any level below the trough is constant signals the presence of a uniform current beneath the waves. The absence of underlying currents is therefore appropriated by requiring that
\[ \int_{0}^{L} u(x, -d) \, dx = 0. \tag{20} \]

In particular, this means that the smooth function $u$ has to vanish somewhere on the flat bed $y = -d$, and knowing that $u \neq c$ throughout the fluid leads us to (19). Another useful consequence of (20) is that it permits the recovery of the wave speed $c$ from the fluid velocity in the moving frame, that is, assuming that $(u - c)$ is known. Indeed
\[ c = -\frac{1}{L} \int_{0}^{L} [u(x, -d) - c] \, dx, \]
due to (20), so that the wave speed is the mean of the apparent horizontal fluid velocity at the flat bed, or at any fixed depth below the wave trough level. This is Stokes’ first definition of the wave speed, see [59]. Stokes’ second definition of the wave speed is to set the wave speed equal to depth-averaged apparent horizontal fluid velocity (in the moving frame), that is, equal to
\[ \frac{-1}{Ld} \int_{0}^{L} \int_{-d}^{u(x, -d)} [u(x, -d) - c] \, dy \, dx = \frac{m}{d}. \]

While within the framework of linear theory the two definitions are consistent, it turns out that
\[ c > \frac{m}{d} \]
for a genuine Stokes wave, that is, whenever the free surface is not flat (see [12]). This permits one to calculate the unsteady water velocities in the physical frame through which the waves are moving, from measurements performed on the steady flow in the moving frame.

We would like to point out that several assumptions that were specified in the above definition of a Stokes wave are not restrictive requirements. The free surface must always be a graph, that is, overhanging profiles are not possible, see [65]. Moreover, assuming the free boundary to be a continuously differentiable curve, the boundary must be a real-analytic curve, and the velocity components have harmonic extensions across it (see [62]). Also, the symmetry of the free surface is actually guaranteed if the wave profile is monotone between crests and troughs, see [50], and it is known that $0 < \eta_c^2 < 1$ between consecutive crests and troughs, see [1, 54]. While there exist Stokes waves such that $\eta_c^2 > 1/3$ at some location between crest and trough, a result that gains in significance if compared with the empirical criterion of steepness at most $1/7$ mentioned above, the upper bound 1 on the slope is not sharp, but suffices for our purposes. On the other hand, the Stokes wave of greatest height [2, 53], for which the symmetric free surface is not continuously differentiable, fails to satisfy (19) precisely at the crest, where $u = c$ and the profile has a corner with an angle of $120^\circ$, see [62]. It is therefore not among the waves we are investigating. Our considerations apply to smooth Stokes waves, up to the wave of greatest height. While the wave of greatest height is obtained mathematically as a limit of smooth Stokes waves, many of its features are far from obvious. For example, while it is indeed the highest travelling wave, it is not the fastest nor the most impulsive nor the most energetic, see [56]. The reasons for excluding the Stokes wave of greatest height from our considerations are not merely technical. The wave of greatest height is associated with incipient wave breaking, and the waves approaching breaking are highly unsteady and deform rapidly, their crest-front faces become very steep and develop an overturning pattern with a forward projected water jet, see [52].
2.1.2. Hodograph transform. To fix the conceptual framework, let us assume throughout this paper that the wave crest is located at \((0, \eta(0))\) in the moving frame. The condition (11) of irrotational flow allows us to define the velocity potential \(\phi_{xy}(x, y)\) by

\[
\phi_{xy}(x, y) = uv,
\]

(21)

Setting

\[
\phi(x, y) = \int_0^x \left[u(l, -d) - c\right] dl + \int_{-d}^y v(s, x) ds,
\]

we ensure that \(\phi = 0\) on the crest line, that is, \(\phi(0, y) = 0\) for \(y \in [-d, \eta(0)]\). Note that \((x, y) \mapsto \phi(x, y) + cx\) is odd and periodic with period \(L\) in the \(x\)-variable. In particular, \(\phi(jL, y) = -cjL\) for every integer \(j\). Moreover, \(\phi < 0\) due to (19).

The stream function \(\psi\), defined in section 2.1.1, and the velocity potential \(\phi\) are harmonic conjugate functions, with the complex mapping \(x + iy \mapsto \phi(x, y) + i\psi(x, y)\) analytic throughout the fluid domain. It is convenient to perform the orientation-preserving conformal hodograph change of variables

\[
\begin{align*}
q &= -\phi(x, y), \\
p &= -\psi(x, y),
\end{align*}
\]

(22)

that transforms the free-boundary problem (17) into a nonlinear boundary-value problem for the harmonic function

\[
h(q, p) = y + d
\]

(23)

in a fixed strip (see figure 2).
The transformed boundary-value problem for the unknown height $h$ above the flat bed is
\[
\begin{align*}
\Delta_{q,p} h &= 0 \quad \text{in the strip} \quad -m < p < 0, \\
h &= 0 \quad \text{on} \quad p = -m, \\
2g(Q - h)(h_q^2 + h_p^2) &= 1 \quad \text{on} \quad p = 0,
\end{align*}
\tag{24}
\]
for $h$ even and periodic of period $\lambda = cL$ in the $q$-variable. Since in our approach, depending on the context, it is advantageous to use either the moving frame or the conformal coordinates, let us record for further use the formulas
\[
\begin{align*}
\partial_q &= h_p \partial_x + h_q \partial_y, \\
\partial_p &= -h_q \partial_x + h_p \partial_y,
\end{align*}
\tag{25}
\]
and
\[
\begin{align*}
\partial_x &= (c - u)\partial_q + v \partial_p, \\
\partial_y &= -v \partial_q + (c - u)\partial_p,
\end{align*}
\tag{26}
\]
where
\[
\begin{align*}
h_q &= -\frac{v}{(c - u)^2 + v^2} = -\frac{\partial x}{\partial p} = \frac{\partial y}{\partial q}, \\
h_p &= \frac{c - u}{(c - u)^2 + v^2} = \frac{\partial x}{\partial q} = \frac{\partial y}{\partial p},
\end{align*}
\tag{27}
\]
and
\[
\begin{align*}
c - u &= \frac{h_p}{h_q^2 + h_p^2}, \\
v &= -\frac{h_q}{h_q^2 + h_p^2}.
\end{align*}
\tag{28}
\]

2.2. Basic properties of the velocity field

Let us now derive some basic properties of the velocity field beneath a Stokes wave with a non-flat free surface. In the fluid region
\[
\Omega_+ = \{(x, y): \ x \in (0, L/2), \ -d < y < \eta(x) \}
\]
beneath the free surface $y = \eta(x)$ and above the flat bed $y = -d$, delimited laterally by the crest line $x = 0$ and the trough line $x = L/2$, (9) and (11) ensure that $v$ is a harmonic function. Since $\eta'(x) < 0$ for $x \in (0, L/2)$, from (13) and (19) we infer that $v(x, \eta(x)) > 0$ for $x \in (0, L/2)$. Since $v(x, -d) = 0$ by (12), the strong maximum principle (see [10]) yields that $v > 0$ in the interior of $\Omega_+$. By anti-symmetry, $v < 0$ in the fluid region
\[
\Omega_- = \{(x, y): \ x \in (-L/2, 0), \ -d < y < \eta(x) \},
\]
obtained by reflection of $\Omega_+$ in the crest line, while $v = 0$ on the crest and trough lines. These considerations provide us with the sign of the vertical fluid velocity component in the moving frame $(x, y)$ in which the flow is steady, and, due to (7)–(8), also when one takes into account variations in time in the physical frame $(X, Y)$ through which the waves are moving; see figure 3.
To deal with the horizontal fluid velocity, let us first observe that a direct calculation based on (10) yields that $P$ is superharmonic throughout the fluid region $\Omega$, as

$$\Delta P = -\psi_{xx}^2 - 2\psi_{xy}^2 - \psi_{yy}^2 \leq 0.$$  

Since $P$ is periodic in the $x$-variable and $P_y = -g < 0$ on $y = -d$, in view of (12) and the second component of the Euler equation (10), Hopf’s maximum principle (see [10]) ensures that the minimum of $P$ in the closure of $\Omega$ is attained only on the free surface $y = \eta(x)$, along which $P$ is constant due to (14). Furthermore, the fact that $\eta_x(x) < 0$ for $x \in (0, L/2)$ means that along the upper boundary of $\Omega$, the positive $x$-direction points outwards, and therefore $P_x(x, \eta(x)) < 0$ for all $x \in (0, L/2)$, again by Hopf’s maximum principle. Taking into account the first component of (10), this means that

$$[u(x, \eta(x)) + c] u_x(x, \eta(x)) - v(x, \eta(x)) u_x(x, \eta(x)) > 0, \quad x \in (0, L/2).$$

Expressing the above inequality in $(q, p)$-coordinates by means of (26) yields

$$u_q(q, 0) < 0 \quad \text{for} \quad q \in (0, \lambda/2).$$

On the other hand, since $v = 0$ on the crest and trough lines and (9) ensure $u_x = v_x = 0$ on the crest and trough lines, (26) also yields

$$u_q(0, p) = u_q(L/2, p) = 0 \quad \text{for} \quad p \in [-m, 0].$$

Furthermore, from (26), (12) and (9) we get

$$u_q(q, -m) = \frac{u_x(x, -d)}{c - u(x, -d)} = -\frac{v_x(x, -d)}{c - u(x, -d)},$$

where the point $(q, -m)$ corresponds to $(x, -d)$ under the change of variables (22). Knowing that the harmonic function $v$ attains its minimum in $\Omega$, along the lower flat boundary $y = -d$, we infer by Hopf’s maximum principle that $v_x(x, -d) > 0$ for $x \in (0, L/2)$, so that
Denoting by
\[ \Omega_\lambda = \left\{ (q, p) : -\frac{\lambda}{2} < q < 0, -m < p < 0 \right\}, \]
\[ \Omega_\lambda^+ = \left\{ (q, p) : 0 < q < \frac{\lambda}{2}, -m < p < 0 \right\}, \]
the images of the regions \( \Omega_- \) and \( \Omega_+ \) under the conformal change of variables (22), the previous considerations show that \( u_q \leq 0 \) all along the boundary of \( \Omega_+ \), with strict inequality at places on the upper and lower boundary. Since \( u \) was harmonic in the \((x, y)\)-coordinates and a conformal change of variables preserves harmonicity, \( u \) will be harmonic in \( \Omega_+ \). The strong maximum principle (see [10]) is therefore applicable and we conclude that \( u_q < 0 \) throughout \( \Omega_+ \).

Now, (20) and symmetry yield \( \int_0^{L/2} u(x, -d)dx = 0 \). In combination with the established fact that \( u(x, -d) < 0 \) for \( x \in (0, L/2) \), this permits us to infer the existence of a unique point \( q_0 \in (0, L/2) \) with \( u(q_0, -d) = 0 \). Consequently, there exists a unique point \( q_0 \in (0, \lambda/2) \) with \( u(q_0, -m) = 0 \). Since \( u_q(q_0, -m) < 0 \) for \( q \in (0, \lambda/2) \), we obtain that \( u(q, -m) > 0 \) for \( q \in [0, q_0) \) while \( u(q, -m) < 0 \) for \( q \in (q_0, \lambda/2] \). Let us now take advantage of the fact that \( v \) is harmonic in \( \Omega_+ \) and attains its minimum there all along the lateral sides of \( \Omega_+ \), both properties being inherited from its behaviour in \( \Omega_+ \). Therefore, Hopf’s maximum principle yields \( v_q(0, p) > 0 > v_q(\lambda/2, p) \) for \( p \in (-m, 0) \). Since \( u_p = v_q \), as a glance at (26) in combination with (9) and (11) will confirm, we deduce that
\[ u_p(0, p) > 0 > u_p(\lambda/2, p) \quad \text{for} \quad p \in (-m, 0). \]

As a useful consequence, the inequality \( u(0, -m) > 0 > u(\lambda/2, -m) \) enforces
\[ u(0, p) > 0 > u(\lambda/2, p) \quad \text{for} \quad p \in [-m, 0]. \]

A streamline in the moving frame is a level set of \( \psi \) and corresponds in \((q, p)\)-coordinates to a horizontal line. Along the horizontal segment in which such a line intersects \( \Omega_+ \), we know that \( u_q < 0 \), while \( u > 0 \) at the left endpoint and \( u < 0 \) at the right endpoint. Consequently \( u \)
vanishes on this segment at precisely one point. By reflection in the line \( q = 0 \), a mirror image of this occurs in \( \Omega_- \). Note that if we denote by \( (\alpha(p), p) \) the points in \( \Omega_+ \) where \( u \) vanishes, since \( u_q < 0 \) throughout \( \Omega_- \), the implicit function theorem ensures that \( p \mapsto \alpha(p) \) is a smooth curve. Its pre-image under the change of variables (22) will therefore be a smooth curve in \( \Omega_+ \), connecting the upper boundary \( y = \eta(x) \) to the flat lower boundary \( y = -d \) by intersecting each streamline precisely once; see figure 4.

2.3. The particle path pattern

The trajectory \( t \mapsto (X(t), Y(t)) \) of a fluid particle with initial position \((X_0, Y_0)\), as the wave propagates, is of great interest in understanding the flow beneath the waves. Information about its behaviour has to be extracted from the time-dependent system

\[
\begin{align*}
X' &= U(X - cT, Y), \\
Y' &= V(X - cT, Y),
\end{align*}
\]

with initial data \((X(0), Y(0)) = (X_0, Y_0)\). The ordinary differential equations (29) simply express the fact that velocity is the rate of change of the displacement. Due to the lack of explicit solutions for Stokes waves with a non-flat surface, it is quite natural to try to investigate the particle trajectories by means of approximations. First-order linear theory gives the leading order

\[
\begin{align*}
U(X - cT, Y) &= ek_c \frac{\cosh [k(Y + d)]}{\sinh (kd)} \cos [k(X - cT)], \\
V(X - cT, Y) &= ek_c \frac{\sinh [k(Y + d)]}{\sinh (kd)} \sin [k(X - cT)],
\end{align*}
\]

of the velocity field beneath the linear wave profile \( e \cos [k(X - cT)] \), propagating at speed \( c = \frac{\sqrt{g \tanh (kd)}}{k} \); see [10] for details. Note that, despite the linearization of the governing equation, the nonlinear character of the system corresponding to (29) persists. For this reason, neglecting terms of second order in the power series expansion of the velocity field (30) in the small parameter \( e \), we end up with the linear system

\[
\begin{align*}
X'(T) &= ek_c \frac{\cosh [k(Y_0 + d)]}{\sinh (kd)} \cos [k(X_0 - cT)], \\
Y'(T) &= ek_c \frac{\sinh [k(Y_0 + d)]}{\sinh (kd)} \sin [k(X_0 - cT)].
\end{align*}
\]

The explicit solution to (31) with initial data \((X(0), Y(0)) = (X_0, Y_0)\) is

\[
\begin{align*}
X(T) &= X_0 + e \frac{\cosh [k(Y_0 + d)]}{\sinh (kd)} \left( \sin (kX_0) - \sin [k(X_0 - cT)] \right), \\
Y(T) &= Y_0 + e \frac{\sinh [k(Y_0 + d)]}{\sinh (kd)} \left( \cos [k(X_0 - cT)] - \cos (kX_0) \right).
\end{align*}
\]

Consequently, to a first-order approximation, a water particle located initially at \((X_0, Y_0)\) above the flat bed \( Y = -d \) will describe clockwise an elliptic orbit, the centre of the ellipse being
while the lengths of the horizontal major axis and of the vertical minor axis of the ellipse are \( \varepsilon + kY_d \) and \( \frac{2k}{\sinh (kd)} \), respectively. All these ellipses have the same eccentricity (distance between their foci) \( \frac{\varepsilon k}{\sinh (kd)} \), but the lengths of both their axes decrease as we go downward into the water, and at the bottom the ellipse degenerates into a straight line. Each particle appears to describe its ellipse in a wave period, and they are all in the same phase.

Support for the particle trajectory pattern predicted by linear theory seems to be given by some early films of small buoyant particles in laboratory wave tanks, where closed elliptical paths appear to be recognizable (see [4]), with various photographs reproduced in standard textbooks on water waves [24, 57, 58]. However, one should have serious reservations about the approach described above. Other than the issue of convergence of the power series expansions that underlie the procedure, recall that the explicit system (29) with the right-hand side given by (30), describing the motion of the particles within the framework of linear wave theory, is nevertheless nonlinear and a further linearization was performed. The obtained closed orbits throughout the flow represent a highly regular pattern that is easily destroyed by small perturbations, so that it is unlikely that this outcome is realistic. As a matter of fact, if one refrains from linearizing (30), it turns out that the particle paths are no longer closed, see [21, 33], and each particle performs a back-and-forth motion but experiences a net forward drift, in the direction of wave propagation. Moreover, relying (formally) on quadratic quantities in the wave amplitude within the framework of linear theory, one can compute the average flow of energy beneath a Stokes wave and infer that the fluid experiences on average a net displacement in the direction in which the waves are propagating; see the discussion in [41]. A more detailed analysis is therefore desirable. We could try to go beyond the first-order approximation of the free surface, but this type of approach is contingent on the convergence of the power series expansions and will therefore be only valid for waves of very small amplitude. Pursuing an analysis of model equations (like KdV) that are encountered in soliton theory is not an option since these model equations are always derived for waves of small amplitude and they are valid approximations in the shallow-water regime in which vertical variations of the fluid velocity are neglected (see the discussion in [10, 31]). Relying on the guiding principle that waves of moderate and large amplitude hold few surprises, and that the insight provided by studies of waves of small amplitude reveals the main structure of the flow field, is a questionable point of view. It turns out that the lack of explicit solutions is compensated by a rich structure that can be exploited to reduce the complexity of the problem by qualitative rather than quantitative means, drawing conclusions that are valid for waves of small and large amplitude. We follow closely the considerations made in [9, 17].

The system corresponding to (29) in the moving frame is the autonomous differential system

\[
\begin{align*}
X' &= u(x, y) - c, \\
y' &= v(x, y),
\end{align*}
\]

(33)

with initial data \((x(0), y(0)) = (X_0, Y_0)\); in (33) the time variable is \( t = T \). By the definition of the stream function, the system (33) is Hamiltonian with Hamiltonian function \( \psi \), so that

\[ \psi(x(t), y(t)) = \psi(X_0, Y_0) \] for all times \( t \),

a fact that can also be checked directly. Moreover, the periodicity of \( u \) in the \( x \)-variable and (19) ensure the existence of some \( \delta > 0 \) such that \( u(x, y) = c \leq -\delta \) for all \((x, y) \in \Omega\).
Consequently, as \( t \) runs from \( -\infty \) to \( \infty \), \( x(t) \) will run from \( \infty \) to \( -\infty \). Thus, without loss of generality, we may assume that \( x(0) = L/2 \). We call \( \text{elapsed time} \) the positive time \( \tau = \tau(Y_0) > 0 \) when \( x(t) = -L/2 \): this is the time it takes \( (x(t), y(t)) \) to traverse one periodicity window, from trough line to trough line, in the moving frame. If we denote by \( (q(t), p(t)) \) the location of the image of the point \( (x(t), y(t)) \) under the conformal map (22), then \( p(t) = p \) is an integral of motion, since \( (x(t), y(t)) \) stays on the same streamline, while the definition of the velocity potential and (33) yield

\[
\frac{dq}{dt} = q' = -\phi x' - \phi y' = -(c - u)^2 - v^2 \leq -\delta^2,
\]

with \( q(0) = \lambda/2 \) and \( q(\theta) = -\lambda/2 \), so that the motion of \( (q(t), p(t)) \) occurs on straight horizontal lines, from right to left in the \((q, p)\)-plane; here \( \theta(p) = \tau(Y_0) \). Consequently

\[
y(\tau) - y(0) = \int_0^\tau v(x(t), y(t))dt = \int_{-L/2}^{L/2} \frac{v}{(c - u)^2 + v^2}dq = 0
\]

since \( v \) is odd and \( u \) is even in the \( q \)-variable, while

\[
\theta(p) = \int_0^\theta x'(t) \frac{dt}{u(x(t), y(t)) - c} = \int_{-L/2}^{L/2} \frac{dx}{c - u(x, y(x))}, \tag{34}
\]

where \( y = y(x) \) is the streamline to which \((X_0, Y_0)\) belongs to. The divergence theorem applied to the function \( v(c - u) \) in the region beneath the streamline \( y = y(x) \) and above the flat bed \( y = -d \), delimited laterally by the trough lines \( y = \pm L/2 \), yields

\[
cL = \int_{-L/2}^{L/2} (c - u(x, y(x))) \sqrt{1 + \left[y'_x(x)\right]^2}dx, \tag{35}
\]

in view of (11), (20) and the periodicity in the \( x \)-variable, since by differentiation of the relation \( \psi(x, y(x)) = p \) with respect to the \( x \)-variable we get

\[
y'_x(x) = -\frac{v(x, y(x))}{c - u(x, y(x))}.
\]

Note that the sign of \( v \) in conjunction with (19) ensure that all streamlines except the flat bed \( y = -d \) replicate the shape of the free surface in the moving frame: they are smooth, symmetric curves that are strictly decreasing between a wave crest and the adjacent trough.

By the Cauchy–Schwarz inequality we have

\[
L^2 \leq \int_{-L/2}^{L/2} \frac{dx}{c - u(x, y(x))} \int_{-L/2}^{L/2} (c - u(x, y(x)))dx.
\]

For all streamlines except the flat bed \( y = -d \) we have that \( y'_x(x) = 0 \) can only occur at the intersection with a crest line or with a trough line, so that

\[
\int_{-L/2}^{L/2} (c - u(x, y(x))) \sqrt{1 + \left[y'_x(x)\right]^2}dx > \int_{-L/2}^{L/2} (c - u(x, y(x)))dx.
\]

Combining this with the inequality displayed above it yields, in view of (34),

\[
\theta(p) > \frac{L}{c}, \quad p \in (-m, 0].
\]

The above estimate for the elapsed time holds also for \( p = m \). Indeed, while in this case \( y'_x \equiv 0 \) prevents us from relying on the same argument, the possible equality for \( p = -m \) is ruled out by the fact that, since \( \int_{-L/2}^{L/2} (c - u(x - d))dx = cL \) by (20), it would entail equality in the Cauchy–Schwarz inequality. This, in its turn, would force \( u \) to be constant on the flat
bed, and we know that this is not the case. Consequently

$$\theta(p) > \frac{L}{c}, \quad p \in [-m, 0], \quad (36)$$

We now define the particle drift $D = D(Y_0)$ as the net horizontal distance moved by the particle between its positions below two consecutive troughs, that is

$$D = X(\tau) - X(0) = c \theta - L, \quad (37)$$

since $X(T) = x(t) + ct$ and in time $\tau = \theta$ the solution $(x(t), y(t))$ to (33) moves from the trough line $x = L/2$ to the trough line $x = -L/2$ in the moving frame. Zero drift singles out the closed particle paths. Indeed, only at integers multiples of $\theta$ is the $y$-coordinate of the solution $(x(t), y(t))$ to (33) equal to $Y_0$, and $X(\pi r) - X(0) = n[X(\pi) - X(0)]$ for an integer $n$, so that a return of the solution $(X(\pi), Y(\pi))$ of the system (29) to the initial position $(X_0, Y_0)$ is only possible if $D(Y_0) = 0$. Furthermore, if $D(Y_0) = 0$, then $X(\pi) = X(0)$, $Y(\pi) = Y(0)$ and $\pi = L/c$, so that the periodicity of the velocity field in the $X$-variable ensures that $t \mapsto (X(\pi), Y(\pi))$ as well as $t \mapsto (X(t + \pi), Y(t + \pi))$ solve (29) with the same initial data. The velocity field $(U, V)$ being real-analytic, we have uniqueness of solutions, that is, $X(t + \pi) = X(t)$ and $Y(t + \pi) = Y(t)$ for all $t \in \mathbb{R}$. Since (36) ensures a positive drift, we conclude that there are no closed particle paths. The previous considerations enable us to provide a qualitative description of the particle trajectories above the flat bed. For this, recall that by (36) and (37), the drift of any particle is positive. The properties of $u$ proved in section 2.2 show that in $\Omega_+$ the level set $[u = 0]$ consists of a continuous curve $C_+$ that intersects each streamline $[y = -p]$ with $p \in [-m, 0]$ exactly once, while in $\Omega_-$ the level set $[u = 0]$ is obtained by reflecting the curve $C_+$ in the vertical line $x = 0$, obtaining a smooth curve $C_-$. The two curves $C_\pm$ delimit laterally the fluid region (in the moving frame) where $u > 0$ (including the top and lower boundaries), while between the trough line $x = -L/2$ and the curve $C_-$ and between the curve $C_+$ and the trough line $x = L/2$ we have that $u < 0$. In particular, $u < 0$ on the trough line and $u > 0$ on the crest line. In the moving frame, the particle located initially at the point $A$, of elevation $Y_0 > -d$ on the trough line $x = L/2$, reaches the trough line $x = -L/2$ in time $\theta = \theta(Y_0)$, with $y(\theta) = Y_0$. As $t$ progresses through the time interval $(0, \theta)$, the path $(x(t), y(t))$ will successively intersect the curve $C_+$ at a point $B$, the crest line $x = 0$ at a point $C$, then curve $C_-$ at a point $D$, until it finally intersects the trough line $x = -L/2$ at $E = (-L/2, Y_0)$, at the instant $t = \theta$. Since $u < 0$ while $(x(t), y(t))$ travels in the moving frame from $A$ to $B$ and from $D$ to $E$, the corresponding displacement $(X(t), Y(t))$ of the particle in the physical variables $(X, Y)$ must be backwards. In the time interval needed for $(x(t), y(t))$ to get in the moving frame from $B$ to $D$, it lies in the region where $u > 0$, so that $(X(t), Y(t))$ moves forward. Moreover, while $(x(t), y(t))$ travels from $A$ to $C$ we have that $v > 0$, so that $(X(t), Y(t))$ moves up, while $v < 0$ between $C$ and $E$ means that $(X(t), Y(t))$ moves down. The initial position being $(X(0), Y(0)) = (L/2, Y_0)$, while $(X(\theta), Y(\theta)) = (-L/2 + c\theta, Y_0)$, since $x(t) = X(t) - ct$, we have $X(\theta) > L/2 = X(0)$ by (36). Thus $E$ is strictly to the right of $A$ and therefore the particle $(X(t), Y(t))$ describes in the physical frame $(X, Y)$ a loop, as depicted on the top of figure 5. This applies to all particles that are located initially above the flat bed.

As for a particle located on the flat bed $Y = -d$, observe that the boundary condition (12) ensures that it will always move horizontally. Choosing the location $(L/2, -d)$ below the wave trough as a starting point, the particle oscillates in a backward–forward–backward pattern with a net forward drift, mirroring the projection of the loop on the top of figure 5 to the flat bed.
These theoretical predictions were confirmed numerically [49] and experimentally [5, 63]. During this process it became apparent that the size of the particle drifts can be very small for specific wave characteristics. In particular, the experimental photographic evidence reproduced in [24, 57, 58], that seemed to indicate closed particle paths, corresponds to very small drift.

2.4. Basic properties of the pressure

Let us now show that, see [17], in the moving frame the normalized pressure $P$ decreases horizontally away from the crest line towards the adjacent trough line, being strictly increasing with depth. More precisely,

- $P_x < 0$ in the closure $\Omega_+$ of the open fluid region $\Omega_+$ and $P_x > 0$ in $\Omega_-$, except on the crest line $x = 0$ and on the trough lines $x = \pm L/2$, where $P_x = 0$;
- $P_y < 0$ throughout the entire fluid domain.

In particular, the maximum of the pressure is attained at the point on the flat bed directly below the wave crest, while the minimum of the pressure is attained all along the free surface $y = \eta(x)$.

The first claim follows by the characterization of the sign of $u_q$ in the moving frame (see section 2.2) since combining the first component of (10) with (28) and (26) yields

![Figure 5. The trajectory of a particle located above the flat bed: in the physical frame (top), in the moving frame (middle) and in the conformal frame (bottom). At C the wave crest is located right above the particle, while at A and E the wave trough is right above it. In the middle and bottom figures, the flat bed is also drawn.](image-url)
\[ P_x = (c - u)u_x - vu_x = \frac{h_p u_x + h_q u_x}{h_q^2 + h_p^2} = \frac{u_q}{h_q^2 + h_p^2}. \]

To prove the second claim, let us introduce the function
\[ f: \Omega \rightarrow \mathbb{R}, \quad f(x, y) = (c - u)v - gx. \]

Since \( u \) and \( v \) are harmonic and (9) as well as (11) hold, one can easily check by directly calculating \( \Delta_{(x,y)}f \) that \( f \) is harmonic. The change of variables (22) being conformal, we infer that
\[ F: R = \left\{ (q, p): \frac{-\lambda}{2} < q < \frac{\lambda}{2}, -m < p < 0 \right\} \rightarrow \mathbb{R}, \quad F(q, p) = f(x, y), \]
is also harmonic. Using (26), (27), (9) and (11), we compute
\[ F_q = v_q - \frac{g(c - u)}{(c - u)^2 + v^2}. \tag{38} \]

Since \( v = v_q = 0 \) on the lower boundary of \( R \), due to (12), (19) and (38), we have that
\[ F_q(q, -m) < 0 \quad \text{for} \quad -\frac{-\lambda}{2} \leq q \leq \frac{-\lambda}{2}. \tag{39} \]

On the lateral boundaries of the rectangle \( R \), obtained as images of the trough lines \( x = \pm L/2 \) under the conformal map (22), we know that \( v = 0 \) and \( v_q \leq 0 \) (see section 2.2). Therefore (19) and (38) yield
\[ F\left( \pm \frac{\lambda}{2}, p \right) < 0 \quad \text{for} \quad -m \leq p \leq 0. \tag{40} \]

Let us now show that on the upper boundary of the rectangle \( R \) we have
\[ F_q(q, 0) \leq 0 \quad \text{for} \quad -\frac{-\lambda}{2} \leq q \leq \frac{-\lambda}{2}. \tag{41} \]

For this, multiplying both sides of the last relation in (17) by \( g \) and subsequently differentiating with respect to the \( x \)-variable, we get
\[
0 = (u - c)
\left(u_x + u_y \eta_x\right) + v
\left(v_x + v_y \eta_x\right) + g \eta_x
\]
\[
= (u - c)u_x + u_v v + v v_x + (u - c)\eta_x^2 + g \eta_x
\]
\[
= v_x (c - u)
\left(1 - \eta_x^2\right) - 2(c - u)\eta_x v_x + g \eta_x \quad \text{on} \quad y = \eta(x),
\]
using (13) as well as (9) and (11). Since \( \eta_x(x) < 0 \) for \( x \in (0, L/2) \), division of the previous identity by \( \eta_x \) leads us to
\[
0 = (c - u)
\left(\frac{v_x}{\eta_x} \left(1 - \eta_x^2\right) - 2 v_x\right)
\quad \text{on} \quad y = \eta(x) \quad \text{with} \quad 0 < x < \frac{L}{2}.
\]

We know that \( \eta_x^2 < 1 \) and \( v_x/v_0 \leq v_x \) on \( y = \eta(x) \) for \( 0 < x < L/2 \), the latter since on this part of the free surface
\[
0 > u_q = \frac{-v_x + \eta_x v_x}{(c - u) \left(1 + \eta_x^2\right)},
\]
with the expression of \( u_q \) obtained by combining (25), (27), (13), (9), and (11). The previous two displayed relations together with (19) yield
\[ 0 > -(c - u)\left(1 + \eta^2\right)v_x + g \quad \text{on} \quad y = \eta(x) \quad \text{with} \quad 0 < x < \frac{L}{2}. \]

This is precisely the strict inequality in (41) for \(0 < q < \lambda/2\), due to (38) and (13). Since by (38) \(F_q\) is even in the \(q\)-variable, the validity of the strict inequality in (41) is also verified for \(-\lambda/2 < q < 0\). Continuity now confirms (41).

The inequalities (39), (40) and (41) for the boundary values of the harmonic function \(F_q\) ensure by the strong maximum principle that \(F_q < 0 \text{ in } R\), that is

\[ v_x < \frac{g(c - u)}{(c - u)^2 + v^2} \quad \text{in} \quad R. \quad (42) \]

On the other hand, in section 2.2 we established that

\[ 0 > u_q = \frac{(c - u)u_x - vu_y}{(c - u)^2 + v^2} \quad \text{in} \quad \Omega_+. \]

Using (9), (11) and (19), we infer from the above that

\[ v_y > \frac{v}{u - c}v_x \quad \text{in} \quad \Omega_. \quad (43) \]

Since \(v > 0 \text{ in } \Omega_+\), as shown in section 2.2, the second component of (10) in combination with (42) and (43) yield

\[ P_x = -g + (c - u)v_x - vv_x < -g + \frac{v_x}{c - u}\left[(c - u)^2 + v^2\right] < 0 \quad \text{in} \quad \Omega_. \]

This proves the validity of the second claim throughout the open set \(\Omega_+. \) By symmetry, the inequality will also hold in \(\Omega_-\). On the trough lines \(x = \pm \frac{L}{2}\) we have \(v = 0\), so that the second component of (10) yields \(P_x = (c - u)v_x - g = (c - u)F_q < 0\) by (40) and (19), while \(P_x(0, y) < 0 \text{ for } -\frac{L}{2} < y < \eta(0)\) since this part of the crest line \(x = 0\) is included in the rectangle \(R\), and thus \(P_x = (c - u)v_x - g = (c - u)F_q < 0\) in view of (19) and the fact that \(F_q < 0 \text{ throughout } R\). Since \(v = v_x = 0\) on the flat bed \(y = -d\), the second component of (10) becomes \(P_x = -g\) there. As for the free surface \(y = \eta(x)\), all along it the superharmonic function \(P\) attains its minimum in \(\Omega_+\), so that Hopf’s maximum principle ensures that \(P_x < 0\) here as well. By periodicity \(P_x < 0\) holds throughout the fluid domain.

3. Discussion

The results presented in section 2 describe the basic qualitative features of the flow beneath a Stokes wave with no underlying currents. It is of interest to refine these results and also to investigate in detail the flow pattern in the case of wave–current interactions. In this section we survey some promising recent results in these directions and we specify a number of scenarios that are likely to occur, as indicated by numerical simulations and experimental data.

3.1. Some open problems for waves with no underlying current

For a better understanding of the flow pattern beneath a Stokes wave with no underlying current, the following aspects should be satisfactorily understood.

- The monotonicity properties of the vertical velocity component \(v\) are unknown. Numerical simulations [7] suggest that \(v\) has a unique maximum along any streamline in \(\Omega_+\), but a theoretical confirmation is not available.
While the results in section 2.2 show that the horizontal velocity component $u$ is strictly decreasing along any streamline in $\Omega_+$, its monotonic behaviour in the vertical and horizontal directions is not yet clarified.

The horizontal and vertical accelerations are important flow characteristics and no results about their growth pattern are available for waves of large amplitude. For numerical simulations we refer to [7].

A more detailed theoretical analysis of the looping particle trajectories depicted in figure 5 should be within reach. One can prove (see [17]) that the drift of the particle (the distance from $A$ to $E$, in figure 5) and the amplitude of the vertical oscillation of a particle (the distance from $C$ to the horizontal line through $A$ and $E$) are both strictly decreasing with increasing depth. The extent of the forward–backward oscillation of a particle (the distance from $B$ to $D$) appears to also present this feature, but this fact has eluded a theoretical confirmation.

Concerning the pressure, it is of interest to investigate its monotonicity along streamlines in the moving frame. Also, the monotonicity of the dynamic pressure, defined as the difference $P - [P_{\text{stat}} - \rho g y]$ at the pressure and the hydrostatic pressure, in the vertical and horizontal directions, but also along streamlines, is not clarified.

A special topic of interest concerns the wave of greatest height. It turns out that the particle path pattern depicted in figure 5 persists, as do those of the signs of $u$ and $v$ in the moving frame, see [11]. The approach presented in section 2 can not be implemented due to the failure of (19) at the wave crest, where $u = c$. Nevertheless, it is still relevant since the conclusions for the wave of greatest height can be obtained by a limiting procedure from those valid for waves of almost greatest height, and useful information about the boundary behaviour of the analytic map $q + ip \mapsto x + iy$ near the singular point at the wave crest can be extracted. Despite these similarities, there are unexpected features. At first sight, the fact that $u = c$ and $v = 0$ at the wave crest might indicate that the wave crest is a stagnation point of the flow, so that a particle located there (in the physical frame) moves horizontally at the wave speed, remaining at the wave crest. However, the wave crest of a wave of greatest height is only an apparent stagnation point of the flow—no particle can rest there, see [11]. On the other hand, the question of the monotonicity properties of the pressure beneath a wave of greatest height has not been yet investigated. Also the aspects that are not fully understood for the flow beneath regular Stokes waves, listed above, are open for investigation in the context of the wave of greatest height.

3.2. State-of-the-art for wave–current interactions

For periodic two-dimensional travelling waves propagating at the surface of water with a flat bed in a flow with underlying currents, the flow pattern beneath the waves is to a large extent unexplored. Even the case of waves of small amplitude, setting in which perturbation results and linear theory are applicable, offers a few challenges.

The simplest setting is that of an irrotational flow, in which case the underlying current is uniform. While the behaviour of the sign of $v$ and the monotonicity properties of the pressure in the vertical and horizontal directions, discussed in section 2, remain unchanged, there is a significant change in the behaviour of the sign of $u$, namely, the curve $C_u$ that represents the level set $\{u = 0\}$ in $\Omega_+$ might be strongly deformed by the underlying current into a curve that no longer connects the free surface to the flat bed, but is now a curve that connects the free surface to the trough line or to the crest line. These possibilities trigger the appearance of new types of particle trajectories: below the lowest point of $C_u$ the lack of change of sign of $u$
means that in the horizontal movement of a particle located there is no change of direction, so that the particle moves either in the direction of wave propagation (this will be the case for a favourable current) or opposite to it (for strong adverse currents), propagating as a vertical oscillation due to the change of sign of $v$. Moreover, in the region where a change of sign in $u$ occurs a closed particle path might appear at a specific depth. See [17] for theoretical results and [49] for numerical simulations. In addition to the open questions formulated in the absence of underlying currents in section 3.1, the most pressing point is the lack of criteria that specify the strength of the current that triggers the appearance of these new types of particle paths.

The hallmark of non-uniform underlying currents is the presence of vorticity: \((11)\) no longer holds. Instead, we allow for non-zero vorticity $\omega = u_y - v_x$ in the flow beneath the surface waves. The vorticity of a particle is preserved as the particle moves about (see [10]). The simplest rotational setting is that of linearly sheared currents of constant nonzero vorticity, a setting that is regarded as appropriate for the description of tidal currents. These are the alternating horizontal movements of water associated with the rise and fall of the tide: the current associated with a rising tide is called the flood, and the current associated with a falling tide is called the ebb; tides refer to the vertical motion of water (the rise and fall of the tide) caused by the gravitational forces due to the relative motions of Moon, Sun, and Earth. Tidal currents are considered to be the most regular and predictable currents and in many coastal inlets they are the most significant currents. Positive constant vorticity $\omega > 0$ is appropriate for the ebb current and negative constant vorticity $\omega < 0$ is appropriate for the flood current, cf the discussion in [10]. As for the setting of non-constant vorticity, let us point out that the prime source of some ocean currents are long-duration winds and constant vorticity does not give a good description of these currents, a depth-dependent vorticity being more adequate. Also, the out-flowing current at the mouth of an estuary generally exhibits a nonuniform vorticity distribution, see [35].

The first main issue that needs to be addressed theoretically is a re-formulation of the governing equations as a boundary-value problem in a fixed domain rather than as a free-boundary problem. The validity of \((9)\) for rotational waves ensures the existence of a stream function $\psi$ but since \((11)\) fails, there does not exist a velocity potential. While often the separation of the wave–current interaction into a background pure current, corresponding to a rotational flow with a flat free surface, and a superimposed irrotational wave motion is advocated, this type of approach neglects from the start strong interactions between the waves and the current and is therefore not advisable for the study of waves of moderate or large amplitude.

In the absence of stagnation points, one can obtain a suitable change of coordinates \((q, p)\) somewhat analogous to \((22)\) by setting $q = x$ and $p = -y$. This semi-hodograph transform, pioneered in [26], fails to be conformal, so that instead of the Laplace equation in the formulation that replaces \((24)\), one obtains a nonlinear elliptic partial differential equation for $h = y + d$. Nevertheless, this transformation can be used to establish the existence of waves of large amplitude [16], to prove regularity [15, 69], and to show that waves with profiles that are monotone between adjacent crests and troughs have to be symmetric [14]. Moreover, for waves of small amplitude a description of the particle paths is possible (see [28]). While results for the particle paths and for the pressure beneath waves of large amplitude are not yet available, let us point out that numerical simulations indicate that the presence of vorticity might alter the fact that the pressure beneath the surface waves is strictly increasing with depth [37].
To capture the presence of stagnation points, an alternative approach was pursued in [40, 66] by using the change of variables \((x, y) \mapsto \left(x, \frac{d + y}{d + y(x)} \right)\) that maps the fluid domain (in the moving frame) into a fixed strip. In this case the structure loss is even greater, as one obtains an even more intricate elliptic partial differential equation than it was the case for the semi-hodograph transform. This lack of structure precludes the possibility of pursuing an in-depth analysis of waves of large amplitude. Nevertheless, this approach has the advantage of being applicable for waves of small amplitude in flows with stagnation points. The flow pattern beneath the waves now presents closed streamlines in the moving frame, a feature that is not encountered in irrotational flows.

In the setting of constant non-zero vorticity, a re-formulation of the governing equations as a boundary-value problem in a fixed strip is possible by means of conformal maps [19, 20], and the preservation of harmonicity in this process offers possibilities for an analysis of the flow pattern beneath such waves, without necessarily restricting the considerations to waves of small amplitude. The existence of waves of large amplitude in flows with constant non-zero vorticity was recently established [19], allowing even for the overhanging wave profiles that are observed in numerical simulations and in field observations [23].

As for other promising directions, the study of travelling waves in stratified flows [67, 68] is of great physical relevance, even if the complexities encountered here offer an even less transparent picture of what goes on beneath the waves. There are also some papers that investigate the setting of discontinuous vorticity distributions [18, 46]. For a more complete list of papers devoted to periodic travelling two-dimensional water waves with vorticity we refer to the discussion and the reference lists in [10, 29, 32, 47, 60].

We conclude our discussion by pointing out the fact that Stokes waves are modulationally unstable, a phenomenon also known as the Benjamin–Feir instability [3]: the uniform wave train loses energy to a small perturbation of other waves with nearly the same frequency and direction, thus disintegrating and forming complex three-dimensional wave patterns. The particle trajectories of such wave flows are not understood—see the recent discussion in [55].
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