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Abstract
This paper contributes to investigate the Jacobi spectral and pseudo-spectral Galerkin techniques to solve a general form of nonlinear weakly singular Volterra integro-differential equations of the first order. By applying some suitable change of variables, we have made the solution of the mentioned equations to be smooth. Then, by applying the spectral and pseudo-spectral Jacobi Galerkin schemes, accurate solutions are computed efficiently. Rigorous convergence analysis associated with both the spectral and pseudo-spectral Jacobi Galerkin approaches are discussed in detail. Some numerical test problems are given to depict the accuracy of the presented numerical schemes with respect to some recent approximate methods in the literature.
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1 Introduction

The solution of differential equations and integral equations (IEs) is of great significance. Many practical problems can be analyzed and solved as mathematical models to help scientists better understand practical problems. Recently, Yel G et al. applied the sine-Gordon expansion method to shallow water wave models which are Kadomtsev-Petviashvili-Benjamin-Bona-Mahony and the Benney-Luke equations (Yel et al. 2020). Gao W et al. studied a deathly disease spreading pregnant women called Lassa hemorrhagic fever disease (Gao et al. 2020a) and focused on 2019-nCov systems (Gao et al. 2020b). In addition, our paper mainly consider the nonlinear weakly singular Volterra integro-differential equations (WSVIDEs). Due to the considerable importance of WSVIDEs of the first kind in modeling of physical and chemical processes in real world applications, scientists proposed some new and modern techniques to solve them accurately. As an important application of such these equations, one can point out the fractional differential equations in the Caputo or Riemann Liouville notion that can be transformed into the WSVIDEs of the first order. In this paper, we have considered the following nonlinear WSVIDEs:

\[
\begin{align*}
    u'(t) &= g(t, u(t)) + \int_0^t (t - \eta)^{-\mu} K(t, \eta, u(\eta), u'(\eta)) d\eta, \quad t \in [0, T], \\
    u(0) &= u_0,
\end{align*}
\]

where \(0 < \mu < 1\), \(g(t, u(t)) \in C([0, T] \times D_R)\), \(K(t, \eta, u(\eta), u'(\eta)) \in C(D \times (D_R)^2)\), \(D := \{(t, \eta) | 0 \leq \eta \leq t \leq T\}\), in which \(D_R\) is a bounded set in real numbers. Our basic tool is based upon the Jacobi polynomials and also the spectral and pseudo-spectral Galerkin methods.

Spectral methods are the best approximate tool for WSVIDEs with smooth solutions (Shen et al. 2011). They belong to the global numerical methods and have great popularity with respect to some low order methods such as finite difference methods (FDMs). As far as we know, two basic and efficient tools for numerical techniques are operational matrices for computing the derivatives (however some operational matrices were implemented for integration) and also the high accurate Gauss quadrature rules (in different kinds of finite or infinite) for computing the definite integrals approximately. Because of the importance of IEs and integro-differential equations (IDEs), researchers have focused on the high accurate numerical solutions such as spectral methods for computing accurate solutions. A huge size of research works have been devoted to this aim, but some of them are empty from the theoretical analysis in convergence, consistency and stability of the spectral methods. Even, many research works proposed high accurate numerical methods and investigated errors estimation of the approximation for single or multi-variable functions which are independent of the proposed algorithms. Actually, the lack of proving the convergence of the proposed numerical solutions to the exact solutions theoretically is the basic disadvantage of the spectral methods for solving IEs before the year 2008. As the first primary research work that implemented the Legendre spectral collocation method (LSCM) for solving linear Volterra integral equations (VIEs), both numerically and theoretically, one can point out to Tang et al. (2008). In this research work, a high accurate numerical technique together with the associated detailed convergence analysis are investigated for solving the linear variant of VIEs. After that, a huge size of research works generalized and modified the method that implemented in Tang et al. (2008) for solving different types of problems.

As an important challenge in the numerical solution of IEs and IDEs, one may deal with weakly singularity in the solutions of VIEs. As the first attempt, Tang and Chen used LSCM
(Chen and Tang 2009) and Jacobi spectral collocation method (JSCM) (Chen and Tang 2010) in 2009 and 2010, respectively for solving linear weakly singular Volterra integral equations (WSVIEs). After that, in 2012, the first-order linear WSVIDEs were solved by LSCM approximately (Wei and Chen 2012). One year later, in 2013, linear WSVIEs with vanishing pantograph delay was considered by JSCM rigorously (Zhang et al. 2013). In 2018, Yang X et al. solved nonlinear fractional integral differential equations based on the JSCM of Lagrange interpolation polynomials. Yang et al. (2019a) investigated the spectral collocation method for Fredholm integral equations of the second kind with a weakly singular kernel in 2019. Also (1) is approximately solved by JSCM with a rigorous convergence analysis (Shi et al. 2019). In 2021, Yang and Tang presented the mapped Laguerre spectral method for solving the Volterra integral equation with the noncompact kernel. All of these research works belong to the category of spectral collocation methods. For the spectral Galerkin method, in 2014, Zhang and Li (2014) used Jacobi pseudo-spectral Galerkin method to solve the second type of WSVIDEs. Yang Y proposed general spectral and pseudo-spectral Jacobi Galerkin methods for fractional-order integro-differential equations of Volterra type in 2015 (Yang 2015). In 2019, Yang et al. (2019b) discussed the strict convergence analysis of the Jacobi spectral Galerkin method of VIEs with noncompact kernel. It should be noted that many investigations are done in this category and Jacobi spectral Galerkin methods have had few results in this regard. This motivates us to propose Jacobi spectral and pseudo-spectral Galerkin methods for solving the equations in the form of (1).

The structure of this research article is as follows. In the Sect. 2, some appropriate change of variables are considered to make the solution of (1) to be smooth and then both of the spectral and pseudo-spectral Jacobi Galerkin techniques are applied to solve the regularized form of the equation (1). Some useful lemmas are introduced (from the literature), that have a crucial rule in proving the main theorems in Sect. 3. In Sect. 4, rigorous convergence analysis associated with the proposed schemes are investigated in details. An extensive set of test problems are provided in Sect. 5 and also some comparison are made with recent numerical methods in the literature. From the Figures and Tables in Sect. 5 we can conclude efficiency and accuracy of the suggested numerical schemes with respect to other numerical approaches. Some conclusions and plans for our future research works are given in Sect. 6.

2 Spectral Galerkin method

In this section, we need to use the variable transformation to deal with the equations (1). Because we consider the equations with the non-smooth solution. Regularity of Volterra-type integral equation or integral differential equation solution and application of collocation method lies at the heart of the discussion on Brunner (2004), in which the behavior of the n-th derivative of the equations (1) solution $u(t)$ is similar to $u^{(n)}(t) \sim t^{2-\mu-n}$ when $t \to 0$. It also show that $u \notin C^{n+1}(\Lambda)$. Thus, we are inspired by Baratella and Orsi (2004), Sohrabi et al. (2017), Lü and Huang (2006), the authors changed the original equation into another equation which is also weakly singular by applying a variable transformation, but the solution is smooth. Thus, set $t = \delta(s) = s^p$, $\eta = \delta(\xi) = \xi^p$, we get

$$\hat{u}'(s) = \hat{g}(s, \hat{u}(s)) + \int_0^s (\delta(s) - \delta(\xi))^{-\mu} \hat{K}(s, \xi, \hat{u}(\xi), \hat{u}'(\xi))d\xi, \quad s \in \left[0, \sqrt[2p]{T}\right],$$

$$\hat{u}(0) = u_0.$$

where $p$ is a positive integer and
\[ \hat{u}(s) = u(\delta(s)), \quad \hat{g}(s, \hat{u}(s)) = \delta'(s)g(\delta(s), u(\delta(s))), \]

\[ \hat{K}(s, \xi, \hat{u}(\xi), \hat{u}'(\xi)) = \delta'(s)\delta'(\xi)K\left(\delta(s), \delta(\xi), \hat{u}(\xi), \frac{1}{\delta'(\xi)}\hat{u}'(\xi)\right). \]

Rewrite the equation (2) as

\[ \hat{u}'(s) = \hat{g}(s, \hat{u}(s)) + \int_{0}^{s} (s - \xi)^{-\mu} \hat{K}(s, \xi, \hat{u}(\xi), \hat{u}'(\xi)) d\xi, \quad s \in [0, \sqrt{T}], \] (3)

where

\[ \tilde{K}(s, \xi, \hat{u}(\xi), \hat{u}'(\xi)) = \left(\frac{\delta(s) - \delta(\xi)}{s - \xi}\right)^{-\mu} \hat{K}(s, \xi, \hat{u}(\xi), \hat{u}'(\xi)), \quad s \neq \xi, \]

and the \( n \)-th derivative of the equation (3) solution satisfies \( \hat{u}^{(n)}(s) \sim s^{(2-\mu)-n}, \quad s \to 0. \) It means that we can choose a suitable \( p \) such that \( \hat{u}(s) \) is smooth. And once \( \hat{u}(s), \hat{u}'(s) \) of the transformed equation (3) is known, \( u(t), \quad u'(t) \) of the original equation (1) can be obtained by inverse transformation, namely

\[ u(t) = \hat{u}(\delta^{-1}(t)), \quad u'(t) = \frac{\hat{u}'(\delta^{-1}(t))}{\delta'(\delta^{-1}(t))}, \]

where \( \delta^{-1}(t) \) is the inverse transformation corresponding to \( \delta(s) \). It should be noted that \( \delta(s) \) is reversible within the selected interval.

Next, in order to solve more conveniently and apply the theory of orthogonal polynomials, we use the following linear transformation

\[ s = \frac{\sqrt{T}}{2}(1 + z), \quad \xi = \frac{\sqrt{T}}{2}(1 + \sigma), \]

and rewrite (3) as follows

\[ y'(z) = f(z, y(z)) + \int_{-1}^{z} (z - \sigma)^{-\mu} \tilde{K}(z, \sigma, y(\sigma), y'(\sigma)) d\sigma, \quad z \in \Lambda := [-1, 1], \] (4)

\[ y(-1) = y_{-1} = u_{0}. \]

where

\[ y(z) = \hat{u}\left(\frac{\sqrt{T}}{2}(1 + z)\right), \quad f(z, y(z)) = \frac{\sqrt{T}}{2} \hat{g}\left(\frac{\sqrt{T}}{2}(1 + z), y(z)\right), \]

\[ \tilde{K}(z, \sigma, y(\sigma), y'(\sigma)) = \left(\frac{\sqrt{T}}{2}\right)^{2-\mu} \hat{K}\left(\frac{\sqrt{T}}{2}(1 + z), \frac{\sqrt{T}}{2}(1 + \sigma), y(\sigma), \frac{2}{\sqrt{T}}y'(\sigma)\right). \]

For the convenience of numerical implementation and analysis, the initial condition is reformulated as

\[ y(z) = y_{-1} + \int_{-1}^{z} y'(\sigma) d\sigma. \] (5)
Furthermore, in order to simplify notation and facilitate the subsequent convergence analysis, we introduce the integral operator and some symbols as follows

\[ (K(y, y'))(z) = \int_{-\lambda}^{\lambda} (z - \sigma)^{-\mu} \tilde{K}(z, \sigma, y(\sigma), y'(\sigma))d\sigma, \quad K : C(\Lambda) \to C(\Lambda), \]

\[ (Hy)(z) = \int_{-\lambda}^{\lambda} y(\sigma)d\sigma, \quad H : C(\Lambda) \to C(\Lambda), \]

\[ (Fy)(z) = f(z, y(z)). \]

Then, (4) and (5) can be reformulated as

\[ y'(z) = (Fy)(z) + (K(y, y'))(z), \]

\[ y(z) = y_{-1} + (Hy')(z), \quad z \in \Lambda. \quad (6) \]

### 2.1 Jacobi spectral Galerkin method

For this subsection, we will investigate the numerical fulfillment of the Jacobi spectral Galerkin technique to solve equations (6). First, we will give some symbol definitions. For \( \forall N \in \mathbb{N}, P_N \) indicates the space consisting of polynomials defined on \( \Lambda \) with degree not exceeding \( N \) and \( \mathbb{N} \) represents the set of all non-negative integers. In addition, we suppose that \( J_k(x) \) is the \( k \)-th Jacobi polynomial related to the weight function \( \omega^{\lambda_1, \lambda_2}(z) = (1 - z)^{\lambda_1}(1 + z)^{\lambda_2} \), \( \lambda_1, \lambda_2 > -1 \). Then, we have \( \mathcal{P}_N = \text{span} \{ J_0(z), J_1(z), ..., J_N(z) \} \).

Next, implementing the Jacobi spectral Galerkin approach to solve (6) can be expressed as: find \( y_N, \ y'_N \in \mathcal{P}_N \), such that

\[
\begin{aligned}
(y'_N, \psi_N)_{\omega^{\lambda_1, \lambda_2}} &= (Fy_N, \psi_N)_{\omega^{\lambda_1, \lambda_2}} + (K(y_N, y'_N), \psi_N)_{\omega^{\lambda_1, \lambda_2}}, \\
(y_N, \psi_N)_{\omega^{\lambda_1, \lambda_2}} &= (y_{-1}, \psi_N)_{\omega^{\lambda_1, \lambda_2}} + (Hy'_N, \psi_N)_{\omega^{\lambda_1, \lambda_2}},
\end{aligned}
\]

\[
\quad \forall \psi_N \in \mathcal{P}_N. \quad (7)
\]

where \((y, \psi)_{\omega^{\lambda_1, \lambda_2}} = \int_{-1}^{1} y(z)\psi(z)\omega^{\lambda_1, \lambda_2}(z)dz\) is the continuous inner product.

And then, we set \( y(z) \approx y_N(z) = \sum_{k=0}^{N} y_k J_k(z) \), \( y'(z) \approx y'_N(z) = \sum_{k=0}^{N} y'_k J_k(z) \) and take \( \psi_N(z) = J_l(z), \) \( z \in [-1, 1] \), yields

\[
\sum_{k=0}^{N} y'_k (J_k, J_l)_{\omega^{\lambda_1, \lambda_2}} = \left( F \left( \sum_{k=0}^{N} y_k J_k \right) , J_l \right)_{\omega^{\lambda_1, \lambda_2}} + \left( K \left( \sum_{k=0}^{N} y_k J_k, \sum_{k=0}^{N} y'_k J_k \right) , J_l \right)_{\omega^{\lambda_1, \lambda_2}},
\]

\[
\sum_{k=0}^{N} y_k (J_k, J_l)_{\omega^{\lambda_1, \lambda_2}} = (y_{-1}, J_l)_{\omega^{\lambda_1, \lambda_2}} + \sum_{k=0}^{N} y'_k (HJ_k, J_l)_{\omega^{\lambda_1, \lambda_2}}, \quad l = 0, 1, ..., N. \quad (8)
\]

Actually, (8) is a system of nonlinear algebraic equations (SNAEs). It can be solved by iterative solvers such as Newton-Raphson algorithm in different softwares.

### 2.2 Jacobi pseudo-spectral Galerkin method

For this subsection, we will demonstrate the numerical implementation of the Jacobi pseudo-spectral Galerkin technique to solve (6). Set

\[
\sigma(z, \zeta) = \frac{1 + z}{2} \zeta + \frac{z - 1}{2}, \quad -1 \leq \zeta \leq 1.
\]
Then, we obtain
\[
(\mathcal{K}(y, y'))(z) = \int_{-1}^{1} (z - \sigma)^{-\mu} \tilde{K}(z, \sigma, y(\sigma), y'(\sigma))d\sigma
= \left(\frac{1 + z}{2}\right)^{-\mu} \int_{-1}^{1} (1 - \zeta)^{-\mu} \tilde{K}(z, \sigma(z, \zeta), y(\sigma(z, \zeta)), y'(\sigma(z, \zeta)))d\zeta.
\]
\[
(\mathcal{H}(y'))(z) = \int_{-1}^{1} y'(\sigma)d\sigma = \frac{1 + z}{2} \int_{-1}^{1} y'(\sigma(z, \zeta))d\zeta.
\]

Applying \((N+1)\)-points Gauss quadrature rules to approximate the integral terms involved in (9) yields
\[
(\mathcal{K}(y, y'))(z) \approx (\mathcal{K}_N(y, y'))(z) = \left(\frac{1 + z}{2}\right)^{-\mu} \sum_{i=0}^{N} \tilde{K}(z, \sigma(z, \zeta_i), y(\sigma(z, \zeta_i)), y'(\sigma(z, \zeta_i)))\omega_i^{-\mu, 0},
\]
\[
y(\sigma(z, \zeta_i)), y'(\sigma(z, \zeta_i)))\omega_i^{-\mu, 0} = \sum_{i=0}^{N} y'(\sigma(z, \zeta_i))\omega_i^{0, 0}.
\]

where \(\{\zeta_i\}_{i=0}^{N}, \{\zeta_i\}_{i=0}^{N}\) are the \((N+1)\)-degree Jacobi-Gauss points, and \(\omega_i^{-\mu, 0}\) are the corresponding Jacobi-Gauss weights, respectively.

Furthermore, we apply the discrete inner product to replace continuous inner products in (7), (8), namely
\[
(y, v)_{\alpha^\theta, \nu} \approx (y, v)_{\alpha^\theta, \nu, N} = \sum_{j=0}^{N} y(z_j)v(z_j)\omega_j^{\theta, \nu}, \quad 0 \leq j \leq N.
\]

where \(\{z_j\}_{j=0}^{N}\) and \(\{\omega_j^{\theta, \nu}\}_{j=0}^{N}\) are the \((N+1)\)-degree Jacobi-Gauss points and their relevant Jacobi weights, respectively. In addition, we get
\[
(y, v)_{\alpha^\theta, \nu} = (y, v)_{\alpha^\theta, \nu, N} \quad \text{if} \quad yv \in \mathcal{P}_{2N+1}.
\]

Thus, we substitute (10) and (11) into (7). And, the Jacobi pseudo-spectral Galerkin technique is find \(y(z) \approx \tilde{y}_N(z) = \sum_{k=0}^{N} \tilde{y}_kJ_k(z), \quad y'(z) \approx \tilde{y}'_N(z) = \sum_{k=0}^{N} \tilde{y}'_kJ_k(z), \) such that
\[
\begin{align*}
(\tilde{y}_N, \psi_N)_{\alpha^\theta, \nu, N} &= (\mathcal{F}\tilde{y}_N, \psi_N)_{\alpha^\theta, \nu, N} + (\mathcal{K}_N(\tilde{y}_N, \tilde{y}'_N), \psi_N)_{\alpha^\theta, \nu, N}, \\
(\tilde{y}_N, \psi_N)_{\alpha^\theta, \nu, N} &= (y_1, \psi_N)_{\alpha^\theta, \nu, N} + (\mathcal{H}_N\tilde{y}_N, \psi_N)_{\alpha^\theta, \nu, N}.
\end{align*}
\]

we also take \(\psi_N(z) = J_l(z), \ z \in [-1, 1], \) yields
\[
\sum_{k=0}^{N} \tilde{y}'_kJ_k(J_l)_{\alpha^\theta, \nu, N} = \left(\mathcal{F} \left(\sum_{k=0}^{N} \tilde{y}_kJ_k\right), J_l\right)_{\alpha^\theta, \nu, N}
+ \left(\mathcal{K}_N \left(\sum_{k=0}^{N} \tilde{y}_kJ_k, \sum_{k=0}^{N} \tilde{y}'_kJ_k\right), J_l\right)_{\alpha^\theta, \nu, N},
\]
\[
\sum_{k=0}^{N} \tilde{y}_kJ_k(J_l)_{\alpha^\theta, \nu, N} = (y_1, J_l)_{\alpha^\theta, \nu, N} + \sum_{k=0}^{N} \tilde{y}'_k(\mathcal{H}_NJ_k, J_l)_{\alpha^\theta, \nu, N}, \quad l = 0, 1, ..., N.
\]
Similarly, we obtain a SNAEs (13). It can be solved by iterative solvers in different softwares.

3 Preliminaries

For this section, we will introduce certain related lemmas it is significant for the construction of the theorems in the next section. In addition, throughout this paper, $C$ is a positive constant independent of $N$ and it is clear to know the specific meaning according to the context.

First of all, we define the operator of Jacobi orthogonal projection $\Pi^\theta,\nu_N : L^2_{\omega^\theta,\nu}(\Lambda) \to \mathcal{P}_N$, which satifies

\begin{equation}
(\Pi^\theta,\nu_N u, v_N)_{\omega^\theta,\nu} = (u, v_N)_{\omega^\theta,\nu}, \quad \forall u \in L^2_{\omega^\theta,\nu}(\Lambda), \ v_N \in \mathcal{P}_N.
\end{equation}

Next, set $L^2_{\omega^\theta,\nu}(\Lambda)$ is the measurable functions space and its norm as follows

\begin{equation}
\|u\|_{\omega^\theta,\nu} := \left( \int_{\Lambda} u^2(z) \omega^\theta,\nu(z) dz \right)^{\frac{1}{2}}.
\end{equation}

$L^\infty(\Lambda)$ represents the measurable functions space and the norm is defined in the following form

\begin{equation}
\|u\|_{\infty} := \text{ess sup}_{z \in \Lambda} |u(z)|.
\end{equation}

Further, define

\begin{equation}
H^m_{\omega^\theta,\nu}(\Lambda) = \left\{ u : D^j u := \frac{d^j u}{dz^j} \in L^2_{\omega^\theta,\nu}(\Lambda), \ 0 \leq j \leq m \right\},
\end{equation}

equipped with the norm and semi-norm

\begin{equation}
\|u\|_{H^m_{\omega^\theta,\nu}(\Lambda)} = \left( \sum_{j=0}^{m} \|D^j u\|_{\omega^\theta,\nu}^2 \right)^{\frac{1}{2}},
\end{equation}

\begin{equation}
|u|_{H^{m,N}_{\omega^\theta,\nu}(\Lambda)} = \left( \sum_{j=\min(m,N+1)}^{m} \|D^j u\|_{\omega^\theta,\nu}^2 \right)^{\frac{1}{2}}.
\end{equation}

When $\omega^\theta,\nu(z) = 1$, then $L^2_{\omega^\theta,\nu}(\Lambda), H^m_{\omega^\theta,\nu}(\Lambda)$ and $\|\cdot\|_{\omega^\theta,\nu}$ are denoted simply by $L^2(\Lambda), H^m(\Lambda), \|\cdot\|$, respectively.

**Lemma 3.1** (Tao et al. 2011) Assume that $u \in H^m_{\omega^\theta,\nu}(\Lambda)$ and $m \geq 1$.

(i) If $\theta, \nu > -1$, then

\begin{equation}
\|u - \Pi^\theta,\nu_N u\|_{\omega^\theta,\nu} \leq C N^{-m} |u|_{H^{m,N}_{\omega^\theta,\nu}},
\end{equation}

(ii) If $-1 < \theta, \nu \leq 0$, then

\begin{equation}
\|u - \Pi^\theta,\nu_N u\|_{\infty} \leq C N^{\frac{1}{2}-m} |u|_{H^{m,N}_{\omega^\theta,\nu}}.
\end{equation}
Lemma 3.2 (Shen et al. 2011; Canuto et al. 2006) \( \text{Presume that } u \in H_{\omega^\theta,\nu}^m(\Lambda), \ m \geq 1, \ I_{N}^{\theta,\nu}u \) represent the interpolation operator of \( u \) depended on \( (N + 1) \) degree Jacobi Gauss points which related to weight function \( \omega^\theta,\nu(z) \) with \( \theta, \nu > -1 \), namely,

\[
I_{N}^{\theta,\nu}u(z) = \sum_{i=0}^{N} u(z_i) F_i(z),
\]

where \( F_i \) denotes the \( i \)th Lagrange basis function. Then

\[
\| u - I_{N}^{\theta,\nu}u \|_{\omega^\theta,\nu} \leq C N^{-m} \| u \|_{H_{\omega^\theta,\nu}^m}, \quad (17)
\]

\[
\| u - I_{N}^{\theta,\nu}u \|_{\infty} \leq \begin{cases} 
CN^{\frac{1}{2}-m} \log N \| u \|_{H_{\omega^\theta,\nu}^m}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\
CN^{\gamma+1-m} \| u \|_{H_{\omega^\theta,\nu}^m}, & \text{otherwise, } \gamma = \max \{ \theta, \nu \},
\end{cases} \quad (18)
\]

where \( \omega^\theta \equiv \omega^{-\frac{1}{2},-\frac{1}{2}} \) is the Chebyshev weight function.

Lemma 3.3 (Mastroianni and Occorsio 2001) \( \text{Suppose that } u \) is a bounded function, then there exists a constant \( C \) not depend on \( N \) such that

\[
\sup_{N} \| I_{N}^{\theta,\nu}u \|_{\omega^\theta,\nu} \leq C \| u \|_{\infty}. \quad (19)
\]

Lemma 3.4 (Mastroianni and Occorsio 2001) \( \text{Suppose that } \{ F_j(z) \}_{j=0}^{N} \) represent the Lagrange basis polynomials relevant to Jacobi Gauss points. Then

\[
\| I_{N}^{\theta,\nu} \|_{\infty} = \max_{z \in [-1,1]} \sum_{j=0}^{N} |F_j(z)| = \begin{cases} 
O(\log N), & -1 < \theta, \nu \leq -\frac{1}{2}, \\
O\left( N^{\gamma+1} \right), & \gamma = \max \{ \theta, \nu \}, \text{ otherwise.}
\end{cases} \quad (20)
\]

Lemma 3.5 (Shen et al. 2011; Canuto et al. 2006) Assume that it apply the \( (N + 1) \)-points Jacobi Gauss quadrature rule to approximate the product \( u \psi \), where \( u \in H_{\omega^\theta,\nu}^m(\Lambda) \) with \( m \geq 1 \) and \( \psi \in P_{N} \). Then

\[
|\langle u, \psi \rangle_{\omega^\theta,\nu} - \langle u, \psi \rangle_{\omega^\theta,\nu,N} | \leq C N^{-m} \| u \|_{H_{\omega^\theta,\nu}^m} \| \psi \|_{\omega^\theta,\nu}. \quad (21)
\]

Lemma 3.6 (Willett 1965) \( \text{Suppose that } 0 \leq M_2, \ M_3 \leq +\infty, \ \mu \in (0, 1), \text{ and } u(z) \) is a nonnegative locally integrable function, satisfying

\[
u(z) \leq M_2 \int_{-1}^{z} u(\sigma) d\sigma + M_3 \int_{-1}^{z} (z - \sigma)^{-\mu} u(\sigma) d\sigma + G(z), \quad z \in [-1, 1],
\]

where \( G(z) \) is also an locally integrable function, then it exists a constant \( C \) such that

\[
\nu(z) \leq C \int_{-1}^{z} G(\sigma) d\sigma + C \int_{-1}^{z} (z - \sigma)^{-\mu} G(\sigma) d\sigma + G(z), \quad z \in [-1, 1].
\]

Next, we will introduce the H{"o}lder space. Set \( m \geq 0 \) and \( \varrho \in (0, 1) \), \( C^{m,\varrho}(\Lambda) \) consists of the \( m \)-times continuously differentiable function \( u \) and whose \( m \)-th derivatives are H{"o}lder continuous with exponent \( \varrho \). The norm is defined as follows:

\[
\| u \|_{m,\varrho} = \sum_{k=0}^{m} \max_{z \in \Lambda} |\partial_{z}^{k} u(z)| + \sup_{z_1, z_2 \in \Lambda, z_1 \neq z_2} \left| \frac{\partial_{z}^{m} u(z_1) - \partial_{z}^{m} u(z_2)}{|z_1 - z_2|^\varrho} \right|.
\]
and if $Q = 0$, then $C^{m,0}(\Lambda)$ represents the space of the $m$-times continuously derivative functions on $\Lambda$, it is also generally indicated by $C^{m}(\Lambda)$, and with norm $\|\cdot\|_m$. We will apply the results of Ragozin (1970, 1971), namely, for $m \geq 0$ and $0 < Q < 1$, there exists a constant $C_{m,Q} > 0$ such that $\forall u \in C^{m,Q}(\Lambda)$, then there exists a polynomial function $\Sigma_N u \in \mathcal{P}_N$ such that

$$
\|u - \Sigma_N u\|_\infty \leq C_{m,Q} N^{-(m+Q)} \|u\|_{m,Q}.
$$

(22)

where $\Sigma_N$ is a linear operator from $C^{m,Q}(\Lambda)$ into $\mathcal{P}_N$.

**Lemma 3.7** Let $Q \in (0, 1)$, $H(z, \sigma)$, $\frac{\partial H(z, \sigma)}{\partial z} \in C(\Lambda)$ and the linear operator $M$ be defined by

$$(Mu)(z) = \int_{-1}^{z} (z - \sigma)^{-\mu} H(z, \sigma) u(\sigma) d\sigma,$$

(23)

Then, $\forall u \in C(\Lambda)$, there exists a non-negative constant $C$ such that

$$
\|Mu\|_{0,Q} \leq C \|u\|_{\infty}.
$$

(24)

which implies that $M$ is compact as operator from $C(\Lambda)$ to $C^{0,Q}(\Lambda)$.

**Proof** First, assume that $0 < Q < 1 - \mu$, for any $z_1, z_2 \in \Lambda$ and $z_1 \neq z_2$. Due to the definition, we have

$$
\|Mu\|_{0,Q} = \max_{z \in \Lambda} |Mu(z)| + \sup_{z_1, z_2 \in \Lambda \atop z_1 \neq z_2} \frac{|Mu(z_1) - Mu(z_2)|}{|z_1 - z_2|^Q}.
$$

For the first term of the above equation, we have

$$
|M(u(z)| = \left| \int_{-1}^{z} (z - \sigma)^{-\mu} H(z, \sigma) u(\sigma) d\sigma \right| \leq \|H\|_{\infty} \int_{-1}^{z} (z - \sigma)^{-\mu} |u(\sigma)| d\sigma
$$

$$
\leq C \|u\|_{\infty} \int_{-1}^{z} (z - \sigma)^{-\mu} d\sigma \leq C \frac{2^{1-\mu}}{1-\mu} \|u\|_{\infty} \leq C \|u\|_{\infty}
$$

Thus, we get $\max_{z \in \Lambda} |Mu(z)| \leq C \|u\|_{\infty}$.

Without loss of generality, we presume that $-1 \leq z_1 < z_2 \leq 1$. Then

$$
\frac{|Mu(z_1) - Mu(z_2)|}{|z_1 - z_2|^Q} = (z_2 - z_1)^{-Q} \left| \int_{-1}^{z_1} (z_1 - \eta)^{-\mu} H(z_1, \eta) u(\eta) d\eta - \int_{-1}^{z_2} (z_2 - \eta)^{-\mu} H(z_2, \eta) u(\eta) d\eta \right|
$$

$$
\leq (z_2 - z_1)^{-Q} \left| \int_{-1}^{z_1} (z_1 - \eta)^{-\mu} (H(z_1, \eta) - H(z_2, \eta)) u(\eta) d\eta \right|
$$

$$
+ (z_2 - z_1)^{-Q} \left| \int_{-1}^{z_1} ((z_1 - \eta)^{-\mu} - (z_2 - \eta)^{-\mu}) H(z_2, \eta) u(\eta) d\eta \right|
$$

$$
+ (z_2 - z_1)^{-Q} \left| \int_{z_1}^{z_2} (z_2 - \eta)^{-\mu} H(z_2, \eta) u(\eta) d\eta \right| =: Q_1 + Q_2 + Q_3.
$$

We apply the Lagrange mean value differential theorem to $Q_1$, we obtain

$$
Q_1 \leq (z_2 - z_1)^{-Q} \int_{-1}^{z_1} (z_1 - \eta)^{-\mu} |H(z_1, \eta) - H(z_2, \eta)| |u(\eta)| d\eta
$$
\[ (z_2 - z_1)^{1-\varrho} \frac{\partial H}{\partial z} \|_{\infty} \int_{z_1}^{z_2} (z_1 - \eta)^{-\mu} \left| u(\eta) \right| d\eta \leq C(z_2 - z_1)^{-\varrho} \| u \|_{\infty} \leq C(z_2 - z_1)^{1-\varrho} \| u \|_{\infty}. \]

Furthermore, we estimate \( Q_2 \). Clearly
\[
Q_2 \leq (z_2 - z_1)^{-\varrho} \| H \|_{\infty} \int_{z_1}^{z_2} (z_1 - \eta)^{-\mu} - (z_2 - \eta)^{-\mu} \left| u(\eta) \right| d\eta \\
\leq C(z_2 - z_1)^{-\varrho} \| u \|_{\infty} \left( \frac{(z_1 + 1)^{1-\mu}}{1 - \mu} + \frac{(z_2 - z_1)^{1-\mu}}{1 - \mu} - \frac{(z_2 + 1)^{1-\mu}}{1 - \mu} \right) \\
\leq C(z_2 - z_1)^{1-\mu-\varrho} \| u \|_{\infty}. 
\]

At last, we have
\[
Q_3 \leq (z_2 - z_1)^{-\varrho} \| H \|_{\infty} \int_{z_1}^{z_2} (z_2 - \eta)^{-\mu} \left| u(\eta) \right| d\eta \\
\leq C(z_2 - z_1)^{-\varrho} \| u \|_{\infty} \frac{(z_2 - z_1)^{1-\mu}}{1 - \mu} \\
\leq C(z_2 - z_1)^{1-\mu-\varrho} \| u \|_{\infty}. 
\]

Combining the above estimation formula, we get
\[
\frac{|M u(z_1) - M u(z_2)|}{|z_1 - z_2|^\varrho} \leq C \left( (z_2 - z_1)^{1-\varrho} + 2(z_2 - z_1)^{1-\mu-\varrho} \right) \| u \|_{\infty} \leq C \| u \|_{\infty}, 
\]
for \( 0 < \varrho < 1 - \mu \).

Therefore, we prove that \( M \) satisfies (24). \( \square \)

**Lemma 3.8** (Kunfer and Persson 2003) For any measurable function \( v \geq 0 \), the generalized Hardy’s inequality as follows
\[
\left( \int_d^{\infty} |(G v)(z)|^q \omega_1(z)dz \right)^{\frac{1}{q}} \leq C \left( \int_d^{\infty} |v(z)|^p \omega_2(z)dz \right)^{\frac{1}{p}}, \quad -\infty \leq d < e \leq \infty,
\]
holds if and only if
\[
\sup_{d < z < e} \left( \int_z^{\infty} \omega_1(t)dt \right)^{\frac{1}{q}} \left( \int_d^{\infty} \omega_2^{1-p'}(t)dt \right)^{\frac{1}{p'}} < \infty, \quad p' = \frac{p}{p - 1},
\]
where
\[
(G v)(z) = \int_d^{\infty} k(z, t)v(t)dt,
\]
with \( k(z, t) \) is a kernel function, \( \omega_1, \omega_2 \) are weight functions and \( 1 < p \leq q \leq \infty \).

**Lemma 3.9** (Douglas et al. 1974) Suppose that \( u \in L^2_{\omega_1, \omega_2}(\Lambda) \), then we have
\[
\left\| \Pi_{\varphi}^{\varphi'} u \right\|_{\omega_1, \omega_2} \leq C \| u \|_{\omega_1, \omega_2}, \quad \left\| \Pi_{\varphi}^{\varphi'} u \right\|_{\infty} \leq C \| u \|_{\infty}. 
\]
4 Convergence analysis

This section includes two principal parts. The first one contains the strict convergence analysis of Jacobi spectral Galerkin technique for solving (6). However, the other part investigates the convergence analysis of Jacobi pseudo-spectral Galerkin technique to solve (6).

4.1 Jacobi spectral Galerkin method

According to the equation (7) and the definition of the projection operator \( \Pi_N^{\theta,v} \), the Jacobi spectral Galerkin approximate solution \( y_N \) satisfies

\[
\begin{align*}
\left\{ y_N' = \Pi_N^{\theta,v} F y_N + \Pi_N^{\theta,v} \mathcal{K}(y_N, y_N'), \\
y_N = \Pi_N^{\theta,v} y_{-1} + \Pi_N^{\theta,v} \mathcal{H} y_N'.
\end{align*}
\]  

(25)

**Theorem 4.1** Suppose that \( y_N(z) \), \( y_N'(z) \) is the Jacobi spectral approximate solution and approximate derivative of (6), which are decided by (7). If the exact solution \( y(z) \in H_{m+1;N}^{\theta,v} (\Lambda) (m \geq 1) \), then the error estimates hold as follows

\[
\| y^{(i)} - y_N^{(i)} \|_\infty \leq CN^{\frac{3}{2} - m} U.
\]  

(26)

\[
\| y^{(i)} - y_N^{(i)} \|_{\omega^{\theta,v}} \leq CN^{m} \left( 1 + N^{\frac{3}{2} - \varrho} \right) U.
\]  

(27)

where \( U = |y|_{H_{m+1;N}^{\theta,v}} + |y'|_{H_{m+1;N}^{\theta,v}} \), \( 0 < \varrho < 1 - \mu, -1 < \theta, \nu \leq 0 \) and \( i = 0, 1 \).

**Proof** Set \( e = y - y_N \), \( e' = y' - y_N' \).

Subtraction (25) from (6), we get

\[
\left\{ y' - y_N' = F y - \Pi_N^{\theta,v} F y_N + \mathcal{K}(y, y') - \Pi_N^{\theta,v} \mathcal{K}(y_N, y_N'), \\
y - y_N = \mathcal{H} y' - \Pi_N^{\theta,v} \mathcal{H} y_N'.
\right.
\]  

(28)

Direct computations show that

\[
\mathcal{K}(y, y') - \Pi_N^{\theta,v} \mathcal{K}(y_N, y_N')
\]

\[
= \mathcal{K}(y, y') - \Pi_N^{\theta,v} \mathcal{K}(y, y') + \Pi_N^{\theta,v} \mathcal{K}(y, y') - \Pi_N^{\theta,v} \mathcal{K}(y_N, y_N')
\]

\[
= y' - F y - \Pi_N^{\theta,v} (y' - F y) + (\mathcal{K}(y, y') - \mathcal{K}(y_N, y_N'))
\]

\[
+ \Pi_N^{\theta,v} \mathcal{K}(y, y') - \Pi_N^{\theta,v} \mathcal{K}(y_N, y_N') - (\mathcal{K}(y, y') - \mathcal{K}(y_N, y_N')).
\]  

(29)

\[
\mathcal{H} y' - \Pi_N^{\theta,v} \mathcal{H} y_N'
\]

\[
= \mathcal{H} y' - \Pi_N^{\theta,v} \mathcal{H} y_N' + \Pi_N^{\theta,v} \mathcal{H} y_N' - \Pi_N^{\theta,v} \mathcal{H} y_N'
\]

\[
= y - \Pi_N^{\theta,v} y + \mathcal{H} y' - \mathcal{H} y_N' + \Pi_N^{\theta,v} (\mathcal{H} y' - \mathcal{H} y_N') - (\mathcal{H} y' - \mathcal{H} y_N').
\]  

(30)

The insertion of (29), (30) into (28) yields

\[
e' = \mathcal{K}(y, y') - \mathcal{K}(y_N, y_N') + \Pi_N^{\theta,v} F y - \Pi_N^{\theta,v} F y_N
\]

\[
+ y' - \Pi_N^{\theta,v} y' + \Pi_N^{\theta,v} (\mathcal{K}(y, y') - \mathcal{K}(y_N, y_N')) - (\mathcal{K}(y, y') - \mathcal{K}(y_N, y_N'))
\]

\[
= \mathcal{K}(y, y') - \mathcal{K}(y_N, y_N') + \Pi_N^{\theta,v} F y - \Pi_N^{\theta,v} F y_N
\]

\[
+ \Pi_N^{\theta,v} (\mathcal{K}(y, y') - \mathcal{K}(y_N, y_N')) - (\mathcal{K}(y, y') - \mathcal{K}(y_N, y_N')) + S_1.
\]  

(31)
\[
e = \mathcal{He}' + y - \Pi_N^{\theta,y} y + \Pi_N^\theta \mathcal{He}' - \mathcal{He}' = \mathcal{He}' + S_2 + S_3. \tag{32}
\]

where

\[
S_1 = y' - \Pi_N^{\theta,y} y', \quad S_2 = y - \Pi_N^{\theta,y} y, \quad S_3 = \Pi_N^\theta \mathcal{He}' - \mathcal{He}'.
\]

we use the Lagrange mean value differential theorem to deal with (31), there exists functions \(\phi(\sigma) = y_N(\sigma) + \lambda e(\sigma), \quad \psi(\sigma) = y_N(\sigma) + \partial e'(\sigma), \quad \phi(\sigma) = y_N(\sigma) + i e(\sigma), \quad (0 < \lambda, \partial, i < 1)\) such that

\[
(K(y, y'))(z) - (K(y_N, y'_N))(z) = \int_{-1}^{z} (z - \sigma)^{-\mu} \left( \tilde{K}(z, \sigma, y(\sigma), y'(\sigma)) - \tilde{K}(z, \sigma, y_N(\sigma), y'_N(\sigma)) \right) d\sigma
\]

\[
= \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \phi(\sigma), y'(\sigma))}{\partial \tilde{K}_3} e(\sigma) d\sigma
\]

\[
+ \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, y_N(\sigma), \psi(\sigma))}{\partial \tilde{K}_4} e'(\sigma) d\sigma
\]

\[
:= (K_1 e)(z) + (K_2 e')(z). \tag{33}
\]

\[
(F y)(z) - (F y_N)(z) = f(z, y(z)) - f(z, y_N(z)) = \frac{\partial f(z, \phi(z))}{\partial f_2} e(z). \tag{34}
\]

where

\[
(K_1 e)(z) = \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \phi(\sigma), y'(\sigma))}{\partial \tilde{K}_3} e(\sigma) d\sigma,
\]

\[
(K_2 e')(z) = \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, y_N(\sigma), \psi(\sigma))}{\partial \tilde{K}_4} e'(\sigma) d\sigma.
\]

and \(\frac{\partial \tilde{K}}{\partial K_j}(j = 3, 4)\) is denoted the partial derivatives of \(\tilde{K}\) for its jth arguments. \(\frac{\partial f}{\partial f_2}\) represents the partial derivative of \(f\) for its second argument.

The insertion of (33), (34) and (32) into (31) yields

\[
e'(z) = (K_1 e)(z) + (K_2 e')(z) + \Pi_N^{\theta,y} \left( \frac{\partial f(x, \phi(z))}{\partial f_2} e(z) \right)
\]

\[
+ \Pi_N^{\theta,y} (K_1 e)(z) - (K_1 e)(z) + \Pi_N^{\theta,y} (K_2 e')(z) - (K_2 e')(z) + S_1(z)
\]

\[
= \int_{-1}^{z} \int_{-1}^{\sigma} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \phi(\sigma), y'(\sigma))}{\partial \tilde{K}_3} e'(s) ds d\sigma + \frac{\partial f(z, \phi(z))}{\partial f_2} \int_{-1}^{z} e'(\sigma) d\sigma
\]

\[
+ \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \phi(\sigma), y'(\sigma))}{\partial \tilde{K}_3} (S_2(\sigma) + S_3(\sigma)) d\sigma
\]

\[
+ \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, y_N(\sigma), \psi(\sigma))}{\partial \tilde{K}_4} e'(\sigma) d\sigma + S_1(z) + \sum_{j=4}^{8} S_j(z). \tag{35}
\]
where
\[ S_4(z) = \Pi_N^{\theta,\nu}(K_1 e)(z) - (K_1 e)(z), \quad S_5(z) = \Pi_N^{\theta,\nu}(K_2 e')(z) - (K_2 e')(z), \]
\[ S_6(z) = \Pi_N^{\theta,\nu}\left(\frac{\partial f(z, \phi(z))}{\partial f_2} S_2(z)\right), \quad S_7(z) = \Pi_N^{\theta,\nu}\left(\frac{\partial f(z, \phi(z))}{\partial f_2} S_3(z)\right), \]
\[ S_8(z) = \Pi_N^{\theta,\nu}\left(\frac{\partial f(z, \phi(z))}{\partial f_2} \int_{-1}^{z} e'(\sigma) d\sigma\right) - \frac{\partial f(z, \phi(z))}{\partial f_2} \int_{-1}^{z} e'(\sigma) d\sigma. \]

By the Dirichlet formula, namely \( \int_{-1}^{z} f \phi(s, \sigma) d\sigma ds = \int_{-1}^{z} f \phi(s, \sigma) d\sigma ds \), we have
\[ e'(z) = \int_{-1}^{z} \left(\frac{\partial f(z, \phi(z))}{\partial f_2} + \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \varphi(\sigma), y'(\sigma))}{\partial K_3} d\sigma\right) e'(s) ds \]
\[ + \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, y_N(\sigma), \psi(\sigma))}{\partial K_4} e'(\sigma) d\sigma + S(z). \] \hspace{1cm} (36)

where
\[ S(z) = \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \varphi(\sigma), y'(\sigma))}{\partial K_3} (S_2(\sigma) + S_3(\sigma)) d\sigma + S_1(z) + \sum_{j=4}^{8} S_j(z). \]

Set \( D_1 = \{(z, \sigma) : -1 \leq \sigma \leq z, \quad -1 \leq z \leq 1\} \), we have
\[ \left| \frac{\partial f(z, \phi(z))}{\partial f_2} + \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \varphi(\sigma), y'(\sigma))}{\partial K_3} d\sigma \right| \]
\[ \leq \max_{z \in [-1, 1]} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \right| + \max_{(z, \sigma) \in D_1} \left| \frac{\partial \tilde{K}(z, \sigma, \varphi(\sigma), y'(\sigma))}{\partial K_3} \right| \int_{-1}^{z} (z - \sigma)^{-\mu} d\sigma \]
\[ \leq \max_{z \in [-1, 1]} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \right| + \max_{(z, \sigma) \in D_1} \left| \frac{\partial \tilde{K}(z, \sigma, \varphi(\sigma), y'(\sigma))}{\partial K_3} \right| = M_1 \]
\[ \left| \frac{\partial \tilde{K}(z, \sigma, y_N(\sigma), \psi(\sigma))}{\partial K_4} \right| \leq \max_{(z, \sigma) \in D_1} \left| \frac{\partial \tilde{K}(z, \sigma, y_N(\sigma), \psi(\sigma))}{\partial K_4} \right| = M_2 \]

Then, from the above formula, (36) can be written as
\[ |e'(z)| \leq M_1 \int_{-1}^{z} |e'(\sigma)| d\sigma + M_2 \int_{-1}^{z} (z - \sigma)^{-\mu} |e'(\sigma)| d\sigma + |S(z)| \] \hspace{1cm} (37)

By using (32), (37) and Lemma 3.6, we have
\[ \| e' \|_{\infty} \leq C \| S \|_{\infty} \leq C \sum_{i=1}^{8} \| S_i \|_{\infty}, \]
\[ \| e \|_{\infty} \leq C \| e' \|_{\infty} + \| S_2 \|_{\infty} + \| S_3 \|_{\infty} \leq C \sum_{i=1}^{8} \| S_i \|_{\infty}. \] \hspace{1cm} (38)

Due to Lemma 3.1, we have
\[ \| S_1 \|_{\infty} = \| y' - \Pi_N^{\theta,\nu} y' \|_{\infty} \leq C N^{3m} \| y' \|_{H^{m,N}}^{\theta,\nu}, \]
\[ \| S_2 \|_{\infty} = \| y - \Pi_N^{\theta,\nu} y \|_{\infty} \leq C N^{3m} \| y \|_{H^{m,N}}^{\theta,\nu}. \] \hspace{1cm} (39)
In the virtue of Lemma 3.1 with \( m = 1 \), we obtain
\[
\| S_3 \|_{\infty} = \left\| \Pi_N^{\theta,v} \mathcal{H} e' - \mathcal{H} e' \right\|_{\infty} \leq C N^{-\frac{1}{2}} \| \mathcal{H} e' \|_{H_{\omega^\rho,v}^{1;N}} \leq C N^{-\frac{1}{2}} \| e' \|_{\omega^\rho,v} .
\] (40)

Furthermore, in the virtue of Lemma 3.1 with \( m = 1 \) and Lemma 3.8, we have
\[
\| S_8 \|_{\infty} \leq C N^{-\frac{1}{2}} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \int_{-1}^{z} e'(\sigma) d\sigma \right|_{H_{\omega^\rho,v}^{1;N}} \leq C N^{-\frac{1}{2}} \| e' \|_{\omega^\rho,v} . \tag{41}
\]

Next, by applying the (22), Lemma 3.7 and Lemma 3.9, we get
\[
\| S_4 \|_{\infty} = \left\| \Pi_N^{\theta,v} \mathcal{K}_1 e - \mathcal{K}_1 e \right\|_{\infty} = \left\| (\Pi_N^{\theta,v} - I) (\mathcal{K}_1 e - \mathcal{L}_N \mathcal{K}_1 e) \right\|_{\infty} \leq \left\| \Pi_N^{\theta,v} (\mathcal{K}_1 e - \mathcal{L}_N \mathcal{K}_1 e) \right\|_{\infty} + \| \mathcal{K}_1 e - \mathcal{L}_N \mathcal{K}_1 e \|_{\infty} \leq C \| \mathcal{K}_1 e - \mathcal{L}_N \mathcal{K}_1 e \|_{\infty} \leq C N^{-\frac{1}{2}} \| e' \|_{\omega^\rho,v} + \| S_2 \|_{\infty} + \| S_3 \|_{\infty} . \tag{42}
\]

\[
\| S_5 \|_{\infty} = \left\| \Pi_N^{\theta,v} \mathcal{K}_2 e' - \mathcal{K}_2 e' \right\|_{\infty} = \left\| (\Pi_N^{\theta,v} - I) (\mathcal{K}_2 e' - \mathcal{L}_N \mathcal{K}_2 e') \right\|_{\infty} \leq \left\| \Pi_N^{\theta,v} (\mathcal{K}_2 e' - \mathcal{L}_N \mathcal{K}_2 e') \right\|_{\infty} + \| \mathcal{K}_2 e' - \mathcal{L}_N \mathcal{K}_2 e' \|_{\infty} \leq C \| \mathcal{K}_2 e' - \mathcal{L}_N \mathcal{K}_2 e' \|_{\infty} \leq C N^{-\frac{1}{2}} \| K e' \|_{0,0} \leq C N^{-\frac{1}{2}} \| e' \|_{0,0} . \tag{43}
\]

where \( 0 < \rho < 1 - \mu \).

Then, due to Lemma 3.9, (39) and (40) yields
\[
\| S_6 \|_{\infty} = \left\| \Pi_N^{\theta,v} \left( \frac{\partial f(z, \phi(z))}{\partial f_2} S_2(z) \right) \right\|_{\infty} \leq C \left\| \frac{\partial f(z, \phi(z))}{\partial f_2} S_2(z) \right\|_{\infty} \leq C N^{\frac{3}{2} - m} \| y \|_{H_{\omega^\rho,v}^{m;N}},
\]
\[
\| S_7 \|_{\infty} = \left\| \Pi_N^{\theta,v} \left( \frac{\partial f(z, \phi(z))}{\partial f_2} S_3(z) \right) \right\|_{\infty} \leq C \left\| \frac{\partial f(z, \phi(z))}{\partial f_2} S_3(z) \right\|_{\infty} \leq C N^{-\frac{1}{2}} \| e' \|_{\infty} . \tag{44}
\]

On the other hand, by using (32), (37), Lemma 3.6 and Lemma 3.8, we have
\[
\| e' \|_{\omega^\rho,v} \leq C \| S \|_{\omega^\rho,v} = C \sum_{i=1}^{8} \| S_i \|_{\omega^\rho,v} , \tag{45}
\]
\[
\| e \|_{\omega^\rho,v} \leq C \| e' \|_{\omega^\rho,v} + \| S_2 \|_{\omega^\rho,v} + \| S_3 \|_{\omega^\rho,v} \leq C \sum_{i=1}^{8} \| S_i \|_{\omega^\rho,v} .
\]

Due to Lemma 3.1, we have
\[
\| S_1 \|_{\omega^\rho,v} = \left\| y' - \Pi_N^{\theta,v} y' \right\|_{\omega^\rho,v} \leq C N^{-m} \| y' \|_{H_{\omega^\rho,v}^{m;N}}, \tag{46}
\]
\[
\| S_2 \|_{\omega^\rho,v} = \left\| y - \Pi_N^{\theta,v} y \right\|_{\omega^\rho,v} \leq C N^{-m} \| y \|_{H_{\omega^\rho,v}^{m;N}} .
\]

By using Lemma 3.1 with \( m = 1 \), we obtain
\[
\| S_3 \|_{\omega^\rho,v} = \left\| \Pi_N^{\theta,v} \mathcal{H} e' - \mathcal{H} e' \right\|_{\omega^\rho,v} \leq C N^{-1} \| \mathcal{H} e' \|_{H_{\omega^\rho,v}^{3;N}} \leq C N^{-1} \| e' \|_{\omega^\rho,v} . \tag{47}
\]
In addition, we use Lemma 3.8 and Lemma 3.1 with $m = 1$, yields
\[
\|S_8\|_{\omega^\rho, v} \leq CN^{-1} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \int_{-1}^{z} e'(\sigma) \, d\sigma \right|_{H_{\omega^\rho, v}^{1,N}} \leq CN^{-1} \|e'\|_{\omega^\rho, v} .
\] (48)

Moreover, it is similar to the derivation process of (42) and (43). Applying (22), Lemma 3.7 and Lemma 3.9, we have
\[
\|S_4\|_{\omega^\rho, v} = \left\| \Pi_N^{\theta, v} \mathcal{K}_1 e - \mathcal{K}_1 e \right\|_{\omega^\rho, v} = \left\| (\Pi_N^{\theta, v} - I)(\mathcal{K}_1 e - \mathcal{S}_N \mathcal{K}_1 e) \right\|_{\omega^\rho, v} \\
\leq \left\| \Pi_N^{\theta, v}(\mathcal{K}_1 e - \mathcal{S}_N \mathcal{K}_1 e) \right\|_{\omega^\rho, v} + \|\mathcal{K}_1 e - \mathcal{S}_N \mathcal{K}_1 e\|_{\omega^\rho, v} \\
\leq C \|\mathcal{K}_1 e - \mathcal{S}_N \mathcal{K}_1 e\|_{\omega^\rho, v} \leq C \|\mathcal{K}_1 e - \mathcal{S}_N \mathcal{K}_1 e\|_{\infty} \\
\leq CN^{-\sigma} \|\mathcal{K}_1 e\|_{0, Q} \leq CN^{-\sigma} \|e\|_{\infty} .
\]
(49)

\[
\|S_5\|_{\omega^\rho, v} = \left\| \Pi_N^{\theta, v} \mathcal{K}_2 e' - \mathcal{K}_2 e' \right\|_{\omega^\rho, v} = \left\| (\Pi_N^{\theta, v} - I)(\mathcal{K}_2 e' - \mathcal{S}_N \mathcal{K}_2 e') \right\|_{\omega^\rho, v} \\
\leq \left\| \Pi_N^{\theta, v}(\mathcal{K}_2 e' - \mathcal{S}_N \mathcal{K}_2 e') \right\|_{\omega^\rho, v} + \|\mathcal{K}_2 e' - \mathcal{S}_N \mathcal{K}_2 e'\|_{\omega^\rho, v} \\
\leq C \|\mathcal{K}_2 e' - \mathcal{S}_N \mathcal{K}_2 e'\|_{\omega^\rho, v} \leq C \|\mathcal{K}_2 e' - \mathcal{S}_N \mathcal{K}_2 e'\|_{\infty} \\
\leq CN^{-\sigma} \|\mathcal{K}_2 e'\|_{0, Q} \leq CN^{-\sigma} \|e'\|_{\infty} .
\]
(50)

where $0 < \sigma < 1 - \mu$.

Then, by employing (46), (47) and Lemma 3.9 yields
\[
\|S_6\|_{\omega^\rho, v} \leq C \left\| \frac{\partial f(z, \phi(z))}{\partial f_2} S_2(z) \right\|_{\omega^\rho, v} \leq C \|S_2\|_{\omega^\rho, v} \leq CN^{-m} \|y\|_{H_{\omega^\rho, v}^{m,N}} .
\]
(51)

\[
\|S_7\|_{\omega^\rho, v} \leq C \left\| \frac{\partial f(z, \phi(z))}{\partial f_2} S_3(z) \right\|_{\omega^\rho, v} \leq C \|S_3\|_{\omega^\rho, v} \leq CN^{-1} \|e'\|_{\omega^\rho, v} .
\]
(52)

Therefore, when the provided $N$ is large enough, we obtain the desired estimate (26), (27). □

4.2 Jacobi pseudo-spectral Galerkin method

For this subsection, according to the definition of the interpolation operator $I_N^{\theta, v}$ and (12), the pseudo-spectral Galerkin approximate solution $\tilde{y}_N$, $\tilde{y}_N'$ satisfies
\[
\{ \begin{array}{l}
(\tilde{y}_N, \psi_N)_{\omega^\rho, v} = (I_N^{\theta, v} \mathbb{F} \tilde{y}_N, \psi_N)_{\omega^\rho, v} + (I_N^{\theta, v} \mathcal{K}_N (\tilde{y}_N, \tilde{y}_N'), \psi_N)_{\omega^\rho, v} , \\
(\tilde{y}_N, \psi_N)_{\omega^\rho, v} = (I_N^{\theta, v} y_{-1}, \psi_N)_{\omega^\rho, v} + (I_N^{\theta, v} \mathcal{H}_N \tilde{y}_N, \psi_N)_{\omega^\rho, v} ,
\end{array}
\]
∀$\psi_N \in \mathcal{P}_N$. (53)

Let
\[
L(z) = (\mathcal{K}(\tilde{y}_N, \tilde{y}_N'))(z) - (\mathcal{K}_N (\tilde{y}_N, \tilde{y}_N'))(z) \\
= \left( \frac{1 + z}{2} \right)^{1-\mu} \int_{-1}^{1} (1 - \zeta)^{-\mu} \tilde{K}(z, \sigma(z, \zeta), \tilde{y}_N(\sigma(z, \zeta)), \tilde{y}_N'(\sigma(z, \zeta))) \, d\zeta \\
- \left( \frac{1 + z}{2} \right)^{1-\mu} \sum_{i=0}^{N} \tilde{K}(z, \sigma(z, \zeta_i), \tilde{y}_N(\sigma(z, \zeta_i)), \tilde{y}_N'(\sigma(z, \zeta_i))) \omega_i^{1-\mu, 0} .
\] (54)
Note that \( \tilde{y}_N'(z) \in \mathcal{P}_N \), then
\[
(1, \tilde{y}_N'(\sigma(z, \zeta)))_{\omega_0, 0} = \int_{-1}^{1} \tilde{y}_N'(\sigma(z, \zeta))d\xi = \sum_{j=0}^{N} \tilde{y}_N'(\sigma(z, \zeta_j))\omega_j^{0, 0} = (1, \tilde{y}_N'(\sigma(z, \zeta)))_{\omega_0, 0, N},
\]

Thus, we have \( \mathcal{H} \tilde{y}_N' = \mathcal{H}_N \tilde{y}_N' \). And then, the combination of (53), (54) and (55), yields
\[
\begin{cases}
(\tilde{y}_N', \psi_N)_{\omega_0, v} = (I_N^{\theta, v} f \tilde{y}_N, \psi_N)_{\omega_0, v} + (I_N^{\theta, v} \mathcal{K}(\tilde{y}_N', \tilde{y}_N) - I_N^{\theta, v} L(z), \psi_N)_{\omega_0, v}, \\
(\tilde{y}_N, \psi_N)_{\omega_0, v} = (I_N^{\theta, v} y_{-1}, \psi_N)_{\omega_0, v} + (I_N^{\theta, v} \mathcal{H} \tilde{y}_N', \psi_N)_{\omega_0, v}
\end{cases}
\]

which gives rise to
\[
\begin{cases}
\tilde{y}_N' = I_N^{\theta, v} f \tilde{y}_N + I_N^{\theta, v} \mathcal{K}(\tilde{y}_N, \tilde{y}_N) - I_N^{\theta, v} L(z), \\
\tilde{y}_N = y_{-1} + I_N^{\theta, v} \mathcal{H} \tilde{y}_N'.
\end{cases}
\]

By the discussion above, (53) (56) and (57) are equivalent.

**Theorem 4.2** Assume that \( \tilde{y}_N(z) \), \( \tilde{y}_N'(z) \) is the Jacobi pseudo-spectral Galerkin approximate solution and approximate derivative of (6), which is decided by (12). If the exact solution \( y(z) \in H_{\omega_0}^{m+1, v}(\Lambda) \cap H_{\omega_0}^{m+1, v}(\Lambda) \) (m \( \geq 1 \)) and \( \tilde{K} \) fulfills m times Lipschitz continuous conditions for its third and fourth arguments, namely
\[
\left| \frac{\partial^3 \tilde{K}(z, \sigma, u_1(\sigma), u_2(\sigma))}{\partial \sigma^3} - \frac{\partial^3 \tilde{K}(z, \sigma, v_1(\sigma), v_2(\sigma))}{\partial \sigma^3} \right| \leq \sum_{q=1}^{2} L_{q p} |u_q(\sigma) - v_q(\sigma)|
\]

then the following error estimates hold
\[
\begin{align}
\left\| \chi^{(i)} - \tilde{y}_N^{(i)} \right\|_{\infty} &\leq \begin{cases}
CN^{\frac{1}{2} - m} \log N \mathcal{V}_1, & -1 < \theta, v \leq -\frac{1}{2}, \\
CN^{\nu + 1 - m} \mathcal{V}_2, & \frac{1}{2} < \nu < \min \left\{ \frac{1}{2} - \mu, -\frac{1}{4} \right\},
\end{cases} \\
\left\| \chi^{(i)} - \tilde{y}_N^{(i)} \right\|_{\omega_0, v} &\leq \begin{cases}
CN^{-m} \left( \mathcal{U} + \mathcal{K}^* + N^{1+\frac{1}{2} - \theta} |y|_{H_{\omega_0}^{m+N}} + \left( N^{1+\nu + \frac{1}{2} - \theta} + \log^2 N \right) \mathcal{V}_1 \right), & -1 < \theta, v \leq -\frac{1}{2}, \\
CN^{-m} \left( \mathcal{U} + \mathcal{K}^* + N^{1+\nu + \frac{1}{2}} |y|_{H_{\omega_0}^{m+N}} + \left( N^{1+\nu + \frac{1}{2}} + N^{2\nu + 1} \right) \mathcal{V}_2 \right), & -\frac{1}{2} < \nu < \min \left\{ \frac{1}{2} - \mu, -\frac{1}{4} \right\},
\end{cases}
\end{align}
\]

where
\[
\mathcal{K}^* = \max_{z \in [1, -1]} |\tilde{K}(z, \sigma, y(\sigma), y'(\sigma))|_{H_{\omega}^{m+N}}, \quad i = 0, 1, \quad p = 0, 1, ..., m,
\]
\[
\max \left\{ \frac{1}{2} + \gamma, 0 \right\} < \theta < 1 - \mu, \quad \gamma = \max \{ \theta, v \} < \min \left\{ \frac{1}{2} - \mu, -\frac{1}{4} \right\},
\]
\[
\mathcal{V}_1 := \log N |y|_{H_{\omega}^{m+N}} + |y'|_{H_{\omega}^{m+N}} + N^{-\frac{1}{2}} \mathcal{K}^*, \quad \mathcal{V}_2 := N^{\nu + \frac{1}{2}} |y|_{H_{\omega}^{m+N}} + |y'|_{H_{\omega}^{m+N}} + N^{-\frac{1}{2}} \mathcal{K}^*. 
\]

**Proof** Set \( \varepsilon = y - \tilde{y}_N, \quad \varepsilon' = y' - \tilde{y}_N' \).
Substitution (57) from (6), we have
\[\begin{align*}
\left\{ \begin{array}{l}
y' - \tilde{y}_N' = \mathcal{F}y - I_N^{\theta,v} \mathcal{F}y_N + \mathcal{K}(y, y') - I_N^{\theta,v} \mathcal{K}(y_N, \tilde{y}_N') + I_N^{\theta,v} L(z), \\
y - \tilde{y}_N = \mathcal{H}y' - I_N^{\theta,v} \mathcal{H}y_N'.
\end{array} \right. \\
\end{align*}\]
(60)

Direct computations show that
\[\begin{align*}
\mathcal{K}(y, y') - I_N^{\theta,v} \mathcal{K}(\tilde{y}_N, \tilde{y}_N') &= y' - \mathcal{F}y - I_N^{\theta,v} (y' - \mathcal{F}y) + (\mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N')) \\
+ I_N^{\theta,v} \mathcal{K}(y, y') - I_N^{\theta,v} \mathcal{K}(\tilde{y}_N, \tilde{y}_N') - (\mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N')).
\end{align*}\]
(61)
\[\begin{align*}
\mathcal{H}y' - I_N^{\theta,v} \mathcal{H}y_N' &= y - I_N^{\theta,v} y + \mathcal{H}y' - \mathcal{H}y_N' \\
+ I_N^{\theta,v} (\mathcal{H}y' - \mathcal{H}y_N') - (\mathcal{H}y' - \mathcal{H}y_N').
\end{align*}\]
(62)

The insertion of (61), (62) into (60) yields
\[\begin{align*}
\epsilon' &= \mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N') + I_N^{\theta,v} \mathcal{F}y - I_N^{\theta,v} \mathcal{F}y_N + y' - I_N^{\theta,v} y' \\
+ I_N^{\theta,v} (\mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N')) - (\mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N')) + I_N^{\theta,v} L(z) \\
= \mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N') + I_N^{\theta,v} \mathcal{F}y - I_N^{\theta,v} \mathcal{F}y_N \\
+ I_N^{\theta,v} (\mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N')) + I_N^{\theta,v} L(z) \\
+ I_N^{\theta,v} (\mathcal{K}(y, y') - \mathcal{K}(\tilde{y}_N, \tilde{y}_N')) + I_N^{\theta,v} \mathcal{F}y - I_N^{\theta,v} \mathcal{F}y_N + y' - I_N^{\theta,v} y' + Q_1 + I_N^{\theta,v} L(z). \\
\epsilon &= \mathcal{H}y' - \mathcal{H}y_N' + y - I_N^{\theta,v} y + I_N^{\theta,v} (\mathcal{H}y' - \mathcal{H}y_N') - (\mathcal{H}y' - \mathcal{H}y_N') \\
= \mathcal{H}\epsilon' + y - I_N^{\theta,v} y + I_N^{\theta,v} \mathcal{H}\epsilon' - \mathcal{H}\epsilon'
\end{align*}\]
(63)
(64)

where
\[Q_1 = y' - I_N^{\theta,v} y', \quad Q_2 = y - I_N^{\theta,v} y, \quad Q_3 = I_N^{\theta,v} \mathcal{H}\epsilon' - \mathcal{H}\epsilon'.\]

By using the Lagrange mean value differential theorem to (63), there exists functions \(\hat{\phi}(\sigma) = \tilde{y}_N(\sigma) + \hat{\lambda}\epsilon(\sigma), \quad \tilde{\psi}(\sigma) = \tilde{y}_N(\sigma) + \tilde{\phi}(\sigma), \quad \hat{\phi}(\sigma) = \tilde{y}_N(\sigma) + \tilde{\phi}(\sigma)\), \((0 < \lambda, \phi, \tilde{i} < 1)\) such that
\[\begin{align*}
(\mathcal{K}(y, y'))(z) - (\mathcal{K}(\tilde{y}_N, \tilde{y}_N'))(z) &= \int_{-1}^{1} (z - \sigma)^{-\mu} \left( \tilde{K}(z, \sigma, y(\sigma), y'(\sigma)) \\
- \tilde{K}(z, \sigma, \tilde{y}_N(\sigma), \tilde{y}_N'(\sigma)) \right) d\sigma \\
= \int_{-1}^{1} (z - \sigma)^{-\mu} \left( \frac{\partial \tilde{K}(z, \sigma, \hat{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} \epsilon(\sigma) + \frac{\partial \tilde{K}(z, \sigma, \tilde{\psi}(\sigma), \tilde{y}_N'(\sigma))}{\partial \tilde{K}_4} \epsilon'(\sigma) \right) d\sigma \\
:= (K_3\epsilon)(z) + (K_4\epsilon')(z). \\
(\mathcal{F}y)(z) - (\mathcal{F}\tilde{y}_N)(z) &= f(z, y(z)) - f(z, \tilde{y}_N(z)) = \frac{\partial f(z, \hat{\phi}(z))}{\partial f_2} \epsilon(z).
\end{align*}\]
(65)
(66)

where
\[\begin{align*}
(K_3\epsilon)(z) &= \int_{-1}^{1} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \hat{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} \epsilon(\sigma) d\sigma, \\
(K_4\epsilon')(z) &= \int_{-1}^{1} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{y}_N(\sigma), \tilde{\psi}(\sigma))}{\partial \tilde{K}_4} \epsilon'(\sigma) d\sigma.
\end{align*}\]
and \( \frac{\partial \tilde{K}}{\partial K_j} (j = 3, 4) \) is denoted the partial derivatives of \( \tilde{K} \) for its \( j \)th arguments. \( \frac{\partial f}{\partial f_2} \) represents the partial derivative of \( f \) for its second argument.

The insertion of (64), (65) and (66) into (63) yields

\[
\epsilon'(z) = (K_3\varepsilon)(z) + (K_4\varepsilon')(z) + I^{\theta,\nu}_N \left( \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} \varepsilon(z) \right) + I^{\theta,\nu}_N (K_3\varepsilon)(z) - (K_3\varepsilon)(z) + I^{\theta,\nu}_N (K_4\varepsilon')(z) - (K_4\varepsilon')(z) + Q_1(z) + I^{\theta,\nu}_N L(z)
\]

\[
= \int_{-1}^{z} \int_{-1}^{\sigma} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} \epsilon'(s) ds d\sigma + \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} \int_{-1}^{z} \epsilon'(\sigma) d\sigma
\]

\[
+ \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} (Q_2(\sigma) + Q_3(\sigma)) d\sigma
\]

\[
+ \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{y}_N(\sigma), \tilde{\psi}(\sigma))}{\partial \tilde{K}_4} \epsilon'(\sigma) d\sigma + Q_1(z) + \sum_{j=4}^{8} Q_j(z) + I^{\theta,\nu}_N L(z).
\]

(67)

where

\[
Q_4(z) = I^{\theta,\nu}_N (K_3\varepsilon)(z) - (K_3\varepsilon)(z), \quad Q_5(z) = I^{\theta,\nu}_N (K_4\varepsilon')(z) - (K_4\varepsilon')(z),
\]

\[
Q_6(z) = I^{\theta,\nu}_N \left( \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} Q_2(z) \right), \quad Q_7(z) = I^{\theta,\nu}_N \left( \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} - Q_3(z) \right),
\]

\[
Q_8(z) = I^{\theta,\nu}_N \left( \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} \int_{-1}^{z} \epsilon'(\sigma) d\sigma - \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} \int_{-1}^{z} \epsilon'(\sigma) d\sigma \right).
\]

By using the Dirichlet formula, we have

\[
\epsilon'(z) = \int_{-1}^{z} \left( \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} + \int_{s}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} \epsilon'(s) ds \right) \epsilon'(s) ds
\]

\[
+ \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{y}_N(\sigma), \tilde{\psi}(\sigma))}{\partial \tilde{K}_4} \epsilon'(\sigma) d\sigma + Q(z).
\]

(68)

where

\[
Q(z) = \int_{-1}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} (Q_2(\sigma) + Q_3(\sigma)) d\sigma + Q_1(z)
\]

\[
+ \sum_{j=4}^{8} Q_j(z) + I^{\theta,\nu}_N L(z).
\]

and

\[
\left| \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} + \int_{s}^{z} (z - \sigma)^{-\mu} \frac{\partial \tilde{K}(z, \sigma, \tilde{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} d\sigma \right| \leq \max_{\varepsilon \in [-1, 1]} \left| \frac{\partial f(z, \tilde{\phi}(z))}{\partial f_2} \right| + \max_{(z, \sigma) \in D_1} \left| \frac{\partial \tilde{K}(z, \sigma, \tilde{\phi}(\sigma), y'(\sigma))}{\partial \tilde{K}_3} \right| \int_{s}^{z} (z - \sigma)^{-\mu} d\sigma \equiv M_3
\]

\[
\left| \frac{\partial \tilde{K}(z, \sigma, \tilde{y}_N(\sigma), \tilde{\psi}(\sigma))}{\partial \tilde{K}_4} \right| \leq \max_{(z, \sigma) \in D_1} \left| \frac{\partial \tilde{K}(z, \sigma, \tilde{y}_N(\sigma), \tilde{\psi}(\sigma))}{\partial \tilde{K}_4} \right| \equiv M_4
\]
Then, (68) is written as

$$|\varepsilon'(z)| \leq M_3 \int_{-1}^{z} |\varepsilon'(\sigma)| \, d\sigma + M_4 \int_{-1}^{z} (z - \sigma)^{-\mu} |\varepsilon'(\sigma)| \, d\sigma + |Q(z)|$$  \hspace{1cm} (69)

By using (64), (69) and Lemma 3.6, we have

$$\|\varepsilon\|_{\infty} \leq C \|Q(z)\|_{\infty} \leq C \sum_{i=1}^{8} \|Q_i\|_{\infty} + \|I_{N}^{\theta,\nu} L(z)\|_{\infty},$$

$$\|\varepsilon\|_{\infty} \leq C \|\varepsilon\|_{\infty} + \|Q_2\|_{\infty} + \|Q_3\|_{\infty} \leq C \sum_{i=1}^{8} \|Q_i\|_{\infty} + \|I_{N}^{\theta,\nu} L(z)\|_{\infty}.$$  \hspace{1cm} (70)

Due to Lemma 3.2, we obtain

$$\|Q_1\|_{\infty} = \left\|y' - I_{N}^{\theta,\nu} y'\right\|_{\infty} \leq \begin{cases} CN^{\frac{1}{2} - m \log N} \|y'\|_{H_{u_{0}}^{m:N}}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\ CN^{\gamma + 1 - m} \|y'\|_{H_{u_{0}}^{m:N}}, & \text{otherwise}, \gamma = \max\{\theta, \nu\}, \end{cases}$$

$$\|Q_2\|_{\infty} = \left\|y - I_{N}^{\theta,\nu} y\right\|_{\infty} \leq \begin{cases} CN^{\frac{1}{2} - m \log N} \|y\|_{H_{u_{0}}^{m:N}}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\ CN^{\gamma + 1 - m} \|y\|_{H_{u_{0}}^{m:N}}, & \text{otherwise}, \gamma = \max\{\theta, \nu\}, \end{cases}$$  \hspace{1cm} (71)

By using Lemma 3.2 with $m = 1$, we obtain

$$\|Q_3\|_{\infty} \leq \begin{cases} CN^{\frac{1}{2} \log N} \|\varepsilon'\|_{H_{u_{0}}^{1:N}}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\ CN^{\gamma} \|\varepsilon'\|_{H_{u_{0}}^{1:N}}, & -\frac{1}{2} < \gamma < 0, \end{cases}$$

$$\leq \begin{cases} CN^{\frac{1}{2} \log N} \|\varepsilon'\|_{\infty}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\ CN^{\gamma} \|\varepsilon'\|_{\infty}, & -\frac{1}{2} < \gamma < 0. \end{cases}$$  \hspace{1cm} (72)

Then, we use Lemma 3.2 with $m = 1$ and Lemma 3.8, yields

$$\|Q_8\|_{\infty} \leq \begin{cases} CN^{\frac{1}{2} \log N} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \right| \int_{-1}^{z} \varepsilon'(\sigma) \, d\sigma \right|_{H_{u_{0}}^{1:N}}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\ CN^{\gamma} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \right| \int_{-1}^{z} \varepsilon'(\sigma) \, d\sigma \right|_{H_{u_{0}}^{1:N}}, & -\frac{1}{2} < \gamma < 0, \end{cases}$$

$$\leq \begin{cases} CN^{\frac{1}{2} \log N} \|\varepsilon'\|_{\infty}, & -1 < \theta, \nu \leq -\frac{1}{2}, \\ CN^{\gamma} \|\varepsilon'\|_{\infty}, & -\frac{1}{2} < \gamma < 0. \end{cases}$$  \hspace{1cm} (73)

Furthermore, applying the (22), Lemma 3.4 and Lemma 3.7, we have
By employing Lemma 3.4 yields

\[
\|Q_4\|_\infty = \left\| I_N^{\theta,\nu} K_3 e - K_3 e \right\|_\infty = \left\| (I_N^{\theta,\nu} - I)(K_3 e - \Sigma_N K_3 e) \right\|_\infty \\
\leq (1 + \left\| I_N^{\theta,\nu} \right\|_\infty) \left\| K_3 e - \Sigma_N K_3 e \right\|_\infty \leq (1 + \left\| I_N^{\theta,\nu} \right\|_\infty) CN^{-\eta} \|K_3 e\|_{0,\theta} \\
\leq \begin{cases} 
CN^{-\eta} \log N \|\varepsilon\|_\infty, & -1 < \theta, \nu \leq -\frac{1}{2}, \\
CN^{\gamma+\frac{1}{2}-\eta} \|\varepsilon\|_\infty, & \text{otherwise, } \gamma = \max\{\theta, \nu\}, 
\end{cases} \\
\text{(75)}
\]

\[
\|Q_5\|_\infty = \left\| I_N^{\theta,\nu} K_4 e' - K_4 e' \right\|_\infty = \left\| (I_N^{\theta,\nu} - I)(K_4 e' - \Sigma_N K_4 e') \right\|_\infty \\
\leq (1 + \left\| I_N^{\theta,\nu} \right\|_\infty) \left\| K_4 e' - \Sigma_N K_4 e' \right\|_\infty \leq (1 + \left\| I_N^{\theta,\nu} \right\|_\infty) CN^{-\eta} \|K_4 e'\|_{0,\theta} \\
\leq \begin{cases} 
CN^{-\eta} \log N \|\varepsilon'\|_\infty, & -1 < \theta, \nu \leq -\frac{1}{2}, \\
CN^{\gamma+\frac{1}{2}-\eta} \|\varepsilon'\|_\infty, & \text{otherwise, } \gamma = \max\{\theta, \nu\}, 
\end{cases} \\
\text{(76)}
\]

Next, we apply the definition of the semi-norms $|\cdot|_{H_{\mu,0}^{m:N}}$ and Lemma 3.5, we obtain

\[
|L(z)| = |(K_{\tilde{N}}(\tilde{y}_N, \tilde{y}_N'))(z) - (K_{\tilde{N}}(\tilde{y}_N, \tilde{y}_N'))(z)| \\
\leq CN^{-m} \left\| \tilde{K}(z, \sigma(z, \cdot), \tilde{y}_N(\sigma(z, \cdot)), \tilde{y}_N'(\sigma(z, \cdot))) \right\|_{H_{\mu,0}^{m:N}} \\
= CN^{-m} \left( \sum_{p=\min(m, N+1)}^m \left\| \frac{\partial^p \tilde{K}(z, \sigma(z, \cdot), \tilde{y}_N(\sigma(z, \cdot)), \tilde{y}_N'(\sigma(z, \cdot)))}{\partial \xi^p} \right\|_{omega,0} \right)^{\frac{1}{2}} \\
\text{(79)}
\]
Using the Lipschitz continuous condition, we have

\[
\left| \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) - \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) \right|_{H^{m,N}_{\omega^{-\mu},0}} \\
= \left( \sum_{p=\min(m,N+1)}^{m} \left( \sum_{q=0}^{1} L_{pq} \left\| \tilde{y}_N^{(q)} - y^{(q)} \right\|_{\omega^{-\mu},0} \right) \right)^{\frac{1}{2}} \\
\leq C \left( \| \tilde{y}_N - y \|_{\omega^{-\mu},0} + \| \tilde{y}'_N - y' \|_{\omega^{-\mu},0} \right).
\]

(81)

Hence, (79) can be rewritten as

\[
|L(z)| \leq CN^{-m} \left| \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) \right|_{H^{m,N}_{\omega^{-\mu},0}} \\
+ CN^{-m} \left| \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) - \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) \right|_{H^{m,N}_{\omega^{-\mu},0}} \\
\leq CN^{-m} \left( \left| \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) \right|_{H^{m,N}_{\omega^{-\mu},0}} + \| \varepsilon \|_{\omega^{-\mu},0} + \| \varepsilon' \|_{\omega^{-\mu},0} \right)
\]

(82)

By using Lemma 3.4, we get

\[
\| I_N^{\theta,v} L(z) \|_{\infty} \leq \left\{ \begin{array}{ll}
C \log N \| L(z) \|_{\infty}, & -1 < \theta, v \leq -\frac{1}{2}, \\
CN^{\gamma+\frac{1}{2}} \| L(z) \|_{\infty}, & \text{otherwise, } \gamma = \max \{ \theta, v \}, \\
CN^{-m} \log N \left( \kappa^* + \| \varepsilon \|_{\omega^{-\mu},0} + \| \varepsilon' \|_{\omega^{-\mu},0} \right), & -1 < \theta, v \leq -\frac{1}{2}, \\
CN^{\gamma+\frac{1}{2}-m} \left( \kappa^* + \| \varepsilon \|_{\omega^{-\mu},0} + \| \varepsilon' \|_{\omega^{-\mu},0} \right), & \text{otherwise, } \gamma = \max \{ \theta, v \}, \\
CN^{-m} \log N \left( \kappa^* + \| \varepsilon \|_{\infty} + \| \varepsilon' \|_{\infty} \right), & -1 < \theta, v \leq -\frac{1}{2}, \\
CN^{\gamma+\frac{1}{2}-m} \left( \kappa^* + \| \varepsilon \|_{\infty} + \| \varepsilon' \|_{\infty} \right), & \text{otherwise, } \gamma = \max \{ \theta, v \}.
\end{array} \right.
\]

(83)

where \( \kappa^* = \max_{z \in [-1,1]} \left| \tilde{K} (z, \sigma, y(\sigma), y'(\sigma)) \right|_{H^{m,N}_{\omega^{-\mu},0}}. \)
On the other hand, by using (64), (69), Lemma 3.6 and Lemma 3.8, we have

$$
\| \varepsilon' \|_{\omega^p,v} \leq C \sum_{i=1}^{8} \| Q_i \|_{\omega^p,v} + \| I_N^{\theta,v} L(z) \|_{\omega^p,v},
$$

(84)

$$
\| \varepsilon \|_{\omega^p,v} \leq C \| \varepsilon' \|_{\omega^p,v} + \| Q_2 \|_{\omega^p,v} + \| Q_3 \|_{\omega^p,v} \leq C \sum_{i=1}^{8} \| Q_i \|_{\omega^p,v} + C \| I_N^{\theta,v} L(z) \|_{\omega^p,v}.
$$

Due to Lemma 3.2, we have

$$
\| Q_1 \|_{\omega^p,v} = \left\| y' - I_N^{\theta,v} y' \right\|_{\omega^p,v} \leq C N^{-m} \| y' \|_{H^{m,N}},
$$

(85)

$$
\| Q_2 \|_{\omega^p,v} = \left\| y - I_N^{\theta,v} y \right\|_{\omega^p,v} \leq C N^{-m} \| y \|_{H^{m,N}}.
$$

By applying Lemma 3.2 with \( m = 1 \) yields

$$
\| Q_3 \|_{\omega^p,v} = \left\| I_N^{\theta,v} \mathcal{H} \varepsilon' - \mathcal{H} \varepsilon \right\|_{\omega^p,v} \leq C N^{-1} \| \mathcal{H} \varepsilon' \|_{H^{1,N}} \leq C N^{-1} \| \varepsilon' \|_{\omega^p,v}.
$$

(86)

Moreover, in the virtue of Lemma 3.2 with \( m = 1 \) and Lemma 3.8, we obtain

$$
\| Q_4 \|_{\omega^p,v} \leq C N^{-1} \left| \frac{\partial f(z, \phi(z))}{\partial f_2} \right| \left| \int_{-1}^{z} \varepsilon' \sigma d\sigma \right|_{H^{1,N}_{\omega^p,v}} \leq C N^{-1} \| \varepsilon' \|_{\omega^p,v}.
$$

(87)

Next, by applying (22), Lemma 3.3 and Lemma 3.7, we have

$$
\| Q_5 \|_{\omega^p,v} = \left\| I_N^{\theta,v} \mathcal{K}_3 \varepsilon - \mathcal{K}_3 \varepsilon \right\|_{\omega^p,v} = \left\| (I_N^{\theta,v} - I) (\mathcal{K}_3 \varepsilon - \mathcal{L}_N \mathcal{K}_3 \varepsilon) \right\|_{\omega^p,v}
$$

(88)

$$
\leq \left\| I_N^{\theta,v} (\mathcal{K}_3 \varepsilon - \mathcal{L}_N \mathcal{K}_3 \varepsilon) \right\|_{\omega^p,v} + \left\| \mathcal{K}_3 \varepsilon - \mathcal{L}_N \mathcal{K}_3 \varepsilon \right\|_{\omega^p,v}
$$

$$
\leq C \left\| \mathcal{K}_3 \varepsilon - \mathcal{L}_N \mathcal{K}_3 \varepsilon \right\|_{\infty} \leq C N^{-\theta} \| \mathcal{K}_3 \varepsilon \|_{0,\theta} \leq C N^{-\theta} \| \varepsilon \|_{\infty}.
$$

Then, we use Lemma 3.3 yields

$$
\| Q_6 \|_{\omega^p,v} \leq C \left\| \frac{\partial f(z, \phi(z))}{\partial f_2} Q_2(z) \right\|_{\infty}
$$

(90)

$$
\| Q_7 \|_{\omega^p,v} \leq C \left\| \frac{\partial f(z, \phi(z))}{\partial f_2} Q_3(z) \right\|_{\infty}
$$

(91)
By using the Lemma 3.3 and (82), we have
\[
\|I_N^{0,v} L(z)\|_{\omega^0,v} \leq C \|L(z)\|_{\infty} \leq C \max_{z \in [-1,1]} |L(z)|
\]
\[
\leq CN^{-m} (K^* + \|\varepsilon\|_{\omega^{-m,0}} + \|\varepsilon'\|_{\omega^{-m,0}})
\]
(92)
When the provided $N$ is large enough, we obtain the desired estimate (58), (59).

5 Numerical examples

For this section, we have implemented several test problems to confirm the theoretical results. In addition, we will compare the results of our proposed method with other numerical methods. MAPLE software is used to implement the programs corresponding to our proposed technique and fsolve command is implemented to solve final SNAEs. Due to the complexity of numerical examples, we employ the Jacobi pseudo-spectral Galerkin method (JPSGM) to solve the following test problems. In all examples, $L^\infty$ and $L^2$-norms are defined as follows:
\[
\|e\|_{L^\infty} = \max_{x \in [-1,1]} |e(x)|, \quad \|e\|_{L^2} = \left(\int_{-1}^{1} e^2(x)dx\right)^{\frac{1}{2}}.
\]

**Example 5.1** we study the nonlinear weakly singular Volterra integro-differential equations (NWSVIDEs) as follows:
\[
u(t) = g(t, u(t)) + \int_{0}^{t} (t - \eta)^{-\frac{1}{2}} K(t, \eta, u(\eta), u'(\eta))d\eta, \quad t \in [0, 8],
\]
u(0) = e^{-1},
where
\[
g(t, u(t)) = \frac{1}{3} t^{-\frac{5}{2}} u(t) - \frac{9\Gamma \left(\frac{2}{3}\right)^3 \sqrt{3} + 4\pi^2 \sqrt{3} + 9\pi}{54\pi} (t^{\frac{1}{2}} - 1)^2,
\]
\[
K(t, \eta, u(\eta), u'(\eta)) = \frac{1}{9} t^{-\frac{5}{3}} \eta^{-\frac{3}{2}} (t^{\frac{3}{2}} + t^{\frac{1}{2}} \eta^{\frac{1}{2}} + \eta^{\frac{3}{2}})(t^{\frac{1}{2}} - 1)^2 \left(e^{-2(\eta^{\frac{3}{2}} - 1)} u^2(\eta)\right).
\]
and the exact solution $u(t) = e^{\frac{3}{2}t} - 1$.

Observing the solution of this equations, we can find that its first derivative $u'(t) = \frac{e^{\frac{3}{2}t} - 1}{3t^{\frac{3}{2}}}$ is unbounded at $t = 0$, that is, $u'(t)$ is discontinuous at $t = 0$. Therefore, in order to use our method to solve the equation, first use a smooth transformation to deal with the original equation, namely: set $t = s^3$, $\eta = \xi^3$, we have
\[
u'(s) = \hat{g}(s, \hat{u}(s)) + \int_{0}^{s} (s - \xi)^{-\frac{1}{2}} \hat{K}(s, \xi, \hat{u}(\xi), \hat{u}'(\xi))d\xi, \quad s \in [0, 2],
\]
\[
\hat{u}(0) = e^{-1},
\]
then
\[
\hat{g}(s, \hat{u}(s)) = \hat{u}(s) - \frac{9\Gamma \left(\frac{2}{3}\right)^3 \sqrt{3} + 4\pi^2 \sqrt{3} + 9\pi}{18\pi} s^2(s - 1)^2,
\]
In Wang et al. (2017), the authors presented the Legendre-Jacobi spectral collocation method of hp-version for this problem and derived the error bounds of the hp-version collocation method under the $H^1$-norm. As the solution $u(t)$ exists a weakly singularity at $t=0$, the authors considered the transformation $s = t^{\frac{5}{2}}$ to change the solution domain to the standard interval $[-1, 1]$. Then, they derived the new solution $\tilde{u}(s)$ and the corresponding numerical errors in both $L^\infty$ and $L^2_\omega$ norms. And we also demonstrate the corresponding numerical errors in Fig. 1, it can be clearly observed that the errors decay exponentially. Moreover, the left of Fig. 2 displays the approximate solution of JPSGM for $u$ of (3.11) and the exact solution for $u'(t)$ at $t=0$. Figure 2 illustrates that the solution obtained by the smooth transformation can be inversely transformed back to the solution of the original equation. This also verifies the effectiveness of the methods.

**Example 5.2** As another test problem, we discuss NWSVIDEs as follows:

$$u'(t) = \frac{7}{5}t^{\frac{5}{2}} - \frac{\Gamma(\frac{5}{2})\Gamma(\frac{9}{4})}{\Gamma(\frac{21}{4})} t^{\frac{19}{4}} + \int_0^t (t - \eta)^{-\frac{5}{4}} u^2(\eta)d\eta, \quad t \in [0, 1],$$

$u(0) = 0.$

with $u(t) = t^{\frac{5}{2}}$.
Fig. 1 The $L^\infty$ and $L^2$ errors of the approximate solution of $y(z)$ (left) and the approximate derivative of $y'(z)$ (right) for Example 5.1

Fig. 2 The exact solution $u(t)$ and the approximate solution (left). And also the exact derivative $u'(t)$ and the approximate derivative (right) for Example 5.1

$t = 0$. Thus, we apply a variable transformation to this equation such that the solution of the transformed equation is sufficiently smooth. And it can be solved by the JPSGM.

Therefore, set $t = \left(\frac{1 + z}{2}\right)^5$, $\eta = \left(\frac{1 + \sigma}{2}\right)^5$, we obtain

$$y'(z) = \frac{7}{2^7} (1 + z)^6 - \frac{5}{2^{10}} (1 + z)^{10} \frac{\Gamma\left(\frac{3}{5}\right) \Gamma\left(\frac{19}{5}\right)}{\Gamma\left(\frac{21}{5}\right)} + \int_{-1}^{z} (z - \sigma)^{-1} K(z, \sigma, y(\sigma), y'(\sigma)) d\sigma,$$

$y(-1) = 0, \quad z \in [-1, 1]$. 
Table 2 The corresponding errors in $L^\infty$ and $L_0^2$ for Example 5.2

| $N$ | $\|y - y_N\|_{L_0^2}$ | $\|y - y_N\|_{L_\infty}$ | $\|y' - y'_N\|_{L_0^2}$ | $\|y' - y'_N\|_{L_\infty}$ |
|-----|-----------------|-----------------|-----------------|-----------------|
| 4   | 1.2738e-02     | 1.9724e-02     | 2.3812e-02     | 3.0367e-02     |
| 6   | 1.2307e-04     | 2.1464e-04     | 5.3997e-05     | 1.8207e-04     |
| 8   | 2.2804e-12     | 1.1361e-11     | 2.8978e-11     | 1.4222e-10     |
| 10  | 5.1029e-15     | 2.5634e-14     | 6.5001e-14     | 3.2873e-13     |
| 12  | 6.6462e-16     | 2.3804e-15     | 2.7643e-15     | 1.4082e-14     |
| 14  | 2.0185e-15     | 7.2491e-15     | 8.4837e-15     | 4.3303e-14     |

where

$$K(z, \sigma, y(\sigma), y'(\sigma)) = \frac{25}{2}(1 + z)^4(1 + \sigma)^2y^2(\sigma).$$

$$\left((1 + z)^4 + (1 + z)^3(1 + \sigma) + (1 + z)^2(1 + \sigma)^2 + (1 + z)(1 + \sigma)^3 + (1 + \sigma)^4\right)^{-\frac{2}{3}}$$

and $y(z) = \left(\frac{1 + z}{2}\right)^7$.

Furthermore, the following Table and Figures show the results solved by the proposed method. This example is implemented on Maple and takes digits = 20. In Table 2, we list the numerical errors in both $L^\infty$ and $L_0^2$ norms. And we also draw the relevant numerical errors with various values $N$ in Fig. 3. As the value of $N$ increases, the error decreases. It should be noticed that the exponential convergence is implemented. Moreover, the left of Fig. 4 shows the approximate solution of JPSGM for $N = 14$ and the exact solution $u(t)$, and also the right of Fig. 4 shows the approximate derivative and the exact derivative $u'(t)$. Figure 4 shows that the numerical solution of the inverse transformation is very close to the true solution of the original equation. This means that the solution of the equation after the transformation can be obtained through smooth transformation first, and then back to the solution of the original equation through the inverse transformation.

Example 5.3 For the last test problem, we research the system of NWSVIDEs as follows:

$$u'_1(t) = \frac{1}{30\sqrt{T}} \left(15 - 30t - 40t^4 - 32t^5\right) + u_1(t) + t^2 \int_0^t (t - \eta)^{-\frac{3}{2}} \eta \cdot u_2^2(\eta) d\eta,$$

$$u'_2(t) = -0.675r^{\frac{11}{2}} - \frac{1 + 2t}{2\sqrt{1 + t}} + u_2(t) + t \int_0^t (t - \eta)^{-\frac{5}{2}} \eta \cdot u_1^2(\eta) d\eta, t \in [0, 1],$$

$$u_1(0) = 0, \quad u_2(0) = 1,$$

with $u_1(t) = \sqrt{T}, \quad u_2(t) = \sqrt{1 + t}$.

In Sahu and Ray (2016), the authors use Bernoulli wavelet method (BWM) to solve the system of NWSVIDEs. The wavelet method is used to simplify the integro-differential equations into a nonlinear algebraic equations, and then the Newton method is applied to numerically solve the nonlinear algebraic equations. Example 5.3 is a numerical example in this article. By observing the exact solutions $u_1(t)$ and $u_2(t)$, we can find that $u_1(t)$ is not smooth in the given domain while $u_2(t)$ is smooth. Therefore, according to the expression of $u_1(t)$, we use the variable transformation to this equation, such that the solution of the transformed equation is sufficiently smooth. Set $t = \left(\frac{1 + x}{2}\right)^2, \quad \eta = \left(\frac{1 + \sigma}{2}\right)^2$, we have
Fig. 3 The $L^\infty$ and $L^2$ errors of numerical solution of $y(z)$ (left) and the approximate derivative of $y'(z)$ (right) for Example 5.2.

Fig. 4 Comparison between $u(t)$ and the approximate solution (left). And also the comparison between $u'(t)$ and the approximate derivative (right) for Example 5.2.

\[
y_1'(z) = f_1(z, y_1(z)) + \frac{(1 + z)^5}{2^7} \int_{-1}^{z} (z - \sigma)^{-\frac{1}{2}} (2 + z + \sigma)^{-\frac{1}{2}} (1 + \sigma)^3 y_2^2(\sigma) d\sigma,
\]
\[
y_2'(z) = f_2(z, y_2(z)) + \frac{(1 + z)^3}{2 \pi} \int_{-1}^{z} (z - \sigma)^{-\frac{1}{2}} (2 + z + \sigma)^{-\frac{1}{2}} (1 + \sigma)^3 y_1^2(\sigma) d\sigma,
\]
\[
y_1(-1) = 0, \quad y_2(-1) = 1,
\]
with $y_1(z) = \frac{1+z}{2}$, $y_2(z) = \left(1 + \left(\frac{1+z}{2}\right)^2\right)^\frac{1}{2}$.

Next, we use JPSGM to solve the transformed equation and show the relevant numerical results in Tables and Figures. Example 5.3 has been solved by BWM with $k = 2$ and $M = 4$ in Sahu and Ray (2016), that is, it applied $2^{k-1} M$ Bernoulli wavelets to approximate the unknown functions $u_1(t)$ and $u_2(t)$, respectively. In order to compare with this method, we approximate the unknown function with the same number of Jacobi basis functions. Thus, we take $N = 7$ and use the JPSGM to solve Example 5.3. And then, Tables 3, 4 present the

| $t$ | Exact solution $u_1(t)$ | BWMSahu and Ray (2016) | Absolute errors | JPSGM | Absolute errors |
|-----|------------------------|------------------------|-----------------|-------|----------------|
| 0.1 | 0.316228               | 0.314381               | 1.8463e − 3     | 0.3162278 | 4.296e − 9     |
| 0.2 | 0.447214               | 0.449175               | 1.9613e − 3     | 0.4472136 | 8.386e − 10    |
| 0.3 | 0.547723               | 0.549819               | 2.0965e − 3     | 0.5477226 | 6.139e − 9     |
| 0.4 | 0.632456               | 0.633161               | 7.050e − 4      | 0.6324555 | 3.908e − 9     |
| 0.5 | 0.707107               | 0.709594               | 2.4876e − 3     | 0.7071068 | 5.117e − 9     |
| 0.6 | 0.774597               | 0.777067               | 2.4705e − 3     | 0.7745967 | 1.243e − 8     |
| 0.7 | 0.836660               | 0.839433               | 2.7728e − 3     | 0.836660  | 1.068e − 8     |
| 0.8 | 0.894427               | 0.897514               | 3.0869e − 3     | 0.8944272 | 1.535e − 8     |
| 0.9 | 0.948683               | 0.952134               | 3.4507e − 3     | 0.9486833 | 1.642e − 8     |
| 1.0 | 1.000000               | 1.00412                | 4.1154e − 3     | 0.9999999 | 1.487e − 8     |

| $t$ | Exact solution $u_2(t)$ | BWMSahu and Ray (2016) | Absolute errors | JPSGM | Absolute errors |
|-----|------------------------|------------------------|-----------------|-------|----------------|
| 0.1 | 1.04881                | 1.0488                 | 4.09e − 6       | 1.048809 | 3.91e − 7     |
| 0.2 | 1.09545                | 1.09545                | 1.82e − 6       | 1.095445 | 3.42e − 7     |
| 0.3 | 1.14018                | 1.14018                | 5.75e − 6       | 1.140175 | 2.39e − 7     |
| 0.4 | 1.18322                | 1.18323                | 1.04e − 5       | 1.183216 | 3.07e − 7     |
| 0.5 | 1.22474                | 1.22479                | 4.45e − 5       | 1.224745 | 3.83e − 7     |
| 0.6 | 1.26491                | 1.26502                | 1.10e − 4       | 1.264911 | 5.92e − 8     |
| 0.7 | 1.30384                | 1.30407                | 2.26e − 4       | 1.303840 | 4.29e − 7     |
| 0.8 | 1.34164                | 1.34206                | 4.22e − 4       | 1.341641 | 1.90e − 7     |
| 0.9 | 1.37840                | 1.37915                | 7.41e − 4       | 1.378405 | 3.88e − 7     |
| 1.0 | 1.41421                | 1.41545                | 1.24e − 3       | 1.414213 | 4.30e − 7     |
Fig. 5 The $L^\infty$ and $L^2_{\omega}$ errors of approximate solution of $y_1(z)$ (left) and the approximate derivative of $y_1'(z)$ (right) for Example 5.3

Fig. 6 The $L^\infty$ and $L^2_{\omega}$ errors of approximate solution of $y_2(z)$ (left) and the approximate derivative of $y_2'(z)$ (right) for Example 5.3

comparison of the numerical results of our method and BWM in this case. It is clear that our method is better than BWM to approximate the exact solutions in this case. In addition, the $L^\infty$ and $L^2_{\omega}$ errors of the approximate solutions and also the approximate derivatives have been shown for different values of $N$ in the Figs. 5, 6. It can be seen intuitively from the Figures that the errors decay exponentially. Furthermore, Figs. 7, 8 show the comparison between the numerical solutions of the inverse transformation and the exact solutions, the numerical derivatives of the inverse transformation and the exact derivatives. It confirms that
the numerical solutions of the equation after transformation can be transformed back to the numerical solutions of the original equation by inverse transformation.

6 Conclusions

In this research article, both of the spectral and pseudo-spectral Jacobi Galerkin approaches are investigated in detail for computing the numerical solutions of a general form of nonlinear WSVIDEs of the first order. Before implementing these numerical methods, some appropriate changes of variables are considered to make the solutions of the equations to be smooth. By
these changes of variables, new equations may have better regularity behaviour. In the case of Jacobi pseudo-spectral Galerkin technique, Jacobi Gauss quadrature rules are used in both the operator approximations and also inner products approximations. Exponential rate of convergence corresponding to the suggested approaches in both $L^\infty$ and weighted $L^2$ norms are also discussed in details. Superior numerical results of the suggested approaches with respect to some new global numerical methods motivate us to apply these methods in a multi-step version instead of single-step one. This subject will be our future choice in the next research works.
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