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1 Introduction

Commutators of local operators belong to the fundamental building blocks of any Lorentzian quantum field theory. They are the starting point of canonical quantization, diagnose causality and locality, and can be used to find sum rules and dispersion relations. Of particular interest are equal-time commutators such as those between the fundamental fields and their conjugate momenta. For free fields one can for example use the field equations to construct general unequal time commutators starting from the equal-time commutators. However, in a general interacting quantum field theory it is much more difficult to study equal time commutators. If a perturbative Lagrangian description is available, one can try to construct equal-time commutators of composite operators in perturbation theory, but this procedure is plagued by normal ordering ambiguities and UV divergences. If the operators correspond to the components of a conserved current associated to a global symmetry, their equal-time commutators need to take a particular form in order to be consistent with current conservation and the global symmetries [1–4]. The current algebra program which was initiated in the 60’s [5–7] tried to exploit equal-time commutators of currents as much as possible, leading to e.g. the Adler-Weisberger formula, and could even be used in cases with weakly broken global symmetries such as partially conserved axial currents [8].

One important issue in defining equal-time commutators is that in Lorentzian quantum field theory only smeared operators are well-defined, and this smearing needs to be done both in space and time. It is therefore a priori unclear whether an unambiguous notion of equal-time commutators exists, even for conserved currents, in a distributional sense (for a discussion of various issues in taking the equal-time limit see e.g. [9]). We will return to this issue below.

In this paper we study commutators of local and integrated current components in conformal field theories in two and four dimensions, focusing on components of the stress-tensor. The techniques that we develop should however also be applicable for other conserved currents in CFTs in $d \neq 2,4$. The main motivation for this work is to compute, as much as possible from first principles, commutators of various types of light-ray operators built out of components of the stress-tensor. Such operators are very interesting, as one can use them to build a BMS algebra [10, 11], to construct the Averaged Null Energy Operator (ANEC) [12, 13] (see also [14–21] for example of other uses of the ANEC operator...
in CFT), and to possibly uncover new symmetry-like structures generated by operators of the form $\int du f(u)T_{uu}$ with $u$ a lightcone coordinate [10, 22–26]. For a general discussion of light-ray operators in CFT, see e.g. [27]. In addition, recent evidence [23, 28–37] suggests a certain universality in the multi-stress-tensor sector in a class of $d > 2$ CFTs. In $d = 2$, such universality is a consequence of Virasoro symmetry. This motivates the search for a Virasoro-like structure in higher-dimensional CFTs. To study commutators of light-ray operators we will need to consider general commutators, not just equal-time commutators, which in general have support when points are null- or time-like separated.

To properly define commutators, we will start with the Euclidean expression for the product of two operators (defined through the operator product expansion) and then analytically continue to Lorentzian signature. To obtain an ordered product of Lorentzian operators of the form $A_1(t_1, x_1) \ldots A_p(t_p, x_p)$ we need to give the time variables a small imaginary part such that $\text{Im}(t_1) < \ldots < \text{Im}(t_p)$. These small imaginary parts allow for an unambiguous analytic continuation and are nothing but a version of the usual $i\epsilon$ prescription of quantum field theory (for a nice review, see [38]). This is also how one infers that operators which are smeared in space and time have well-defined correlation functions: one first computes everything for small but finite imaginary contributions to the time coordinates, and takes contributions to zero at the end of the computation. The same procedure can also be followed to study equal-time commutators. Here one may or may not be left with a well-defined $\epsilon \to 0$ limit. If the limit exists and gives rise to a well-defined spatial distribution (like e.g. $\delta(\vec{x} - \vec{y})$) we will call the equal-time commutator well-defined. In general there will also be terms which do not have a well-defined $\epsilon \to 0$ limit which represent UV-divergences in the equal-time commutators. This procedure gives rise to an unambiguous notion of equal-time commutator in cases in which the equal-time commutator is well-defined, and we will illustrate this procedure with several examples below.

To find the $c$-number (or Schwinger) terms in commutators [3, 9, 39, 40], it is sufficient to know the $c$-number contributions to the OPE of two operators, which is equal to the vacuum two-point function of the two operators. To find contributions of other operators, we do in principle need the full OPE. The terms in the OPE which only contain singularities of the form $(x_1 - x_2)^{-k}$ with $k$ an even integer give rise to contributions which only have support on the lightcone, as these terms are analytic functions of time. For other values of $k$, which are generically present in OPEs, there are other contributions which have support not just on but also inside the lightcone. Examining the full operator content of commutators is beyond the scope of this work, and we will mostly look at specific examples only. We will also find it more convenient to extract the contribution of an operator $O$ to a commutator $[A, B]$ by examining three-point functions of the form $\langle [A, B]O \rangle$ rather then using the OPE directly. The drawback of using the OPE is that we need to keep track of an operator and all its global conformal descendants for which in general no simple explicit expressions are available. The three-point functions on the other hand are in general explicitly known, as they are fixed up to some numbers by conformal symmetry.

We will use these techniques to revisit the construction of a BMS algebra from light-ray operators of the form $\int du g(u)T_{uu}$ where $g(u)$ is a first order polynomial in $u$. This algebra involves commutators with both light-ray operators placed on a common light sheet. After
explaining our technique we first compute local stress-tensor commutators on a light sheet
\( \lim_{v \to 0} [T_{\mu\nu}(u, v, x_\perp), T_{\alpha\beta}(0)] \) and argue that in a generic interacting CFT with no light scalars with dimension \( 1 \leq \Delta \leq 2 \) in \( d = 4 \) only the identity operator and stress-tensor contribute in the limit; this is due to the fact a light sheet contains only null or spacelike separated points and the OPE becomes an expansion in twist in the lightcone limit. We then integrate this commutator to derive the BMS algebra proposed in [10]. Light scalars have a potential to spoil the BMS algebra. We discuss the situation in theories with \( \mathcal{N} = 1 \) superconformal symmetry and argue these operators are not present based on the results of [41]. This establishes a derivation of the BMS algebra in these theories.

We also consider more general operators of the form \( \int du f(u) T_{uu} \). In \( d \) dimensions, matrix elements of \( T_{uu} \) scale as \( 1/u^{d+2} \) as \( u \to \infty \), and therefore we need \( f(u)/u^{d+1} \to 0 \) as \( u \to \infty \) in order to have well-defined operators of this type. One might have thought for example in two dimensions the usual Virasoro algebra is recovered by taking \( f(u) = u^n \), but these operators do not have well-defined matrix elements in general states. As we will show, by embedding the plane on the Lorentzian cylinder, a more natural definition of the 2d Virasoro generators is to take \( f(u) \sim (iR + u)^{1-n}(iR - u)^{1+n} \) where \( R \) denotes the size of the circle, which does give rise to a well-defined family of operators that indeed form the Virasoro algebra. The obvious 4d generalization of these operators arises by taking \( f(u) \sim (iR + u)^{2-n}(iR - u)^{2+n} \). These operators close under the subgroup of the conformal group which preserves the null ray [25, 42], and also have the property that they annihilate the vacuum on the left and/or on the right, but it is not yet clear whether these operators give rise to interesting Ward identities or sum rules.

This paper is organized as follows. In section 2 we discuss a few general features of our setup and discuss the features of stress-tensor commutators which follow from Poincaré invariance. In section 3 we illustrate some of the ideas in the case of a free scalar field. In section 4 we consider two-dimensional local and smeared commutators and recover the Virasoro algebra using the smearing functions \( f(u) \) alluded to above. In section 5 we study commutators of local operators built from various components of the stress-tensor in four dimensions, while in section 6 we consider commutators of light-ray operators constructed out of the stress-tensor. We conclude in section 7 with some open questions and future prospects, and highlight the further analysis required to understand the algebras we consider. Several of the more technical details are contained in the appendices.

\textbf{Notation.} We denote spacetime points by \( x = x^\mu \). In four dimensions, we denote Cartesian coordinates as \( x = (x^0, x_1, x_2, x_3) = (t, \vec{x}) = (t, x_i) \) and \( r^2 = \sum_{i=1}^{3} x_i^2 \). We denote light-cone coordinates \( u = t - x_1, \ v = t + x_1 \) and write \( x = (u, v, x_2, x_3) = (u, v, x_\perp) = (u, v, x_A) \). We use the mostly plus metric. In lightcone coordinates \( ds^2 = -dudv + dx_\perp^2 \). We use \( x_\perp^2 = x_2^2 + x_3^2 \). We use the same conventions in two dimensions with transverse coordinates omitted.

\footnote{This is true for three-point functions of \( T_{uu} \) with two primary operators.}
2 Generalities

In this section we outline our setup, which we use to compute commutators of local operators from the operator product expansion. For general operators we analyze the structure of singularities in the OPE and discuss the qualitative features of commutators they give rise to. Explicating the difficulties involved in computing generic commutators, we outline simplifications that arise in the equal-time and light sheet limits. We end with a review of implications of Poincaré invariance for stress-tensor commutators.

2.1 Commutators from the OPE

In CFT local operators are organized in the OPE \[43\]

\[ O_i(x)O_j(0) = \sum_k C_{ijk}(x, \partial) O_k^\alpha(0). \quad (2.1) \]

As described in the Introduction, we compute the commutator of two operators using the \(i\epsilon\) prescription

\[ [O_i(t, \vec{x}), O_j(0)]] = \lim_{\epsilon \to 0} \left[O_i(t - i\epsilon, \vec{x})O_j(0) - O_i(t + i\epsilon, \vec{x})O_j(0)\right]. \quad (2.2) \]

If we focus on a particular term in the OPE of the form \(O_k(0)/x^{2h}\), with \(O_k\) some local operator, its contribution to the commutator takes the form of \(O_k(0)\) times

\[ f_h(t, \vec{x}) \equiv \lim_{\epsilon \to 0} \left(\frac{1}{(-(t - i\epsilon)^2 + r^2)^h} - \frac{1}{(-(t + i\epsilon)^2 + r^2)^h}\right). \quad (2.3) \]

To investigate \(f_h(t, \vec{x})\) viewed as a distribution in \(t\), we integrate it against an arbitrary test function. The first term of \(f_h(t, \vec{x})\) has poles in the upper half of the complex plane, the second term has poles in the lower half of the complex plane. To integrate it against a test function \(g(t)\) it is therefore advantageous to Fourier transform to frequency space where modes \(e^{i\omega t}\) with positive omega are analytic and bounded in the upper half of the complex \(t\)-plane, and negative frequency modes are analytic and bounded in the lower half of the complex \(t\)-plane. Assuming \(h\) is integer, we can close the contour in either the upper or lower half of the complex plane for each Fourier mode \(e^{i\omega t}\) and evaluate the integral \(\int_{\infty}^{-\infty} f_h(t, \vec{x})g(t)dt\). The final answer can indeed be rewritten as a distribution in \(t\) and we find that

\[ f_h(t, \vec{x}) = -\frac{2\pi i}{(h - 1)!} \left[(t - r)^{-h}\partial^{h-1}\delta(t+r) + (t + r)^{-h}\partial^{h-1}\delta(t-r)\right]. \quad (2.4) \]

This answer can easily be generalized to more general structures which can appear in OPEs (2.1) as long as we encounter only terms with singularities and no branch cuts in the complex \(t\)-plane.

For \(h\) non-integer, one sees from the explicit expression that it must vanish for \(t^2 < r^2\) as the difference of the two terms only receives a contribution from the region \(t^2 \geq r^2\) where the branch cut structure of the two terms becomes relevant. Therefore, for non-integer \(h\), \(f_h(t, \vec{x})\) has support on and inside the lightcone. One can think of this function as defining
an analytic continuation of the distribution (2.4) to non-integer \( h \). Alternatively, one can see that for \( h < 0 \) and not an integer, \( f_h(t, \vec{x}) \sim \sin(\pi h)(t^2 - r^2)^{-h}(\theta(t - r) + \theta(-t - r)) \), and this answer can by analytically continued to positive \( h \) and/or one can make \( h \) positive by differentiating this expression. We will not consider the case of non-integer \( h \) in the remainder of this work.

**Equal-time commutators.** In the example above, the function \( f_h(t, \vec{x}) \) as defined in (2.3) vanishes for \( t = 0 \) and would therefore give rise to a vanishing equal-time commutator. To get something more interesting we consider instead a contribution to the OPE of the form \( t^p/x^{2h} \) so that

\[
 f_{h,p}(t, \vec{x}) \equiv \lim_{\epsilon \to 0} \left( \frac{(t - i\epsilon)^p}{(-(t - i\epsilon)^2 + r^2)^h} - \frac{(t + i\epsilon)^p}{(-(t + i\epsilon)^2 + r^2)^h} \right). 
\]

(2.5)

We can easily analyze (2.5) for \( t = 0 \), thanks to the appropriate \( i\epsilon \) prescription. It vanishes for \( p \) even, and for odd \( p \) we can examine it by integrating it over \( \vec{x} \). This shows that the expression is UV divergent for \( p < 2h + 1 - d \) and the equal-time commutator is ill-defined, while for \( p = 2h + 1 - d \) we obtain

\[
 f_{h,p}(0, \vec{x}) = -2i^p \Gamma(\frac{p}{2}) \Gamma(h) \pi^{\frac{d-1}{2}} \delta(\vec{x}),
\]

(2.6)

and for \( p > 2h + 1 - d \) we obtain zero. In principle the latter could also indicate that this case corresponds to derivatives of delta functions, but a simple scaling argument shows that is impossible. Derivatives of delta functions correspond to linear combinations of divergent \( f_{h,p} \) such that the divergences cancel each other, as we will see in many examples later in the paper.

**Light sheet commutators.** Exactly the same logic can be followed to study commutators in other kinematic regimes, such as a light sheet limit, in which \( v \to 0 \) where \( v = t + x_1 \) denotes a lightcone coordinate. This places the two operators on a common light sheet which is composed of non-timelike separated points. Non-vanishing contributions to the commutator on a light sheet thus comes from lightlike \( x \). The main new simplification that arises in this case is that for lightlike \( x \) the OPE becomes an expansion in twist. Focusing on a generic CFT, the lowest twist operators are the identity and stress-tensor.\(^2\) Thus we get schematically

\[
 \lim_{v \to 0} [\mathcal{O}_i(u, v, x_\perp), \mathcal{O}_j(0)] = \lim_{v \to 0} \langle [\mathcal{O}_i(u, v, x_\perp), \mathcal{O}_j(0)] \rangle + \sum \alpha \beta f_{ij}^{\alpha\beta}(u, x_\perp, \partial) T_{\alpha\beta}(0) + O(v). 
\]

(2.7)

We will use this in section 5.2 to derive light sheet commutators.

\(^2\)As discussed in the Introduction, light scalars with dimension \( 1 \leq \Delta \leq 2 \) have twist lower than 2. They can thus potentially contribute to the commutator in the lightsheet limit. In appendix C we show in theories with \( \mathcal{N} = 1 \) superconformal symmetry and no flavor symmetry that R-symmetry neutral light scalars are absent. Therefore only the identity and the stress tensor appear in the light sheet limit of the stress tensor commutator.
2.2 Equal-time stress-tensor commutators in QFT

We now briefly summarize constraints on equal-time commutators of components of the stress-tensor which follow from the usual Poincaré algebra

\[ [J_{\mu\nu}, J_{\alpha\beta}] = i \left( J_{\mu\beta} \eta_{\nu\alpha} + J_{\nu\alpha} \eta_{\mu\beta} - J_{\nu\beta} \eta_{\mu\alpha} - J_{\mu\alpha} \eta_{\nu\beta} \right), \]
\[ [P_\mu, J_{\alpha\beta}] = i \left( \eta_{\mu\beta} P_\alpha - \eta_{\mu\alpha} P_\beta \right), \]
\[ [P_\mu, P_\nu] = 0. \]

As is well-known, generators of the Poincaré algebra can be written as suitable integrals of the stress-tensor over equal-time surfaces [1]. Therefore, the equal-time commutators of components of the stress-tensor must have a structure which reproduces the Poincaré algebra after suitable integration. This is by no means sufficient to completely determine the equal-time commutators. In particular, we obtain no information about total derivative contributions to equal-time commutators, which could even be UV-divergent (these divergences are not problematic for the Poincaré algebra, as we are instructed to first do all the relevant integrals before taking \( \epsilon \) to zero).

For example, the equal-time commutator of \( T^{00} \) with itself must have the form\(^3\) [1]

\[ i[T^{00}(\vec{x}), T^{00}(\vec{y})] = \left( T^{0k}(\vec{x}) + T^{0k}(\vec{y}) \right) \partial_k \delta(\vec{x} - \vec{y}) + \ldots \]

where the dots represent possibly UV-divergent total derivative terms. Upon integrating over \( \vec{y} \) we obtain

\[ i[T^{00}(\vec{x}), P^0] = \partial_k T^{0k}(\vec{x}), \]

which is simply the statement of conservation of energy

\[ \partial_k T^{0k}(\vec{x}) + \partial_0 T^{00}(\vec{x}) = 0. \]

The full Poincaré algebra determines the following equal-time commutators [3]

\[ i[T^{00}(\vec{x}), T^{00}(\vec{y})] = \left( T^{0k}(\vec{x}) + T^{0k}(\vec{y}) \right) \partial_k \delta(\vec{x} - \vec{y}) + \ldots \]
\[ i[T^{00}(\vec{x}), T^{mn}(\vec{y})] = \left( T^{mn}(\vec{x}) + T^{00}(\vec{y}) \delta^{mn} \right) \partial_n \delta(\vec{x} - \vec{y}) + \ldots \]
\[ i[T^{00}(\vec{x}), T^{mn}(\vec{y})] = \left( -\partial^0 T^{mn}(\vec{x}) + T^{0m}(\vec{y}) \partial^n + T^{0n}(\vec{y}) \partial^m \right) \delta(\vec{x} - \vec{y}) + \ldots \]
\[ i[T^{0k}(\vec{x}), T^{mn}(\vec{y})] = \left( T^{0m}(\vec{x}) \partial^k + T^{0k}(\vec{y}) \partial^m \right) \delta(\vec{x} - \vec{y}) + \ldots \]
\[ i[T^{0k}(\vec{x}), T^{mn}(\vec{y})] = \left( T^{mn}(\vec{x}) \delta^{kl} - T^{ml}(\vec{y}) \delta^{nk} - T^{nl}(\vec{y}) \delta^{mk} \right) \partial_l \delta(\vec{x} - \vec{y}) + \ldots \]

where the ellipsis denote so-called Schwinger terms \( \tau^{\mu\nu,\alpha\beta}(\vec{x}, \vec{y}) \) which, as discussed above, need to be total derivatives. In general, they can be UV divergent and are theory dependent.

The commutator \([T^{kl}(\vec{x}), T^{mn}(\vec{y})]\) with all spatial indices is not fixed by Poincaré symmetry as these components are not involved in any conservation equation. We will study these commutators using our first principles approach in section 5.

\(^3\)When discussing equal-time stress-tensor commutators we occasionally drop the time argument and denote \( T^{\mu\nu}(\vec{x}) = T^{\mu\nu}(0, \vec{x}) \) to avoid clutter.
3 Free scalar

In this section we illustrate some of the ideas with the example of a free scalar field in four dimensions. The Lagrangian is given by

\[ L = -\frac{1}{2} \partial_\mu \phi \partial^\mu \phi, \]  

while the field can be expanded as usual

\[ \phi(x) = \int \frac{d^3 p}{(2\pi)^3} \frac{1}{\sqrt{2\omega_p}} \left( a_\vec{p} e^{-i\omega_p t + ip\cdot\vec{x}} + a_\vec{p}^\dagger e^{i\omega_p t - ip\cdot\vec{x}} \right). \]

where \( \omega_p = |p| \). The commutator is computed using \([a_\vec{p}, a_\vec{q}^\dagger] = (2\pi)^3 \delta(\vec{p} - \vec{q})\), and we obtain

\[ [\phi(t, \vec{x}), \phi(0)] = i \frac{4}{4\pi r} (\delta(t + r) - \delta(t - r)). \]

At equal times, the commutator of the time derivative of the field with the field itself is given by

\[ [\dot{\phi}(0, \vec{x}), \phi(0)] = -i\delta(\vec{x}). \]

We reproduce these results using our prescription.

3.1 Free scalar field commutator

We derive these results using the OPE to illustrate our framework. The starting point is the OPE of two free scalars, which is given by

\[ \phi(x)\phi(0) = C_0 x^{-2} + \sum_{n,l} C_{n,l} x^{2n+l} \left( [\phi\phi]_{n,l}(0) + \text{descendants} \right). \]

The “double twist” operators \([\phi\phi]_{n,l} \) \((n, l) \) are non-negative integers) do not contribute to the commutator since they have no branch cuts or singularities. As we already discussed, the identity contribution can be extracted from the two-point function, which reads explicitly

\[ \langle \phi(t, \vec{x})\phi(0) \rangle = \frac{1}{4\pi^2} (t^2 + r^2)^{-1}, \]

where the normalization is fixed by (3.2). To order the operators in the Wightman functions, we use the usual \( ie \) prescription [38], such that the two different orderings are given by

\[ \langle \phi(t, \vec{x})\phi(0) \rangle \equiv \lim_{\epsilon \to 0} g^-_\epsilon(t, \vec{x}) = \lim_{\epsilon \to 0} \frac{1}{4\pi^2} (- (t - i\epsilon)^2 + r^2)^{-1}, \]

\[ \langle \phi(0)\phi(t, \vec{x}) \rangle \equiv \lim_{\epsilon \to 0} g^+_\epsilon(t, \vec{x}) = \lim_{\epsilon \to 0} \frac{1}{4\pi^2} (- (t + i\epsilon)^2 + r^2)^{-1}. \]

As discussed in the previous section, we define the commutator \( g^\epsilon(t, \vec{x}) \) as a distribution in \((t, \vec{x})\). It is obtained by integrating against an arbitrary test function \( f(t) \) as

\[ \int_{-\infty}^\infty dt \ g^\epsilon(t, \vec{x}) f(t) = \lim_{\epsilon \to 0} \int_{-\infty}^\infty dt \left( g^-_\epsilon(t, \vec{x}) - g^+_\epsilon(t, \vec{x}) \right) f(t). \]

The computation now follows the general discussion and we can simply use the general result in (2.4) with \( h = 1 \). This leads to

\[ g^\epsilon(t, \vec{x}) = i \frac{4}{4\pi r} (\delta(t + r) - \delta(t - r)), \]

which is indeed the expected commutator.
3.2 Equal-time commutator

To obtain the familiar canonical commutation relations for the free scalar, we start from (3.8) and set \( t = 0 \). This yields

\[
[\phi(0, \vec{x}), \phi(0, 0)] = \lim_{\epsilon \to 0} \left( g^{-}_e(0, \vec{x}) - g^+_e(0, \vec{x}) \right) = 0. \tag{3.10}
\]

For the momentum-scalar commutator we then get

\[
\lim_{\epsilon \to 0} i \left( \partial_t g^{-}_e(0, \vec{x}) - \partial_t g^+_e(0, \vec{x}) \right) = \lim_{\epsilon \to 0} \frac{\epsilon}{\pi^2(\epsilon^2 + x_1^2 + x_2^2 + x_3^2)^2}. \tag{3.11}
\]

This is a special case of (2.5) with \( h = 2, p = 1, \) and \( d = 4 \), so that \( p = 2h + 1 - d \) and the answer will be proportional to a delta function. To verify this explicitly in this simple example, we integrate against a test function \( f(\vec{x}) \) where the only contribution comes from the origin in the \( \epsilon \to 0 \) limit

\[
\int d^3 x \frac{\epsilon f(x_1, x_2, x_3)}{\pi^2(\epsilon^2 + x_1^2 + x_2^2 + x_3^2)^2} \approx f(0, 0, 0) \int_{-\infty}^{\infty} dx_1 \int_{-\infty}^{\infty} dx_2 \int_{-\infty}^{\infty} dx_3 \frac{\epsilon}{\pi^2(\epsilon^2 + x_1^2 + x_2^2 + x_3^2)^2},
\]

\[
= f(0, 0, 0). \tag{3.12}
\]

We have now reproduced the usual canonical commutation relation (3.4).

4 Stress-tensor commutators in CFT\(_2\)

Two-dimensional CFTs are very special due to the infinite-dimensional Virasoro symmetry. This implies that we have complete control over the OPE of two stress-tensors, and more generally of the OPE of a stress-tensor with any other primary operator. The OPE of two holomorphic stress-tensors is universal and all terms are fixed by a unique number, the central charge \( c \). The regular terms in the OPE have positive integer power, and they do not contribute to the commutator when continued to Lorentzian signature. The usual Euclidean OPE is given in terms of coordinates \( z = x_1 - i\tau, \) \( \bar{z} = x_1 + i\tau \) where \( (\tau, x_1) \) parametrize the Euclidean plane. Wick rotating to Lorentzian time as \( \tau \rightarrow it \) and defining lightcone coordinates \( u = t - x_1, v = t + x_1 \) the OPE reads

\[
T_{\nu\nu}(v)T_{\nu
u}(v') = \frac{c}{8\pi^2(v - v')^4} - \frac{T_{\nu
u}(v')}{\pi(v - v')^2} - \frac{\partial_v T_{\nu\nu}(v')}{2\pi(v - v')} + \ldots . \tag{4.1}
\]

We now apply our general methods to compute the commutator from the OPE. We show explicitly the computation for the identity contribution here while the rest of the computation is shown in appendix A.

We set \( v' = 0 \) and define the identity contribution to the commutator \( g_0^-(v) \) as a distribution in \( v \) by using the appropriate \( i\epsilon \) prescription. Integrating against a test function \( f(v) \), the commutator \( g_0^-(v) \) is obtained as

\[
\int_{-\infty}^{\infty} dv \ g_0^-(v) f(v) \equiv \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} dv \ \left( \frac{c}{8\pi^2(v - i\epsilon)^4} - \frac{c}{8\pi^2(v + i\epsilon)^4} \right) f(v). \tag{4.2}
\]
We perform the integral over the real $v$ line on the right hand side of (4.2) by deforming the contour. The first term has a pole on the upper half plane and the second term has a pole on the lower half plane. The outcome of using the two different contours agree in the $\epsilon \to 0$ limit and give
\begin{equation}
 g_0^0(v) = -\frac{ic}{24\pi} \partial^3_3 \delta(v).
\end{equation}
Performing a similar computation for the rest of the terms (cf appendix A for details), we get
\begin{equation}
 [T_{vv}(v), T_{vv}(v')] = i \left( T_{vv}(v) + T_{vv}(v') \right) \partial_v \delta(v - v') - \frac{ic}{24\pi} \partial^3_3 \delta(v - v'),
\end{equation}
which is the standard commutator form of the Virasoro algebra.

4.1 Virasoro generators as light-ray operators

The usual construction of the generators of the Virasoro algebra from the OPE follows by taking $L_n \sim \oint z^{n+1} T(z)$, which have a natural interpretation through radial quantization in terms of a CFT on an Euclidean cylinder. It is therefore not entirely obvious how one should describe the Virasoro generators on the Lorentzian plane. One might be tempted to consider generators in the form of light-ray operators $L_n \sim \int du u^{n+1} T_{uu}$ but these operators do not in general have well-defined matrix elements.\footnote{By looking at three-point functions of $T_{\mu\nu}$ with two other primaries we find that matrix elements for large $u$ in $d$ dimensions typically behave as $T_{uu} \sim u^{-d-2}$, $T_{uv} \sim u^{-d}$, $T_{vr} \sim u^{-d+2}$, $T_{uA} \sim u^{-d-1}$, $T_{vA} \sim u^{-d+1}$ and $T_{AB} \sim u^{-d}$.} We can however pull-back the usual construction of Virasoro generators from the cylinder to the plane. This does not rely on radial quantization, but on the observation that we can map the plane to a diamond shaped region on the Lorentzian cylinder. This proceeds through a conformal transformation which maps the metric of the plane $\eta$ to $g = \Omega^2 \eta$ where the conformal factor reads
\begin{equation}
 \Omega^2 = 4(1 + v^2)^{-1}(1 + u^2)^{-1}.
\end{equation}
This embedding will in particular allow us to extend the domain of our operators of interest beyond the spacetime infinities of the original plane. The detailed embedding map is given by
\begin{align}
 T &= \tan^{-1} v + \tan^{-1} u, \quad (4.6) \\
 \Phi &= \tan^{-1} v - \tan^{-1} u, \quad (4.7)
\end{align}
where the coordinates $T, \Phi$ are restricted to the range
\begin{equation}
 -\pi < T + \Phi < \pi, \quad -\pi < T - \Phi < \pi. \quad (4.8)
\end{equation}
In these coordinates, the metric $g$ reads
\begin{equation}
 ds^2_g = -dT^2 + d\Phi^2.
\end{equation}
We identify $\Phi = \pi = -\pi$ which corresponds to spatial infinity of the Lorentzian plane; the metric $g$ describes the Lorentzian cylinder, see figure 1. Next we define coordinates

$$U = T - \Phi = 2 \tan^{-1} u, \quad V = T + \Phi = 2 \tan^{-1} v.$$  

(4.10)

We can now compute the stress-tensor in this new set of coordinates. The stress-tensor transforms as

$$T_{VV}(V) = \left(\frac{dV}{dv}\right)^{-2} T_{vv}(v) + \frac{c}{12} \{v; V\}. \quad (4.11)$$

The Virasoro generators are defined as usual, and we get

$$L_n = \int_{-\pi}^{\pi} dV e^{i n V} T_{VV}(V) = \frac{c \pi}{12} \delta_{n,0} + \frac{1}{2} \int_{-\infty}^{\infty} dv (1 + v^2) \exp \left[ 2 i n \tan^{-1} v \right] T_{vv}(v), \quad (4.12)$$

$$= \frac{c \pi}{12} \delta_{n,0} - \frac{1}{2} \int_{-\infty}^{\infty} dv (i + v)^{1-n} (i - v)^{1+n} T_{vv}(v). \quad (4.13)$$

In this definition the coordinates are taken to be dimensionless. It is convenient to include an explicit length scale $R \in \mathbb{R}_{>0}$ which is the size of the circle, in the generators such that they are dimensionless. Neglecting the vacuum energy, we define our Virasoro generators as

$$L_n \equiv \frac{1}{2R} \int_{-\infty}^{\infty} dv (iR + v)^{1-n} (iR - v)^{1+n} T_{vv}(v). \quad (4.14)$$

$^5$Curly brackets denote the Schwarzian derivative $\{f; g\} = \left(\frac{d^3 f/dg^3}{(df/dg)}\right) - 3 \left(\frac{d^2 f/dg^2}{df/dg}\right)^2$. 

**Figure 1.** Embedding of the Minkowski plane on the Lorentzian cylinder.
Note that $L_n^\dagger = L_{-n}$. Integrating the stress-tensor commutator (4.4), it is seen the generators defined in (4.14) indeed obey the standard Virasoro algebra,

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{(m^3 - m)c}{12}\delta_{m+n,0}. \quad (4.15)$$

We refer the reader to appendix A for details.

We continue with the correlators of (4.14). The three-point function of the stress-tensor with two primaries is given as

$$\langle T_m(v)\mathcal{O}(v_1)\mathcal{O}(v_2)\rangle = \frac{h}{(v_1 - v_2)^{2h-2}(v - v_1)^2(v - v_2)^2}, \quad (4.16)$$

where $h$ is the conformal dimension of the scalar operator $\mathcal{O}$. To order the operators, we need to enforce the appropriate $i\epsilon$ prescription. To order them as seen above, we give $v_1$ and $v_2$ small positive imaginary parts with $\Im(v_1) < \Im(v_2)$. To obtain $T_{nv}$ acting on the right vacuum $\langle \mathcal{O}(v_1)\mathcal{O}(v_2)T_{nv}(v)\rangle$ we give $v_1$ and $v_2$ small negative imaginary parts with $\Im(v_1) < \Im(v_2)$. The configuration $\langle \mathcal{O}(v_1)T_{nv}(v)\mathcal{O}(v_2)\rangle$ is obtained by giving $v_1$ a negative and $v_2$ a positive imaginary part. To obtain the three-point function involving light-ray operators, we need to perform the following integral

$$\langle L_n\mathcal{O}(v_1)\mathcal{O}(v_2)\rangle = -\frac{1}{(v_1 - v_2)^{2h-2}}\int_{-\infty}^{\infty} dv \frac{h(iR - v)^{n+1}}{2R(iR + v)^{n-1}(v - v_1)^2(v - v_2)^2}, \quad (4.17)$$

We perform this integral with residues. The integrand dies off along the positive and negative imaginary axes so we can close the contour on either side.

The subset $n = -1, 0, 1$ is special; the only singularities of the integrand are located at $v = v_1, v_2$. We obtain, for the ordered correlators

$$\langle L_n\mathcal{O}(v_1)\mathcal{O}(v_2)\rangle = \langle \mathcal{O}(v_1)\mathcal{O}(v_2)L_n\rangle = 0, \quad n = -1, 0, 1. \quad (4.18)$$

For $n \geq 2$ the integrand has an additional pole at $v = -iR$ and for $n \leq -2$ the integrand has an additional pole at $v = iR$. Thus

$$\langle \mathcal{O}(v_1)\mathcal{O}(v_2)L_n\rangle = 0 \quad \text{for } n \geq 2, \quad (4.19)$$

$$\langle L_n\mathcal{O}(v_1)\mathcal{O}(v_2)\rangle = 0 \quad \text{for } n \leq -2. \quad (4.20)$$

These results combined with (4.18) imply

$$L_n|0\rangle = 0, \quad n \geq -1, \quad (4.21)$$

as usual for Virasoro generators.

We now compute $\langle \mathcal{O}(v_1)L_n\mathcal{O}(v_2)\rangle$. For $n \geq 2$, the integrand has poles in the lower half plane at $v = -iR, v_1$ and in the upper half plane at $v = v_2$, while for $n = -1, 0, 1$, the integrand has poles in the lower half plane at $v = v_1$ and in the upper half plane at $v = v_2$. Closing the contour in the upper half plane we get

$$\langle \mathcal{O}(v_1)L_n\mathcal{O}(v_2)\rangle = \frac{2i\pi h(R + iv_2)^n(R^2 + iRn(v_1 - v_2) + v_1v_2)}{R(R - iv_2)^n(v_1 - v_2)^{2h+1}}, \quad n \geq -1. \quad (4.22)$$
Using
\[ \langle O(v_1) L_n O(v_2) \rangle = \langle O(v_1) [L_n, O(v_2)] \rangle, \quad n \geq -1, \quad (4.23) \]
this implies
\[ [L_n, O(v)] = i n \left( \frac{R + iv}{R(R - iv)} \right)^n \left( 2h(iRn + v) + (R^2 + v^2)\partial_v \right) O(v). \quad (4.24) \]
Actually, due to the fact that \( L_{-n} = L_n^\dagger \), (4.24) holds for any \( n \).

### 4.1.1 \( SL(2, \mathbb{R}) \) subalgebra

We now identify the usual \( SL(2, \mathbb{R}) \) subalgebra of Virasoro symmetry. Let us denote
\[ \tilde{L}_k = \int_{-\infty}^{\infty} d\nu \nu^{k+1} T_{\nu}(v), \quad k = -1, 0, 1. \quad (4.25) \]
The three-point functions involving the operators (4.25) can be computed by direct integration, and we find, for example
\[ \langle O(v_1) \tilde{L}_{-1} O(v_2) \rangle = 4\pi i \hbar \frac{1}{(v_1 - v_2)^{2h+1}}. \quad (4.26) \]
Using
\[ \langle O(v_1) \tilde{L}_k O(v_2) \rangle = \frac{1}{2} \langle O(v_1) [\tilde{L}_k, O(v_2)] |0\rangle - \frac{1}{2} \langle [\tilde{L}_k, O(v_1)]O(v_2) \rangle, \quad (4.27) \]
we derive the action of (4.25) on primary scalar operators as
\[ [\tilde{L}_{-1}, O(v)] = 2\pi i \partial_v O(v), \quad (4.28) \]
\[ [\tilde{L}_0, O(v)] = 2\pi i (h + v\partial_v) O(v), \quad (4.29) \]
\[ [\tilde{L}_1, O(v)] = 2\pi i \left( 2h\nu + v^2\partial_v \right) O(v). \quad (4.30) \]
In addition, the operators defined in (4.25) are mapped to our \( L_n \) (4.14) as
\[ \tilde{L}_{-1} = \frac{1}{2R} (2L_0 + L_1 + L_{-1}) , \quad (4.31) \]
\[ \tilde{L}_0 = \frac{i}{2} (L_{-1} - L_1) , \quad (4.32) \]
\[ \tilde{L}_1 = \frac{R}{2} (2L_0 - L_1 - L_{-1}) . \quad (4.33) \]
This shows that the familiar \( SL(2, \mathbb{R}) \) subalgebra of the Virasoro algebra is generated by our \( L_{-1}, L_0, L_1 \) that are defined in (4.14).
Incidentally the two-dimensional ANEC operator is given by
\[ \mathcal{E} = \int_{-\infty}^{\infty} d\nu T_{\nu}(u, v) = \frac{1}{2R} (2L_0 + L_1 + L_{-1}) , \quad (4.34) \]
which is independent of $u$. The commutativity of ANEC operators follows trivially from the Virasoro algebra (4.15) and we conclude [20]

$$[\mathcal{E}, \mathcal{E}] = 0.$$ (4.35)

In addition, the positivity of the ANEC operator is the statement that [12, 13, 44]

$$\langle \psi | 2L_0 + L_1 + L_{-1} | \psi \rangle \geq 0,$$ (4.36)

for any state $\psi$ in a two-dimensional CFT.

In summary, we have seen that the light-ray operators $\tilde{L}_k$ in (4.25) act on primaries in a way which is very similar to the action of the corresponding generators on the Euclidean plane in radial quantization. However, in contrast to the Euclidean case, the $\tilde{L}_k$ are not well-defined operators for $k \neq -1, 0, 1$. There exist a different set of generators $L_n$ for all $n$, that we introduce in equation (4.14), which do form a bona fide Virasoro algebra. Their three-point functions are well-defined for any $n \in \mathbb{Z}$ and their $SL(2, \mathbb{R})$ subalgebra agrees with the algebra generated by $\tilde{L}_k$ for $k = -1, 0, 1$.

5 Stress-tensor commutators in CFT$_4$

In this section, we investigate commutators of various components of the stress-tensor in four-dimensional CFTs. The main difference from two dimensions is the fact that the stress-tensor OPE in CFT$_4$ is not universal, and in practice, any (neutral) operator can appear. We will analyse two simplifying limits: the equal-time and light sheet limits. In both cases, we derive explicit expressions for the commutators of interest. The identity contribution is computed from the stress-tensor two-point function $\langle [T, T] \rangle$, and for the stress-tensor contribution we analyse the three-point function $\langle [T, T] | T \rangle$. As discussed in the Introduction the latter encodes the entire conformal family of the stress-tensor, albeit it is in practice difficult to extract this information. Our method is to compute various integrals of $\langle [T, T] | T \rangle$ and thereby compute $[T, T] \sim T$ up to total derivatives.

To compute the commutator $[T_{\mu\nu}(x), T_{\sigma\rho}(y)]$ for generic causally related points $x$ and $y$, we can use the same method as in two dimensions, and use (2.2). The relevant information is encoded in the OPE [45]

$$T_{\mu\nu}(x)T_{\sigma\rho}(0) \sim C_T \frac{x^{\mu\nu,\sigma\rho}(x)}{x^{2d}} + B_{\mu\nu\sigma\rho\alpha\beta}(x)T_{\alpha\beta}(0) + \ldots$$

$$+ \sum_i iC_{\mu\nu\sigma\rho}(x, \partial)O^i_{\alpha\beta\ldots}(0),$$ (5.1)

In the first line of (5.1) we display the identity and stress-tensor contributions while the second line of (5.1) captures the contribution from other primary operators.

The identity contribution is the simplest and can be extracted directly from the stress-tensor two-point function, which is completely fixed by conformal symmetry up to a number $C_T$, and is given as [45]

$$\langle T^\mu{}^\nu(x)T^\sigma{}^\rho(0) \rangle = \frac{C_T}{x^{2d}}T^\mu{}^\nu(x),$$ (5.2)
with
\[ I^{\mu \nu}(x) = \delta^{\mu \nu} - 2 \frac{x^\mu x^\nu}{x^2}, \quad T^{\mu \nu, \sigma \rho}(x) = \frac{1}{2} (I^{\mu \sigma}(x) I^{\nu \rho}(x) + I^{\mu \rho}(x) I^{\nu \sigma}(x)) - \frac{1}{d} \delta^{\mu \nu} \delta^{\sigma \rho}. \] (5.3)

To carry out our computations, we define the following tensor
\[ (TT)^{\mu \nu \sigma \rho}(x) \equiv \frac{(T^{\mu \nu}(x) T^{\sigma \rho}(0))}{C_T}. \] (5.4)

The commutator is then obtained by taking the \( \epsilon \to 0 \) limit of
\[ (TT)_\epsilon^{\mu \nu \sigma \rho}(x) \equiv (TT)^{\mu \nu \sigma \rho}(t - i \epsilon, \vec{x}) - (TT)^{\mu \nu \sigma \rho}(t + i \epsilon, \vec{x}), \] (5.5)
as
\[ (TT)[^{\mu \nu, \sigma \rho}](x) \equiv \lim_{\epsilon \to 0} (TT)_\epsilon^{\mu \nu \sigma \rho}(x). \] (5.6)

The two sides of this equation are understood to be equal as distributions in \( x \). In equation (5.5), the Lorentzian separation \( i \epsilon \) enforces the correct ordering of the operators such that we obtain a commutator. This is in close analogy to (3.7) in the free scalar case.

We explain the details in an example. For the case where \( \mu = \nu = \sigma = 0 \) and \( \rho = i \), the two-point function is given by
\[ (TT)^{000i}(x) = \frac{2 t x_i}{x^{10}} + \frac{4 t^3 x_i}{x^{12}}. \] (5.7)

We extract the commutator from an integral against a test function \( f(x) \)
\[ \int d^4 x (TT)[^{\mu \nu, \sigma \rho}](x) f(x) \equiv \lim_{\epsilon \to 0} \int d^4 x (TT)_\epsilon^{\mu \nu \sigma \rho}(x) f(x). \] (5.8)

This yields
\[ (TT)[^{00,0i}](x) = \frac{i \pi x_i}{32 r^7} \left( \delta'(t+r) - \delta'(t-r) \right) - \frac{i \pi x_i}{32 r^6} \left( \delta''(t+r) + \delta''(t-r) \right) + \frac{i \pi x_i}{64 r^5} \left( \delta^{(3)}(t+r) - \delta^{(3)}(t-r) \right) + \frac{i \pi x_i}{960 r^3} \left( \delta^{(5)}(t+r) - \delta^{(5)}(t-r) \right). \] (5.9)

For generic \( x \) we cannot say much more. We will then focus on two physically interesting and simpler kinematics: the equal-time limit and the light sheet limit. In both cases we will analyse the identity and stress-tensor contributions separately, and find that the identity contribution is divergent in both cases.

### 5.1 Equal-time commutators

As discussed in section 2.2, equal-time commutators of stress-tensors are partially fixed by Poincaré symmetry. For commutators \( [T^{\mu \nu}(x^0, \vec{x}), T^{\alpha \beta}(x^0, 0)] \) involving at least one time component, conservation laws fix the stress-tensor contribution up to total derivatives. The identity contribution is not fixed, and is expected to be divergent on dimensional grounds and by the spectral decomposition in QFT [3]. Nevertheless, causality tells us generic commutators are supported on and inside the lightcone, which shrinks to a point in the equal-time limit. We thus expect equal-time commutators to be given by spatial delta functions and derivatives thereof. Using our method discussed above we perform the explicit computation and verify this.
5.1.1 Identity contribution

The $t \to 0$ limit of (5.5) places the two stress-tensors on a time slice, and our starting point for the equal-time commutator is

$$
(\mathbf{T}T)^{\mu\nu\sigma\rho}(\vec{x}) \equiv \langle \mathbf{T}\mathbf{T}\rangle^{\mu
u\sigma\rho}(-i\epsilon, \vec{x}) - \langle \mathbf{T}\mathbf{T}\rangle^{\mu
u\sigma\rho}(i\epsilon, \vec{x}) ,
$$

(5.10)

The updated argument of the tensor $(\mathbf{T}T)^{\mu\nu\sigma\rho}$ reflects the fact that we are computing an equal-time commutator, which is a distribution in the three-dimensional vector $\vec{x}$. We obtain the commutator as

$$
\langle \mathbf{T}\mathbf{T}\rangle^{[\mu\nu,\sigma\rho]}(\vec{x}) = \lim_{\epsilon \to 0} \langle \mathbf{T}\mathbf{T}\rangle^{\mu\nu\sigma\rho}(\vec{x}) .
$$

(5.11)

In generic QFT, the spectral decomposition implies the identity contribution to stress-tensor commutators is non-zero only if an odd number of time components are involved [3]. The same conclusion is reached in CFT observing that the two-point function (5.2) is odd in time for the same class of commutators. This implies that only $(\mathbf{T}T)^{[00,0i]}(\vec{x})$ and $(\mathbf{T}T)^{[0i,jk]}(\vec{x})$ are non-zero. We compute these in turn.

$\langle [\mathbf{T}^{00}(\mathbf{0}, \vec{x}), \mathbf{T}^{0i}(\mathbf{0})] \rangle$. Starting from (5.7) and using our prescription, the commutator is given by the distributional equation

$$
\langle \mathbf{T}\mathbf{T}\rangle^{[00,0i]}(\vec{x}) = \lim_{\epsilon \to 0} \left[ -\frac{4ix_i\epsilon}{(\epsilon^2 + x_1^2 + x_2^2 + x_3^2)^3} + \frac{8ix_i\epsilon^3}{(\epsilon^2 + x_1^2 + x_2^2 + x_3^2)^6} \right] .
$$

(5.12)

By dimensional analysis this can only be a combination of $\lim_{\epsilon \to 0} \frac{1}{x^2}\partial_i \Delta \delta(\vec{x})$ and $\partial_i \Delta^2 \delta(\vec{x})$. Integrating against suitable test functions we determine

$$
\langle \mathbf{T}\mathbf{T}\rangle^{[00,0i]}(\vec{x}) = \frac{i\pi^2}{480} \partial_i \Delta^2 \delta(\vec{x}) + \lim_{\epsilon \to 0} \left[ \frac{i\pi^2}{240\epsilon^2} \partial_i \Delta \delta(\vec{x}) \right] .
$$

(5.13)

where $\Delta = \partial_i \partial^i$ denotes the three-dimensional Laplacian.

$\langle [\mathbf{T}^{0i}(\mathbf{0}, \vec{x}), \mathbf{T}^{jk}(\mathbf{0})] \rangle$. We extract from the two-point function

$$
\langle \mathbf{T}\mathbf{T}\rangle^{[0i,jk]}(\vec{x}) = \lim_{\epsilon \to 0} \left[ -\frac{8ix_i x_j x_k \epsilon}{(\epsilon^2 + x_1^2 + x_2^2 + x_3^2)^6} \right] .
$$

(5.14)

This is a combination of $\lim_{\epsilon \to 0} \frac{1}{x^2} \partial_i \partial_j \partial_k \delta(\vec{x})$ and $\partial_i \partial_j \partial_k \Delta \delta(\vec{x})$. Integrating against suitable test functions we determine

$$
\langle \mathbf{T}\mathbf{T}\rangle^{[0i,jk]}(\vec{x}) = \frac{i\pi^2}{480} \partial_i \partial_j \partial_k \Delta \delta(\vec{x}) + \lim_{\epsilon \to 0} \left[ \frac{i\pi^2}{240\epsilon^2} \partial_i \partial_j \partial_k \delta(\vec{x}) \right] .
$$

(5.15)

The results (5.13) and (5.15) are to be contrasted with equations (25) and (26) in [40], where a distributional analysis [9] of vacuum expectation values of equal-time stress-tensor commutators in a generic QFT is performed using the spectral decomposition. The structure of the finite and UV divergent pieces match; this is expected due to locality, nevertheless highlights the role of the Euclidean time displacement $\epsilon$ as a UV regulator in equal-time commutators.
5.1.2 Stress-tensor contribution

The stress-tensor contribution to the commutator is more complicated. The strategy that we will use is the following: compute the two-point function of the commutator of two stress-tensors with a third stress-tensor as

\[ \langle [T_{\mu\nu}(0, \vec{x}), T_{\sigma\rho}(0)] T^{\alpha\beta}(w) \rangle. \] (5.16)

where \( w \) is an arbitrary spacetime point. We obtain this expression from the stress-tensor three-point function. Viewed as a distribution in \( \vec{x} \), (5.16) is best understood by integrating it against a test function

\[ \int d^3x f(\vec{x}) \langle [T_{\mu\nu}(0, \vec{x}), T_{\sigma\rho}(0)] T^{\alpha\beta}(w) \rangle. \] (5.17)

In principle, from this integral we can extract the stress-tensor contribution as a distribution in \( \vec{x} \) by matching this with its two-point function with \( T^{\alpha\beta}(w) \).

In practice, the integral (5.17) for arbitrary \( f(\vec{x}) \) is too complicated to perform. Therefore we resort to choosing the simplest test function \( f(\vec{x}) = 1 \). This gives a manageable integral at the expense of all the information about total derivative contributions to \( [T_{\mu\nu}(0, \vec{x}), T_{\sigma\rho}(0)] \). If desired these terms can be systematically computed setting \( f(\vec{x}) \) to polynomials in components of \( \vec{x} \).

We continue with the computation. Our starting point is the Wightman function

\[ (TTT)^{\mu\nu\sigma\rho\alpha\beta}(x; w) \equiv \langle T^{\mu\nu}(x) T^{\sigma\rho}(0) T^{\alpha\beta}(w) \rangle, \] (5.18)

and we denote the integrated commutator as

\[ (TTT)^{\mu\nu\sigma\rho\alpha\beta}_{\text{int.}}(w) \equiv \int d^3x \langle [T_{\mu\nu}(0, \vec{x}), T_{\sigma\rho}(0)] T^{\alpha\beta}(w) \rangle, \] (5.19)

where the subscript “int.” is there to remind us this is the integrated commutator.

The stress-tensor three-point function is fixed by conformal symmetry (up to three numbers) and is given as

\[ (TTT)^{\mu\nu\sigma\rho\alpha\beta}(x; w) = \frac{1}{x^4 (x - w)^4} \mathcal{I}_{\mu\nu}(x) \mathcal{I}_{\sigma\rho}(w) \mathcal{I}_{\alpha\beta}(X_{wx}). \] (5.20)

We refer the reader to [45] for the definitions of the tensors appearing in (5.20). The (integrated) commutator is then obtained by taking the \( \epsilon \to 0 \) limit of

\[ (TTT)^{\mu\nu\sigma\rho\alpha\beta}(\vec{x}; w) \equiv \langle TTT^{\mu\nu\sigma\rho\alpha\beta}(-i\epsilon, \vec{x}; w) \rangle - \langle TTT^{\mu\nu\sigma\rho\alpha\beta}(i\epsilon, \vec{x}; w) \rangle, \] (5.21)

as

\[ (TTT)^{\mu\nu\sigma\rho\alpha\beta}_{\text{int.}}(w) = \lim_{\epsilon \to 0} \int d^3x \langle \langle TTT \rangle_{\epsilon}^{\mu\nu\sigma\rho\alpha\beta}(\vec{x}; w) \rangle. \] (5.22)

This is of course not a proper test function. However, the fact that we are actually computing the two-point function of the distribution in question with \( T^{\alpha\beta}(w) \) makes the integral finite.
prove useful in computing light sheet commutators, to which we now turn. This is a consequence of Poincaré symmetry,

This expression is finite for integer \( m > 1 \), \( m > \frac{3}{2} + \frac{n}{2} \). We analytically continue the integral in \( m \) and define its \( m \to 1 \) limit as\(^7\)

\[
\int d^3x \frac{\epsilon(x_2)^n}{r^2 + \epsilon^2} = -\frac{\pi^2}{n+1} ((-1)^n + 1) \epsilon^{n+2} \sec \left( \frac{n\pi}{2} \right) .
\] (5.26)

This expression is finite for integer \( n \geq 0 \) and vanishes in the \( \epsilon \to 0 \) limit. This implies

\[
\lim_{\epsilon \to 0} \frac{(TTT)_{\epsilon,1}^{000000}(\vec{x}; w)}{(r^2 + \epsilon^2)} = 0 ,
\] (5.27)

as a distribution in \( \vec{x} \). The rest of the terms combine to give

\[
(TTT)_{\text{int.}}^{00,00,00}(w) = 2iC_T \frac{[3(w^0)^5 + 14(w^0)^3(w_2)^2 + 7w^0(w_2)^2] - (-w^0)^2 + (w_2)^2)}{(-w^0)^2 + (w_2)^2} .
\] (5.28)

This matches with \(-i\partial_k (T^{0k}(0,x_1,x_2,x_3)T^{00}(w^0,0,w_2,0)|_{x_1=x_2=x_3=0} \). As we discussed, this is a consequence of Poincaré symmetry,\(^8\) however the techniques we developed will prove useful in computing light sheet commutators, to which we now turn.

\(^7\)The integral of interest can equivalently be obtained by differentiating (5.26) with respect to \( \epsilon \).

\(^8\)To further illustrate the method and gain confidence in it in appendix G we compute the stress tensor contribution to \([T^{0\mu}(\vec{x}), T^{\mu0}(0)]\) up to total derivatives.
5.2 Light sheet commutators

We continue with the computation of stress-tensor commutators in the light sheet limit
\[
\lim_{v \to 0} [T^{\mu\nu}(u, v, x_\perp), T^{\alpha\beta}(0)].
\]
As discussed in section 2.1, only the identity operator and the stress-tensor contribute to commutators of local operators on a common light sheet, which is composed of lightlike and spacelike separated points. We extract these from the stress-tensor two-point function \(\langle [T, T] \rangle\) and three-point function \(\langle [T, T]T \rangle\) as in the equal-time case. We switch to lightcone coordinates where the commutator is computed from
\[
[O_i(u, v, x_\perp), O_j(0)] = \lim_{v \to 0} [O_i(u-i\epsilon, v-i\epsilon, x_\perp)O_j(0) - O_i(u+i\epsilon, v+i\epsilon, x_\perp)O_j(0)]. \tag{5.29}
\]

5.2.1 Identity contribution

In this subsection, we compute the identity contribution to light sheet commutators. As in the previous section this is extracted from the stress-tensor two-point function, now in lightcone coordinates \((u, v, x_\perp)\). For example we have
\[
\frac{\langle T^{\nu\nu}(u, v, x_\perp)T^{\nu\nu}(0) \rangle}{C_T} = \frac{4v^4}{x^{12}}, \tag{5.30}
\]
where \(x^2 = -uv + x_\perp^2\).

To compute the commutator, we integrate it against an arbitrary test function as
\[
\int du \frac{\langle [T^{\nu\nu}(u, v, x_\perp), T^{\nu\nu}(0)] \rangle}{C_T} f(u) \equiv \lim_{\epsilon \to 0} \int du \left( \frac{4(v-i\epsilon)^4}{(x_\perp^2 - (u-i\epsilon)(v-i\epsilon))^6} - \frac{4(v+i\epsilon)^4}{(x_\perp^2 - (u+i\epsilon)(v+i\epsilon))^6} \right) f(u), \tag{5.31}
\]
which gives
\[
\frac{\langle [T^{\nu\nu}(u, v, x_\perp), T^{\nu\nu}(0)] \rangle}{C_T} = -\frac{i\pi}{15v^2}\delta^{(5)} \left( u - \frac{x_\perp^2}{v} \right). \tag{5.32}
\]
Note that the delta function appearing in (5.32) is well-behaved as a distribution in \(u\) provided \(v \neq 0\). If \(v = 0\), a separate analysis is required, starting from the \(\epsilon \neq 0\) expression.\(^9\)

Similarly\(^10\)
\[
\frac{\langle [T^{A\nu}(u, v, x_\perp), T^{B\nu}(0)] \rangle}{C_T} = \frac{i\pi x_A x_B}{15v^4}\delta^{(5)} \left( u - \frac{x_\perp^2}{v} \right), \tag{5.33}
\]
\[
\frac{\langle [T^{A\nu}(u, v, x_\perp), T^{A\nu}(0)] \rangle}{C_T} = \frac{i\pi}{12v^3}\delta^{(4)} \left( u - \frac{x_\perp^2}{v} \right) - \frac{i\pi (x_A)^2}{15v^4}\delta^{(5)} \left( u - \frac{x_\perp^2}{v} \right). \tag{5.34}
\]
So far we have not enforced the light sheet limit \(v \to 0\). However, as in the equal-time case, we see the expressions we have diverge in this limit.

In section 6, we will integrate (5.32), (5.33) and (5.34) to compute commutators of light-ray operators built from components of the stress-tensor with various weight factors \(\int_{-\infty}^{\infty} du f(u) T_{\mu\nu}\) placed on a common light sheet. In the examples below, depending on \(f(u)\), the identity contribution to commutators of these light-ray operators will turn out to be either divergent or zero.

\(^9\)We outline this analysis in the context of the stress tensor-contribution in the next subsection.

\(^10\)There is no sum over \(A\) in the following equation.
5.2.2 Stress-tensor contribution

In the OPE expansion (5.1), it is clear for \( d = 4 \) that the stress-tensor contributions always come with singularities of the form \( x^{-2k} \) where \( k \) is an integer. As discussed around equation (2.4) this implies their contribution to the commutator is supported on the lightcone, and take the general form

\[
[T^\mu{}^\nu(u,v,x_\perp),T^{\alpha\beta}(u',v',x'_\perp)] = \sum_i f_i^{\mu\nu\alpha\beta\sigma\rho}(\partial', x - x')T_{\sigma\rho}(x')\delta\left((x_\perp - x'_\perp)^2 - (u - u')(v - v')\right) + \ldots, \tag{5.35}
\]

where \( f_i^{\mu\nu\alpha\beta\sigma\rho}(\partial', x - x') \) are some differential operators constructed from tensor products of the vectors \( \frac{\partial}{\partial x^\mu} \) and \( (x - x')^\mu \). The ellipsis denotes the contribution from other operators and we omitted the identity contribution. We are interested in the light sheet limit \( v \rightarrow v' \) of this expression. The proper procedure for this is to introduce the \( i\epsilon \) prescription for commutators and set \( v = v' \) from the outset. Integrating the delta function displayed in (5.35) against a test function \( f(u', x'_\perp) \), the result has support at \( u' \rightarrow u, x'_\perp \rightarrow x_\perp \) in the \( \epsilon \rightarrow 0 \) limit. This leads to the following structure

\[
\lim_{v \rightarrow v'}[T^\mu{}^\nu(u,v,x_\perp),T^{\alpha\beta}(u',v',x'_\perp)] = \sum_i h_i^{\mu\nu\alpha\beta\sigma\rho}(\partial', x - x')T_{\sigma\rho}(x')\delta(u - u')\delta(x_\perp - x'_\perp), \tag{5.36}
\]

where now the restricted differential operators \( h_i^{\mu\nu\alpha\beta\sigma\rho}(\partial', x - x') \) act on \( (u', x'_\perp) \). The OPE is an expansion in twist in the lightcone limit and the left hand side of (5.36) has support only on the lightcone. This implies operators with minimum twist contribute on the right hand side. In the absence of scalar conformal primaries with dimension \( 1 \leq \Delta \leq 2 \), the identity operator and the stress tensor are the only operators with minimal twist in an interacting CFT, which is why we dropped all the other operators. When these light scalars are present they will contribute to the lightsheet commutator. In appendix C we discuss the situation in \( \mathcal{N} = 1 \) superconformal theories and show that these light scalars do not contribute to the commutator when there is no flavor symmetry. In the rest of this section we focus on the contribution of the stress tensor.

As in the equal-time case our method is to compute\(^{11}\)

\[
(TTT)^{[\mu\nu,\sigma\rho][\alpha\beta]}(w) = \int d^2x_\perp du \langle [T^\mu{}^\nu(u,0,x_\perp),T^{\sigma\rho}(0)]T^{\alpha\beta}(w) \rangle. \tag{5.37}
\]

We start from the analytically continued three-point function (5.20), in lightcone coordinates,

\[
(TTT)^{\mu\nu\rho\alpha\beta}(u,x_\perp;w) \equiv (TTT)^{\mu\nu\rho\alpha\beta}(u - i\epsilon, -i\epsilon,x_\perp;w) - (TTT)^{\mu\nu\rho\alpha\beta}(u + i\epsilon,i\epsilon,x_\perp;w). \tag{5.38}
\]

\(^{11}\)To avoid a proliferation of definitions we use the same tensor to denote the integrated light sheet commutator and the integrated equal-time commutator (5.19). We hope the reader does not get confused by this.
The operators are ordered by imposing $\text{Im}(w^0) > \epsilon > 0$. We then compute (5.37) as
\[
(TTT)_{\text{int.}}^{\nu\nu\nu}(u, x_\perp; w) = \lim_{\epsilon \to 0} \int d^2 x_\perp du \ (TTT)^{\mu\nu\rho\alpha\beta}(u, x_\perp; w) .
\] (5.39)

We now present explicit examples.

$[T^{\nu}(u, 0, x_\perp), T^{\nu}(0)]_T$. We start with the computation of $[T^{\nu}(u, 0, x_\perp), T^{\nu}(0)]_T$, where the subscript $T$ refers to the stress-tensor contribution. To simplify the integrals, we set $w = (w^u, w^v, 0)$. We perform the $u$ integral by residues and the $x_\perp$ integrals along the real lines. As before we expand
\[
(TTT)^{\nu\nu\nu}(u, x_\perp; w) = \sum_{n=1}^5 (TTT)^{\nu\nu\nu}_{\epsilon, n}(u, x_\perp; w) + O((x_\perp^2 + i\epsilon(u - i\epsilon))^0) .
\] (5.40)

The sum runs over terms that give rise to non-zero distributions in $(u, x_\perp)$ in the $\epsilon \to 0$ limit. Performing the computation, we find
\[
(TTT)^{\nu\nu\nu\nu}_{\text{int.}}(w) = -CT_T \frac{96i}{(w^u)^2(w^v)^2} .
\] (5.41)

This is equal to
\[
(TTT)^{\nu\nu\nu\nu}_{\text{int.}}(w) = -4i\partial_u(T^{\nu}(u, 0, x_2, x_3)T^{\nu}(w^u, w^v, 0, 0))|_{u=x_2=x_3=0} ,
\] (5.42)

which implies
\[
[T^{\nu}(u, 0, x_\perp), T^{\nu}(u', 0, x'_\perp)]_T = 4i \left( T^{\nu}(u, 0, x_\perp) + T^{\nu}(u', 0, x'_\perp) \right) \partial_u \delta(u - u') \delta(x_\perp - x'_\perp) + \text{td} .
\] (5.43)

where $\text{td}$ denotes total derivative terms. Lowering the $v$ indices, we can rewrite (5.43) in terms of $T_{uu}$. It then looks exactly like the two-dimensional expression (4.4) up to the terms that are total derivatives
\[
[T_{uu}(u, 0, x_\perp), T_{uu}(u', 0, x'_\perp)]_T = i \left( T_{uu}(u, 0, x_\perp) + T_{uu}(u', 0, x'_\perp) \right) \partial_u \delta(u - u') \delta(x_\perp - x'_\perp) + \text{td} .
\] (5.44)

Let us illustrate how the total derivative terms enter the commutator. The stress-tensor three-point function is linear in the three central charges, $a, b$ and $c$. In particular, we can trade $b$ for $CT_T$ by writing [45]
\[
b = \frac{1}{2} \left( 14a - 5c - \frac{3CT_T}{\pi^2} \right) .
\] (5.45)

With this, we decompose $(TTT)^{\nu\nu\nu}_\epsilon(C_T, a, c)$ as a term linear in $C_T$ and a term linear in $a$ and $c$, but that contains no $C_T$, as,\footnote{Just for the following equation we suppress the arguments $(u, x_\perp)$. The superscripts to the left of the tensors denote the power of $C_T$.}
\[
(TTT)^{\nu\nu\nu}_\epsilon(C_T, a, c) = (TTT)^{\nu\nu\nu}_\epsilon(C_T) + (TTT)^{\nu\nu\nu}_\epsilon(0)(TTT)^{\nu\nu\nu}_\epsilon(a, c) .
\] (5.46)
The term linear in $C_T$ gives the result (5.41), while $^0(TTT)^{\nu\nu\nuv}(u, c)$ gives the total derivative terms, that is,

$$\int dud^2x_\perp^0(TTT)^{\nu\nu\nuv}(u, x_\perp; w) = 0. \quad (5.47)$$

To show $^0(TTT)^{\nu\nu\nuv}(a, c)$ is non-zero as a distribution in $(u, x_\perp)$ we compute its second moment in $u$

$$\lim_{\epsilon \to 0} \int du u^2 \int d^2x_\perp^0(TTT)^{\nu\nu\nuv}(u, x_\perp; w) = -\frac{3\pi^3(9969773439a - 3304074649c)}{2097152(w^u)^5(w^v)^2}, \quad (5.48)$$

while its first moment vanishes

$$\int du \int d^2x_\perp^0(TTT)^{\nu\nu\nuv}(u, x_\perp; w) = 0. \quad (5.49)$$

This will turn out to be important in computing the action of $K(v, x_\perp) = \int_{-\infty}^{\infty} du uT_{uu}(u, 0, x_\perp)$ on various light integrals of the stress-tensor in section 6.

We delegate the computation of $[T^vA, T^{vv}]$ and $[T^vA, T^vB]$ to appendix B and here we quote the results

$$[T_{uA}(u, 0, x_\perp), T_{uu}(u', 0, x'_\perp)]|_{T} = iT_{uu}(u, 0, x_\perp)\delta(u-u')\delta(x_\perp-x'_\perp) + td, \quad (5.50)$$

$$[T_{uA}(u, 0, x_\perp), T_{uB}(u', 0, x'_\perp)]|_{T} = i\left(T_{uB}(u, 0, x_\perp)\partial_A - T_{uA}(u', 0, x'_\perp)\partial_B\right)\delta(x_\perp-x'_\perp)\delta(u-u') + td. \quad (5.51)$$

6 BMS and Virasoro algebras in CFT$_4$

In this section we compute integrals of stress-tensor commutators on a common light sheet that we derived in the previous section for CFT$_4$. First we derive the BMS algebra of [10] for generic interacting CFTs. We then define the four-dimensional analogues of the Virasoro generators (4.14). We further discuss their three-point functions with scalar operators and the difficulties involved in computing their commutators.

6.1 BMS

Following [10], we define the following light-ray operators built from components of the stress-tensor

$$E(v, x_\perp) = \int_{-\infty}^{\infty} du T_{uu}(u, v, x_\perp), \quad (6.1)$$

$$K(v, x_\perp) = \int_{-\infty}^{\infty} du u T_{uu}(u, v, x_\perp), \quad (6.2)$$

$$N_A(v, x_\perp) = \int_{-\infty}^{\infty} du T_{uA}(u, v, x_\perp). \quad (6.3)$$

We compute the algebra they satisfy on the light sheet $v = 0$ by computing integrals of the local stress-tensor commutators that we computed in section 5. When they are placed on the same light sheet at $v = 0$, we drop the first argument and denote, for example, $E(v = 0, x_\perp) \equiv E(x_\perp)$.

As discussed in the Introduction only the identity and the stress-tensor contribute to commutators in the light sheet limit, which is the regime we discuss in the following. We start by deriving the contribution of the identity operator.
6.1.1 Identity contribution

We start with $[\mathcal{K}, \mathcal{E}]$. Using (5.32), we obtain
\[
[\mathcal{K}(v, x_{\perp}), \mathcal{E}(0)]_{id} = -\frac{i\pi C_{T}}{15\nu^{2}} \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' \delta^{(5)}\left(u - u' - \frac{x_{\perp}^{2}}{v}\right) = 0. \quad (6.4)
\]
In fact, the commutators (5.32), (5.33), (5.34) all involve at least fourth derivatives of the delta function. This implies the identity contribution to commutators of $\mathcal{E}, \mathcal{K}, \mathcal{N}_{A}$ among themselves vanishes. We now discuss the stress-tensor contribution to these commutators.

6.1.2 Stress-tensor contribution

For the commutators among $\mathcal{E}$ and $\mathcal{K}$ we need (5.44) which we remind here for convenience
\[
[T_{uu}(u, 0, x_{\perp}), T_{uu}(u', 0, x'_{\perp})]_{T} = i(T_{uu}(u, 0, x_{\perp}) + T_{uu}(u', 0, x'_{\perp})) \partial_{u} \delta(u - u') \delta(x_{\perp} - x'_{\perp}). \quad (6.5)
\]
We dropped total derivatives since they vanish upon integration. To justify this for commutators involving $\mathcal{K}$ below it is important that the total derivative contributions have first $u$-moment zero, which is what we showed in equation (5.49). The absence of derivatives on the transverse delta functions implies that we can freely exchange $x_{\perp}$ with $x'_{\perp}$.

We start with the commutator of two ANEC operators.

$[\mathcal{E}(x_{\perp}), \mathcal{E}(x'_{\perp})]$. To compute the commutator of two ANEC operators, we plug in
\[
[\mathcal{E}(x_{\perp}), \mathcal{E}(x'_{\perp})] = i\delta(x_{\perp} - x'_{\perp}) \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' (T_{uu}(u, 0, x_{\perp}) + T_{uu}(u', 0, x'_{\perp})) \partial_{u} \delta(u - u')
\]
\[
\quad = 0, \quad (6.6)
\]
where for the first term we performed the $u'$ integral first using $\partial_{u} \delta(u - u') = -\partial_{u'} \delta(u - u')$ and in the second term we first performed the $u$ integral. We thus showed that our method reproduces the fact that ANEC operators on a common light sheet commute, which was proven in [20]. Let us move to a case where the commutator is non-vanishing.

$[\mathcal{K}(x_{\perp}), \mathcal{E}(x'_{\perp})]$. We want to compute
\[
[\mathcal{K}(x_{\perp}), \mathcal{E}(x'_{\perp})] = i\delta(x_{\perp} - x'_{\perp}) \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' (T_{uu}(u, 0, x_{\perp}) + T_{uu}(u', 0, x'_{\perp})) \partial_{u} \delta(u - u')
\]
\[
\quad \equiv i\delta(x_{\perp} - x'_{\perp}) C_{\mathcal{K}\mathcal{E}}(x'_{\perp}). \quad (6.7)
\]
The first term contributes to $C_{\mathcal{K}\mathcal{E}}(x'_{\perp})$ as
\[
- \int_{-\infty}^{\infty} du' T_{uu}(u', 0, x_{\perp}) - \int_{-\infty}^{\infty} du' u' \partial_{u} T_{uu}(u', 0, x_{\perp}), \quad (6.8)
\]
while the second contributes as
\[
- \int_{-\infty}^{\infty} du u \int_{-\infty}^{\infty} du' T_{uu}(u', 0, x'_{\perp}) \partial_{u} \delta(u - u') = \int_{-\infty}^{\infty} du u \partial_{u} T_{uu}(u, 0, x'_{\perp}). \quad (6.9)
\]
Adding the two, we get,
\[
[\mathcal{K}(x_{\perp}), \mathcal{E}(x'_{\perp})] = -i\delta(x_{\perp} - x'_{\perp}) \mathcal{E}(x'_{\perp}). \quad (6.10)
\]
This commutator was derived in [10, 22, 25].
\[ [N_A(x_\perp), \mathcal{E}(x'_\perp)] \]. For the commutator \([N_A(x_\perp), \mathcal{E}(x'_\perp)]\) we need (5.50), which we remind here for convenience

\[
[T_{uA}(u,0,x_\perp), T_{uu}(u',0,x'_\perp)]_{T} = iT_{uu}(u,0,x_\perp)\delta(u-u')\partial A\delta(x_\perp - x'_\perp). \tag{6.11}
\]

To drop the total derivative terms which could in principle contribute to commutators involving \(\mathcal{K}(x_\perp)\) we used (B.5). The commutator is then given as

\[
[N_A(x_\perp), \mathcal{E}(x'_\perp)] = i \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' T_{uu}(u,0,x_\perp)\delta(u-u')\partial A\delta(x_\perp - x'_\perp) = -i\mathcal{E}(x_\perp)\partial A\delta(x_\perp - x'_\perp), \tag{6.12}
\]

where \(\partial A\) denotes a derivative acting on \(x'_\perp\). We can express this result at \(x'_\perp\) by adding \(i\partial A\delta(x_\perp - x'_\perp)(\mathcal{E}(x_\perp) - \mathcal{E}(x'_\perp)) = 0\), which yields,

\[
[N_A(x_\perp), \mathcal{E}(x'_\perp)] = -i\delta(x_\perp - x'_\perp)\partial A\mathcal{E}(x'_\perp) + i\mathcal{E}(x'_\perp)\partial A\delta(x_\perp - x'_\perp). \tag{6.13}
\]

We delegate the computation of the rest of the commutators to appendix D. The result is

\[
[\mathcal{E}(x_\perp), \mathcal{E}(x'_\perp)] = 0, \\
[\mathcal{K}(x_\perp), \mathcal{K}(x'_\perp)] = 0, \\
[\mathcal{K}(x_\perp), \mathcal{E}(x'_\perp)] = -i\delta(x_\perp - x'_\perp)\mathcal{E}(x'_\perp), \\
[N_A(x_\perp), \mathcal{E}(x'_\perp)] = -i\delta(x_\perp - x'_\perp)\partial A\mathcal{E}(x'_\perp) + i\mathcal{E}(x'_\perp)\partial A\delta(x_\perp - x'_\perp), \\
[N_A(x_\perp), \mathcal{K}(x'_\perp)] = -i\delta(x_\perp - x'_\perp)\partial A\mathcal{K}(x'_\perp) + i\mathcal{K}(x'_\perp)\partial A\delta(x_\perp - x'_\perp), \\
[N_A(x_\perp), \mathcal{N}_B(x'_\perp)] = -i\delta(x_\perp - x'_\perp)\partial A\mathcal{N}_B(x'_\perp) + i\mathcal{N}_B(x'_\perp)\partial A\delta(x_\perp - x'_\perp) + iN_A(x'_\perp)\partial B\delta(x_\perp - x'_\perp),
\]

as argued in [10].

### 6.2 An infinite set of generalizations of the ANEC operator

In CFT\(_2\) we have seen how an infinite set of light-ray operators built from the stress-tensor (4.14) act on scalar fields and satisfy the Virasoro algebra. Inspired by this we define their \(d = 4\) generalization. The first property different from the \(d = 2\) case is the dependence of the stress tensor \(T_{uu}\) on all coordinates \((u,v,x_\perp)\). This implies, just like the BMS generators discussed above, the 4d “Virasoro”s will depend of \((v, x_\perp)\), after integrating them over the light ray \((v = \text{constant}, x_\perp = \text{constant})\). The most general candidate is then \(\int du f(u)T_{uu}(u,v,x_\perp)\) where \(f(u) \sim u^4\) for large \(u\); this property is required for these operators to have well defined matrix elements. Just as in the \(d = 2\) case demanding these annihilate the right or left vacuum in Wightman three point functions with two scalar primaries and Wightman two point functions with the arbitrary components of the stress tensor we arrive at the following definition

\[
L_n^{\text{gen}}(v, x_\perp) = R^{1-\alpha-\beta-\gamma} \int_{-\infty}^{\infty} du (iR + u)^{-\alpha}(iR - u)^{\alpha}(s - u)^{\gamma}T_{uu}(u,v,x_\perp). \tag{6.14}
\]
where \( R, s \in \mathbb{R}_{>0} \). These operators have mass dimension 2, and have finite correlators for \( \alpha + \beta + \gamma = 4 \). We further demand \( \mathcal{C}_n^\xi = \mathcal{C}_n^\xi \) and this sets \( \alpha = \beta \). As we will show shortly, insisting these operators are closed under a collinear subalgebra of the conformal algebra that leaves invariant the light ray \((v, x_\perp)\) singles out

\[
\mathcal{L}_n(v, x_\perp) \equiv R^{-3} \int_{-\infty}^{\infty} du (iR + u)^{-n+2} (iR - u)^n T_{uu}(u, v, x_\perp). \tag{6.15}
\]

where \( R \in \mathbb{R}_{>0} \). To reiterate, these operators have mass dimension 2 and satisfy \( \mathcal{L}_n^\dagger = \mathcal{L}_{-n} \).

### 6.2.1 Collinear subalgebra

We first discuss the action of the collinear subalgebra of the conformal algebra on these operators following [25, 42]. The collinear subalgebra is defined as the subalgebra of the full conformal algebra that leaves the light-ray \( v = 0, x_\perp = 0 \) invariant, and is generated by

\[
J_{-1} \equiv iP_u, \quad J_0 = \frac{i}{2} (D - M_{uv}) \quad \text{,} \quad J_1 = -iK_v, \tag{6.16}
\]

and

\[
\tilde{J}_0 = \frac{i}{2} (D - M_{uv}). \tag{6.17}
\]

which commutes with \( J_{-1}, J_0, J_1 \). These generators satisfy an \( SL(2, \mathbb{R}) \) algebra

\[
[J_0, J_{\pm 1}] = \mp J_{\pm 1}, \quad [J_1, J_{-1}] = 2J_0. \tag{6.18}
\]

Their action on the stress-tensor at \( x_\perp = 0 \) is given by

\[
[J_{-1}, T_{uu}(x)] = \partial_u T_{uu}(x), \quad [J_0, T_{uu}(x)] = (3 + u\partial_u) T_{uu}(x), \tag{6.19}
\]

\[
[J_1, T_{uu}(x)] = (6u + u^2\partial_u) T_{uu}(x),
\]

where \( x = (u, v, 0) \). Integrating (6.19) along the light-ray \( v = 0, x_\perp = 0 \), we obtain

\[
[J_{-1}, \mathcal{L}_n] = -\frac{i}{R} \left( n\mathcal{L}_n + \frac{(n-2)}{2} \mathcal{L}_{n+1} + \frac{(n+2)}{2} \mathcal{L}_{n-1} \right), \tag{6.20}
\]

\[
[J_0, \mathcal{L}_n] = \frac{(2-n)}{2} \mathcal{L}_{n+1} + \frac{(n+2)}{2} \mathcal{L}_{n-1}, \tag{6.21}
\]

\[
[J_1, \mathcal{L}_n] = iR \left( -n\mathcal{L}_n + \frac{(n-2)}{2} \mathcal{L}_{n+1} + \frac{(n+2)}{2} \mathcal{L}_{n-1} \right). \tag{6.22}
\]

We see that the set (6.15) is closed under the action of the collinear subalgebra.

There exists a specific subset of the whole family of operators defined in (6.15) that is also closed under the action of the collinear algebra, and they are given by

\[
G \equiv \{ \mathcal{L}_{-2}, \mathcal{L}_{-1}, \mathcal{L}_0, \mathcal{L}_1, \mathcal{L}_2 \}. \tag{6.23}
\]

---

13\( D, M_{\mu\nu}, K_\alpha \) denote respectively dilations, Lorentz tranformations, and special conformal transformations.
Here $G$ stands for global in analogy with the two-dimensional case. To see this we note that generators in $G$ are a linear combination of

$$\hat{L}_k \equiv \int du u^{k+2} T_{uu}, \quad k = -2, -1, 0, 1, 2.$$  \hfill (6.24)

The ANEC operator $\mathcal{E}$ corresponds to $k = -2$ in the notation of (6.24) and is given as a linear combination

$$\mathcal{E} = \frac{3}{8R} \mathcal{L}_0 + \frac{1}{4R} (\mathcal{L}_1 + \mathcal{L}_{-1}) + \frac{1}{16R} (\mathcal{L}_2 + \mathcal{L}_{-2}).$$  \hfill (6.25)

It is annihilated by $J_{-1}$ and is an eigenoperator of $J_0$ with eigenvalue 2

$$[J_{-1}, \mathcal{E}(v, 0)] = 0, \quad [J_0, \mathcal{E}(v, 0)] = 2\mathcal{E}(v, 0).$$  \hfill (6.26)

Acting on these five operators with $J_1$ we get\(^\text{14}\)

$$[J_1, \mathcal{E}] \sim \tilde{\mathcal{L}}_{-1}, \quad [J_1, \tilde{\mathcal{L}}_{-1}] \sim \tilde{\mathcal{L}}_0, \quad [J_1, \tilde{\mathcal{L}}_0] \sim \tilde{\mathcal{L}}_1, \quad [J_1, \tilde{\mathcal{L}}_1] \sim \tilde{\mathcal{L}}_2, \quad [J_1, \tilde{\mathcal{L}}_2] = 0. \quad (6.27)$$

Thus, the five operators (6.23) in $G$ form a 5-dimensional representation of SL(2, $\mathbb{R}$).

### 6.2.2 Correlators of light-ray operators $\mathcal{L}_n$

We continue with the computation of correlators of (6.15). We start with the three-point function, where the operators are not ordered, that is given as [45]

$$\langle T^\nu(u, 0, 0) \mathcal{O}(u_1, v, x_{1,\perp}) \mathcal{O}(u_2, -v, x_{2,\perp}) \rangle = \frac{C_{TTOO}v^2(u_2 - u_1) + x_{1,\perp}^2 + x_{2,\perp}^2)^2}{x_{12}^{2\Delta - 2}((u - u_1)v + x_{1,\perp}^2)^3((u_2 - u)v + x_{2,\perp}^2)^3},$$  \hfill (6.28)

where $x_{12}^2 = 2(u_2 - u_1)v + (x_{1,\perp} - x_{2,\perp})^2$. We integrate this with various weight factors and as usual the $i\epsilon$ prescription is crucial in enforcing the various orderings $\langle TOO \rangle, \langle OTO \rangle, \langle OOT \rangle$. If we ignore the necessary $i\epsilon$ that are necessary for the appropriate ordering, the (unordered) integral that we need to perform is given by

$$\langle \mathcal{L}_n(0) \mathcal{O}(u_1, v, x_{1,\perp}) \mathcal{O}(u_2, -v, x_{2,\perp}) \rangle = \frac{C_{TTOO}}{x_{12}^{2\Delta - 2}}v^2(u_2 - u_1) + x_{1,\perp}^2 + x_{2,\perp}^2)^2 \int_{-\infty}^{\infty} du \frac{(iR + u)^{-n+2}(iR - u)^{n+2}}{(u - u_1)v + x_{1,\perp}^2)^3((u_2 - u)v + x_{2,\perp}^2)^3}.$$  \hfill (6.29)

We perform this integral with residues. The integrand dies off along the positive and negative imaginary axes so we can close the contour on either side. We analyze the singularity structure of the integrand. The Wightman function has two poles, which are localized at positions

$$u \rightarrow u_1 - \frac{x_{1,\perp}^2}{\nu} \equiv \bar{u}_1, \quad u \rightarrow u_2 + \frac{x_{2,\perp}^2}{\nu} \equiv \bar{u}_2.$$  \hfill (6.30)

\(^{14}\)In the following the light-ray operators are understood to be localized at $x_{\perp} = 0$. 
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Pushing these singularities slightly along the imaginary axes precisely corresponds to enforcing a relative ordering of operators inside the correlator (6.29). Depending on the value of \( n \), more poles are introduced at \( u = i R \) and \( u = -i R \).

The subset corresponding to the global subalgebra \( G \), which are the operators \( \mathcal{L}_n \) with \( n = -2, -1, 0, 1, 2 \) is special. The only poles are those seen in (6.30), and for these special values of \( n \), we obtain

\[
\langle \mathcal{L}_n(0)\mathcal{O}(u_1, v, x_{1,\perp})\mathcal{O}(u_2, -v, x_{2,\perp}) \rangle = \langle \mathcal{O}(u_1, v, x_{1,\perp})\mathcal{O}(u_2, -v, x_{2,\perp})\mathcal{L}_n(0) \rangle = 0 ,
\]

exactly analogous to the two-dimensional case.

For \( n \geq 3 \) the integrand has an additional pole at \( u = -i R \) and for \( n \leq -3 \) it has an additional pole at \( u = i R \). Performing the integrals with the appropriate \( i\epsilon \) prescription yields

\[
\langle \mathcal{O}(u_1, v, x_{1,\perp})\mathcal{O}(u_2, -v, x_{2,\perp})\mathcal{L}_n(0) \rangle = 0 , \quad \text{for } n \geq 3 , \tag{6.32}
\]
\[
\langle \mathcal{L}_n(0)\mathcal{O}(u_1, v, x_{1,\perp})\mathcal{O}(u_2, -v, x_{2,\perp}) \rangle = 0 , \quad \text{for } n \leq -3 . \tag{6.33}
\]

Combined with (6.31) this implies

\[
\mathcal{L}_n \mid 0 \rangle = 0 , \quad n \geq -2 . \tag{6.34}
\]

We present further evidence for this claim by integrating stress-tensor two-point functions in appendix F. Computing arbitrary three-point functions of \( \mathcal{L}_n \) with two scalar primaries for a given \( n \) is a straightforward exercise. The answer is always finite, and we do not have to regularize the operators \( \mathcal{L}_n \).

6.2.3 The algebra \([\mathcal{L}_m, \mathcal{L}_n]\)

In this subsection we make some remarks on the algebra the light-ray operators (6.15) satisfy, when placed on a common light sheet. The central term is computed by integrating (5.32). We define

\[
c_{m,n} = \frac{\langle [\mathcal{L}_m(v, x_{\perp}), \mathcal{L}_n(0)] \rangle}{C_T} , \tag{6.35}
\]

and discuss its general features in appendix E.1. The central term (6.35) turns out to be a function of the combination \( Rv \), \( c_{m,n} = c_{m,n}(Rv, x_{\perp}) \). As we discuss in appendix E.1 it simplifies in the light sheet limit \( Rv \to 0 \) and takes the form

\[
\lim_{Rv \to 0} c_{m,n}(Rv, x_{\perp}) = \frac{2\pi^2}{75} |m| (m^4 - 5m^2 + 4) \delta_{m+n,0} \left( \frac{m\pi}{12} \Delta_{\perp} \delta(x_{\perp}) - \lim_{Rv \to 0} \left[ \frac{2i\pi}{Rv} \delta(x_{\perp}) \right] \right) . \tag{6.36}
\]

where \( \delta(x_{\perp}) = \delta(x_2)\delta(x_3) \) denotes the transverse delta function and \( \Delta_{\perp} = \partial_2^2 + \partial_3^2 \) denotes the transverse Laplacian. As expected, the central contribution to the global subalgebra (6.23) vanishes, and non-vanishing values of the central term are UV divergent.

Non-identity operator contributions to the commutator \([\mathcal{L}_m(v, x_{\perp}), \mathcal{L}_n(0)]\) are more subtle, even in the light sheet limit \( v \to 0 \) where only the stress-tensor contributes. Computation of the stress-tensor contribution follows by integrating the local commutator (5.44),
however, without the knowledge of total derivative terms in the local stress-tensor com-
mutator we cannot compute the stress-tensor contribution to $[\mathcal{L}_m(0, x_\perp), \mathcal{L}_n(0)]$ fully. In
appendix E.2 we perform the computation neglecting total derivative terms and discuss
the connection to a related discussion in [22].

We conclude this section with comments on the divergencies we encounter in our
commutators, namely (6.36). The first term in the brackets contains a delta function,
which is standard in commutators in QFT when the two operators are forced to lie on a
hyperplane such as the equal time limit. The usual prescription to make sense of this is
to smear the operators along the directions forced to a limit by the delta function, namely
transverse directions. The infinity $\lim_{v \to 0} \frac{1}{v}$ in the second term is a bit more subtle. One
way to address this is to keep the two operators slightly displaced along the $v$ direction.
We leave an investigation of the implications of this prescription on possible applications
of the symmetry algebra we uncovered to future work.

7 Discussion and future directions

In this work we discussed commutators of local operators in CFT, focusing primarily on the
stress-tensor. Using a careful distributional analysis of the OPE, we computed commuta-
tors using the $i\epsilon$ prescription and showed that this gives rise to the standard commutators
of free field theory and of the Virasoro algebra in CFT$_2$. In four-dimensional conformal
field theories, we do not have control over the full $TT$ OPE, and therefore cannot compute
commutators in full generality. In two special cases, equal-time and light sheet commu-
tators, certain simplifications occur which allow us to do more explicit computations. In
particular, we are able to derive the equal-time commutators that give rise to the Poincaré
algebra using the known structure of the stress-tensor three-point function.

A major simplification that arises in the light sheet limit is that the OPE becomes
an expansion in twist, which truncates the commutator to the contribution of the identity
operator and the stress-tensor. Integrating these local commutators with relevant weight
factors we were able to derive the BMS algebra proposed in [10]. We then defined light-ray
operators $\int du (iR + u)^{2-n}(iR - u)^{2+n}T_{uu}$ in four-dimensional CFTs, inspired by their 2d
analogues that give rise to the well known Virasoro algebra. In CFT$_4$ we showed these
are closed under an SL(2,$\mathbb{R}$) subalgebra of the conformal algebra that preserves the light-
ray, obey nice Hermiticity relations, and possess a semi-infinite subset that annihilates the
vacuum. We made some initial steps in computing the algebra that these new operators
satisfy. We extracted the central term from the stress-tensor two-point function $\langle [T, T]\rangle$,
and the stress-tensor contribution from the three-point function $\langle [T, T][T]\rangle$, and sketched
what remains to be done in order to perform a more complete analysis.

Rather than using the $TT$ OPE directly, we obtained several results indirectly by
employing the stress-tensor three-point function. It is conceivable that certain aspects of
commutators are more easily extracted by using the conformal $T$ block in the $TT$ OPE
instead. The $T$ block in the $TT$ OPE and the $TTT$ three-point functions contain equivalent
information, and can be connected using e.g. the formalism of shadow operators [46–50].
Unfortunately, we have been unable to use this relation to our advantage. It would be interesting to explore this connection further.

There are several subtleties and issues which merit a further investigation. Light-ray operators of the type that we considered are in general unbounded operators which need not be defined on arbitrary states. It is therefore not obvious that their product or commutator generically make sense [19]. A second and perhaps not unrelated point is that we extracted the commutators using the (analytically) continued OPE. Convergence of the Lorentzian OPE is a subtle issue and it is not a priori clear whether one is actually allowed to use the OPE when computing the commutator inside general correlation functions. In fact there is a disagreement between a holographic computation and the field theory computation of the BMS commutator \([\mathcal{K}, \mathcal{E}]\) [25], which could be a large \(N\) artifact but also a signal that there is an issue with the precise definition of these operators.

If light-ray operators are strictly speaking ill-defined, one could try to modify their definition to make them well-defined, but it is not clear what such a modification could be. One suggestion is to add an explicit regulator [25] so that the large \(u\) behavior is improved, and which has the effect that one can generically close contours in the \(u\)-plane as long as the \(u\)-behavior is analytic and there are no branch cuts. Alternatively, one could think more seriously about the conformal embedding of Minkowski space in the Lorentzian cylinder and only consider states on Minkowski spacetime which admit a proper extension to the full cylinder. Given the discreteness of the spectrum of the theory on the cylinder this might also alleviate some of the problematic features of the theory on the Minkowski plane. It would be interesting to investigate this in more detail.

Finally, an interesting future direction is the exploration of the implications of the symmetry-like structures that emerge on the light sheet. In CFT\(_2\), Virasoro symmetry leads to powerful constraints on the structure of correlation functions and consequently on the data of the CFT. It would be very interesting to study whether analogous constraints, in the form of Ward identities and sum rules, are implied by their four-dimensional cousins. Finally, another interesting question is whether these operators have interesting implications when placed at future null infinity (for a review of some recent work, see [51]).
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A Details of two-dimensional computations

A.1 Stress-tensor commutator

In this appendix, our goal is to compute the holomorphic stress-tensor commutator starting from the stress-tensor OPE

\[ T_{vv}(v)T_{v'}(v') = \frac{c}{8\pi^2(v-v')^4} - \frac{T_{vv}(v')}{\pi(v-v')^2} - \frac{\partial_v T_{vv}(v')}{2\pi(v-v')} , \]  

(A.1)

where we dropped the regular terms since they do not contribute to the commutator.

The central term is computed in section 4 and here we compute the stress-tensor contribution. For the contribution of the middle term in (A.1) we define

\[ g_{1a}^+(v,v') = -\frac{T_{vv}(v')}{\pi(v-v' + i\epsilon)} . \]  

We define the commutator \( g_1^+(v,v') \) as a distribution in \( v,v' \). Integrating against an arbitrary test function \( h(v') \)

\[ \int_{-\infty}^{\infty} dv' \, g_1^+(v,v')h(v') = -\frac{1}{\pi} \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} dv' \left[ \frac{T_{vv}(v')h(v')}{(v-v' - i\epsilon)^2} - \frac{T_{vv}(v')h(v')}{(v-v' + i\epsilon)^2} \right] . \]

(A.3)

Performing the \( v' \) integral with residues and taking the \( \epsilon \to 0 \) limit yields

\[ \int_{-\infty}^{\infty} dv' \, g_1^+(v,v')h(v') = 2i(T_{vv}(v)\partial_v h(v) + h(v)\partial_v T_{vv}(v)) . \]  

(A.4)

For the contribution of the last term in (A.1) we define

\[ g_{2a}^+(v,v') = -\frac{\partial_v T_{vv}(v')}{2\pi(v-v' + i\epsilon)} . \]  

(A.5)

and a similar computation gives

\[ \int_{-\infty}^{\infty} dv' \, g_2^+(v,v')h(v') = -ih(v)\partial_v T_{vv}(v) . \]  

(A.6)

Combining (A.4) and (A.6), we get

\[ \int_{-\infty}^{\infty} dv' \left( g_1^+(v,v') + g_2^+(v,v') \right)h(v') = i \int_{-\infty}^{\infty} dv' \delta(v-v') \left( 2T_{vv}(v')\partial_v h(v') + h(v')\partial_v T_{vv}(v') \right) , \]  

(A.7)

which we integrate by parts to get

\[ g_1^+(v,v') + g_2^+(v,v') = -2iT_{vv}(v')\partial_v \delta(v-v') - i\delta(v-v')\partial_v T_{vv}(v') . \]  

(A.8)

Combining this with (4.3) and adding \( i\partial_v [\delta(v-v') (T_{vv}(v') - T_{vv}(v))] \) = 0, we finally arrive at the usual form of the Virasoro algebra written as a commutator, which is given by

\[ [T_{vv}(v), T_{vv}(v')] = i(T_{vv}(v) + T_{vv}(v')) \partial_v \delta(v-v') - \frac{ic}{24\pi} \partial_v^3 \delta(v-v') . \]  

(A.9)

This shows how we can extract commutators from the OPE.
A.2 Virasoro algebra

In this appendix, our goal is to compute explicitly commutators of the new set of two-dimensional generators \((4.14)\) that we introduced in the main text. Their definition is remembered here for convenience

\[
L_n = -\frac{1}{2R} \int_{-\infty}^{\infty} dv (iR + v)^{1-n}(iR - v)^{n+1} T_v(v). \tag{A.10}
\]

We want to show commutators of these operators produce the Virasoro algebra. The commutator is obtained by integrating the stress-tensor commutator \((A.9)\). We start with the central term

\[
[L_m, L_n]_{id} = -\frac{ic}{96\pi R^2} \int_{-\infty}^{\infty} dv (iR + v)^{1-m}(iR - v)^{m+1} \times \int_{-\infty}^{\infty} dv' (iR + v')^{1-n}(iR - v')^{n+1} \partial_v^3 \delta(v - v'),
\]

\[
= \frac{m(m^2 - 1)e \sin[(m + n)\pi]}{12\pi} \frac{1}{(m + n)}
\]

\[
= \frac{(m^3 - m)c}{12} \delta_{m+n,0}. \tag{A.11}
\]

The stress-tensor contribution is given by

\[
[L_m, L_n]_T = \frac{i}{4R^2} \int_{-\infty}^{\infty} dv \int_{-\infty}^{\infty} dv' \mu_{m}(v)\mu_{n}(v') \left(T_{vv}(v) + T_{vv}(v')\right) \partial_v \delta(v - v'), \tag{A.12}
\]

where we have defined \(\mu_m(v) = (iR + v)^{1-m}(iR - v)^{m+1}\). We compute the first term of \((A.12)\) by first performing the \(v\) integral by parts\(^{15}\) and we get

\[
[L_m, L_n]_T^1 = \frac{i}{4R^2} \int_{-\infty}^{\infty} dv' (iR + v')^{1-m-n}(iR - v')^{1+m+n} \left[2(iRm + v')T_{vv}(v') + (R^2 + v'^2)\partial_v T_{vv}(v')\right], \tag{A.13}
\]

and the second term of \((A.12)\) by first performing the \(v'\) integral by parts to get

\[
[L_m, L_n]_T^2 = -\frac{i}{4R^2} \int_{-\infty}^{\infty} dv (iR + v)^{1-m-n}(iR - v)^{1+m+n} \left[2(iRn + v)T_{vv}(v) + (R^2 + v^2)\partial_v T_{vv}(v)\right]. \tag{A.14}
\]

Adding \((A.13), (A.14)\) and \((A.11)\), we obtain the usual Virasoro algebra

\[
[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12}(m^3 - m)\delta_{m+n,0}. \tag{A.15}
\]

B Stress-tensor commutators in the light sheet limit

In this appendix we compute \([T_{vA}, T^v]\) and \([T_{vA}, T^{vB}]\) in CFT\(_4\) in the light sheet limit. We follow the discussion in section 5.2.2.

\(^{15}\)Using delta function identities the answer can be shown to be independent of the order of integration. The boundary terms vanish, and this is the case throughout the paper whenever we perform an integration by parts.
\[ [T^v A(u, 0, x_\perp), T^v(0)]|_T. \] Setting \( w = (0, w^v, 0, w_3) \) we define \( (TTT)^{\epsilon_3 vv v}_{\epsilon} \) following (5.38) and compute
\[
(TTT)^{[\epsilon_3 vv v]}_{\text{int.}}(w) = \int d^2 x_\perp du \left( [T^\epsilon v(u, 0, x_\perp), T^v(0)]T^v(w) \right), \tag{B.1}
\]
using (5.39). We find
\[
(TTT)^{[\epsilon_3 vv v]}_{\text{int.}}(w) = C_T \frac{96 i(w^v)^4}{(w_3)^5} = 2i \partial_x (T^v(u, 0, x_2, x_3)T^v(0, w^v, 0, w_3))|_{u=x_2=x_3=0}. \tag{B.2}
\]
This implies
\[
[T_{uA}(u, 0, x_\perp), T_{uu}(u', 0, x'_\perp)]|_T = i T_{uu}(u, 0, x_\perp) \delta(u - u') \partial_A \delta(x_\perp - x'_\perp) + \text{td}. \tag{B.3}
\]
In section 6 where we reproduce the BMS algebra, we will need the first moment of \( (TTT)^{\epsilon_3 vv v}_{\epsilon} \). We use the same decomposition as in the main text and write
\[
(TTT)^{\epsilon_3 vv v}_{\epsilon}(C_T, b, c) = (TTT)^{\epsilon_3 vv v}_{\epsilon} C_T + 0(TTT)^{\epsilon_3 vv v}_{\epsilon}(a, c). \tag{B.4}
\]
The term proportional to \( C_T \) in (B.4) will reproduce the BMS algebra in section 6, but we find that the first moment of \( 0(TTT)^{\epsilon_3 vv v}_{\epsilon} \) is zero, i.e.
\[
\lim_{\epsilon \to 0} \int du \int d^2 x_\perp 0(TTT)^{\epsilon_3 vv v}_{\epsilon}(u, x_\perp; w) = 0, \tag{B.5}
\]
which will turn out to be necessary when computing various commutators of light-ray operators involved in the BMS algebra.

\[ [T^v A(u, 0, x_\perp), T^v B(0)]|_T. \] Setting \( w = (0, w^v, 0, w_3) \) we define \( (TTT)^{\epsilon_2 v v v}_{\epsilon} \) following (5.38) and compute
\[
(TTT)^{[\epsilon_2 v v v]}_{\text{int.}}(w) = \int d^2 x_\perp du \left( [T^\epsilon v(u, 0, x_\perp), T^v(0)]T^v(w) \right), \tag{B.6}
\]
using (5.39). We find
\[
(TTT)^{[\epsilon_2 v v v]}_{\text{int.}}(w) = \frac{8 i(w^v)^2}{(w_3)^5} = 2i \partial_x (T^v(u, 0, x_2, x_3)T^v(0, w^v, 0, w_3))|_{u=x_2=x_3=0}, \tag{B.7}
\]
which implies
\[
[T_{uA}(u, 0, x_\perp), T_{uB}(u', 0, x'_\perp)]|_T = i \left( T_{uB}(u, 0, x_\perp) \partial_A + T_{uA}(u', 0, x'_\perp) \partial_B \right) \delta(x_\perp - x'_\perp) \delta(u - u') + \text{td}. \tag{B.8}
\]
We note that the result we find in (B.7) is also equal to \( \frac{4i}{3} \partial_x \langle T^v(u, 0, x_2, x_3) \times T^v(0, w^v, 0, w_3) \rangle|_{u=x_2=x_3=0} \). This would seem to imply a term \( T_{uA}(x) \partial_B \) in (B.8), but upon integrating over \( u \) and \( x_\perp \) this term would lead to \( [P_A, T_{uB}] \sim \partial_B T_{uA} \) which is ruled out by Poincaré symmetry.
C Light scalars and supersymmetry

In this appendix we review the field content of $\mathcal{N} = 1$ superconformal field theories in $d = 4$ dimensions and show that, in the absence of flavor symmetry, there does not exist R-symmetry neutral light scalars, i.e. scalar conformal primaries with dimension $1 \leq \Delta \leq 2$. If such scalars existed they would have a chance to appear in the $TT$ OPE in the lightcone limit, and they would appear in the BMS algebra or the algebra of 4d Virasoro’s we introduced in section 6.2.

We follow [41]. The $\mathcal{N} = 1$ superconformal algebra is $\mathfrak{su}(2, 2|1)$ containing a $\mathfrak{u}(1)_R$ symmetry; the bosonic symmetry algebra is $\mathfrak{so}(4, 2) \times \mathfrak{u}(1)_R$. In table 12 in [41] the bottom components of possible superconformal multiplets are listed in a unitary theory with notation $[j; \bar{j}]_{\Delta}^{(r)}$. Expressing the complexified Lorentz algebra as $\mathfrak{so}(4) = \mathfrak{su}(2) \times \mathfrak{su}(2)$ the two integers $j \geq 0$ and $\bar{j} \geq 0$ specify $\mathfrak{su}(2)$ representations by their Dynkin labels. $r \in \mathbb{R}$ denotes a representation of the R symmetry, and $\Delta$ denotes the scaling dimension of the superconformal primary subject to unitarity bounds and shortening conditions. The $\mathfrak{su}(2)$ weights $j, \bar{j}$ specify a tensor sum of $\mathfrak{so}(4)$ representations according to the Racah-Speiser algorithm $[j] \otimes [\bar{j}] = [|j - \bar{j}|] \oplus [j - \bar{j} + 2] \oplus \ldots \oplus [j + \bar{j}]$.

Our search for light scalars in $\mathcal{N} = 1$ theories proceeds by picking representations in table 12 that have dimension $1 \leq \Delta \leq 2$ and looking for R-neutral light scalar conformal primaries that appear in these supermultiplets. The operator contents of these superconformal multiplets are obtained by repeated applications of the supercharge $Q$ on the superconformal primary and listed in section 4.5 of [41]. We do not need to investigate the operator content of superconformal multiplets whose bottom operators have $\Delta > 2$ since acting with $Q$ on such an operator we will never get a light scalar.

As an example we pick superconformal multiplets of type $A_1B_1$. Their bottom components have quantum numbers $[j \geq 1; \bar{j} = 0]_{\Delta = \frac{3}{2}}^{(r = \frac{r+2}{2})}$. First of all, we notice this cannot be an R-neutral light scalar since that would require a negative value for $j$. Next we look at the superconformal descendants. The only other conformal primary in this multiplet is given as $[j + 1; 0]_{\Delta = \frac{5}{2}}^{(r = 1)}$. For this to be an R-neutral operator we need $r = 1$. This implies the bottom component has $j = 1$, so our descendant conformal primary is really of the form $[2; 0]_{2}^{(0)}$. However, this is a vector representation of the Lorentz algebra since $[2] \otimes [0] = [2]$. Another example is $L B_1$ which has bottom component $[j; \bar{j} = 0]_{\Delta = \frac{5}{2}}^{(r = \frac{r+2}{2})}$. Using $j \geq 0$ this operator has $r > \frac{2}{3}$ and $\Delta > 1$; as such its Lorentz decomposition could contain a light scalar but not an R-neutral one. We turn to its superconformal descendants. These are $[j \pm 1; 0]_{\Delta = \frac{3}{2}}^{(r = 1)}$ and $[j; 0]_{\Delta = \frac{5}{2}}^{(r = 2)}$. The latter is heavy since $\Delta + 1 > 2$ so we focus on the former.

R-neutrality requires $r = 1$ which puts our conformal primary into form $[j \pm 1; 0]_{2}^{(0)}$. This might potentially be a light scalar, depending on $j$. To see if this is really allowed we need to go back to the bottom component which now looks like $[j; \bar{j} = 0]_{\Delta = \frac{5}{2}}^{(r = 1)}$. This implies $j < 1$, which combined with $j \geq 0$ implies $j = 0$. Our descendant conformal primary has the final form $[\pm 1; 0]_{2}^{(0)}$. But according to the Racah-Speiser rules there is no Lorentz scalar here.
Another example that is worth discussing is $A_2 \bar{A}_2$ which has bottom component $[j = 0; \bar{j} = 0]^{(r = 0)}$. This is an R-neutral light scalar, however, it comes with a flavor current in its superconformal multiplet as discussed in section 5.5.1 in [41]. All the other superconformal multiplets in $\mathcal{N} = 1$ theories are free from R-neutral light scalars. In conclusion, in theories with $\mathcal{N} = 1$ superconformal symmetry and no flavor symmetry in $d = 4$ there exist no R-neutral scalars with scaling dimension $1 \leq \Delta \leq 2$. This implies the stress tensor and the identity operator are the unique contributors to the lightsheet commutator of two stress tensors and our derivation of the BMS algebra is valid.

D BMS algebra computations

In this appendix we finish the BMS algebra computations initiated in section 6.1.

$[\mathcal{K}(x_\perp), \mathcal{K}(x'_\perp)]$. We integrate (5.44) to compute the commutator, which gets rid of the total derivative terms due to (5.49), leaving

$$[\mathcal{K}(x_\perp), \mathcal{K}(x'_\perp)] = i \delta(x_\perp - x'_\perp) \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' u' (T_{uu}(u, 0, 0) + T_{uu}(u', 0, 0)) \partial_u \delta(u - u')$$

$$\equiv i \delta(x_\perp - x'_\perp) \mathcal{C}_{KK}(x'_\perp). \tag{D.1}$$

The first term contributes to $\mathcal{C}_{KK}(x'_\perp)$ as

$$- i \int_{-\infty}^{\infty} du' u' T_{uu}(u', 0, 0) - \int_{-\infty}^{\infty} du' u'^2 \partial_u T_{uu}(u', 0, 0), \tag{D.2}$$

whereas the second gives

$$\int_{-\infty}^{\infty} du u T_{uu}(u, 0, 0) + \int_{-\infty}^{\infty} du u'^2 \partial_u T_{uu}(u, 0, 0). \tag{D.3}$$

Adding the two terms after suitably relabelling the integration variables and recalling the delta function in front we get

$$[\mathcal{K}(x_\perp), \mathcal{K}(x'_\perp)] = 0. \tag{D.4}$$

$[\mathcal{N}_A(x_\perp), \mathcal{K}(x'_\perp)]$. We integrate (5.50) to compute the commutator, which gets rid of the total derivative terms due to (B.5), leaving

$$[\mathcal{N}_A(x_\perp), \mathcal{K}(x'_\perp)] = i \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' u' T_{uu}(u, 0, 0) \delta(u - u') \partial_u \delta(x_\perp - x'_\perp)$$

$$= -i \mathcal{K}(x_\perp) \partial_A \delta(x_\perp - x'_\perp). \tag{D.5}$$

We use the same trick as in the main text, namely add $i \partial_A [\delta(x_\perp - x'_\perp)(\mathcal{K}(x_\perp) - \mathcal{K}(x'_\perp))] = 0$ to express the operators at position $x'_\perp$,

$$[\mathcal{N}_A(x_\perp), \mathcal{K}(x'_\perp)] = -i \delta(x_\perp - x'_\perp) \partial_A \mathcal{K}(x'_\perp) + i \mathcal{K}(x'_\perp) \partial_A \delta(x_\perp - x'_\perp). \tag{D.6}$$
\[ [\mathcal{N}_A(x_\perp), \mathcal{N}_B(x'_\perp)] \]. For this one we need (5.51)
\[ [T_{uA}(u,0,x_\perp), T_{uB}(u',0,x'_\perp)]|_T = i (T_{uB}(u,0,x_\perp)\partial_A + T_{uA}(u',0,x'_\perp)\partial_B) \delta(x_\perp - x'_\perp) \delta(u-u'). \]

We thus compute the commutator as
\[ [\mathcal{N}_A(x_\perp), \mathcal{N}_B(x'_\perp)] = i \int_{-\infty}^{\infty} du \int_{-\infty}^{\infty} du' (T_{uB}(u,0,x_\perp)\partial_A + T_{uA}(u',0,x'_\perp)\partial_B) \delta(x_\perp - x'_\perp) \delta(u-u') \]
\[ = i (\mathcal{N}_B(x_\perp)\partial_A + \mathcal{N}_A(x'_\perp)\partial_B) \delta(x_\perp - x'_\perp). \]

Adding to this \( i\partial_{x_\perp} [\delta(x_\perp - x'_\perp) (\mathcal{N}_B(x_\perp) - \mathcal{N}_B(x'_\perp))] = 0 \), we obtain finally
\[ [\mathcal{N}_A(x_\perp), \mathcal{N}_B(x'_\perp)] = -i\delta(x_\perp - x'_\perp)\partial_{x_\perp}\mathcal{N}_B(x'_\perp) + i\mathcal{N}_B(x'_\perp)\partial_{x_\perp}\delta(x_\perp - x'_\perp) + i\mathcal{N}_A(x'_\perp)\partial_{x_\perp}\delta(x_\perp - x'_\perp). \]

This concludes the computations of the generalized BMS algebra commutation relations.

E Details of 4d Virasoro

In this appendix we report partial results for the commutators of the four-dimensional Virasoro operators introduced in (6.15) in the main text. We compute the stress-tensor and identity contributions. As usual our strategy is to integrate the local commutator (5.44).

E.1 Identity contribution

We compute the identity contribution to commutators of (6.15), which we reprint here,
\[ \mathcal{L}_n(v,x_\perp) \equiv R^{-3} \int_{-\infty}^{\infty} du (iR + u)^{-n+2} (iR - u)^{n+2} T_{uu}(u,v,x_\perp). \]

We recall for the central term (5.32), we obtained
\[ \frac{\langle [T_{uu}(u,v,x_\perp), T_{uu}(0)] \rangle}{C_T} = -i \frac{\pi}{240v^2} \delta^{(5)}(u - \frac{x_\perp^2}{v}). \]

Stripping off a factor of \( C_T \) we compute the identity contribution defined as
\[ c_{m,n} = \frac{\langle [\mathcal{L}_m(v,x_\perp), \mathcal{L}_n(0)] \rangle}{C_T}. \]

which is given as
\[ c_{m,n} = -i \frac{\pi}{240Rv^2} \int du' (iR+u')^{2-n}(iR-u')^{n+2} \int du (iR+u)^{2-m}(iR-u)^{m+2} \delta^{(5)} \left( u-u' - \frac{x_\perp^2}{v} \right). \]

We perform the \( u \) integral using the delta function, and then rename \( u' \to u \). The result is
\[ c_{m,n} = \frac{2\pi m(m^4 - 5m^2 + 4)}{15Rv^2} \int_{-\infty}^{\infty} du (iR+u)^{2-n}(iR-u)^{n+2} \left( iR+u + \frac{x_\perp^2}{v} \right)^{-3-m} \left( iR-u - \frac{x_\perp^2}{v} \right)^{m-3}. \]

It is not hard to perform this integral for given \( m \) and \( n \).
We illustrate some general features and the light sheet limit of $c_{m,n}$. Any non-zero $c_{m,n}$ turns out to be a function of the combination $R v$, $c_{m,n} = c_{m,n}(R v, x_\perp)$.

By direct evaluation we determine non-zero values of $c_{m,n}$ and summarize this in Table 1. The zeroes in Table 1 are a consequence of $L_m |0\rangle = 0$, $n \geq -2$,

$$L_m^\dagger = L_{-m}.$$  \hfill (E.7)

$c_{m,n}$ satisfies the antisymmetry property $c_{m,n}(R v, x_\perp) = -c_{n,m}(-R v, -x_\perp)$ and vanishes in the light sheet limit, $v \to 0$, for finite transverse separation,

$$c_{m,n}(0, x_\perp) = 0.$$  \hfill (E.8)

In the coincident transverse point limit it takes the form

$$c_{m,n}(R v, 0) = -\frac{2\pi^2}{15 R^2 v^2} m(m^4 - 5m^2 + 4)\delta_{m+n,0}.$$  \hfill (E.9)

The relation (E.9) combined with (E.8) implies

$$\lim_{R v \to 0} c_{m,n}(R v, x_\perp) = \beta_{m,n}\delta(x_\perp).$$  \hfill (E.10)

for some possibly divergent differential operators $\beta_{m,n}$ acting on the transverse delta function $\delta(x_\perp) = \delta(x_2)\delta(x_3)$. For example

$$c_{3,-3}(R v, x_\perp) = -1024 \pi^2 \left(\frac{R v}{2 R v - ix_\perp^2}\right)^6.$$  \hfill (E.11)

By dimensional analysis this expression is a linear combination of $\lim_{R v \to 0} \frac{1}{R v} \delta(x_\perp)$ and $\Delta_\perp \delta(x_\perp)$ in the light sheet limit $R v \to 0$, where $\Delta_\perp = \partial_2^2 + \partial_3^2$ denotes the transverse Laplacian. We can determine the coefficients of these two structures by integrating $c_{3,-3}(R v, x_\perp)$ against suitable test functions. In fact, we compute in full generality,

$$\lim_{R v \to 0} c_{m,n}(R v, x_\perp) = \frac{2\pi^2}{75} |m|(m^4 - 5m^2 + 4)\delta_{m+n,0} \left(\frac{m\pi}{12} \Delta_\perp \delta(x_\perp) - \lim_{R v \to 0} \left[\frac{2\pi}{R v} \delta(x_\perp)\right]\right).$$  \hfill (E.12)

### E.2 Stress-tensor contribution

Without a proper analysis of the total derivative terms in (5.44), which contain theory specific information and are outside the scope of this work, we cannot make a proper
analysis of the stress-tensor contribution to the commutators of $\mathcal{L}_m$ operators. The goal of this appendix is to investigate what we obtain if we neglect all total derivative terms.

We define a general class of integrals of the stress-tensor as

$$\mathcal{L}_n^{\text{gen}}(x_{\perp}) = R^{1-\alpha-\beta-\gamma} \int_{-\infty}^{\infty} du (iR + u)^{-n+\alpha}(iR - u)^{n+\beta}(s - u)^\gamma T_{uu}(u, 0, x_{\perp}).$$  \hspace{1cm} (E.13)

where $R, s \in \mathbb{R}_{>0}$. These operators have mass dimension $2$, satisfy $(\mathcal{L}_n^{\text{gen}})^\dagger = \mathcal{L}_n^{\text{gen}}$ and have finite correlators for $\alpha + \beta + \gamma = 4$. Ignoring the total derivative terms in (5.44), we obtain

$$[\mathcal{L}_m^{\text{gen}}(x_{\perp}), \mathcal{L}_n^{\text{gen}}(x'_{\perp})]|_T \equiv \delta^{(d-2)}(x_{\perp} - x'_{\perp}) f_{m,n}(x_{\perp}),$$  \hspace{1cm} (E.14)

where

$$f_{m,n}(x_{\perp}) = 2iR^{3-2(\alpha+\beta+\gamma)}(m-n) \int_{-\infty}^{\infty} du (iR + u)^{-m-n+2\alpha-1}(iR - u)^{m+n+2\beta-1}(s - u)^2 T_{uu}(u, 0, x_{\perp}).$$

Namely if we set $\alpha = \beta = 2$, $\gamma = 0$, which is how we defined $\mathcal{L}_n(x_{\perp})$ in (6.15), we obtain

$$f_{m,n}(x_{\perp}) = -2iR^{-5}(m-n) \int_{-\infty}^{\infty} du (iR + u)^{-m-n+2}(iR - u)^{m+n+2}(R^2 + u^2) T_{uu}(u, 0, x_{\perp}).$$  \hspace{1cm} (E.16)

For $\alpha = \beta = 1$, and $\gamma = 0$ a nicer structure emerges, with

$$f_{m,n}(x_{\perp}) = 2iR^{-1}(m-n) \int_{-\infty}^{\infty} du (iR + u)^{-m-n+1}(iR - u)^{m+n+1} T_{uu}(u, 0, x_{\perp})$$

$$= 2i(m-n) \mathcal{L}_{m+n}(x_{\perp}).$$  \hspace{1cm} (E.17)

A commutator of this form was conjectured in [22]. We have shown how this can be obtained from local stress-tensor commutators. Let us reiterate that to put this claim on firm ground, a careful analysis of the total derivative terms is needed. This is beyond the scope of this work.

\section{F Integrals of the stress-tensor two-point function}

Poincaré charges, obtained by spatial integrals of the stress-tensor,

$$P^\mu = \int d^3 x T^{0\mu}(t, \vec{x}),$$  \hspace{1cm} (F.1)

annihilate the vacuum. We verify this in the example of the stress tensor two-point function. Recalling the shorthand (5.4)

$$(TT)^{\mu\nu\sigma\rho}(x) = \frac{\langle T^{\mu\nu}(x) T^{\sigma\rho}(0) \rangle}{C_T},$$  \hspace{1cm} (F.2)

we obtain ordered correlation functions by using the $i\epsilon$ prescription as

$$\frac{\langle T^{00}(0, \vec{x}) T^{00}(0) \rangle}{C_T} = \lim_{\epsilon \rightarrow 0} (TT)^{0000}(-i\epsilon, \vec{x}) = \lim_{\epsilon \rightarrow 0} \left[ \frac{3}{4} \frac{4\epsilon^2}{(r^2 + \epsilon^2)^4} - \frac{4\epsilon^2}{(r^2 + \epsilon^2)^5} + \frac{4\epsilon^2}{(r^2 + \epsilon^2)^6} \right].$$  \hspace{1cm} (F.3)
The spatial integral of this expression vanishes
\begin{equation}
\int d^3x (TT)^{(000)}(-i\epsilon, \bar{x}) = 0. \tag{F.4}
\end{equation}
Similarly \( \int d^3x (TT)^{\mu\nu\rho}(i\epsilon, \bar{x}) = 0 \) for \((\mu\nu\rho) = (000i), (0i0j), (0ijk)\).

We can do the same computation in lightcone coordinates where we use
\begin{equation}
\langle T^{\mu\nu}(u - i\epsilon, v - i\epsilon, x_2, x_3)T^{\sigma\rho}(0) \rangle = \lim_{\epsilon \to 0} (TT)^{\mu\nu\rho}(u - i\epsilon, v - i\epsilon, x_2, x_3). \tag{F.5}
\end{equation}
We find \( \int_{-\infty}^{\infty} du \ (TT)^{\mu\nu\rho}(u - i\epsilon, v - i\epsilon, x_2, x_3) = 0 \) for \((\mu\nu\rho) = (vv\rho), (vA\rho)\) and \( \int_{-\infty}^{\infty} dw \ (TT)^{\nu\sigma\rho}(u - i\epsilon, v - i\epsilon, x_2, x_3) = 0 \) for arbitrary \(\sigma, \rho\). These imply
\begin{equation}
\langle A(v, x)T^{\mu\nu}(0) \rangle = 0. \tag{F.6}
\end{equation}
for \( A = \mathcal{E}, \mathcal{K}, \mathcal{N}_A \). For our Virasoro operators (6.15)
\begin{equation}
\langle \mathcal{L}_n(v, x)T^{\mu\nu}(0) \rangle = 0, \quad n \leq 2. \tag{F.7}
\end{equation}

G Example of equal-time stress-tensor commutator

To gain further confidence in our technique in this appendix we compute the stress-tensor contribution to \([T^{0k}(\bar{x}), T^{0m}(0)]\). We will verify
\begin{equation}
i[T^{0k}(\bar{x}), T^{0m}(\bar{y})] = \left( T^{0n}(\bar{x})\partial^k + T^{0k}(\bar{y})\partial^m \right) \delta(\bar{x} - \bar{y}) + \text{td}. \tag{G.1}
\end{equation}
which is implied by Poincaré symmetry. We compute
\begin{equation}
(TTT)^{010202}_{\text{int.}}(x; w) = \langle T^{01}(x)T^{02}(0)T^{02}(w) \rangle \tag{G.2}
\end{equation}
\begin{equation}
(TTT)^{010202}_{\text{int.}} \equiv \lim_{\epsilon \to 0} \left( \int \langle [T^{01}(0, \bar{x}), T^{02}(0)]T^{02}(w) \rangle d^3x \right) \tag{G.3}
\end{equation}
via
\begin{equation}
(TTT)^{010202}_{\epsilon}(\bar{x}; w) \equiv (TTT)^{(010202)}(-i\epsilon, \bar{x}, \bar{w}) - (TTT)^{(010202)}(i\epsilon, \bar{x}, \bar{w}), \tag{G.4}
\end{equation}
\begin{equation}
(TTT)^{010202}_{\text{int.}}(w) = \lim_{\epsilon \to 0} \int d^3x \ (TTT)^{010202}_{\epsilon}(\bar{x}; w). \tag{G.5}
\end{equation}
As in the main text we simplify \((TTT)^{010202}_{\epsilon}(\bar{x}; w)\) by setting \( w = (w^0, w_1, 0, 0) \). To manage the spatial integral we expand \((TTT)^{010202}_{\epsilon}(\bar{x}; w)\) in powers of \( x^2 = r^2 + \epsilon^2 \) as
\begin{equation}
(TTT)^{010202}_{\epsilon}(\bar{x}; w) = \frac{(TTT)^{010202}_{\epsilon,3}(\bar{x}; w)}{(r^2 + \epsilon^2)^3} + \frac{(TTT)^{010202}_{\epsilon,1}(\bar{x}; w)}{(r^2 + \epsilon^2)^4}, \tag{G.6}
\end{equation}
where we have written only the terms that do not vanish in the \( \epsilon \to 0 \) limit as distributions in \( \bar{x} \). Excluding a term in \((TTT)^{010202}_{\epsilon,2}(\bar{x}; w)\) that gives a divergent integral which we treat separately below, the rest of the terms combine to give
\begin{equation}
(TTT)^{010202}_{\text{int.}}(w) = -2iC_T \frac{w_1 [3(w^0)^2 + 2(w_1)^2]}{(-(w^0)^2 + (w_1)^2)^6}. \tag{G.7}
\end{equation}
This is equal to \( i\partial_1 \langle T^{02} (0, x_1, x_2, x_3) T^{02} (w^0, w_1, 0, 0) \rangle |_{x_1=x_2=x_3=0} \) implying the relation (G.1).

We turn to the divergent integral coming from \((TTT)^{010202}(\vec{x}; w)\). We first perform the \(x_3\) integral

\[
I(x_1, x_2) \equiv \int_{-\infty}^{\infty} dx_3 \frac{(TTT)^{010202}(\vec{x}; w)}{(x_1^2 + x_2^2 + x_3^2 + \epsilon^2)^2} = \frac{N(x_1, x_2)}{w^8(x_1^2 + x_2^2 + \epsilon^2)^{3/2}(w^4 - 4w^2(w_1x_1 + \epsilon^2) + 4w_1^2(x_1^2 + \epsilon^2))^R},
\]

(G.8)

where \(N(x_1, x_2)\) is of the form

\[
N(x_1, x_2) = C_0 + C_2x_2^2,
\]

(G.9)

where \(C_0\) and \(C_2\) are complicated coefficients that depend on \(x_1, \epsilon, w\). The \(O(x_0^2)\) term is harmless, we perform its \(x_1\) and \(x_2\) integrals and this goes into the result (G.7). The \(x_2\) integral of the \(O(x_2^2)\) term diverges. However this term is actually equal to zero as a distribution in \(x_1, x_2\) in the \(\epsilon \to 0\) limit. To see this we denote the denominator in (G.8) \(D(x_1, x_2)\) and observe

\[
\lim_{\epsilon \to 0} \frac{x_2^2C_2(x_1, \epsilon, w)}{D(x_1, x_2)} = 0, \quad \lim_{x_1, x_2 \to 0} \frac{x_2^2C_2(x_1, \epsilon, w)}{D(x_1, x_2)} = 0.
\]

(G.10)

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

**References**

[1] J.S. Schwinger, *NonAbelian gauge fields. Relativistic invariance*, Phys. Rev. 127 (1962) 324 [nSPIRE].

[2] J. Schwinger, *Commutation Relations and Conservation Laws*, Phys. Rev. 130 (1963) 406 [nSPIRE].

[3] S. Deser and D. Boulware, *Stress-Tensor Commutators and Schwinger Terms*, J. Math. Phys. 8 (1967) 1468 [nSPIRE].

[4] J. Trubatch, *Stress-tensor commutation relations*, Nuovo Cim. A 68 (1970) 339 [nSPIRE].

[5] M. Gell-Mann, *Symmetries of baryons and mesons*, Phys. Rev. 125 (1962) 1067 [nSPIRE].

[6] H. Sugawara, *A Field theory of currents*, Phys. Rev. 170 (1968) 1659 [nSPIRE].

[7] C.M. Sommerfield, *Currents as dynamical variables*, Phys. Rev. 176 (1968) 2019 [nSPIRE].

[8] S.B. Treiman, *Current Algebra and PCAC*, Princeton University Press, Princeton U.S.A (2015) [DOI].

[9] R.A. Brandt, *Approach to Equal-Time Commutators in Quantum Field Theory*, Phys. Rev. 166 (1968) 1795 [nSPIRE].

[10] C. Córdova and S.-H. Shao, *Light-ray Operators and the BMS Algebra*, Phys. Rev. D 98 (2018) 125015 [arXiv:1810.05706] [nSPIRE].
[11] L. Donnay, G. Giribet and F. Rosso, Quantum BMS transformations in conformally flat space-times and holography, JHEP 12 (2020) 102 [arXiv:2008.05483] [SPIRE].

[12] T. Faulkner, R.G. Leigh, O. Parrish and H. Wang, Modular Hamiltonians for Deformed Half-Spaces and the Averaged Null Energy Condition, JHEP 09 (2016) 038 [arXiv:1605.08072] [SPIRE].

[13] T. Hartman, S. Kundu and A. Tajdini, Averaged Null Energy Condition from Causality, JHEP 07 (2017) 066 [arXiv:1610.05308] [SPIRE].

[14] D.M. Hofman and J. Maldacena, Conformal collider physics: Energy and charge correlations, JHEP 05 (2008) 012 [arXiv:0803.1467] [SPIRE].

[15] D.M. Hofman, D. Li, D. Meltzer, D. Poland and F. Rejon-Barrera, A Proof of the Conformal Collider Bounds, JHEP 06 (2016) 111 [arXiv:1603.03771] [SPIRE].

[16] C. Cordova, J. Maldacena and G.J. Turiaci, Bounds on OPE Coefficients from Interference Effects in the Conformal Collider, JHEP 11 (2017) 032 [arXiv:1710.03199] [SPIRE].

[17] D. Meltzer, Higher Spin ANEC and the Space of CFTs, JHEP 07 (2019) 001 [arXiv:1811.01913] [SPIRE].

[18] A. Belin, D.M. Hofman and G. Mathys, Einstein gravity from ANEC correlators, JHEP 08 (2019) 032 [arXiv:1904.05892] [SPIRE].

[19] M. Kologlu, P. Kravchuk, D. Simmons-Duffin and A. Zhiboedov, The light-ray OPE and conformal colliders, JHEP 01 (2021) 128 [arXiv:1905.01311] [SPIRE].

[20] M. Kologlu, P. Kravchuk, D. Simmons-Duffin and A. Zhiboedov, Shocks, Superconvergence, and a Stringy Equivalence Principle, JHEP 11 (2020) 096 [arXiv:1904.05905] [SPIRE].

[21] C.-H. Chang, M. Kologlu, P. Kravchuk, D. Simmons-Duffin and A. Zhiboedov, Transverse spin in the light-ray OPE, arXiv:2010.04726 [SPIRE].

[22] H. Casini, E. Testé and G. Torroba, Markov Property of the Conformal Field Theory Vacuum and the a Theorem, Phys. Rev. Lett. 118 (2017) 261602 [arXiv:1704.01870] [SPIRE].

[23] K.-W. Huang, Stress-tensor commutators in conformal field theories near the lightcone, Phys. Rev. D 100 (2019) 061701 [arXiv:1907.00599] [SPIRE].

[24] K.-W. Huang, Lightcone Commutator and Stress-Tensor Exchange in d > 2 CFTs, Phys. Rev. D 102 (2020) 021701 [arXiv:2002.00110] [SPIRE].

[25] A. Belin, D.M. Hofman, G. Mathys and M.T. Walters, On the stress tensor light-ray operator algebra, JHEP 05 (2021) 033 [arXiv:2011.13862] [SPIRE].

[26] K.-W. Huang, d > 2 stress-tensor operator product expansion near a line, Phys. Rev. D 103 (2021) 121702 [arXiv:2103.09930] [SPIRE].

[27] P. Kravchuk and D. Simmons-Duffin, Light-ray operators in conformal field theory, JHEP 11 (2018) 102 [arXiv:1805.00098] [SPIRE].

[28] A.L. Fitzpatrick and K.-W. Huang, Universal Lowest-Twist in CFTs from Holography, JHEP 08 (2019) 138 [arXiv:1903.05306] [SPIRE].

[29] M. Kulaxizi, G.S. Ng and A. Parnachev, Subleading Eikonal, AdS/CFT and Double Stress Tensors, JHEP 10 (2019) 107 [arXiv:1907.00867] [SPIRE].

[30] A.L. Fitzpatrick, K.-W. Huang and D. Li, Probing universalities in d > 2 CFTs: from black holes to shockwaves, JHEP 11 (2019) 139 [arXiv:1907.10810] [SPIRE].

[31] Y.-Z. Li, Z.-F. Mai and H. Lü, Holographic OPE Coefficients from AdS Black Holes with Matters, JHEP 09 (2019) 001 [arXiv:1905.09302] [SPIRE].
[32] R. Karlsson, M. Kulaxizi, A. Parnachev and P. Tadić, Leading Multi-Stress Tensors and Conformal Bootstrap, JHEP 01 (2020) 076 [arXiv:1909.05776] [inSPIRE].

[33] Y.-Z. Li, Heavy-light Bootstrap from Lorentzian Inversion Formula, JHEP 07 (2020) 046 [arXiv:1910.06357] [inSPIRE].

[34] R. Karlsson, M. Kulaxizi, A. Parnachev and P. Tadić, Stress tensor sector of conformal correlators operators in the Regge limit, JHEP 07 (2020) 019 [arXiv:2002.12254] [inSPIRE].

[35] Y.-Z. Li and H.-Y. Zhang, More on heavy-light bootstrap up to double-stress-tensor, JHEP 10 (2020) 055 [arXiv:2004.04758] [inSPIRE].

[36] R. Karlsson, Multi-stress tensors and next-to-leading singularities in the Regge limit, JHEP 08 (2020) 037 [arXiv:1912.01577] [inSPIRE].

[37] A.L. Fitzpatrick, K.-W. Huang, D. Meltzer, E. Perlmutter and D. Simmons-Duffin, Model-dependence of minimal-twist OPEs in d > 2 holographic CFTs, JHEP 11 (2020) 060 [arXiv:2007.07382] [inSPIRE].

[38] T. Hartman, S. Jain and S. Kundu, Causality Constraints in Conformal Field Theory, JHEP 05 (2016) 099 [arXiv:1509.00014] [inSPIRE].

[39] J.S. Schwinger, Field theory commutators, Phys. Rev. Lett. 3 (1959) 296 [inSPIRE].

[40] K.T. Mahanthappa, Schwinger terms in stress-tensor commutators, Phys. Rev. 181 (1969) 2087 [inSPIRE].

[41] C. Cordova, T.T. Dumitrescu and K. Intriligator, Multiplets of Superconformal Symmetry in Diverse Dimensions, JHEP 03 (2019) 163 [arXiv:1612.00809] [inSPIRE].

[42] V.M. Braun, G.P. Korchemsky and D. Müller, The Uses of conformal symmetry in QCD, Prog. Part. Nucl. Phys. 51 (2003) 311 [hep-ph/0306057] [inSPIRE].

[43] D. Simmons-Duffin, TASI lectures on the conformal bootstrap, (2016) DOI [arXiv:1912.02810] [inSPIRE].

[44] J. De Boer and L. Lamprou, Holographic Order from Modular Chaos, JHEP 06 (2020) 024 [arXiv:1912.02810] [inSPIRE].

[45] H. Osborn and A.C. Petkou, Implications of conformal invariance in field theories for general dimensions, Annals Phys. 231 (1994) 311 [hep-th/9307010] [inSPIRE].

[46] F.A. Dolan and H. Osborn, Conformal Partial Waves: Further Mathematical Results, arXiv:1108.6194 [inSPIRE].

[47] D. Simmons-Duffin, Projectors, Shadows, and Conformal Blocks, JHEP 04 (2014) 146 [arXiv:1204.3894] [inSPIRE].

[48] B. Czech, L. Lamprou, S. McCandlish, B. Mosk and J. Sully, A Stereoscopic Look into the Bulk, JHEP 07 (2016) 129 [arXiv:1604.03110] [inSPIRE].

[49] J. de Boer, F.M. Haehl, M.P. Heller and R.C. Myers, Entanglement, holography and causal diamonds, JHEP 08 (2016) 162 [arXiv:1606.03307] [inSPIRE].

[50] F.M. Haehl, W. Reeves and M. Rozali, Reparametrization modes, shadow operators, and quantum chaos in higher-dimensional CFTs, JHEP 11 (2019) 102 [arXiv:1909.05847] [inSPIRE].

[51] A. Strominger, Lectures on the Infrared Structure of Gravity and Gauge Theory, arXiv:1703.05448 [inSPIRE].