Factorization of the Loewner matrix pencil and its consequences
Dedicated to Professor Volker Mehrmann on the occasion of his 66th birthday.

Qiang Zhang∗ Ion Victor Gosea† Athanasios C. Antoulas†

∗Department of Electrical and Computer Engineering, Rice University, Houston, Texas 77005.
Email: qz18@rice.edu
†Max Planck Institute for Dynamics of Complex Technical Systems, Sandtorstr. 1, 39106 Magdeburg, Germany.
Email: gosea@mpi-magdeburg.mpg.de, ORCID: 0000-0003-3580-4116
†Department of Electrical and Computer Engineering, Rice University, Houston, Texas 77005, and
Max-Planck Institute for the Dynamics of Complex Technical Systems, D-39106 Magdeburg.
Email: aca@rice.edu

This paper starts by deriving a factorization of the Loewner matrix pencil that appears in the data-driven modeling approach known as the Loewner framework and explores its consequences. The first is that the associated quadruple constructed from the data yields a model without requiring further processing. The second consequence is related to how sensitive the eigenvalues of the Loewner pencil are to perturbations. Based on an explicit generalized eigenvalue decomposition of this pencil and by making use of perturbation theory of matrix pencils, we explore two types of eigenvalue sensitivities. The first one is defined with respect to unstructured perturbations of the Loewner pencil, while the second one is defined for structured perturbations. We also discuss how the choice of data affects the two sensitivities.
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1 Introduction

In many practical applications from science and engineering fields, it is common to model certain physical complex phenomena by means of dynamical systems. In some cases, the number of variables that characterize such systems is very high and does not permit feasible online simulation, nor performing fast controlling tasks. Hence, the need for approximating the original large-scale complex model with a much smaller and simpler model that allows the total computational effort to significantly decrease. Model order reduction (MOR) methods accomplish precisely this goal. Over the years, significant effort has been allocated to refining, optimizing and also including data assimilation in MOR methods. We refer the reader to the following books [1,6,9,25] for more details on various reduction methodologies.

The Loewner framework is a data-driven modeling and complexity reduction method that can be used to learn models of dynamical systems from measurements of their transfer function. It was originally introduced in [23] and it was steadily developed over the last decade. For linear systems, extensions of the method were proposed to cope with singular or rectangular systems in [5], with parametric systems in [17], and with preservation of the DAEs (differential algebraic equations) in
[15]. Moreover, in recent years, several works have been made to extend the Loewner framework to certain classes of nonlinear dynamical systems, such as bilinear systems in [4], switched systems [13], and quadratic-bilinear systems in [3,14]. For a comprehensive view on the Loewner framework we refer the reader to [5,18].

One important feature of the Loewner framework consists in the fact that it does not need an exact description of the original dynamical system to start with, which is typically described by ordinary or partial differential equations (ODEs, PDEs). Instead of having full access to the coefficient matrices that scale these equations, one requires only transfer function measurement values. These data can be inferred from time-domain snapshots via spectral transforms (see [19,24] for details) or directly measured with electronic devices (see [5,20] for details). Finally, by arranging the given data in a specific way, one can construct with basically no computational effort a realization (dynamical system) that explains the data. The Loewner pencil plays a central role in the system realization constructed by the Loewner framework. More precisely, the two Loewner matrices that enter the pencil represent the coefficient matrices that scale the internal variable vector and its derivative. Consequently, the eigenvalues of the pencil are the poles of the surrogate Loewner model and are used to characterize the dynamics of the system.

We first derive an explicit eigenvalue decomposition (EVD) of the Loewner pencil based on a general factorization of the Loewner/shifted Loewner matrices. It was previously shown that the Hankel matrix can be factorized in terms of matrices with special structure, e.g., Vandermonde matrices, in [7,12,16]. Similarly, the Loewner matrix can also be factorized in terms of generalized Cauchy matrices, as shown in [28]. We will show that the factors given by the generalized Cauchy matrices are actually Krylov projection matrices for a particular system realization. Using the factorization of the generalized Loewner matrix, the EVD of the Loewner pencil is hence available. Based on this EVD and on eigenvalue perturbation theory for matrix pencils, some theoretical aspects of the Loewner pencil perturbation are derived.

To study the sensitivity of eigenvalues in different situations, two kinds of Loewner pencil perturbations are considered. The first one is unstructured perturbation and the perturbation quantities are given by random matrices. The sensitivity $\rho$ with respect to unstructured perturbation is introduced. It is shown that $\rho$ is connected to the condition numbers of the associated generalized Cauchy matrices; $\rho$ is hence an useful tool for sensitivity analysis of the Loewner pencil, e.g., in the computation of pseudospectra [11,27]. The second case analyzed in this work considers structured perturbation that usually arises due to noisy data. Because of the special structure of the Loewner matrix, the perturbation matrices of the Loewner pencil are also structured. Some previous works, such as the ones in [10,21], have already studied the effects of noisy measurements in the Loewner model. In this work, we provide a new analysis that takes into consideration the pole sensitivity of the Loewner model with respect to perturbation of data. The sensitivity defined with respect to structured perturbation is denoted with $\eta$. Both sensitivities are influenced by the choice of data.

The paper is organized as follows; Section 2 shows a general factorization of the Loewner pencil and derives an explicit generalized eigenvalue decomposition of the pencil. Next, in Section 3 we show a number of factorizations for the Loewner pencil, depending on different measurements or on different system realizations. Section 4 defines sensitivities $\rho$ and $\eta$ with respect to the unstructured and structured perturbations. Furthermore, the consequences resulting from these sensitivities are discussed. Section 5 includes numerical examples and discussions to illustrate the consequences of the sensitivities for the different test cases. Conclusions are given in Section 6.
2 The Loewner matrix pencil and its properties

We consider the linear time-invariant dynamical system $\Sigma$ described by the following equations:

$$\Sigma : \begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t),
\end{align*} \tag{2.1}
$$

where $C \in \mathbb{R}^{p \times n}$, $E, A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, is a minimal realization of $\Sigma$. Additionally, $x(t) \in \mathbb{R}^n$ is the vector of internal variables, $u(t) \in \mathbb{R}^m$ is the input and $y(t) \in \mathbb{R}^{p \times 1}$ is the output. Let the associated resolvent of pencil $(A, E)$ be $\Phi(s) = (sE - A)^{-1}$, and the transfer function of $\Sigma$ be $H(s) = C(sE - A)^{-1}B = C\Phi(s)B$. Given the interpolation conditions

$$\ell_i^T \Phi(\mu_i) = v_i^T, \quad i = 1, \ldots, q, \quad \text{and} \quad \ell_j v_j = \Phi(\lambda_j) r_j, \quad j = 1, \ldots, k, \tag{2.2}$$

we refer to the left data $(M, L^T, V)$ and the right data $(A, R, W)$, where

$$\mathbf{M} = \text{diag} \left( \mu_1, \ldots, \mu_q \right) \in \mathbb{C}^{q \times q}, \quad \mathbf{L} = \left[ \ell_1 \quad \cdots \quad \ell_q \right]^T \in \mathbb{C}^{p \times q}, \quad V = \left[ v_1 \quad \cdots \quad v_q \right]^T \in \mathbb{C}^{m \times q}, \tag{2.3}$$

$$\mathbf{A} = \text{diag} \left( \lambda_1, \ldots, \lambda_k \right) \in \mathbb{C}^{k \times k}, \quad \mathbf{R} = \left[ r_1 \quad \cdots \quad r_k \right] \in \mathbb{C}^{m \times k}, \quad W = \left[ w_1 \quad \cdots \quad w_k \right] \in \mathbb{C}^{p \times k}. \tag{2.4}$$

It is assumed here that the interpolation points $\mu_i, \lambda_j$ are mutually distinct. The Loewner framework in [23] offers a simple solution to the problem of constructing a data-based surrogate linear model with the same structure as in (2.1), that satisfies the conditions in (2.2). The answer is given by the Loewner quadruple:

$$\left( W, L, L_s, V \right) \in \mathbb{C}^{p \times k} \times \mathbb{C}^{q \times k} \times \mathbb{C}^{q \times k} \times \mathbb{C}^{q \times m}, \tag{2.5}$$

where the Loewner matrix $L \in \mathbb{C}^{q \times k}$ and the shifted Loewner matrix $L_s \in \mathbb{C}^{q \times k}$ are defined as:

$$\left( L \right)_{i,j} = \frac{v_i^T r_j - \ell_i^T w_j}{\mu_i - \lambda_j}, \quad \left( L_s \right)_{i,j} = \frac{\mu_i v_i^T r_j - \ell_i^T w_j \lambda_j}{\mu_i - \lambda_j}. \tag{2.6}$$

The Loewner quadruple is often referred to as the raw model of the data.

Let $K_L$ and $K_R$ be the associated left/right tangential rational Krylov projection matrices:

$$\begin{bmatrix}
\ell_1^T C \Phi(\mu_1) \\ \vdots \\ \ell_q^T C \Phi(\mu_q)
\end{bmatrix} \in \mathbb{C}^{n \times q}, \quad K_L = \left[ \begin{array}{c}
\Phi(\lambda_1) B r_1 \\
\vdots \\
\Phi(\lambda_k) B r_k
\end{array} \right] \in \mathbb{C}^{n \times k}, \quad K_R \in \mathbb{C}^{n \times q}, \tag{2.7}$$

assumed to satisfy the condition that $K_L K_R$ has full rank. In what follows, we will make use of the Moore-Penrose generalized-inverse\(^1\). It is to be noted that the Drazin inverse could also be used, as shown in [2].

**Lemma 2.1.** The following factorizations hold:

$$W = CK_R \in \mathbb{C}^{p \times k}, \quad L = -K_L E K_R \in \mathbb{C}^{q \times k}, \quad L_s = -K_L A E K_R \in \mathbb{C}^{q \times k}, \quad V = K_L \mathbf{B} \in \mathbb{C}^{q \times m}. \tag{2.8}$$

Consequently:

1. This factorization is rank revealing and the rank of $L$ is equal to the McMillan degree $n$ of $\Sigma$.
2. The entries of the Loewner quadruple $(W, L, L_s, V)$, depend exclusively on values of the transfer function $H$. Furthermore the following holds:

$$H(s) = W (L_s - sL)^+ V \tag{2.9}$$

where $(\cdot)^+$ denotes the Moore-Penrose generalized inverse of $(\cdot)$.

---

\(^1\)Given a matrix $M \in \mathbb{C}^{q \times k}$, its Moore-Penrose generalized inverse denoted by $M^+ \in \mathbb{C}^{q \times k}$, is the unique matrix satisfying the conditions (a) $MM^+M = M$, (b) $M^+MM^+ = M^+$, (c) $(MM^+)^* = MM^+$, (d) $(M^+M)^* = M^* M$. For further, details see [26]
2. An explicit generalized EVD (eigenvalue decomposition) of the Loewner pencil \((L_s, L)\) results. Let \((\lambda, \hat{q}, \hat{p})\) be a triple composed of an eigenvalue, and the right/left eigenvectors of \((A, E)\). Then \(\lambda\) is also an eigenvalue of the pencil \((L_s, L)\), with corresponding right/left eigenvectors:

\[
q = K^+ R \hat{q} \quad \text{and} \quad p^T = \hat{p}^T K_L^+.
\]

(2.10)

It should be stressed that the above results hold irrespective of whether \(L_s - sI\) is singular or rectangular. Therefore the Loewner quadruple is a model of the data and there is no need for an explicit projection.

\textbf{Proof.} Based on the definition of matrices \(K_L\) and \(K_R\) provided in (2.7), it follows that the \((i,j)\) entry of matrix \(K_L E K_R\) can be written as (for all \(1 \leq i \leq q, 1 \leq j \leq k\)):

\[
\begin{align*}
(K_L E K_R)_{i,j} &= \ell_i^T C \Phi(\mu_i) \Phi(\lambda_j) B_R j = \ell_i^T C \Phi(\mu_i) \frac{\Phi(\lambda_j) - \Phi(\mu_i)}{\lambda_j - \mu_i} \Phi(\lambda_j) B_R j \\
&= \frac{1}{\lambda_j - \mu_i} \left( \ell_i^T C \Phi(\mu_i) B_R j - \ell_i^T C \Phi(\lambda_j) B_R j \right) = \frac{\ell_i^T r_j - \ell_i^T w_j}{\lambda_j - \mu_i}.
\end{align*}
\]

Note that in the derivations above, the following identity was used \(E = \Phi^{-1}(\mu_i) - \Phi^{-1}(\lambda_j)\). From (2.6) it indeed follows that \(L = -K_L E K_R\). Similarly, we prove the other identities. These computations can also be found in [23].

To show (2.9), we notice that because \(K_L\) is full column rank and \(K_R\) is full row rank, the generalized inverse of \((L_s - sI)\) is:

\[
[K_L(A - sE)K_R]^+ = K^+_R (K_R K^+_R)^{-1} (A - sE)^{-1} (K_L K^+_L)^{-1} K^+_L.
\]

The desired result follows by multiplying this expression on the left by \(C K_R\) and on the right by \(K_R B\), i.e.

\[
\forall (L_s - sI)^+ \forall = C K_R [K_L(A - sE)K_R]^+ K_R B \\
= C K_R K^+_R (K_R K^+_R)^{-1} (A - sE)^{-1} (K_L K^+_L)^{-1} K_L K^+_R B = C (A - sE)^{-1} B = H(s).
\]

To show (2.10) notice that if \((\lambda, \hat{q}, \hat{p})\) is a triple composed of the eigenvalue, and the right/left eigenvectors of \((A, E)\), \(q = K^+_R \hat{q}\), is the right eigenvector of the Loewner pencil \((L_s, L)\), corresponding to the eigenvalue \(\lambda\):

\[
L_s q = -K_L A K_R q = -K_L A K_R K^+_R \hat{q} = -K_L A \hat{q} = -\lambda K_L E \hat{q} = \lambda (-K_L E K_R) K^+_R \hat{q} = \lambda q.
\]

The proof for the left eigenvector \(p\) follows in a similar way. \hfill \Box

\textbf{Remark 2.1.} \bullet If in (2.7), \(q\) and \(k\) are less than \(n\), it is readily shown that the transfer function of the projected system (2.8), interpolates the transfer function of the original system at \(\mu_i, i = 1, \ldots, q, \) and \(\lambda_j, j = 1, \ldots, k\) (see e.g. chapter 11 in [1]). In the general case \(q, k \geq n\), expression (2.9) shows that if more than necessary interpolation conditions hold, then the original system is recovered. From a practical point of view, it follows that the emergence of the Loewner matrix in (2.8) ensures that its rank (or numerical rank) provides an estimate of the complexity of the underlying system. Hence by establishing a connection between interpolatory projections and the Loewner matrix as in (2.8), we obtain the additional advantage that the rank of \(L\) (exact or numerical) provides the complexity of the ensuing reduced models. In addition, the projected matrices \(A\) and \(E\) (i.e. the Loewner pencil) provide information about the poles of the reduced system. This fact will be used in the next sections to examine the sensitivity of models to the choice of data and to perturbation in the data.
3 The generalized Sylvester equation and its impact on factorizing the Loewner pencil

Given the minimal realization \((C, E, A, B) \in \mathbb{R}^{p \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m}\), we consider the interpolatory projection matrices \(K_L \in \mathbb{C}^{k \times n}\) and \(K_R \in \mathbb{C}^{n \times q}\), \(k, q \geq n\), such that each has full rank and their product \(K_L K_R \in \mathbb{C}^{k \times q}\) is non-singular. This means that \(\Theta = K_L (K_R K_L)^T K_R\) is a projector, i.e., \(\Theta^2 = \Theta\). The projected quantities are given by (2.8). The projection matrices \(K_L\) and \(K_R\) satisfy the following generalized Sylvester equations:

\[
\begin{align*}
MK_L E - \Psi K_L A &= L^T C \\
E K_R A - A K_R \Delta &= B R
\end{align*}
\]

(3.11)

3.1 Deriving factorizations for different data choices

Next we list the projection matrices for some special cases of the data measurements. For simplicity, we treat only the SISO case but all the derivations can be extended to MIMO by incorporating the left and right tangential directions as described in the previous section.

3.1.1 Matching at finite values

In this case, let \(A, M\) be diagonal matrices, with mutually distinct interpolation points and \(\Delta = I_q\). \(I_q, \Psi = I_k\), where \(I_n \in \mathbb{R}^{n \times n}\) is the identity matrix of dimension \(n\). Additionally, let \(L = I_q^T, R = I_k^T\), where \(I_n = [1 \quad 1 \quad \cdots \quad 1]^T \in \mathbb{R}^n\) is a \(n\)th dimensional column vector of ones.

Recall that the system resolvent is denoted by \(\Phi(s) = (sE - A)^{-1}\). Then, this corresponds to the case presented in the previous section (the classical scenario encountered in the Loewner framework). It follows that the following formulas hold true

\[
K_L = \begin{bmatrix} C \Phi(\mu_1) \\ \vdots \\ C \Phi(\mu_q) \end{bmatrix}, \quad K_R = \begin{bmatrix} \Phi(\lambda_1)B & \cdots & \Phi(\lambda_k)B \end{bmatrix}.
\]

Matching at equal left and right points equal to minus the poles

Next, analyze the case for which the left and right interpolation points are equal to each other, and equal to the mirrored poles of the system (w.r.t to the imaginary axis). Denote with \(\pi_1, \ldots, \pi_n\) the poles of the underlying model, and let \(\Pi \in \mathbb{C}^{n \times n}\) be the diagonal matrix containing the poles on its diagonal.

Let \(k = q = n\) and \(\lambda_i = \mu_i = -\pi_i\), for all \(1 \leq i \leq n\). This represents a special case encountered in optimal \(H_2\) approximation, as illustrated in [6]. Furthermore, choose \(A = M = -\Pi, \Delta = I_q, \Psi = I_k\), and \(R = L = I_n\). Then write

\[
K_L = \begin{bmatrix} C \Phi(-\pi_1) \\ \vdots \\ C \Phi(-\pi_n) \end{bmatrix}, \quad K_R = \begin{bmatrix} \Phi(-\pi_1)B & \cdots & \Phi(-\pi_n)B \end{bmatrix};
\]

while the Loewner matrices \(L = -K_L E K_R\) and \(L_s = -K_L A K_R\) satisfy the following (degenerate) Sylvester equations:

\[
\begin{align*}
\Pi L - L \Pi &= -R^T W + W^T R, \\
L_s \Pi - \Pi L_s &= R^T W \Pi - \Pi W^T R.
\end{align*}
\]
It is to be noted that in this case, the \((i,i)\) entries of the Loewner matrices are written in terms of the transfer function derivatives, as given below
\[
(\mathbb{L})_{i,i} = -\left.\frac{d[H(s)]}{ds}\right|_{s=-\pi_i}, \quad (\mathbb{L}_s)_{i,i} = -\left.\frac{d[sH(s)]}{ds}\right|_{s=-\pi_i}.
\]

### 3.1.2 Matching at infinity

Let \(\lambda \in \mathbb{C}\) be a complex scalar, and assume in this case that all interpolation points are equal to \(\lambda\), i.e., \(\mu_i = \lambda\) and \(\lambda_j = \lambda\). We presents the results for this through an illustrative simple example. More concrete, choose \(k = q = 3\), and hence we have that the left quantities are written as follows
\[
\begin{bmatrix}
\lambda & 0 & 0 \\
0 & \lambda & 0 \\
0 & 0 & \lambda
\end{bmatrix}, \quad \mathbf{L}^{T} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \quad \Rightarrow \mathcal{K}_L = \begin{bmatrix}
\mathbf{C}\Phi(\lambda) \\
\mathbf{C}\Phi(\lambda)\mathbf{E}\Phi(\lambda) \\
\mathbf{C}\Phi(\lambda)\mathbf{E}\Phi(\lambda)\mathbf{E}\Phi(\lambda)
\end{bmatrix},
\]

while the right quantities are given below:
\[
\lambda = \begin{bmatrix}
\lambda & -1 & 0 \\
0 & \lambda & -1 \\
0 & 0 & \lambda
\end{bmatrix}, \quad \mathbf{R}^{T} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \quad \Rightarrow \mathcal{K}_R = [\Phi(\lambda)\mathbf{B} \quad \Phi(\lambda)\mathbf{E}\Phi(\lambda)\mathbf{B} \quad \Phi(\lambda)\mathbf{E}\Phi(\lambda)\mathbf{E}\Phi(\lambda)\mathbf{B}].
\]

Thus, the Loewner matrices \(\mathbb{L} = \mathcal{K}_L\mathbb{E}\mathcal{K}_R\) and \(\mathbb{L}_s = \mathcal{K}_L\mathbb{A}\mathcal{K}_R\), become:
\[
\mathbb{L} = \begin{bmatrix}
\frac{1}{8}\mathbb{H}^{(1)}(\lambda) \\
\frac{1}{8}\mathbb{H}^{(2)}(\lambda) \\
\frac{1}{8}\mathbb{H}^{(3)}(\lambda)
\end{bmatrix}, \quad \mathbb{L}_s = \lambda\mathbb{L} + \begin{bmatrix}
\frac{1}{16}\mathbb{H}^{(0)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(1)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(2)}(\lambda)
\end{bmatrix}.
\]

It follows that the equations satisfied by the Loewner and the shifted Loewner matrices can be rewritten as:
\[
\mathbb{L}\mathbf{J}_r - \mathbf{J}_r^{T}\mathbb{L} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \begin{bmatrix} \mathbb{H}^{(0)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(1)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(2)}(\lambda)
\end{bmatrix} - \begin{bmatrix}
\frac{1}{16}\mathbb{H}^{(0)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(1)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(2)}(\lambda)
\end{bmatrix} [1 \ 0 \ 0],
\]
\[
(\mathbb{L}_s - \lambda\mathbb{L})\mathbf{J}_r - \mathbf{J}_r^{T}(\mathbb{L}_s - \lambda\mathbb{L}) = \begin{bmatrix}
0 \\
\frac{1}{8}\mathbb{H}^{(1)}(\lambda)
\end{bmatrix} [1 \ 0 \ 0] - \begin{bmatrix} 1 \\ 0 \end{bmatrix} \begin{bmatrix} 0 \mathbb{H}^{(0)}(\lambda) \\
\frac{1}{16}\mathbb{H}^{(1)}(\lambda)
\end{bmatrix}.
\]

### 3.1.2 Matching at infinity

Let \(\mathbb{M} = \mathbb{I}_q\), \(\mathbb{L} = \mathbf{e}_{1,q}^{T}\), \(\Psi = \mathbf{J}_q^{T}\), and also \(\mathbb{A} = \mathbb{I}_k\), \(\mathbb{R} = \mathbf{e}_{1,k}^{T}\), \(\Delta = \mathbf{J}_k\). Here \(\mathbf{J}_n \in \mathbb{R}^{n \times n}\) is a Jordan matrix of dimension \(n\) with \(0\) eigenvalues and \(\mathbf{e}_{1,n} \in \mathbb{R}^{n}\) is the first unit vector of length \(n\) (we sometime use \(\mathbf{e}_1\) for ease of notation). In this case, we also assume that \(\mathbb{E} = \mathbb{I}_n\). The following derivations hold
\[
\mathcal{K}_L - \mathbb{J}_q^{T}\mathcal{K}_L\mathbb{A} = \mathbf{e}_1\mathbf{C}, \quad \mathcal{K}_R - \mathbb{A}\mathcal{K}_R\mathbb{J}_k = \mathbb{E}\mathbf{C}^{-1}_{q-1}
\]
\[
\Rightarrow \mathcal{K}_L = \begin{bmatrix}
\mathbf{C} \\
\mathbf{CA} \\
\vdots \\
\mathbf{CA}^{q-1}
\end{bmatrix}, \quad \mathcal{K}_R = [\mathbb{B}, \mathbb{AB}, \ldots, \mathbb{A}^{k-1}\mathbb{B}].
\]

Here, \(\mathcal{H}_{q,k} \in \mathbb{R}^{q \times k}\) and \(\sigma\mathcal{H}_{q,k} \in \mathbb{R}^{q \times k}\) are Hankel matrices that contain as entries the Markov parameters \(\mathbf{h}_i = \mathbf{CA}^{i-1}\mathbb{B}, i \geq 1\) of the original system, i.e. \((\mathcal{H}_{q,k})_{i,j} = \mathbf{h}_{i+j-1}\) and \((\sigma\mathcal{H}_{q,k})_{i,j} = \mathbf{h}_{i+j}\) for
and
Γ

\[ H_{\mu} \] constructed by means of the left interpolation points in (3.13) is given by:

\[ A \]

where \( i \neq j \). Additionally, by choosing \( R = \Pi_q^T, L = \Pi_k^T \), it follows that

\[ W_j = w_j, \quad (L)_{i,j} = \frac{v_i - w_j}{\mu_i - \lambda_j}, \quad (L_s)_{i,j} = \frac{\mu_i v_i - w_j \lambda_j}{\mu_i - \lambda_j}, \quad \forall i = v_i. \]

\[ (\mathcal{W}, L, \mathbb{I}_n, V) \in \mathbb{C}^{1 \times k} \times \mathbb{C}^{q \times k} \times \mathbb{C}^{q \times 1} \]

constructed by means of the left interpolation points \( \mu_i, i = 1, \cdots, q \), the right interpolation points \( \lambda_j, j = 1, \cdots, k \) (\( \lambda_j, \mu_i \) assumed pairwise distinct), and the left values \( v_i = H(\mu_i) \) and the right values \( w_j = H(\lambda_j) \), where \( q, k \geq n \). Additionally, by choosing \( R = \Pi_q^T, L = \Pi_k^T \), it follows that

\[ \mathcal{W}_j = w_j, \quad (L)_{i,j} = \frac{v_i - w_j}{\mu_i - \lambda_j}, \quad (L_s)_{i,j} = \frac{\mu_i v_i - w_j \lambda_j}{\mu_i - \lambda_j}, \quad \forall i = v_i. \]
Given two sets of mutually distinct complex numbers \( \alpha_i, i = 1, \ldots, \kappa \), and \( \beta_j, j = 1, \ldots, \rho \), we define the associated Cauchy matrix as:

\[
C_{\alpha,\beta} = \begin{bmatrix}
\frac{1}{\alpha_1 - \beta_1} & \cdots & \frac{1}{\alpha_1 - \beta_\rho} \\
\vdots & \ddots & \vdots \\
\frac{1}{\alpha_\kappa - \beta_1} & \cdots & \frac{1}{\alpha_\kappa - \beta_\rho}
\end{bmatrix} \in \mathbb{C}^{\kappa \times \rho}.
\] (3.16)

**Lemma 3.1.** Given the Loewner quadruple (3.14), the following factorizations hold true:

\[
\mathbb{W} = I_n^T \Gamma C_{\lambda,\pi}^T \in \mathbb{C}^{1 \times k}, \quad \mathbb{L} = -C_{\mu,\pi} \Gamma C_{\lambda,\pi}^T, \quad \mathbb{L}_n = -C_{\mu,\pi} \Pi \Gamma C_{\lambda,\pi}^T \in \mathbb{C}^{q \times k}, \quad \mathbb{V} = C_{\mu,\pi} \Gamma I_n \in \mathbb{C}^{q \times 1}. \quad (3.17)
\]

**Proof.** For \( 1 \leq i \leq q \) and \( 1 \leq j \leq k \), we can write the \((i,j)\) entry of the Loewner matrix \( L \) in (3.15), as follows

\[
\mathbb{L}_{(i,j)} = \frac{v_i - w_j}{\mu_i - \lambda_j} = \frac{H(\mu_i) - H(\lambda_j)}{\mu_i - \lambda_j} = \frac{\left( \sum_{l=1}^{n} \frac{\gamma_l}{\mu_i - \pi_l} - \sum_{l=1}^{n} \frac{\gamma_l}{\lambda_j - \pi_l} \right)}{\mu_i - \lambda_j} = \sum_{l=1}^{n} \frac{\gamma_l}{\mu_i - \pi_l} - \frac{1}{\lambda_j - \pi_l} \left( \frac{1}{\mu_i - \lambda_j} \right).
\]

Hence, it follows that the \((i,j)\) entry of the Loewner matrix \( L \) coincides with the \((i,j)\) entry of the matrix computed by the product \(-C_{\mu,\pi} \Gamma C_{\lambda,\pi}^T\), for all \( i, j \). Hence, the second equality in (3.17) holds. Similarly, we can show the other three equalities. \( \square \)

**Proposition 3.1.** The Cauchy matrix in (3.16) satisfies the Sylvester equation \( \mathbb{D}_\alpha C_{\alpha,\beta} - C_{\alpha,\beta} \mathbb{D}_\beta = \mathbb{I}_n \mathbb{I}_p \), where \( \mathbb{D}_\alpha = \text{diag} [\alpha_1, \ldots, \alpha_\kappa] \), \( \mathbb{D}_\beta = \text{diag} [\beta_1, \ldots, \beta_\rho] \). Hence, the Cauchy matrices that are used for the factorizations in (3.17) satisfy the Sylvester equations:

\[
M C_{\mu,\pi} - C_{\mu,\pi} \Pi = \mathbb{I}_q \mathbb{I}_p^T, \quad C_{\lambda,\pi}^T A - \Pi C_{\lambda,\pi}^T = \mathbb{I}_n \mathbb{I}_k^T. \quad (3.18)
\]

It is to be noted that the equations in (3.18) represent special cases of those in (3.11), for a particular realization of the original system.

**Lemma 3.2.** The right and left eigenvectors of the Loewner matrix pencil given by \((\mathbb{L}_n, \mathbb{L})\) corresponding to the eigenvalue \( \pi_i \) are given, respectively, by

\[
\mathbf{q}_i = (C_{\lambda,\pi}^+) \mathbf{e}_i, \quad \text{and} \quad \mathbf{p}_i = (C_{\mu,\pi}^+) \mathbf{e}_i,
\] (3.19)

where \( \mathbf{e}_i \) is the unit vector of length \( n \) whose \( i \)-th entry is 1 (and all others are zeros).

**Proof.** The proof is similar to that used to prove part c). of Lemma 2.1. Since the factorization in (3.17) holds, it is easy to show that \((\pi_i, \mathbf{e}_i, \mathbf{e}_i)\) for \( i = 1, \ldots, n \) are the triple (eigenvalue, left eigenvector, right eigenvector) of pencil \((\Pi, I)\). Then, the identity stated in (3.19) can be obtained by simply substituting \( K_R \) with \( C_{\lambda,\pi} \) and \( K_L \) with \( C_{\mu,\pi} \) into the formulas given in (2.10). \( \square \)

If the left interpolation points are the same as the right interpolation points, then

\[
\mathbf{q}_i = \mathbf{p}_i = (C_{\mu,\pi}^+) \mathbf{e}_i \quad (3.20)
\]

which means the left eigenvector coincide to the right eigenvector.

Connection with the Hankel singular values. Again consider the realization of \( \Sigma \) as given in (3.13). Moreover, consider that \( \Sigma \) is a stable system. Then, it follows that the controllability Gramian is \( P = C_{\pi,\pi}^* \), while the observability Gramian is given by \( Q = -\Gamma^* C_{\pi,\pi}^* \). We conclude that if \( k = q = n \) and the interpolation points are chosen as \( \mu_i = -\pi_i^* \) and \( \lambda_j = -\pi_j^* \), and the resulting Loewner matrix satisfies:

\[
-\mathbb{L}^* \Gamma = \mathbb{P} Q.
\]

Thus, the eigenvalues of the squares of the Hankel singular values \( \sigma_i, i = 1, \ldots, n \), of the system are equal to the eigenvalues of the resulting Loewner matrix \( \mathbb{L} \) scaled by the diagonal matrix \( \Gamma \):

\[
\sigma_i^2(\Sigma) = \sigma((\mathbb{L}^* \Gamma)_i), \quad i = 1, \ldots, n.
\] (3.21)
3.2.2 The case of MIMO systems with strictly proper transfer function

Let \( C = [c_1 \cdots c_n] \in \mathbb{R}^{p \times n} \), \( B^T = [b_1 \cdots b_n] \in \mathbb{R}^{m \times n} \) with \( c_i \in \mathbb{R}^p \), \( b_i \in \mathbb{R}^m \) and also assume that \( A = \Pi \). Hence, the transfer function \( H(s) \) can be expressed in pole-residue form as follows

\[
H(s) = C (sI - \Pi)^{-1} B = \sum_{i=1}^{n} \frac{c_i b_i^T}{s - \pi_i}.
\]

Consider now the generalized Cauchy matrices \( C_L \in \mathbb{C}^{q \times n} \) and \( C_R \in \mathbb{C}^{n \times k} \), defined as follows:

\[
(C_L)_{i,j} = \frac{\ell_i^T c_j}{\mu_i - \pi_j}, \quad (C_R)_{i,j} = \frac{b_i^T r_j}{\lambda_j - \pi_i},
\]

that can be obtained as solutions of Sylvester equations:

\[
MC_L - C_L \Pi = L^T C, \quad C_R A - \Pi C_R = BR.
\]

As before, it is to be noted that the equations in (3.24) represent special cases of those in (3.11), for a particular realization of the original system as given in (3.22).

**Lemma 3.3.** In the above setting, the relationships below hold true:

\[
\forall = C R \in \mathbb{C}^{p \times k}, \quad \mathbb{L} = -C_L C_R, \quad \mathbb{L}_s = -C_L \Pi C_R \in \mathbb{C}^{q \times k}, \quad \forall = C_L B \in \mathbb{C}^{q \times m}.
\]

**Proof.** For a pair of indexes \( 1 \leq i \leq q \) and \( 1 \leq j \leq k \), we can write the \((i,j)\) entry of the Loewner matrix \( \mathbb{L} \) in (2.6), as follows:

\[
(L_{i,j}) = \frac{\ell_i^T r_j - \ell_i^T w_j}{\mu_i - \lambda_j} = \frac{\ell_i^T H(\mu_i) r_j - \ell_i^T H(\lambda_j) r_j}{\mu_i - \lambda_j} = \frac{\sum_{\ell=1}^{n} \ell_i c_i b_j^T r_j}{\mu_i - \lambda_j} = \frac{\sum_{\ell=1}^{n} \ell_i c_i b_j^T r_j}{\mu_i - \lambda_j}.
\]

Hence, it follows that the \((i,j)\) entry of the Loewner matrix \( \mathbb{L} \) coincides with the \((i,j)\) entry of the matrix computed by the product \(-C_L C_R \), for all \( i, j \). Hence, the second equality in (3.25) holds. The others can be proven similarly. \( \square \)

One can notice that if all rows of \( L^T \) are the same, i.e. \( L^T = \mathbb{I}_q \ell^T \), then

\[
C_L = C_{\mu, \pi} \text{ diag} [\ell^T c_1, \cdots, \ell^T c_n], \text{ where } C_{\mu, \pi} \text{ is a } q \times n \text{ Cauchy matrix.}
\]

Furthermore, if all columns of \( R \) are the same, i.e. \( R = \mathbb{R}_k \ell^T \), then

\[
C_R = \text{ diag} [b_i^T r_1, \cdots, b_n^T r_k] C_{\lambda, \pi}^T, \text{ where } C_{\lambda, \pi}^T \text{ is a } n \times k \text{ Cauchy matrix.}
\]

If both of these conditions hold, we have that

\[
\forall = C \Delta B C_{\lambda, \pi}^T \in \mathbb{C}^{p \times k}, \quad \mathbb{L} = -C_{\mu, \pi} \Delta C \Delta B C_{\lambda, \pi}^T,
\]

\[
\mathbb{L}_s = -C_{\mu, \pi} \Delta C \Pi \Delta B C_{\lambda, \pi}^T \in \mathbb{C}^{q \times k}, \quad \forall = C_{\mu, \pi} \Delta C B \in \mathbb{C}^{q \times m}.
\]

If \( m = p = 1 \) the above relationships reduce to (3.17).
3.2.3 The case of SISO systems with polynomial transfer functions

In this section we assume that the transfer function is a polynomial, i.e., \( H(s) = a_{r-1}s^{r-1} + \cdots + a_1s + a_0 \). For simplicity, we treat only the scalar case. A minimal realization of \( H \) is given by \( H(s) = C(sE - A)^{-1}B \), where:
\[
E = J_r, \quad A = I_r, \quad B = e_r, \quad C = [a_{r-1} \cdots a_1 a_0],
\]
(3.26)

\( J_r \) is a \( r \times r \) Jordan block with zero eigenvalues and ones in the superdiagonal and \( e_r \in \mathbb{R}^r \) is the \( r \)th unit vector. To compute the Loewner pencil, we choose the left interpolation points as \( \mu_i, i = 1, \ldots, q \), and the right interpolation points as \( \lambda_j, j = 1, \ldots, k \). The Loewner pencil of size \( q \times k \) is then represented as:
\[
\begin{cases}
(\mathbb{L})_{i,j} = \frac{H(\mu_i) - H(\lambda_j)}{\mu_i - \lambda_j} = a_{r-1}(\mu_i^{r-2} + \mu_i^{r-3}\lambda_j + \cdots + \mu_i\lambda_j^{r-3} + \lambda_j^{r-2}) + \cdots + a_2(\mu_i + \lambda_j) + a_1, \\
(\mathbb{L}_s)_{i,j} = \frac{H(\mu_i) - H(\lambda_j)}{\mu_i - \lambda_j} = a_{r-1}(\mu_i^{r-1} + \mu_i^{r-2}\lambda_j + \cdots + \mu_i\lambda_j^{r-2} + \lambda_j^{r-1}) + \cdots + a_1(\mu_i + \lambda_j) + a_0.
\end{cases}
\]
(3.27)

With \( x = [x_1, \cdots, x_m] \), the associated Vandermonde matrix is:
\[
V_{\ell,m}(x) = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
x_1 & x_2 & \cdots & x_m \\
\vdots & \ddots & \ddots & \vdots \\
x_{\ell-1} & x_{\ell-2} & \cdots & x_{\ell-1}
\end{bmatrix} \in \mathbb{C}^{\ell \times m}.
\]
(3.28)

Then, based on (3.27), and on the above definition, it follows that
\[
\begin{align*}
\mathbb{L} &= a_1 V_{\ell,q}^T(\mu)V_{1,k}(\lambda) + a_2 V_{2,q}^T(\mu)V_{2,k}(\lambda) + \cdots + a_{r-1} V_{r-1,q}^T(\mu)V_{r-1,k}(\lambda), \\
\mathbb{L}_s &= a_1 V_{1,q}^T(\mu)V_{1,k}(\lambda) + a_2 V_{2,q}^T(\mu)V_{2,k}(\lambda) + \cdots + a_{r-1} V_{r-1,q}^T(\mu)V_{r-1,k}(\lambda),
\end{align*}
\]
(3.29)

and also, since \( \mathbb{W}_j = H(\lambda_j) \) and \( \mathbb{V}_i = H(\mu_i) \), we get that
\[
\mathbb{W} = \begin{bmatrix} a_0 & a_1 & \cdots & a_{r-1} \end{bmatrix} \mathbb{V}_{r,k}(\mu) \quad \text{and} \quad \mathbb{V} = \mathbb{V}_{r,q}^T(\lambda)\begin{bmatrix} a_0 & a_1 & \cdots & a_{r-1} \end{bmatrix}.
\]
(3.30)

Lemma 3.4. Given the Loewner quadruple introduced in (3.29) and (3.30), the following factorizations hold true:
\[
\mathbb{W} = \hat{C} \mathbb{V}_{r,k}(\lambda) \in \mathbb{C}^{1 \times k}, \quad \mathbb{L} = \mathbb{V}_{r,q}^T(\lambda)\hat{E} \mathbb{V}_{r,k}(\mu),
\]
(3.31)
\[
\mathbb{L}_s = \mathbb{V}_{r,q}^T(\lambda)\hat{A} \mathbb{V}_{r,k}(\mu) \in \mathbb{C}^{q \times k}, \quad \mathbb{V} = \mathbb{V}_{r,q}^T(\lambda)\hat{B} \in \mathbb{C}^{q \times 1},
\]
(3.32)

where the following notation is used
\[
\hat{E} = \begin{bmatrix} a_1 & a_2 & \cdots & a_{r-2} & a_{r-1} & 0 \\
a_2 & a_3 & \cdots & a_{r-1} & 0 & 0 \\
a_3 & a_4 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
a_{r-1} & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0
\end{bmatrix}, \quad \hat{A} = \begin{bmatrix} a_0 & a_1 & \cdots & a_{r-3} & a_{r-2} & a_{r-1} \\
a_1 & a_2 & \cdots & a_{r-2} & a_{r-1} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
a_{r-2} & a_{r-1} & \cdots & 0 & 0 & 0 \\
a_{r-1} & 0 & \cdots & 0 & 0 & 0
\end{bmatrix}, \quad \hat{B} = \begin{bmatrix} a_0 & a_1 & \cdots & a_{r-1} \\
a_{r-1} & \cdots & \vdots & \vdots & \vdots
\end{bmatrix} = \hat{C}^T.
\]
(3.33)

Proof. The factorizations in (3.31) directly follow from the representations in (3.29) and (3.30).
\square

4 Sensitivities of the Loewner pencil eigenvalues

In this section, we provide definitions for sensitivities of eigenvalues of the Loewner pencil. These concepts of sensitivity arise from the perturbation of eigenvalues of the Loewner matrix pencil. In the following, we introduce the eigenvalue perturbation theory for the matrix pencil. Afterwards, we discuss the perturbation of the Loewner pencil and define two types of sensitivities, denoted with \( \rho \) and \( \eta \), corresponding to structured or unstructured perturbations.
Lemma 4.1. For the matrix pencil $(A, E)$ that is assumed to be diagonalizable, under the perturbation of $\bar{A} = A + \Delta_A$ and $\bar{E} = E + \Delta_E$, the first order approximation of the eigenvalue perturbation $\pi^{(1)}$ is

$$\pi^{(1)} = \frac{p^T(\Delta_A - \pi \Delta_E)q}{p^T Eq},$$

where the eigenvalue problem of the pencil $(A, E)$ is: $Aq = \pi Eq$, $p^T A = \pi p^T E$, and $\pi$ is assumed to be an eigenvalue with algebraic multiplicity equal to 1.

Proof. A perturbation of the system yields

$$(A + \Delta_A)(q + q^{(1)} + \cdots) = (\pi + \pi^{(1)} + \cdots)(E + \Delta_E)(q + q^{(1)} + \cdots).$$

By retaining only the first-order terms, it follows that: $(A - \pi E)q^{(1)} = (\pi^{(1)} E + \pi \Delta_E - \Delta_A)q$. We wish to find an expression for $\pi^{(1)}$, which measures the first-order sensitivity of $\pi$. Towards this goal we multiply this equation on the left by the corresponding left eigenvector $p$:

$$p^T(A - \pi E)q^{(1)} = p^T(\pi^{(1)} E + \pi \Delta_E - \Delta_A)q \Rightarrow p^T A q^{(1)} - \pi p^T Eq^{(1)} = \pi^{(1)} p^T Eq + p^T \Delta_E q - p^T \Delta_A q$$

$$\Rightarrow \pi^{(1)} = \frac{p^T \Delta_A q - \pi p^T \Delta_E q}{p^T Eq}.$$

Now, consider the Loewner pencil $(\bar{L}_s, \bar{L})$ as a surrogate to the pencil $(A, E)$. The perturbed matrices are as follows, i.e., $\bar{L} = L + \Delta_L$, $\bar{L}_s = L_s + \Delta_{L_s}$. Then, by following the result in Lemma 4.1, we have that the first order approximation of the eigenvalue perturbation $\pi^{(1)}$ is

$$\pi^{(1)} = \frac{p^T(\Delta_{L_s} - \pi \Delta_L)q}{p^T Eq}.$$  \hspace{1cm} (4.34)

Note that in (4.34), the left/right eigenvectors denoted with $p$, $q$, can be actually obtained as in (2.10), or as in (3.19). It can hence be noticed that the first-order eigenvalue perturbation $\pi^{(1)}$ depends on the perturbation matrices $\Delta_L$, $\Delta_{L_s}$ corresponding to the Loewner matrices. In the upcoming subsections, we will discuss two different cases.

### 4.1 Sensitivity of the Loewner pencil eigenvalues with unstructured perturbations

In this subsection we consider the case of unstructured perturbation. The strength of the perturbation can be quantified by the norm of the perturbation matrix. We will show that in this case, i.e., unstructured perturbation, the sensitivity depends on the numerical condition of the Loewner pencil. Assume that the norm of perturbation matrices is bounded as follows:

$$\|\Delta_L\|_2 \leq \epsilon \omega_0, \quad \|\Delta_{L_s}\|_2 \leq \epsilon \omega_1.$$  \hspace{1cm} (4.35)

where $\omega_i \geq 0$, $i = 0, 1$ are the weights. Straightforward calculations yield to the bound

$$|\pi^{(1)}| = \frac{p^T(\Delta_{L_s} - \pi \Delta_L) q}{p^T Eq} \leq \frac{\|p\|_2 \|\Delta_{L_s} - \pi \Delta_L\| \|q\|}{|p^T Eq|} \leq \epsilon \rho,$$  \hspace{1cm} (4.36)
where the sensitivity $\rho$ is given by

$$\rho = (\omega_0 + |\pi| \omega_1) \frac{|p|\|q\|^2}{|p^T L q|}.$$  
(4.37)

This formula is well known in the literature and can be found, e.g., in [22].

To elaborate on this expression we will make use of the system realization quoted in Lemma 3.1. As already mentioned, the right and left eigenvectors of the Loewner matrix pencil given by $(L_s, L)$ corresponding to the eigenvalue $\pi_i$ are given, respectively, by

$$q_i = (C_{\lambda, \pi})^* e_i, \quad \text{and} \quad p_i = (C_{\mu, \pi})^* e_i.$$  

Consequently, it follows that $p_i^T L q_i = -e_i^T (C_{\mu, \pi})^* C_{\mu, \pi} \Gamma C_{\lambda, \pi}^*(C_{\lambda, \pi}^* e_i) = -\gamma_i$. Next, we make a particular choice of weights given by $\omega_0 = \|L\|_2$ and $\omega_1 = \|L_s\|_2$ (this is typical for such problems). Hence, by applying the general formula in (4.37), the sensitivity of the eigenvalue $\pi_i$ is given as follows:

$$\rho_i = \frac{1}{|\gamma_i|} \|p_i\|_2 (|\pi_i| \|C_{\mu, \pi} \Gamma C_{\lambda, \pi}^*\|_2 + \|C_{\mu, \pi} \Pi \Gamma C_{\lambda, \pi}^*\|_2) \|C_{\mu, \pi}^* e_i\|_2.$$  
(4.38)

By using the factorizations in (3.17), we get that $L_s = -C_{\mu, \pi} \Gamma C_{\lambda, \pi}^*$ and $L_s = -C_{\mu, \pi} \Pi \Gamma C_{\lambda, \pi}^*$, and hence, the formula in (4.38) is equivalently rewritten as

$$\rho_i = \frac{1}{|\gamma_i|} \|C_{\mu, \pi}^* e_i\|_2 \left( |\pi_i| \|C_{\mu, \pi} \Gamma C_{\lambda, \pi}^*\|_2 + \|C_{\mu, \pi} \Pi \Gamma C_{\lambda, \pi}^*\|_2 \right) \|C_{\mu, \pi}^* e_i\|_2.$$  
(4.39)

### 4.1.1 Deriving error bounds

By using the same previously mentioned factorizations of the Loewner matrices, it follows that the following inequalities hold:

$$L_s = -C_{\mu, \pi} \Gamma C_{\lambda, \pi}^* \Rightarrow \|L_s\|_2 \leq \|C_{\mu, \pi}\|_2 \|\Gamma\|_2 \|C_{\lambda, \pi}^*\|_2,$$

$$L_s = -C_{\mu, \pi} \Pi \Gamma C_{\lambda, \pi}^* \Rightarrow \|L_s\|_2 \leq \|C_{\mu, \pi}\|_2 \|\Pi \Gamma\|_2 \|C_{\lambda, \pi}^*\|_2.$$  
(4.40)

By plugging in the inequalities from (4.40) into the extended formula (4.39), we get that

$$\rho_i \leq \frac{1}{|\gamma_i|} \|p_i\|_2 \|C_{\mu, \pi}\|_2 (|\pi_i| \|\Gamma\|_2 + \|\Pi \Gamma\|_2) \|C_{\lambda, \pi}^*\|_2 \|q_i\|_2.$$  
(4.41)

Using the fact that $\|Xe_i\|_2 \leq \|X\|_2$, the bound in (4.41) is rewritten as follows:

$$\rho_i \leq \frac{1}{|\gamma_i|} \|p_i\|_2 \|C_{\mu, \pi}\|_2 \|C_{\mu, \pi}^*\|_2 \|C_{\lambda, \pi}^*\|_2 \|q_i\|_2.$$  
(4.42)

Using the fact that $\|Xe_i\|_2 \leq \|X\|_2$, the bound in (4.41) is rewritten as follows:

$$\rho_i \leq \frac{|\pi_i| \|\Gamma\|_2 + \|\Pi \Gamma\|_2}{|\gamma_i|} \|C_{\mu, \pi}\|_2 \|C_{\lambda, \pi}^*\|_2 \|q_i\|_2.$$  
(4.43)

Using the fact that $\|Xe_i\|_2 \leq \|X\|_2$, the bound in (4.41) is rewritten as follows:

$$\rho_i \leq \frac{|\pi_i| \|\Gamma\|_2 + \|\Pi \Gamma\|_2}{|\gamma_i|} \|C_{\mu, \pi}\|_2 \|C_{\lambda, \pi}^*\|_2 \|q_i\|_2.$$  
(4.44)

Using the fact that $\|Xe_i\|_2 \leq \|X\|_2$, the bound in (4.41) is rewritten as follows:

$$\rho_i \leq \frac{|\pi_i| \|\Gamma\|_2 + \|\Pi \Gamma\|_2}{|\gamma_i|} \kappa(C_{\mu, \pi}),$$  

where $\kappa(X)$ denotes the condition matrix of matrix $X$. Next, by using the identities

$$\|\Gamma\|_2 = \max_j (|\gamma_j|), \quad \|\Pi \Gamma\|_2 = \max_j (|\pi_j \gamma_j|),$$
and by substituting these equalities into the inequality above, the upper bound can be further rewritten as:
\[ \rho_i \leq \zeta_i \kappa(C_{\mu,\pi}) \kappa(C_{\lambda,\pi}) \] 
(4.43)

where \( \zeta_i = \frac{1}{|\gamma_i|} \left( |\pi_i| \max_j(|\gamma_j|) + \max_j(\pi_j\gamma_j) \right) \), for all \( 1 \leq i \leq n \).

In what follows we will derive bounds for the the vector of unstructured sensitivities \( \rho \in \mathbb{R}^n \), defined as \( \rho = [\rho_1 \; \rho_2 \; \cdots \; \rho_n]^T \). Similarly, let \( \zeta \in \mathbb{R}^n \). Then, from (4.43), it readily follows that
\[ \|\rho\|_2 \leq \|\zeta\|_2 \kappa(C_{\mu,\pi}) \kappa(C_{\lambda,\pi}). \] 
(4.44)

Next, by making use of the inequality \( xy \leq \frac{1}{2}(x^2 + y^2) \), one can rewrite (4.41) as
\[ \rho_i \leq \frac{1}{2} \zeta_i \left( \| \left( C_{\mu,\pi} \right)^* e_i \|_2^2 + \| C_{\lambda,\pi} \|_2^2 \| \left( C_{\lambda,\pi} \right)^* e_i \|_2^2 \right) \] 
(4.45)

Denote with \( \zeta_{i,\max} = \max_i(\zeta_i) \). By summing up the inequalities in (4.45), one can write that
\[ \sum_{i=1}^{n} \rho_i \leq \frac{1}{2} \zeta_{\max} \left( \| C_{\mu,\pi} \|_F^2 \| \left( C_{\mu,\pi} \right)^* e_i \|_2^2 + \| C_{\lambda,\pi} \|_F^2 \| \left( C_{\lambda,\pi} \right)^* e_i \|_2^2 \right) \] 
(4.46)

and by using that \( \sum_{i=1}^{n} \| X e_i \|_2^2 = \| X \|_F^2 \), it follows that
\[ \|\rho\|_1 \leq \frac{1}{2} \zeta_{\max} \left( \| C_{\mu,\pi} \|_F^2 \| \left( C_{\mu,\pi} \right)^* \|_F^2 + \| C_{\lambda,\pi} \|_F^2 \| \left( C_{\lambda,\pi} \right)^* \|_F^2 \right). \] 
(4.47)

### 4.1.2 Connections with pseudospectra

Pseudospectra represent important tools for the numerical analysis of uncertain linear systems, eigenvalue perturbations or stability study.

**Definition 4.1.** Given a matrix \( A \in \mathbb{C}^{n \times n} \) and a positive real constant \( \epsilon > 0 \), the \( \epsilon \)-pseudospectrum of \( A \) is:
\[ \sigma_{\epsilon}(A) = \{ z \in \mathbb{C} \mid \text{is an eigenvalue of } A + \Gamma \text{ for some } \Gamma \in \mathbb{C}^{n \times n} \text{ with } \| \Gamma \| < \epsilon \}. \] 
(4.48)

Note that, for all \( \epsilon > 0 \), \( \sigma_{\epsilon}(A) \) is a bounded, open subset of the complex plane that contains the eigenvalues of \( A \).

The concept of pseudospectrum has been extended over the years to cope with more general eigenvalue problems and dynamical systems. More precisely, we are interested in extensions of (4.48) to matrix pencils \( (A, E) \). In [11], one definition for the pseudospectrum of matrix pencil is mentioned. In order to allow matrix perturbations of both \( A \) and \( E \) to be scaled independently, this definition below includes two additional parameters, denoted with \( \nu \) and \( \delta \).

**Definition 4.2.** Let \( \nu, \delta > 0 \). For matrix pencil \( (A, E) \in \mathbb{C}^{n \times n} \) and \( \forall \epsilon \geq 0 \), the \( \epsilon-(\nu, \delta) \)-pseudospectrum \( \sigma_{\epsilon}^{(\nu, \delta)}(A, E) \) of the matrix pencil \( \pi E - A \) is the set
\[ \sigma_{\epsilon}^{(\nu, \delta)}(A, E) = \{ \pi \in \mathbb{C} \mid \text{is an eigenvalue of the pencil } \pi (E + \epsilon \Delta_E) - (A + \epsilon \Delta_A) \} \]
for some \( \Delta_E, \Delta_A \in \mathbb{C}^{n \times n} \) with \( \| \Delta_E \| = \nu, \| \Delta_A \| = \delta \). 
(4.49)

As also illustrated in [11], the pseudospectra provides a useful tool to explore the sensitivity of eigenvalues of matrix pencils. It is easy to see that the special points of the pseudospectra for \( \epsilon = 0 \) are precisely the eigenvalues of the matrix pencil \( (A, E) \). Moreover, the slope of the pseudospectra around an eigenvalue \( \pi \) can be used as a scale for eigenvalue sensitivity. If the slope is large, it means that the
eigenvalue perturbation $\delta \pi$ is small for large perturbations applied to the pencil. Similarly, when the slope is small, it means that the eigenvalue perturbation $\delta \pi$ is large with a small perturbation of the matrix pencil. The sensitivity value $\rho_\pi$ introduced in (4.38) is connected to the pseudospectra in the sense that both can be used to measure eigenvalue perturbations when the matrix pencil is perturbed and quantified by its norm.

For $\epsilon_2 > \epsilon_1 > 0$, it follows that the slope of the pseudospectra near the eigenvalue $\pi$ can be defined as

$$\xi = \lim_{\epsilon_1, \epsilon_2 \to 0} \left| \frac{\pi_i^{(1)} - \pi_j^{(1)}}{\epsilon_2 - \epsilon_1} \right|,$$

where $\pi_i$ is the eigenvalue of matrix pencil $(E + \epsilon_i \Delta_E, A + \epsilon_i \Delta_A)$, for $i = 1, 2$ that is closest to $\pi$. Using the first order approximation of the eigenvalue perturbation, we obtain that

$$\pi_i^{(1)} = \left| \frac{p^T (\epsilon_i \Delta_A - \pi \epsilon_i \Delta_E) q}{p^T Eq} \right| = \epsilon_i \left| \frac{p^T (\Delta_A - \pi \Delta_E) q}{p^T Eq} \right| \leq \epsilon_i \rho, \; \forall i = 1, 2. \quad (4.51)$$

Then, from (4.50) and (4.51), it automatically follows that $\xi \leq \rho$. Hence, the sensitivity $\rho$ provides an upper bound for the slope of the pseudospectra in the neighborhood of eigenvalue $\pi$.

It is also mentioned in [11] that analyzing structured pseudospectra could provide additional insight, i.e., the perturbed matrices have the same structure as the unperturbed (they are also Loewner matrices). Additionally, it could also be helpful to explore the eigenvalue sensitivity of Loewner pencils in the case of noisy data. The efficient computation for pseudospectra is still a matter of ongoing research. A recent result is provided in [11], e.g., in Section 4, where the authors propose methods to accelerate this computation for (large) structured Loewner pencils and hence reduce the cost from $O(n^3)$ to $O(n^2)$ operations. In the next section, we explore the eigenvalue sensitivity of the Loewner pencil with respect to a structured perturbation.

### 4.2 Sensitivity of the eigenvalues with structured perturbations

In this section, we will study structured perturbations, i.e., the perturbation matrices have a particular structure. When the data are perturbed, e.g., the measurements are corrupted by additive noise, the perturbation matrices are indeed Loewner matrices. Recently, the robustness of the Loewner framework with respect to noise in the transfer-function values was studied in [10]. There, a statistical analysis was provided for bounding the deviation between the transfer function of noisy Loewner models and that of Loewner models without noise (see, e.g., Theorem 1 in Section 4). The eigenvalue sensitivity analysis with respect to noise in the data is significant for assessing the robustness of the Loewner models. In what follows, we will treat only the case of SISO systems (the MIMO case follows equivalently by adapting the factorization formulas as was shown in Section 3.2.2).

#### 4.2.1 Distinct left and right interpolation points ($\mu \neq \lambda$)

Introduce the perturbed transfer function defined as $\bar{H}(s) = H(s)(1 + \epsilon_s)$, and consider the left and right measurements corresponding to this transfer function under the influence of perturbation, i.e.,

$$\bar{H}(\epsilon_{\mu_i}) = H(\epsilon_{\mu_i})(1 + \epsilon_{\mu_i}) = v_i(1 + \epsilon_{\mu_i}), \quad \text{and} \quad \bar{H}(\epsilon_{\lambda_j}) = H(\epsilon_{\lambda_j})(1 + \epsilon_{\lambda_j}) = w_j(1 + \epsilon_{\lambda_j}), \quad (4.52)$$

for $1 \leq i \leq q$ and $1 \leq j \leq k$. Define the diagonal matrices $V \in \mathbb{C}^{q \times q}$ and $W \in \mathbb{C}^{k \times k}$ as

$$V = \text{diag}(v_1, v_2, \ldots, v_q), \quad W = \text{diag}(w_1, w_2, \ldots, w_k).$$

Then, the following relations hold

$$\mathbb{L}_s = VC_{\mu, \lambda}W, \quad \mathbb{L}_s = MVC_{\mu, \lambda}W \Lambda. \quad (4.53)$$
Similarly, the perturbation matrices can be written as
\[
\Delta_L = \text{diag}(\epsilon_{\mu_1}, \epsilon_{\mu_2}, \ldots, \epsilon_{\mu_q}) V C_{\mu, \lambda} - C_{\mu, \lambda} W \text{diag}(\epsilon_{\lambda_1}, \epsilon_{\lambda_2}, \ldots, \epsilon_{\lambda_k}),
\]
\[
\Delta_{L_\pi} = \text{diag}(\epsilon_{\mu_1}, \epsilon_{\mu_2}, \ldots, \epsilon_{\mu_q}) M V C_{\mu, \lambda} - C_{\mu, \lambda} W \Lambda \text{diag}(\epsilon_{\lambda_1}, \epsilon_{\lambda_2}, \ldots, \epsilon_{\lambda_k}).
\]  
(4.54)
From (4.54), it follows that the perturbation pencil is expressed as
\[
s\Delta_L - \Delta_{L_\pi} = \text{diag}(\epsilon_{\mu_1}, \epsilon_{\mu_2}, \ldots, \epsilon_{\mu_q})(sI - M)V C_{\mu, \lambda} - C_{\mu, \lambda} W(sI - \Lambda) \text{diag}(\epsilon_{\lambda_1}, \epsilon_{\lambda_2}, \ldots, \epsilon_{\lambda_k}).
\]  
(4.55)
By substituting (4.55) into (4.34), it follows that the first order approximation of the eigenvalue influence on the th pole. We have that the perturbation corresponding to the pole is hence quantified by the entries of matrix 
\[
\pi_i^{(1)} = \frac{p_i^T(\Delta_L - \pi_i \Delta_{L_\pi}) q_i}{p_i^T L q_i} = \frac{1}{\gamma_i} \left[ \frac{1}{\gamma_i} p_i^T (\pi_i \Delta_L - \Delta_{L_\pi}) q_i \right] = \frac{1}{\gamma_i} \left[ \text{diag}(p_i)(\pi_i I - M)V C_{\mu, \lambda} q_i - \frac{1}{\gamma_i} p_i^T C_{\mu, \lambda} W(\pi_i I - \Lambda) \text{diag}(q_i) \epsilon_{\lambda} \right],
\]
(4.56)
where \( \epsilon_{\mu} = [\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}]^T \in \mathbb{C}^q, \lambda = [\epsilon_{\lambda_1}, \ldots, \epsilon_{\lambda_k}]^T \in \mathbb{C}^k, \epsilon = [\epsilon_{\mu}, \lambda] \in \mathbb{C}^{q+k}, \) and \( S = [S_{\mu, \lambda}] \in \mathbb{C}^{(q+k) \times n}. \)

Additionally, the th column of matrix \( S \) is denoted with \( S_{\lambda_i} \), while the th columns of matrices \( S_{\mu} \in \mathbb{C}^{q \times n} \) and \( S_{\lambda} \in \mathbb{C}^{k \times n} \), for all \( 1 \leq i \leq n \), are given by:
\[
\begin{align*}
S_{\mu_i} &= S_{\mu} e_i = \frac{1}{\gamma_i} \text{diag}(p_i)(\pi_i I - M)V C_{\mu, \lambda} q_i \in \mathbb{C}^q, \\
S_{\lambda_i} &= S_{\lambda} e_i = \frac{1}{\gamma_i} \text{diag}(q_i)(\pi_i I - \Lambda)W C_{\mu, \lambda} p_i \in \mathbb{C}^k,
\end{align*}
\]  
(4.57)
As shown in (4.56), the eigenvalue perturbation is a linear combination of the left and right measurement noise. By considering noise in the left measurements, the effect on perturbing the poles can be hence quantified by the entries of matrix \( S_{\mu} \in \mathbb{C}^{q \times n} \). Additionally, by choosing noisy right measurements, the perturbation of the poles is hence quantified by the entries of matrix \( S_{\lambda} \in \mathbb{C}^{k \times n} \).

Next, a simplified case is considered in order to better understand the structure of matrix \( S \). We consider the case for which we quantify how perturbing the th left measurement is affecting the th pole. Using that \( \epsilon_{\mu}^T \text{diag}(p_i) = p_i^T e_j e_i \), it follows that the \((j, i)\) entry of matrix \( S_{\mu} \) is explicitly given by the following formula
\[
(S_{\mu})_{j,i} = e_j^T S_{\mu} e_i = e_j^T \left( \frac{1}{\gamma_i} \text{diag}(p_i)(\pi_i I - M)V C_{\mu, \lambda} \right) q_i = e_j^T \frac{1}{\gamma_i} \left[ e_j e_j^T (\pi_i I - M)V C_{\mu, \lambda} \right] q_i = e_j^T \left( \frac{1}{\gamma_i} C_{\mu, \lambda} \right)^+ e_i,
\]
(4.58)
Similarly, assume now that the th right measurement is perturbed and we would like to measure the influence on the th pole. We have that the \((j, i)\) entry of matrix \( S_{\lambda} \) is explicitly given as
\[
(S_{\lambda})_{j,i} = e_j^T S_{\lambda} e_i = \left( \frac{\pi_{-\mu}}{\gamma_i} \right)^{\lambda_j} \left( e_j^T (C_{\mu, \lambda})^+ e_i \right) \left( e_j^T (C_{\mu, \lambda})(C_{\mu, \lambda})^+ e_i \right).
\]  
(4.59)
In what follows, consider a special case for which the number of poles equals to the number of left and right interpolation points, i.e., \( k = q = n \). The inverse of a square Cauchy matrix \( C_{x,y} \in \mathbb{C}^{n \times n} \) is explicitly expressed as
\[
(C_{x,y}^{-1})_{i,j} = \frac{\prod_{k=1}^n (x_j - y_k) \prod_{k=1}^n (x_k - y_j)}{(x_j - y_j) \prod_{k \neq j} (x_j - x_k) \prod_{k \neq i} (y_k - y_i)}.
\]  
(4.60)
By substituting the result (4.60) in the formula (4.58), we obtain that the \((j, i)\) entry of matrix \(S_\mu\) can be explicitly written in terms of the poles and the left and right interpolation points, as follows

\[
(S_\mu)_{j, i} = \frac{(\pi_j - \mu_j)}{\gamma_i} v_j (e_T (C_{\mu, \pi})^* e_i) (e_T (C_{\mu, \pi})^* e_i) = \frac{v_j}{\gamma_i} \prod_{k=1}^{n} (\mu_j - \pi_k) (\pi_i - \mu_k) (\pi_i - \lambda_k) \left( \sum_{n=1}^{q} \prod_{k=1}^{n} (\pi_k - \lambda_m) \right) \prod_{k=q+1}^{n} (\mu_j - \lambda_m) \prod_{k=q+1}^{n} (\lambda_m - \pi_k),
\]

(4.61)

Similar derivations can be obtained for the \((j, i)\) entry of the matrix \(S_\lambda\). We will illustrate the results presented in formula (4.61) by means of a couple of simplified scenarios.

**Example 4.1.** Choose \(n = q = k = 1\) and \(H(s) = \frac{z_i}{s - \pi_1}\). Hence, one can then write

\[
(S_\mu)_{1, 1} = \frac{v_1 (\pi_1 - \lambda_1)}{\gamma_1} (\mu_1 - \pi_1)^2.
\]

(4.62)

Next, choose \(n = q = k = 2\) and \(H(s) = \frac{z_1 + z_2}{s - \pi_1 + s - \pi_2}\). Hence, the following hold for \(1 \leq i \leq 2\)

\[
(S_\mu)_{1, i} = \frac{v_i (\pi_j - \lambda_1)}{\gamma_i} \left( \frac{(\pi_j - \lambda_2)}{(\mu_j - \lambda_1)} \frac{(\pi_j - \mu_2)}{(\mu_j - \mu_2)} \frac{(\mu_j - \pi_1)}{(\mu_j - \pi_1)} \frac{(\mu_j - \lambda_1)}{(\mu_j - \lambda_1)} \frac{(\mu_j - \lambda_2)}{(\mu_j - \lambda_2)} \frac{(\mu_j - \lambda_1)}{(\mu_j - \lambda_1)} \right),
\]

(4.63)

\[
(S_\mu)_{2, i} = \frac{v_i (\pi_j - \lambda_1)}{\gamma_i} \left( \frac{(\pi_j - \lambda_2)}{(\mu_j - \lambda_1)} \frac{(\pi_j - \mu_2)}{(\mu_j - \mu_2)} \frac{(\mu_j - \pi_1)}{(\mu_j - \pi_1)} \frac{(\mu_j - \lambda_1)}{(\mu_j - \lambda_1)} \frac{(\mu_j - \lambda_2)}{(\mu_j - \lambda_2)} \frac{(\mu_j - \lambda_1)}{(\mu_j - \lambda_1)} \right).
\]

(4.64)

Similar formulas can be derived for \((S_\lambda)_{j, i}\), but will be omitted here.

**Definition 4.3.** Let \(\eta_{(j, i)}\) be the structured sensitivity defined for eigenvalue \(\pi_i\) with respect to perturbing the \(j^{th}\) left or right measurement. The value \(\eta_{(j, i)}\) is explicitly given by

\[
\eta_{(j, i)} = |(S)_{j, i}| = \begin{cases} |(S_\mu)_{j, i}|, & \text{if } 1 \leq j \leq q, \\ |(S_\lambda)_{j, i}|, & \text{if } q + 1 \leq j \leq q + k. \end{cases}
\]

(4.65)

Let \(N \in \mathbb{R}^{(q+k) \times n}\) be the matrix containing all structured sensitivity values in (4.65). Furthermore, we split matrix \(N = [N_\mu N_\lambda]\) into two sub-matrices, \(N_\mu \in \mathbb{R}^{q \times n}\) and \(N_\lambda \in \mathbb{R}^{k \times n}\), corresponding to the left and right measurements, so that \(N_\mu = |S_\mu|\), and \(N_\lambda = |S_\lambda|\).

**Remark 4.1.** It is to be noted that the structured sensitivity formula given in (4.65) is proportional to the left and right measurements. Alternatively, we could also introduce the absolute structured sensitivity defined for eigenvalue \(\pi_i\) with respect to perturbing the \(j^{th}\) left or right measurement. This is denoted by \(\eta_{(j, i)}\), and is explicitly given by

\[
\eta_{(j, i)} = \begin{cases} \eta_{(j, i)} / v_j, & \text{if } 1 \leq j \leq q, \\ \eta_{(j, i)} / w_j, & \text{if } q + 1 \leq j \leq q + k. \end{cases}
\]

(4.66)

The variance of the eigenvalue perturbation \(\pi_i^{(1)}\) is given by

\[
\text{Var}(\pi_i^{(1)}) = E[(S_j)^T e e^T (S_j)^*] = (S_j)^T E[e e^T] (S_j)^*.
\]

Assuming that the noise is Gaussian (which is typical the case in many practical situations), it follows that \(E[e e^T] = \sigma_e^2 I\), and hence, we can write the variance and the standard deviation of \(\pi_i^{(1)}\) as

\[
\text{Var}(\pi_i^{(1)}) = \sigma_e^2 \|N_i\|_2^2, \quad \sigma(\pi_i^{(1)}) = \sigma_e \|N_i\|_2.
\]

(4.67)

Hence, conclude that \(\|N_i\|_2\) determines the standard deviation of eigenvalue perturbation \(\pi_i^{(1)}\).
Definition 4.4. The eigenvalue sensitivity $\eta_i$ is defined for the eigenvalue $\pi_i$ with respect to a structured perturbation, as the norm of column vector $N_i$. Hence, introduce the vector $\eta \in \mathbb{R}^n$ such that its $i$th entry is

$$\eta_i = \| N_i \|_2 = \sqrt{\eta_{i(1,1)}^2 + \eta_{i(2,1)}^2 + \ldots + \eta_{i(q+k,1)}^2}.$$  

(4.68)

Example 4.2. Consider the system characterized by the following realization:

$$A = \begin{bmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & -1 & -1 & 0 \\ 0 & 0 & 0 & -\frac{1}{2} + \frac{\sqrt{3}}{2} \\ 0 & 0 & 0 & -\frac{1}{2} - \frac{\sqrt{3}}{2} \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 1 & 0 & \frac{2\sqrt{3}}{3} \end{bmatrix}.$$  

(4.69)

The poles, residues and the transfer function of this system are as follows

$$\begin{cases} \pi = \left[ -1, -1 - i, -1 + i, -\frac{1}{2} + \frac{\sqrt{3}}{2}, -\frac{1}{2} - \frac{\sqrt{3}}{2} \right] \\ \gamma = \left[ 1, -\frac{1}{2} i, \frac{1}{2} i, \frac{\sqrt{3} + i}{2}, \frac{\sqrt{3} - i}{2} \right] \end{cases} \Rightarrow H(s) = \frac{s^4 + s^3 - 2s - 1}{(s + 1)(s^2 + 2s + 2)(s^2 + s + 1)},$$

where $\pi$ is the vector of poles and $\gamma$ the vector of residues. Choose the right/left interpolation points as:

$$\lambda = \left[ \begin{array}{c} \frac{2}{9} \\ \frac{4}{9} \\ \frac{6}{9} \\ \frac{8}{9} \\ \frac{10}{9} \end{array} \right], \quad \mu = -\lambda^T.$$

Then, put together the various Cauchy matrices: $C_{\mu,\pi}$, $C_{\mu,\lambda}$, and $C_{\pi,\lambda}$. Hence, compute the matrix $N_{\mu} \in \mathbb{R}^{5 \times 5}$ of sensitivity associated to the left measurements as well as matrix $N_{\lambda} \in \mathbb{R}^{5 \times 5}$ of sensitivity associated to the right measurements, as follows

$$N_{\mu} = \begin{bmatrix} 0.0068 & 4.1910 & 4.1910 & 0.7128 & 0.7128 \\ 0.0016 & 0.7972 & 0.7972 & 0.1283 & 0.1283 \\ 0.0012 & 0.3757 & 0.3757 & 0.0548 & 0.0548 \\ 0.0011 & 0.1224 & 0.1224 & 0.0158 & 0.0158 \\ 0.0003 & 0.0375 & 0.0375 & 0.0043 & 0.0043 \end{bmatrix}, \quad N_{\lambda} = \begin{bmatrix} 0.0041 & 3.2017 & 3.2017 & 0.5474 & 0.5474 \\ 0.0093 & 7.6490 & 7.6490 & 1.2804 & 1.2804 \\ 0.0086 & 7.3720 & 7.3720 & 1.2041 & 1.2041 \\ 0.0031 & 2.7251 & 2.7251 & 0.4345 & 0.4345 \\ 0.0001 & 0.1169 & 0.1169 & 0.0182 & 0.0182 \end{bmatrix}.$$  

(4.69)

By examining the entries of $N_{\mu}$, it follows that the pair of poles $-1 \pm i$ are the most sensitive, especially when perturbing the first left measurement value. This can be observed in the $(1,2)$ and $(1,3)$ entries of matrix $N_{\mu}$.

Similarly, from the entries of $N_{\lambda}$, we conclude that the pair of poles $-1 \pm i$ are the most sensitive. The largest entry is obtained when perturbing the second right measurement value. Again, this can be observed in the $(2,2)$ and $(2,3)$ entries of matrix $N_{\lambda}$. Additionally, compute the vector $\eta \in \mathbb{R}^5$ as in (4.68):

$$\eta = 10^4 \begin{bmatrix} 0.0014 & 1.1434 & 1.1434 & 0.1893 & 0.1893 \end{bmatrix}^T.$$

(4.70)

From the above result, we indeed draw the conclusion that the pair of poles $-1 \pm i$, is by far the most sensitive, also in an $\ell_2$ way (since $\eta_2$ and $\eta_3$ are the largest entries).

Finally, it is to be noted that the sensitivities computed for matrix $A$ corresponding to the canonical realization in (4.69) are all ones. In this case, the pencil $(A, E)$ simplifies to matrix $A$, since $E$ is the identity matrix. Hence, the choice of interpolation points can greatly influences the sensitivity computations.

4.2.2 Same left and right interpolation points ($\mu = \lambda$)

For the case $\mu = \lambda$, the diagonal entries of the Loewner matrix are actually derivatives of transfer function $H(s)$. Considering that the measurements are perturbed, we assume that $H(s) = H(s)(1 + \epsilon_s)$, and, additionally that $\dot{H}(s) = H(s)(1 + \epsilon_s)$. Here, $H(s)$ denotes the derivative of $H(s)$ w.r.t $s$, i.e., $\dot{H}(s) = \frac{d}{ds} H(s)$. The Loewner and shifted Loewner matrices can be written as follows

$$L_s = VC_{\mu,\mu}V + V', \quad L_s = MV C_{\mu,\mu} - C_{\mu,\mu} VM + MV' + V,$$

(4.71)
where $\mathcal{V}' = \text{diag}(v_1', v_2', \ldots, v_q')$ with $v_i' = H'(\mu_i)$. Additionally, note that $C_{\mu, \mu}(i, i) = 0$ for all $i = 1, \ldots, q$. The perturbation matrices $\Delta_L$ and $\Delta_{L_s}$ can be written as

$$\Delta_L = \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}) \mathcal{V} C_{\mu, \mu} - C_{\mu, \mu} \mathcal{V} \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}) + \mathcal{V}' \text{diag}(\epsilon_{\mu_1}', \ldots, \epsilon_{\mu_q}'),$$

$$\Delta_{L_s} = \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}) M \mathcal{V} C_{\mu, \mu} - C_{\mu, \mu} M \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}) + \mathcal{V}' M \text{diag}(\epsilon_{\mu_1}', \ldots, \epsilon_{\mu_q}').$$

(4.72)

Since $\mu = \lambda$, the left/right eigenvectors of the Loewner pencil are the same, i.e., $p = q$. From (4.72), it follows that

$$\begin{aligned}
s \Delta_L - \Delta_{L_s} &= \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q})(sI - M) \mathcal{V} C_{\mu, \mu} - C_{\mu, \mu} \mathcal{V}(sI - M) \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}) \\
&+ \mathcal{V}'(sI - M) \text{diag}(\epsilon_{\mu_1}', \ldots, \epsilon_{\mu_q}') - \text{diag}(\epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q}) \mathcal{V}.
\end{aligned}$$

By substituting the above expression into (4.34), it follows that the first order approximation of the eigenvalue perturbation corresponding to $\pi_i$ is given by

$$\begin{aligned}
\pi_i^{(1)} &= \frac{p_i^T(\Delta_{L_s} - \pi_i \Delta_L)q_i}{p_i^T \mathcal{L} q_i} = \frac{1}{\pi_i} p_i^T(\pi_i \Delta_L - \Delta_{L_s}) q_i \\
&= \frac{1}{\gamma_i} \left[ \epsilon_i^T \text{diag}(p_i)(\pi_i I - M) \mathcal{V} C_{\mu, \mu} q_i - p_i^T C_{\mu, \mu} \mathcal{V}(\pi_i I - M) \text{diag}(q_i) \epsilon_i - \epsilon_i^T \text{diag}(p_i) \mathcal{V} q_i \right] \\
&+ \epsilon_i^T \left( \mathcal{V}'(\pi_i I - M) \text{diag}(q_i) \epsilon_i' \right) \\
&= \epsilon_i^T \left( \mathcal{T} e_i \right) = \epsilon_i^T \mathcal{T},
\end{aligned}$$

(4.73)

where $\epsilon_i = \left[ \epsilon_{\mu_1}, \ldots, \epsilon_{\mu_q} \right]^T$, $\epsilon_i' = \left[ \epsilon_{\mu_1}', \ldots, \epsilon_{\mu_q}' \right]^T$, $\epsilon = \left[ \epsilon_i, \epsilon_i' \right] \in \mathbb{C}^{2q}$ and $\mathcal{T} = \left[ \mathcal{T}_\mu \mathcal{T}_{\mu} \right] \in \mathbb{C}^{2q \times n}$. Additionally, the $i$th column of matrix $\mathcal{T}$ is denoted with $\mathcal{T}_i$, while the $i$th columns of matrices $\mathcal{T}_\mu \in \mathbb{C}^{q \times n}$ and $\mathcal{T}_{\mu} \in \mathbb{C}^{q \times n}$, for all $1 \leq i \leq n$, are given by:

$$\begin{aligned}
\mathcal{T}_i &= \mathcal{T}_i e_i = \frac{1}{\gamma_i} 2 \text{diag}(q_i)(\pi_i I - M) \mathcal{V} C_{\mu, \mu} q_i - \frac{1}{\gamma_i} \text{diag}(q_i) \mathcal{V} q_i, \\
\mathcal{T}_{\mu i} &= \mathcal{T}_{\mu i} e_i = \frac{1}{\gamma_i} \text{diag}(q_i)(\pi_i I - M) \mathcal{V}' q_i, \quad \text{and} \quad \mathcal{T}_i = \left[ \begin{array}{c} \mathcal{T}_i \\ \mathcal{T}_{\mu i} \end{array} \right] \in \mathbb{C}^{2q}.
\end{aligned}$$

(4.74)

As shown above, the eigenvalue perturbation is a linear combination of noise on measurements of the transfer function and of the transfer function derivative. By considering noise in the measurements of the transfer function, the effect on perturbing the poles can be hence quantified by the entries of matrix $\mathcal{T}_\mu \in \mathbb{C}^{q \times n}$. Additionally, by choosing perturbed derivative measurements, the perturbation of the poles is then quantified by the entries of matrix $\mathcal{T}_{\mu} \in \mathbb{C}^{q \times n}$.

As before, a simplified is considered to gain better insight into the structure of matrix $\mathcal{T}$. We analyze a specific case, i.e., by perturbing the $j$th measurement, we seek to quantify the influence on the $i$th pole. Using that $e_j^T \text{diag}(q_i) = q_i^j e_j e_j^T$, it follows that the $(j, i)$ entry of matrix $\mathcal{T}_i$ is explicitly given by the following formula

$$\begin{aligned}
\left( \mathcal{T}_i \right)_{j, i} &= e_j^T \mathcal{T}_{\mu i} e_i = e_j^T \frac{1}{\gamma_i} \text{diag}(q_i) \left[ 2(\pi_i I - M) \mathcal{V} C_{\mu, \mu} - \mathcal{V} \right] q_i \\
&= \frac{1}{\gamma_i} e_j^T (C_{\mu, \mu}^T)^* e_i \left[ 2(\pi_i I - M) \mathcal{V} C_{\mu, \mu} - \mathcal{V} \right] (C_{\mu, \mu}^T)^* e_i \\
&= \frac{2}{\gamma_i} (\pi_i - \mu_j)^T \mathcal{V} \left( e_j^T (C_{\mu, \mu}^T)^* e_i \right) \left( e_j^T (C_{\mu, \mu}) (C_{\mu, \mu}^T)^* e_i \right) - \frac{\mathcal{V}}{\gamma_i} \left( e_j^T (C_{\mu, \mu})^* e_i \right) \left( e_j^T (C_{\mu, \mu}^T)^* e_i \right).
\end{aligned}$$

(4.75)
Similarly, assume now that the $j^{th}$ derivative measurement is perturbed. We have that the $(j, i)$ entry of matrix $T'_\mu$ is explicitly given as

$$
(T'_\mu)_{j, i} = \frac{(\pi_i - \mu_j)}{\gamma_0} ((C_{\mu, \pi})^+ e_j)^2.
$$

(4.76)

**Definition 4.5.** We define $\eta_{(j, i)}$ as the structured sensitivity for the eigenvalue $\pi_i$ with respect to the perturbing the $j^{th}$ measurement, or on $j^{th}$ derivative measurement, as follows

$$
\eta_{(j, i)} = |(T)_{j, i}| = \begin{cases} 
|((T'_\mu)_{j, i}|, & \text{if } 1 \leq j \leq q, \\
|((T''_\mu)_{j, i}|, & \text{if } q + 1 \leq j \leq 2q.
\end{cases}
$$

(4.77)

All other definitions and formulas introduced in Section 4.2.1 follow equivalently, for values $\eta_{(j, i)}$ as in Definition 4.5. For example, let $N'_\mu \in \mathbb{R}^{q \times n}$ and $N''_\mu \in \mathbb{R}^{q \times n}$, corresponding to the measurements and to the derivatives, respectively, so that $N'_\mu = |T'_\mu|$, and $N''_\mu = |T''_\mu|$.

**Example 4.3.** Consider the same test case as in Example 4.2. The vectors of poles and of residues are given by:

$$
\pi = \begin{bmatrix} -1 & -1 - i & -1 + i & -\frac{1}{2} - \frac{\sqrt{3}}{2} i & -\frac{1}{2} + \frac{\sqrt{3}}{2} i \end{bmatrix},
$$

$$
\gamma = \begin{bmatrix} 1 & -\frac{1}{2} - \frac{\sqrt{3}}{2} i & -\frac{1}{2} + \frac{\sqrt{3}}{2} i & \frac{\sqrt{3}}{2} i \end{bmatrix}.
$$

Choose identical right/left interpolation points as follows:

$$
\lambda = \begin{bmatrix} 2 & 9 & 4 & 6 & 8 & 9 & \frac{10}{9} \end{bmatrix} = \mu^T.
$$

Then, compute the Cauchy matrices: $C_{\mu, \pi}$, $C_{\mu, \mu}$, and $C_{\pi, \mu}$ and the matrix $N'_\mu \in \mathbb{R}^{5 \times 5}$ of sensitivity associated to the measurements, as well as matrix $N''_\mu \in \mathbb{R}^{5 \times 5}$ of sensitivity associated to the derivatives, as follows

$$
\frac{N'_\mu}{10^8} = \begin{bmatrix} 0.0434 & 0.0897 & 0.0897 & 0.0079 & 0.0079 \\
0.7100 & 1.5651 & 1.5651 & 0.1340 & 0.1340 \\
0.9711 & 2.2717 & 2.2717 & 0.1872 & 0.1872 \\
0.3703 & 0.8327 & 0.8327 & 0.0709 & 0.0709 \\
0.0354 & 0.0838 & 0.0838 & 0.0068 & 0.0068
\end{bmatrix},
$$

$$
\frac{N''_\mu}{10^8} = \begin{bmatrix} 0.0030 & 0.0062 & 0.0062 & 0.0005 & 0.0005 \\
0.1251 & 0.2708 & 0.2708 & 0.0234 & 0.0234 \\
0.6091 & 1.3748 & 1.3748 & 0.1158 & 0.1158 \\
0.5235 & 1.2179 & 1.2179 & 0.1001 & 0.1001 \\
0.0581 & 0.1381 & 0.1381 & 0.0111 & 0.0111
\end{bmatrix}.
$$

(4.78)

By examining the entries of $N'_\mu$, it follows that the pair of poles $-1 \pm i$ are the most sensitive, especially when perturbing the left measurement value. This can be observed in the (3,2) and (3,3) entries of matrix $N'_\mu$. Similar conclusion can be drawn when analyzing the entries of matrix $N''_\mu$ (that contains the sensitivities with respect to perturbing the derivative measurements $v_i$). Finally, compute the vector $\eta \in \mathbb{R}^5$ as in (4.68):

$$
\eta = 10^8 \begin{bmatrix} 1.5005 & 3.4329 & 3.4329 & 0.2868 & 0.2868 \end{bmatrix}^T.
$$

(4.78)

We again conclude that the pair of poles $-1 \pm i$, is the most sensitive (since $\eta_2$ and $\eta_4$ are the largest entries). Additionally, note that the highest values computed in this example are in $O(10^8)$, while the ones in Example 4.2 were considerably smaller, i.e., in $O(10^2)$ or $O(10^3)$.

**4.3 On the choice of the interpolation points and its influence on the sensitivities**

As shown in the previous sections, the sensitivities $\rho$ and $\eta$ depend on the eigenvectors $p$, $q$, on the interpolation points $\mu$, $\lambda$, and on the poles $\pi$. Moreover, since eigenvectors $p$, $q$ depend on $\mu$, $\lambda$, $\pi$ and also on the residues $\gamma$, we conclude that sensitivities $\rho$ and $\eta$ are determined by $\mu$, $\lambda$, $\pi$ and $\gamma$. The poles $\pi$ and residues $\gamma$ of a given linear system are fixed (system invariants). Hence, the choice
of interpolation points will determine sensitivities $\rho$ and $\eta$. Consequently, this will be reflected the robustness of the Loewner model.

In the Loewner framework the problem of data selection can be split into two sub-problems. The first one stems from the choice of interpolation points, while the second one stems from separating these points into left and right (disjoint) partitions. This is still a complex problem to deal with that is not fully understood. Some progress was made in [18], where different types of distributions and separating techniques for the interpolation points were tried.

The sensitivity $\rho$ is directly related to the condition numbers of matrices $C_{\mu,\pi}$ and $C_{\lambda,\pi}$. Hence, in the case of unstructured perturbation, we can study the problem of choosing interpolation points by exploring the condition number of such generalized Cauchy matrices. The work [8] provides a bound for the condition number of the generalized Cauchy matrices for which the denominator part is real. More details are provided in Section 5.2.1. However, in many applications, the eigenvalues and interpolation points could be indeed complex numbers. For the sensitivity $\eta$, the problem is more complex because $\eta$ does not depend on the condition number of generalized Cauchy matrices. We illustrate the dependence in $\eta$ by means of numerical examples in Section 5.

In what follows we discuss a simplified case. It is assumed that the poles and the interpolation points are well separated into two clusters. The dimension of the Loewner pencil is the same as the order of the original system (denoted with $n$). The Cauchy matrices $C_{\mu,\pi}$ and $C_{\lambda,\pi}$ are hence square matrices. We also assume that the poles and interpolation points are well separated into two clusters with distance $d$. More precisely, the following relations hold

$$|\mu_i - \pi_k| = O(d), \quad \text{and} \quad |\lambda_j - \pi_k| = O(d). \quad (4.79)$$

for $i, j, k \in \{1, 2, \ldots, n\}$. In the sequel we investigate how the distance $d$ affects the sensitivities $\rho$ and $\eta$.

**Lemma 4.2.** Given the unstructured perturbation sensitivity $\rho$ in (4.38), the structured perturbation sensitivity $\eta$ in (4.65), and the assumptions made in (4.79), the following result hold:

$$\rho(d) = O(d^{4n-4}), \quad \text{and} \quad \eta(d) = O(d^{4n-2}). \quad (4.80)$$

*Proof.* Given the condition (4.79) then the transfer function and the Loewner matrices follow

$$H(\mu) = O(d^{-1}), \quad H(\lambda) = O(d^{-1}), \quad \|L\| = O(d^{-2}), \quad \|L_s\| = O(d^{-2}). \quad (4.81)$$

Given the inverse of Cauchy matrix in equation (4.60), it directly follows that the two relations hold

$$\|p\| = \|C_{\mu,\pi}^T e\| = O(d^{2n-1}), \quad \|q\| = \|C_{\lambda,\pi}^T e\| = O(d^{2n-1}). \quad (4.82)$$

Using the results stated in (4.81), and in (4.82), and the definition of $\rho$ in (4.38), one can write that

$$\rho(d) = O(d^{2n-1})O(d^{-2})O(d^{-2})O(d^{2n-1}) = O(d^{4n-4}).$$

Similarly, by using the results in equation (4.81), and the formula for $S$, write that

$$\eta(d) = O(d^{-1})O(d^n)O(d^n)O(d^{-1}) = O(d^{4n-2}).$$

As shown in Lemma 4.2, when $n$ is large, the sensitivities $\rho$ and $\eta$ will increase fast when the distance $d$ is enlarged. So, it is better to choose interpolation points that are not far away from the poles of the system. However, this does not necessarily imply that it is desired to take all measurements close to the poles. For example, if some of the interpolation points are very close to the poles, the values of the measured data could be indeed very large and hence yield an ill-conditioned Loewner pencil.
5 Numerical examples

In this section, we provide a numerical study that includes two examples from [11].

5.1 Example 1

In this section we analyze the first example provided in [11]. Consider a linear system with realization

\[ A = \begin{bmatrix} -1.1 & 1 \\ 1 & -1.1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C = [0 \quad 1]. \]

The poles are given by \( \pi_1 = -2.1 \) and \( \pi_2 = -0.1 \). Four settings corresponding to the choice of interpolation points are shown in Tab. 1. Note that the right points are chosen on the real axis in all settings, while the left points are chosen on the imaginary axis for the first three settings. Lastly, for setting 4, all interpolation points are real.

| Setting | \( \lambda_1 \) | \( \lambda_2 \) | \( \rho_1 \) (\( \pi_1 = -2.1 \)) | \( \rho_2 \) (\( \pi_2 = -0.1 \)) | bound (\( \rho_1 \)) | bound (\( \rho_2 \)) |
|---------|----------------|----------------|-----------------|-----------------|----------------|----------------|
| 1       | 0.00           | 1.00           | 0.00+1.00i      | 0.00-1.00i      | 2.202e+02      | 2.278e+02      |
| 2       | 0.25           | 0.75           | 0.00+2.00i      | 0.00-2.00i      | 2.191e+02      | 1.180e+02      |
| 3       | 0.40           | 0.60           | 0.00+4.00i      | 0.00-4.00i      | 1.111e+01      | 3.556e+02      |
| 4       | 8.00           | 9.00           | 10.00           | 11.00           | 2.133e+05      | 1.117e+05      |

Table 1: The four settings for choosing interpolation points.

The condition number of Cauchy matrices, the sensitivities \( \rho_i \) and their bound are shown in Tab. 2. It is easy to see that the sensitivity \( \rho_i \) (corresponding to eigenvalue \( \pi_i \) for \( i = 1, 2 \)) is strongly related to the condition numbers of the Loewner and generalized Cauchy matrices. An increase in the condition numbers is reflected also in the sensitivity values (see, e.g., for setting 4). This behavior is in accordance to the results provided in Section 4.

| Setting | \( \text{cond}(\mathcal{C}_{\lambda,\pi}) \) | \( \text{cond}(\mathcal{C}_{\mu,\pi}) \) | \( \rho_1 \) (\( \pi_1 = -2.1 \)) | \( \rho_2 \) (\( \pi_2 = -0.1 \)) | bound (\( \rho_1 \)) | bound (\( \rho_2 \)) |
|---------|-------------------------------|-------------------------------|-----------------|-----------------|----------------|----------------|
| 1       | 2.860e+00                     | 3.619e+01                     | 5.696e-01       | 4.328e+02       | 2.278e+02      | 2.278e+02      |
| 2       | 2.740e+00                     | 1.958e+01                     | 2.191e+02       | 2.253e+02       | 1.180e+02      | 1.180e+02      |
| 3       | 4.321e+00                     | 3.741e+01                     | 1.111e+01       | 6.789e+02       | 3.556e+02      | 3.556e+02      |
| 4       | 2.717e+02                     | 1.869e+02                     | 2.077e+04       | 2.133e+05       | 1.117e+05      | 1.117e+05      |

Table 2: Condition numbers and sensitivities \( \rho_i \).

The pseudospectra computed for each of the four settings are shown in Fig. 1. The results match the expectations for sensitivity \( \rho \). More precisely, in Setting 4, the slope of the pseudospectrum around the eigenvalues is much smaller than the slope for the other settings. The sensitivity \( \rho \) in Setting 4 is also much larger than for other settings. In all the depicted pseudospectra, it is found that the eigenvalue at \(-2.1\) is more sensitive than the eigenvalue at \(-0.1\). This is also shown for sensitivity \( \rho \), i.e., it follows that \( \rho_1 \gg \rho_2 \).

Next, we modify the choice of left and right interpolation points. These will be chosen as shown in Tab. 3. More precisely, all points will be on the real axis with increasing value for each setting \( k \in \{1, 2, 3\} \). Moreover, the differences \( \lambda_2 - \lambda_1 \) and \( \mu_2 - \mu_1 \) are kept the same for all three settings (equal to 2). In Tab. 3, we illustrate the relationship between sensitivities \( \rho \), \( \eta \) and \( d \), i.e., the distance from the eigenvalue cluster to the interpolation points cluster. By following the results in (4.80), we can indeed show that \( \eta = O(d^3) \) and \( \rho = O(d^4) \). The results presented in Tab. 3 indeed match the theoretical prediction.

5.2 Example 2

In this section we analyze the second example provided in [11]. Consider a linear system with realization given by matrices

\[ A = \text{diag}(-1, -2, \ldots, -10), \quad B = [1, 1, \cdots, 1]^T, \quad C = [1, 1, \cdots, 1]. \]
The poles of the system are \{-1, -2, \ldots, -10\} corresponding to residues \{1, 1, \ldots, 1\}. As given in Tab. 4, we choose two settings for the interpolations points. Note that both settings share the same interpolation points, chosen on the negative real axis inside the interval \((-11, 0)\). The difference between them is given by ordering and by separating into the left/right partitions. Note that the left/right interpolation points corresponding to Setting 1 are interlaced, while the left/right interpolation points in Setting 2 are completely separated (half-half).

Additionally, the sensitivities \(\rho\) and \(\eta\) corresponding to each of the two separation settings, are also listed in Tab. 4. An interesting numerical result can be observed: sensitivity \(\rho\) in Setting 2 is much larger than that in Setting 1 which implies the model in Setting 2 is more ill-conditioned than the model in Setting 1. However, we also note that the sensitivity \(\eta\) in Setting 2 is comparable to that of Setting 1. This means that the Loewner model in Setting 1 is as robust as that in Setting 2, with respect to perturbing the data.

Next, we generate 1000 Loewner models for measurements corrupted by Gaussian noise with \(\sigma = 0.3\). For each trial, we display in Fig. 2 the poles for both noisy and noiseless case in each of the two settings. The results depicted there show that the Loewner models constructed from noisy data by Setting 1 have a similar distribution of eigenvalues compared with the models in Setting 2. This numerical example illustrates that it is indeed meaningful to define the sensitivity with respect to both unstructured and structured perturbations.
As shown in Tab. 5, the condition numbers for the Cauchy matrices defined for Setting 2 are considerably larger than those of the matrices defined for Setting 1 (approximately 5 to 6 orders of magnitude). Next, compute the $\ell_2$-norm of the sensitivities $\rho$. This quantity takes into account the unstructured sensitivities with respect to all the poles $\pi_i$. Additionally, compute the upper bound on $|\rho|_2$ provided in (4.44). Note that this bound is much tighter for Setting 1.

Table 5: Condition numbers of different matrices and the coefficient $||\rho||_2$.

| Setting | $\kappa(C_{\mu,\pi})$ | $\kappa(\lambda, \pi)$ | $||\rho||_2$ | $\text{bound}(||\rho||_2)$ |
|---------|------------------------|-------------------------|--------------|-----------------------------|
| 1       | 1.217e+00              | 1.217e+00               | 5.100e+01    | 7.385e+01                   |
| 2       | 1.771e+06              | 1.771e+06               | 1.530e+07    | 1.563e+14                   |

The pseudospectra in Fig. 3 also shows that the eigenvalues in Setting 2 are more sensitive to noise than those in Setting 1. This example illustrates how separating the interpolation points (into left and right subsets) can greatly affect the condition numbers of the Loewner pencil and generalized Cauchy matrices. It is to be concluded that interlaced data separation seems to be more advantageous than splitting the interpolation data in half, in order to avoid ill-conditioning of the Loewner model.
poles will greatly affect the perturbation with respect to those particular poles.

5.2.1 Bounds on the singular values of Cauchy and Loewner matrices

In [8], a bound on the decay of the singular values for matrices with displacement structure is provided. Such matrices satisfy Sylvester equations. Indeed, the Cauchy and Loewner matrices are two types of matrices with displacement structure. For the Cauchy matrix $C_{x,y} \in \mathbb{C}^{m \times n}$ where the entries of $x$ are located in the interval $[a, b]$ and the entries of $y$ are located in the interval $[c, d]$, the following bound holds (provided that the two intervals are disjoint)

$$
\sigma_{j+k} (C_{x,y}) \leq 4 \left[ \exp \left( \frac{\pi^2}{4\mu(1/\sqrt{\gamma})} \right) \right]^{-2k} \sigma_{j} (C_{x,y}), \quad 1 \leq j + k \leq n
$$

where $\gamma = |(c - a)(d - b)/((c - b)(d - a))|$ is the absolute value of the cross-ratio of $a, b, c, d$ and $\mu$ is the Grotzsch ring function. Thus, an upper bound for the decay of singular values is obtained which is independent from the numerators of Cauchy matrix entries. In our work, numerators of entries are residues of the poles of the system. Tab. 6 shows the experimental result of the bound on example 5.1. Fig. 5 shows the experimental results of the bound on example 5.2.

| $\rho_1$ | $\rho_2$ | $\lambda_1$ | $\lambda_2$ | $\kappa(C_{L})$ | $\kappa(C_{R})$ |
|---------|---------|------------|------------|----------------|----------------|
| 1.0     | 3.0     | 0.0        | 0.0        | 1.439e+01      | 7.443e+00      |
| 11.0    | 13.0    | 10.0       | 12.0       | 1.731e+02      | 1.696e+02      |
| 101.0   | 103.0   | 100.0      | 102.0      | 1.063e+04      | 1.186e+04      |

Table 6: Condition numbers and sensitivity $\rho$

A similar bound holds for Loewner matrices. Let $L_{x,y} \in \mathbb{C}^{m \times n}$ be a Loewner matrix, where $m \geq n$,
the following bound for the decay of singular values was given in [8]:

$$\sigma_{j+2k} \left( L_{x,y} \right) \leq 4 \left[ \exp \left( \frac{\pi^2}{4\mu(1/\sqrt{\mu})} \right) \right]^{-2k} \sigma_j \left( L_{x,y} \right), \quad 1 \leq j + 2k \leq n. \quad (5.84)$$

The figure below provide results of the experiment on the bound of example 5.2.

Figure 5: Singular value decay of Cauchy and Loewner matrices with the corresponding bounds for example 5.2. The red asterisks represent poles of the system, blue crosses represent left interpolation points \(\mu\), and orange plus signs represent right interpolation points \(\lambda\) (for two different settings provided in Section 5.2).

6 Conclusion

In this paper, we have presented a factorization of the Loewner pencil which yields an explicit generalized eigenvalue decomposition of the pencil. Based on this decomposition and on results from perturbation theory of eigenvalues corresponding to a matrix pencil, the sensitivities of eigenvalues of the Loewner pencil are defined and analyzed. This is done with respect to both unstructured and structured types of perturbations.

It was found that the sensitivity of eigenvalues with unstructured perturbation is related to the condition numbers of the generalized Cauchy matrices that appear in the factorization of the Loewner pencil. This can indeed represent a useful tool for eigenvalue sensitivity analysis, together with the pseudospectrum.

The sensitivity of eigenvalues with structured perturbations is an important tool to be used in the case of noisy data. The relationship between the perturbation of eigenvalues and the perturbation in the data is explored. One issue dealt with in this work was to analyze the robustness of the Loewner model with respect to perturbed data. Using eigenvalue sensitivity analysis, we showed how the choice of interpolation points affects the Loewner model.

In this work, we have explored some meaningful developments of the eigenvalue sensitivity analysis for the Loewner pencil. Nevertheless, there are still some open problems to be dealt with. For example, one needs to further investigate the problem of choosing the interpolation points. Additionally, the study of sensitivity for eigenvalues with multiplicity could also represent a topic of further research. Finally, the sensitivity computation procedure needs to be expanded for the case of redundant data. Consequently, the sensitivity analysis can also be used for reduced-order models constructed within the Loewner framework.
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