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Abstract

We consider the problem of determining the maximum order of an induced vertex-disjoint union of cliques in a graph. More specifically, given some family of graphs \( \mathcal{G} \) of equal order, we are interested in the parameter

\[
\alpha_\omega(\mathcal{G}) = \min_{G \in \mathcal{G}} \max \{|U| : U \subseteq V, G[U] \text{ is a vertex-disjoint union of cliques}\}.
\]

We determine the value of this parameter precisely when \( \mathcal{G} \) is the family of comparability graphs of \( n \)-element posets with acyclic cover graph. In particular, we show that \( \alpha_\omega(\mathcal{G}) = (n + o(n))/\log_2(n) \) in this class.

1 Introduction

Given a finite graph \( G = (V, E) \), we consider the parameter

\[
\alpha_\omega(G) = \max \{|U| : U \subseteq V, G[U] \text{ is a vertex-disjoint union of cliques}\}.
\]

Trivially the bound

\[
\alpha_\omega(G) \geq \max(\alpha(G), \omega(G))
\]

holds for any graph \( G \). However, the disjoint union of \( k \geq 1 \) cliques of size \( k \) provides an example on \( k^2 \) vertices where \( \alpha_\omega(G) = k^2 \) is much greater than both the independence number \( \alpha(G) = k \) and the clique number \( \omega(G) = k \). In the other direction, it is obvious that \( \alpha_\omega(G) \leq \alpha(G) \omega(G) \).

This parameter was first introduced in this form by Ertem et al. [14], but it can be shown to be equivalent to the Cluster Vertex Deletion problem [7]. There is a large volume of literature on the computational aspects of related parameters, see for example [15]. In particular, it follows from the results in [10], that the problem of determining \( \alpha_\omega(G) \) is NP-hard in general.
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We take a different approach by investigating the extremal properties of the parameter. In particular, we are interested in minimising $\omega_G$ across graphs $G$ belonging to a certain class of graphs with a given number of vertices. The particular class of graphs we want to study is that of comparability graphs of posets.

**Definition 1.1.** A poset consists of a finite set $P$ with some partial ordering $\prec$. We write $p_1 \prec p_2$ when two elements $p_1, p_2 \in P$ are incomparable, that is neither $p_1 < p_2$ nor $p_2 < p_1$. We also say that $p_1$ covers $p_2$, if $p_1 > p_2$ and there is no $p_3 \in P$ such that $p_1 > p_3 > p_2$. There are three different graphs or diagrams commonly associated with a poset $P$:

1. The comparability graph of $P$ is the graph obtained by connecting two elements by an edge if and only if they are comparable.
2. The cover graph of $P$ is the graph obtained by connecting two elements by an edge if and only if one covers the other.
3. The Hasse diagram of $P$ is an embedding of the cover graph in the plane where for any two points $x, y \in P$, $x$ is drawn higher than $y$ if $x$ covers $y$.

Given a poset $P$, we will write $\alpha(P) = \alpha (G)$, where $G$ is the comparability graph of the poset. Note that determining $\omega(P)$ is the same as determining the size of the largest independent collection of chains in the poset, meaning that any two elements from two different chains are incomparable. In fact, writing $h(P)$ for the height of $P$, that is the size of its largest chain, and $w(P)$ for the width of $P$, that is the size of its largest anti-chain, we have $\alpha(G) = w(P)$ and $\omega(G) = h(P)$. Thus, (1) becomes

$$\omega(P) \geq \max (w(P), h(P)).$$

(2)

Note that the corresponding upper bound $\omega(P) \leq w(P) h(P)$ is trivial since $|P| \leq w(P) h(P)$.

**Example 1.2.** If $P_n$ is the Boolean lattice of subsets of a set of size $n$, then

$$\omega(P_n) = 2 \left\lfloor \frac{n-1}{\lfloor (n-1)/2 \rfloor} \right\rfloor = \Theta (2^n/\sqrt{n}).$$

The lower bound is obtained through the sets $\{A : A \subset [n], |A| = n/2\}$ when $n$ is even and by $\{A, A \cup \{n\} : A \subset [n-1], |A| = \lfloor (n-1)/2 \rfloor\}$ for arbitrary $n$. A matching upper bound was given by Ahlswede and Zhang [1] and follows from the Bollobás inequality [3].

Given a family $\mathcal{F}$ of finite posets, we write

$$\omega(\mathcal{F}) = \min_{P \in \mathcal{F}} \omega(P).$$

When $\mathcal{P}_n$ is the family of all posets of size $n$, we have $\omega(\mathcal{P}_n) = \lfloor \sqrt{n} \rfloor$. A lower bound follows from Dilworth’s theorem: the size of the maximal antichain equals to the size of a minimal chain cover of $P$. Hence by the pigeonhole principle $h(P) \geq n/w(P)$ and therefore $\omega(P) \geq \max\{n/w(P), w(P)\} \geq \sqrt{n}$ from (2). For a matching upper bound, consider the
Figure 1: The two types of cycles that cannot occur in the Hasse diagram of an acyclic poset, with a cycle of type (1) to the left and a cycle of type (2) to the right.

complete multipartite ordering with $\lceil \sqrt{n} \rceil$ parts, $\lfloor \sqrt{n} \rfloor$ of which are of size $\lfloor \sqrt{n} \rfloor$ and one which is of size $n - \lfloor \sqrt{n} \rfloor^2$.

There are other examples of posets where the parameter is of order $\sqrt{n}$. However, all of them rely on obtaining obstructions through cycles in the cover graph. This begs the question whether excluding such cycles allows one to obtain a significantly larger lower bound for the parameter. For this purpose, let us say that a poset $P$ is acyclic if its cover graph is acyclic, that is there are no $p_1, p_2, p_3, p_4 \in P$ such that either (1) $p_1 > p_3, p_4 > p_2$ and $p_3 \sim p_4$ or (2) $p_1, p_2 > p_3, p_4 \sim p_3$ and $p_1 \sim p_2$. See Fig. 1 for an illustration of the two types of cycles.

The following theorem gives a positive answer to the previous question.

Theorem 1.3. Let $T_n$ denote the family of all acyclic posets of size $n$. We have

$$\alpha_\omega(T_n) = \frac{n}{\log_2 n} \left(1 + o(1)\right).$$

We will in fact obtain a more precise formula for the inverse of the problem, that is for a given parameter $a$ that is a power of 2 we will determine the exact largest cardinality of an acyclic poset $P$ with $\alpha_\omega(P) = a$. In particular, when $a = 2^k$ for some $k \geq 1$, we show that $|P| \leq (k + 1)2^k - 1$.

2 Proof of Theorem 1.3

Let us introduce two further types of restriction on posets which will be needed for the following proof, see Fig. 2 for an illustration.

Figure 2: The picture on the left shows the forbidden type of structure which cannot occur in the Hasse diagram of a $V$-free poset. The picture on the right shows the forbidden type of structure which cannot occur in the Hasse diagram of an $N$-free poset.
Definition 2.1. A poset $P$ is $V$-free, if there are no $p_1, p_2, p_3 \in P$ such that $p_1 < p_2, p_3$ and $p_2 \not\sim p_3$. If there are $(p_1, p_2, p_3)$ violating that condition, we say that they form a $V$-shape.

A poset $P$ is $N$-free, if there are no $p_1, p_2, p_3, p_4 \in P$ such that $p_1 > p_3, p_1 > p_4, p_2 > p_4, p_1 \sim p_2, p_2 \sim p_3$ and $p_3 \sim p_4$. If there are $(p_1, p_2, p_3, p_4)$ violating that condition, we say that they form an $N$-shape.

Clearly a $V$-free poset necessarily is also acyclic and $N$-free. The central idea of the proof will be to go from acyclic posets first to $N$-free posets and then to $V$-free posets through a sequence of auxiliary statements. The following result establishes the first part of that argument. We say that a poset $P$ is connected if its cover graph is connected.

Proposition 2.2. For any $n$ there is a connected $N$-free poset $P \in \mathcal{T}_n$ for which $\alpha_\omega(P) = \alpha_\omega(T_n)$.

Proof. Let $P \in \mathcal{T}_n$ such that $\alpha_\omega(P) = \alpha_\omega(T_n)$. We may assume, without loss of generality, that $P$ is connected since we can connect two disjoint components $P_1, P_2 \subset P$ by choosing a minimum element $p' \in P_1$ and a maximum element $p'' \in P_2$ and adding the relation $p' > p''$ to the Hasse diagram of $P$. This modification does not change the number of elements and does not increase the parameter $\alpha_\omega(P)$, therefore the parameter does not change, since $\alpha_\omega(P) = \alpha_\omega(T_n)$. Without loss of generality, we may also assume that $P$ is chosen such that it is connected and minimises the number of $p_2$ and $p_3$ for which there exists $p_1, p_2$ such that $(p_1, p_2, p_3, p_4)$ are an $N$-shape. We will prove that this number is in fact zero.

\[ \text{Figure 3: The } N\text{-shape } (p_1, p_2, p_3, p_4) \text{ in } P \text{ with the sets } U_i \text{ and } D_i \text{ indicated.} \]

Assume to the contrary that there exists an $N$-shape $(p_1, p_2, p_3, p_4)$ in $P$ where, without loss of generality, $p_1$ covers $p_3$ and $p_2$ covers $p_4$. Furthermore, let $p_1 = p'_1 > p'_2 > \cdots > p'_k = p_4$ be a
 maximal chain connecting \( p_1 \) and \( p_4 \) in \( P \), that is \( p_{i-1} \) covers \( p_i \) for any \( 2 \leq i \leq k \) and for some \( k \geq 2 \). For any \( 1 \leq i \leq k \), we define the following two sets of elements in \( P \):

(i) \( U_i \) is the set of elements, such that path connecting them to \( p_i' \) in the cover graph contains an element covering \( p_i' \), distinct from \( p_{i-1}' \).

(ii) \( D_i \) is the set of elements, such that path connecting them to \( p_i' \) in the cover graph contains an element being covered by \( p_i' \), distinct from \( p_{i+1}' \).

Note that there is always a unique path connecting any two elements in the cover graph since \( P \) is acyclic and connected. For that same reason, the sets \( U_i \) and \( D_i \) are completely disjoint and together with the chain \( \{p_1', \ldots, p_k'\} \) make up a partition of \( P \). In the Hasse diagram, \( U_i \) and \( D_i \) are the set of elements respectively going upwards and downwards from \( p_1' \) when not following the chain \( \{p_1', \ldots, p_k'\} \), see Fig. 3 for an illustration. Note that \( p_3 \in D_1 \) and \( p_2 \in U_k \), but otherwise we may have \( U_i, D_i = \emptyset \). In fact, we may assume, without loss of generality, that

\[
U_i = D_i = \emptyset \quad \text{for any } 2 \leq i \leq k - 1,
\]

since otherwise we could modify our choice of \( p_3 \) or \( p_2 \) to get a pair satisfying this condition. We can likewise assume that \( D_1 \) is \( V \)-free, as otherwise we could again modify our choice of \( p_3 \) or \( p_2 \) and, if necessary, invert all relations in the poset without changing \( \omega(P) \) and number of \( N \)-shapes. Next, we let

\[
x = \max \left( k - h(D_1), 1 \right)
\]

and note that \( x < k \) since \( h(D_1) \geq 1 \) and \( k \geq 2 \).

\begin{figure}[h]
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\caption{The poset \( P \) and its modification \( P' \).}
\end{figure}
We now define \( P' \) to be the poset obtained from \( P \) by making the following changes in the Hasse diagram: each edge from \( p'_1 \) to an element in \( D_1 \) is replaced with an edge from \( p'_x \) to that same element, moving \( D_1 \) downward appropriately, and each edge from an element in \( U_k \) to \( p'_k \) is replaced with an edge from that same element to \( p'_x \), moving \( U_k \) upward appropriately. This just means that we are 'shifting' \( D_1 \) downwards and \( U_k \) upwards so that both sets are connected to \( p'_x \in \{p'_1, \ldots, p'_{k-1}\} \). See Fig. 4 for an illustration of how \( P' \) is obtained from \( P \).

Clearly the size of the poset remains unchanged, that is \(|P'| = |P|\). We also note that \( P' \) contains fewer \( N \)-shapes than \( P \), since now \( p_2 > p_3 \), so any \( N \)-shapes containing \( p_2 \) and \( p_3 \) have been removed, and no additional ones have been added due to (3). Let us therefore show that \( \frac{\omega}{\omega}(P') \leq \frac{\omega}{\omega}(P) \), giving us a contradiction to our assumption that \( P \) maximises \( \frac{\omega}{\omega}(P) \) and minimises the number of \( p_2, p_3 \) in an \( N \)-structure.

Let \( A \subset P' \) be a disjoint collection of chains of size \(|A| = \frac{\omega}{\omega}(P')\) and let us show that we can find a disjoint collection of chains of equal size in \( P \). We will do a case distinction based on whether \( p'_1, p'_x \) and \( p'_k \) are in \( A \) or not. Note that by maximality of \( A \), we cannot have \( p'_1, p'_k \in A \) but \( p'_x \notin A \).

**Figure 5:** The poset \( P \) and its modification \( P' \) illustrated for the case \( k = 2 \). The modification of \( A \) to \( A' \) in Case 5 is highlighted in red. Note that the modified version of the poset \( P \) is \( P' \), which is shown on the left, but the modified version of the set \( A \subset P' \) is \( A' \subset P \), which is shown on the right.

**Case 1.** If \( p'_1, p'_x, p'_k \notin A \), then by maximality of \( A \) we must have \( A \cap \{p'_1, \ldots, p'_k\} = \emptyset \) and therefore \( A \) is also a disjoint collection of chains in \( P \).

**Case 2.** If \( p'_1 \in A \) but \( p'_x, p'_k \notin A \), then by maximality of \( A \) we must have \( A \cap \{p'_1, \ldots, p'_k\} = \{p'_1, \ldots, p'_{x-1}\} \). Also by maximality, we know that \( p'_1, \ldots, p'_{x-1} \) are not part of the same chain as any point of \( D_1 \) in \( P' \), as \( p'_x \notin A \). It follows that the same set \( A \) is also a disjoint collection
of chains in the poset $P$.

**Case 3.** If $p'_x \in A$ but $p'_1, p'_k \notin A$, then by maximality of $A$ we must have $A \cap \{p'_1, \ldots, p'_k\} = \{p'_x\}$. While $p'_x$ in $A$ might be part of a chain that contains elements from $D_1$ and $U_k$, the set $A$ is still a disjoint collection of chains in $P$. While the number of chains that $A$ consists of, when considered in $P$, may have increased, clearly the size of the set remains unchanged.

**Case 4.** If $p'_1, p'_x \notin A$ but $p'_k \in A$, then by maximality of $A$ we must have $A \cap \{p'_1, \ldots, p'_k\} = \{p'_x, \ldots, p'_k\}$. As in Case 2, we know that $p'_x, \ldots, p'_k$ cannot be part of the same chain as any point of $U_k$, in $P'$, as otherwise we would have $p'_x \in A$. It follows that $A$ is again a disjoint collection of chains in the poset $P$.

**Case 5.** If $p'_1 \notin A$ but $p'_x, p'_k \in A$, then by maximality of $A$ we must have $A \cap \{p'_1, \ldots, p'_k\} = \{p'_x, \ldots, p'_k\}$. Since $D_1$ is $V$-free and $x < k$, we also note that $A \cap D_1 = \emptyset$. If $p'_x, \ldots, p'_k$ are not part of the same chain as any point in $U_k$, then $A$ is again a disjoint collection of chains in $P$. If however the chain to which $p'_x, \ldots, p'_k$ belong extends into $U_k$, then let $q_1, q_2, \ldots, q_{h(D_1)}$ be a chain of length $h(D_1)$ in $D_1$ and observe that $A' = (A \setminus \{p'_x, \ldots, p'_k\}) \cup \{q_1, q_2, \ldots, q_{h(D_1)}\}$ is again a disjoint collection of chains in $P$ that is of size $|A'| = |A| - (k - x) + h(D_1) \geq |A|$ by (4). See Fig. 5 for an illustration of this case when $k = 2$ and $h(D_1) = 1$.

![Figure 6](image)

**Figure 6:** The poset $P$ and its modification $P'$ illustrated for general $k$. The modification of $A$ to $A'$ in Case 6 is highlighted in red.

**Case 6.** If $p'_1, p'_x \in A$ but $p'_k \notin A$, then by maximality of $A$ we must have $A \cap \{p'_1, \ldots, p'_k\} = \{p'_1, \ldots, p'_x\}$. If $p'_1, \ldots, p'_x$ are not part of the same chain as a point in $D_1$, then $A$ is again a disjoint collection of chains in $P$. If however the chain $C$ to which $p'_1, \ldots, p'_x$ belong extends into
$D_1$, then we must have $|C \cap D_1| = h(D_1)$ since $D_1$ is assumed to be $V$-free and $A$ is maximal. It follows that in $P$ we can extend the chain down to $p_k'$ instead of into $D_1$ without decreasing the size of the collection, that is $A' = (A \setminus (C \cap D_1)) \cup \{p_{x+1}', \ldots, p_k'\}$ is a disjoint collection of chains in $P$ that is of size $|A'| = |A| - h(D_1) + k - x \geq |A|$ by (4). See Fig. 6 for an illustration of this case.

**Case 7.** If $p_1', p_x', p_k' \in A$, then by maximality of $A$ we must have $\{p_1', \ldots, p_x'\} \subset A$ and the chain containing $\{p_1', \ldots, p_k'\}$ cannot contain any element of $U_k$ or $D_1$. It follows that $A$ is also a disjoint collection of chains in $P$.

We have therefore shown that $P$ must be a connected and $N$-free poset $T_n$ satisfying $\Omega_\Omega(P) = \Omega_\Omega(T_n)$, concluding the proof. 

The next lemma shows that a connected, acyclic and $N$-free poset simply decomposes into two $V$-free posets, one of which is inverted, which are connected through a central element.

**Lemma 2.3.** For any connected, acyclic and $N$-free poset $P$ there exists some element $p' \in P$ such that any other element is comparable to it.

**Proof.** Let $p_0$ be a minimal element in $P$. Let $p_0, p_1, \ldots, p_k$ be a sequence of elements in $P$ for some $k \geq 0$ such that $p_{i+1}$ is the lone element covering $p_i$ for any $0 \leq i < k$ and $p_k$ is the first element in this sequence either not covered at all or covered by at least two distinct elements. Let us show that $p' = p_k$ fulfils the desired property. Assume to the contrary that there is some $p \sim p_k$. Since $P$ is connected and acyclic, $p_k$ and $p$ share either a common smaller or a common greater element $q$.

**Case 1.** If $q$ is a common smaller element of $p_k$ and $p$, then $k > 0$ since otherwise we get a contradiction to the assumption that $p_0$ is a minimal element in $P$. We note that $q \sim p_0$ since our poset is acyclic. It follows that $(p_k, p, p_0, q)$ form an $N$-shape, a contradiction.

**Case 2.** If $q$ is a common greater element of $p_k$ and $p$, then $p_k$ has at least two distinct elements covering it, one of which must be incomparable to $p$ since our poset is acyclic. Denote this element by $q'$ and note that $q' \sim q$ since both cover $p_k$. It follows that $(q', q, p_k, p)$ also form an $N$-shape, again a contradiction. 

Let us introduce some final bit of notation.

**Definition 2.4.** For any $a \geq 0$ and $h \geq 1$, we write

$$
\Lambda(a, h) = \max \{|P| : P \text{ is a } V \text{-free poset with } \Omega_\Omega(P) = a \text{ and } h(P) \leq h\}
$$

and

$$
X(a) = \max \{|P| : P \text{ is an acyclic and } N \text{-free poset with } \Omega_\Omega(P) = a\}.
$$

When $h = a$, we simply write $\Lambda(a) = \Lambda(a, a)$. 

Note that if $h > a$, then clearly $\Lambda(a, h) = \Lambda(a, a) = \Lambda(a)$. Our goal will ultimately be to determine $X(a)$ in terms of $\Lambda(a)$ and to find a closed expression for both. The following three statements first establish how to determine $\Lambda(a)$.
Proposition 2.5. For any $a \geq 2$ we have
\[
\Lambda(a) = \max \{ \Lambda(f) + \Lambda(a - f) + a - f : a/2 \leq f < a \}. \tag{5}
\]

Proof. A lower bound follows by considering the following construction: given any $a/2 \leq f < a$, take a $V$-free poset $P_1$ satisfying $|P_1| = \Lambda(f)$ and $\Omega_\omega(P_1) = f$ as well as a $V$-free poset $P_2$ satisfying $|P_2| = \Lambda(a - f)$ and $\Omega_\omega(P_2) = a - f$. It is easy to see that the poset $P$ obtained by taking the disjoint union of $P_1$ and $P_2$ and adding $k = a - f$ elements $p_1, \ldots, p_k$ such that $p_k > \cdots > p_2 > p_1$ as well as $p_1 > p$ for all $p \in P_1, P_2$ satisfies $|P| = a - f + \Lambda(f) + \Lambda(a - f)$, $h(P) = a$ and $\Omega_\omega(P) = \Omega_\omega(P_1) + \Omega_\omega(P_2) = a$ as desired.

For a matching upper bound, let $P$ be a poset satisfying $|P| = \Lambda(a)$ and $\Omega_\omega(P) = a$. We must also have $h(P) = a$, as otherwise one could add an additional element to $P$ that is greater than every other element, which increases the size of $P$ without increasing $\Omega_\omega(P)$. This also establishes that $P$ is connected, as the sum of the heights of two disjoint parts would need to be at most $a$.

Consider therefore a chain $p_1 > p_2 > \cdots > p_a$ of length $a$ in $P$. Note that, by the previous construction, $|P| > a$ since $a \geq 2$. Let $p_x$ denote the largest element in that chain which covers at least two distinct elements in $P$ and assume that $P$ was chosen such that $x$ (the integer, not the poset element $p_x$) is minimal. By removing $p_1, \ldots, p_x$ from $P$ we obtain a poset consisting of at least two incomparable parts. Let $P_1$ be the part containing the rest of the chain and $P_2$ the rest of $P$ without the initial $x$ elements. The height of $P_1$ is $a - x$ and therefore $\Omega_\omega(P_1) \geq a - x$. If $\Omega_\omega(P_1) > a - x$ then trivially $x > 1$ and by moving $p_1$ (the largest element of $P$) to be in between $p_x$ and the maximal elements of $P_1$ in the Hasse diagram of $P$, we obtain a contradiction to our assumption that $x$ is minimal. It follows that $\Omega_\omega(P_1) = a - x$. Since $P_1$ and $P_2$ are incomparable, we have $\Omega_\omega(P_1) + \Omega_\omega(P_2) \leq a$ which implies that $\Omega_\omega(P_2) \leq x$ and therefore
\[
|P| = x + |P_1| + |P_2| \leq x + \Lambda(a - x) + \Lambda(x).
\]

This establishes the statement of the proposition.

Let us show that the formula in Proposition 2.5 is maximised by $f = \lfloor a/2 \rfloor$.

Lemma 2.6. For any $a \geq 2$, we have
\[
\Lambda(a) = \Lambda(\lfloor a/2 \rfloor) + \Lambda(\lfloor a/2 \rfloor) + \lfloor a/2 \rfloor.
\]

Proof. The proof follows by induction on $a$. The base case $a = 2$ is easy to see. Let us therefore show that the statement holds for $a$ assuming it has been proven for all smaller values.

By inductive assumption, we have
\[
\Lambda(f) = \Lambda(\lfloor f/2 \rfloor) + \Lambda(\lfloor f/2 \rfloor) + \lfloor f/2 \rfloor \quad \text{and}
\Lambda(a - f) = \Lambda(\lfloor (a - f)/2 \rfloor) + \Lambda(\lfloor (a - f)/2 \rfloor) + \lfloor (a - f)/2 \rfloor.
\]
Note that this holds even if $f = 1$ or $a - f = 1$ since $\Lambda(0) = 0$. Let us distinguish two cases based on the parity of $f$ and $a - f$. 
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Case 1. If at least one of $f$ and $a - f$ is even, we have that $\lfloor (a - f)/2 \rfloor + \lceil f/2 \rceil = \lceil a/2 \rceil$ as well as $\lceil (a - f)/2 \rceil + \lfloor f/2 \rfloor = \lfloor a/2 \rfloor$. Using the inductive hypothesis for $\lfloor a/2 \rfloor$ and $\lceil a/2 \rceil$, it therefore follows that

$$
\Lambda(f) + \Lambda(a - f) + a - f
\leq \Lambda(\lfloor a/2 \rfloor) - \lfloor (a - f)/2 \rfloor + \Lambda(\lceil a/2 \rceil) - \lceil (a - f)/2 \rceil + \lfloor f/2 \rfloor + \lceil (a - f)/2 \rceil + (a - f)
= \Lambda(\lfloor a/2 \rfloor) + \Lambda(\lceil a/2 \rceil) + \lceil a/2 \rceil.
$$

Here we have used Proposition 2.5 and that $\lfloor (a - f)/2 \rfloor + \lceil (a - f)/2 \rceil = \lfloor a/2 \rfloor$.

Case 2. If both $f$ and $a - f$ are odd, so that $a$ must be even, then $\lceil f/2 \rceil + \lfloor (a - f)/2 \rfloor = \lfloor f/2 \rfloor + \lceil (a - f)/2 \rceil = \lfloor a/2 \rfloor = \lceil a/2 \rceil$. Also note that $\lceil (a - f)/2 \rceil = \lfloor f/2 \rfloor$ as $f > a - f$. Using the inductive hypothesis for $\lfloor a/2 \rfloor$, it therefore again follows that

$$
\Lambda(f) + \Lambda(a - f) + a - f
\leq 2 \Lambda(\lfloor a/2 \rfloor) - \lfloor (a - f)/2 \rfloor - \lceil (a - f)/2 \rceil + (\lfloor a/2 \rfloor) + (a - f)
< \Lambda(\lfloor a/2 \rfloor) + \Lambda(\lceil a/2 \rceil) + \lceil a/2 \rceil.
$$

Here we have again used that Proposition 2.5 and that $\lceil f/2 \rceil + \lfloor (a - f)/2 \rfloor = \lfloor a/2 \rfloor - 1$. □

Let us now show that the formula in Proposition 2.5 is also maximised by $f = 2^{\lceil \log_2 a \rceil} - 1$.

**Proposition 2.7.** For any $a \geq 2$, we have

$$
\Lambda(a) = \Lambda(2^{\lceil \log_2 a \rceil} - 1) + \Lambda(a - 2^{\lceil \log_2 a \rceil} - 1) + (a - 2^{\lceil \log_2 a \rceil} - 1).
$$

**Proof.** The proof again follows by induction on $a$, where the case $a = 2$ is easy to see. Let $\alpha = \lfloor \log_2 a \rfloor - 1$, so that $2^\alpha < a \leq 2^{\alpha+1}$. We may in fact assume that $2^\alpha < a < 2^{\alpha+1} - 1$, as otherwise $2^{\alpha+1} = \lceil a/2 \rceil$, so that the result otherwise follows by Lemma 2.6. It follows that $2^{\alpha+1} = \lfloor a/2 \rfloor \leq \lfloor a/2 \rfloor < 2^\alpha$, so that by inductive assumption and by Lemma 2.6

$$
\Lambda(a) = \Lambda(\lceil a/2 \rceil) + \Lambda(\lfloor a/2 \rfloor) + \lfloor a/2 \rfloor
= (2^{\alpha+1} - 2^\alpha + 1) + \Lambda\left(2^\alpha - 2^\alpha + 1\right)
= \Lambda(2^\alpha) + \Lambda(a - 2^\alpha) + (a - 2^\alpha),
$$

where the last equality follows from Lemma 2.6. □

The following corollary establishes an exact formula for $\Lambda(a)$ based on the binary representation of $a$.

**Corollary 2.8.** Let $a \geq 1$. If $a = 2^{i_0} + 2^{i_1} + \cdots + 2^{i_{t-1}}$ for some $i_0 < i_1 < \cdots < i_{t-1}$, then

$$
\Lambda(a) = \sum_{k=0}^{t-1} (2t - 2k + ik) 2^{i_k-1}
\tag{6}
$$

In particular, if $a = 2^k$ for some $k \geq 1$, then $\Lambda(2^k) = 2^{k-1} (k + 2)$. 10
Proof. This follows through an easy induction on $a$, noting that it holds for $a = 1$. If $a$ is a power of two, that is $t = 1$ and $i_0 > 0$, then by Lemma 2.6
\[ \Lambda(a) = 2^i (2^{i_0 - 2} (i_0 + 1)) + 2^{i_0 - 1} = 2^{i_0 - 1} (i_0 + 2). \]
If $a$ is not a power of two, then by Proposition 2.7
\[ \Lambda(a) = 2^{i_t - 1} (i_{t-1} + 2) + \left( \sum_{k=0}^{t-2} (2(t-1) - 2k + i_k) 2^{i_k - 1} \right) + \sum_{k=0}^{t-2} 2^{i_k} = \sum_{k=0}^{t-1} (2t - 2k + i_k) 2^{i_k - 1}. \]
establishing the corollary. \qed

Proposition 2.9. For any $a = 2^k$ where $k \geq 1$ and $a/2 < f < a$, we have
\[ \Lambda(f) + \Lambda(a - f) + a - f < \Lambda(a) \]
Proof. We will prove the result by induction, noting that it vacantly holds for $k = 1$. Following the same argument as in Case 2 in the proof of Lemma 2.6 we can assume that $f$ and $a - f$ are both even. We therefore have that $\Lambda(f) = 2 \Lambda(f/2) + f/2$ and $\Lambda(a - f) = 2 \Lambda((a - f)/2) + (a - f)/2$, so that
\[
\begin{align*}
\Lambda(f) + \Lambda(a - f) + a - f &= 2 \Lambda(f/2) + f/2 + 2 \Lambda((a - f)/2) + (a - f)/2 + a - f \\
&= 2 \Lambda(f/2) + \Lambda((a - f)/2) + (a - f)/2 + a/2 \\
&< 2 \Lambda(a/2) + a/2 = \Lambda(a).
\end{align*}
\]
In the last step we have used the inductive assumption since $a/2 = 2^{k-1}$. \qed

Let us now turn our attention to the function $X(a)$.

Lemma 2.10. For $a \geq 1$ we have
\[ X(a) = \max\{\Lambda(a, h) + \Lambda(a, a - 1 - h) + 1 : 0 \leq h \leq (a - 1)/2\} \]
Proof. We prove the statement through a matching upper and lower bound.

For a lower bound, fix $0 \leq h \leq (a + 1)/2$ maximising Lemma 2.10 and let $P_1$ be a $V$-free poset of size $\Lambda(a, h)$ with $\omega_2'(P_1) \leq a$ and $h(P_1) \leq h$ and $P_2$ a $V$-free poset of size $\Lambda(a, a + 1 - h)$ with $\omega_2'(P_2) \leq a$ and $h(P_2) \leq a - 1 - h$. Let $P'_2$ denote poset obtained from $P_2$ by inverting all of its relations and let $P$ be the poset obtained by joining $P_1$ and $P'_2$ through a central element that is greater than all elements in $P_1$ and smaller than all elements in $P'_2$. Clearly $h(P) = h(P_1) + h(P_2) - 1 \leq a$ and $\omega_2'(P) \leq a$ but $|P| = \Lambda(a, h) + \Lambda(a, a + 1 - h) - 1$ as desired.

For an upper bound, let $P$ be a connected, acyclic and $N$-free poset with $|P| = X(a)$ and $\omega_2'(P) = a$. Let $p' \in P$ be an element comparable to every element of the poset $P$. The existence of such an element is guaranteed by Lemma 2.3. We have that $h(P) = a$ as otherwise we can replace $p'$ with an edge, without increasing the parameter $\omega_2'(P)$, a contradiction. If we remove $p'$ and its connections from the Hasse diagram of $P$, we obtain a $V$-free poset $P_1$ and as well as a poset $P_2$ whose inverse is also $V$-free. Clearly $h(P_1) + h(P_2) + 1 \leq h(P) = a$ and $\omega_2'(P_1), \omega_2'(P_2) \leq a$. Writing $h = \min\{h(P_1), h(P_2)\} \leq (h - 1)/2 = (a - 1)/2$, we clearly have $X(a) \leq \Lambda(a, h) + \Lambda(a, a - 1 - h) + 1$. \qed
Proposition 2.11. For $a \geq 2$ and $0 \leq h \leq a$, we have that

$$\Lambda(a, h) \leq \Lambda(a) - (a - h) \quad (7)$$

If $a/2 \leq h \leq a$, then we in fact have equality.

Proof. A lower bound of this when $a/2 \leq h \leq a$ follows immediately from the construction in the lower bound in the proof of Proposition 2.5. For an upper bound for any $0 \leq h \leq a$, let $P$ be a poset of size $\Lambda(a, h)$, height $h(P) = h$ and satisfying $\omega_h(P) = a$. Consider the poset $P'$ obtained by adding a chain $x_1 < x_2 < \cdots < x_{a-h}$ such that $x_1 > x$ for any $x \in P$. It is clear that $\omega_h(P') = a$ and therefore $\Lambda(a) \geq |P'| = |P| + (a - h) = \Lambda(a, h) + (a - h)$. \hfill \Box

Proposition 2.12. Let $a \geq 2$. If $a$ is even but not a power of two, then $\Lambda(a, a/2 - 1) = \Lambda(a) - a/2 - 1$. If $a$ is a power of two, then $\Lambda(a, a/2 - 1) = \Lambda(a) - a/2 - 2$.

Proof. Let us write $\alpha = \lfloor \log_2(a) \rfloor - 1$, that is $2^\alpha < a \leq 2^{\alpha + 1}$. By Proposition 2.11 we know that $\Lambda(a, a/2 - 1) \leq \Lambda(a) - a/2 - 1$.

Case 1. If $a$ is even but not a power of two, the by Proposition 2.7 we have that

$$\Lambda(a) = \Lambda(2^\alpha) + \Lambda(a - 2^\alpha) + (a - 2^\alpha). \quad (8)$$

Since $a/2 > 2^{\alpha - 1}$, Proposition 2.11 states that

$$\Lambda(2^\alpha, a/2 - 1) = \Lambda(2^\alpha) - 2^\alpha + a/2 - 1. \quad (9)$$

Since $a$ is not a power of two, we have $a/2 - 1 \geq a - 2^\alpha$ and therefore

$$\Lambda(a - 2^\alpha, a/2 - 1) = \Lambda(a - 2^\alpha). \quad (10)$$

Using (9) and (10), we can choose $V$-free posets $P_1, P_2$ such that $\omega_h(P_1) = 2^\alpha$, $h(P_1) \leq a/2 - 1$ and $|P_1| = \Lambda(2^\alpha, a/2 - 1)$ as well as $\omega_h(P_2) = a - 2^\alpha$ and $|P_2| = \Lambda(a - 2^\alpha)$. The disjoint union of $P_1$ and $P_2$ is a $V$-free poset satisfying $\omega_h(P) = a$, $h(P) = a/2 - 1$ and has size $\Lambda(2^\alpha) - 2^\alpha + a/2 - 1 + \Lambda(a - 2^\alpha) = \Lambda(a) - a/2 - 1$ by (8), establishing the result for this case.

Case 2. If $a = 2^{\alpha + 1}$, then

$$\Lambda(2^{\alpha + 1}, a/2 - 1) \geq 2 \Lambda(2^\alpha, 2^\alpha - 1) = 2 \Lambda(2^\alpha) - 2 = \Lambda(2^{\alpha + 1}) - 2^\alpha - 2,$$

where we have used both Proposition 2.11 and Proposition 2.7. Assume now that there exists some $V$-free poset $P$ satisfying $\omega_h(P) = 2^{\alpha + 1}$, $h(P) = 2^{\alpha - 1} - 1$ and $|P| = \Lambda(2^{\alpha + 1}) - 2^\alpha - 1$. Let $P'$ be the poset obtained from $P$ by adding a chain of $2^\alpha + 1$ elements $p_1, p_2, \ldots, p_{2^\alpha + 1}$ such that $p_{2^\alpha + 1} > \cdots > p_2 > p_1$ and $p_1 > p$ for any $p \in P$. Clearly $P'$ is $V$-free and satisfies $|P'| = \Lambda(2^{\alpha + 1})$, $h(P') = 2^\alpha + 2^{\alpha - 1} < 2^{\alpha + 1}$ as well as $\omega_h(P') = a$.

Let $y$ now denote the minimal integer such that if we iteratively delete the first $y$ maximal elements of $P'$, the resulting poset becomes disconnected. By construction it is clear that $y \geq 2^\alpha + 1$. Let $P_1$ and $P_2$ be two disjoint (but not necessarily connected) and non-empty posets making up $P'$ after deleting the first $y$ maximal elements. Let us now without loss of
generality assume that $\frac{\alpha}{\omega}(P_1) \leq \frac{\alpha}{\omega}(P_2)$ and write $x = \frac{\alpha}{\omega}(P_1)$. Since $\frac{\alpha}{\omega}(P) = 2^{\alpha+1}$ and $y \geq 2^{\alpha} + 1$, it is clear that $x \leq 2^{\alpha} - 1 \leq y - 2$. By Proposition 2.11 and Proposition 2.5, it follows that

\[
\Lambda(a) = \left| \frac{\alpha}{\omega}(P_1) \right| \leq y + \Lambda(x, 2^{\alpha+1} - y) + \Lambda(2^{\alpha+1} - x, 2^{\alpha+1} - y) \\
\leq y + \Lambda(x) + \Lambda(2^{\alpha+1} - x) - (y - x) \leq \Lambda(2^{\alpha+1}).
\]

We note that by Proposition 2.11 equality in the second inequality only holds if $x \leq 2^{\alpha+1} - y$ and by Proposition 2.9 equality in the second inequality only holds if $x = 2^{\alpha}$. Since $y \geq 2^{\alpha} + 1$ these two cases cannot occur simultaneously, giving us the contradiction $\Lambda(a) < \Lambda(2^{\alpha+1})$. 

We can now determine when the expression in Lemma 2.10 is maximised.

**Proposition 2.13.** For any $a \geq 2$, we have

\[
X(a) = \Lambda(a, \lfloor (a - 1)/2 \rfloor) + \Lambda(a, \lceil (a - 1)/2 \rceil) + 1.
\]

**Proof.** By Proposition 2.11 we know that $\Lambda(a, a-h) - \Lambda(a, a-h-1) = 1$ for any $1 \leq h \leq (a-1)/2$ since $a - h \geq (a+1)/2 \geq \lceil a/2 \rceil$. Since $\Lambda(a, h) - \Lambda(a, h-1) \geq 1$, it follows that the expression in Lemma 2.10 is maximised when $h = \lfloor (a-1)/2 \rfloor$. 

**Corollary 2.14.** Let $a \geq 2$. If $a = 2^{i_0} + \cdots + 2^{i_{t-1}}$ for some $i_0 < \cdots < i_{t-1}$, then

\[
X(a) = \sum_{k=0}^{t-1} \left( 2(t - k) + i_k - 1 \right) 2^{i_k} - 1 + \lfloor \log_2 a \rfloor - \lceil \log_2 a \rceil. \tag{11}
\]

In particular, if $a = 2^k$ for some $k \geq 1$, then $X(a) = (k + 1) 2^k - 1$.

**Proof.** By Proposition 2.13 and Proposition 2.12 we have that

\[
X(a) = 2\Lambda(a) - a - 1 + \lfloor \log_2 a \rfloor - \lceil \log_2 a \rceil
\]

so that the result follows using Corollary 2.8.

**Proof of Theorem 1.3.** Given $n$, let $k \in \mathbb{N}$ be such that $k 2^{k-1} - 1 < n \leq (k+1) 2^k - 1$. By the previous corollary it follows that $2^{k-1} < \frac{\alpha}{\omega}(T_n) \leq 2^k$, from which the desired asymptotic behaviour follows.

3 Remarks and Open Questions

It would be of interest to further explore how the parameter $\frac{\alpha}{\omega}(P)$ relates to natural restrictions of the poset. A commonly studied type of posets are those whose cover graph (or sometimes the Hasse diagram) are planar. A first question could be if one can improve the general lower bound of $\lceil \sqrt{n} \rceil$ in that case. The best current constructions of planar posets contain families of independent chains of size $\sqrt{2n}$, contrasting with the lower bound of $\sqrt{n}$. The question therefore becomes about determining the correct leading coefficient.

Another important restriction one can impose on a poset $P$ is to bound its *dimension*, that is the least number of linear orderings needed to describe $P$ as their intersection. Since the 70s,
several key results have been established which relate the dimension of a poset to the planarity of its Hasse diagram, cover graph or comparability graph. Most notably, posets with planar Hasse diagram have small dimension if they have a maximum or minimum element [2, 13], but otherwise can have large dimension [10].

More recently, strong connections have been made between the dimension of posets and certain graph parameters. A Theorem of Dilworth bounds the dimension from above by the width of the poset. Remarkably, in [12] it was shown that the dimension of a poset with a planar cover graph is also bounded by the height, proving a conjecture of Felsner, Li and Trotter [4]. Very recently polynomial bounds were obtained for that relationship in [11] and in [9] linear bounds were obtained for the more restrictive case of posets with a planar Hasse diagram.

Given the fact that planar posets of large dimension can be neither short nor narrow and the relation between \( \omega(P) \) and the width as well as the height of a poset, it would be of interest to explore if a similar relation between the \( \omega(P) \) and the dimension of planar posets exists. Here it is important that, unlike the width or height, the parameter will depend on the cardinality of the poset. Likewise, the dimension would have to grow sufficiently fast with the size of the poset. In particular, one might ask if \( \min \log \frac{\omega(P)}{\log n} = 1/2 + o(n(1)) \) always holds when minimising over all planar poset \( P \) of size \( n \) and dimension \( d = d(n) \), or if the exponent on the right-hand side increases when \( d \) grows fast enough.

Returning to the more general setting of graph classes, it is very natural to consider the case of planar graphs. Let \( G_n \) be the family of all \( n \) vertex planar graphs. Since the independence number of an \( n \)-vertex planar graph is at least \( n/4 \) we have that \( \omega(G_n) \geq n/4 \). On the other hand, when 7 divides \( n \), consider the graph \( G \) obtained by taking vertex disjoint copies of the join of a 5-cycle and an independent set of size 2. In each connected component the value of the parameter is 3, so this provides a construction proving that \( \omega(G_n) \leq 3n/7 \). It would be interesting to determine more precise estimates on \( \omega(G_n) \).
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