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Abstract
Computer science has devised leading methods for predicting variables; can social science compete? The author sets out a social scientific approach to the Fragile Families Challenge. Key insights included new variables constructed according to theory (e.g., a measure of shame relating to hardship), lagged values of the target variables, using predicted values of certain outcomes to inform others, and validated scales rather than individual variables. The models were competitive: a four-variable logistic regression model was placed second for predicting layoffs, narrowly beaten by a model using all the available variables (>10,000) and an ensemble of algorithms. Similarly, a relatively small random forest model (25 variables) was ranked seventh in predicting material hardship. However, a similar approach overfitted the prediction of grit. Machine learning approaches proved superior to linear regression for modeling the continuous outcomes. Overall, social scientists can contribute to predictive performance while benefiting from learning more about data science methods.

Keywords
fragile families, logistic regression, data science, random forests

In the Fragile Families Challenge (FFC), participants predicted six socioeconomic outcomes for respondents to the Fragile Families and Child Wellbeing Study (FFCWS) at age 15, on the basis of information on those families between birth and the age of 9. Here I describe my efforts, as a working social scientist with limited knowledge of “machine learning” (ML), to predict the relevant outcomes.

Data Preparation
The data comprised 12,942 variables relating to 4,242 respondents to the FFCWS. Data were collected in five waves: at the birth of a sampled child and then at ages 1, 3, 5, and 9. A further six variables—the outcomes of interest—were available for half of those families when the relevant child was aged 15. Data were provided in a comma-separated values format, along with documentation relating to the questions and constructed variables. The competition required participants to provide the best predictions for the half of families that did not have age 15 outcomes provided but were known to the organizers, having been set aside randomly. Participants were free to use whatever software and methods they preferred.

The variables available for predictive purposes included data with the full range of measurement levels: interval or ratio variables (e.g., income), ordinal variables (life satisfaction), and categorical variables (whether received food stamps). The six outcomes included three that were dichotomous (eviction, training, and layoffs) and three that were closer to an interval or ratio scale (grade point average [GPA], grit, and material hardship; although see later discussion).

1Salganik et al. (2019) provide further detail, with further information available on the FFC Web site (http://www.FragileFamiliesChallenge.org).

2The predictions made ranked relatively highly on the public leaderboard for three outcomes. On the held-out data, predictive scores were also high for hardship and layoffs, but the model for grit overfitted the data to a significant extent compared with the models of other participants: it ranked a clear 1st on the public leaderboard but 17th with the held-out data. Submissions were made for the other outcomes, but their mean squared errors (MSEs) were more average.
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**Missing Data**

For many variables, responses could be “missing.” There are many well-known ways of handling missing data, depending on the reasons why data might be missing (Allison 2001). I decided, after some initial testing, to treat missing data as valid values when using categorical data, so that, for example, a person’s occupational status might be professional, clerical, other occupations, or missing. For continuous data, such as income, a new binary variable was created to indicate that income data were missing, with the original variable set to 0. Part of my logic was the pattern of attrition: data were often missing through attrition, and families not present in some waves would be less likely to be included at the age 15 wave, in which case the predictions for such cases would not affect the scores.

**Creating New Variables**

I produced a single R file that created and recoded variables and ran models, with most of the content (700 of 1,000 lines) devoted to creating new variables. Some variables were created to fit into social science knowledge: I created a variable with value 1 when people had reported zero hardship at the previous two waves, to capture the idea that a sense of “shame” might restrict respondents from admitting a deficit in material hardship. It might also capture strong budgeting skills whereby respondents avoided hardship despite low incomes.

I expected that income would be a reliable independent variable in models. Boxplots were used to identify income outliers, and incomes were then top-coded at $100,000 for mothers’ income and $125,000 for fathers’ incomes.5

---

**Methods**

**Overall Approach to Variable Selection and Model Building**

The strategy followed had two stages. In the first stage, short-lists of predictor variables were generate using (1) social science knowledge of variables likely to be associated with the outcome (e.g., incomes and material hardship) and (2) simple bivariate correlations between the outcomes and the sets of independent variables. In the second stage, having selected down to manageable numbers of variables, model tests of significance (Akaike information criterion, t tests, R2) were used to further reduce the sets of candidate variables to a final set within the linear models. This latter stage was guided by some of the tools in the rms package (Harrell 2017).

For the dichotomous outcomes, simple binary logistic regression was used. For the continuous outcomes, initial analysis was conducted using ordinary least squares (OLS), but in the latter part of the competition this was replaced with random forests using the party library (Hothorn et al. 2005; Strobl et al. 2007, 2008). That permitted the inclusion of more variables, with less concern about overfitting, and avoided resolving difficult questions about model specification. Linear models have strong advantages, but it does not take long to see their flaws as predictive models. It is possible, for instance, that marital status may be important for lower income families, and not higher income families, or indeed that higher incomes may matter up to a point, but not beyond that. There are ways to try to capture this within regression (e.g., interaction terms, transformations such as logarithms), but this soon ends up as an ad hoc exercise with clear risks for overfitting.

**Social Science Knowledge**

As a social scientist I had knowledge of some key domains, particularly material hardship (Mayer and Jencks 1989; McKay 2004) and the risk of layoffs (Bell and Blanchflower 2010). I knew, for example, that models of material hardship were likely to require different measures of income (resources), ability to manage (education), measures of household size and needs (number of children), and experience of hardship. Variables relating to layoffs were also likely to include those capturing human capital (education), position in the labor market (occupation and earnings), and perhaps discrimination (ethnic group). There is also recent work concerning grit (Duckworth 2016), but it is perhaps harder to quickly identify the main causal variables.

---

3Examples included −9, not in that wave; −6, valid skip (e.g., length of marriage if unmarried); −2, don’t know; and −1, refused to answer question. To protect confidentiality, some geography-related variables were always missing.

4It is possible to conceptualize the whole FFC as being a matter of imputation. My submission 13 generated predictions (other than for FPA and hardship) using only the results from a multiple imputation algorithm implemented using the mice library (van Buuren and Groothuis-Oudshoorn 2011). However, the scores were not impressive, with MSEs on the leaderboard data as follows: grit, 0.43608; eviction, 0.08113; layoff, 0.29811; and job training, 0.34528. The scores from just using the means as predictions were lower in each outcome (e.g., incomes and material hardship) and (2) simple bivariate correlations between the outcomes and the sets of independent variables. In the second stage, having selected down to manageable numbers of variables, model tests of significance (Akaike information criterion, t tests, R2) were used to further reduce the sets of candidate variables to a final set within the linear models. This latter stage was guided by some of the tools in the rms package (Harrell 2017).

5It is well-known that outliers can affect severely results from regressions. However, this step is probably not needed, and may even be counterproductive, for ML approaches such as random forests.

6“Rare events logit” (King and Zeng 2001) or Firth’s (1993) method might have been better for modeling eviction, which had few positive cases (87 of 1,459 in the training data) but was not tried. There are various methods to improve predictive performance with logistic regression (Fielding and Bell 1997), but applying “cost weights” for the logits with rare outcomes (particularly eviction) did not reduce the MSE of the resulting predictions.
There were also two general principles to variable selection that are guided by social science training. First was the persistence of variables over time. In a longitudinal study, current values will often reflect past values. Models may make better predictions by using lagged values of the dependent variable. It was possible to find clear precursors for the constructed variables of grit and material hardship. In practice, this yielded variables that had high degrees of correlation with the wave 6 variables, at least within the training data set. The bivariate correlation between hardship at waves 5 and 6 was 0.394, between grit was 0.14, for evictions was 0.12, and for job training was 0.14. Overall the “persistence” approach was used in models of material hardship and for predicting grit, but not for layoffs. However, although I think this is a sound strategy, the long gap between the latter two waves (six years) will reduce its effectiveness. Moreover, taking past values of variables ran into the problem that wave 6 variables are often based on the primary caregiver, whereas variables at earlier waves are often for the mother. Hence, a past value of layoffs (for the mother) might be a poor predictor of layoffs for the primary caregiver.

The second principle of variable selection was the interdependence of the outcomes. The six outcomes to be modeled turned out to be interrelated, and three pairs of variables stood out as having relatively strong correlations between them:

- material hardship and eviction (Pearson’s \( r = 0.39 \)),
- grit and GPA (\( r = 0.21 \)), and
- material hardship and layoff (\( r = 0.19 \)).

Having good predictions of some of these variables may be useful in models of some of the others, by including the predicted value of (say) hardship in the model for (say) eviction, or the reverse, or a model prediction of grit in the model for GPA. More narrowly, there was also some overlap in the definitions of eviction and material hardship (the latter subsumes the former), and a good model for one should be helpful in finding a better model for the other.\(^7\)

Scales

Survey researchers frequently make use of “scales”—the summation of related questions—to measure unobserved or latent concepts with greater reliability (DeVellis 2016). The FFCWS includes several sets of related questions (Bendheim-Thoman Center for Research on Child Wellbeing 2013). In some cases, their team constructed an overall scale (such as for the Peabody Picture Vocabulary test [Dunn and Dunn 1997] and the Woodcock-Johnson comprehension test [Woodcock, McGrew, and Mather, 2001]). In other instances, there are related questions that I used to create scales using existing practice (externalizing behavior scale from the Strengths and Difficulties Questionnaire; Goodman 1997) and some questions for which a scale seemed appropriate (financial help from friends and family).

I decided to use scales wherever possible in line with a “social science” conceptualization of the problem. Well-validated and reliable series of questions could potentially be more informative than the individual questions that constituted them. So the final model for grit included plus measures based on cognitive ability: the model of material hardship included scales of material hardship from the previous waves, plus a scale for the kinds of financial help available to families.\(^8\)

Models and Results

Models

The statistical approaches generally used for continuous variables are linear regression and binary logistic regressions for dichotomous outcomes. In statistical terms, the first three outcomes are not strictly continuous variables, as their values constitute only a relatively small number of fixed points—13 for GPA, 12 for grit, and 10 for material hardship\(^9\)—I switched from linear regression to random forest models for the first three outcomes (GPA, grit, and material hardship) with random forests leading to small gains in predictive performance.\(^10\)

Material Hardship

I developed models for material hardship using conditional inference trees (“random forests”).\(^11\) I used only a small

---

\(^7\)Arguably, a better approach would have been to have a system of “chained equations,” or with a multivariate/joint or multitask model. A fuller study might have been able to explore these possibilities, but a key part of the challenge was that deadlines had to be met, regardless of research purity.

\(^8\)This was from the set of wave 5 mother questions concerning different people “who gave you financial help or money.”

\(^9\)For this reason, it would be possible to conceptualize GPA and grit data as being more appropriate for ordinal regression models and to model material hardship as a count of missing items using Poisson (or negative binomial) regression. Alternatively, the data could be regarded as basically continuous but with a “floor” and a “ceiling” (e.g., between 1 and 4 for GPA and grit and between 0 and 1 for material hardship). Such a conceptualization would suggest a model such as a Tobit with set maximum and minimum values. In practice, however, the ordered models and count models obtained worse MSEs than the basic OLS models, and the models with limits performed in a very similar way to the OLS models in terms of MSEs.

\(^10\)As an example, for material hardship the best OLS models had MSEs (on the public leaderboard) of about 0.025, whereas the random forest model achieved 0.0244 for a similar set of variables; for GPA, MSE reduced to 0.372 from 0.380, and for grit, the reduction was from 0.209 to 0.207.

\(^11\)The only tuning parameter was the number of variables to sample for each split, and this was tuned using fivefold cross-validation. Other parameters were left at their default values within the c_forest command of the party package.
number of variables (25), which were generally past values of material hardship, plus measures of incomes, needs, and human capital.

Random forests do not provide easy means of identifying the predictor variables with the greatest effect on the outcome, but measures of “variable importance” have been developed. These compare the model’s predictive accuracy by replacing each variable, in turn, with a randomized version of that variable; predictive accuracy falls if that variable is important and barely changes if it is unimportant.

Figure 1 shows the importance of different variables. The variable with the highest importance score was material hardship measured at wave 5. Other variables with high importance scores included wave 4 material hardship, having never been in material hardship at waves 4 and 5, and wave 4 and 5 measures of phone disconnection. These latter variables may signal a “last resort” reaction to adversity. Other variables with sizable importance scores included measures of income and the ability of family or friends to provide assistance.

**Grit**

The model for grit followed the same approach as for material hardship but included only 10 variables. The variables, and their importance, are shown in Figure 2. Grit measured at wave 5 did not seem to be particularly important, nor other questions used in the grit scale, and neither was the constructed scale of Strengths and Difficulties Questionnaire externalizing behavior. The two key factors seemed to be measures of cognitive ability. Also of some importance to the predictive performance were the gender of the child and whether a caregiver had called the child “dumb or lazy or some other name like that” at the preceding wave.

Although the model for grit attained the lead ranking on the public leaderboard, it ranked 17th in the final held-out data. This suggests a degree of overfitting. In practice, I worked a great deal on this outcome and submitted dozens of different models. As such, the models were likely to have evolved to fit the nuances of the leaderboard data and did less well on the held-out data (Blum and Hardt 2015).  

**Job Layoffs**

The model for job layoff was a standard logistic regression including just four variables (Table 1). The most principled

---

12Hastie, Tibshirani, and Friedman (2017:s15.3.4) pointed out ways that overfitting is possible with random forests. These include having trees of too great a depth or too few relevant variables to more noisy variables. It is perhaps possible that the grit model included too few variables with a strong “signal,” with two variables tending to have much greater importance than the others selected.

13One variable, predicted material hardship, is the result of a model with 25 predictors.
Figure 2. Variable importance measures for grit model (final stage, 17th ranked on holdout data, 1st on public leaderboard).
Note: All variables used in the model are shown. w5 = wave 5.

Table 1. Logistic Regression Model of Layoff (Final Model, Second on Holdout Data).

| Variable                              | Coefficient (SE) |
|---------------------------------------|------------------|
| Predicted value of material hardship  | 4.110*** (1.516) |
| Father’s income is zero at wave 5     | 0.709** (0.329)  |
| Mother’s wave 5 income                | −0.00001** (0.00000) |
| Executive occupation                  | 0.541*** (0.244) |
| Constant term                         | −1.570*** (0.240) |
| Observations                          | 1,277            |
| Log likelihood                        | −636.987         |
| Akaike information criterion          | 1,283.974        |

*p < .05. **p < .01.

variable included was predicted material hardship, which was strongly associated with the likelihood of job layoff. The level of mother’s income, and whether father’s reported income was zero, were also included in the model and were statistically significant at standard levels. A single dummy variable from the set of occupational codes, being at an “executive level,” was also included was positively associated with the risk for being laid off from a job compared to other occupations.

Earlier models had included levels of education and the “race” of the mother. These were part of a model that was leading at the midway point of the FFC (on the held-out data) but were not retained (and did not appear significant) once the prediction of material hardship was included. This model is included in the online supplement.

Other Models: GPA, Eviction, and Job Training

Full details of the results from the submitted models are shown in Table 2, and model results in the online appendix. Less time was spent on the other three outcomes, but a few observations may interest analysts. In the model of GPA, predicted material hardship had among the highest variable importance, but predicted grit did not. The logistic regression model for eviction included significant effects from wave 5 material hardship, mother’s education, and the amount of rent being paid. The logistic regression model for job training, which placed 19th on the final data, included statistically significant effects from wave 5 income, ethnic group, past training experience, and wave 5 hardship.

Discussion and Conclusions

The papers at the scientific workshop following the FFC (https://www.youtube.com/playlist?list=PLbavk6eDjgUSghfps3elbgD-uV8VAk4QH) suggest that most participants were using “ML” approaches with rather less emphasis on social science understanding. Here I argue that an approach based largely on social science understanding can be competitive with even the best of such approaches, using surprisingly small subsets of the data.

The principal social scientific ideas applied here were as follows. I used my knowledge of the six outcomes as the main approach to selecting variables, such as a past denial of
hardship as a predictor of hardship. I also selected variables that were similar to the targets if they appeared in earlier waves (e.g., on grit). I used scales where possible.

I also note that all the final prizes were won by teams (one of three members, the others rather larger), which may imply that there are strengths to a team collaboration, perhaps in terms of ideas or the ability to delegate tasks on which people could specialize (such as data preparation or imputation). Teams mixing data science and social science might achieve even more.

Lessons for Social Science Training

The United Kingdom has a long history of concerns about the quantitative skills of its social scientists (British Academy 2012), particularly compared with the United States. Partly this relates to a lack of appropriate training during the doctoral period. Key priorities for social science training might include

- knowledge of replication and open science more generally (Freese 2007; Stodden, Seiler, and Ma, 2018) and
- understanding of ML, which seems to have proceeded in computer science to the relative ignorance of social statistics.

Both would have enhanced my ability to contribute to the FFC.

Author’s Note

The results in this report were created with software written in R 3.4.1 (R Core Team 2017) using the following packages: tidyverse 1.2.1 (Wickham 2017), party (Hothorn et al. 2005; Strobl et al. 2007, 2008), rms 5.1-1 (Harrell 2017), and stargazer 5.2 (Hlavac 2015). Replication code for this article is available at https://osf.io/yj3sk/.
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