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Abstract  The recent availability of huge high resolution datasets on human activities has revealed the heavy-tailed nature of the interevent time distributions. In social simulations of interacting agents the standard approach has been to use Poisson processes to update the state of the agents, which gives rise to very homogeneous activity patterns with a well defined characteristic interevent time. As a paradigmatic opinion model we investigate the voter model and review the standard update rules and propose two new update rules which are able to account for heterogeneous activity patterns. For the new update rules each node gets updated with a probability that depends on the time since the last event of the node, where an event can be an update attempt (exogenous update) or a change of state (endogenous update). We find that both update rules can give rise to power law interevent time distributions, although the endogenous one more robustly. Apart from that for the exogenous update rule and the standard update rules the voter model does not reach consensus in the infinite size limit, while for the endogenous update there exist a coarsening process that drives the system toward consensus configurations.

1 Introduction

Individual based models of collective social behavior include traditionally two basic ingredients: the mechanism of interaction and the network of interactions [1]. The idea of choosing a mechanism of interaction, such as random imitation [2, 3, 4] or threshold behavior under social pressure [5, 6, 7], is to isolate this mechanism and to determine its consequences at the collective level of emergent properties. The network of interactions determines who interacts with whom. The topology of the network incorporates among other things the heterogeneity of ties among individuals. In addition ties can be non persistent, so that the network structure changes with
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time. In particular, the network and the state of the individuals can evolve in similar time scales (co-evolution). Such entangled process of dynamics of the network and the dynamics on the network can describe how to go from interacting with neighbors to choosing neighbors. A third ingredient of individual based models, which was not considered in detail in the past, is the timing of interactions: When do individuals interact? The usual assumption in simulation models was that of a constant rate of interaction. In this paper we revise this assumption addressing the consequences of the heterogeneity in the timing of interactions.

Addressing this question is timely due to the availability of massive and high resolution data on human activity patterns. Information and knowledge extracted from this data needs to be included in a realistic modeling of collective social behavior. Indeed, many interevent time distributions measured recently in empirical studies about human activities such as e-mail communication, surface mail, timing of financial trades, visits to public places, long-range travels, online games, response time of cybernauts, printing processes and phone calls, among others, show heavy tails for large times. Motivated by these findings there are two current lines of research:

- Origin of these heavy-tailed distributions
  - Explain these tails based on circadian cycle and seasonality, via a non-homogeneous Poisson process with a cascading mechanism.
  - Root these heavy tails in the way individuals organize and prioritize their tasks modeling it via priority queuing models. Cite Byungjoon Min, K.-I. Goh, and I.-M. Kim. Burstiness: Measures, models, and dynamic consequences.

- Effects of this interaction timing heterogeneity on certain dynamics: independently of the origin of this feature it has been noticed that a non-homogeneous interaction in time can give rise to non-trivial behavior. An example considered so far in some detail is spreading and infection dynamics: SI-type spreading dynamics have been investigated, showing that this peculiar timing gives rise to a slowing down of the dynamics that cannot be explained just by a change of time scale but it changes the functional form of the prevalence of a disease. Cite Alexei Vazquez. Spreading dynamics following bursty activity patterns.

Our work goes along the second of these research lines. It considers the implementation of human activity patterns in simulation models of interacting individuals, and the consequences of the timing of interactions. As an illustrative model we explore this general question in the context of the voter model. The voter model is a very stylized model that serves as a null model for the competition of two equivalent states under a dynamics of random imitation. A difference with previous work in spreading and infection dynamics is that in the voter model each individual can be in two equivalent states. Then the question is when the system reaches consensus in either of these two states or when there is asymptotic dynamical coexistence of the two states. We will see that the answer to this question depends crucially on the
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In Sect. 2 we revise the definition of the voter model and the different quantities used to monitor its macroscopic dynamics. Sect. 3 considers the voter model dynamics with different standard update rules, i.e. update rules that incorporate a constant rate of interaction. In Sect. 4 we introduce new update rules to account for heterogeneous activity patterns. We consider two update rules: endogenous update, coupled to the dynamics of the states of the agents; and exogenous update which is independent of the states of the agents. Section 5 includes a discussion of our results and related work.

2 The voter model

2.1 Definition of the voter model

The voter model is a microscopic model first considered in Ref. [2] in 1973 as a model for the competition of species for their habitats, and named voter model in Ref. [3] in 1975 as the natural interpretation of its rules in terms of opinion dynamics [1, 4]. However it has been investigated not just in the context of social dynamics but also in fields such as probability theory [3] and population dynamics [2].

The voter model consists of a set of $N$ agents placed on the nodes of an interacting network. The links of the network are the connections among agents. Two nodes are first neighbors if they are directly connected by a link in the network. The agents have a binary variable (opinion, state...) which can take the values $+1$ or $-1$. The behavior of the agents is characterized by an imitation process, because, whenever they interact, they just copy the state of a randomly chosen first neighbor.

The model has two absorbing configurations, i.e., configurations in which the dynamics stop, which consist either of all agents in state $+1$ or in state $-1$. These absorbing configurations are also typically called consensus, as the whole population has agreed in the same state.

This model has been studied by computer simulations using what we later define as random asynchronous update for node dynamics. In this case the basic steps in the dynamics are:

1. Randomly choose an agent $i$ with opinion $x_i$.
2. Randomly choose one of $i$’s neighbors, $j$, with opinion $x_j$. Agent $i$ adopts $j$’s opinion; $x_i(t + 1/N) = x_j(t)$.
3. Resume at 1.

The alternative link dynamics is considered in Ref. [27].

Usually the time is measured in units of $N$ basic steps, i.e., a Monte Carlo step, following the idea that every agent gets updated on average once per unit time.
2.1.1 Macroscopic description

A basic question is under which conditions consensus will be reached and how. In order to answer this question we have to define some macroscopic quantities which will describe the state of the system and its dynamical behavior.

**Magnetization** $m(t)$: It is the average state of the population and is defined as

$$m(t) = \frac{1}{N} \sum_{i=1}^{N} x_i.$$  

**Density of interfaces** $\rho(t)$: It is the fraction of links connecting agents with different states. It is defined as

$$\rho(t) = \frac{\text{# of links between } -1 \text{ and } +1}{\text{# of links in the network}} = \frac{1}{\sum_{i=1}^{N} k_i} \left( \sum_{(ij)} 1 - x_i x_j \right),$$

where $(ij)$ stands for summing over neighboring nodes.

In numerical simulations finite size effects come into play. In finite size systems consensus will be reached, but we have to differentiate if consensus is reached due to the inherent dynamics or to a finite size fluctuation. We use averages over many realizations to extract the mean behavior. This is what is called an ensemble average and will be denoted by $\langle \cdot \rangle$. When doing the ensemble averages some conservation laws can be found. For the case of regular networks, where every node has the same number of neighbors (same degree), the ensemble average of the magnetization $\langle m(t) \rangle$ is conserved under node dynamics \[27, 28\]. For this reason the magnetization is not a good order parameter and we have to define the density of interfaces $\rho$, which in general is not conserved. This is a proper order parameter as it measures the degree of order in the system. It is nonzero while the system is not in one of the absorbing states and is zero otherwise. A decrease of $\rho(t)$ describes the coarsening process with growth of domains with agents in the same state. If the network is heterogeneous, i.e., the degrees of the nodes are not all the same, the conservation law for $\langle m(t) \rangle$ breaks down unless we use link dynamics.

In order to gain more insight into the dynamics for finite size systems we also introduce two other quantities to characterize the dynamics. These quantities are:

**Survival probability** $S(t)$: It is the probability that a realization of the system has not reached one of the absorbing states at time $t$. The mean time $\langle T \rangle$ to reach consensus is then given by\[1\]

$$\langle T \rangle = \int_{0}^{\infty} S(t) dt.$$  

\[1 S(t) \] is the probability of being in an active configuration at simulation time $t$. Then the probability of reaching an absorbing state at time $t$ is $\frac{d}{dt}(1 - S(t)) = -\frac{d}{dt} S(t)$. The average time to reach consensus is then $\langle T \rangle = -\int_{0}^{\infty} (t \frac{d}{dt} S(t)) dt$ and, integrating by parts one finds that $\langle T \rangle = \int_{0}^{\infty} S(t) dt$. 


Density of interfaces averaged over surviving runs $\langle \rho^*(t) \rangle$: This quantity is basically the same as the density of interfaces, but disregarding the realizations that have already reached an absorbing state when doing the ensemble average. It tells us the degree of order in the system for the realizations that are still in an active state. This quantity is related to the density of interfaces averaged over all realizations by

$$\langle \rho(t) \rangle = S(t) \langle \rho^*(t) \rangle.$$ 

A novel quantity in the study of the voter model has to be introduced in order to characterize the temporal activity patterns. This quantity is:

Interevent time (IET) distribution $M(\tau)$: It is the probability that, given two consecutive changes of state of a node, the time interval between them equals $\tau$. We will also use the complementary cumulative distribution of this, $C(\tau) = 1 - \int_0^\tau M(t)\,dt$.

3 Standard update rules

In this section we review standard update rules used in simulations of agent based models (ABM’s). We also investigate the behavior of the voter model for these different rules. In ABM’s agents are placed on the nodes of a network. The state of the agents is characterized by a variable that can take one of various values. The specific dynamics tells how the states of the nodes are updated. But in addition to the dynamical rules, simulation incorporate rules that determine when an agent is given the opportunity to update her state. Standard update rules implement a homogeneous pattern of updates in time.

The simulations all over this chapter where done with random initial conditions, i.e. every agent has the same probability in the beginning to have one state or the other, and setting their initial time since the last change of state equal to zero.

3.1 Definitions of standard update rules

Typically the update rules implemented are

- **Asynchronous update**: At each simulation step only one of the agents is updated. The unit of time is typically defined as $N$ simulation steps (a Monte Carlo step), where $N$ is the number of agents in the system.

  Random asynchronous update (RAU): the agents are updated in a random order.

\[\text{In the remainder we will refer to the complementary cumulative distribution just as cumulative distribution.}\]
Sequential asynchronous update (SAU): the agents are always updated in the same order.

- Synchronous update (SU): All the agents are updated at the same time. The time is measured in units of simulation steps.

The most commonly used update for the voter model has been the RAU. Most of the results have been derived for that update. As we can see from the definitions of these standard update rules, there exists a well defined characteristic time between two consecutive updates of the same node. In the case of SAU and SU every agent is updated exactly once per unit time, while for RAU this only happens on average.

3.2 Voter model with standard update rules

In Fig. 1 we can see the outcome of the simulations on a complete graph, a random graph of average degree $\langle k \rangle = 6$ and on a scale-free graph of average degree $\langle k \rangle = 6$. These figures include plots of the averaged density of active links $\langle \rho(t) \rangle$, the evolution of $\rho$ in a single realization and the survival probability $S(t)$. The cumulative IET distribution $C(\tau)$ is plotted for the three updates and the three different networks in Fig. 2. The question of interest is whether $C(\tau)$ is Poisson-like or a more heterogeneous distribution.

Results for RAU, SAU and SU are plotted together for comparison purposes. We observe that the averaged density of active links $\langle \rho(t) \rangle$, the survival probability $S(t)$ and the tail of the cumulative IET distribution $C(\tau)$ display an exponential decay $\exp(-t/\tau(N))$, with a characteristic time that depends on the system size. These characteristic times have been extracted by fitting the data for many system sizes and computing the scaling behavior of $\tau(N)$. The results of this analysis are summarized in Table 1 for the different update rules and networks. Both the average density of interfaces $\langle \rho(t) \rangle$ and the survival probability $S(t)$ display the same characteristic time. This feature gives rise to the appearance of a plateau in the density of interfaces averages over surviving runs, as $\langle \rho^*(t) \rangle = \langle \rho(t) \rangle / S(t)$, which is a signature of the system not being ordered by the dynamics.

Our results indicate that the voter model has the same qualitative dynamical behavior under RAU, SAU and SU node update rules. These results can be summarized as follows:

Density of active links:

$\langle \rho(t) \rangle$: For the ensemble average over all realizations we find an exponential decay in

$$\langle \rho(t) \rangle \propto e^{-t/\tau(N)}$$

with a characteristic time that scales as $\tau(N) \propto N$ for a complete graph and random graphs. For the case of Barabási-Albert scale-free graphs the scaling is compatible with the analytical result $\tau(N) \propto N / \log(N)$ [27, 29, 30]. We can see that the characteristic time diverges with the system size, so that $\langle \rho(t) \rangle$ remains con-
Fig. 1: The voter model under the usual update rules (RAU in black, SAU in red and SU in blue) on different networks. All the averages where done over 1000 realizations. The left column is for a complete graph, middle column for a random graph with average degree $\langle k \rangle = 6$ and right column a scale-free graph with average degree $\langle k \rangle = 6$. Top row contains plots for the average density of interfaces $\langle \rho \rangle$ with dashed lines at the value of the plateau that will only exist in the thermodynamic limit, second row shows the density of interfaces averaged only over surviving runs $\langle \rho^* \rangle$, third row shows the density of interfaces for single realizations and the bottom row contains the survival probability. System size is $N = 1000$. 
Fig. 2: Cumulative IET distributions for the voter model under the usual update rules (RAU in black, SAU in red and SU in blue) on different networks. All the averages were done over 1000 realizations. Left plot is for a complete graph, middle plot for a random graph with average degree $⟨k⟩ = 6$ and right plot for a scale-free graph with average degree $⟨k⟩ = 6$. System size is $N = 1000$.

Table 1: System size dependence of the characteristic times in the density of active links, $⟨ρ(t)⟩$ and in the cumulative distribution of interevent times, $C(τ)$, for different network topologies and node update rules. CG stands for complete graph, RG for random graph and S-FG for scale-free graph.

| Network | RAU $τ(N)$ | SAU $τ(N)$ | SU $τ(N)$ |
|---------|------------|------------|------------|
| CG $⟨k⟩ = 6$ | $0.57(7)N^{4.9(12)}$ | $0.34(6)N^{4.9(12)}$ | $1.0(1)N^{4.9(12)}$ |
| RG $⟨k⟩ = 6$ | $1.0(2)N^{4.9(12)}$ | $0.38(6)N^{4.9(12)}$ | $0.74(9)N^{4.9(12)}$ |
| SFG $⟨k⟩ = 6$ | $0.5(5)N^{4.9(12)}$ | $0.19(3)N^{4.9(12)}$ | $1.6(4)N^{4.9(12)}$ |

constant in the infinite size limit for any of these networks. This is telling us already that the system is not reaching an ordered state in the thermodynamic limit. $⟨ρ∗(t)⟩$: Decays exponentially until it reaches a plateau. The plateau height is independent of the system size, meaning that, on average, the realizations that have not yet reached an absorbing state stay at a disordered state with a finite and large fraction of active links.

**Survival probability:**
$S(t)$: The survival probability decays exponentially,

$$S(t) \propto e^{-t/τ(N)},$$

with the same characteristic time as $⟨ρ(t)⟩$. Thus when combining $⟨ρ(t)⟩/S(t) = ⟨ρ∗(t)⟩$ we find a constant value for $⟨ρ∗(t)⟩$. The mean times to reach consensus for finite systems are well defined. In the infinite size limit, as $τ(N)$ diverges with the system size, we can conclude again that the system does not reach an ordered state and the survival probability is just equal to one for all times in the thermodynamic limit.
**Cumulative IET distribution:**

$C(\tau)$: This distribution shows an exponential tail,

$$S(t) \propto e^{-t/\tau'(N)}$$

indicating that there is a well defined average IET. The characteristic time in the exponential tail scales approximately

$$\tau'(N) \propto \sqrt{N}.$$ 

These are the features shared by all standard node update rules. There are also differences, since the precise characteristic times and the plateau heights of $\langle \rho(t) \rangle$ and $\langle \rho^*(t) \rangle$ depend on the update rule. See left column in Fig. 1 where the plateaus for the different update rules are plotted with a dashed black line. It is clear that the difference between RAU and SAU update rule lies in correlations that will be present in SAU and not in RAU. For the case of SU, the differences come from the fact that for this update rule the dynamics is purely discrete. Still the main result is that the qualitative behavior is the same: for these three update rules the system remains, in the thermodynamic limit, in an active disordered configuration for the voter model dynamics in a complete graph and in complex networks of infinite effective dimensionality such as Erdős-Rényi and Barabási-Albert networks. Also the activity patterns are very homogeneous, with a well defined IET.

### 4 Update rules for heterogeneous activity patterns

A set of $N$ agents are placed on the nodes of a network of interaction, as was explained generally for agent based models in Sect. 3. Each agent $i$ is characterized by its state $x_i$ and an internal variable that we will call persistence time $\tau_i$. For any given interaction model (Ising, voter, contact process, ...), the dynamics is as follows: at each time step,

1. with probability $p(\tau_i)$ each agent $i$ becomes active, otherwise it stays inactive;
2. active agents update their state according to the dynamical rules of the particular interaction model;
3. all agents increase their persistence time $\tau_i$ in one unit

The persistence time measures the time since the last event for each agent. Typically an event is an interaction (exogenous update: active agents reset $\tau = 0$ after step (ii)) or a change of state (endogenous update: only active agents that change their state in step (ii) reset $\tau = 0$).

There are two interesting limiting cases of this update when $p(\tau)$ is independent of $\tau$: when $p(\tau) = 1$, all agents are updated synchronously; when $p(\tau) = 1/N$, every agent will be updated on average once per $N$ unit time steps. The latter corresponds to the usual random asynchronous update (RAU). We are interested in non-Poissonian activation processes, with probabilities $p(\tau)$ that decay with $\tau$, that
is, the longer an agent stays inactive, the harder it is to activate. To be precise, we will later consider that

\[ p(\tau) = \frac{b}{\tau}, \]  

(1)

where \( b \) is a parameter that controls the decay with \( \tau \). This mechanism is similar to the reinforcement dynamics explained in Ch. Kun Zhao, Márton Karsai and Ginestra Bianconi. Models, entropy and information of temporal social networks. An alternative mechanism, also based on a process with memory is the Hawkes process discussed in Ch. Naoki Masuda, Taro Takaguchi, Nobuo Sato and Kazuo Yano. Self-exciting point process modeling of conversation event sequences.

We expect the IET distribution \( M(t) \) to be related to the activation probability \( p(\tau) \). Neglecting the actual dynamics and assuming that at each update event, the agent changes state we can find an approximate relation between \( M(t) \) and \( p(\tau) \). Recall that \( M(t) \) is the probability that an agent changes state (updating and changing state coincide in this approximation) \( t \) timesteps after her last change of state. Therefore the probability that an agent has not changed state in \( t - 1 \) timesteps is \( 1 - \sum_{j=1}^{t-1} M(j) \) and the probability of changing state having persistence time \( t \) is \( p(t) \). Therefore we can write for \( t \) larger than one:

\[
\left( 1 - \sum_{j=1}^{t-1} M(j) \right) p(t) = M(t),
\]

(2)

with \( p(1) = M(1) \). Taking the continuous limit and expressing this equation in terms of the cumulative IET distribution we obtain

\[
d \ln(C(t)) = -p(t) dt. \]

(3)

Setting \( p(\tau) = b/\tau \) the cumulative IET distribution decays as a power law \( C(t) \sim t^{-\beta} \) with \( \beta = b \). Numerical simulations show that this approximation holds for the voter model on a fully connected network for endogenous updates and for a small range of \( b \)-values in the exogenous update for any topology of the ones considered in this study.

The modification of the model is investigated more exhaustively for the case in which the cumulative IET distribution is set to a power law \( C(\tau) \sim \tau^{-\beta} \), but any distribution \( C(\tau) \) can be plugged into the definition of \( p(\tau) \) (Eq. (3)). In fact the case \( \beta = 1 \) will be studied in more detail.

When applied to the voter model the new update rule we change the transition rates for node-dependent rates that are function of the persistence time of each node.
Fig. 3: Example of the new update rule. Every agent gets updated with her own probability $p(\tau_i)$, being $\tau_i$ her persistence time. The two possible states of the nodes are represented by blue squares and red circles. The node or nodes inside a black dashed circle are the ones that are updated. The nodes inside a green circle are the randomly chosen neighbors for the interaction and the purple arrow tells in which direction the state will be copied.

4.1 Application to the voter model

First of all, and to have a better idea of the kind of dynamics that arise from the new update rules, we exemplify them in Tables (2)-(4). In those Tables we show snapshots of the evolution of the voter model under the different update rules on a square lattice. In particular we show the configuration of nodes states, times since the last change of state and time since last update at different points in time: for RAU (Table 2), for exogenous update (Table 3) and for endogenous update (Table 4).

4.1.1 Voter model with exogenous update on complex networks

If instead of the standard update rules discussed in section 3.2 we now use the exogenous version of the new update, the agents will not be characterized only by its state $x_i$, but also by their internal time $\tau_i$, i.e. the time since their last update event.

The simulation steps for this modified voter model are as follows:

1. With probability $p(\tau_i)$ every agent $i$ is given the opportunity of updating her state by interacting with a neighbor.
2. If the agent interacts, one of its neighbors $j$ is chosen at random and agent $i$ copies $j$'s state, $x_i(t+1) = x_j(t)$. Agent $i$ resets $\tau_i = 0$. 
Table 2: Evolution of the voter model on a square lattice of 100 × 100 nodes with random asynchronous update (RAU). The first column of images shows the states of the nodes in blue and red, with red being a long time and yellow a small time. The third column shows the time since the last update, being dark gray for a long time and light gray for a small time. The updates of the nodes follow a Poisson process with a characteristic time of one Monte Carlo step. It is to third column shows three equivalent snapshots (spatial white-noise), because of the lack of memory of the system. The growth of domains proceeds via interfacial noise dynamics (first column). Nodes change state quite frequently, except when the system is approaching consensus (see middle column).

3. The time is increased by a unit and we return to 1 to keep on with the dynamics.

For an activation probability $p(\tau) = 1/\tau$, i.e. $\beta = 1$ we ran simulations on a complete graph, on random graphs of different average degrees, and on a Barabási-Albert scale-free graph of average degree $\langle k \rangle = 6$ and for different system sizes (see Fig 4).

Our results can be summarized as follows:

*Density of active links $\langle \rho(t) \rangle$ and $\langle \rho^*(t) \rangle$: When averaged over all runs, $\langle \rho(t) \rangle$ decays with different rates depending on the interaction networks and system sizes. For bigger system sizes the decay slows down, reaching a plateau in the
Fig. 4: Characteristics of the voter model with \textit{exogenous update} for several networks. Left column is for complete graphs of sizes 300 in black, 1000 in red and 4000 in blue. Middle column is for random graphs with average degree $\langle k \rangle = 6$ and sizes 1000 in black, 2000 in red and 4000 in blue. Right column is for scale-free graphs with average degree $\langle k \rangle = 6$ and sizes 1000 in black, 2000 in red and 4000 in blue. Top row shows plots of the average density of interfaces $\langle \rho \rangle$, second row shows the density of interfaces averaged over surviving runs $\langle \rho^* \rangle$, middle column shows the survival probability $S(t)$ and right column shows the cumulative IET distribution $C(\tau)$. The averages where done over 1000 realizations.
Table 3: Evolution of the voter model on a square lattice of $100 \times 100$ nodes with exogenous update. Color codes as in Table 2. We observe the same coarsening process (growth of domains) as with RAU (first column). Nodes also change state quite frequently (second column), with nodes that have kept their state for a longer time only inside of domains of the same state. Nevertheless, times since the last update (third column) do not show any specific pattern: some form of $1/f$ spatial noise with nodes updated in the same way.

The dynamics does not order the system with the exogenous update.
Table 4: Evolution of the voter model on a square lattice of 100 \times 100 nodes with *endogenous update*. Color codes as in Table 2. The effect of this update on the dynamics is striking and the same patterns are observed in the three columns. First, endogenous update introduces surfaces tension in the dynamics, so that the coarsening process (growth of domains) is now driven by curvature reduction (first column). In the second column we observe that the time since the last change of state is only small in the boundaries separating nodes with different states. Given that this time is now coupled to the update process, the same patterns are observed in the third column: the nodes at the interface (the ones which have changed less time ago) are updated much more frequently than the nodes in the bulk of a cluster of each state.

### 4.1.2 Voter model with endogenous update on complex networks

We now use the endogenous update for the voter model. This is just the same as the exogenous update rule, but in this case the internal time of each agent $i$, $\tau_i$, is the time since her last change of state. In this way the update rule is coupled to the states of the agents.

The simulation steps for the modified voter model that we study are as follows:

1. With probability $p(\tau_i)$ every agent $i$ is given the opportunity of updating her state by interacting with a neighbor.
2. If the agent interacts, one of its neighbors $j$ is chosen at random and agent $i$ copies $j$’s state, $x_i(t+\delta) = x_j(t)$. 

```
3. If the update produces a change of state of node $i$, then $\tau_i$ is set to zero.
4. The time is updated to a unit more and we return to 1 to keep on with the dynamics.

The question now is if this modification will lead to qualitative changes in the outcome of the dynamics of the voter model.

For an activation probability $p(\tau) = 1/\tau$, i.e. $\beta = 1$ we ran simulations on a complete graph, on random graphs of different average degree, and on a Barabási-Albert scale-free graph of average degree $\langle k \rangle = 6$ and for different system sizes (see Fig 5).

The exponents in the power laws of the quantities plotted in Fig 5 are summarized in Table 5 for the cases of complete, random and scale-free graph with mean degree $\langle k \rangle = 6$. We can see from the Table that, increasing the average degree of the $\langle \rho(t) \rangle \propto t^{-\gamma}, S(t) \propto t^{-\delta}, C(\tau) \propto t^{-\beta}$.

| Network Type         | $\gamma$ | $\delta$ | $\beta$ |
|----------------------|----------|----------|---------|
| Complete graph       | 0.985(5) | 0.95(2)  | 0.99(3) |
| Random graph $\langle k \rangle = 20$ | 0.99(1)  | 0.82(1)  | 0.94(4) |
| Random graph $\langle k \rangle = 6$ | 0.249(4) | 0.13(1)  | 0.45(1) |
| Scale-free graph $\langle k \rangle = 6$ | 0.324(7) | 0.32(1)  | 0.46(1) |

Table 5: Exponents for the power law decaying quantities $\rho(t)$, $S(t)$ and $C(\tau)$ for the voter model with the endogenous update rule.

For random networks we get results that get closer to the ones on a complete graph. Our results can be summarized as follows:

**Density of active links $\langle \rho(t) \rangle$ and $\langle \rho^*(t) \rangle$:** When averaged over all runs, $\langle \rho(t) \rangle$ decays as a power law with different exponents depending on the interaction network. When averaged over active runs $\langle \rho^*(t) \rangle$ we see that it decays as a power law until it reaches a plateau whose height depends on the system size and is smaller for bigger system sizes, which tells that the system is heading towards consensus, contrary to what happens with the standard update rules. This is one of the main results of the present work.

**Survival probability $S(t)$:** It is one until it decays, also like a power law. The exponents are in all cases smaller or around 1, so that the average time to reach consensus diverges for all system sizes. Remember that the mean time to reach consensus is $\langle T \rangle = \int_0^\infty S(t)dt$. So, a proper average consensus time is not defined.

**Cumulative IET distribution $C(\tau)$:** Develops a power law tail. For a complete graph and a random network with high degree we recover an exponent $\beta$ in the tail of the interevent times cumulative distribution $C(\tau)$ that matches the one we wanted it to follow given our calculations and our choice $p(\tau) = 1/\tau$. For the other two networks, random and scale-free with $\langle k \rangle = 6$ we recover that the tail behaves approximately as $1/\sqrt{\tau}$.

The dynamics does not order the system with the endogenous update through a coarsening process that leads to the divergence of the mean time to reach consensus.
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Fig. 5: Characteristics of the voter model with *endogenous update* for several networks. Left column is for complete graphs of sizes 300 in black, 1000 in red and 4000 in blue. Middle column is for random graphs with average degree $\langle k \rangle = 6$ and sizes 1000 in black, 2000 in red and 4000 in blue. Right column is for scale-free graphs with average degree $\langle k \rangle = 6$ and sizes 1000 in black, 2000 in red and 4000 in blue. Top row shows plots of the average density of interfaces $\langle \rho \rangle$, second row shows the density of interfaces averaged over surviving runs $\langle \rho^* \rangle$, third row shows the survival probability $S(t)$ and bottom row shows the cumulative IET distribution $C(\tau)$. The averages were done over 1000 realizations.
sus for all system sizes. As a summary, the complete graph case gives us already the qualitative behavior: for the voter model with exogenous update the timescales are much larger than in the voter model with RAU, but it has the same qualitative behavior: the system doesn’t order in the thermodynamic limit, but stays in a disordered dynamical configuration with asymptotic coexistence of both states. This contrasts with what happens with the endogenous update, where the timescales are also perturbed, but with the difference that a coarsening process occurs, slowly ordering the system. We have checked that the ensemble average of the magnetization \( \langle m(t) \rangle = \frac{1}{N} \sum_{i=1}^{N} \langle s_i(t) \rangle \) is conserved for the exogenous update, whereas for the endogenous update this conservation law breaks down, as previously discussed in Ref. [24]. The non-conservation of the magnetization leads to an ordering process. The conservation law is broken due to the different average values of the persistence time in both populations of agents (+1 and -1) leading to different average activation probabilities.

4.1.3 Varying the exponents of the cumulative IET distribution \( C(\tau) \)

As was shown in section 4 the exponent in the cumulative IET distribution \( C(\tau) \propto \tau^{-\beta} \) should be related to the parameter \( b \) appearing in the activation probability \( p(\tau) = b/\tau \). If every time we let an agent be updated, this one changes state, this relation is such that \( \beta = b \). When introducing the dynamics, this relation is not so clear and depends also on the kind of network where the dynamics are taking place. In Fig. 6 we can see the interevent times cumulative distributions for different values of \( b \) for the exogenous update.

![Fig. 6: Exogenous update: cumulative IET distribution \( C(\tau) \) for different values of the parameter \( b \) (grows from right to left) appearing in the activation probability \( p(\tau) \) for complete graph, random graph with \( \langle k \rangle = 6 \) and Barabási-Albert scale-free network with \( \langle k \rangle = 6 \) and for system size \( N = 1000 \).](image)

We can see that for \( b = 1 \) the power law tail is recovered with an exponent that matches \( \beta = b \). For higher values of \( b \) the form of the tail is rapidly lost and we have cumulative IET distribution \( C(\tau) \) are similar to those with standard update rules, i.e., do not display heavy tails.
In Fig. 7 we can see the interevent times cumulative distributions for different values of $b$ for the endogenous update.

![Graph showing cumulative IET distribution for different values of $b$.](image)

**Fig. 7: Endogenous update:** cumulative IET distribution $C(\tau)$ for different values of the parameter $b$ (grows from right to left) appearing in the activation probability $p(\tau)$ for complete graph, random graph with $\langle k \rangle = 6$ and Barabási-Albert scale-free network with $\langle k \rangle = 6$ and for system size $N = 1000$.

The endogenous update rule has a wider range of $b$-values for which the heavy tail is recovered. We measured the exponents of the tails for different values $b$ in the different topologies. The results can be seen in Fig. 8.

![Graph showing relation between $\beta$ and $b$.](image)

**Fig. 8: Endogenous update.** Relation of $\beta$, the exponent of the cumulative IET distribution $C(\tau) \sim \tau^{-\beta}$, and $b$, the parameter in the function $p(\tau) = b/\tau$ for three different topologies; fully connected (circles), random with $\langle k \rangle = 6$ (squares) and scale free with $\langle k \rangle = 6$ (diamonds) networks. As a guide to the eye we plot the curve $\beta = b$ with a dashed line. The bars stand for the associated standard errors of the measures.

Surprisingly, for the case of the complete graph, we recover the relation predicted, i.e. a linear relation between $\beta$ in the cumulative distribution function and $b$, the parameter in the probability $p(\tau)$.

In the case of other topologies we find that the relation $b - \beta$ is not the one predicted in the case of no interactions, but it displays a reminiscent behavior of the one observed for a complete graph: the exponent $\beta$ found in the cumulative
interevent time distribution increases monotonically with the parameter $b$ in the activation probability.

### 4.1.4 Effective events

An interesting feature is the number of effective events, *i.e.* updates that result in a change of state, are needed to get to consensus. It happens that for the usual update rules and the exogenous update, the scaling with system size is the same, while the endogenous update follows a different scaling (cf. left plot in Fig. 9 for the case of complete graph), signaling the difference due to the coarsening process that appears for the endogenous update. Furthermore the number of effective events needed with the endogenous update to order the system is much less than with the other update rules. This efficiency in ordering is due to the coarsening process that occurs with the endogenous update. Even though, in terms of time steps, the exogenous update is much slower, such that the time to reach consensus diverges. In the right plot of Fig. 9 we see a time for reaching consensus for the endogenous update, but this time will diverge if the sample of realizations taken for the average is big enough.

![Fig. 9: On the left we can see the scaling of the number of effective events with system size for a complete graph and three different update rules, RAU, exogenous and endogenous. On the right we can see the scaling of the consensus time with system size for a complete graph and three different update rules, RAU, exogenous and endogenous.](image)

**5 Discussion**

The take home message of this work is to beware of social simulations of interacting individuals based on a constant activity rate: Human activity patterns need to be implemented as an essential part of social simulation. We have shown that hetero-
geneous interevent time distributions can produce a qualitative change in the voter model of social consensus, leading from dynamical coexistence of equivalent states to ordering dynamics. More specifically, we have shown that for standard update rules (SAU, RAU, SU) of the voter model dynamics in networks of high dimensionality (Fully connected, random, scale free) the system remains in long lived disordered dynamical states of coexistence of the two states, and activity patterns are homogeneous with a well defined characteristic interevent time. A power law tail for the cumulative interevent time distribution is obtained with two forms of the update rule accounting for heterogeneous activity patterns. For an exogenous update rule the dynamics is still qualitatively the same than for standard update rules: the system does not order, remaining trapped in long lived dynamical states. However, when the update rule is coupled to the states of the agents (endogenous update) it becomes part of the dynamical model, modifying in an essential way the dynamical process: there is coarsening of domains of nodes in the same state, so that the system orders approaching a consensus state. Also the times to reach consensus in the endogenous version of the update rule are such that a mean time to reach consensus is not well defined. In fact the scaling of effective events needed for consensus is able to give a signature of which of the updates is ordering the system. In summary, when drawing conclusions from microscopic models of human activity, it is necessary to take into account that the macroscopic outcome depends on the timing and sequences of the interactions. Even if recovering heterogeneous interevent time distributions the type of update (exogenous vs. endogenous rule) can modify the ordering dynamics.

Recent research on human dynamics has revealed the “small but slow” paradigm \cite{18,17}, that is, the spreading of an infection can be slow despite the underlying small-world property of the underlying network of interaction. Here, with the help of a general updating algorithm accounting for realistic interevent time distributions, we have shown that the competition of two states can lead to slow ordering not only in small-world networks but also in the mean field case. Our results provide a theoretical framework that bridges the empirical efforts devoted to uncover the properties of human dynamics with modeling efforts in opinion dynamics.

Works closely related to our research are those in Refs. \cite{24,25,26}. Stark et al. \cite{24} introduced an update rule similar to our endogenous update and focused on consensus times. However they did not explore the activity patterns followed a heavy tail distribution for the interevent intervals. They found that by slowing the dynamics, introducing a probability to interact that decays with the time since the last change of state, consensus formation could be actually accelerated. Baxter \cite{25} introduced a time dependence in the flip rates of the voter model. He explored the case when the flip rates vary periodically obtaining that consensus times depended non-trivially on the period of the flip-rate oscillations, having larger consensus times for larger periods, until it saturates. Finally, Takaguchi and Masuda \cite{26} investigated some variations of the voter model, where the intervals between interactions of the agents were given by different distributions. The models they used are similar to our exogenous update. They found that the times to consensus in the case of a power
law distributed interevent interval distribution were enlarged, in agreement with our results.

Possible future avenues of research following the ideas of this work are to study other dynamics and topologies. An example is the possibility that fat-tailed IET distributions appear as a consequence of topological traps in the network of interaction under majority rule dynamics. These traps can lead to anomalous scaling of consensus times for a majority rule dynamics [31, 32]. A consensus time is a global property of the system, but it remains unclear if this is also reflected in the microscopic dynamics, giving rise to broad IET distributions.
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