OPTIMAL PORTFOLIO WITH POWER UTILITY OF ABSOLUTE AND RELATIVE WEALTH

ANDREY SARANTSEV

Abstract. Portfolio managers often evaluate performance relative to benchmark, usually taken to be the Standard & Poor 500 stock index fund. This relative portfolio wealth is defined as the absolute portfolio wealth divided by wealth from investing in the benchmark (including reinvested dividends). The classic Merton problem for portfolio optimization considers absolute portfolio wealth. We combine absolute and relative wealth in our new utility function. We also consider the case of multiple benchmarks. To both absolute and relative wealth, we apply power utility functions, possibly with different exponents. We obtain an explicit solution and compare it to the classic Merton solution. We apply our results to the Capital Asset Pricing Model setting.

1. Introduction

1.1. Portfolio utility optimization. Take a market model with finitely many risky assets and the risk-free asset. Each risky asset has wealth process (including reinvested dividends) evolving according to geometric Brownian motion. These Brownian motions might be correlated. The risk-free asset has wealth which is a deterministic exponential function. We consider a portfolio of these risky and risk-free assets. A central problem in quantitative finance is to maximize return and minimize risk of the wealth process \( V(t) \) of this portfolio.

One way to do this is to apply a concave utility function \( U \) to the wealth at certain fixed time. Concavity implies diminishing marginal utility, corresponding to risk aversion. We choose portfolio weights to maximize expected utility of future wealth \( \mathbb{E} U(V(T)) \). Take one particular choice of utility: power function (or as its limit, the logarithmic function):

\[
U(x) = U_\gamma(x) := \begin{cases} x^{\gamma} / \gamma, & \gamma < 1, \gamma \neq 0; \\ \ln x, & \gamma = 0. \end{cases}
\]

For this function, the optimal portfolio has constant weights, obtained in the classic article [16, 17]. A solution for the general concave utility function is given in [12]. This power utility function has the property of constant relative risk aversion: \(- (xU''(x)) / U'(x) = 1 - \gamma\). For the general concave utility function, the solution is in [12], and it is more complicated. There are two methods for solving these portfolio optimization problems. The first is the Girsanov change of measure, discussed in detail in [12], and briefly in the textbook [18, Exercise 7.5]. The second is the Hamilton-Jacobi-Bellman equation, described briefly in the textbook [18, Chapter 11] and in much more detail in the monograph [14]. See also the classic book [13, Section 5.8], which includes both approaches.
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1.2. Capital Asset Pricing Model. Recall that the equity premium is the difference between portfolio total returns and risk-free returns (usually taken to be short-term Treasury bills). The $\beta$ measure, called by its Greek letter name beta, is defined as the regression coefficient for the equity premium of a portfolio versus the equity premium of the benchmark. Mathematically, if $P(t)$ is the equity premium of a portfolio and $P_0(t)$ is the equity premium for the benchmark at time period $t$ (say, month or year), then we can write

\begin{equation}
P(t) = \beta P_0(t) + \varepsilon(t), \quad \mathbb{E}[\varepsilon(t)] = 0.
\end{equation}

According to the Capital Asset Pricing Model (CAPM), proposed in [23, 15], $\beta$ is the only relevant risk measure: market exposure. Every other risk can be diversified away and does not merit higher returns. Later in this article, we modify (2) for continuous time. In subsequent research, this theory was disproved by real-world stock market data, see [21] and references therein. Other risk factors were found which do not correspond to market exposure. However, the $\beta$ is still widely used by academics, professionals, and common investors.

Sometimes portfolio managers evaluate performance not in terms of absolute wealth, but in comparison with a certain benchmark or several benchmarks. If $V_1(\cdot), \ldots, V_d(\cdot)$ are wealth processes for these benchmarks, then we take a new utility function. It is a product of utility functions of an absolute and relative portfolio wealth terms:

\begin{equation}
V(T), \quad \frac{V(T)}{V_1(T)}, \ldots, \frac{V(T)}{V_d(T)}.
\end{equation}

All these utility functions are concave power functions, possibly with different exponents. Thus we take into account both absolute and relative wealth.

We consider a system of multiple risky assets, one of which serves as the benchmark; and one risk-free asset. All risky assets have wealth processes governed by stochastic differential equations driven by (correlated) Brownian motions. The risk-free wealth is deterministic.

As a real-world example of our computation, one can think of the benchmark as an S&P 500 large-cap index fund, and other risky assets as other stock or bond index funds (for example, S&P 400 mid-cap, S&P 600 small-cap, and international stock markets). The risk-free asset is short-term Treasury bills. For the USA, this benchmark is usually the Standard & Poor 500 index fund, which contains stocks 500 large U.S. companies. Or we could use as benchmark the classic 60/40 portfolio: 60% in Standard & Poor 500 and 40% in short-term risk-free Treasury bills. Usually, in practice there is only one benchmark. But we might as well consider several benchmarks combined in our utility function.

1.3. Literature review. The topic of this article is related to principal-agent framework, when the owner of the capital (the principal) employs the wealth manager (the agent). This creates conflicts of interest. For example, if the agent is compensated by a constant salary, he does not have any incentives to improve his work. On the contrary, if the agent is compensated by the percentage of net income (but not net losses), he will make risky investments: He captures the upside but is not harmed by the downside.

There exists a vast literature on the principal-agent problem. Without attempt to give an extensive survey, we mention the book [7] for continuous time and [19] for discrete time, and references therein; as well as the following two old articles. In the article [5], the principal-agent problem was considered in a one-step model, with both principal and agent having exponential (constant absolute risk aversion) utilities. In [11], a multistep and its extension (a continuous-time model) was considered, with the agent controlling the drift.
Another related area of research is active management. Is it worth its fees and costs, compared to passive benchmark tracking (index funds)? We measure performance by excess return compared to the benchmark, or the tracking error. Analysis in a mean-variance framework was done in [20]. The article [6] introduces a utility based on absolute return, variance, and the tracking error. The article [3] deals with measuring the portfolio wealth against a benchmark with constraints on weights to prevent excessive concentration in one asset. The article [9] includes also constraints on $\beta$. Both these articles deal with a one-step (not dynamic) problem, within the classic Modern Portfolio Theory framework. Linear deviation functions are used in [22] which are preferred over square deviations because of linear performance fees of fund managers. The Value at Risk constraints are studied in [1]. Finally, [24] investigates the relationships between different approaches with various restrictions. Another unified framework is developed in [8].

We would like to mention yet another possible application. There exist some passive strategies (small, value, momentum) which outperform the stock market in the long run; see a recent article [10] and a textbook [2, Section 7], with references therein. However, they can underperform the market in the short run, which can last for several years. The investor then faces a conflict between optimizing absolute and relative wealth. We see this in Example 1 of Section 2 below: The result (compared to the classic utility maximization of absolute wealth) simply investing less proportion of wealth in the benchmark, and the same proportion in the alternative asset; but higher proportion in the risk-free asset.

1.4. Organization and results of the article. We solve this portfolio optimization problem explicitly using the Girsanov theorem in Theorem 1. We compare our solution with the classic Merton solution. The result is that we decrease the portfolio weight corresponding to the benchmark, but leave the other portfolio weights intact. Next, in Theorems 2 and 3 we apply our results to a continuous-time CAPM. We impose a constraint $\beta = \beta_0$. In the CAPM, we consider two options. When we can invest in the benchmark, and we measure our performance relative to the benchmark, the constraint on $\beta$ implies that the optimal portfolio is the benchmark and the risk-free asset. When we cannot invest in the benchmark, then the optimal portfolio does not depend on benchmarks at all. Section 2 contains the setting of the model and all main statements, while proofs are deferred until Section 3.

1.5. Suggestion for future research. A natural question is to extend results to more general concave utility function: first a univariate $U : (0, \infty) \to \mathbb{R}$ applied to the absolute or relative wealth terms; then a multivariate concave function of all these absolute and relative wealth terms. As mentioned above, this problem for absolute utility case was solved in [12] and discussed also in [13, Section 5.8]. A more modest goal would be to logarithmic utility functions, since it can be considered a limiting case for a power utility function.

2. Definitions and Results

2.1. Model setting. We operate on a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ with the filtration satisfying the usual conditions (completeness: for $t \geq 0$, if $B \subseteq A \in \mathcal{F}_t$ and $\mathbb{P}(A) = 0$, then $B \in \mathcal{F}_t$ and therefore $\mathbb{P}(B) = 0$; and right-continuity: $\mathcal{F}_t = \cap_{s \geq t} \mathcal{F}_s$). Fix an $N \geq 1$, and take an $N$-dimensional Brownian motion $W = (W_1, \ldots, W_N)$. Each $W_i$ has the Gaussian independent increments property: for $0 \leq s \leq t$, $W_i(t) - W_i(s) \sim \mathcal{N}(0, t-s)$ is independent of $\mathcal{F}_s$, each $W_i$ has continuous trajectories, and $W_1, \ldots, W_N$ are independent. Next, take an $N$-dimensional vector function $g : \mathbb{R}_+ \to \mathbb{R}^N$, and an $N \times N$-matrix-valued symmetric
positive definite function $A$ on $\mathbb{R}_+$. Take yet another real-valued function $r : \mathbb{R}_+ \to \mathbb{R}$. Take a system of stochastic differential equations for $S = (S(t), t \geq 0), S(t) = (S_1(t), \ldots, S_N(t))$:

$$\frac{dS(t)}{S(t)} = \left( \frac{dS_1(t)}{S_1(t)}, \ldots, \frac{dS_N(t)}{S_N(t)} \right) = g(t) \, dt + \Sigma(t) \, dW(t).$$

Initial conditions are $S_i(0) = 1$ for $i = 1, \ldots, N$. Here, $\Sigma(t)$ is the matrix square root of $A(t)$. Take another (ordinary) differential equation: $dB(t) = r(t)B(t) \, dt$, $B(0) = 1$. Then $S_i(t)$ is the total wealth process (including reinvested dividends or interest payments) of the $i$th risky asset, and $B(t)$ is the total wealth process of the risk-free asset. A portfolio is an $N$-dimensional adapted process $\pi(t) = (\pi_1(t), \ldots, \pi_N(t))$. The quantity $\pi_i(t)$ is the proportion of wealth at time $t$ invested in the $i$th risky asset. The rest, that is $1 - \pi_1(t) - \ldots - \pi_N(t)$, is invested in the risk-free asset. We allow portfolio weights to be negative (short positions). The wealth process $V = (V(t), t \geq 0)$ corresponding to this portfolio satisfies the equation:

$$\frac{dV(t)}{V(t)} = \sum_{i=1}^N \pi_i(t) \frac{dS_i(t)}{S_i(t)} + \left( 1 - \sum_{i=1}^N \pi_i(t) \right) \frac{dB(t)}{B(t)}.$$

The initial condition is again $V(0) = 1$. Now we define the $k$ benchmark portfolios $\rho_1, \ldots, \rho_k$. The $j$th benchmark portfolio is given by $\rho_j = (\rho_{j1}(t), \ldots, \rho_{jN}(t))$ for $j = 1, \ldots, k$, and has wealth process $V_j$.

### 2.2. Terminal utility: the main result.

Fix constants $\gamma, \gamma_1, \ldots, \gamma_k \in \mathbb{R}$.

**Assumption 1.** We have $\gamma \in (0, 1)$.

Take the following utility function

$$(3) \quad U := V^{1-\gamma}(T)V_1^{-\gamma_1}(T) \cdot \ldots \cdot V_k^{-\gamma_k}(T).$$

We choose a portfolio $\pi$ to maximize expected utility $\mathbb{E}[U]$. We can rewrite (3) as the product of $k + 1$ power (constant relative risk aversion) utility functions, one of the absolute portfolio wealth, other $k$ are of portfolio wealth relative to the benchmark $\rho_k$:

$$U = V^{1-\gamma-\gamma_1-\ldots-\gamma_k}(T) \cdot \left( \frac{V(T)}{V_1(T)} \right)^{\gamma_1} \cdot \ldots \cdot \left( \frac{V(T)}{V_k(T)} \right)^{\gamma_k}.$$

Each parameter $\gamma_i$ has the meaning of the importance of relative wealth for this utility. As an example, a large $\gamma_1$ means the investor cares a lot about performance relative to the first benchmark $V_1$. Theoretically, it is possible to have $\gamma_i < 0$, but we could not find economic meaning of this case. Recall that, by Assumption 1, we always have $\gamma \in (0, 1)$.

Let us introduce some notation. For two vectors $a, b$ of the same dimension, $a \cdot b$ denotes their inner product. The Euclidean norm of a vector $a$ is defined as $\|a\| = [a \cdot a]^{1/2}$. Vectors $0 = (0, \ldots, 0)$ and $1 = (1, \ldots, 1)$ contain only components 0 and 1, respectively. Denote $e = (1, 0, \ldots, 0)$. The dimension of these special vectors is clear from the context.

**Assumption 2.** The functions $g, r, A$ are bounded.

**Assumption 3.** The function $A$ is uniformly elliptic: There exist $\varepsilon > 0$ such that for $x \in \mathbb{R}^N$ and $t \geq 0$ we have: $A(t)x \cdot x \geq \varepsilon \|x\|^2$. 

Theorem 1. Under Assumptions 1–3, among bounded portfolios \( \pi \) the expected utility \( \mathbb{E}[U] \) for \( U \) from (3) is maximized for

\[
\pi(t) = \frac{1}{\gamma} A^{-1}(t) [g(t) - r(t)1] - \frac{1}{\gamma} \sum_{j=1}^{k} \gamma_j \rho_j(t).
\]

We compare this result with classic Merton problem, which we get for \( \gamma_1 = \ldots = \gamma_k = 0 \): Here we have additional terms \( \gamma_j \rho_j(t)/\gamma \). Thus we invest less in the benchmark, but other portfolio weights are the same as for the classic Merton problem.

Example 1. One particular case is when we select one risky asset \( V_1 \) as the benchmark. Usually this is a large-cap U.S. index, such as Standard & Poor 500 or Russell 1000. We have \( k = 1 \) and \( \rho_{11} = 1, \rho_{12} = \ldots = \rho_{1N} = 0 \). The equation (4) becomes

\[
\pi(t) = \frac{1}{\gamma} A^{-1}(t) [g(t) - r(t)1] - \frac{\gamma_1}{\gamma} e.
\]

Example 2. More generally, take the benchmark to be constant-weighted portfolio of the first risky asset (a large-cap U.S. index) and the risk-free asset (short-term Treasury bills), with proportions \( \theta \) and \( 1 - \theta \). A classic example is 60/40 portfolio which invests 60% in S&P 500 and 40% in T-bills. Then we have: \( \rho_{11} = \theta, \rho_{12} = \ldots = \rho_{1N} = 0 \), and (4) takes the form:

\[
\pi(t) = \frac{1}{\gamma} A^{-1}(t) [g(t) - r(t)1] - \frac{\gamma_1 \theta}{\gamma} e.
\]

2.3. Capital Asset Pricing Model. As mentioned in the Introduction, the Capital Asset Pricing Model (CAPM) considers \( \beta \) (market exposure) as the only risk measure. The equity premium \( P \) of a risky asset is defined as the difference between the returns of this risky asset and the returns of the risk-free asset. The Capital Asset Pricing Model states that every risky asset has a constant risk measure \( \beta \) such that the equity premium \( P \) of this risky asset equals \( P = \beta P_0 + \varepsilon \), where \( P_0 \) is the equity premium of the benchmark, and \( \varepsilon \) is a residual, with zero mean. Then the returns of the risky asset can be expressed as a linear combination of the benchmark returns (with coefficient \( \beta \)), the risk-free returns (with coefficient \( 1 - \beta \)), and a residual. In continuous time, the residual \( \varepsilon \) is replaced by \( dW_i(t) \), where \( W_i \) is a Brownian motion. Thus,

\[
\frac{dS_i(t)}{S_i(t)} = \beta_i \frac{dS_0(t)}{S_0(t)} + (1 - \beta_i) \frac{dB(t)}{B(t)} + dW_i(t), \quad i = 1, \ldots, N,
\]

where \( W_1, \ldots, W_N \) form an \( N \)-dimensional Brownian motion with drift vector zero and covariance matrix \( C \); and \( \beta_1, \ldots, \beta_N \) are risk measures for \( N \) risky assets. As before,

\[
dB(t) = r B(t) dt, \quad dS_0(t) = S_0(t)(\mu dt + \sigma dW_0(t)).
\]

Here, \( W_0 \) is the standard Brownian motion, independent of \( W = (W_1, \ldots, W_N) \), and \( r < g \). The latter condition shows that the growth rate of the benchmark (a risky asset) is greater than that of the risk-free asset. Combined, (5) and (6) create a simple CAPM setting in continuous time. This is a particular case of the model in the previous subsection: \( (S_0, S_1, \ldots, S_N) \). Here, the drift vector given by

\[
g(t) = \mu \begin{bmatrix} 1 \\ b \end{bmatrix} + r \begin{bmatrix} 0 \\ 1 - b \end{bmatrix}, \quad b = (\beta_1, \ldots, \beta_N)^T,
\]
and the covariance matrix is given by the block-diagonal form:

\[
A = \begin{bmatrix}
\sigma^2 & \frac{b\sigma^2}{\beta^2} \\
\frac{b^T\sigma^2}{\beta^2} & C + \frac{b\sigma^2}{\beta^2}T^2
\end{bmatrix}
\]

We have \(N + 1\) risky assets instead of \(N\). The portfolio in this case is defined as \(\pi = (\pi_0, \pi_1, \ldots, \pi_N)\), with wealth process defined as

\[
\frac{dV(t)}{V(t)} = \sum_{i=0}^{N} \pi_k(t)\frac{dS_k(t)}{S_k(t)} + (1 - \pi_0(t) - \pi_1(t) - \ldots - \pi_N(t))\frac{dB(t)}{B(t)}.
\]

The risk measure \(\beta\) of a portfolio \(\pi = (\pi_0, \pi_1, \ldots, \pi_N)\) is computed as the linear combination of \(\beta\)s of individual risky assets: \(\pi_0(t) + \beta_1\pi_1(t) + \ldots + \beta_N\pi_N(t)\). Fix a value \(\beta_0 > 0\) and impose the condition

\[
\pi_0(t) + \beta_1\pi_1(t) + \ldots + \beta_N\pi_N(t) = \beta_0.
\]

Now let us maximize expected terminal utility (3) under this restriction (9). Denote

\[
\begin{bmatrix}
v_0 \\
v
\end{bmatrix} = \sum_{j=1}^{k} \gamma_j A\rho_j.
\]

**Theorem 2.** Among bounded portfolios, the one which maximizes \(\mathbb{E}[U]\) for \(U\) from (3) given (9) is equal to

\[
\begin{bmatrix}
\pi_1(t) \\
\ldots \\
\pi_N(t)
\end{bmatrix} = \sigma^2C^{-1}(v - v_0b).
\]

**Example 3.** Consider the case of one benchmark portfolio \((k = 1)\), with \(\rho_{10} = \theta\) and \(\rho_{11} = \ldots = \rho_{1N} = 0\). This portfolio invests the fixed proportion \(\theta\) into the benchmark \(S_0\) and the rest \(1 - \theta\) in the risk-free asset. Then \(\rho_1 = \theta e\), and the vector from (10) becomes

\[
\gamma_1\theta \begin{bmatrix}
\sigma^2 & \frac{\sigma^2b}{\theta^2} \\
\frac{\sigma^2b}{\theta^2} & \frac{\sigma^2bb^T}{\theta^2} + C
\end{bmatrix} \begin{bmatrix}
1 \\
0
\end{bmatrix} = \gamma_1\theta\sigma^2 \begin{bmatrix}
1 \\
b
\end{bmatrix}
\]

Therefore, \(v_0 = \gamma_1\theta\sigma^2\) and \(v = \gamma_1\theta\sigma^2v\). Among bounded portfolios, the one which maximizes \(\mathbb{E}[U]\) for \(U\) from (3) given (9) is given by \(\pi_1(t) = \ldots = \pi_N(t) = 0\), \(\pi_0(t) = \beta_0\).

Amazingly, the portfolio weights corresponding to risky assets other than the benchmark are simply 0. The optimal portfolio with restricted \(\beta\) in the CAPM benchmark does not invest in any risky assets, except the benchmark. It does not depend on \(\rho_1, \ldots, \rho_k\), and on growth rate and volatility \(\mu, \sigma\). The same is true if we did not have any benchmark portfolios, only the classic power utility, as in the Merton problem. The restriction on \(\beta\) surprisingly simplifies the answer.

Assume now we cannot invest directly in a benchmark. Then a portfolio will be defined as a process \((\pi_1(t), \ldots, \pi_N(t))\). Here as before, \(\pi_1(t)\) is the proportion invested in the \(i\)th risky asset, and \(1 - \pi_1(t) - \ldots - \pi_N(t)\) is the proportion invested in the risk-free asset. We can similarly compute the drift vector and the covariance matrix

\[
g = (\mu - r)b + r1, \quad A = C + \sigma^2bb^T.
\]

The constraint on \(\beta\) is given by \(b \cdot p = \beta_0\). The solution to the optimal investment problem in this case is more complicated than in Theorem 2.
Theorem 3. Among bounded portfolios, the one which maximizes $\mathbb{E}[\mathcal{U}]$ for $\mathcal{U}$ from (3) given $b \cdot \pi(t) = \beta_0$ is equal to

$$[\pi_1(t) \ldots \pi_N(t)] = \frac{\beta_0C^{-1}b}{b^T C^{-1} b}.$$  

(13)

Here we do not have dependence upon the benchmarks. Just like for the classic Merton problem, with $\gamma_i = 0$ for all $i$, we have the same answer.

3. Proofs

3.1. Proof of Theorem I. Assume without loss of generality, that benchmark portfolios $\rho_1, \ldots, \rho_k$, and functions $r, g, A$ are constant (do not depend on $t$). This will slightly simplify the notation, but will not change the proof in any essential way. Consider the wealth process:

$$\frac{dV(t)}{V(t)} = \sum_{k=1}^{N} \pi_k(t) \frac{dS_k(t)}{S_k(t)} + (1 - \pi_1(t) - \ldots - \pi_N(t)) \frac{dB(t)}{B(t)}$$

$$= [\pi_1(t)g_1 + \ldots + \pi_N(t)g_N + (1 - \pi_1(t) - \ldots - \pi_N(t))r] \, dt + \pi(t) \cdot \Sigma(t) \, dW(t).$$

Applying Itô’s formula, we get:

$$d \ln V(t) = \frac{dV(t)}{V(t)} - \frac{d(V)_t}{2V^2(t)} = \pi(t) \cdot \Sigma(t) \, dW(t)$$

$$+ [\pi_1(t)g_1 + \ldots + \pi_N(t)g_N + (1 - \pi_1(t) - \ldots - \pi_N(t))r - A(t)\pi(t) \cdot \pi(t)/2] \, dt.$$  

(14)

Similarly, applying this to the benchmark portfolio $\rho_j$ instead of $\pi$, we get:

$$d \ln V_j(t) = \rho_j(t) \cdot \Sigma(t) \, dW(t)$$

$$+ [\rho_{j1}(t)g_1 + \ldots + \rho_{jN}(t)g_N + (1 - \rho_{j1}(t) - \ldots - \rho_{jN}(t))r] \, dt$$

$$- A(t)\rho_j(t) \cdot \rho_j(t)/2 \, dt.$$  

(15)

Next, we can rewrite the utility as

$$\mathcal{U} = \exp((1 - \gamma) \ln V(T) - \gamma_1 \ln V_1(T) - \ldots - \gamma_k \ln V_k(T)).$$

Combining the stochastic equations (14) and (15), we get:

$$d [(1 - \gamma) \ln V(T) - \gamma_1 \ln V_1(T) - \ldots - \gamma_k \ln V_k(T)] = F(\pi(t)) \, dt + d\mathcal{M}(t),$$

(16)

Here the function $F : \mathbb{R}^N \rightarrow \mathbb{R}$ is defined by

$$F(p) = (1 - \gamma) \left[ p \cdot g + (1 - p_1 - \ldots - p_N)r - \frac{1}{2} A p \cdot p \right]$$

$$- \sum_{j=1}^{k} \gamma_j \left[ \rho_j \cdot g + (1 - \rho_j)p \cdot \rho_j - \frac{1}{2} A \rho_j \cdot \rho_j \right].$$

In addition, $\mathcal{M} = (\mathcal{M}(t), t \geq 0)$ is a martingale:

$$d\mathcal{M}(t) = - \sum_{j=1}^{k} \gamma_j \sum_{i=1}^{N} \rho_{ji}(t)dW_i(t) + (1 - \gamma) \sum_{i=1}^{N} \pi_i dW_i(t).$$

The quadratic variation of $\mathcal{M}$ is given by

$$d\langle \mathcal{M} \rangle_t = G(\pi(t)) \, dt,$$

$$G(p) := A v(p) \cdot v(p),$$

$$v(p) = (1 - \gamma)p - \gamma_1 \rho_1 - \ldots - \gamma_k \rho_k.$$
Since $\pi(t)$ is bounded, and $G$ is continuous, the Novikov condition holds: $\mathbb{E}\exp (\langle M \rangle_T/2) < \infty$. Thus by the Girsanov theorem, we get:

$$
\mathbb{E}[\mathcal{U}] = \mathbb{E}^* \exp \left[ \int_0^T \left( F(\pi(t)) + \frac{1}{2} G(\pi(t)) \right) \, dt \right].
$$

Here, $\mathbb{E}^*$ is the expectation with respect to the new probability measure $\mathbb{P}^*$, absolutely continuous with respect to the original measure $\mathbb{P}$, with the density (Radon-Nikodym derivative):

$$
\frac{d\mathbb{P}^*}{d\mathbb{P}}|_{\mathcal{F}_T} = \exp \left[ \mathcal{M}(T) - \frac{1}{2} \langle \mathcal{M} \rangle_T \right].
$$

The following function is quadratic:

$$
H := F + G/2 : \mathbb{R}^N \to \mathbb{R}.
$$

Take the gradient $\nabla H$:

$$
\nabla H = (1 - \gamma)(g - r1 - Ap) + (1 - \gamma)A((1 - \gamma)p - \gamma_1\rho_1 - \ldots - \gamma_k\rho_k)
$$

$$
= -\gamma(1 - \gamma)Ap + (1 - \gamma)(g - r1 - A(\gamma_1\rho_1 + \ldots + \gamma_k\rho_k)).
$$

From (18), the Hessian (second derivative matrix) of $H$ is equal to $-\gamma(1 - \gamma)A$. This Hessian is negative definite if $\gamma \in (0, 1)$, which is an assumption of Theorem 1. Thus, to maximize $H$ from (17), solve the vector equation $\nabla H = 0$. The unique solution is

$$
p = -\frac{1}{\gamma} \sum_{j=1}^k \gamma_j\rho_j + \frac{1}{\gamma}A^{-1}(g - r1).
$$

This completes the proof of the main result.

3.2. Proof of Theorem 2. Following the proof of Theorem 1, we again maximize the function $H$ from (17) over $p = (q_0, q)$ with $q_0 \in \mathbb{R}$ and $q \in \mathbb{R}^N$ which satisfy the following constraint:

$$
q_0 + b \cdot q = \beta_0, \quad b = (\beta_1, \ldots, \beta_N).
$$

The fraction invested in risk-free assets is $p_0 = 1 - q_0 - q \cdot 1 = 1 - \beta_0 + b \cdot q - q \cdot 1$. We use Lagrange optimization. The gradient of the left-hand side in the linear condition (19) is equal to $[1 \ b]$ and thus the Lagrange equation is: for some $\lambda \in \mathbb{R},$

$$
\nabla H + \lambda [1 \ b] = [0 \ 0] \in \mathbb{R}^{N+1}.
$$

We need to solve this equation (20) together with (19). This is a system of $N + 2$ equations with $N + 2$ unknown variables $q_0, q, \lambda$. Plug $p = (q_0, q)$ into (18) and use expression for the drift vector and the covariance matrix from (7) and (8). Using the equation (19), we get:

$$
Ap = \begin{bmatrix} \sigma^2 & b\sigma^2 \\ b^\tau\sigma^2 & C + b b^\tau\sigma^2 \end{bmatrix} \begin{bmatrix} q_0 \\ q \end{bmatrix} = \begin{bmatrix} \sigma^2(q_0 + b \cdot q) \\ \sigma^2b(q_0 + b \cdot q) + \sigma^2Cq \end{bmatrix} = \sigma^2\beta_0 \begin{bmatrix} 1 \\ 0 \end{bmatrix} + \sigma^2 \begin{bmatrix} 0 \\ Cq \end{bmatrix}
$$

Plugging this result and (7) into (18), we get:

$$
g - r1 = \mu \begin{bmatrix} 1 \\ b \end{bmatrix} + r \begin{bmatrix} 0 \\ 1 - b \end{bmatrix} - r \begin{bmatrix} 1 \\ 1 \end{bmatrix} = (\mu - r) \begin{bmatrix} 1 \\ b \end{bmatrix}.$$
The equation (18) becomes

\[(22)\]

\[
\frac{1}{1 - \gamma} \nabla H = (\mu - r) \begin{bmatrix} 1 \\ b \end{bmatrix} - \begin{bmatrix} v_0 \\ v \end{bmatrix} - \gamma A p
\]

Plugging (8) into (22), we get:

\[
\frac{1}{1 - \gamma} \nabla H = (\mu - r) \begin{bmatrix} 1 \\ b \end{bmatrix} - \begin{bmatrix} v_0 \\ v \end{bmatrix} - \gamma \sigma^2 \beta_0 \begin{bmatrix} 1 \\ b \end{bmatrix} - \gamma \sigma^2 \begin{bmatrix} 0 \\ C q \end{bmatrix}
\]

Changing without loss of generality \(\lambda\) to \(\lambda/(1 - \gamma)\) in (20), and plugging there, we get:

\[(23)\]

\[
(\mu - r - \gamma \beta_0 \sigma^2 + \lambda) \begin{bmatrix} 1 \\ b \end{bmatrix} - \begin{bmatrix} v_0 \\ v \end{bmatrix} + \sigma^2 \begin{bmatrix} 0 \\ C q \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

Comparing the first components in the left-hand and right-hand sides in (23), we get:

\[
(\mu - r - \gamma \beta_0 \sigma^2 + \lambda) b + \sigma^2 C q = v,
\]

which implies \(v_0 b + \sigma^2 C q = v\). The rest of the proof is trivial.

3.3. **Proof of Theorem 3** Similarly to the proof of Theorem 2, we solve the quadratic programming problem: maximize \(H(p)\) given \(p \cdot b = \beta_0\). Applying the Lagrange optimization method, we get: for some constant \(\lambda\),

\[(24)\]

\[
\frac{\nabla H}{1 - \gamma} + \lambda (p \cdot b - \beta_0) = 0.
\]

Computing \(\nabla H\) as in (18), and using expressions from (12), we get:

\[
\frac{\nabla H}{1 - \gamma} = -\gamma (C + \sigma^2 b b^T) p + (\mu - r) b - \sum_{i=1}^{k} \gamma_i (C + \sigma^2 b b^T) \rho_i.
\]

By (24), this must be proportional to \(b\). Note that the terms with \(b b^T\) are already proportional to \(b\). Therefore, for some real constant \(\lambda'\) (of course, dependent on \(\lambda\)), we have:

\[
C p = -\sum_{i=1}^{k} \gamma_i C \rho_i + \lambda' b.
\]

Multiplying by \(C^{-1}\), we get:

\[(25)\]

\[
p = -\sum_{i=1}^{k} \frac{\gamma_i}{\gamma} \rho_i + \lambda' C^{-1} b.
\]

To satisfy \(p \cdot b = \beta_0\), we plug (25) into it and solve for \(\lambda'\). This gives us the result

\[
p = -\sum_{i=1}^{k} \frac{\gamma_i}{\gamma} \rho_i + \frac{1}{b^T C^{-1} b} \left[ \beta_0 + \sum_{i=1}^{k} \frac{\gamma_i}{\gamma} \rho_i \cdot b \right] C^{-1} b
\]

which after cancellation gives us (13).
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