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Abstract

We study the design of dynamic scheduling controls in closed queueing networks with a fixed number of jobs. Each time a server becomes available, the controller has (limited) flexibility in choosing the buffer from which to serve a job. If no jobs are available at any compatible buffer, the server idles. If the job is served, it relocates to a “destination” buffer. We study how to maximize throughput in steady state via a large deviations analysis.

We propose a family of simple state-dependent policies called Scaled MaxWeight (SMW) policies that dynamically manage the distribution of jobs in the network. We prove that under a complete resource pooling condition (analogous to the condition in Hall’s marriage theorem), any SMW policy leads to exponential decay of throughput-loss probability as the number of jobs scales to infinity. Further, there is an SMW policy that achieves the optimal loss exponent among all scheduling policies, and we analytically specify this policy in terms of the service rates and routing probabilities. The optimal SMW policy maintains high job levels adjacent to structurally under-supplied servers. Our methodology also applies to the open network setting and leads to exponent-optimal policies.
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1 Introduction

The study of the control of closed queueing networks has a long history (see, e.g., Harrison and Wein 1990), and has seen a recent resurgence of activity motivated by applications such as shared transportation systems (see, e.g., Waserhole and Jost 2016, Banerjee et al. 2021, Braverman et al. 2019). The hallmark of such systems is that serving a job causes it to relocate. The system operator makes tactical control decisions with the aim of maximizing longer-term system performance, which necessitates that the operator manage the distribution of the jobs to avoid server starvation throughout the network. In this paper, we focus on dynamic scheduling of a closed queueing network given limited flexibility, i.e., when a server becomes available, which compatible (e.g., nearby) buffer should it serve? A central challenge in such systems is that of distributional mismatch between the supply and demand of jobs: to keep a server busy, there has to be an available job at a compatible buffer when the server becomes available. There are two sources of distributional supply-demand asymmetry: structural imbalance (some buffers may have a tendency to have a systematic net inflow, or outflow, of jobs) and
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stochasticity. Many previous works have studied control decisions made in a state-independent manner where structural imbalance is handled by solving the fluid limit problem which arises as the number of jobs $K$ is taken to $\infty$. However, this approach fails to react to stochasticity leading to optimality gap (fraction of demand lost) which shrinks to zero only (slowly) as $1/K$ (Banerjee et al. 2021) as $K$ grows if service rates and routing probabilities are exactly known, and non-vanishing optimality gap as $K \to \infty$ if these parameters are not perfectly known (see Proposition 3 in Section 4.1).

In this paper we propose simple and practical state-dependent scheduling policies which automatically handle both structural imbalance and stochasticity, and come with strong performance guarantees. We focus on system parameters satisfying the Complete Resource Pooling condition, which ensures that in the absence of stochasticity (i.e., in the fluid limit), all the servers are always busy. The control problem remains non-trivial: all state-independent policies provide unsatisfactory performance as summarized above. We provide a very simple “maximum weight” (MaxWeight) control policy which does not use system parameters and achieves optimality gap (loss) which decays exponentially in $K$. This result motivates the large deviations question: Which policy maximizes the loss exponent? We propose a natural family of Scaled MaxWeight (SMW) policies generalizing MaxWeight, and show that all SMW policies achieve exponentially small loss. We then prove the surprising result that there is always an SMW policy which is exponent-optimal among all dynamic scheduling policies, and characterize how the parameters of the optimal SMW policy are determined by the system parameters.

Informal description of our model. In our model, the system consists of a network with two sets of nodes, namely, buffers and servers. A fixed number of jobs circulate among the buffers. We use the service token setup to model the service and routing process (see, e.g., Tsitsiklis and Xu 2013): Service tokens arrive stochastically at servers with buffer destinations, at some time-invariant rates. For each server, a subset of the buffers are compatible with it, and the system dynamically decides from which compatible buffer to serve a job using the incoming service token. Thus, compatibilities capture the limited flexibility available to the system. After a job is scheduled to a service token, it relocates to the destination of the service token. Jobs do not enter or leave the system. The system’s goal is to waste as few service tokens as possible in steady state, i.e., to maximize throughput.

The controller’s challenge is that of managing the distribution of the $K$ jobs to ensure the continued availability of jobs throughout the network. To obtain tight characterizations, we consider the asymptotic regime where the number of jobs in the system $K$ goes to infinity, and perform a large deviations analysis.
1.1 Main contributions

We show that a simple and practical MaxWeight scheduling policy effectively manages the distribution of jobs in the network, leading to a fraction of throughput lost that decays exponentially fast in $K$. Each time a service token arrives, MaxWeight simply uses it to serve a job from the compatible buffer which currently has the largest number of jobs. In particular, MaxWeight requires no knowledge of service token arrival rates.

This finding motivates a thorough large deviations analysis which yields surprisingly elegant results. As a function of system primitives, we derive a large deviations rate-optimal scheduling policy that minimizes throughput-loss. Our optimal policy is a close cousin of MaxWeight and its parameters depend in a natural way on service token arrival rates. Our contribution is threefold:

1. **A family of simple policies.** We propose a family of state-dependent scheduling policies called Scaled MaxWeight (SMW) policies, and prove that all of them guarantee exponential decay of throughput-loss probability under the CRP condition. An SMW policy is parameterized by a vector of scaling factors, one for each buffer; each service token serves a job from the compatible buffer with the largest scaled number of jobs. SMW policies are simple, explicit and promising for practical applications.

2. **The value of (intelligent) state-dependent control.** We show (Proposition 3) that no state-independent scheduling policy can achieve loss which decays exponentially in $K$, and that if service token arrival rates are not perfectly known, then the loss of a state-independent policy (generically) does not vanish as $K \to \infty$. Our SMW policies provide vastly superior performance: even the naive unscaled (“vanilla”) MaxWeight scheduling policy requiring no knowledge of service token arrival rates achieves loss which decays exponentially in $K$.

3. **Exponent-optimal policy and qualitative insights.** For general network structures, we obtain an explicit specification for the optimal scaling factors for SMW based on compatibilities and service token arrival rates. Further, we obtain the surprising finding that the optimal SMW policy is, in fact, exponent-optimal among all state-dependent policies (Theorem 1). A key ingredient of this result is that SMW policies satisfy the critical subset property: for each SMW policy, there is a corresponding (fluid) equilibrium state, and for this state there are “critical” subsets of servers that are most vulnerable to the depletion of jobs in compatible buffers. Each SMW policy simultaneously “protects” all critical subsets maximally by maintaining high job levels near structurally undersupplied servers.

**Technical contributions.** To the best of our knowledge, we are the first to perform a large
deviations analysis under CRP, leading to the challenging problem of deriving an exponent optimal control. One key difficulty in the mathematical analysis is the necessity to deal with a multi-dimensional system even in the limit. Usually CRP renders the control problem “easy” because it leads to the “collapse” of the system state to a lower dimensional space in the heavy traffic limit, as in many existing works that establish the asymptotic optimality of a certain policy in minimizing the workload of a queueing system. In contrast, in our setting, the limit system remains $m$-dimensional, where $m$ is the number of buffers. A second key challenge we face is that the ideal state for the system is a priori unknown, making it unclear how to define a Lyapunov function. We overcome these difficulties via a novel approach. We construct a policy-specific Lyapunov function to facilitate a sharp large deviations analysis of a given SMW policy leveraging the machinery of Venkataramanan and Lin (2013). The analysis applies to general network structures, and reveals that the SMW policy maximally protects all the “critical subsets” of servers. We deduce the existence of an exponent optimal SMW policy, and characterize its scaling factors in terms of service token arrival rates. Happily, the fluid equilibrium for this optimal policy is revealed as the ideal state.

In addition to closed networks, our technical machinery can also be applied to the open network setting. To demonstrate the versatility of our methodology, in Section 6 we study an open queueing network with limited flexibility and finite buffer space, where the system operator needs to (i) choose buffer sizes beforehand subject to an upper bound on the sum of buffer sizes, and (ii) make dynamic scheduling decisions, in order to minimize the probability of buffer overflow. Using a similar analysis as in the closed network setting, we design an exponent-optimal policy.

1.2 Applications

Our main model and analysis can serve as a building block towards studying various applications.

Shared transportation systems. Shared transportation platforms such as those for ride-hailing and bikesharing make assignment control decisions under limited flexibility to manage the distribution of supply. In these applications, the nodes in our model correspond to geographical locations, while jobs and service tokens correspond to vehicles and customers, respectively. The assignment control in ride-hailing takes the form of dispatch, i.e., the platform can decide where (near the demand’s origin) to dispatch a car from. Bikesharing platforms can execute assignment control by suggesting to the customer where (near the customer’s origin or destination) to pick up (or drop off) a bike.

Quality-of-service with finite buffers. An important metric in queueing networks is quality-of-service with finite buffers. An important metric in queueing networks is quality-of-service with finite buffers.
service (QoS). When queueing space is limited, QoS can be measured by the buffer overflow probability. In many applications such as make-to-order production systems (Shi et al. 2019), the total buffer size of multiple queues is bounded by a physical constraint (e.g., the size of the warehouse), but it is a priori unclear how to divide the buffer space among different queues to maximize QoS. We present an exponent optimal buffer sizing and dynamic scheduling policy for this problem in Section 6.

1.3 Literature review

MaxWeight scheduling. MaxWeight is a simple scheduling policy in constrained queueing networks which (roughly speaking) chooses the feasible control decision that serves the queues with largest total weight (e.g. queue length, waiting time, etc.), at each time. MaxWeight scheduling has been shown to exhibit good performance in various settings (see, e.g., Tassiulas and Ephremides 1992, Dai and Lin 2005, Stolyar 2004, Eryilmaz and Srikant 2012, Maguluri and Srikant 2016), including by Shi et al. (2019) who study an open one-hop network version of our setting. In contrast, we find that MaxWeight achieves a suboptimal exponent in our closed network setting.

Large deviations in queueing systems. There is a large literature on characterizing the probability of building up long queues in open queueing networks, including controlled (see, e.g., Stolyar and Ramanan 2001, Stolyar 2003) and uncontrolled (see, e.g., Majewski and Ramanan 2008, Blanchet 2013) networks. The work closest to ours is that of Venkataramanan and Lin (2013), who established the relationship between Lyapunov functions and buffer overflow probability for open queueing networks. The key difficulty in extending the Lyapunov approach to closed queueing networks is the lack of a natural reference state where the Lyapunov function equals to 0 (in an open queueing network the reference state is simply 0). It turns out that as we optimize the MaxWeight parameters we are also solving for the best reference state.

Applications: shared transportation systems. Özkan and Ward (2020) studied revenue-maximizing state-independent assignment control by solving a minimum cost flow problem in the fluid limit. Braverman et al. (2019) modeled the system by a closed queueing network and derived the optimal static routing policy that sends empty vehicles to under-supplied locations. Banerjee et al. (2021) adopted the Gordon-Newell closed queueing network model and considered static pricing/repositioning/matching policies that maximizes throughput, welfare or revenue. In contrast to our work, which studies state-dependent control, these works consider static control that completely relies on system parameters. In terms of convergence rate to the fluid-based solution, Özkan and Ward (2020) did not study the convergence rate of their policy, Braverman et al. (2019) observed from simulation
an $O(1/\sqrt{K})$ convergence rate as the number of supply units in the closed system $K$ goes to infinity,\(^3\) while Banerjee et al. (2021) showed finite system bounds with an $O(1/K)$ convergence rate as $K \to \infty$ in the absence of service times and an $O(1/\sqrt{K})$ convergence rate with service times. All these works propose static policies, and we show that no static policy can achieve exponentially small loss. In contrast, under the CRP condition, we obtain exponentially small loss in $K$, and further obtain the optimal exponent.

Our approach of studying control while initially ignoring travel delays is mirrored in several papers in this literature, starting with Waserhole and Jost (2016). The main model in Banerjee et al. (2021) ignores delays, and the paper subsequently shows that all its findings are robust to that assumption. Similarly, subsequent to the present paper, Balseiro et al. (2021) study the control of (large) networks of circulating resources by ignoring travel delays and then show robustness of their results to delays.

**Online stochastic bipartite matching.** There is a related stream of research on online stochastic bipartite matching, see, e.g., Caldentey et al. (2009), Adan and Weiss (2012), Bušić and Meyn (2015), Mairesse and Moyal (2016). Different types of supplies and demands arrive over time, and the system manager matches supplies with demands of compatible types using a specific matching policy, and then discharges the matched pairs from the system. Our work is different in that we study a closed system where supply units never enter or leave the system.

**Other related work.** Jordan and Graves (1995), Désir et al. (2016), Shi et al. (2019) and others study how process flexibility can facilitate improved performance, analogous to our use of dispatch control to improve demand fulfillment. Along similar lines, network revenue management is a classical dynamic resource allocation problem, see, e.g., Gallego and Van Ryzin (1994), Talluri and Van Ryzin (2006), and recent works, e.g., Jasin and Kumar (2012), Bumpensanti and Wang (2020). Different types of demands arrive over time, and a centralized decision is made at each arrival. Again, each of these settings is “open” in that each service token or supply unit can be used only once, in contrast to our closed setting.

### 1.4 Organization of the paper

The remainder of our paper is organized as follows. In Section 2 we introduce the basic notation and formally describe our baseline model together with the performance metric. In Section 3 we introduce the family of Scaled MaxWeight policies. In Section 4 we present our main theoretical result, i.e., that there is an exponent optimal SMW policy for any set of primitives satisfying our main assumption.

\(^3\)In the setting of Braverman et al. (2019), the loss probability can remain positive even as $K$ grows, in contrast with our setting where the loss probability can always be sent to 0 because of our CRP condition under which the flows in the network can potentially be balanced. The comparison of convergence rates is most meaningful if we restrict attention to instances in their setting where the loss probability goes to zero as $K$ grows.
Figure 1: The bipartite (scheduling) compatibility graph: On the left are buffers $i \in V_B$, and on the right are servers $j' \in V_S$. The edges entering a server $j'$ encode compatible buffers that can be served by $j'$. The (normalized) serviced rate of server $j'$ is $1^T \phi_{j'}$. Assuming no server is idling, the (normalized) rate of arrival of jobs to $i$ is $1^T \phi_{(i)}$.

In Section 5 we prove the exponent optimality of SMW policies. In Section 6 we apply our technical machinery to an open network setting. We conclude in Section 7.

**Notation.** We use $e_i$ to denote the $i$-th unit vector, and $1$ the all-1 vector. The dimensions of the vectors will be clear from the context. For a finite index set $A$, define $1_A \triangleq \sum_{i \in A} e_i$. For a set $\Omega$ in Euclidean space $\mathbb{R}^n$, denote its relative interior by $\text{relint}(\Omega)$. For event $C$, we define the indicator random variable $\mathbb{I}\{C\}$ to equal 1 when $C$ is true, else 0. All vectors are column vectors if not specified otherwise.

## 2 The Model and Preliminaries

### 2.1 Basic setting

We study the dynamic scheduling problem in closed queueing networks. We consider an infinite-horizon continuous-time model, with a fixed number $K$ of identical jobs that circulate in the network. Formally, we consider a sequence of systems indexed by $K \in \mathbb{Z}_+$. 

**The compatibility graph.** The compatibility structure for scheduling is described by a bipartite compatibility graph $G = (V_B \cup V_S, E)$, where the $K$ jobs are distributed over the buffers $V_B$, and the set of servers is $V_S$. We add a prime symbol to the indices of servers (in $V_S$) to distinguish between the two. Let $m \triangleq |V_B|$ and $n \triangleq |V_S| \in \mathbb{Z}_+$ be the number of buffers and servers, respectively. Each edge $(i, j') \in E$ represents a compatible pair of buffer and server, i.e., a job currently stationed at $i \in V_B$ can be served by server $j' \in V_S$. See Figure 1 for an illustration. We denote the neighborhood of a buffer $i \in V_B$ (resp. server $j' \in V_S$) in $G$ as $\partial(i) \subseteq V_S$ (resp. $\partial(j') \subseteq V_B$); thus, for a buffer $i$, its compatible servers are given by $\partial(i) = \{j' \in V_S| (i, j') \in E\}$, and similarly for each server. Moreover, for any set of buffers $A \subseteq V_B$, we also use $\partial(A)$ to denote its server neighborhood (and vice versa).
Service tokens. We use the service token setup to model the service process, see, e.g., Tsitsiklis and Xu (2013). We denote the type of a service token as \((j', k) \in V_S \times V_B\), where \(j'\) is its origin server and \(k\) is its destination buffer. In the \(K\)-th system, service tokens of each type \((j', k)\) arrive sequentially following independent Poisson processes with rates \(K \phi_{j'k}\). Without loss of generality, we assume that \(1^\top \phi 1 = 1\). We call \(\phi \in \mathbb{R}^{n \times m}\) the matrix of service token type probabilities. We denote the \(k\)-th column of \(\phi\) as \(\phi(k)\), and the transpose of the \(j'\)-th row of \(\phi\) as \(\phi_{j'}\). Thus, the (normalized) service rate at server \(j'\) is \(1^\top \phi_{j'}\), and, assuming all service tokens are utilized, the rate of jobs arriving at queue \(k\) is \(1^\top \phi(k)\). We assume all servers have positive service rate \(1^\top \phi_{j'}\).

We use the term network to refer to a given set of primitives: a compatibility graph \(G\) and service token type distribution matrix \(\phi\). We make two mild assumptions on the network.

Assumption 1 (Connectedness). A network \((G, \phi)\) is connected if for every ordered pair of distinct buffers \((k_0, i) \in V_B \times V_B, k_0 \neq i\), there is a finite sequence of service token types \((j'_1, k_1), \ldots, (j'_\ell, k_\ell = i)\) such that \(\phi_{j'_rk_r} > 0\) for all \(r = 1, \ldots, \ell\), and \(k_{r-1} \in \partial(j'_r)\) for all \(r = 1, \ldots, \ell\).

Assumption 1 requires that for every pair of buffers, there is a sequence of service token types with positive arrival rates and corresponding compatible buffers that would take a job from one buffer eventually to the other buffer.

We now observe that if the compatibility graph affords ample flexibility, specifically, if the destination for every service token type belongs to the compatible neighborhood of the origin, then the control problem is trivial.

Proposition 1 (Ample flexibility renders the control problem trivial). Consider any network \((G, \phi)\) which satisfies Assumption 1 and such that for all \(j' \in V_S, k \in V_B\) such \(\phi_{j'k} > 0\) it holds that \(k \in \partial(j')\). Then for any \(K \geq n \overset{\Delta}{=} |V_S|\), there is a control policy which wastes an identically zero fraction of service tokens in the long run. Formally, there is a policy \(U\) such that \(P^{K,U} = 0\), for \(P^{K,U}\) defined in (1) below.

The reason is simple: we can “reserve” a job for each server \(j' \in V_S\), and each reserved job will never leave the corresponding neighborhood \(\partial(j')\), ensuring that no service token is ever wasted. The proof of Proposition 1 is in Appendix E. Proposition 1 motivates the following assumption to ensure that the flexibility available is sufficiently limited that the scheduling control problem at hand is non-trivial.

Assumption 2 (Limited flexibility). A network \((G, \phi)\) has limited flexibility if there exists a server-buffer pair \(j' \in V_S\) and \(k \in V_B\) such that \(k \notin \partial(j')\) and \(\phi_{j'k} > 0\), i.e., the destination \(k\) for these service tokens is not a buffer compatible with their origin \(j'\).
System state. For the \( K \)-th system, its state at any time is given by \( X^K \), an \( m \)-dimensional vector that tracks the number of jobs at each buffer. The state space of the \( K \)-th system is thus given by \( \Omega_K \triangleq \{ x \in \{0,1,2,\ldots\}^m \mid 1^\top x = K \} \). Note that the normalized state \( \frac{1}{K}X^K \) lies in the \( m \)-probability simplex \( \Omega = \{ x \in \mathbb{R}^m \mid x \geq 0, 1^\top x = 1 \} \). We use \( X^K(0) \) to denote the initial state.

2.2 Optimal scheduling control

Given the above setting, the problem we want to study is how to design scheduling policies which maximize the system throughput. For fixed \( K \), this problem can be formulated as an average cost Markov decision process (MDP) on a finite (albeit, very large) state space, and is thus known to admit a stationary optimal policy (i.e., where the scheduling rule at any time only depends on the current system state \( X^K \); see Proposition 5.1.3 in Bertsekas 1995). Furthermore, the MDP satisfies the accessibility condition because of Assumption 1, therefore the optimal cost is independent of the initial state (see Bertsekas 1995).

Scheduling policies. Upon the arrival of a service token of type \( (j', k) \), the system must immediately serve a job from a compatible buffer of \( j' \); subsequently, the job relocates to the destination buffer \( k \). If no job is available at any compatible buffer of \( j' \), then the service token is wasted. Let \( U^K \) be the set of stationary policies for the \( K \)-th system. A scheduling policy \( U \in U \) consists of, for each \( j' \in V_S, k \in V_B \), a sequence of mappings \( (U^K \in U^K)^\infty_{K=1} \), which map the current queue-length vector \( X^K \) and service token type \( (j', k) \) to \( U^K[X^K](j', k) = \partial(j') \cup \{\emptyset\} \). Here \( U^K[X^K](j', k) = i \) means given the current state \( X^K \), we serve a job from \( i \in \partial(j') \) with server \( j' \) and the job relocates to \( k \), and \( U^K[X^K](j', k) = \emptyset \) means that the system does not serve jobs with type \( (j', k) \) service tokens and hence any such service token is wasted. When \( X^K_i = 0 \) for all \( i \in \partial(j') \), this forces \( U^K[X^K](j', k) = \emptyset \) since there is no job at buffers compatible to \( j' \). For simplicity of notation, we refer to the policies by \( U \) instead of \( U^K \).

System evolution. Let \( t_r \) be the \( r \)-th service token arrival epoch after time 0. Denote the state of the system just before \( t_r \) by \( X^K(t_r^-) \) (the initial state is \( X^K(0) \)); note that this incorporates the state change due to serving with the \((r-1)\)-th service token arrival for \( r > 1 \). Now suppose the system uses a scheduling policy \( U \), and the \( r \)-th service token arrival has origin server \( o[r] \) with destination buffer \( d[r] \) (sampled from service token type distribution \( \phi \)). Let \( S[r] \triangleq U^K[X^K(t_r^-)](o[r], d[r]) \) be the chosen buffer (potentially \( \emptyset \)). Then, formally, the system state updates as per

\[
X^K(t_r) \triangleq \begin{cases} 
X^K(t_r^-) - e_{S[r]} + e_{d[r]} & \text{if } S[r] \in V_B, \\
X^K(t_r^-) & \text{if } S[r] = \emptyset.
\end{cases}
\]
Performance measure. The platform’s goal is to find a scheduling policy that maximizes system throughput in steady state, which is equivalent to minimizing the long-run average probability of wasting service tokens.

Formally, for $U \in \mathcal{U}$ we define

$$\mathbb{P}^{K,U} \triangleq \lim_{T \to \infty} \frac{1}{T} \mathbb{E}\left( \sum_{t=1}^{T} I\left\{ U^{K}[X^{K,U}(t)](o[t],d[t]) = 0 \right\} \right),$$

(1)

The limit exists because the MDP has a finite state space. The exact value of (1) for fixed $K$ is challenging to study. To this end, the main performance measure of interest in this work is the decay rate of $\mathbb{P}^{K,U}$ as $K \to \infty$:

$$\gamma(U) \triangleq -\limsup_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K,U},$$

(2)

For brevity, we henceforth refer to it as the throughput-loss exponent.

2.3 The Complete Resource Pooling (CRP) condition

We now make a few additional definitions to allow us to state our main assumption. We say that a subset of servers $J \subset V_S$ has limited flexibility if there is some server $j' \in J$ and buffer $k \notin \partial(J)$ such that $\phi_{j'k} > 0$. (Informally, there is a service token type which requires jobs to leave the neighborhood of $J$.) We denote the set of limited-flexibility subsets by $\mathcal{J}$. Assumption 2 guarantees that there is at least one non-trivial singleton $J$ and hence that $\mathcal{J} \neq \emptyset$. Observe that $J$ has limited flexibility if and only if

$$\mu_J \triangleq \sum_{j' \in J} \sum_{k \notin \partial(J)} \phi_{j'k} > 0.$$  

We call $\mu_J$ the net service rate of $J$, since it captures the probability that a service token arrival has origin in $J$ and destination outside $\partial(J)$ (and hence requires a job to leave $\partial(J)$). Similarly, we define the (optimistic) net arrival rate to $J$ as

$$\lambda_J \triangleq \sum_{j' \notin J} \sum_{k \in \partial(J)} \phi_{j'k}.$$  

(4)

Informally, $\lambda_J$ is the probability that a service token arrival is such that it can (depending on the scheduling decision) cause a job to enter $\partial(J)$.

The following is the main assumption of this paper.

Assumption 3 (Complete Resource Pooling). We assume that for all subsets of servers $J$ with limited flexibility (i.e., $J \subset V_S$ with positive net service rate $\mu_J > 0$) we have that $\lambda_J > \mu_J$, where the net arrival rate $\lambda_J$ was defined in (4), and the net service rate $\mu_J$ was defined in (3).
The intuition behind this assumption is simple: it assumes the system is “balanceable” in that for each subset $J \subset V_S$ of servers, jobs arrive sufficiently fast at neighboring buffers to utilize all the service tokens arriving to $J$, on average. The control problem under CRP is non-trivial: In Section 4.1 we will show that all state-independent policies perform inadequately.

We show that Assumption 3 is necessary in order to obtain exponentially small loss.

**Proposition 2.** For any $(G, \phi)$ such that Assumption 3 is violated, it holds that for any policy $U$, the throughput-loss probability does not decay exponentially, i.e., $\gamma(U) = 0$ where $\gamma(U)$ is defined in (2).

In other words, if Assumption 3 is violated, this means the system has significant distributional imbalance between the demand for service and the capacity of the system, and throughput loss is unavoidable. The proof of Proposition 2 is in Appendix E.

### 2.4 Sample path large deviation principle

Our main theoretical result is the culmination of a sharp large deviations analysis, characterizing the best possible throughput-loss exponent. We provide a brief introduction to classical large deviations theory in this subsection.

For each fixed $K \in \mathbb{Z}_+$ and $T \in (0, \infty)$, define a scaled sample path of accumulated service token arrivals $\bar{A}^K_\cdot$ $(\cdot) \in (L^\infty[0,T])^{n \times m}$ as follows.¹ Let $\{A_{j'k}^K(\cdot)\}_{j' \in V_S, k \in V_B}$ be independent Poisson processes where $A_{j'k}^K(\cdot)$ has rate $K\phi_{j'k}$. Let

$$\bar{A}_{j'k}^K(t) \triangleq \frac{1}{K} A_{j'k}^K(t) \quad \forall t \in [0, T].$$

Let $\mu_K$ be the law of $\bar{A}^K(\cdot)$ in $(L^\infty[0,T])^{n \times m}$. For all $f \in \mathbb{R}_+^{n \times m}$, let

$$\Lambda^*(f) \triangleq \begin{cases} \sum_{j' \in V_S} \sum_{k \in V_B} \left( f_{j'k} \log \frac{f_{j'k}}{\phi_{j'k}} - f_{j'k} + \phi_{j'k} \right) & \text{if } f > 0, \\ \infty & \text{otherwise.} \end{cases}$$

For any set $\Gamma$, let $\bar{\Gamma}$ denote its closure, and $\Gamma^o$ denote its interior. Below is the sample path large deviation principle (also known as Mogulskii’s Theorem, see Dembo and Zeitouni 1998):

**Fact 1.** For measures $\{\mu_K\}$ defined above, and any arbitrary measurable set $\Gamma \subseteq (L^\infty[0,T])^{n \times m}$, we have

$$- \inf_{\bar{A} \in \Gamma^o} I_T(\bar{A}) \leq \liminf_{K \to \infty} \frac{1}{K} \log \mu_K(\Gamma) \leq \limsup_{K \to \infty} \frac{1}{K} \log \mu_K(\Gamma) \leq - \inf_{\bar{A} \in \Gamma} I_T(\bar{A}),$$

¹Here $L^\infty[0,T]$ denotes the space of bounded functions on $[0,T]$ equipped with the supremum norm.
where the rate function\(^5\) is:

\[
I_T(\bar{A}) \triangleq \begin{cases} 
\int_0^T \Lambda^* \left( \dot{\bar{A}}(t) \right) dt & \text{if } \bar{A}(\cdot) \in AC[0, T], \ \bar{A}(0) = 0, \\
\infty & \text{otherwise}
\end{cases}
\]

(8)

Here \(AC[0, T]\) is the space of absolutely continuous functions on \([0, T]\), and \(\dot{\bar{A}}(t)\) is the derivative of \(\bar{A}\) at time \(t\) when the derivative exists.

Informally, this fact says the following. (Suppose the leftmost term and rightmost term in (7) are equal.) The probability exponent (with respect to \(K\)) for the event \(\Gamma\) is equal to the exponent for the most likely fluid sample path (a limit of scaled sample paths, see Section 5.1) of demand \(\bar{A}\) such that the event occurs. The exponent for \(\bar{A}\) is the time integral of the exponent for its time derivative, and the latter is given by the function (6) where the summand is the large deviations exponent of a (sequence of) Poisson random variable(s) with mean \(\phi_{j'k}\).

In the present work, the relevant \(\Gamma\) will be the throughput loss event. The reason the sample paths of accumulated service token arrivals fully determine whether this event occurs is because given any deterministic policy (as the policies we propose will be), the arrival process \(A(\cdot)\) and the initial configuration \(X(0)\) uniquely determine the evolution of the system state \(X(\cdot)\), and hence determine throughput loss. The key will be to understand the most likely sample paths of the arrival process which lead to throughput loss. Our converse (impossibility) bound on the exponent will be established by constructing a fluid sample path of service token arrivals that \textit{always} leads to throughput loss regardless of the policy.

3 Scaled MaxWeight Policies

The traditional MaxWeight policy is a celebrated approach to scheduling which has been effectively deployed in many applications such as cloud computing, communication networks, traffic management, etc., (see, e.g., Tassiulas and Ephremides 1992, Maguluri et al. 2012). MaxWeight (hereafter referred to as vanilla MaxWeight) allocates the service capacity to the queue(s) with largest “weight” (where weight can be any relevant parameter such as queue length, waiting time, etc.). In our setting, vanilla MaxWeight would correspond to serving the compatible buffer with longest queue (with appropriate tie-breaking rules).

Besides its simplicity, one reason for the popularity of MaxWeight is that it is known to be asymptotically optimal in many problem settings (e.g., see Stolyar 2003, 2004, Shi et al. 2019, Maguluri and Srikant 2016). In our setting too, we will find that vanilla MaxWeight is asymptotically optimal. In

---

\(^5\)Since absolutely continuous functions are differentiable almost everywhere, the rate function is well-defined.
fact, we will show that it achieves an exponentially small loss. However, we will find that, in general, vanilla MaxWeight does not achieve the largest possible loss exponent. Suboptimality of the exponent prompts us to consider alternate control policies.

We generalize vanilla MaxWeight by attaching a positive scaling parameter $\alpha_i$ to each buffer $i \in V_B$, and serve the compatible buffer with largest scaled queue length $X_i/\alpha_i$. Without loss of generality, we normalize $\alpha$ s.t. $1^T\alpha = 1$, or equivalently, $\alpha \in \text{relint}(\Omega)$. We call this family of policies Scaled MaxWeight (SMW) policies, and use SMW($\alpha$) to denote SMW with parameter $\alpha$.

The formal definition of SMW is as follows.

**Definition 1 (Scaled MaxWeight SMW($\alpha$)).** Fix $\alpha \in \text{relint}(\Omega)$, i.e., $\alpha \in \mathbb{R}^m$ such that $\alpha_i > 0 \forall i \in V_B$ and $\sum_{i \in V_B} \alpha_i = 1$. Given system state $X(t^-)$ just before the $r$-th service token arrival and for service tokens arriving at server $j'$, SMW($\alpha$) serves

$$\arg\max_{i \in \partial(j')} \frac{X_i(t^-)}{\alpha_i}$$

if $\max_{i \in \partial(j')} \frac{X_i(t^-)}{\alpha_i} > 0$; otherwise the service token is wasted. (If there are ties when determining the argmax, it serves the buffer with highest index.\(^6\))

As may be expected, SMW policies tend to equalize the scaled queue lengths if CRP holds. The following fact is formalized later in Proposition 5 in Section 5.

**Remark 1 (Resting state under SMW($\alpha$)).** If Assumptions 1, 2 and 3 hold then for any $\alpha \in \text{relint}(\Omega)$, the SMW($\alpha$) policy has a “resting state” $\alpha$: Specifically, consider using SMW($\alpha$) on a sequence of systems indexed by the number of jobs $K$. Then there exists $T_0 = T_0(\alpha) > 0$ which does not depend on $K$, such that for any $T > T_0$,

$$\limsup_{K \to \infty} \left( \max_{\Omega_K} \left\| \frac{1}{K} X^{K,\alpha}(T) - \alpha \right\|_2 \right) = 0 \quad \text{almost surely},$$

where $X^{K,\alpha}(T)$ is the state of the $K$-th system at time $T$.

### 4 Main Result

In this section we present our main result, which says that for any network such that CRP holds: (i) All Scaled Maxweight (SMW) policies yield exponential decay of throughput loss in the number of jobs $K$, with an exponent which we explicitly specify. (ii) For scaling parameter vector $\alpha$ which maximizes the exponent among SMW policies, the SMW($\alpha$) policy is exponent optimal among all possible policies.

\(^6\)Our analysis and results are unchanged if any other deterministic tie-breaking rule is employed instead.
loss which decays exponentially in \( K \), and moreover that if service token arrival rates are not perfectly known, then the loss of a state-independent policy (generically) does not vanish as \( K \to \infty \).

Recall from Section 2.3 the set of subsets of servers with limited flexibility

\[
\mathcal{J} = \left\{ J \subseteq V_S : \sum_{j' \in J} \sum_{k \in \partial(J)} \phi_{j'k} > 0 \right\}.
\]

The following is our main result.

**Theorem 1 (Main Result).** For any network \((G, \phi)\) satisfying Assumptions 1, 2 and 3, we have:

1. **Exponentially small loss under any SMW policy:** For any \( \alpha \in \text{relint}(\Omega) \), SMW(\( \alpha \)) achieves exponential decay of the throughput-loss probability with exponent \(^7\)

\[
\gamma(\alpha) = \min_{J \in \mathcal{J}} B_J \log \left( \frac{\lambda_J}{\mu_J} \right) > 0,
\]

where \( B_J \triangleq 1_{\partial(J)}^T \alpha \), \( \lambda_J \triangleq \sum_{j' \in J} \sum_{k \in \partial(J)} \phi_{j'k} \), and \( \mu_J \triangleq \sum_{j' \in J} \sum_{k \in \partial(J)} \phi_{j'k} \).

2. **There is an exponent optimal SMW policy:** Under any policy \( U \), it must be that

\[
\gamma(U) \leq \bar{\gamma}, \quad \text{where} \quad \bar{\gamma} = \sup_{\alpha \in \text{relint}(\Omega)} \gamma(\alpha).
\]

Thus, there is an SMW policy that achieves an exponent arbitrarily close to the optimal one.

The first part of the theorem states that for any SMW policy with \( \alpha \) in the relative interior of \( \Omega \), the policy achieves an explicitly specified positive throughput-loss exponent \( \gamma(\alpha) \), i.e., the throughput-loss probability decays as \( e^{-(\gamma(\alpha)-o(1))K} \) as \( K \to \infty \). The second part of the theorem provides a universal upper bound \( \bar{\gamma} \) on the exponent that any policy can achieve, i.e., for any scheduling policy \( U \), the throughput-loss probability is at least \( e^{-(\bar{\gamma}+o(1))K} \). Crucially, \( \bar{\gamma} \) is identical to the supremum over \( \alpha \) of \( \gamma(\alpha) \). In other words, there is an (almost) exponent optimal SMW policy, and moreover, the scaling parameters for this policy can be obtained as the solution to the explicit problem: maximize \( \alpha \in \text{relint}(\Omega) \gamma(\alpha) \).

We note that Theorem 1 is qualitatively different from the numerous results showing near optimality of (vanilla) maximum weight matching in various open queueing network settings (e.g., Stolyar 2004, Dai and Lin 2008, show that vanilla MaxWeight asymptotically minimizes workload in heavy-traffic in certain open queueing networks under the CRP condition). Despite our objective (maximize throughput) being symmetric in all the \( m \) queues, our result says that there is an optimal *scaled* maximum

\(^7\)Note that the argument of the logarithm has a strictly larger numerator than denominator for every \( J \subseteq V_S \) since Assumption 3 holds, implying that \( \gamma(\alpha) \) is the minimum of finitely many positive numbers, and hence is positive.
weight policy, that is not symmetric in the $m$ queues; rather, it is uses asymmetric scaling factors that optimally account for the network primitives.

**Intuition for $\gamma(\alpha)$**. Consider the expression for $\gamma(\alpha)$ in (10). It is a minimum over subsets $J \in J$ of servers of a certain “robustness” of the subset to throughput loss. For subset $J$, the robustness of SMW($\alpha$)’s ability to utilize service tokens originating in $J$ is the product of two terms $B_J \times \log \left( \frac{\lambda_J}{\mu_J} \right)$ (see Figure 2 for an illustration of the quantities involved):

- “Protection” due to $\alpha$: At the resting point $\alpha$ (see Remark 1) of SMW($\alpha$), the jobs at neighboring buffers is $B_J = \mathbf{1}_{\partial(J)}^\top \alpha$, and the larger that is, the more unlikely it is that the subset will be deprived of jobs.
- “Inherent robustness” arising from excess of arrival rate over service rate: The logarithmic term $\xi_J \triangleq \log(\lambda_J/\mu_J)$ captures the inherent robustness of that subset is to being drained of jobs. Recall that $\lambda_J$ is the (optimistic) net job arrivals coming in to $\partial(J)$, and that $\mu_J$ is the net service taking jobs out of $\partial(J)$. The larger the ratio $\lambda_J/\mu_J$, the more oversupplied and hence robust $J$ is.

![Figure 2: An illustration of the terms $B_J$, $\lambda_J$, and $\mu_J$ in Theorem 1.](image)

Remarkably, the expression for robustness of subset $J$ under SMW($\alpha$) is as large (i.e., as good) as the throughput-loss exponent for subset $J$ alone would be, with starting state $\alpha$, under a “protect-$J$” policy which **exclusively protects $J$ at the expense of all other servers**. (Similar to standard buffer overflow probability calculations, the likelihood of the $KB_J$ jobs at $\partial(J)$ being depleted under a protect-$J$ policy is $\Theta((\lambda_J/\mu_J)^{-KB_J}) = \Theta(\exp(-KB_J \log(\lambda_J/\mu_J)))$. We then set $B_J$ to the starting scaled queue lengths at $\partial(J)$, i.e., $B_J = \mathbf{1}_{\partial(J)}^\top \alpha$, to establish the claim.) Thus, Theorem 1 part 1 says that given the resting state $\alpha$, SMW($\alpha$) achieves an exponent such that it suffers no loss from the need to protecting multiple subsets $J$ simultaneously. Given this remarkable property, it is intuitive that the globally optimal exponent can be achieved via an SMW policy by choosing $\alpha$ suitably (part 2 of the theorem).
Proof approach. We establish Theorem 1 via a novel Lyapunov analysis for a closed queueing network. A key technical challenge we face in our closed queueing network setting is that it is a priori unclear what the ideal state for the system is. This is in contrast to open queueing network settings in which the ideal state is typically the one in which all queues are empty, and the Lyapunov functions considered typically achieve their minimum at this state. We overcome the challenge of unknown ideal state via an innovative approach as follows: We define a policy-specific Lyapunov function that achieves its minimum at the resting point of the SMW policy we are analyzing, and use this Lyapunov function to characterize its exponent $\gamma(\alpha)$. Moreover, given the optimal choice of $\alpha$, our tailored Lyapunov function corresponding to this choice of $\alpha$ helps us establish our converse result. In particular, the ideal state is finally revealed as a byproduct of our analysis to be equal to the optimal choice of $\alpha$.

Our technical machinery may be broadly useful in deriving large-deviation optimal controls in settings where the appropriate target state is apriori unclear. Our analysis is described in Section 5.

Knowledge requirements. We remark that choosing the exponent optimal $\alpha$ requires exact knowledge of $\phi$. However, if a noisy estimate of the service token type distribution is employed to choose $\alpha$ (by maximizing the exponent for the estimated distribution), the resulting SMW policy will nevertheless perform well: (i) it will achieve exponentially small loss (as long as the true $\phi$ satisfies our assumptions), (ii) if the estimate of $\phi$ is close to the true distribution, then the exponent achieved by the chosen $\alpha$ will be close to the estimated exponent based on the estimated distribution, since $\gamma(\alpha)$ given by (10) varies continuously in $\phi$ for each $\alpha \in \text{relint}(\Omega)$.

4.1 State-independent policies and naive state-dependent policies are inferior

State-independent policies. Previous works studying control of circulating resources in networks, e.g., Özkan and Ward (2020) and Banerjee et al. (2021), have proposed state-independent control policies. We show that in our setting, such policies are not competitive with the SMW policies we have proposed. We first formally define state-independent policies.

Definition 2 (State independent policy). We call a scheduling policy $U$ state independent if, for each $K \geq 1$, it maps each $j' \in V_S$, $k \in V_B$, $r \in \mathbb{Z}_+$ to a distribution $u_{j'k}(t_r)$ over $\partial(j') \cup \{\emptyset\}$; for the $r$-th service token arrival with origin $j'$ and destination $k$, the platform serves buffer $i$ drawn independently from distribution $u_{j'k}(t_r)$, ignoring the current state $X(t_r)$ and the history. If $i = \emptyset$ or there is no job at the served buffer, the service token is lost.

The next proposition formalizes that for any state independent policy: (i) Exponentially small loss is impossible (even if service token arrival rates are exactly known), (ii) Given a compatibility graph

\footnote{We suppress the dependence on $K$ in our notation.}
G and a state independent policy, for “almost all” service token type distributions \( \phi \) the loss incurred under the policy does not vanish as \( K \to \infty \); informally, asymptotic optimality fails if \( \phi \) is not exactly known. The proof is in Appendix E.

**Proposition 3** (All state independent policies have inferior performance). Fix a compatibility graph \( G \) and any state-independent scheduling policy \( U \). We have:

1. (Exponentially small loss is impossible.) For any service token type distribution \( \phi \), \( \mathbb{P}^{K,U} = \Omega \left( \frac{1}{K^2} \right) \).
   In particular, \( \gamma(U) = 0 \), where \( \gamma(\cdot) \) is the exponent defined in (2).

2. (For almost all \( \phi \), asymptotic optimality fails.) Let \( \text{Supp}(\phi) \triangleq \{ (j', k) \in V_S \times V_B : \phi_{j'k} > 0 \} \). Fix any subset of service token types \( S \subseteq V_S \times V_B \) such that each server \( j' \in V_S \) has at least one service token type in \( S \). Let \( D(S) \triangleq \{ \phi : \text{Supp}(\phi) = S \} \) be the set of service token type distributions with support \( S \). Then, there is a subset of \( D(S) \) which is open and dense in \( D(S) \) such that for all \( \phi \) in this subset it holds that \( \lim \inf_{K \to \infty} \mathbb{P}^{K,U} > 0 \).

Proposition 3 shows that as \( K \) grows, any state independent policy suffers from inferior performance. There are two possibilities regarding what is known about the service token type distribution \( \phi \):

1. \( \phi \) **exactly known.** In this case, part 1 of Proposition 3 tells us that any state independent policy has loss \( \Omega(\frac{1}{K^2}) \) whereas any SMW policy produces exponentially small loss (Theorem 1 part 1) and moreover SMW(\( \alpha \)) is exponent optimal for \( \alpha \) chosen to maximize \( \gamma(\alpha) \) in (10).

2. \( \phi \) is **not exactly known.** In this case, any state independent policy typically fails to achieve asymptotic optimality (part 2 of Proposition 3) whereas vanilla MaxWeight (or any fixed SMW policy) achieves exponentially small loss.

5 **Analysis of Scaled MaxWeight Policies: Proof of Theorem 1**

In this section, we prove that any SMW policy is exponent optimal given its resting state, and derive explicitly the throughput-loss exponent achieved, and the most likely sample paths leading to throughput loss. In Section 5.1, we follow the standard approach for large deviations analyses and characterize the system behavior in the fluid scale through fluid sample paths and fluid limits. In Section 5.2 we take a novel approach to define a family of Lyapunov functions parameterized by the desired state, since we do not know the ideal state for the system. In Section 5.3 we follow Venkataramanan and Lin (2013) and show that if the Lyapunov function (centered at the starting state) is scale-invariant and sub-additive, a policy that performs steepest descent on this Lyapunov function is exponent optimal. In Section 5.4 we prove that each SMW policy performs steepest descent on the Lyapunov function centered at its resting state and is hence exponent optimal given its resting state. We also explic-
itly characterize the optimal exponent, the most likely sample paths leading to throughput loss, and
the critical subsets (i.e., the subsets that are most likely to be depleted of jobs). Finally, we deduce
Theorem 1.

5.1 Fluid Sample Paths and Fluid Limits

For any stationary scheduling policy $U \in U$ defined in Section 2, we define the scaled service token
and queue-length sample paths by (the former was defined in (5))

$$\bar{A}_{j^k}^K(t) \triangleq \frac{1}{K} A_{j^k}^K(t), \quad \bar{X}_i^{K,U}(t) \triangleq \frac{1}{K} X_i^{K,U}(t),$$

(12)

Note that for a fixed policy (with specified tie-breaking rules), each given service token sample path
and initial state uniquely determines the state sample path. We denote this correspondence by

$$\Psi^{K,U}_{j^k} : (\bar{A}_{j^k}(\cdot), \bar{X}_{j^k}(0)) \mapsto \bar{X}_{j^k}(\cdot).$$

To obtain a large deviation result, we need to study the service token process and the queue-length
process in the fluid scaling, as captured in (12). We take the standard approach of fluid sample paths
(FSP) (see Stolyar 2003, Venkataramanan and Lin 2013).

**Definition 3 (Fluid sample paths).** We call a pair $(\bar{A}(\cdot), \bar{X}^U(\cdot))_T \triangleq (\bar{A}(\cdot), \bar{X}^U(\cdot))_{t \in [0,T]}$ a fluid sample
path on $[0,T]$ (under stationary policy $U$) if there exists a sequence

$$((\bar{A}(\cdot))_{t \in [0,T]}, \bar{X}^{K,U}(0), (\Psi^{K,U}(\bar{A}(\cdot), \bar{X}^{K,U}(0)))_{t \in [0,T]}$$

where $\bar{A}(\cdot)$ are scaled service token sample paths and $\bar{X}^{K,U}(0) \in \Omega$, such that it has a subsequence
which converges to $((\bar{A}(\cdot))_{t \in [0,T]}, \bar{X}^U(0), (\bar{X}^U(\cdot))_{t \in [0,T]} )$ uniformly on $[0,T]$.

In short, FSPs include both typical and atypical sample paths. Recall Fact 1, which gives the
likelihood for an unlikely event to occur based on the most likely fluid sample path that causes the
event. Accordingly, the large deviations analysis in Section 5.4 will identify the most likely FSP that
leads to throughput loss.

**Fluid limits** are fluid sample paths that characterize typical system behavior, as they are the formal
limits in the Functional Law of Large Numbers (Dai 1995).

**Definition 4 (Fluid limits).** We call a pair $(\bar{A}(\cdot), \bar{X}^U(\cdot))_T$ a fluid limit on $[0,T]$ (under stationary
policy $U$) if (i) the pair $(\bar{A}(\cdot), \bar{X}^U(\cdot))_T$ is a fluid sample path; (ii) we have $\bar{A}_{j^k}(t) = \phi_{j^k} t$, for all
$j^k \in V_S, k \in V_B$ and all $t \in [0,T]$.

5.2 A family of Lyapunov functions

Lyapunov functions are a useful tool for analyzing complex stochastic systems. In open queuing
networks the ideal state is one in which all queues are empty, and correspondingly the Lyapunov
function is chosen to achieve its minimum value in the ideal state, e.g., the sum of squared queue lengths Lyapunov function is a popular choice (Tassiulas and Ephremides 1992, Eryilmaz and Srikant 2012, etc.), while others have also used piecewise linear Lyapunov functions (Bertsimas et al. 2001, Venkataramanan and Lin 2013, etc.). Since our setting is a closed queueing network and ideal state is unknown, we instead construct a novel approach. We define a family of piecewise linear Lyapunov functions, parameterized by the desired state $\alpha$, such that the function achieves its minimum at $\alpha$.

**Definition 5.** For each $\alpha \in \text{relint}(\Omega)$, define Lyapunov function $L_\alpha(x) : \Omega \to [0,1]$ as $L_\alpha(x) \triangleq 1 - \min_i \frac{x_i}{\alpha_i}$.

The intuition behind our definition is as follows. The Lyapunov function value is jointly determined by the desired state $\alpha$ of the system (under some policy) and our objective of avoiding throughput loss, and can be interpreted as the energy of the system at each state. The desired state should have minimum energy, and the most undesirable states should have maximum energy. In our case the boundary $\partial \Omega$ of $\Omega$ is most undesirable since throughput loss only happens there, and correspondingly, $L_\alpha(x) = 1$ for $x \in \partial \Omega$, whereas $L_\alpha(\alpha) = 0$ as we want. In general, for $x \in \Omega$, $L_\alpha(x)$ is one minus the smallest scaled queue length, given scaling factors $\alpha$. See Figure 3 for an illustration.

These functions moreover have the following properties which play a key role in our analysis:

**Lemma 1 (Key properties of $L_\alpha(\cdot)$).** For $L_\alpha(\cdot)$ with $\alpha \in \text{relint}(\Omega)$, we have:

1. Scale-invariance (about $\alpha$). $L_\alpha(\alpha + c\Delta x) = cL_\alpha(\alpha + \Delta x)$ for any $c > 0$ and $\Delta x \in \mathbb{R}^m$ such that $1^T \Delta x = 0$ and $\alpha + \Delta x \in \Omega$, $\alpha + c\Delta x \in \Omega$.

2. Sub-additivity (about $\alpha$). $L_\alpha(\alpha + \Delta x + \Delta x') \leq L_\alpha(\alpha + \Delta x) + L_\alpha(\alpha + \Delta x')$ for any $\Delta x, \Delta x' \in \mathbb{R}^m$ such that $1^T \Delta x = 1^T \Delta x' = 0$ and $\alpha + \Delta x + \Delta x', \alpha + \Delta x, \alpha + \Delta x' \in \Omega$.

The proof of Lemma 1 is in Appendix A.

Figure 3: Sub-level sets of $L_\alpha$ when $|V_B| = |V_S| = 3$. State space $\Omega$ is the probability simplex in $\mathbb{R}^3$, and its boundary coincides with $\{x : L_\alpha(x) = 1, 1^T x = 1\}$. The minimum value is achieved at $\alpha$; $L_\alpha(\alpha) = 0$. 
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A time $t \in (0, T)$ is said to be a regular point of an FSP $(\bar{A}(\cdot), \bar{X}^U(\cdot))_T$ if $\bar{A}(\cdot), \bar{X}^U(\cdot), L_\alpha(\bar{X}^U(\cdot))$ are all differentiable at time $t$. Because of the Large Deviations Principle (Fact 1), it will suffice in our analysis to consider only the FSPs that have absolutely continuous service token sample paths. Now, if $\bar{A}(\cdot)$ is absolutely continuous, then so are $\bar{X}^U(\cdot)$ and $L_\alpha(\bar{X}^U(\cdot))$, and as a result almost all $t$ are regular: For any policy $U \in \mathcal{U}$ and FSP $(\bar{A}(\cdot), \bar{X}^U(\cdot))_T$, it holds that for any $t, t'$, $||\bar{X}^U(t) - \bar{X}^U(t')||_1 \leq 2||\bar{A}(t) - \bar{A}(t')||_1$ because jobs relocate only when service token arrives, and $|L_\alpha(\bar{X}^U(t)) - L_\alpha(\bar{X}^U(t'))| \leq \frac{1}{\min_{i \in \mathcal{V}_B} \alpha_i} ||\bar{X}(t) - \bar{X}(t')||_\infty \leq \frac{1}{\min_{i \in \mathcal{V}_B} \alpha_i} ||\bar{X}(t) - \bar{X}(t')||_1$ (see Appendix A for the short proof). As a result, if $\bar{A}(\cdot)$ is absolutely continuous then so are $\bar{X}(\cdot)$ and $L_\alpha(\bar{X}^U(\cdot))$.

5.3 Sufficient conditions for exponent optimality

In this section, given a starting state, we provide a converse bound on the exponent for any stationary policy $U \in \mathcal{U}$, and derive sufficient conditions for a policy to achieve this bound.

We use the intuition from differential games (see, e.g., Atar et al. 2003) to informally illustrate the interplay between the control and the most likely sample path leading to throughput loss. Consider a zero-sum game between the adversary (nature) who chooses the fluid-scale service token arrival process $\bar{A}(\cdot)$, and the controller who decides the scheduling rule $U$, where the adversary minimizes the large-deviation “cost” of a service token sample path that leads to throughput loss. Specifically, the adversary’s cost for a service token sample path $\bar{A}(\cdot)$ is the rate function defined in (8), i.e., the exponent. The converse bound we will obtain next will correspond to the adversary playing first and choosing the minimum cost time-invariant service token sample path that ensures throughput loss. The following pleasant surprises will emerge subsequently: (i) we will find an equilibrium in pure strategies to the aforementioned zero-sum game, (ii) the converse will turn out to be tight, i.e., the adversary’s equilibrium service token sample path will be time invariant, (iii) the controller’s equilibrium scheduling strategy will be an SMW policy with specific $\alpha$ (this simple policy will satisfy the sufficient conditions for achievability we will state immediately after our converse, in Proposition 4).

We provide a policy-independent upper bound on the exponent that only depends on the starting state. First, for any $f \in \mathbb{R}^{n \times m}_+$, define

$$X_f \triangleq \left\{ \Delta x \mid \begin{array}{l}
\Delta x_i = \sum_{j' \in \mathcal{V}_S} f_{j'i} - \sum_{j' \in \partial(i)} d_{ij'} \left( \sum_{k \in \mathcal{V}_B} f_{j'k} \right), \quad \forall i \in \mathcal{V}_B \\
\sum_{i \in \partial(j')} d_{ij'} = 1, \quad d_{ij'} \geq 0, \quad \forall i \in \mathcal{V}_B, j' \in \mathcal{V}_S
\end{array} \right\},$$

which is the attainable change of (normalized) state in unit time, given that the average service token arrival rates during this period are $f$ and assuming no service token is wasted. (Here $(d_{ij'})_{i \in \partial(j')}^\ast$ is the chosen scheduling distribution over buffers neighboring $j'$ for scheduling jobs to be served by
service tokens originating at \( j' \). Then given starting state \( \alpha \), the attainable states at time \( T \) belong to \( \alpha + T \mathcal{X}_f \triangleq \{ y \in \mathbb{R}^m : y = \alpha + T x, x \in \mathcal{X}_f \} \), if no service token is wasted during \([0, T]\) and the average service token arrival rate is \( f \). We obtain an upper bound on the throughput-loss exponent by considering the most likely \( f \) and \( T \) such that \( \alpha + T \mathcal{X}_f \) lies entirely outside the state space \( \Omega \). Because the true state must lie in \( \Omega \), there must be service token wasted during \([0, T]\), no matter the scheduling rule \( d \) used by the controller.

**Lemma 2** (Converse bound on the exponent). For any stationary policy \( U \in \mathcal{U} \), it holds that

\[
- \liminf_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K, U} \leq \sup_{\alpha \in \text{relint}(\Omega)} \gamma_{CB}(\alpha),
\]

where, for \( \Lambda^*(\cdot) \) given by (6), \( \gamma_{CB}(\alpha) \triangleq \inf_{f \in \mathbb{R}^n_{\geq 0} : v_\alpha(f) > 0} \frac{\Lambda^*(f)}{v_\alpha(f)} \), and \( v_\alpha(f) \triangleq \min_{\Delta x \in \mathcal{X}_f} L_\alpha(\alpha + \Delta x) \).

We now provide an informal explanation for the form of this key lemma. The \( \alpha \) in (14) captures the most frequently visited (normalized) state (the “resting” state) in steady state under \( U \), and \( \gamma_{CB}(\alpha) \) is an upper bound on the exponent given the most frequent state \( \alpha \). Let us informally describe the expression for \( \gamma_{CB}(\alpha) \). Suppose the system starts in state \( \alpha \). Then \( v_\alpha(f) \) is the minimum rate of increase of \( L_\alpha(\cdot) \) under service token arrival rates \( f \), no matter the scheduling distributions \( d \). So, starting at \( \alpha \) and under time-invariant service token arrival rates \( f \), the state hits \( \partial \Omega \) and service token is wasted in time at most \( 1/v_\alpha(f) \), implying a throughput-loss exponent of at most \( \frac{\Lambda^*(f)}{v_\alpha(f)} \). The upper bound \( \gamma_{CB}(\alpha) \) follows from minimizing over \( f \) since nature can choose any \( f \). Finally, the bound in (14) takes the supremum over \( \alpha \) since the policy can choose its resting state. The proof of Lemma 2 is in Appendix B.

Recall that for a function \( g(\cdot) : \mathbb{R}_+ \to \mathbb{R}^d \) for some positive integer \( d \), we use \( \dot{g}(t) \) to denote the derivative of \( g \) at time \( t \) when the derivative exists.

The following proposition provides sufficient conditions for a policy to achieve the converse bound exponent \( \gamma_{CB}(\alpha) \). The conditions are requirements on the time derivative of \( L_\alpha(\mathcal{X}^U(t)) \).

**Proposition 4** (Sufficient conditions). Fix \( \alpha \in \text{relint}(\Omega) \). Let \( U \in \mathcal{U} \) be a stationary, non-idling policy. Suppose that for each regular point \( t \), the following hold:

1. (Steepest descent). For any service token fluid sample path \( \bar{A}(\cdot) \), we have
   \[
   \dot{L}_\alpha(\mathcal{X}^U(t)) = \inf_{U' \in \mathcal{U}_{\text{ni}}} \left\{ \dot{L}_\alpha(\mathcal{X}^{U'}(t)) \mid \mathcal{X}^{U'}(t) = \mathcal{X}^U(t) \right\},
   \]
   for corresponding queue-length sample paths satisfying \( \mathcal{X}^U(t) \neq \alpha \) and \( L_\alpha(\mathcal{X}^U(t)) < 1 \), where \( \mathcal{U}_{\text{ni}} \) is the set of non-idling policies;
2. (Negative drift). There exists \( \eta > 0 \) and \( \epsilon > 0 \) such that for all FSPs \((\bar{A}(\cdot), \bar{X}(\cdot))\) satisfying \( \bar{A}(t) \in B(\phi, \epsilon) \) and \( \bar{X}(t) \neq \alpha \), we have \( \dot{L}_\alpha(\bar{X}(t)) \leq -\eta \). Here \( B(\phi, \epsilon) \) is a ball with radius \( \epsilon \) centered on the typical service token type distribution \( \phi \).

Then we have \( \gamma(U) = \gamma_{\text{CB}}(\alpha) \).

Informally, the negative drift property requires the policy to have negative Lyapunov drift for near typical service token arrival rates, as long as the current state is not \( \alpha \). This property forces the state to return to \( \alpha \).

The full proof of Proposition 4 is quite technical and is included in Appendix C, but the key idea is straightforward. Given starting state \( \alpha \), the (i) steepest descent property of \( U \) and (ii) the scale-invariance and sub-additivity of \( L_\alpha(\cdot) \), together ensure that the speed at which \( L_\alpha(\cdot) \) increases under \( U \) cannot exceed the minimum speed \( v_\alpha(f) \) in the converse construction (Lemma 2) for \( f \triangleq \dot{A}(t) \).

Mathematically,

\[
\dot{L}_\alpha(\bar{X}(t)) \bigg|_{\bar{A}(t) = f} = \inf_{U' \in U_{ni}} \left\{ \dot{L}_\alpha(\bar{X}'(t)) \bigg| \dot{A}(t) = f \right\} \quad \text{(steepest descent)}
\]

\[
= \min_{\Delta x \in X_f} \lim_{\Delta t \to 0} \frac{L_\alpha(\bar{X}(t) + \Delta x \Delta t) - L_\alpha(\bar{X}(t))}{\Delta t} \quad \text{(definition of } X_f\text{)}
\]

\[
\leq \min_{\Delta x \in X_f} \lim_{\Delta t \to 0} \frac{L_\alpha(\alpha + \Delta x \Delta t)}{\Delta t} \quad \text{(sub-additivity of } L_\alpha\text{, Lemma 1)}
\]

\[
= \min_{\Delta x \in X_f} L_\alpha(\alpha + \Delta x) = v_\alpha(f) \quad \text{(scale-invariance of } L_\alpha\text{, Lemma 1)}
\]

As a result, the throughput-loss exponent under \( U \) is no worse than \( \gamma_{\text{CB}}(\alpha) \).

### 5.4 Optimality of SMW policies, explicit exponent, and critical subsets

In this section, we verify that SMW policies satisfy the sufficient conditions in Proposition 4. In doing so, we reveal the critical subset structure of the most-likely sample paths for throughput loss and derive the explicit exponent for SMW(\( \alpha \)). Proofs for this section are in Appendix D.

The following lemma shows that the Lyapunov drift only depends on the nodes with shortest scaled queue lengths, its service of jobs from these queues.

**Lemma 3** (SMW(\( \alpha \)) causes steepest descent). Let \((\bar{A}, \bar{X}^U)\) be any FSP under any non-idling policy \( U \) on \([0, T]\), and consider any \( \alpha \in \text{relint}(\Omega) \). For a regular \( t \in [0, T] \), define:

\[
S_1(\bar{X}(t)) \triangleq \left\{ k \in V_B : k \in \arg\min \frac{\bar{X}^U_k(t)}{\alpha_k} \right\},
\]

\[
S_2(\bar{X}(t), \dot{\bar{X}}(t)) \triangleq \left\{ k \in S_1(\bar{X}(t)) : k \in \arg\min \frac{\dot{\bar{X}}^U_k(t)}{\alpha_k} \right\}.
\]
All the derivatives are well defined since \( t \) is regular. We have
\[
\dot{L}_\alpha(\bar{X}^U(t)) = -\frac{\dot{X}_k^U(t)}{\alpha_k} \quad \text{for any } k \in S_2(\bar{X}^U(t), \dot{X}^U(t))
\]
(16)
\[
\geq -\frac{1}{1_{S_2}^{\alpha}}\left( \sum_{j' \in V_2; k' \in S_2} \dot{A}_{j'k}(t) - \sum_{j' \in V_2; \partial(j') \subseteq S_2; k \in V_B} \dot{A}_{j'k}(t) \right)
\]
(17)
for \( \bar{X}^U(t) \neq \alpha \) and \( L_\alpha(\bar{X}^U(t)) < 1 \). Inequality (17) holds with equality under SMW(\( \alpha \)), i.e., SMW(\( \alpha \)) satisfies the steepest descent property in Proposition 4.

In Lemma 4, we prove that SMW(\( \alpha \)) satisfies the negative drift property. In particular, the drift \( \eta \) is related to the Hall's gap (i.e., the slack in the CRP condition) of the network; see Appendix D for details.

**Lemma 4** (SMW(\( \alpha \)) satisfies negative drift). For any \( \alpha \in \text{relint}(\Omega) \), under Assumptions 1, 2 and 3, the policy SMW(\( \alpha \)) satisfies the negative drift condition in Proposition 4.

Before proceeding with our analysis, we point out that Lemma 4 implies that \( \alpha \) is the unique resting state of SMW(\( \alpha \)) policy.

**Proposition 5** (Resting state of SMW(\( \alpha \))). Suppose Assumptions 1, 2 and 3 hold. For any \( \alpha \in \text{relint}(\Omega) \), there exists \( T_0 > 0 \) such that any fluid limit \((\bar{X}, \dot{X})\) on \([0, T]\) (where \( T > T_0 \)) under SMW(\( \alpha \)) satisfies \( \dot{X}(t) = \alpha \) for all \( t \in [T_0, T] \).

Combining Proposition 4 with Lemmas 3 and 4, we immediately deduce that SMW(\( \alpha \)) achieves the best possible exponent given resting state \( \alpha \).

**Corollary 1.** For any \( \alpha \in \text{relint}(\Omega) \), we have \( \gamma(\alpha) = \gamma_{\text{CB}}(\alpha) \).

We argued in Section 5.3 that the most likely queue-length sample path leading to throughput loss with initial state \( \alpha \) should be radial: when the controller chooses an exponent-optimal policy, the adversary picks a constant arrival rate \( f \) such that the sample path of queue lengths is radial starting at \( \alpha \), and the Lyapunov function increases at a constant rate. From Lemma 3 we see that the rate at which the Lyapunov function increases depends on the (scaled) inflow and outflow rate of jobs in each subset. Since the most likely queue-length sample path is radial, this sample path should drain the jobs of one subset (the critical subset), and that subset will determine the throughput-loss exponent. We next lemma obtains an explicit expression for \( \gamma_{\text{CB}}(\alpha) \) and the most likely service token FSP forcing throughput loss.
Lemma 5. Recall the definitions of $J$ in (9) and $B_J, \lambda_J$ and $\mu_J$ in (10). For any $\alpha \in \text{relint}(\Omega)$, we have $\gamma_{CB}(\alpha) = \min_{J \in \mathcal{J}} B_J \log(\lambda_J / \mu_J)$. Moreover, the infimum in the definition of $\gamma_{CB}(\alpha)$ in Lemma 2 is achieved by the following $f^*$: for any $J^* \in \arg\min_{J \in \mathcal{J}} B_J \log(\lambda_J / \mu_J)$,

$$f^*_{j'k} \triangleq \begin{cases} 
\hat{\phi}_{j'k} \lambda_{J^*} / \mu_{J^*} & \text{for } j' \in J^*, k \notin \partial(J^*), \\
\hat{\phi}_{j'k} \mu_{J^*} / \lambda_{J^*} & \text{for } j' \notin J^*, k \in \partial(J^*), \\
\hat{\phi}_{j'k} & \text{otherwise}.
\end{cases} \quad (18)$$

Remark 2 (Critical subset property). Lemma 5 provides the most likely service token sample path that leads to throughput loss under any scheduling policy that is exponent optimal, starting at state $\alpha$. We observe the critical subset property:

- (Adversary's strategy) For each starting state $\alpha \in \text{relint}(\Omega)$, there is (are) corresponding critical subset(s) $J^* \in \arg\min_{J \in \mathcal{J}} B_J \log(\lambda_J / \mu_J)$, such that the most likely service token sample path forcing throughput loss drains a critical subset.

- (Controller's strategy) If the current state $x$ is on the most likely sample path forcing throughput loss in critical subset $J^*$ starting at $\alpha$, an exponent optimal policy (for given $\alpha$) will maximally protect $J^*$ at $x$, i.e., the policy will serve jobs in $\partial(J^*)$ exclusively using service tokens originating in $J^*$. Lemma 3 tells us that $\text{SMW}(\alpha)$ is such a policy.

We can now prove the main theorem.

Proof of Theorem 1. Lemma 2 along with the explicit expression for $\gamma_{CB}(\alpha)$ provided by Lemma 5 yields the converse result (part 2 of the theorem).

Achievability (part 1 of the theorem) follows from Corollary 1 along with the explicit expression for $\gamma_{CB}(\alpha)$ provided by Lemma 5.  

\hfill \Box

6 Buffer Space Planning and Dynamic Scheduling in Open Networks

In this section, we consider a parallel-server system (see, e.g., Mandelbaum and Stolyar 2004, Shi et al. 2019) with fixed total buffer space $K$, and a queue associated with each job type. At the beginning, the system controller needs to make a (static) buffer space planning decision which determines the buffer size of each queue. Then the controller needs to dynamically schedule waiting jobs to compatible servers, with the objective of minimizing the steady-state buffer overflow probability (of any queue).

We show that with only slight modifications, our model and results translate fully to this open network

Remark 2 applies to throughput lost over a (long) finite horizon given starting state $\alpha$. $\text{SMW}(\alpha)$ further forces the state to return to $\alpha$ (negative drift), so our observations carry over to the steady state as well under that policy.
model, thus providing novel prescriptive insights into buffer space planning and dynamic scheduling control of such systems.

6.1 The parallel-server system

We now provide a detailed description of the model.

**Parallel servers.** The set of graph primitives is the same as in the previous model, i.e., it consists of a compatibility graph \( G(V_B \cup V_S, E) \). We let \( m = |V_B|, n = |V_S| \). Here \( V_B \) is the finite set of buffers, one associated with each job type, and \( V_S \) is the finite set of servers. The neighborhood of \( i \in V_B \) in \( G \) consists of the servers that can serve buffer \( i \), which is denoted by \( \partial(i) \subseteq V_S \). The neighborhood of \( j' \in V_S \) in \( G \) consists of the buffers that server \( j' \) can serve, which is denoted by \( \partial(j') \subseteq V_B \). Type \( i \) jobs arrive at buffer \( i \in V_B \) according to a Poisson process with rate \( \lambda_i \). Type \( j' \) service tokens arrive at server \( j' \in V_S \) according to a Poisson process with rate \( \mu_{j'} \).

**Finite buffers with fixed total size.** The sum of the buffer sizes of the \( m \) queues is given by \( K \) in the \( K \)-th system. At the beginning, the system operator needs to decide the buffer size of each queue, denoted by \( \alpha_i K \) for queue \( i \), subject to \( \sum_{i \in V_B} \alpha_i = 1 \). Denote the queue lengths at time \( t \) as \( X^K(t) = [X^K_1(t), \ldots, X^K_m(t)] \). If a buffer is full, the jobs arriving to it will be lost.

**Dynamic scheduling.** After making the static decision of buffer sizing, the system controller’s control lever is *dynamic scheduling*: when a service token of type \( j' \) arrives, the controller chooses the queue it serves. If all compatible buffers are empty, then the service token is lost. As in the previous model, it suffices to consider stationary policies \( U \), which is formally defined as a sequence of mappings, indexed by the total buffer size \( K \), that map the current queue length \( X^K \) and service token type \( j' \in V_D \) to \( \partial(j') \cup \{\emptyset\} \). Let \( t_r \) be the \( r \)-th service token arrival epoch after time 0. Denote the state of the system just before \( t_r \) by \( X^K(t_r^-) \) (the initial state is \( X^K(0) \)). Now suppose the controller uses a scheduling policy \( U \), and the \( r \)-th service token is of type \( o[r] \). Let \( S[r] \triangleq U^K[X^K(t_r^-)](o[r]) \) be the chosen queue (potentially \( \emptyset \)). Formally, when a service token arrives,

\[
X^K(t_r) \triangleq \begin{cases} 
X^K(t_r^-) - e_{S[r]} & \text{if } S[r] \in V_S, \\
X^K(t_r^-) & \text{if } S[r] = \emptyset.
\end{cases}
\]

**Performance measure.** We consider a system controller who tries to minimize the buffer overflow probability. We define the performance measure in a similar way as in (1):

\[
\mathbb{P}^{K,U} \triangleq \lim_{T \to \infty} \frac{1}{T} \mathbb{E} \left( \int_{t=0}^{T} I \left\{ X^{K,U}(s) \geq \lfloor \alpha_i K \rfloor \right\} ds \right), \quad (19)
\]
Similarly, for policy $U$, we define buffer-overflow exponent $\gamma(U)$ as below:

$$\gamma(U) \triangleq -\limsup_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K,U},$$

(20)

**Complete Resource Pooling condition (for parallel-server systems).** We require the following CRP condition on the network primitives $G, \lambda$ and $\mu$ for our main result in this section.

**Assumption 4.** We assume that for all subsets $I \subset V_B$ where $I \neq \emptyset$, it holds that $\lambda_I < \mu_I$ for $\lambda_I \triangleq \sum_{i \in I} \lambda_i$ and $\mu_I \triangleq \sum_{j' \in \partial(I)} \mu_{j'}$.

Intuitively, Assumption 4 assumes that for each subset $I \subset V_B$ of buffers, the (optimistic) service rate of jobs in $I$ is faster than the job arrival rate to $I$.

### 6.2 Optimal buffer sizing, SMW, and main result

Leveraging the similarity between the current model and the previous model introduced in Section 2, we show that for this model SMW also achieves exponentially decaying job loss. Crucially, if the (static) buffer sizing decision is $\alpha \in \text{relint}(\Omega)$, it suffices to consider the SMW policy with the same parameter $\alpha$. The formal definition of SMW in this setting is as follows:

**Definition 6 (SMW($\alpha$) for parallel-server systems).** Fix $\alpha \in \text{relint}(\Omega)$, i.e., $\alpha \in \mathbb{R}^m$ such that $\alpha_i > 0 \ \forall i \in V_S$ and $\sum_{i \in V_S} \alpha_i = 1$. Given system state $X(t_r^-)$ just before the $r$-th service token and for demand with type $j'$, SMW($\alpha$) serves queue

$$\text{argmax}_{k \in \partial(j')} \frac{X_k(t_r^-)}{\alpha_k}$$

if $X_i(t_r^-) > 0$; otherwise the request is lost. (If there are ties when determining the argmax, it assigns from the queue with highest index.)

The following performance guarantee similar to Theorem 1 holds for SMW($\alpha$) under the CRP condition (Assumption 4).

**Theorem 2 (Result for parallel-server systems).** For any parallel-server system $(G, \lambda, \mu)$ satisfying Assumption 4, we have:

1. **Exponentially small loss under any SMW policy:** For any $\alpha \in \text{relint}(\Omega)$, if the buffer size of queue $i$ is chosen to be $\alpha_i K$, SMW($\alpha$) achieves exponential decay of the buffer-overflow probability in $K$ with exponent,

$$\gamma(\alpha) = \min_{I \subset V_S, I \neq \emptyset} B_I \log \left( \frac{\mu_I}{\lambda_I} \right) > 0,$$

(21)
where \( B_I \triangleq 1_I^T \alpha \), \( \lambda_I \triangleq \sum_{i \in I} \lambda_i \), and \( \mu_I \triangleq \sum_{j' \in \partial(I)} \mu_{j'} \).

(22)

2. **There is an exponent optimal SMW policy:** Under any buffer sizing and scheduling policy \( U \), it must be that

\[
\gamma(U) \leq \bar{\gamma}, \quad \text{where} \quad \bar{\gamma} = \sup_{\alpha \in \text{relint}(\Omega)} \gamma(\alpha).
\]

(23)

Thus, there is a buffer sizing decision and corresponding SMW rule that achieves an exponent arbitrarily close to the optimal one.

The proof of Theorem 2 is almost identical to that of Theorem 1, hence we do not write a separate proof for it, and limit ourselves to summarizing how the proof of Theorem 1 can be reused: Part 1 of Theorem 2 states that given a buffer sizing decision \( \alpha \), SMW(\( \alpha \)) maximizes the buffer-overflow exponent. To establish this, we define Lyapunov function \( L_\alpha(x) = \max_{i \in V} B_i x_i \alpha_i \) which achieves its minimum at where queues are identically zero, and achieves maximum if and only if some buffer is full. Similar to the proof of Theorem 1, we can show that SMW(\( \alpha \)) executes steepest descent on this Lyapunov function, hence it is exponent-optimal. We then optimize over \( \alpha \) and obtain the optimal buffer sizing decision, thus proving part 2 of Theorem 2.

7 Discussion

In this paper we study dynamic scheduling control of a closed queueing network. We introduce a family of state-dependent scheduling policies called Scaled MaxWeight (SMW) and prove that they have superior performance in terms of maximizing throughput, compared with state-independent policies including previously proposed policies. In particular, we construct an SMW policy that (almost) achieves the optimal large deviation rate of decay of throughput loss. Our analysis also uncovers the structure of the problem: given system state, throughput loss is most likely to happen within state-dependent critical subsets of servers. The optimal SMW policy protects all critical subsets simultaneously. SMW policies are simple and explicit, and hence have the potential to influence practice in applications such as shared transportation systems. Our work provides the first large deviations analysis under complete resource pooling, yielding sharp control insights. We also show how the methodology we introduce may inspire similar analyses in open networks, e.g., obtaining exponent optimal controls when there is a shared finite buffer for multiple queues.
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Appendix

This technical appendix is organized as follows. We prove our main result, Theorem 1, in Appendices A-D. In particular:

- Appendix A establishes key properties of our Lyapunov functions, including the proof of Lemma 1.
- Appendix B includes the proof of Lemma 2, a converse bound on the throughput-loss exponent.
- Appendix C includes the proof of Proposition 4, containing sufficient conditions for a policy to achieve the optimal exponent.
- Appendix D shows that the SMW policy satisfies the sufficient conditions for exponent optimality, and derives explicitly the optimal exponent and most-likely sample paths, including the proofs of Lemma 3, Lemma 4, and Lemma 5.

Appendix E shows the necessity of the assumptions and state-dependent control, including the proofs of Propositions 1, 2 and 3.

A Properties of the Lyapunov functions $L_\alpha(x)$

A.1 Scale-invariance and sub-additivity (about $\alpha$): proof of Lemma 1

**Proof of Lemma 1.** (i) For $c > 0$, $\alpha \in \text{relint}(\Omega)$, we have

$$L_\alpha(\alpha + c\Delta x) = 1 - \min_i \frac{\alpha_i + c\Delta x_i}{\alpha_i} = -\min_i \frac{c\Delta x_i}{\alpha_i} = -c \min_i \frac{\Delta x_i}{\alpha_i} = cL_\alpha(\alpha + \Delta x).$$

(ii) For $\alpha \in \text{relint}(\Omega)$, we have

$$L_\alpha(\alpha + \Delta x + \Delta x') = 1 - \min_i \frac{\alpha_i + \Delta x_i + \Delta x'_i}{\alpha_i} = -\min_i \frac{\Delta x_i + \Delta x'_i}{\alpha_i} \leq -\min_i \frac{\Delta x_i}{\alpha_i} - \min_i \frac{\Delta x'_i}{\alpha_i} = L_\alpha(\alpha + \Delta x) + L_\alpha(\alpha + \Delta x').$$

\[\square\]

A.2 Regularity properties

The following lemma is a collection of regularity properties of $L_\alpha(x)$ that are useful in the following proofs.

**Lemma 6.** For $\alpha \in \text{relint}(\Omega)$ and $L_\alpha(x)$ specified in Definition 5, we have

1. $L_\alpha(x) \geq 0$ for all $x \in \Omega$, and $L_\alpha(x) = 0$ if and only if $x = \alpha$.

2. $L_\alpha(x)$ is globally Lipschitz on $\Omega$, i.e. for any $x_1, x_2 \in \Omega$, we have

$$|L_\alpha(x_1) - L_\alpha(x_2)| \leq \frac{1}{\min_i \alpha_i} ||x_1 - x_2||_{\infty}.$$
Proof of Lemma 6. Property 1 is easy to verify hence we omit the proof.

For property 2, note that
\[
|L_\alpha(x_1) - L_\alpha(x_2)| = \left| \min_i \frac{x_{1,i}}{\alpha_i} - \min_i \frac{x_{2,i}}{\alpha_i} \right| \leq \min_i \frac{|x_{1,i} - x_{2,i}|}{\alpha_i} \leq \frac{1}{\min_i \alpha_i} |x_1 - x_2|_\infty.
\]

\[\square\]

B Converse bound on the exponent: proof of Lemma 2

In this section, we prove Lemma 2, the converse bound on the exponent for any policy \(U \in \mathcal{U}\). The proof consists of three steps:

- **Step 1:** For each stationary policy \(U \in \mathcal{U}\) we define a state \(\tilde{\alpha} \in \text{relint}(\Omega)\) such that the state visits the neighborhood of \(\tilde{\alpha}\) frequently enough. In the following steps we will bound the throughput-loss exponent of \(U\) by \(\gamma_{\text{CB}}(\tilde{\alpha})\).

- **Step 2:** Given that the system’s initial state is close to \(\tilde{\alpha}\), we construct a set of service token sample paths that are guaranteed to lead to a throughput loss regardless of the policy used. To this end, we compute \(v_{\tilde{\alpha}}(f)\), which the minimum rate of increase of \(L_{\tilde{\alpha}}(\cdot)\) under service token arrival rates \(f\) no matter the scheduling distributions. This step is used to lower bound the “one-shot” probability of throughput loss.

- **Step 3:** We use renewal-reward theorem to translate the one-shot throughput-loss probability to steady-state throughput-loss probability. The final bound in (14) takes the supremum over \(\alpha\) since the policy can choose its resting state.

The technique used in step 2 follows from Proposition 9 in Venkataramanan and Lin (2013). The approach in steps 1 and 3 is novel (to the best of our knowledge) and tackles the key challenge of our closed network model, i.e., the policy has the flexibility to choose a resting state, as opposed to open network settings where the resting state is always \(0\).

Proof of Lemma 2. **Step 1:** Find the “frequently visited” state \(\alpha\). Fix a stationary policy \(U \in \mathcal{U}\). For each \(K\), the \(K\)-th system under policy \(U\) is a finite-state Markov chain, whose state space has cardinality smaller than \(K^m\). Since we are deriving the converse bound, let the \(K\)-th system start within a communication class that minimizes steady state throughput loss among all communication classes. Denote the stationary distribution (henceforth it refers to the stationary distribution of the communication class where the initial state belongs to) of (normalized) states as \(\pi^K(\bar{X}^K)\). Then there must exist a (normalized) state \(\bar{X}^K\) such that \(\pi^K(\bar{X}^K) \geq K^{-m}\). Take a subsequence \(\{K_r\}\) of \(\{K\}\)
such that
\[
\lim_{r \to \infty} \frac{1}{K_r} \log \mathbb{P}^{K_r, U} = \liminf_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K, U}.
\]

By compactness of \( \Omega \), there must exist a further subsequence of \( \{K_r\} \), which we denote by \( \{K_{r'}\} \), and \( \alpha \in \Omega \) such that \( \lim_{r' \to \infty} \tilde{X}^{K_{r'}} = \alpha \).

For any \( 0 < \epsilon_1 < \frac{1}{2} \left( \min_{j: \alpha_j > 0} \alpha_j \right) \), define \( \tilde{\alpha} \in \text{relint}(\Omega) \) such that
\[
0 < \tilde{\alpha}_j < \epsilon_1/2 \quad \text{for } j \text{ such that } \alpha_j = 0,
\]
\[
|\tilde{\alpha}_j - \alpha_j| < \epsilon_1/2 \quad \text{for } j \text{ such that } \alpha_j > 0.
\]

Since \( \alpha \) is the limit point of \( \tilde{X}^{K_{r'}} \), there exists \( r'_0(\epsilon) > 0 \) such that \( \forall r' \geq r'_0(\epsilon) \),
\[
0 \leq \tilde{X}_j^{K_{r'}} < \tilde{\alpha}_j \quad \text{for } j \text{ such that } \alpha_j = 0,
\]
\[
|\tilde{X}_j^{K_{r'}} - \alpha_j| < \epsilon_1/2 \quad \text{for } j \text{ such that } \alpha_j > 0.\tag{24}
\]

Inequalities (24) and (25) imply that for \( r' \geq r'_0(\epsilon) \)
\[
|\tilde{X}_j^{K_{r'}} - \tilde{\alpha}_j| \leq \tilde{\alpha}_j < \epsilon_1, \quad \text{for } j \text{ such that } \alpha_j = 0
\]
\[
|\tilde{X}_j^{K_{r'}} - \tilde{\alpha}_j| \leq |\tilde{X}_j^{K_{r'}} - \alpha_j| + |\tilde{\alpha}_j - \alpha_j| < \epsilon_1, \quad \text{for } j \text{ such that } \alpha_j > 0.
\]

Hence \( \|\tilde{X}^{K_{r'}} - \tilde{\alpha}\|_{\infty} < \epsilon_1 \) for \( r' \geq r'_0(\epsilon) \).

We quantify the fact that \( \tilde{\alpha} \) is a "frequently visited" state in the following claim.

**Claim:** Fix \( K = K_{r'} \) that comes from the subsequence defined above. In the \( K \)-th system, define
\[
\tau^K \triangleq \inf \left\{ t > 0 : \tilde{X}^K(t) = \tilde{X}^K | \tilde{X}^K(0) = \tilde{X}_0^K \right\},
\]
then we have \( \mathbb{E}[^{K} \tau] \leq \frac{K^m}{1 - \phi_1} \).

**Proof of claim:** Consider the discrete-time embedded chain of \( \{\tilde{X}^K(\cdot)\} \). Since the initial state \( \tilde{X}^K \) is positive recurrent within its communication class, the expected number of jumps between two consecutive visits to \( \tilde{X}^K \) is inversely proportional to its steady state measure \( \pi^K(\tilde{X}^K) \). By definition of \( \tilde{X}^K \), the expected number of jumps must be no larger than \( K^m \). Since the time between two jumps are i.i.d. exponential variables with mean \( (1^\top \phi_1)^{-1} \), this concludes the proof.

**Step 2:** Lower bound on the "one-shot" throughput loss probability. Fix \( K_{r'} \) and a service token sample path \( \tilde{A}^{K_{r'}}(\cdot) \). For \( t > 0 \), define \( f_{j'k}(t) \triangleq \frac{1}{t} \tilde{A}^{K_{r'}}(t) \), i.e. the average arrival rate of type \((j', k)\) service tokens during \([0, t]\). For stationary policy \( U \), denote the average fraction of service tokens arriving at \( j' \) that serve jobs at \( i \) during this period as \( d_{ij'}^U(t) \) (we omit the superscript \( U \) in the following for notational simplicity). For \( t \geq 0 \), if \( \tilde{X}^{K_{r'}}(0) = \tilde{X}^{K_{r'}} \) and no service token is wasted prior to \( t \), we have
for any \( i \in V_B \)
\[
\dot{X}_i^{K_{r'}}(t) - \dot{X}_i^{K_{r'}} = t \left( \sum_{j' \in V_S} f_{j'i}(t) - \sum_{j' \in \partial(i)} d_{ij'}(t) \left( \sum_{k \in V_B} f_{j'k}(t) \right) \right).
\]
Since \( \alpha_j > 0 \) for any \( j \in V_B \), the Lyapunov function \( L_\alpha(\cdot) \) is well-defined. Evaluate the Lyapunov function at \( (\alpha + X^{K_{r'}}(t) - \dot{X}^{K_{r'}}) \), we have:
\[
L_\alpha (\alpha + X^{K_{r'}}(t) - \dot{X}^{K_{r'}}) = L_\alpha (\alpha + t \left( \sum_{j' \in V_S} f_{j'i}(t) - \sum_{j' \in \partial(i)} d_{ij'}(t) \left( \sum_{k \in V_B} f_{j'k}(t) \right) \right)) \equiv tL_\alpha (\alpha + \sum_{j' \in V_S} f_{j'i}(t) - \sum_{j' \in \partial(i)} d_{ij'}(t) \left( \sum_{k \in V_B} f_{j'k}(t) \right)) \geq t \min_{\Delta \in \mathcal{X}} L_\alpha (\alpha + \Delta x).
\]
Equality \((a)\) holds because the Lyapunov function is scale-invariant with respect to \( \alpha \). Here \( \Delta x \) is the change of (normalized) state in unit time given average service token arrival rate during this period \( f \), and \( \mathcal{X} \) is defined in \((13)\).

Define \( v_\alpha(f) \triangleq \min_{\Delta x \in \mathcal{X}} L_\alpha (\alpha + \Delta x) \), which is the minimum rate the Lyapunov function increases under any policy, given service token arrival rate \( f \). Now we construct a set of service token sample paths that must lead to throughput loss before the system returns to the starting state. First note that \( \{ f : v_\alpha(f) > 0 \} \) is non-empty. To see this, let \( f'_{j'k} \) equal to 1 for some \( j' \) and \( k \notin \partial(j') \), and 0 otherwise (such a pair \( (j',k) \) exists by Assumption 2). This \( f' \) results in a strictly positive\(^{10} \) \( v_\alpha(f') \). Therefore for any \( \epsilon_2 > 0 \) there exists service token arrival rate \( \tilde{f} \) such that
\[
v_\alpha(\tilde{f}) > 0 \quad \text{and} \quad \frac{\Lambda^*(\tilde{f})}{v_\alpha(\tilde{f})} \leq \inf_{f: v_\alpha(f) > 0} \frac{\Lambda^*(f)}{v_\alpha(f)} + \epsilon_2.
\]
It is not hard to show that \( v_\alpha(f) \) is continuous in \( f \), hence there exists \( \epsilon_3 > 0 \) such that for any \( \hat{f} : ||\hat{f} - \tilde{f}||_\infty < \epsilon_3 \), we have
\[
v_\alpha(\hat{f}) > (1 - \epsilon_2) v_\alpha(\tilde{f}) > 0.
\]
Denote \( T \triangleq \frac{1 + \min_{\alpha_j > 0} \alpha_j}{(1 - \epsilon_2) v_\alpha(f)} \), define
\[
\mathcal{B}_\alpha \triangleq \left\{ \mathcal{A}(\cdot) \in C[0,T] \left| \sup_{t \in [0,T]} ||\mathcal{A}(t) - t\tilde{f}||_\infty \leq \epsilon_3 \right. \right\}.
\]
\(^{10}\)To see this, notice that \( L_\alpha(x) > 0 \) for any \( x \in \Omega \setminus \{ \alpha \} \), hence it suffices to show that \( 0 \notin \mathcal{X} \). Because for any \( \Delta x \in \mathcal{X} \), we have \( \Delta x_k = f'_{j'k} > 0 \), hence \( 0 \notin \mathcal{X} \). This concludes the proof.
For any service token arrival sample path \( \bar{A}(\cdot) \in \mathcal{B}_{\bar{\alpha}} \), we will show that for \( t \in [0, T] \) the followings are true: (i) normalized state \( \bar{X}^K(t) \) does not hit \( \bar{X}^K \) before any service token is wasted; (ii) at least one service token is wasted.

To prove (i), define function \( \bar{L}_{\bar{\alpha}}(\bar{X}) \triangleq L_{\bar{\alpha}}(\bar{\alpha} + \bar{X} - \bar{X}^K) \). By definition, we have \( \bar{L}_{\bar{\alpha}}(\bar{x}) > 0 \) for any \( \bar{x} \in \{ \bar{x} \in \mathbb{R}^m : 1^\top \bar{x} = 1 \}\{\bar{\alpha}\} \), hence we have that \( \bar{L}_{\bar{\alpha}}(\bar{X}) > 0 \) for any \( \bar{X} \in \Omega \{ \bar{X}^K \} \). By inequality (27), if no service token is wasted during \( [0, T] \) we have:

\[
\bar{L}_{\bar{\alpha}} \left( \bar{X}^K(t) \right) \geq t \min_{\bar{A}(\cdot) \in \mathcal{B}} v \left( \frac{1}{t} \bar{A}(t) \right) \geq t \min_{\bar{A}(\cdot) \in \mathcal{B}} \frac{1}{t} \bar{A}(t) \geq t (1 - \epsilon_2) v_{\bar{\alpha}}(\bar{f}) > 0.
\]

We prove (ii) by contradiction. Suppose no service token is wasted given (fluid scale) service token arrival sample path \( \bar{A}(\cdot) \in \mathcal{B} \), then

\[
\bar{L}_{\bar{\alpha}} \left( \bar{X}^K(t) \right) \geq T \min_{\bar{A}(\cdot) \in \mathcal{B}} v \left( \frac{1}{T} \bar{A}(T) \right) > \frac{1 + \frac{\epsilon_1}{\min_{j: \alpha_j > 0} \alpha_j}}{(1 - \epsilon_2) v_{\bar{\alpha}}(\bar{f})} (1 - \epsilon_2) v_{\bar{\alpha}}(\bar{f}) = 1 + \frac{\epsilon_1}{\min_{j: \alpha_j > 0} \alpha_j}.
\]

Expand the expression of \( \bar{L}_{\bar{\alpha}} \left( \bar{X}^K(t) \right) \) on the LHS, we have

\[
1 - \min_j \left( \bar{X}_j^K(T) + \left( \bar{\alpha}_j - \bar{x}_j^K \right) \right) > 1 + \frac{\epsilon_1}{\min_{j: \alpha_j > 0} \alpha_j}.
\]

Therefore

\[
\min \left\{ \min_{j: \alpha_j = 0} \frac{\bar{X}_j^K(T)}{\bar{\alpha}_j}, \min_{j: \alpha_j > 0} \frac{\bar{X}_j^K(T) - \epsilon_1/2}{\bar{\alpha}_j} \right\} \leq \min_j \frac{\bar{X}_j^K(T) + \left( \bar{\alpha}_j - \bar{x}_j^K \right)}{\bar{\alpha}_j} < -\frac{\epsilon_1}{\min_{j: \alpha_j > 0} \alpha_j},
\]

Note that the first inequality in (28) holds because of (24) and (25). Inequality (28) implies that \( \min_j \bar{X}_j^K(t) < 0 \), which is impossible as queue lengths must be non-negative.

**Step 3: Asymptotic steady-state lower bound on throughput-loss probability.** We use renewal-reward theorem to lower bound the throughput loss probability. Consider the regenerative process that restarts each time \( \bar{X}^K(t) = \bar{X}^K \). Without loss of generality, let \( \bar{X}^K(0) = \bar{X}^K \). Recall the definition of \( \tau^K \) in (26). Using the claim in step 1 and the result in step 2, we have:

\[
\mathbb{P}_{K^U} \geq K_{K^U}^{-m} (1^\top \phi 1) \mathbb{E} \left[ \# \{ \text{service token wasted during } [0, \tau] \} \right] \]
\[
\geq K_{K^U}^{-m} (1^\top \phi 1) \mathbb{E} \left[ \# \{ \text{service token wasted during } [0, \tau] \} \right] \]
\[
\geq K_{K^U}^{-m} (1^\top \phi 1) \mathbb{P} \left( \# \{ \text{service token wasted during } [0, \tau] \} \geq 1 \right) \]
\[
\geq K_{K^U}^{-m} (1^\top \phi 1) \mathbb{P} \left( \bar{A}^K(\cdot) \in \mathcal{B}_{\bar{\alpha}} \right).
\]
Take asymptotic limit on both sides, we have:

$$\liminf_{r' \to \infty} \frac{1}{K_{r'}} \log \mathbb{P}_{K', U} \geq \liminf_{r' \to \infty} \frac{1}{K_{r'}} \log \mathbb{P}\left( \bar{A}_{K'}^r(\cdot) \in B_{\alpha} \right)$$

\[ \geq - \inf_{\bar{A}(\cdot) \in B^*_{\alpha} \cap AC[0, T]} \int_0^T \Lambda^*\left( \bar{A}(t) \right) dt \]

\[ \geq - T \Lambda^*\left( \bar{f} \right) \]

\[ = - \frac{1 + \min_{j, \alpha_j > 0} \alpha_j}{(1 - \epsilon_2) v_{\alpha}(\bar{f})} \Lambda^*\left( \bar{f} \right) \]

\[ \geq - \frac{\left( \inf_{f: v_{\alpha}(f) > 0} \frac{\Lambda^*(f)}{v_{\alpha}(f)} + \epsilon_2 \right)}{1 - \epsilon_2} \]

Here (a) holds because of Mogulskii’s Theorem (Fact 1), (b) holds because service token sample path \( \bar{A}(t) = tf' \in AC[0, T] \) is a member of \( B_{\alpha} \). For any \( \delta > 0 \), by choosing small enough \( \epsilon_1(\delta), \epsilon_2(\delta) > 0 \), we have

$$- \liminf_{r' \to \infty} \frac{1}{K_{r'}} \log \mathbb{P}_{K', U} \leq (1 + \delta)(\gamma_{CB}(\bar{\alpha}(\delta)) + \delta).$$

Here the choice of \( \bar{\alpha} \) depends on \( \delta \). To get rid of the multiplicative term \( (1 + \delta) \), it suffices to show that

$$\sup_{\alpha \in \text{relint}(\Omega)} \gamma_{CB}(\alpha) < \infty.$$ This can be proved by the following construction: let \( \bar{A}(t) = tf' \) for \( t \in [0, 1] \) where \( f_{j'k} = 1 \) for some \( j' \in V_S \) and \( k \notin \partial(j') \). Because \( \gamma_{CB}(\alpha) \) is defined by an infimum \( \gamma_{CB}(\alpha) \triangleq \inf_{f \in \mathbb{R}^{nm} \cup \{0\}} \frac{\Lambda^*(f)}{v_{\alpha}(f)} \), we have \( \gamma_{CB}(\alpha) \leq \Lambda^*(f') / v_{\alpha}(f') \). By definition, \( v_{\alpha}(f') = 1 - \max_{\Delta x \in \mathcal{X}_{f'}} \min_i \frac{\Delta x_i}{\alpha_i} \).

Note that

$$\mathcal{X}_{f'} = \{ \Delta x \in \mathbb{R}^{|V_B|} : \sum_{i \in \partial(j')} \Delta x_i = -1, \Delta x_i \leq 0 \text{ for } i \notin \partial(j'), \Delta x_k = 1 \}$$

$$\Delta x_i = 0 \text{ for } i \notin \partial(j') \cup \{k\}.$$ Therefore

$$\max_{\Delta x \in \mathcal{X}_{f'}} \min_i \frac{\Delta x_i}{\alpha_i} = \max_{\Delta x \in \mathcal{X}_{f'}} \min_i \frac{\Delta x_i}{\alpha_i} = - \max_{\Delta x \in \mathcal{X}_{f'}} \min_i \frac{\Delta x_i}{\alpha_i} \leq - \frac{1}{|\partial(j')|} \leq - \frac{1}{m}.$$ Hence \( v_{\alpha}(f') \geq \frac{1}{m} \).

Hence \( \gamma_{CB}(\alpha) \leq \Lambda^*(f') / v_{\alpha}(f') \leq m \Lambda^*(f') < \infty \). Therefore by choosing a small enough \( \delta \), we have

$$- \liminf_{r' \to \infty} \frac{1}{K_{r'}} \log \mathbb{P}_{K', U} \leq \gamma_{CB}(\bar{\alpha}(\delta)) + \epsilon.$$

By the definition of subsequence \( \{K_{r'}\} \), we have

$$- \liminf_{K \to \infty} \frac{1}{K} \log \mathbb{P}_{K, U} \leq \gamma_{CB}(\bar{\alpha}(\epsilon)) + \epsilon.$$ As a result, for any \( \epsilon > 0 \) there exists \( \alpha \in \Omega \) such that \(- \liminf_{K \to \infty} \frac{1}{K} \log \mathbb{P}_{K, U} \leq \gamma_{CB}(\alpha) + \epsilon \), therefore
$$\liminf_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K,U} \leq \sup_{\alpha \in \text{relint}(\Omega)} \gamma_{CB}(\alpha).$$
Converse bound matches achievability bound

In Lemma 2 we obtain a converse bound which holds for any state-dependent policy. However, for a given policy $U$ can we obtain a tighter policy-specific converse bound? In the following Lemma, we show that for policies that satisfy the negative drift property in Proposition 4 for Lyapunov function $L_\alpha(\cdot)$ where $\alpha \in \text{relint}(\Omega)$, there is a tighter converse bound given by $\gamma_{CB}(\alpha)$.

**Lemma 8.** For policies $U \in \mathcal{U}$ that satisfy the negative drift condition in the statement of Proposition 4 for $\alpha \in \text{relint}(\Omega)$, we have

$$-\liminf_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K,U} \leq \gamma_{CB}(\alpha).$$

**Proof.** The following proof is very similar to the proof of Lemma 2. We will emphasize the parts that are different and skip the repetitive arguments. In the proof of Lemma 2, we divide the process into cycles and apply the renewal-reward theorem. We follow the same approach here except that we define the cycles differently.

**Step 1:** Show that $\alpha$ is the “resting point” of $U$. Fix $\epsilon_1 > 0$ and define

$$\tau^K \triangleq \inf \left\{ t \geq 0 : L_\alpha(\bar{X}^K(t)) \leq \epsilon_1 \right\}.$$

Using the argument in Step 2b(i) of the proof of Lemma 7, we can show that there exists $K_0 = K_0(\epsilon_1) > 0$ and constant $C > 0$ such that for $K \geq K_0$,

$$\sup_{x \in \Omega} \mathbb{E} \left( \tau^K | \bar{X}^K(0) = x \right) \leq C.$$

In other words, starting from any state, the expected time for the system state to reach the $O(\epsilon_1)$-neighborhood of $\alpha$ is bounded from above by a constant.

**Step 2:** Lower bound the throughput-loss probability. Proceed exactly as Step 2 and Step 3 in the proof of Lemma 2, we explicitly construct a service token sample path that guarantees throughput loss within $\Theta(1)$ units of time given the starting state satisfies $L_\alpha(\bar{X}^K(T + \tau^K)) < \epsilon_1$. Then we obtain the result.

Now we combine Lemma 7 and Lemma 8 to prove Proposition 4 by showing that $\gamma_{AB}(\alpha) = \gamma_{CB}(\alpha)$. Lemma 1 and the steepest descent property in Proposition 4 are crucial in showing $\gamma_{AB}(\alpha) \geq \gamma_{CB}(\alpha)$ (the other direction is obvious).

**Proof of Proposition 4.** Let $U \in \mathcal{U}$ satisfy the conditions in Proposition 4. Then for regular $t$ we have

$$L_\alpha(\bar{X}(t)) \leq \inf_{U' \in \mathcal{U}} \left\{ L_\alpha(\bar{X}^{U'}(t)) \left| \dot{A}'(t) = f \right. \right\}$$

(steepest descent)
Therefore $\gamma_\min$. In this subsection we prove Lemma 3 which establishes that SMW policies and explicit exponent and most-likely sample paths, including the proofs of Lemma 3, Lemma 4, and Lemma 5.

Appendix D shows that the SMW policy satisfies the sufficient conditions for exponent optimality, and derives explicitly the optimal exponent and most-likely sample paths, including the proofs of Lemma 3, Lemma 4, and Lemma 5.

**Proof of Lemma 3.** For notation simplicity, we will write $S_1(\mathbf{X}(t))$ as $S_1$, $S_2(\mathbf{X}(t), \dot{\mathbf{X}}(t))$ as $S_2$, and $\min_{k \in S_1} \dot{\hat{x}}_{k}(t)/a_k$ as $c$ in the following. Let $(\mathbf{A}, \mathbf{X})$ be an FSP under policy $U \in \mathcal{U}$.

- **Proof of (16).** Note that $t$ is a regular time, hence $\alpha(\mathbf{X}(\cdot))$ and $\dot{\mathbf{X}}(\cdot)$ are differentiable at $t$. It follows from the definition of derivatives that $\dot{L}_\alpha(\mathbf{X}(t))$ is determined by the queues in $S_2$ alone, hence we have $\dot{L}_\alpha(\mathbf{X}(t)) = - \min_{k \in S_1} \dot{\hat{x}}_{k}(t)/a_k = -c$.

- **Proof of (17).** For the $K$-th system, define auxiliary processes:

$$\dot{E}^{K,U}_{i,j,k}(t) \triangleq \# \{ \text{Type } (j',k) \text{ service tokens that arrive during } [0,t] \}
\text{and serve jobs at } i \text{ under policy } U \in \mathcal{U} \} \quad i,k \in V_B, j' \in V_S.$$ 

Using standard argument (see, e.g., Dai and Lin 2005), we can extend the definition of FSP (Definition 3) to $(\mathbf{A}(\cdot), \mathbf{X}(\cdot), \dot{\mathbf{E}}(\cdot))$, where a subsequence of $\dot{\mathbf{E}}^{K,U}(\cdot)$ converges u.o.c. to $\dot{\mathbf{E}}(\cdot)$. We focus on the regular times $t$ where $\dot{\mathbf{E}}(t)$ exists, which includes almost all regular times because $\dot{\mathbf{E}}(t)$ is differentiable almost everywhere.

Consider any non-idling policy $U' \in \mathcal{U}$, and $\dot{\mathbf{X}}^{U'}(t)$ such that $\mathbf{X}^{U'}(t) \neq \alpha$, $L_\alpha(\mathbf{X}^{U'}(t)) < 1$. The flow of jobs entering $S_2$ is $\sum_{j' \in V_S,k \in S_2} \dot{\hat{A}}_{j',k}(t)$ because $U'$ is non-idling. The flow of jobs leaving $S_2$
is at least \( \sum_{j' \in V_S \cap \partial(j') \subset S_2, k \in V_B} \hat{A}_{j'k}(t) \) because \( U' \) is non-idling and that the jobs in \( V_B \setminus S_2 \) cannot be served by service tokens originating from \( \{ j' \in V_S : \partial(j') \subset S_2 \} \). Therefore,

\[
\sum_{k \in S_2} \hat{X}_k^{U'}(t) \leq \sum_{j' \in V_S, k \in S_2} \hat{A}_{j'k}(t) - \sum_{j' \in V_S \cap \partial(j') \subset S_2, k \in V_B} \hat{A}_{j'k}(t). \tag{30}
\]

Now we consider SMW(\( \alpha \)) policies and \( \bar{X}_t^{SMW(\alpha)}(t) \) such that \( \bar{X}_t^{SMW(\alpha)}(t) \neq \alpha \). For the process \( \bar{E}(t) \) (resp. \( \bar{X}(t) \)), we use notation \( \Delta \bar{E}(t) \) (resp. \( \Delta \bar{X}(t) \)) to denote \( \bar{E}(t) - \bar{E}(t - \Delta t) \) (resp. \( \bar{X}(t) - \bar{X}(t - \Delta t) \)). It holds that

\[
\sum_{k \in S_2} \Delta \bar{X}_k^{K,U}(t) = \sum_{j' \in V_S, k \in S_2} \sum_{i \in \partial(j')} \Delta \bar{E}_{ij'k}(t) - \sum_{i \in S_2, k \in V_B} \sum_{j' \in \partial(i)} \Delta \bar{E}_{ij'k}(t).
\]

For regular \( t \), it follows from the definition of derivative that

\[
\sum_{k \in S_2} \hat{X}_k^{U}(t) = \sum_{j' \in V_S, k \in S_2} \sum_{i \in \partial(j')} \hat{E}_{ij'k}(t) - \sum_{i \in S_2, k \in V_B} \sum_{j' \in \partial(i)} \hat{E}_{ij'k}(t).
\]

For SMW(\( \alpha \)) policy, using exactly the same argument as in Lemma 4 of Dai and Lin (2005), we have

\[
\hat{E}_{ij'k}(t) = 0 \quad \text{if} \quad \frac{\bar{X}_t^{SMW(\alpha)}(t)}{\alpha_i} < \max_{\ell \in \partial(j')} \frac{\bar{X}_t^{SMW(\alpha)}(t)}{\alpha_\ell} \tag{31}
\]

By definition of \( S_2 \), there exists \( \epsilon > 0 \) such that any (scaled) queue length in \( S_2 \) is strictly smaller than all (scaled) queue lengths in \( V_B \setminus S_2 \) in \( (t, t + \epsilon) \), which also implies that the queue lengths in \( V_B \setminus S_2 \) remain strictly positive during \( (t, t + \epsilon) \). Apply (31), we know that the system will serve the jobs within \( V_B \setminus S_2 \) by service tokens arriving at \( \partial(V_B \setminus S_2) \) during \( (t, t + \epsilon) \). Hence we have

\[
\sum_{k \in V_B \setminus S_2} \hat{X}_k^{SMW(\alpha)}(t) = \sum_{j' \in V_S, k \in V_B \setminus S_2} \sum_{i \in \partial(j')} \hat{E}_{ij'k}(t) - \sum_{j' \in \partial(V_B \setminus S_2), k \in V_B} \hat{A}_{j'k}(t)
\]

\[
\leq \sum_{j' \in V_S, k \in V_B \setminus S_2} \hat{A}_{j'k}(t) - \sum_{j' \in \partial(V_B \setminus S_2), k \in V_B} \hat{A}_{j'k}(t).
\]

Since it is a closed system, we have:

\[
\sum_{k \in S_2} \hat{X}_k^{SMW(\alpha)}(t) = - \sum_{k \in V_B \setminus S_2} \hat{X}_k^{SMW(\alpha)}(t)
\]

\[
\geq \sum_{j' \in \partial(V_B \setminus S_2), k \in V_B} \hat{A}_{j'k}(t) - \sum_{j' \in V_S, k \in V_B \setminus S_2} \hat{A}_{j'k}(t). \tag{32}
\]

Note that

\[
\text{RHS of (32)} = \sum_{j' \in \partial(V_B \setminus S_2), k \in V_B} \hat{A}_{j'k}(t) - \sum_{j' \in V_S, k \in V_B \setminus S_2} \hat{A}_{j'k}(t)
\]
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here (a) holds for the following reason. First note that when \( J \subseteq \partial(j') \subseteq S_2, k \in \mathbb{V}_B \),

\[
\hat{A}_{j'k}(t) - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \hat{A}_{j'k}(t) - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{S}_2} \hat{A}_{j'k}(t)
\]

Finally, observe that for any \( \min \in \mathbb{V}_j \),

\[
\hat{A}_{j'k}(t) \subseteq \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \hat{A}_{j'k}(t)
\]

\[
= \text{RHS of } (30).
\]

Plug (32) and (30) into (33), we know that inequality (16) holds, and it becomes equality for SMW(\( \alpha \)) policy.

\[\square\]

### D.2 Lyapunov drift of Fluid Limits under SMW: proof of Lemma 4

**Proof of Lemma 4.** **Negative drift.** Let \((\mathbf{A}, \mathbf{X})\) be a fluid limit of the system under SMW(\( \alpha \)), and \( t \) be its regular point. Simply plug in Lemma 3, and replace \( \hat{A}_{j'k}(t) \) with \( \phi_{j'k} \), we have (\( S_2 \) is defined in Lemma 3, \( S_2 \neq \emptyset \))

\[
\hat{L}_\alpha(\mathbf{X}(t)) = -\frac{1}{1_s \sum} \left( \sum_{j' \in \mathbb{V}_S, k \in \mathbb{S}_2} \hat{A}_{j'k}(t) - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \hat{A}_{j'k}(t) \right)
\]

\[
\leq -\min_{S_2 \subseteq \mathbb{V}_B, S_2 \neq \emptyset} \left( \sum_{j' \in \mathbb{V}_S, k \in \mathbb{S}_2} \phi_{j'k} - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \phi_{j'k} \right)
\]

\[
\leq -\min_{S_2 \subseteq \mathbb{V}_B, S_2 \neq \emptyset} \left( \sum_{j' \in \mathbb{V}_S, k \in \mathbb{S}_2} \phi_{j'k} - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \phi_{j'k} \right)
\]

\[\text{(a)} \leq -\min \{ \xi, \phi_{\min} \}
\]

Here (a) holds for the following reason. First note that when \( \mathbf{X}(t) \neq \alpha \), we have \( S_2 \neq \mathbb{V}_B \). Let \( J \triangleq \left\{ j' \in \mathbb{V}_S : \partial(j') \subseteq \mathbb{S}_2; \exists k \in \mathbb{V}_B \setminus \mathbb{S}_2 \text{ s.t. } \phi_{j'k} > 0 \right\} \). If \( J = \emptyset \), we have

\[
\sum_{j' \in \mathbb{V}_S, k \in \mathbb{S}_2} \phi_{j'k} - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \phi_{j'k} = \sum_{j' \in \mathbb{V}_S, \partial(j') \neq \emptyset, k \in \mathbb{S}_2} \phi_{j'k} - \sum_{j' \in \mathbb{V}_S, \partial(j') \subseteq \mathbb{S}_2, k \in \mathbb{V}_B \setminus \mathbb{S}_2} \phi_{j'k} \geq \phi_{\min},
\]

where \( \phi_{\min} \triangleq \min_{j' \in \mathbb{V}_B, k \in \mathbb{V}_B, \phi_{j'k} > 0} \phi_{j'k} \) is the minimum positive arrival rate for any service token type \((j', k)\) (the last inequality holds because of Assumption 1). If \( J \neq \emptyset \), we must have \( J \in \mathcal{J} \), hence

\[
\sum_{j' \in \mathbb{V}_S, k \in \mathbb{S}_2} \phi_{j'k} - \sum_{j' \in \mathbb{V}_S, k \in \mathbb{V}_B} \phi_{j'k} \geq \sum_{j' \in \mathbb{V}_S, k \in \partial(J)} \phi_{j'k} - \sum_{j' \in J, k \in \mathbb{V}_B} \phi_{j'k} \geq \xi,
\]
where \( \xi \triangleq \min_{J \in \mathcal{J}} \left( \sum_{i \in \partial(j)} 1^\top \phi(i) - \sum_{j' \in J} 1^\top \phi(j') \right) > 0 \) is the Hall’s gap of the system.

**Robustness of drift.** Define

\[
G(f) \triangleq \min_{S \subseteq V_B, S \neq \emptyset} \left( \sum_{j' \in V_S\setminus k \in V_B} f_{j'k} - \sum_{j' \in V_S, k \in S} f_{j'k} \right).
\]

Note that \( G(f) \) is continuous in \( f \). Since \( G(\phi) \leq -\min\{\xi, \phi_{\min}\} < 0 \), by continuity there exists \( \epsilon \) such that for any \( \hat{A}(t) \in B(\phi, \epsilon) \),

\[
\hat{L}_\alpha(\bar{X}(t)) = G\left( \hat{A}(t) \right) \leq -\frac{1}{2} \min\{\xi, \phi_{\min}\}.
\]

\[\square\]

### D.3 Explicit exponent and most likely sample path: proof of Lemma 5

**Proof of Lemma 5. Explicit exponent.** Let \( (\hat{A}(\cdot), \bar{X}(\cdot)) \) be a fluid sample path under SMW(\( \alpha \)). For a regular point \( t \) of this FSP, denote \( f \triangleq \hat{A}(t) \).

For notation simplicity, for \( S \subseteq V_B \) denote

\[
gap_S(f) \triangleq \sum_{j' \in \partial(j') \subseteq S, k \in V_B} f_{j'k} - \sum_{j' \in V_S, k \in S} f_{j'k}.
\]

In words, \( \gap_S(f) \) is the minimum net rate at which jobs in \( S \) is drained given current service token arrival rate \( f \), assuming no service token is wasted. Using the result of Lemma 3, we have:

\[
\hat{L}_\alpha(\bar{X}(t)) = \frac{\gap_{S_2}(f)}{1_{S_2}^\top \alpha},
\]

where \( S_2 \triangleq S_2(\bar{X}(t), \hat{X}(t)) \) and the latter is defined in Lemma 3. Given \( \hat{A}(t) = f \), we define

\[
\tilde{v}(f) \triangleq \sup_{\bar{X}(t) \in \Omega \setminus \{\alpha\}} \hat{L}_\alpha(\bar{X}(t)) = \max_{S \neq \emptyset, S \subseteq V_B} \frac{\gap_{S}(f)}{1_{S}^\top \alpha}.
\]

Recall the definition of \( \gamma_{AB}(\alpha) \) in Lemma 7, we have

\[
\gamma_{AB}(\alpha) = \inf_{f \geq 0, \tilde{v}(f) > 0} \frac{\Lambda^*(f)}{\tilde{v}(f)} = \inf_{f \geq 0, \max_{S \subseteq V_B} \gap_{S}(f) > 0} \frac{\Lambda^*(f)}{\max_{S \subseteq V_B} \gap_{S}(f) 1_{S}^\top \alpha} = \inf_{f \geq 0, \max_{S \subseteq V_B} \gap_{S}(f) > 0} \left\{ \min_{S \subseteq V_B: \gap_{S}(f) > 0} \left( \frac{1_{S}^\top \alpha \Lambda^*(f)}{\gap_{S}(f)} \right) \right\} \quad (35)
\]

\[
= \min_{S \subseteq V_B} \left\{ \inf_{f \geq 0, \gap_{S}(f) > 0} \left( \frac{1_{S}^\top \alpha \Lambda^*(f)}{\gap_{S}(f)} \right) \right\} \quad (36)
\]

For completeness, define the minimum over the empty set as \( +\infty \). Here \( (a) \) holds because: For a minimizer \( f^* \geq 0 \) of the outer problem of (35) and a minimizer \( S^* \subseteq V_B \) of the inner problem of (35), \( S^* \subseteq V_B \) is feasible for the inner problem of (36) while \( f^* \geq 0 \) is feasible for the outer problem of (36), hence (35) \( \geq \) (36). Similarly we can show (35) \( \leq \) (36).
We claim that

\[(36) = \min_{J \in \mathcal{J}} \left\{ \inf_{r \geq 0, \text{gap}_{\partial(J)}(f) > 0} \left( \mathbf{1}_{\partial(J)}^\top \alpha \right) \frac{\Lambda^*(f)}{\text{gap}_{\partial(J)}(f)} \right\}. \tag{37} \]

Recall that the definition of \(\mathcal{J}\):

\[\mathcal{J} = \left\{ J \subseteq V_S : \sum_{j' \in J} \sum_{k \in \partial(j')} \phi_{j'k} > 0 \right\}. \]

To see (37), first note that for \(S \subseteq V_B\) where \(\{j' \in V_S : \partial(j') \subseteq S\}\) is empty, \(\text{gap}_S(f)\) is non-positive regardless of \(f \geq 0\), hence such \(S\) can never be the minimizer. For other \(S\), let \(J = \{j' \in V_S : \partial(j') \subseteq S\}\), then \(\partial(J) \subseteq S\). Note that

\[
\text{gap}_{\partial(J)}(f) = \sum_{j',k \in V_B} f_{j'k} - \sum_{j' \in V_S, k \in \partial(j')} f_{j'k} \\
= \sum_{j' : \partial(j') \subseteq S, k \in V_B} f_{j'k} - \sum_{j' \in V_S, k \in S} f_{j'k} + \sum_{j' \in V_S, k \in S \setminus \partial(J)} f_{j'k} \\
\geq \text{gap}_S(f).
\]

As a result, for \(f\) such that \(\text{gap}_S(f) > 0\), we have

\[
\left( \mathbf{1}_{S}^\top \alpha \right) \frac{\Lambda^*(f)}{\text{gap}_S(f)} \geq \left( \mathbf{1}_{\partial(J)}^\top \alpha \right) \frac{\Lambda^*(f)}{\text{gap}_{\partial(J)}(f)}.
\]

Hence only those \(S \subseteq V_B\) where \(S = \partial(J)\) for \(J \subseteq V_S\) can be the minimizer. If \(J \notin \mathcal{J}\), then \(\text{gap}_{\partial(J)}(f) \leq 0\) regardless of \(f \geq 0\), so these sets are also ruled out. Therefore (37) holds.

Suppose the outer minimum of (37) is achieved by \(J^* \in \mathcal{J}\). Denote the optimal value of the inner infimum of (37) as \((1_{\partial(J^*)}^\top \alpha)g(\phi, J) > 0\), then we have:

\[
\inf_{r \geq 0, \text{gap}_{\partial(J^*)}(f) > 0} \Lambda^*(f) - g(\phi, J) \left( \sum_{j' \in J, k \in V_B} f_{j'k} - \sum_{j' \in V_S, k \in \partial(J)} f_{j'k} \right) = 0. \tag{38}
\]

We can get rid of the constraint on \(f\) because for \(f\) where \(\text{gap}_{\partial(J^*)}(f) \leq 0\), the argument of minimization in (38) is negative; and for \(f\) that has negative components, its rate function is \(\infty\) by definition. Using Legendre transform, we have:

\[
\inf_f \Lambda^*(f) - g(\phi, J) \left( \sum_{j' \in J, k \in V_B} f_{j'k} - \sum_{j' \in V_S, k \in \partial(J)} f_{j'k} \right) = \inf_f \Lambda^*(f) - f^\top \left( g(\phi, J) \sum_{j' \in J, k \in V_B} \mathbf{e}_{j'k} - g(\phi, J) \sum_{j' \in V_S, k \in \partial(J)} \mathbf{e}_{j'k} \right)
\]
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Since \( g(\phi, J) \) is minimal, we have:

\[
= -\Lambda \left( g(\phi, J) \sum_{j' \in J, k \in V_B} e_{j'k} - g(\phi, J) \sum_{j' \in V_S, k \in \partial(J)} e_{j'k} \right)
\]

Plugging into (37), we have:

\[
\text{Most likely service token sample path leading to throughput loss.}
\]
\[ \argmin_{f \geq 0} \sum_{j' \in V_S} \sum_{k \in V_B} \left( \frac{f_{j'k}}{\phi_{j'k}} \log \frac{f_{j'k}}{\phi_{j'k}} + \phi_{j'k} - f_{j'k} - c_{j'k} f_{j'k} \right). \]

First order condition implies: \((f_{J})_{j'k} = \phi_{j'k} \frac{e^{c_{j'k}}}{\sum_{j',k} \phi_{j'k} e^{c_{j'k}}} = \phi_{j'k} \frac{e^{c_{j'k}}}{\sum_{j',k} \phi_{j'k} e^{c_{j'k}}}. \) Recall the definition of \(\lambda_J, \mu_J\) in (10), we have

\[ \sum_{j',k} \phi_{j'k} e^{c_{j'k}} = \sum_{j' \in J,k \notin \partial(J)} \phi_{j'k} \frac{\lambda_J}{\mu_J} + \sum_{j' \notin J,k \in \partial(J)} \phi_{j'k} \frac{\mu_J}{\lambda_J} + \left(1 - \sum_{j' \in J,k \notin \partial(J)} \phi_{j'k} - \sum_{j' \notin J,k \in \partial(J)} \phi_{j'k}\right) = \frac{\lambda_J}{\mu_J} + \frac{\mu_J}{\lambda_J} + (1 - \lambda_J - \mu_J) = 1. \]

Hence

\[ (f_{J})_{j'k} = \begin{cases} \phi_{j'k} \frac{\lambda_J}{\mu_J}, & \text{for } j' \in J, k \notin \partial(J) \\ \phi_{j'k} \frac{\mu_J}{\lambda_J}, & \text{for } j' \notin J, k \in \partial(J) \\ \phi_{j'k}, & \text{otherwise} \end{cases}. \]

Let \(J^* = \argmin_{J \in \mathcal{J}} B_J \log(\lambda_J/\mu_J), \) then service token sample path with constant derivative \(f_{J^*}\) is the most likely sample path leading to throughput loss. \(\Box\)

**E Necessity of our assumptions and the inferiority of state-independent control**

This section shows the necessity of our assumptions, and of state-dependent control, including the proofs of Propositions 1, 2 and 3.

**E.1 Necessity of Assumption 2: proof of Proposition 1**

**Proof of Proposition 1.** We define the following policy \(U\) which ensures no throughput loss in the long run, i.e., \(P^{K,U} = 0.\) Arbitrarily choose \(n\) of the \(K\) jobs and dedicate one of the chosen jobs to each of the servers. Suppose the job dedicated to server \(j'\) is initially at buffer \(i.\) Since Assumption 1 is satisfied, there is a way to move the job from \(i\) to a buffer compatible with \(j'\) in a finite (random) time. Move the job to some node in \(\partial(j').\) Similarly, move each of the \(n\) dedicated jobs into the neighborhood of the corresponding server. All this is completed in an initial transient of finite (random) duration (the expected duration is also finite). Thereafter, for each service token arrival, use it to serve the job dedicated to the origin of service token. We are guaranteed that the destination \(k \in \partial(j'), \) i.e., the job remains within the neighborhood of \(j'\) after completing service (we are told that service token types with \(k \notin \partial(j')\) have zero arrival rate \(\phi_{j'k} = 0\)). \(\Box\)
E.2 Necessity of CRP condition: proof of Proposition 2

Proof of Proposition 2. There are two cases:

Case 1: There exists $J \subseteq V_S$ s.t. $\lambda_J < \mu_J \iff \sum_{i \in \partial(J)} 1^T \phi(i) < \sum_{j' \in J} 1^T \phi_{j'}$.

The main proof idea in this case is simply that since the net job arrival rate to $\partial(J)$ is less than the net service rate in $J$, a positive fraction of service tokens must be wasted.

Consider the following balance equation:

$$\#\{\text{service tokens originating in } J \text{ during } [0, T] \text{ which are wasted}\} = \#\{\text{service tokens originating in } J \text{ during } [0, T]\} - \#\{\text{service tokens originating in } J \text{ during } [0, T] \text{ which are utilized}\} \geq \sum_{r, t_r \in [0, T]} \mathbb{I}\{o[r] \in J\} - \sum_{r, t_r \in [0, T]} \mathbb{I}\{d[r] \in \partial(J)\} - \#\{\text{initial jobs in } J\}.$$ 

The first inequality holds because the service tokens originating in $J$ can only serve jobs from $\partial(J)$. The second inequality holds because the total number of jobs served from $\partial(J)$ during $[0, T]$ cannot exceed the initial jobs there plus the number of service token arrivals with destination in $\partial(J)$. Divide both sides by $A_\Sigma(T)$ which is the total number of service token arrivals during $[0, T]$, and let $T \to \infty$. By the strong law of large numbers, we have:

$$\liminf_{T \to \infty} \{\text{fraction of service token wasted in } [0, T]\} \geq \sum_{j' \in J} 1^T \phi_{j'} - \sum_{i \in \partial(J)} 1^T \phi(i) > 0.$$ 

Hence a positive fraction of service token will be wasted in the long run, and the loss exponent is 0.

Case 2: We have $\lambda_{J'} \geq \mu_{J'}$ for all $J' \in \mathcal{J}$ but there exists $J \in \mathcal{J}$ such that $\lambda_J = \mu_J \iff \sum_{i \in \partial(J)} 1^T \phi(i) = \sum_{j' \in J} 1^T \phi_{j'}$.

The high-level idea in this case is that if all the service tokens originating in $J$ are utilized (if possible), then, at best, the total quantity of jobs in $\partial(J)$ follows an unbiased random walk on $0, 1, \ldots, K$. Such a random walk spends a positive fraction of time at 0, and all service tokens originating in $J$ when there is zero job in $\partial(J)$ is lost. The proof is somewhat more intricate than this argument may suggest; in particular because we need to allow for idling policies (those which sometimes waste service tokens even though a job is available at a neighboring buffer).

Divide the service token arrivals into cycles with $MK^2$ arrivals each, where

$$M \triangleq \frac{1}{\mu_J}.$$
for $\mu_J = \sum_{j' \in J, k \notin \partial(J)} \phi_{j'k} > 0$ as before. Without loss of generality, consider the first cycle $t_1, \ldots, t_{MK^2}$.

Define random walk $S_r$ with the following dynamics:

- $S_0 = 1_{\partial(J)}^T X(0)$.
- $S_{r+1} = S_r + 1$ if $o[r] \notin J, d[r] \notin \partial(J)$.
- $S_{r+1} = S_r - 1$ if $o[r] \in J, d[r] \notin \partial(J)$.
- $S_{r+1} = S_r$ otherwise.

It is not hard to see that if no service token is wasted during $r \leq MK^2$ under some policy $U$, then $S_r$ is a pathwise upper bound on the number of jobs in $\partial(J)$, namely, $1_{\partial(J)}^T X(t_r)$, for any $r \leq MK^2$.

With this observation, we have:

$$\Pr\left(\text{some token is wasted during } r \leq MK^2\right) \geq \Pr\left(S_{r'} = 0 \text{ for some } r' < MK^2\right) \cdot (1^T \phi_{j'}) \tag{39}$$

The above is true because when the event on RHS happens, either (1) some service token is wasted before $t_{r'}$, or (2) no service token is wasted before $t_{r'}$, then since $0 = S_{r'} \geq 1_{\partial(J)}^T X(t_{r'})$ we have $1_{\partial(J)}^T X(t_{r'}) = 0$ and so any service token with origin in $J$ is wasted at $t_{r'+1}$. Importantly, (39) holds for any policy.

For the given $J$ we have $\lambda_J = \mu_J > 0$ and so $S_r$ is a “lazy” simple random walk, which takes a step with probability $2\mu_J$ independently at each $r$. Define the stopping time $\tau$ as

$$\tau = \inf \left\{ r \in \mathbb{Z}_+ : S_r \in \left\{ 1_{\partial(J)}^T X(0) - K, 1_{\partial(J)}^T X(0) + K \right\} \right\}.$$

Using (Example 4.1.6, Durrett 2010) on the lazy simple random walk $S_r - 1_{\partial(J)}^T X(0)$, we obtain\footnote{Since $S_r - 1_{\partial(J)}^T X(0)$ is a lazy version of a simple random walk, which takes a step with probability $2\mu_J$ independently at each time, the expectation of the time $\tau$ to hit $\pm K$ is inflated by a factor of $1/(2\mu_J)$ relative to that of a simple random walk (this follows from using the natural coupling between the steps in the two walks, and noting that the lazy walk takes expected time $1/(2\mu_J)$ between consecutive steps).}

$$\mathbb{E}[\tau] = \frac{K^2}{2\mu_J}.$$  

Using Markov’s inequality, we have

$$\Pr\left(\tau \geq MK^2\right) \leq \frac{\mathbb{E}[\tau]}{MK^2} = \frac{1}{2}.$$  

By symmetry

$$\Pr\left(S_r - 1_{\partial(J)}^T X(0) = -K \text{ and } \tau < mK^2\right) = \frac{1}{2} \Pr\left(\tau < mK^2\right) \geq \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{4}. \tag{40}$$

Now, $S_r - 1_{\partial(J)}^T X(0) = -K$ and $\tau < MK^2$, i.e., $S_r$ hits $1_{\partial(J)}^T X(0) - K$ during $r < MK^2$, implies that $S_r$ hits 0 during $t < MK^2$, since $S_r$ must hit 0 (weakly) before it hits $1_{\partial(J)}^T X(0) - K$. Hence, plugging
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into (39) we obtain that
\[ P\left(\text{some service token is wasted during } r \leq MK^2\right) \geq \frac{1}{4} \phi_{j'}, \]
and this uniform and strictly positive lower bound holds for any policy, during any cycle consisting of \( MK^2 \) consecutive arrivals. It follows that \( P^{K,U} = \Omega\left(\frac{1}{K^2}\right) \), and hence \( \gamma(U) = 0 \) for any \( U \). \( \square \)

E.3 Necessity of state-dependent control: proof of Proposition 3

Proof of Proposition 3.

Proof of first part. For notation simplicity, denote \( X(t_r) \) by \( X[r] \), similar for another notations. Denote the probability mass function of distribution \( u_{j'k}[t] \) by \( u_{j'k}[t](\cdot) \). We first define an “augmented” policy \( \tilde{U} \) for any state-independent policy \( U \). Policy \( \tilde{U} \) is also state independent with distribution \( \tilde{u}_{j'k}[t] \), where:

\[ \tilde{u}_{j'k}[t](i) = u_{j'k}[t](i) + \frac{1}{|\partial(j')|} u_{j'k}[t](\emptyset) \quad \text{for } i \in \partial(j'), \]
\[ \tilde{u}_{j'k}[t](\emptyset) = 0. \]

In the following analysis, we couple \( U \) and \( \tilde{U} \) in such a way that if \( U \) serves job in \( i \) with the \( t \)-th service token, then \( \tilde{U} \) will do the same.

Divide the service token arrivals into cycles with \( K^2 \) arrivals each. We will lower bound the probability of throughput loss in any cycle. Without loss of generality, consider the first cycle \([1, K^2]\).

Suppose \( X^{K,U}[0] = X_0 \). By Assumption 2, \( \exists j' \in V_S, k \notin \partial(j') \subset V_B \) such that \( \phi_{j'k} > 0 \). Consider the random walk \( S_t \) with the following dynamics, which is the “virtual” net change of number of jobs in \( \partial(j') \):

• \( S_0 = 0 \).
• \( S_t+1 = S_t + 1 \) if \( d[t] \in \partial(j') \) and policy \( \tilde{U} \) serves a job from outside of \( \partial(j') \) using it (regardless of whether there is available job to serve).
• \( S_t+1 = S_t - 1 \) if \( d[t] \notin \partial(j') \) and policy \( \tilde{U} \) serves a job from \( \partial(j') \) using it (regardless of whether there is available job to serve).
• \( S_t+1 = S_t \) if otherwise.

Using similar argument as in eq. (39), we have
\[ P\left(\text{some service token is wasted in epoch } [1, K^2]\right) \]
\[ \geq P\left(S_{K^2} + 1_{\partial(j')} X_0 > K \text{ or } < 0\right) \geq P\left(|S_{K^2}| > K\right). \quad (41) \]

Note that \( S_{K^2} \) is the sum of \( K^2 \) independent random variables \( Z_t \), where \( Z_t = S_t - S_{t-1} \). Here
independence holds because we ignore throughput losses in the definition of the process. Here \( Z_t \) has support \( \{-1, 0, 1\} \) and satisfies:

\[
P(Z_t = -1) \geq \delta \equiv \phi_{j'k} > 0,
\]

where \( k \notin \partial(j) \). There are two cases:

1. If \( \mathbb{E}[S_{K^2}] \leq -\frac{K^2}{2} \), then for \( K \geq 8 \), we have

\[
1 - \mathbb{P}(S_{K^2} \in [-K, K]) \geq 1 - \mathbb{P}\left(S_{K^2} - \mathbb{E}[S_{K^2}] \geq -K + \frac{K^2}{2}\right) \\
\geq 1 - 2 \exp\left(-\frac{K^2}{32}\right) \quad \text{(Hoeffding’s inequality, \(-K + K^2/2 \geq K^2/4\)}
\]

\[
\geq \frac{1}{2}.
\]

Plugging into (41) establishes that service token is wasted with likelihood at least 1/2.

2. If \( \mathbb{E}[S_{K^2}] > -\frac{K^2}{2} \), then using linearity of expectation and simple algebra we obtain that the number of \( t \)'s such that \( \mathbb{E}[Z_t] \geq -\frac{3}{4} \) is at least \( \frac{K^2}{7} \).

Denote the set of these \( t \)'s as \( \mathcal{T} \). Hence

\[
K^2 \geq \text{Var}(S_{K^2}) = \sum_{t=1}^{K^2} \text{Var}(Z_t) \geq \sum_{t \in \mathcal{T}} \text{Var}(Z_t) \geq \frac{K^2}{7} \cdot \delta \left(1 - \frac{3}{4}\right)^2 = \frac{\delta}{102} K^2,
\]

using (42).

Note from (41) that to show a constant lower bound of throughput-loss probability on \([1, K^2]\), it suffices to derive a uniform upper bound on \( \mathbb{P}(S_{K^2} \in [-K, K]) \) that is strictly smaller than 1. To this end, apply Theorem 7.4.1 in Chung (2001) (Berry-Esseen Theorem) to obtain:

\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}\left(S_{K^2} - \mathbb{E}[S_{K^2}] \leq x \sqrt{\text{Var}[S_{K^2}]}\right) - \Phi(x) \right| \leq \frac{\sum_{t=1}^{K^2} \mathbb{E}[Z_t] - \mathbb{E}[Z_t]^{3/2}}{(\text{Var}[S_{K^2}])^{3/2}} \leq \frac{5000}{K^{3/2}},
\]

where \( \Phi(\cdot) \) is the cumulative distribution function of the standard normal distribution.

Denote \( B(x, a) \equiv [x - a, x + a] \). Note that there are two subcases (indexed 2(i) and 2(ii)):

\[
[-K, K] \subset B(\mathbb{E}[S_{K^2}], 4K), \quad [-K, K] \cap B(\mathbb{E}[S_{K^2}], 2K) = \emptyset.
\]

In subcase 2(i), \( \mathbb{P}(S_{K^2} \in [-K, K]) \leq \mathbb{P}\left(S_{K^2} \in B(\mathbb{E}[S_{K^2}], 4K)\right) \), whereas in subcase 2(ii),

\[
\mathbb{P}(S_{K^2} \in [-K, K]) \leq 1 - \mathbb{P}\left(S_{K^2} \in B(\mathbb{E}[S_{K^2}], 2K)\right).
\]

Hence

\[
\mathbb{P}(S_{K^2} \in [-K, K]) \leq \max\left\{ \mathbb{P}(S_{K^2} \in B(\mathbb{E}[S_{K^2}], 4K)), 1 - \mathbb{P}(S_{K^2} \in B(\mathbb{E}[S_{K^2}], 2K)) \right\}.
\]

(45)
Use (44) and $\text{Var}(S_{K^2}) \leq K^2$ to obtain

$$
P\left(S_{K^2} \in B\left(\mathbb{E}[S_{K^2}], 4K\right)\right) \leq P\left(S_{K^2} - \mathbb{E}[S_{K^2}] \leq \sqrt{\text{Var}[S_{K^2}]} \frac{4K}{\sqrt{\text{Var}[S_{K^2}]}}\right)$$

$$
\leq 5000\delta^{-3/2} K^{-1} + \Phi\left(\frac{4K}{\sqrt{\text{Var}[S_{K^2}]}}\right)$$

$$
\leq 5000\delta^{-3/2} K^{-1} + \Phi\left(50\delta^{-1/2}\right) ,
$$

$$
1 - P\left(S_{K^2} \in B\left(\mathbb{E}[S_{K^2}], 2K\right)\right) = P\left(S_{K^2} - \mathbb{E}[S_{K^2}] \leq \sqrt{\text{Var}[S_{K^2}]} \frac{-2K}{\sqrt{\text{Var}[S_{K^2}]}}\right)$$

$$
+ P\left(S_{K^2} - \mathbb{E}[S_{K^2}] \geq \sqrt{\text{Var}[S_{K^2}]} \frac{2K}{\sqrt{\text{Var}[S_{K^2}]}}\right)$$

$$
\leq 10000\delta^{-3/2} K^{-1} + 2\Phi\left(\frac{-2K}{\sqrt{\text{Var}[S_{K^2}]}}\right)$$

$$
\leq 10000\delta^{-3/2} K^{-1} + 2\Phi\left(-2\right).
$$

Hence for $K > \max\left\{\frac{10000\delta^{-3/2}}{\Phi(50\delta^{-1/2})}, \frac{10000\delta^{-3/2}}{\frac{2}{\sqrt{2}} - \Phi(-2)}\right\}$, plugging into (45) and then into (41), we obtain

$$
P(\text{some service token is wasted in } [1, K^2]) \geq \min\left\{\frac{1}{2} \Phi\left(50\delta^{-1/2}\right), \frac{1}{2} - \Phi(-2)\right\} > 0 .$$

Since we obtained a uniform lower bound on the likelihood of wasting service token in both cases, we conclude that the steady state throughput-loss probability is $\Omega(1/K^2)$ as $K \to \infty$.

Proof of second part. Consider any $k \in V_B$ such that $\exists j' \in V_S$ such that $(j', k) \in S$. Given a service token type distribution $\phi \in D(S)$, suppose $U$ achieves asymptotic optimality $P^K = o(1)$, i.e., $1 - o(1)$ fraction of service tokens are utilized. This implies that a fraction $\sum_{j' \in V_S : (j', k) \in S} \phi_{j'k} - o(1)$ of service tokens has destination $k$ and is utilized under $U$. And that a fraction $\sum_{(j', i) \in S} \phi_{j'ik} - o(1)$ of service tokens are used to serve a job from $k$ and are utilized under $U$. (Our proof will focus on the case where $u_{j'k}$ is time invariant and independent of $K$. The proof for the general case of time varying $u_{j'k}(t)$ which can depend on $K$ is very similar, though the latter fraction can now vary over time, increasing the notational burden. We omit the details.) But in steady state, the inflow of jobs to node $k$ must be equal to the outflow of jobs, i.e., it must be that

$$
\sum_{j' \in V_S : (j', k) \in S} \phi_{j'k} = \sum_{(j', i) \in S} \phi_{j'ik}u_{j'k} .
$$

This is a knife edge requirement. In particular, the set of $\phi \in D(S)$ which do not satisfy this condition is clearly an open and dense subset of $D(S)$. For all such $\phi$, the above argument implies that $\liminf_{K \to \infty} P^K > 0$, completing the proof. □
F Supplementary material to Appendix C.1: proof of Lemma 7

Proof of Lemma 7. Step 1. Define stopping times and consider the sampling chain. In this step, we mostly follow the approach in Venkataramanan and Lin (2013) (Freidlin-Wentzell theory) and decompose the expression for the likelihood of the Lyapunov function taking on a large value. There are minor differences between our proof and proof of Theorem 4 in Venkataramanan and Lin (2013) because of our closed queueing network setting, so we will write down each step for completeness.

Let $\bar{X}_z^K(\infty)$ be a random vector distributed as the stationary distribution of recurrent class associated with initial (normalized) state $z \in \Omega$. For notation simplicity, we suppress the dependence on $z$ and $U$ and keep them fixed. We want to upper bound:

$$
\limsup_{K \to \infty} \frac{1}{K} \log P( L_\alpha(\bar{X}_z^K(\infty)) \geq 1 ) .
$$

Choose positive constants $\delta, \epsilon$ such that $0 < \delta < \epsilon < 1$. Consider the following stopping times defined on a sample path $\bar{X}_z^K(\cdot)$:

$$
\beta_i^K \triangleq \inf \{ t \geq 0 : L_\alpha(\bar{X}_z^K(t)) \leq \delta \},
$$

$$
\eta_i^K \triangleq \inf \{ t \geq \beta_i^K : L_\alpha(\bar{X}_z^K(t)) \geq \epsilon \}, \quad i = 1, 2, \ldots
$$

$$
\beta_i^K \triangleq \inf \{ t \geq \eta_i^{K-1} : L_\alpha(\bar{X}_z^K(t)) \leq \delta \}, \quad i = 2, 3, \ldots
$$

Let the discrete-time Markov chain $\hat{X}_z^K[i]$ be obtained by sampling $\bar{X}_z^K(t)$ at the stopping times $\eta_i^K$. Since $\bar{X}_z^K(\cdot)$ is stationary, there must also exist a stationary distribution for Markov chain $\hat{X}_z^K[\cdot]$. Let $\Theta^K$ denote the state space of the sampled chain $\hat{X}_z^K[\cdot]$, $\hat{\pi}_K$ is the sampled chain’s stationary distribution.

The above construction was based on the following idea: first divide time into cycles, where the $i$-th cycle is the interval of time between consecutive $\eta_i$’s, i.e., a cycle is completed each time the value of $L_\alpha(\bar{X}_z^K)$ goes down below $\delta$ and then rises above $\epsilon$. Then the fraction of time the Lyapunov function spent above $1$ is equal to the ratio

$$
E[\text{time for which } L_\alpha(\bar{X}_z^K) \geq 1 \text{ during a cycle}] / (E[\text{length of cycle}])
$$

in steady state. We sample the initial state as $\bar{X}_z^K(0) = x \sim \hat{\pi}_K$, hence the first cycle itself characterizes the steady state ratio. Therefore, the stationary likelihood of event $\{ L_\alpha(\bar{X}_z^K) \geq 1 \}$ can be expressed
as (see Lemma 10.1 in Stolyar 2003):

\[
\mathbb{P} \left( L_\alpha(\bar{X}^K) \geq 1 \right) = \frac{\int_{\Theta^K} \hat{\pi}_K(d\mathbf{x}) \cdot \mathbb{E} \left( \int_0^{\eta^K_1} \mathbb{1}_{\left\{ L_\alpha(\bar{X}^K(t)) \geq 1 \right\}} dt \left| \bar{X}^K(0) = \mathbf{x} \right. \right) }{\int_{\Theta^K} \hat{\pi}_K(d\mathbf{x}) \cdot \mathbb{E}(\eta^K_1|\bar{X}^K(0) = \mathbf{x})}. \tag{46}
\]

**Step 2. Bounding the RHS of (46).** To upper bound \( \mathbb{P} \left( L_\alpha(\bar{X}^K) \geq 1 \right) \), we lower bound the denominator in the RHS of (46) and upper bound the numerator.

- **Step 2a. Bounding the Denominator.** To lower bound the denominator, we focus on the discrete-time embedded chain of \( \{\bar{X}^K(\cdot)\} \). Note each exactly one service token arrives at each jump of the chain, therefore \( ||\bar{X}^K(\cdot)||_\infty \) change by at most \( \frac{1}{K} \) at each jump. Using property 2 of \( L_\alpha(\cdot) \) in Lemma 6, we further have that \( L_\alpha(\bar{X}^K(\cdot)) \) change by at most \( \frac{1}{K \min\alpha_i} \) at each jump. Since the Lyapunov function \( L_\alpha(\bar{X}^K(\cdot)) \) has to increase from \( \delta \) to \( \epsilon \) during \( [0,\eta^K]\), there exists \( K_1 = K_1(\epsilon, \delta) > 0 \) such that for any \( K > K_1 \), at least \( \frac{K \min\alpha_i}{2} (\epsilon - \delta) \) jumps occur during \( [0,\eta^K]\). Because the times between two consecutive jumps follow i.i.d. exponential distribution with rate \( K \hat{\phi}^\top \hat{\phi} \), therefore for any \( K > K_1 \),

\[
\mathbb{E}(\eta^K_1|\bar{X}^K(0) = \mathbf{x}) \geq K \cdot \min\alpha_i \cdot (\epsilon - \delta) \cdot \frac{1}{2} \cdot \frac{1}{K \hat{\phi}^\top \hat{\phi}} = \frac{\min\alpha_i}{2 \hat{\phi}^\top \hat{\phi}} (\epsilon - \delta). \tag{47}
\]

- **Step 2b. Bounding the Numerator.** This part is more complex, and we first decompose the numerator into several terms. Let \( \rho \in (\epsilon, 1) \). Because each (normalized) queue length change by at most \( \frac{1}{K} \) at each jump almost surely, and that \( L_\alpha(\cdot) \) is Lipschitz continuous, there exists \( K_2 = K_2(\epsilon, \rho) > 0 \), such that for all \( K \geq K_2 \), we have \( L(\bar{X}^K(\eta^K_1)) \leq \rho \).

We define another stopping time:

\[
\eta^{K,\uparrow} \triangleq \inf\{t \geq 0 : L_\alpha(\bar{X}^K(t)) \geq 1\}.
\]

Then for any \( \mathbf{x} \in \Theta^K \), we must have:

\[
\mathbb{E} \left( \int_0^{\eta^K_1} \mathbb{1}_{\left\{ L_\alpha(\bar{X}^K(t)) \geq 1 \right\}} dt \left| \bar{X}^K(0) = \mathbf{x} \right. \right) \leq \mathbb{E} \left( \mathbb{1}_{\{\eta^{K,\uparrow} \leq \beta^K_1\} \{\beta^K_1 - \eta^{K,\uparrow}\}} \left| \bar{X}^K(0) = \mathbf{x} \right. \right) .
\]

The above inequality holds because:

- if \( \beta^K_1 \leq \eta^{K,\uparrow} \), then both sides are zero (because the Lyapunov function will hit \( \epsilon \) before 1);
- if \( \beta^K_1 > \eta^{K,\uparrow} \), then \( L_\alpha(\bar{X}^K(t)) \geq 1 \) can occur only for a subset of \( t \in [\eta^{K,\uparrow}, \beta^K_1] \), and this time interval has length \( \beta^K_1 - \eta^{K,\uparrow} \).

Hence

\[
\mathbb{E} \left( \int_0^{\eta^K_1} \mathbb{1}_{\left\{ L_\alpha(\bar{X}^K(t)) \geq 1 \right\}} dt \left| \bar{X}^K(0) = \mathbf{x} \right. \right).
\]
\[ \leq \mathbb{E}\left( \beta^K - \eta^K, \bar{X}(0) = x \right) \mathbb{P}\left( \eta^K, \bar{X}(0) = x \right). \]

Define
\[ \beta^K(x) \triangleq \inf \left\{ t \geq 0 : L_{\alpha}(\bar{X}(t)) \leq \delta \mid \bar{X}(0) = x \right\}. \]

Using the properties of Markov chains and conditional expectation, we have:
\[
\mathbb{E}\left( \beta^K - \eta^K, \bar{X}(0) = x \right) = \mathbb{E}\left( \mathbb{E}\left( \beta^K(\eta^K) \mid \bar{X}(0) = x \right) \right) \\
\leq \sup_{x \in \Omega} \mathbb{E}\left( \beta^K, \bar{X}(0) = x \right).
\]

Let \( T \) be a positive number which will be chosen later. Recall that \( L_{\alpha}(x) \leq \rho \) for all \( x \in \Theta^K \) almost surely when \( K \geq K_2 \). Hence, for any such \( x \in \Theta^K \), we have,
\[
\mathbb{E}\left( \int_0^{\eta^K} \mathbb{1}\{ L_{\alpha}(\bar{X}(t)) \geq 1 \} \, dt \mid \bar{X}(0) = x \right) \\
\leq \mathbb{E}\left( \beta^K - \eta^K, \bar{X}(0) = x \right) \mathbb{P}\left( \eta^K, \bar{X}(0) = x \right) \\
\leq \left( \sup_{x \in \Omega} \mathbb{E}\left( \beta^K, \bar{X}(0) = x \right) \right) \left[ \mathbb{P}\left( \eta^K, \bar{X}(0) = x \right) \right] \\
+ \mathbb{P}\left( \beta^K \geq T, \bar{X}(0) = x \right) \quad \text{(using } \eta^K, \bar{X}(0) \text{)}
\]
\[
\leq \left( \sup_{x \in \Omega} \mathbb{E}\left( \beta^K, \bar{X}(0) = x \right) \right) \left[ \sup_{x \mid L_{\alpha}(x) \leq \rho} \mathbb{P}\left( \eta^K, \bar{X}(0) = x \right) \right]
\]
\[
+ \mathbb{P}\left( \beta^K \geq T, \bar{X}(0) = x \right). \quad \text{(48)}
\]

— Step 2b(i). Bounding term (a). Term (a) is the upper bound of the expected time for the Lyapunov function to hit a lower level \( \delta \) starting from a higher level \( \epsilon \). Because the policy \( U \) satisfies the negative drift condition, it follows from standard argument (see Part B(1) of the proof of Theorem 4 in Venkataramanan and Lin (2013), which applies the classical results in Dai (1995)) that there exists \( K_3 = K_3(\delta, \epsilon) \) and constant \( C > 0 \) such that for \( K \geq K_3 \), we have \( (a) \leq C \).

— Step 2b(ii). Asymptotics for (b). Let \( K \to \infty \) and apply Proposition 2 in Venkataramanan and
Lin (2013) to $X^K(\cdot)$. We have:

$$
\limsup_{K \to \infty} \frac{1}{K} \log \left( \sup_{x: L_\alpha(x) \leq \rho} \mathbb{P} \left( \eta^K_{\uparrow} \leq T \bigg| X^K(0) = x \right) \right)
\leq - \inf_{\bar{A}, \bar{X}} \int_0^T \Lambda^* \left( \dot{\bar{A}}(t) \right) dt, \text{ where } (\bar{A}, \bar{X}) \text{ is an FSP}
$$

such that $L_\alpha(X(0)) \leq \rho$, $L_\alpha(X(t)) \geq 1$ for some $t \in [0, T]$.

--- Step 2b(iii). Asymptotics for (c). Intuitively, term (c) is the tail probability of the duration of a cycle that terminates when the Lyapunov function hit $\delta$. It remains to be shown that this term is negligible comparing to (b) as $T \to \infty$. Let $K \to \infty$ and apply Proposition 2 in Venkataramanan and Lin (2013) to $X^K(\cdot)$. We obtain:

$$
\limsup_{K \to \infty} \frac{1}{K} \log \left( \sup_{x: L_\alpha(x) \leq \rho} \mathbb{P} \left( \eta^K_{\uparrow} \leq T \bigg| X^K(0) = x \right) \right)
\leq - \inf_{\bar{A}, \bar{X}} \int_0^T \Lambda^* \left( \dot{\bar{A}}(t) \right) dt, \text{ where } (\bar{A}, \bar{X}) \text{ is an FSP}
$$

such that $L_\alpha(X(0)) \leq \rho$, $L_\alpha(X(t)) \geq \delta$ for all $t \in [0, T]$.

We focus on the variational problem on the RHS. Note that any FSP that is feasible to the variational problem must satisfy:

$$
\delta \leq L_\alpha(X(0)) + \int_{t=1}^T \dot{L}(X(t)) dt \leq \rho + \int_{t=1}^T \dot{L}(X(t)) dt.
$$

For any fixed FSP, define $T_0 \triangleq \{ t \in [0, T] : \dot{L}(X(t)) > -\eta \}$, where $\eta$ is the negative drift parameter in the statement of Proposition 4. Denote the measure of $T_0$ by $t_0$. Therefore it must hold that:

$$
\rho + \int_{t=1}^T \dot{L}(X(t)) dt = \rho + \int_{t \notin T_0} \dot{L}(X(t)) dt + \int_{t \in T_0} \dot{L}(X(t)) dt
\leq \rho - \eta (T - t_0) + \int_{t \in T_0} \dot{L}(X(t)) dt.
$$

Hence

$$
\int_{t \in T_0} \dot{L}(X(t)) dt \geq \eta (T - t_0) + \delta - \rho \geq \eta (T - t_0) - 1.
$$

There are two cases:

Case 1: When $t_0 > \frac{T}{2}$. Define

$$
J_{\min} \triangleq \min \Lambda^* (\dot{A}(t))
$$

subject to $\dot{L}(\dot{A}(t)) \geq -\eta$, $t \in [0, T]$, $(\dot{A}(t), \dot{X}(t))$ is an FSP.

Note that $J_{\min} \geq \min_{f \notin B(\phi, \epsilon')} \Lambda^* (f) > 0$ and $\epsilon'$ is the $\epsilon$ specified in condition (2) of Proposition 4.
Therefore a lower bound of the exponent of these sample paths is

\[ \int_0^T \Lambda^* (\dot{\bar{A}}(t)) \, dt \geq \frac{T}{2} J_{\text{min}}. \]

**Case 2:** When \( t_0 \leq \frac{T}{2} \). We have

\[ \int_{t \in t_0} L(\bar{X}(t)) \, dt \geq \eta(T - t_0) - 1 \geq \frac{\eta T}{2} - 1. \]

We choose \( T > \frac{4}{\eta} \), therefore \( \frac{\eta T}{2} - 1 \geq \frac{\eta T}{4} \). A lower bound of the exponent of these sample paths is the value of the following variational problem:

\[ J(T) \triangleq -\inf_{\bar{A}, \bar{X}} \int_0^T \Lambda^* (\dot{\bar{A}}(t)) \, dt, \text{ where } (\bar{A}, \bar{X}) \text{ is an FSP such that } \int_0^T \max\{L_\alpha(\bar{X}(t)), 0\} \, dt \geq \frac{\eta T}{4}. \]

We claim that \( J(T) \to \infty \) as \( T \to \infty \) and prove the claim in step 3.

Combine the two cases, we have:

\[ \limsup_{K \to \infty} \frac{1}{K} \log \left( \sup_{x \in L_\alpha(\infty) \leq \rho} \mathbb{P} \left( \beta^K \geq T \mid \bar{X}^K(0) = x \right) \right) \leq -\min \left\{ \frac{T}{2} J_{\text{min}}, J(T) \right\}. \]

It is not hard to see that as \( T \to \infty \), the exponent of term (c) tends to \(-\infty\) hence is negligible.

Now combine all the terms. For fixed \( \epsilon, \delta, \rho \), note that the denominator of (46) and (a) in (48) are bounded by a constant term, so they have no contribution to the exponent of (46). Since as \( T \to \infty \), (c) in (48) have an exponent that is at most \(-\liminf_{T \to \infty} J(T)\), we have

\[ \limsup_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K, U} \leq -\liminf_{T \to \infty} J(T) \leq \limsup_{K \to \infty} \frac{1}{K} \log \left( \max_{\bar{X}^K(0) \in \Omega} \mathbb{P} \left( L_\alpha(\bar{X}^K(\infty)) \geq 1 \right) \right) \]

\[ \leq -\inf_{T > 0} \int_0^T \Lambda^* (\dot{\bar{A}}(t)) \, dt \]

\[ \text{where } (\bar{A}, \bar{X}) \text{ is an FSP such that } L_\alpha(\bar{X}(0)) = \rho, L_\alpha(\bar{X}(T)) \geq 1. \] (51)

Finally, let \( \delta, \epsilon, \rho \to 0 \), we have

\[ \limsup_{K \to \infty} \frac{1}{K} \log \mathbb{P}^{K, U} \]

\[ \leq -\inf_{T > 0} \int_0^T \Lambda^* (\dot{\bar{A}}(t)) \, dt \]

\[ \text{where } (\bar{A}, \bar{X}) \text{ is an FSP such that } L_\alpha(\bar{X}(0)) = 0, L_\alpha(\bar{X}(T)) \geq 1. \] (51)

We briefly summarize Step 2 and provide some intuition. The goal is to upper bound the stationary likelihood that the Lyapunov function equals 1. To study the stationary behavior, we first divide time into cycles, where a cycle is completed each time the Lyapunov function goes down below \( \delta \) then rises above \( \epsilon \), where \( \delta < \epsilon \ll 1 \). Then using a variant of renewal-reward theorem (equation (46)), we only
need to lower bound the expected cycle duration, and upper bound the expected time the Lyapunov function stays at 1 during a cycle. The Lipschitz property of the Lyapunov function ensures that the cycle duration is bounded away from 0 hence has no contribution to the exponent of the desired likelihood (Lemma 6). Meanwhile, the negative drift condition ensures the expected time until the Lyapunov function returns to $\delta$ after hitting 1. This leaves the exponent of the desired likelihood to be solely dependent on the probability that the Lyapunov function ever hit 1 during a cycle. Finally we apply the sample path large deviation principle (Fact 1) to bound this quantity.

**Step 3. Reduce (50) to an one-dimensional variational problem.** This rest of the proof is exactly the same as the proof of Theorem 5 and Proposition 7 in Venkataramanan and Lin (2013); we provide the intuition and omit the details.

The proof up until this point dealt with the steady state of the system. Recall the link between the exponent and value of a differential game described in Section 5.3. We now lower bound the exponent of the steady state throughput-loss probability by a variational problem (differential game), namely, (51). Since we are trying to lower bound the adversary’s cost, we consider an “ideal adversary” who can increase $L_\alpha(x)$ at the minimum cost at each level set. Mathematically,

\[
\text{The quantity in (51) } \leq -\inf_{T>0} \theta_T, \tag{52}
\]

where

\[
\theta_T \triangleq \inf_{L_\alpha(\cdot)} \int_0^T l_{\alpha,T} \left( L(t), \dot{L}(t) \right) dt
\]

s.t. $L(\cdot)$ is absolutely continuous and $L(0) = 0, \ L(T) \geq 1$.

\[
l_{\alpha,T}(y,v) \triangleq \inf_{\tilde{A},\tilde{X}} \Lambda^*(f)
\]

s.t. $(\tilde{A},\tilde{X})$ is an FSP on $[0,T]$ such that for some regular $t \in [0,T]$

\[
\tilde{A}(t) = f, \quad L_\alpha(\tilde{X}(t)) = y, \quad \dot{L}_\alpha(\tilde{X}(t)) = v.
\]

Using the scale-invariance property of $L_\alpha(x)$ (Lemma 1), we can show that $l_{\alpha,T}(y,v)$ is independent of $y$ (Proposition 7 in Venkataramanan and Lin 2013). As a result, the above variational problem reduces to an one-dimensional problem where the “ideal adversary” chooses a single rate (i.e., $v$ in the statement of Lemma 7) at which $L_\alpha(x)$ increases. This problem is exactly the one in the statement of Lemma 7. (We prove the claim in step 2 that $\lim_{T \to \infty} J(T) = \infty$ here. Using exactly the same argument as in step 3, we can show that $J(T) \geq \frac{e^T}{4} \gamma_{\alphaB}(\alpha)$ where the RHS is defined in (29). This concludes the proof.) 

$\square$