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Abstract. We study dynamical notions lying between \textit{U}-frequent hypercyclicity and reiterative hypercyclicity by investigating weighted upper densities between the unweighted upper density and the upper Banach density. While chaos implies reiterative hypercyclicity, we show that chaos does not imply \textit{U}-frequent hypercyclicity with respect to any weighted upper density. Moreover, we show that if \( T \) is \textit{U}-frequently hypercyclic (resp. reiteratively hypercyclic) then the \( n \)-fold product of \( T \) is still \textit{U}-frequently hypercyclic (resp. reiteratively hypercyclic) and that this implication is also satisfied for each of the considered \textit{U}-frequent hypercyclicity notions.

Let \( X \) be a separable infinite-dimensional Banach space and \( T \) be a linear continuous operator on \( X \). The operator \( T \) is said to be hypercyclic if there exists a vector \( x \in X \) having a dense orbit under the action of \( T \) i.e. \( \text{Orb}(x,T) := \{ T^n x : n \in \mathbb{N} \} \) is dense in \( X \). Such a vector \( x \) is said to be hypercyclic for \( T \) and we denote by \( \text{HC}(T) \) the set of hypercyclic vectors for \( T \). In other words, \( x \) is a hypercyclic vector for \( T \) if and only if for every non-empty open subset \( U \subset X \), the return set \( N(x,U) := \{ n \in \mathbb{N} : T^n x \in U \} \) is non-empty (or equivalently infinite).

The first appearance of such an operator in the literature goes back to Birkhoff \cite{Birkhoff1929} in 1929 who proved that the translation operators \( T_a : f \mapsto f(\cdot + a) \) on the space of entire functions \( H(\mathbb{C}) \) are hypercyclic when \( a \neq 0 \). However, even if some other important examples have been given before, the intense study of hypercyclicity only began thirty years ago with the work of Kitaï \cite{Kitaï1982} in 1982 and the deep work of Godefroy and Shapiro \cite{GodefroyShapiro1991} in 1991. Moreover, chaotic operators are also introduced in this last paper; an operator \( T \) is said to be chaotic if it satisfies the two following conditions:

- \( T \) is hypercyclic,
- \( T \) admits a dense set of periodic points.

Among all the questions that have been considered in this field, those concerning the dynamical properties of an operator related to another one have interested many authors. One may think for example of Ansari’s result \cite{Ansari1990} stating that every iterate of a hypercyclic operator is itself hypercyclic, or of the so-called Herrero’s \( T \times T \) problem: is \( T \times T \) hypercyclic as soon as \( T \) is? This question has been
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solved in the negative by De la Rosa and Read [9] in 2009 for some Banach spaces and by Bayart and Matheron [4] for classical Banach spaces including the Hilbert spaces.

Soon after its introduction by Bayart and Grivaux [2] in 2004, frequent hypercyclicity became one of the main subject of studies in linear dynamics. Recall that an operator \( T \) is said to be frequently hypercyclic if there exists a vector \( x \in X \) such that for every non-empty open subset \( U \subset X \), the return set \( N(x,U) := \{ n \in \mathbb{N} : T^n x \in U \} \) has positive lower density i.e. \( d(N(x,U)) > 0 \), where for any \( A \subseteq \mathbb{N} \)

\[
d(A) = \liminf_{N \to +\infty} \frac{\#([0,N] \cap A)}{N + 1}.
\]

The choice of “measuring” the size of the return set thanks to the lower natural density was motivated by the notion of ergodic operator and Birkhoff’s Ergodic Theorem. However some other notions arose naturally later while varying the densities. In 2009, Shkarin [20] introduced the weaker notion of \( U \)-frequent hypercyclicity by replacing the lower density by the upper natural density \( \overline{d} \) defined for every \( A \subseteq \mathbb{N} \) by

\[
\overline{d}(A) = \limsup_{N \to +\infty} \frac{\#([0,N] \cap A)}{N + 1}.
\]

In 2015, Bès, Menet, Peris and Puig [6] obtained an even weaker notion, called reiterative hypercyclicity, by replacing these densities by the upper Banach density \( \overline{Bd} \) which is defined by

\[
\overline{Bd}(A) = \lim_{N \to +\infty} \frac{b_N}{N}
\]

where \( b_N = \limsup_{k \to +\infty} \#(A \cap [k + 1, k + N]) \).

Let us finally mention that in 2017, Ernst and Mouze [10] used the so-called weighted densities to provide a family of dynamical notions indexed by positive sequences \( a := (a_n)_{n \in \mathbb{N}} \) satisfying some growth conditions. We will introduce precisely these notions of weighted frequent hypercyclicity in Section 1.

Herrero’s \( T \times T \) problem also spawned several similar problems. Indeed, Grosse-Erdmann and Peris proved [15] that if \( T \) is frequently hypercyclic then \( T \) is weakly-mixing i.e. \( T \times T \) is hypercyclic. This result has been improved by Bes, Menet, Peris and Puig [6] in 2015 who proved that reiterative hypercyclicity also implies that \( T \times T \) is hypercyclic. One can wonder if \( T \times T \) can satisfy stronger dynamical properties. For instance, an important open problem in linear dynamics posed by Bayart and Grivaux [3] in 2006 consists in determining if \( T \times T \) is frequently hypercyclic as soon as \( T \) is frequently hypercyclic. This question is also open for the notions of reiterative hypercyclicity and \( U \)-frequent hypercyclicity:

**Question 1.** If \( T \) is \( U \)-frequently hypercyclic (resp. reiteratively hypercyclic), does it automatically imply that \( T \times T \) is \( U \)-frequently hypercyclic (resp. reiteratively hypercyclic)?
A study of weighted densities giving rise to dynamical notions lying between $\mathcal{U}$-frequent hypercyclicity and frequent hypercyclicity was recently conducted in [19]. In this article, we will work with weighted densities giving rise to dynamical notions lying between reiterative hypercyclicity and $\mathcal{U}$-frequent hypercyclicity. The considered weight sequences will be chosen in a particular class $\mathcal{S}$ and will create a bridge between reiterative hypercyclicity and $\mathcal{U}$-frequent hypercyclicity.

Recently there has been an increasing interest toward the comparison of chaos with the other dynamical notions obtained thanks to different densities. In particular, Menet [18] proved in 2017 that chaos does not imply frequent hypercyclicity nor $\mathcal{U}$-frequent hypercyclicity but implies reiterative hypercyclicity. However, since $\mathcal{U}$-frequent hypercyclicity with respect to weights in $\mathcal{S}$ lies between these last two notions, the question is still open in this case.

**Question 2.** Is every chaotic operator $\mathcal{U}$-frequently hypercyclic with respect to some weight in $\mathcal{S}$?

The aim of this article is to answer both Question 1 and 2.

In Section 1, we give a precise definition of $\mathcal{U}$-frequent hypercyclicity with respect to weights and we focus on the links between this notion and the pre-existing ones: $\mathcal{U}$-frequent hypercyclicity and reiterative hypercyclicity. In fact, we prove that if we restrict to some natural class $\mathcal{S}$ of weights, $\mathcal{U}$-frequent hypercyclicity implies $\mathcal{U}$-frequent hypercyclicity with respect to weights in $\mathcal{S}$ which implies reiterative hypercyclicity. More precisely, we get the following result:

**Theorem.** Let $T$ be a bounded operator on a Banach space $X$. Then:

1. $T$ is $\mathcal{U}$-frequently hypercyclic if and only if $T$ is $\mathcal{U}$-frequently hypercyclic with respect to each $a \in \mathcal{S}$.
2. If $T$ is reiteratively hypercyclic then the $n$-fold product $T \times \cdots \times T$ is $\mathcal{U}$-frequently hypercyclic.

Moreover,

\[ UFHC(T) = \bigcap_{a \in \mathcal{S}} UFHC_a(T) \quad \text{and} \quad \text{RHC}(T) = \bigcup_{a \in \mathcal{S}} UFHC_a(T). \]

In Section 2, we are interested in the properties that $T \times T$ can inherit from $T$. We obtain a result which applies to $\mathcal{A}$-hypercyclicity for some upper Furstenberg family $\mathcal{A}$ using the recent work of Bonilla and Grosse-Erdmann [8]. In particular, we get the following result which gives a positive answer to Question 1.

**Theorem.** Let $T$ be a bounded operator on a Banach space $X$ and $n \geq 1$.

- If $T$ is $\mathcal{U}$-frequently hypercyclic then the $n$-fold product $T \times \cdots \times T$ is $\mathcal{U}$-frequently hypercyclic.
- If $T$ is reiteratively hypercyclic then the $n$-fold product $T \times \cdots \times T$ is reiteratively hypercyclic.

Finally, in Section 3, using the previous work of Grivaux, Matheron and Menet [14] on operators of C-type, we give an example, for any fixed $a \in \mathcal{S}$, of a chaotic
operator on $\ell^1(\mathbb{N})$ which is not $U$-frequently hypercyclic for $a$, answering Question 2.

1. $U$-FREQUENT HYPERCYCLICITY WITH RESPECT TO $a \in \mathcal{S}$

**Notation.** Let $a := (a_n)_{n \in \mathbb{N}}$ be a non-decreasing sequence of positive numbers. We define

$$v_n(a) := \frac{a_n}{\sum_{j=0}^{n-1} a_j}.$$ 

In the following, we will focus on a specific class of weighted densities defined with sequences satisfying some growth conditions. We use the following notations for these sequences:

$$\mathcal{S} = \{(a_n)_{n \in \mathbb{N}} \in \mathbb{R}_+^\mathbb{N} : (a_n)_{n \in \mathbb{N}} \text{ is non-decreasing, } a_n \to +\infty, \quad (v_n(a))_{n \in \mathbb{N}} \text{ is non-increasing and } v_n(a) \to 0\}.$$ 

For instance, the sequence $a_n = n^\alpha$ belongs to $\mathcal{S}$ for every $\alpha > 0$ while the sequence $a_n = \alpha^n$ is not in $\mathcal{S}$ for any $\alpha > 1$. The work of Freedman and Sember\cite{Sember} on weighted densities allows to give the following definition.

**Definition 1.1.** Let $a := (a_n)_{n \in \mathbb{N}}$ be a positive sequence such that $\sum_{n=1}^{+\infty} a_n = +\infty$ and $A \subseteq \mathbb{N}$. Then, the upper $a$-density of $A$ is given by

$$\overline{d}_a(A) = \limsup_{N \to +\infty} \frac{\sum_{j=0}^{N} a_j 1_A(j)}{\sum_{j=0}^{N} a_j}.$$ 

These objects are densities in the sense of Freedman and Sember and enjoy all the classical properties of densities. Moreover, they give rise to dynamical notions.

**Definition 1.2.** Let $a := (a_n)_{n \in \mathbb{N}}$ be a positive sequence such that $\sum_{n=1}^{+\infty} a_n = +\infty$ and let also $T$ be a continuous linear operator on a Banach space $X$. Then, $T$ is said to be $U$-frequently hypercyclic with respect to $a$ (in short $UFHC_a$), if there exists $x \in X$ such that for every non-empty open subset $U \subset X$,

$$\overline{d}_a(N(x,U)) > 0.$$ 

In that case, the vector $x$ is also said to be $U$-frequently hypercyclic with respect to $a$ and we denote by $UFHC_a(T)$ the set of such vectors.

We recall that the family $\mathcal{S}$ is intended to give rise to dynamical notions between reiterative hypercyclicity and $U$-frequent hypercyclicity. In \cite{ErnstEsser1, ErnstEsser2}, the authors focused on the links between frequent hypercyclicity and such dynamical notions given by lower densities. Moreover, the implication between $U$-frequent hypercyclicity with respect to $a \in \mathcal{S}$ and $U$-frequent hypercyclicity is given to us by the following lemma.
Lemma 1.3 ([10]). Let \( a = (a_n)_{n \in \mathbb{N}} \) and \( b = (b_n)_{n \in \mathbb{N}} \) be positive sequences such that \( \sum_{n \in \mathbb{N}} a_n = \sum_{n \in \mathbb{N}} b_n = +\infty \). Assume that the sequence \( \left( \frac{a_n}{b_n} \right)_{n \in \mathbb{N}} \) is eventually decreasing to zero. Then, for every subset \( A \subseteq \mathbb{N} \), we have
\[
\overline{d}_b(A) \leq \overline{d}_a(A) \leq \underline{d}_a(A) \leq \underline{d}_b(A).
\]

The assumption \( a_n \nearrow +\infty \) in the definition of \( S \) ensures that \( \overline{d} \leq \overline{d}_a \) for every \( a \in S \) and thus that \( U \)-frequent hypercyclicity implies \( U \)-frequent hypercyclicity with respect to \( a \). Moreover, the assumption \( v_n(a) \searrow 0 \) ensures that we are not dealing with the case where the upper-density associated to \( a \) is supported by some infinite sequence i.e. we exclude the cases where there exists a sequence \( (n_k)_{k \in \mathbb{N}} \) so that \( \overline{d}_a(I) > 0 \) as soon as \( \#(I \cap \{n_k\}_{k \in \mathbb{N}}) = \infty \).

One can wonder if there is a gap between \( U \)-frequent hypercyclicity and \( U \)-frequent hypercyclicity with respect to \( a \in S \). In fact, this is not the case since there is no difference between \( U \)-frequent hypercyclicity and \( U \)-frequent hypercyclicity with respect to some \( a \) having polynomial growth.

Proposition 1.4. For every \( \alpha > 0 \), the sequence \( a = (n^\alpha)_{n \in \mathbb{N}} \in S \) satisfies
\[
\frac{1}{1 + \alpha} \overline{d}_a(I) \leq \overline{d}(I) \leq \overline{d}_a(I).
\]
for every \( I \subseteq \mathbb{N} \).

Proof. Let \( I \) be a subset of \( \mathbb{N} \). If \( I \) is finite, the result is obvious since \( \overline{d}_a(I) = \overline{d}(I) = 0 \). We can thus assume that \( I \) is infinite and we denote by \( (n_k)_{k \in \mathbb{N}} \) the increasing enumeration of \( I \). Therefore, we have
\[
\overline{d}_a(I) = \limsup_{k \to +\infty} \frac{\sum_{j=0}^k a_{n_j}}{\sum_{j=0}^k a_j} \leq \limsup_{k \to +\infty} \frac{(k+1)n_k^\alpha}{\sum_{j=0}^{n_k} a_j} \leq \limsup_{k \to +\infty} (\alpha + 1) \frac{(k+1)n_k^\alpha}{n_k} = (\alpha + 1) \limsup_{k \to +\infty} \frac{k+1}{n_k} = (\alpha + 1) \overline{d}(I).
\]
The second inequality follows from Lemma 1.3. \( \square \)

The next result allows to order the upper Banach density and the weighted upper densities \( \overline{d}_a \) with \( a \in S \).

Proposition 1.5. For every \( a \in S \) and every \( I \subseteq \mathbb{N} \), \( \overline{d}_a(I) \leq B\overline{d}(I) \).
Proof. Let $I \subseteq \mathbb{N}$ and $\delta > 0$ be any real number satisfying $\overline{Bd}(I) < \delta$. By definition of the upper Banach density, there exists $p \geq 1$ and $k_0 \in \mathbb{N}$ such that for every $k \geq k_0$,

$$\#(I \cap [k, k + p]) \leq \delta p.$$ 

Consider any integer $m_0$ satisfying $m_0p \geq k_0$. Of course, the upper $a$-density of a set remains unchanged if one removes a finite number of elements. Then, we obtain

$$d_a(I) = \limsup_{n \to +\infty} \frac{\sum_{j=m_0p}^{n} a_j 1_I(j)}{n} \leq \limsup_{m \to +\infty} \frac{\sum_{s=m_0}^{m} \sum_{j=sp}^{(s+1)p-1} a_j 1_I(j)}{\sum_{s=m_0}^{m} \sum_{j=sp}^{(s+1)p-1} a_j} \leq \limsup_{m \to +\infty} \frac{\sum_{s=m_0}^{m} a(s+1)p-1 \sum_{j=sp}^{(s+1)p-1} 1_I(j)}{\sum_{j=m_0p}^{mp-1} a_j} \leq \limsup_{m \to +\infty} \frac{\delta \sum_{s=m_0}^{m} pa(s+1)p-1}{\sum_{j=m_0p}^{mp-1} a_j}.$$ 

In order to avoid heavy computations, we know focus on the term lying in the sum above and we remark that by definition of $v_n(a)$, we have the following relations:

$$a_n = v_n(a) \left( \sum_{j=0}^{n-1} a_j \right) \quad \text{and} \quad \left( \sum_{j=0}^{n-1} a_j \right) \left( 1 + v_n(a) \right) = \sum_{j=0}^{n} a_j.$$

Therefore, keeping in mind that the sequence $(v_n(a))_{n \in \mathbb{N}}$ is decreasing and that $m_0 \leq s \leq m$, we get

$$pa(s+1)p-1 = \sum_{l=0}^{p-1} a_{sp+l} \frac{a(s+1)p-1}{a_{sp+l}} \leq \sum_{l=0}^{p-1} a_{sp+l} \frac{a(s+1)p-1}{a_{sp+l}} \leq \sum_{l=0}^{p-1} a_{sp+l} v_{sp}(a)(1 + v_{sp}(a))^{p-1} \frac{\sum_{j=0}^{sp-1} a_j}{a_{sp+l}} \leq \sum_{l=0}^{p-1} a_{sp+l} (1 + v_{sp}(a))^{p-1} \frac{\sum_{j=0}^{sp-1} a_j}{a_{sp+l}} \leq \sum_{l=0}^{p-1} a_{sp+l} (1 + v_{sp}(a))^{p-1} \frac{\sum_{j=0}^{sp-1} a_j}{a_{sp+l}} \leq \sum_{l=0}^{p-1} a_{sp+l} (1 + v_{sp}(a))^{p-1} \frac{\sum_{j=0}^{sp-1} a_j}{a_{sp+l}}.$$
We deduce from this upper bound together with the previous inequality that

\[
\overline{d}_a(I) \leq \limsup_{m \to +\infty} \frac{\delta(1 + v_{m_0}(a))^{p-1} \sum_{j=m_0}^{mp+p-1} a_j}{\sum_{j=m_0}^{mp-1} a_j}
\]

\[
= \delta(1 + v_{m_0}(a))^{p-1} \left(1 + \limsup_{m \to +\infty} \frac{\sum_{l=0}^{p-1} a_{mp+l}}{\sum_{j=m_0}^{mp-1} a_j}\right)
\]

where

\[
\limsup_{m \to +\infty} \frac{\sum_{l=0}^{p-1} a_{mp+l}}{\sum_{j=m_0}^{mp-1} a_j} = \limsup_{m \to +\infty} \frac{\sum_{l=0}^{p-1} v_{mp+l}(a)}{\sum_{j=m_0}^{mp-1} a_j}
\]

\[
= \limsup_{m \to +\infty} \sum_{l=0}^{p-1} v_{mp+l}(a) \left(1 + \sum_{s=0}^{l-1} v_{mp+s}(a) \prod_{j=0}^{s-1} (1 + v_{mp+j}(a))\right)
\]

\[
\leq \limsup_{m \to +\infty} pv_{mp}(a)(1 + pv_{mp}(a))(1 + v_{mp}(a))^p = 0
\]

since \(v_{mp}(a) \to 0\) and \(p\) is fixed from the beginning. We then obtain

\[
\overline{d}_a(I) \leq \delta(1 + v_{m_0}(a))^{p-1}.
\]

Moreover, this last inequality holds for any \(m_0\) satisfying \(m_0p \geq k_0\), hence making \(m_0\) go to infinity, this yields \(\overline{d}_a(I) \leq \delta\) where \(\delta\) was any real number bigger than \(\overline{Bd}(I)\). Hence,

\[
\overline{d}_a(I) \leq \overline{Bd}(I).
\]

\(\square\)

As it is summarized in Figure 1, we have a natural ordering between our weighted upper densities and the upper Banach density. In addition, we can show that upper densities \(\overline{d}_a\) with \(a \in S\) allow to approach the upper Banach density.

**Proposition 1.6.** Let \((A_n)_{n \in \mathbb{N}}\) be a sequence of sets of non-negative integers. Then, there exists \(a \in S\) such that for every \(n \in \mathbb{N}\)

\[
\overline{Bd}(A_n) \leq e \cdot \overline{d}_a(A_n),
\]

where \(e\) is Euler’s number.

**Proof.** The inequality is trivially satisfied for integers \(n\) so that \(\overline{Bd}(A_n) = 0\). Consequently, in what follows we will always assume that \(\overline{Bd}(A_n) > 0\). For every \(n \in \mathbb{N}\), let \(0 < \delta_n < \overline{Bd}(A_n)\) and let \((I_n)_{n \in \mathbb{N}}\) be a partition of \(\mathbb{N}\) with \(#I_n = \infty\) for every \(n \in \mathbb{N}\). Then, by definition of the upper Banach density, there exists an increasing sequence of integers \((k_p)_{p \in \mathbb{N}}\) such that

1. \(k_{p+1} > k_p + p\) for every \(p \in \mathbb{N}\),
2. \(#(A_n \cap [k_p, k_p + p]) \geq p \cdot \delta_n\) if \(p \in I_n\).
We define our weight sequence $a$ by setting $a_0 = 1$ and $a_j = \frac{1}{p} \sum_{l=0}^{j-1} a_l$ when $j \in [k_p, k_{p+1}[$. and we claim that this sequence has the properties we are looking for. We begin by proving that $a \in \mathcal{S}$. Indeed,

$$a_k = \frac{1}{p} \sum_{l=0}^{k-1} a_l = \frac{1}{p} \left( a_{k-1} + (p-1)a_{k-1} \right) = a_{k-1}.$$  

Moreover, if $k \in [k_p, k_{p+1}[\] then

$$a_k = \frac{1}{p} \sum_{l=0}^{k-1} a_l = \frac{1}{p} \left( a_{k-1} + pa_{k-1} \right) = \frac{p+1}{p} a_{k-1} \geq a_{k-1}.$$  

Thus, $a$ is non-decreasing. In addition, we have

$$a_{k_p} = a_{k_p-1} = \left( \frac{p}{p-1} \right)^{k_p-k_{p-1}} a_{k_{p-1}} \geq \frac{p}{p-1} a_{k_{p-1}}$$  

hence by induction $a_{k_p} \geq pa_{k_1}$ and it follows that $a_n \xrightarrow{\delta_n} +\infty$. Furthermore, by definition $v_k(a) = \frac{1}{p}$ if $k \in [k_p, k_{p+1}[\] and thus $(v_n(a))_{n \in \mathbb{N}}$ is non-increasing and tends to zero which proves that $a \in \mathcal{S}$. Since, for every $n \in \mathbb{N}$, $\delta_n$ is any positive real number smaller than $\overline{Bd}(A_n)$, it only remains to prove that for every $n \in \mathbb{N}$,
the inequality \( \overline{d}_a(A_n) \geq \frac{\delta_n}{e} \) holds. One has

\[
\overline{d}_a(A_n) \geq \limsup_{p \in I_n} \frac{\sum_{l=0}^{k_p+p-1} a_l I_{A_n}(l)}{\sum_{l=0}^{k_p+p-1} a_l}
\]

\[
\geq \limsup_{p \in I_n} \frac{a_{k_p} \sum_{l=k_p}^{k_p+p-1} I_{A_l}(l)}{\sum_{l=0}^{k_p+p-1} a_l}
\]

\[
\geq \limsup_{p \in I_n} \delta_n \frac{\sum_{l=0}^{k_p-1} a_l}{\sum_{l=0}^{k_p+p-1} a_l}
\]

\[
\geq \delta_n \limsup_{p \in I_n} \frac{\sum_{l=0}^{k_p-1} a_l}{(p+1)^p \sum_{l=0}^{k_p-1} a_l}
\]

\[
= \frac{\delta_n}{e}
\]

hence the conclusion. \( \square \)

Of course, the inequality \( \overline{d}(A) \leq e \cdot \overline{d}_a(A) \) is not satisfied for every set \( A \).

**Proposition 1.7.** For every \( a \in S \), there exists an infinite set \( A \subseteq \mathbb{N} \) such that \( \overline{d}(A) = 1 \) and \( \overline{d}_a(A) = 0 \).

**Proof.** Let \( a \in S \). Since for every increasing sequence \( (n_k)_{k \in \mathbb{N}} \), \( \overline{d}(\bigcup_{k \in \mathbb{N}} [n_k, n_k + k]) = 1 \), it suffices to show that there exists an increasing sequence \( (n_k)_{k \in \mathbb{N}} \) such that \( \overline{d}_a(\bigcup_{k \in \mathbb{N}} [n_k, n_k + k]) = 0 \). We remark that for any increasing sequence \( (n_k)_{k \in \mathbb{N}} \), we have for every \( n \in [n_k, n_k + k] \)

\[
\frac{\sum_{l=0}^{n} a_l I_{\bigcup_{k \in \mathbb{N}} [n_k, n_k + k]}(l)}{\sum_{l=0}^{n} a_l} = \sum_{j=0}^{k-1} \sum_{l=0}^{n} a_{n_j+l} + \sum_{l=0}^{n} a_l
\]

\[
\leq \sum_{j=0}^{k-1} \sum_{l=0}^{n} a_{n_j+l} + \sum_{l=0}^{n} a_l
\]

\[
:= (I) + (II).
\]

Thus, to prove our result it suffices to show that for every choice having already been made for the \( k - 1 \) first terms of the sequence \( (n_k)_{k \in \mathbb{N}} \), we are able to choose \( n_k \) so that both \( (I) \) and \( (II) \) are arbitrarily small. First, as \( (a_n)_{n \in \mathbb{N}} \) belongs to \( S \), it grows to infinity and then the term \( (I) \) above can be made arbitrarily small by choosing a big enough \( n_k \). For the second term \( (II) \), remark that since \( (a_n)_{n \in \mathbb{N}} \) is
increasing and \((v_n(a))_{n \in \mathbb{N}}\) is decreasing we obtain
\[
\frac{\sum_{l=n_k}^n a_l}{\sum_{l=0}^n a_l} \leq (k + 1) \frac{a_n}{a_n + \sum_{l=0}^{n-1} a_l} = \frac{k + 1}{1 + (v_n(a))^{-1}} \leq \frac{k + 1}{1 + (v_{n_k}(a))^{-1}}.
\]

Finally, this last expression can be made arbitrarily small by choosing \(n_k\) big enough because \((v_n(a))_{n \in \mathbb{N}}\) decreases to zero. □

We are now able to prove the main theorem of this section concerning the links between the notions of \(\mathcal{U}\)-frequent hypercyclicity, \(\mathcal{U}\)-frequent hypercyclicity with respect to \(a \in \mathcal{S}\) and reiterative hypercyclicity.

**Theorem 1.8.** Let \(T\) be a bounded operator on a Banach space \(X\). Then:

1. \(T\) is \(\mathcal{U}\)-frequently hypercyclic if and only if \(T\) is \(\mathcal{U}\)-frequently hypercyclic with respect to each \(a \in \mathcal{S}\).
2. \(T\) is reiteratively hypercyclic if and only if \(T\) is \(\mathcal{U}\)-frequently hypercyclic with respect to some \(a \in \mathcal{S}\).

Moreover,
\[
UFHC(T) = \cap_{a \in \mathcal{S}} UFHC_a(T) \quad \text{and} \quad RHC(T) = \cup_{a \in \mathcal{S}} UFHC_a(T).
\]

**Proof.** We begin by the first statement \((1)\) of the theorem. The sufficiency is already known since \(d \leq d_a\) for every \(a \in \mathcal{S}\) by Lemma 1.3 and in addition \(UFHC(T) \subseteq \cap_{a \in \mathcal{S}} UFHC_a(T)\).

The necessary part is a consequence of Proposition 1.4 as there exists \(b \in \mathcal{S}\) such that both \(\mathcal{U}\)-frequent hypercyclicity and \(\mathcal{U}\)-frequent hypercyclicity with respect to \(b\) are equivalent. In particular, if \(T\) is \(\mathcal{U}\)-frequently hypercyclic for every \(a \in \mathcal{S}\) then \(T\) is \(\mathcal{U}\)-frequently hypercyclic and \(\cap_{a \in \mathcal{S}} UFHC_a(T) \subseteq UFHC(T)\).

For the statement \((2)\) of the theorem, the necessity is a direct consequence of Proposition 1.5 and \(\cup_{a \in \mathcal{S}} UFHC_a(T) \subseteq RHC(T)\). Moreover, by Proposition 1.6 if \(x \in RHC(T)\) and if \((U_n)_{n \in \mathbb{N}}\) is a basis of open sets from \(X\), then there exists \(a \in \mathcal{S}\) such that for every \(n \in \mathbb{N}\),
\[
\overline{d}_a(N(x, U_n)) \geq \frac{1}{e} \overline{d}(N(x, U_n)) > 0.
\]

Thus, \(x\) is \(\mathcal{U}\)-frequently hypercyclic with respect to this particular \(a\), hence
\[
RHC(T) \subseteq \cup_{a \in \mathcal{S}} UFHC_a(T)
\]
which proves the sufficient part and the theorem. □

**Remark 1.9.** Note that if \(T\) is \(\mathcal{U}\)-frequently hypercyclic, we even have that \(UFHC(T) = UFHC_a(T)\) for some \(a \in \mathcal{S}\).
In 2015, Bès, Menet, Peris and Puig [6] proved that if $T$ is reiteratively hypercyclic then $RHC(T) = HC(T)$. It is worth noting that this result together with Theorem 1.8 yields the next corollary.

**Corollary 1.10.** If $T$ is a reiteratively hypercyclic operator then

$$HC(T) = \bigcup_{a \in S} UFHC_a(T).$$

Note also that for every $a \in S$, each set $UFHC_a(T)$ is either empty or comeager [8]. However, we do not have in general that $UFHC_a(T) = HC(T)$.

**Proposition 1.11.** Let $B$ denote the backward shift on $\ell^p$, $1 \leq p < +\infty$. For every $a \in S$, $2B$ is $U$-frequently hypercyclic with respect to $a$ but $UFHC_a(2B) \neq HC(2B)$.

**Proof.** Let $a \in S$. We know thanks to Bayart and Grivaux [2] that $2B$ is frequently hypercyclic and thus $U$-frequently hypercyclic with respect to $a$. Moreover, by Proposition 1.7, there exists an increasing sequence $(n_k)$ such that $d_a(\bigcup_{k \in \mathbb{N}} [n_k, n_k + k]) = 0$ and it is easy to see that we can construct a hypercyclic vector supported by $\bigcup_{k \in \mathbb{N}} [n_k, n_k + k]$ i.e. which can be written as $x = \sum_{j \in \bigcup_{k \in \mathbb{N}} [n_k, n_k + k]} x_j e_j$. This vector, though, cannot be $U$-frequently hypercyclic with respect to $a$ because $N(x, B(e_0, \frac{1}{2})) \subseteq \{j \in \mathbb{N} : 2^j |x_j| \geq \frac{1}{2}\} \subseteq \bigcup_{k \in \mathbb{N}} [n_k, n_k + k]$ and this last set has zero upper $a$-density. \[\square\]

2. **Properties of the $n$-fold product of $A$-hypercyclic operators**

This section aims at obtaining dynamical properties of the $n$-fold product of an $A$-hypercyclic operator, where $A$ is an upper Furstenberg family. Let us start by recalling the definition of this last notion.

**Definition 2.1.** [8] A non-empty family $A$ of subsets of $\mathbb{N}$ is called a Furstenberg family if

1. $\emptyset \notin A$,
2. $A \in A$, $A \subset B \implies B \in A$.

If, in addition, $A$ can be written as $A = \bigcup_{\delta \in D} A_{\delta}$ with $A_{\delta} = \bigcap_{\mu \in M} A_{\delta,\mu}$, for some families $A_{\delta,\mu}$ ($\delta \in D$, $\mu \in M$), where $D$ is arbitrary and $M$ is countable and satisfies:

(i) for any $A \in A_{\delta,\mu}$, there exists a finite set $F \subset \mathbb{N}$ such that

$$A \cap F \subset B \implies B \in A_{\delta,\mu},$$

(ii) for any $A \in A$ there is some $\delta \in D$ such that for all $n \geq 0$,

$$A - n \in A_{\delta},$$

then $A$ is said to be an upper Furstenberg family.

This notion of Furstenberg family allows us to define some dynamical properties.
Definition 2.2. Let $\mathcal{A}$ be a Furstenberg family and let $T$ be a bounded operator on a Banach space $X$. Then, $T$ is called $\mathcal{A}$-hypercyclic if there exists a vector $x \in X$ such that for any non-empty open set $U \subseteq X$, $N(x, U) \in \mathcal{A}$.

Example 2.3. This definition permits to recover some already known dynamical notions:

(1) If $\mathcal{A}_{ud}$ is the family of sets of positive upper density, then $\mathcal{A}_{ud}$-hypercyclicity corresponds to $\mathcal{U}$-frequent hypercyclicity. Moreover, $\mathcal{A}_{ud} = \bigcup_{\delta \in \mathbb{R}^*_+} \bigcap_{n \in \mathbb{N}} \mathcal{A}_{\delta,n}$ where $\mathcal{A}_{\delta,n} := \{ A \subseteq \mathbb{N} : \exists N \geq n \text{ such that } \frac{\#(A \cap [0,N])}{N} > \delta \}$.

(2) If $\mathcal{A}_{uBd}$ is the family of sets of upper Banach density, then $\mathcal{A}_{uBd}$-hypercyclicity corresponds to reiterative hypercyclicity. Moreover, $\mathcal{A}_{uBd} = \bigcup_{\delta \in \mathbb{R}^*_+} \bigcap_{n \in \mathbb{N}} \mathcal{A}_{\delta,n}$ where $\mathcal{A}_{\delta,n} := \{ A \subseteq \mathbb{N} : \exists m \geq 0 \text{ such that } \frac{\#(A \cap [m,m+n])}{n+1} > \delta \}$.

(3) Let $a \in \mathcal{S}$. If $\mathcal{A}_{uda}$ is the family of sets of positive upper density with respect to $a$, then $\mathcal{A}_{uda}$-hypercyclicity corresponds to $\mathcal{U}$-frequent hypercyclicity with respect to $a$. Moreover, $\mathcal{A}_{uda} = \bigcup_{\delta \in \mathbb{R}^*_+} \bigcap_{n \in \mathbb{N}} \mathcal{A}_{\delta,n}$ where $\mathcal{A}_{\delta,n} := \{ A \subseteq \mathbb{N} : \exists N \geq n \text{ such that } \frac{\sum_{j=0}^{N-1} a_j I_A(j)}{\sum_{j=0}^{N-1} a_j} > \delta \}$.

Each of these families is an upper Furstenberg family.

One of the main features of upper Furstenberg families is that they give rise to dynamical properties that satisfy an analogue of the Birkhoff transitivity theorem. This tool is central and will be one of the main ingredients in the following proofs.

Theorem 2.4 (Birkhoff Theorem for upper Furstenberg families). Let $T$ be a bounded operator on a Banach space $X$ and $\mathcal{A} := \bigcup_{\delta \in D} \mathcal{A}_\delta$ be an upper Furstenberg family. Then, the following are equivalent:

(1) $T$ is $\mathcal{A}$-hypercyclic;

(2) For any non-empty open subset $V \subseteq X$, there exists $\delta \in D$ such that for any non-empty open subset $U \subseteq X$, there is some $x \in U$ such that $N(x, V) \in \mathcal{A}_\delta$.

In what follows, we will work with the notion of upper Furstenberg family and obtain, as a corollary, results for $\mathcal{U}$-frequent hypercyclicity with respect to any $a \in \mathcal{S}$, $\mathcal{U}$-frequent hypercyclicity and reiterative hypercyclicity. We start by showing that under some conditions on $\mathcal{A}$, the $n$-fold product of an $\mathcal{A}$-hypercyclic operator is still $\mathcal{A}$-hypercyclic.

Theorem 2.5. Let $\mathcal{A}$ be an upper Furstenberg family satisfying

(1) $\forall \delta' \in D$, $\exists \delta \in D$, $\forall k \geq 0$: $A \in \mathcal{A}_{\delta'} \implies A - k \in \mathcal{A}_\delta$. 


(2) \( \forall A \in \mathcal{A}, \exists \delta \in D: \)
\[
\{ k \geq 0 : A \cap (A - k) \in \mathcal{A}_\delta \}
\] has bounded gaps.

If \( T \) is \( \mathcal{A} \)-hypercyclic then \( T \times T \) is \( \mathcal{A} \)-hypercyclic.

**Proof.** Let us first remark that the operator \( T \) is weakly mixing, i.e. \( T \times T \) is hypercyclic. Let \( U, V \subseteq X \) be non-empty open sets and let \( x \) be an \( \mathcal{A} \)-hypercyclic vector for \( T \). Since \( T \) is \( \mathcal{A} \)-hypercyclic and thus hypercyclic, the set \( N(U, V) = \{ n \in \mathbb{N} : U \cap T^{-n}(V) \neq \emptyset \} \) is not empty. We can then consider \( n \in N(U, V) \) and let \( U_n = U \cap T^{-n}(V) \) which is a non-empty open set. Therefore, \( N(x, U_n) \in \mathcal{A} \) and by definition of \( U_n \), we have
\[
N(x, U_n) = N(x, U_n) + n \subseteq N(U, V)
\]
because if \( n_1, n_2 \in N(x, U_n) \) then \( T^{n_2}x \in U \) and \( T^{n_1-n_2+n}(T^{n_2}x) = T^{n_1}x \in V \). Let \( A = N(x, U_n) \). By assumption, \( A - A = \{ k \geq 0 : A \cap (A - k) \neq \emptyset \} \) has bounded gaps and thus \( N(U, V) \) has also bounded gaps. It follows from [16] that \( T \) is weakly mixing.

Let \( V_1, V_2 \subseteq X \) be any non-empty open sets. We will now apply Theorem 2.4 in order to prove that \( T \times T \) is \( \mathcal{A} \)-hypercyclic. In other words, we want to find some \( \delta \in D \) such that for any non-empty open subsets \( U_1, U_2 \subseteq X \), there exist \( x_1 \in U_1 \) and \( x_2 \in U_2 \) such that \( N(x_1, V_1) \cap N(x_2, V_2) \in \mathcal{A}_\delta \).

Since \( T \) is hypercyclic by hypothesis, there exists \( n_0 \in \mathbb{N} \) such that \( T^{n_0}(V_1) \cap V_2 \neq \emptyset \). Thus, by continuity of \( T \), we can find a non-empty open subset \( \bar{V}_1 \subseteq V_1 \) so that
\[
T^{n_0}(\bar{V}_1) \subseteq V_2.
\]

Now, let \( y \) be a \( \mathcal{A} \)-hypercyclic vector for \( T \). Then, by hypothesis, there exists \( \delta' \in D \) such that
\[
\mathcal{K} := \{ k \geq 0 : N(y, \bar{V}_1) \cap \left( N(y, \bar{V}_1) - k \right) \in \mathcal{A}_{\delta'} \}
\] has bounded gaps.

Since we have fixed \( \delta' \in D \), let us define now \( \delta \in D \) thanks to hypothesis [1]. Moreover, since \( T \) is weakly-mixing, we know that \( N(U_1, U_2) \) contains arbitrarily long intervals and since \( \mathcal{K} \) has bounded gaps, it follows that there exists \( k \in N(U_1, U_2) \cap (\mathcal{K} + n_0) \), which writes
\[
T^k(U_1) \cap U_2 \neq \emptyset \text{ and } N(y, \bar{V}_1) \cap \left( N(y, \bar{V}_1) - (k - n_0) \right) \in \mathcal{A}_{\delta'}.
\]

There again the continuity of \( T \) gives the existence of a non-empty open subset \( \bar{U}_1 \subseteq U_1 \) such that \( T^k(\bar{U}_1) \subseteq U_2 \) and we consider \( n_1 \in N(y, \bar{U}_1) \). We claim now that if we let \( x_1 = T^{n_1}y \) and \( x_2 = T^{n_1+k}y \), then we can prove the desired property. Indeed, first since \( n_1 \in N(y, \bar{U}_1) \), then \( x_1 = T^{n_1}y \in \bar{U}_1 \subseteq U_1 \) and since \( T^k\bar{U}_1 \subseteq U_2 \), \( x_2 = T^kx_1 \in U_2 \). Remark also that
\[
N(x_1, V_1) = N(y, V_1) - n_1 \text{ and } N(x_2, V_2) = N(y, V_2) - n_1 - k.
\]
Furthermore, we can derive
\[
N(x_1, V_1) \cap N(x_2, V_2) = (N(y, V_1) - n_1) \cap (N(y, V_2) - n_1 - k) \\
\geq (N(y, \tilde{V}_1) - n_1) \cap (N(y, \tilde{V}_1) + n_0 - n_1 - k) \\
= (N(y, \tilde{V}_1) \cap (N(y, \tilde{V}_1) - (k - n_0))) - n_1.
\]
Thus, by definition of \( \delta \), we get that \( A \in \mathcal{A}_\delta \). □

In the previous result, we obtain the \( \mathcal{A} \)-hypercyclicity of the 2-fold product \( T \times T \). Of course, this is not specific to 2 and can be done for any \( n \geq 1 \) as the following corollary shows.

**Corollary 2.6.** Let \( \mathcal{A} \) be an upper Furstenberg family satisfying
\begin{enumerate}
\item \( \forall \delta' \in D, \exists \delta \in D, \forall k \geq 0: \ A \in \mathcal{A}_{\delta'} \implies A - k \in \mathcal{A}_\delta \).
\item \( \forall A \in \mathcal{A}, \exists \delta \in D: \ \{ k \geq 0 : A \cap (A - k) \in \mathcal{A}_\delta \} \) has bounded gaps.
\end{enumerate}
If \( T \) is \( \mathcal{A} \)-hypercyclic, then for every \( n \geq 1 \), the \( n \)-fold product \( \underbrace{T \times \cdots \times T}_{n \text{ times}} \) is \( \mathcal{A} \)-hypercyclic.

**Proof.** By applying several times Theorem 2.5, we get that for every \( n \geq 1 \), \( \underbrace{T \times \cdots \times T}_{n \text{ times}} \) is \( \mathcal{A} \)-hypercyclic. Finally, \( \mathcal{A} \) being a Furstenberg family, it is in particular hereditarily upward so \( \underbrace{T \times \cdots \times T}_{n \text{ times}} \) is \( \mathcal{A} \)-hypercyclic for any \( n \geq 1 \). □

This general result being proved, we can focus on some applications by fixing the family \( \mathcal{A} \).

We begin by considering the family of sets of positive upper density.

**Corollary 2.7.** If \( T \) is \( \mathcal{U} \)-frequently hypercyclic, then for any \( n \geq 1 \), the \( n \)-fold product \( \underbrace{T \times \cdots \times T}_{n \text{ times}} \) is \( \mathcal{U} \)-frequently hypercyclic.

**Proof.** It suffices to show that conditions of Corollary 2.6 are satisfied by the upper Furstenberg family of sets of positive upper density \( \mathcal{A}_{ud} \) defined in Example 2.3.

We recall that, in this case,
\[
D = \mathbb{R}^*_+ \quad \text{and} \quad \mathcal{A}_{\delta,n} = \{ A \subseteq \mathbb{N} : \exists N \geq n \text{ such that } \frac{\#(A \cap [0,N])}{N+1} > \delta \}.
\]
It is easily seen that for every \( k \geq 0 \), every \( \delta' > \delta > 0 \), \( A \in \mathcal{A}_{\delta'} \implies A - k \in \mathcal{A}_\delta \).
Moreover, Bayart and Ruzsa [5] proved that if \( A \in \mathcal{A}_\delta \) then \( \{ k \geq 0 : A \cap (A - k) \in \mathcal{A}_{\delta^{1/2}} \} \) has bounded gaps. Hence, the conditions of Corollary 2.6 are fulfilled. □
We can also apply Corollary 2.6 to the family of sets having positive upper Banach density.

**Corollary 2.8.** If \( T \) is reiteratively hypercyclic, then for any \( n \geq 1 \), the \( n \)-fold product \( T \times \cdots \times T \) is reiteratively hypercyclic.

**Proof.** We check the conditions of Corollary 2.6 for the upper Furstenberg family \( A = A_{aBd} \). We have

\[
D = \mathbb{R}^*_+ \quad \text{and} \quad A_{a,n} = \{ A \subseteq \mathbb{N} : \exists m \geq 0 \text{ such that } \frac{|A \cap [m, m+n]|}{n+1} > \delta \}.
\]

Here again, for every \( k \geq 0 \), every \( \delta' > \delta > 0 \), \( A \in A_{\delta'} \implies A-k \in A_{\delta} \) and the fact that if \( A \in A_{\delta} \) then \( \{ k \geq 0 : A \cap (A-k) \in A_{\delta/2} \} \) has bounded gaps, has already been obtained, as Theorem 20 in [6]. \( \square \)

Let us now consider the last family we are interested in: the family of sets having positive upper density with respect to some weight \( a \in \mathcal{S} \). The result concerning the \( n \)-fold product of a \( U \)-frequently hypercyclic operator with respect to a weight of \( \mathcal{S} \) will follow from Corollary 2.6 and the two next lemmas. The first one gives the shift-invariance of the weighted densities.

**Lemma 2.9.** Let \( A \subseteq \mathbb{N} \) and assume that \((n_i)_{i\in\mathbb{N}}\) is an increasing sequence satisfying \( \lim_{i \to +\infty} \frac{\sum_{j=0}^{n_i} a_j 1_{A(j)}}{\sum_{j=0}^{n_i} a_j} = \delta \). Then, for every \( k \in \mathbb{N} \), one has

\[
\lim_{i \to +\infty} \frac{\sum_{j=0}^{n_i} a_j 1_{A-k}(j)}{\sum_{j=0}^{n_i} a_j} = \delta \quad \text{and} \quad d_a(A) = d_a(A-k).
\]

**Proof.** Remark that it suffices to prove the result for \( k = 1 \). Since \((a_k)_{k\in\mathbb{N}}\) is non-decreasing and tends to infinity, we have for every \( N \in \mathbb{N} \)

\[
\frac{\sum_{j=0}^{N} a_j 1_{A-1}(j)}{\sum_{j=0}^{N} a_j} = \frac{\sum_{j=0}^{N+1} a_{j-1} 1_{A}(j)}{\sum_{j=0}^{N} a_j} \leq \frac{\sum_{j=0}^{N} a_j 1_{A}(j)}{\sum_{j=0}^{N} a_j} + \frac{a_{N+1}}{\sum_{j=0}^{N} a_j}.
\]

Hence, since \( v_{N+1}(a) \) tends to zero for \( a \in \mathcal{S} \), we obtain that

\[
\limsup_{i \to +\infty} \frac{\sum_{j=0}^{n_i} a_j 1_{A-1}(j)}{\sum_{j=0}^{n_i} a_j} \leq \delta \quad \text{and} \quad d_a(A-1) \leq d_a(A).
\]

For the reverse inequality, remember that for any \( a \in \mathcal{S} \), the sequence \((v_n(a))_{n\in\mathbb{N}}\) is non-increasing. This yields \( a_n \leq a_{n-1} \sum_{j=0}^{n-1} a_j / \sum_{j=0}^{n-2} a_j = a_{n-1}(1 + v_{n-1}(a)) \) and from that
we derive that for every $n_0 \geq 0$
\[
\frac{\sum_{j=n_0}^N a_j 1_{A-1}(j)}{\sum_{j=0}^N a_j} \geq \frac{\sum_{j=n_0+1}^N a_{j-1} 1_A(j)}{\sum_{j=0}^N a_j} \\
\geq \frac{\sum_{j=n_0+1}^N 1 + v_{n_0}(a) 1_A(j)}{\sum_{j=0}^N a_j} \\
\geq \frac{1}{1 + v_{n_0}(a)} \frac{\sum_{j=n_0+1}^N a_j 1_A(j)}{\sum_{j=0}^N a_j}.
\]
It follows that
\[
\liminf_{i \to +\infty} \frac{\sum_{j=0}^{n_i} a_j 1_{A-1}(j)}{\sum_{j=0}^{n_i} a_j} \geq \frac{1}{1 + v_{n_0}(a)} \delta
\]
and using again that the sequence $(v_n(a))_{n \in \mathbb{N}}$ tends to zero, we obtain the conclusion. \qed

The proof of the second lemma follows the ideas of Theorem 8 from \[5\].

**Lemma 2.10.** Let $\delta > 0$. If $A \subseteq \mathbb{N}$ satisfies $\overline{d}_a(A) > \delta$, then the set
\[
\mathcal{K} = \{k \in \mathbb{N} : \overline{d}_a(A \cap (A - k)) > \frac{\delta^2}{2}\}
\]
has bounded gaps.

**Proof.** Let us consider a sequence $(m_i)_{i \in \mathbb{N}}$ such that:
\[
\frac{\sum_{j=0}^{m_i} a_j 1_A(j)}{\sum_{j=0}^{m_i} a_j} \to \overline{d}_a(A).
\]
Since for every $k \in \mathbb{N}$, the sequence $\left(\frac{\sum_{j=0}^{m_i} 1_{A \cap (A - k)}(j)}{\sum_{j=0}^{m_i} a_j}\right)_{i \in \mathbb{N}}$ belongs to the compact set $[0, 1]$, we can use a diagonal procedure to extract a subsequence of the sequence $(m_i)_{i \in \mathbb{N}}$, which we will denote $(n_i)_{i \in \mathbb{N}}$, such that for every $k \in \mathbb{N}$, the limit
\[
\frac{\sum_{j=0}^{n_i} a_j 1_{A \cap (A - k)}(j)}{\sum_{j=0}^{n_i} a_j} \to \delta_k
\]
exists. It suffices now to prove that the set $\mathcal{K}' := \{k \in \mathbb{N} : \delta_k > \frac{\delta^2}{2}\} \subseteq \mathcal{K}$ has bounded gaps. Let $R$ be a finite set such that for every $k \neq l \in R$,
\[
(1) \quad \delta_{k-l} \leq \frac{\delta^2}{2}.
\]
On one hand, we have by Lemma 2.9
\[
\frac{\sum_{j=0}^{n_i} a_j (\sum_{k \in R} 1_{A-k}(j))}{\sum_{j=0}^{n_i} a_j} \to \sum_{k \in R} \overline{d}_a(A) = (\# R) \cdot \overline{d}_a(A).
\]
On the other hand,
\[
\frac{\sum_{j=0}^{n_i} a_j (\sum_{k \in R} 1_{A-k}(j))^2}{\sum_{j=0}^{n_i} a_j} = \frac{\sum_{j=0}^{n_i} a_j \sum_{k \in R} \sum_{l \in R} 1_{(A-k) \cap (A-l)}(j)}{\sum_{j=0}^{n_i} a_j} = \frac{\sum_{k \in R} \sum_{l \in R} \sum_{j=0}^{n_i} a_j 1_{(A-k) \cap (A-l)}(j)}{\sum_{j=0}^{n_i} a_j} = \frac{\sum_{k \in R} \sum_{l \in R} \sum_{j=k}^{n_i+k} a_{j-k} 1_{A \cap (A+k-l)}(j)}{\sum_{j=0}^{n_i} a_j}.
\]
Using again Lemma 2.9, we obtain that
\[
\sum_{j=k}^{n_i} a_{j-k} 1_{A \cap (A+k-l)}(j) \rightarrow_{i \rightarrow \infty} \delta_{l-k}.
\]
Therefore, we have
\[
\frac{\sum_{j=0}^{n_i} a_j (\sum_{k \in R} 1_{A-k}(j))^2}{\sum_{j=0}^{n_i} a_j} \rightarrow_{i \rightarrow \infty} \sum_{k \in R} \sum_{l \in R} \delta_{l-k} \leq (\# R)(\# R - 1) \frac{\delta^2}{2} + (\# R) \overline{d_a}(A).
\]
If we define \( f(j) = \sum_{k \in R} 1_{A-k}(j) \) then Jensen inequality gives
\[
\mathbb{E}^i_a(f^2) \geq \left( \mathbb{E}^i_a(f) \right)^2,
\]
where \( \mathbb{E}^i_a(X) := \sum_{j=0}^{n_i} \frac{a_j}{\sum_{n=0}^{n_i} a_n} X(j) \). Considering what has been proved before, this yields
\[
(\# R)(\# R - 1) \frac{\delta^2}{2} + (\# R) \overline{d_a}(A) \geq \left( (\# R) \overline{d_a}(A) \right)^2.
\]
After having used the assumption \( \overline{d_a}(A) > \delta \) and simplified the previous equation, we obtain:
\[
\# R \leq \frac{\overline{d_a}(A) - \frac{\delta^2}{2}}{\left( \overline{d_a}(A) \right)^2 - \frac{\delta^2}{2}}.
\]
Hence, one can choose a set \( R \) being maximal for relation (1). By maximality, if \( n \notin R \), there exists \( k \in R \) such that \( \delta_{n-k} > \frac{\delta^2}{2} \). It follows that \( K' + R = N \), which gives that \( K' \) has bounded gaps.

We can now easily obtain the result concerning \( U \)-frequently hypercyclic operators with respect to \( a \in S \).

**Corollary 2.11.** If \( T \) is \( U \)-frequently hypercyclic with respect to \( a \in S \), then for any \( n \geq 1 \), the \( n \)-fold product \( T \times \cdots \times T \) is \( U \)-frequently hypercyclic with respect to \( a \).

**Proof.** Let \( a \in S \). We consider the upper Furstenberg family \( A_{ud_a} \) defined in Example 2.3 and the conclusion is obtained by combining Corollary 2.6, Lemma 2.9 and Lemma 2.10.
Recall that it is not known if $T \times T$ is frequently hypercyclic as soon as $T$ is frequently hypercyclic. However, it is shown in [19] that if we let $B := \{(b_n)_{n \in \mathbb{N}} : (b_n)_{n \in \mathbb{N}}$ is non-increasing, tends to zero and $\sum_{n \in \mathbb{N}} b_n = \infty\}$, then for every set $A$, $\inf_{b \in B} \bar{d}_b(A) = d(A)$ and in particular, for every operator $T$, we have $FHC(T) = \bigcap_{b \in B} UFHC_b(T)$. In other words, this family of weighted upper densities allows to approach the lower density and it is interesting to notice that by following similar arguments, we get the same result for weights in $B$.

**Corollary 2.12.** If $T$ is $U$-frequently hypercyclic with respect to $b \in B$, then for any $n \geq 1$, the $n$-fold product $T \times \cdots \times T$ is $U$-frequently hypercyclic with respect to $b$.

These remarks lead to the following natural questions.

**Question 3.** Is the $n$-fold product $T \times \cdots \times T$ of a frequently hypercyclic operator $T$ also frequently hypercyclic?

**Question 4.** What can be said about an infinite product of $T$? A variant of this question has been studied in a paper by Grivaux, Matheron and Menet [14] where they obtain negative results for some infinite products of all different $U$-frequently hypercyclic operators.

### 3. Chaos and $U$-frequent hypercyclicity with respect to $a \in S$

The aim of this section is to study the link between chaos and frequent hypercyclicity with respect to weights in $S$. Indeed, we have seen in Theorem 1.8 that $U$-frequent hypercyclicity with respect to weights in $S$ is an intermediate notion lying between $U$-frequent hypercyclicity and reiterative hypercyclicity. In addition, Menet [18] proved that every chaotic operator is automatically reiteratively hypercyclic while there exist chaotic operators that are not $U$-frequently hypercyclic. These results induce the question of knowing whether there exists weights $a \in S$ for which chaotic operators are always $U$-frequently hypercyclic with respect to $a$. In what follows, this question is answered negatively by considering on $\ell^1(\mathbb{N})$ an operator of C-type as introduced in [18, 14].

**Definition 3.1.** The operator of C-type $T_{v,w,\varphi,b}$ on $\ell^p(\mathbb{N})$ is defined by

$$T_{v,w,\varphi,b}(e_k) = \begin{cases} w_{k+1}e_{k+1} & \text{if } k \in [b_n, b_{n+1} - 1[, n \geq 0 \\ v_n e_{b_n(n)} - \left( \prod_{j=b_n+1}^{b_{n+1}-1} w_j \right)^{-1} e_{b_n} & \text{if } k = b_{n+1} - 1, n \geq 1 \\ -\left( \prod_{j=b_n+1}^{b_{1}-1} w_j \right)^{-1} e_0 & \text{if } k = b_1 - 1 \end{cases}$$

where the four parameters $v, w, \varphi$ and $b$ are chosen as follows:
Then, there exist explicit vector numbers satisfying

- \( v = (v_n)_{n \geq 1} \) is a sequence of non-zero complex numbers such that \( \sum_{n \geq 1} |v_n| < +\infty \),
- \( w = (w_n)_{n \geq 1} \) is a sequence of complex numbers such that \( 0 < \inf_{n \geq 1} |w_n| \leq \sup_{n \geq 1} |w_n| < +\infty \),
- \( \varphi : \mathbb{N} \to \mathbb{N} \) satisfies \( \varphi(0) = 0 \), \( \varphi(n) < n \) and \( \#\varphi^{-1}\{n\} = +\infty \) for every \( n \geq 1 \),
- \( b = (b_n)_{n \geq 1} \) is an increasing sequence of integers such that \( b_0 = 0 \) and \( b_{n+1} - b_n \) is a multiple of \( 2(b_{\varphi(n)+1} - b_{\varphi(n)}) \) for every \( n \geq 1 \).

Moreover, we assume that \( \inf_{n \geq 0} \prod_{j=b_n+1}^{b_n+1-1} |w_j| > 0 \).

Note that every basis vector \( e_k \) is periodic for \( T_{v,w,\varphi,b} \), hence the same holds for every finite vector \( x \in c_00 \).

Let us begin by stating a result which is a direct consequence of the proof of Lemma 6.11 from [13]. Indeed, the following lemma is proved there but not explicitly stated. The operator \( P_n \) denotes the canonical projection of \( \ell^p \) onto \( \text{span}\{e_k : b_n \leq k < b_{n+1}\} \).

**Lemma 3.2.** Let \( T \) be an operator of C-type and \( x \in \ell^p(\mathbb{N}) \setminus \{0\} \). Assume that there exist a constant \( C > 0 \), a non-increasing sequence \( (\beta_l)_{l \in \mathbb{N}} \) of positive real numbers satisfying \( \sum_{l \in \mathbb{N}} \beta_l \leq 1 \), a sequence \( (X_l)_{l \in \mathbb{N}} \) of non-negative real numbers and a sequence \( (N_l)_{l \in \mathbb{N}} \) of integers increasing to infinity such that

1. \( \|P_n x\| \leq X_n \), for every \( n \in \mathbb{N} \),
2. \( \sup_{j \in \mathbb{N}} \|P_n T^j P_l x\| \leq C \beta_l X_l \) for \( 0 \leq n < l \),
3. \( \sup_{0 \leq j \leq N_l} \|P_n T^j P_l x\| \leq C \beta_l \|P_l x\| \) for \( 0 \leq n \leq l \),
4. \( \sup_{j \in \mathbb{N}} \sum_{l \geq n} \|P_n T^j P_l x\| > C X_n \) for every \( n \in \mathbb{N} \).

Then, there exist \( \varepsilon > 0 \) and \( (l_{ns})_{s \in \mathbb{N}} \) increasing to infinity such that for every \( s \in \mathbb{N} \),

- \( N(x, B(0, \varepsilon^c) \cap [0, s]) \supseteq \{0 \leq j \leq s : \|P_{l_{ns}} T^j P_{l_{ns}} x\| \geq 2C X_{l_{ns}}\} \),
- \( s > N_{l_{ns}} \).

We present now, our main criterion to check that the operator we are going to construct is not \( U \)-frequently hypercyclic with respect to \( a \).

**Theorem 3.3.** Let \( T \) be an operator of C-type and \( a \in \mathcal{S} \). Assume that for every hypercyclic vector \( x \), there exist a constant \( C > 0 \), a non-increasing sequence \( (\beta_l)_{l \in \mathbb{N}} \) of positive real numbers satisfying \( \sum_{l \in \mathbb{N}} \beta_l \leq 1 \), a sequence \( (X_l)_{l \in \mathbb{N}} \) of non-negative real numbers and a sequence \( (N_l)_{l \in \mathbb{N}} \) of integers increasing to infinity satisfying (\text{i}), (\text{iii}) and (\text{iii}) from Lemma 3.2 and

\[
(C) \quad \liminf_{l \to +\infty} \inf_{s \geq N_l} \frac{\sum_{j=0}^{s} a_j \mathbb{I}_{\{j \in \mathbb{N} : \|P_l T^j P_l x\| \geq 2C X_l\}}(j)}{\sum_{j=0}^{s} a_j} = 1.
\]

Then \( T \) is not \( U \)-frequently hypercyclic with respect to \( a \).

**Proof.** Let us first remark that since \( x \) is a hypercyclic vector for \( T \), one has

\[
\sup_{j \geq 0} \sum_{l \geq n} \|P_n T^j P_l x\| = +\infty
\]
for every \( n \in \mathbb{N} \). Indeed, since \( x \) is hypercyclic, we have \( \sup_{j \geq 0} \| P_n T^j x \| = \infty \) for every \( n \in \mathbb{N} \) and since \( P_n T^j x = \sum_{t \geq n} P_n T^j P_1 x \), we get the desired equality by remarking that \( \sup_{j \geq 0} \| P_n T^j P_n x \| < \infty \) because \( P_n x \) is a periodic point. It follows that condition (iv) from Lemma 3.2 is satisfied for any choice of sequence \( (X_l)_{l \in \mathbb{N}} \). Thus, applying Lemma 3.2, there exists \( \varepsilon > 0 \) and \( (l_n)_{s \in \mathbb{N}} \) increasing to infinity such that for every \( s \in \mathbb{N} \),

- \( N(x, B(0, \varepsilon)^r) \cap [0, s] \supseteq \{ 0 \leq j \leq s : \| P_{l_{n_s}} T^j P_{l_{n_s}} x \| \geq 2CX_{l_{n_s}} \} \),
- \( s > N_{l_{n_s}} \).

Let us use these two consequences in the computation of the lower \( a \)-density of \( N(x, B(0, \varepsilon)^c) \):

\[
\frac{\sum_{j=0}^{s} a_j \mathbb{1}_{N(x, B(0, \varepsilon)^c)}(j)}{\sum_{j=0}^{s} a_j} \geq \inf_{r > N_{l_{n_s}}} \frac{\sum_{j=0}^{r} a_j \mathbb{1}_{\{ j : \| P_{l_{n_s}} T^j P_{l_{n_s}} x \| \geq 2CX_{l_{n_s}} \}}(j)}{\sum_{j=0}^{r} a_j} \geq \inf_{t > l_{n_s}} \inf_{r > N_t} \frac{\sum_{j=0}^{r} a_j \mathbb{1}_{\{ j : \| P_T T^j x \| \geq 2CX_1 \}}(j)}{\sum_{j=0}^{r} a_j} = 1
\]

which in turn implies that \( \mathcal{A}_a(N(x, B(0, \varepsilon)^c)) = 0 \). Consequently \( T \) cannot be \( \mathcal{U} \)-frequently hypercyclic with respect to \( a \). \( \square \)

The following lemma will be helpful for the proof of our main result. It is a slight modification of Fact 6.13 from [14]. The proof is only a rewriting of the original proof but we keep the sets that we consider in the proof instead of counting their elements like it was done in [14].

**Lemma 3.4.** Let \( T \) be an operator of \( C \)-type and \( x \in \ell^p(\mathbb{N}) \). Let also

\[
X_l = \left\| \sum_{k=b_l}^{b_{l+1}-1} \left( \prod_{s=k+1}^{k+1} w_s \right) x_k e_k \right\|.
\]

If there exists \( 0 \leq k_0 < k_1 \leq b_{l+1} - b_l \) such that

\[
|w_{b_l+k}| = 1, \text{ for every } k \in [k_0, k_1], \text{ and } \prod_{s=b_l+k_0+1}^{b_{l+1}} |w_s| = 1,
\]
then there exists $j_0 < b_{i+1} - b_i$ such that for every $J \in \mathbb{N}$,

$$
\left\{ 0 \leq j \leq J : \|P_l T^j P_l x\| < \frac{X_l}{2} \right\}
\subseteq [0, J] \cap \bigcup_{r \in \mathbb{N}} \left[ r(b_{i+1} - b_i) + j_0, r(b_{i+1} - b_i) + j_0 + 2(b_{i+1} - b_i - (k_1 - k_0)) \right].
$$

The operator we are looking for will be constructed as an operator of $C_{+,1}$-type as defined by Grivaux, Matheron and Menet in Section 6.5 from [14], which are particular cases of operators of $C$-type. These operators depend only on three increasing sequences of integers $(\delta^{(k)})_{k \in \mathbb{N}}, (\Delta^{(k)})_{k \in \mathbb{N}}$ and $(\tau^{(k)})_{k \in \mathbb{N}}$ satisfying $\delta^{(k)} < \Delta^{(k)}$ for every $k \in \mathbb{N}$. The parameters $v, w, \varphi$ and $b$ are then defined by

- $v_n = 2^-(\tau^{(k)})$ for every $n \in [2^{k-1}, 2^k [$,
- $b_0 = 0$ and $b_{n+1} = b_n + \Delta^{(k)}$ for every $n \in [2^{k-1}, 2^k [$,
- $w_{b_{n+i}} = w_i^{(k)}$ for every $n \in [2^{k-1}, 2^k [$ and every $i \in [1, \Delta^{(k)}]$, where

$$
w_i^{(k)} = \begin{cases} 2 & \text{if } 1 \leq i \leq \delta^{(k)} \\ 1 & \text{if } \delta^{(k)} < i < \Delta^{(k)} \end{cases}
$$

- $\varphi(n) = n - 2^{k-1}$ for every $n \in [2^{k-1}, 2^k [$.

The result stated below, see Theorem 6.17 of [14], gives a sufficient condition for an operator of $C_{+,1}$-type to be chaotic.

**Theorem 3.5.** Let $T$ be a $C_{+,1}$-type operator on $l^p(\mathbb{N})$. If $\limsup_{k \to +\infty} (\delta^{(k)} - \tau^{(k)}) = +\infty$, then $T$ is chaotic.

The last result we will need gives sufficient conditions on the sequences $(\delta^{(k)})_{k \in \mathbb{N}}$ and $(\tau^{(k)})_{k \in \mathbb{N}}$ to construct sequences that satisfies the assumptions of Lemma 3.2. It has been obtained within the beginning of the proof of Theorem 6.18 in [14].

**Lemma 3.6.** Assume that the sequences $(\delta^{(k)})_{k \in \mathbb{N}}$ and $(\tau^{(k)})_{k \in \mathbb{N}}$ satisfy

$$
\limsup_{k \to +\infty} \frac{\tau^{(k)}}{\delta^{(k)}} < 1 \quad \text{and} \quad \sum_{k \geq 1} 2^{k} 2^{(\delta^{(k-1)} - \tau^{(k-1)})} (\Delta^{(k)})^{1-\frac{1}{p}} \leq 1
$$

and that the sequence $(2^{(\delta^{(k-1)} - \tau^{(k)})} (\Delta^{(k)})^{1-\frac{1}{p}})$ is non-increasing. Then hypotheses (i), (ii) and (iii) of Lemma 3.2 are satisfied with the following choices:

- $C = \frac{1}{3}$,
- $\beta_l = 4 \cdot 2^{(\delta^{(k-1)} - \tau^{(k)})} (\Delta^{(k)})^{1-\frac{1}{p}}$ when $l \in [2^{k-1}, 2^k [$,
- $X_l = \| \sum_{k=b_1}^{b_l+1} \left( \prod_{s=k+1}^{k-1} w_s \right) x_{k^l} \| \text{ when } l \in [2^{k-1}, 2^k [$,
- $N_l = \Delta^{(k)} - \delta^{(k)}$ when $l \in [2^{k-1}, 2^k [$.

This preparatory being done, we can now state and prove the main result of this section which proves that there is no link between $\mathcal{U}$-frequent hypercyclicity with respect to any sequences in $\mathcal{S}$ and chaos.
Theorem 3.7. For any $a \in S$, there exists a chaotic operator on $\ell^1(\mathbb{N})$ which is not $\mathcal{U}$-frequently hypercyclic with respect to $a$.

Proof. First, let us fix a sequence $(\delta^{(k)})_{k \in \mathbb{N}}$ such that $\frac{1}{2}\delta^{(k)} - \delta^{(k-1)}$ is increasing and

$$2^{\delta^{(k-1)} - \frac{1}{2}\delta^{(k)}} \leq \frac{1}{4^{2k}}$$

and let us define the sequence $(\tau^{(k)})_{k \in \mathbb{N}}$ by setting $\tau^{(k)} = \frac{1}{2}\delta^{(k)}$. Using Theorem 3.5, it is clear that for any choice of sequence $(\Delta^{(k)})_{k \in \mathbb{N}}$, the operator will be chaotic. Moreover, the assumptions of Lemma 3.6 are clearly fulfilled since $p = 1$. It gives the existence of a constant $C > 0$ and of sequences $(\beta_l)_{l \in \mathbb{N}}$, $(X_l)_{l \in \mathbb{N}}$ and $(N_l)_{l \in \mathbb{N}}$ satisfying hypotheses [1], [2] and [3] of Lemma 3.2, where $C = \frac{1}{4}$ and the sequence $N_l = \Delta^{(k)} - \delta^{(k)}$ when $l \in [2^{k-1}, 2^k[$.

It remains to show that for a good choice of $(\Delta^{(k)})_{k \in \mathbb{N}}$, condition [C] is satisfied so that by invoking Theorem 3.3, we can deduce that $T$ is not $\mathcal{U}$-frequently hypercyclic with respect to $a$.

We first remark that by definition of operators of $C_{+1}$-type, for every $i \in ]\delta^{(k)}, \Delta^{(k)}[$, one has $w_i^{(k)} = 1$ hence $\prod_{i=\delta^{(k)}+1}^{\Delta^{(k)-1}} w_i^{(k)} = 1$. Consequently, Lemma 3.4 can be applied with $k_0 = \delta^{(k)}$ and $k_1 = \Delta^{(k)}$ when $l \in [2^{k-1}, 2^k[$. We get that for every $k \geq 1$, every $l \in [2^{k-1}, 2^k[$, there exists $j_0 < \Delta^{(k)}$ such that for every $J \in \mathbb{N}$,

$$\left\{0 \leq j \leq J : \|PT^{j}P_{x}\| < \frac{X_l}{2}\right\} \subseteq [0, J] \cap \bigcup_{r \in \mathbb{N}} \left[ r\Delta^{(k)} + j_0, r\Delta^{(k)} + j_0 + 2\delta^{(k)}\right].$$

Therefore, it suffices to find a sequence $(\Delta^{(k)})_{k \in \mathbb{N}}$ satisfying for every $k \in \mathbb{N}$

$$(3) \quad \lim_{k \to +\infty} \max_{j_0 < \Delta^{(k)} - \delta^{(k)}} \sup_{s \geq \Delta^{(k)} - \delta^{(k)}} \frac{\sum_{j=0}^{s} a_j 1_{\mathbb{N}_r \cup \mathbb{N}_l \cap \left[r\Delta^{(k)} + j_0, r\Delta^{(k)} + j_0 + 2\delta^{(k)}\right]}}{\sum_{j=0}^{s} a_j} = 0$$

in order to conclude that condition [C] is satisfied:

$$\lim_{l \to +\infty} \inf_{s \geq N_l} \frac{\sum_{j=0}^{s} a_j 1_{\{j \in \mathbb{N} : \|PT^{j}P_{x}\| \geq \frac{X_l}{2}\}}}{\sum_{j=0}^{s} a_j} = 1.$$ 

In other words, it suffices to prove that for every $n \in \mathbb{N}$,

$$\lim_{N \to +\infty} \max_{j_0 < N} \sup_{s \geq N-n} \frac{\sum_{j=0}^{s} a_j 1_{\mathbb{N}_r \cup \mathbb{N}_l \cap \left[rN + j_0, rN + j_0 + 2n\right]}}{\sum_{j=0}^{s} a_j} = 0.$$

Let us divide this proof into two cases.
In summary, we have shown that

\[ \max_{j_0 < N} \frac{\sum_{j=0}^{s} a_j \mathbb{1}_{r \in [r N + j_0, r N + j_0 + 2n]}(j)}{\sum_{j=0}^{s} a_j} \leq \frac{\sum_{j=s-2n}^{s} a_j}{\sum_{j=0}^{s} a_j} = 1 - \frac{\sum_{j=0}^{s-2n-1} a_j}{\sum_{j=0}^{s} a_j} = 1 - \frac{1}{\prod_{j=s-2n}^{s} (1 + v_j(a))} \leq 1 - \frac{1}{\prod_{j=N-3n}^{N-2n} (1 + v_j(a))}. \]

If \( n - n \leq s < N \), since \((a_n)_{n \in \mathbb{N}} \in S\) and in particular since \( v_j(a) \) is non-increasing, we get

\[ \frac{\sum_{j=0}^{r_0 N} a_j \mathbb{1}_{r \in [r N + j_0, r N + j_0 + 2n]}(j)}{\sum_{j=0}^{s} a_j} \leq \frac{\sum_{j=s-2n}^{s} a_j + \sum_{r=1}^{r_0} \sum_{j=r N-2n}^{r N} a_j}{\sum_{j=0}^{s} a_j} \leq 1 - \frac{1}{\prod_{j=r_0 N-2n}^{r_0 N} (1 + v_j(a))} \leq 1 - \frac{1}{\prod_{j=N-3n}^{N-n} (1 + v_j(a))}. \]

The other terms can be treated in the following fashion

\[ \frac{\sum_{r=1}^{r_0 - 1} \sum_{j=r N-2n}^{r N} a_j}{\sum_{j=0}^{s} a_j} \leq \frac{\sum_{r=1}^{r_0 - 1} (2n + 1) a_r N}{\sum_{j=0}^{s} a_j} \leq \frac{2n + 1}{N} \sum_{j=0}^{s} a_j \leq \frac{2n + 1}{N}. \]

In summary, we have shown that

\[ \max_{j_0 < N} \sup_{s \geq N-n} \frac{\sum_{j=0}^{s} a_j \mathbb{1}_{r \in [r N + j_0, r N + j_0 + 2n]}(j)}{\sum_{j=0}^{s} a_j} \leq 2 - \frac{2}{\prod_{j=N-3n}^{N-n} (1 + v_j(a))} + \frac{2n + 1}{N}. \]
which tends to 0 as \( N \to +\infty \). This concludes the proof. \( \square \)
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