Enhancing synchronization by optimal correlated noise
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From the flashes of fireflies to Josephson junctions and power infrastructure, networks of coupled phase oscillators provide a powerful framework to describe synchronization phenomena in many natural and engineered systems. Most real-world networks are under the influence of noisy, random inputs, potentially inhibiting synchronization. While noise is unavoidable, here we show that there exist optimal noise patterns which minimize desynchronizing effects and even enhance order. Specifically, using analytical arguments we show that in the case of a two-oscillator model, there exists a sharp transition from a regime where the optimal synchrony-enhancing noise is perfectly anti-correlated, to one where the optimal noise is correlated. More generally, we then use numerical optimization methods to demonstrate that there exist anti-correlated noise patterns that optimally enhance synchronization in large complex oscillator networks. Our results may have implications in networks such as power grids and neuronal networks, which are subject to significant amounts of correlated input noise.

The occurrence of noise is unavoidable in networks and systems at all scales [1], from biological examples [2] such as neurons in the auditory and visual pathways [3–5], neural information processing [6, 7] to mechanical oscillators [8] and fluctuating inputs affecting the stability of power grids [9–11]. Synchronization of the underlying network of nonlinear phase oscillators is a paradigm employed to understand such physical and biological networks [12, 13]. Fluctuations are generally seen as undesirable and significant efforts have been made to understand and prevent their detrimental effects on network synchronization [14–19]. Optimization methods have been successfully employed to improve synchrony with and without noise, in particular by adjusting the weighted network topology [17, 20–28]. Similar techniques have also been effective for other types of networks and objectives such as efficient transport [29–35]. There has been recent interest in the possibility that noise may be leveraged to enhance synchronization [36–43]. Specifically, it was found that the degree to which input noise is correlated may have a significant influence on its ability to aid in or prevent network synchrony [36].

Based on the widely used Kuramoto model [44, 45], here we study the optimal patterns of input noise correlations that enhance synchronization in networks of oscillators. Using analytic arguments we find that in the simple case of two coupled oscillators in the phase-drift regime as studied in Ref. [36], the optimal synchrony-enhancing noise undergoes a transition from perfect anti-correlation to perfect correlation as the total noise strength is increased. We then numerically study generic complex networks near phase-locked fixed points and show that the optimal pattern of synchrony-enhancing noise retains essential characteristics seen in the two-oscillator case. The optimal noise we uncover is strongly linked to the network topology. In complex networks, the optimal noise correlations show characteristic clustering, separating the network into regions that benefit from receiving uncorrelated inputs. We now proceed to analytically study the tractable case of two connected Kuramoto oscillators subject to generic noise.

The model consists of coupled phase-oscillators with different natural frequencies. In the limit of weak coupling, the phases can be modeled using the Kuramoto-type equations

\[
\frac{d\theta_1}{dt} = \omega_1 + K \sin(\theta_2 - \theta_1) + \eta_1 \\
\frac{d\theta_2}{dt} = \omega_2 + K \sin(\theta_1 - \theta_2) + \eta_2, \tag{1}
\]

where \(\theta_i(t)\) are the oscillator phases, \(\omega_i\) the natural frequencies, \(K\) is the coupling constant, and \(\eta_i\) are stochastic white noise terms satisfying \(\langle \eta_i \rangle = 0\) and \(\langle \eta_i(t)\eta_j(t') \rangle = C_{ij} \delta(t - t')\) with the symmetric and positive semi-definite covariance matrix \(C_{ij} = C_{ji}\). The model described by Eq. (1) was recently shown to exhibit counter-intuitive enhanced synchronization under uncorrelated noise \(\eta_{ij} \sim \delta_{ij}\) as opposed to common noise \(C_{ij} = C\) [36]. We now study this effect allowing for arbitrary correlations between the noise terms. It is useful to change variables to the mean angle \(\mu = (\theta_1 + \theta_2)/2\) and angular difference \(\delta = \theta_1 - \theta_2\). The mean \(\mu\) is irrelevant for synchronization as quantified by the squared Kuramoto order parameter \(R^2 = |\sum_j e^{i\theta_j}/N|^2 = 1/2 + (1/2)\cos \delta\). We focus on the equation for the phase difference,

\[
\delta' = 1 - \kappa \sin \delta + \zeta, \tag{2}
\]

where the prime indicates a derivative with respect to \(\tau = \Delta \omega t\), the dimensionless parameter \(\kappa = K/\Delta \omega\), and the dimensionless noise \(\zeta = (\eta_1 - \eta_2)/\Delta \omega\).

In the absence of noise, \(\zeta = 0\), it is well known that Eq. (2) exhibits a synchronization transition at \(\kappa = 1\) [44, 47]. To study non-vanishing noise, we calculate \(\langle \zeta \rangle = 0\).
FIG. 1. Noise-enhanced synchronization in the two-oscillator model and optimal covariance transition. (a) Numerically obtained \(\langle R^2 \rangle\) from integrating Eq. (2) until \(\tau = 400000\) from random initial conditions as a function of \(\kappa = K/\Delta \omega\) for several \(\zeta\). (b) Numerically obtained \(\langle R^2 \rangle\) from integrating Eq. (2) until \(\tau = 20000\) from random initial conditions (circles) and analytic approximation (see Ref. [46], Section I for the explicit formula) as a function of \(\zeta\) for \(\kappa = 0.9\). (c) Numerically approximated optimal covariance \(\rho_\ast\). To simplify comparing between different combinations of \(\sigma_{1,2}\), we introduced the average \(\sigma = (\sigma_1 + \sigma_2)/2\) and the relative difference \(\alpha = |\sigma_1 - \sigma_2|/(\sigma_1 + \sigma_2)\). Optimal correlations are obtained at \(\kappa = 0.1\). The transitions occur at \(\sigma_\ast/\sqrt{\Delta \omega} \approx 1/\sqrt{2}\) and \(\sigma_\ast/\sqrt{\Delta \omega} \approx 1/(\alpha \sqrt{2})\). (d) Approximate optimal order parameter \(\langle R^2 \rangle\), for the optimal covariances shown in panel (c) at \(\kappa = 0.1\).

and

\[
\langle \zeta(\tau)\zeta(\tau') \rangle = \frac{1}{\Delta \omega} (C_{11} - 2C_{12} + C_{22}) \delta(\tau - \tau') = 2\kappa^2 \delta(\tau - \tau').
\]

This suggests that \(\zeta^2 = (C_{11} - 2C_{12} + C_{22})/(2\Delta \omega)\) is the relevant effective noise strength for synchronization. This effective noise strength depends on the correlation between the original noise inputs \(\eta_{1,2}\). Specifically, for common noise, \(C_{ii} = \sigma^2\) implies \(\zeta^2 = 0\): Common noise does not affect synchronization at all. For uncorrelated noise, \(C_{ii} = \sigma^2\) and \(C_{12} = 0\), which implies \(\zeta^2 = \sigma^2/\Delta \omega\). A similar argument shows that the maximum effective noise strength for synchronization is achieved for anti-correlated inputs \(C_{ii} = \sigma^2\), \(C_{12} = -\sigma^2\) with \(\zeta^2 = 2\sigma^2/\Delta \omega\).

But how does \(\zeta^2\) affect synchronization, and can we find an optimal noise correlation? We numerically simulated Eq. (2) and computed long-time averages of the order parameter \(\langle R^2 \rangle\) for several \(\zeta\). In the regime below the transition, \(\kappa < 1\), noise generally enhances synchronization, while for \(\kappa > 1\), noise generally decreases synchronization [Fig. 1 (a), Ref. [36]]. At fixed \(\kappa\), there exists an optimal effective noise \(\zeta_\ast\) that maximizes synchronization [Fig. 1 (b)].

We can relate this to the original noise covariance matrix as follows. Fixing the noise variances \(C_{ii} = \sigma^2\), the covariance \(C_{12} = \sigma_1\sigma_2\rho\) with the correlation \(-1 \leq \rho \leq 1\) can be used to tune the effective noise and thus increase synchronization. While it appears straightforward to obtain the optimal \(\zeta_\ast^2\) and then to solve \(\zeta^2 = (\sigma^2 - 2\sigma_1\sigma_2\rho + \sigma^2_1)/(2\Delta \omega)\) for the correlation \(\rho\), the constraint \(-1 \leq \rho \leq 1\) must be taken into account: it is not always possible to adjust \(\rho\) and reach the optimal \(\zeta_\ast^2\). When this happens, the optimal correlation occurs at the boundary of the allowed range, \(\rho_\ast = \pm 1\). Solving for \(\rho_\ast\), the optimal correlation to enhance synchronization at fixed \(\sigma_{1,2}\) is then

\[
\rho_\ast = \frac{\sigma_1^2 + \sigma_2^2 - \zeta_\ast^2 \Delta \omega}{\sigma_1 \sigma_2}, \quad (3)
\]

where the primed angle brackets indicate that the argument is clipped to remain between \(-1\) and \(1\) using \([x]' = \min(\max(x, -1), 1)\). This clipping leads to a sharp transition [Fig. 1 (c,d)]. In the following, it is useful to introduce the average \(\sigma = (\sigma_1 + \sigma_2)/2\). For small \(\sigma/\sqrt{\Delta \omega}\), anti-correlated noise optimally enhances synchronization [Fig. 1 (c)]. Solving Eq. (3) for \(\rho_\ast = +1\), we find the critical noise strength \(\sigma_\ast\) below which anti-correlated noise is optimal, \(\sigma_\ast = \zeta_\ast \sqrt{\Delta \omega}/2\). Similarly, solving Eq. (3) for \(\rho_\ast = -1\), we find the critical noise strength \(\sigma_\ast\) above which common noise is optimal, \(\sigma_\ast = \zeta_\ast \sqrt{\Delta \omega}/2\). In the regime where \(-1 < \rho_\ast < 1\), the global optimum can be reached and \(\langle R^2 \rangle_\ast\) is constant. Otherwise, the optimal order parameter occurs at the boundary of the allowed range of \(\rho\) and is less than the global maximum. In this case, \(\rho_\ast = \pm 1\) [Fig. 1 (c)].

While \(\zeta_\ast^2\) and thus \(\rho_\ast\) can be obtained numerically, it is possible to gain insight from an analytic approximation. Equation (2) is equivalent to the Fokker-Planck equation

\[
\frac{\partial p(\delta, t)}{\partial t} = -\frac{\partial}{\partial \delta} \left[ (1 - \kappa \sin \delta) p(\delta, t) \right] + \kappa^2 \frac{\partial^2 p(\delta, t)}{\partial \delta^2}, \quad (4)
\]

for the probability density \(p(\delta + 2\pi, t) = p(\delta, t)\). From a Fourier series approximation to the solution of Eq. (4), we obtain an explicit expression for \(\langle R^2 \rangle_\ast(\kappa, \kappa)\) in the regime of small \(\kappa\) [46]. The optimal effective noise is then \(\zeta_\ast^2 = 1 - \frac{2\kappa}{100\kappa^2 + O(\kappa^3)}\), and the corresponding maximal order parameter is \(\langle R^2 \rangle_\ast = \frac{1}{2} + \frac{\kappa}{2} + O(\kappa^3)\). Even for larger \(\kappa \lesssim 1\), there is good agreement with full numerical solutions of the Fokker-Planck equation [Fig. 1 (a)].
In many real-world cases such as power grids, the network operates near a phase-locked fixed point instead of the incoherent regime. Therefore, we now focus on general networks near a fixed point and show that, unlike in the two-oscillator case, there exist optimal correlation patterns beyond common noise that enhance synchronization. While we note that other order parameters can also be relevant [48], here consider the Kuramoto order parameter. The equations of motion for \( N \) coupled oscillators are

\[
\frac{d\theta_i}{dt} = \omega_i + \sum_{j=1}^{N} K_{ij} \sin(\theta_j - \theta_i) + \eta_i, \tag{5}
\]

where again the stochastic forcing is given by correlated white noise, \( \langle \eta_i(t)\eta_j(t') \rangle = C_{ij} \delta(t-t') \) and \( \langle \eta_i \rangle = 0 \). The matrix \( K_{ij} = K_{ji} \) encodes the weighted network topology. Equation (5) as well as the order parameter allow to shift the phases as \( \theta_i \rightarrow \theta_i - \mu \), where \( \mu \) is the mean phase. In the following, we adopt these “centered dynamics,” where the mean natural frequency, the mean noise, and the mean covariance with any oscillator vanish, \( \sum_j \omega_i = \sum_j \eta_{ij} = \sum_j C_{ij} = 0 \) [Ref. [46], Section III]. Note that noise that is uncorrelated in the original frame \( (C_{ij} \sim \delta_{ij}) \) appears uniformly correlated in centered dynamics, \( C_{ij} \sim \delta_{ij} + (\delta_{ij} - 1)/(N - 1) \). Assuming that weak noise drives the centered Eq. (5) near a fixed point \( 0 = \omega_i + \sum_{j=1}^{N} K_{ij} \sin(\hat{\theta}_j - \hat{\theta}_i) \), we expand \( \hat{\theta}_i = \bar{\theta}_i + \varepsilon_i \) to obtain the linearized dynamics of the perturbations \( \varepsilon_i \),

\[
\frac{d\varepsilon_i}{dt} = \sum_{j=1}^{N} K_{ij} \cos(\theta_j - \bar{\theta}_i)(\varepsilon_j - \varepsilon_i) + \eta_i. \tag{6}
\]

In the following, we are interested in long-time averages such that any initial transients have decayed and the system has settled into an equilibrium distribution. We expand the order parameter averaged in this way,

\[
\langle R^2 \rangle = R_0^2 + \frac{1}{2} (\varepsilon^\top H \varepsilon) + \mathcal{O}(\varepsilon^3), \tag{7}
\]

where \( R_0^2 \) is the order parameter at the fixed point \( \bar{\theta}_i \), and the angle brackets denote the long-time average. The linear term \( \langle J \varepsilon \rangle = J \langle \varepsilon \rangle \), where \( J \) is the Jacobian matrix, vanishes due to \( \langle \varepsilon \rangle = 0 \). The Hessian matrix \( H_{ij} = (2/N^2) \cos(\bar{\theta}_j - \bar{\theta}_i) - \delta_{ij} \sum_k \cos(\bar{\theta}_j - \bar{\theta}_k) \), encodes the synchronization state of the fixed point and is negative semi-definite close to the synchronous state \( \bar{\theta}_i \approx 0 \) [Ref. [46], Section VI], but can be positive semi-definite or even indefinite, for instance close to “twisted states” [Refs. [49] and [46], Section VI]. Thus, we expect that noise will generically reduce synchrony. However, it is still possible to find noise inputs that minimize these effects, and transitions can occur. Equation (7) suggests that such optimal synchronization is achieved by maximizing the second order term \( \langle \varepsilon^\top H \varepsilon \rangle = \text{tr}(HE) \). Here, \( \text{tr}(\cdot) \) is the matrix trace, and \( E = \langle \varepsilon \varepsilon^\top \rangle \) satisfies the continuous Lyapunov equation \( LE + EL = -C \) for the weighted Laplacian matrix \( L_{ij} = K_{ij} \cos(\theta_j - \bar{\theta}_i) - \delta_{ij} \sum_n K_{in} \cos(\bar{\theta}_n - \bar{\theta}_i) \). This can be seen by formally solving Eq. (6) in the Langevin formalism and performing the noise average [Ref. [46], Section V]. The Lyapunov equation frequently occurs in stability and control theory [50]. Our goal of finding
the optimal noise covariances $C$ can be formulated as the constrained optimization problem

$$\max_{C,E} \quad \text{tr} (HE) \quad \text{(8)}$$

such that

$$LE + EL = -C$$
$$C \succeq 0.$$

A valid covariance matrix must be positive semi-definite, $C \succeq 0$. This constraint turns the problem into a semi-definite program [51]. As it stands, the optimization problem is unbounded, such that we must augment it by an additional constraint to set the noise scale. For simplicity, we fix uniform variances, $C_{ii} = 1$. Because the Lyapunov equation in Eq. (8) is linear, any uniform $C_{ii}$ can be obtained by rescaling the optimal solution. Due to the centered frame constraint $\sum_j C_{ij} = 0$ we expect anticorrelations to be relevant in complex networks again.

To uncover the relationship between network topology and optimal noise, we numerically analyze networks of increasing complexity. For simplicity, we take the coupling constants to be uniform, $K_{ij} \equiv K/d$, where $d$ is the network’s average degree. We draw the natural frequencies from a Gaussian distribution $\omega_i \sim \mathcal{N}(0, 1/N^2)$, where $N$ is the number of nodes. The mean of the natural frequencies for each network is set to exactly zero. Fixed points and solutions to the semi-definite program Eq. (8) are obtained numerically {Ref. [46], Section IV}.

As the simplest extension of our two-oscillator model we first consider periodic chains of $N$ oscillators. We note that the optimal noise pattern obtained from solving Eq. (8) is highly effective in improving synchronization as compared to uncorrelated noise [Fig. 2 (a)], even far into the nonlinear regime [Fig. 2 (b)]. Interestingly, the optimal noise is such that neighboring pairs in chains with an even number of oscillators receive anti-correlated inputs [Fig. 2 (c,e)]. However, it is not always possible for all pairs of neighbors in a network to receive perfectly anti-correlated inputs, leading to frustrated patterns of optimal noise. Indeed, for an odd number of oscillators in the chain, the magnitude of the optimal noise correlation $|C_{ij}|$ decays away from any particular oscillator $i$. The chain topology prevents any two neighboring oscillators from receiving perfectly anti-correlated noise [Fig. 2 (d,f)]. This effect is also seen in periodic grids {Ref. [46], Section VIII}. It is interesting to note that the optimal noise itself may exhibit a transition from local to global organization near the synchronization transition of the underlying network, depending on the specific set of natural frequencies $\omega_i$ (Fig. 3). The transition is accompanied by a significant increase of the order parameter [Fig. 3 (a)] that even persists into the phase-drift regime for a large region of couplings $K$ {Ref. [46], Section IX}.

We finally consider complex network topologies derived from power grids [52]. Here, the optimal noise patterns show clustering, where groups of oscillators are approximately anti-correlated among themselves. Correlations between the clusters are approximately zero (Fig. 4), potentially promoting cluster synchronization [53]. One particular type of cluster in these networks consists of one single “dangling” node together with its neighbor. Such nodes have been identified as vulnerable to perturbations before [54, 55]. Real power grid dynamics can be modeled using a second-order model [9] which is also amenable to our method and shows a dependence of the optimal covariances on the inertia in the network {Ref. [46], Section X}.

We studied to what extent synchronization in complex oscillator networks can be enhanced by correlated noise. We showed that in the phase-drift regime of a two-oscillator system, optimal noise correlations can significantly improve synchronization. The optimal correlations exhibit a transition between anti-correlated and correlated noise depending on the overall noise strength. In complex networks, we found that the optimal input noise is generally anti-correlated with diverse patterns where the strength of correlations can be constant, decaying, or even be restricted to clusters of oscillators.

Our results may have implications for real networks such as power grids and neuronal networks. For instance, power grid synchronization may be enhanced if new power plants and lines are judiciously placed ac-
according to the principles outlined above. Correlations of input noise can be estimated [56], or predicted from the weather [57, 58]. Our work opens up new pathways to understanding and controlling synchronization in complex systems.

FIG. 4. Anti-correlated patterns form clusters in complex networks. (a) IEEE 14-node test grid, node colors correspond to correlation with oscillator 6. (b) Optimal covariance matrix for the network from (a). There are two clusters of anti-correlated oscillators that are uncorrelated with each other. (c) IEEE 30-node test grid, node colors correspond to correlation with oscillator 19. (d) Optimal covariance matrix for the network from (c). There are several clusters of anti-correlated oscillators that are uncorrelated with each other. Small clusters of two nodes generally have one of the nodes “dangling” with only one neighbor. In all graph plots, edge width is proportional to the coupling strength $K_{ij}$. Power loads were centered and normalized to unit variance, and then used as constant inputs.
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SUPPLEMENTAL MATERIAL

I. APPROXIMATE SOLUTION OF THE FOKKER-PLANCK EQUATION

While Eq. (4) can not be solved analytically, in the regime of $\kappa \ll 1$, the steady-state distribution appears to be well-represented by sinusoids. Encouraged by this, we approximate the steady-state distribution as a truncated Fourier series, $p(\delta) \approx \sum_{k=-N}^{N} a_k e^{ik\delta}$. The normalization condition $\int_{-\pi}^{\pi} p(\delta) \, d\delta = 1$ implies $a_0 = 1/(2\pi)$ and reality of the solution is equivalent to $a_{-k} = a_k^*$. Plugging in the shortest non-trivial Fourier series with $N = 2$ and solving the resulting system of equations yields the following approximation for the Fourier coefficients,

$$
\begin{align*}
    a_0 &= \frac{1}{2\pi} \\
    a_1 &= \frac{1}{2\pi} \frac{2\kappa (2\varsigma^2 + i)}{\kappa^2 + 8\varsigma^4 + 12i\varsigma^2 - 4} \\
    a_2 &= \frac{1}{2\pi} \frac{\kappa^2}{\kappa^2 + 8\varsigma^4 + 12i\varsigma^2 - 4}.
\end{align*}
$$

Using this Fourier approximation, we can calculate the expected order parameter as

$$
\langle R^2 \rangle = \frac{1}{2} + \frac{1}{2} \langle \cos \delta \rangle = \frac{1}{2} + \frac{\pi}{2} (a_1 + a_1^*)
= \frac{1}{2} + \frac{2\kappa \varsigma^2 (\kappa^2 + 8\varsigma^4 + 2)}{(\kappa^2 - 4)^2 + 16 (\kappa^2 + 5) \varsigma^4 + 64\varsigma^8}.
$$

(S1)

where the expectation value is defined as $\langle f(\delta) \rangle = \int_{-\pi}^{\pi} f(\delta) p(\delta) \, d\delta$. This equation can be optimized directly with respect to $\varsigma$ by setting the derivative to zero and solving in Mathematica.

The first approximation found above can be compared to numerical solutions. Specifically, we are interested in the optimal effective noise strength $\varsigma_0^2$ and the corresponding optimal order parameter $\langle R^2 \rangle_*$. We solved the Fokker-Planck equation Eq. (4) numerically using Mathematica and numerically obtained $\varsigma_0^2$ and $\langle R^2 \rangle_*$ using a Golden Section search (termination accuracy was set to $10^{-6}$) as a function of $\kappa$. Except for values of $\kappa$ close to 1, the approximation formulas are very good (Fig. S1).

![Fig. S1](image)

FIG. S1. Comparison of the approximation formulas derived in the main text to corresponding numerically obtained optimal values from a full numerical solution of the Fokker-Planck equation Eq. (4). (a) Optimal effective noise strength where the approximation formula is $\varsigma_0^2 \approx 1 - 23\kappa^2/100 - 1757\kappa^4/25000$. Note that in the main paper, only the expression to order $O(\kappa^2)$ is given. (b) Optimal order parameter where the approximation formula is $\langle R^2 \rangle_* \approx 1/2 + \kappa/8 + \kappa^3/160$. Note that in the main paper, only the expression to order $O(\kappa)$ is given. The colored lines have the same interpretation as in panel (a).

II. TWO-OSCILLATOR MODEL NEAR A FIXED POINT

Here, we analyze the two-oscillator model near a fixed point. We start by computing the fixed point in the noise-free case,

$$
\delta' = 0 \Rightarrow \delta = \arcsin(\kappa^{-1}).
$$
We now expand the equation of motion with noise close to the fixed point, $\delta(\tau) = \bar{\delta} + \varepsilon(\tau)$ as

$$\dot{\delta} = \varepsilon' = 1 - \kappa \sin(\bar{\delta} + \varepsilon) + \zeta \approx -\sqrt{1 - \kappa^{-2}} \varepsilon + \zeta. \quad (S2)$$

We can similarly expand the order parameter,

$$R^2 = \frac{1}{2} + \frac{1}{2} \cos(\bar{\delta} + \varepsilon) = R_0^2 - \frac{1}{2\kappa} \varepsilon - \frac{1}{4} \sqrt{1 - \kappa^{-2}} \varepsilon^2 + \mathcal{O}(\varepsilon^3), \quad (S3)$$

where $R_0^2 = (1/2)(1 + \sqrt{1 - \kappa^{-2}})$. Averaging Eq. (S3) over the noise, the term linear in $\varepsilon$ drops out and we are left with

$$\langle R^2 \rangle = R_0^2 - \frac{1}{4} \sqrt{1 - \kappa^{-2}} \langle \varepsilon^2 \rangle.$$

To calculate the average $\langle \varepsilon^2 \rangle$, we formally solve Eq. (S2) as

$$\varepsilon(\tau) = \varepsilon_0 e^{-\sqrt{1 - \kappa^{-2}} \tau} + e^{-\sqrt{1 - \kappa^{-2}} \tau} \int_0^\tau ds e^{\sqrt{1 - \kappa^{-2}} s} \zeta(s).$$

For long times, the first term vanishes and we can use the second term to calculate

$$\langle \varepsilon^2 \rangle = \int_\tau^\infty dy \int_0^\tau ds \langle \zeta(s)\zeta(s') \rangle e^{\sqrt{1 - \kappa^{-2}} (y+s')} = 2\varsigma^2 \int_\tau^\infty dy e^{-\sqrt{1 - \kappa^{-2}} y} e^{-2\sqrt{1 - \kappa^{-2}} y} = \frac{\varsigma^2}{\sqrt{1 - \kappa^{-2}}}.$$

Plugging this expression back into Eq. (S3), we obtain

$$\langle R^2 \rangle = R_0^2 - \frac{1}{4} \varsigma^2.$$

### III. CENTERED DYNAMICS OF COMPLEX NETWORKS

Eq. (5) from the main paper contains a freedom of re-defining $\theta_i \rightarrow \theta_i + c$ for some constant $c$ corresponding to a reference angle. Here, we fix this freedom by introducing the new variables

$$\delta_i(t) = \theta_i(t) - \mu(t)$$
$$\mu(t) = \frac{1}{N} \sum_j \theta_j(t).$$

Taking derivatives and plugging them into Eq. (1), we find that they satisfy

$$\dot{\delta}_i = \omega_i - \frac{1}{N} \sum_j \omega_j(t) + \sum_j K_{ij} \sin(\delta_i - \delta_j) + \eta_i - \frac{1}{N} \sum_j \eta_j(t) \quad (S4)$$
$$\dot{\mu} = \frac{1}{N} \sum_j \omega_j(t) + \frac{1}{N} \sum_j \eta_j(t), \quad (S5)$$
where we used \( \sum_{i,j} K_{ij} \sin(\delta_i - \delta_j) = 0 \) due to antisymmetry. Equation (S4) is equivalent to Eq. (5) but with centered inputs, \( \omega_i \rightarrow \omega_i - (1/N) \sum_j \omega_j(t) \) and \( \eta_i \rightarrow \eta_i - (1/N) \sum_j \eta_j(t) \). The order parameter \( R^2 \) is independent of \( \mu \), so it is sufficient to consider centered dynamics and assume that \( \sum_j \omega_j = 0 \). However, we must consider the effect of centering on the stochastic inputs. Specifically, the centered noisy inputs can be written using a projection matrix \( Q \) as

\[
Q \eta = \left( I - \frac{1}{N} J \right) \eta,
\]

where \( J_{ij} = 1 \). Similarly, if \( \langle \eta_i(t) \eta_j(t') \rangle = C_{ij} \delta(t-t') \), then the centered correlation matrix is

\[
Q \langle \eta(t) \eta^\top(t') \rangle Q^\top = QCQ \delta(t-t').
\] (S6)

Thus, the centered covariances are constrained to have vanishing row and column sums, \( \sum_j C_{ij} = \sum_i C_{ij} = 0 \). This is also automatically enforced by the Lyapunov equation constraint in Eq. (8).

### IV. NUMERICAL METHODS

#### A. Numerical method for obtaining fixed points

Fixed points \( \bar{\theta}_i \) satisfy

\[
0 = \omega_i + \sum_j K_{ij} \sin(\bar{\theta}_j - \bar{\theta}_i)
\]

and are found using a Trust-Region method as implemented in the NLsolve.jl package for the Julia language. As initial guess we use random numbers drawn from a normal distribution with mean 0 and standard deviation 0.1.

#### B. Numerical integration of the dynamical equations

The dynamics in the main paper can be brought into the form of a system of stochastic differential equations,

\[
dX = f(X, t) \, dt + G \, dW.
\]

Here, \( f(X, t) \) is the deterministic dynamics and \( dW \) is a vector of white noise terms. Finally, \( G \) is a matrix describing the correlations between the individual noise terms. For instance, \( G = I \) corresponds to uncorrelated white noise. In our work, we prescribe the correlation matrix \( C \) between the noise terms,

\[
C = \langle G dW dW^\top G^\top \rangle = G \underbrace{\langle dW dW^\top \rangle}_{= I} G^\top = GG^\top,
\] (S7)

where we used the fact that \( dW \) is uncorrelated white noise. To construct a matrix \( G \) satisfying Eq. (S7), we use the singular value decomposition of \( C \),

\[
C = U \Sigma U^\top = U \sqrt{\Sigma} U^\top U \sqrt{\Sigma} U^\top.
\]

Here, we used that \( C \) is symmetric and added in a factor of \( U^\top U = I \) to end up with a symmetric \( G = U \sqrt{\Sigma} U^\top \) (this specific choice has no bearing on the results).

To efficiently calculate the long-time averaged order parameter without the need to store the entire time series, we note that any time average \( y(t) = \langle f(t) \rangle = \frac{1}{t} \int_0^t f(t') dt' \) satisfies the differential equation

\[
y'(t) = \frac{f(t) - y(t)}{t},
\] (S8)

with the initial condition \( y(0) = f(0) \) and \( y'(0) = \frac{1}{2} f'(0) \). Equation (S8) with \( f(t) = R^2(t) \) is solved concurrently with the original SDE and produces the averaged order parameter.

The complete system of SDEs is numerically solved using the DifferentialEquations.jl package [59] in the Julia language with an Euler-Maruyama scheme and time-step \( \Delta t = 0.01 \).
C. Numerical optimization

Numerical optimization of the problem given by Eq. (8) is done by implementing it in the domain-specific language of the Convex.jl package [60] for the Julia language. The problem is then solved using the COSMO algorithm [61] with convergence tolerances \( \varepsilon_{\text{rel}} = \varepsilon_{\text{abs}} = 10^{-7} \).

V. DERIVATION OF THE LYAPUNOV EQUATION CONSTRAINT

Here, we compute the variance of fluctuations directly in the Langevin formalism. We are interested in the long-term limit where any initial transients have decayed, and the system has relaxed to a stationary distribution.

We consider the linearized first-order system from the main paper,

\[
\dot{\varepsilon} = L\varepsilon + \eta(t),
\]

where \( \langle \eta \rangle = 0, \langle \eta(t)\eta(t')^\top \rangle = C\delta(t - t') \) is white noise input in time with centered correlation matrix \( C \) and \( L \) is the weighted graph Laplacian with components \( L_{ij} = K_{ij} \cos(\tilde{\theta}_j - \tilde{\theta}_i) - \delta_{ij} \sum_n K_{in} \cos(\tilde{\theta}_n - \tilde{\theta}_i) \). The solution to this system can be expressed as

\[
\varepsilon(t) = \exp(Lt)\varepsilon_0 + \int_0^t \exp(L(t-s))\eta(s)\,ds.
\]

As long as the network graph is connected, the Laplacian has a single vector in its nullspace, the vector of all 1s \( \mathbf{1} = (1, 1, \ldots, 1)^\top \), and is otherwise negative definite. The centered dynamics introduced in the previous section are equivalent to \( \mathbf{1}^\top \varepsilon \), such that all solutions to the linear differential equation live in the space orthogonal to the Laplacian’s nullspace. Thus, the homogeneous solution \( \exp(Lt)\varepsilon_0 = \sum_{j=2}^N e^{\lambda_j t}(\mathbf{u}_j^\top \varepsilon_0)\mathbf{u}_j \), where \( \lambda_j < 0 \) are the nonzero eigenvalues and \( \mathbf{u}_j \) the corresponding eigenvectors of \( L \), decays for large times, and we can focus on the particular solution.

We want to compute the matrix of equal-time covariances in the long-time limit,

\[
\langle \varepsilon(t)\varepsilon(t')^\top \rangle = \int_0^t ds \int_0^t ds' \exp(L(t-s))\langle \eta(s)\eta(s')^\top \rangle \exp(L(t-s'))
\]

\[
= \int_0^t ds \int_0^t ds' \exp(L(t-s))C \exp(L(t-s'))\delta(s-s')
\]

\[
= \int_0^t dy \int_0^t dy' \exp(Ly)C \exp(Ly') \delta(y' - y).
\]

We substituted \( y = t-s, y' = t-s' \), and used the fact that \( \langle \eta(t)\eta^\top(t') \rangle = C\delta(t-t') \). We now take the limit \( t \to \infty \). Integrating over the \( \delta \)-function we obtain

\[
\langle \varepsilon\varepsilon^\top \rangle = \int_0^\infty dy \exp(Ly)C \exp(Ly)
\]

This matrix-valued integral cannot be evaluated directly, but we can integrate by parts to obtain

\[
\langle \varepsilon\varepsilon^\top \rangle = E = \int_0^\infty dy \exp(Ly)C \exp(Ly)
\]

\[
= \left[ \exp(Ly)C \exp(Ly) \right]_0^\infty L^\dagger - L \int_0^\infty dy \exp(Ly)C \exp(Ly)L^\dagger
\]

\[
= -CL^\dagger - LEL^\dagger
\]

\[
\Rightarrow LE + EL = -C.
\]

Equation (S10) is the continuous Lyapunov equation, which frequently occurs in control and stability theory [50]. For instance, a linear time-invariant system given by the matrix-valued ODE \( A\dot{x} = x \) is globally asymptotically stable if the Lyapunov equation \( A^\top P + PA = -Q \) can be solved for any positive-definite \( Q \). Here, the dagger represents the Moore-Penrose pseudo-inverse, which is used because the nullspace of \( L \) and \( C \) is given by the vector \( \mathbf{1} \) of all ones. The solution \( E \) must also have \( E\mathbf{1} = 0 \) in the centered frame, such that Eq. (S10) captures it fully.
VI. THE ORDER-PARAMETER HESSIAN NEAR THE SYNCHRONOUS STATE

The Hessian of the squared order parameter for a network of $N$ oscillators near the fixed point $\bar{\theta}_j$ is the $N \times N$ matrix with elements

$$H_{ij} = \frac{2}{N^2} \left( \cos(\bar{\theta}_i - \bar{\theta}_j) - \delta_{ij} \sum_{n=1}^{N} \cos(\bar{\theta}_i - \bar{\theta}_n) \right).$$

A. The synchronous state

At the synchronous state $\bar{\theta}_i = 0$, the Hessian has the form

$$H_{ij}^{(0)} = \begin{cases} 1 - \frac{N}{2} & i = j \\ \frac{1}{2} & \text{otherwise.} \end{cases}$$

It is easy to see that the vector of all ones lies in the nullspace, $H1 = 0$. Similarly, the set of $N - 1$ vectors $(1, -1, 0, \ldots, 0), (1, 0, -1, 0, \ldots, 0), \ldots, (1, 0, 0, \ldots, 0, -1)$ provides a basis of the remaining eigenspace corresponding to the eigenvalue $-2/N$. Thus, the Hessian is negative semi-definite. We can approximate the eigenvalues for not perfectly synchronized states using perturbation theory. We first note that $H1 = 0$ is always true due to the structure of the matrix. We then expand the cosines to find the first order correction of

$$H_{ij}^{(1)} = -\frac{1}{N^2} \left( (\bar{\theta}_i - \bar{\theta}_j)^2 - \delta_{ij} \sum_{n=1}^{N} (\bar{\theta}_i - \bar{\theta}_n)^2 \right)$$

It is easy to check that this matrix is negative semi-definite,

$$\sum_{i,j} x_i H_{ij}^{(1)} x_j = -\frac{1}{2N} \sum_{i,j} (\bar{\theta}_i - \bar{\theta}_j)^2 (x_i - x_j)^2 \leq 0.$$ 

Thus, the eigenspace of $H^{(0)}$ corresponding to the eigenvalue $-2/N$ is perturbed to first order to $-2/N + \lambda_i$, where $\lambda_i$ are the eigenvalues of $H^{(1)}$. We conclude that close to the synchronous state, the order parameter Hessian $H$ is negative semi-definite.

B. Twisted states in periodic chains

Here, we analyze periodic chains of $N$ oscillators near stable “twisted states.” Following Ref. [49], twisted states are defined by $\bar{\theta}_j = 2\pi \frac{q}{N} j$, where $q = 1, 2, \ldots, N - 1$ is the winding number.

The Hessian at a twisted state is

$$H_{ij}^{(0)} = \frac{2}{N^2} \cos \left( \frac{2\pi}{N} \left( \frac{q}{N} (i - j) \right) \right),$$

because the sum $\sum_n \cos \left( \frac{2\pi}{N} (i - n) \right) = 0$. This matrix is circulant, so the eigenvalues are given by

$$\lambda_j = \frac{\sum_{k=1}^{N} 2}{N^2} \cos \left( \frac{2\pi}{N} (k - 1) \right) e^{2\pi i \frac{k-1}{N}}, \quad j = 0, \ldots, N - 1$$

$$= \frac{1}{N^2} \sum_{k=0}^{N-1} \left[ \left( e^{2\pi i \frac{k+q}{N}} \right)^k + \left( e^{2\pi i \frac{k-q}{N}} \right)^k \right]$$

$$= \begin{cases} \frac{1}{N} & j = q \\ \frac{1}{N} & j = N - q \\ 0 & \text{otherwise.} \end{cases}$$
Thus, the Hessian at a twisted state fixed point is positive semi-definite. Expanding near a twisted state, $\bar{\theta}_j = 2\pi q j / N + \epsilon_j$ the lowest order correction to the Hessian can be written as

$$H^{(1)}_{ij} = -\sin \left( 2\pi \frac{q}{N} (i - j) \right) (\epsilon_i - \epsilon_j) + \delta_{ij} \sum_n \sin \left( 2\pi \frac{q}{N} (i - n) \right) (\epsilon_i - \epsilon_n).$$

This matrix is indefinite in general, such that the full Hessian eigenvalues close to twisted states are generally indefinite. Numerically it can be seen that near a twisted state, the 0-eigenvalues of $H^{(0)}$ tend to split into positive and negative pairs of eigenvalues.

**VII. OPTIMAL NOISE FOR TWISTED STATES IN PERIODIC CHAINS**

Here, we analyze periodic chains of $N$ oscillators near stable “twisted states.” Following Ref. [49], we set $\omega_i = 0$ and choose twisted initial conditions, $\bar{\theta}_j = 2\pi q j / N$, where $q = 1, 2, \ldots, N - 1$ is the winding number. Such twisted states can be thought of as maximally asynchronous because the order parameter is

$$R = \frac{1}{N} \sum_{j=1}^{N} e^{2\pi i \frac{q j}{N}} = 0.$$ 

Thus, near stable twisted states we expect any amount of noise to increase the order parameter. Specifically, we find that our method as outlined in the main paper still works and provides optimal noise patterns which improve $\langle R^2 \rangle$ compared to uncorrelated noise and to the no-noise case.

The optimal noise covariances are no longer anticorrelated between neighboring oscillators but oscillate spatially with a wavelength that decreases with increasing winding number $q$ (Figure S2).

Direct numerical simulations show that optimal noise patterns do improve synchrony as compared to uniform noise (Figure S3). Because for higher winding numbers $q$ the basins of attraction of the twisted states become smaller, it becomes steadily more difficult to remain near the twisted state in a noisy system. For instance, in the $N = 10$ chain from Figure S3, states with $q > 2$ were not stable for any amount of noise $\sigma > 10^{-6}$.

**VIII. OPTIMAL NOISE IN PERIODIC SQUARE GRIDS**

Periodic grids show similar behavior as oscillator chains. In a periodic even square grid, the optimal noise is perfectly anti-correlated between neighboring nodes [Fig. S4 (a,b)], whereas for odd square grids, correlations show a characteristic decay similar to odd chains due to the fact that not all neighbors can receive perfectly anti-correlated inputs [Fig. S4 (c,d)].
FIG. S3. Time series of the time averaged order parameter \( \langle R^2(t) \rangle = (1/t) \int_0^t R^2(t')dt' \) in an \( N = 10 \) periodic chain near twisted states with winding numbers (a) \( q = 1 \) and (b) \( q = 2 \). For panel (a), \( \sigma = 0.25 \) and for panel (b), \( \sigma = 0.1 \).

FIG. S4. Optimal noise patterns and frustrated covariances in periodic square grids. (a) Optimal covariance matrix of a \( 6 \times 6 \) periodic square grid of oscillators. (b) Covariance pattern for the same grid as in panel (a) with respect to the top left oscillator, all neighbors are anti-correlated. Each matrix entry corresponds to one oscillator in the grid with neighbors as shown. (c) Optimal covariance matrix of a frustrated \( 7 \times 7 \) periodic square grid of oscillators. Because the graph has an odd number of oscillators in each direction, not all neighbors can receive anti-correlated noise. (d) Covariance pattern for the same grid as in panel (c) with respect to the center oscillator. Covariances decay with distance, similar to Fig. 2 (d,f).

IX. PARAMETRIC DEPENDENCE OF THE OPTIMAL COVARIANCE IN PERIODIC CHAINS AND OPTIMAL NOISE TRANSITION

In the following section we study the dependence of the optimal noise covariance matrix on the parameters of the system, the coupling constant \( K \) and the distribution of natural frequencies \( \omega_i \). For simplicity, we focus on periodic oscillator chains and on Gaussian distributed natural frequencies with zero mean where we vary the width of the distribution. For couplings \( K \) close to the synchronization transition, a new transition in the optimal noise covariances is observed from small-scale to large-scale correlations. The width of the transition region depends on the width of the distribution of natural frequencies. The optimal noise covariance matrix obtained close to the synchronization transition in the phase-locked regime still provides a significant improvement in the order parameter even in the phase-drift regime, for a large range of parameters even beyond the noise-free order parameter.

A. Dependence on the coupling constant and noise strength

Here we study the dependence of the optimal covariance matrix on the coupling \( K \) in periodic chains. We fixed chains of length \( N = 11, 12 \) as in the main paper with random but fixed distribution of natural frequencies \( \{\omega_i\} \) where the standard deviation was \( \text{std}(\{\omega_i\}) = 1/N \). We varied the uniform coupling constant \( K \) between \( K = 0 \) and \( K = 1 \).

We numerically integrated the stochastic equations of motion from initial conditions at the steady state if one existed (computed as in Section IV) or from zero initial conditions (if no steady state existed) for (i) no noise, (ii) uncorrelated noise, and (iii) optimal noise. When a steady state existed at a given \( K \), the optimal noise was obtained using the same method as described in the main paper. When no steady state existed at a given \( K \), the optimal noise from the closest \( K \) where a steady state existed was used. The noise variance was fixed to \( \sigma = 0.5 \) and the equations of motion were integrated until \( t = 200000 \).

Generally, we found that in the steady-state regime the behavior was as expected from the main paper (Figure S5). Specifically, it is possible that the choice of natural frequencies \( \omega_i \) is such that close to the synchronization transition, the optimal noise also undergoes a transition and becomes significantly better at synchronizing the network than even the no-noise case [Fig. S5 (a,c)]. The transition of the optimal noise covariance matrix depends on the network topology.
FIG. S5. Dependence of the long-time averaged order parameter \( \langle R^2 \rangle \) on the parameters \( K \) and \( \sigma \) in periodic chains of (a,b) \( N = 11 \) and (c,d) \( N = 12 \). Panels (a,c) show the order parameter without noise (from direct numerical simulations and from theory by numerically calculating the fixed point), with optimal noise, and with uncorrelated noise of equal total variance. The optimal noise covariance matrix \( C \) was calculated for each value of \( K \) independently. In the phase-drift regime, the matrix \( C \) corresponding to the closest value of \( K \) where a fixed point existed was used. The vertical dotted lines correspond to the critical values \( K_{\text{crit}} \) where the synchronization transition occurred. Numerical simulation were performed from initial conditions either at the numerically obtained noise-free fixed point (in the phase-locked regime) or from zero initial conditions (in the phase-drift regime) up to a time \( t = 200000 \).

FIG. S6. Optimal noise covariances near the synchronization transition in an \( N = 11 \) chain. (a) Noise-free and approximate optimal noise order parameters as a function of the coupling strength \( K \). The optimal noise curve crosses the no-noise curve near the synchronization transition. The curves correspond to those in Fig. S5 (a). (b–e) Optimal covariance matrices near the synchronization transition, exhibiting a transition from small scale to large scale correlations.

and proceeds towards more large-scale correlations as the synchronization transition is approached (Figures S6, S7).

B. Dependence on the frequency distribution

To study the dependence on the frequency distribution, we again consider periodic chains of various sizes. For simplicity, we consider only Gaussian distributed natural frequencies \( \omega_i \), but we vary the the standard deviation, \( \text{std}(\omega) \). We choose periodic oscillator chains of sizes \( N = 10, 12, 15 \) and perform numerical optimizations of the noise covariances. For each oscillator chain, the distribution of \( \omega_i \)’s is fixed and then the initial distribution is uniformly rescaled to obtain different standard deviations.

In all cases, we find the same transition if the optimal noise covariance near the synchronization transition of the original system. However, the transition happens over a smaller range of \( K \) as the standard deviation \( \text{std}(\omega) \) is decreased (Figure S8).
FIG. S7. Optimal noise covariances near the synchronization transition in an $N = 12$ chain. (a) Noise-free and approximate optimal noise order parameters as a function of the coupling strength $K$. The optimal noise curve crosses the no-noise curve near the synchronization transition. The curves correspond to those in Fig. S5 (c). (b–e) Optimal covariance matrices near the synchronization transition, exhibiting a transition from small scale to large scale correlations.

FIG. S8. Dependence of the optimal noise transition on the frequency distribution. (a–c) $N = 10$ periodic chain, (e–f) $N = 12$ periodic chain, (i–l) $N = 15$ periodic chain. Shown are the steady-state order parameters $R_0^2$ without noise (blue lines) and the approximations $\langle R^2 \rangle = R_0^2 + (\sigma^2/2) \text{tr}(HE)$ with $\sigma = 0.25$ (orange lines). The synchronization transition where steady states cease to exist occurs at the value of $K$ where both lines end.
X. SECOND-ORDER POWER GRID MODELS

Power grids are often modeled using the swing equation (a second-order Kuramoto model), which includes the effects of mechanical inertia in the grid [9]. The equations of motion for $N$ nodes are

$$\dot{\theta}_i = \omega_i,$$
$$\dot{\omega}_i = -\alpha \omega_i + \sum_{j=1}^{N} K_{ij} \sin(\theta_j - \theta_i) + P_i + \eta_i. \tag{S11}$$

Here, $\alpha$ is a damping constant, $K_{ij}$ are coupling constants related to physical properties of the grid power lines, and the constants $P_i$ are related to net power flows (generation or consumption) at each node $i$. The $\eta_i$ are noise terms with $\langle \eta_i \rangle = 0$ and $\langle \eta_i(t) \eta_j(t') \rangle = C_{ij} \delta(t - t')$. We will also assume that the net powers are balanced, $\sum_j P_j = 0$.

Just like in the main manuscript, we can find a noise-free steady state by solving

$$0 = \sum_{j=1}^{N} K_{ij} \sin(\bar{\theta}_j - \bar{\theta}_i) + P_i,$$

which has the same mathematical form as the equivalent equation in the Kuramoto model. Expanding near this state as $\theta_i(t) = \bar{\theta}_i + \varepsilon_i(t)$ for small $\varepsilon_i$ we obtain the linearized equations of motion

$$\begin{pmatrix} \varepsilon' \\ \omega' \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ L & -\alpha I \end{pmatrix} \begin{pmatrix} \varepsilon \\ \omega \end{pmatrix} + \begin{pmatrix} 0 \\ \eta(t) \end{pmatrix}.$$

Here, we again used the Laplacian with components $L_{ij} = K_{ij} \cos(\bar{\theta}_j - \bar{\theta}_i) - \delta_{ij} \sum_n K_{in} \cos(\bar{\theta}_n - \bar{\theta}_i)$. For this linearized system, we can go through the same derivation as in Section V to show that the long-time covariance matrix $F = \langle yy^\top \rangle$ satisfies another Lyapunov equation,

$$MF + FM^\top = -\begin{pmatrix} 0 & 0 \\ 0 & C \end{pmatrix} = -\hat{C}.$$

Note the transpose $'\top'$, which is due to the fact that $M$ is not symmetric.

The synchrony of a power grid can be quantified by the same type of long-time averaged order parameter as in the Kuramoto model,

$$\langle R^2 \rangle = R_0^2 + \frac{1}{2} \langle \varepsilon^\top H \varepsilon \rangle + \ldots$$
$$\quad = R_0^2 + \frac{1}{2} \text{tr}(HE) + \ldots$$

Here, $H$ is the same Hessian as in the main paper and the matrix $E$ of covariances between the $\varepsilon$'s is the top left $N \times N$ block of

$$F = \begin{pmatrix} E & * \\ * & * \end{pmatrix}.$$

Armed with this model, we can formulate the optimal noise problem for power grids as

$$\max_{C,F} \text{tr}(HE) \tag{S12}$$
$$\text{such that } MF + FM^\top = -\hat{C}$$
$$C \succeq 0.$$

We numerically optimized the IEEE 14-bus test case near its synchronous steady state for various values of $\alpha$ (Fig. S9). For large $\alpha \gg 1$, the model approaches the Kuramoto case, and the optimal covariances are clustered. Decreasing $\alpha$, and thus increasing the relative importance of inertia, the optimal covariances become less clustered by going through a number of step-like transitions in the covariance structure. At the same time, the optimal objective $\text{tr}(HE)$ decreases; in strongly inertia-dominated networks, noise optimization is less effective at increasing synchrony. However, the basic anti-correlated structure of optimal covariances remains.
FIG. S9. Optimal noise covariance matrices $C$ in the IEEE 14-bus test grid with the swing equation model Eq. (S12). (a) We plot the optimal value of the objective function $\text{tr}(HE)$ against the damping parameter $\alpha$, and we quantify the structure of the optimal covariance matrix using its Frobenius $1$-norm $\|C\|_1 = \sum_{i,j} |C_{ij}|$, revealing a number of transitions (b–e).