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Abstract

The main contribution of this paper is to find a representation of the class $\mathcal{F}_d(p)$ of multivariate Bernoulli distributions with the same mean $p$ that allows us to find its generators analytically in any dimension. We map $\mathcal{F}_d(p)$ to an ideal of points and we prove that the class $\mathcal{F}_d(p)$ can be generated from a finite set of simple polynomials. We present two applications. Firstly, we show that polynomial generators help to find extremal points of the convex polytope $\mathcal{F}_d(p)$ in high dimensions. Secondly, we solve the problem of determining the lower bounds in the convex order for sums of multivariate Bernoulli distributions with given margins, but with an unspecified dependence structure.

Keywords: multidimensional Bernoulli distribution, ideal of points, extremal points, convex order.
1 Introduction

This paper proposes an algebraic representation of the class $F_d(p)$ of $d$-dimensional Bernoulli distributions with Bernoulli univariate marginal distributions with parameter $p$, - the class of joint distributions of $(X_1, \ldots, X_d)$, where $X_i \sim \text{Bernoulli}(p)$, $i = 1, \ldots, d$. This representation turns out to be fundamental for solving some open issues regarding this class. Our main theoretical contribution is to find a set of generators of the class $F_d(p)$ analytically in any dimension. We build on the geometrical structure of $F_d(p)$. The class $F_d(p)$ is a convex polytope Fontana and Semeraro (2018) that we map into an ideal of points. Using the Gröbner basis of the ideal we find an analytical set of polynomials that generates the class $F_d(p)$. These polynomial generators are also very simple in high dimensions. Through two applications we show that this novel representation allows us to address and solve some open problems in applied probability and statistics.

One open problem in applied probability is to find the lower bounds in the convex order for sums $S = X_1 + \ldots + X_d$ of the components of random vectors in a given Fréchet class, i.e. with given margins and an unspecified dependence structure (see, e.g. Kaas et al. (2000)). The upper bound is known to be the upper Fréchet bound, while the problem to find the lower bound has been solved only under specific and restrictive conditions. Sums of Bernoulli random variables have received much attention among researchers in computer science, optimization, engineering and finance because of its wide applicability, see e.g. Padmanabhan and Natarajan (2021) and references therein. The minimum convex order corresponds to the minimum risk distribution and it is relevant for example in credit risk, where univariate marginal distributions represent the probability of default of obligors in a credit portfolio (a classical reference for credit risk modelling is McNeil et al. (2005)). If obligors belong to the same class of rating, they have the same marginal default probability. Therefore it is important to assess the risk associated to possible dependence among obligors, especially nowadays since the global economy and risks are highly interconnected. For sums of Bernoulli variables this problem is solved only if $pd < 1$, which is a restrictive hypothesis for credit portfolios because banks usually handle hundreds of obligors.

The main application of our theoretical results is to solve the problem of finding lower bounds for sums of the components of random vectors with pmf in $F_d(p)$ for any $p$ and $d$. We proceed in two steps. First we find the minimal distribution of sums in the convex order by building on the geometrical structure of discrete distributions. In this first step we immediately obtain one corresponding pmf in $F_d(p)$, the pmf of exchangeable Bernoulli distributions (see Fontana et al. (2020)). To have a minimal pmf that is not-exchangeable is not trivial, and this is our second step. We find one pmf in $F_d(p)$ that is minimal and not-exchangeable by combining what we will define as fundamental polynomials. The proof of this result shows how we can work with
polynomials to obtain pmfs that satisfy some conditions. We are confident that this approach can be used to address many other issues. We also prove that the minimum convex order corresponds to the minimal mean correlation. It is well known that the minimal convex order is associated to negative dependence. In fact for $pd < 1$ the minimum convex order of sums is the lower Fréchet bound of the class, that is the distribution of the mutually exclusive random variables. Mutual exclusivity was first studied by Dhaene and Denuit (1999) in the context of insurance and finance. It was called the safest dependence structure and was characterized as the strongest negative dependence structure by Cheung and Lo (2014). We also propose a generalization of mutual exclusivity for $pd > 1$ and we study its relationship with the minimum convex order, to attempt to find a general notion of the safest dependence structure.

Statistical research extensively investigates classes of multivariate Bernoulli distributions and its properties (see e.g. Dai et al. (2013), Marchetti et al. (2016) and Chaganty and Joe (2006)) because of the importance of binary data in applications. Issues such as high dimensional simulation - see e.g. Haynes et al. (2016), Kang and Jung (2001) and Shults (2016) - and estimate - Kvam (1996) - are very important for any application and our novel representation is particularly convenient to work in high dimensions. High dimensional simulation and testing is possible for some classes and under some conditions, for example see Oaish (2003), Kang and Jung (2001), Shults (2016), Emrich and Piedmonte (1991). High dimensional simulation for exchangeable Bernoulli pmfs is addressed in Fontana and Semeraro (2021). Exchangeable Bernoulli pmfs are points in a convex polytope whose extremal points are analytically known (Fontana et al. (2020)) and high dimensional simulations is possible because we know how to sample from a polytope Fontana and Semeraro (2021). To use this approach extremal points are necessary. In Fontana and Semeraro (2018) the authors provide a method to explicitly find the extremal points of $\mathcal{F}_d(p)$, but computational complexity increases very quickly and they can not be found in high dimensions. We prove that fundamental polynomials are associated to extremal points in the polytope, thus this representation also helps in finding analytically a huge number of extremal points in any dimension. We provide an algorithm. In this application it is evident that working with polynomials is simpler than with pmfs.

The paper is organized as follows. Section 2 introduces the setting and formalizes the problem. The main theoretical results are given in Section 3 where we provide an algebraic representation of $\mathcal{F}_d(p)$. Section 4 uses the algebraic representation to address the issue to find the extremal points and provides an algorithm to find them in any dimension. Section 5 applies the theoretical results to solve the problem of finding bounds in the convex order for sums of variables with pmf in $\mathcal{F}_d(p)$ if $pd > 1$. We conclude this section proving that for $pd > 1$ the minimal convex order corresponds to the minimal mean correlation. We also extend the notion of mutually exclusive random vectors to the case $pd > 1$ and we study its connection with minimality in the convex
2 Preliminaries and motivation

We build on the geometrical representation of the class $\mathcal{F}_d(p)$ as a convex polytope to map it into a ring of polynomials. This approach requires the introduction of some notation from computational geometry, algebra and algebraic geometry, a standard reference for these topics is Cox et al. (2013).

2.1 Notation

Let $\mathcal{F}_d$ be the set of $d$-dimensional probability mass functions (pmfs) which have Bernoulli univariate marginal distributions. Let us consider the Fréchet class $\mathcal{F}_d(p) \subseteq \mathcal{F}_d$ of pmfs in $\mathcal{F}_d$ which have the same Bernoulli marginal distributions of parameter $p$, $B(p)$. We assume throughout the paper that $p$ is rational, i.e. $p \in \mathbb{Q}$. Since $\mathbb{Q}$ is dense in $\mathbb{R}$, this is not a limitation in applications.

If $X = (X_1, \ldots, X_d)$ is a random vector with pmf in $\mathcal{F}_d$, we denote

- its cumulative distribution function by $F$ and its mass function by $f$;
- the column vector which contains the values of $F$ and $f$ over $\mathcal{X} = \{0, 1\}^d$, by $F = (F_1, \ldots, F_D) = (F_x : x \in \mathcal{X}) := (F(x) : x \in \mathcal{X})$, and $f = (f_1, \ldots, f_D) = (f_x : x \in \mathcal{X}) := (f(x) : x \in \mathcal{X})$, $D = 2^d$, respectively; we make the non-restrictive hypothesis that the set $\mathcal{X}$ of $2^d$ binary vectors is ordered according to the reverse-lexicographical criterion. For example $S_3 = \{000, 100, 010, 110, 001, 101, 011, 111\}$.

The notations $f \in \mathcal{F}_d(p)$, $X \in \mathcal{F}_d(p)$ and $F \in \mathcal{F}_d(p)$ indicate that $f \in \mathcal{F}_d(p)$, $X \in \mathcal{F}_d(p)$, $X$ has pmf $f \in \mathcal{F}_d(p)$ and the cdf $F$ has pmf in $\mathcal{F}_d(p)$, respectively.

Given a vector $x$ we denote by $|x|$ the number of elements of $x$ which are different from 0. If $x$ is binary, $|x| = \sum_{i=1}^d x_i$. We assume that vectors are column vectors and we denote $A^\top$ the transpose of a matrix $A$. Given two matrices $A \in \mathcal{M}(n \times m)$ and $B \in \mathcal{M}(d \times l)$:

- the matrix $A \otimes B = ((a_{ij}B)_{1 \leq i \leq n, 1 \leq j \leq m}) \in \mathcal{M}(nd \times ml)$ indicates their Kronecker product and $A^\otimes n$ is $A \otimes \cdots \otimes A$;
- if $n = d$, $A||B$ denotes the row concatenation of $A$ and $B$;
- if $m = l$, $A//B$ denotes the column concatenation of $A$ and $B$.
Finally, we denote by $P(x) = \sum_{\alpha \in A} a_\alpha x^\alpha$ a polynomial in $\mathbb{Q}[x_1, \ldots, x_d]$, where $x^\alpha = x_1^{\alpha_1} \cdots x_d^{\alpha_d}$, $\alpha = (\alpha_1, \ldots, \alpha_d) \in A$ and $A$ is a proper set of multiindexes. We will often use $A = \{0, 1\}^d$. In some cases we write $a_{\sup(\alpha)}$, where $\sup(\alpha) = \{i \in \{1, \ldots, d\} : \alpha_i \neq 0\}$ to simplify the notation, i.e $a_{1,4} \equiv a_{1,4}$ instead of $a_{(1,0,0,1)}$ and $a_{\emptyset}$ instead of $a_{(0,\ldots,0)}$. Finally, if no confusion arises $a_i$, $j = 1, \ldots D$ stands for $a_\alpha$ where $\alpha \in \{0, 1\}^d$ is the $j$-th term in reverse lexicographic order, i.e. $a_{1,4} \equiv a_{1,4}$ instead of $a_{(1,0,0,1)}$.

### 2.2 The convex polytope $F_d(p)$

Let $X$ be a multivariate Bernoulli random variable whose distribution belongs to the Fréchet class $F_d(p) \subseteq F_d$, $X \in F_d(p)$. We can write

$$E(X_i) = x_i^\top f,$$

where $x_i$ is the vector which contains only the $i$-th element of $x \in X$, $i \in \{1, \ldots, d\}$, e.g for the bivariate case $x_1^\top = (0, 1, 0, 1)$ and $x_2^\top = (0, 0, 1, 1)$. For $f \in F_d(p)$ we have

$$\begin{align*}
\begin{cases}
  x_i^\top f = p \\
  (1 - x_i)^\top f = q,
\end{cases}
\end{align*}$$

where $1$ is the vector with all the elements equal to $1$ and $q = 1 - p$. If we consider the odds of the event $X_i = 0$, $c = \frac{1}{q} = q/p$, we have

$$((1 - x_i)^\top - cx_i^\top) f = 0.$$

Let $H$ be the $d \times D$ matrix whose rows, up to a non-influential multiplicative constant, are $((1 - x_i)^\top - cx_i^\top)$, $i \in \{1, \ldots, d\}$. The probability mass functions $f$ in $F_d(p)$ are the positive normalized, i.e. $f_i \geq 0$, $\sum_{i=1}^D f_i = 1$, solutions of the linear system

$$H f = 0.$$

From the standard theory of linear equations we know that all the positive, normalized solutions of (2.1) are the elements of a convex polytope, thus

$$F_d(p) = \{f \in \mathbb{R}^D : H f = 0, f_i \geq 0, \sum_{i=1}^D f_i = 1\}. \quad (2.2)$$

The solutions of the linear system in Equation (2.1) can be generated as convex combinations of a set of generators which are referred to as extremal points of the convex polytope. Formally, for any $f \in F_d(p)$ there exist $\lambda_1 \geq 0, \ldots, \lambda_n \geq 0$ summing up to
one and extremal points \( r \in F_d(p) \) such that

\[
f = \sum_{i=1}^{n} \lambda_i r_i.
\]

We call \( r_i \) extremal points or extremal pmfs. We denote with \( R_i \) a random vector with distribution \( r_i \).

The proof of the following proposition follows from Lemma 2.3 in Terzer (2009).

**Proposition 2.1.** Let us consider the linear system

\[
A z = 0, \quad z \in \mathbb{R}^m
\]

where \( A \) is a \( n \times m \) matrix, \( n \leq m \) and \( \text{rank}(A) = n \). The extremal points of the polytope \( (2.2) \) have at most \( n + 1 \) non-zero components.

**Example 1.** As an illustrative example we consider the class \( F_3(2/5) \), i.e. \( d = 3 \) and \( p = \frac{2}{5} \). We have \( c = \frac{3}{2} \) and

\[
H = \begin{pmatrix}
1 & -\frac{3}{2} & 1 & -\frac{3}{2} & 1 & -\frac{3}{2} & 1 & -\frac{3}{2} \\
1 & 1 & -\frac{3}{2} & -\frac{3}{2} & 1 & 1 & -\frac{3}{2} & -\frac{3}{2} \\
1 & 1 & 1 & 1 & -\frac{3}{2} & -\frac{3}{2} & -\frac{3}{2} & -\frac{3}{2}
\end{pmatrix}.
\]  

(2.3)

In this case the extremal points can be found using 4ti2 (see Fontana and Semeraro (2018)). Giving \( H \) as input, we generate the matrix \( R \) whose columns are the extremal pmfs \( r_i, i = 1, \ldots, 9 \), which are reported in Table 1.

| \( x_1 \) | \( x_2 \) | \( x_3 \) | \( r_1 \) | \( r_2 \) | \( r_3 \) | \( r_4 \) | \( r_5 \) | \( r_6 \) | \( r_7 \) | \( r_8 \) | \( r_9 \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 0 0 | \( \frac{2}{5} \) | \( \frac{1}{5} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 0 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 1 0 | \( \frac{2}{5} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 1 0 | \( \frac{4}{5} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 0 1 | \( \frac{4}{5} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 0 1 | \( \frac{2}{5} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 1 1 | \( \frac{2}{5} \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 1 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 1: Extremal pmfs \( d = 3, p = \frac{2}{5} \)

The dimension of the system (2.1) increases very fast because the number of unknown is \( D = 2^d \). Therefore finding all the extremal generators of the system becomes computationally infeasible. For example for the moderate-size case \( d = 6 \) and \( p = \frac{2}{5} \) there are 1,251,069 extremal pmfs. Proposition 2.1 states that the support of an extremal
pmf has at most \( d + 1 \) points. One possible approach for finding some extremal pmfs could be based on the selection of \( d + 1 \) components of \( f \) and set the others equal to zero. This is equivalent to consider a submatrix \( H_1 \) of \( H \) made by \( d + 1 \) columns of \( H \). The extremal points of \( H_1 \) must be computed. The problem is that we are interested in the positive solutions of the system \( H_1 z, z \in \mathbb{R}^{d+1}_+ \). As we show in Example 2 this approach could be extremely inefficient because many choices of \( H_1 \) provide problems where positive solutions apart from the trivial \( f = 0 \) do not exist.

Example 2. We consider the class \( F_5(2/5) \), i.e. the case \( d = 5 \) and \( p = \frac{2}{5} \). In this case the matrix \( H \) has \( d = 5 \) rows and \( D = 32 \) columns. We can compute all the extremal pmfs of \( H \). There are 5,162 extremal pmfs. For 1,000 times we repeat the random selection of the submatrix \( H_1 \) of \( H \) (\( H_1 \) is made by \( d + 1 = 6 \) columns of \( H \)) and the computation of the extremal pmfs of \( H_1 \). We find a non-empty set of extremal pmfs only in 162 cases, providing an estimate of the success of this simple approach equal to 16.2%.

Given the computational limitation of the above representation, we propose a different approach. The next section describes an algebraic representation of the class \( F_d(p) \) that reduces the complexity of the problem and provides a new analytical class of generators. The new generators are themselves extremal, very simple and allow us to easily generate pmfs in the class.

### 3 Main results

We make the non restrictive hypothesis that \( p \leq 1/2 \), i.e. \( s \leq t \). Since \( p \in \mathbb{Q} \), let \( p = s/t \). We get \( c = q/p = (t - s)/s \). Let \( x = (x_1, \ldots, x_{d-1}) \) and \( x_i = (1, x_i)^T \). Let us consider the row vectors \( m_+(x) = (m_1(x), \ldots, m_{D/2}(x))^T := x_{d-1} \otimes \ldots \otimes x_1 \) and \( m_-(x) = (-m_{D/2}(x) + \frac{2s-t}{s}, \ldots, -m_1(x) + \frac{2s-t}{s})^T \) and finally let \( m(x) = (m_+(x)||m_-(x)) \), the row vector obtained concatenating \( m_+(x) \) and \( m_-(x) \).

We define the map \( H \) from \( F_d(p) \) to the polynomial ring with rational coefficients \( \mathbb{Q}[x_1, \ldots, x_d] \) as:

\[
H : F_d(p) \to \mathbb{Q}[x_1, \ldots, x_{d-1}]
H : f \to P_f(x) = m(x) f.
\]  

We call \( C_H \) the image of \( F_d(p) \) through \( H \).

By construction, a rearrangement of the coefficient of \( P_f(x) \) gives

\[
P_f(x) = m(x) f = \sum_{\alpha \in \{0,1\}^d} a_{\alpha} x^\alpha,
\]  

where

\[
H : f \to P_f(x) = m(x) f.
\]
where $a_\alpha \in \mathbb{Q}$ are linear combinations of the elements of $f$. Specifically, it holds

$$a = Qf,$$

where $a = (a_\alpha : \alpha \in \{0, 1\}^{d-1})$.

$$Q = (I(2^{d-1})||I(2^{d-1}) + \tilde{A}),$$

(3.3)

$I(2^{d-1})$ is the $2^{d-1}$ dimensional identity matrix, $\tilde{I}(2^{d-1})$ is the $2^{d-1}$ dimensional matrix with $-1$ on the secondary diagonal and all other entries equal to zero and $\tilde{A}$ is a $2^{d-1}$ square matrix whose entries are $\tilde{a}_{1j} = (2s - t)/s$, $j = 1, \ldots, 2^{d-1}$ and $\tilde{a}_{ij} = 0$, $j = 2, \ldots, 2^{d-1}$.

**Example 3.** As in Example 1 we consider $\mathcal{F}_3(2/5)$, thus $d = 3$, $s = 2$, $t = 5$, $p = \frac{2}{5}$, $c = \frac{3}{2}$ and $\frac{2s-t}{s} = -\frac{1}{2}$. Given $f \in \mathcal{F}_3(2/5)$, we have $a = Qf$, where

$$Q = \begin{pmatrix}
1 & 0 & 0 & 0 & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -1 & -\frac{1}{2} \\
0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0
\end{pmatrix}.$$

For example the image of $r_9$ (one of the extremal pmfs listed in Table 1) is $P_{r_9}(x) = -0.3(1 - x_1 - x_2 + x_1x_2)$.

In the view of the proof of Theorem 3.1, we observe that the elements of $m_+(x) = m_+(x_1, x_2) = (x_1, x_2) \otimes (1, x_2) = (1, x_1, x_2, x_1x_2)$ computed in $x = (-3/2, 1)$, $x = (1, -3/2)$ and $x = (1, 1)$ can be put in a one-to-one correspondence with the first $D/2 = 4$ columns of the matrix $H$ of Equation (2.3) as represented in Table 2 where $H[i, \{1, 2, 3, 4\}]$ is the $i$-th row of the matrix containing the columns $\{1, 2, 3, 4\}$ of $H$, $i = 1, 2, 3$. Similarly we observe that the elements of $m_-(x) = m_-(x_1, x_2) = (-x_1x_1 - 1/2 - x_2 - 1/2 - x_1 - 1/2 - 1 - 1/2)$ computed in $x = (-3/2, 1)$, $x = (1, -3/2)$ and $x = (1, 1)$ can be put in a one-to-one correspondence with the last $D/2 = 4$ columns of the matrix $H$ of Equation (2.3) as reported in Table 3 where $H[i, \{5, 6, 7, 8\}]$ is the $i$-th row of the matrix containing the columns $\{5, 6, 7, 8\}$ of $H$, $i = 1, 2, 3$.

**Theorem 3.1.** The map $\mathcal{H}$ maps $\mathcal{F}_d(p)$ into polynomials $\sum_\alpha a_\alpha x^\alpha \in \mathbb{Q}[x_1, \ldots, x_d]$, $\alpha \in \{0, 1\}^{d-1}$ of the ideal $\mathcal{I}_P$ of polynomials which vanish at points $P = \{1_{d-1}, c_j, j =
Table 3

\[
\begin{array}{llllll}
\mathbf{m}_-(x) &=& -x_1x_2 - \frac{1}{2} & -x_2 - \frac{1}{2} & -x_1 - \frac{1}{2} & -\frac{3}{2} \\
\mathbf{m}_-(-3/2, 1) &=& 1 & -\frac{3}{2} & 1 & -\frac{3}{2} & H[1, \{5, 6, 7, 8\}] \\
\mathbf{m}_-(1, -3/2) &=& 1 & 1 & -\frac{3}{2} & -\frac{3}{2} & H[2, \{5, 6, 7, 8\}] \\
\mathbf{m}_-(1, 1) &=& -\frac{3}{2} & -\frac{3}{2} & -\frac{3}{2} & -\frac{3}{2} & H[3, \{5, 6, 7, 8\}] \\
\end{array}
\]

1, \ldots, d - 1}, where \( \mathbf{1}_{d-1} = (1, \ldots, 1) \) and \( \mathbf{c}_j = (1, \ldots, 1, \underbrace{-c}_{\text{\textit{\textit{j}-th element}}} , 1, \ldots, 1) \).

**Proof.** Let \( H(d) \), \( \mathbf{m}_+^d(\mathbf{x}) \) and \( \mathbf{m}_-^d(\mathbf{x}) \) be the matrices \( H \) associated to \( \mathcal{F}_d(p) \), \( \mathbf{m}_+(\mathbf{x}) \) and \( \mathbf{m}_-(\mathbf{x}) \) in dimension \( d \), respectively. Let \( \mathbf{f} \in \mathcal{F}_d(p) \) and \( H_j(d) \) be the \( j \)-th row of \( H(d) \). We show that \( H_j(d)\mathbf{f} \) is the polynomial \( P_f(x) \) evaluated at \( x = \mathbf{c}_j \), that is \( H_j(d)\mathbf{f} = P_f(\mathbf{c}_j) \), \( j = 1, \ldots, d-1 \), and \( H_d(d)\mathbf{f} = P_f(\mathbf{1}_{d-1}) \).

Let \( H^+(d) \) be the submatrix of the first \( 2^{d-1} \) columns of \( H(d) \) and \( H^-(d) \) the sub-matrix of the last \( 2^{d-1} \) columns of \( H(d) \), i.e. \( H(d) = (H(d)|H^-(d)) \).

We consider the following two steps. Step one proves by induction that \( H^+_j(d) = \mathbf{m}_+(\mathbf{c}_j) \), for \( j = 1, \ldots, d-1 \) and \( H^+_{d}(d) = \mathbf{m}_+(\mathbf{1}_{d-1}) \). We consider \( d = 2 \). It holds \( \mathbf{c}_1 = -c \), \( \mathbf{1}_{d-1} = 1 \) and \( \mathbf{m}_+^2(\mathbf{x}) = (1, x)^T \). We have \( \mathbf{m}_+^2(\mathbf{c}_1) = (1, -c)^T \) and \( \mathbf{m}_+^2(\mathbf{1}_1) = (1, 1)^T \). Since \( H^+_1 = (1, -c)^T \) and \( H^+_2 = (1, 1)^T \), the case \( d = 2 \) is proved.

Let us assume that the assert is true for \( d \). We prove it for \( d + 1 \). We consider separately three cases: \( j = 1, \ldots, d-1 \), \( j = d \) and \( j = d+1 \). For \( j = 1, \ldots, d-1 \), we have \( x_j = -c \) and then it must be \( x_d = 1 \) by construction. Therefore,

\[
H^+_j(d + 1) = (1, 1)^T \otimes H^+_j(d) = (1, 1) \otimes \mathbf{m}_+(\mathbf{c}_j) = (\mathbf{m}_+(\mathbf{c}_j))|1) = \mathbf{m}_+^{d+1}(\mathbf{c}_j).
\]

For \( j = d \) we have \( x_d = -c \) and

\[
H^+_d(d + 1) = (1, -c)^T \otimes H^+_d(d) = (1, -c) \otimes \mathbf{m}_+(\mathbf{1}_d) = \mathbf{m}_+^{d+1}(\mathbf{c}_d).
\]

Finally, for \( j = d + 1 \) we have

\[
H^+_{d+1}(d + 1) = (1, 1)^T \otimes H^+_d(d) = (1, 1) \otimes \mathbf{m}_+(\mathbf{1}_d) = \mathbf{m}_+^{d+1}(\mathbf{1}_d)
\]

and the step one is proved. Step two proves that \( H^-_j(d) = \mathbf{m}_-^d(\mathbf{c}_j) \), for \( j = 1, \ldots, d-1 \) and \( H^-_{d}(d) = \mathbf{m}_-(\mathbf{1}_{d-1}) \). It is sufficient to observe that \( \mathbf{m}_-^d(\mathbf{x}) = (-m_{D/2}(\mathbf{x})+\frac{2x-1}{s}, \ldots, -m_1(\mathbf{x})+\frac{2x-1}{s})^T \) and \( H^- = (-H^+_1 + \frac{2x-1}{s}, \ldots, -H^+_d + \frac{2x-1}{s}) \) and the assert of step two easily follows.

As a consequence \( H_j(d) = \mathbf{m}_d(\mathbf{c}_j), j = 1, \ldots, d-1 \) and \( H_d(d) = \mathbf{m}_d(\mathbf{1}_{d-1}) \). Since \( \mathbf{f} \in \mathcal{F}_d(p) \) iff \( H(d)\mathbf{f} = 0 \) we have \( \mathbf{m}_d(\mathbf{c}_j)\mathbf{f} = 0 \) and \( \mathbf{m}_d(\mathbf{1}_{d-1})\mathbf{f} = 0 \). Therefore \( P_f(\mathbf{x}) = \)
m^d(x)f \in \mathcal{I}_P$ and by construction (see (3.2)) $m^d(x)f = \sum_{\alpha} a_{\alpha} x^\alpha$, $\alpha \in \{0,1\}^{d-1}$, with $a = Qf$.

\[\square\]

**Remark 1.** The map $\mathcal{H}$ is not injective. In Example 4, $\{r_1, r_2, r_3, r_4, r_5\} \subseteq \text{Ker}(\mathcal{H})$.

It follows that given a polynomial $P(x) = \sum_{\alpha} a_{\alpha} x^\alpha \in \mathcal{I}_P$, $\alpha \in \{0,1\}^{d-1}$ there are many pmfs in $\mathcal{H}^{-1}(P(x))$ as we study in the remaining part of this section.

The following three steps provide an algorithm to find one pmf $f_P = (f_1, \ldots, f_D) \in \mathcal{F}_d(p)$ associated to a given $P(x) = \sum_{\alpha \in \{0,1\}^{d-1}} a_{\alpha} x^\alpha \in \mathcal{I}_P$.

1. For each $j \in \{2, \ldots, D/2\}$, if $a_j \geq 0$, then $f_j = a_j$ and $f_{D+1-j} = 0$; if $a_j < 0$ then $f_j = 0$ and $f_{D+1-j} = -a_j$.

2. Let $c_0 = \sum_{j=1, a_j < 0} a_j \frac{2^{2-j}}{s} + a_1$. Then if $c_0 \geq 0$, $f_1 = c_0$ and $f_D = 0$, if $c_0 < 0$ then $f_1 = 0$ and $f_D = -\frac{a_0}{c}$, where $c = \frac{2}{p}$.

3. Normalize $f_p$ getting, with a small abuse of notation $f_p := f_p/(\sum_{j=1}^D f_j)$.

It is easy to verify that $f_p \in \mathcal{F}_d(p)$ and that $\mathcal{H}(f_p) = P(x)$. We call $f_p$ the type-0 pmf associated to the polynomial $P$. We describe this algorithm in Example 4.

**Example 4.** We consider two polynomials: the first one has a positive constant term, the second one a negative constant term. Consider the case of Example 4 ($d = 3, p = 2/5$) and let $P(x)$ be the polynomial $P(x) = x_1 x_2 - x_1 - x_2 + 1 \in \mathcal{C}_H$. We have $a_1 = 1, a_3 = a_3 = -1, a_4 = 1$ and then:

1. step 1 immediately gives $f_P = (f_1, 0, 0, 1, 0, 1, 1, f_8)$;

2. from step 2 we get $c_0 = \frac{1}{2} + \frac{1}{2} + 1 = 2$, thus $f_1 = c_0 = 2$, $f_8 = 0$ and $f_P = (2, 0, 0, 1, 0, 1, 1, 0)$;

3. the normalization step gives $f_P = (\frac{2}{5}, 0, 0, \frac{1}{5}, 0, \frac{1}{5}, \frac{1}{5}, 0)$. We observe that $f_P = r_4$, see Table 4.

Consider now the polynomial $P(x) = -x_1 x_2 + x_1 + x_2 - 1 \in \mathcal{C}_H$. We have $a_1 = -1, a_2 = a_3 = 1, a_4 = -1$ and then:

1. step 1 immediately gives $f_P = (f_1, 1, 1, 0, 1, 0, 0, f_8)$;

2. from step 2 we get $c_0 = -1/2$, thus $f_1 = 0$, $f_D = \frac{1}{2} + \frac{2}{3} = \frac{1}{3}$ and $f_P = (0, 1, 1, 0, 1, 0, 0, \frac{1}{3})$;

3. the normalization step gives $f_P = (0, \frac{3}{10}, \frac{3}{10}, 0, \frac{3}{10}, 0, 0, \frac{1}{10})$. We observe that $f_P = r_9$, see Table 4.
In Proposition 3.1 given a polynomial $P(x) \in \mathcal{I}_P$ we determine all the pmfs such that $\mathcal{H}(f) = P(x)$.

**Proposition 3.1.** Given a polynomial $P(x) = \sum_{\alpha} a_{\alpha} x^\alpha \in \mathcal{I}_P$, $\alpha \in \{0, 1\}^{d-1}$,

$$\mathcal{H}^{-1}(P(x)) = \{ f_p + e_k, \ e_k \in \text{Ker}(\mathcal{H}) \},$$

where $f_p$ is the type-0 pmf associated to $P(x)$. A basis of $\text{Ker}(\mathcal{H})$ is

$$\mathcal{B}_K = \{(q, 0, \ldots, 0, p); (1 - 2p, p, 0, \ldots, 0, p, 0); (1 - 2p, 0, p, 0, \ldots, p, 0); \ldots (1 - 2p, 0, 0, \ldots, p, 0)\}.$$

**Proof.** Notice that $\text{Ker}(\mathcal{H})$ in (3.1) coincides with $\text{Ker}(Q)$, where $Q$ is the matrix given in (3.3) which is the coefficient matrix of the linear application $\mathcal{H}$ between $\mathbb{R}^P$ and $\mathbb{R}^D/2$. Since $\text{rank}(Q) = D/2$ (it is enough to observe that the first $D/2$ columns of $Q$ are the identity matrix), we have $\text{rank}(\text{Ker}(Q)) = D/2$. Now it suffices to observe that $\mathcal{B}_K$ is a set of $D/2$ linearly independent vectors.

By construction we observe that type-0 pmfs are characterized by the condition that only one of the components $f_i$ or $f_{D-i+1}$ of $f_p$ can be different from zero. We can now classify the pmfs in $\mathcal{F}_d(p)$ as follows.

**Definition 3.1.** We say that $f = (f_1, \ldots, f_D)$ is of type-0 if it is the particular solution $f_p$ corresponding to a polynomial $P(x) \in \mathcal{I}_P$, it is of type-1K if $f \in \text{Ker}(\mathcal{H})$ and it is of type-1 otherwise.

**Example 5.** In the Example 1 the extremal point $r_9 = (0, \frac{3}{10}, \frac{3}{10}, 0, \frac{3}{10}, 0, 0, \frac{1}{10})$ is of type-0 and $r_5 = (\frac{2}{5}, 0, 0, 0, 0, 0, 0, \frac{2}{5})$ is of type-1K, while $r_6 = (0, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}, 0, 0, 0)$ is of type-1, since $f_4 = f_{8-3} = f_5$. Notice that $\mathcal{H}(r_6) = 1/5(1 - x_1 + x_2 - x_1x_2)$ and $\mathcal{H}(r_5) = 0$.

**Proposition 3.2.** The Gröbner basis of $\mathcal{I}_P$ with respect to the lexicographic order is $GB = \{ G_i(x) = (x_i - 1)(x_i + c), G_{ik}(x) = 1 - x_i - x_j + x_ix_k, i, k = 1, \ldots, 2^{d-1}, i < k \}$. A basis of the quotient space $\mathbb{Q}[x_1, \ldots, x_{d-1}]/\mathcal{I}_P$ is $\{1, x_1, \ldots, x_{d-1} \}$.

**Proof.** Let $\mathcal{I}_P = \langle G_i(x) \rangle$. We prove that the variety $V(\mathcal{I}_P)$ of $\mathcal{I}_P$ is $\mathcal{P}$. $\mathcal{P} \subset V(\mathcal{I}_P)$ is easy to verify, so we prove the other inclusion. If $x \in V(\mathcal{I}_P)$, then $x_j = 1$ or $x_j = -c$. In fact if there is $k : x_k \neq 1, -c$ then $G_k(x) = (x_k - 1)(x_k + c) \neq 0$. If $x_k = -c$ then $x_j = 1, \forall j \neq k, j = 1, \ldots, d - 1$. In fact if there is $i : x_i = -c$, then $G_{ik}(x) = x_ix_k - x_i - x_k + 1 \neq 0$ and $x \notin V(\mathcal{I}_P)$. Thus $x = 1_{d-1}$ or $x = c_j, j = 1, \ldots, d - 1$ that is $x \in \mathcal{P}$.

$GB$ is a Gröbner basis for $\mathcal{I}_P$. Let $A(x) \in \mathcal{I}_P$ and let $a^* x^\alpha$ its leading term. If $x_i^2 \not| a^* x^\alpha$ and $x_i x_j \not| a^* x^\alpha$, that is $x_i x_j$ does not divide $a^* x^\alpha$, for any $i, j$ then $a^* x^\alpha = a^* x_k$
for a $k = 1, \ldots, d - 1$. Thus $A(x)$ has degree one and cannot be zero both in $c_k$ and $1_{d-1}$. Thus, since $A(x) \in I_P$, its leading term $LT(A(x))$ must be divisible by one of the $LT(G(x)), G(x) \in GB$ and GB is a Gröbner basis.

\[ \square \]

**Proposition 3.3.** For each $n \in \mathbb{N}$, $2 \leq n \leq d - 1$, the monomials $\pi_{j_1, \ldots, j_n}(x) = \prod_{i=1}^{n} x_{j_i}$ have remainder $R_{j_1, \ldots, j_n}(x) = \sum_{i=1}^{n} x_{j_i} - (n - 1)$.

*Proof.* Without loss of generality we consider the monomials $\pi_n(x) := \pi_{1, \ldots, n}(x) = x_1 \cdots x_n$ and $R_n(x) := R_{1, \ldots, n}(x)$.

By induction. If $n = 2$ this follows because $G_{ij}(x) = x_i x_j - x_i - x_j + 1 \in I_P$ and therefore $x_i x_j$ has the remainder $x_i + x_j - 1$.

We now prove that $n \to n + 1$. By inductive hypothesis

\[
\prod_{i=1}^{n+1} x_j = x_{n+1} \prod_{j=1}^{n} x_j = x_{n+1}(I(x) + \sum_{j=1}^{n} x_j - (n - 1)),
\]

where $I(x) = x_1 \cdots x_n - \sum_{i=1}^{n} x_i + n - 1 \in I_P$. Thus

\[
\prod_{i=1}^{n+1} x_j = x_{n+1}(I(x) + \sum_{j=1}^{n} x_j - (n - 1))
\]

\[
= x_{n+1} I(x) + \sum_{j=1}^{n} x_{n+1} x_j - x_{n+1}(n - 1)
\]

\[
= \tilde{I}(x) + \sum_{j=1}^{n} (G_{n+1,j}(x) + x_{n+1} + x_j - 1) - x_{n+1}(n - 1)
\]

where $\tilde{I}(x) \in I$. It follows that

\[
\prod_{i=1}^{n+1} x_j = \tilde{I}(x) + \sum_{j=1}^{n} G_{n+1,j}(x) + nx_{n+1} + \sum_{j=1}^{n} x_j - n - nx_{n+1} + x_{n+1}
\]

\[
= \tilde{I}^*(x) + \sum_{j=1}^{n} x_j - n + x_{n+1} = \tilde{I}^*(x) + \sum_{j=1}^{n+1} x_j - n,
\]

where $\tilde{I}^*(x) = \tilde{I}(x) + \sum_{j=1}^{n} G_{n+1,j}(x) \in I$, and the assert is proved. \[ \square \]

We call the polynomials $F_{j_1, \ldots, j_n}(x) = \pi_{j_1, \ldots, j_n}(x) - R_{j_1, \ldots, j_n}(x)$ fundamental polynomials of the ideal $I_P$. In particular we denote by $F_n(x)$ the fundamental polynomial $F_n(x) := F_{1, \ldots, n}(x)$, $n = 2, \ldots, d - 1$. 
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Corollary 3.1. The polynomials \( P_f(x) = m(x)f \) are linear combinations of the fundamental polynomials. In particular they have the form \( P_f(x) = Q(x) - R(x) \), where \( Q(x) = \sum_{k=2}^{d-1} \sum_{j_1 < j_2 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k} \) and \( R(x) = b_0 + \sum_{j=1}^{d-1} b_j x_j \) is the remainder.

**Proof.** From

\[
P_f(x) = m(x)f = a_0 + \sum_{k=1}^{d-1} a_k x_k + \sum_{k=2}^{d-1} \sum_{j_1 < j_2 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k}, \quad a_0, a_{j_1 \ldots j_k} \in \mathbb{Q}, \quad (3.4)
\]

Let

\[
Q(x) = \sum_{k=2}^{d-1} \sum_{j_1 < j_2 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k}.
\]

Since \( \{1, x_1, \ldots, x_{d-1}\} \) is a basis of the quotient space and \( P_f(x) \in \mathcal{I}_P \)

\[
- (a_0 + \sum_{k=1}^{d-1} a_k x_{j_1}), \quad (3.5)
\]

is the remainder of \( Q(x) \).

We also have that the reminder of \( Q(x) \) is \( \sum_{k=2}^{d-1} \sum_{j_1 < j_2 < \ldots < j_k} a_{j_1 \ldots j_k-1} x_{j_1} \ldots x_{j_k} \). Since \( (3.5) \), then \( a_0 + \sum_{j=1}^{k} a_j x_j = - \sum_{k=2}^{d-1} \sum_{j_1 < j_2 < \ldots < j_k} a_{j_1 \ldots j_{k-1}} R_{j_1 \ldots j_k}(x) \) and the thesis follows.

Notice that the polynomials in \( \mathcal{C}_H \) are the same for each marginal probability \( p \). The probability \( p \) defines the points \( \mathcal{P} \) of the variety \( V(I_P) \).

We have proved that the set of fundamental polynomials is a set of generators of \( \mathcal{C}_H \). And therefore we can use them to generate \( \mathcal{F}_d(p) \). All pmfs can be generated as linear combinations of the fundamental polynomials, computing the corresponding type-0 pmf and eventually adding an element of \( \text{Ker}(\mathcal{H}) \).

We now use fundamental polynomials to address two open issues. The first is the search of the extremal generators of the convex polytope \( \mathcal{F}_d(p) \) and the second is the study of bounds for the distributions in \( \mathcal{F}_d(p) \). We provide an algorithm to find extremal points, all in principle and many in practice and we find an analytical solution the second problem under the convex order of sums.

### 4 An algorithm to find extremal pmfs

The first step to construct an algorithm for generating extremal pmfs is to prove that type-0 pmfs associated to fundamental polynomials are extremal themselves.
Proposition 4.1. Let \( f \in F_d(p) \) be the type-0 pmf associated to a fundamental polynomial. The pmf \( f \) is an extremal probability mass function.

Proof. Let \( f \) such that \( H(f) = F_n(x) \), \( 2 \leq n \leq d - 1 \) is a fundamental polynomial, \( F_n(x) = \prod_{i=1}^n x_i - \sum_{i=1}^n x_i + (n-1) \). Then \( f \) has support on \( n+2 \) points \( \text{sup}(f) = \{i_1, \ldots, i_{n+2}\} \subset \{1, \ldots, D\} \), corresponding to the monomials \(-x_j - \frac{2s-t}{s}, j = 1, \ldots, n, \prod_{i=1}^n x_i\) and the constant term. Let \( I^* \in M((2^d - (n+2)) \times 2^d) \) be the submatrix of \( I_D \) so that \( I^* f = 0 \) (it contains the rows \( I_D[i_i] \) of \( I_D \) such that \( f_i = 0 \)). Let us define the matrix

\[
H/I := H//I^* = \begin{bmatrix} H \\ I^* \end{bmatrix}.
\]

Let us consider the columns of \( H/I \). The pmf \( f \) has mass on \( n+2 \) points and the corresponding \( n+2 \) columns \( H/I[j, j] \) of \( H/I \), that we call \( H/I_j \), \( j = i_1, \ldots, i_{n+2} \) have all zeros below the rows of \( H \),

\[
H/I_j = \begin{bmatrix} H_j \\ 0 \end{bmatrix},
\]

where 0 is the \( 2^d - (n+2) \)-vector with all zeros. Among them, consider the columns corresponding to \( -x_j - \frac{2s-t}{s}, j = 1, \ldots, n \) and constant term. These are \( n+1 \) independent columns of \( H/I \) because it can be proved that \( \sum_{j=1}^n \gamma_j (-x_j - \frac{2s-t}{s}) + \gamma_{n+1} = 0 \) for \( x \in P \) iff \( \gamma_1 = \ldots = \gamma_{n+1} = 0 \). The column corresponding to \( \prod_{i=1}^n x_i \) is linearly dependent by these \( n+1 \) independent columns of \( H/I \) because \( F_n(x) \) belongs to the ideal \( I_P \), that is \( F_n(x) = 0, x \in P \). It follows that \( \prod_{i=1}^n x_i = \sum_{i=1}^n x_i - n + 1 \) and then \( \prod_{i=1}^n x_i = -\sum_{i=1}^n (-x_i - \frac{2s-t}{s}) - n \frac{2s-t}{s} - n + 1 \). The \( 2^d - (n+2) \) remaining columns \( H/I_j, j \in \{1, \ldots 2^d\}, j \neq i_1, \ldots, i_{n+2} \) of \( H/I \) are independent because \( I^*[j, j] \in \{1, \ldots 2^d\}, j \neq i_1, \ldots, i_{n+2} \) is an identity matrix. Therefore we have \( 2^d - (n+2) + n+1 = 2^d - 1 \) independent columns. It follows that

\[
\text{rank}(H/I) = 2^d - 1.
\]

From Lemma 2.3 in (Terzer 2009), \( f \) is an extremal point.

Example 6. Let us consider \( d = 3, p = 2/5 \) and \( F_2(x_1, x_2) = x_1 x_2 - x_1 - x_2 + 1 \). As shown in Example 4, the corresponding pmf is \( f = (\frac{2}{5}, 0, 0, \frac{1}{5}, 0, \frac{1}{5}, \frac{1}{5}, 0) \) and is an
extremal pmf. The \( H/I \) matrix is

\[
H/I = \begin{bmatrix}
1 & -\frac{3}{2} & 1 & -\frac{3}{2} & 1 & -\frac{3}{2} & 1 & -\frac{3}{2} \\
1 & 1 & -\frac{3}{2} & -\frac{3}{2} & 1 & 1 & -\frac{3}{2} & -\frac{3}{2} \\
1 & 1 & 1 & 1 & -\frac{3}{2} & -\frac{3}{2} & -\frac{3}{2} & -\frac{3}{2} \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

and \( \text{rank}(H/I) = 2^3 - 1 = 7 \).

Analogously, it can be proved the following.

**Corollary 4.1.** If \( \mathcal{H}(f) = -F(x) \), where \( F(x) \) is a fundamental polynomial, then \( f \) is an extremal mass function.

**Remark 2.** The extremal points associated to \( F(x) \) and \( -F(x) \) are different and they are not symmetric. We can see from Example 7 that \( \mathcal{H}(r_4) = x_1x_2 - x_1 - x_2 + 1 \) and \( \mathcal{H}(r_9) = -x_1x_2 + x_1 + x_2 - 1 \). This is a consequence of the role played by the constant terms arising from the monomials with negative coefficients, i.e. the monomials in \( m_-(x) \).

We proved that to find a point in \( \mathcal{F}_d(p) \) it is sufficient to pick a polynomial in \( C_{\mathcal{H}} \). From Corollary 3.1 we have that any \( P_f(x) \in C_{\mathcal{H}} \) can be obtained as a linear combination of fundamental polynomials. Proposition 2.1 gives a necessary condition for a point to be an extremal point, it must have support on at most \( d+1 \) points. Therefore to find an extremal point not associated to a fundamental polynomial we have to choose a linear combination of at most \( d+1 \) fundamental polynomials, find a corresponding pmf in \( \mathcal{F}_d(p) \) and finally check if it is an extremal point by means of Lemma 2.3 in Terzeng (2009).

Proposition 3.1 provides a way to easily build extremal points of type-1K as \( f + e \) where \( f \) is a type-0 pmf and \( e \in \ker(\mathcal{H}) \). It is enough to choose \( e \) in a way that all the components of \( f + e \) are positive and then the corresponding type-1K pmf will be obtained normalizing \( f + e \). To find type-0 extremal points not associated to the fundamental polynomials is more challenging. We show an algorithm to find type-0 extremal points which requires the construction of a matrix whose columns are the coefficients of the remainders of the monomials of degree greater than one, \( x_{j_1} \ldots x_{j_k} \), with \( k \geq 2 \).

Let \( \pi = (x_1x_2, \ldots, x_1 \ldots x_{d-1})^T \) be the row vector of the \( 2^{d-1} - d \) monomials of degree greater than one ordered according to the reverse-lexicographical criterion. Let \( B \) be the matrix whose elements of the \( j \)-th column are the coefficients of the remainders of
\( \pi_j \) corresponding to the basis \( \{1, x_1, \ldots, x_{d-1}\} \) of the quotient space, as illustrated in Table 4.

We look for a (column) vector \( \mathbf{a} = (a_{12}, \ldots, a_{12,d-1}) \), so that

\[
P(\mathbf{x}) = \sum_{k=2}^{d-1} \sum_{j_1 < \ldots < j_k} a_{j_1 \ldots j_k} \prod_{j} F_{j_1 \ldots j_k}(\mathbf{x}) = b_0 + \sum_{k=1}^{d-1} b_k x_k + \sum_{k=2}^{d-1} \sum_{j_1 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k}
\]

is associated to an extremal point. The term \(-(b_0 + \sum_{k=1}^{d-1} b_k x_k)\) is the remainder of \(\sum_{k=2}^{d-1} \sum_{j_1 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k}\).

By construction, the product \(B \mathbf{a}\) is the column vector of the coefficients of the remainder of \(\sum_{k=2}^{d-1} \sum_{j_1 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k}\), that is \(B \mathbf{a} = -(b_0, b_1, \ldots, b_{d-1})\). If the \(k\)-th row of \(B \mathbf{a}\) is zero, the \(k\)-th term of the remainder of \(\sum_{k=2}^{d-1} \sum_{j_1 < \ldots < j_k} a_{j_1 \ldots j_k} x_{j_1} \ldots x_{j_k}\) is zero. The \(k\)-th row of \((B \mathbf{a})_k\) is \(B_k \mathbf{a}\), where \(B_k\) is the \(k\)-th row of \(B\), thus \(B_k \mathbf{a}\) is \(-b_{k-1}\), and \(B_1 \mathbf{a}\) is \(-b_0\).

The solutions of \(B_k \mathbf{a} = 0\) give the coefficients of all the polynomials \(P(\mathbf{x})\) which are associated to pmfs \(F_d(p)\) without the components corresponding to \(x_{k-1}\) and \(-x_{k-1} + \frac{2x_{k-2}}{s}\). We observe that \(b_0\) is not immediately related to \(f_1\) and \(f_D\). For example, in the case \(d = 4, p = 2/5\), the polynomial \(\frac{1}{5}x_1 x_2 + \frac{1}{5}x_1x_3 + \frac{1}{5}x_2x_3 - \frac{2}{5}x_1x_2x_3 - \frac{1}{5}\) corresponds to the pmf \(\mathbf{f} = (0, 0, 0, \frac{1}{5}, 0, \frac{1}{5}, \frac{1}{5}, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\). We have \(b_0 = -1/5 \neq 0\) and \(f_1 = f_{16} = 0\). Or the polynomial \(x_1x_2 - x_1x_3 + x_2 + x_3\) corresponds to the pmf \(\mathbf{f} = (\frac{1}{5}, 0, 0, \frac{1}{5}, \frac{1}{5}, 0, 0, 0, 0, 0, \frac{1}{5}, 0, 0, 0, 0, 0, 0)\). We have \(b_0 = -0\) and \(f_1 = 1/5 \neq 0\). For this reason we will not consider the equation \(B_1 \mathbf{a} = 0\). Let us suppose that we are interested in polynomials \(P(\mathbf{x})\) where only some \(a_{j_1 \ldots j_k}\) can be different from zero. We define \(J\) as the corresponding set of indexes, \(j_1 \ldots j_k \in J \leftrightarrow a_{j_1 \ldots j_k} \neq 0\). Let \(B_J\) be the matrix whose columns are \(B_j, j \in J\) and \(a_J\) the sub-vector of \(\mathbf{a}\) whose elements are \(a_j, j \in J\). The elements of the kernel of the linear application

\[
(B_J a_J)_K,
\]

where \((B_J a_J)_K\) are the rows \((B_J a_J)_k\) of \((B_J a_J)\), \(k \in K \subseteq \{2, \ldots, d\}\), are the coefficients \(\mathbf{a}\) such that the polynomial \(P(\mathbf{x})\) does not have the terms \(x_{k-1}, k \in K \subseteq \{2, \ldots, d\}\).

The polynomials associated to extremal points, \(P(\mathbf{x})\), must have at most \(d + 2\) non-zero coefficient \((d + 2\) because the constant term \(b_0\) does not always correspond to have \(f_1\) or \(f_D\) in the support of the corresponding pmf\). Therefore, we choose \(#J\) monomials in \(\pi\), with \(#J \leq d + 2\), that means \(#J\) columns of the matrix in Table 4. Then we look for the polynomials \(P(\mathbf{x})\) so that the remainder has \(1, \ldots, d - 1\) terms equal zero.

Formally we have the following steps:

1. choose \(J\) and \(K\) with \(#J + d - #K \leq d + 2\);
2. find the kernel generators of 
\[(B_j, a^T)_\kappa;\]
3. for each kernel generator \(a^{(i)}\) consider the corresponding polynomial \(P^{(i)}(x)\);
4. construct the corresponding pmf in \(F_d(p)\);
5. check if it is an extremal point of the polytope.

The above algorithm potentially finds all the type-0 extremal points, in practice we can easily find many of them because the number of systems to be solved increases with the dimension \(d\).

Table 4: Matrix representation of the remainders of the monomials \(x_{j1}\ldots x_{jk}\)

\[
\begin{array}{c|cccccccc}
\pi(x) & x_1 x_2 & x_1 x_3 & \cdots & x_1 \cdots x_{d-1} \\
\hline
R(x) & B & -1 & -1 & \cdots & -(d-1) \\
x_1 & 1 & 1 & \cdots & 1 \\
x_2 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{d-1} & 0 & 0 & 0 & 1 \\
\end{array}
\]

To the only purpose of illustrating the procedure, in the following example we look for the type-0 extremal points for \(d = 4\), because the case \(d = 3\) only has two fundamental polynomial (opposite signs) and it is trivial.

**Example 7.** Consider \(F_4(2/5)\), \(d = 4\) and \(p = 2/5\).

Table 5: Matrix representation the remainders of the monomials \(x_1 x_2, \ldots, x_1 x_2 x_3\)

\[
\begin{array}{c|cccc}
\pi(x) & x_1 x_2 & x_1 x_3 & x_2 x_3 & x_1 x_2 x_3 \\
\hline
R(x) & B & -1 & -1 & -1 & -2 \\
x_1 & 1 & 1 & 0 & 1 \\
x_2 & 1 & 0 & 1 & 1 \\
x_3 & 0 & 1 & 1 & 1 \\
\end{array}
\]

The extremal pmfs have support on at most \(d + 1 = 5\) points. Since the remainder has 4 terms, if we decide to combine two fundamental polynomials we have to eliminate at least one monomial of the remainder. By so doing, the remainder will have at most 3 terms and the polynomial will have at most 5 coefficients. As an example we choose
the first two columns, i.e. \( J = \{1, 2\} \). We have \( a = (a_{12}, a_{13}) \) and

\[
B_J = \begin{pmatrix}
-1 & -1 \\
1 & 1 \\
1 & 0 \\
0 & 1
\end{pmatrix}
\]

We have

\[
B_J a = \begin{pmatrix}
-1 & -1 \\
1 & 1 \\
1 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
a_{12} \\
a_{13}
\end{pmatrix}
= \begin{pmatrix}
-a_{12} - a_{23} \\
-a_{12} + a_{23} \\
0 \\
0
\end{pmatrix}
\]

We look for the polynomial without the term corresponding to \( x_1 \), that is \( K = 2 \). These are the solutions of the homogeneous system:

\[
(B_J A^T)_2 = a_{12} + a_{23} = 0
\]

We can choose \( a = (1, -1) \) and we obtain \( P(x) = x_1 x_2 - x_1 x_3 + x_2 - x_3 \). The associated pmf is \((\frac{1}{5}, 0, 0, \frac{1}{5}, 0, 0, 0, 0, \frac{1}{5}, 0, 0, \frac{1}{5}, 0, 0)\) and we can verify that is an extremal point.

In the next section we use fundamental polynomials to find a pmf in \( \mathcal{F}_d(p) \) that satisfies a given condition. We show that it is convenient to set the condition in terms of coefficient of a polynomial in \( C_H \) and find a corresponding pmf.

## 5 Lower bounds for the convex order

A problem extensively addressed in statistics and applied probability is to find upper and lower bounds for sums \( S = X_1 + \ldots + X_d \) of random variables \( X_i \) of which the marginal distributions are known but the joint distribution is unspecified [Kaas et al. (2000)]. These bounds are linked to the highest and lowest dependence structure and they are actually bounds in the sense of the convex order. We recall the definition of the convex order.

**Definition 5.1.** Given two random variables \( X \) and \( Y \) with finite means, \( X \) is said to be smaller than \( Y \) in the convex order (denoted \( X \leq_{cx} Y \)) if

\[
E[\phi(X)] \leq E[\phi(Y)]
\]

for all real-valued convex functions \( \phi \) for which the expectations exist.

The convex order is a variability order, in fact it is easy to verify that \( X \leq_{cx} Y \) implies
\(E[X] = E[Y]\), and \(V[X] \leq V[Y]\). It can also be proved, see e.g. Shaked and Shanthikumar (2007), that

\[X \leq_{\text{ex}} Y \text{ iff } E[X] = E[Y] \text{ and } E[(X - l)^+] \leq E[(Y - l)^+] \text{ for all } l \in \mathbb{R}_+\]

where \(x^+ = \max\{x, 0\}\). The last inequality defines the so called stop-loss order, that is important in insurance. See Denneit and Vermadele (1998) for a discussion on the relationship between convex and stop-loss orders.

We look for the minimum convex order for sums of Bernoulli variables with mean \(p\), when the joint distribution is unspecified. The problem to find the upper bound is solved and it is well known that the upper bound is the upper Fréchet bound of the class, that is the extremal point \(\mathbf{r}^U\) with support on the two points \((0, \ldots, 0)\) and \((1, \ldots, 1)\). We look for \(X \in F_d(p)\) such that \(S = \sum_{i=1}^d X_i\) is minimal in the sense of the convex order. Since we consider \(X \in F_d(p)\) the sums have all the same mean \(dp\), thus our problem reduce to find

\[X^* = \arg\min_{X \in F_d(p)} E[(S - l)^+], \quad (5.1)\]

where \(S = \sum_{i=1}^d X_i\).

Let \(D(dp)\) be the class of discrete distributions on \(\{0, \ldots, d\}\) with mean \(dp\), clearly \(S \in D(dp)\). The paper Fontana et al. (2020) proves that the class of sums of exchangeable Bernoulli distributions with the same mean \(p\) coincides with the entire class of discrete distributions with mean \(dp\), \(D_d(dp)\). Therefore the map

\[H : F_d(p) \to D(dp)\]

\[f \to p,\]

where \(p\) is the pmf of \(S = \sum_{i=1}^d X_i\), is onto on \(D(dp)\).

Thanks to the above result we can look for the convex order bounds in \(D_d(dp)\) to find firstly the bounds for the sums and then the corresponding multivariate Bernoulli distributions. Formally, we look for

\[S^* = \arg\min_{S \in D(dp)} E[(S - l)^+]. \quad (5.2)\]

Then, by means of the results in previous sections, we characterize the points \(X \in F_d(p)\) so that \(\sum_{i=1}^d X_i = S^*\).

In Fontana et al. (2020) the authors prove that the class \(D_d(dp)\) is a convex polytope and they explicitly found its generators. This result is stated in Proposition 5.1.

**Proposition 5.1.** The extremal pmfs of \(D(dp)\), \(s_{j_1,j_2}\) have support on two points \((j_1, j_2)\) with \(j_1 = 0, 1, \ldots, j_1^M\), \(j_2 = j_2^m, j_2^m + 1, \ldots, d\), \(j_1^M\) is the largest integer less than \(pd\) and
\( j_2^m \) is the smallest integer greater than \( pd \). They are
\[
s_{j_1,j_2}(y) = \begin{cases} \frac{j_2-pd}{j_2-j_1} y = j_1 \\ \frac{pd-j_1}{j_2-j_1} y = j_2 \\ 0 & \text{otherwise} \end{cases} \tag{5.3}
\]

If \( pd \) is integer the extremal densities contain also
\[
s_{pd}(y) = \begin{cases} \ 1 y = pd \\ \ 0 & \text{otherwise} \end{cases} \tag{5.4}
\]

If \( pd \) is not integer there are \( n_p = (j_1^M + 1)(d - j_1^M) \) extremal points. If \( pd \) is integer there are \( n_p = d^2p(1-p) + 1 \) extremal points.

For any \( \phi \) the extremal values for \( E[\phi(S)] \) are reached on the extremal points (see Fontana and Semerato (2021)). Thus, the bounds for the convex order are reached on the extremal points. In particular, the upper bound of convex order is on the extremal point \( s^U = s_{0,d} \). This is a straightforward consequence of the well known fact that the upper bound for \( S = \sum_{i=1}^d X_i \) is the upper Frechét bound \( r^U \in F_d(p) \) and \( S^U = \sum_{i=1}^d R_i^U \) with pmf \( s_{0,d} \). On the contrary the lower bound is still an open issue. Dhaene and Denuit (1999) proved that if \( pd < 1 \) the lower Fréchet bound belongs to \( F_d(p) \) and corresponds to the lower bound for convex order. Here we generalize their result for each \( p \) and \( d \).

We first find the solution of (5.2).

**Proposition 5.2.** The solution of equation (5.2), i.e.
\[
S^* = \arg\min_{S \in D(d)p} E[(S - l)^+].
\]
is \( S^* = S_{j^M,j^m} \), where \( S_{j^M,j^m} \) is the random variable with pmf \( s_{j^M,j^m} \).

**Proof.** To simplify notation let \( j^M = m \), then \( j^m = m + 1 \). Let us first consider the case where \( pd \) is not integer. We observe that \( E[(S - l)^+] \) is defined as an expected value of a function of \( S \in D_d(dp) \). Then, for finding the minimum value of \( E[(S - l)^+] \), it will be enough to consider the extremal pmfs of \( D_d(dp) \). We will write \( E_{s_{i,j}}[(S - l)^+] \) to highlight that the expected value is computed using \( s_{i,j} \) as probability mass function:
\[
E_{s_{i,j}}[(S - l)^+] = \sum_{y=0}^{d} (y - l)^+ s_{i,j}(y) = (i - l)^+ \frac{j - pd}{j - i} + (j - l)^+ \frac{pd - i}{j - i}.
\]

We consider three different cases:

1. \( 0 \leq l \leq m \);
2. $m < l < m + 1$;
3. $m + 1 \leq l \leq d$.

In the first case ($0 \leq l \leq m$) we partition the set of all the extremal pmfs of $D_d(dp)$, namely $R_{dp}$, into two disjoint classes:

$$R_{dp}^{(1)} = \{ s_{i,j} : i = 0, \ldots, [l], \ j = m+1, \ldots, d \}, \ \ R_{dp}^{(2)} = \{ s_{i,j} : i = [l], \ldots, m, \ j = m+1, \ldots, d \} ,$$

where $[l]$ is the largest integer less or equal than $l$ and $\lceil l \rceil$ is the smallest integer larger or equal than $l$. For any pmf in $R_{dp}^{(2)}$ we obtain that $E_{s_{i,j}}[(S - l)^+] = dp - l$. For $s_{i,j} \in R_{dp}^{(1)}$ we get

$$E_{s_{i,j}}[(S - l)^+] = \frac{pd - i}{j - i} (j - l).$$

It is easy to verify that $\frac{pd - i}{j - i} (j - l) > dp - l$. It follows that, for $0 \leq l \leq m$, the pmfs in $R_{dp}^{(2)}$ minimize the expected value and $E_{s_{i,j}}[(S - l)^+] = dp - l$.

In the second case ($m < l < m + 1$), we observe that

$$E_{s_{i,j}}[(S - l)^+] = \frac{pd - i}{j - i} (j - l), \ i = 0, \ldots, m, \ j = m + 1, \ldots, d.$$ 

Then it is easy to verify that

$$E_{s_{i,j}}[(S - l)^+] > E_{s_{m,j}}[(S - l)^+], \ i = 0, \ldots, m - 1, \ j = m + 1, \ldots, d.$$ 

and that

$$E_{s_{m,j}}[(S - l)^+] > E_{s_{m,m+1}}[(S - l)^+], \ j = m + 2, \ldots, d.$$ 

It follows that, for $m < l < m + 1$, the pmf $s_{m,m+1}$ minimizes the expected value and $E_{s_{m,m+1}}[(S - l)^+] = (pd - m)(m + 1 - l)$.

In the third case ($m + 1 \leq l \leq d$), we observe that $E_{s_{i,j}}[(S - l)^+] = 0$ if $i = 0, \ldots, m, \ j = m + 1, \ldots, [l]$ and $E_{s_{i,j}}[(S - l)^+] > 0$, if $i = 0, \ldots, m, \ j = [l], \ldots, d$. It follows that, for $m + 1 \leq l \leq d$, the extremal pmfs $s_{i,j}, i = 0, \ldots, m, j = m + 1, \ldots, [l]$ minimize the expected value and $E_{s_{i,j}}[(S - l)^+] = 0$.

We can conclude that for $0 \leq l \leq d$ the pmf that minimizes $E_{s_{i,j}}[(S - l)^+]$ is $s_{m,m+1}$.

Let us now consider the case where $pd$ is integer. It is easy to verify that $s_{pd,pd}$ is the pmf that minimizes the expected value and

$$E_{s_{pd,pd}}[(S - l)^+] = \begin{cases} pd - l & \text{if } l \leq pd \\ 0 & \text{otherwise} \end{cases}.$$
Therefore the solutions of (5.1), that is
\[ S^* = \arg\min_{S \in D(d)} E[(S - l)^+]. \]
are the pmfs of \( X \) with \( X \) in \( \mathcal{X}^* = \{ X \in F_d(p) : \sum_{i=1}^{d} X_i = S^* = S_{j^M,j^M} \} \). As usual with a small abuse of notation if \( f \) is the vector pmf of \( X \in \mathcal{X}^* \) we also write \( f \in \mathcal{X}^* \).

**Proposition 5.3.** If \( X \in \mathcal{X}^* \), then its pmf \( f \) is such that
\[ f = \sum_{i=1}^{n^*} \lambda_i r_i^*, \quad \lambda_i \neq 0, \]
where \( r_i^* \) are the extremal points of \( F_d(p) \) in \( \mathcal{X}^* \).

**Proof.** \( X \in F_d(p) \) then
\[ f = \sum_{i=1}^{n} \lambda_i r_i, \quad r_i = (r_{i1}, \ldots, r_{i2^d}). \]

Let \( S_X = \sum_{i=1}^{d} X_i, S_{R_i} = \sum_{k=1}^{d} R_{ik} \) and \( \chi_k = \{ x \in \mathcal{X} : \sum_{j=1}^{d} x_j = k \} \).
\[
P(S_X = k) = \sum_{j \in \chi_k} f_j = \sum_{j \in \chi_k} \sum_{i=1}^{n} \lambda_i r_{ij}
= \sum_{i=1}^{n} \lambda_i \sum_{j \in \chi_k} r_{ij} = \sum_{i=1}^{n} \lambda_i P(S_{R_i} = k).
\]

We have \( X \in \mathcal{X}^* \) iff \( P(S_X = k) = 0 \) for \( k \neq j^M,j^m \), that is iff \( P(S_{R_i} = k) = 0 \) for \( k \neq j^M,j^m \) and the thesis follows.

We therefore look for the multivariate Bernoulli variables \( X \in F_d(p) \) such that \( P(S_X = k) = 0 \) for \( k \neq j^M,j^m \), where \( S_X = \sum_{i=1}^{d} X_i \). This is equivalent to look for the pmfs with support \( \chi_M \cup \chi_m \), where \( \chi_k = \{ x \in \mathcal{X} : \sum_{i=1}^{d} x_i = k \} \). In the following simple example the points we find are extremal points.

**Example 8.** Consider \( F_3(2/5) \), as in Example 1. In this case \( pd = 1.2 \in (1,2) \). Thus \( S^* = S_{1,2} \) is the lower bound for convex order in \( D(1.2) \). The variable \( S^* \) has support on \( (1,2) \), thus the extremal points \( r \in \mathcal{X}^* \) have support out of \( (0,0,0) \) and \( (1,1,1) \). Therefore the extremal points are: \( r_6, r_7, r_8 \), see Table 1.

We have proved that minimal convex sums correspond to a family \( \mathcal{X}^* \) of multivariate Bernoulli pmf.
In Fontana et al. (2020) it is proved that there is a one to one map between $\mathcal{D}_d(dp)$ and the class of exchangeable Bernoulli distributions with mean $p$. Consequently there is one exchangeable distribution in $\chi^*$. In Fontana et al. (2020) the authors also proved that the exchangeable pmf $f^*$ associated to $S^*$ is the pmf with minimal correlation. Therefore, under exchangeability, minimal convex sums corresponds to minimal correlation.

The following proposition proves that if $f \in \chi^*$ then its mean correlation, i.e. the mean of the correlations $\rho(X_i,X_j)$ of each pair of variables $X_i$ and $X_j$, $i,j=1,\ldots,d$, $i < j$, is constant and equal to the correlation of $f^*$. Therefore the extremal points belonging to $\chi^*$ generates the pmf with the lower mean correlation.

**Proposition 5.4.** Let $f \in \mathcal{F}_d$ be the pmf of a $d$-dimensional multivariate Bernoulli random variable $X = (X_1,\ldots,X_d)$ and $p_S$ the pmf of the sum $S = \sum_{i=1}^d X_i$, with $p_S(k) = p_k = P(S = k), k = 0,\ldots,d$. The sum of the second-order crossed moments of $X$ can be written as a linear combination of the values $p_k, k = 2,\ldots,d$ of the pmf $p_S$ of $S$:

$$E[X_iX_j] = \sum_{k=2}^d \binom{k}{2} p_k$$

**Proof.** Given a positive integer $k$, let $\mathcal{X}_k = \{0,1\}^k$ the set of all binary vectors $\mathbf{x}_k = (x_1,\ldots,x_k)$ of dimension $k$. We denote by $|\mathbf{x}|_0$ the sum of the elements of $\mathbf{x}_k$, $|\mathbf{x}|_0 = \sum_{i=1}^k x_i$. Given a binary vector $\mathbf{x}_d = (x_1,\ldots,x_d) \in \mathcal{X}_d$, let $J_{\mathbf{x}_d}$ be the set of indices corresponding to its non-zero component (e.g. $J_{\mathbf{x}_4} = \{1,4\}$ for $\mathbf{x}_4 = (1,0,0,1)$). If $\mathbf{x}_d$ is the null vector, $J_{\mathbf{x}_d}$ is the empty set, $J_{(0,\ldots,0)} = \emptyset$. We write $f_{J_{\mathbf{x}_d}}$ in place of $f(x_1,\ldots,x_d)$ to simplify the notation (e.g. $f(1,0,0,1) \equiv f_{14} \equiv f_{41}$). We denote by $C(A,b)$ the set of all the subsets of size $b$ of $A$, $0 \leq b \leq \#A$. We denote by $A_{ij}$ the subset of $A = \{1,\ldots,d\}$ which contains all the elements of $A$ except $i$ and $j$, $1 \leq i < j \leq d$.

From the definition of second-order crossed moments we get

$$E[X_1X_2] = \sum_{(x_1,\ldots,x_d) \in \mathcal{X}_d} x_1x_2f(x_1,\ldots,x_d) = \sum_{(x_3,\ldots,x_d) \in \mathcal{X}_{d-2}} f(1,1,x_3\ldots,x_d) = \sum_{r=0}^{d-2} \sum_{|\mathbf{x}_{d-2}|_0 = r} f(1,1,x_3\ldots,x_d) = \sum_{r=0}^{d-2} \sum_{c \in C(A_{12},r)} f_{12c}$$
Then we obtain
\[ \sum_{1 \leq i < j \leq d} E[X_iX_j] = \sum_{1 \leq i < j \leq d} \sum_{r=0}^{d-2} \sum_{c \in C(A_{ij}, r)} f_{ijc} = \sum_{r=0}^{d-2} \sum_{1 \leq i < j \leq d} \sum_{c \in C(A_{ij}, r)} f_{ijc} \]

We consider the term
\[ \sum_{1 \leq i < j \leq d} \sum_{c \in C(A_{ij}, r)} f_{ijc} \quad (5.5) \]
and observe that all the terms \( f_{ijc} \) of the summation involve values of the pmf which are computed on vector \( x_d \) with \( r + 2 \) ones (and the remaining zeros). We also observe that, by symmetry, each term \( f_{ijc} \) must appear in the summation the same number of times of any other, let’s say \( f_{i'j'c'} \). It follows that
\[ \sum_{1 \leq i < j \leq d} \sum_{c \in C(A_{ij}, r)} f_{ijc} = \alpha_{r+2} p_{r+2} \]
where \( \alpha_{r+2} \) can be determined as the ratio between the number of all the terms in the summation of Equations \( 5.5 \) and \( \binom{d}{r+2} \), that is the number of values of \( f \) which are used to compute \( p_{r+2} \). We obtain
\[ \alpha_{r+2} = \binom{d}{2} \binom{d-2}{r} = \binom{r+2}{2} \]
It follows
\[ \sum_{1 \leq i < j \leq d} E[X_iX_j] = \sum_{r=0}^{d-2} \binom{r+2}{2} p_{r+2} = \sum_{k=2}^{d} \binom{k}{2} p_k \]

Proposition \( 5.4 \) can be generalized to \( \tau \)-order crossed moments, for \( \tau = 2, \ldots, d \) as stated in Proposition \( 5.5 \).

**Proposition 5.5.** Let \( f \in \mathcal{F}_d \) be the pmf of a \( d \)-dimensional multivariate Bernoulli random variable \( X = (X_1, \ldots, X_d) \) and \( p_S \) the pmf of the sum \( S = \sum_{i=1}^{d} X_i \), with \( p_S(k) = p_k = P(S = k), k = 0, \ldots, d \). The sum of the \( \tau \)-order crossed moments of \( X \), \( \tau \geq 2 \), can be written as a linear combination of the values \( p_k, k = \tau, \ldots, d \) of the pmf \( p_S \) of \( S \):
\[ \sum_{1 \leq i_1 < \ldots < i_{\tau} \leq d} E[X_{i_1} \cdots X_{i_{\tau}}] = \sum_{k=\tau}^{d} \binom{k}{\tau} p_k \quad (5.6) \]

**Corollary 5.1.** Let \( f \in \mathcal{F}_d \) be the pmf of a \( d \)-dimensional multivariate Bernoulli random variable \( X = (X_1, \ldots, X_d) \) and \( p_S \) the pmf of the sum \( S = \sum_{i=1}^{d} X_i \), with \( p_S(k) = p_k = P(S = k), k = 0, \ldots, d \). If \( p_k = 0 \) for \( k \geq 2 \) then \( E[X_iX_j] = 0 \) for \( 1 \leq i < j \leq d \).
Corollary 5.2. Given $S^*$, a discrete random variable defined over $\{0,1,\ldots,d\}$ with pmf $p_{S^*}(k) = p_k = P(S = k)$, $k = 0,\ldots,d$, let $f \in F_d$ be the pmf of a $d$-dimensional multivariate Bernoulli random variable $X = (X_1,\ldots,X_d) \in A^*$, where $A^* = \{X \in F_d : \sum_{i=1}^d X_i = S^*\}$. The average second-order cross moment $\bar{\mu}_2 = \frac{\sum_{1 \leq i < j \leq d} E[X_iX_j]}{\binom{d}{2}}$ can be computed as

$$\bar{\mu}_2 = \frac{1}{d(d-1)} \sum_{k=2}^d k(k-1)p_k$$

We observe that for an exchangeable multivariate Bernoulli random variable the average second-order cross moment $\bar{\mu}_2$ coincides with any second-order cross moment $E[X_iX_j], 1 \leq i < j \leq d$.

Corollary 5.3. If $pd$ is not integer, given $S^* = S_{j^M,j^m} \in D_d(dp)$, let $f \in F_d$ be the pmf of a $d$-dimensional multivariate Bernoulli random variable $X = (X_1,\ldots,X_d) \in A^*$, where $A^* = \{X \in F_d : \sum_{i=1}^d X_i = S^*\}$. The average second-order cross moment $\bar{\mu}_2 = \frac{\sum_{1 \leq i < j \leq d} E[X_iX_j]}{\binom{d}{2}}$ can be computed as

$$\bar{\mu}_2 = \frac{1}{d(d-1)} (J^M(2pd - J^M - 1))$$

(5.7)

If $pd$ is integer we have $\bar{\mu}_2 = \frac{1}{d(d-1)} (pd(pd - 1)) = \frac{1}{(d-1)} (p(pd - 1))$

Example 9. Let $p = 11/20$ and $d = 5$. We have $pd = 11/4 = 2.75$ and $J^M = 2$. Using Equation (5.7) we get $\bar{\mu}_2 = 0.25$. We also have $S^* = S_{j^M,j^m} \equiv S_{(2,3)}$. The pmf $p_{S^*} = (p_0,\ldots,p_5)$ of $S_{2,3}$ is defined as $p_2 = 0.25$, $p_3 = 0.75$ and $p_k = 0, k = 0,1,4,5$. It follows that all the 5-dimensional multivariate Bernoulli random variables $X = (X_1,\ldots,X_5)$ such that $\sum_{i=1}^5 X_i = S_{2,3}$ have the average of its second-order cross moments equal to 0.25.

The exchangeable case is more easy because the geometrical representation is simpler than that of the general one. The generators of the exchangeable polytope are known in closed form and in a one-to-one correspondence with the generators of $D_d(dp)$.

Using the simple algebraic approach proposed here, we can solve the more challenging problem to explicitly find a polynomial corresponding to a non exchangeable Bernoulli pmf $f \in \chi^*$. This means that if $X$ has pmf $f$ then its sum $S = \sum_{i=1}^d$ has support on $j^M,j^m$. The vector $X$ correspond to the minimum convex order and to the minimal mean correlation. Notice that pmfs corresponding to fundamental polynomials $F_{j_1,\ldots,j_n}(x)$ are not in $\chi^*$, for $n \neq d - 1$, because the pmfs of their sums have support on the three points: $\{0,n,d-1\}$. The pmf of the sum corresponding to $F_{d-1}$ has support on \{0,d-1,d-1\} $\equiv \{0,d-1\}$ and then it is not of interest apart from the simple case $d = 2$. Similarly, pmfs corresponding to fundamental polynomials $-F_{j_1,\ldots,j_n}(x)$ are not
in $\chi^*$, for $n \neq d$, because their sums have support on three points: $\{1, d - n, d\}$. The pmf of the sum corresponding to $-F_{d-1}$ has support on $\{1, d - (d - 1), d\} \equiv \{1, d\}$ and then it is not of interest apart from the simple case $d = 2$.

We would like to build a non-exchangeable random variable $X \in \mathcal{F}_d(p)$ whose pmf $f_*$ has support only on the points $x \in \{0, 1\}^d$ with $|x| = j^M$ or $|x| = j^m$. In this way the corresponding $\sum_{i=1}^d X_i$ will have support only on $j^M$ and $j^m$. A possible way for building $f_*$ is based on a well-known tool in algebraic statistics, Diaconis and Sturmfels (1998). We build the exchangeable constraints $H\sum_{i=1}^d X_i = 0$.

In the Markov Basis of the matrix $H$, the corresponding non-exchangeable pmf $\alpha^*$ can be built as $\sum_{i=1}^d (f_e + \epsilon m)_i = 1$. The move $m$ can be chosen in the Markov Basis of the matrix $H$. This method works well for small dimensions but becomes computationally unfeasible for large dimensions $d$. We now prove that making use of the polynomial structure of the generators of $\mathcal{F}_d(p)$ we find a method that provides an analytical solution of the problem and therefore works also for large dimensions. A non-exchangeable pmf $f \in \chi^*$ is found as the type-0 pmf associated to a specific linear combination of fundamental polynomials as stated in Theorem 5.1.

**Theorem 5.1.** Let $p = s/t \leq 0.5$, $a = \frac{2s-t}{s}$, $a_1 = |2s-t| = t - 2s$ and $a_2 = s$. If $p = 1/2$ we obtain $a = 0$, $a_1 = 0$, $a_2 = 1$.

1. We first consider the case $pd$ not integer.

   (a) If $pd + p < j^m$ there are $\alpha_i, \beta_i \in \{0, 1\}^d$ with $|\alpha_i| = j^M$, and $|\beta_i| = j^m$ such that the polynomial

   \[ P_{d-j^M}(x) = -a_2 \prod_{i=1}^{d-j^M} x_i + \sum_{i=1, |\alpha_i| = j^M}^{h} x^{\alpha_i} + \sum_{i=1, |\beta_i| = j^m}^{k} x^{\beta_i} - a_1, \]

   where

   \[ k = a_2 d - 2a_2 j^M - a_1 j^M \]

   \[ h = a_1 + a_2 - k. \]

   belongs to the ideal $I_\mathcal{F}$ and the corresponding $X \in \mathcal{F}_d(p)$ has sum $S^* = \sum_{i=1}^d X_i$ with support on $\{j^M, j^m\}$.

   (b) If $pd + p \geq j^m$, there are $\alpha_i, \beta_i \in \{0, 1\}^d$ with $|\alpha_i| = j^M$, and $|\beta_i| = j^m$ such that the polynomial

   \[ P_{d-j^m}(x) = -a_2 \prod_{i=1}^{d-j^m} x_i + \sum_{i=1, |\alpha_i| = j^M}^{h} x^{\alpha_i} + \sum_{i=1, |\beta_i| = j^m}^{k} x^{\beta_i} - a_1, \]

   with $d-j^m$ not integer. The rank of the matrix $H$ is $d-j^m$. We build the exchangeable constraints $H\sum_{i=1}^d X_i = 0$. This method works well for small dimensions but becomes computationally unfeasible for large dimensions $d$. We now prove that making use of the polynomial structure of the generators of $\mathcal{F}_d(p)$ we find a method that provides an analytical solution of the problem and therefore works also for large dimensions. A non-exchangeable pmf $f \in \chi^*$ is found as the type-0 pmf associated to a specific linear combination of fundamental polynomials as stated in Theorem 5.1.
where
\[ k = a_2 d - 2a_2 j^M - a_1 j^M - a_2 \]
\[ h = a_1 + a_2 - k. \]

belongs to the ideal \( I_P \) and the corresponding \( X \in \mathcal{F}_d(p) \) has sum \( S^* = \sum_{i=1}^{d} X_i \) with support on \( \{j^M, j^m\} \).

2. If \( pd \) is integer the polynomial
\[ P_{pd}(x) = -a_2 \prod_{i=1}^{d-pd} x_i + \sum_{i=1, |\alpha_i| = j^M}^{a_1 + a_2} x^{\alpha_i} - a_1, \]

belongs to the ideal \( I \) and the corresponding \( X \in \mathcal{F}_d(p) \) has sum with support on \( \{pd\} \).

Proof. Assume \( pd \) not integer. To simplify the notation let \( j^M = m \). We have \( j^m = m + 1 \) and \( pd \in (m, m + 1) \). The basic idea is to build \( P(x) \), a linear combination of fundamental polynomials (which belongs to the ideal \( I_P \) by construction) and that could be rewritten as a polynomial \( P_{d-m}(x) \) (or \( P_{d-(m+1)}(x) \)) whose corresponding type-0 pmf has support only on points \( x \), with \( |x| = m \) or \( |x| = m + 1 \).

We consider two different cases, \( pd + p < m + 1 \) and \( pd + p \geq m + 1 \).

Let \( pd + p < m + 1 \) and let \( P(x) \) be the following linear combination of fundamental polynomials
\[ P(x) = -a_2 F_{d-m}(x) + \sum_{i=1, |\alpha_i| = m}^{h} F_{\alpha_i}(x) + \sum_{i=1, |\alpha_i| = m + 1}^{k} F_{\beta_i}(x), \]

where \( F_{\alpha_i}(x) \equiv F_{i_1, \ldots, i_n}(x) \), \( i_1, \ldots, i_n \) are the positions where \( \alpha_i \) is one, and \( F_{\beta_i}(x) \) is similarly defined. We recall that \( F_{i_1, \ldots, i_n}(x) = x_{i_1} \cdots x_{i_n} - \sum_{j=1}^{n} x_{i_j} + (n - 1) \). Clearly, \( P(x) \in I \).

We define \( P_{d-m}(x) = -a_2 \prod_{i=1}^{d-m} x_i + \sum_{i=1, |\alpha_i| = m}^{h} x^{\alpha_i} + \sum_{i=1, |\beta_i| = m + 1}^{k} x^{\beta_i} - a_1 \) and we look for \( h, k, \alpha_i, \beta_i \) such that \( P(x) = P_{d-m}(x) \). It follows that:

1. the constant term of \( P_{d-m}(x) \), that is \( -a_1 \) must be equal to the constant term of \( P(x) \), that is \( -a_2(d - m - 1) + h(m - 1) + km \);

2. because \( P_{d-m}(x) \) has not linear terms, the linear terms of \( P(x) \) must be zero. It follows that the (positive) linear terms of \( -a_2 F_{d-m}(x) \) have to be cancelled by the (negative) linear terms of \( F_{\alpha_i}(x) \) and \( F_{\beta_i}(x) \). It is worth noting that in this
proof given the term $\gamma_i x_i$, $\gamma_i$ integer, we say that there are $\gamma_i$ linear terms, i.e. we consider $\gamma_i x_i = x_i + \ldots + x_i$ if $\gamma_i > 0$ and $\gamma_i x_i = -x_i - \ldots - x_i$ if $\gamma_i < 0$.

Condition [1] is satisfied for any choice of $\alpha_i, i = 1, \ldots, k, |\alpha_i| = m$, and $\beta_i, i = 1, \ldots, k, |\beta_i| = m + 1$ if $h$, and $k$ are positive solutions of:

$$h(m - 1) + km = a_2(d - m - 1) - a_1.$$

To satisfy Condition [2] we first look for $h, k$ such that the total number of linear terms in $F_{\alpha_i}(x)$ and $F_{\beta_i}(x)$ is equal to the total number of linear terms in $-a_2F_{d-m}(x)$. Then we will show that by properly choosing the $h$ polynomials $F_{\alpha_i}$ of degree $m$ and the $k$ polynomials $F_{\beta_i}$ of degree $m + 1$ we can simplify all the linear terms in $P(x)$. Since all $F_{\alpha_i}(x)$ have the same number $m$ of linear terms for any $i$, all $F_{\beta_i}(x)$ have the same number $m + 1$ of linear terms for any $i$, and the number of linear terms of $-a_2F_{d-m}(x)$ is $a_2(d - m)$, $h$ and $k$ must be positive solutions of:

$$hm + k(m + 1) = a_2(d - m).$$

From Conditions [1] and [2] we have to find the solutions of

$$\begin{cases} h(m - 1) + km = a_2(d - m - 1) - a_1 \\
                   hm + k(m + 1) = a_2(d - m). \end{cases}$$

Standard computations give

$$k = a_2d - 2a_2m - a_1m$$
$$h = a_1 + a_2 - k.$$

We must check that solutions are positive integers. It is possible to verify that the solutions are integer since $(m - 1)(m + 1) - m^2 = -1$ and that the solutions are positive iff $pd + p < m + 1 = j^m$.

A possible not unique choice for $\alpha_i$ and $\beta_i$ can be obtained using the following steps.

1. The $a_2$ copies of the linear terms $x_1, \ldots, x_{d-m}$ must be ordered, repeating the sequence "$x_1, \ldots, x_{d-m}$" $a_2$ times

$$x_1, \ldots, x_{d-m}, \underline{x_1}, \ldots, \underline{x_{d-m}}, \ldots, \underline{x_1}, \ldots, \underline{x_{d-m}} \tag{5.8}$$

2. The $\alpha_i, i = 1, \ldots, h, |\alpha_i| = m$ are determined. This is equivalent to build $h$ monomials of degree $m$. The first monomial will be built as the prod-
uct of the first \( m \) linear terms (i.e. variables) in the list shown in Equation 5.8, i.e. \( x_1 \cdots x_m \), the second monomial with the subsequent \( m \) variables, i.e. \( x_{m+1} \cdots x_{2m(\text{mod}(d-m))+1} \), and so on for the first \( h \) monomials.

3. Then, in an analogous way, starting from the position \( hm + 1 \) to the end of the list shown in Equation 5.8 we build \( k \) monomials of degree \( m + 1 \).

Let’s now consider the case \( pd + p \geq j^m \). The proof is similar to the case \( pd + p > j^m \) and we look for the positive solutions of

\[
\begin{align*}
    h(m-1) + km &= a_2(d-m-2) - a_1 \\
    hm + k(m+1) &= a_2(d-m-1).
\end{align*}
\]

Easy computations give

\[
\begin{align*}
    k &= a_2d - 2a_2m - a_1m - a_2 \\
    h &= a_1 + a_2 - k.
\end{align*}
\]

If \( pd + p \geq m + 1 = j^m \) then \( pd - m \geq 1 - p \) and since \( p < 1/2 \), \( pd - m > p \). It is easy to verify that if \( pd - m > p \), \( h \) and \( k \) are both integers and positives. Notice that \( p = 1/2 \) implies \( pd + p \geq j^m \) for \( d \geq 2 \), thus it is included in this case.

The case \( pd \) integer can be proved similarly by proving that \( P_{pd}(x) \) is the following linear combination of fundamental polynomials:

\[
P_{pd}(x) = -a_2F_{d-pd}(x) + \sum_{i=1,|\alpha_i|=pd}^{a_1+a_2} F_{\alpha_i}(x).
\]

The proof of Proposition 5.1 provides a way to find \( \alpha_i \) and \( \beta_i \) with a very simple algorithm. Therefore we can easily find a pmf \( f \in \mathcal{F}_d(p) \) minimal with respect to the convex order in any dimension \( d \) and for any \( p \). From Lemma 2.3 in Terzer (2009), we can also check if the density found is an extremal point - we know that the minimum is reached on at least one extremal point.

We conclude this section with some examples. Example 10 of \( P_{d-j^m}(x) \) in a case where \( pd + p < j^m \). Examples 11 and 13 show the polynomials corresponding to \( X \in \chi^* \) in high dimensions and with different choices for \( p \). Example 12 shows the case \( pd \) integer. In all cases, given the final polynomial, the corresponding type-0 pmf can be easily found using the steps in the algorithm described in Section 3.

**Example 10.** Let \( d = 7 \), \( s = 2 \), and \( t = 5 \). We have \( p = s/t = 2/5 \), \( pd = 14/5 = 2.8 \), \( j^M \equiv m = 2 \), \( j^m \equiv m + 1 = 3 \), \( a = (2s-t)/s = -1/2 \), \( a_1 = 1 \), and \( a_2 = 2 \).
Let $d = 9$, $s = 2$, and $t = 5$. We have $p = s/t = 2/5$, $pd = 18/5 = 3.6$, $j^M = m = 3$, $j^m = m + 1 = 4$, $a = (2s - t)/s = -1/2$, $a_1 = 1$, and $a_2 = 2$. Since $pd + p = \frac{20}{5} = 4$, we have to consider $P_{d-j^m}(x) = P_5(x)$. We find $h = 2$, $k = 1$ and

$$P_5(x) = -2x_1 \cdots x_5 + x_1x_2 + x_1x_3x_4 + x_2x_3x_4x_5 - 1.$$

Example 11. Consider the following two cases:

1. Let $d = 9$, $s = 2$, and $t = 5$. We have $p = s/t = 2/5$, $pd = 18/5 = 3.6$, $j^M = m = 3$, $j^m = m + 1 = 4$, $a = (2s - t)/s = -1/2$, $a_1 = 1$, and $a_2 = 2$. Since $pd + p = \frac{20}{5} = 4$, we have to consider $P_{d-j^m}(x) = P_5(x)$. We find $h = 2$, $k = 1$ and

$$P_5(x) = -2x_1 \cdots x_5 + x_1x_2 + x_1x_3x_4 + x_2x_3x_4x_5 - 1.$$

2. Let $d = 9$, $s = 2$, and $t = 7$. We have $p = s/t = 2/7$, $pd = 18/7 \approx 2.57$, $j^M = m = 2$, $j^m = m + 1 = 3$, $a = (2s - t)/s = -3/2$, $a_1 = 3$, and $a_2 = 2$. Since $pd + p = \frac{20}{7} < 3$, we have to consider $P_{d-m}(x) = P_7(x)$. We find $h = 1$, $k = 4$ and

$$P_7(x) = -2x_1 \cdots x_7 + x_1x_2 + x_3x_4x_5 + x_1x_6x_7 + x_2x_3x_4 + x_5x_6x_7 - 3.$$

Example 12. Let $d = 5$, $s = 2$, and $t = 5$. We have $p = s/t = 2/5$, $pd = 2$ $a = (2s - t)/s = -1/2$, $a_1 = 1$, and $a_2 = 2$. The value of $pd$ is integer and then we ave
to consider $P_{d-pd}(x) = P_3(x)$.

$$P_3(x) = -2x_1x_2x_3 + x_1x_2 + x_1x_3 + x_2x_3 - 1.$$  

**Example 13.** Let $d = 216$, $s = 2$, and $t = 5$. We have $p = s/t = 2/5$, $pd = 432/5 = 86.4$, $j^M \equiv m = 86$, $j^m \equiv m + 1 = 87$, $a = (2s - t)/s = -1/2$, $a_1 = 1$, and $a_2 = 2$. Since $pd + p = 86.8$ is less than $m + 1 = 87$, we have to consider $P_{d-m}(x) = P_{130}(x)$. We find $h = 1, k = 2$ and

$$P_{130}(x) = -2x_1 \cdots x_{130} + x_1 \cdots x_{86} + x_1 \cdots x_{43} \cdot x_{87} \cdots x_{130} + x_{44} \cdots x_{130} - 1.$$  

### 5.1 The safest dependence structure

Since convex order is a variability order the minimal convex order correspond to a minimal risk random variable and the minimal convex order can be thought as the safest dependence structure. If $pd < 1$ the latter is linked to the strongest negative dependence, i.e. mutual exclusivity. This section generalizes the notion of mutual exclusivity to the case $pd > 1$ and discusses its link with the minimal convex order.

In Cheung and Lo (2014) the authors characterize mutual exclusivity as the strongest negative dependence structure. When mutual exclusivity is possible, it corresponds to the minimal convex order and in this light it can be considered the safest dependence structure. A vector $X \in \mathcal{F}_d(p)$ is mutually exclusive if

$$P(X_{i_1} = 1, X_{i_2} = 1) = 0, \; \forall i_1, i_2 \in \{0, \ldots, d\}.$$  

The authors also show that the distribution of a mutually exclusive random vector is the lower Fréchet bound of its Fréchet class, that in our framework is $F_L(x) = \max(\sum_{i=1}^d F_i(x_i) - d + 1, 0)$. Nevertheless, if $pd > 1$ mutual exclusivity is not possible and the lower Fréchet bound is not a pmf. We now generalize the notion of mutual exclusivity to any $p$ and $d$ and discuss its link with negative correlation.

**Definition 5.2.** Let $X \in \mathcal{F}_d(p)$, $X$ is mutually exclusive of order $m$ if

$$P(X_{i_1} = 1, \ldots, X_{i_m} = 1) = 0, \; \forall i_1, \ldots, i_m \in \{0, \ldots, d\}.$$  

If $m = 2$, $X$ is mutually exclusive.

**Proposition 5.6.** Let $X \in \mathcal{F}_d(p)$ then $X$ is mutually exclusive of order $m$ iff $P(S \geq m) = 0$.

**Proof.** By contradiction, if $P(S \geq m) \neq 0$ then $P(S = k) \neq 0$ for a $k > m$ and it exists $X_{i_1}, \ldots, X_{i_k}$ such that $P(X_{i_1} = 1, \ldots, X_{i_k} = 1) \neq 0$, therefore $X$ is not $k$-exclusive.
\[ P(X_{i_1} = 1, \ldots, X_{i_m} = 1) \geq P(X_{i_1} = 1, \ldots, X_{i_k} = 1) \text{ since } m \leq k \text{ thus } \mathbf{X} \text{ is not } m\text{-exclusive.} \]

If \( \mathbf{X} \) is \( m \)-exclusive then \( P(S = m) = 0 \) and \( P(S = k) \leq P(S = m) \) for \( k \geq m \) thus \( P(S \geq m) = 0 \).

The following result is a straightforward consequence of the fact that, to preserve the condition on the mean, if \( dp \in (j^M, j^m] \), then \( P(S \geq j^m) \neq 0 \).

**Proposition 5.7.** Let \( \mathbf{X} \in \mathcal{F}_d(p) \). If \( dp \in (j^M, j^m] \) then \( \mathbf{X} \) cannot be \( k \)-exclusive for all \( k \leq j^m \).

This is in line with the condition that the lower Fréchet bound is a distribution and belongs to the class \( \mathcal{F}_d(p) \) iff \( pd < 1 \). A consequence of the above results is that if \( pd \in (j^M, j^m] \) the vector in \( \mathcal{F}_d(p) \) cannot be mutually exclusive of order lower than \( j^m \). Thus \( j^m \)-mutually exclusive pmfs have sums with support on \( \{0, 1, \ldots, j^m\} \). Since the minimum of the convex order is reached on \( \chi^* \), the safest dependence structure is \( j^m \)-mutually exclusive. Nevertheless, Proposition 5.2 implies that if \( pd > 1 \) not all the \( j^m \)-mutually exclusive pmfs are minimal with respect to the convex order, but only the ones with support on \( \{j^M, j^m\} \).

As already observed, fundamental polynomials of degree \( n \) and their opposite have sums with support on three points: \( \{0, n, d - 1\} \) or \( \{1, d - n, d\} \), respectively. This means that they cannot be \( m \)-exclusive of order lower that \( m = d - 1 \) or \( m = d \). The peculiarity of their support let us wonder whether they are associated to specific dependence structures that are able to generate the admissible dependencies in the class.

### 6 Conclusion

We map the class \( \mathcal{F}_d(p) \) into an ideal of points and we show that in any dimension the class \( \mathcal{F}_d(p) \) is generated by a set of polynomials that we call fundamental polynomials. Each pmf in \( \mathcal{F}_d(p) \) is associated to a linear combination of fundamental polynomials. This representation turns out to be very important to address open issues in the study of multivariate Bernoulli distributions. As a first application, we prove that a specific linear combination of fundamental polynomials solves the open problem to find a minimal distribution with respect to the convex order of sums and with respect to a measure of negative dependence. Lower bounds in the convex order identify the safest dependence structure, that is important in many fields, such as insurance or finance. In particular we are interested in applying our results to credit portfolio management, where multivariate Bernoulli distributions are used to model indicators of default. In this framework sums represent aggregate defaults and their bounds in the convex order are helpful to identify bounds for the risk associated to credit portfolios. Nowadays, the real economy is
highly interconnected and banks and financial intermediaries are exposed to losses arising from defaults of obligors that are not independent. Since there are usually hundreds of obligors, banks need to handle high dimensional portfolios, hence the importance of analytical results.

Our theoretical future research will focus on fundamental polynomials, as generators of the $F_d(p)$, and in particular on two open issues. First, fundamental polynomials of degree $n$, $n < d-1$ and their opposites have sums with support on three points: $0, n, d-1$ or $1, d-n, d$, respectively. This means that they cannot be $m$-exclusive of order lower than $m = d-1$ or $m = d$. The peculiarity of their support and its connection with a dependence notion puts in question if pmfs associated to fundamental polynomials can be characterized in terms of their dependence structure and if we can then identify a class of dependencies that are able to generate all the admissible dependencies in the class. Second, fundamental polynomials correspond to extremal points of the polytope $F_d(p)$ and we have used them in this work to provide an algorithm to find extremal points in high dimensions. The connection between algebraic and geometrical generators and also their connections with bounds for the class will be further investigated.
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