Optimism brings accurate perception in iterated prisoner’s dilemma
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Abstract—We analyze an extended model of the Iterated Prisoner’s Dilemma where agents decide to play based on the data from their limited memory or recommendations. The cooperators can decide whether to play with the matched opponent or not. The agents’ decisions are directly linked to their level of optimism since they decide to play if they believe the opponent has a high probability of cooperating. Optimism is precisely tuned by parameters optimism threshold and tolerance. Our experiment showed that being optimistic is better for cooperators as it leads to more accurate exploration in the multi-agent system, which tolerates the vulnerability against defectors.
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1 INTRODUCTION

With the exponential population growth, large societies with frequent interactions between strangers emerged [1]. This brought a necessity to analyze complex multi-agent systems to recognize the patterns of social and economic behaviors. Many directed network models are developed to investigate the social influence and trust propagation among agents. Ref [2] reports that trust between any pair of agents in a huge population can be accurately predicted with even a small number of trusts given as input. This recursive effect of trust has been used in social recommendation networks such as DiffNet [3]. Using the trusted links is called exploitation. However, agents sometimes benefit from exploration instead of exploitation by taking the risk of forming new trust links with new agents.

This brings the debate to the optimality in the tradeoff between exploration and exploitation. Multi-armed bandit problem is studied, and Upper Confidence Bound algorithm is designed to achieve analytically solid performance bounds against this tradeoff [4]. Upper Confidence Bound algorithm invokes a formula to pick the next action to be taken. The formula has a term for uncertainty, which increases when the action is not being selected for a while. This makes the unselected action more likely to be selected. The incentive for exploration is analytically shown by the Upper Confidence Bound algorithm. Statistical evidence in favor of exploration is also reported in a randomized field experiment where participants are suggested to make life decisions according to coin tosses [5]. The study reveals that individuals who are told by the coin toss to make a change in their life are happier six months later than those who were told by the coin to maintain the status quo [5].

On the other hand, Prisoner’s Dilemma(PD) is one of the most popular models used to examine the dynamics of multi-agent systems. For instance, PD models are used to test the effect of economic incentives to increase cooperation [6], and to test the effects of recommendation in social networks [7]. By changing the capabilities of agents, and the type of information that agents receive, different settings can be observed in Prisoner’s Dilemma models. Ref [8] reveals that agents tend to choose cooperation collectively if the payoff information is not shared with them. Ref [9] introduces limited attention concept with a choice-refusal opportunity to cooperators in Iterated Prisoner’s Dilemma to infer that cooperators benefit from the increase in memory more than defectors. Finding in [9] is extended with the results from [10] as payoff matrix is found to be effective in the evolution of memory. In another setting, [7] shows that getting recommendations from other agents may not be useful for cooperators in case of insufficiency in memory.

Our work models a specific version of Iterated Prisoner’s Dilemma to view a direction to optimal tradeoff between exploration and exploitation in multi-agent systems. We parametrize optimism to yield better exploration for cooperators to detect defectors more accurately. We claim that:

- Cooperators should keep playing with other agents to some extent, even if those agents are considered to be defectors.
- Playing one game with an agent is insufficient for accurate exploration.

2 BACKGROUND

2.1 Prisoner’s Dilemma

Prisoner’s Dilemma (PD) is a simple game to evaluate the success of various game strategies by trying them against an opponent whose acts are unknown and unpredictable [11]. Two agents playing Prisoner’s dilemma are expected to choose between defecting and cooperating. According to their choices, they are awarded or punished. If an agent cooperates while the other defects, the cooperator gets the sucker payoff $S$ and the defector gets the temptation payoff $T$. If both players choose to cooperate, then they both get the reward payoff $R$. In the case of mutual defection, both players get the punishment payoff $P$. In Prisoner’s Dilemma game, the payoffs should satisfy both $S < P < R < T$ and $S + T < 2R$ [11].
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For one round, it is always better to defect without regarding the act of the opponent agent if there is no specific modification as in The Expected Prisoner’s Dilemma [12]. However, in real life, we come up against the consequences of our previous acts. Therefore, Iterated Prisoner’s Dilemma (IPD) is introduced. Iterated Prisoner’s Dilemma models are often used to explain sentient human behaviors [13]. Agents play with each other consecutively, and the result is determined according to the sum of consecutive rounds. Agents can remember their opponents’ previous decisions. Then they decide by taking the past rounds into account. This generally promotes the power of cooperation since $P < R$ and reciprocal trust yield better results than reciprocal distrust. Yet, IPD with $N$ people where $N > 2$ is better than IPD with 2 people in the aspect of representing some of the real-world problems such as conversation of scarce resources and tragedy of commons [14], [15]. Hence we use a system with $N$ agents in our experiments.

2.2 IPDwRec

Iterated Prisoner’s Dilemma with Recommendation (IPDwRec) [7] is a model developed to simulate an environment, where agents play with each other in several combinations and make use of recommendations in their choices. We built our model over IPDwRec by appending some additional terms and procedures.

2.2.1 Population

Iterated Prisoner’s Dilemma has some well-known strategies such as TitForTat, Grim, and Pavlov [16]. In these strategies, agents have total control of their behaviors. However, IPDwRec is different. The population of IPDwRec consists of $N$ self-interested agents [17]. Half of the agents are cooperators, and the other half are defectors. Agents are not pure cooperators or defectors. They follow a mixed strategy. With the probability of $\epsilon < 0.5$, they act opposite to their characteristic. Hence, a cooperator is expected to defect with probability of $\epsilon$. Similarly, a defector is expected to cooperate with probability of $\epsilon$.

2.2.2 Memory, Perception, and Forgetting

Agent $i$ keeps its previous encounters with agent $j$ in its memory. This data consists of $(c_{ij}, d_{ij})$ pair, where $c_{ij}$ is the number of times that $j$ cooperated against $i$ and $d_{ij}$ is the number of times that $j$ defected against $i$. Derived from Laplace’s Rule of Succession [18], agent $i$ calculates perceived cooperation probability, defined as

$$t_{ij} = \frac{c_{ij} + 1}{c_{ij} + d_{ij} + 2},$$

Perceived cooperation probability is a measure of one-sided trust between agents. An agent $i$ is said to perceive an agent $j$ as a cooperator if $t_{ij} > 0.5$. Otherwise, $j$ is perceived as a defector.

Agents have a fixed memory size of $M \leq N$. This means that an agent can store data about $M$ agents in the population. Memory ratio is defined as $\mu = M/N$. Suppose $i$ plays with $j$. If $j$ is already in the memory, $i$ simply updates $c_{ij}$ and $d_{ij}$ values. If $j$ is not in the memory, a new $(c_{ij}, d_{ij})$ pair is inserted.

Assuming that memory size is not large enough to keep all opponents, i.e., $\mu < 1$, eventually, the memory of agent $i$ will be full. In order to keep $j$ in memory, $i$ needs to “forget” some other agent. Therefore a forgetting mechanism is required. There are three strategies for forgetting: (i) Forget cooperators (FC), where the agent to forget is chosen randomly among agents perceived as cooperators, (ii) Forget defectors (FD), where the agent to forget is chosen randomly among agents perceived as defectors, (iii) Forget random (FR), where the agent to forget is chosen randomly among all agents.

2.2.3 Decision to Play

Agents are matched uniformly at random to play with each other. A matched agent may refuse to play. Cooperators, having a high probability of cooperating, can only protect themselves from defectors by refusing to play with them. Therefore, they need to be able to detect their opponents’ characteristics by their memory or recommendation. The procedure of decision to play is the following:

i. If agent $i$ remembers agent $j$, it calculates $t_{ij}$. If $j$ is perceived as a cooperator, i.e., $t_{ij} > 0.5$, $i$ decides to play; otherwise rejects.

ii. If agent $i$ does not remember agent $j$, it inquires recommendation. Agent $i$ calculates $t_{ij}$ with the recommendation procedure explained in Sec. 2.2.4. If $t_{ij} > 0.5$, $i$ decides to play; otherwise rejects.

iii. If no recommendation is received, agent $i$ decides to play.

The same procedure applies for $j$ against $i$ too. If both agents decide to play, they play the game. Otherwise, the game is canceled.

2.2.4 Recommendation

Recommendation is the most significant feature of IPDwRec when compared to classical IPD. Recommendations are provided with the following procedure:

i. Agent $i$ is matched with an opponent $j$ who does not exist in its memory.

ii. Then agent $i$ inquires other agents in its memory about agent $j$. The ones who keep information about agent $j$ in their memories are called members of the set of recommenders ($R_{ij}$). All agent $k$’s, where $k \in R_{ij}$, share their perceived cooperation probability ($t_{kj}$) with agent $i$. For instance, if agent $i$ remembers agent $k$ and, agent $k$ remembers agent $j$, then agent $k$ passes $t_{kj}$ to agent $i$.

iii. Agent $i$ collects all ratios and evaluates them to make a decision. The decision depends on dispositions. Agents have three types of innate disposition: (i) Optimism, where agents take the best recommendation into account, (ii) Realism, where agents take the mean of recommendations, (iii) Pessimism, where agents consider the worst recommendation as the cooperation probability.

3 Proposed Model

Our model introduces some new features and modifies some rules in IPDwRec [7] to analyze the effect of optimism on exploration more precisely. Note that some of those new features are in favor of defectors.
3.1 Defectors
We modify the behavior of defectors. (i) In our model, defectors always play. In IPDwRec [7], if an agent perceives its opponent as a defector, it rejects to play. This behavior is correct for cooperators but meaningless for defectors. For a non-negative payoff matrix, a defector has nothing to lose even if the opponent is a defector [10]. (ii) Moreover, defectors are memoryless as they do not need memory in the experimental setup where they always play. Note that without memory, defectors do not give recommendations since they keep nothing to share.

With these new rules, defectors are more advantageous compared to those in IPDwRec.

3.2 Optimism Threshold
In IPDwRec model, agents decide to play if the opponent is perceived as cooperator, i.e. \( t_{ij} > 0.5 \). In our model, we relax this by introducing optimism threshold \( \alpha \). Then an agent \( j \) is perceived as cooperator by agent \( i \) if \( t_{ij} > \alpha_i \), and as defector otherwise.

By defining optimism threshold, we aimed to adjust the method of asserting dispositions. The new model does not include the dispositions of optimist and pessimist of IPDwRec. Optimism threshold \( \alpha \) determines the disposition. For instance, agent \( i \) with \( \alpha_i = 0.3 \) is considered to be more optimistic than agent \( j \) with \( \alpha_j = 0.5 \). Note that \( \alpha = 0 \) for defectors since they always play.

3.3 Recommendation Evaluation
Since there are no dispositions as optimism, realism and pessimism in this model, all agents calculate \( t_{ij} \) from recommendation as the following:

\[
 t_{ij} = \frac{\left[ \sum_{k \in R_{ij}} c_{kj} \right] + 1}{\sum_{k \in R_{ij}} (c_{kj} + d_{kj}) + 2}. \tag{2} 
\]

Note that the algorithm in Sec. 2.2.4 is modified to apply this formula. Recommender \( k \) shares \( (c_{kj}, d_{kj}) \) pair with agent \( i \) instead of \( t_{kj} \). With this formulation, recommendation of the agents who played more number of games with agent \( j \) will have a higher weight.

3.4 Tolerance
Consider the following case. Agent \( i \) does not know \( j \). It inquires for recommendations but receives none. Hence \( i \) decides to play with \( j \). The game takes place and \( j \) defects. Since \( j \) is played once, \( j \) is now in the memory of \( i \). Therefore, no more recommendation takes place the next time they are matched. Next time when \( j \) is matched, \( i \) decides based on its memory. In IPDwRec model, as a result of this one game, \( i \) evaluates \( j \) as a defector and never plays with it as long as \( j \) stays in its memory.

In our model, we postpone this decision. We introduce tolerance \( \beta \) for cooperators, which is the number of games that cooperators must play with an opponent before classifying it as a defector and rejecting to play. Until then, the opponent is perceived as undefined. Note that this does not apply to defectors since they always play. Note also that defectors benefit from this. For instance, a defector is guaranteed to play with a defector three times if \( \beta = 3 \).

Suppose agents \( i \) and \( j \) have played a game \( k \) times, i.e. \( c_{ij} + d_{ij} = k \). Agent \( i \) perceives \( j \) as a cooperator if \( t_{ij} > \alpha_i \) and \( k \geq \beta \), defector if \( t_{ij} \leq \alpha_i \) and \( k \geq \beta \), and undefined if \( k < \beta \).

If an opponent is perceived as a cooperator or undefined, it is not rejected. Undefined implies that the agent is not “well-known” enough, therefore, no bias should be shown against it.

Note that tolerance is not applied if at least one recommendation is received, and \( t_{ij} < \alpha_i \). This is because recommendation evaluation accumulates information from several agents. In this case, the opponent can be considered well-known.

3.5 Metrics

3.5.1 Payoff Ratio
We use the same metric defined in Ref [7] for payoff ratio. Payoff ratio is used to evaluate the performances of cooperators and defectors. As stated in IPDwRec model, average payoff of a set of agents \( A \) is defined as

\[
 P_A = \frac{1}{|A|} \sum_{i \in A} \text{payoff}(i). \tag{3} 
\]

where \( \text{payoff}(i) \) is the total payoff collected by agent \( i \) among all games played by \( i \). Now call the set of cooperators in the population as \( C \) and defectors as \( D \). We define payoff ratio as

\[
 \phi = \frac{P_C}{P_{C \cup D}}, \tag{4} 
\]

where \( \phi > 1 \) means cooperators are more successful than defectors on average.

3.5.2 Misjudgments
The metric for misjudgments is similar to the one defined in Ref [7]. There are two possible misjudgments made by cooperators: (i) \( \eta_{cd} \) : number of times when cooperator opponent is perceived as a defector, (ii) \( \eta_{dc} \) : number of times when defector opponent is perceived as a cooperator. Note that the defectors do not need to judge their opponents since they always play.

4 Realizations
We used payoff matrix of \( (S, P, R, T) = (0, 1, 3, 5) \) in our simulations.

In each simulation realization, we used population size of \( N = 100 \), where 50 agents are cooperators and 50 agents are defectors. We set \( \epsilon = 0.1 \). Thus, cooperation probabilities are 0.9 and 0.1 for cooperators and defectors, respectively.

A realization includes \( \binom{N}{2} \) pair of agents, where two agents are picked uniformly at random and offered to play. Therefore, any agent pair is matched to play \( \tau \) times on average. Note that matched agents play if none of the parties reject. We choose \( \tau = 30 \) for each realization as in Ref [7].

We call memory ratio \( \mu \), optimism threshold \( \alpha \), tolerance \( \beta \), and forgetting strategy as model parameters. All cooperators have the same model parameters in a simulation. We report the average of \( R = 30 \) realizations to narrow down the confidence interval of model responses.
5 Results and Discussions

By introducing optimism threshold \( \alpha \) and tolerance \( \beta \), we had the chance to examine new dispositions and their effects on cooperator performances. As an overview, we have the following observations.

First, we fixed \( \beta = 1 \) to analyze the effect of optimism threshold \( \alpha \) purely. The plots in Fig. 1a, Fig. 1b, and Fig. 1c show the payoff ratios \( \phi \) as a function of \( \alpha \) and \( \mu \) (i.e., the memory ratio \( M/N \)) with different forgetting strategies. We find that cooperators perform better for lower values of \( \alpha \) and higher values of \( \mu \) in all strategies.

Second, we see that different misjudgments cause different patterns. Perceiving a defector as a cooperator is safer than perceiving a cooperator as a defector. In the first case, the agent keeps on playing with the opponent perceived as a cooperator. After a couple of defections, it realizes that the opponent is a defector and stops playing. Hence, the misjudgment is recovered. In the second case, there is a wrong punishment situation. The blacklisted cooperator cannot obtain a new chance to prove that it is not a defector. There is no recovery from this misjudgment unless the agent is forgotten. Hence, none of the cooperators can gain payoffs from this matchup.

Wrong punishment brings indirect effects. \( \alpha \) being low causes the first type of misjudgment, whereas \( \alpha \) being high causes the second. Therefore, low \( \alpha \) brings better results than high \( \alpha \). This finding is comprehensively explained in Sec. 5.1 with the results in Fig. 2.

Third, FC and FD strategies suffer from misjudged opponents. A cooperator labeled as a defector is not forgotten easily in FC strategy. In the FD case, the opposite occurs. A defector labeled as a cooperator is not forgotten easily. FR offers a uniform process that eliminates biases which leads to more accurate system knowledge.

If \( \beta > 1 \), as in Fig. 1d and Fig. 1e, agents have undefined perceptions. If most of the agents in memory are perceived as undefined, they are forgotten randomly. FC and FD turn into FR implicitly in this case. This is beneficial because less known opponents should not be subject to biased decisions. This is shown in Sec. 5.2.2 with the results from Table 1.

Although FR has advantages in some cases, FC is more successful when it is supported by a low optimism threshold or tolerance and forgetting biases are prevented.

Finally, we realized that tolerance has more advantages when \( \epsilon \neq 0 \) since it usually resolves misunderstandings. When \( \epsilon = 0 \), there is no need for tolerance since agents can be sure that their decision after the first game is definitely correct. This finding is investigated in Sec. 5.2.3. Being optimistic was considered to bring vulnerability according to [7], yet there are some advantages as we will explain.

5.1 Success of Low Optimism Thresholds

First, we analyzed the results for all optimism thresholds without introducing tolerance, i.e., \( \beta = 1 \). Note that IPDwRec [7] worked on \( \alpha = 0.5 \) case only. We expand the debate here. Fig. 1a, Fig. 1b, and Fig. 1c present an overview of the effects of different optimism thresholds \( \alpha \) combined with different memory ratios.

The first outcome is the sudden drop in payoff ratios when \( \alpha \geq 0.7 \). The reason is the following: Suppose agent \( i \) is matched with agent \( j \) for the first time, and no recommendation is received. Then, \( i \) has to play. Even if \( j \) cooperates, \((c_{ij}, d_{ij}) = (1, 0)\) leads to \( t_{ij} = 2/3 \approx 0.66 < \alpha \). That is, independent of cooperation or defection of \( j \), \( i \) will keep rejecting \( j \) until it forgets \( j \). Therefore, \( \alpha \geq 0.7 \) represents a meaningless pessimism.

Second, \( \alpha \leq 0.1 \) means a meaningless optimism since cooperators fail to be selective. For instance, \( i \) will still accept to play with \( j \) despite 8 defections, since \((c_{ij}, d_{ij}) = (0, 8)\) leads to \( t_{ij} = 1/10 = 0.1 \geq \alpha \).

Third, cooperators are usually successful when \( 0.2 \leq \alpha \leq 0.6 \). The interesting result is that the most successful results are obtained when \( \alpha = 0.3 \). This is going to be investigated.

5.1.1 \( \mu \geq 0.6 \)

Since 50% of the agents are defectors, theoretically, a cooperator with \( \mu \geq 0.5 \) has enough memory to keep all defectors, but this is not the case in practice. Cooperators also keep other cooperators in their memories. However, we observed that when \( \mu \geq 0.6 \), agent memories have empty spots at the end of the simulation. This is consistent with the results in Ref [7]. Recall that forgetting occurs if memory is full. Then forgetting rarely occurs when \( \mu \geq 0.6 \). Therefore forgetting strategies have only minor effects when \( \mu \geq 0.6 \).

As expected, the right parts (\( \mu \to 1 \)) of the plots in Fig. 1a, Fig. 1b, Fig. 1c are similar to each other.

Optimism threshold \( \alpha = 0.3 \) brings the best results in each of the forgetting strategies in Fig. 1. This is due to the recovery of misjudgments. Suppose agent \( j \) defected once. Then we have \( 0.3 < t_{ij} = 1/3 < 0.5 \). Consider \( \alpha = 0.3 \) and \( \alpha = 0.5 \) cases. (i) If \( \alpha = 0.3 \), \( j \) will get another chance when they are matched again. If \( j \) cooperates, \( i \) will keep playing with \( j \). If \( j \) defects, \( t_{ij} \) will drop below \( \alpha = 0.3 \) and \( i \) will stop playing with \( j \). Hence, \( \eta_{dc} \) will not increase more. (ii) If \( \alpha = 0.5 \), \( i \) will not give another chance to \( j \). If \( j \) is a cooperator who defected in the first game, its rejection will boost \( \eta_{dc} \) and this misjudgment cannot be recovered unless \( j \) is forgotten. Hence, recovery from misjudgment is possible when defectors are perceived as cooperators.

By looking at Fig. 2d, Fig. 2e, and Fig. 2f, where \( \mu = 0.6 \), one can see that minimum number of misjudgments appear to be at \( \alpha = 0.3 \).

5.1.2 \( \mu < 0.6 \)

For \( \mu < 0.6 \), the effect of optimism thresholds depends on the forgetting strategy.

Forget Cooperators. As Fig. 1a shows, \( \alpha = 0.3 \) brings the best results for \( \mu < 0.6 \), too. To understand this, we collected data from memories of all the cooperators at the end of the simulation. Fig. 3 shows the downside of FC. Perceived cooperators are forgotten but cooperators perceived as defectors are kept in memory. The number of perceived cooperators is closer to the number of actual cooperators in low thresholds, as seen in Fig. 3. Hence, it is essential to decrease \( \alpha \) to decrease \( \eta_{dc} \) without increasing \( \eta_{bd} \). As shown in Fig. 2a, misjudgments are optimized when \( \alpha = 0.3 \).

Forget Random. Unlike FC strategy, FR allows agents to forget independent of their types. That is, agents in memory have equal chances of being forgotten. Hence, cooperators who are perceived as defectors do not remain in memory.
Fig. 1: Payoff ratios $\phi$ for different memory ratio $\mu$ and optimism threshold $\alpha$ pairs for three forgetting strategies (a), (b), (c) and tolerance values (a), (d), (e).
Fig. 2: Normalized number of misjudgments \( ((\eta - \min(\eta)) / (\max(\eta) - \min(\eta))) \) for different optimism thresholds \( \alpha \) given with the corresponding normalized payoff ratios \( \phi \) \( ((\phi - \min(\phi)) / (\max(\phi) - \min(\phi))) \). (\( \beta = 1 \)) These results reveal that there is a negative correlation between the number of misjudgments and payoff ratios. Also, high number of \( \eta_{cd} \) has a more destructive impact on \( \phi \) when compared with high number of \( \eta_{dc} \).
for a long time, which keeps $\eta_{cd}$ under control. As observed in Fig. 2b, the optimal tradeoff converges to $\alpha = 0.5$.

**Forget Defectors.** FD strategy is dangerous when agents do not keep sufficient defectors in their memories and become vulnerable to them. Thus, when $\mu < 0.5$, cooperators can not defeat defectors as seen in Fig. 1c.

### 5.2 Success of Tolerance

As we explained in Sec. 3.4, the IPDwRec model has no term called tolerance. Agents play with their opponent once and decide on the characteristic of the opponent. This is the situation when $\beta = 1$. In this section, we will evaluate the effects of tolerances $\beta = 2$ and $\beta = 3$. For simplicity, FC is going to be used. Nevertheless, the effect of tolerance is similar to all forgetting strategies.

#### 5.2.1 Extreme Thresholds

In Fig. 1a, Fig. 1d, and Fig. 1e payoff ratios $\phi$ are given as a function of memory ratio $\mu$ and optimism threshold $\alpha$ for tolerance values $\beta = 1, 2, 3$. As previously discussed in Sec. 5.1, $\alpha > 2/3$ is meaningless for $\beta = 1$ case since even if opponent $j$ cooperates in the first game, $t_{ij}$ becomes $2/3$. Similar discussion leads that $\alpha > 3/4$ and $\alpha > 4/5$ are meaningless for $\beta = 2$ and $\beta = 3$, respectively. Hence, increasing $\beta$ also shrinks the meaningless region of $\alpha$.

#### 5.2.2 Low $\mu$ values

Generally, when agents have low memory ratios, cooperators suffer failures due to forgetting biases. This causes the system to keep inaccurate data. Tolerance, by forcing agents to give more chances to their opponents, prevents misjudgments generally.

There are two main reasons for this: First, agents tolerate the behaviors in the first games and, assuming that $\epsilon$ is small, the probability for an agent to make a move, which is opposite to its characteristics, two games in a row is low. Second, when agents are matched $k$ times, if $k < \beta$, they perceive each other as undefined, neither as cooperators nor as defectors. Then if an agent needs to forget an agent, depending on the forgetting strategy, it first looks at the list of cooperators or defectors. If the preferred list is empty, the agent picks an agent from the undefined list to forget. Since the undefined list is a random collection of agents, both FC and FD strategies act like FR. To sum up, tolerance makes agents uncertain about less known agents, which leads to random forgetting. FR strategy eliminates bias.

One anomaly that cooperators encounter can be shown in Fig. 4a. When $\beta = 1$, and FC strategy is applied at $\mu = 0.2$, $\phi$ drops significantly to around 0.55. Similar drop of $\phi$ around $\mu = 0.2$ is observed in Ref [7]. Table 1 can be used to study this problem.

Table 1 presents statistics from simulations where $\alpha = 0.5$ and $\mu = 0.2$ for FC. The values are calculated at the end of the simulations by getting data from the memories of cooperators. Note that the values in the table are the average values. Two rows compare the cases of $\beta = 1$ and $\beta = 3$.

For $\mu = 0.2$, an agent can keep 20 agents in its memory. Columns labeled “actual” are the numbers of cooperators and defectors kept in the memory, which add to 20. Columns labeled “perceived” are the numbers of cooperators, defectors and that of the ones considered undefined kept in the memory, which also adds to 20. As expected, for $\beta = 1$, the number of perceived undefined is 0.

The difference in $\eta_{cd}$ statistics implies that cooperators refuse to play with each other frequently if $\beta = 1$. Wrong perception is the reason for this. Although there are approximately 7 actual cooperators in the memory, only 0.739 of them are perceived as cooperators. The improvement is clear in the latter row where $\beta = 3$. Although almost no one is perceived as a cooperator, approximately 8 agents are kept as undefined in memory, which means those 8 agents will not be rejected when matched. Being tolerant moved cooperators that were perceived as defectors to the undefined list, which can be seen as giving more chances to the agents who are not surely defectors.

#### 5.2.3 High $\mu$ values

Fig. 4a shows $\phi$ as a function of $\mu$ when $\beta = 1, 2, 3$. The payoffs for $\beta = 2$ and 3 are higher than that of $\beta = 1$ for high values of $\mu$, too. Even though there is no bias due to forgetting or lack of memory when $\mu \geq 0.6$, being tolerant is better. This is due to the following: Since $\epsilon = 0.1$, approximately 10% of the cooperators defect and 10% of the defectors cooperate in the first game. After that, their opponents will always perceive those agents incorrectly when $\beta = 1$.

To test this hypothesis, we can take a look at the results in Fig. 4b where $\epsilon = 0$. This means that cooperators are pure cooperators who never defect, and defectors are those who never cooperate. It can be claimed that tolerance has no benefit when $\mu \geq 0.6$ and $\epsilon = 0$. Then we conclude that tolerance repairs the issues due to mixed strategy when $\mu \geq 0.6$.

![Figure 3: Number of cooperators in memory with $\mu = 0.3$ for different optimism thresholds $\alpha$, in forgetting strategy FC. ($\beta = 1$)](image-url)
TABLE 1: Comparison of memory statistics for $\beta = 1$ and $\beta = 3$. ($\alpha = 0.5$, $\mu = 0.2$, FC)

| $\beta$ | $\phi$ | Actual cooperators | Actual defectors | Perceived cooperators | Perceived defectors | Perceived undefined | $n_{tot}$ |
|---------|--------|---------------------|------------------|-----------------------|---------------------|---------------------|----------|
| 1       | 0.5596 | 6.946               | 13.054           | 0.739                 | 19.260              | 0                   | 35016.5  |
| 3       | 1.1325 | 9.311               | 10.688           | 0.05                  | 11.637              | 8.312               | 6170.5   |

Fig. 4: Payoff ratios $\phi$ for different memory ratios $\mu$ for three tolerance values $\beta$, where optimism threshold $\alpha = 0.5$ and FC applied.

(a) $\epsilon = 0.1$

(b) $\epsilon = 0$

Fig. 5: Payoff Ratios $\phi$ for tolerance $\beta$ and optimism threshold $\alpha$ pairs when FC applied and $\mu = 0.3$.

5.3 Tradeoff Between Threshold and Tolerance

Both optimism threshold and tolerance affect the dispositions and performances of cooperators. Having a low optimism threshold can be interpreted as being optimistic as cooperators give second chances to their opponents even if they face a defection in the first game. Having high tolerance also makes agents more optimistic because agents keep the hope that the opponent can still be a cooperator until tolerance ends.

Although being optimistic with these terms increased the performance by eliminating biases and incorrect perceptions, applying both of them did not turn up to be successful after a while. Fig. 5 shows that there is a tradeoff between increasing $\beta$ and decreasing $\alpha$. The red areas show high success, and the positive sloped pattern of red areas indicates that optimism threshold and tolerance should be considered together. If $\alpha$ is too low, increasing $\beta$ can destroy the performance of cooperators. Hence, to increase $\beta$, $\alpha$ should also be increased. Being more optimistic in the sense of tolerance requires being more pessimistic in the sense of threshold.

6 Future Work

This work aimed to provide new disposition parameters $\alpha$ and $\beta$ and analyze the effects. We kept those parameters the same within the simulation and compared simulations. To reach more concrete conclusions, an evolutionary approach can be applied with a system in which agents differ in $\alpha$ and $\beta$. Optimal $\alpha$ and $\beta$ can be obtained with surviving parameter. Moreover, agents can change their own $\alpha$ and $\beta$
in time depending on conditions such as memory status or the number of games played. This flexibility may lead to a more successful performance.

We imported the same forgetting strategies as in Ref [7] to our model. Different forgetting strategies can also be considered.

Additionally, the effects of system parameters as $\tau$, $N$, and $\epsilon$ can be investigated. If we increase $\tau$, the game becomes longer, and higher $\beta$ may be required. Also, we observed the difference between $\epsilon = 0$ and $\epsilon = 0.1$. If $\epsilon$ becomes higher, optimal $\alpha$ and $\beta$ values may change.

In our model, the agents do not keep track of recommendation behaviors of each other. If they do, as pointed out by one of our reviewers, cooperators can suspect that an agent, who does not respond to calls, maybe a defector. With a similar deduction, one suspect that an agent, who does not asks for recommendation, maybe a defector.

In both IPDwRec and our model, agents provide genuine information that they have. One may extend the model by introducing manipulated recommendations. For instance, answering with a low value of the perceived cooperation probability, although it actually calculates a high value.

7 CONCLUSION
We introduced new parameters to Iterated Prisoner’s Dilemma game with limited memory to inject more precise dispositions into the system. In addition, defectors always play in this model and do not provide recommendations. This makes the game more difficult for cooperators compared to the previous studies. Yet, cooperators can be successful in getting higher average payoff ratios than defectors if they are more optimistic. Namely, if they forgive the first few defections by means of tolerance, optimism threshold, or both. We related this result to misjudgments. That is, perceiving a cooperator as a defector is more dangerous than perceiving a defector as a cooperator. Moreover, FR strategy is better against less known agents since FC and FD strategies cause bias, which may be unfair if the agents are not well known. Since even a small probability of impurity in characteristic ($\epsilon = 0.1$) results in inurable misjudgments, acting tolerant and unbiased is necessary for cooperators to obtain a more accurate perception.
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REFERENCES
[1] J. D. Durand, “Historical estimates of world population: an evaluation,” Population and Development Review, vol. 3, p. 253, 1977.
[2] R. Guha, R. Kumar, P. Raghavan, and A. Tomkins, “Propagation of trust and distrust,” in Proceedings of the 13th international conference on World Wide Web, pp. 403–412, 2004.
[3] L. Wu, P. Sun, Y. Fu, R. Hong, X. Wang, and M. Wang, “A neural influence diffusion model for social recommendation,” in Proceedings of the 42nd International ACM SIGIR Conference on Research and Development in Information Retrieval, SIGIR’19, (New York, NY, USA), pp. 235–244, Association for Computing Machinery, 2019.
[4] P. Auer, “Using upper confidence bounds for online learning,” in Proceedings 41st Annual Symposium on Foundations of Computer Science, pp. 270–279, 2000.
[5] S. D. Levitt, “Heads or tails: The impact of a coin toss on major life decisions and subsequent happiness,” Working Paper 22487, National Bureau of Economic Research, August 2016.
[6] F. Schweitzer, L. Verginer, and G. Vaccario, “Should the government reward cooperation? insights from an agent-based model of wealth redistribution,” Advances in Complex Systems, vol. 23, p. 2050018, Nov 2020.
[7] Z. B. Cinar and H. O. Bingol, “Getting recommendation is not always better in iterated prisoner’s dilemma,” Advances in Complex Systems, vol. 23, no. 05, p. 2050013, 2020.
[8] F. Schweitzer, P. Mavrodiev, and C. J. Tessone, “How can social herding enhance cooperation?,” Advances in Complex Systems, vol. 16, no. 04n05, p. 1350017, 2013.
[9] Çetin and Bingol, “Iterated prisoners dilemma with limited attention,” Condensed Matter Physics, vol. 17, p. 33001, Sep 2014.
[10] U. Çetin and H. O. Bingol, “The dose of the threat makes the resistance for cooperation,” Advances in Complex Systems, vol. 19, no. 08, p. 1650015, 2016.
[11] R. Axelrod and W. D. Hamilton, “The evolution of cooperation,” Science, vol. 211, no. 4489, pp. 1390–1396, 1981.
[12] R. Arend, “The expected prisoner’s dilemma - with rationally arising cooperation,” PloS one, vol. 15, 2020.
[13] W. H. Press and F. J. Dyson, “Iterated prisoner’s dilemma contains strategies that dominate any evolutionary opponent,” Proceedings of the National Academy of Sciences, vol. 109, no. 26, pp. 10409–10413, 2012.
[14] A. M. Colman, “8 - multi-person games: Social dilemmas,” in Game Theory and Experimental Games (A. M. Colman, ed.), International Series in Experimental Social Psychology, pp. 142–167, Pergamon, 1982.
[15] G. Hardin, “The tragedy of the commons,” Science, vol. 162, no. 3859, pp. 1243–1248, 1968.
[16] P. Hingston, “Iterated prisoner’s dilemma for species,” in 2009 IEEE Symposium on Computational Intelligence and Games, pp. 17–24, IEEE, 2009.
[17] Y. Shoham and K. Leyton-Brown, Multiagent Systems: Algorithmic, Game-Theoretic, and Logical Foundations. USA: Cambridge University Press, 2008.
[18] E. T. Jaynes, Probability Theory: The logic of science. Cambridge University Press, 2003.