Self-similar shapes under Errera division rule on the cone
Effect of meristem curvature on plant cell division

Etienne Couturier

Received: date / Accepted: date

Abstract This study provides a general construction method of cell shape invariant by the Errera rule of division on a cone and provides analytical bounds for the apical angle of the cone on which these cells are connected and thus biologically meaningful. This idealized model highlights how the curvature of the tissue can influence Errera rule.
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1 Introduction

The empirical division rule formulated by Errera in 1886 \cite{1} states that a given cell will divide in two daughters of equal area while minimizing the length of the added perimeter; nevertheless exceptions to the rule were numerous and the rule was discarded. When dividing a cell in two daughters, lots of solutions coexist among which only one is a global minimum of added perimeter whereas the other are only local minima; lots of the aforementioned exceptions have recently been explained by generalizing the Errera rule saying local minima are represented following a probability law proportional to the relative quality of the minimum \cite{2}; this modified rule has been proved to be valid only on the convex part of \textit{A. thaliana} meristem failing to describe division where stresses are too anisotropic such as at the junction between meristem and primordium \cite{3}.

The associated minimization problem, coined the "fencing problem" by mathematicians, was first studied and solved in the plane in 1914 by Wiener \cite{4,5}; for closed piecewise $C^1$ planar contour, the shortest dividing line is a constant curvature arc (arc of circle) orthogonal to the contour at its anchorages. In
general, plant meristem are surfaces with positive gaussian curvature but the existing studies are all plane. As cones are isometric to a plane deprived from an angular sector, fencing solutions on the cone are also constituted by arcs of circles; though the Errera rule on the cone will lead to richer behaviours than on the plane as not all the cuts will lead to identical fencing solutions once mapped back on the cone. Motivated by the morphology on cells in a vegetal tissue ([6]), this article is interested in shapes whose one of the daughters is similar to the mother when dividing following the Errera rule; the focus is on the influence on the apical angle of the cone on these shapes.

The philosophy of the article is similar to the approach of Hofmeister and Van Iterson who provided the deepest understanding of phyllotaxy through two classical analytical models idealizing primordia on the meristem by tangent smaller disks on a bigger disk [7] or tangent disks on a cylinder [8]; these models are still guiding simulations and experiments. Similarly in order to understand how the coupling between the meristem curvature and the Errera rule influences division, the whole curvature of the meristem is concentrated in a sole point idealizing the meristem by a cone.

2 Definitions

2.1 Basic definitions, notations and abbreviations

1. Let O the point of coordinate (0, 0).
2. Let arccos stands for the [0, π] determination of the arc cosinus.
3. The positive orientation of the angle is counterclockwise.
4. Let θ₁, θ₂ in R, note [φ]θ₁,θ₂ its ]θ₁,θ₂] determination.
5. Let \( \overrightarrow{a}, \overrightarrow{b} \) be two planar vectors. \( (\overrightarrow{a}, \overrightarrow{b}) \) stands for the oriented angle between \( \overrightarrow{a} \) and \( \overrightarrow{b} \) determined between \(-π\) and \(π\).
6. Let \( \overrightarrow{a}, \overrightarrow{b} \) be two consecutive sides of a given polygon. \( (\overrightarrow{a}, \overrightarrow{b})_i \) stands for the angle between \( \overrightarrow{a} \) and \( \overrightarrow{b} \) interior to the polygon determined between 0 and \(2π\).
7. A cone: Let \( γ > 0 \). A cone with \( γ \) for planar angular span is defined herein by a smooth immersion \( S \) from \( \mathbb{R}^*_+ \times \mathbb{R}/γ\mathbb{R} \) to \( \mathbb{R}^3 \) whose metric reads:

\[
\left( \frac{\partial S}{\partial ρ} \right)^2 = 1, \quad \left( \frac{\partial S}{\partial ρ} \right) \cdot \left( \frac{\partial S}{\partial Φ} \right) = 0, \quad \left( \frac{\partial S}{\partial Φ} \right)^2 = ρ^2,
\]

\( (ρ, Φ) \) being the generic element of \( \mathbb{R}^*_+ \times \mathbb{R}/γ\mathbb{R} \).

For an axisymmetric cone, \( γ \) is necessarily inferior to \( 2π \) and \( Θ \), the apical angle of the cone is linked to \( γ \) by the relationship: \( γ = 2π \sin(\frac{Θ}{2}) \). \( α = 2π − γ \) is coined the angular defect of the cone for \( α > 0 \) and the angular excess for \( α < 0 \).
8. **Constant geodesic curvature line:**

$\mathcal{C}$, a constant geodesic curvature line (abbreviation CCL) on the cone is defined by the triplet $(R_0, D_0, \phi_0)$ where $R$, $D$ are two positive real numbers, and $\phi_0$ is an angular number of $R/\gamma R$. $R_0$ is the radius of geodesic curvature of the line.

**Finite perimeter CCL:** If $R_0 < D_0$, the radial coordinate of $\mathcal{C}$ is the union of:

$$
\forall \phi \in [\phi_0 - \Delta \phi_0, \phi_0 + \Delta \phi_0],
\rho_+(\phi) = D_0 \cos(\phi - \phi_0) + \sqrt{R_0^2 - D_0^2 \sin(\phi - \phi_0)^2}
$$

$$
\rho_-(\phi) = D_0 \cos(\phi - \phi_0) - \sqrt{R_0^2 - D_0^2 \sin(\phi - \phi_0)^2}
$$

$\Delta \phi_0$ standing for arcsin($\frac{R_0}{D_0}$).

$\mathcal{C}$ is given by the union of two lines defined for $\phi$ in $[\phi_0 - \Delta \phi_0, \phi_0 + \Delta \phi_0]$ by $S(\rho_+(\phi), \phi)$ and $S(\rho_-(\phi), \phi)$.

$\rho_+$ corresponds to the part of the curve which is the further from the apex, and $\rho_-$ corresponds to the part of the curve which is the nearer from the apex. $\mathcal{C}$ is a circle of the cone.

**Non-finite perimeter CCL:** If $R_0 \geq D_0$, the radial coordinate of $\mathcal{C}$ is

$$
\forall \phi \in ]-\infty, \infty],
\rho_+(\phi) = D_0 \cos(\phi - \phi_0) + \sqrt{R_0^2 - D_0^2 \sin(\phi - \phi_0)^2}
$$

$\mathcal{C}$ is given by:

$$
\forall \phi \in ]-\infty, \infty], \ S(\rho_+(\phi), \phi)
$$

As $\rho_+$ is $2\pi$-periodic and $S$ is $\gamma$-periodic for the second coordinate, the length of $\mathcal{C}$ is non-finite and $\mathcal{C}$ is in general a curve dense inside the annulus centered at the apex whose minimal radius is $R_0 - D_0$ and maximal radius $R_0 + D_0$ unless either $\gamma$ is a rational multiple of $2\pi$ or $R_0$ equals $D_0$.

9. **Piecewise constant curvature closed contour orthogonal at the corners (CCAOCC):**

Let $N$ a positive integer. Let $\mathcal{P}$, a $N$-sided closed contour of the cone constituted by $N$ constant curvature arcs (abbreviated by CCAs), $(A_i)_{i \in \mathbb{Z}/N\mathbb{Z}}$ counterclockwise oriented around the cone apex and positively orthogonal at their intersection. Let $s_P$ be a counterclockwise oriented natural parametrization of $\mathcal{P}$. $\mathcal{P}$ is unequivocally defined by:

(a) The triplets $(R_i, D_i, \phi_i)_{i \in \mathbb{Z}/N\mathbb{Z}}$ specifying the CCL $(C_i)_{i \in \mathbb{Z}/N\mathbb{Z}}$ on which lay the $(A_i)_{i \in \mathbb{Z}/N\mathbb{Z}}$.

(b) The vertices $(P_i)_{i \in \mathbb{Z}/N\mathbb{Z}}$ of coordinates $(\rho_{P_i}, \phi_{P_i})_{i \in \mathbb{Z}/N\mathbb{Z}}$. In this article, the convention is:

$$P_i \in A_i \bigcap A_{i+1}.$$
For a given \( i \) in \( \mathbb{Z}/N\mathbb{Z} \), the condition of orthogonality reads for \( A_i \) and \( A_{i+1} \) which are forming a \( \frac{\pi}{2} \) oriented angle at their intersection(s):

\[
(A'_i(s_{P_i}^\star), A'_{i+1}(s_{P_{i+1}}^\star)) = \frac{\pi}{2}.
\] (2)

Here is a list of notation associated to the CCAOC \( \mathcal{P} \) used in the text (The index \( \mathcal{P} \) is omitted in the text when possible to alleviate the notations):

(a) Let \( l_{\mathcal{P}} \), the perimeter of \( \mathcal{P} \).

(b) Let \((\rho_{\mathcal{P}}, \phi_{\mathcal{P}})\) be the closed contour in the coordinate space \( \mathbb{R}^* \times \mathbb{R}/\gamma \mathbb{R} \) corresponding to \( \mathcal{P} \).

(c) Let \((\delta \phi_j)_{j \in \mathbb{Z}/N\mathbb{Z}}\) defined by:

\[
\forall j \in \mathbb{Z}/N\mathbb{Z}, \delta \phi_j = \phi_{j+1} - \phi_j.
\] (3)

(d) Let \( \sigma_{\mathcal{P}} \) the permutation associating the ascending order of the curvature radii of \((A_i)_{i \in \mathbb{Z}/N\mathbb{Z}}\) to the index \( i \) of \( \mathbb{Z}/N\mathbb{Z} \).

(e) Let \((o_i)_{i \in \mathbb{Z}/N\mathbb{Z}}\) in \( \{-1, 1\} \) be the orientation of \((A_i)_{i \in \mathbb{Z}/N\mathbb{Z}}\): For \( i \) in \( \mathbb{Z}/N\mathbb{Z} \), \( o_i \) equals \(-1\) for a clockwise rotation around the curvature center of \( A_i \) and \( o_i \) equals \(1\) for a counterclockwise rotation around the curvature center.

(f) Let \( \mathcal{P}^* \) the unclosed contour of the plane defined for \( m \) in \( \mathbb{Z} \) and \( s \) in \([ml_{\mathcal{P}}, (m+1)l_{\mathcal{P}}]\) by:

\[
\mathcal{P}^*(s) = \rho_{\mathcal{P}}(s^\star)(\cos(\phi_{\mathcal{P}}(s^\star) + m\gamma), \sin(\phi_{\mathcal{P}}(s^\star) + m\gamma))
\] (4)

with:

\[
s^\star = s - ml_{\mathcal{P}}.
\]

If \( \gamma \) and \( 2\pi \) are not rational multiple, \( \mathcal{P}^* \) is generically an unclosed infinite contour of the plane. \( \mathcal{P} \) and \( \mathcal{P}^*\{0, \gamma]\) are isometric.

We also note for \( j \) in \( \{0, \cdots, N-1\} \) and \( m \) in \( \mathbb{Z} \), \( C_{j+mN}^\star \) (resp. \( A_{j+mN}^\star \)) the CCL and CCA of \( \mathcal{P}^* \) image of \( C_j \) (resp. \( A_j \)) rotated with an angle \( m\gamma \) around \( O \). For example, \( A_{j+mN}^\star \) is defined for \( s \) in \([s_{P_j} + ml_{\mathcal{P}}, s_{P_{j+1}} + ml_{\mathcal{P}}]\) by:

\[
A_{j+mN}^\star(s) = \rho_{A_j}(s^\star)(\cos(\phi_{\mathcal{P}}(s^\star) + m\gamma), \sin(\phi_{\mathcal{P}}(s^\star) + m\gamma)).
\] (5)

with:

\[
s^\star = s - ml_{\mathcal{P}}.
\]

Let define:

\[
\delta \phi_{j+mN}^\star = [\delta \phi_j]^\star_{[-\pi, \pi]}.
\]

10. **Halving solution (HS):** A CCA halving the area of a CCAOC while being either orthogonal to the contour of the CCAOC, or not touching the contour of CCAOC is coined an halving solution, abbreviated by HS.
3 Self-similar solution under Errera rule of division

The theorem is proved using a technical Lemma in annex deriving some properties of CCAOCs whose the distances from the curvature centers of each CCA to the cone apex and their radii of curvature share a common ratio, $\rho$. The theorem both proves the CCAs of a self-similar $N$-sided CCAOC ($N$ being an integer) share a constant $\rho$ and the radii of curvature of each CCA are distributed around the CCAOC abiding to an invertible arithmetic sequence in $\mathbb{Z}/N\mathbb{Z}$. Results of the lemma are then used to determine the geometric properties of the self-similar CCAOC induced by such a permutation when two sides become tangent.

**Theorem 1** Let $N > 0$ an integer. Let $\mathcal{P}$ and $\mathcal{P}'$ two $N$-sided CCAOCs on a cone of planar angular span $\gamma$. They are constituted by the arcs $(A_j)_{j \in \mathbb{Z}/N\mathbb{Z}}$ (resp. $(A_j, \frac{1}{2})_{j \in \mathbb{Z}/N\mathbb{Z}}$) laying on the CCLs, $(C_j)_{j \in \mathbb{Z}/N\mathbb{Z}}$, (resp. $(C_j, \frac{1}{2})_{j \in \mathbb{Z}/N\mathbb{Z}}$) whose parameters are $(R_j, D_j, \phi_j)_{j \in \mathbb{Z}/N\mathbb{Z}}$ (resp. $(R_j, \frac{1}{2}, D_j, \frac{1}{2}, \phi_j)_{j \in \mathbb{Z}/N\mathbb{Z}}$). Let suppose $\mathcal{P}'$ is the daughter of $\mathcal{P}$ containing the apex of the cone and corresponding to an halving solution (HS). Let also suppose $\mathcal{P}'$ can be mapped on $\mathcal{P}$ by a combination of an homothety and a rotation centered at the apex.

1. Then:

\[
\forall j \in \mathbb{Z}/N\mathbb{Z}, R_{\sigma(j)} = (\sqrt{2})^j R_{\sigma(0)},
\]

\[
D_{\sigma(j)} = (\sqrt{2})^j D_{\sigma(0)}
\]

$\sigma$ being an arithmetic progression of $\mathbb{Z}/N\mathbb{Z}$ whose common difference $k$ is prime with $N$. The maximum number of self-similar shape with orientation is thus the Euler totient function $\phi(N)$.

2. $(\delta \phi_j)_{j \in \mathbb{Z}/N\mathbb{Z}}$ takes $k'$ times the value $\delta \phi_{\sigma(-1)}$ and $N - k'$ times the value $\delta \phi_{\sigma(0)}$ where $k'$ is an inverse of $k$ in $\mathbb{Z}/N\mathbb{Z}$. More precisely:

- for $j$ in $\sigma([0, \cdots, N - k' - 1])$:

\[
\delta \phi_j = \delta \phi_{\sigma(0)}(8)
\]

- for $j$ in $\sigma([N - k', \cdots, N - 1])$:

\[
\delta \phi_j = \delta \phi_{\sigma(-1)}(9)
\]

3. Let

\[
\rho = \frac{R_0^2}{D_0^2}.
\]

The $(\delta \phi_j^*)_{j \in \mathbb{Z}/N\mathbb{Z}}$ are given by the formula:

- for $j$ in $\sigma([0, \cdots, N - k' - 1])$:

\[
\delta \phi_j^* = \epsilon_{\sigma(0)} \arccos \left( (1 - \rho) \frac{(\sqrt{2})^{k'} + (\sqrt{2})^{-k'}}{2} \right); (10)
\]
\[\delta \phi_j^* = \epsilon_{\sigma(-1)} \arccos \left( (1 - \rho) \frac{(\sqrt{2})^{N - k'} + (\sqrt{2})^{k' - N}}{2} \right). \quad (11)\]

4. Let \( i \in \mathbb{Z}/N\mathbb{Z} \). Let suppose there exists \( i \) in \( \mathbb{Z}/N\mathbb{Z} \) such as \( A_i \) is tangent to \( A_{i+1} \). It implies \( \rho \) belongs to

\[\{0, 1 - \frac{\epsilon_{i,i+2}}{\tau_{i,i+1} \tau_{i+1,i+2}}, 1\},\]

with \( \epsilon_{i,i+2} = 1 \) in case of external tangency or \( \epsilon_{i,i+2} = -1 \) in case of internal tangency.

- In the case,

\[\rho = 0,\]

\( \gamma \) is not a real number.

- In the case,

\[\rho = 1 - \frac{\epsilon_{i,i+2}}{\tau_{i,i+1} \tau_{i+1,i+2}},\]

there exists a positive integer \( m \) such as if neither \( i \), nor \( i + 1 \) belong to \( \sigma([N-k', \cdots, N-1]) \):

\[\gamma = (N - k') \left( \pi (1 - \epsilon_{\sigma(0)}) + \epsilon_{\sigma(0)} \arccos \left( \frac{2\epsilon_{i,i+2}}{(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}} \right) \right) + \epsilon_{i,i+2} \left( \pi (1 - \epsilon_{\sigma(-1)}) + \epsilon_{\sigma(-1)} \arccos \left( \frac{2(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}}{(\sqrt{2})^{k'} + (\sqrt{2})^{k'-N}} \right) \right) + 2m\pi \]

else:

\[\gamma = (N - k') \left( \pi (1 - \epsilon_{\sigma(0)}) + \epsilon_{\sigma(0)} \arccos \left( \frac{2\epsilon_{i,i+2}}{(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}} \right) \right) + \epsilon_{i,i+2} \left( \pi (1 - \epsilon_{\sigma(-1)}) + \epsilon_{\sigma(-1)} \arccos \left( \frac{2(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}}{(\sqrt{2})^{k'} + (\sqrt{2})^{k'-N}} \right) \right) + 2m\pi \]

with:

\[\epsilon_i = \text{sign} \left( \epsilon_{i,i+2} \left( R_{i+1}^2 - R_i^2 \right) \left( R_{i+1}^2 - R_{i+2}^2 \right) \right) \epsilon_{i+1}. \quad (12)\]

- In the case,

\[\rho = 1,\]

there exists a positive integer \( m \) such as:

\[\gamma = (N - k') \left( \pi (1 - \epsilon_{\sigma(0)}) + \epsilon_{\sigma(0)} \frac{\pi}{2} \right) + k' \left( \pi (1 - \epsilon_{\sigma(-1)}) + \epsilon_{\sigma(-1)} \frac{\pi}{2} \right) + 2m\pi.\]
Proof 1. \( \mathcal{P} \) and \( \mathcal{P}_\frac{1}{2} \) are self-similar thus there exists \( h \) a combination between an homothety and a rotation such as:

\[
h(\mathcal{P}) = \mathcal{P}_\frac{1}{2}.
\]

Let index the CCLs of \( \mathcal{P}_\frac{1}{2} \) in the counterclockwise order such as \( C_{0,1,2} \), the first CCL of the indexing is the image by \( h \) of \( C_0 \) the first CCL of the indexing of \( \mathcal{P} \).

As the area of the mother is twice the area of the daughter, the ratio of the homothety-rotation \( h \) is necessary \( \sqrt{2} \). Because of the homothety ratio \( \sqrt{2} \) between \( \mathcal{P} \) and \( \mathcal{P}_\frac{1}{2} \), the following relations are verified between the parameter of \( \mathcal{P} \) and \( \mathcal{P}_\frac{1}{2} \):

\[
\forall j \in \{0, \ldots, n-1\}, R_{\sigma(j)} = \frac{R_{\sigma(j)}}{\sqrt{2}}; \quad (13)
\]
\[
D_{\sigma(j)} = \frac{D_{\sigma(j)}}{\sqrt{2}}. \quad (14)
\]

The division conserves the number of CCAs, thus only one CCA of \( \mathcal{P} \) disappears and only one new CCA of \( \mathcal{P}_\frac{1}{2} \) is created. The CCA which disappears is the one of highest radius of curvature \( R_{\sigma(N-1)} \) and the one which is appearing is the one of lowest radius of curvature \( \frac{R_{\sigma(0)}}{\sqrt{2}} \); all the other CCAs are wholly conserved during the division except the anchorage CCAs which are only partly conserved. The CCL of lower radius of curvature of \( \mathcal{P}_\frac{1}{2} \) is the CCL corresponding to the halving solution \( C_{HS} \) while for \( j \) in \( \{1, \ldots, N-1\} \), the \( j \)th CCL of \( \mathcal{P}_\frac{1}{2} \) for the radius of curvature corresponds to the \((j-1)\)th CCL of \( \mathcal{P} \) for the radius of curvature which reads:

\[
C_{\sigma(j)} = C_{HS}; \quad (15)
\]
\[
C_{\sigma(j-1)} = C_{\sigma(j)}; \quad (16)
\]

which implies the following equalities between the radii of curvature:

\[
\forall j \in \mathbb{Z}/N\mathbb{Z} \setminus \{0\}, R_{\sigma(j)} = R_{\sigma(j-1)}; \quad (17)
\]
\[
D_{\sigma(j)} = D_{\sigma(j-1)}. \quad (18)
\]

(14) combined with (18) gives:

\[
\forall j \in \mathbb{Z}/N\mathbb{Z}, \frac{R_{\sigma(j)}}{\sqrt{2}} = R_{\sigma(j-1)}, \quad (19)
\]
\[
\frac{D_{\sigma(j)}}{\sqrt{2}} = D_{\sigma(j-1)}. \quad (20)
\]

The (6,7) formula are easily obtained by induction on \( j \):

\[
\forall j \in \mathbb{Z}/N\mathbb{Z}, R_{\sigma(j)} = (\sqrt{2})^j R_{\sigma(0)}; \quad (21)
\]
\[
D_{\sigma(j)} = (\sqrt{2})^j D_{\sigma(0)}. \quad (22)
\]
The permutation $\sigma$ of the mother induces a permutation $\sigma_\perp$ for the daughter associating the ascending order of the radii of curvature of the daughter to some counterclockwise indexing of its sides: for $j$ in $\{0, \ldots, N - 2\}$, the counterclockwise index of the $\mathcal{P}$ CCL whose radius of curvature is the $(j)^{th}$ in ascending order is inherited by the $\mathcal{P}_\perp$ CCL whose radius of curvature is the $(j + 1)^{th}$ and the counterclockwise index of the $\mathcal{P}$ CCL whose radius of curvature is the highest (the $(N - 1)^{th}$) is inherited by the newly created halving solution which corresponds to the $\mathcal{P}_\perp$ CCL whose curvature radius is the lowest (the $0^{th}$). This definition can be formally written:

$$\forall j \in \mathbb{Z}/N\mathbb{Z}, \sigma_\perp(j) = \sigma(j - 1). \quad (23)$$

The trigonometric order induced by the homothety-rotation $h$ on $\mathcal{P}_\perp$ is equal up to a circular permutation of offset $k$ (corresponding to the possible difference in the origin of the counterclockwise indexing) which implies:

$$\sigma = \sigma_\perp + k. \quad (24)$$

Combining (23) and (24) yields:

$$\forall j \in \mathbb{Z}/N\mathbb{Z}, \sigma(j) = \sigma(j - 1) + k. \quad (25)$$

(25) implies $\sigma$ is an arithmetic progression of common difference $k$ which reads:

$$\forall j \in \mathbb{Z}/N\mathbb{Z}, \sigma(j) = \sigma(0) + jk. \quad (26)$$

In particular, (26) implies:

$$\sigma(\sigma^{-1}(\sigma(0) + 1)) = \sigma(0) + (\sigma^{-1}(1 + \sigma(0)))k. \quad (27)$$

The left side of (27) can be rewritten:

$$\sigma(\sigma^{-1}(\sigma(0) + 1)) = \sigma(0) + 1 \quad (28)$$

substituting (28) on the left of (27) gives:

$$\sigma(0) + 1 = \sigma(0) + (\sigma^{-1}(1 + \sigma(0)))k. \quad (29)$$

Canceling $\sigma(0)$ on both sides of (29) yields:

$$1 = (\sigma^{-1}(\sigma(0) + 1))k$$

which implies $k$ is invertible in $\mathbb{Z}/N\mathbb{Z}$ and thus prime with $N$. 

2. Let $j \in \mathbb{Z}/N\mathbb{Z} \setminus \{\sigma(0), \sigma(0) - 1\}$. By choice of the indexing of $\mathcal{P}$, for any $j$ in $\mathbb{Z}/N\mathbb{Z}$

$$
\begin{align*}
  h(C_j) &= C_{j, \frac{1}{2}}, \\
  h(C_{j+1}) &= C_{j+1, \frac{1}{2}},
\end{align*}
$$

(30)

As neither $j = \sigma(0)$ nor $j + 1 = \sigma(0)$, (16) implies:

$$
\begin{align*}
  C_{j, \frac{1}{2}} &= C_{\sigma^{-1}(j) - 1}, \\
  C_{j+1, \frac{1}{2}} &= C_{\sigma^{-1}(j+1) - 1}.
\end{align*}
$$

Using (25), it rewrites:

$$
\begin{align*}
  C_{j, \frac{1}{2}} &= C_{\sigma^{-1}(j) - k}, \\
  C_{j+1, \frac{1}{2}} &= C_{\sigma^{-1}(j+1) - k},
\end{align*}
$$

which simplifies into:

$$
\begin{align*}
  C_{j, \frac{1}{2}} &= C_{j-k}, \\
  C_{j+1, \frac{1}{2}} &= C_{j+1-k}.
\end{align*}
$$

Combining with (30), it gives:

$$
\begin{align*}
  h(C_j) &= C_{j-k}, \\
  h(C_{j+1}) &= C_{j+1-k}.
\end{align*}
$$

As $h$ is an isometric transformation, the angle are conserved thus implying:

$$
\delta \phi_j = \delta \phi_{j-k}.
$$

(31)

Let $j$ in

$$
\sigma(0) + k\{1, \cdots, N - k' - 1\},
$$

$j + 1$ can be decomposed in

$$
j + 1 = j + kk',
$$

(32)

thus $j + 1$ belongs to

$$
\sigma(0) + k\{1 + k', \cdots, N - 1\}
$$

(33)

and is always different from $\sigma(0)$. (31) can iteratively be applied, implying by transitivity of the equality relationship for $j$ in

$$
\sigma(\{0, \cdots, N - k' - 1\}) = \sigma(0) + k\{0, \cdots, N - k' - 1\},
$$

$$
\delta \phi_j = \delta \phi_{\sigma(0)}.
$$

(34)
Let \( j \) in
\[
\sigma(0) + k\{N - k' + 1, \cdots, N - 1\},
\]
j + 1 can be decomposed in
\[
j + 1 = j + kk',
\]
thus \( j + 1 \) belongs to
\[
\sigma(0) + k\{1, \cdots, k' - 1\}
\]
and is always different from \( \sigma(0) \). \((31)\) can iteratively be applied, implying by transitivity of the equality relationship for \( j \) in
\[
\sigma(\{N - k', \cdots, N - 1\}) = \sigma(0) + k\{N - k', \cdots, N - 1\},
\]
\[
\delta \phi_j = \delta \phi_{\sigma(-1)}.
\]
Finally \((\delta \phi_j)_{j \in \mathbb{Z}/N\mathbb{Z}}\) takes \( k' \) times the value \( \delta \phi_{\sigma(-1)} \) and \( N - k' \) times the value \( \delta \phi_{\sigma(0)} \) which finishes to prove \((8,9)\).

3. For any \( j \) in \( \mathbb{Z}/N\mathbb{Z} \), the ratio between \((6,7)\) formula read:
\[
\frac{R_{\sigma(j)}}{D_{\sigma(j)}} = \frac{(\sqrt{2})^j R_{\sigma(0)}}{(\sqrt{2})^j D_{\sigma(0)}}
\]
which simplifies into:
\[
\frac{R_{\sigma(j)}}{D_{\sigma(j)}} = \frac{R_{\sigma(0)}}{D_{\sigma(0)}}.
\]
As \( \sigma \) is a permutation of \( \mathbb{Z}/N\mathbb{Z} \), for any \( j \):
\[
\frac{R_j}{D_j} = \sqrt{\rho}.
\]
The hypothesis of Lemma \((11)\) are verified thus for any \( j \) in \( \mathbb{Z}/N\mathbb{Z} \),
\[
\cos(\delta \phi_j) = (1 - \rho)\bar{\tau}_{j,j+1}
\]
which can be rewritten using the notation \((83)\):
\[
\cos(\delta \phi_j) = (1 - \rho)\frac{\kappa_j + 1}{2}
\]
substituting \((14)\) in \((83)\), we obtain:
\[
\kappa_j = \frac{R_0(\sqrt{2})^{\sigma^{-1}(j)}}{R_0(\sqrt{2})^{\sigma^{-1}(j+1)}}
\]
which we rewrite:
\[
\kappa_j = (\sqrt{2})^{I_{\sigma^{-1}(j+1)} - I_{\sigma^{-1}(j+1)}}
\]
Inj, being the canonical injection from \(Z/NZ\) to \(Z\), \(-z\) is the difference in \(Z\).

As \(\sigma^{-1}\) reads:
\[
\forall j \in Z/NZ, \ \sigma^{-1}(j) = k'j - k'\sigma(0),
\]
if \(j\) lays in \(\sigma(\{N - k', \cdots, N - 1\})\), \(\sigma^{-1}(j)\) lays in \(\{N - k', \cdots, N - 1\}\), it implies:
\[
Inj(\sigma^{-1}(j) + k') = Inj(\sigma^{-1}(j)) + zk' - N,
\]
thus (40) implies:
\[
\kappa_j = (\sqrt{2})^{N-k'} \quad (41)
\]
else if \(j\) does not lay in \(\sigma(\{N - k', \cdots, N - 1\})\), it implies:
\[
Inj(\sigma^{-1}(j) + k') = Inj(\sigma^{-1}(j)) + zk'
\]
and (40) implies:
\[
\kappa_j = (\sqrt{2})^{k'} \quad (42)
\]
Substituting in (39) with (41) and (42) gives:
- For \(j\) in \(\sigma(\{0, \cdots, N - k' - 1\})\),
\[
\cos(\delta \phi_j) = \rho \frac{(\sqrt{2})^{k'} + (\sqrt{2})^{-k'}}{2}
\]
- For \(j\) in \(\sigma(\{N - k', \cdots, N - 1\})\),
\[
\cos(\delta \phi_j) = \rho \frac{(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}}{2}
\]
It implies for \(j\) in \(\sigma(\{0, \cdots, N - k' - 1\})\) there exists \(\epsilon_j\) in \(\{-1, 1\}\) such as:
\[
\delta \phi^*_j = \epsilon_j \arccos \left( \rho \frac{(\sqrt{2})^{k'} + (\sqrt{2})^{-k'}}{2} \right), \quad (43)
\]
and for \(j\) in \(\sigma(\{N - k', \cdots, N - 1\})\), there exists \(\epsilon_j\) in \(\{-1, 1\}\) such as:
\[
\delta \phi^*_j = \epsilon_j \arccos \left( \rho \frac{(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}}{2} \right), \quad (44)
\]
(49) implies \((\epsilon_j)_{j \in \{0, \cdots, N-1\}}\) takes only two values thus (43) rewrites for \(j\) in \(\sigma(\{0, \cdots, N - k' - 1\})\):
\[
\delta \phi^*_j = \epsilon_{\sigma(0)} \arccos \left( \rho \frac{(\sqrt{2})^{k'} + (\sqrt{2})^{-k'}}{2} \right), \quad (45)
\]
and (44) rewrites for \(j\) in \(\sigma(\{N - k', \cdots, N - 1\})\),
\[
\delta \phi^*_j = \epsilon_{\sigma(N-1)} \arccos \left( \rho \frac{(\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N}}{2} \right), \quad (46)
\]
thus proving (10,11).
4. As $A_i$ is tangent to $A_{i+1}$, Lemma 1.2 implies $\rho$ can only take three values:

(a) If $\rho = 0$,

$$\cos(\delta \phi_i) = \frac{\kappa_i + \frac{1}{\kappa_i}}{2}$$

As by convexity, the arithmetic mean is superior to the geometric mean:

$$\cos(\delta \phi_i) \geq \sqrt{\frac{1}{\kappa_i} \kappa_i} = 1$$

As $R_i \neq R_{i+1}$, $\kappa_i \neq 1$ and the inequality is strict:

$$\cos(\delta \phi_i) > 1.$$

$\delta \phi_i$ is an imaginary number as well as the planar angular span $\gamma$.

(b) If $\rho = 1 - \frac{\varepsilon_{i,i+2}}{\kappa_i + \frac{1}{\kappa_i} \kappa_{i+1} + \frac{1}{\kappa_{i+1}}}$, substituting (63) into (10,11) gives:

$$\cos(\delta \phi_i) = \varepsilon_{i,i+2} \frac{2}{\kappa_i + \frac{1}{\kappa_i} \kappa_{i+1} + \frac{1}{\kappa_{i+1}}},$$

finally simplifying into:

$$\cos(\delta \phi_i) = \varepsilon_{i,i+2} \frac{2(k_j + \frac{1}{k_j})}{(k_i + \frac{1}{k_i})(k_{i+1} + \frac{1}{k_{i+1}})},$$

(47) can now be further simplified by enumerating the different case for $i$, $i+1$ and $j$:

- If neither $i$, nor $i+1$, nor $j$ belong to $\sigma\{N-k',\cdots,N-1\}$, (41) and (42) imply $\kappa_i$, $\kappa_{i+1}$ and $\kappa_j$ are equal and (47) rewrites:

$$\delta \phi_j^* = \epsilon_{\sigma(0)} \arccos\left(\frac{2\varepsilon_{i,i+2}}{k_i + \frac{1}{k_i}}\right);$$

(48)

substituting (42) gives:

$$\delta \phi_j^* = \epsilon_{\sigma(0)} \arccos\left(\frac{2\varepsilon_{i,i+2}}{\sqrt{2}^{N-k'} + \sqrt{2}^{k'}}\right).$$

(49)

- If neither $i$, nor $i+1$ belong to $\sigma\{N-k',\cdots,N-1\}$ but only $j$, substituting (41) and (42) into (47) gives:

$$\delta \phi_j^* = \epsilon_{\sigma(-1)} \arccos\left(\frac{2\varepsilon_{i,i+2}((\sqrt{2})^{N-k'} + (\sqrt{2})^{k'-N})}{((\sqrt{2})^{k'} + (\sqrt{2})^{-k'})^2}\right).$$

(50)

- $\sigma^{-1}(i+1) = \sigma^{-1}(i) + k'$ thus $i$ and $i+1$ can’t simultaneously belong to $\sigma\{N-k',\cdots,N-1\}$. 


If $i$ and $j$ belong to $\sigma(\{N-k',\ldots,N-1\})$ but not $i+1$, (41) and (42) imply $\kappa_i$ and $\kappa_j$ are equal, finally (47) simplifies into:

$$\delta \phi^*_j = \epsilon_{\sigma(-1)} \arccos \left( \frac{2\varepsilon_{i,i+2}}{\kappa_{i+1} + \kappa_{i+1}} \right);$$

substituting (42) gives:

$$\delta \phi^*_j = \epsilon_{\sigma(-1)} \arccos \left( \frac{2\varepsilon_{i,i+2}}{(\sqrt{2})^{-k'} + (\sqrt{2})^{k'}} \right).$$  \hspace{1cm} (51)

A similar result would be obtain if $i+1$ and not $i$ belongs to $\sigma(\{N-k',\ldots,N-1\})$.

If $i$ belong to $\sigma(\{N-k',\ldots,N-1\})$ but neither $i+1$ neither $j$, (41) and (42) imply $\kappa_i$ and $\kappa_j$ are equal, finally (47) simplifies into:

$$\delta \phi^*_j = \epsilon_{\sigma(0)} \arccos \left( \frac{2\varepsilon_{i,i+2}}{\kappa_i + \kappa_i} \right);$$

substituting (41) gives:

$$\delta \phi^*_j = \epsilon_{\sigma(0)} \arccos \left( \frac{2\varepsilon_{i,i+2}}{(\sqrt{2})^{-k'} + (\sqrt{2})^{k'}} \right).$$  \hspace{1cm} (52)

A similar result would be obtain if $i+1$ and not $i$ belongs to $\sigma(\{N-k',\ldots,N-1\})$.

Lemma 1.3 tells there exists a positive integer $m$ such as:

$$\gamma = \sum_{j \in \{0,\ldots,N-1\}} (\pi(1-\varepsilon_j) + \delta \phi^*_j) + 2m\pi.$$  \hspace{1cm} (53)

(8,9) imply (53) further simplifies, leading to:

$$\gamma = (N-k')(\pi(1-\epsilon_{\sigma(0)}) + \delta \phi^*_\sigma(0)) + k'(\pi(1-\epsilon_{\sigma(-1)}) + \delta \phi^*_\sigma(-1)) + 2m\pi.$$  \hspace{1cm} (54)
Substituting with (49, 50), in case neither $i$, nor $i+1$ belong to $\sigma(\{N - k', \ldots, N - 1\})$ yields:

$$\gamma = (N - k') \left( \pi (1 - \epsilon_{\sigma(0)}) + \epsilon_{\sigma(0)} \arccos \left( \frac{2\epsilon_{l,i+2}}{\sqrt{2}^{N-k'} + (\sqrt{2})^{k'}} \right) \right)$$

$$+ k' \left( \pi (1 - \epsilon_{\sigma(-1)}) + \epsilon_{\sigma(-1)} \arccos \left( \frac{2\epsilon_{l,i+2}}{((\sqrt{2})^{k'} + (\sqrt{2})^{k'})^2} \right) \right) + 2m\pi.$$  

(55)

Substituting with (51, 52), in case either $i$, or $i + 1$ belong to $\sigma(\{N - k', \ldots, N - 1\})$ yields:

$$\gamma = (N - k') \left( \pi (1 - \epsilon_{\sigma(0)}) + \epsilon_{\sigma(0)} \arccos \left( \frac{2\epsilon_{l,i+2}}{\sqrt{2}^{N-k'} + (\sqrt{2})^{k'-N}} \right) \right)$$

$$+ k' \left( \pi (1 - \epsilon_{\sigma(-1)}) + \epsilon_{\sigma(-1)} \arccos \left( \frac{2\epsilon_{l,i+2}}{((\sqrt{2})^{k'} + (\sqrt{2})^{k' - N})^2} \right) \right) + 2m\pi.$$  

(56)

(c) If $\rho = 1$, Lemma 1.3 tells there exists a positive integer $m$ such as substituting with (68, 69) in (10, 11) gives:

$$\gamma = (N - k') \left( \pi (1 - \epsilon_{\sigma(0)}) + \epsilon_{\sigma(0)} \frac{\pi}{2} \right) + k' \left( \pi (1 - \epsilon_{\sigma(-1)}) + \epsilon_{\sigma(-1)} \frac{\pi}{2} \right) + 2m\pi.$$  

4 Conclusion

In this article, self-similar shapes for the Errera division rule have been exhaustively constructed on the cone; each self-similar shape belongs to a one-parameter family determined by a permutation verifying an algebraic equation and for each integer $n$, there exists $\phi(n)$ such shapes, $\phi$ being the Euler totient function. In each family, the parameter for which two sides of the self-similar shape become tangent is calculated: it corresponds to a change of the number of self-intersection of the contour. Plant cell wall does not self-intersect thus the only contours which are biologically meaningful are the contour without self-intersection; the parameter of tangency thus give a rigorous and analytical estimate of the limit tissue curvature for which a given self-similar cell can be observed. The results could easily be generalized to self-similar asymmetric divisions minimizing the added perimeter (i.e. the ratio between the area of the daughter cell area and the mother cell area is $\lambda$ which can be different from 2) by systematically changing the ratio 2 in the formula by $\lambda$.
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5 Annex

Lemma 1 Let \( N > 0 \) an integer, let \( \mathcal{P} \) a \( N \)-sided CCAOC on a cone of planar angular span \( \gamma \) constituted by the \( N \) CCAs, \( (A_j)_{j \in \mathbb{Z}/N\mathbb{Z}} \), whose parameters are \( (R_j, D_j, \phi_j)_{j \in \mathbb{Z}/N\mathbb{Z}} \).

Let suppose there exists \( \rho > 0 \) such as:

\[
\forall j \in \mathbb{Z}/N\mathbb{Z}, \frac{R_j}{D_j} = \sqrt{\rho}.
\]

(57)

1. For any \( j \) in \( \mathbb{Z}/N\mathbb{Z} \),

\[
\delta \phi_j^* = \epsilon_j \arccos \left((1 - \rho)\tau_{j,j+1}\right)
\]

(58)

with:

\[
\tau_{j,j+1} = \frac{R_j^2 + R_{j+1}^2}{2R_j R_{j+1}}.
\]

(59)

and

\[
(\epsilon_j)_{j \in \mathbb{Z}/N\mathbb{Z}} \in \{-1, 1\}^N.
\]

2. Let suppose for some \( i \in \mathbb{Z}/N\mathbb{Z} \), \( A_i \) is tangent to \( A_{i+2} \); it implies \( \rho \) belongs to

\[
\{0, 1 - \frac{\epsilon_{i,i+2}}{\tau_{i,i+2}}, 1\}
\]

with \( \epsilon_{i,i+2} = 1 \) in case of external tangency or \( \epsilon_{i,i+2} = -1 \) in case of internal tangency. Each value of \( \rho \) corresponds to determined values of \( (\delta \phi_i, \delta \phi_{i+1}) \):
\( \rho = 0 \) (60)

\( \delta \phi_i^* = \epsilon_i \arccos (\tau_{i,i+1}) \) (61)
\( \delta \phi_{i+1}^* = \epsilon_{i+1} \arccos (\tau_{i+1,i+2}) \) (62)

with \( \epsilon_{i+1} = \epsilon_i \).

\( \rho = 1 - \frac{\epsilon_{i,i+2}}{\tau_{i,i+1} \tau_{i+1,i+2}} \) (63)

corresponds two real values:
\( \delta \phi_i^* = \epsilon_i \arccos \left( \frac{\epsilon_{i,i+2}}{\tau_{i+1,i+2}} \right) \) (64)
\( \delta \phi_{i+1}^* = \epsilon_{i+1} \arccos \left( \frac{\epsilon_{i,i+2}}{\tau_{i,i+1}} \right) \) (65)

with:
\( \epsilon_i = \text{sign} \left( \epsilon_{i,i+2} (R_{i+1}^2 - R_i^2) (R_{i+1}^2 - R_{i+2}^2) \right) \epsilon_{i+1} \).

\( \rho = 1 \) (67)

\( \epsilon_{i+1} \epsilon_{i,i+2} = \epsilon_i \).

3. There exists a positive integer \( m \) such as the planar angular span \( \gamma \) reads:
\( \gamma = \sum_{j \in \mathbb{Z}/N} \left( (1 - \epsilon_j) \pi + \delta \phi_j^* \right) + 2m\pi. \) (70)

**Proof** 1. Let consider \( \mathcal{P}^* \). For any \( j \), the condition of orthogonality between \( A_j^* \) and \( A_{j+1}^* \) reads:
\( (D_{j+1} \cos(\delta \phi_j) - D_j)^2 + (D_{j+1} \sin(\delta \phi_j))^2 = R_{j+1}^2 + R_j^2. \)

Once expanded, it reads:
\( D_{j+1}^2 \cos(\delta \phi_j)^2 - 2D_j D_{j+1} \cos(\delta \phi_j) + D_j^2 + D_{j+1}^2 \sin(\delta \phi_j)^2 = R_{j+1}^2 + R_j^2. \)
Gathering the squared trigonometric terms, the expression simplifies:

\[ D_{j+1}^2 + D_j^2 - 2D_jD_{j+1} \cos(\delta \phi_j) = R_{j+1}^2 + R_j^2. \]

Factorizing on the left by \( D_j^2 \) and on the right by \( R_j^2 \) gives:

\[ D_j^2 \left( \left( \frac{D_{j+1}}{D_j} \right)^2 + 1 - 2 \left( \frac{D_{j+1}}{D_j} \right) \cos(\delta \phi_j) \right) = R_j^2 \left( 1 + \left( \frac{R_{j+1}}{R_j} \right)^2 \right) \]

which can be rewritten:

\[ D_j^2 \left( \left( \frac{R_{j+1}}{R_j} \right)^2 + 1 - 2 \left( \frac{R_{j+1}}{R_j} \right) \cos(\delta \phi_j) \right) = R_j^2 \left( 1 + \left( \frac{R_{j+1}}{R_j} \right)^2 \right) \]

as (57) implies: \( \frac{D_{j+1}}{D_j} = \frac{R_{j+1}}{R_j} \).

Dividing both sides by \( D_j^2 \left( 1 + \left( \frac{R_{j+1}}{R_j} \right)^2 \right) \) gives:

\[ 1 - 2 \frac{R_{j+1}}{R_j} \cos(\delta \phi_j) \frac{1}{ \left( 1 + \left( \frac{R_{j+1}}{R_j} \right)^2 \right) } = \frac{R_j^2}{D_j^2} \]

which can be rewritten:

\[ 1 - 2 \frac{R_{j+1}}{R_j} \cos(\delta \phi_j) = \rho \]

using notation (57). Finally, \( \cos(\delta \phi_j) \) reads:

\[ \cos(\delta \phi_j) = (1 - \rho) \frac{R_j^2 + R_{j+1}^2}{2R_jR_{j+1}} \quad (71) \]

and

\[ \cos(\delta \phi_j) = (1 - \rho) \tau_{j,j+1} \]

which is equivalent to (58).

2. The tangency between \( A_i^* \) and \( A_{i+2}^* \) implies:

\[ (D_{i+2} \cos(\delta \phi_i + \delta \phi_{i+1}))^2 + (D_{i+2} \sin(\delta \phi_i + \delta \phi_{i+1}))^2 = (R_i + \epsilon_{i,i+2}R_{i+2})^2 \]

(72) expands into:

\[ D_{i+2}^2 \cos(\delta \phi_i + \delta \phi_{i+1})^2 + D_i^2 - 2D_iD_{i+2} \cos(\delta \phi_i + \delta \phi_{i+1}) + D_{i+2}^2 \sin(\delta \phi_i + \delta \phi_{i+1})^2 = (R_i + \epsilon_{i,i+2}R_{i+2})^2. \]

Gathering the squared trigonometric terms simplifies the expression:

\[ D_{i+2}^2 + D_i^2 - 2D_{i+2}D_i \cos(\delta \phi_i + \delta \phi_{i+1}) = (R_i + \epsilon_{i,i+2}R_{i+2})^2. \]
Substituting \( \left( \frac{D}{R_l} \right) R_i \) to \( D_i \) and \( \left( \frac{D_{i+2}}{R_{i+2}} \right) R_{i+2} \) to \( D_{i+2} \) gives:

\[
\left( \frac{D_{i+2}}{R_{i+2}} \right)^2 R_{i+2}^2 + \left( \frac{D_i}{R_i} \right)^2 R_i^2 - 2 \left( \frac{D_{i+2}}{R_{i+2}} \right) R_{i+2} \left( \frac{D_i}{R_i} \right) R_i \cos(\delta \phi_i + \delta \phi_{i+1}) = (R_i + \varepsilon_{i,i+2} R_{i+2})^2
\]

(73) implies \( \frac{D_i}{R_i} = \frac{D_{i+2}}{R_{i+2}} \), thus (73) can be rewritten:

\[
\left( \frac{D_i}{R_i} \right)^2 R_i^2 + \left( \frac{D_i}{R_i} \right)^2 R_i^2 - 2 \left( \frac{D_i}{R_i} \right)^2 R_i R_{i+2} \cos(\delta \phi_i + \delta \phi_{i+1}) = (R_i + \varepsilon_{i,i+2} R_{i+2})^2.
\]

The whole expression can factorized by \( \left( \frac{D_i}{R_i} \right)^2 \) which gives:

\[
\left( \frac{D_i}{R_i} \right)^2 (R_i^2 + R_i^2 - 2R_i R_{i+2} \cos(\delta \phi_i + \delta \phi_{i+1})) = (R_i + \varepsilon_{i,i+2} R_{i+2})^2.
\]

As \( R_i^2 + R_i^2 \) is equal to \( (R_i + \varepsilon_{i,i+2} R_i)^2 - 2\varepsilon_{i,i+2} R_i R_{i+2} \), the expression can be rewritten as:

\[
\left( \frac{D_i}{R_i} \right)^2 ((R_i + \varepsilon_{i,i+2} R_i)^2 - 2\varepsilon_{i,i+2} R_i R_{i+2} - 2R_i R_{i+2} \cos(\delta \phi_i + \delta \phi_{i+1})) = (R_i + \varepsilon_{i,i+2} R_{i+2})^2.
\]

Dividing both sides by \( \left( \frac{D_i}{R_i} \right)^2 (R_i + \varepsilon_{i,i+2} R_{i+2})^2 \) gives:

\[
1 - \frac{2R_i + 2R_{i+2}}{(R_i + \varepsilon_{i,i+2} R_{i+2})^2} \cos(\delta \phi_i + \delta \phi_{i+1}) = \left( \frac{R_i}{D_i} \right)^2.
\]

Finally \( \cos(\delta \phi_i + \delta \phi_{i+1}) \) can be expressed as:

\[
\cos(\delta \phi_i + \delta \phi_{i+1}) = (1 - \rho) \frac{(R_i + \varepsilon_{i,i+2} R_{i+2})^2}{2R_i R_{i+2}} - \varepsilon_{i,i+2}
\]

which can be rewritten:

\[
\cos(\delta \phi_i + \delta \phi_{i+1}) = (1 - \rho) \tau_{\tan,i,i+2} - \varepsilon_{i,i+2}
\]

(74)

using the notation:

\[
\tau_{\tan,i,i+2} = \frac{(R_i + \varepsilon_{i,i+2} R_{i+2})^2}{2R_i R_{i+2}}.
\]

(75)

The left side of (74) can be expanded:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = X \tau_{\tan,i,i+2} - \varepsilon_{i,i+2}
\]

(76)

with \( X = (1 - \rho) \). Substituting using (58) gives:

\[
X^2 \tau_{i,i+1} \tau_{i+1,i+2} - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = X \tau_{\tan,i,i+2} - \varepsilon_{i,i+2}
\]
which rearranges into:

\[ X^2 \tau_{i,i+1,i+2} - X^{\tan_{i,i+2} + \varepsilon_{i,i+2}} = \sin(\delta \phi_i) \sin(\delta \phi_{i+1}). \]

We raise to the square both sides:

\[ (X^2 \tau_{i,i+1,i+2} - X^{\tan_{i,i+2} + \varepsilon_{i,i+2}})^2 = (1 - \cos^2(\delta \phi_i))(1 - \cos^2(\delta \phi_{i+1})). \]

Substituting using (58) gives:

\[ (X^2 \tau_{i,i+1,i+2} - X^{\tan_{i,i+2} + \varepsilon_{i,i+2}})^2 = (1 - X^2 \tau_{i,i+1,i+2}^2)(1 - X^2 \tau_{i+1,i+2}^2) \]

and once the parenthesis expanded:

\[ X^4 \tau_{i,i+1,i+2}^2 + X^2 \tau_{\tan,i,i+2}^2 + \varepsilon_{i,i+2}^2 - 2X^3 \tau_{i,i+1}\tau_{i+1,i+2} \tau_{\tan,i,i+2} + 2X^2 \tau_{i,i+1,i+2} + 2X^2 \tau_{i,i+1,i+2} \varepsilon_{i,i+2} \\
- 2X \tau_{\tan,i,i+2} \varepsilon_{i,i+2} = 1 - X^2 \tau_{i,i+1,i+2}^2 - X^2 \tau_{i+1,i+2}^2 + X^4 \tau_{i,i+1,i+1}^2 \tau_{i+1,i+2}^2. \]

As \( \varepsilon_{i,i+2} = \pm 1 \), it rewrites:

\[ X^4 \tau_{i,i+1,i+2}^2 + X^2 \tau_{\tan,i,i+2}^2 + 1 - 2X^3 \tau_{i,i+1}\tau_{i+1,i+2} \tau_{\tan,i,i+2} + 2X^2 \tau_{i,i+1,i+2} + 2X^2 \tau_{i,i+1,i+2} \varepsilon_{i,i+2} \\
- 2X \tau_{\tan,i,i+2} \varepsilon_{i,i+2} = 1 - X^2 \tau_{i,i+1,i+2}^2 - X^2 \tau_{i+1,i+2}^2 + X^4 \tau_{i,i+1,i+1}^2 \tau_{i+1,i+2}^2. \]

The 0 order and 4 order monomials on both sides cancel each other:

\[ X^2 \tau_{\tan,i,i+2}^2 + 2\varepsilon_{i,i+2} X^2 \tau_{i,i+1}\tau_{i+1,i+2} - 2\varepsilon_{i,i+2} X \tau_{\tan,i,i+2} - 2X^3 \tau_{i,i+1}\tau_{i+1,i+2} \tau_{\tan,i,i+2} \\
= -X^2 \tau_{i,i+1}^2 - X^2 \tau_{i+1,i+2}^2. \]

(77)

\( X \) is thus a root of a third degree polynomial and it takes at most three values; as both sides can be divided by \( X \), 0 is one of these roots. Substituting the root \( X = 0 \) into (58) gives:

\[ \delta \phi_i^* = \varepsilon_i \arccos(0), \]

\[ \delta \phi_{i+1}^* = \varepsilon_{i+1} \arccos(0) \]

thus providing the relations:

\[ \delta \phi_i^* = \varepsilon_i \frac{\pi}{2}, \]

(78)

\[ \delta \phi_{i+1}^* = \varepsilon_{i+1} \frac{\pi}{2}, \]

(79)

Substituting \( X = 0 \) and (78,79) into (76) gives:

\[ 0 - \varepsilon_i \varepsilon_{i+2} = 0 - \varepsilon_{i,i+2}, \]

As \( |\varepsilon_i| = |\varepsilon_{i+1}| = |\varepsilon_{i,i+2}| = 1, \)
it is equivalent to

$$\epsilon_{i+1} \epsilon_{i,i+2} = \epsilon_i$$

thus finishing to prove (68,69).

Dividing by \( X \) the third degree polynomial (77) gives:

$$X \tau_{\tan,i,i+2}^2 + 2\epsilon_{i,i+2} X \tau_{i,i+1} \tau_{i+1,i+2} - 2\epsilon_{i,i+2} \tau_{i+1,i,i+2} - 2X^2 \tau_{i,i+1} \tau_{i+1,i+2} \tau_{\tan,i,i+2}$$

$$= -X \tau_{i,i+1}^2 - X \tau_{i,i+1}^2$$

whose terms can be regrouped into:

$$-2\epsilon_{i,i+2} \tau_{\tan,i,i+2} + X(\tau_{i,i+1}^2 + 2\epsilon_{i,i+2} \tau_{i,i+1} \tau_{i+1,i+2} + \tau_{i+1,i,i+2}^2 + \tau_{\tan,i,i+2}^2)$$

$$-2X^2 \tau_{i,i+1} \tau_{i+1,i+2} \tau_{\tan,i,i+2} = 0.$$ 

The two remaining roots of (77) also cancel the second degree polynomial:

$$-2\epsilon_{i,i+2} \tau_{\tan,i,i+2} + X((\tau_{i,i+1} + \epsilon_{i,i+2} \tau_{i+1,i,i+2})^2 + \tau_{\tan,i,i+2}^2) - 2X^2 \tau_{i,i+1} \tau_{i+1,i+2} \tau_{\tan,i,i+2} = 0.$$ 

(80)

Let suppose \( X = 1 \). Substituting into (58) gives:

$$\delta \phi_i^* = \epsilon_i \arccos (\tau_{i,i+1}),$$

$$\delta \phi_{i+1}^* = \epsilon_{i+1} \arccos (\tau_{i+1,i,i+2}).$$

Moreover substituting \( X = 1 \) on the right side of (70) gives:

$$\frac{(R_i + \epsilon_{i,i+2} R_{i+2})^2}{2R_i R_{i+2}} - \epsilon_{i,i+2} = \frac{R_i^2 + 2\epsilon_{i,i+2} R_i R_{i+2} + \epsilon_{i,i+2}^2 R_{i+2}^2}{2R_i R_{i+2}}$$

$$\frac{\epsilon_{i,i+2} 2R_i R_{i+2}}{2R_i R_{i+2}}$$

which simplifies as \( \epsilon_{i,i+2} = \pm 1 \) into:

$$\frac{(R_i + \epsilon_{i,i+2} R_{i+2})^2}{2R_i R_{i+2}} - \epsilon_{i,i+2} = \frac{R_i^2 + R_{i+2}^2}{2R_i R_{i+2}}.$$ 

(81)

For a given \( j \), \( \tau_{j,j+1} \) can be rewritten:

$$\tau_{j,j+1} = \frac{R_j}{R_j R_{j+1}} + \frac{R_{j+1}}{R_j R_{j+1}}$$

which simplifies into:

$$\tau_{j,j+1} = \frac{R_j}{R_j R_{j+1}} + \frac{R_{j+1}}{R_j R_{j+1}}$$

and finally rewrites

$$\tau_{j,j+1} = \frac{\kappa_j + \frac{1}{\kappa_j}}{2}.$$ 

(82)
with the notation:

$$\kappa_j = \frac{R_j}{R_{j+1}}. \quad (83)$$

(83) implies:

$$\sin(\delta \phi_j) = \epsilon_j \sqrt{1 - \cos^2(\delta \phi_j)}.$$

Substituting with (82) gives:

$$\sin(\delta \phi_j) = \epsilon_j \sqrt{1 - \left(\frac{\kappa_j + \frac{1}{\kappa_j}}{2}\right)^2}. \quad (84)$$

The expression inside the root symbol can be expanded:

$$1 - \left(\frac{\kappa_j^2 + \frac{1}{\kappa_j^2} + 2\frac{\kappa_j}{\kappa_j}}{4}\right)$$

which can be rearranged as:

$$\frac{4 - \kappa_j^2 - \frac{1}{\kappa_j^2} - 2}{4}$$

simplifying into:

$$\frac{2 - \kappa_j^2 - \frac{1}{\kappa_j^2}}{4}$$

which factorizes in a squared term:

$$-\left(\kappa_j - \frac{1}{\kappa_j}\right)^2.$$

Substituting inside the root symbol of (84) gives:

$$\sin(\delta \phi_j) = \epsilon_j \left(\kappa_j - \frac{1}{\kappa_j}\right). \quad (85)$$

Substituting (82,85) in the left side of (76) gives:

$$\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{\kappa_i + \frac{1}{\kappa_i} \kappa_{i+1} + \frac{1}{\kappa_{i+1}}}{2} - \epsilon_i \epsilon_{i+1} 2 \frac{\kappa_i - \frac{1}{\kappa_i} \kappa_{i+1} - \frac{1}{\kappa_{i+1}}}{2}$$

which simplifies into:

$$\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{(\kappa_i + \frac{1}{\kappa_i})(\kappa_{i+1} + \frac{1}{\kappa_{i+1}}) + \epsilon_i \epsilon_{i+1}(\kappa_i - \frac{1}{\kappa_i})(\kappa_{i+1} - \frac{1}{\kappa_{i+1}})}{4}.$$

(86)
Expanding the right side of the expression gives:

\[
(k_i + \frac{1}{k_i})(k_{i+1} + \frac{1}{k_{i+1}}) + \epsilon_i \epsilon_{i+1}(k_i - \frac{1}{k_i})(k_{i+1} - \frac{1}{k_{i+1}}) = \\
k_i k_{i+1} + \frac{k_i}{k_{i+1}} + \frac{k_{i+1}}{k_i} + \frac{1}{k_i k_{i+1}} + \epsilon_i \epsilon_{i+1} \left( k_i k_{i+1} - \frac{k_i}{k_{i+1}} - \frac{k_{i+1}}{k_i} + \frac{1}{k_i k_{i+1}} \right).
\]  

(87)

If \( \epsilon_i = \epsilon_{i+1} \), (87) further simplifies in:

\[
(k_i + \frac{1}{k_i})(k_{i+1} + \frac{1}{k_{i+1}}) + (k_i - \frac{1}{k_i})(k_{i+1} - \frac{1}{k_{i+1}}) = 2k_i k_{i+1} + 2 \frac{1}{k_i k_{i+1}}.
\]  

(88)

thus (88) simplifies:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{k_i + 1}{k_i k_{i+1}}.
\]  

(89)

else if \( \epsilon_i = -\epsilon_{i+1} \), (87) further simplifies in:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{k_i + k_{i+1}}{2}.
\]  

(90)

If \( \epsilon_i = \epsilon_{i+1} \), substituting in (89) with (83) gives:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{R_i + 1}{R_{i+1} R_i + 1}.
\]  

which simplifies into:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{R_i + 1}{2}.
\]  

and can be rearranged as:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{R_i + 1}{2}.
\]  

(91)

(91) equals (81): \( X = 1 \) (i.e. \( \rho = 0 \)) is a root of (80) which corresponds to the case \( \epsilon_i = \epsilon_{i+1} \) thus proving (61,62).

If \( \epsilon_i = -\epsilon_{i+1} \), substituting in (90) with (83) gives:

\[
\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{R_i + 1}{R_{i+1} R_i + 1}.
\]  

(92)
which simplifies into:

$$\cos(\delta \phi_i) \cos(\delta \phi_{i+1}) - \sin(\delta \phi_i) \sin(\delta \phi_{i+1}) = \frac{R_i R_{i+2}}{R_{i+1}^2} + \frac{R_{i+1}^2}{R_i R_{i+2}}$$

which is in general different from (81) thus $\epsilon_i = -\epsilon_{i+1}$ does not correspond to a root canceling the equation (80); the solutions (61,62) are the only one corresponding to $\rho = 0$ (i.e $X = 1$).

As the ratio between the lower order term and the higher order term of the polynomial (80) gives the product of both roots:

$$\frac{-2\epsilon_{i,i+2}^2\tan_{i,i+2}}{-2\tau_{i,i+1+1}\tau_{i+1,i+2}^2\tan_{i,i+2}}$$

the other root reads:

$$X = \frac{-2\epsilon_{i,i+2}^2\tan_{i,i+2}}{-2\tau_{i,i+1+1}\tau_{i+1,i+2}^2\tan_{i,i+2}}$$

which simplifies into:

$$X = \frac{\epsilon_{i,i+2}}{\tau_{i,i+1+1}\tau_{i+1,i+2}}. \quad (92)$$

Substituting this value of $X$ into (58) gives:

$$\delta \phi_i^* = \epsilon_i \arccos \left( \frac{\epsilon_{i,i+2}}{\tau_{i,i+1+1}} \right), \quad (93)$$

$$\delta \phi_{i+1}^* = \epsilon_{i+1} \arccos \left( \frac{\epsilon_{i,i+2}}{\tau_{i+1,i+2}} \right). \quad (94)$$

Substituting (93,94) in (76) gives:

$$\left( \frac{\epsilon_{i,i+2}}{\tau_{i,i+1+1}} \right) \left( \frac{\epsilon_{i,i+2}}{\tau_{i+1,i+2}} \right) = \epsilon_i \sqrt{1 - \left( \frac{\epsilon_{i,i+2}}{\tau_{i,i+1+1}} \right)^2} \epsilon_{i+1} \sqrt{1 - \left( \frac{\epsilon_{i,i+2}}{\tau_{i+1,i+2}} \right)^2}$$

$$= \frac{\epsilon_{i,i+2}}{\tau_{i,i+1+1} \tau_{i+1,i+2}} \tan_{i,i+2} = \epsilon_{i,i+2}. \quad (95)$$

Substituting $\epsilon_{i,i+2} = \pm 1$ on the left side and factorizing by $\epsilon_{i,i+2}$ on the right side, it rewrites:

$$1 \frac{1}{\tau_{i,i+1+1} \tau_{i+1,i+2}} - \sqrt{1 - \frac{1}{\tau_{i,i+1+1}^2}} \epsilon_{i,i+1} \sqrt{1 - \frac{1}{\tau_{i+1,i+2}^2}}$$

$$= \epsilon_{i,i+2} \left( \frac{\tan_{i,i+2}}{\tau_{i,i+1+1} \tau_{i+1,i+2}} - 1 \right).$$
Multiplying both sides by $\tau_{i,i+1} \tau_{i+1,i+2}$ gives:

$$1 - \epsilon_i \epsilon_{i+1} \tau_{i,i+1}^2 = 1 - \frac{\tau_{i,i+1}^2}{\tau_{i+1,i+2}} - 1 = \epsilon_i \epsilon_{i+1} (\tau_{i,i+1} - \tau_{i+1,i+2})$$

which rewrite:

$$1 - \epsilon_i \epsilon_{i+1} \left( \frac{\tau_{i,i+1} + \tau_{i+1,i+2}}{2} \right)^2 = 1 - \frac{\tau_{i,i+1}^2 + \tau_{i+1,i+2}^2}{2} \left( \frac{\tau_{i+1,i+2}}{2} \right)^2 - 1$$

$$= \epsilon_i \epsilon_{i+1} \left( R_{i,i+2}^2 R_{i,i+2} \right)^2 - \left( \frac{\tau_{i,i+1} + \tau_{i+1,i+2}}{2} \right)^2 \left( \frac{\tau_{i+1,i+2}}{2} \right)^2 - \epsilon_i \epsilon_{i+1} \left( \frac{\tau_{i,i+1}^2 + \tau_{i+1,i+2}^2}{2} \right)^2 - 1$$

$$\frac{\tau_{i,i+1}^2 + \tau_{i+1,i+2}^2}{2} \left( \frac{\tau_{i+1,i+2}}{2} \right)^2 - 1 = \epsilon_i \epsilon_{i+1} \left( \frac{\tau_{i,i+1} + \tau_{i+1,i+2}}{2} \right)^2 \left( \frac{\tau_{i+1,i+2}}{2} \right)^2 - 1$$

which can be rewritten:

$$\frac{\tau_{i,i+1}^2 + \tau_{i+1,i+2}^2}{2} \left( \frac{\tau_{i+1,i+2}}{2} \right)^2 - 1 = \left| \frac{\tau_{i,i+1}^2 - \tau_{i+1,i+2}^2}{2} \right| .$$

(95)

For a given $j$, the binomial expansion gives:

$$\left( \frac{R_j + R_{j+1}}{2R_j} \right)^2 = \left( \frac{R_j}{2R_j} \right)^2 + 2 \left( \frac{R_j}{2R_j} \right)^2 \left( \frac{R_{j+1}}{2R_j} \right)^2 - 1$$

which simplifies into:

$$\left( \frac{R_j + R_{j+1}}{2R_j} \right)^2 = \left( \frac{R_j}{2R_j} \right)^2 + 2 \left( \frac{R_j}{2R_j} \right)^2 \left( \frac{R_{j+1}}{2R_j} \right)^2 + \frac{1}{2}$$

Subtracting 1 on both sides give:

$$\left( \frac{R_j + R_{j+1}}{2R_j} \right)^2 - 1 = \left( \frac{R_j}{2R_j} \right)^2 + 2 \left( \frac{R_j}{2R_j} \right)^2 \left( \frac{R_{j+1}}{2R_j} \right)^2 - \frac{1}{2}$$

which can be rewritten:

$$\left( \frac{R_j + R_{j+1}}{2R_j} \right)^2 - 1 = \left( \frac{R_j}{2R_j} - \frac{R_{j+1}}{2R_j} \right)^2$$

thus:

$$\sqrt{\left( \frac{R_j + R_{j+1}}{2R_j} \right)^2 - 1} = \left| \frac{R_j^2 - R_{j+1}^2}{2R_j R_{j+1}} \right| .$$

(96)
Using the square root terms on the left side of (95) rewrites:

$$
\epsilon_i \epsilon_{i+1} \left( \frac{R_i + R_{i+1} R_{i+2}}{2 R_i + R_{i+1}} \right)^2 - 1 - \left( \frac{R_{i+1}^2 + R_{i+2}^2}{2 R_{i+1} + R_{i+2}} \right)^2 - 1
$$

= \epsilon_i \epsilon_{i+1} \left( \frac{R_i^2 - R_{i+1}^2}{2 R_i + R_{i+1}} \right) \left( \frac{R_{i+1}^2 - R_{i+2}^2}{2 R_{i+1} R_{i+2}} \right).

The left side of (95) simplifies into:

$$
1 - \epsilon_i \epsilon_{i+1} \left( \frac{R_i^2 - R_{i+1}^2}{2 R_i R_{i+1}} \right) \left( \frac{R_{i+1}^2 - R_{i+2}^2}{2 R_{i+1} R_{i+2}} \right).
$$

Putting the same denominator to the two fractions on the right side (95) gives:

$$
\frac{(R_i + \epsilon_{i,i+2} R_{i+2})^2}{2 R_i + R_{i+2}} - \left( \frac{R_i^2 + R_{i+1}^2}{2 R_i R_{i+1}} \right) \left( \frac{R_{i+1}^2 + R_{i+2}^2}{2 R_{i+1} R_{i+2}} \right)
$$

= 2(R_i + \epsilon_{i,i+2} R_{i+2})^2 \frac{R_{i+1}^2 - (R_i^2 + R_{i+1}^2)}{R_{i+1}^2 + R_{i+2}^2}.

Expanding the numerator on the right side of (95) gives:

$$
2(R_i + \epsilon_{i,i+2} R_{i+2})^2 \frac{R_{i+1}^2 - (R_i^2 + R_{i+1}^2)}{R_{i+1}^2 + R_{i+2}^2}
$$

= 2R_i^2 R_{i+1}^2 + 2\epsilon_{i,i+2} R_i^2 R_{i+1}^2 + 2\epsilon_{i,i+2} R_i R_{i+1}^2 R_{i+2} - R_i^2 R_{i+1}^2 - R_i^2 R_{i+1}^2 - R_i^2 R_{i+2}^2

substituting $\epsilon_{i,i+2} = \pm 1$ gives:

$$
2R_i^2 R_{i+1}^2 + 2\epsilon_{i,i+2} R_i^2 R_{i+1}^2 + 4\epsilon_{i,i+2} R_i R_{i+1}^2 R_{i+2} - R_i^2 R_{i+1}^2 - R_i^2 R_{i+1}^2 - R_i^2 R_{i+2}^2.
$$

Terms can be regrouped:

$$
2(R_i + \epsilon_{i,i+2} R_{i+2})^2 \frac{R_{i+1}^2 - (R_i^2 + R_{i+1}^2)}{R_{i+1}^2 + R_{i+2}^2}
$$

= 4\epsilon_{i,i+2} R_i R_{i+1}^2 R_{i+2} - R_i^2 R_{i+1}^2 - R_i^2 R_{i+1}^2 + R_i^2 R_{i+2}^2.

which finally simplifies into:

$$
2(R_i + \epsilon_{i,i+2} R_{i+2})^2 \frac{R_{i+1}^2 - (R_i^2 + R_{i+1}^2)}{R_{i+1}^2 + R_{i+2}^2}
$$

= 4\epsilon_{i,i+2} R_i R_{i+1}^2 R_{i+2} - (R_i^2 - R_{i+1}^2)(R_{i+1}^2 - R_{i+2}^2).
26 Etienne Couturier

Let:

Thus the left side (97) and the right side (101) of (95) can only be equal:

Substituting (99) on the right side of (95) gives:

and:

finally as $\varepsilon_{i,i+2} = \pm 1$:

Thus the left side (97) and the right side (101) of (95) can only be equal if:

implying:

thus finishing to prove (54) (55).

3. Let $\mathcal{P}^*$ the CCAOC mapped onto the plane; it is constituted by $N$ arcs of circle $(A_j')_{j \in \mathbb{Z}/N \mathbb{Z}}$ whose centers are noted $(C_j')_{j \in \mathbb{Z}/N \mathbb{Z}}$ with coordinates $(D_j'(\cos(\phi_j'), \sin(\phi_j')))_{j \in \mathbb{Z}/N \mathbb{Z}}$. Let $j$ in $\mathbb{Z}/N \mathbb{Z}$ and consider the two orthogonal circles containing $A_j'$ and $A_{j+1}'$ around their intersection. The two circles are orthogonal thus the oriented angle between the radii oriented from the intersection toward the centers are equal to the oriented angles between the tangents:

\[
\left( P_{j+1}^*, C_{j+1}^* \right) = \left( A_j'(\phi_{j}'), A_{j+1}'(\phi_{j}') \right),
\]
substituting (2) gives:
\[
\left( \frac{P_{j+1}^* C_j^4, P_{j+1}^* C_{j+1}^4}{\pi} \right) = \frac{\pi}{2}.
\]
(103)

The sum of the interior angle of the quadrangle \( C_j P_{j+1}^* C_{j+1}^* O \) reads:
\[
\left( C_j^* \hat{O}, C_j^* P_{j+1}^* \right)_i + \left( P_{j+1}^* C_j^4, P_{j+1}^* C_{j+1}^4 \right)_i + \left( C_{j+1}^* P_{j+1}^* \hat{O}, C_{j+1}^* \hat{O} \right)_i + \left( \hat{O} C_{j+1}^*, \hat{O} C_j^4 \right)_i = 2\pi.
\]
(104)

Inside a non-intersecting polygon, all the oriented angles going between consecutive sides have the same sign:
- If \( \epsilon_j = 1 \) then \( \delta \phi_j^* > 0 \), in the quadrangle \( C_j^* P_{j+1}^* C_{j+1}^* O \),
\[
\left( \hat{O} C_{j+1}^*, \hat{O} C_j^4 \right)_i = -\delta \phi_j^*.
\]

it implies \( \left( C_j^* \hat{O}, C_j^* P_{j+1}^* \right)_i, \left( C_{j+1}^* P_{j+1}^* \hat{O}, C_{j+1}^* \hat{O} \right)_i \) and \( \left( P_{j+1}^* C_j^4, P_{j+1}^* C_{j+1}^4 \right)_i \) are also negative quantities. It means:
\[
\left( \hat{O} C_{j+1}^*, \hat{O} C_j^4 \right)_i = \left( C_j^* \hat{O}, C_j^* P_{j+1}^* \right)_i = \left( P_{j+1}^* C_j^4, P_{j+1}^* C_{j+1}^4 \right)_i = 0.2\pi \right]\]
(105)
(106)
(107)
(108)

As \( \delta \phi_j^* \) in \([0, \pi] \), (105) can be rewritten:
\[
\left( \hat{O} C_{j+1}^*, \hat{O} C_j^4 \right)_i = \delta \phi_j^*.
\]
(109)

Substituting (103) in (107) gives:
\[
\left( P_{j+1}^* C_j^4, P_{j+1}^* C_{j+1}^4 \right)_i = \frac{3\pi}{2}.
\]
(110)

Using (109) and (110) in (104) gives:
\[
\left( C_j^* \hat{O}, C_j^* P_{j+1}^* \right)_i + \frac{3\pi}{2} + \left( C_{j+1}^* P_{j+1}^* \hat{O}, C_{j+1}^* \hat{O} \right)_i + \delta \phi_j^* = 2\pi
\]
which rewrites:
\[
\left( C_j^* \hat{O}, C_j^* P_{j+1}^* \right)_i + \left( C_{j+1}^* P_{j+1}^* \hat{O}, C_{j+1}^* \hat{O} \right)_i = \frac{\pi}{2} - \delta \phi_j^*.
\]
(111)
Both \( (C_j^r \delta, C_j^r P_{j+1}^r) \) and \( (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) \) are positive thus as their sum is inferior to \( \pi \) they are both inferior to \( 2\pi \) which means \( (\ref{106}) \) \( (\ref{108}) \) can be rewritten:

\[
(C_j^r \delta, C_j^r P_{j+1}^r) = - (C_j^r \delta, C_j^r P_{j+1}^r), \quad (\text{112})
\]

\[
(C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) = - (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta). \quad (\text{113})
\]

Substituting \( (\text{112}) \) \( (\text{113}) \) in \( (\text{111}) \) gives:

\[
(C_j^r \delta, C_j^r P_{j+1}^r) + (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) = \delta \phi^*_j - \frac{\pi}{2}
\]

As \( \epsilon_j = 1 \), it can be rewritten:

\[
(C_j^r \delta, C_j^r P_{j+1}^r) + (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) = \delta \phi^*_j - \frac{\pi}{2} + \pi(1 - \epsilon_j). \quad (\text{114})
\]

- If \( \epsilon_j = -1 \) then \( \delta \phi^*_j < 0 \), in the quadrangle \( C_j^r P_{j+1}^r C_{j+1}^r O \),

\[
\overrightarrow{OC}_{j+1}^r, \overrightarrow{OC}_j^r = - \delta \phi^*_j
\]

is positive, thus \( (C_j^r \delta, C_j^r P_{j+1}^r), (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) \) and \( (P_{j+1}^r C_j^r, P_{j+1}^r C_{j+1}^r) \) are also positive quantities. It means:

\[
(\overrightarrow{OC}_{j+1}^r, \overrightarrow{OC}_j^r) \mid_{[0,2\pi]} = \left[ (\overrightarrow{OC}_{j+1}^r, \overrightarrow{OC}_j^r) \right] \mid_{[0,2\pi]}, \quad (\text{115})
\]

\[
(C_j^r \delta, C_j^r P_{j+1}^r) \mid_{[0,2\pi]} = \left[ (C_j^r \delta, C_j^r P_{j+1}^r) \right] \mid_{[0,2\pi]}, \quad (\text{116})
\]

\[
(P_{j+1}^r C_j^r, P_{j+1}^r C_{j+1}^r) \mid_{[0,2\pi]} = \left[ (P_{j+1}^r C_j^r, P_{j+1}^r C_{j+1}^r) \right] \mid_{[0,2\pi]}, \quad (\text{117})
\]

\[
(C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) \mid_{[0,2\pi]} = \left[ (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) \right] \mid_{[0,2\pi]}, \quad (\text{118})
\]

As \( \delta \phi^*_j \) in \( [-\pi,0] \), \( (\text{115}) \) can be rewritten:

\[
(\overrightarrow{OC}_{j+1}^r, \overrightarrow{OC}_j^r) \mid_{[0,2\pi]} = - \delta \phi^*_j. \quad (\text{119})
\]

Substituting \( (\text{103}) \) in \( (\text{117}) \) gives:

\[
(P_{j+1}^r C_j^r, P_{j+1}^r C_{j+1}^r) \mid_{[0,2\pi]} = \frac{\pi}{2}. \quad (\text{120})
\]

Using \( (\text{119}) \) and \( (\text{120}) \) in \( (\text{102}) \), it reads:

\[
(C_j^r \delta, C_j^r P_{j+1}^r) \mid_{[0,2\pi]} + \frac{\pi}{2} + (C_{j+1}^r P_{j+1}^r, C_{j+1}^r \delta) \mid_{[0,2\pi]} - \delta \phi^*_j = 2\pi
\]
which is equivalent to:

\[
\left( \vec{C}_j^* \partial, \vec{C}_j^* \vec{P}_{j+1} \right) + \left( \vec{C}_{j+1}^* \vec{P}_{j+1}, \vec{C}_{j+1}^* \partial \right) = \delta \phi_j^* + \frac{3\pi}{2}.
\]

As \( \epsilon_j = -1 \), it can be rewritten:

\[
\left( \vec{C}_j^* \partial, \vec{C}_j^* \vec{P}_{j+1} \right) + \left( \vec{C}_{j+1}^* \vec{P}_{j+1}, \vec{C}_{j+1}^* \partial \right) = \delta \phi_j^* - \frac{\pi}{2} + \pi(1 - \epsilon_j).
\]

(121)

The curvature along the arc \( \mathcal{A}_j \) is constant equal to \( \frac{o_j}{R_j^3} \) and (2) tells the oriented angle between \( \mathcal{A}_j \) and \( \mathcal{A}_{j+1} \) is \( \frac{\pi}{2} \). The Gauss-Bonnet formula (9) along the contour of the CCAOC thus reads:

\[
\gamma = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \int_{\mathcal{A}_j} \frac{o_j ds}{R_j} + \frac{\pi}{2} \right).
\]

(122)

Moreover the definition of a CCAOC specifies the orientation of \( \mathcal{P} \) is counterclockwise: if \( \rho \) is inferior to 1, for any \( j \), \( O \) is interior to \( C_{j+1}^* \) and the orientation of \( \mathcal{P} \) implies \( o_j = 1 \) else if \( \rho \) is superior to 1, for any \( j \), \( O \) is exterior to \( C_{j+1}^* \) and the orientation of \( \mathcal{P} \) implies \( o_j = -1 \).

(a) If \( \rho \leq 1 \), the length of the CCL \( C_j \) is not in general bounded; following the arc \( \mathcal{A}_j \) on the cone can imply turning several time around the circle \( C_j^* \) in the plane. There exists a positive integer (possibly null) \( k_j \) (corresponding to the number of completed turns) such as:

\[
\int_{\mathcal{A}_j} \frac{o_j ds}{R_j} = \left( \vec{C}_j^* \partial, \vec{C}_j^* \vec{P}_{j+1} \right) + 2k_j\pi.
\]

(123)

We note:

\[
m = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} k_j.
\]

(124)

(b) If \( \rho > 1 \), the length of the CCL \( C_j \) is bounded and equal to the length of \( C_j^* \); the contour can turn at most one time around \( C_j^* \):

\[
\int_{\mathcal{A}_j} \frac{o_j ds}{R_j} = \left( \vec{C}_j^* \partial, \vec{C}_j^* \vec{P}_{j+1} \right).
\]

(125)

We note:

\[
m = 0.
\]

(126)
The following sum can be decomposed into:

\[
\sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \langle C_j^z P_j^\delta, C_j^z P_{j+1}^\delta \rangle, \langle C_j^z P_j^\delta, C_j^z P_{j+1}^\delta \rangle \right) = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \left( \langle C_j^z P_j^\delta, C_j^z \hat{\sigma} \rangle, \langle C_j^z \hat{\sigma}, C_j^z P_{j+1}^\delta \rangle \right) \right)
\]

and rearranged into:

\[
\sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \langle C_j^z P_j^\delta, C_j^z P_{j+1}^\delta \rangle, \langle C_j^z P_j^\delta, C_j^z P_{j+1}^\delta \rangle \right) = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \left( \langle C_{j+1}^z P_{j+1}^\delta, C_{j+1}^z \hat{\sigma} \rangle, \langle C_j^z \hat{\sigma}, C_j^z P_{j+1}^\delta \rangle \right) \right).
\]

Substituting with (113-121) gives:

\[
\sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \langle C_j^z P_j^\delta, C_j^z P_{j+1}^\delta \rangle \right) = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \delta \phi_j^* - \frac{\pi}{2} + \pi(1 - \epsilon_j) \right) \tag{127}
\]

Finally substituting into (122) gives:

\[
\gamma = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \delta \phi_j^* - \frac{\pi}{2} + \pi(1 - \epsilon_j) \right) + N \frac{\pi}{2} + 2m\pi
\]

which simplifies:

\[
\gamma = \sum_{j \in \mathbb{Z}/N\mathbb{Z}} \left( \delta \phi_j^* + \pi(1 - \epsilon_j) \right) + 2m\pi.
\]