An LES-based airborne Doppler lidar simulator and its application to wind profiling in inhomogeneous flow conditions

Philipp Gasch\textsuperscript{1}, Andreas Wieser\textsuperscript{1}, Julie K. Lundquist\textsuperscript{2,3}, and Norbert Kalthoff\textsuperscript{1}

\textsuperscript{1}Institute of Meteorology and Climate Research, Karlsruhe Institute of Technology, Karlsruhe, Germany
\textsuperscript{2}Department of Atmospheric and Oceanic Sciences, University of Colorado Boulder, Boulder, CO 80303, USA
\textsuperscript{3}National Renewable Energy Laboratory, Golden, CO 80401, USA

Correspondence: Philipp Gasch (philipp.gasch@kit.edu)

Received: 26 March 2019 – Discussion started: 5 June 2019
Revised: 19 February 2020 – Accepted: 19 February 2020 – Published: 2 April 2020

Abstract. Wind profiling by Doppler lidar is common practice and highly useful in a wide range of applications. Airborne Doppler lidar can provide additional insights relative to ground-based systems by allowing for spatially distributed and targeted measurements. Providing a link between theory and measurement, a first large eddy simulation (LES)-based airborne Doppler lidar simulator (ADLS) has been developed. Simulated measurements are conducted based on LES wind fields, considering the coordinate and geometric transformations applicable to real-world measurements. The ADLS provides added value as the input truth used to create the measurements is known exactly, which is nearly impossible in real-world situations. Thus, valuable insight can be gained into measurement system characteristics as well as retrieval strategies.

As an example application, airborne Doppler lidar wind profiling is investigated using the ADLS. For commonly used airborne velocity azimuth display (AVAD) techniques, flow homogeneity is assumed throughout the retrieval volume, a condition which is violated in turbulent boundary layer flow. Assuming an ideal measurement system, the ADLS allows to isolate and evaluate the error in wind profiling which occurs due to the violation of the flow homogeneity assumption. Overall, the ADLS demonstrates that wind profiling is possible in turbulent wind field conditions with reasonable errors (root mean squared error of 0.36 m s\textsuperscript{-1} for wind speed when using a commonly used system setup and retrieval strategy for the conditions investigated). Nevertheless, flow inhomogeneity, e.g., due to boundary layer turbulence, can cause an important contribution to wind profiling error and is non-negligible. Results suggest that airborne Doppler lidar wind profiling at low wind speeds (< 5 m s\textsuperscript{-1}) can be biased, if conducted in regions of inhomogeneous flow conditions.

1 Introduction

Doppler lidar has experienced rapidly growing importance and usage in remote sensing of atmospheric winds over the past decades (Weitkamp et al., 2005). Sectors with widespread usage include boundary layer meteorology, wind energy and airport management. Compared to ground-based Doppler lidar systems, airborne systems can provide advantages and are seen as a promising tool for future research (Baker et al., 1995, 2014; Davis et al., 2018). Airborne Doppler lidar extends the spatial coverage of flow phenomena, enabling stream-wise and span-wise investigation of flow phenomena (Kiemle et al., 2011; De Wekker et al., 2012; Chouza et al., 2016b) as well as targeted observations with rapid deployment (Weissmann et al., 2005; Zhang et al., 2018). Further, airborne Doppler lidar can serve as a testbed and validation tool for upcoming and existing space-based Doppler lidar systems (Paffrath et al., 2009; Lux et al., 2018; ESA, 2018; Baidar et al., 2018; Tucker et al., 2018).

Due to their benefits, various airborne Doppler lidar systems have been developed in the past. Most of the systems are based on long-range aircraft flying in the upper troposphere at high speeds (O(250 m s\textsuperscript{-1})); thereby, they are destined for sensing the free troposphere due to the coarser spatial resolution (O(5 km) for wind profiling) (Weissmann et al., 2005; Kavaya et al., 2014; Guimond et al., 2014; Tian et al., 2015; Baidar et al., 2018). Some deployments of air-
borne Doppler lidar have been reported based on medium-range aircraft flying in the lower troposphere and at slower speeds (O(50 m s$^{-1}$)). These systems yield higher spatial resolution (O(1 km) for wind profiling) and can enable boundary layer studies (De Wekker et al., 2012; Godwin et al., 2012; Koch et al., 2014).

Most currently used airborne wind profiling approaches use the airborne velocity azimuth display technique (AVAD) or closely related retrieval strategies to estimate wind profiles. These approaches assume homogeneous flow conditions throughout the retrieval volume (e.g., no deviations from the mean flow condition). Especially in turbulent environments such as the atmospheric boundary layer, this homogeneity assumption is rarely fulfilled, and wind profiling at high spatial resolution remains challenging (Leon and Vali, 1998; Guimond et al., 2014; Tian et al., 2015). The problem is further intensified by the fact that many airborne profiling systems use high scan elevation angles (closer to nadir). Reasons for doing so include constraint of the measurement footprint, hardware and range limitations or signal attenuation. As a result, the measured radial velocity is strongly influenced by the vertical wind variation along the scan circle. Thereby, violations of the homogeneous flow assumption can lead to non-negligible errors in the retrieved mean wind vector (Tian et al., 2015; Bucci et al., 2018).

A common method to assess the reliability of retrieved Doppler lidar wind profiles is by comparison to wind profiles from other measurement systems. For airborne systems, additional problems exist for in situ comparisons: instrumented towers are of limited use due to their small vertical extent and fixed location (as well as lidar measurement problems due to chirp close to the ground detailed by Godwin et al., 2012), simultaneous aircraft measurements are challenging and expensive to execute (and still suffer from co-location problems), and systems with similar remote sensing characteristics also suffer from co-location problems and results can show large differences (De Wekker et al., 2012; Tian et al., 2015; Bucci et al., 2018). Therefore, the most prominent approach is the comparison of retrieved wind profiles to radiosondes and/or drop sondes, which can provide verification if conducted for a sufficiently large dataset (Weissmann et al., 2005; Chouza et al., 2016a; Bucci et al., 2018). Nevertheless, both systems still exhibit very different sampling characteristics and volumes. This difference often making a direct comparison of the results challenging, as it is difficult to determine if the observed deviations occur due to the differing sampling volumes, violation of the homogeneity assumption or actual instrument error.

Due to these challenges, idealized simulations of Doppler measurement systems can provide detailed insight into the capabilities and limitations of these systems. Early studies determined the representativeness of Doppler lidar measurements based on a statistical description of turbulence and for idealized system setups. Many of the first studies emphasized the effects of measurement geometry and turbulence on system characteristics and performance (Waldteufel and Corbin, 1978; Boccippio, 1995; Banakh et al., 1995; Baker et al., 1995; Frehlich, 2001; Banakh and Werner, 2005). As a result, the reliability of measured radial velocities under different turbulent intensity conditions and its impact on retrieval quality are well described.

With increasing computational capabilities, a numerical approach based on simulated atmospheric wind fields became feasible. For ground-based systems, a number of investigations detailing the error characteristics associated with wind profiling exist based on large eddy simulation (LES) wind fields (Muschinski et al., 1999; Scipión et al., 2009; Scipión, 2011; Stawiarski et al., 2013; Wainwright et al., 2014; Lundquist et al., 2015; Klaas et al., 2015).

For airborne (or satellite-based) systems, the moving platform alters the measurement process and viewing geometry, thereby introducing new problems. These challenges have been investigated with statistical models (Baker et al., 1995; Gamache et al., 1995; Frehlich, 2001) or real measurement data (Leon and Vali, 1998; Weissmann et al., 2005; Tian et al., 2015; Chouza et al., 2016a). For airborne systems, Lorsolo et al. (2013) and Guimond et al. (2014) show the importance of model-based simulator studies, while relying on coarser resolution model output and focused on errors introduced due to the measurement system inaccuracies. So far, to our knowledge, a simulation of an airborne wind profiling system with complex scanning geometries and high-resolution atmospheric wind fields (O(100 m)) is missing.

Extending previous studies, this work investigates the impact of wind field inhomogeneities on airborne wind profiling at highest resolution (O(1 km)). Towards this goal, an LES-based airborne Doppler lidar simulator (ADLS) is presented. Using the ADLS, the measurement and retrieval process can be replicated in great detail, however, with the advantage of knowing the atmospheric input data in the sampling volume exactly. In an example application of the ADLS, this study investigates airborne wind profiling at high resolution (evaluation of single scans, O(1 km) for wind profiling) in a turbulent, inhomogeneous wind field. The error observed in the ADLS between input and retrieved wind profile is directly traceable to the violation of the wind field homogeneity assumed in AVAD, e.g., due to boundary layer turbulence. This direct approach is not possible in other measurement system comparisons or simulations so far.

Consequently, the question addressed is whether the violation of the homogeneity assumption, due to turbulent boundary layer flow, is a relevant driver of error in airborne Doppler wind profiling at high spatial and temporal resolution.

The structure of the study is as follows. In the first section, the ADLS is introduced. This section contains a description of the underlying wind fields, the system simulation characteristics, as well as an outline of the measurement procedure. Further, a simulated nadir transect is analyzed as an illustrative example. In the second section, the error associated with airborne Doppler wind profiling in inhomogeneous flow con-
ditions is investigated using the ADLS. To this end, the wind profiling retrieval and associated error metrics are explained. Then, the sampling procedure and independence of the sampled wind profiles are discussed. After the evaluation of wind profiling error in inhomogeneous flow, the section concludes with an investigation of commonly used quality filtering criteria. At last, the conclusions are given.

2 Airborne Doppler lidar simulator

The description of the ADLS consists of four sections outlining and mimicking the ADLS structure and operation. First, the underlying wind field options are specified; then, the simulation of the airborne Doppler lidar system components is discussed and the measurement procedure is explained. Last, the nadir or wind profile retrieval can be performed on the simulated measurement data.

2.1 Atmosphere – wind field

In order to be as close as possible to a realistic measurement environment, this study utilizes time-varying LES generated wind fields. The LES fields are simulated using the parallelized LES model (PALM) and provided by the University of Hanover (Raasch and Schröter, 2001).

When using LES, a trade-off between the resolution of the simulation and the domain extent has to be realized, as computational power is limited. On the one hand, the resolution has to be sufficient to ensure a realistic simulation of turbulence and associated Doppler lidar wind measurements. Doppler lidar measurements are assumed to be represented realistically when the lidar range gate length $\Delta p$ is much larger than the grid spacing $\Delta x$ of the LES simulation (Stawiarski et al., 2013). On the other hand, the domain has to be large enough to ensure a sufficient number of independently sampled wind profiles for statistical analysis, given the investigated turbulence characteristics, system setup, retrieval strategy and sampling procedure.

The LES used in this study employs a grid spacing of $\Delta x = 10 \text{ m}$ (corresponding to a resolution finer than $O(100 \text{ m})$) and a domain size of $5 \text{ km} \times 5 \text{ km} \times 1.8 \text{ km}$. The grid spacing fulfills the condition $\Delta p \gg \Delta x$ at the assumed range gate length $\Delta p = 72 \text{ m}$ (Sect. 2.2.3). Further, the domain size is sufficiently large to sample a sufficient number of independent wind profiles for statistical analysis, given the turbulence characteristics present, an adequate system setup, retrieval strategy and sampling procedure, as is shown in Sect. 3.2. The ADLS can be easily adopted for use with other LES wind fields (e.g., a larger or longer simulation domain), should this be necessary for future studies.

The present LES is driven with a geostrophic background wind of $u_G = 0, 5, 10$ and $15 \text{ m s}^{-1}$ and a constant kinematic surface heat flux $\bar{w}/\Theta = 0.03 \text{ K m s}^{-1}$ ($\bar{w}/\Theta = 0.23 \text{ K m s}^{-1}$ for the $0 \text{ m s}^{-1}$ background wind case). Data output started with fully developed turbulence at a temporal resolution of $1 \text{ s}$ after a spin-up time of $1 \text{ h}$. The LES wind fields are the same as used by Stawiarski et al. (2013), and so a detailed description is available in Stawiarski (2014, Sect. 5.1) and Stawiarski et al. (2015). The convective situation is classified as unstable stratification with the stability criteria pointing to the development of organized convective structures for $u_G > 0 \text{ m s}^{-1}$. The boundary layer height is approximately $600 \text{ m}$ ($1200 \text{ m}$ for the $0 \text{ m s}^{-1}$ background wind case), with the entrainment zone extending from $600$ to $1000 \text{ m}$. Gravity waves are present in the entrainment zone and above. The stream-wise integral length scales for $u$ and $v$ are in the range of $200$–$500 \text{ m}$, whereas the span-wise integral length scales are much smaller, in the range of $50$–$200 \text{ m}$ (Stawiarski et al., 2015). Due to the in-depth description in Stawiarski et al. (2015), the used LES data are not detailed further here.

2.2 System – airborne Doppler lidar components

In the second section, all main system components consisting of aircraft, scanner and lidar are simulated geometrically. An illustrative overview of the results obtained after system simulation is shown in Fig. 1.

2.2.1 Aircraft

The aircraft trajectory is specified by the coordinates of the desired start and end points together with a prescribed aircraft speed relative to air. Curvilinear trajectories are also possible with a specified turn time. Another parameter that can be varied is the aircraft flight altitude.
For a time-varying wind field, as used in this study, the aircraft trajectory and sampling positions inside the LES must be calculated differently than for ground-based measurement systems because the aircraft moves relative to the air mass and not to the ground. As the LES coordinate system coincides with the ground, the sampling distances applied in the LES have to be adjusted for the actual distance covered by the aircraft with respect to the ground, taking into account the movement of the air mass present in the LES. Adjustment of the sampling positions is achieved by taking into account the motion of the aircraft due to the air mass motion during each time step to yield the actual measurement positions in the LES. To this end, the aircraft heading and ground speed are determined iteratively for subsequent time steps, based on the triangle of velocities (Appendix A1). The effect of this procedure can be imagined with an aircraft flying at 65 $\text{m s}^{-1}$ into 65 $\text{m s}^{-1}$ headwind. Relative to the LES coordinate system, this aircraft will stay in the same place. It will thereby sample at the same geographic coordinate in the LES at all times.

The correct simulation of the aircraft motion is important as the sampling of the wind field by the lidar system is altered. In this study, wind speeds reach up to 25% of the aircraft speed relative to air (IAS). Thereby, the sampling distance between measurements is changed by a factor of up to 0.4 between flying up- or downwind (50 $\text{m s}^{-1}$ vs. 80 $\text{m s}^{-1}$ ground speed), presenting a non-negligible effect. In the ADLS, the aircraft track development is dependent on the wind field, as described above. Additionally, pitch, yaw and roll moments can be added to the aircraft position to simulate the effect of aircraft accelerations on the measurement process. These are superimposed artificially and thereby independent of the track development. This independence is not realistic but deemed sufficient, as aircraft position correction maneuvers should generally not alter the track development (and thereby sampling) significantly, as they will cancel out over short periods of time. Thereby, the effect of aircraft movement due to flight maneuvers can be emulated as well.

**2.2.2 Scanner**

The scanner movement is simulated with freely selectable scanning geometries and includes an option to correct for the aircraft movement. Subsequent scan positions are calculated in an aircraft-relative coordinate system by specifying the position which should be reached by the scanner, a time needed for the scan movement and a scan mode. Five scan modes are available. The scanner can exhibit stare mode, scan with constant azimuth, constant elevation, along the shortest possible distance on a sphere between two positions or focus on specific positions in the ground reference system (thereby also correcting for aircraft motion). When the aircraft movement correction is enabled, scanner positions are calculated in a ground-relative coordinate system and then transferred back to the respective aircraft-relative coordinate system positions corrected for aircraft movement.

In this study, in order to purely focus on the wind profile retrieval error due to atmospheric flow inhomogeneities, an ideal scanner system is assumed without any beam-pointing inaccuracy (so-called “ideal” system in the following).

**2.2.3 Lidar**

The simulated lidar is based on the specifications of a Lockheed Martin Coherent Technologies WTX WindTracer system. Lidar systems with similar characteristics are often used in airborne Doppler lidar studies (Weissmann et al., 2005; De Wekker et al., 2012; Chouza et al., 2015; Witschas et al., 2017; Zhang et al., 2018). The lidar beam is emulated in accordance with Stawiarz et al. (2013) and their Gaussian range gate weighting function based on a pulse width of $\sigma_f = 3 \times 10^{-7}$ s is applied. The same cut-off value, 20% of the maximum value of the weighting function, is chosen for calculating the effective length of the range gates for the averaging process. Variable range gate lengths and spacings can be specified, in accordance with the standard WTX settings a range gate length of $\Delta r = 72 \text{ m}$ with a non-overlapping spacing of $\Delta R_0 = 72 \text{ m}$ (the distance between subsequent range gate centers), and a blind zone of 400 m from the lidar is used for this study. The lidar measurement frequency can be varied in the range of 1–10 Hz. The details of how the volume scanned by the laser beam is constructed for averaging during the measurement process are explained in the next section.

Again, in order to purely focus on the wind profile retrieval error due to atmospheric flow inhomogeneities, an ideal laser system is assumed without any random radial velocity fluctuations or other system errors.

**2.3 Measurement procedure – motion combination and correction**

For the measurement, the aircraft and atmospheric motion vectors need to be combined to give the measured radial Doppler velocities. Additionally, in order to obtain the atmospheric motion vector from the LES, the locations of the lidar range gates need to be calculated. Both operations are conducted based on the state of the system components, meaning the current aircraft orientation and motion, as well as scanner position and lidar setting. Conveniently, this calculation is achieved by defining two separate coordinate systems (Fig. 2), following the theory outlined in Lenschow (1972) and Leon and Vali (1998). The LES wind fields are based in earthbound coordinate system (superscript E) oriented east-north-up (ENU). The aircraft coordinate system (superscript A) is oriented along-right wing-down (ARD). The scanner is emulated and the measurement is performed in the aircraft coordinate system. To transfer between the two systems, coordinate transformations are required; the details are given in Appendix A2.
The measured Doppler velocity $v_D$ can be calculated through projecting the velocity vectors onto the lidar beam vector. The radial Doppler velocity measured by the lidar has a contribution from the lidar motion vector $v_l^A$ and the atmospheric motion vector $v_a^A$. Both are projected onto the beam direction vector $b$, which is defined as a unit vector:

$$v_D = b^A \cdot (v_p^A + v_l^A).$$

(1)

The lidar motion can be split into two contributions, the aircraft motion $v_a^A$ and an aircraft movement moment arm due to aircraft rotation $\omega$ with the moment arm $r$ (specifying the distance between the position of the inertial navigation unit in the aircraft and the position of the final mirror turning the lidar beam):

$$v_D = b^A \cdot (v_p^A - v_a^A - \omega^A \times r^A).$$

(2)

The above assumes that motion towards the lidar is negative, whereas motion away from the lidar is positive. Depending on the lidar beam direction, an airborne Doppler lidar system measures foremost the aircraft speed as it presents a vector with very large magnitude compared to the atmospheric motion vector and the aircraft movement moment arm. The atmospheric motion vector needs to be transformed into the aircraft coordinate system where the measurement is performed using the rotation matrix $T_{AE}$. The same is true for the aircraft motion vector which is originally calculated with respect to the LES coordinate system. Consequently, the measurement is achieved according to the following formula:

$$v_D = b^A \cdot (T_{AE}v_p^E - T_{AE}v_a^E - \omega^A \times r^A).$$

(3)

Appendix A3 details how the weighted and averaged particle velocity $v_p^E$ is obtained from the LES considering the range gate position and motion during the measurement process.

Before the application of the retrieval, the contribution of the aircraft motion and aircraft movement moment arm to the measured radial velocity is then removed again:

$$v_{COR} = v_D + b^A \cdot (T_{AE}v_a^E + \omega^A \times r^A).$$

(4)

This calculation isolates the motion-corrected velocity $v_{COR}$, which is the atmospheric wind contribution to the measured radial velocity (the projection of the atmospheric wind vector on the beam vector). The ADLS makes it possible to add inaccuracies in any of the components relevant in the measurement or motion correction process. However, please note that throughout this study no system inaccuracies are introduced in the measurement or motion correction process in order to focus on problems in wind profiling due to atmospheric inhomogeneity. In addition, it is assumed that for the real ADLS system the optical alignment and beam direction can be reliably quality controlled using a beam calibration procedure based on ground returns. The theory and procedure are outlined in Haimov and Rodi (2013). Consequently, for the ideal ADLS system, the motion-corrected Doppler velocity due to the particle velocity is equal to the particle velocity projection itself. Therefore, compared to a ground-based system, only the measurement geometry is altered due to the moving system. The above-discussed rotations and transformations do not influence the accuracy of the motion correction. As a result, all wind profiling errors discussed in the next sections stem purely from the inhomogeneous atmospheric flow conditions due to boundary layer turbulence. In a homogeneous wind field, the retrieved wind profile is exact.

2.4 Retrieval – nadir as an example application

An illustrative example of the ADLS capability is given by simulated nadir retrievals. In Fig. 3, the simulated vertical wind measurement is compared to the LES input along two transects for an ideal system with a lidar measurement frequency of 10 Hz. The aircraft is flying at an altitude of 1700 m with an IAS of 65 m s$^{-1}$ and a superimposed 8 s, 5$^\circ$ roll oscillation, combined with a 15 s, 3$^\circ$ pitch oscillation.

The first transect, a crosswind flight (Fig. 3a, b), reveals the spanwise boundary turbulence structure for the 10 m s$^{-1}$ background wind case. Along-stream organization of turbulence into rolls occurs, and gravity waves are present above the boundary layer. The ADLS results show that the simulated lidar is able to capture turbulent structures in the boundary layer, although smoothing occurs for the finest scales. Vertically, the resolution of the measurement is defined by the range gate length, whereas horizontally it is defined through the combination of aircraft speed and measurement frequency. Another noticeable effect in the measurement is the movement correction capability of the scanner,
which is disabled for the first half of the transect and enabled for the second half. During the first half, the lidar beam is not pointing exactly nadir due to the superimposed, artificial aircraft roll and pitch oscillation. This deviation causes a portion of the horizontal wind to be projected into the measurement. For the crosswind case, this effect is caused by the (rather strong) roll oscillations of the aircraft. Consequently, the measured vertical wind shows some additional superimposed structures compared with the LES for the first half of the transect. This contribution of the mean horizontal wind can be removed, as a second step, if the horizontal wind profile is known (Chouza et al., 2016b). However, variability in the mean horizontal wind profile will still manifest in the vertical wind measurement. The roll and pitch oscillations also result in a distorted curtain location, which is not directly below the aircraft anymore (illustrated in Fig. 1). The winding curtain results in a non-equidistant sampling of turbulence, complicating analysis further. For the second half, the scanner movement compensation is enabled. Consequently, the beam is pointing nadir at all times and no horizontal wind contribution is visible in the measurements.

The second transect, an upwind flight (Fig. 3c, d), reveals the streamwise boundary turbulence structure for the 10 m s\(^{-1}\) background wind case. The flight is conducted in an updraft region of the along-stream organized boundary layer convection; therefore, positive vertical wind speeds dominate. In this case, the superimposed pitch movement contaminates the retrieved vertical wind measurement with a contribution from the horizontal wind if the scanner movement correction is disabled. Thereby, nadir-pointing measurements provide a good opportunity to check the accuracy of the scanner movement compensation and beam direction accuracy using the motion-corrected wind measurement and ground return velocity. Should the movement compensation or pointing accuracy not be satisfactory, it is still possible to calibrate them using the ground return velocity (Haimov and Rodi, 2013). Using this information, the amount of horizontal wind mapped into the vertical wind can be removed in a further post-processing step if the vertical profile of the horizontal wind is known. In order for this method to yield reliable results, an accurate horizontal wind speed estimation is necessary. For this reason, the reliability of wind profiling measurements is the focus of this study.

3 Airborne Doppler lidar wind profiling in inhomogeneous flow conditions

In this section, the ADLS is used to investigate the error associated with airborne Doppler lidar wind profiling in inhomogeneous flow conditions. Compared to in situ measurements commonly used for wind profiling accuracy evaluation, the ADLS offers more insight, as the representation error due to the different sampling volumes between lidar and in situ measurements does not exist. From real measurements, it is difficult to determine whether the observed wind profile differences are due to the difference in location and/or sampling volume (lidar scanned volume vs. instrumented tower) or due to violated model assumptions (homogeneous wind field) used for retrieval. The ADLS can overcome the colocation problem, as the wind field contributions used to create the measurements are known exactly based on the LES input (Fig. 4).

To this end, in this section, the wind profiling retrieval and associated error metrics are explained. Then, the sampling strategy and independence of the sampled wind profiles are discussed. After the evaluation of wind profiling error in inhomogeneous flow, the section concludes with an investigation of commonly used quality filtering criteria.

3.1 Wind profiling theory and associated error metrics

The theory and problems associated with airborne Doppler wind profiling are very similar between lidar and radar systems. Therefore, no distinction is made between the studies using either of the two instruments in the following, unless necessary due to explicit differences. Similar to ground-based wind profiling, airborne wind profiling is usually con-
The simulation results presented in the following are not directly transferable to real-world wind profiling comparisons. Today, no measurement system is able to trace the exact volume touched by the lidar beam and thereby measure the beam-pointing matrix (for the associated formulas and details, see Appendix A4). Thereby, a least-squares (LSQ) estimate of the wind vector, which was responsible for the observations, is obtained (see Fig. 4 for an illustration of the LSQ-fit procedure). In this study, a singular value decomposition (SVD) is performed to calculate the inverse. The SVD solution yields benefits compared to the direct solution, as a number of reliability control parameters become available (Boccippio, 1995).

The retrieval error is defined as the difference between the true wind speed \( V_m \), calculated from the input LES wind field as discussed below, and the ADLS retrieved wind speed \( V_m^R \) obtained from wind profiling (see Fig. 5 for an example on the obtained wind profiles and associated errors):

\[
\Delta V_m = V_m^R - V_m^T.
\]

In this study, the wind speed \( V_m^R \) is calculated from all three components, \( V_m = \sqrt{u^2 + v^2 + w^2} \). For the quantitative analysis, four metrics are employed, consisting of the root mean squared error (RMSE), the relative root mean squared error (REL), the number of available wind profile points (\( N \)) and the retrieval bias, defined in Appendix A5.

To compare the simulated retrieved wind speed, an LES-based model truth has to be defined. This study follows the approach described in Wainwright et al. (2014) to define the model truth. In this, the model truth is the average over the points in the sampling volume touched by the lidar beam after weighting by the lidar weighting function (Sect. 2.2.3). In this study, the vector average is used as the wind speed averaging method. Vector averaging is more representative of the lidar-measured wind speed than scalar averaging, as the lidar averages the wind field over a large area rather than summing up individual contributions without respect for directional change. The method used makes a difference especially for lower wind speed cases (illustrated in Fig. 5, discussed in depth in Sect. 3.4). The advantage of the direct, equal-volume-based LES–lidar comparison, as noted by Wainwright et al. (2014), is that differences which occur between the simulated measurement and model truth are exclusively traceable to the wind field inhomogeneities. Therefore, optimization of the measurement system setup with respect to the impact of wind field inhomogeneities is possible.

When an ideal system is assumed, with no measurement system setup and retrieval strategy), as the error given in this study specifies the inherent error due to the Doppler lidar viewing geometry and retrieval settings. The simulation results presented in the following are not directly transferable to real-world wind profiling comparisons. Today, no measurement system is able to trace the exact volume touched by the lidar beam and thereby measure...
Figure 5. Examples of retrieved wind profiles and associated LES input truth for all four background wind cases. Retrieval errors are due to the homogeneity assumption used for retrieval being violated. For the 0 m s$^{-1}$ background wind case, the effect of scalar vs. vector averaging is detectable in the difference between the individual LES wind speed input values and the vector average value (discussed in Sect. 3.4). The retrieval for the 10 m s$^{-1}$ background wind case shows that the retrieved value can lie outside the range of input values. Retrieval errors are correlated over multiple altitudes (resembling a bias but being random for different profiles) as turbulence is correlated vertically.

the input truth, as is done in the ADLS. Therefore, a real-world comparison should result in larger error levels than what is presented here, due to additional co-location problems and due to the different wind vector measurement principles (Bradley et al., 2012). It seems worthwhile to extend the analysis in this direction at a later point, as the underlying statistical foundation exists already (Frehlich, 2001). The topic is not addressed here, as it is beyond the scope of this work.

3.2 System setup, retrieval strategy and sampling procedure

The retrieved wind profiles are sampled from the LES domain in temporal and spatial proximity. Independence of the retrieved wind profiles is important to ensure a sufficiently large and independent dataset for robust analysis with reliable values. Therefore, correlation is minimized through an adequate measurement system setup, retrieval strategy and sampling procedure explained in the following. However, it should be noted that any potential correlation in wind profiling error does not affect the reported errors levels systematically (RMSE, REL, bias). Correlation reduces the number of effectively available wind profiles and thereby influences the uncertainty with which the error levels are estimated, but it does not impact the error levels themselves. Nevertheless, in order to achieve a sufficiently large statistical sample size, correlation is minimized through an adequate measurement system setup, retrieval strategy and sampling procedure. To this end, all profiles are sampled from non-overlapping measurement domains in time and space (termed “checkerboard approach” in the following), illustrated in Fig. 6 and explained in the following.

The measurement system setup is simulated based on an intended upcoming airborne Doppler lidar system for boundary layer research. The simulator settings are adjusted accordingly, an overview of parameter settings is given in Fig. B1. The aircraft characteristics are based on an unpressurized, medium-range turboprop aircraft, flying above the boundary layer at measurement speed under visual flight rules. Therefore, the aircraft is flying at an IAS of 65 m s$^{-1}$ and the aircraft altitude is set to 1100 m. Combined with the chosen scan elevation angle, this setting gives equal along- and across-track retrieval volume averaging distances.

The scan pattern used in this study is based on the scan geometry of existing systems (Weissmann et al., 2005; De Wekker et al., 2012; Bucci et al., 2018). It consists of a 20 s full circle scan time (scan speed 18$°$ s$^{-1}$) at 60$°$ elevation (30$°$ off-nadir). The scan trajectory starting point is chosen randomly at each time step in order to ensure sampling of different locations by the lidar beam. Additionally, the scan ro-
The decorrelation of the retrieved profiles is aided by cross-temporal independence of the retrieved profiles. After three track for subsequent transects, thereby also ensuring temporal independence of the retrieved profiles, nor does it result in a better fulfilled homogeneity assumption.

The wind profile retrieval consists of \( u, v, w \) component retrieval using a volume-based profile separation. Retrievals are obtained from along-track averaging over \( X_a = 1300 \text{m} \) and the same across-track averaging distance of \( X_c = 1300 \text{m} \). The along-track averaging distance is based on the distance covered by the aircraft during one full scan rotation. The across-track averaging distance corresponds to the maximum across-track distance covered by the lidar beam at 60° elevation and a flight altitude of 1100 m above ground. The vertical wind profile resolution is chosen as 62 m, yielding one range gate within every vertical layer. Only wind profiles within the boundary layer and entrainment zone are compared as this study focuses on retrieval error under inhomogeneous, turbulent conditions. Therefore, the maximum wind profile altitude is set to 800 m, preventing the impact of larger scale features such as gravity waves with longer decorrelation scales.

Three flight trajectories traverse the LES domain in parallel from south to north at a horizontal distance of 1750 m to each other, in a crosswind flight direction. Each of the three trajectories is repeated 28 times at 1 min temporal spacing, giving a total number of 84 actual transects. To avoid correlation among the analyzed profiles from different transects, all profiles are sampled from non-overlapping measurement domains in time and space, illustrated in Fig. 6.

To this end, only one wind profile is retrieved for each transect. The retrieval volumes for the parallel transects at each time step are arranged in a checkerboard pattern to ensure maximum spatial independence. The distance between spatially neighboring transects and measurements is larger than the integral scale of turbulence in the LES, generating statistical independence.

The checkerboard pattern is shifted by \( X_a \) along flight track for subsequent transects, thereby also ensuring temporal independence of the retrieved profiles. After three time steps, the retrieval volume shift procedure is repeated. Thereby, the same location is sampled only every 3 min. The decorrelation of the retrieved profiles is aided by crosswind advection and the pencil-beam nature of the lidar beam. While large-scale structures in the flow, e.g., due to coherent turbulence, may persist over some time and distance, small-scale variation is more rapid. The small-scale variation is expressed by the short integral length scales of the LES flow at 50–500 m, denoting the spatial distance over which turbulence is statistically independent from the previous sample. A random offset within one retrieval volume length is added to all retrieval volume start points within one retrieval volume shift procedure. The random start point prevents a systematic influence of the transect beginning location on measurement quality for the different flight directions.

An analysis of the spatiotemporal correlation of the obtained wind profile retrieval errors \( \Delta V_m \) shows that the obtained errors are independent to a high degree for all background wind speed cases, time steps and retrieval altitudes (Figs. B2, B3, B4 and B5). The autocorrelation functions allow for evaluation of both, the spatial as well as the temporal correlation of profiling error, at the same time for the chosen checkerboard approach. On the one hand, the autocorrelation values at lags 1, 2, 4, 5, 7, 8 and so on reveal the spatial correlation of wind profiling error between neighboring retrieval volumes. On the other hand, the autocorrelation values at lags 3, 6, 9 and so on reveal the temporal correlation of retrieval error for the first retrieval volume (as the retrieval volume shift procedure is repeated after a cycle of three volumes, the same volume is sampled again at these lags). Taking into account the small number of points used to calculate the autocorrelation functions, they do not display concerning systematic structure (e.g., repetitive with cycle durations 2 or 4, or similar between trajectory or altitudes). The marginal structure present beyond the noise resulting from the small sample size can be explained by large-scale organization of turbulence on scales similar to the spacing of the retrieval volumes. Examples of weak structures are the alternating correlation coefficients for the first lags of trajectory 1 in the 0 m s\(^{-1}\) background wind case at low altitudes (Fig. B2), as well as the slightly negative correlation for lag 1 in the 15 m s\(^{-1}\) background wind case at low altitudes (Fig. B5). As the associated correlation coefficients remain small (< 0.5 in almost all cases), the number of effectively available wind profiles is not affected strongly by these effects.

Please note that despite investigating an overall independent error (between spatially and temporal different profiles), the error of vertically adjacent wind profile points is not random for an individual profile (see Fig. 5). The error between neighboring vertical profile layers is not random because turbulent structures are correlated between vertically adjacent layers. This makes an individual wind profile appear smooth, despite overall random error being present. The magnitude of the random error only becomes noticeable when looking at profiles sampled at different locations or times (this disguise is likely one of the reasons why the error due wind field inhomogeneities has received little attention in literature so far). The vertical correlation effect is present in both the ADLS and real measurements with equal magnitude.
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The vertical distribution of wind profile error mirrors that of the responsible boundary layer turbulence (Fig. B7). Er-
ors are largest in the middle of the boundary layer where up-
and downdrafts have maximum intensity. Towards the ground, a slight reduction in wind profiling error is observ-
able for all wind speed cases. There, the size of the turbulent elements becomes smaller and consequently the lidar scan averages over more eddies, thereby better fulfilling the ho-
mogeneity assumption. This is a theoretical result; in real
measurements, other effects such as ground chirp will de-
grade near-ground retrieval of wind profiles (Godwin et al.,
2012). Towards the top of the boundary layer, wind profile error decreases as the homogeneity assumption is better ful-
filled. Nevertheless, entrainment and detrainment processes can still cause noticeable retrieval error, especially for higher wind speed cases. In the free, homogeneous atmosphere, wind profile error vanishes (not shown).

The wind direction retrieval (Fig. B8) is of similarly good quality compared to the wind speed retrieval. The wind pro-
file points which pass quality filtering cluster in a small area around 270°, representing the westerly wind direction. The wind direction retrievals for the 0 m s$^{-1}$ background wind case scatter throughout the full range as the wind direction is not meaningful without a background wind speed. As be-
fore, these values are completely eliminated by quality fil-
tering. The retrieval exhibits slightly degraded quality crite-
ia (lower $R^2$, small y-axis intercept) compared to the wind

**Figure 7.** Comparison of LES truth and ADLS retrieved wind speed for an ideal measurement system with quality filtering criteria applied. All measurements which pass quality filtering are color coded; gray crosses indicate the ones which do not. The observable deviations from the 1 : 1 line reveal retrieval errors due to the violation of the homogeneity assumption used in AVAD.

### 3.3 Evaluation of error in wind profiling

The previous section showed that a statistical analysis of error in wind profiling is possible using the given system setup, retrieval strategy and sampling procedure.

The ADLS simulation allows for retrieval of 336 individ-
ual wind profiles giving 4032 wind profile points for all alti-
tudes (12 wind profile points per wind profile at the different retrieval altitudes). These consist of 84 wind profiles (1008 wind profile points) for each background wind case, yield-
ing a sufficient statistical basis for evaluation. The 336 wind profiles (4032 wind profile points) are more than what is typ-
ically available for comparison in real-world measurements, as co-located validation measurements are very difficult and costly to conduct. For example, 33 wind profiles (740 wind profile points) are compared to dropsonde data in Weissmann et al. (2005), approximately 10 wind profiles to a ground-
based wind profiler in De Wekker et al. (2012), a single wind profile to dropsonde data in Kavaya et al. (2014) and approx-
imately 49 wind profiles (2056 wind profile points) to drop-
sonde data in Bucci et al. (2018), with each of them mention-
ing the importance of the spatially differing sampling vol-
umes and associated problems.

The wind profiling quality of the standard system setup and retrieval settings in the investigated inhomogeneous flow conditions can be evaluated from Fig. 7. As discussed above, the wind profile retrieval is made assuming an ideal mea-
urement system; thereby all deviations are directly trace-
able to AVAD assumption violation due to wind field inho-
mogeneties. For quality filtering purposes, a minimum co-
efficient of determination of $R^2_{\text{min}} = 0.90$ and a maximum
condition number $CN_{\text{max}} < 9$ are applied. Similar values have been recommended and used in the past by Boccippio (1995); Päschke et al. (2015); Wang et al. (2015). The effect of quality filtering on retrieval quality is investigated in detail in Sect. 3.4.

A total number of 3006 (of the 4032 retrieved) wind profile points pass quality filtering and the results provide a number of interesting observations. Firstly, the wind speed retrieval is unbiased provided that an appropriate retrieval strategy is used and appropriate quality filtering criteria are applied (discussed in Sect. 3.4). Overall retrieval quality is high, with $R^2 = 0.99$ and RMSE = 0.36 m s$^{-1}$. Yet, even with strict quality filtering applied, deviations above 1 m s$^{-1}$ can oc-
cur. The LES cases with higher wind speeds show higher wind variability and increased absolute wind speed retrieval error. With decreasing wind speed (separately for each of the cases), associated with measurements in the boundary layer under turbulent conditions, deviations increase but re-
main unbiased. Interestingly, the 1008 retrieved wind profile points for the 0 m s$^{-1}$ background wind case are completely excluded by the quality filtering criteria (as well as 18 wind profile points from the 5 m s$^{-1}$ background wind case). They also show much higher wind speed retrieval scatter and can introduce a positive bias if inappropriate quality filtering cri-
tia are applied, although the individual retrieved compo-
ents themselves are unbiased (Fig. B6). The reasons behind
this are discussed in Sect. 3.4, where the effect of quality fil-
tering is thoroughly investigated.
speed retrieval. However, this behavior is due to the data not being distributed over a wide range, as is the case for wind speed.

3.4 Quality filtering criteria

Assessing the reliability of the parameters retrieved through the inversion process is a common problem in inverse theory, and two metrics are investigated as a part of this study.

The coefficient of determination $R^2$ (Appendix A4, Eq. A22) is often used to detect a violation of the homogeneity assumption (Päschke et al., 2015; Wang et al., 2015). When using this approach, it is assumed that deviations from the homogeneous state show up as deviations of the measurements from the LSQ fit. Wind field inhomogeneities smaller than the scan volume size decrease the $R^2$. Therefore, it is commonly assumed that the $R^2$ captures the degree of violation of the homogeneity assumption. Often-used filtering criteria are $R^2 > 0.8$ or $R^2 > 0.95$ for ground-based wind profiling (Wang et al., 2015; Päschke et al., 2015). However, as shown already by Koscielny (1984), a linear change in the vertical wind biases the retrieved horizontal components and a linear change in the horizontal components biases the retrieved vertical component. Both deviations are not detectable as deviations from the LSQ fit.

If the matrix inversion is performed based on a singular value decomposition, additional quality criteria such as the condition number (CN) (Appendix A4, Eq. A20), describing the degree of collinearity among the model geometry, become available and are frequently utilized (Boccippio, 1995; Holleman, 2005; Cheong et al., 2008; Shenghui et al., 2014; Päschke et al., 2015; Wang et al., 2015). The CN provides a measure of the spread of the model space, thereby diagnosing collinearity (Boccippio, 1995; Leon and Vali, 1998; Shenghui et al., 2014; Päschke et al., 2015; Wang et al., 2015). A high CN indicates high collinearity in the model geometry. Consequently, the real system state is not well explored in at least one direction, and as a result the inferred system state is prone to a large error amplification (Boccippio, 1995). The CN is often used as a quality filtering criterion to exclude measurements where the spread of the beam-pointing directions is not sufficient to explore the wind field adequately (Boccippio, 1995; Päschke et al., 2015; Wang et al., 2015). In this section, the performance of the most commonly used quality criteria ($R^2$ and CN) is evaluated, specifically their relation to wind profile quality and their adequacy in detecting violations of the homogeneity assumption and collinearity in the model geometry.

The analysis of the simulator results for the ideal measurement system setup and standard retrieval setting reveals a number of interesting findings (Figs. 8 and B9 for the full range of non-quality-filtered values). Deviations from the geostrophic background wind towards lower wind speeds, associated with stronger turbulence in the boundary layer, generally decrease the value of the $R^2$ but do not influence the CN, as it is expected (Fig. 8c, f). Even at high $R^2 > 0.90$, significant wind profile errors up to 1 m s$^{-1}$ do exist. The CN values cluster in a narrow range with values between 3 and 4, as the sampling volume is generally well explored by the lidar for all retrievals due to the checkerboard approach. A noteworthy feature occurs for the 0 m s$^{-1}$ background wind case. Here, a clear dependence of wind speed error on the $R^2$ value is observable (Fig. B9a, b, c). The estimated wind speeds are only slightly biased for coefficients of determination in the range close to 0. However, with increasing $R^2$, the bias of the retrieved wind speed increases linearly to values in the range 1–2 m s$^{-1}$. This problem exists despite the fact that the individual estimated components themselves are unbiased (Fig. B6). Coefficients of determination above 0.9 are non-existent for the 0 m s$^{-1}$ background wind speed; therefore, the biased values can be filtered completely. The observed behavior is caused by the lidar measurement method: at low wind speeds, the measured radial velocity and thereby also the retrieval is strongly influenced by the vertical wind and less by the horizontal wind, especially at elevation angles closer to nadir (see also Fig. 4). For a horizontally sheared vertical wind field, exactly in phase with the measurement geometry at scan elevation angle $\varphi$ and with magnitude $w$ (a worst-case scenario, leading to no detectable variation in the LSQ fit), the erroneous mapping follows $\Delta V_m = w \cdot \tan(\varphi)$. For high coefficients of determination, the vertical wind variations are more in phase (with an expected horizontal wind contribution from the simplified horizontal wind field model) and thereby mapped more into horizontal wind, causing a stronger positive bias. The values of the horizontal wind speed in the range of 0–3 m s$^{-1}$ correspond with a mean vertical wind of 0–1.5 m s$^{-1}$ amplitude being mapped into the horizontal wind at 60° elevation. At lower coefficients of determination, the noisy (sub-scan-volume) vertical wind variations overwhelm the smaller horizontal wind speed signal. However, they do not lead to a mean wind speed being estimated as they cancel out due to averaging, thereby causing no bias. If the scalar averaged LES wind speed is used for lidar comparison instead of the vector-averaged LES wind speed discussed here, the described linear trend is equally present but with an intercept offset of $-1$ m s$^{-1}$ along the y axis. However, for elevation angles closer to the horizontal, giving more accurate retrievals, the estimated lidar wind speed tends towards the vector average, making it the correct choice for comparison.

In summary, for low wind speeds, the application of a higher $R^2$ mainly filters for smoother in-phase variations of the vertical wind. Consequently, selecting an inadequate threshold for $R^2$ can cause a bias, an important finding that is not expected and, to our knowledge, undocumented so far. For low wind speed cases, the $R^2$ is not an appropriate quality filtering criteria, unless an appropriately high threshold is chosen which then successfully filters the low wind speed cases.
For the retrievals investigated here, a clear separation between biased retrievals from the 0 m s$^{-1}$ background wind case and the non-biased retrievals from the 5 m s$^{-1}$ background wind case is possible, based on $R^2 > 0.9$ threshold filtering. However, in reality, this separation is not necessarily possible, as intermediate background wind speeds in the range of 0–5 m s$^{-1}$ might be present. These cases may also result in biased retrievals, as long as the radial velocity contribution of the vertical wind is of comparable magnitude to that of the horizontal wind, giving the possibility for non-negligible erroneous mapping. A possible bias for unknown reasons, varying by day, has been reported by Weissmann et al. (2005) already. They stress the need for further investigation of this phenomena using simulated lidar data.

The bias at low wind speeds is also noticeable in studies comparing lidar-measured wind speeds to in situ measurements; however, it is without discussion or explanation so far. Some recent examples of the observed overestimation at low wind speeds are, besides others, visible in Holleman (2005) (ground based; Figs. 4, 5), Chouza et al. (2016a) (airborne; Figs. 2, 3b under turbulent conditions inside the boundary layer) and Pauscher et al. (2016) (ground based; Fig. 5e).

Therefore, based on the above discussion, we recommend the following procedure in wind profile analysis. In doubtful situations, where the approximate magnitude of the measured wind speed is unknown, one should always analyze a long spatial average over multiple scan rotations first (approximately 10 times the expected maximum eddy size). For longer averaging, the mapping of vertical wind does not influence the retrieval significantly, as the structure of the vertical wind is not in phase with the measurement geometry over long distances (except for extended regions of horizontally sheared vertical wind, e.g., in complex terrain). Thereby, the approximate magnitude of the wind speed can be analyzed reliably, although at coarse spatial resolution. If the outcome of this analysis is a wind speed magnitude below 5 m s$^{-1}$, and a non-negligible vertical wind with similar magnitude is present, a further analysis at higher spatial resolution is not advisable due to the possibility of erroneous mapping. If, on the other hand, the wind speed magnitude is above this threshold, or the vertical wind magnitude is negligible,
the spatial resolution of the retrieval can be refined further. In the case of a sheared wind speed profile, e.g., low wind speeds close to the ground and higher wind speeds above, the required averaging distance varies vertically. As along- and across-track averaging distances used in the retrieval are freely selectable parameters, they can also be adjusted vertically in order to allow for an optimal retrieval with the highest resolution. In the future, if advanced and flexible measurement system are available, it also appears possible to adjust the measurement system setup based on the encountered wind field conditions. For this procedure, an analysis of preferable measurement system setups and retrieval strategies which are less influenced by erroneous mapping appears worthwhile to conduct in future studies.

Leaving the low wind speed problem aside, even when using strict quality filtering criteria, considerable wind speed retrieval error can still exist due to inhomogeneities. Or, stated in another way, even relatively small deviations from the homogeneity assumption that do not lead to significant degradation of the quality filtering criteria can cause noticeable retrieval error. For these cases, the possibility of a data-driven uncertainty estimation (e.g., based on the measured radial velocity variance) appears promising to investigate.

Overall, it can be concluded that wind profiling error due to violation of the homogeneity assumption can be of non-negligible magnitude. The errors reported in this study, solely due to flow inhomogeneity, are of comparable magnitude to, or even above, what has been reported as overall wind profiling error in other studies (Weissmann et al., 2005; De Wekker et al., 2012; Bucci et al., 2018). Wind profiling error due to flow inhomogeneity should therefore not be neglected as an important source of error when evaluating the measurement accuracy of airborne Doppler lidar systems.

4 Conclusions

In this study, an LES-based airborne Doppler lidar simulator is presented to provide a link between Doppler lidar theory and measurements. As an example application of the ADLS, the error associated with wind profiling in turbulent flow conditions is investigated. This error results from a violation of the homogeneity assumption used for wind profile retrieval and can be isolated using the ADLS, as the input truth used to create the measurements is known exactly.

The ADLS utilizes an LES wind field at 10 m grid spacing to simulate the turbulent convective boundary layer with geostrophic background wind speeds of 0, 5, 10 and 15 m s$^{-1}$. The emulated measurement system consists of an aircraft, scanner and lidar, considering many geometric transformations applicable in real-world measurements. After system emulation, a simulated measurement is conducted based on the LES wind fields. The ADLS does neither include a simulation of the signal return (aerosol scattering) process nor of the lidar instrument physics. These processes have been investigated adequately elsewhere and problems associated with them are expected to be of manageable magnitude in practice. Instead, a direct measurement approach as chosen by other recent studies is further extended here (Stawiarcki et al., 2013; Guimond et al., 2014).

As an example application of the ADLS, the accuracy of high-resolution airborne wind profiling under inhomogeneous, turbulent flow conditions inside the boundary layer is investigated. For this application, the ADLS demonstrates its usefulness, as representation problems present in studies comparing lidar to in situ measurements can be avoided. Thereby, we are able to provide a quantitative analysis of airborne Doppler lidar retrieval error due to the violation of the homogeneity assumption used in AVAD.

Results show that the standard system setup and retrieval strategy investigated (based on the characteristics of existing systems) allow for wind profiling with acceptable accuracy in inhomogeneous flow (RMSE $= 0.36 \text{ m s}^{-1}$ for wind speed). Nevertheless, retrieval errors due to the violation of the homogeneity assumption used for retrieval are non-negligible and can present a major contribution to overall wind profiling error. An important new finding of this study is that Doppler lidar wind profiling, at low wind speeds under turbulent conditions, can be unreliable and even biased despite applying quality filtering criteria. For low wind speeds, erroneous mapping and filtering of the vertical wind into horizontal wind can occur, thereby biasing the retrieved wind speed. In order to resolve this issue, an analysis of preferable measurement system setups and retrieval strategies, which are less prone to erroneous mapping, appears worthwhile to investigate in future studies.

Overall, this study highlights the benefit of an LES-based airborne Doppler lidar simulator. The ADLS offers a promising opportunity to investigate the lidar measurement process more closely, not only with respect to wind profiling but, for example, also with respect to estimating turbulent quantities from nadir measurements. Further, the ADLS can also serve as an algorithm testbed for more complex retrieval approaches such as airborne dual Doppler. Regarding AVAD wind profiling, it is necessary to investigate the possibility of an in situ uncertainty estimation of retrieved wind profiles based on the measured data. Here, the ADLS can provide a valuable contribution by allowing for method validation under close-to-realistic conditions, while knowing the input truth, which is nearly impossible in real measurement setups.
Appendix A: Mathematical formulation of concepts implemented in the ADLS

A1 Triangle of velocities

Given for this example are the in-air speed (IAS), the aircraft ground track direction (TR), the wind speed (WS) and the wind direction (WD). Directions are to be given in degrees from north and speeds in the same units. Needed are the aircraft heading (HDG) and the ground speed (GS). We can calculate them according to the following formulas:

\[
\text{HDG} = \text{TR} + \arcsin\left(\frac{\text{WS} \cdot \sin(\text{TR} - \text{WD})}{\text{IAS}}\right),
\]

\[
\text{GS} = \text{IAS} \cdot \cos(\text{HDG} - \text{TR}) + \text{WS} \cdot \cos(\text{TR} - \text{WD}).
\]

The calculations can be performed for other combinations of given and needed variables as well.

A2 Coordinate transforms

As outlined in Lenschow (1972) and Leon and Vali (1998), transformations between the LES earthbound (E) coordinate system, oriented ENU and the aircraft (A) coordinate system, oriented along ARD, are achieved by using the standard heading–pitch–roll procedure using the transformation matrix \(T\). The coordinate transform matrix from the aircraft ARD reference frame to ground ENU reference frame is \(T^{AE}\) (A to E). Here, the transformation is conducted for the beam direction vector \(b = [b_x, b_y, b_z]\) as an example. It can be transferred between the two systems with

\[
b^E = T^{AE}b^A,
\]

and

\[
b^A = T^{AE^T}b^E.
\]

The transformation matrix can be split into separate rotations around the individual aircraft axes:

\[
T^{AE} = HPR.
\]

Hereby, \(H\) denotes a heading rotation at angle \(\psi\) (yaw around the \(z\) axis), \(P\) a pitch rotation at angle \(\theta\) (pitch around the \(y\) axis) and \(R\) a roll rotation at angle \(\phi\) (roll around the \(x\) axis).

Individually, they are given as

\[
H = \begin{pmatrix}
\sin(\psi) & \cos(\psi) & 0 \\
\cos(\psi) & -\sin(\psi) & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
P = \begin{pmatrix}
\cos(\theta) & 0 & \sin(\theta) \\
0 & 1 & 0 \\
-\sin(\theta) & 0 & \cos(\theta)
\end{pmatrix},
\]

\[
R = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos(\phi) & -\sin(\phi) \\
0 & \sin(\phi) & \cos(\phi)
\end{pmatrix}.
\]

Combined, this results in

\[
T^{AE} = \begin{pmatrix}
\sin(\psi) \cos(\theta) & \cos(\psi) \cos(\theta) & \sin(\theta) \\
\cos(\psi) \sin(\phi) + \sin(\psi) \sin(\theta) \cos(\phi) & -\sin(\psi) \sin(\phi) + \cos(\psi) \sin(\theta) \cos(\phi) & \cos(\theta) \cos(\phi)
\end{pmatrix}.
\]

A3 Lidar beam position, lidar beam motion and averaging of the LES wind field

In order to determine the LES wind velocity \(v_p^E\) which is projected onto the beam, the range gate position has to be calculated. As the position is needed for the LES, it must be calculated in the ground reference system. Therefore, after transferring the beam direction into the ground reference system (Appendix A2), the range gate center positions are calculated by adding the range gate center distances \(R_0\) (spaced \(\Delta R_0 = \Delta p = 72\) m apart) in beam orientation to the aircraft position:

\[
P^E_{R0} = P^E_{AC} + R_0 b^E.
\]

This calculation is repeated for the range gate beginning and end positions by subtracting or adding half the range gate length to \(R_0\):

\[
R_{0B} = R_0 - \Delta p / 2,
\]

\[
R_{0E} = R_0 + \Delta p / 2.
\]

Thereby, the range gate position at the average measurement time is fully characterized; however, the range gate motion due to aircraft motion and scanner movement still needs to be accounted for.

The motion of the range gate during one measurement is accounted for by defining a volume between the range gate position at the beginning and the end of the measurement process. The two positions are calculated using a range gate motion vector. The range gate motion vector is constructed by using the difference of the range gate center position compared to the end range gate position of the previous measurement (this assumption is valid as only continuous aircraft and scanner movements are investigated). Using these positions, difference vectors are constructed for the range gate beginning, center and end positions. The first and last range gate positions during one measurement are then obtained by subtracting and adding the range gate motion vector from the range gate center position.
The real lidar beam only has a beam diameter of approximately 10 cm. This diameter is not enough to ensure an adequate sampling of LES data (grid spacing is $\Delta x = 10 m$). Therefore, the beam volume is artificially enlarged in the direction orthogonal to the motion. The factor is set in relation to the grid spacing; a minimum distance of half the grid point distance is employed to ensure points inside the volume:

$$d_{\text{inflate}} = \Delta x / 2.$$  \hspace{1cm} (A13)

After all points that fall inside the volume covered by the lidar beam are determined, they are weighted according to their orthogonal distance from the beam center. Last, a linear averaging is applied to obtain the average velocity of all points in the volume. This averaged velocity $v_{p}^{E}$ is then projected onto the beam direction according to Eq. (3).

### A4 Wind profile retrieval theory

In the AVAD method, multiple radial velocity measurements $v_{\text{COR}, n}$ under different beam-pointing directions $b_{n}$ are sampled from an atmospheric wind field with mean wind vector $v_{p}$:

$$
\begin{bmatrix}
    v_{\text{COR}, 1} \\
    v_{\text{COR}, 2} \\
    \vdots \\
    v_{\text{COR}, n}
\end{bmatrix} =
\begin{bmatrix}
    b_{x_1} & b_{y_1} & b_{z_1} \\
    b_{x_2} & b_{y_2} & b_{z_2} \\
    \vdots & \vdots & \vdots \\
    b_{x_n} & b_{y_n} & b_{z_n}
\end{bmatrix}
\begin{bmatrix}
    v_{p_x} \\
    v_{p_y} \\
    v_{p_z}
\end{bmatrix}.
$$  \hspace{1cm} (A14)

The beam directions from multiple measurements make up the beam-pointing matrix $G$. Consequently, the relation can be expressed in the following way:

$$v_{\text{COR}} = Gv_{p}.$$  \hspace{1cm} (A15)

Knowing $v_{\text{COR}}$ and $G$, the inverse problem is then solved by calculating the inverse $G^{-g}$ of the beam-pointing matrix $G$, in order to obtain an estimate of the wind vector $v_{\text{ret}}$ responsible for the observations:

$$v_{\text{ret}} = G^{-g}v_{\text{COR}}.$$  \hspace{1cm} (A16)

The general inverse $G^{-g}$ of the overdetermined least-squares problem can be calculated as (Menke, 2012)

$$G^{-g} = (G^{T}G)^{\text{-1}}G^{T}.$$  \hspace{1cm} (A17)

Equation (A17) presents a least-squares solution to the problem. Instead of calculating the general inverse in the above way, in this study, SVD is performed, which yields benefits compared to the above direct solution (Boccippio, 1995):

$$G = USW^{T},$$  \hspace{1cm} (A18)

$$G^{-g} = WpS^{-1}U_{p}^{T}.$$  \hspace{1cm} (A19)

SVD results in an orthogonal decomposition, where $U^{T}U = W^{T}W = I$, with I being the identity matrix. Further, $S$ consists of the singular values of $G$ as its diagonal entries. The condition number is defined as the ratio of the largest to the smallest singular value $\lambda_S$:

$$CN = \frac{\max(\lambda_S)}{\min(\lambda_S)}. \hspace{1cm} (A20)$$

Another quality control measure which can be obtained from the LSQ solution is the coefficient of determination ($R^{2}$). Using the estimated wind vector, an average radial velocity (LSQ fit) is constructed by projecting it into radial velocities using the beam-pointing geometry:

$$v_{\text{COR}}^{\text{ret}} = Gv_{\text{ret}}.$$  \hspace{1cm} (A21)

Using the average radial velocity, the $R^{2}$ is defined as

$$R^{2} = 1 - \frac{\sum_{n}(v_{\text{COR}, n} - v_{\text{COR}}^{\text{ret}})^{2}}{\sum_{n}(v_{\text{COR}, n} - \langle v_{\text{COR}} \rangle)^{2}}.$$  \hspace{1cm} (A22)

### A5 Error metrics

The RMSE is given as

$$\text{RMSE} = \sqrt{\frac{\sum_{i}^{N}(V_{m, i}^{T} - V_{m, i}^{R})^{2}}{N}}.$$  \hspace{1cm} (A23)

Here, $V_{m, i}^{R}$ is the true wind speed based on the input LES wind speeds, whereas $V_{m, i}^{R}$ is the ADLS retrieved wind speed from wind profiling. The retrieval error is $\Delta V_{m} = V_{m}^{R} - V_{m}^{T}$. $N$ is the number of wind profile points fulfilling the quality filtering criteria. The relative root mean squared error (REL) is used in accordance with Guimond et al. (2014):

$$\text{REL} = \sqrt{\frac{\sum_{i}^{N}(V_{m, i}^{T} - V_{m, i}^{R})^{2}}{\sum_{i}^{N}(V_{m, i}^{T})^{2}}}.$$  \hspace{1cm} (A24)

The REL can provide additional information to the RMSE, as its magnitude is independent of the mean wind speed, thereby enabling comparisons between the different background wind cases, especially for higher wind speeds. The RMSE is driven by two factors: the variance and bias of the retrieval errors. Therefore, we also report the bias of the retrieval as its average mean deviation:

$$\text{bias} = \frac{1}{N} \sum_{i=1}^{N}(V_{m, i}^{R} - V_{m, i}^{T}).$$  \hspace{1cm} (A25)
Appendix B: Additional figures

Figure B1. Simulator operation scheme and settings for the wind profiling quality analysis. Standard values used for wind profile retrieval are marked in red.

Figure B2. Error correlation analysis for the 0 m s\(^{-1}\) background wind case. Panels (a), (c), (e) and (g) show the retrieval errors for every time step at 60, 320, 500 and 760 m altitudes, respectively. The number of the parallel trajectory is color coded. The correlation between neighboring trajectories is additionally given as numbers. Panels (b), (d), (f) and (h) show the autocorrelation of the retrieval errors for each transect.
Figure B3. Same as Fig. B2 but for the 5 m s$^{-1}$ background wind case.

Figure B4. Same as Fig. B2 but for the 10 m s$^{-1}$ background wind case.
Figure B5. Same as Fig. B2 but for the 15 m s\(^{-1}\) background wind case.

Figure B6. LES truth and ADLS retrieved wind speed components for an ideal measurement system with quality filtering criteria applied. All measurements which pass quality filtering are color coded; grayed out crosses indicate the ones which do not.
Figure B7. Profile of wind speed retrieval quality parameters (RMSE, REL, bias and number of retrieved wind profile points) as a function of height for an ideal system using the standard system setup and retrieval strategy. (a) 0 m s$^{-1}$ background wind case. Please note the adjusted RMSE display limits. The REL is not displayed because the background wind speed is approximately 0 m s$^{-1}$, making the REL not meaningful. (b) 5 m s$^{-1}$ background wind case. (c) 10 m s$^{-1}$ background wind case. (d) 15 m s$^{-1}$ background wind case.
Figure B8. LES truth and ADLS retrieved wind direction for an ideal measurement system with quality filtering criteria applied. All measurements which pass quality filtering are color coded; grayed out crosses indicate the ones which do not. Values which pass quality filtering cluster around the 270° wind direction, which is magnified in the inset. The 0 m s^{-1} background wind case is filtered completely by applying quality filtering criteria explained in Sect. 3.4.

Figure B9. Quality filtering criteria for the standard system setup and retrieval strategy. (a) Color-coded histogram of number of occurrences for retrieval error and $R^2$. Gray crosses show values eliminated by quality filtering. (b) Retrieval error and $R^2$; CN is color coded. (c) LES wind speed and ADLS wind speed; $R^2$ is color coded. Profile points which pass quality filtering are displayed as color-coded circles; profile points which are eliminated are shown as color-coded crosses. (d) Same as panel (a) but for CN. (e) Retrieval error and CN; $R^2$ is color coded. (f) Same as panel (c) but for CN.
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