Cerenkov-free RIP Maxwell solver: dispersionless along X
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Abstract. A semi-implicit finite-difference time-domain (FDTD) numerical Maxwell solver is presented for full electromagnetic Particle-in-Cell (PIC) codes for the simulations of plasma-based acceleration. The solver projects the volumetric Yee lattice into planes transverse to a selected axis (the particle acceleration direction) that makes the scheme quasi-one-dimensional. The fields positions build rhombi in plane (RIP) patterns. The RIP scheme uses a compact local stencil that makes it perfectly suitable for massively parallel processing via domain decomposition along all three dimensions. No global/local spectral methods are involved. The scheme removes the numerical dispersion of electromagnetic waves running parallel to the selected axis. The scheme shows no numerical Cerenkov instability (NCI).

1. Introduction
Plasma-based particle acceleration is a rapidly developing route towards future compact accelerators [1, 2, 3, 4]. The reason is that plasmas support fields orders of magnitude higher than in conventional accelerators [5, 6]. Thus, particle acceleration can be accomplished on much shorter distances as compared with the solid-state accelerating structures. However, the plasma is a highly nonlinear medium and requires accurate and computationally efficient numerical modeling to understand and tune the acceleration process. The main workhorse for plasma simulations are Particle-in-Cell codes [7, 8, 9, 10, 11]. These provide the most appropriate description of plasma as an ensemble of particles pushed according to the relativistic equations of motion using self-consistent electromagnetic fields, which are maintained on a spatial grid [12].

We here consider full electromagnetic (EM) PIC codes which are usually applied for Laser Wake Field Acceleration (LWFA) in plasmas. The full EM PIC correctly describes the laser evolution even in highly nonlinear regimes.

Most of the FDTD Maxwell solvers used in EM PIC codes employ the staggered Yee lattice [13]: individual components of the electromagnetic fields are located at staggered positions in space and time. The resulting numerical scheme includes a Courant stability restriction on the time step which leads to numerical dispersion. This results in electromagnetic waves with phase velocities below the vacuum speed of light. Thus, the relativistic particles may stay in resonance with the waves and radiate. This non-physical Cerenkov radiation plagues the Lorentz-boosted PIC simulations [14]. Moreover, even normal PIC simulations in the laboratory frame suffer from the numerical Cerenkov effect [15, 16]. Any high-density bunch of relativistic particles - e.g. the accelerated witness bunch - emits Cerenkov radiation as well. This affects the bunch energy and emittance [17].
We conclude, the Yee lattice is not optimal for simulating high energy applications and a better FDTD scheme is required that removes the numerical dispersion.

2. The general quasi-1D Maxwell solver

We here present a FDTD 3D Maxwell solver that has no numerical dispersion for plane waves propagating in one selected direction. In plasma-based acceleration this is usually the direction of particle acceleration: the driving laser optical axis. The solver should retain its dispersionless properties not only in vacuum, but also inside dense plasmas, i.e. the optimal time step/grid step relation should not be compromised by the presence of plasma. The solver must not use spectral transformations and should have a compact local stencil. This is the pre-requisite for efficient parallelization via domain decomposition. In short, we develop an efficient Maxwell solver for quasi-1D problems.

We select the $X-$direction for dispersionless propagation. We use a semi-implicit trapezoidal scheme for the discretization of the transverse fields on a 3D grid. We write here explicitly the $i-$index along the $X-$axis only as the scheme can be easily generalized for arbitrary transverse geometries (e.g. Cartesian, or cylindrical, etc.):

\[
\frac{E_n^{y(i+1)}}{y(i+1)} + \frac{E_n^{y(i)}}{y(i)} = \frac{E_n^{y(i)}}{y(i)} + \frac{E_n^{y(i)}}{y(i)} \quad (1)
\]

\[
\frac{E_n^{z(i+1)}}{z(i+1)} + \frac{E_n^{z(i)}}{z(i)} = \frac{E_n^{z(i)}}{z(i)} + \frac{E_n^{z(i)}}{z(i)} \quad (2)
\]

\[
\frac{E_n^{x(i+1)} - E_n^{x(i)}}{c} = \frac{\Gamma_{n+1/2}}{y(i)} \quad (3)
\]

\[
\frac{B_n^{n+1} + B_n^{n+1}}{y(i)} = \frac{B_n^{n+1} + B_n^{n}}{y(i)} - \frac{B_n^{n+1} + B_n^{n}}{y(i+1)} \quad (4)
\]

\[
\frac{B_n^{n+1} + B_n^{n+1}}{z(i+1)} = \frac{B_n^{n+1} + B_n^{n}}{z(i)} - \frac{B_n^{n+1} + B_n^{n}}{z(i+1)} \quad (5)
\]

\[
\frac{B_n^{n+1} + B_n^{n+1}}{z(i)} = \frac{B_n^{n+1} + B_n^{n+1}}{z(i)} - \frac{B_n^{n+1} + B_n^{n}}{z(i+1)} \quad (6)
\]
Here, $\tau$ is the time step and $h_x$ is the spatial grid step in the $X-$direction.

These equations (1)-(6) build a system of coupled linear equations relating the updated fields at the time step $n + 1$ with already known fields at the time steps $n$ and $n + 1/2$. Although this implicit system of linear equations can generally be solved using a fast matrix inversion method (the system has a sparse matrix), we will be interested in the special case $c\tau = h_x = \Delta$. In this particular case, the inversion is straightforward.

First, we add/subtract Eqs. (1)+(5) and (2)+(4) to obtain transport components or simply

$$
T_{y(i)}^{+(n+1)} = E_{y(i)}^{n+1} + B_{z(i)}^{n+1} = T_{y(i)}^{+(n)} + \Delta \left( \Gamma_{y(i)}^{n+1/2} + \Phi_{y(i)}^{n+1/2} \right)
$$

(7)

$$
T_{y(i)}^{-}(n+1) = E_{y(i)}^{n+1} - B_{z(i)}^{n+1} = T_{y(i)}^{-}(n) + \Delta \left( \Gamma_{y(i)}^{n+1/2} - \Phi_{y(i)}^{n+1/2} \right)
$$

(9)

and

$$
T_{y(i)}^{+(n)} = E_{y(i)}^{n} + B_{z(i)}^{n} = T_{y(i)}^{-}(n) + \Delta \left( \Gamma_{y(i)}^{n+1/2} + \Phi_{y(i)}^{n+1/2} \right)
$$

(10)

These are the marching equations. The transport components $T_{y,z}^{+/-}$ must be shifted one cell in the corresponding direction and the diffraction/refraction terms be correctly added.

### 3. The three-dimensional RIP Maxwell solver in Cartesian coordinates

Let us now look at the diffraction/refraction terms. For simplicity, we use Cartesian coordinates.

We project the Yee lattice onto the $(Y,Z)$ plane. The grid becomes planar and has the form of Rhombi-in-Plane (RIP), as shown in Fig. 1. The pairs of transverse fields are now combined at positions according to the transport properties (7)-(10). The pair $E_y, B_z$ is located at the rhombi vertices $(i, j + 1/2, k)$. The pair $E_x, B_y$ is located at the rhombi vertices $(i, j, k + 1/2)$. The longitudinal field $E_x$ we place at point $(i, j, k)$ which is the center of the full integer rhombus. The longitudinal field $B_x$ we place at the center of the half integer rhombus $(i, j + 1/2, k + 1/2)$. The grid is shown in Fig.1.

Then, the diffraction/refraction terms at the half time step will be:

$$
\Gamma_{y(i+1/2,j+1/2,k)}^{n+1/2} = \left( \frac{\partial B_x}{\partial y} - j_y \right)_{i+1/2,j+1/2,k}^{n+1/2} = \frac{1}{2} \left( j_x^{n+1/2} + j_x^{n+1/2} \right) + \frac{B_x^{n+1/2}}{2h_x} x_{i+1,j+1/2,k+1/2} + B_x^{n+1/2} x_{i+1,j+1/2,k+1/2} - B_x^{n+1/2} x_{i+1,j+1/2,k-1/2}
$$

(11)

$$
\Gamma_{z(i+1/2,j,k+1/2)}^{n+1/2} = \left( \frac{\partial B_x}{\partial y} - j_y \right)_{i+1/2,j,k+1/2}^{n+1/2} = \frac{1}{2} \left( j_x^{n+1/2} + j_x^{n+1/2} \right) - \frac{B_x^{n+1/2}}{2h_x} x_{i+1,j+1/2,k+1/2} + B_x^{n+1/2} x_{i+1,j+1/2,k+1/2} - B_x^{n+1/2} x_{i+1,j-1/2,k+1/2}
$$

(12)

$$
\Gamma_{x(i,j,k)}^{n+1/2} = \left( \frac{\partial B_z}{\partial y} + \frac{\partial B_y}{\partial z} - j_x \right)_{i,j,k}^{n+1/2} = \frac{1}{2} \left( j_y^{n+1/2} + j_y^{n+1/2} \right) + \frac{B_y^{n+1/2}}{2h_y} x_{i,j+1/2,k+1/2} - B_y^{n+1/2} x_{i,j+1/2,k-1/2} - \frac{B_y^{n+1/2}}{2h_z} y_{i,j+1/2,k+1/2} + B_y^{n+1/2} y_{i,j+1/2,k-1/2} - \frac{B_y^{n+1/2}}{h_z} y_{i,j-1/2,k+1/2} - B_y^{n+1/2} y_{i,j-1/2,k-1/2}
$$

(13)
Figure 2. Intensity of NCI-caused fluctuating fields in the “streaming plasma” simulations for various Maxwell solvers.

\[ \Phi_{n+1/2}^{x(i,j,k+1/2)} = \frac{E_{x(i,j,k+1)}^{n+1/2} + E_{x(i+1,j,k+1)}^{n+1/2} - E_{x(i+1,j,k)}^{n+1/2} - E_{x(i,j,k)}^{n+1/2}}{2h_z} \]  

(14)

\[ \Phi_{n+1/2}^{z(i+1/2,j,k+1/2)} = \frac{E_{z(i+1,j,k)}^{n+1/2} + E_{z(i+1,j+1,k)}^{n+1/2} - E_{z(i,j,k)}^{n+1/2} - E_{z(i+1,j,k)}^{n+1/2}}{2h_y} \]  

(15)

\[ \Phi_{n+1/2}^{x(i,j+2/1/2,k+1/2)} = -\left( \frac{\partial E_z}{\partial y} - \frac{\partial E_y}{\partial z} \right)_{i,j+1/2,k+1/2}^{n+1/2} = \]  

\[ \frac{E_{z(i+1,j+1,k+1/2)}^{n+1/2} - E_{z(i,j+1,k+1/2)}^{n+1/2}}{h_y} + \frac{E_{y(i,j+1/2,k+1)}^{n+1/2} - E_{y(i,j-1/2,k+1/2)}^{n+1/2}}{h_z} \]  

(16)

Similar formulas are obtained for the fields at the half-time steps. The use of the transport vectors \( T_{\perp} \) makes the boundary conditions in the \( x \)-direction trivial.

It seems that we have to maintain two sets of fields for each time step: fields at the full step and at the half step. The particles however, can be pushed just once per time step. Currents at the full time step required to push the half-time step fields can be obtained by simple averaging on the grid. Finally, the RIP scheme is conservative and symplectic.

The fields at the half-time steps are required to calculate the diffraction terms only. Without diffraction, the need to maintain the additional set of fields at half-time steps vanishes and the RIP scheme becomes identical to the standard 1D PIC scheme [12], which is the workhorse of 1D plasma simulations due to its excellent stability and accuracy.

4. Dispersion and stability of the RIP scheme

We apply the plane-wave analysis to the marching equations (3), (6) with the refraction/diffraction terms (11)-(16) assuming \( F = \tilde{F} \exp (-i\omega t + ikr) \). For simplicity, we assume...
uniform plasma frequency $\omega_p^2 = 4\pi ne^2/\gamma$ and the linear current response to the electric field $\frac{2e}{\Delta} \sin \frac{\pi}{2} \mathbf{J} = iq^2n\mathbf{E}$. For the case of interest, $c\tau = h_x = \Delta$, the stability condition in the presence of plasmas is

$$\frac{1}{\Delta^2} > \frac{1}{h_y^2} + \frac{1}{h_z^2} + \frac{c^2\omega_p^2}{4}$$

The RIP scheme combines dispersionless properties of the standard 1D solver along the $X-$axis with the Yee dispersion for waves running in the transverse direction. Indeed, setting $k_y = k_z = 0$ in the dispersion relation, we immediately obtain $\omega = ck_x$ and the phase velocity

$$V_{ph} = \frac{\omega}{k_x} = c$$

for plane waves propagating in the $X-$direction.

5. Numerical Cerenkov instability test

As a numerical test, we take the numerical Cerenkov instability. We compare the standard Yee solver, an FFT-based solver and the RIP solver, all implemented on the VLPL platform [8]. No artificial filtering of fields or currents is used. The initial configuration is a spherical plasma of Gaussian density profile $n = n_0 \exp\left(-r^2/\sigma^2\right)$ consisting of electrons and protons moving in the $X-$direction with the average momentum $<p_0> / m_\alpha c = (p_{x0}, 0, 0)$, where $\alpha$ denotes the particle type ($\alpha = e, p$), with $m_p/m_e = 1846$. To seed the instability, the electrons have a small initial temperature $< (p_0 - <p_0>)^2 > = \sigma_p^2$. In relativistically normalized units, the simulation parameters are: the peak plasma density is $n_0 = 1$ with the corresponding non-relativistic plasma frequency $\omega_p = \sqrt{4\pi n_0 e^2/m_e}$. The initial particle momenta are $p_{x0} = -10$ and $\sigma_p = 10^{-4}$. The grid steps were $h_y = h_z = 1.88c/\omega_p$ and $h_x = c\tau = \Delta = 0.63c/\omega_p$. As a diagnostics for the comparison, we selected the growth of the maximum local field intensity $I = E^2 + B^2$ on the grid. The results are shown in Fig.2

We see that the fluctuating fields in simulations using the Yee scheme grow to the non-linear saturation within a few plasma oscillations. This is because the Yee solver is exposed to the first order Cerenkov resonance. The FFT-based solver is dispersionless and avoids the first order Cerenkov resonance. Still, the second order aliasing of the spectral FFT solver leads to the numerical Cerenkov instability, though at a lower growth rate as compared with the standard Yee solver.

In contrast, the RIP solver is apparently free from NCI. The noise in the RIP scheme remains many orders of magnitude lower over a long simulation time of $t = 100 \cdot 2\pi/\omega_p$. The very slow growth of the noise fields here has nothing to do with the Cerenkov resonance, but is the unavoidable “numerical heating” always present in PIC codes.

We mention here that the numerical Cerenkov instability of uniformly streaming plasma can be alleviated by using a co-moving grid as proposed by Lehe et al. [18]. The method exploits a Galilean transformation to a grid in which the background plasma does not stream through the cell boundaries. Yet, when a dense bunch of accelerated particles moves in the opposite direction at twice the light speed relative to this grid and is fully exposed to the Cerenkov resonance.

The RIP scheme does not shift the numerical grid with the relativistic plasma particles. Rather, it shifts the electromagnetic field components exactly by one grid cell at each time step, see Eqs. (7)-(10). Most probably, this is the reason for the extremely low level of NCI in the RIP Maxwell solver even at the aliased modes.

6. Discussion

The new RIP scheme is a compact stencil FDTD Maxwell solver that removes the numerical dispersion in one selected direction. For the waves propagating in the transverse direction,
it corresponds to the Yee solver. The RIP scheme is local and does not use any global spectral method. This allows for efficient parallelization via domain decomposition in all three dimensions. The computational costs of the RIP solver is comparable with that of the Yee solver. The RIP solver can be used for simulations of quasi-1D physics problems like laser wake field acceleration.
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