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ABSTRACT

Ptychography is a well-studied phase imaging method that makes non-invasive imaging possible at a nanometer scale. It has developed into a mainstream technique with various applications across a range of areas such as material science or the defense industry. One major drawback of ptychography is the long data acquisition time due to the high overlap requirement between adjacent illumination areas to achieve a reasonable reconstruction. Traditional approaches with reduced overlap between scanning areas result in reconstructions with artifacts. In this paper, we propose complementing sparsely acquired or undersampled data with data sampled from a deep generative network to satisfy the oversampling requirement in ptychography. Because the deep generative network is pre-trained and its output can be computed as we collect data, the experimental data and the time to acquire the data can be reduced. We validate the method by presenting the reconstruction quality compared to the previously proposed and traditional approaches and comment on the strengths and drawbacks of the proposed approach.

1 Introduction

Coherent Diffraction Imaging (CDI) is a collection of lens-free techniques to achieve nanometer-scale reconstructions by avoiding lens-based limitations of microscopy1–6. Ptychography, a scanning CDI technique, is a method to achieve non-invasive imaging of large field-of-views with sub-10 µm spatial resolution7. In ptychography, a focused, coherent beam of light called probe scans the object in an overlapping trajectory, and the intensities of the resulting diffraction patterns are recorded at the far-field detector8. The scanning procedure enables imaging larger field of views than the focused beam size. Similarly, without a lens, we avoid lens-induced distortions and artifacts caused by low photon efficiency9. However, the mechanical scanning procedure also results in increased time for obtaining the images compared to conventional x-ray microscopy imaging methods. Although the scanning process can be optimized, high-resolution reconstructions or more complex models require lengthened data acquisition process. For instance, scanning time increases significantly in 3D ptychography, where the object is scanned from different view-angles for future tomographic reconstructions10–12.

High data acquisition time in ptychography leads to a trade-off between data acquisition methods. The trade-off occurs between high photon count and high overlap percentage for a given acquisition time. To keep the acquisition time low, the dwelling time for each scan position can be lowered, leading to a low photon count. This increases the noise in the measured intensities13. On the contrary, the overlap percentage can be reduced by decreasing the number of scan points while increasing the exposure time per scan point to have few but more accurate images. In many cases, avoiding the random noise is challenging, leading to the increased importance of quality reconstruction with a low amount of overlapping data14. Apart from the restricted data acquisition time, increased reconstruction quality with a low overlap percentage can be crucial for critical material science studies and for imaging larger volumes15.

Traditional methods solve ptychographic phase retrieval problems with different approaches. Wigner deconvolution method converts the phase retrieval process to a blind deconvolution problem16. Difference Map (DM) converts the inverse problem into a constrained optimization problem and solves it iteratively17–19. Similar to the DM, the extended Ptychographical Iterative Engine (ePIE) technique recovers the phase by updating the complex object’s magnitude at each iteration18. These methods and their improved variations generate high-resolution reconstructions with a low amount of artifacts when there is a high overlap percentage between the scanning points, the noise level is low, and the scan process details are known with high precision20. However, the data acquisition time required for such experiments is high and traditional methods fail to recover the lost information when there is low overlap between adjacent scans18.

To lower the required data acquisition time, one possible option is replacing stop-and-shoot type data acquisition with constant-velocity scanning21–23. However, constant-velocity scanning is challenging due to the stability and control of the stages during mechanical scanning. There have been developments focusing on solving the compressed sensing problem where
there is insufficient redundancy in the acquired data to recover the lost phase information. For instance, removing some of the random pixels of the detector to lower the required data is possible applications of compressed sensing to ptychography. However, while these methods provide some insights on possible applications, they provide marginal reductions in the data acquisition time. Removal of the overlap requirement altogether, which has the highest impact on the time required for the data acquisition process, or reconstructions under significantly noisy conditions, which can be a situation where the mechanical scanning is done too fast, remain largely unsolved.

Deep learning brought a new point of view to various problems in computational imaging literature. Phase retrieval problems are also reconsidered by utilizing different deep learning methodologies either as stand-alone solutions or as combinations with well-established techniques. The application of deep generative priors (DGPs) is shown in supervised learning approaches for ptychography. Generative priors are also shown to effectively reduce artifacts caused by imperfect experimental setups and lowered overlap percentage in ptychography scans, which shows the promise for reducing overlap constraint. However, the possibility of achieving high-quality reconstructions is hindered by the requirement for an extensive training dataset for supervised learning. On the other hand, Deep Image Priors (DIPs) method, which is based on self-optimization rather than training, is shown to be effective for compressed sensing and phase retrieval problems, and it has been applied to x-ray ptychography with successful results. However, both DGPs and DIPs are not successful enough to remove the overlapping requirement for ptychography. DGPs require the generator network to be trained such that the solution is required to lie in the representation span of the network. Finding the perfect dataset in nano-scale imaging is challenging, and even with the optimal dataset, the reconstructions are sub-optimal. Similarly, a good reconstruction using optimization with DIPs depends heavily on the initialization of the network weights, otherwise, optimization time increases significantly, and the convergence is challenging.

In our previous work, we previously proposed a method to combine DGPs and DIPs in a single framework. In this method, generative networks are pre-trained with a large dataset that closely represents the target reconstruction. The network weights are initialized for the DIPs framework using the network and the DGPs that are learned. The input latent vector is modified for the specific solution, and then the network weights are optimized progressively to extend the reconstruction outside of the representation capability of the learned DGPs. The method also adds external information and the discriminator network information as priors to constrain the solution. These are shown to be total variation prior promoting piece-wise smoothness and discriminator prior punishing the deviation from the training dataset. The network is shown to be superior to traditional methods for reconstructions with low or no overlap simulation data. It is also shown that the noise is handled significantly better than the previous approaches. However, when the missing data in the compressed sensing problem is not extreme, fine details cannot be recovered fully due to the high non-convexity of the inverse problem. This situation is also visible when there is enough overlap for traditional methods to have successful reconstructions. Although both approaches produce good results, traditional approaches may recover fine details better.

In this paper, we propose an algorithm that combines the traditional methods and the algorithm proposed in our previous work. In the proposed approach, we suggest starting with the previously proposed method to get an initial reconstruction for low or no overlap data. The reconstruction is not expected to be perfect, but it will be able to reconstruct the object where the traditional methods fail. Then, using the reconstruction, we apply the forward ptychography model with a much higher overlap percentage, which will result in significantly more data points, including the artificial diffraction data. Then, we suggest applying the ePIE algorithm using the acquired simulated diffraction data, but we replace the data with the original low overlap data for the corresponding scan positions where they exist. Successful reconstructions can be achieved using traditional approaches such as ePIE using this combination at this step. Furthermore, the application of the last step can be repeated multiple times to increase the fidelity to the data.

We validate our method with numerical tests simulating the compressed sensing x-ray ptychography experiment and compare the reconstructions with ePIE and the state-of-the-art method suggested in. Moreover, we suggest that the proposed method can also be effective in noisy data by recovering some structural details lacking in similar methods. Then, we show that the reconstruction quality is further improved by repeating the last step of the algorithm on the same data. Finally, we argue that either the reconstruction quality is increased or artificial artifacts are removed, which are brought by DGPs, resulting in quality reconstructions with no hard overlap constraints in x-ray ptychography.

2 Method

In this section, we provide background information on the ptychography phase-retrieval problem, present an approach to improve a state-of-the-art method in the literature, and describe the algorithm that we propose.
Figure 1. The model for the x-ray ptychography data acquisition setup. A coherent beam probe is scanned across an object where adjacent scan positions (shown in orange) have overlapping regions between them (shown in blue). The intensities of the resulting diffraction patterns are recorded at the detector for each scan position $i$.

2.1 The Forward Model

In ptychography, an object is scanned with a focused, coherent x-ray beam in an overlapping trajectory between the consecutive scanning positions, and the intensity values are recorded at the pixelated photon-counting detector. The process described can be modeled as in Fig. 1.

We can describe the ptychography acquisition process and the interactions between materials mathematically. The focused x-ray beam (probe) can be described with a 2D complex illumination function at the wave-front denoted by $P \in \mathbb{C}^{S \times S}$. The focused probe interacts with the complex 2D object $x \in \mathbb{C}^{T \times T}$ at position $i$. The size of the probe is considerably smaller than the size of the complex object ($S \leq T$), and the position $i$ denotes a part of the object that is of the same size as the probe. The resulting wave function $\psi \in \mathbb{C}^{S \times S}$ can be shown as:

$$\psi_i = P_i \odot x$$  \hspace{1cm} (1)

where $\odot$ denotes element-wise multiplication. The resulting wave ($\psi_i$) goes through far-field Fraunhofer diffraction, and it can be represented by the Fourier transform operation. Then the intensity of the transformed wave can be recorded at the detector, where the phase information is lost. This process can be shown as

$$d_i = |F\psi_i|^2 + \eta_i$$  \hspace{1cm} (2)

where $d_i \in \mathbb{R}^{S \times S}$ is the intensity of the transform detected, $\eta_i$ is the noise added at scan position $i$, $F \in \mathbb{C}^{S \times S}$ represents the Fourier Transform, and $|.|^2$ is the intensity operator.

The complex diffraction signal $F\psi_i$ in Eq. 2 can be expressed as $A(k)exp(j\Phi(k))$. The detector can only record the intensity values $A(k)$ leading to a loss of information in the phase $\Phi(k)$. This creates an ill-posedness in the inverse problem to recover the phase information. Algorithms suggested for the recovery of the phase information are called phase retrieval algorithms which try recovery by iterative approaches. In many situations, there are some limitations to the complex object to be recovered in the suggested algorithms, such as the object being finite in extent or objects to consist phase information only\textsuperscript{49–52}. To avoid these drawbacks, the ptychographic method is developed. To recover the phase in ptychography, the redundant information in the overlapping regions in the forward model is utilized.

2.2 The Inverse Problem

The inverse problem for ptychography can be reconstructed as a minimization problem where the object is recovered as the output. An L1 minimization can be expressed as:

$$\hat{x} = \arg\min_x \sum_i ||d_i - |F(P_i \odot x)|^2||_1.$$  \hspace{1cm} (3)

where $\hat{x}$ denotes the reconstructed object. The inverse problem is solved using the redundant information in the overlapping regions via iterative approaches traditionally.

Algorithms can be developed to lower or remove the required overlap percentage to reconstruct the object from a lower amount of data than required. The method to recover a signal $m \in \mathbb{C}^G$ from forward model $v = Bm \in \mathbb{C}^H$ where $G \gg H$ and the forward operator is $E \in \mathbb{C}^{H \times G}$ is called compressed sensing. It is the name for methods that use compression and acquisition simultaneously to lower the acquisition time and increase the efficiency of operations. Ptychography with low
among of overlap can be considered a compressed sensing problem. To recover signals from compressed data, prior information is required.

Total Variation (TV) regularization is a method to apply strong prior information. It promotes piece-wise continuity, a common feature of artificial objects commonly used as samples of x-ray ptychography. In addition, TV prior can eliminate the possible effects of noisy data by punishing sparse artifacts in the reconstructed object. Thus, TV can be used as a valuable prior to increase reconstruction quality. For a 2D object \( x \), total variation distance can be defined as:

\[
TV(x) = \|\nabla(x)\|_1
\]

where \( \nabla(x) \) is the 2D gradient of the object. To increase reconstruction quality, the minimization problem in 3 can be modified as follows:

\[
\hat{x} = \arg\min_x \sum_i ||d_i - |F(P_i \odot x)|^2||_1 + \lambda_1||\nabla(x)||_1.
\]

where the regularization parameter \( \lambda_1 \) is a hyper-parameter, managing the trade-off between the regularization and the data fidelity terms.

Although the minimization in Eq. 5 works well for additive noise, the photon counts at the detector can be best described as a Poisson process. Therefore, if we assume that the measurements are independent of each other, we can express the probability of measuring each data point by the likelihood function to maximize the probability of measuring all data.

\[
\hat{x} = \arg\max_x p(d|x)
\]

\[
= \arg\max_x \prod_i e^{F(P_i \odot x)^2} |F(P_i \odot x)|^{2d_i}/d_i!
\]

Assuming we gave prior information on the object to be reconstructed, we can maximize the a posteriori probability \( p(x|d) \) using Bayes’ theorem. If we also select the object in the Gibbs form for the piece-wise continuity \( p(x) = e^{\lambda_1||\nabla(x)||_1} \), we can convert the minimization problem to a maximization of a posteriori probability as:

\[
\hat{x} = \arg\min_x \sum_i (|F(P_i \odot x)|^2 - 2d_i \log |F(P_i \odot x)|) + \lambda_1||\nabla(x)||_1
\]

which is more suited for the Poisson process of x-ray ptychography.

### 2.3 PtychoGAN Solution

To address the compressed sensing problem in ptychography, a novel approach has been proposed in\(^47\). Deep Generative Priors (DGPs), Deep Image Priors (DIPs), TV prior, and discriminative prior are combined to get a successful reconstruction from low or no overlap scan data.

DGPs are utilized as a good initialization method for the following DIPs method that is proposed. When it is trained with a good training dataset, a generator network of a Generative Adversarial Network (GAN)\(^53\) structure learns a mapping from a low dimensional latent vector \( z \in \mathbb{R}^k \) to a higher dimensional representation space \( G(z) \in \mathbb{R}^T \) where \( T >> k \). Depending on the training dataset and its spanning capability of the object space, the representation capability of the trained generator changes. In the suggested method, the network is trained with a dataset consisting of images similar to the target reconstruction. Then, the minimization is performed to find the best latent vector \( z \) to achieve an initial reconstruction.

After the initial reconstruction, DIPs are used to get the final reconstruction. Even though deep networks are shown to be effective in various situations, their effectiveness is fundamentally limited by the training data used. To achieve reconstructions outside of the representation capability of the generator networks, the low-dimensional image representation capability of deep neural networks can be leveraged to fit the reconstructions to the measurement data. The proposed architecture in\(^47\) uses DGPs to fine-tune the network weights to achieve the reconstructions, using the network structure as a prior to lower the requirement for the overlaps. However, optimizing the weights of a large neural network is not easy due to the high non-convexity of the minimization. To overcome this challenge, the proposed architecture uses progressive adjustment of the network weights, where the updates of the weights start from the shallowest layers, and other weights are added to the minimization sequentially. This allows the minimization to avoid some possible local minima.

In addition to the DGPs and DIPs, the proposed algorithm uses two external priors. TV prior is used to promote sparsity in the final reconstruction. Also, discriminator prior is created to avoid divergence from the training dataset. While the generator network is trained, it is coupled with a discriminator network which learns to decide if the output of the generator network belongs to the desired object space. Therefore, a prior punishing the divergence from the desired domain while updating weights is used for a better reconstruction.
If the generator network is denoted as $G_{\theta}(.)$ where $\theta$ shows the weights of the network, the discriminator network is shown by $D(.)$, and $z$ is the input latent vector, the minimization problem proposed in\cite{47} can be written as:

$$
\hat{z}, \hat{\theta} = \arg\min_{z, \theta} \sum_{i} \|F(P_i \odot e^{iG_{\theta}(z)})^2 - 2d_i \log|F(P_i \odot e^{iG_{\theta}(z)}|_1 + \lambda_1 \|\nabla(G_{\theta}(z))_1 + \lambda_2 \log(1 - D(G_{\theta}(z))).
$$

In Eq. 9, $\lambda_1$ controls the TV prior, $\lambda_2$ controls the discriminative prior, and the minimization is done in a progressive approach as described. The results are shown to be effective for very low or no overlap data.

2.4 ePIE Solution

One of the most widely used algorithms to solve the ptychography phase retrieval problem is extended Ptychography Iterative Engine (ePIE), and it is shown to be successful provided that there is enough overlap data\cite{54}. Although the proposed algorithm provides update functions for both the probe $P$ and the object $x$, we will assume that we have a known probe and describe the update on the object only.

The method is an iterative update approach where the object is initialized as an empty array $x^0$ where the superscript shows the iteration number, and the scanned areas on the objects are updated iteratively until convergence. From the initial guess of the object, an initial guess at the exit wave is formed. This process is repeated at every $k^{th}$ step with:

$$
\psi_k = P_i \odot x^k
$$

The Fourier transform of the resulting wave function guess is taken, and the magnitude is replaced by the positive square root of the corresponding diffraction pattern. The updated exit wave is calculated by taking the inverse Fourier transform of the value.

$$
\psi_{k+1} = F^{-1}\{\sqrt{d} F \psi_k \}
$$

Using the updated exit-wave function, the object can be updated. For the update, the difference between the updated exit-wave function and the previous version is taken, and multiplied with the conjugate of the probe function $P^* \in \mathbb{C}^{S \times S}$, and divided by the maximum value of the square of the magnitude of the probe to get the update on the object. Then this update is added to the previous iteration of the object to find the new object guess

$$
x_{k+1} = x_k + \alpha \frac{P^*}{|P^*|_{\text{max}}}(\psi_{k+1} - \psi_k)
$$

where $\alpha$ is a constant to adjust the step size of the update if needed. This process continues with all diffraction patterns, at which point a single ePIE iteration has been completed. Then these iterations are repeated until convergence for the final reconstruction.

2.5 Proposed Solution

ePIE is an algorithm producing high-quality reconstructions when enough overlap exists between scanning positions. The reconstructions have high resolution in the small details, avoiding possible minimization errors that deep learning approaches
While updating the object using Eq. 16, the simulated and the experimental data are weighted differently, forcing the solution to converge to different minima. If the diffraction patterns correspond to the oversampled simulation data, the ePIE algorithm is used to get reconstructions. This allows the simulated using the reconstruction. After the simulation, diffraction patterns corresponding to the original scan positions are replaced with the real data. Using this "oversampled" data, the ePIE algorithm is used to get reconstructions. This allows

\[ \hat{x}^{k+1} = x^k + \alpha \frac{P_n}{\left| P_{n,\text{max}} \right|} \left\{ \left( F^{-1} \left\{ \sqrt{d_{n,\text{mixed}}} \circ P_n \circ x^k \right\} \right) - (P_n \circ x^k) \right\} \]

end while

Output: \( \hat{x} \in \mathbb{R}^{N \times N} \), reconstructed object

// Find an initial reconstruction using PtychoGAN from M diffraction patterns
\[ \hat{x}_\text{low} = e^{G_\theta (2)} \]

// Apply forward model on \( \hat{x}_\text{low} \) to get simulated data with \( N = Y^2 M \) where \( Y \) is the oversampling ratio
\[ d_{n,\text{high}} = \left| F(P_n \circ \hat{x}_\text{low}) \right|^2 \]

// Combine real and simulated diffraction data
\[ d_{n,\text{mixed}} \leftarrow d_{m,\text{low}}, d_{n,\text{high}} \]

while Not converged
\[ x^{k+1}_\text{prop} = x^k_\text{prop} + \alpha \frac{P_n}{\left| P_{n,\text{max}} \right|} \left\{ \left( F^{-1} \left\{ \sqrt{d_{n,\text{mixed}}} \circ P_n \circ x^k \right\} \right) - (P_n \circ x^k) \right\} \]
\[ k \leftarrow k + 1 \]
end for

return \( \hat{x} = x^k_\text{prop} \)

might suffer. On the other hand, the PtychoGAN approach in\(^{47}\) is significantly more successful than ePIE in low or no overlap cases, but it might suffer distortions in details when there is enough overlap.

We propose an approach where we suggest combining the strengths of both methods. The proposed approach uses PtychoGAN for an initial reconstruction for insufficient overlap data. Then, using this reconstruction and the forward model of ptychography shown in Eqs 1 and 2, simulation data is acquired using a smaller step size; that is, a higher overlap scanning is simulated using the reconstruction. After the simulation, diffraction patterns corresponding to the original scan positions are replaced with the real data. Using this "oversampled" data, the ePIE algorithm is used to get reconstructions. This allows the ePIE to have enough overlap and increases the reconstruction quality compared to PtychoGAN results avoiding artifacts caused by the network.

If the diffraction patterns from low-overlap experimental data are called \( d_{m,\text{low}} \), initial reconstruction \( \hat{x}_\text{low} \) can be acquired using Eq. 9:

\[ \hat{x}_\text{low} = e^{G_\theta (2)} \]

where \( m = 0, 1, 2, ..., M \) denotes the positions for the low overlap experiments. Then using Eqs. 1 and 2, we can simulate the diffraction patterns from the reconstruction \( \hat{x}_\text{low} \), with a higher overlap percentage such that the step size of the experiments is a multiple of the simulation step size which can be denoted by oversampling constant \( Y \). Thus, if the positions for the high overlap simulations are denoted by \( n = 0, 1, 2, ..., N \), the relationship becomes \( N = Y^2 M \). The process for the simulations can be shown as follows:

\[ d_{n,\text{high}} = \left| F(P_n \circ \hat{x}_\text{low}) \right|^2. \]

The diffraction patterns acquired \( d_{n,\text{high}} \) contain all simulated data. However, \( M \) of these diffraction patterns have corresponding diffraction data from the experiments in \( d_{m,\text{low}} \). Thus, we can replace these diffraction data and create the set \( d_{n,\text{mixed}} \). Using this set of diffraction patterns, we can initialize \( x^0_\text{prop} \) with an empty matrix and apply the ePIE reconstruction described in Eqs. 10, 11, and 12:

\[ x^{k+1}_\text{prop} = x^k_\text{prop} + \alpha \frac{P_n}{\left| P_{n,\text{max}} \right|} \left\{ \left( F^{-1} \left\{ \sqrt{d_{n,\text{mixed}}} \circ P_n \circ x^k \right\} \right) - (P_n \circ x^k) \right\} \]

While updating the object using Eq. 16, the simulated and the experimental data are weighted differently, forcing the solution to converge to different minima. If the diffraction pattern corresponds to the experimental data for each \( k^{th} \) position, the \( \alpha \) value in Eq. 16 is set to 1. However, if the diffraction pattern corresponds to the oversampled simulation data, the \( \alpha \) value is set to \( \frac{1}{w} \).
In that way, with the increased weight \( w \), the solution converges to the pure ePIE solution, and with the decreased weight \( w \), the solution converges to the PtychoGAN solution.

The proposed solution increases the reconstruction quality using the combination of ePIE and PtychoGAN with oversampling. The novel algorithm we propose in this paper is shown in Algorithm 1 and can be summarized as:

- Get an initial reconstruction for \( M \) diffraction patterns using the PtychoGAN algorithm (Eqs. 13 and 14).
- Apply the forward ptychography model on the reconstruction to get simulated data with \( N = Y^2M \) scan points (Eq. 15).
- Replace \( M \) of the \( N \) diffraction patterns with the experimental data for acquiring oversampled diffractions.
- Apply the ePIE algorithm on the oversampled data for the final reconstruction (Eq. 16).

Furthermore, we propose that the reconstruction quality further improved with increased fidelity to the data, which is achieved by repeating lines 2-11 with the reconstruction achieved in Algorithm 1. That is, after acquiring the reconstruction, it can be used as an initial point, and the forward model can be applied to repeat the ePIE reconstructions. This achieves higher fidelity to reconstruction data; however, the artifacts are also amplified with the increased number of iterations.

3 Experiments and Results

In this section, we explain our simulation setup for testing the proposed algorithm, show simulation results and how they vary with changing parameters, and compare the algorithm with previously proposed approaches under different conditions to show its effectiveness.

3.1 Simulation Setup

To test the effectiveness of the approach, we performed simulations on face images to be able to have a fair comparison with the architecture proposed in \(^{47}\). The structure for the PtychoGAN algorithm is followed as described, and the StyleGAN2 network \(^{55}\) is trained on Flickr-Faces-HQ (FFHQ) \(^{56}\) dataset for the Deep Generative Prior. We utilized the PyTorch implementation for the StyleGAN2 architecture \(^{57}\), and we chose two different test images which do not have smooth backgrounds resulting in imperfect reconstructions by the PtychoGAN architecture.

For the ptychography simulations, we used a scaled version of the probe used in the PtychoGAN implementation with a diameter size 60 pixels. The face images scanned are converted into gray-scale images and then converted to complex matrices with the size of 240 \( \times \) 240 pixels by setting the complex numbers’ phase values to the gray-scale images and the amplitude values to a constant (1). The forward model described in Eqs. 1 and 2 is applied to get the diffraction data with low or no overlap percentages. We added Poisson noise for testing the performance under noisy conditions.

To compare the effectiveness of the algorithm different under different conditions, we used different levels of overlap percentages. 25%, 0%, −25%, and −50% overlap percentages corresponding to probe step sizes of 45, 60, 75, and 90 are chosen, which either have a low overlap or no overlap at all. After the initial reconstruction using PtychoGAN, we used oversampling in different ratios ranging between 2 and 6 times the original sampling amount, and the oversampling ratio is shown by \( Y \). Similarly, different values of weights \( (w) \) are used to show the effect of weighting.

3.2 Reconstructions and Comparison

We test the robustness and effectiveness of the process by changing parameters and showing their effects, applying different overlap percentages, observing under noisy conditions, and comparing with the state-of-the-art approaches. All reconstructions shown for PtychoGAN and the initial reconstructions for the proposed approach follow the methodology described in \(^{47}\). For the ePIE updates after the initial reconstruction, the algorithm is continued until convergence, usually between 2000-6000 ePIE iterations.

In Figs. 3 and 4, we show the reconstructions with different weights \( w \) from diffraction data acquired by 0% overlap. For the proposed approach, the oversampling is kept at \( Y = 3 \); that is, after the initial reconstruction by PtychoGAN with a step size

| MSE (x10^{-3}) | PtychoGAN | Proposed Method | ePIE |
|---------------|-----------|----------------|------|
| Object        | \( w = 1 \times 10^{-4} \) | \( w = 1 \times 10^{-1} \) | \( w = 1 \times 10^{0} \) | \( w = 1 \times 10^{1} \) | \( w = 1 \times 10^{2} \) | \( w = 1 \times 10^{3} \) | \( w = 1 \times 10^{4} \) |
| Image 1       | 6.32      | 5.75           | 5.60 | 4.51 | 4.15 | 4.60 | 5.20 | 3.04 | 6.94 | 66.96 | 63.09 |
| Image 2       | 2.31      | 2.43           | 2.30 | 1.87 | 1.53 | 1.22 | 1.07 | 0.86 | 53.17 | 198.15 | 177.69 |
PtychoGAN $w = 0.0001$ $w = 0.1$ $w = 1$ $w = 2$ $w = 5$

$w = 10$ $w = 20$ $w = 100$ $w = 10000$ ePIE GT

Figure 3. Reconstructions using the proposed algorithm with changing weights ($w$) that controls the update amount derived from the simulated data and the real data during ePIE reconstruction. Higher $w$ means that algorithm is more dependent on the experimental data and it omits the simulated data. Here, 0% overlap is used with 3 times over-sampling ($Y = 3$), and the results are compared with PtychoGAN and ePIE algorithms, and ground truth (GT) for Image 1.

PtychoGAN $w = 0.0001$ $w = 0.1$ $w = 1$ $w = 2$ $w = 5$

$w = 10$ $w = 20$ $w = 100$ $w = 10000$ ePIE GT

Figure 4. Reconstructions using the proposed algorithm with changing weights ($w$) and comparisons with PtychoGAN and ePIE algorithms for Image 2 using same parameters in Fig. 3.

of 60 pixels, artificial diffraction data is created using 20 pixels of step size. This results in an oversampling ratio of $Y = 3$ in one direction, resulting in $Y^2 = 9$ times more data for the following ePIE steps. We can see that the reconstruction quality increases compared to PtychoGAN, and ePIE fails to recover the object with no overlap.

The effects of the weights can be observed in Figs. 3 and 4. We can see a smooth transition from the PtychoGAN reconstruction to ePIE reconstruction with the increased weights. In very low values of $w$, i.e., 0.0001, we can see that the reconstruction is quite close to the PtychoGAN results. Similarly, for very high values of $w$, i.e., 100000, the reconstruction resembles the one of ePIE. Since these two approaches have different weaknesses and strengths, reconstructions with a $w$ value in between show better reconstructions, and the reconstruction quality can be increased by adjusting $w$.

Table 1 shows the mean-squared error (MSE) values of the reconstructions compared to the ground truth (GT) images. As can be observed, the optimal solution is given by $w = 20$, which shows that if we give more weight to the experimental data instead of the simulated data, we can get higher quality reconstructions.

In addition to the effect of the weighting, we tested the effect of the oversampling ratio. Although the effect of the oversampling ratio is similar to the effect of weighting, it is not the same. Too much oversampling will result in an increased number of diffraction patterns from the simulated data, and we expect the reconstruction to look similar to the PtychoGAN reconstruction with the increased oversampling. Similarly, it will diverge from the PtychoGAN reconstruction and get closer to

| Object  | MSE ($10^{-3}$) | PtychoGAN | Proposed Method | ePIE |
|---------|-----------------|-----------|-----------------|------|
|         |                 | $Y = 2$   | $Y = 3$ | $Y = 4$ | $Y = 6$ |
| Image 1 | 6.32            | 2.32      | 3.04          | 4.35 | 3.84 | 63.08 |
| Image 2 | 2.31            | 7.98      | 1.04          | 1.15 | 1.26 | 177.69 |
PtychoGAN $Y = 2$ $Y = 3$ $Y = 4$ $Y = 6$ ePIE GT

Figure 5. Reconstructions using the proposed algorithm with changing over-sampling ratios ($Y$) that controls the amount of simulated data generated from PtychoGAN reconstructions. Here, 0% overlap is used with $w = 20$, and the results are compared with PtychoGAN and ePIE algorithms.

ePIE reconstruction when the oversampling ratio is small. This is similar to what we observe in weighting. However, the shift will not be as drastic since the effect of the experimental data is mostly independent of the update of the simulated data.

The reconstructions for different oversampling ratios can be seen in Fig. 5 together with corresponding reconstructions from other methods, and corresponding MSE values for the reconstructions can be observed in Table 2. Although there are differences in reconstructions, the change is not too significant most of the time. However, we observe that, on average, $Y = 3$ is a good value, and we used it for most of our reconstructions. An important effect here is the effect of the oversampling ratio on the reconstruction time. Increased oversampling affects the reconstruction time for ePIE updates directly, and this increase is proportional to the square of the increase in the oversampling ratio. Theoretically, we can simulate the diffraction patterns with huge overlap percentages; however, it is practically not feasible. The reconstructions seem to diverge from the ideal when the oversampling ratio goes above $Y = 3$ from the results in Table 2.

ePIE requires a significant amount of overlap for a successful reconstruction from x-ray ptychography data. When the overlap percentage is low such as 25%, or when there is no overlap between the adjacent scans, such as 0%, $-25\%$, and $-50\%$ overlaps, the reconstructions fail to show the structure of the object. PtychoGAN solves this issue by utilizing Deep Generative and Deep Image Priors (DGPs and DIPs). However, due to the generalizing nature of DGPs and due to the highly non-convex nature of DIPs, the reconstructions show some artifacts. These can be small distortions or introduced blur.

The proposed approach utilizes the advantages of both methods to increase the reconstruction quality, and it is successful at it, which can be seen in Fig. 6. Here, we can see the reconstructions from ePIE, PtychoGAN, and the proposed approach together with the ground truth images for different overlap percentages. In these experiments, the oversampling ratio is kept at $Y = 3$, and the weights are chosen to be $w = 20$. Looking at the first columns, we see that ePIE fails to reconstruct the face completely for no overlap cases and shows significant distortions for the low overlap case.

PtychoGAN does significantly better in many cases. However, it is not free of issues. First, although it shows significant improvement in the face area, the background is hard for the algorithm to reconstruct completely since it lacks the DGPs in these areas. Then, it suffers from distortions in some cases, most apparent in the 50% overlap cases, and loses the structural integrity of the objects. Also, since it is hard for the algorithm not to be stuck at a local minimum during convergence, it might result in half-successful reconstructions, which can be observed for the 25% overlap case for image 2. However, the proposed approach increases the reconstruction quality by combining the approach with ePIE steps. As can be seen in the details of the reconstruction, overall sharpness increases leading to a lower error in the reconstruction. More importantly, if there is a distortion in the PtychoGAN reconstruction, the algorithm forces the image to remove the distortion and bring the structure back in the picture. This is most apparent in $-50\%$ overlap cases for both images where the PtychoGAN reconstruction shows significant distortions, but the proposed approach reconstructs the face characteristics in those distorted areas. The MSE values for these reconstructions can be seen in Table 3. Similar to the qualitative examination results, quantitative results show a similar

Table 3. MSE values for reconstructions in Fig 6 using different methods with varying overlap ratios.

| MSE ($\times 10^{-3}$) | Image 1 | | | Image 2 |
|--------------------------|---------|----------------|----------------|
| Method | ePIE | PsychoGAN | Proposed | ePIE | PsychoGAN | Proposed |
| Overlap = 25% | 2.68 | 6.77 | **2.18** | 43.71 | 4.58 | **0.78** |
| Overlap = 0% | 63.09 | 6.32 | **3.04** | 177.69 | 2.31 | **1.04** |
| Overlap = $-25\%$ | 97.45 | 6.83 | **2.70** | 232.06 | 3.56 | **2.77** |
| Overlap = $-50\%$ | 95.69 | 8.32 | **2.89** | 227.65 | 5.94 | **3.86** |
trend, and the proposed approach performs better than the other approaches in all cases. While in some cases, the improvement is small, in some cases, there is a significant increase in the reconstruction quality. Also, even though the increase in quality is inconsistent in PtychoGAN, we can see from the MSE values that the quality increase is more stable in the proposed approach.

We also compared the performance of the proposed approach under noisy conditions. The approach has two different characteristics in noisy conditions. It has the advantage of having PtychoGAN reconstructions as its initial reconstruction, which performs well under noisy scenarios due to its total variation and deep generative priors. However, it also has the disadvantage of performing ePIE steps as the final part of the algorithm. ePIE does not have any measures to tackle the noise problem in the reconstructions, and if the diffraction data is noisy, the reconstructions tend to fit the noise.

When we look at Fig. 7, we can see the differences in the algorithms. As expected, ePIE cannot perform well under low overlap conditions. Although PtychoGAN handles noise quite successfully, the distortions are worsened with the additive effect of noise in some cases. This is apparent in the low overlap percentage reconstructions. On the other hand, the proposed approach can improve the reconstructions. For the last row for image 1 in Fig. 7, the reconstruction shows great improvement in the structure of the face. In addition, the reconstructions show significant improvement in quality outside of the faces, as we have seen in the noise-free cases.

Table 4 shows the MSE values for the reconstructions in Fig. 7. We can see that the performance increase with the proposed approach varies for each case. However, MSE values do not always show the full significance of the improvements. The case where the proposed approach fixed the structure of the reconstruction for image 1 only decreased the MSE by $1.14^{−3}$ while the visual improvement is more significant than this value.

Finally, we evaluate the performance of the algorithm for an increased number of iterations of the method applied to each method. In Fig. 8, the reconstruction qualities can be compared qualitatively between single and multiple iterations. Increasing the iteration number increases the fidelity to the data, leading to an improved reconstruction quality. However, increased

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c||c|c|c|}
\hline
\text{MSE (x10^{-3})} & \multicolumn{3}{c||}{\text{Image 1}} & \multicolumn{3}{c|}{\text{Image 2}} \\
\hline
\text{Method} & ePIE & PtychoGAN & Proposed & ePIE & PtychoGAN & Proposed \\
\hline
Overlap = 25% & 6.39 & 7.66 & 4.38 & 61.90 & 2.45 & 1.35 \\
Overlap = 0% & 68.32 & 1.66 & 1.43 & 178.79 & 1.81 & 1.72 \\
Overlap = −25% & 103.18 & 3.76 & 2.92 & 233.59 & 7.31 & 3.78 \\
Overlap = −50% & 109.95 & 5.71 & 4.57 & 244.33 & 8.02 & 4.53 \\
\hline
\end{tabular}
\caption{MSE values for reconstructions in Fig 7 using different methods with varying overlap ratios.}
\end{table}
Figure 7. Comparison of the reconstructions from the proposed method against ePIE, PtychoGAN, and ground truth for noisy cases for different overlap percentages.

iterations also amplify the artifacts and noise. This results in a decreased reconstruction quality after some number of iterations, and this decrease happens sooner if there is less overlap in the first place. Thus, in Fig. 8, results shown for multiple iterations have iteration numbers of 6, 11, 13, and 13, corresponding to \(-50\%\), \(-25\%\), \(0\%\), and \(-25\%\) overlap cases, respectively.

Fig. 8 and Table 5 show the improvements achieved by the repetition of the algorithm. The reconstruction quality outside the face areas, which are outside of the representation capability of the network, has higher amounts of details with less blur. Similarly, artifacts are reduced significantly. However, in the \(-50\%\) overlap case, the noise is also amplified. While quantitative improvements are higher in higher overlap percentages, qualitative improvements in lower overlaps are crucial since visible artifacts are removed. In the case of some overlap, i.e., \(25\%\) overlap, the reconstructions become perfect in the absence of noise with an increased iteration number. In addition, the convergence shows improved behavior if \(w\) is lowered at each iteration.

4 Discussion and Outlook

In x-ray ptychography, one of the most challenging problems is the requirement for the high overlap between adjacent scanning positions for high reconstruction quality. The high overlap requirement increases the scanning time significantly, which might not be possible in all experimental setups. Lowering the scanning time can be done by a faster-moving probe, which increases the noise significantly, or by lowering the overlap percentage, which leads to lowered reconstruction quality. In addition, well-known methods in the literature fail to recover the object when there is low or no overlap. Different methods are proposed for tackling this problem; some modify the existing algorithms for increased reconstruction quality, and some apply post-processing to reduce artifacts. However, most of them provide small improvements in the reconstructions.

With the improvements in the deep learning architectures, improvements have been made in x-ray ptychography. Usage of a combination of DGPs and DIPs\(^\text{47}\) offered a solution for very sparse scanning ptychography, which was not possible before.

| Method     | Image 1        | Image 2        |
|------------|----------------|----------------|
| MSE (x10^{-3}) | Single Iteration | Multiple Iterations | Single Iteration | Multiple Iterations |
| Overlap = 25% | 2.18            | 0.00            | 0.78            | 0.00            |
| Overlap = 0%  | 3.04            | 0.03            | 1.04            | 0.64            |
| Overlap = -25% | 2.70            | 0.85            | 2.77            | 1.71            |
| Overlap = -50% | 2.89            | 1.41            | 3.86            | 3.12            |
The algorithm suggests using a pre-trained network to utilize DGPs, progressively modifying the network weights for DIPs, and using additional priors to lower the artifacts caused by noise to get reconstructions. It is shown to be significantly more successful for low overlap ptychography than well-known methods.

Although the approach produced significantly improved results, the details of the reconstructions were not perfect due to the generalization effect of DGPs and the highly convex nature of the DIPs network structure. In this paper, we proposed an approach to improve the DGPs - DIPs method by blending the process into an oversampling structure and iterative approach with ePIE steps. This way, we showed that we could increase details in the reconstructions acquired by the previous approach.

The reconstruction quality increase depends on the object and the diffraction data for the proposed architecture. The reconstruction can show great improvements when the object has areas that the network is not trained on, as shown in Fig. 6 and Table 3. Moreover, when the reconstructions show distortions in shape due to the convergence problems of DIPs, the proposed approach can recover the structure by updating the object with ePIE steps which can be seen in Fig. 7 and Table 4. Although the algorithm uses ePIE updates, it does not require a high overlap percentage to converge, thanks to the oversampling process applied. Moreover, the reconstructions are further improved by the application of oversampling multiple times, as shown in Fig. 8 and Table 5, leading to better solutions.

Despite the improvements in the reconstructions, the approach is computationally expensive since it includes the DGPs - DIPs approach proposed before. The process to optimize the network takes approximately 15 minutes for a 25% overlap case for a single reconstruction. Then the application of the ePIE steps follows with an increased overlap percentage. A similar amount of time is taken for ePIE updates if the oversampling ratio is high. Although this is a significant drawback, the reconstruction time can be lowered significantly by parallel optimization using multiple GPUs. An option to improve the speed significantly is doing low-level operations in different GPUs to overcome the bottleneck

5 Conclusion

In this paper, we proposed an approach for low or no overlap x-ray ptychography reconstructions. The proposed approach is an improvement on the previously suggested work in\textsuperscript{47}, where deep image priors and deep generative priors are utilized for acquiring a reconstruction with no overlap data. We demonstrated that by having the initial reconstruction from the previously suggested method and applying oversampling, we could solve the problem using ePIE steps to improve the reconstruction quality. Moreover, we showed that the reconstruction quality could be controlled by changing the oversampling ratio and weighting the object updates based on the origin of the diffraction data used. In addition, we demonstrated that the approach produces crucial differences in noisy cases, which can be helpful for a better reconstruction in some cases. Finally, the reconstructions are shown to be improved significantly by the repetition of the oversampling algorithm with updated data.
Data and Code Availability

The data and the code used in this study are available upon request.
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