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Abstract—A new distributed MPC algorithm for the regulation of dynamically coupled subsystems is presented in this paper. At each time instant, the control action is computed via two robust controllers working in a nested fashion. The inner controller provides local reference trajectories computed on a fully decentralized framework. The outer controller uses this information to take into account the effects of the dynamic coupling and implement a distributed control action. The tube-based approach to robustness is employed. A supplementary constraint is included in the outer optimization problem to provide recursive feasibility of the overall controller.

I. INTRODUCTION

The current developments in fields such as wireless communication and actuation capabilities have led to an increase in the amount of information available to improve the task of controlling processes [1]. However, due to reasons such as limited computing capabilities and prohibitive cost of communication, standard centralized approaches are, sometimes, not well posed to take advantage of this additional information [2]. Model predictive control (MPC) falls into the former. MPC is a mature control technique with guaranteed constraint satisfaction and closed loop stability [3], [4] (under proper assumptions and design), yet its implementation may turn infeasible for plants with a large number of inputs, given that it has to solve an optimization problem each time instant. Moreover, certain plants are naturally spread over a wide area, or arranged in an array of clearly defined subsystems, thus centralized control may not be the most practical choice [5]. A natural solution to this problem is to split the plant into smaller, easier to handle, subsystems, and then to synthesize local controllers. Depending on the type of plant being considered, and as a result of the division scheme, the subsystems may interact with each other directly through the dynamics of the global system, or through shared constraints; many non-centralized approaches have been presented to tackle these different configurations [2], [5].

Subsystems subject to dynamic coupling are of particular interest. In order to provide any guarantee on the global system’s behaviour, some coordination between agents must exist. In the context of linear time invariant (LTI) subsystems, cooperative [6], [7] and non-cooperative [8], [9] distributed controllers have been proposed. The latter ones are characterized, within the MPC framework, by locally defined cost functions that depend only on the particular subsystem variables. However, the different communication schemes allow the agents to obtain information about the future plans of its neighbours (hence, the coupling), thus a more informed choice of the current control action can be made. Known robust techniques, such as tube MPC [10], have been used to provide a system-wide feasible and stabilizing control solution to this type of system. In [11], reference trajectories are defined for each subsystem and the deviations from them are seen as a disturbance. Each subsystem is robustly controlled to reject these disturbances, and also to bound their own deviation. This approach is extended to output tracking in [12], and to continuous time systems in [13]. A similar scheme is presented in [14], where the tube approach is implemented twice, in series, for each subsystem.

In this paper, a new distributed non-cooperative MPC scheme is proposed for the regulation of dynamically coupled systems. At each time instant, the control action for each subsystem is computed locally through a two-step robust controller, however the inner step can be solved at a lower frequency. First, the whole dynamic interaction between neighbouring subsystems is regarded as an additive external disturbance, and a local tube-based controller is used to compute a feasible trajectory for each subsystem. These trajectories (state and input) are then regarded as references of what the subsystems will do, and shared amongst neighbours. A local outer controller, also based on the robust tube approach, is designed to take advantage of this information and further refine the predicted control trajectory, and the current control action for each subsystem. A supplementary constraint is enforced on the outer optimal control problem to guarantee recursive feasibility of the overall distributed controller and closed-loop asymptotic stability of the origin. The structure of the outer controller is similar to the one presented in [11], [13]. The main difference is that the source of the reference trajectories is the inner decentralized controller, which means that no arbitrary sequence is needed at initialization and that the whole reference is allowed to change at each time step. This favours a reduction in conservativeness and an increase in performance. The inner-outer configuration is similar to the one presented in [14] in that the tube approach is applied twice to compute the current control action by every agent. However in the scheme proposed in this paper, the tubes are applied in parallel (the control action of the outer controller is not a linear function of the inner controller result). The additional constraint enforced over the outer controller fulfils, essentially,
Assumption 1

where $x$ is the state vector, $u$ is the input vector and $(A, B)$ are the state and input matrices of corresponding dimension. In many cases, it is convenient to represent (1) as a collection of $M$ coupled local subsystems. Suppose that (1) is arranged such that $x = (x_1^T, x_2^T, \ldots, x_M^T)^T$ represents a suitable non-overlapping decomposition of the state vector, and define $M = \{1, \ldots, M\}$. The dynamics of each subsystem may be represented as follows,

$$x_{i+1} = A_{ii}x_i + B_{ii}u_i + \sum_{j \in N_i} (A_{ij}x_j + B_{ij}u_j^*) \quad (2a)$$

where $x^i \in \mathbb{R}^{n_i}$ and $u^i \in \mathbb{R}^{m_i}$ are the subsystem state and input vectors, and $(A_{ii}, B_{ii})$ are blocks, of appropriate size, derived from the global matrices $(A, B)$. The set $N_i$ points to all the dynamic neighbours of subsystem $i$, i.e.:

$$N_i = \{ j \in M \mid [A_{ij} B_{ij}] \neq 0 \} \quad (3)$$

**Assumption 2** (Stabilizability). The pairs $(A, B)$ and $(A_{ii}, B_{ii})$ are stabilizable. Furthermore, there exists a block diagonal matrix $K = \text{diag}(K_{11}, \ldots, K_{MM})$ such that $A + BK$ and $A_{ii} + B_{ii}K_{ii}$ are Schur $\forall i \in M$.

**Remark 1.** Block-diagonal system-wide stabilizability is a standard (and required) assumption in the literature of distributed MPC controllers based on the robust Tube MPC technique [11]–[14].

**Assumption 2** (Properties of constraint sets). For all $i \in M$, the sets $X_i$ and $U_i$ are compact, convex and contain the origin in their interior.

### III. Distributed Control Algorithm

In this section, the distributed control algorithm is developed. At time $t$, the control action, for each subsystem, is obtained through a chain of two robust controllers. The outer controller employs the information produced by the inner one, to improve performance while rejecting disturbances generated by the dynamic coupling. Tube MPC – a robust control technique designed to cope with bounded additive disturbances – is employed for the inner and outer controllers. It solves the regulation problem for a nominal undisturbed model of the plant (subject to tightened constraints), while guaranteeing that the state of the true plant remains inside a robust positive invariant (RPI) set centred around the nominal trajectory.

**A. Decentralized reference definition**

The inner controller is designed on a decentralized framework, thus the whole dynamic interaction generated by the coupling with neighbouring subsystems is treated as an external disturbance, making tube MPC a suitable choice. The local dynamics in (2a) can be simplified as,

$$x_{i+1} = A_{ii}x_i + B_{ii}u_i + w_i^* \quad (4a)$$

$$u_i^* \in W_i = \bigcup_{j \in N_i} (A_{ij}X_j \oplus B_{ij}U_j), \forall t \geq 0 \quad (4b)$$

which allows for a nominal undisturbed model to be defined:

$$\hat{x}_{i+1} = A_{ii}\hat{x}_i + B_{ii}\hat{u}_i^* \quad (5a)$$

$$\hat{x}_i^* \in \hat{X}_i \subset X_i \ominus Z_i, \forall t \geq 0 \quad (5b)$$

$$\hat{u}_i^* \in \hat{U}_i \subset U_i \ominus K_{T,i}Z_i, \forall t \geq 0 \quad (5c)$$

$K_{T,i}$ is any stabilizing gain for the pair $(A_{ii}, B_{ii})$, guaranteed to exist in view of Assumption 1. The set $Z_i$ is defined as an RPI set [16] for the dynamics of $z_i = x_i^* - \hat{x}_i^*$, when the following disturbance rejection control policy is applied,

$$u_i^* = \hat{u}_i^* + K_{T,i}(x_i^* - \hat{x}_i^*). \quad (6)$$

At time $t$, the optimal nominal control action $\hat{u}_i^*$ is obtained from the optimization problem $P_N(x_i^*)$:

$$\min_{z_i^*} V_N(\hat{x}_{i+t|N-1}/t, \hat{u}_{i,t|N-1}/t) \quad (7)$$

subject to the dynamics in (5a) and:

$$x_{i+1}^* - \hat{x}_{i+t|t}/t = 0, \quad (8a)$$

$$\hat{x}_{k|t}^* \in \hat{X}_{i}, \quad \hat{u}_{k|t}^* \in \hat{U}_{i}, \quad k = t, \ldots, t + N - 1 \quad (8b)$$

$$\hat{x}_{i+t|N}/t \in \hat{X}^F. \quad (8c)$$

The solution of (7)–(8) is a pair of optimal (nominal) input and state trajectories $(\hat{x}_{i+t|N}/t, \hat{u}_{i,t|N-1}/t)$. Constraints (8a)–(8b) guarantee constraint satisfaction for the true plant in view of the invariance of the error dynamics, while the terminal constraint (8c) and the cost $V_N(\cdot)$ are designed to guarantee stability of the origin for the nominal system [3].
Assumption 3 (Invariance of the inner terminal set). The set \( \hat{X}_i^F \) is a constraint admissible positive invariant for the closed-loop system \( A_{K,r_i}^i + B_{i, K_T,i} \).

Define the feasibility region of (7) under (8b)–(8c) as \( \hat{X}_i^\prime \), if \( x_i^j \in \hat{X}_i^\prime \cup \mathbb{Z}_i \), and (6) is used to compute the true control action, then a feasible solution exists at time \( t + 1 \), and the optimization is recursively feasible. However, in the nested approach presented here, (6) is not used to compute the true control action. Instead, the optimized trajectories resulting from the inner controller are broadcast amongst neighbours.

B. Distributed Tube MPC

The outer controller regards the decentralized optimized trajectories as references of what the subsystems will do, which allows to reduce the uncertainty about the dynamic coupling. In the following, the optimality super-index (\( \ast \)) is omitted. Define,

\[
d_{i,t}^j = \sum_{j \in N_i} \left( A_{ij} \hat{x}_{i,t}^j + B_{ij} \hat{u}_{i,t}^j \right) \tag{9a}
\]

\[
v_{i,t}^j = \sum_{j \in N_i} \left( A_{ij} \left( x_{i,t}^j - \hat{x}_{i,t}^j \right) + B_{ij} \left( u_{i,t}^j - \hat{u}_{i,t}^j \right) \right) \tag{9b}
\]

where \( d_{i,t}^j \) is known and \( v_{i,t}^j \in \mathcal{V}_i \). This allows to recast (4a) as,

\[
x_{i,t+1} = A_{ii} x_{i,t}^j + B_{ii} u_{i,t}^j + d_{i,t}^j + v_{i,t}^j \tag{10}
\]

where \( v_{i,t}^j \) is a bounded additive disturbance that represents the deviation of the true plant trajectory, from the decentralized nominal optimal trajectory. The objective of the outer controller is to reduce the uncertainty about the dynamic coupling, therefore the following assumption is in order:

Assumption 4 (Uncertainty reduction). \( \mathcal{V}_i \subset \mathcal{W}_i^0, \forall i \in \mathcal{M} \)

The outer controller is also synthesized as a tube MPC. In this case, the nominal model takes the following form,

\[
\hat{x}_{i,t+1}^j = A_{ii} \hat{x}_{i,t}^j + B_{ii} \hat{u}_{i,t}^j + d_{i,t}^j \tag{11a}
\]

\[
\hat{x}_{k,t}^j \in \hat{X}_i \subseteq X_i \cap \mathcal{S}_i, \quad \forall t \geq 0 \tag{11b}
\]

\[
\hat{u}_{k,t}^j \in \hat{U}_i \subseteq U_i \cap \hat{K}_i \mathcal{S}_i, \quad \forall t \geq 0 \tag{11c}
\]

where \( \hat{K}_i \) is any stabilizing gain for the pair \( (A_{ii}, B_{ii}) \), guaranteed to exist in view of Assumption 1. The set \( \mathcal{S}_i \) is defined as an RPI set for the dynamics of \( s_{i}^{j} = x_{i,t}^j - \hat{x}_{i,t}^j \), when the following disturbance rejection control law is applied,

\[
u_{i,t}^j = \hat{u}_{i,t}^j + \hat{K}_i \left( x_{i,t}^j - \hat{x}_{i,t}^j \right). \tag{12}
\]

At time \( t \), the optimal nominal control action \( \hat{u}_{i,t}^j \) is obtained from the optimization problem \( \mathbb{P}_N (x_{i}^j) \):

\[
\min_{\hat{x}_{i,t}^{j}, \hat{u}_{i,t}^{j} : [t,N]} \hat{V}_N (\hat{x}_{i,t}^{j}, \hat{u}_{i,t}^{j} : [t,N]) \tag{13}
\]

subject to the dynamics in (11a) and:

\[
x_{i,t}^j - \hat{x}_{i,t}^j \in \mathcal{S}_i \tag{14a}
\]

\[
\hat{x}_{k,t}^j \in \hat{X}_i, \quad \hat{u}_{k,t}^j \in \hat{U}_i, k = t, \ldots, t + N - 1 \tag{14b}
\]

\[
\hat{x}_{t+1}^{j} - \hat{x}_{k,t}^j \in \mathcal{H}_i, \quad k = t + 1, \ldots, t + N \tag{14c}
\]

where the terminal constraint sets must fulfill the following assumption:

Assumption 5 (Invariance of the outer terminal set). The set \( \hat{X}_i^F = \prod_{i=1}^{M} \hat{X}_i^F \) is a constraint admissible positive invariant set for the closed loop dynamics \( (A + BK) \).

The structure of the optimization problem (13)–(14) differs from a standard tube MPC only in the addition of constraint (14d). This supplementary constraint has two purposes: guarantee recursive feasibility of the overall controller, and provide a comprehensive way for computing the set \( \mathcal{V}_i \). The design of the set \( \mathcal{H}_i \) is discussed later.

C. Control Algorithm

The proposed controller is summarized in Algorithm 1.

**Algorithm 1**

1. \( \lambda = 0 \)
2. Measure \( x_i \)
3. for \( i \in \mathcal{M} \) do
4. if \( t = \lambda T \) then
5. Solve (7) subject to (8).
6. \( \lambda = \lambda + 1 \)
7. else
8. \( \hat{x}_{i,t+N-1}^j = \left[ \hat{x}_{i,t+N-1}^j - A_{ii} A_{K,r_i}^i \hat{x}_{i,t+N-1}^j \right] \)
9. \( \hat{u}_{i,t+N-1}^j = \left[ \hat{u}_{i,t+N-2}^j - K_{T,i} \hat{x}_{i,t+N-1}^j \right] \)
10. end if
11. end for
12. Broadcast the optimal solution provided by the inner controller \( \left( \hat{x}_{i,t+N-1}^j, \hat{u}_{i,t+N-1}^j \right) \) amongst neighbours.
13. for \( i \in \mathcal{M} \) do
14. Solve (13) subject to (14).
15. Compute \( u_{i,t}^j = \hat{u}_{i,t}^j + \hat{K}_i \left( \hat{x}_{i,t}^j - \hat{x}_{i,t}^j \right) \) and apply to true plant.
16. end for
17. set \( t = t + 1 \) and go to step 2.

Steps 4–9 of Algorithm 1 define how the reference trajectories are updated. Each \( T \) time instants, the optimization (7)–(8) is solved and the trajectories are updated in its whole. At any other time instant, the reference trajectories are updated making use of the local terminal controller defined by \( K_{T,i} \).

IV. FEASIBILITY OF THE DISTRIBUTED CONTROLLER

This section analyses the recursive feasibility of the distributed controller through the design of the sets \( \mathcal{H}_i \). The
following results consider the controllers as they have been presented up to now, in their most general form. A set of simple design choices are presented in Section V.

A. Backwards recursive feasibility

Satisfaction of the RPI constraint (8a) guarantees \( z_{i/t}^k \in Z_i \) however, the control policy in use is (12) (not (6)) hence,

\[
z_{t+1/t}^i = A_{ii} z_{i/t}^i + B_{ii} (u_i^t - \hat{u}_i^t) + u_{i/t}^t \tag{15}\]

which is not necessarily inside \( Z_i \). It follows then, that recursive feasibility of the inner nominal problem could be broken. Constraint (14d), called hereafter the backwards recursive feasibility (BRF) constraint, is designed to account for this effect. Consider the following result.

**Theorem 1** (RPI sets inclusion). If Assumption 4 holds, then there exists a pair of linear gains \((\hat{K}_{T,i}, \hat{K}_i)\) such that \( S_i \subset \mathbb{Z}_i^\circ \).

**Proof.** The proof is omitted for brevity. ■

In practice, theorem 1 allows for the existence of a positive scalar \( \delta_i \) such that \( S_i \oplus B_{0i} \delta_i \subset Z_i \). Suppose from now on \( \mathbb{H}_i \subset B_{0i} \delta_i \), then the following is easily derived:

\[
\left( \hat{x}_{t+1/t}^i - \hat{x}_{i+1/t}^i \right) \in \mathbb{H}_i \tag{16a}
\]

\[
\implies z_{t+1/t}^i \in S_i \oplus \mathbb{H}_i \subset Z_i \tag{16b}
\]

Hence, a proper selection of the linear gains, such that \( S_i \subset \mathbb{Z}_i^\circ \), guarantees BRF.

B. Recursive feasibility

Define the feasibility region of (13) under (14b)–(14c) as \( \mathbb{X}_i^a \), if \( x_i^k \in \mathbb{X}_i^a \oplus S_i \), then a feasible solution exists at time \( t+1 \), and the optimization is recursively feasible. To provide a guarantee of recursive feasibility when the BRF constraint (14d) is enforced, define \( c_i^k = \hat{x}_i^k - \hat{x}_i^k \) and consider the following design assumption,

**Assumption 6** (\( \mathbb{H}_i \) design condition). The sets \( \mathbb{H}_i \) are designed such that,

\[
\left( A_{ii} + B_{ii} \hat{K}_i \right) \mathbb{H}_i \oplus \left( B_{ii} \left( \hat{K}_i - K_{T,i} \right) \mathbb{X}_i^F \right) \oplus \mathbb{D}_i^F \subset \mathbb{H}_i \tag{17a}
\]

\[
\mathbb{D}_i^F = \bigoplus_{j \in \mathcal{N}_i} (A_{ij} + B_{ij} K_{T,j}) \mathbb{X}_j^F \tag{17b}
\]

**Theorem 2** (Recursive feasibility). If Assumptions 3, 5 and 6 hold, and a feasible solution exists for problems (7)–(8) and (13)–(14) at time \( t \), then a feasible solution exists, for both optimization problems, at time \( t+1 \).

**Proof.** The proof is omitted for brevity. ■

C. Feasibility of the distributed controller

Up to this point, the recursive feasibility feature has been addressed separately for both optimization problems. However, it is important to note that constraint (14d) is parametrised by the result of the inner optimization, hence the overall feasibility region of the distributed controller could be small. To address this issue, consider the following result,

**Theorem 3** (Recursive feasibility of the overall controller). If constraint (8a) is replaced by,

\[
x_i^t - \hat{x}_i^t \in S_i \oplus \mathbb{H}_i, \tag{18}
\]

the set \( D_i^F \) in Assumption 6 is replaced by,

\[
D_i = \bigoplus_{j \in \mathcal{N}_i} (A_{ij} \hat{X}_j + B_{ij} \hat{U}_j) \tag{19}
\]

and the terminal sets in (8c) are designed such that \( \hat{X}_F \subset \hat{X}_F \oplus \mathbb{H}_i \),

\[
\hat{x}_i^F \subset \hat{X}_F \tag{20}
\]

then a feasible solution of the optimization problem (7)–(8) at time \( t \), implies that,

\[
\hat{u}_{k/t}^i = \hat{u}_{k/t}^i + \hat{K}_i \left( \hat{x}_{k/t}^i - \hat{x}_{k/t}^i \right), \quad k = t, \ldots, t+N-1 \tag{21}
\]

is a feasible solution for the problem (13)–(14) at time \( t \).

**Proof.** The proof is omitted for brevity. ■

D. Disturbance computation

The second purpose of the additional constraint (14d) is to provide a comprehensive way of computing the set \( \mathbb{V}_i \). To define \( \mathbb{V}_i \) it is necessary to bound the deviation between the reference and true trajectories for both, state and input (9b). Satisfaction of the RBF constraint (14d) already bounds the state deviation to lie inside \( Z_i \) throughout the horizon (16)

\[
x_{i/k}^k - \hat{x}_{i/k}^k \in Z_i. \tag{22}
\]

Now let the BRF constraint be restated as,

\[
e_{k/t}^i \in \mathbb{H}_i, \quad k = t+1, \ldots, t+N \tag{23}
\]

and define the dynamics of the error between both nominal trajectories (throughout the horizon) as follows:

\[
e_{k+1/t}^i = A_{ii} e_{k/t}^i + B_{ii} \left( \hat{u}_{k/t}^i - \hat{u}_{k/t}^i \right) + d_{k/t}^i. \tag{24}
\]

Clearly then, satisfaction of the BRF constraint (14d) implies an invariance inducing behaviour of \( \hat{u}_{k/t}^i - \hat{u}_{k/t}^i \), which in turn means that \( \hat{u}_{k/t}^i - \hat{u}_{k/t}^i \) must be bounded. Denominate the set that bounds the input deviation as \( \hat{L}_i \), it follows that,

\[
\left( \hat{u}_{k/t}^i - \hat{u}_{k/t}^i \right) \in \hat{L}_i. \tag{25a}
\]

\[
\implies \left( \hat{u}_{k/t}^i - \hat{u}_{k/t}^i \right) \in \hat{K}_i S_i \oplus L_i \subset \mathbb{L}_i \tag{25b}
\]

The specific computation of the set \( \hat{L}_i \) is out of the scope of this paper, hence the definition of the auxiliary set \( \hat{L}_i \). In view of (22) and (25b), the disturbance sets \( \mathbb{V}_i \) can be defined as,

\[
\mathbb{V}_i = \bigoplus_{j \in \mathcal{N}_i} (A_{ij} S_j + B_{ij} L_j) \tag{26}
\]
V. CONTROLLER DESIGN

Constraint (14d) adds complexity in the construction of the controllers. However, a simple approach can be taken in the selection of the key design parameters.

A. Linear gains for recursive feasibility

Suppose that Assumption 4 is fulfilled by the trivial choice, \( L_{\text{trivial}} = \mathbb{I}_n + \mathbb{U}_l \) (where \( \mathbb{U}_l \) is a linear map of the set \( \mathbb{U}_l \) by the transformation matrix \( -I_n \)). Clearly then, setting \( K_i = K_{T,i} \) guarantees \( S_i \subset \mathbb{R}^n \). The trivial choice of the linear gains also shortens (17a) to,

\[
\left( A_{ii} + B_i K_i \right) \mathbb{H}_i \oplus \mathbb{D}_i^F \subseteq \mathbb{H}_i
\]

which means that the set \( \mathbb{H}_i \subset \mathbb{Z}_i \cap \mathbb{S}_i^* \) must be computed as an RPI set for the closed loop dynamics \( \left( A_{ii} + B_i K_i \right) \) under the effect of a disturbance contained in \( \mathbb{D}_i^F \).

B. Cost function for stability

A standard quadratic cost function with terminal state penalty is chosen for the outer controller,

\[
\dot{V}_N \left( \tilde{x}_{t+1}^i \big| t \right) = \sum_{k=t}^{t+N-1} \left( \| \tilde{x}_{k/t}^i \|_{Q_i}^2 + \| \tilde{u}_{k/t}^i \|_{R_i}^2 \right) + \| \tilde{x}_{t+N/t}^i \|_{P_i}^2 \quad (28)
\]

The weight matrices \( Q_i, R_i, \) and \( P_i \) are built following the procedure depicted in [11] to guarantee global stability. For comparison purposes and to facilitate the design, the same cost function is used for the inner controller.

**Theorem 4** (Asymptotic stability of the closed-loop system). If the cost functions \( V_N \) and \( V_N \) are designed as in (28), and the terminal sets following Assumptions 2 and 3, then the system \( \mathcal{A} \) is asymptotically stable for the constrained composite system,

\[
\begin{align*}
\dot{x}_{t+1}^i &= A_{ii} x_t^i + B_i u_t^i + w_t^i \\
\dot{x}_{t+1}^i &= A_{ii} x_t^i + B_i u_t^i \\
\dot{i}_{t+1}^i &= A_{ii} \dot{i}_{t}^i + B_i \dot{i}_{t}^i + d_t^i
\end{align*}
\]

under the closed-loop control laws defined by (12), (7)–(8), and (13)–(14) respectively.

**Proof.** The proof is omitted for brevity.

VI. SIMULATION RESULTS

A slightly modified version of the four truck system depicted in [14] is used in this section to show the behaviour of the proposed control algorithm. The plant consists of four trucks represented by point masses and dynamically coupled through springs and dampers; each one is linked only to its immediate neighbours. The control objective is to steer the whole system towards the origin. Note that this plant is marginally stable when uncontrolled.

The global system is composed of eight state variables and 4 input variables. A smaller subsystem is associated to each truck, \( M = 4 \), with two state variables representing its horizontal position and velocity (w.r.t. an arbitrary equilibrium point) and one input variable, representing an horizontal force applied to the truck. The masses are: \( m_1 = 3, m_2 = 2, m_3 = 3, m_4 = 6 \); the spring constants are \( k_{12} = 7.5, k_{23} = 0.75, k_{34} = 1 \); the damper coefficients are \( c_{12} = 4, c_{23} = 0.25, c_{34} = 0.3 \). The coupling between trucks 1 and 2 is purposely designed higher than the rest, in order to increase the size of \( W_{1,2} \) and show the behaviour of the proposed approach under high and low couplings. Each truck is subject to the following state and input constraints:

\[
\begin{align*}
\mathcal{X}_i &= \left\{ x^i \mid -2 \leq x^i \leq 2 \right\}, \quad i = 1, 2, 3, 4 \\
\mathcal{U}_i &= \left\{ u^i \mid -4 \leq u^i \leq 4 \right\}, \quad i = 1, 2, 3, 4
\end{align*}
\]

The distributed controller is designed following the approach described in Sections IV and V. A sampling time of \( T_s = 0.1 \) is used to discretize the system. For brevity, the values of each design parameter are not depicted in this paper. The discretised system is initialised at a point that is feasible but close to the feasibility boundaries.

\[
\begin{align*}
x_0^1 &= \begin{bmatrix} 1.8 \\ -2.0 \end{bmatrix}, \quad x_0^2 = \begin{bmatrix} 0.5 \\ 7.1 \end{bmatrix}, \quad x_0^3 = \begin{bmatrix} -0.9 \\ -7.0 \end{bmatrix}, \quad x_0^4 = \begin{bmatrix} -1.8 \\ 2.0 \end{bmatrix}
\end{align*}
\]

Figure 1 shows the state trajectory followed by all trucks when the control action is computed using Algorithm 1. Figure 2 depicts the input signal applied to each truck (following the disturbance rejection policy (12)). As expected, starting from a point inside the region of attraction of the controller: (i) the optimization is always feasible, (ii) global constraint satisfaction is attained, and (iii) the global state converges asymptotically to the origin.

Algorithm 1 is compared to three different approaches: (i) a standard centralized MPC (CMPC), (ii) a decentralized scheme (TMPC) where all the coupling is treated as a disturbance (which amounts to use (6) as a control policy), and (iii) a non-robust decentralized approach where the dynamic coupling is entirely neglected (DeMPC). All four control architectures are implemented using the same controller parameters (weight matrices in the cost function, and local linear controllers). Figures 3 shows the true state trajectory of the first truck under the...
action of all control schemes. The path followed by the truck under Algorithm 1 lies closer to the CMPC trajectory than the result provided by the TMPC. This enhanced performance is expected, as Algorithm 1 makes use of information that the TMPC does not posses. Figure 4 shows the true trajectory of truck number 3. Note how all distributed approaches have a lower impact over the third truck. This behaviour is expected due to the weak coupling between truck 3 and its neighbours.

Table 1 shows the aggregated cost of the true trajectories followed by the trucks after 50 time instants. TMPC produces trajectories with higher costs than the alternative approaches, including the decentralized controller. This is expected, given that TMPC induces a high, and unnecessary, degree of conservativeness to the selection of the control action. The costs obtained for truck 3 confirm what is shown in figure 3, that the distributed approaches have a small impact when the coupling between neighbouring subsystems is weak. Truck 1 on the other hand, given its stronger coupling with truck 2, benefits more from the distributed framework. Algorithm 1 performs closer to the centralized controller than any of the other approaches.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, a new approach to the problem of distributed control of dynamically coupled system has been devised. Each time step, the optimal control action is obtained, for each agent, through a chain of two robust controllers. The inner controller defines a reference trajectory from a decentralized framework, and the outer one uses this information (shared amongst neighbours) to reduce uncertainty about the dynamical coupling and improve performance. Under standard assumptions in the MPC context, and trivial design choices, the controller proposed in Algorithm 1 has recursive feasibility and provides a guarantee of asymptotic stability of the origin and robust constraint satisfaction. Future work will include a comprehensive approach for the computation of the input tracking set in (25) and the inclusion of coupled constraints.
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