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Abstract

We consider the problem of learning discriminative representations for data in a high-dimensional space with distribution supported on or around multiple low-dimensional linear subspaces. That is, we wish to compute a linear injective map of the data such that the features lie on multiple orthogonal subspaces. Instead of treating this learning problem using multiple PCAs, we cast it as a sequential game using the closed-loop transcription (CTRL) framework recently proposed for learning discriminative and generative representations for general low-dimensional submanifolds. We prove that the equilibrium solutions to the game indeed give correct representations. Our approach unifies classical methods of learning subspaces with modern deep learning practice, by showing that subspace learning problems may be provably solved using the modern toolkit of representation learning. In addition, our work provides the first theoretical justification for the CTRL framework, in the important case of linear subspaces. We support our theoretical findings with compelling empirical evidence. We also generalize the sequential game formulation to more general representation learning problems. Our code, including methods for easy reproduction of experimental results, is publically available on GitHub.

1 Motivation and Context

Learning representations of complex high-dimensional data with low underlying complexity is a central goal in machine learning, with applications to compression, sampling, out-of-distribution detection, classification, etc. For example, in the context of image data, one may perform clustering (Prasad et al., 2020), and generate or detect fake images (Huang et al., 2018). There are a number of recently popular methods for representation learning, several proposed in the context of image generation; one such example is generative adversarial networks (GANs) (Goodfellow et al., 2014), giving promising results (Karras et al., 2018; Mino and Spanakis, 2018). Despite empirical successes, theoretical understanding of representation learning of high-dimensional data with underlying low complexity is still rather primitive. Classical methods with theoretical guarantees (Jolliffe, 2002), such as principal component analysis (PCA), are divorced from modern methods such as GANs whose justifications are mostly empirical and whose theoretical properties remain poorly understood (Feizi et al., 2017; Farnia and Ozdaglar, 2020).

A challenge for our theoretical understanding is that high-dimensional data often has low-dimensional structure, such as belonging to multiple subspaces and even nonlinear manifolds (Wright and Ma, 2022; Li and Bresler, 2018; Zhang et al., 2019; Shen et al., 2020; Zhai et al., 2020, 2019; Qu et al., 2019; Lau et al., 2020; Fefferman et al., 2013). This hypothesis can be difficult to account for theoretically.¹ In fact, our

¹One assumption which violates this hypothesis implicitly is the existence of a probability density for the data. For instance, the analysis in several prominent works on representation learning, such as Kingma and Welling (2013) and Feizi et al. (2017) critically requires this assumption to hold. Probability densities with respect to the Lebesgue measure on \( \mathbb{R}^n \) do not exist if the underlying probability measure has a Lebesgue measure zero support, e.g., for lower-dimensional structures such as subspaces (Kallenberg, 2021). Thus, this assumption excludes a lower dimensionality of the data.
understanding of this setting, and knowledge of principled and generalizable solutions, is still incomplete, even in the case when the data lies on multiple linear subspaces (Vidal et al., 2016), and the representation map is linear.

In this work, we aim to bridge this gap. More specifically, we propose a new theoretically principled formulation, based on sequential game theory, for learning discriminative representations for multiple low-dimensional linear subspaces in high-dimensional spaces. We explicitly characterize the learned representations in this framework. Our results show that classical but complex subspace learning problems can be solved using modern deep learning tools, thus unifying the classical and modern perspectives on this class of problems. Our analysis is tailored to fit the assumption of high-dimensional data with low-dimensional structure.

1.1 Related Works

**PCA, Subspace Clustering, and Autoencoding.** Principal component analysis (PCA) and its probabilistic versions (Hotelling, 1933; Tipping and Bishop, 1999) are a classical tool for learning low-dimensional representations. One finds the best $\ell^2$-approximating subspace of a given dimension for the data. Thus, PCA can be viewed as seeking to learn the linear subspace structure of the data. Several generalizations of PCA exist. Generalized PCA (GPCA) (Vidal et al., 2012) seeks to learn multiple linear subspace structure by clustering. Unlike PCA and this work, GPCA does not learn transformed representations of the data. PCA has also been adapted to recover nonlinear structures in many ways (Van Der Maaten et al., 2009), e.g., via principal curves (Hastie and Stuetzle, 1989) or autoencoders (Kramer, 1991).

GAN. Generative Adversarial Networks (GANs) are a recently popular representation learning method (Goodfellow et al., 2014; Arjovsky et al., 2017). GANs simultaneously learn a generator function, which maps low-dimensional noise to the data distribution, and a discriminator function, which maps the data to discriminative representations from which one can classify the data as authentic or synthetic with a simple predictor. The generator and discriminator are trained adversarially; the generator is trained to generate data which is distributionally close to real data, in order to fool the discriminator, while the discriminator is simultaneously trained to identify discrepancies between the generator output and empirical data.

While GANs enjoy certain empirical success (see e.g. Karras et al. (2018); Mino and Spanakis (2018)), their theoretical properties are less well developed, especially in the context of high-dimensional data with intrinsic structure. More specifically, the most prominent works of GAN analysis use the simplifying assumption of full-rank data (Feizi et al., 2017), require explicit computation of objective functions which are intractable to even estimate using a finite sample (Arjovsky et al., 2017; Zhu et al., 2020), or show that GANs have poor theoretical behavior, such as their training game not having Nash equilibria (Farnia and Ozdaglar, 2020). In this work, we adopt the more realistic assumption of low-dimensional data in a high-dimensional space, use explicit, closed-form objective functions which are more convenient to optimize (at least in the linear case), and demonstrate the existence of global equilibria of the training game corresponding to our method.

2 Preliminaries

2.1 Representation Learning

Let $\mathbf{x}$ be a random variable taking values in $\mathbb{R}^D$. Let $\mathbf{X} \in \mathbb{R}^{D \times n}$ be a data matrix that contains $n \geq 1$ data points $\mathbf{x}^1, \ldots, \mathbf{x}^n$ in $\mathbb{R}^D$ which are independent realizations of $\mathbf{x}$. To model that the dimension of the support of $\mathbf{x}$ is lower than the ambient dimension $D$, suppose that $\mathbf{x}$ is supported on a union of $k$ linear subspaces $\bigcup_{j=1}^k S_j \subseteq \mathbb{R}^D$, each of dimension $d_j = \dim(S_j)$. For each $j \in \{1, \ldots, k\}$, let $\mathbf{X}_j \in S_j \subseteq \mathbb{R}^{D \times n_j}$ be the matrix of the $n_j \geq 1$ columns of $\mathbf{X}$ contained in $S_j$, and let the class information, containing the assignment of each data point $\mathbf{x}^1, \ldots, \mathbf{x}^n$ to its respective subspace index $j \in \{1, \ldots, k\}$ be denoted by the one-hot encoding matrix $\mathbf{\Pi} \in \{0,1\}^{n \times k}$.

The goal is to learn an encoder mapping $f: \mathbb{R}^D \rightarrow \mathbb{R}^d$, in some function class $\mathcal{F}$, given $\mathbf{X}$ and $\mathbf{\Pi}$. Normally we want $f$ to be such that $d \leq D$ and $f(\mathbf{x})$ has better geometric properties, such as being supported on orthogonal subspaces. Moreover, we want to learn an approximate inverse or decoder mapping $g: \mathbb{R}^d \rightarrow \mathbb{R}^D$ in some function class $\mathcal{G}$, such that the distributions of $\mathbf{x}$ and $(g \circ f)(\mathbf{x})$ are close. As we will see, with the simplifying assumption that the data are on linear subspaces, the encoder function $f \in \mathcal{F}$ and decoder
function \( g \in \mathcal{G} \) can both be linear maps. One can view these \( f \) and \( g \) as special “one-layer” cases of multi-layer (deep) models, which may be required to handle nonlinear low-dimensional structures.\(^2\)

### 2.2 Closed-Loop Transcription

To learn the encoder/decoder mappings \( f \) and \( g \), we use the Closed-Loop Transcription (CTRL) framework, a recent method which was proposed for representation learning of low-dimensional submanifolds in high-dimensional space and has had good empirical results (Dai et al., 2022). This framework generalizes both autoencoders and GANs; \( f \) has dual roles as an encoder and discriminator, and \( g \) has dual roles as a decoder and a generator.

For the data matrix \( X \), we define \( f(X) = [f(x^1), \ldots, f(x^n)] \), etc. The training process follows a closed loop: starting with the data \( X \) and the autoencoded data \((g \circ f)(X)\), the data representations \( f(X) \) and the autoencoded data representations \((f \circ g \circ f)(X)\) are used to train \( f \) and \( g \). This approach has a crucial advantage over the GAN formulation: contrary to GANs (Arjovsky et al., 2017; Zhu et al., 2020), since \( f(X) \) and \((f \circ g \circ f)(X)\) both live in the structured representation space \( \mathbb{R}^d \), interpretable quantifications of representation quality and of the difference between \( f(X) \) and \((f \circ g \circ f)(X)\) exist and may be computed efficiently in closed form.

### 2.3 Rate Reduction

These tractable quantities are based on the information-theoretic and statistical paradigm of rate reduction discussed in the CTRL literature (Dai et al., 2022; Yu et al., 2020) as well as previous works (Ma et al., 2007). Here we review the main principles, as they are central to an information-theoretic interpretation of our objective functions.

Let \( z \) be a random variable taking values in \( \mathbb{R}^d \). Let \( \text{RD}(\cdot \mid z) \) be the rate distortion function of \( z \) with respect to the Euclidean squared distance distortion (Cover, 1999). Information-theoretically, this is the coding rate of the data; that is, the average number of bits required to encode \( z \), such that the expected Euclidean squared distance between \( z \) and its encoding is at most the first argument of the function.

For a symmetric matrix \( A \), let \( \lambda_{\min}(A) \) be the minimum eigenvalue of \( A \). If \( u \sim \mathcal{N}(0_d, \Gamma) \) is a multivariate Gaussian random vector with mean \( 0_d \) and covariance \( \Gamma \), then

\[
\text{RD}(\varepsilon \mid u) = \frac{1}{2} \log_2 \det \left( \frac{d}{\varepsilon^2} \Gamma \right), \quad \forall \varepsilon \in \left[ 0, \sqrt{\frac{d \cdot \lambda_{\min}(\Gamma)}{2}} \right].
\]

For larger \( \varepsilon \), the rate distortion function becomes more complicated and can be found by the water-filling algorithm on the eigenvalues of \( \Gamma \). However, Ma et al. (2007) proposes the following approximation of the rate distortion. For \( w_z \sim \mathcal{N}(0_d, \frac{\varepsilon^2}{d} I_d) \) independent of \( z \), let

\[
R_{\varepsilon}(z) \doteq \text{RD}(\varepsilon \mid z + w_z).
\]

If \( z \sim \mathcal{N}(0_d, \Sigma) \), then we may derive a closed form expression for \( R_{\varepsilon}(z) \) for all \( \varepsilon > 0 \). Since \( z \) and \( w_z \) are normally distributed, so is \( z + w_z \), and

\[
z + w_z \sim \mathcal{N}(0_d, \frac{\varepsilon^2}{d} I_d + \Sigma).
\]

Thus,

\[
\sqrt{d \cdot \lambda_{\min} \left( \frac{\varepsilon^2}{d} I_d + \Sigma \right)} = \sqrt{d \cdot \left( \frac{\varepsilon^2}{d} + \lambda_{\min}(\Sigma) \right)} = \sqrt{\varepsilon^2 + d \lambda_{\min}(\Sigma)} \geq \varepsilon.
\]

\(^2\)Analysis where the data has low-dimensional nonlinear structure is beyond the scope of this paper, since even the case of low-dimensional linear structure was open.
Therefore, we have the following closed form expression for $R_c(z)$ for all $\varepsilon > 0$.

$$R_c(z) = RD(\varepsilon \mid z + w_\varepsilon) = \frac{1}{2} \log_2 \det \left( \frac{d}{\varepsilon^2} \left( \Sigma + \frac{\varepsilon^2}{d} I_d \right) \right)$$

$$= \frac{1}{2} \log_2 \det \left( I_d + \frac{d}{\varepsilon^2} \Sigma \right).$$

In information-theoretic terms, $R_c(z)$ is a regularized rate distortion function. Heuristically, it counts the average number of bits required to encode $z$ up to $\varepsilon$ precision, and thus it quantifies the expansiveness of the distribution of $z$, or in other words how “spread out” the distribution is.

From this quantity we can also define a difference function\(^3\) between distributions of two possibly-correlated random vectors $z_1, z_2 \in \mathbb{R}^d$. This function approximately computes the average number of bits saved by encoding $z_1$ and $z_2$ separately and independently compared to encoding them together, say by encoding a mixture random variable $z$ which is $z_1$ with probability $\frac{1}{2}$ and $z_2$ with probability $\frac{1}{2}$, up to precision $\varepsilon$. In this notation, we have

$$\Delta R_c(z_1, z_2) = R_c(z) - \frac{1}{2} R_c(z_1) - \frac{1}{2} R_c(z_2).$$

This difference function has several advantages over Wasserstein or Jensen-Shannon distances. It is a principled quantification of difference which is computable in closed-form for the widely representative class of Gaussian distributions. In particular, due to the existence of the closed-form representation, it is much simpler to do analysis on the solutions of optimization problems involving this function.

We may generalize the difference function to several random vectors. Specifically, define probabilities $\pi_1, \ldots, \pi_k \in [0, 1]$ such that $\sum_{j=1}^k \pi_j = 1$, arranged in a vector $\pi \in [0, 1]^k$, and let $z_1, \ldots, z_k$ be random variables taking values in $\mathbb{R}^d$. Define $z$ to be the mixture random vector which equals $z_j$ with probability $\pi_j$. Then the coding rate reduction of $z$ given $\pi$ is given by

$$\Delta R_c(z \mid \pi) = R_c(z) - \sum_{j=1}^k \pi_j R_c(z_j).$$

Heuristically, this again approximates the average number of bits saved by encoding each $z_j$ separately as opposed to encoding $z$ as a whole, and thus it quantifies how compact the distribution of each $z_j$ is and how expansive, or “spread out” the distribution of $z$ as a whole is. More precisely, it was shown by Yu et al. (2020) that, subject to rank and Frobenius norm constraints on the $z_j$, this expression is maximized when the $z_j$ are distributed on pairwise orthogonal subspaces, and also each $z_j$ has isotropic (or nearly isotropic) covariance on its subspace.

In practice, we do not know the distribution of the data, and the features are not perfectly a mixture of Gaussians. Still, the mixture of Gaussians is often a reasonable model for lower-dimensional feature distributions (Ma et al., 2007; Yu et al., 2020; Dai et al., 2022), so we use the Gaussian form for the approximate coding rate.

Also, in practice we may not have access to the full distribution of data, and so we need to estimate all relevant quantities via a finite sample. For Gaussians, $R_c$ is only a function of $z$ through its covariance $\Sigma$; in practice, this covariance is estimated via a finite sample $Z \in \mathbb{R}^{d \times n}$, assumed to be centered, as $ZZ^T/n$. This also allows us to estimate $\Delta R_c(\cdot \mid \cdot)$ from a finite sample. To estimate $\Delta R_c(\cdot \mid \cdot)$, we also need to estimate $\Sigma$. For this, we require finite sample information $\Pi$ telling us which samples correspond to which random vector $z_j$. Denote by $n_j \geq 1$ the number of samples in $Z$ which correspond to $z_j$. Then $\Sigma$ may be estimated via plug-in as $\hat{\Sigma}_j = \frac{n_j}{n}$.

This set of approximations yields estimates $R_c(Z)$, $\Delta R_c(Z_1, Z_2)$, and $\Delta R_c(Z \mid \Pi)$. Henceforth, we drop the $\varepsilon$ subscript and use the natural logarithm instead of the base-2 logarithm. In this notation, the expressions

---

\(^3\)Unfortunately, it is not a true distance function; for starters, it can be zero for random variables with non-identical distributions.
for Gaussian $z$ and $z_j$, which we use in practice, are:

$$R(Z) = \frac{1}{2} \log \det \left( I_d + \frac{d}{n^2} ZZ^\top \right),$$

$$\Delta R(Z_1, Z_2) = R([Z_1, Z_2]) - \frac{1}{2} R(Z_1) - \frac{1}{2} R(Z_2),$$

$$\Delta R(Z|\Pi) = R([Z_1, \ldots, Z_k]) - \sum_{j=1}^k \frac{n_j}{n} R(Z_j).$$

We note here that although the assumption that $z$ and $z_j$ are Gaussian provides an information-theoretic interpretation of the coding rate and rate reduction, our results in this work do not rely on anything being exactly distributed according to a mixture of Gaussians. This is because the proofs use purely the algebraic properties of the coding rate approximations.

2.4 Game Theoretic Formulation

Now that we have quantities in the representation space for the properties we want to encourage in the encoder and decoder, we now discuss how to train the encoder function $f$ and decoder function $g$.

Several methods, e.g., PCA, GANs (Goodfellow et al., 2014), and the original CTRL formulation (Dai et al., 2022), can be viewed as learning the encoder (or discriminator) function $f$ and decoder (or generator) function $g$ via finding the Nash equilibria of an appropriate two-player simultaneous game between the encoder and decoder. More discussion on this general framework can be found in Appendix A. In this work, we approach this problem from a different angle; we learn the encoder function $f$ and decoder function $g$ via an appropriate two-player sequential game between the encoder and the decoder; finding the so-called Stackelberg equilibria. We now cover the basics of sequential game theory; a more complete treatment is found in Başar and Olsder (1998).

In a sequential game between the encoder — whose move corresponds to picking $f \in F$ — and decoder — whose move corresponds to picking $g \in G$ — both the encoder and the decoder attempt to maximize their own objectives, the so-called utility functions $u_{\text{enc}}: F \times G \to \mathbb{R}$ and $u_{\text{dec}}: F \times G \to \mathbb{R}$ respectively, by making their moves one at a time. In our formulation, the encoder moves first, since it is the role of the decoder to invert the encoder.

The solution concept for sequential games — that is, the encoder and decoder that may be learned by an algorithm — is the Stackelberg equilibrium (Başar and Olsder, 1998; Fiez et al., 2019; Jin et al., 2019). In our context, $(f_*, g_*)$ is a Stackelberg equilibrium if and only if

$$f_* \in \arg\max_{f \in F} \inf_{g \in G} \left\{ u_{\text{enc}}(f, g) \mid g \in \arg\max_{\tilde{g} \in G} u_{\text{dec}}(f, \tilde{g}) \right\},$$

$$g_* \in \arg\max_{g \in G} u_{\text{dec}}(f_*, g).$$

The sequential notion of the game is reflected in the definition of the equilibrium; the decoder, going second, may play $g$ to maximize $u_{\text{dec}}$ with full knowledge of the encoder’s play $f$ (assuming the encoder plays rationally), while the encoder plays $f$ to maximize $u_{\text{enc}}$ with only the knowledge that the decoder will play optimally.

3 Multiple-Subspace Pursuit via the CTRL Framework

With this background in place, we shortly introduce the closed-loop multi-subspace pursuit (CTRL-MSP) method. Recall that we seek to learn an encoder function $f_* \in F$ and a decoder $g_* \in G$ with the following desiderata:

- The encoder function $f_*$ is injective on the union of data subspaces $\bigcup_{j=1}^k S_j$;
- The encoder function $f_*$ is discriminative between the data subspaces $S_j$;
The encoder and decoder functions \( f_* \) and \( g_* \) form a self-consistent closed-loop autoencoding. Moreover, as discussed in Section 2.4, we seek to learn \( f_* \) and \( g_* \) as equilibria for a two-player sequential game.

Before introducing the game whose equilibria are encoder and decoder functions with these properties, we first discuss how to quantify our desiderata. As a notation, for two sets \( U, V \), a map \( h: U \to V \), and a subset \( W \subseteq U \), we denote by \( h(W) = \{h(u) \mid u \in W\} \) the image of \( W \) under \( h \).

- To enforce the injectivity of the encoder, we aim to ensure that each \( f_*(S_j) \) is a linear subspace of dimension equal to that of \( S_j \), and furthermore, we aim to ensure that the covariance matrix of each \( f_*(X_j) \) should have no small nonzero singular values. The first property means that the encoder is mathematically injective, i.e., \( f_* \) does not map two points to the same representation. The second property means that the representations \( f_*(X_j) \) are spread out across all directions of the subspace, thus ensuring that \( f_* \) does not map two distant points in the same subspace to close representations, ensuring well-behaved (i.e., not pathological) injectivity.

- To enforce the discriminativeness of the encoder, we aim to ensure that the \( f_*(S_j) \) are pairwise orthogonal subspaces. This property means that the \( f_*(S_j) \) are statistically incoherent, ensuring that a given sample \( x' \) can be cleanly assigned to one of the subspaces \( S_j \) based on the statistical correlations between its representation \( f_*(x') \) and vectors from each representation subspace \( f_*(S_j) \).

- To enforce internal self-consistency of the autoencoding, we aim to have the subspace representations \( f_*(S_j) \) and the autoencoded subspace representations \( (f_* g_* f_*) (S_j) \) be equal. This property means that the decoder has accurately learned the linear structure of the representation space induced by the encoder.

Recall that Yu et al. (2020) shows that maximizing \( \Delta R(Z | A) \) over \( Z \) subject to normalization on the \( Z_j \) provides the first two desiderata: in particular we have that, at optimum, \( \text{rank}(Z_j) = d_j \), each \( Z_j \) has \( d_j \) large singular values where at least \( d_j - 1 \) of them are equal, and the spans of the columns of the \( Z_j \) form orthogonal subspaces. This motivates that our encoder should maximize \( \Delta R(f(X_j) | A) \) over \( f \in F \), where \( F \) is an appropriate set of functions with normalization constraints.

Regarding the third desideratum, the following lemma motivates minimizing \( \Delta R(Z_1, Z_2) \) over \( Z_1 \) and \( Z_2 \). As a notation, for a matrix \( A \), we denote by \( \text{Col}(A) \) the linear span of the columns of \( A \).

**Lemma 1.** Suppose \( Z_1, Z_2 \in \mathbb{R}^{d \times n} \). Then \( \Delta R(Z_1, Z_2) \geq 0 \). Furthermore, if \( \Delta R(Z_1, Z_2) = 0 \), then \( \text{Col}(Z_1) = \text{Col}(Z_2) \).

**Proof.** By Lemma A.4 of Yu et al. (2020), we have \( \Delta R(Z_1, Z_2) \geq 0 \), with equality if and only if \( Z_1 Z_1^\top = Z_2 Z_2^\top \), implying that \( \text{Col}(Z_1) = \text{Col}(Z_2) \). \( \square \)

This lemma motivates that our decoder should minimize \( \Delta R(f(X_j), (f \circ g \circ f)(X_j)) \), for all \( j \in \{1, \ldots, k\} \), over \( g \in G \). In line with the CTRL framework, the encoder should attempt to maximize this quantity over \( f \in F \); this is because the encoder conceptually plays a dual role as a GAN-type discriminator and thus seeks to distinguish the representations of the true data \( f(X) \) from the representations of the autoencoded data \( (f \circ g \circ f)(X) \), especially in a distributional sense.

This discussion motivates the following game, which we call the closed-loop multi-subspace pursuit (CTRL-MSP) game. As notation, let \( L(\mathbb{R}^a, \mathbb{R}^k) \) be the set of linear maps from \( \mathbb{R}^a \) to \( \mathbb{R}^k \). Let \( \|\cdot\|_F : A \mapsto \sqrt{\sum_{i,j} A_{ij}^2} \) be the usual Frobenius norm on matrices.

**Definition 2 (CTRL-MSP Game).** The CTRL-MSP game is a two-player sequential game between:

1. The encoder, moving first, choosing functions \( f \) in the function class
   \[ F = \{ f \in L(\mathbb{R}^d, \mathbb{R}^d) \mid \|f(X_j)\|_F^2 \leq n_j, \forall j \in \{1, \ldots, k\} \}, \]
   and having utility function
   \[ u_{\text{enc}}(f, g) = \Delta R(f(X) | A) + \sum_{j=1}^k \Delta R(f(X_j), (f \circ g \circ f)(X_j)). \]
The decoder, moving second, choosing functions \( g \) in the function class \( \mathcal{G} = \mathcal{L}(\mathbb{R}^d, \mathbb{R}^D) \), and having utility function

\[
    u_{\text{dec}}(f, g) \doteq -\sum_{j=1}^{k} \Delta R(f(X_j), (f \circ g \circ f)(X_j)).
\]

We now explicitly characterize the Stackelberg equilibria in the CTRL-MSP game, and show how they connect to each of the desiderata. As notation, let \( \sigma_i(A) \), \( 1 \leq i \leq \min\{m, n\} \) be the singular values of \( A \) sorted in non-increasing order. Finally, for subspaces \( S_1, S_2 \), denote by \( S_1 + S_2 \) the sum vector space \( \{s_1 + s_2 \mid s_1 \in S_1, s_2 \in S_2\} \). With these notations, our key assumptions are summarized below:

**Assumption 3** (Assumptions in CTRL-MSP Games).

1. (Multiple classes.) \( k \geq 2 \).
2. (Informative data.) For each \( j \in \{1, \ldots, k\} \), \( \text{Col}(X_j) = S_j \).
3. (Large enough representation space.) \( \sum_{j=1}^{k} d_j \leq \min\{D, d\} \).
4. (Incoherent class data.) \( \sum_{j=1}^{k} d_j = \dim(\sum_{j=1}^{k} S_j) \).
5. (High coding precision.) \( \varepsilon^4 \leq \min_{j=1}^{k}(n_j/n \cdot d^2/d_j^2) \).

Our main result is:

**Theorem 4** (Stackelberg Equilibria of CTRL-MSP Games). If Assumption 3 holds, then the CTRL-MSP game has the following properties:

1. A Stackelberg equilibrium \( (f_*, g_*) \) exists.
2. Any Stackelberg equilibrium \( (f_*, g_*) \) enjoys the following properties:
   
   (a) (Injective encoder.) For each \( j \in \{1, \ldots, k\} \), we have that \( f_*(S_j) \) is a linear subspace of dimension \( d_j \). Further, for each \( j \in \{1, \ldots, k\} \), one of the following holds:
      
      - \( \sigma_1(f_*(X_j)) = \ldots = \sigma_{d_j}(f_*(X_j)) = \frac{n_j}{d_j} \); or
      
      - \( \sigma_1(f_*(X_j)) = \ldots = \sigma_{d_j-1}(f_*(X_j)) = \left( \frac{n_j}{d_j}, \frac{n_j}{d_j-1} \right) \) and \( \sigma_{d_j}(f_*(X_j)) > 0 \), where if \( d_j = 1 \) then \( \frac{n_j}{d_j-1} \) is interpreted as \( +\infty \).
   
   (b) (Discriminative encoder.) The subspaces \( \{f_*(S_j)\}_{j=1}^{k} \) are orthogonal.
   
   (c) (Consistent encoding and decoding.) For each \( j \in \{1, \ldots, k\} \), we have that \( f_*(S_j) = (f_* \circ g_* \circ f_*)(S_j) \).

The proof of this theorem requires Theorem 7, and is deferred to Appendix B for brevity. Once in the framework of Theorem 7, the main difficulty is the characterization of the maximizers of \( f \mapsto \Delta R(f(X) \mid \Pi) \). This function is non-convex and challenging to analyze; we proceed by carefully applying inequalities on the singular values of the representation matrices.

As the theorem indicates, the earlier check-list of desired quantitative properties can be achieved by CTRL-MSP. That is, CTRL-MSP provably learns injective and discriminative representations of multiple-subspace structure.

For the special case \( k = 1 \), where we are learning a single-subspace structure, it is possible to change the utility functions and function classes of CTRL-MSP, to learn a different set of properties that more closely mirrors PCA. In particular, a Stackelberg equilibrium encoder \( f_* \) of this modified game does not render the covariance of \( f(X_1) \) nearly-isotropic; it instead is an explicit \( \ell^2 \)-isometry on \( S_1 \), which ensures well-behaved injectivity. The details are left to Appendix C.

We now discuss an implication of the CTRL-MSP method. The original problem statement of learning discriminative representations for multiple subspace structure may be solved directly via orthogonalizing

\^[4]An intuitive understanding of this condition is that if we take a linearly independent set from each \( S_j \), the union of all these sets is still linearly independent.
the representations produced by using PCA on each data subspace. This solution is a discrete and ad-hoc procedure that is far divorced from modern representation learning. However, CTRL-MSP provides an alternative approach: simultaneously learning and representing the subspaces via the modern representation learning toolkit within a continuous optimization framework. This gives a unifying perspective on classical and modern representation learning, by showing that classical methods can be viewed as special cases of modern methods, and that they may be formulated to learn the same types of representations. A major benefit (discussed further in Sections 4 and 5) is that the new formulation computationally can be generalized to much broader families of structures, beyond subspaces to submanifolds, as compelling empirical evidence from Dai et al. (2022) demonstrates.

4 Generalization via CTRL-SG

We now generalize CTRL-MSP to representation learning scenarios more diverse than our task of learning multiple linear subspace structure. This generalized method, which we call closed-loop sequential games (CTRL-SG), builds on sequential game theory and the CTRL framework (Dai et al., 2022).

To introduce the CTRL-SG game framework, we make the following changes from the CTRL-MSP game:

- Change $F$ and $G$ from restricted classes of linear operators to general function classes.
- Change the functional $f \mapsto \Delta R(f(X) \mid \Pi)$, which quantifies the property of the encoder function $f \in F$ to be injective and discriminative, to a general functional $Q: F \to \mathbb{R}$ which conceptually quantifies the quality of the representations induced by the encoder.
- Change the functional $(f, g) \mapsto -\sum_{j=1}^{k} \Delta R(f(X_j), (f \circ g \circ f)(X_j))$, which quantifies the similarity of the representation subspaces with the autoencoded representation subspaces, to a general functional $C: F \times G \to \mathbb{R}$ which conceptually quantifies the consistency of the closed-loop autoencoding.

This gives the following, vastly more general, game framework.

**Definition 5 (CTRL-SG Game).** The CTRL-SG game is a two-player sequential game between:

1. The encoder, moving first, choosing functions $f$ in the function class $F$, and having utility function $u_{enc}(f, g) = Q(f) - C(f, g)$.
2. The decoder, moving second, choosing functions $g$ in the function class $G$, and having utility function $u_{dec}(f, g) = C(f, g)$.

We may generically characterize the Stackelberg equilibria of CTRL-SG games, given mild regularity conditions on the choices of $F$, $G$, $Q$, and $C$.

**Assumption 6 (Assumptions in CTRL-SG Games).**

1. (Quality can be maximized.) $\arg\max_{f \in F} Q(f)$ is nonempty.
2. (Consistency can be maximized.) $\arg\max_{g \in G} C(f, g)$ is nonempty for every $f \in F$.
3. (The decoder can obtain equally good outcomes regardless of the encoder’s play.) The function $f \mapsto \max_{g \in G} C(f, g)$ is constant.

With these assumptions, we now characterize the Stackelberg equilibria.

**Theorem 7 (Stackelberg Equilibria of CTRL-SG).** If Assumption 6 holds, then the CTRL-SG game has the following properties:

1. A Stackelberg equilibrium $(f_*, g_*)$ exists.
2. Any Stackelberg equilibrium $(f_*, g_*)$ enjoys:

$$f_* \in \arg\max_{f \in F} Q(f), \quad g_* \in \arg\max_{g \in G} C(f_*, g).$$
Proof. We show both consequences of the theorem at the same time, by first computing the equilibria \( f^* \), then computing the corresponding \( g^* \). By Assumption 6.3, the function \( f \mapsto \max_{g \in \mathcal{G}} \mathcal{C}(f, g) \) is constant; say equal to \( c \in \mathbb{R} \). Then we have

\[
\begin{align*}
\arg\max_{f \in \mathcal{F}} \inf_{g \in \mathcal{G}} \left\{ u_{\text{enc}}(f, g) \right\} & = \arg\max_{f \in \mathcal{F}} \left\{ \mathcal{Q}(f) \right\} - \sup_{g \in \mathcal{G}} \left\{ \mathcal{C}(f, g) \right\} \\
& = \arg\max_{f \in \mathcal{F}} \left\{ \mathcal{Q}(f) \right\} - \max_{g \in \mathcal{G}} \mathcal{C}(f, g) = \arg\max_{f \in \mathcal{F}} \left[ \mathcal{Q}(f) - c \right] = \arg\max_{f \in \mathcal{F}} \mathcal{Q}(f).
\end{align*}
\]

By Assumption 6.1, this set is nonempty. Suppose \( f^* \) is in this set. Then

\[
\arg\max_{g \in \mathcal{G}} u_{\text{dec}}(f^*, g) = \arg\max_{g \in \mathcal{G}} \mathcal{C}(f^*, g)
\]

and by Assumption 6.2, this set is also nonempty. Thus, a Stackelberg equilibrium exists. If \((f^*, g^*)\) is a Stackelberg equilibrium, then \( f^* \in \arg\max_{f \in \mathcal{F}} \mathcal{Q}(f) \) by the first calculation, and \( g^* \in \arg\max_{g \in \mathcal{G}} \mathcal{C}(f^*, g) \) by the second calculation, confirming the remaining part of the theorem.

The generalized CTRL-SG system allows us to use the CTRL framework for representation learning, choose principled objective functions to encourage the desired representation, and then explicitly characterize the optimal learned encoder and decoder for that algorithm. It also suggests principled optimization strategies and algorithms, such as GDMax (Jin et al., 2019), for obtaining these optimal functions.

This system generalizes the original setting of learning from a fixed finite labelled dataset. Since it is a purely game-theoretic formulation, in principle, one may adapt it to other learning contexts than the ones developed here, e.g., semi-supervised learning and online/incremental learning.

5 Empirical Evaluation for CTRL-MSP and CTRL-SG

In this section, we demonstrate empirical convergence, via appropriate algorithms, of learned \( f \) and \( g \) to Stackelberg equilibria of the CTRL-MSP game which satisfy the conclusions of Theorem 4, in the case of data lying on coherent subspaces \( S_j \) and possessing rich correlation structure. We then demonstrate CTRL-MSP’s robustness to noise. Next, we apply CTRL-MSP to the popular image dataset MNIST, and show partial success in achieving the desired equilibria even far outside the scope of the CTRL-MSP assumptions. Finally, we replace the function classes \( \mathcal{F} \) and \( \mathcal{G} \), which in CTRL-MSP are sets of linear operators, with function classes corresponding to simple, but nonlinear, neural networks. We empirically demonstrate convergence to appropriate equilibria which satisfy the conclusions of Theorem 7.

5.1 Optimization Algorithm

Both CTRL-MSP and CTRL-SG operate in the framework of sequential games. Thus, our implementation uses an optimization strategy which is informed by previous works on convergence to Stackelberg equilibria. Here, we use the GDMax algorithm proposed in Jin et al. (2019), which, in our context, alternates between taking one optimization step on \( f \) to maximize the encoder utility \( u_{\text{enc}}(\cdot, g) \) and taking optimization steps on \( g \) to maximize the decoder utility \( u_{\text{dec}}(f, \cdot) \) until the decoder utility converges. For the sake of reducing the runtime, we instead take a fixed number \( L \gg 1 \) of decoder optimization steps; empirically the decoder nearly converges in this number of iterations.
5.2 Ways to Evaluate Results

In both CTRL-MSP and the CTRL-SG instance discussed above, we have the same claims for our Stackelberg equilibria \((f_*, g_*)\), furnished by Theorem 4, that we may test empirically. As a notation, let \(||x||_2\) denote the standard \(l^2\) norm.

- We wish to show that the encoder is injective, i.e., each \(f_*(S_j)\) is a linear subspace of dimension \(d_j\), and that each \(f_*(X_j)\) has nearly isotropic covariance. To show this, we plot the singular value distribution of \(f_*(X_j)\) and show that the \(\sigma_p(f_*(X_j))\) are large and clustered around one or two values, for \(1 \leq p \leq d_j\).

- We wish to show that the encoder orthogonalizes the data subspaces, i.e., the \(f_*(S_j)\) are orthogonal. To show this, we plot the absolute cosine similarity (or, magnitude of the correlation coefficient), defined by

\[\text{acs}(z_1, z_2) \doteq \frac{|z_1^T z_2|}{\|z_1\|_2 \|z_2\|_2}\]

across all representations of data points \(f_*(x^p)\) and \(f_*(x^q)\). We order our dataset so that each class \(X_j\) is a continuous block of data points, i.e., \(X = [X_1, X_2, \cdots, X_k]\). We show that the plot of the absolute cosine similarities forms a block diagonal, showing that \(\text{acs}(f_*(x^p), f_*(x^q)) \approx 0\) when \(x^p, x^q\) are drawn from different subspaces, and is a large value if they are drawn from the same subspace.

- We wish to show that the encoder and decoder form a self-consistent autoencoding, i.e., that \(f_*(S_j) = (f_\circ g_\circ f_*)(S_j)\) for all \(j\). Since \(f_*(S_j) = \text{Col}(f_*(X_j))\) and \(f_\circ g_\circ f_*(S_j) = \text{Col}(f_\circ g_\circ f_*(X_j))\), we may compare the images of the subspace \(S_j\) by comparing the images of the data \(X_j\). In particular, we show that the distribution of residuals

\[\text{resid}_j(f_*(x^i)) \doteq \|f_*(x^i) - \text{proj}_{\text{Col}(f_\circ g_\circ f_*(X_j))}(f_*(x^i))\|_2\]

for all \(x^i\) which are columns of \(X_j\), is concentrated near zero, for all \(j\).

5.3 CTRL-MSP with Data on Subspaces

To generate data which lies on subspaces with rich correlation structure, we fix \(\nu \geq 0\) and \(\alpha \in [0, 1]\), then generate a single random matrix with orthonormal columns \(U \in \mathbb{R}^{D \times (\max_j d_j)}\) using the QR decomposition. Then, for each subspace, we select \(d_j\) random columns of \(U\) uniformly without replacement to form a matrix \(U_j \in \mathbb{R}^{D \times d_j}\). We then generate random matrices \(\Theta_j \in \mathbb{R}^{d_j \times d_j}\), \(\Xi_j \in \mathbb{R}^{d_j \times n_j}\), \(\Phi_j \in \mathbb{R}^{d_j \times n_j}\) whose entries are i.i.d. standard normal random variables, and set \(U_j\) to be the matrix whose columns are the normalized columns of \((1 - \alpha)U_j + \alpha \Theta_j\). We finally obtain \(X_j\) using the formula \(X_j \doteq U_j \Xi_j + \sqrt{\nu} \Phi_j\).

If \(\alpha = 0\) then the \(X_j\) are highly correlated; in particular, each class subspace \(S_j\) is spanned by vectors from the same set \(U\). Some subspaces will have basis vectors in common, making them impossible to orthogonalize by a linear encoder. If \(\alpha = 1\) then the \(X_j\) are highly incoherent, since each class subspace \(S_j\) is spanned by a random basis \(\Theta_j\), and random vectors in high dimensions are highly incoherent with high probability (Wright and Ma, 2022). In order to make the problem harder, and thus demonstrate the capacity of CTRL-MSP, we set \(\alpha\) to be low, close to 0.

For experiments, we set baseline values of \(n = 1500\), \(k = 3\), \(n_1 = n_2 = n_3 = n/k = 500\), \(D = 50\), \(d_1 = 3\), \(d_2 = 4\), \(d_3 = 5\), \(d = 40\), \(\epsilon^2 = 1\), \(\alpha = \frac{1}{10}\), and \(\nu = 0\).

Regarding optimization strategy, we set the number of decoder steps per encoder step as \(L = 10^3\). We set the learning rate of \(f\) to be \(10^{-2}\) and the learning rate of \(g\) to be \(10^{-3}\). We use the Adam optimizer (Kingma and Ba, 2014) to optimize both \(f\) and \(g\). The data are randomly partitioned into mini-batches of size \(b = 50\) during optimization. We train for 2 epochs.

We observe success in the baseline regime: the \(\text{acs}(f_*(x^i), f_*(x^i))\) plot presents a significant block diagonal structure, the representation matrix \(f_*(X_j)\) corresponding to each subspace \(S_j\) has \(d_j\) non-zero singular values, which are large, and the residuals \(\text{resid}_j(f_*(x^i))\) are concentrated near 0 (Figure 1).

We now test the impact of noise on CTRL-MSP. Specifically, we set \(\nu = 10^{-2}\). This adds off-subspace noise to the data, which then no longer satisfies the assumption that the data are distributed on linear subspaces. However, CTRL-MSP still clearly succeeds: the \(\text{acs}(f_*(x^i), f_*(x^i))\) plot presents a clearly visible block diagonal, the representation matrix \(f_*(X_j)\) corresponding to each subspace \(S_j\) has \(d_j\) large non-zero singular values, and the residuals \(\text{resid}_j(f_*(x^i))\) are concentrated around 0 (Figure 2).
Figure 1: Baseline performance of CTRL-MSP. (a) Heatmap of absolute cosine similarities of the original data \( \text{acs}(x^p, x^q) \). (b) Heatmap of absolute cosine similarities of the learned representations \( \text{acs}(f_\star(x^p), f_\star(x^q)) \). (c) Spectra of the representation matrices for each data subspace, i.e., distribution of \( \sigma_p(f_\star(X_j)) \) for each \( j \). (d) Histogram of the residuals \( \text{resid}_j(f_\star(x^i)) \) for all \( x^i \) in \( X_j \), for every \( j \).

Figure 2: Performance of CTRL-MSP, \( \nu = 10^{-2} \).
5.4 CTRL-MSP on MNIST Data

Another setting we test CTRL-MSP on is the popular MNIST digit recognition dataset, where each $28 \times 28$ black-and-white image can be viewed as a vector in $\mathbb{R}^{784}$. This makes $D = 784$.

In this setting, we make the following changes to the optimization scheme for the sake of improving runtime:

- Lower $L$, the number of decoder optimization steps for each encoder optimization step, from $10^3$ to $2 \cdot 10^2$.
- Raise the batch size $b$ from 50 to 200.
- Train for 1 epoch instead of 2 epochs.

In the MNIST dataset, the data lie not on linear subspaces $S_j \subseteq \mathbb{R}^{784}$ but nonlinear submanifolds (Fefferman et al., 2013; Yu et al., 2020; Dai et al., 2022). Thus, our theoretical assumption that our data is distributed on linear subspaces is completely shattered. Still, CTRL-MSP with $d = 150$ shows partial success in this regime; the block diagonal structure of the $	ext{acs}(f, x')$ plot is faint but visible, the representation matrices $f_j(X)$ each have a few large singular values, and the residuals $\text{resid}_j(f, x')$ are concentrated around 0 (Figure 3).

5.5 CTRL-SG on MNIST Data

To improve performance of our methods on real-world data, we turn to the more general CTRL-SG framework. Seeing as how the limiting factor of CTRL-MSP is the fact that the function classes $\mathcal{F}$ and $\mathcal{G}$ are linear maps, we replace $\mathcal{F}$ and $\mathcal{G}$ by function classes corresponding to neural networks; that is, we replace the linear encoder and decoder with simple two-layer feed-forward networks, where the representation dimension is still $d = 150$, and the neural networks’ latent dimension is $d_{\text{latent}} = 150$.

In order to make this choice of $\mathcal{F}$ and $\mathcal{G}$ fully principled, we need to verify that the choice of $\mathcal{F}$, $\mathcal{G}$, and the objective functions form an instance of CTRL-SG that satisfy Assumption 6 and thus enjoy the guarantees of Theorem 7. The difficult assumption to show is Assumption 6.3, which claims that the function $f \mapsto \max_{g \in \mathcal{G}} C(f, g)$ is constant, where in this context $C(f, g) \doteq -\sum_{j=1}^{K} \Delta R(f(X_j), (f \circ g \circ f)(X_j))$. We can check this empirically by verifying that (after a start-up period), the function $C(f, g)$ is approximately constant after optimizing over $g$ (Figure 4).

Thus, Assumption 6 holds in practice, and thus the guarantees of Theorem 7 also hold; that is, $f_*$ maximizes $f \mapsto \Delta R(f(X) \mid \Pi)$, and $g_*$ minimizes $g \mapsto \sum_{j=1}^{K} \Delta R(f_*(X_j), (f_* \circ g \circ f_*)(X_j))$. By Theorem A.6 of Yu et al. (2020) and Lemma 1, we see that $f_*$ and $g_*$ obtain analogous guarantees to Theorem 4. Now, we see that our instance of CTRL-SG obtains much better performance than CTRL-MSP (Figure 5).

As an implementation detail, since the encoder is now a nonlinear neural network, it is intractable to directly optimize over only norm-constrained $f$, i.e., only the $f$ such that $\|f(X_j)\|_F^2 \leq n_j$ for all $j$. As such, we optimize over a smaller class of functions, namely those $f$ such that $\|f(x)\|_2 = 1$ for all $x$. This constraint is stricter than the previous normalization constraint, and is much easier to implement; in particular, adding a normalization step just before the output of the encoder network enforces that $\|f(x)\|_2 = 1$ for all $x$. This choice of normalization is used in practice with large-scale networks and is shown to realize the same optima as those realized by the original normalization (Dai et al., 2022), as we observe in Figure 5.

6 Conclusion

In this work, we introduced the closed-loop multi-subspace pursuit (CTRL-MSP) framework for learning representations of the multiple linear subspace structure. We explicitly characterized the Stackelberg equilibria of the associated CTRL-MSP game, and provided empirical support for the characterization. Finally, we introduced a generalization, CTRL-SG, for more general representation learning, and characterized the Stackelberg equilibria of the associated game.

There are several directions for future work, both for CTRL-MSP and for CTRL-SG. First, the current analysis of CTRL-MSP holds when the data lie perfectly on linear subspaces; it may be fruitful to consider
Figure 3: Behavior of CTRL-MSP on MNIST.
Figure 4: Loss functions of CTRL-SG while training on MNIST, where losses are computed after optimization over the decoder function $g$. Notice that $C(f, g)$ does not depend on the $f$ that is chosen (past some start-up period).
Figure 5: Behavior of our CTRL-SG instance on MNIST.
the conditions under which the addition of noise causes the learned encoder and decoder for CTRL-MSP to diverge. In addition, one may consider modifications to CTRL-MSP which are able to better handle noise. For instance, one might modify the $Q$ function of CTRL-MSP to also minimize the coding rate of the autoencoded representations, i.e., $\Delta R((f\circ g\circ f)(X))|\Pi)$, in order to avoid the phenomenon where the encoder increases the coding rate by magnifying off-subspace noise (say by adding dimensions to the representation subspaces $f_*(S_j)$). Analysis of this type of scheme would simultaneously reveal properties of the original CTRL game (discussed in Appendix A), which is used in practice to achieve state-of-the-art empirical results on large scale datasets (Dai et al., 2022). Also, it may be interesting to analyze cases where the data lies on more general non-linear manifolds. We believe that this analysis would require us to consider function classes $F$ and $G$ containing nonlinear mappings, each of which is a concatenation of simple (possibly linear) layers that iteratively and gradually deform the nonlinear manifolds to orthogonal subspaces (for $F$) or reverse this process (for $G$). Regarding CTRL-SG, it is possible to use the framework for other kinds of representation learning problems in different contexts, and characterize the learned encoder and decoder similarly to this work.

In conclusion, CTRL-MSP exemplifies how classical subspace learning problems can be formulated as special cases of modern representation learning problems. In general, unifying classical and modern perspectives greatly contributes towards better understanding the behavior of modern algorithms on both classical and modern problems.
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Appendix

The appendix is organized as follows. In Appendix A, we discuss popular representation learning algorithms, such as PCA, GAN, and CTRL in terms of simultaneous game theory and the representation learning framework we developed. In Appendix B we give proofs of all theorems in the main body. In Appendix C we discuss a specialization of CTRL-MSP, which we call CTRL-SSP, to the case where the data lies on a single linear subspace; in this section we give mathematical justification and empirical support for CTRL-SSP. In Appendix D we provide more experimental details, a more thorough empirical evaluation of CTRL-MSP, and more detailed comparisons with other representation learning algorithms.
A PCA, GAN, and CTRL as Games

In the main body of the paper, we use the framework of learning an encoder function \( f \in \mathcal{F} \) and decoder function \( g \in \mathcal{G} \) via a two-player sequential game between the encoder and decoder. This is different than conventional formulations of other representation learning algorithms, including PCA, nonlinear PCA (autoencoding) (Kramer, 1991), GANs (Goodfellow et al., 2014; Arjovsky et al., 2017), and CTRL (Dai et al., 2022) as simultaneous games between the encoder (or discriminator) and decoder (or generator). For completeness, we briefly introduce aspects of simultaneous game theory (a more detailed introduction is again found in Başar and Olsder (1998)), and then discuss each of these frameworks in terms of our general representation learning formulation as well as simultaneous game theory.

Simultaneous Game Theory. In a simultaneous game between the encoder — playing \( f \in \mathcal{F} \) — and the decoder — playing \( g \in \mathcal{G} \) — both players make their move at the same time with no information about the other player’s move. As in the sequential game framework, both players rationally attempt to maximize their utility functions \( u_{\text{enc}} : \mathcal{F} \times \mathcal{G} \to \mathbb{R} \) and \( u_{\text{dec}} : \mathcal{F} \times \mathcal{G} \to \mathbb{R} \) respectively. The solution concept for a simultaneous game is a so-called Nash equilibrium. Formally, \((f_*, g_*) \in \mathcal{F} \times \mathcal{G}\) is a Nash equilibrium if and only if
\[
\begin{align*}
  f_* & \in \arg \max_{f \in \mathcal{F}} u_{\text{enc}}(f, g_*), \\
  g_* & \in \arg \max_{g \in \mathcal{G}} u_{\text{dec}}(f, g_*)
\end{align*}
\]

PCA and Autoencoding. PCA finds the best approximating subspace, which we denote \( \mathcal{S}_{\text{PCA}} \), to the data in the following sense. Let \( \text{Gr}(d, \mathbb{R}^D) \) be the set of \( d \)-dimensional linear subspaces of \( \mathbb{R}^D \). Then, PCA solves the problem
\[
\mathcal{S}_{\text{PCA}} \in \arg \min \limits_{S \in \text{Gr}(d, \mathbb{R}^D)} \sum_{i=1}^{n} \| x_i - \text{proj}_S(x_i) \|_2^2.
\]

The solution is well-known and exists in closed form in terms of the SVD of the data matrix \( X \) (Wright and Ma, 2022). To formulate this problem in terms of a game between an encoder and decoder, we learn the orthogonal projection operator \( \text{proj}_S(\cdot) \) as a rank-\( d \) composition of so-called semi-orthogonal linear maps. Let \( p, q \geq 1 \) be integers. For a linear map \( h : \mathbb{R}^p \to \mathbb{R}^d \) denote its transpose \( h^\top : \mathbb{R}^d \to \mathbb{R}^p \) as the linear map whose matrix representation is the transpose of the matrix representation of \( h \). For a set \( A \) let \( \text{id}_A : A \to A \) be the identity map on \( A \). Finally, define the semi-orthogonal linear maps \( O(\mathbb{R}^p, \mathbb{R}^q) \) by
\[
O(\mathbb{R}^p, \mathbb{R}^q) \equiv \left\{ h \in \mathcal{L}(\mathbb{R}^p, \mathbb{R}^q) \mid \begin{array}{ll}
  h^\top \circ h = \text{id}_{\mathbb{R}^p} & \text{if } p \leq q \\
  h \circ h^\top = \text{id}_{\mathbb{R}^q} & \text{if } q \leq p
\end{array} \right\}.
\]

We may then define a simultaneous PCA game to learn the projection operator.

Definition 8 (PCA Game). The PCA game is a two-player simultaneous game between:

1. The encoder, choosing functions \( f \) in the function class \( \mathcal{F} \equiv O(\mathbb{R}^D, \mathbb{R}^d) \), and having utility function \( u_{\text{enc}}(f, g) \equiv - \sum_{i=1}^{n} \| x_i - (g \circ f)(x_i) \|_2 \).

2. The decoder, choosing functions \( g \) in the function class \( \mathcal{G} \equiv O(\mathbb{R}^d, \mathbb{R}^D) \), and having utility function \( u_{\text{dec}}(f, g) \equiv - \sum_{i=1}^{n} \| x_i - (g \circ f)(x_i) \|_2 \).

There are alternate formulations of PCA as a game (Gemp et al., 2020).

GAN. In the GAN framework (Goodfellow et al., 2014; Arjovsky et al., 2017), \( f \) is interpreted as a discriminator and \( g \) is interpreted as a generator. Unlike the cooperative games of PCA and autoencoding, GANs train the generator and discriminator functions adversarially, in a zero-sum fashion (meaning \( u_{\text{enc}} = - u_{\text{dec}} \)). The generator attempts to fool the discriminator to treat generated data similarly to real data (by mapping to similar representations), while the discriminator seeks to discriminate between real data and
generated data. Let $Z \in \mathbb{R}^{d \times n}$ be a random matrix whose entries are i.i.d. (probably Gaussian) noise. Also, let $D : \mathbb{R}^{D \times n} \times \mathbb{R}^{D \times n} \to \mathbb{R}$ be any finite-sample estimate of the distance between the distributions which generate the columns of its first argument and second argument (for the purpose of concreteness, one may take $f$ to be an estimator of the Jensen-Shannon divergence or Wasserstein distance). Then the GAN training game may be posited as follows.

Definition 9 (GAN Game). The GAN game is a two-player simultaneous game between:

1. The discriminator, choosing functions $f$ in the function class $F$, and having utility function $u_{\text{enc}}(f, g) \doteq D(f(X), (g \circ f)(Z))$.

2. The generator, choosing functions $g$ in the function class $G$, and having utility function $u_{\text{dec}}(f, g) \doteq -D(f(X), (g \circ f)(Z))$.

Despite having conceptually simple foundations, GANs have technical problems. The above two-player game may not have a Nash equilibrium (Farnia and Ozdaglar, 2020), and even when $F$ and $G$ are very simple, e.g., linear and quadratic functions, and one assumes that equilibria exists, GANs may not converge to the equilibria (Feizi et al., 2017). A further, very important, complexity is that the distances most commonly used for GANs, such as Wasserstein distance and Jensen-Shannon divergence (Arjovsky et al., 2017), are defined variationally and do not have a closed form for any non-trivial distributions (even mixtures of Gaussians). Thus, one has to approximate the distance via another distance function which is more tractable (Arjovsky et al., 2017); this estimate becomes worse as the data dimension increases (Wright and Ma, 2022), and is thus less suitable for high-dimensional data.

CTRL. In CTRL (Dai et al., 2022), the function $f$ is both an encoder and a discriminator, while $g$ is both a decoder and generator. Closed-loop training compares the representations $f(X)$ and the representations of the autoencoded data $(f \circ g \circ f)(X)$. More specifically, using the rate reduction difference measure $\Delta R(\cdot, \cdot)$ discussed in Section 2.3, the difference measure between the distributions generating the representations of the data and of the autoencoded data is estimated by the class-wise difference measure $\sum_{j=1}^{k} \Delta R(f(X_j), (f \circ g \circ f)(X_j))$. Similar to the GAN game, the encoder attempts to maximize this quantity, and the decoder attempts to minimize it. Unlike the GAN game, CTRL also seeks to achieve structured representations; in order to do this, the encoder jointly attempts to maximize the representation quality of both the data and the autoencoded data, which is represented by an additive term $\Delta R(f(X) \mid \Pi) + \Delta R((f \circ g \circ f)(X) \mid \Pi)$. Formalizing this gives the CTRL game.

Definition 10 (CTRL Game). The CTRL game is a two-player simultaneous game between:

1. The encoder, choosing functions $f$ in the function class $F$, and having utility function

$$u_{\text{enc}}(f, g) \doteq \Delta R(f(X) \mid \Pi) + \Delta R((f \circ g \circ f)(X) \mid \Pi) + \sum_{j=1}^{k} \Delta R(f(X_j), (f \circ g \circ f)(X_j))$$

2. The decoder, choosing functions $f$ in the function class $F$, and having utility function $u_{\text{dec}}(f, g) \doteq -u_{\text{enc}}(f, g)$.

Theoretical analysis of this particular simultaneous game is still an open problem, though this formulation (Dai et al., 2022) and other closely related formulations (Tong et al., 2022) have achieved good empirical results.
B Proof of Theorem 4

The proof of Theorem 4 is split up into several steps, which we capture into a few lemmas.

1. We first show that the CTRL-MSP game is a particular instance of the CTRL-SG game. We show that if the CTRL-MSP assumptions hold then the CTRL-SG assumptions hold.

2. We then characterize the optima of the quality and consistency functions of the CTRL-MSP game.

Lemma 11. The CTRL-MSP game is an instance of the CTRL-SG game. Moreover, if the CTRL-MSP assumptions hold then the CTRL-SG assumptions hold.

Proof. The CTRL-MSP game is an instance of the CTRL-SG game, with the following correspondences:

- $\mathcal{F} \triangleq \{ f \in \mathcal{L}(\mathbb{R}^d, \mathbb{R}^d) \mid \| f(X_j) \|_p^2 \leq n_j \ \forall \ j \in \{1, \ldots, k\} \}$.
- $\mathcal{G} \triangleq \mathcal{L}(\mathbb{R}^d, \mathbb{R}^d)$.
- $\mathcal{Q}: f \mapsto \Delta R(f(X) \mid \Pi)$.
- $\mathcal{C}: (f,g) \mapsto -\sum_{j=1}^k \Delta R(f(X_j), (f \circ g \circ f)(X_j))$.

We now show that the CTRL-SG assumptions hold. First, we claim that $\arg\max_{f \in \mathcal{F}} \mathcal{Q}(f) = \arg\max_{f \in \mathcal{F}} \Delta R(f(X) \mid \Pi)$ is nonempty. Let $\mathcal{S} \triangleq \text{Span}(\bigcup_{j=1}^k S_j)$. While $\mathcal{Q}$ is continuous in $f$, compactness (required for the usual argument showing the existence of maxima) is not immediate from the definition: linear maps in $\mathcal{F}$ are controlled only on $\mathcal{S}$ and may have arbitrarily large operator norms on $\mathcal{S}^\perp$, thus making $\mathcal{F}$ an unbounded set and not compact. To remedy this, consider the related problem of optimization over the set

$$\mathcal{F}' \triangleq \mathcal{F} \cap \{ f \in \mathcal{L}(\mathbb{R}^d, \mathbb{R}^d) \mid f(\mathcal{S}^\perp) = \{0\} \}.$$ 

Now we have

$$\max_{f \in \mathcal{F}} \mathcal{Q}(f) = \max_{f \in \mathcal{F}'} \mathcal{Q}(f) \quad \text{and} \quad \arg\max_{f \in \mathcal{F}'} \mathcal{Q}(f) \subseteq \arg\max_{f \in \mathcal{F}} \mathcal{Q}(f).$$

Thus, it suffices to show that $\arg\max_{f \in \mathcal{F}'} \mathcal{Q}(f)$ is nonempty. Clearly $\mathcal{F}'$ is compact. The extreme value theorem holds for optimizing $\mathcal{Q}$ over $\mathcal{F}'$, and the claim is proved.

Now we claim that $\arg\max_{g \in \mathcal{G}} \mathcal{C}(f,g) = \arg\min_{g \in \mathcal{G}} \sum_{j=1}^k \Delta R(f(X_j), (f \circ g \circ f)(X_j))$ exists for every $f$. Indeed, Lemma 1 shows that $\Delta R(Z_1, Z_2) \geq 0$ with equality if and only if $Z_1 Z_2^\top = Z_2 Z_1^\top$, so $\mathcal{C}(f,g) \leq 0$ for all $(f,g) \in \mathcal{F} \times \mathcal{G}$. If $f^+$ is taken to be the Moore-Penrose pseudoinverse of $f$, then $f \circ f^+ \circ f = f$ and $\mathcal{C}(f, f^+) = 0$, which implies $f^+ \in \arg\max_{g \in \mathcal{G}} \mathcal{C}(f,g)$. This implies that the set of maximizers is nonempty, proving the claim.

Finally, we claim that the function $f \mapsto \max_{g \in \mathcal{G}} \mathcal{C}(f,g)$ is constant. Indeed, by the choice of $g = f^+$ which is well-defined for all linear maps $f$, this function is constantly zero, as desired. \hfill \Box

Now, we can separate the utility and analyze its parts; this is the main theoretical benefit of casting the problem in the CTRL-SG paradigm.

Lemma 12. Suppose the CTRL-MSP assumptions hold, and let $\mathcal{F}, \mathcal{G}$ be defined as in the CTRL-MSP game. Then any $f_* \in \arg\max_{f \in \mathcal{F}} \Delta R(f(X) \mid \Pi)$ enjoys properties 2a and 2b from Theorem 4.

Proof. First, since $f_* \in \mathcal{F}$ is linear, $f_*(S_j)$ is a linear subspace; further, $\dim(f_*(S_j)) \leq d_j$. We now claim that the subspaces $\{ f_*(S_j) \}_{j=1}^k$ are orthogonal. Since $f_*(S_j) = \text{Col}(f_*(X_j))$, this is equivalent to the columns of $f_*(X_j)$ being orthogonal to the columns of $f_*(X_\ell)$ for all $\ell \neq j$, i.e., $f_*(X_j)^\top f_*(X_\ell) = 0$.

The essential tool we use to show that the $f_*(X_j)$ have orthogonal columns is Lemma A.5 of Yu et al. (2020), which states that, for matrices $Z_j \in \mathbb{R}^{d \times n}$ which are collected in a matrix $Z \in \mathbb{R}^{d \times n}$,

$$\Delta R(Z \mid \Pi) \leq \frac{1}{2n} \sum_{j=1}^k \sum_{p=1}^{d_j} \log \left( \frac{(1 + \frac{d}{n^2 \epsilon^2} \sigma_p(Z_j)^2)^{n_j}}{(1 + \frac{d}{n^2 \epsilon^2} \sigma_p(Z_j)^2)^{n_j}} \right) \quad (1)$$

Now, we have

$$\max_{f \in \mathcal{F}} \mathcal{Q}(f) = \max_{f \in \mathcal{F}'} \mathcal{Q}(f) \quad \text{and} \quad \arg\max_{f \in \mathcal{F}'} \mathcal{Q}(f) \subseteq \arg\max_{f \in \mathcal{F}} \mathcal{Q}(f).$$

This implies that the set of maximizers is nonempty, proving the claim.

Finally, we claim that the function $f \mapsto \max_{g \in \mathcal{G}} \mathcal{C}(f,g)$ is constant. Indeed, by the choice of $g = f^+$ which is well-defined for all linear maps $f$, this function is constantly zero, as desired. \hfill \Box

Now, we can separate the utility and analyze its parts; this is the main theoretical benefit of casting the problem in the CTRL-SG paradigm.
with equality if and only if \( Z_j^T Z_t = 0 \) for all \( 1 \leq j < \ell \leq k \).

Suppose for the sake of contradiction that \( f_*(X_j)^T f_*(X_t) \neq 0 \) for some \( 1 \leq j < \ell \leq k \). Since \( d \geq \sum_{j=1}^k d_j \) and the subspaces \( S_j, j = 1, \ldots, k \) have linearly independent bases, one can construct via the SVD another linear map \( \tilde{f} \in \mathcal{L}(\mathbb{R}^D, \mathbb{R}^d) \) such that

- \( \sigma_p(f_*(X_j)) = \sigma_p(\tilde{f}(X_j)) \), for \( 1 \leq p \leq d_j \) and \( 1 \leq j \leq k \).
- \( \tilde{f}(X_j)^T \tilde{f}(X_t) = 0 \) for all \( 1 \leq j < \ell \leq k \).

Then for each \( j \) we have

\[
\|\tilde{f}(X_j)\|_F^2 = \sum_{p=1}^{d_j} \sigma_p^2(\tilde{f}(X_j)) = \sum_{p=1}^{d_j} \sigma_p^2(f_*(X_j)) = \|f_*(X_j)\|_F^2 \leq n_j
\]

so we have \( \tilde{f} \in \mathcal{F} \). Further, since equality holds in the inequality (1) of Lemma A.5 of Yu et al. (2020) for \( \tilde{f} \) but not for \( f_* \), we have

\[
\Delta R(\tilde{f}(X) \mid \Pi) = \frac{1}{2n} \sum_{j=1}^k \sum_{p=1}^{d_j} \log \left( \frac{1 + \frac{d}{n^2} \sigma_p(\tilde{f}(X_j))^2}{1 + \frac{d}{n^2} \sigma_p(f_*(X_j))^2} \right) \\
= \frac{1}{2n} \sum_{j=1}^k \sum_{p=1}^{d_j} \log \left( \frac{1 + \frac{d}{n^2} \sigma_p(f_*(X_j))^2}{1 + \frac{d}{n^2} \sigma_p(f_*(X_j))^2} \right) \\
> \Delta R(f_*(X) \mid \Pi).
\]

Thus \( f_* \) does not maximize \( f \mapsto \Delta R(f(X) \mid \Pi) \) over \( f \in \mathcal{F} \), a contradiction. Thus, we must have that \( f_*(X_j)^T f_*(X_t) = 0 \) for all \( 1 \leq j < \ell \leq k \), and so the \( \{f_*(S_j)\}_{j=1}^k \) are orthogonal subspaces.

Now, we claim that either \( \sigma_1(f_*(X_j)) = \cdots = \sigma_{d_1}(f_*(X_j)) = \frac{n}{\Delta c}, \) or \( \sigma_1(f_*(X_j)) = \cdots = \sigma_{d_1}(f_*(X_j)) \in \left( \frac{n}{d_1}, \frac{n}{d_1+1} \right) \) and \( \sigma_{d_1}(f_*(X_j)) > 0 \). To show this, the general approach is to isolate the effect of \( f_* \) on each \( X_j \). In particular, fix \( t \in \{1, \ldots, k\} \). We claim that

\[
f_* \in \text{argmax}_{f \in \mathcal{F}} \sum_{p=1}^{d_t} \log \left( \frac{1 + \frac{d}{n^2} \sigma_p(f(X_t))^2}{1 + \frac{d}{n^2} \sigma_p(f(X_t))^2} \right).
\]

Indeed, suppose that this does not hold, and there exists \( \tilde{f} \in \mathcal{F} \) such that

\[
\sum_{p=1}^{d_t} \log \left( \frac{1 + \frac{d}{n^2} \sigma_p(f(X_t))^2}{1 + \frac{d}{n^2} \sigma_p(f(X_t))^2} \right) \leq \sum_{p=1}^{d_t} \log \left( \frac{1 + \frac{d}{n^2} \sigma_p(\tilde{f}(X_t))^2}{1 + \frac{d}{n^2} \sigma_p(\tilde{f}(X_t))^2} \right).
\]

Then, again since \( d \geq \sum_{j=1}^k d_j \) and the subspaces \( S_j \) have linearly independent bases, one can construct another linear map \( \tilde{f} \in \mathcal{L}(\mathbb{R}^D, \mathbb{R}^d) \) such that

- \( \sigma_p(\tilde{f}(X_1)) = \sigma_p(\tilde{f}(X_t)) \), for \( 1 \leq p \leq d_t \).
- \( \sigma_p(\tilde{f}(X_j)) = \sigma_p(f_*(X_j)) \), for \( 1 \leq p \leq d_j \), \( 1 \leq j \leq k \) with \( j \neq t \).
- \( \tilde{f}(X_j)^T \tilde{f}(X_t) = 0 \) for \( 1 \leq j < \ell \leq k \).
For the same reason as in the previous claim, \( \tilde{f} \in \mathcal{F} \). Moreover, \( \Delta R(\tilde{f}(X) \mid \Pi) > \Delta R(f_*(X) \mid \Pi) \), because
\[
2n \cdot \Delta R(\tilde{f}(X) \mid \Pi) = \sum_{p=1}^{d_t} \log \left( \frac{(1 + \frac{d}{n}\sigma_p(\tilde{f}(X)))^n}{(1 + \frac{d}{n}\sigma_p(\tilde{f}(X)))^n} \right) + \sum_{j=1}^{k} \sum_{p=1}^{d_j} \log \left( \frac{(1 + \frac{d}{n}\sigma_p(f_j(X)))^n}{(1 + \frac{d}{n}\sigma_p(f_j(X)))^n} \right) = 2n \cdot \Delta R(f_*(X) \mid \Pi).
\]
Thus \( f_\ast \) is not a maximizer of \( f \mapsto \Delta R(f(X) \mid \Pi) \), which is a contradiction. Hence, (2) follows.

To finish, we may now solve the problem in terms of the singular values of \( f(X_i) \). Indeed, from the above optimization problem and the definition of \( \mathcal{F} \), the singular values \( \sigma_p(f_\ast(X_i)) \) are the solutions of the scalar optimization problem
\[
\max_{\sigma_1, \ldots, \sigma_{d_t} \in \mathbb{R}} \sum_{p=1}^{d_t} \log \left( \frac{(1 + \frac{d}{n}\sigma_p^2)^n}{(1 + \frac{d}{n}\sigma_p^2)^n} \right) \quad \text{s.t.} \quad \sigma_1 \geq \cdots \geq \sigma_{d_t} \geq 0, \quad \sum_{p=1}^{d_t} \sigma_p^2 = n_j.
\]

Given the assumption that \( \varepsilon \) is small enough, Lemma A.7 of Yu et al. (2020) says that the solutions to this optimization problem either fulfill \( \sigma_1 = \cdots = \sigma_{d_t} = \frac{n}{d_t} \) or \( \sigma_1 = \cdots = \sigma_{d_t-1} = \left( \frac{n}{d_t}, \frac{n}{d_t-1} \right) \) and \( \sigma_d > 0 \) as desired, where if \( d_t = 1 \) then \( \frac{n}{d_t-1} \) is interpreted as \( +\infty \). This also confirms that \( \dim(f_\ast(S_j)) = \text{rank}(f_\ast(X_i)) = d_t \). \( \square \)

We now characterize the maximizers of the consistency function.

**Lemma 13.** Suppose the CTRL-MSP assumptions hold, and let \( \mathcal{F}, \mathcal{G} \) be defined as in the CTRL-MSP game. Let \( f_\ast \in \mathcal{F} \). Then for any \( g_* \in \arg\min_{g \in \mathcal{G}} \sum_{j=1}^{k} \Delta R(f_\ast(X_j), (f_\ast \circ g_\ast \circ f_\ast)(X_j)) \), we have property 2c from Theorem 4.

**Proof.** From Lemma 1, we have \( \Delta R(Z_1, Z_2) \geq 0 \) with equality implying that \( \text{Col}(Z_1) = \text{Col}(Z_2) \). Picking \( g \in \mathcal{G} \) to be the pseudoinverse \( f^\dagger \) of \( f \), shows that \( f_\ast = f_\ast \circ f^\dagger \circ f_\ast = f_\ast \circ g_\ast \circ f_\ast \), implying that \( \sum_{j=1}^{k} \Delta R(f_\ast(X_j), (f_\ast \circ g_\ast \circ f_\ast)(X_j)) = 0 \). Thus \( \arg\min_{g \in \mathcal{G}} \sum_{j=1}^{k} \Delta R(f_\ast(X_j), (f_\ast \circ g_\ast \circ f_\ast)(X_j)) \) is exactly the set of \( g \in \mathcal{G} \) such that \( \sum_{j=1}^{k} \Delta R(f_\ast(X_j), (f_\ast \circ g_\ast \circ f_\ast)(X_j)) = 0 \). Indeed, this means that, for each \( j \), we have \( \text{Col}(f_\ast(X_j)) = \text{Col}((f_\ast \circ g_\ast \circ f_\ast)(X_j)) \). The former is exactly \( f_\ast(S_j) \), and the latter term is \( (f_\ast \circ g_\ast \circ f_\ast)(S_j) \), so equality holds and the lemma is proved. \( \square \)

With Lemmas 11 to 13, we are now able to cleanly prove Theorem 4.

**Proof of Theorem 4.** By Lemma 11 and Theorem 7, we have that, if the CTRL-MSP assumptions hold, a Stackelberg equilibrium to the CTRL-MSP game exists, and that any Stackelberg equilibrium \((f_\ast, g_\ast)\) enjoys:
\[
f_\ast \in \arg\max_{f \in \mathcal{F}} \Delta R(f(X) \mid \Pi),
g_\ast \in \arg\min_{g \in \mathcal{G}} \sum_{j=1}^{k} \Delta R(f_\ast(X_j), (f_\ast \circ g_\ast \circ f_\ast)(X_j)).
\]
By Lemmas 12 and 13, the conclusions all follow. \( \square \)
C Single-Subspace Pursuit via the CTRL Framework

C.1 Theory of CTRL-SSP

We may specialize the CTRL-SG framework to obtain a method for *single subspace pursuit*, called CTRL-SSP, which has similar properties to PCA. Suppose in our notation that \( k = 1 \), so that \( \mathbf{X}_1 = \mathbf{X} \). We drop the subscript on the only linear subspace \( \mathcal{S}_1 \), which supports the data distribution, to obtain the single data subspace \( \mathcal{S} \), which we say has dimension \( d_S \).

Our formulation of PCA in Appendix A as finding the best subspace of dimension \( d \) for the data shows that, if \( d \geq d_S \) then \( \mathcal{S}_{PCA} \supseteq \mathcal{S} \). Thus \( g_{PCA} \circ f_{PCA} \) is the identity on \( \mathcal{S} \), so the semi-orthogonal linear maps \( f_{PCA} \) and \( g_{PCA} \) must be isometries on \( \mathcal{S} \) and \( f_{PCA}(\mathcal{S}) \) respectively. This isometric property is the essential property of the PCA encoder we choose to achieve in CTRL-SSP; our encoder, more than just being injective on \( \mathcal{S} \), must preserve all distances and thus all the structure of the data distribution on \( \mathcal{S} \).

To present the CTRL-SSP game, recall the definition of \( O(\cdot, \cdot) \) from Appendix A.

**Definition 14 (CTRL-SSP Game).** The CTRL-SSP game is a two-player sequential game between:

1. The encoder, moving first, choosing functions \( f \) in the function class \( \mathcal{F} = O(\mathbb{R}^D, \mathbb{R}^d) \) and having utility function \( u_{enc}(f, g) = R(f(\mathbf{X})) + \Delta R(f(\mathbf{X}), (f \circ g \circ f)(\mathbf{X})). \)

2. The decoder, moving second, choosing functions \( g \) in the function class \( \mathcal{G} = O(\mathbb{R}^d, \mathbb{R}^D) \), and having utility function \( u_{dec}(f, g) = -\Delta R(f(\mathbf{X}), (f \circ g \circ f)(\mathbf{X})). \) (3)

As in the previous contexts of CTRL-MSP and CTRL-SG, we outline some assumptions for the data that are required for our main results to hold.

**Assumption 15 (Assumptions in CTRL-SSP Games).**

1. (Informative data.) \( \text{Col}(\mathbf{X}) = \mathcal{S} \).

2. (Large enough representation space.) \( d_S \leq \min\{D, d\} \).

We may now explicitly characterize the Stackelberg equilibria of the CTRL-SSP game.

**Theorem 16 (Stackelberg Equilibria of CTRL-SSP Games).** If Assumption 15 holds, then the CTRL-SSP game has the following properties:

1. A Stackelberg equilibrium \((f_*, g_*)\) exists.

2. Any Stackelberg equilibrium \((f_*, g_*)\) enjoys the following properties:
   
   (a) (Injective encoder.) \( f_*(\mathcal{S}) \) is a linear subspace of dimension \( d_S \), and \( f_* \) is an \( \ell^2 \)-isometry on \( \mathcal{S} \).
   
   (b) (Consistent encoding and decoding.) \( f_*(\mathcal{S}) = (f_* \circ g_* \circ f_*)(\mathcal{S}) \).

The proof of this theorem is split up into several steps, similarly to the CTRL-MSP picture.

1. We first show that the CTRL-SSP game is a particular instance of the CTRL-SG game. We show that if the CTRL-SSP assumptions hold then the CTRL-SG assumptions hold.

2. We then characterize the optima of the expressiveness and compatibility functions of the CTRL-SSP game.

**Lemma 17.** The CTRL-SSP game is an instance of the CTRL-SG game. Moreover, if the CTRL-SSP assumptions hold then the CTRL-SG assumptions hold.

**Proof.** One may easily see that the CTRL-SSP game is an instance of the CTRL-SG game, with the following correspondences:

- \( \mathcal{F} = O(\mathbb{R}^D, \mathbb{R}^d) \).
\( \mathcal{G} = O(\mathbb{R}^d, \mathbb{R}^D) \).

- \( \mathcal{Q} : f \mapsto R(f(X)) \).
- \( \mathcal{C} : (f, g) \mapsto -\Delta R(f(X), (f \circ g \circ f)(X)) \).

We show that the CTRL-SG assumptions hold. We first claim that \( \operatorname{argmax}_{f \in \mathcal{F}} \mathcal{Q}(f) = \operatorname{argmax}_{f \in \mathcal{F}} R(f(X)) \) exists. Indeed, \( \mathcal{F} \) is compact and \( \mathcal{Q} \) is continuous in \( f \), so the conclusion follows by the extreme value theorem. Further, using the same argument as in the corresponding part of the proof of lemma 11, for every \( f \in \mathcal{F} \), we have that \( \operatorname{argmax}_{g \in \mathcal{G}} \mathcal{C}(f, g) = \operatorname{argmin}_{g \in \mathcal{G}} \Delta R(f(X), (f \circ g \circ f)(X)) \) is nonempty. We finally claim that the function \( f \mapsto \max_{g \in \mathcal{G}} \mathcal{C}(f, g) \) is constant. Indeed, by the choice of \( g = f^* \), which for \( f \in \mathcal{F} = O(\mathbb{R}^D, \mathbb{R}^d) \) is contained in \( \mathcal{G} = O(\mathbb{R}^d, \mathbb{R}^D) \), this function is constantly zero, as desired.

Again, we can separate the utility and analyze each part of it.

**Lemma 18.** Suppose the CTRL-SSP assumptions hold, and let \( \mathcal{F}, \mathcal{G} \) be defined as in the CTRL-SSP game. Then any \( f^* \in \operatorname{argmax}_{f \in \mathcal{F}} R(f(X)) \) enjoys property 2a from theorem 16.

**Proof.** Since \( f^* \) is a linear map and \( \mathcal{S} \) is a linear subspace, \( f^*(\mathcal{S}) \) is a linear subspace, and furthermore \( \dim(f^*(\mathcal{S})) \leq d_S \). We now claim that \( f^* \) is an \( \ell^2 \)-isometry on \( \mathcal{S} \). We show this by calculating an upper bound for \( R(f(X)) \) and show that it is achieved if and only if \( f \) is an \( \ell^2 \)-isometry on \( \mathcal{S} \).

Indeed, for any \( f \in \mathcal{F} = O(\mathbb{R}^D, \mathbb{R}^d) \), we have that \( f \) has operator norm and Lipschitz constant equal to unity, so \( \|f(x)\|_{\ell^2} \leq \|x\|_{\ell^2} \) for any \( x \in \mathbb{R}^D \). By the Courant-Fischer min-max theorem for singular values, we have, for each \( 1 \leq p \leq d_S \),

\[
\sigma_p(f(X)) = \sup_{S \in \text{Gr}(p, \mathbb{R}^d)} \inf_{\|u\|_{\ell^2} = 1} \|f(X) \cdot u\|_{\ell^2} \leq \sup_{S \in \text{Gr}(p, \mathbb{R}^d)} \inf_{\|u\|_{\ell^2} = 1} \|X \cdot u\|_{\ell^2} = \sigma_p(X).
\]

Thus

\[
R(f(X)) = \frac{1}{2} \log \det \left( I_d + \frac{d}{n \varepsilon^2} f(X) f(X)^\top \right) = \frac{1}{2} \sum_{p=1}^{d_S} \log \left( 1 + \frac{d}{n \varepsilon^2} \sigma_p(f(X))^2 \right) \leq \frac{1}{2} \sum_{p=1}^{d_S} \log \left( 1 + \frac{d}{n \varepsilon^2} \sigma_p(X)^2 \right).
\]

As such, \( f \) is an \( \ell^2 \) isometry on \( \mathcal{S} \) if and only if \( \sigma_p(f(X)) = \sigma_p(X) \) for all \( 1 \leq p \leq d_S \). Thus, any \( f^* \in \mathcal{F} \) which fulfills the upper bound for \( R(f(X)) \), i.e., any maximizer for \( R(f(X)) \), is an \( \ell^2 \) isometry on \( \mathcal{S} \). Therefore, \( \dim(f^*(\mathcal{S})) = d_S \).

**Lemma 19.** Suppose the CTRL-SSP assumptions hold, and let \( \mathcal{F}, \mathcal{G} \) be defined as in the CTRL-SSP game. Let \( f^* \in \operatorname{argmax}_{f \in \mathcal{F}} R(f(X)) \). Then any \( g^* \in \operatorname{argmin}_{g \in \mathcal{G}} \Delta R(f(X), (f \circ g \circ f)(X)) \) enjoys property 2b from theorem 16.

**Proof.** The proof is exactly as the proof of Lemma 13, and is thus omitted.

With Lemmas 17 to 19, we are now able to prove Theorem 16.

**Proof of Theorem 16.** The proof is exactly as the proof of Theorem 4, and is thus omitted.

CTRL-SSP replicates the essential isometry aspect of the PCA solution, but it learns all principal components simultaneously, unlike the common greedy algorithms. Thus, it does not require any model selection beyond a choice of \( d \), which can be set to any integer greater than \( d_S \) without loss of efficacy.
C.2 Empirical Evidence for CTRL-SSP

We demonstrate empirical convergence of learned $f$ and $g$ to Stackelberg equilibria of the CTRL-SSP game which satisfy the conclusions of Theorem 16 in the case of data lying on a single linear subspace. We empirically verify the above claim: that varying $d$ does not impact efficacy of the algorithm. We then demonstrate CTRL-SSP’s robustness to noise.

C.2.1 Optimization Algorithm

Like CTRL-MSP and CTRL-SG, CTRL-SSP operates in the framework of sequential games, and thus uses the GDMax algorithm (Jin et al., 2019), modified to save runtime in the same way as in Section 5.

C.2.2 Ways to Evaluate Results

In CTRL-SSP, our claims for the Stackelberg equilibria $(f_*, g_*)$ are furnished by Theorem 16 and may be tested empirically.

1. We wish to show that the encoder is injective on the data subspace $S$, i.e., $f_*(S)$ is a linear subspace of dimension $d_S$ and that $f_*$ is an isometry on $S$. To show this, we plot the singular value distribution of $f_*(X)$, and show that each $\sigma_p(f_*(X))$ is close to $\sigma_p(X)$. As per the previous proofs, this is enough to demonstrate both aspects of the claim.

2. We wish to show that the encoder and decoder form a self-consistent autoencoding, i.e., that $f_*(S) = (f_* \circ g_\nu \circ f_*)(S)$. Using the same reasoning as in Section 5, we show that the distribution of residuals

$$\text{resid}(f_*(x^i)) \doteq \|f_*(x^i) - \text{proj}_{\text{Col}((f_* \circ g_\nu \circ f_*)(X))}(f_*(x^i))\|_2$$

for all $x^i$ is concentrated near zero.

C.2.3 CTRL-SSP with Data on Single Subspace

To generate data which lies on a subspace, the process is simple. We generate a single random matrix $U \in \mathbb{R}^{D \times d_S}$ using the QR decomposition. We then generate random matrices $\Xi \in \mathbb{R}^{d_S \times n}$ and $\Phi \in \mathbb{R}^{D \times n}$, whose entries are i.i.d. standard normal random variables. We obtain $X$ using the formula $X = U\Xi + \sqrt{\varepsilon^2} \Phi$.

For experiments, we set baseline values of $n = 500$, $D = 50$, $d = 40$, $d_S = 10$, $\varepsilon^2 = 1$, and $\nu = 0$.

Regarding optimization strategy, we set the number of decoder steps per encoder to be $L = 10^3$. We set the learning rate of $f$ to be $10^{-2}$ and the learning rate of $g$ to be $10^{-3}$. We use a Riemannian SGD optimizer (Kochurov et al., 2020) to optimize over the sets of semi-orthogonal linear maps (i.e., the Stiefel manifold) for $f$ and $g$. The data are randomly partitioned into mini-batches of size $b = 50$ during optimization. We train for 2 epochs.

We observe success in the baseline regime. That is, the representation matrix of the subspace data $f_*(X)$ has $d_S$ nonzero singular values $\sigma_p(f_*(X))$ which are identical to the subspace data matrix $X$’s singular values $\sigma_p(X)$. This shows that the learned $f_*$ is injective on $S$ and, even stronger, that $f_*$ is an isometry on $S$. Furthermore, we observe that the residuals $\text{resid}(f_*(x^i))$ are concentrated near 0 (Figure 6).

We now prove our previous heuristic claim: that CTRL-SSP works with any latent dimension $d$ with $d \geq d_S$. Specifically, with $D = 40$ and $d_S = 10$, we compare the cases of $d = 10$, $d = 20$, $d = 40$, and $d = 50$. In all cases, we observe success of CTRL-SSP to learn equilibria which have properties that correspond to our theoretical guarantees, with slightly increasing efficiency as $d$ increases (Figure 7).

We now test the impact of noise on CTRL-SSP. Specifically, we attempt trials with $\nu = 10^{-6}$, $\nu = 10^{-4}$, $\nu = 10^{-2}$, and $\nu = 1$. This adds off-subspace noise to the data, which no longer satisfies the assumption that the data are distributed on a linear subspace. However, in all but the last setting, CTRL-SSP clearly succeeds to learn equilibria which have properties that correspond to our theoretical guarantees (Figure 8).
Figure 6: Baseline performance of CTRL-SSP. (a) Spectra of the data, i.e., distribution of $\sigma_p(X)$. (b) Spectra of the representations, i.e., distribution of $\sigma_p(f_*(X))$. (c) Histogram of the residuals $\text{resid}(f_*(x^i))$ for all $x^i$ in $X$. Note that $d_S = 10$ singular values of $f_*(X)$ are nonzero and large, and the projection residuals are close to 0.

D More Empirical Evaluations

In this section, we continue the study of the empirical convergence of learned $f$ and $g$ to Stackelberg equilibria of the CTRL-MSP game. We perform a more detailed analysis of CTRL-MSP’s robustness to noise. Finally, we clarify the differences between CTRL-MSP, our instance of CTRL-SG as formulated in Section 5, and popular representation learning algorithms, and compare reconstruction performance.

For clarity and interpretability, we focus on the original problem of data lying on or near multiple linear subspaces. Our data generation process, baseline parameters, and optimization details are the same as in Section 5.

D.1 CTRL-MSP

We first study the resilience of CTRL-MSP to the choice of the ambient dimension $d$, as that is the main hyperparameter to choose in this model. That is, in the framework of Section 5 where $d_1 = 3$, $d_2 = 4$, and $d_3 = 5$, we vary $d$ across the following levels: $d = 20$, $d = 30$, $d = 40$, and $d = 60$. In all regimes, we see that CTRL-MSP behaves equivalently and achieves success (Figure 9).

We now study the resilience of CTRL-MSP to noise in the data. In the framework of Section 5, we vary $\nu$ across the following levels: $\nu = 10^{-6}$, $\nu = 10^{-4}$, $\nu = 10^{-2}$, and $\nu = 1$. In all but the last regime, we see that CTRL-MSP is resilient to noise and achieves success (Figure 10). Interestingly, between the second-to-last and last noise levels, the learned model quality degenerates rapidly; this alludes to a phase transition behavior, which could be an interesting phenomenon to analyze in future work.

D.2 Comparisons

Finally, we discuss the differences between CTRL-MSP, our CTRL-SG instance, and popular representation learning algorithms. The biggest difference is that no mainstream representation learning algorithm learns, or even claims to learn, explicit and interpretable representations for structured high-dimensional data, much less having provable guarantees for achieving this goal. Thus, it is impossible to build a truly fair comparison of CTRL-MSP and our CTRL-SG instance versus popular representation learning algorithms.

Despite this, we still show that CTRL-MSP and our CTRL-SG instance capture low-dimensional non-noisy structure of the data in a way that popular algorithms fail to do. We do this by looking at the correlation structure and per-class spectra of the original data $X$ as well as the autoencoded data $(g_* \circ f_*)(X)$.

More specifically, we use the following popular and well-studied supervised architectures for a comparison:

- Conditional VAE (Sohn et al., 2015);
- Conditional GAN (Mirza and Osindero, 2014);
Figure 7: Performance of CTRL-SSP with varying $d$. First row: spectra of the data matrix, i.e., distribution of $\sigma_p(X)$. Second row: spectra of the representation matrix $f_p(X)$, i.e., distribution of $\sigma_p(f_p(X))$, and histogram of the residuals $\text{resid}(f_p(x^i))$ for all $x^i$ in $X$, with $d = 10$. Third row: the same with $d = 20$. Fourth row: the same with $d = 40$. Fifth row: the same with $d = 60$. Note that in all cases $d_S = 10$ singular values of $f_p(X)$ are nonzero and large, and the projection residuals are close to 0.
Figure 8: Performance of CTRL-SSP with varying $\nu$. First row: spectra of the data matrix, i.e., distribution of $\sigma_p(X)$, spectra of the representation matrix $f_*(X)$, i.e., distribution of $\sigma_p(f_*(X))$, and histogram of the residuals $\text{resid}(f_*(x^i))$ for all $x^i$ in $X$, with $\nu = 0$. Second row: the same with $\nu = 10^{-6}$. Third row: the same with $\nu = 10^{-4}$. Fourth row: the same with $\nu = 10^{-2}$. Fifth row: the same with $\nu = 1$. 
Figure 9: Performance of CTRL-MSP with varying $d$. First row: heatmap of absolute cosine similarities of the original data $\text{acs}(x^p, x^q)$. Second row: heatmap of absolute cosine similarities of the learned representations $\text{acs}(f_*(x^p), f_*(x^q))$, spectra of the representation matrices $f_*(X_j)$ for every $j$, histogram of the residuals $\text{resid}_j(f_*(x^i))$ for all $x^i$ in $X_j$ for every $j$, with $d = 20$. Third row: the same with $d = 30$. Fourth row: the same with $d = 40$. Fifth row: the same with $d = 60$. 
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Figure 10: Performance of CTRL-MSP with varying $\nu$. First row: heatmap of absolute cosine similarities of the original data $\text{acs}(x^p, x^q)$, heatmap of absolute cosine similarities of the learned representations $\text{acs}(f_*(x^p), f_*(x^q))$, spectra of the representation matrices $f_*(X_j)$ for every $j$, histogram of the residuals $\text{resid}_j(f_*(x^i))$ for all $x^i$ in $X_j$ for every $j$, with $\nu = 0$. Second row: the same with $\nu = 10^{-6}$. Third row: the same with $\nu = 10^{-4}$. Fourth row: the same with $\nu = 10^{-2}$. Fifth row: the same with $\nu = 1$. 
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• InfoGAN (Chen et al., 2016).

Each neural network in each architecture, including in our CTRL-SG instance, is a multi-layer perceptron with 2 layers and ReLU activation; we use latent/noise dimension equal to $d_{\text{noise}} = d_{\text{latent}} = 40$. InfoGAN also uses an extra “code” variable, whose dimension we set to $d_{\text{code}} = 10$. Our implementations for comparison are adapted from the popular GitHub repositories Pytorch-GAN and Pytorch-VAE.

Despite not directly optimizing for data-space reconstruction, we show that CTRL-MSP and our CTRL-SG instance learn the statistics of the original data quite well, in contrast with several popular representation learning models. In fact, one sees that the autoencodings provided by CTRL-MSP and our CTRL-SG instance preserve the correlation structures between each data subspace, the dimension of each subspace $S_j$, and the spectra of the data matrices. On the other hand, the autoencoding provided by CVAE, and the generated data provided by the GAN frameworks, do not preserve the dimension of the subspace or the correlation structures of the original data, and in fact the autoencodings almost collapse the multi-dimensional subspace data into a one-dimensional subspace where correlations are uniform. Thus, one sees that CTRL-MSP and our CTRL-SG instance successfully learn the low-dimensional structure where other models fail (Figure 11). This confirms lines of theoretical work showing that, for example, VAEs are not able to learn low-dimensional structure under certain conditions on the encoder (Koehler et al., 2021).
Figure 11: Performance of various representation learning algorithms on data lying on linear subspaces.
(a): Heatmap of absolute cosine similarities of the original data $\text{acs}(x^p, x^q)$, and distribution of singular values $\sigma_p(X_j)$ for each class. (b): Heatmap of absolute cosine similarities of the autoencoded data $\text{acs}((g\circ f\circ g)(x^p), (g\circ f\circ g)(x^q))$ and spectra of the autoencoded matrices $(g\circ f\circ g)(X_j)$ for every $j$, where the autoencoding is from CTRL-MSP. (c): The same, where the autoencoding is from our instance of CTRL-SG. (d): The same, where the autoencoding is from CVAE. (e): Heatmap of absolute cosine similarities of the generated data $\text{acs}(g_*(z^p), g_*(z^q))$ and spectra of the generated data matrices $g_*(Z_j)$ for every $j$, where the generation is from CGAN. (f): The same, where the generation is from InfoGAN.