Abstract—We present a numerical approach for estimating the probability density function (PDF) of quantities of interest (QoIs) of power grid systems subject to uncertain power generation and load fluctuations. In our approach, generation and load fluctuations are modeled by means of autocorrelated-in-time random processes, which are approximated in terms of a finite set of random parameters by means of Karhunen-Loève approximations. The map from random parameters to QoIs is approximated by means of Hermite polynomial expansions. We propose a new approach based on compressive sensing to estimate the coefficients in the Hermite representations, exploiting the intrinsic low-dimensional structure of the map. As such, the proposed approach significantly reduces the required number of sampling points to achieve a given accuracy compared to the standard least squares method. The proposed approach is employed to estimate the PDF of relative angular velocities and bus voltages of systems of classical machines driven by autocorrelated random generation. More accurate PDF estimates—as measured by the Kullback-Leibler divergence—are achieved using fewer realizations than required by basic Monte Carlo sampling.
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I. INTRODUCTION

M odern design and operation of power grid systems require accounting for the various sources of uncertainty in power generation and demand. Adopting a probabilistic framework, in this manuscript we propose a method to estimate the probability density function (PDF) of the power grid system states to quantify the impact of random variability in generation and demand on the uncertainty in (and safety and reliability of) power grid systems. The literature on uncertainty quantification (UQ) provides various ingredients for propagating uncertainty in generation and load through the differential-algebraic equations (DAEs) governing the transient state of power grid systems. A possible approach is the so-called PDF method for stochastic differential equations driven by autocorrelated noise [1]. The PDF method has been applied successfully to analyzing the small-signal and transient stability properties of power grid systems [2], [3], but can be computationally demanding for transient analysis with many degrees of freedom.

In this manuscript we propose an alternative approach for estimating the distribution of the power grid system quantities of interest (QoI) based on iterative sparse regression [4]. Here, QoIs are the power grid states such as the generator angular velocities and bus voltages at a given time. In our approach, power generation and load fluctuations are modeled as autocorrelated random processes of time, which we represent in terms of a finite set of independent and identically distributed (iid) Gaussian random variables via truncated Karhunen-Loève approximations. We employ Hermite polynomial expansions to approximate the map from random variables to a QoI, i.e., we construct a surrogate model for the QoI. Then the PDF of QoI is estimated by sampling the surrogate model which is less expensive than running the full model. Instead of employing Galerkin projection, we estimate the expansion coefficients in the surrogate model from realizations of the transient state by sparse regression, which requires much fewer realizations of the transient state of the full model than the standard least squares method. By improving the efficiency of the sparse regression methodology, we can further reduce the number of realizations required to construct the surrogate model. For this purpose, we iteratively compute a linear transformation in the space of random variables that transforms the original random variables to a new set of random variables to improve the sparsity of the expansion coefficients. We then use the information based on the enhanced sparsity to reduce the dimension of the representation of the uncertainty.

We apply our proposed approach to analyzing two power grid systems: The WECC 3-generator, 9-bus system [5], and the 10-generator, 39-bus New England system [6]. For these two systems, we estimate the PDF of the angular velocity of synchronous generators relative to the swing generator. For the New England system we also estimate the PDF of the bus voltages. We compare PDF estimates computed by our approach with kernel density estimates computed directly from Monte Carlo (MC) realizations of the full model. For this purpose, we compute the Kullback-Leibler (KL) divergence [7] of PDF estimates with respect to an accurate MC estimate of the density. For all cases considered, the KL divergence of the sparse sampling PDF estimate is reduced by 75% compared to the KL divergence of the kernel density estimate computed from the same number of MC realizations of the full model that were employed to compute the surrogate model.

II. PROBLEM FORMULATION

We consider power grid systems driven by random-in-time mechanical power and load. Let \((\Omega, F, P)\) be a complete probability triple, where \(\Omega\) is the outcome space, and \(P\) is the probability measure over the \(\sigma\)-algebra of events \(F\). Accounting for the sources of uncertainty, the transient behavior
of power grid systems over a time window \([0, t_{\text{max}}]\) obeys a set of stochastic differential algebraic equations of the form

\[
\begin{align*}
\dot{x} &= f(x, y; \lambda(t), \omega), \\
x(0) &= x_0, \\
0 &= g(x, y; \lambda(t), \omega), \\
y(0) &= y_0,
\end{align*}
\]

where \(x\) is the vector of transient states (and its controllers), \(y\) is the vector of algebraic states, and \(\omega \in \Omega\) is an outcome. Here, \(\lambda\) denotes discrete events (e.g., faults). We are interested in estimating the PDF \(P_u(U)\) of a quantity of interest \(u = u(x(t_{\text{max}}); y(t_{\text{max}}; \omega)) \in D, D \subseteq \mathbb{R}, \) of the system’s state.

Without loss of generality, we restrict our attention to power systems driven by uncertain power injection. We denote by \(P_k^m(t; \omega)\) the \(k\)th generator’s mechanical power injection random process. In order to account for the non-Gaussian character of renewable generation, we model each \(Y_k = \ln P_k^m\) as a square-integrable, stationary Gaussian process. Furthermore, we assume that the Gaussian processes \(Y_k\) are uncorrelated with each other, with covariance kernel \(C_k(t, s) = \langle Y_k(t)Y_k(s)\rangle\), where \(\langle \cdot \rangle\) denotes ensemble average. We approximate each \(Y_k\) by means of its Karhunen-Loève (K-L) expansion truncated to \(d_k\) terms,

\[
Y_k(t; \omega) = \langle Y_k \rangle + \sum_{i=1}^{d_k} \sqrt{\gamma_i} \phi_i^k(t) \xi_i^k(\omega),
\]

where \(\{\xi_i^k(\omega)\}_{i=1}^{d_k}\) is a set of iid standard Gaussian random variables, and \(\{\gamma_i^k, \phi_i^k\}_{i=1}^{d_k}\) is the set of K-L eigenvalue and eigenfunction pairs, satisfying the Fredholm integral equation of the second kind

\[
\int_0^T C_k(t, s) \phi_i^k(s) \, ds = \gamma_i^k \phi_i^k(t).
\]

We assemble all sets of random variables into the random vector

\[
\xi = \left(\{\xi_1^1(\omega), \ldots, \xi_n^1(\omega)\}_{i=1}^{d_1}, \ldots, \{\xi_1^n(\omega), \ldots, \xi_n^n(\omega)\}_{i=1}^{d_n}\right)\top
\]

with standard multivariate normal joint density \(\rho(\xi) \equiv \mathcal{N}(\xi_0, \Gamma)\) and support \(\Gamma \equiv \mathbb{R}^d\), where \(d = \sum_{i=1}^{d_i}\) is the so-called stochastic dimension of the truncated problem.

### III. Surrogate Model

The SDAEs (1) and (2) together with the truncated K-L expansion (3) implicitly define a map \(u(\xi) : \Gamma \to D\) from each random input vector to a value of the QoI. We approximate such maps using the truncated Hermite polynomial expansion (9), (10):

\[
u(\xi) \approx \tilde{u}(\xi) \equiv \sum_{i=1}^{N} c_i \psi_i(\xi),
\]

where \(\{\psi_i(\xi)\}_{i=1}^{N}\) is the set of normalized Hermite polynomials orthogonal with respect to \(\rho(\xi)\), i.e.,

\[
\mathbb{E}\left\{\psi_i(\xi)\psi_j(\xi)\right\} \equiv \int_{\Gamma} \psi_i(\xi)\psi_j(\xi)\rho(\xi) \, d\xi = \delta_{ij},
\]

where \(\delta_{ij}\) is the Kronecker delta function, and \(\mathbb{E}\{\cdot\}\) denotes the expectation \(\int_{\Gamma} \cdot(\xi)\rho(\xi) \, d\xi\).

1Mutually correlated generation fluctuations can be considered via multi-correlated K-L expansions (e.g. [8]).

The standard approach for approximating \(p_u\) is via MC simulations, i.e., to simulate a large ensemble of \(M\) QoI samples \(\{u^q\}_q=1^M \equiv \{\tilde{u}(\xi^q)\}_q=1^M\) based on the set of independent input samples \(\{\xi^q\}_q=1^M\), and then use the kernel density estimate method (11) to approximate \(p_u\). Instead, we propose sampling the surrogate model \(\tilde{u}\) of (3) to approximate \(p_u\). We note that sampling \(\tilde{u}\) simply requires evaluating a polynomial, which is less costly than simulating the original SDAE system (1)–(2). As such, this surrogate based method is useful when sampling \(u\) is expensive and many samples are needed. For example, in some optimization problems, the objective function or constraints require the computation of the PDF or statistics (e.g., mean, variance) of \(u\) (e.g., [12], [13]). Another example is Bayesian inference for identifying the model parameters, in which a large number of samples of \(u\) (typically \(O(10^5))\) is needed ([14], [15]).

The multivariate Hermite polynomials \(\psi_i\) are constructed as the tensor product of univariate Hermite polynomials. For a multi-index \(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d)\), \(\alpha_i \in \mathbb{N} \cup \{0\}\), we set

\[
\psi_\alpha(\xi) = \psi_{\alpha_1}(\xi_1)\psi_{\alpha_2}(\xi_2) \cdots \psi_{\alpha_d}(\xi_d).
\]

For example,

\[
\psi_{1,0,1} = \psi_1(\xi_1)\psi_0(\xi_2)\psi_1(\xi_3) = \xi_1\xi_3.
\]

For simplicity, we denote \(\psi_\alpha(\xi)\) as \(\psi_\alpha(\xi)\). Based on this construction, the orthogonality in (5) holds, since for two different multi-indices \(\alpha_i = ((\alpha_1), (\alpha_2), \ldots, (\alpha_d))\) and \(\alpha_j = ((\alpha_j), (\alpha_j), \ldots, (\alpha_j))\), we have

\[
\mathbb{E}\left\{\psi_\alpha(\xi)\psi_\beta(\xi)\right\} = \delta_{\alpha_1, \beta_1}\delta_{\alpha_2, \beta_2} \cdots \delta_{\alpha_d, \beta_d}.
\]

For the expansion of \(\tilde{u}\) with polynomials up to \(P\)th order, \(|\alpha| = \sum_{i=1}^{d} \alpha_i \leq P\) and \(N = \binom{P+d}{P}\).

### IV. Sparse Regression

Given the sets of input and QoI samples, \(\{\xi^q\}_q=1^M\) and \(\{u^q \equiv u(\xi^q)\}_q=1^M\), respectively, constructing \(\tilde{u}\) requires identifying the coefficients \(c_i\) in Eq. (4). This is done by solving the linear system

\[
\Psi c = u,
\]

where \(c = (c_1, c_2, \ldots, c_N)\top\), \(u = (u^1, u^2, \ldots, u^M)\), and \(\Psi\) is the so-called measurement matrix with components \(\Psi_{ij} = \psi_j(\xi_i)\). For \(M > N\), the linear system (6) is overdetermined, and the standard approach to approximate \(c\) is ordinary least squares fitting. For \(M < N\), the system is underdetermined, and a QR decomposition of \(\Psi\) should be used before applying ordinary least squares fitting ([16]).

Given sufficient regularity of \(u\), the difference between \(u\) and \(\tilde{u}\) becomes smaller as more polynomials are included in the expansion of \(\tilde{u}\); i.e., the error decreases with increasing \(N\). Often, the number of available samples of \(u\) is smaller than the \(N\) required to obtain a solution with the desired error, i.e., \(M < N\) or even \(M \ll N\). Although ordinary least squares fitting with QR decomposition can be used in this case, a
more accurate approach here is compressive sensing with $\ell_1$ minimization \cite{17,18}:

$$
(P_{\ell_1,c}) \quad \arg\min_{\hat{c}} \|\hat{c}\|_1, \text{ subject to } \|\Psi \hat{c} - u\|_2 \leq \epsilon \tag{7}
$$

where $\| \cdot \|_p$ denotes the $\ell_p$ norm and $\epsilon$ is an estimate of the truncation error. Theoretical analysis in \cite{17,18} demonstrates that for $\Psi$ satisfying the restricted isometry condition, the $\ell_1$ minimization yields an accurate estimate of a sparse $\hat{c}$, where sparse means that most $c_n$ coefficients are close to 0 and can be disregarded. Intuitively, the restricted isometry property indicates that $\Psi$ is nearly orthonormal, i.e., that $\Psi^T \Psi$ is close to the identity matrix. We refer interested readers to \cite{17} for more details. A modified version of $\ell_1$ minimization, named reweighted $\ell_1$ minimization, was proposed to improve the accuracy of approximating $c$ \cite{19,20}:

$$
(P_{1,c}^W) \quad \arg\min_{\hat{c}} \|W \hat{c}\|_1, \text{ subject to } \|\Psi \hat{c} - u\|_2 \leq \epsilon \tag{8}
$$

where $W \equiv \text{diag}(w_1, w_2, \ldots, w_d)$. This minimization is performed iteratively: first, $(P_{\ell_1,c})$ is solved to obtain an initial guess $\hat{c}(0)$; then, we set $w_i^{(1)} = 1/(|c_i^{(0)}| + \gamma)$ and $(P_{1,c}^W)$ is solved to obtain $\hat{c}^{(1)}$. These steps are repeated until convergence is achieved. Usually, only two to three iterations are performed, as more iterations don’t provide significant improvement \cite{19,20}.

In this work we propose employing the iterative rotations method developed in \cite{4,21} to enhance the sparsity of $c$. This method aims to identify an orthonormal rotation matrix $A$ (i.e., satisfying $AA^T = I$) that maps $\xi$ to a new set of random variables $\eta \equiv A \xi$, where $\rho(\eta) = N(\eta|0, I)$ due to the orthonormality of $A$. In terms of $\eta$, $\hat{u}$ in \cite{4} can be rewritten as

$$
\hat{u}(\xi) = \sum_{n=1}^N c_n \psi_n(\xi) = \sum_{n=1}^N \tilde{c}_n \tilde{\psi}_n(\eta) = \sum_{n=1}^N \tilde{c}_n \tilde{\psi}_n(\eta). \tag{9}
$$

By enhancing the sparsity of $\tilde{\hat{c}} = (\tilde{c}_1, \tilde{c}_2, \ldots, \tilde{c}_N)$ with respect to that of $\hat{c}$, the accuracy of approximating the Hermite expansion coefficients by the solution of $(P_{\ell_1,c})$ or $(P_{1,c}^W)$ is expected to increase.

The rotation matrix $A$ can be found iteratively \cite{4} using the eigendecomposition of the gradient variance \cite{22,23}:

$$
G \equiv \mathbb{E}\{\nabla u(\xi)\nabla u(\xi)^T\} = U A U^T, \quad U U^T = I \tag{10}
$$

and setting $A = U^T$. The matrix $U$ consists of columns of eigenvalues, and $A$ is a diagonal matrix of eigenvalues $\{\lambda_i\}_{i=1}^d$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0$. The rotation $\eta = A \xi$ projects $\xi$ onto the eigenvectors $U_{(i)}$. Consequently, when the sequence $\{\lambda_i\}$ decays rapidly, $u$ primarily depends on the first few new random variables $\eta$. That is, most of the variation of $u$ is concentrated along the directions of the corresponding eigenvectors. Since $u$ is not known, $G$ is approximated in terms of $\tilde{u}$, i.e.,

$$
G \approx \mathbb{E}\{\nabla \tilde{u}(\xi)\nabla \tilde{u}(\xi)^T\}; \tag{11}
$$

or,

$$
G_{ij} \approx \mathbb{E}\left\{ \frac{\partial}{\partial \xi_i} \left( \sum_{n=1}^N c_n \partial \psi_n(\xi)/\partial \xi_j \right) \frac{\partial}{\partial \xi_j} \left( \sum_{n=1}^N c_n \partial \psi_n(\xi)/\partial \xi_j \right) \right\}
$$

$$
= \mathbb{E}\left\{ \sum_{n=1}^N \sum_{n'=1}^N c_n c_{n'} \left( \frac{\partial^2 \psi_n(\xi)/\partial \xi_i}{\partial \xi_j} \right) \left( \frac{\partial^2 \psi_{n'}(\xi)/\partial \xi_i}{\partial \xi_j} \right) \right\}
$$

$$
= \sum_{n=1}^N \sum_{n'=1}^N c_n c_{n'} \mathbb{E} \left\{ \frac{\partial^2 \psi_n(\xi)/\partial \xi_i}{\partial \xi_j} \frac{\partial^2 \psi_{n'}(\xi)/\partial \xi_i}{\partial \xi_j} \right\}
$$

$$
= \mathbb{E} \left\{ \frac{\partial^2 \psi_n(\xi)/\partial \xi_i}{\partial \xi_j} \frac{\partial^2 \psi_{n'}(\xi)/\partial \xi_i}{\partial \xi_j} \right\}
$$

$$
= \tilde{c}^T K_{ij} \tilde{c}, \tag{12}
$$

where $K_{ij}$ are matrices with components

$$
(K_{ij})_{kl} = \mathbb{E} \left\{ \frac{\partial^2 \psi_k(\eta)/\partial \xi_i}{\partial \xi_j} \frac{\partial^2 \psi_l(\eta)/\partial \xi_i}{\partial \xi_j} \right\}
$$

$$
= \sqrt{(\alpha_k)(\alpha_l)} \delta_{(\alpha_k)m} \delta_{(\alpha_l)n} (-1)^{(\alpha_i)} (-1)^{(\alpha_j)} \delta_{(\alpha_k)m} \delta_{(\alpha_l)n}; \tag{13}
$$

and the index $k$ in $\psi_k$ is the multi-index $\alpha_k = ((\alpha_k)_1, \ldots, (\alpha_k)_d)$. In \cite{13}, the following property of univariate normalized Hermite polynomials is used:

$$
\psi_n(x) = \sqrt{n!} \psi_{n-1}(x), \quad n \in \mathbb{N} \cup \{0\}, \quad \psi_{-1}(x) = 0. \tag{14}
$$

Note that $G$ is a symmetric $d \times d$ matrix ($d$ is the number of random variables in the system) and only $d(d + 1)/2$ of its entries need to be computed.

**Algorithm 1** Sparsity-enhancing $\ell_1$ minimization with iterative rotations.

1. Generate input samples $\{\xi^q\}_{q=1}^M$ from the distribution $\rho(\xi)$.
2. Generate QoI samples $\{u^q = u(\xi^q)\}_{q=1}^M$ by simulating SDAE system \cite{1-2} with K-L expansions \cite{3}.
3. Construct the measurement matrix $\Psi$ by setting $\Psi_{ij} = \psi_j(\xi^i)$.
4. Solve the optimization problem $(P_{\ell_1,c})$ \cite{7} to compute $\hat{c}$. If the reweighted $\ell_1$ method is employed, solve $(P_{1,c}^W)$ \cite{8} instead.
5. Set $l = 0$, $\eta^{(0)} = \xi$, $\tilde{c}^{(0)} = \hat{c}$.
6. Construct $G^{(l+1)}$ from $\tilde{c}^{(l)}$ using \cite{12}, then compute the eigendecomposition $G^{(l+1)} = U^{(l+1)} \Lambda^{(l+1)} (U^{(l+1)})^T$.
7. Define $\eta^{(l+1)} = (U^{(l+1)})^T \eta^{(l+1)}$, and compute samples $\{\eta^{(l+1)}\}^q = (U^{(l+1)})^T (\eta^{(l+1)})^q, \quad q = 1, 2, \ldots, M$.
8. Update the measurement matrix $\Psi^{(l+1)}$ with $\Psi_{ij} = \tilde{\psi}_j(\eta^{(l+1)})^i$.
9. Solve the optimization problem $(P_{1,c^{(l+1)}})$ and set $\tilde{c}^{(l+1)} = \hat{c}$. If the reweighted $\ell_1$ method is employed, solve $(P_{1,c^{(l+1)}})$ instead.
10. Set $l = l + 1$. If $l = l_{\text{max}}$, stop; otherwise, go to Step 6.

The iterative rotation algorithm proposed in \cite{4} is summarized as Algorithm 1. At each iteration, $\hat{c}$ is used from the previous step to compute $G$ based on Eq. \cite{12}, and its eigendecomposition (Step 6). $\eta^{(l)}$ is updated from $\eta^{(l+1)}$ as
The maximum iteration numbers $l_{\text{max}}$ is usually set at two to three according to the authors’ experience since more iterations will not improve the accuracy significantly. A more sophisticated stopping criterion can be designed by measuring the distance between $U^{(l)}$ and the identity matrix or permutation matrix. More details can be found in [3]. In the present work, we set $l_{\text{max}} = 2$. The $\ell_1$ minimization problems are solved using the MATLAB package SPGL1 [24], [25]. In practice, the thresholds $\varepsilon$ and $\varepsilon^{(l)}$ are estimated by cross-validation since these thresholds are not known a priori. One such technique for estimating the threshold (based on [26]) is summarized in Algorithm 2.

**Algorithm 2** Cross-validation for estimating the error $\varepsilon$.

1. Divide the $M$ output samples into $M_r$ reconstruction ($u_r$) and $M_v$ validation ($u_v$) samples, and divide the measurement matrix $\Psi$ correspondingly into $\Psi_r$ and $\Psi_v$.
2. Choose multiple values for $\varepsilon_r$ such that the exact error $\|\Psi_r c - u_r\|_2$ of the reconstruction samples is within the range of $\varepsilon_r$ values.
3. For each $\varepsilon_r$, solve $(P_{h,\varepsilon})$ with $u_v$ and $\Psi_r$ to obtain $\hat{c}$, then compute $\varepsilon_v = \|\Psi_v \hat{c} - u_v\|_2$.
4. Find the minimum value of $\varepsilon_v$ and its corresponding $\varepsilon_r$. Set $\varepsilon = \sqrt{M/M_r} \varepsilon_r$.

The iterative rotation procedure described above can be exploited to reduce the stochastic dimension of the problem. The size of $\eta$ can be reduced according to the magnitude of the eigenvalues $\{\lambda_i^{(l_{\text{max}})}\}$ by setting a threshold $\theta$ and truncating the sequence after $d^*$ such that $\sum_{i=1}^{d^*} \lambda^{(l_{\text{max}})}_i > \theta$. Similar methods for model reduction in random space have been proposed in the literature (e.g., active subspaces [23], basis adaptation [27]). However, in this work the rotation matrix is computed in a different manner than existing methods. It is designed specifically for limited data problems, and it takes advantage of an accurate surrogate model of $u$ based on sparse regression. As such, in this scenario, the proposed method provides more accurate guidance for dimension reduction based on this accurate surrogate model. After truncating the random variables $\eta$ to $\eta^* = (\eta_1^{(l_{\text{max}})}, \ldots, \eta_{d^*}^{(l_{\text{max}})})^T$, the polynomial order can be raised to $P$ to $P^*$, $P < P^*$, to better describe the variance of $u$. Then, $(P_{1,c})$ (or $(P_{1,\varepsilon})$) is solved with a new matrix $\Psi^*$ with components $\Psi^*_{ij} = \psi_j^* (\eta^*)^i$ to obtain $c^*$, resulting in the approximation $u(\xi) \approx u^*(\eta^*) = \sum_{i=1}^{N^*} c_i^* \psi_i (\eta^*)^i$ (15), where $N^* = (P^* + d^*)$ and $N^* < N$. This procedure is summarized in Algorithm 3.

**Algorithm 3** $\ell_1$ minimization with dimension reduction after iterative rotations.

1. Run Algorithm 1.
2. Decide the truncation dimension $d^*$ based on the eigenvalues $\{\lambda_i^{(l_{\text{max}})}\}$. For example, set $\sum_{i=1}^{d^*} \lambda_i^{(l_{\text{max}})} > 0.95 \sum_{i=1}^{d} \lambda_i^{(l_{\text{max}})}$.
3. Introduce new random variables $\eta^* = (\eta_1^{(l_{\text{max}})}, \ldots, \eta_{d^*}^{(l_{\text{max}})})^T$, then compute samples $(\eta^*)^q$ based on samples $(\eta^{(l_{\text{max}})})^q$, $q = 1, 2, \ldots, M$.
4. Compute the measurement matrix $\Psi^*$ with $\Psi^*_{ij} = \psi_j^* (\eta^*)^i$.
5. Solve the optimization problem $(P_{1,c^*})$ and set $c^* = \hat{c}$. If the reweighted $\ell_1$ method is employed, solve $(P_{1,c^*})$ instead.

The different dimension. Instead, the various proposed approximations are evaluated by comparing the PDFs of $u$, $\tilde{u}$, and $u^*$. These PDFs are approximated via kernel density estimation from a large number of samples of the corresponding surrogate models.

**V. NUMERICAL EXPERIMENTS**

In this section, the sparse regression approach is employed to estimate the PDF $p_u(U)$ of various QoUs $u$ in a power grid system. Specifically considered are systems of synchronous machines driven by uncertain mechanical power injections. Surrogate models $\tilde{u}$ (iterative rotation without stochastic dimension reduction) and $u^*$ (with stochastic dimension reduction) are constructed from $M$ MC samples of the SDAE system (1)–(2) with K-L expansions (3). Each surrogate is sampled 10$^4$ times, and the corresponding PDF estimate is calculated employing kernel density estimation (11).

To evaluate the accuracy of the PDF estimation by the sparse regression approach, a reference PDF is computed from $M_{\text{ref}} = 10^4 \gg M$ MC samples. The PDFs are compared by computing the Kullback-Leibler (KL) divergence,

$$KL(P||Q) = \int_D p(x) \log \frac{p(x)}{q(x)} \, dx,$$ (16)

which measures the difference between two distributions (or densities) $P$ and $Q$. To evaluate the efficiency of the sparse regression approach, PDFs estimated by the sparse regression approach are also compared with kernel density estimates computed directly from the $M$ MC samples of the full model used to construct the surrogate models. The bandwidth $h$ used for kernel density estimation is taken as $28$.

$$h = 1.06 \hat{\sigma} n^{-1/5},$$

where $n$ is the number of samples and $\hat{\sigma}$ is the sample standard deviation.

**A. WECC 3-generator, 9-bus system**

The WECC 3-generator, 9-bus system [3], shown in Fig. 1, is considered. The system consists of 3 classical synchronous generators, each driven by lognormally distributed mechanical parameters.
power injections. As described in Section II, for classical generators, Eqs. (1) and (2) can be rewritten as

\[ \dot{\delta}_k = \omega_B (\omega_k - \omega_s) \]

\[ 2H_k \dot{\omega}_k = -D_k (\omega_k - \omega_s) - P^r_k (\delta) + P^m_k (t; \bar{\omega}) \]

\[ P^r_k (\delta) = \sum_{i=1}^{n} E_k E_i (G_{ki} \cos(\delta_k - \delta_i) + B_{ki} \sin(\delta_k - \delta_i)) \]

for \( k \in [1, n] \), where \( n \) is the number of generators. Here, \( \omega_k \) is the angular velocity \([\text{rad} s^{-1}]\) of the \( k \)th machine, \( \delta \equiv (\delta_1, \ldots, \delta_n) \) is the vector of generator phase angles \([\text{rad}]\), \( H_k \) and \( D_k \) are the generator’s inertia and damping constants, respectively, \( \omega_s \) is the synchronously rotating velocity \([\text{rad} s^{-1}]\), \( \omega_B \) is the base velocity \([\text{rad} s^{-1}]\), \( G_{ij} \) and \( B_{ij} \) are the transfer conductance and susceptance, respectively \([\text{p.u.}]\), \( P^r_k \) is the active generated power \([\text{p.u.}]\), and \( P^m_k \) is the mechanical power injection \([\text{p.u.}]\).

The mean mechanical power injections are \( \langle P^m_1 \rangle = 0.7128 \) \([\text{p.u.}]\), \( \langle P^m_2 \rangle = 2.00 \) \([\text{p.u.}]\), and \( \langle P^m_3 \rangle = 0.48 \) \([\text{p.u.}]\), with equal standard deviation \( \sigma = 0.05 \) \([\text{p.u.}]\). For all generators, the dynamics of the mechanical power injections are modeled by K-L expansions, truncated at 25 terms, of the exponential covariance kernel \( C_k (t, s) = \sigma_k^2 \exp\{-|t - s|/\lambda\} \), with correlation length 1.8 s. The stochastic dimension of the truncated problem is therefore 75.

Starting from deterministic equilibrium initial conditions, the system is simulated for \( t_{\text{max}} = 10 \) s. At 1 s, the system is subjected to a self-clearing 3-phase fault at the terminal of generator 2 with duration 0.189 s, where the critical clearing time for the same fault and power system, starting from equilibrium initial conditions, but with no power injection uncertainty.

The aim is to estimate the PDF of the angular velocity of generator 2 with respect to the swing generator 1 at time \( t = t_{\text{max}} \), \( u = \omega^*(t_{\text{max}}) = \omega_2 (t_{\text{max}}) - \omega_1 (t_{\text{max}}) \). \( M = 500 \) MC samples of the full system are used to construct the surrogate models \( \tilde{u} \) and \( u^* \) by the numerical method in Section IV. Then each surrogate model is sampled \( 10^4 \) times to estimate the PDF of the QoI \( u \). First, Algorithm I was run with \( P = 2 \) to obtain \( \tilde{u} \). Next, based on eigenvalues \( \{\lambda^i_{\text{max}}\} \) and the rotation \( A \), and the parameter choices \( d^* = 10 \) and \( P^* = 4 \), the model for \( u^* \) is constructed. A reference kernel density estimate of the PDF is computed directly from \( 10^4 \) samples of the full system. Finally, for comparison, a kernel density estimate is directly computed from the \( M = 500 \) samples employed to construct the surrogate models. Both MC PDF estimates, as well as the PDF estimate from \( u^* \), are presented in Fig. 3.

KL divergences of the PDF estimates with respect to the reference PDF are presented in Table I, which provides a quantitative understanding of Fig. 3. PDFs were constructed, and their KL divergences computed, for 50 independent sample sets, with each sample set consisting of 500 samples. It can be seen that direct PDF estimation from 500 MC samples is less accurate than PDF estimation by the sparse regression approach. Similarly, it can be seen that the difference between PDF estimates from the \( \tilde{u} \) (rotation without truncation) and \( u^* \) (truncation after rotation) models is small.

The accuracy of the sparse regression method is examined for amounts of available data, \( M \), varying from 400 to 600. For each dataset size, 50 independent datasets are examined, surrogate models are constructed, and KL divergences are computed. Figure 3 shows the mean KL divergence together with 99% confidence intervals indicated by error bars. The sparse regression method outperforms MC estimation for the same dataset size.

### Table I

**WECC 3-generator, 9-bus system: Mean KL divergence of various approximations to the PDF of the relative angular velocity \( \omega^* \) at time \( t_{\text{max}} \), computed using different methods (with 500 samples), with respect to the reference density.**

| Method | \( M = 500 \) | \( u^{*\text{MC}} \) | \( u^* \) |
|--------|---------------|----------------|-----------|
| MC     | 0.0235        | 0.0081         | 0.0054    |

---

**Fig. 2.** WECC 3-generator, 9-bus system: Comparison of the PDF of the relative angular velocity \( \omega^* \) at time \( t_{\text{max}} \). "MC" indicates kernel density estimate computed from 500 MC simulations; "CS" indicates kernel density estimate based on \( 10^4 \) samples of \( u^* \), which is constructed from the 500 MC simulations; "Reference" indicates the reference kernel density estimate computed from \( 10^5 \) MC simulations.

**Fig. 1.** Schematic of the WECC 3-generator, 9-buses power system [5].

---

**B. 10-generator New England system**

We also consider the 39-bus New England system [6], shown in Fig. 4, which is fed by 10 synchronous generators, and the swing generator \( G_{10} \) models the interconnection to the external power grid. The dynamics of the generator states are modeled with the Power Systems Toolbox (PST) [29], [30]. New England system parameters can be found distributed with...
the software. The software was modified to simulate noisy power injections modeled by K-L expansions and exponential autocovariance.

The mean mechanical power injections driving these generators are summarized in Table II I Autocorrelated-in-time noise in the power injections was introduced to generators $G_1$, $G_2$, and $G_3$, using a K-L expansion (3) with $d_k = 25$ terms and covariance kernel $C_k(t, s) = \sigma^2 \exp\left\{-|t-s|/\lambda\right\}$, with standard deviation $\sigma = 0.02$ [p.u.], and correlation length $\lambda = 1.8$ s. Then, at all points in time, the noise was transformed to have a log-normal stationary distribution but maintain the same mean and standard deviation.

Starting from deterministic equilibrium initial conditions, the system was solved for 20 s, and at 10 s the transmission line between Bus 3 and Bus 4 experiences a 3-phase fault. This fault is cleared first at Bus 3 after 0.186 s, and then at Bus 4 another 0.030 s later, after which system continues with the line removed. Note that for the same system with no input power noise, the critical clearing time (CCT) for Bus 3 is 0.189 s, with the same lag in clearing time at Bus 4.

PDF estimation for two QoIs is considered for this system: The voltage at the 9th bus, and the difference of angular velocity between two specific generators $\omega^*(t_{\text{max}}) = \omega_{10}(t_{\text{max}}) - \omega_9(t_{\text{max}})$, at $t_{\text{max}} = 13.51$ s. Similar to the example in Section V-A for each QoI $M = 500$ MC samples were used to construct $u^*$ with $d^* = 10, P^* = 4$, after which $u^*$ was sampled $10^4$ times to estimate the PDF via kernel density estimation. A reference MC PDF estimate is computed via kernel density estimation directly from $10^4$ samples of the full system. Additionally, a direct kernel density estimate was produced from the $M = 500$ samples employed to construct the surrogate models. The MC estimates and the PDF estimate from $u^*$ are shown for both QoIs in Figures 5 and 7.

KL divergences of the PDF estimates with respect to the reference PDF for both quantities of interest are presented in Tables III and IV. As in the numerical example of Section V-A, the KL divergences for PDF estimates were obtained using 50 independent sample sets, each set consisting of 500 samples. Again, the sparse regression estimate of the PDF proved to be more accurate than the direct kernel density estimate obtained from the same number of samples as were used to construct the surrogate model. Furthermore, the difference between PDF estimates obtained from the $\bar{u}$ (rotation without truncation) and $u^*$ (truncation after rotation) models was small.

Also studied were the effects of varied data availability for estimating the PDF for both QoIs. 50 independent datasets were employed to study the statistics of the KL divergence of the various approximations to the PDF. Figures 6 and 8 show the mean KL divergence together with its 99% confidence interval indicated by error bars. It is evident that the sparse reduction method again improves upon density estimation from MC samples, in terms of consistently lower KL divergence.
Due to the nonlinear nature of power grid dynamics, the distribution of QoIs subject to uncertain inputs is non-Gaussian and may exhibit long tail behavior; therefore, central moments do not sufficiently characterize such distributions for the purposes of risk assessment and optimization under uncertainty. Therefore, accurate estimation of PDFs is a critical necessity for the analysis and operation of power grid systems under uncertainty.

In this study, surrogate models were constructed for QoIs of power systems subject to random power injection fluctuations. A compressive sensing method based on iterative rotations was used to construct the surrogate model, which requires a relatively small number of samples from the full model. The PDF of the QoI is then estimated by sampling the surrogate model.

The proposed numerical method was applied to two power grid systems. Sparse regression was shown to be more efficient than the traditional MC method. KL divergence was used to compute the error in PDF estimate relative to the reference solution and show that for the same number of samples of the full system, sparse regression exhibited KL divergences approximately 75% smaller than those for the MC method.

### VI. Conclusions

TABLE III

| Method | PDF | u | u^* |
|--------|-----|---|-----|
| MC     | 0.0379 | 0.0142 | 0.0098 |

Fig. 6. 10-generator New England system: Comparison of mean KL divergence of approximations to the PDF of the voltage of bus 9 with respect to the reference density. Red bars indicate direct kernel density estimate of PDF from MC simulations; blue bars indicate kernel density estimate of PDF from samples of u^*.

TABLE IV

| Method | PDF | u | u^* |
|--------|-----|---|-----|
| MC     | 0.0346 | 0.0032 | 0.0019 |

Fig. 7. 10-generator New England system: Comparison of the PDF of the relative angular velocity ω at time t_{max} computed using different methods with respect to the reference density. “MC” indicates kernel density estimate computed from 500 MC simulations; “CS” indicates kernel density estimate based on 10^4 samples of u^*, which is constructed from the 500 MC simulations; “Reference” indicates the reference kernel density estimate computed from 10^4 MC simulations.

Fig. 8. 10-generator New England system: Comparison of mean KL divergence of approximations to the PDF of the relative angular velocity ω at time t_{max} with respect to the reference density. Red bars indicate direct kernel density estimate of PDF from MC simulations; blue bars indicate kernel density estimate of PDF from samples of u^*.
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