Abstract—Link (edge) addition/deletion or sensor/actuator failures are common structural perturbations for real network systems. This paper is related to the computation complexity of minimal (cost) link insertion, deletion and vertex deletion with respect to structural controllability of networks. Formally, given a structured system, we prove that: i) it is NP-hard to add the minimal cost of links (including links between state variables and from inputs to state variables) from a given set of links to make the system structurally controllable, even with identical link costs or a prescribed input topology; ii) it is NP-hard to determine the minimal cost of links whose deletion deteriorates structural controllability of the system, even with identical link costs or when the removable links are restricted in input links. It is also proven that determining the minimal cost of inputs whose deletion causes structural uncontrollability is NP-hard in the strong sense. The reductions in their proofs are technically independent. These results may serve an answer to the general hardness of optimally designing (modifying) a structurally controllable network topology and of measuring controllability robustness against link/actuator failures. Some fundamental approximation results for these related problems are also provided.

I. INTRODUCTION

Recently, the design of large scale systems has attracted much interest with the emergence of complex networks, such as power networks, biological transduction networks [9], gene regulation networks [24], etc. One fundamental objective is to design a network that ensures controllability and observability [11], [13], [28], [29], [31]. Among the related problems, the input selection problem has received much attention in [11], [13], [30], [2], [9], [15], [16]. Specially, it is known that determining the minimal actuated states to ensure controllability for a numerical system is NP-hard [11]. However, if we ignore the exact parameters of the system matrices and only focus on their zero-nonzero sparsity patterns, then the same problem of determining the minimum number of actuated states to ensure structural controllability can be done in polynomial time [15] using some graph theoretical operations. Apart from the binary concept of controllability, researchers also develop some heuristic methods to select inputs to optimize certain control energy related metrics [20], [15].

Compared to the abundant research on input selection problems, less attention has been paid to the design of the (autonomous) network topology. In this paper, we are interested in the following questions which often emerge in designing the topologies of networks: given a system, 1) if the system is uncontrollable, how to adjust links between state variables, or from the existing inputs to state variables rather than adding extra inputs, to make the system controllable? 2) inverse to 1), if the system is controllable, how to identify the subsets of links/actuators whose removal would destroy the system controllability? Here links could correspond to interacting connections, communication channels, connectivity paths etc. in practical networks, such as multi-agent systems, complex communications networks, transportation systems [18]. Some preliminary work concerning Problem 1) can be found in [28], where it illustrates how to transform a specific uncontrollable networked system to be a controllable one (in numerical sense) by adjusting subsystem connections, yet systematic methods to do this transformation need further study. As an inverse problem of Problem 1), Problem 2) can provide information concerning the robustness of system topologies, or the 'Achilles heel' link/actuator sets, i.e., elements whose absence will make the system uncontrollable. A simple classification for network links can be found in [9] according to the effects of their absence on the number of driver nodes needed to ensure controllability. Since controllability and observability are closely related security of cyber-physical systems, Problem 2) is significant to determine whether a system is resilient under malicious link/actuator attacks with bounded cardinality.

Structural controllability is only related to the zero-nonzero patterns of the associated system matrices [8], which serves as an alternative notion for controllability if we have no access to the exact value of the link weights of the networks. The problem of modifying a network by adding links between state vertices to make the network controllable by one single input has been considered in [22]. The problem of building a structurally observable system with minimum link cost and robustness consideration has been studied in [7] under the assumption that all state variables have zero-cost self-loops. Robustness of controllability and observability under structural disturbances have been discussed in [17] [13] considers observability preservation under sensor failure; later [19] studies controllability preservation under simultaneous failures in both the communication links and the agents. These works mainly focus on classification of links and agents according to the influence of their failures on observability or controllability. However, computation complexity concerning the associated optimization problems, to the best of our knowledge, has not been formally established in literature.

In this paper, we study the computation complexity of the optimization versions of the link (edge) insertion/deletion and actuator deletion subject to structural controllability. These problems are significant to understanding the 'distance' between structural controllability and structural uncontrollability.
Since these problems are combinatorial problems at first look, understanding their computation complexity is important. Our main contributions are three complexity results concerning the minimal (cost) structural perturbations for network controllability. To be specific, given a structured system, we prove that: i) it is NP-hard to add the minimal cost of links (including links between state variables and from inputs to state variables) from a given set of links to make the system structurally controllable, even with identical link costs or a prescribed input topology; ii) it is NP-hard to determine the minimal cost of links whose deletion deteriorates structural controllability of the system, even with identical link costs or when the removable links are restricted in input links; and iii) it is NP-hard in the strong sense to determine the minimal cost of actuators whose deletion causes uncontrollability. While these three problems are conceptually related, the proofs in their reductions are technically independent. The first result is in sharp contrast to the recently known fact that selecting the minimal number (cost) of states to be actuated to ensure structural controllability can be solved in polynomial time \[15\]. The second result means that, it is impossible to determine the controllability ‘robustness’ against link failures in polynomial time under the common conjecture \(P \neq NP\). Strong NP-hardness means that, there is no quasi-polynomial time algorithms for the third problem unless \(P = NP\). Some fundamental approximation results for these related problems are also provided. For example, we show that a 2-approximation polynomial time algorithm exists for the first problem, and the second problem has the same multiplicative approximation factor as that of the minimal cost 1-blocker problem. These results may serve an answer to the general hardness of optimally designing (modifying) a structurally controllable network topology and of measuring controllability robustness against link/actuator failures.

The rest of this paper is organized as follows. Section II provides some preliminaries and introduces the problems studied in this paper. Sections III, IV and V respectively give the intractability and approximation results for the associated link insertion, link deletion and actuator deletion problems respectively. The concluding remarks are included in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Concepts in Graph Theory

Given a digraph \(G = (V,E)\), a path from \(v_i\) to \(v_j\) is a sequence of edges \(\{(v_i, v_{i+1}), (v_{i+1}, v_{i+2}), ..., (v_{j-1}, v_j)\}\) without repeated vertices. A digraph is said to be strongly connected, if for any two vertices \(u\) and \(v\) of this digraph, there is a path from \(v\) to \(w\) and from \(w\) to \(v\), i.e., \(v\) and \(w\) can be reachable from each other. A strongly connected component (SCC) of \(G\) is a subgraph of \(G\) that is strongly connected and is maximal in the sense that no additional edges or vertices from \(G\) can be included in the subgraph without breaking its property of being strongly connected.

For a graph \(G, V(G)\) denotes the vertex set of graph \(G\), \(E(G)\) the edge set. Given a digraph \(G = (V,E)\) with edge costs (weights) \(c : E \rightarrow \{0\} \cup \mathbb{R}^+\), denote edge cost \(C(T) = \sum_{e \in T} c(e)\) for a set \(T \subseteq E\). An arborescence is a directed, rooted tree in which all edges point away from the root; a minimal spanning forest for a digraph is the union of the arborescences which span the digraph, such that the total edge cost is as small as possible. A matching for a graph \(G = (V,E)\) is a subset of edges in \(E\) which do not share common vertices. A maximum matching of \(G\) is a matching with the maximum number of edges among all possible matchings, whose size is called the matching number, denoted by \(\nu(G)\). A minimum cost maximum matching is the maximum matching with the edge cost as small as possible. Given a maximum matching \(M^*\) of \(B(S_1, S_2, E_{S_1, S_2})\), a vertex is said to be matched w.r.t. \(M^*\), if it belongs to an edge in \(M^*\), otherwise it is unmatched; a vertex is said to be right-matched (resp. left-matched) w.r.t. \(M^*\), if it belongs to \(S_2\) (resp. \(S_1\)) and in \(V_R(M^*)\) (resp. \(V_L(M^*)\)); otherwise it is right- unmatched (resp. left-unmatched). We say \(B(S_1, S_2, E_{S_1, S_2})\) has a perfect matching, if there are no unmatched vertices w.r.t any maximum matching.

B. Structural Controllability

Consider a network system whose dynamic is captured by

\begin{equation}
 x(t + 1) = Ax(t) + Bu(t),
\end{equation}

where \(x(t) \in \mathbb{R}^n\) is the state vector, \(u(t) \in \mathbb{R}^q\) is the input vector, \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times q}\) are respectively the state transition matrix and input matrix. In practical, the exact values of entries of \(A\) and \(B\) might be hard to know. Hence, let \(\bar{A} \in \{0,1\}^{n \times n}\) and \(\bar{B} \in \{0,1\}^{n \times q}\) be binary matrices representing the sparsity patterns of matrices \(A\) and \(B\), where \(1\) denotes a free parameter and 0 a zero entry. We call a matrix as structured matrix, if every of its entry is either a fixed zero or a free parameter. For two structured matrices \(\bar{A}_1\) and \(\bar{A}_2\) with the same dimensions, we say \(\bar{A}_1 \subset \bar{A}_2\), if whenever \(\bar{A}_{1_{ij}} \neq 0\) implies \(\bar{A}_{2_{ij}} \neq 0\).

Let \(X\), \(U\) denote the sets of state variables and input variables respectively, i.e., \(X = \{x_1, ..., x_n\}, U = \{u_1, ..., u_q\}\). Denote the edges by \(E_{X,X}(\bar{A}) = \{(x_i, x_j) : \bar{A}_{ii} \neq 0\}\), \(E_{X,U}(\bar{B}) = \{(u_j, x_i) : \bar{B}_{ij} \neq 0\}\). An edge (i.e., link) \(e\) is said to be state edge (link) if \(e \in X \times X\), and input edge (link) if \(e \in U \times X\). Let \(D(\bar{A}, \bar{B}) = (X \cup U, E_{X,X}(\bar{A}) \cup E_{X,U}(\bar{B}))\) be the system digraph associated with \((\bar{A}, \bar{B})\); moreover, \(D(\bar{A}) = (X, E_{X,X}(\bar{A}))\), \(D(\bar{B}) = (U, E_{X,U}(\bar{B}))\). In the following, we sometimes simplify \(E_{X,X}(\bar{A})\) by \(E_{X,X}(\bar{A}, \bar{B}))\) by \(E_{X,X}(\bar{A})\), if no confusion is made.

We say \((\bar{A}, \bar{B})\) is structurally controllable if there exists a realization \((A, B)\) with the sparsity pattern of \((\bar{A}, \bar{B})\) such that \((A, B)\) is controllable in the numerical sense. For the system \((\bar{A}, \bar{B})\) in \([1]\) and its system digraph \(D(\bar{A}, \bar{B})\), a state vertex \(x \in X\) is said to be input-reachable, if there exists at least one path from one of the input vertices \(u \in U\) to \(x\) in \(D(\bar{A}, \bar{B})\). Decomposing \(D(\bar{A}) = (X, E_{X,X}(\bar{A}))\) into SCCs, an SCC having no incoming edges from other SCCs to its vertices is called a source SCC. A source SCC is said to be a non input-reachable source SCC if none of its vertices is input-reachable. A stem is a path from an input vertex \(u \in U\) to a state vertex \(x \in X\). By connecting a stem and a collection of disjoint cycles with...
state or input links in the system digraph $D(\bar{A}, \bar{B})$, we get a cactus.

The generic rank of a structured matrix $M$ is the maximum rank $M$ can achieve as the function of its free parameters. We denote by $\text{rank}(M)$ as the generic rank of $M$.

The following lemma characterizes the structural controllability, which can be found in [15, 18] etc.

**Lemma 1:** Given a pair $(\bar{A}, \bar{B})$, let $D(\bar{A}, \bar{B}) = (X \cup U, E_{X \cup U} \cup E_{U \times X})$ and $B(\bar{A}, \bar{B}) = B(X \cup U, X, E_{X \times X} \cup E_{U \times X})$ be its system digraph and bipartite graph respectively. The following statements are equivalent:

i). The pair $(\bar{A}, \bar{B})$ is structurally controllable;
ii). $D(\bar{A}, \bar{B})$ can be spanned by a collection of disjoint cacti; iii). (a) every state vertex is input-reachable in $D(\bar{A}, \bar{B})$; and (b) every state vertex is right-matched; iv). (a) there is a path from $U$ to every $x \in X$ in $D(\bar{A}, \bar{B})$; and (b) $\text{rank}([\bar{A}, \bar{B}]) = n$.

**Structural perturbation.** We call the addition or deletion of links or vertices to/from the digraph associated with a structured system, including state links (vertices) and input links (vertices), as structural perturbations. The vertex deletion removes a vertex as well as all links (edges) incident to or from such vertex from the original plant.

**C. Problem Statements**

Consider the structured system $(\bar{A}, \bar{B})$ given in [1]. Without loss of generality, assume $||\bar{B}||_0 > 0$. We are interested in the following problems related to structural perturbations subject to structural controllability:

**Problem 1.** (Minimal cost link insertion) If $(\bar{A}, \bar{B})$ is not structurally controllable, determine the minimal cost of link set from a given link set (including state links and input links) whose insertion makes it structurally controllable.

**Problem 2.** (Minimal cost link deletion) If $(\bar{A}, \bar{B})$ is structurally controllable, determine the minimal cost of link set (including state links and input links) whose deletion makes it structurally uncontrollable.

**Problem 3.** (Minimal cost actuator deletion) If $(\bar{A}, \bar{B})$ is structurally controllable, determine the minimal cost of actuator set whose deletion makes it structurally uncontrollable.

The mathematical formulations of the above problems can be found in the corresponding sections subsequently. The heterogeneous costs imposed on different links or actuators are natural settings, noting that for practical networks, different links or actuators may incur different importance, difficulty or budgets to be added/deleted to/from a system. The above problems are inherently combinatorial optimization problems. Rigorous analysis to reveal their computation complexities is what we mainly pursue in this paper.

The above link insertion/deletion or actuator deletion problems can also be understood in the following way; regard each state variable as a follower, each input as a leader, and the non-zero entries in $\bar{A}$ and $\bar{B}$ as communication links among followers and from leaders to followers respectively, i.e., forming a leader-follower multi-agent system [21]. Then, the corresponding link intersecion/deletion or actuator deletion problems can be seen as adding/removing communication links or removing leaders in the associated multi-agent system.

**III. MINIMUM COST LINK INSERTION PROBLEM**

In the minimal cost link insertion problem, given a pair $(\bar{A}, \bar{B})$, and $(A_s, B_s)$ with the same dimensions as $(\bar{A}, \bar{B})$ such that $E_{X \times X}(\bar{A}), E_{U \times X}(\bar{B})$ denote the sets of candidate state edges and input edges that can be added to the original system, respectively. Each candidate edge $e \in E_{X \times X}(A_s) \cup E_{U \times X}(B_s)$ is assigned a non-negative cost $c(e) \geq 0$. We intend to select a subset of links with minimum cost from $E_{X \times X}(\bar{A}) \cup E_{U \times X}(\bar{B})$, such that the resulting system is structurally controllable. This problem is formulated as

$$\min_{\Delta \bar{A} \subseteq \bar{A}, \Delta \bar{B} \subseteq \bar{B}} \sum_{e \in E_{X \times X}(\Delta \bar{A}) \cup E_{U \times X}(\Delta \bar{B})} c(e)$$

$s.t. \quad (\bar{A} \cup \Delta \bar{A}, \bar{B} \cup \Delta \bar{B})$ is structurally controllable (Problem 1)

where $\lor$ is the point-wise OR operation for binary matrices, i.e., $(M \lor N)_{ij} = M_{ij} \lor N_{ij}$.

For simplifying description, by adding the setting $c(e) = 0$ for $e \in E_{X \times X}(\bar{A}) \cup E_{U \times X}(\bar{B})$ (the rest weights remain the same), and denoting $E_{X \times X}^{\text{cone}} \equiv E_{X \times X}(A_s) \cup E_{X \times X}(\bar{A})$ and $E_{U \times X}^{\text{cone}} \equiv E_{U \times X}(B_s) \cup E_{U \times X}(\bar{B})$, Problem 1 is equivalent to the following problem

$$\min_{E_{X \times X}(\Delta \bar{A}) \subseteq E_{X \times X}^{\text{cone}}, E_{U \times X}(\Delta \bar{B}) \subseteq E_{U \times X}^{\text{cone}}} \sum_{e \in E_{X \times X}(\Delta \bar{A}) \cup E_{U \times X}(\Delta \bar{B})} c(e)$$

$s.t. \quad (\bar{A} \cup \Delta \bar{A}, \bar{B} \cup \Delta \bar{B})$ is structurally controllable

Denote the above problem by $P_{\text{ins}}^{0}(E_{X \times X}^{\text{cone}}, E_{U \times X}^{\text{cone}}, C)$. Moreover, by setting $c(e) = 0$ for all $e \in E_{U \times X}^{\text{cone}}$, Problem 1 collapses to the minimal cost input selection problems discussed in [12, 15, 14] under various cost $c(e)$ for $e \in E_{U \times X}^{\text{cone}}$. Those problems, as subproblems of Problem 1 where only input links can be inserted, can be solved in polynomial time as shown in [12, 15, 14]. However, the following theorem reveals that Problem 1 is NP-hard in general. Such distinction is the essential difference between the link insertion problem discussed in this paper and the input selection problems in the existing literature.

**Theorem 1:** The minimal cost link insertion problem (Problem 1) is NP-hard with identical link weights.

**Proof:** We show a polynomial time reduction from the Hamiltonian path problem to Problem 1.

A Hamiltonian path in a directed graph is a path visiting each vertex exactly once. Determining whether such paths exist in graphs is Hamiltonian path problem, which is NP-complete [23]. Now, given an arbitrary digraph $G = (V, E)$, where $V = \{v_1, ..., v_n\}$, construct an auxiliary graph $G_p = (V_p, \mathcal{E}_p)$ where $V_p = \{v_1, v_2, ..., v_n, v_1', v_2', ..., v_n'\}$, obtained from $G$ by replacing each vertex $v_i$ of $G$ with a cycle containing two vertices $v_i$ and $v_i'$, and letting $v_i$ have all the in neighbors as $v_i$ and $v_i'$ all the out neighbors as $v_i$ for $i = 1, ..., n$. Add a single input vertex $U = \{u\}$ to $G_p$, connect $u$ to all $v_i$ vertices of $G_p$ for $i = 1, ..., n$, and assign unit cost to each edge of the resulting digraph. Finally, map the obtained digraph to $P_{\text{ins}}^{0}(\mathcal{E}_p, \mathcal{E}_{U \times V_p}, C)$, where $\mathcal{E}_{U \times V_p} = \{(u, v_i') : i = 1, ..., n\}$.
Problem 1 can be trivially solved in polynomial time. 2\(\Delta \overline{\Delta}c\) whether the optimal cost of \(G\) is NP-complete too. Therefore, Problem 1 is NP-hard. In one direction, when \(G\) has a Hamiltonian path, denoted by \(v_{p1} \rightarrow ... \rightarrow v_{pn}\), where \(\{p_1, ..., p_n\}\) is a perturbation of \(\{1, ..., n\}\), there is a stem \(u \rightarrow v_{p1} \rightarrow v_{p2} \rightarrow v_{p2} ... \rightarrow v_{pn} \rightarrow v_{2n}\) with size \(2n\) in the auxiliary graph \((V_p \cup U, E_p \cup E_{U,V_p})\), which corresponds to a structurally controllable system with total cost \(2n\).

In the other direction, suppose there exists a structurally controllable system with total cost no more than \(2n\) obtained from the edge candidates \((E_p, E_{U,V_p})\), as in any case the digraph \((V_p \cup U, E_p \cup E_{U,V_p})\) itself can be covered by a cactus. We claim that the optimal cost of \(P^0_{ins}(E_p, E_{U,V_p}, C)\) is no more than \(2n\), if and only if \(G\) has a Hamiltonian path.

Since the above reduction can be implemented in polynomial time, and determining whether there exists a Hamiltonian path in graph \(G\) is NP-complete, it concludes that verifying whether the optimal cost of \(P^0_{ins}(E_p, E_{U,V_p}, C)\) is no more than \(2n\) is NP-complete too. Therefore, Problem 1 is NP-hard.

Following a similar argument of the proof of Theorem 1, it holds that there exists a structurally controllable system with total cost no more than \(2n\) for \(P^0_{ins}\) associated with \(G_p\), if and only if \(G\) has a Hamiltonian path. The latter problem is NP-complete. Hence, the result of Corollary 1 follows immediately.

Theorem 1 and Corollary 1 make it clear that determining the minimum cost structurally controllable network topology from a given collection of links is NP-hard, and it is still NP-hard to do so when the input topology is prescribed, even with identical link costs. These intractability results are in sharp contrast to the minimal input selection problems (in terms of the total cost of input links, see [12], [13], [14]) for a fixed autonomous network topology, which can be solved in polynomial time. Such distinction may result from the fact that, the latter problems are computationally equivalent to the corresponding maximum matching problems for bipartite graphs as suggested in [1], while the former problem is not easier than the Hamiltonian path problem as revealed in the proof of Theorem 1. After a deeper insight, it seems that such distinction might result from the admission of adding state links, noticing that state edge addition involves both the start vertex and the end one of an edge with regard to the connectivity or the matching properties (Lemma 1), while adding input edge merely needs to consider the status of the end state vertex of the added edge.

As for approximation, there is a 2-approximation algorithm for Problem 1, which is a natural combination of the minimal spanning forest (arborescence) algorithm and the minimum cost maximum matching algorithm; see Algorithm 1 and Theorem 2. The basic idea of Algorithm 1 is to find the minimal cost of additional edges to form a maximum matching to match all state vertices, on the basis of a minimal spanning forest, then eliminate some redundant edges which don’t destruct the input-reachability of all state vertices.

**Theorem 2:** If Problem 1 is feasible, Algorithm 1 is a 2-approximation to Problem 1 with complexity \(O((|U| + |X|)^3)\).

**Proof:** Let \(G_{opt}\) be the digraph associated with the optimal solution to Problem 1. As every state vertex is input-reachability, there must exist a spanning forest in \(G_{opt}\) with no isolated state vertices, given by \(T_{opt}\). By definition, \(C(E(T_{opt})) \geq C(E(T))\). In addition, every state vertex should be right-matched by some maximum matching of the bipartite graph associated with \(G_{opt}\), denoted by \(M_{opt}\). Since \(M_{opt} \subseteq E(E_{X,A} \cup E_{U,X})\), and every edge with cost set \(C'\) has a cost not larger than that of the corresponding edge
Algorithm 1: Approximation algorithm for Problem 1

Input: \((E_{can}^{can}, E_{can}^{can}, X, C)\)

Output: Approximation solution to \(P_1^{can}(E_{can}^{can}, E_{can}^{can}, X, C)\)

1: Determine the minimal spanning forest of digraph \((U \cup X, E_{can}^{can} \cup E_{can}^{can})\) rooted in \(U\) with edge cost \(C\) such that there is no isolated state vertex, denoted by \(T\);
2: Let \(C' \leftarrow C\), and update \(C'\) by letting \(c'(e) = 0, \forall e \in E(T)\); construct the bipartite graph \((U \cup X, E_{can}^{can} \cup E_{can}^{can})\) with edge cost in \(C'\), and determine its minimum cost maximum matching such that every state vertex is right-matched, denoted by \(\mathcal{M}\);
3: Let \(C'' \leftarrow C\), and update \(C''\) by letting \(c''(e) = 0, \forall e \in \mathcal{M}\); find the minimal spanning forest of digraph \((U \cup X, E(T) \cup \mathcal{M})\) rooted in \(U\) with edge cost in \(C''\), given by \(T''\);
4: Return the structured system \((A, \bar{B})\) with \(D(A, \bar{B}) = (U \cup X, E(T'') \cup \mathcal{M})\).

Fig. 2. Example for the worst case performance of Algorithm 1

with cost set \(C\), it is clear that \(C(M_{opt}) \geq C'(M) = \sum_{e \in M} c'(e)\). Noticing that \(E(T') \subseteq E(T) \cup \mathcal{M}\), it follows \(C(E(T') \cup \mathcal{M}) \leq C(E(T) \cup \mathcal{M}) = C(E(T)) + C'(M) \leq C(E(T_{opt})) + C(M_{opt}) \leq 2C(E(G_{opt}))\). Hence, Algorithm 1 achieves a 2-approximation to Problem 1.

As for computation complexity, Steps 1 and 3 can be implemented using Edmonds’ algorithm in time \(O((|U| + |X|)|E_{can}^{can} \cup E_{can}^{can}|)\) [23]. Step 2 costs \(O((|U| + |X|)^3)\) complexity using Hungarian algorithm [23]. The rest steps have linear complexity. To sum up, Algorithm 1 incurs in \(O((|U| + |X|)^3)\).

The bound ‘2’ in Theorem 2 is tight, which we can see by the example illustrated by Fig. 2 in which every edge has unit cost. The optimal solution \(G_{opt}\) has a total cost \(n\), while Algorithm 1 might select a solution like \(G_{alg}\), whose cost is \(2n - 2\). As a consequence, the approximation factor \(\rho_n = \frac{2n - 2}{2} = 2 - \frac{2}{n}\), which leads to \(\lim_{n \to \infty} \rho_n = 2\). It is not difficult to see that, under each of the following two scenes, Algorithm 1 always returns the optimal solution: (i) every state vertex \(x \in X\) has a zero-cost self-loop; (ii) \((X, E_{can}^{can})\) can be covered by a strongly-connected subgraph with zero cost.

Remark 1: (Iterative improvement of Algorithm 1) A natural direction to improve Algorithm 1 iteratively, and in each iteration, perturb an edge of the previous obtained \(T'\) to reconstruct a new spanning forest \(T\) (the cardinality of potential edges is at most \((|U| + |X|)|X|)\), and pick the edge with the largest decrease in the return value of Algorithm 1 (at the price of increasing computation burden). It is easy to see that the optimal solution of the example of Fig. 2 can be obtained through such iterative improvement. However, such implement does not guarantee to return an optimal solution but may encounter suboptimal solutions.

Even though the optimal link insertion problem with controllability constraint is in general NP-hard, as shown in Theorem 1 there are some restricted cases under which Problem 1 has polynomial time complexity. Particularly, under the scenario where there is no restriction on the insertable links and each link has \(0 - 1\) cost, i.e., \(E_{can}^{can} = X \times X\), \(E_{can}^{can} = U \times X\), and \(c(e) = 0\) or 1, \(e \in E_{can}^{can} \cup E_{can}^{can}\). Problem 1 can be solved in polynomial time. An equivalent formulation of the aforementioned problem is given as follows

\[
\min_{\Delta A \in \{0, 1\}^{n \times n}, \Delta B \in \{0, 1\}^{n \times q}} \|\Delta A\|_0 + \|\Delta B\|_0 \quad \text{s.t.} \quad (\hat{A} \Delta A, \hat{B} \Delta B) \text{ is structurally controllable}
\]

where \(\|M\|_0\) denotes the zero norm. For details, see the conference paper [32]. A similar result is also independently obtained in [4] recently.

IV. Minimum Cost Link Deletion Problem

In the above section we have considered the link addition to system (I). Now we consider the link deletion from system (I). Given \((A, \bar{B})\) in (I), each link \(e \in E_{X',X}(A) \cup E_{U',X}(\bar{B})\) has a non-negative link cost \(c(e) \geq 0\). The minimal cost link deletion problem aims to minimize the cost of the set of links whose removal from \(E_{X',X}(A) \cup E_{U',X}(\bar{B})\) precludes the existence of a structurally controllable system constructed from the rest links. Formally, it can be formulated as

\[
\min_{\Delta A \in \{0, 1\}^{n \times n}, \Delta B \in \{0, 1\}^{n \times q}} \sum_{e \in E_{X',X}(A) \cup E_{U',X}(\bar{B})} c(e) \quad \text{s.t.} \quad (\hat{A} \Delta A, \hat{B} \Delta B) \text{ is structurally uncontrollable}
\]

where for two binary matrices \(M\) and \(N\), \(\setminus\) is the entry-wise subtraction operation, satisfying \((M \setminus N)_{ij} = 1\) if and only if \(M_{ij} = 1, N_{ij} = 0\).

Intuitively, the solution to Problem 2 measures how hard it is to destroy the structural controllability of system \((A, \bar{B})\). Any link failures with a total cost less than the optimum of Problem 2 can’t destroy the system controllability. In this sense, the optimum of Problem 2 is a measure of robustness against link failures/deletions w.r.t. controllability.

Theorem 3: The minimal cost link deletion problem (Problem 2) is NP-hard even with identical link costs.

Before presenting the proof, let us analyze the general solution to Problem 2 with each link having unit weight. According to Lemma 1 it is straightforward to see that, given a pair \((A, \bar{B})\), the minimum number of edges whose deletion destroys structural controllability is equal to the minimum number of edges whose deletion destroys the input-reachability of \(D(A, \bar{B}) = (X \cup U, E_{X',X} \cup E_{U',X})\) or the maximum matching of \(B(A, \bar{B}) = B(X \cup U, X, E_{X',X} \cup E_{U',X})\). For further discussion, the following notions related to the graph connectivity and matching are needed. Readers can refer to [3], [23], [26] for more details.

In the following, let \(D = (V, E)\) be a digraph with \(s\) and \(t \in V\) being the source and the sink of \(D\), and every edge \((u, v) \in E\) mapping to a capacity \(c_{uv} > 0\).
**Definition 1:** (Minimum cut) Given the digraph $D$, an $s$-$t$ cut is a set of edges whose removal leads to the non-existence of paths from $s$ to $t$. The minimum cut problem is to determine an $s$-$t$ cut with the minimal sum of edge capacities.

Introduce a virtual source $u$ to $D(\bar{A}, \bar{B})$, such that there is an edge from $u$ to every $u \in U$, i.e., $E_{u,U} = \{(u, u_i) : i = 1, \ldots, q\}$, denoted the resulting digraph by $D(\bar{A}, \bar{B}, u) = (\mathcal{V} \cup \{u\}, \mathcal{E}_{X,X} \cup \mathcal{E}_{\bar{E},X} \cup \mathcal{E}_{u,U})$. Assign the capacity as: $c_{u} = 1$ if $e \in \mathcal{E}_{X,X} \cup \mathcal{E}_{\bar{E},X}$, and $c_{u,n} = \sum_{(x,u) \in \mathcal{E}(x,u)} c_{(x,u)}$. Then, it is clear that, for a given $x_i \in \mathcal{X}$, the minimum edges whose deletion destroys the input-reachability of $x_i$ equals to the minimum $u-x_i$ cut in $D(\bar{A}, \bar{B}, u)$, denoted by $\lambda(u, x_i)$. Let $T_{\text{cut}}(\bar{A}, \bar{B})$ be the minimum number of edges whose deletion destroys the input-reachability of at least one state vertex in $D(\bar{A}, \bar{B})$. According to the above, it is easy to see that

$$T_{\text{cut}}(\bar{A}, \bar{B}) = \min_{1 \leq i \leq n} \lambda(u, x_i).$$

**Definition 2:** (1-blocker, minimum cost 1-blocker, and matching preclusion) Given an undirected graph $G = (\mathcal{V}, \mathcal{E})$ with matching number $v(G)$, a subset $\mathcal{E}_{s} \subseteq \mathcal{E}$ is a $d$-blockers of $G$ if it satisfies $v(\mathcal{V}, \mathcal{E}_{s}) \leq v(G) - d$. If each edge in $\mathcal{E}$ has a non-negative cost, the 1-blocker with the minimum cost is the minimum cost 1-blocker among all possible 1-blockers. Specifically, when $d = 1$ and $\mathcal{G}$ has a perfect matching, the minimum edge size of 1-blocker of $\mathcal{G}$ is also called the matching preclusion number (see [4] for another definition).

The following lemma characterizes the NP-completeness of the 1-blocker problem and the matching preclusion number.

**Lemma 2 (Theorem 3.3 of [23];[4]):** For a bipartite graph $B(S_1, S_2, \mathcal{E}_{S_1,S_2})$ and a given integer $r$, it is NP-complete to determine whether there exists a 1-blocker of size at most $k$; when $|S_1| = |S_2|$, it is NP-complete to decide whether the matching preclusion number of $B(S_1, S_2, \mathcal{E}_{S_1,S_2})$ is at most $r$.

For a structurally controllable pair $(\bar{A}, \bar{B})$, it is clear that the minimum number of edges whose deletion destroys the matching condition is equal to the minimum 1-blocker of the bipartite graph $B(\bar{A}, \bar{B})$, denoted by $T_{bl}(B(\bar{A}, \bar{B}))$. Let $d_{c}(\bar{A}, \bar{B})$ be the minimum edges whose deletion destroys the structurally controllability of $(\bar{A}, \bar{B})$. Then, it follows that

$$d_{c}(\bar{A}, \bar{B}) = \min \{ T_{\text{cut}}(\bar{A}, \bar{B}), T_{bl}(B(\bar{A}, \bar{B})) \}.$$  \hspace{1cm} (2)

From the above, $T_{\text{cut}}(\bar{A}, \bar{B})$ can be determined in polynomial time by solving $|\mathcal{X}|$ max-flow problems in $D(\bar{A}, \bar{B}, u)$ according to the well-known Max-flow min-cut theorem [23], more specifically, with complexity of $|\mathcal{X}|^2(|\mathcal{E}_{X,X}| + |\mathcal{E}_{\bar{E},X}|)$ using the Edmonds-Karp algorithm [23]. By Lemma 2 the minimum 1-blocker problem is NP-hard in general. However, we can not conclude that Problem 2 is NP-hard yet. That’s because, the resulting bipartite graph $B(\bar{A}, \bar{B})$ has some inherent structure, such that we can not claim that determining $T_{bl}(B(\bar{A}, \bar{B}))$ is NP-hard. In particular, $B(\bar{A}, \bar{B})$ corresponds to a digraph $D(\bar{A}, \bar{B})$ where every vertex $x_i \in \mathcal{X}$ is reachable from at least one $u_j \in U$. What is more, even if it is NP-hard to determine $T_{bl}(B(\bar{A}, \bar{B}))$, we have to verify whether its value is less than $T_{\text{cut}}(\bar{A}, \bar{B})$, whose size usually varies with $D(\bar{A}, \bar{B})$ but not being constant. The difficulty is therefore to construct a transformation from the 1-blocker problem of general bipartite graphs to an instance of Problem 2, while exploring an explicit relationship of size between the minimum cut and the minimum 1-blocker involved therein. In the following we provide a rigorous proof satisfying the above requirements.

**Proof of Theorem 3** Given a structurally controllable pair $(\bar{A}, \bar{B})$ and an integer $r$, for arbitrary pairs $(\bar{A}_x, \bar{B}_x)$ with feasible dimensions, it can be verified whether $\|A_x\| + \|B_x\| \leq r$ and $(\bar{A}_x \setminus \bar{A}, \bar{B}_x \setminus \bar{B})$ is structurally controllable in polynomial time. Therefore, the decision version of Problem 2 is NP-complete.

To prove the NP-hardness, we build an instance of Problem 2 starting from the matching preclusion number problem of a generic bipartite graph. Let $B(S_1, S_2, \mathcal{E}_{S_1,S_2})$ be bipartite with a perfect matching and $|S_1| = |S_2| = n$. Construct a structured system $(\bar{A}, \bar{B})$ as: the state vertex set $\mathcal{X} = \{x_1, \ldots, x_n\}$, the input vertex set $U = \{u_1, \ldots, u_n\}$, and $\mathcal{E}_{U,X} = \{(u_i, x_j) : (s_j, s_i) \in \mathcal{E}_{S_1,S_2}, \mathcal{E}_{X,X} \neq \emptyset\}$. That is, the corresponding $\bar{A}$ and $\bar{B}$ are respectively

$$\bar{A} = 0_{n \times n}, \bar{B}_{ij} = \begin{cases} 1, & \text{if } (s_j, s_i) \in \mathcal{E}_{S_1,S_2}; \\ 0, & \text{else}. \end{cases}$$

Let $B(\bar{A}, \bar{B}) = B(U, X, \mathcal{E}_{U,X})$. It is easy to see that the resulting system $(\bar{A}, \bar{B})$ satisfies:

(i) every $x \in \mathcal{X}$ can be matched as $B(S_1, S_2, \mathcal{E}_{S_1,S_2})$ has a perfect matching (so is with $B(\bar{A}, \bar{B})$);

(ii) every $x \in \mathcal{X}$ is input-reachable, as every $x \in \mathcal{X}$ is matched by a $u \in U$ w.r.t any perfect matching of $B(\bar{A}, \bar{B})$.

Consequently, $(\bar{A}, \bar{B})$ is structurally controllable.

According to the max-flow min-cut theorem and the structure property of digraph $(\mathcal{X} \cup U, \mathcal{E}_{U,X})$, $T_{\text{cut}}(\bar{A}, \bar{B}) = \min_{1 \leq i \leq n} \deg(x_i)$ where $\deg(x_i)$ denotes the in-degree of $x_i \in \mathcal{X}$, i.e., $\deg(x_i) = \sum_{j=1}^{n} \bar{B}_{ij}$. From the property of matching preclusion number, it is valid that

$$T_{bl}(B(\bar{A}, \bar{B})) \leq \min_{1 \leq i \leq n} \deg(x_i) = T_{\text{cut}}(\bar{A}, \bar{B}).$$

The left-hand relation is obvious as deleting all the input edges of an arbitrary vertex will certainly destroy a perfect matching. Then, according to (2),

$$d_{c}(\bar{A}, \bar{B}) = \min \{ T_{\text{cut}}(\bar{A}, \bar{B}), T_{bl}(B(\bar{A}, \bar{B})) \} = T_{bl}(B(\bar{A}, \bar{B})).$$

Consequently, the minimum edge deletion to transform $(\bar{A}, \bar{B})$ to be structurally uncontrollable is less than a given integer $r$, if and only if the matching preclusion number of the bipartite graph $B(S_1, S_2, \mathcal{E}_{S_1,S_2})$ is below $r$. Since the latter is NP-complete, and the reduction can be done in polynomial time, it concludes that the decision version of Problem 2 is NP-complete, or alternatively, Problem 2 is NP-hard. This completes the proof.

From the above analysis, for approximation of Problem 2, we have the following conclusions.

**Theorem 4:** If there exists a multiplicative factor $f(n)$ approximation algorithm for the minimal cost 1-blocker problem, there is a $f(n)$-approximation algorithm for Problem 2, where $n$ is the input size of the corresponding problem.

**Proof:** Let each edge in $\mathcal{E}_{X,X}(\bar{A}) \cup \mathcal{E}_{U,X}(\bar{B})$ have multiple costs (i.e., capacities). Following a similar argument to the analysis of unit link costs, denote the associated cost of minimum cut by $T_{\text{cut}}(\bar{A}, \bar{B})$, which
can be obtained in polynomial time, and the corresponding minimum cost 1-block by $T^0(G(B, A, B))$. Then, it can be seen that the optimum to Problem 2 is $d_{opt}^1(A, B) = \min \{ T^0(cu)(A, B), T^0(G(A, B)) \}$. If there is a \( f(n) \)-approximation algorithm for the minimal cost 1-blocker problem and implementing such algorithm on $T^0(G(B, A, B))$ returns $T^0(G(A, B))$, construct an algorithm which returns $d_{opt}^2(A, B) = \min \{ T^{0}(cu)(A, B), T^{0}(B, A, B) \}$. By definition, $T^{0}(B, A, B) \leq f(n)T^{0}(B, A, B)$. Hence, it follows $d_{opt}^2(A, B) \leq \min \{ f(n)T^0(cu)(A, B), f(n)T^0(G(A, B)) \}$.

This finishes the proof.

In the reduction of the proof of Theorem 3 since $\|A\|_0 = 0$, the edges that can be deleted happen to be restricted in the input edges (i.e., $D(B)$), which immediately leads to the following corollary.

**Corollary 2:** It is NP-hard to determine the minimum number of input links whose deletion destructs the structural controllability of a system.

**Remark 2:** Corollary 2 answers the hardness of determining the largest number of communication link (i.e., input link) failures a multi-agent system can robustly admit before structural controllability is preserved in [19]. Theorem 4 makes it clear that Problem 2 generally has the same multiplicative approximation factor as that of the minimal cost 1-blocker problem. Readers can refer to [27] for discussions on the latter problem.

## V. MINIMAL COST ACTUATOR DELETION PROBLEM

The former two sections have focused on the link addition/deletion to/from system (1). In this section we consider the actuator deletion from system (1). For $(A, B)$ in (1), $q \geq 1$, let $B_j$ be the submatrix of $B$ formed by column vectors indexed by $j \subseteq \{1, ..., q\}$. Each input has a cost $c(i)$: $N \rightarrow R_2$, measuring the importance of such input to the network, or the difficulty to be removed. Let $S = \{1, ..., q\}$.

The minimal cost actuator deletion problem intends to determine the minimal cost of actuators whose deletion destroys structural controllability of the network. This problem can be formulated as:

$$\min_{J_i \subseteq S} \sum_{i \in J_i} c(i)$$

subject to $(A, B_{S \setminus J_i})$ is structurally uncontrollable

**Problem 3**

**Theorem 5:** Problem 3 is NP-hard in the strong sense, even when each input actuates only one state vertex.

Notice that strong NP-hardness (NP-hard in the strong sense) implies that (unless P=NP) there cannot exist a fully polynomial-time approximation scheme (FPTAS), i.e., an algorithm that solves a minimization problem within a factor of $1 + \varepsilon$ of the optimal value in polynomial time of the input size and $1/\varepsilon$. A problem is said to be strongly NP-complete if it remains so even when all of its numerical parameters are bounded by a polynomial in the length of the input. A problem is said to be strongly NP-hard if a strongly NP-complete problem has a polynomial reduction to it [10]. To prove the NP-hardness, some notion is introduced. The grith of a structured matrix $M$ is the minimal number of linearly dependent columns of $M$ [10] (for a numerical matrix, the corresponding concept is called spark). In the following proof, an input removal set for $(A, B)$ is the set of inputs whose deletion causes structurally uncontrollability of the system. Denote $M_{J_1, J_2}$ as the submatrix of matrix $M$ formed by rows indexed by $J_1$ and columns indexed by $J_2$.

**Proof of Theorem 5:** We adopt a reduction from the strongly NP-complete $k$-clique problem to an instance of Problem 3. A $k$-clique in a graph is a subgraph with any two of its vertices being adjacent. The $k$-clique problem is to determine whether a undirected graph has a clique with size $k$. Let $G = (V, E)$ be a undirected graph, and $|V| = n$, $|E| = m$. Denote the incidence matrix of $G$ by $I(G)$. Without loss of generality, assume that $G$ is connected, and let $k > 4$ and satisfy $\left\lfloor \frac{k}{2} \right\rfloor + n - k \leq m$ (3)

Construct an $(m + 1) \times (m + 1)$ structured matrix $C(G)$ as

$$C(G) = \begin{bmatrix} I_n(G) & 0_{n \times 1} \\ 0_{(m + 2 + k - n - \left( \frac{k}{2} \right)) \times m} & 0_{(m + 2 + k - n - \left( \frac{k}{2} \right)) \times 1} \\ 1_{\left( \frac{k}{2} \right) - k - 1 \times 1} & 0_{\left( \frac{k}{2} \right) - k - 2 \times 1} \\ 1_{1 \times 1} \end{bmatrix}$$

As $k > 4$, it can be validated that $(\left\lfloor \frac{k}{2} \right\rfloor - k - 1 > 0, m + 2 + k - n - \left( \frac{k}{2} \right) > 0$ from (3). Thus the construction is physically reasonable and $C(G)$ is square.

Construct an instance of Problem 3 as $\bar{A} = C(G)\top$, $B = I_{m + 1}$, with input costs $c(i) = \begin{cases} 1, i = 1, ..., m \\ m + 1, i = m + 1 \end{cases}$

Obviously $(\bar{A}, \bar{B})$ is structurally controllable. We declare that the minimal cost input removal set for $(\bar{A}, \bar{B})$ equals $\left( \frac{k}{2} \right)$, if and only if $G$ has a $k$-clique.

To show this, an important property of the submatrix $C_1(G) \triangleq C(G)_{C_1 \subseteq C_3, S}$ is utilized, with $C_1 = \{1, ..., n\}$ and $C_3 = \{m + k - \left( \frac{k}{2} \right) + 3, ..., m + 1\}$: it demonstrates in [10], page 53 that, matrix $C_1(G)$ has a girth with size $\left( \frac{k}{2} \right)$, if and only if $G$ has a $k$-clique.

For the one direction, suppose that the minimal cost input removal set of $(\bar{A}, I)$ equals $\left( \frac{k}{2} \right)$. Denote the corresponding column index set by $J_c$. As $\left( \frac{k}{2} \right) \leq m$, we have that $J_c \subseteq S$, and $m + 1 \notin J_c$; otherwise $J_c$ has a cost no less than $\left( \frac{k}{2} \right) + 1$. Let $S_c = \{1, ..., m + 1\}$. Note that state vertices $\{x_1, ..., x_m\}$ are all out-neighbors of vertex $x_{m + 1}$ from $D(\bar{A}, \bar{B})$. Hence, in the obtained system $(\bar{A}, \bar{B}_{S_c \setminus J_c})$ after removing inputs indexed by $J_c$, every state vertex is input-reachable. According to Lemma 1 under such case, $(\bar{A}, \bar{B}_{S_c \setminus J_c})$ is structurally uncontrollable, if and only if

$$\text{grank}((\bar{A}, \bar{B}_{S_c \setminus J_c})) < m + 1.$$  

2Combining the subsequent derivations. Inequality 2 ensures that $k$ has the possibility to be the size of a clique of $G$, noting that $G$ is connected. Inequality 3 can be validated in polynomial time.
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Notice that every column of $B_{S\setminus J_c}$ has only one nonzero entry. Therefore, (5) is equivalent to that

$$\text{grank}(\bar{A}_{J_c,S}) < |J_c|,$$

Condition (6) also means that, any $J_c \subseteq S$ making columns of $(\bar{A}^T)_{C_1 \cup C_5, J_c}$ linearly dependent, is an input removal set for $(\bar{A}, \bar{B})$. As $(\frac{\bar{A}}{\bar{B}})$ is the minimal cost input removal set, and each input in $S$ has unit cost, we have that $(\frac{\bar{A}}{\bar{B}})$ is the girth of matrix $(\bar{A}^T)_{C_1 \cup C_5, S}$ by definition, i.e., $C_1(G)$. According to the property of $C_1(G)$, this immediately leads to that graph $G$ has a $k$-clique.

For the other direction, suppose there is a $k$-clique in $G$. By the property of $C_1(G)$, $C_1(G)$ has a girth $(\frac{\bar{A}}{\bar{B}})$. Denote the column index set of such spark by $J_c \subseteq S$. It indicates that column vectors of $(\bar{A}^T)_{C_1 \cup C_5, J_c}$ are linearly dependent, which immediately follows that $\text{grank}(\bar{A}_{J_c,S}) < |J_c|$. As a result, we have that

$$\text{grank}(\bar{A}_{J_c,S}) < |J_c|.$$

The above inequality leads to the uncontrollability of $(\bar{A}, \bar{B}_{S\setminus J_c})$. That is, $J_c$ is an input removal set with cost $(\frac{\bar{A}}{\bar{B}})$. Moreover, as $|J_c|$ is the girth of $C_1(G)$, no other input removal set $J'_c \subseteq S$ with $|J'_c| < |J_c|$ exists. On the other hand, notice that $(\frac{\bar{A}}{\bar{B}}) < m + 1$. Hence, any input removal set containing $m + 1$ will have a cost larger than $|J_c|$. Consequently, $J_c$ is the minimal input removal set with cost $(\frac{\bar{A}}{\bar{B}})$.

The above reduction is within polynomial time. Combining the fact that $k$-clique problem is strongly NP-hard, the result follows.

Several important remarks about the above proof should be noted here:

(i). While it has been proved that girth of a structured matrix is NP-hard, the NP-hardness of Problem 3 can not be obtained directly from that fact. We explain it as follows. For a given $(\bar{A}, I_n)$ with unit input cost, $\bar{A} \in \{0, 1\}^{n \times n}$, suppose $D(\bar{A})$ has $l$ source SCCs, denoted by $\mathcal{N}_1, \ldots, \mathcal{N}_l$. Following [6], the minimal cost input removal set equals the smaller value between $|J_0|$ (i.e., $J_0 = \arg\min_{J_c \subseteq S} \text{grank}(\bar{A}^T_{J_c}) < |J_c|$) and $\min_{i=1,\ldots,l} |\mathcal{N}_i|$. Even though the former value is NP-hard to determine, no explicit relation in size between the two aforementioned values can be found for a general matrix $\bar{A}$ as far as we know. In fact, there are many situations where the latter value is less than the former value, such that Problem 3 has polynomial time complexity (e.g., see Corollary 3).

(ii). In the proof of Theorem 3, the matrix $C_1(G)$ originated from the construction of (10), where the author constructed $C_1(G)$ to prove that girth is NP-hard. Here, we add a new column to $C_1(G)$ (i.e., the $(m + 1)$-th column of $C_1(G)$), along with $m + 2 + k - n - (\frac{\bar{A}}{\bar{B}})$ zero rows, and then assign specific costs to the inputs. With such specifically constructed $C_1(G)$, we demonstrate that the minimal cost input removal set equals the minimal size of cliques of $G$ (rather than the value related to the SCCs of $D(\bar{A})$ mentioned in (i)).

(iii). If $C_1(G)$ is replaced with a general structured matrix, it can not be guaranteed that the corresponding statements in the proof of Theorem 3 still hold. Because of these reasons (also (i) and (ii)), as far as we know the explicit construction of $C(G)$ in the proof of Theorem 3 is inevitable.

(iv). It is worthwhile to mention that Theorem 3 does not indicate that determining the minimal number of actuators whose failure causes structural uncontrollability is NP-hard. Such problem is left for our further investigation.

The NP-hardness of Problem 3 does not rule out the possibility that under some restricted cases Problem 3 can be solved in polynomial time. We end this section by discussing one of such cases. Suppose in a network system $(\bar{A}, \bar{B})$, every state vertex has a self-loop, which is usually satisfied by physical systems [25, 13]. Suppose there are $l$ source SCCs in $D(\bar{A})$. For each source SCC $\mathcal{N}_i$, denote by $N(\mathcal{N}_i)$ the neighbors of $\mathcal{N}_i$ in $D(\bar{A}, \bar{B})$ (hence $N(\mathcal{N}_i) \subseteq \mathcal{U}$). Define $c_i^l = \sum_{j \in \{j \mid u_j \in N(\mathcal{N}_i)\}} c(j)$; that is, $c_i^l$ is the sum of costs of the inputs that are reachable to $\mathcal{N}_i$. We have the following conclusion.

**Corollary 3:** Consider Problem 3 for a network with every state vertex having a self-loop. Problem 3 can be solved with complexity $O(|\mathcal{X}|^2)$, and the optimal value equals $\min_{1 \leq i \leq l} c_i^l$.

**Proof:** Since every state vertex has a self-loop, $(\bar{A}, \bar{B}_{S\setminus J_c})$ is of full row generic rank $\forall J_c \subseteq S$. According to Lemma 1, the minimal cost removal set equals the minimal cost of inputs whose deletion makes at least one state vertex input-unreachable. By the definition of source SCC, it suffices to see that such value is equal to $\min_{1 \leq i \leq l} c_i^l$. The complexity is dominated by the SCC-decomposition, which has complexity $O(|\mathcal{X}|^2)$ + $|\mathcal{X}|$, i.e., at most $O(|\mathcal{X}|^2)$.

VI. CONCLUSIONS

This paper addresses the problems of adding links with the minimal cost from a given set of links, including state links and input links, to make a network structurally controllable, and of removing links/actuators with the minimal cost to make a network structurally uncontrollable. We prove the NP-hardness of these problems. We also provide some approximation results for these related problems. The tractable results imply that it is generally hard to measure the ‘nearest distance’ between structural controllability and structural uncontrollability in terms of number of links. These results may serve an answer to the general hardness of optimally designing (modifying) a structurally controllable network topology and of measuring controllability robustness against link/actuator failures. Further work includes exploring more polynomial time algorithms to approximate these problems or determine optimal solutions to some of their subproblems.
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