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Abstract

Recent advances in self-attention and pure multi-layer perceptrons (MLP) models for vision have shown great potential in achieving promising performance with fewer inductive biases. These models are generally based on learning interaction among spatial locations from raw data. The complexity of self-attention and MLP grows quadratically as the image size increases, which makes these models hard to scale up when high-resolution features are required. In this paper, we present the Global Filter Network (GFNet), a conceptually simple yet computationally efficient architecture, that learns long-term spatial dependencies in the frequency domain with log-linear complexity. Our architecture replaces the self-attention layer in vision transformers with three key operations: a 2D discrete Fourier transform, an element-wise multiplication between frequency-domain features and learnable global filters, and a 2D inverse Fourier transform. We exhibit favorable accuracy/complexity trade-offs of our models on both ImageNet and downstream tasks. Our results demonstrate that GFNet can be a very competitive alternative to transformer-style models and CNNs in efficiency, generalization ability and robustness. Code is available at https://github.com/raoyongming/GFNet.

1 Introduction

The transformer architecture, originally designed for the natural language processing (NLP) tasks [46], has shown promising performance on various vision problems recently [10, 43, 29, 53, 4, 51, 38, 5]. Different from convolutional neural networks (CNNs), vision transformer models use self-attention layers to capture long-term dependencies, which are able to learn more diverse interactions between spatial locations. The pure multi-layer perceptrons (MLP) models [41, 42] further simplify the vision transformers by replacing the self-attention layers with MLPs that are applied across spatial locations. Since fewer inductive biases are introduced, these two kinds of models have the potential to learn more generic and flexible interactions among spatial locations from raw data.

One primary challenge of applying self-attention and pure MLP models to vision tasks is the considerable computational complexity that grows quadratically as the number of tokens increases. Therefore, typical vision transformer style models usually consider a relatively small resolution for the intermediate features (e.g., 14 × 14 tokens are extracted from the input images in both ViT [10] and MLP-Mixer [41]). This design may limit the applications of downstream dense prediction tasks like detection and segmentation. A possible solution is to replace the global self-attention with several local self-attention like Swin transformer [29]. Despite the effectiveness in practice, local self-attention brings quite a few hand-made choices (e.g., window size, padding strategy, etc.) and limits the receptive field of each layer.
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Figure 1: The overall architecture of the Global Filter Network. Our architecture is based on Vision Transformer (ViT) models with some minimal modifications. We replace the self-attention sub-layer with the proposed global filter layer, which consists of three key operations: a 2D discrete Fourier transform to convert the input spatial features to the frequency domain, an element-wise multiplication between frequency-domain features and the global filters, and a 2D inverse Fourier transform to map the features back to the spatial domain. The efficient fast Fourier transform (FFT) enables us to learn arbitrary interactions among spatial locations with log-linear complexity.

In this paper, we present a new conceptually simple yet computationally efficient architecture called Global Filter Network (GFNet), which follows the trend of removing inductive biases from vision models while enjoying the log-linear complexity in computation. The basic idea behind our architecture is to learn the interactions among spatial locations in the frequency domain. Different from the self-attention mechanism in vision transformers and the fully connected layers in MLP models, the interactions among tokens are modeled as a set of learnable global filters that are applied to the spectrum of the input features. Since the global filters are able to cover all the frequencies, our model can capture both long-term and short-term interactions. The filters are directly learned from the raw data without introducing human priors. Our architecture is largely based on the vision transformers only with some minimal modifications. We replace the self-attention sub-layer in vision transformers with three key operations: a 2D discrete Fourier transform to convert the input spatial features to the frequency domain, an element-wise multiplication between frequency-domain features and the global filters, and a 2D inverse Fourier transform to map the features back to the spatial domain. Since the Fourier transform is used to mix the information of different tokens, the global filter is much more efficient compared to the self-attention and MLP thanks to the $O(L \log L)$ complexity of the fast Fourier transform algorithm (FFT) [7]. Benefiting from this, the proposed global filter layer is less sensitive to the token length $L$ and thus is compatible with larger feature maps and CNN-style hierarchical architectures without modifications. The overall architecture of GFNet is illustrated in Figure 1. We also compare our global filter with prevalent operations in deep vision models in Table 1.

Our experiments on ImageNet verify the effectiveness of GFNet. With a similar architecture, our model outperform the recent vision transformer and MLP models including DeiT [43], ResMLP [42] and gMLP [28]. When using the hierarchical architecture, GFNet can further enlarge the gap. GFNet also works well on downstream transfer learning and semantic segmentation tasks. Our results demonstrate that GFNet can be a very competitive alternative to transformer-style models and CNNs in efficiency, generalization ability and robustness.

2 Related works

Vision transformers. Since Dosovitskiy et al. [10] introduce transformers to the image classification and achieve a competitive performance compared to CNNs, transformers begin to exhibit their
| Operation               | Complexity (FLOPs) | # Parameters |
|-------------------------|--------------------|--------------|
| Depthwise Convolution   | $O(k^2HWD)$        | $k^2D$       |
| Self-Attention          | $O(HWD^2 + H^2W^2D)$ | $4D^2$       |
| Spatial MLP             | $O(H^2W^2D)$       | $H^2W^2$     |
| Global Filter           | $O(HWD \lceil \log_2(HW) \rceil + HWD)$ | $HWD$        |

Table 1: Comparisons of the proposed Global Filter with prevalent operations in deep vision models. $H$, $W$ and $D$ are the height, width and the number of channels of the feature maps. $k$ is the kernel size of the convolution operation. The proposed global filter is much more efficient than self-attention and spatial MLP.

Potential in various vision tasks [3, 4, 53]. Recently, there are a large number of works which aim to improve the transformers [43, 44, 29, 48, 19, 11, 52]. These works either seek for better training strategies [43, 11] or design better architectures [29, 48, 52] or both [44, 11]. However, most of the architecture modification of the transformers [48, 19, 29, 52] introduces additional inductive biases similar to CNNs. In this work, we only focus on the standard transformer architecture [10, 43] and our goal is to replace the heavy self-attention layer ($O(L^2)$) to an more efficient operation which can still model the interactions among different spatial locations without introducing the inductive biases associated with CNNs.

MLP-like models. More recently, there are several works that question the importance of self-attention in the vision transformers and propose to use MLP to replace the self-attention layer in the transformers [41, 42, 28]. The MLP-Mixer [41] employs MLPs to perform token mixing and channel mixing alternatively in each block. ResMLP [42] adopts a similar idea but substitutes the Layer Normalization with an Affine transformation for acceleration. The recently proposed gMLP [28] uses a spatial gating unit to re-weight tokens in the spatial dimension. However, all of the above models include MLPs to mix the tokens spatially, which brings two drawbacks: (1) like the self-attention in the transformers, the spatial MLP still requires computational complexity quadratic to the length of tokens. (2) unlike transformers, MLP models are hard to scale up to higher resolution since the weights of the spatial MLPs have fixed sizes. Our work follows this trend and successfully resolves the above issues in MLP-like models. The proposed GFNet enjoys log-linear complexity and can be easily scaled up to any resolution.

Applications of Fourier transform in vision. Fourier transform has been an important tool in digital image processing for decades [35, 1]. With the breakthroughs of CNNs in vision [14, 13], there are a variety of works that start to incorporate Fourier transform in some deep learning method [26, 50, 9, 24, 6] for vision tasks. Some of these works employ discrete Fourier transform to convert the images to the frequency domain and leverage the frequency information to improve the performance in certain tasks [24, 50], while others utilize the convolution theorem to accelerate the CNNs via fast Fourier transform (FFT) [26, 9]. FFC [6] replaces the convolution in CNNs with an Local Fourier Unit and perform convolutions in the frequency domain. Very recent works also try to leverage Fourier transform to develop deep learning models to solve partial differential equations [27] and NLP tasks [25]. In this work, we propose to use learnable filters to interchange information globally among the tokens in the Fourier domain, inspired by the frequency filters in the digital image processing [35]. We also take advantage of some properties of FFT to reduce the computational costs and the number of parameters.

3 Method

3.1 Preliminaries: discrete Fourier transform

We start by introducing the discrete Fourier transform (DFT), which plays an important role in the area of digital signal processing and is a crucial component in our GFNet. For clarity, We first consider the 1D DFT. Given a sequence of $N$ complex numbers $x[n], 0 \leq n \leq N - 1$, the 1D DFT converts the sequence into the frequency domain by:

$$X[k] = \sum_{n=0}^{N-1} x[n]e^{-j(2\pi/N)kn} = \sum_{n=0}^{N-1} x[n]W_N^{kn}$$ (3.1)
The overall architecture of our model is depicted in Figure 1. Our model takes as an input \( H \times W \) non-overlapping patches and projects the flattened patches into \( L = HW \) tokens with dimension \( D \). The basic building block of GFNet consists of: 1) a global filter layer that can exchange spatial information efficiently (\( O(L \log L) \); 2) a feedforward network (FFN) as in \([10, 43]\). The output tokens of the last block are fed into a global average pooling layer followed by a linear classifier.

**Global filter layer.** We propose global filter layer as an alternative to the self-attention layer which can mix tokens representing different spatial locations. Given the tokens \( x \in \mathbb{R}^{H \times W \times D} \), we first
perform 2D FFT (see Section 3.1) along the spatial dimensions to convert \( x \) to the frequency domain:

\[
X = \mathcal{F}[x] \in \mathbb{C}^{H \times W \times D},
\]

where \( \mathcal{F}[\cdot] \) denotes the 2D FFT. Note that \( X \) is a complex tensor and represents the spectrum of \( x \). We can then modulate the spectrum by multiplying a learnable filter \( K \in \mathbb{C}^{H \times W \times D} \) to the \( X \):

\[
\tilde{X} = K \odot X,
\]

where \( \odot \) is the element-wise multiplication (also known as the Hadamard product). The filter \( K \) is called the global filter since it has the same dimension with \( X \), which can represent an arbitrary filter in the frequency domain. Finally, we adopt the inverse FFT to transform the modulated spectrum \( \tilde{X} \) back to the spatial domain and update the tokens:

\[
x \leftarrow \mathcal{F}^{-1}[\tilde{X}].
\]

The formulation of the global filter layer is motivated by the frequency filters in the digital image processing \([35]\), where the global filter \( K \) can be regarded as a set of learnable frequency filters for different hidden dimensions. It can be proved (see Appendix A) that the global filter layer is equivalent to a depthwise global circular convolution with the filter size \( H \times W \). Therefore, the global filter layer is different from the standard convolutional layer which adopts a relatively small filter size to enforce the inductive biases of the locality. We also find although the proposed global filter can also be interpreted as a spatial domain operation, the filters learned in our networks exhibit more clear patterns in the frequency domain than the spatial domain, which indicates our models tend to capture relation in the frequency domain instead of spatial domain (see Figure 4). Note that the global filter implemented in the frequency domain is also much more efficient compared to the spatial domain, which enjoys a complexity of \( O(DL^2) \) while the vanilla depthwise global circular convolution in the spatial domain has \( O(DL^2 \log L) \) complexity. We will also show that the global filter layer is better than its local convolution counterparts in the experiments.

It is also worth noting that in the implementation, we make use of the property of DFT to reduce the redundant computation. Since \( x \) is a real tensor, its DFT \( X \) is conjugate symmetric, i.e., \( X[H - u, W - v, :] = X^* [H, W, :] \). Therefore, we can take only the half of the values in the \( X \) but preserve the full information at the same time:

\[
X_r = X[:, 0: \tilde{W}] := \mathcal{F}_r[x], \quad \tilde{W} = [W/2],
\]

where \( \mathcal{F}_r \) denotes the 2D FFT for real input. In this way, we can implement the global filter as \( K_r \in \mathbb{C}^{H \times \tilde{W} \times D} \), which can reduce half the parameters. This can also ensure \( \mathcal{F}_r^{-1}[K_r \odot X_r] \) is a real tensor, thus it can be added directly to the input \( x \). The global filter layer can be easily in modern deep learning frameworks (e.g., PyTorch \([34]\)) as is shown in Algorithm 1. The FFT and IFFT are well supported by GPU and CPU thanks to the acceleration libraries like cuFFT and mkl-fft, which makes our models perform well on hardware.

**Relationship to other transformer-style models.** The GFNet follows the line of research about the exploration of approaches to mix the tokens. Compared to existing architectures like vision transformers and pure MLP models, we exhibit that GFNet has several favorable properties: 1) GFNet is more efficient. The complexity of both the vision transformers \([10, 43, 44]\) and the MLP models \([41, 42]\) is \( O(L^2) \). Different from them, global filter layer only consists an FFT \((O(L \log L))\), an element-wise multiplication \((O(L))\) and an IFFT \((O(L \log L))\), which means the total computational complexity is \( O(L \log L) \). 2) Although pure MLP models are simpler compared to transformers, it is hard to fine-tune them on higher resolution (e.g., from \( 224 \times 224 \) resolution to \( 384 \times 384 \) resolution) since they can only process a fixed number of tokens. As opposed to pure MLP models, we will show that our GFNet can be easily scaled up to higher resolution. Our model is more flexible since both the FFT and the IFFT have no learnable parameters and can process sequences with arbitrary length. We can simply interpolate the global filter \( K \) to \( K' \in \mathbb{C}^{H' \times W' \times D} \) for different inputs, where \( H' \times W' \) is the target size. The interpolation is reasonable due to the property of DFT. Each element of the global filter \( K[u, v] \) corresponds to the spectrum of the filter at \( \omega_u = 2\pi u / H, \omega_v = 2\pi v / W \) and thus, the global filter \( K \) can be viewed as a sampling of a continuous spectrum \( K(\omega_u, \omega_v) \), where \( \omega_u, \omega_v \in [0, 2\pi] \). Hence, changing the resolution is equivalent to changing the sampling interval of \( K(\omega_u, \omega_v) \). Therefore, we only need to perform interpolation to shift from one resolution to another.
Table 2: Detailed configurations of different variants of GFNet. For hierarchical models, we provide the number of channels and blocks in 4 stages. The FLOPs are calculated with $224 \times 224$ input.

| Model        | #Blocks | #Channels | Params (M) | FLOPs (G) |
|--------------|---------|-----------|------------|-----------|
| GFNet-Ti     | 12      | 256       | 7          | 1.3       |
| GFNet-XS     | 12      | 384       | 16         | 2.9       |
| GFNet-S      | 19      | 384       | 25         | 4.5       |
| GFNet-B      | 19      | 512       | 43         | 7.9       |
| GFNet-H-Ti   | [3, 3, 10, 3] | [64, 128, 256, 512] | 15 | 2.1 |
| GFNet-H-S    | [3, 3, 10, 3] | [96, 192, 384, 768] | 32 | 4.6 |
| GFNet-H-B    | [3, 3, 27, 3] | [96, 192, 384, 768] | 54 | 8.6 |

We also notice recently a concurrent work FNet [25] leverages Fourier transform to mix tokens. Our work is distinct from FNet in three aspects: (1) FNet performs FFT to the input and directly adds the real part of the spectrum to the input tokens, which blends the information from different domains (spatial/frequency) together. On the other hand, GFNet draws motivation from the frequency filters, which is more reasonable. (2) FNet only keeps the real part of the spectrum. Note that the spectrum of real input is conjugate symmetric, which means the real part is exactly symmetric and thus contains redundant information. Our GFNet, however, utilizes this property to simplify the computation. (3) FNet is designed for NLP tasks, while our GFNet focuses on vision tasks. In our experiments, we also implement the FNet and show that our model outperforms it.

**Architecture variants.** Due to the limitation from the quadratic complexity in the self-attention, vision transformers [10, 43] are usually designed to process a relatively small feature map (e.g., $14 \times 14$). However, our GFNet, which enjoys log-linear complexity, avoids that problem. Since in our GFNet the computational costs do not grow such significantly when the feature map size increases, we can adopt a hierarchical architecture inspired by the success of CNNs [23, 14]. Generally speaking, we can start from a large feature map (e.g., $56 \times 56$) and gradually perform down sampling after a few blocks. In this paper, we mainly investigate two kinds of variants of GFNet: transformer-style models with a fixed number of tokens in each block and CNN-style hierarchical models with gradually downsampled tokens. For transformer-style models, we begin with a 12-layer model (GFNet-XS) with a similar architecture with DeiT-S and ResMLP-12. Then, we obtain 3 variants of the model (GFNet-Ti, GFNet-S and GFNet-B) by simply adjusting the depth and embedding dimension, which have similar computational costs with ResNet-18, 50 and 101 [14]. For hierarchical models, we also design three models (GFNet-H-Ti, GFNet-H-S and GFNet-H-B) that have these three levels of complexity following the design of PVT [47]. We use $4 \times 4$ patch embedding to form the input tokens and use a non-overlapping convolution layer to downsample tokens following [47, 29]. Unlike PVT [47] and Swin [29], we directly apply our building block on different stages without any modifications. The detailed architectures are summarized in Table 2.

## 4 Experiments

We conduct extensive experiments to verify the effectiveness of our GFNet. We present the main results on ImageNet [8] and compare them with various architectures. We also test our models on the downstream transfer learning datasets including CIFAR-10/100 [22], Stanford Cars [21] and Flowers-102 [33]. Lastly, we investigate the efficiency and robustness of the proposed models and provide visualization to have an intuitive understanding of our method.

### 4.1 ImageNet Classification

**Setups.** We conduct our main experiments on ImageNet [8], which is a widely used large-scale benchmark for image classification. ImageNet contains roughly 1.2M images from 1,000 categories. Following common practice [14, 43], we train our models on the training set of ImageNet and report the single-crop top-1 accuracy on 50,000 validation images. To fairly compare with previous works [43, 42], we follow the most training details for our models and do not add extra regularization methods like [19]. Different from [43], we do not use EMA model [36], RandomEarse [54] and
Table 3: **Comparisons with transformer-style architectures on ImageNet.** We compare different transformer-style architectures for image classification including vision transformers [43], MLP-like models [42, 28] and our models that have comparable FLOPs and the number of parameters. We report the top-1 accuracy on the validation set of ImageNet as well as the number of parameters and FLOPs. All of our models are trained with $224 \times 224$ images. We use “↑384” to represent models finetuned on $384 \times 384$ images for 30 epochs.

| Model     | Params (M) | FLOPs (G) | Resolution | Top-1 Acc. (%) | Top-5 Acc. (%) |
|-----------|------------|-----------|------------|----------------|----------------|
| DeiT-Ti [43] | 5          | 1.2       | 224        | 72.2           | 91.1           |
| gMLP-Ti [28] | 6          | 1.4       | 224        | 72.0           | -              |
| GFNet-Ti   | 7          | 1.3       | 224        | 74.6           | 92.2           |
| ResMLP-12 [42] | 15         | 3.0       | 224        | 76.6           | -              |
| GFNet-XS   | 16         | 2.9       | 224        | 78.6           | 94.2           |
| DeiT-S [43] | 22         | 4.6       | 224        | 79.8           | 95.0           |
| gMLP-S [28] | 20         | 4.5       | 224        | 79.4           | -              |
| GFNet-S    | 25         | 4.5       | 224        | 80.0           | 94.9           |
| ResMLP-36 [42] | 45         | 8.9       | 224        | 79.7           | -              |
| GFNet-B    | 43         | 7.9       | 224        | 80.7           | 95.1           |
| GFNet-XS↑384 | 18        | 8.4       | 384        | 80.6           | 95.4           |
| DeiT-B [43] | 86         | 17.5      | 224        | 81.8           | 95.6           |
| gMLP-B [28] | 73         | 15.8      | 224        | 81.6           | -              |
| GFNet-S↑384 | 28         | 13.2      | 384        | 81.7           | 95.8           |
| GFNet-B↑384 | 47         | 23.3      | 384        | 82.1           | 95.8           |

repeated augmentation [17], which are important to train DeiT while slightly hurting the performance of our models. We set the gradient clipping norm to 1 for all of our models. During finetuning at the higher resolution, we use the hyper-parameters suggested by the implementation of [43] and train the model for 30 epochs. All of our models are trained on a single machine with 8 GPUs. More details can be found in Appendix B.

**Comparisons with transformer-style architectures.** The results are presented in Table 3. We compare our method with different transformer-style architectures for image classification including
vision transformers (DeiT [43]) and MLP-like models (ResMLP [42] and gMLP [28]) that have similar complexity and number of parameters. We see that our method can clearly outperform recent MLP-like models such as ResMLP [42] and gMLP [28], and show similar performance to DeiT. Specifically, GFNet-XS outperforms ResMLP-12 by 2.0% while having slightly fewer FLOPs. GFNet-S also achieves better top-1 accuracy compared to gMLP-S and DeiT-S. Our tiny model is significantly better compared to both DeiT-Ti (+2.4%) and gMLP-Ti (+2.6%) with the similar level of complexity.

Comparisons with hierarchical architectures. We compare different kinds of hierarchical models in Figure 4. ResNet [14] is the most widely used convolutional model while RegNet [37] is a family of carefully designed CNN models. We also compare with recent hierarchical vision transformers PVT [47] and Swin [29]. Benefiting from the log-linear complexity, GFNet-H models show significantly better performance than ResNet, RegNet and PVT and achieve similar performance with Swin while having a much simpler and more generic design.

Fine-tuning at higher resolution. One prominent problem of MLP-like models is that the feature resolution is not adjustable. On the contrary, the proposed global filter is more flexible. We demonstrate the advantage of GFNet by finetuning the model trained at $224 \times 224$ resolution to higher resolution following the practice in vision transformers [43]. As shown in Table 3, our model can easily adapt to higher resolution with only 30 epoch finetuning and achieve better performance.

| Model            | FLOPs | Params | CIFAR-10 | CIFAR-100 | Flowers-102 | Cars-196 |
|------------------|-------|--------|----------|-----------|-------------|----------|
| ResNet50 [14]    | 4.1G  | 26M    | -        | -         | 96.2        | 90.0     |
| EfficientNet-B7  [40] | 37G  | 66M    | 98.9     | 91.7      | 98.8        | 94.7     |
| ViT-B/16 [10]    | 55.4G | 86M    | 98.1     | 87.1      | 89.5        | -        |
| ViT-L/16 [10]    | 190.7G| 307M   | 97.9     | 86.4      | 89.7        | -        |
| Deit-B/16 [43]   | 17.5G | 86M    | 99.1     | 90.8      | 98.4        | 92.1     |
| ResMLP-12 [42]   | 3.0G  | 15M    | 98.1     | 87.0      | 97.4        | 84.6     |
| ResMLP-24 [42]   | 6.0G  | 30M    | 98.7     | 89.5      | 97.9        | 89.5     |
| GFNet-XS         | 2.9G  | 16M    | 98.6     | 89.1      | 98.1        | 92.8     |
| GFNet-H-B        | 8.6G  | 54M    | 99.0     | 90.3      | 98.8        | 93.2     |

4.2 Transfer learning

To test the generality of our architecture and the learned representation, we evaluate GFNet on a set of commonly used transfer learning benchmark datasets including CIFAR-10 [22], CIFAR-100 [22], Stanford Cars [21] and Flowers-102 [33]. We follow the setting of previous works [40, 10, 43, 42], where the model is initialized by the ImageNet pre-trained weights and finetuned on the new datasets. We evaluate the transfer learning performance of our basic model and best model. The results are presented in Table 5. The proposed models generally work well on downstream datasets. GFNet models outperform ResMLP models by a large margin and achieve very competitive performance with state-of-the-art EfficientNet-B7. Our models also show competitive performance compared to state-of-the-art CNNs and vision transformers.

4.3 Analysis and visualization

Efficiency of GFNet. We demonstrate the efficiency of our GFNet in Figure 2, where the models are compared in theoretical FLOPs, actual latency and peak memory usage on GPU. We test a single building block of each model (including one token mixing layer and one FFN) with respect to the different numbers of tokens and set the feature dimension and batch size to 384 and 32 respectively. The self-attention model quickly runs out of memory when feature resolution exceeds $56^2$, which is also the feature resolution of our hierarchical model. The advantage of the proposed architecture becomes larger as the resolution increases, which strongly shows the potential of our model in vision tasks requiring high-resolution feature maps.
Figure 2: Comparisons among GFNet, ViT [10] and ResMLP [42] in (a) FLOPs (b) latency and (c) GPU memory with respect to the number of tokens (feature resolution). The dotted lines indicate the estimated values when the GPU memory has run out. The latency and GPU memory is measured using a single NVIDIA RTX 3090 GPU with batch size 32 and feature dimension 384.

Table 6: Comparisons among the GFNet and other variants based on the transformer-like architecture on ImageNet. We show that GFNet outperforms the ResMLP [42], FNet [25] and models with local depth-wise convolutions. We also report the number of parameters and theoretical complexity in FLOPs.

| Model            | Acc (%) | Param (M) | FLOPs (G) |
|------------------|---------|-----------|-----------|
| DeiT-S [43]      | 79.8    | 22        | 4.6       |
| Local Conv (3 × 3)| 77.7    | 15        | 2.8       |
| Local Conv (5 × 5)| 78.1    | 15        | 2.9       |
| Local Conv (7 × 7)| 78.2    | 15        | 2.9       |
| ResMLP [42]      | 76.6    | 15        | 3.0       |
| FNet [25]        | 71.2    | 15        | 2.9       |
| GFNet-XS         | 78.6    | 16        | 2.9       |

Complexity/accuracy trade-offs. We show the computational complexity and accuracy trade-offs of various transformer-style architectures in Figure 3. It is clear that GFNet achieves the best trade-off among all kinds of models.

Ablation study on the global filter. To more clearly show the effectiveness of the proposed global filters, we compare GFNet-XS with several baseline models that are equipped with different token mixing operations. The results are presented in Table 6. All models have a similar building block (token mixing layer + FFN) and the same feature dimension of $D = 384$. We also implement the recent FNet [25] for comparison, where a 1D FFT on feature dimension and a 2D FFT on spatial dimensions are used to mix tokens. As shown in Table 6, our method outperforms all baseline methods except DeiT-S that has 64% higher FLOPs.

Robustness & generalization ability. Inspired by the [32], we further conduct experiments to evaluate the robustness and the generalization ability of the GFNet. For robustness, we consider ImageNet-A, ImageNet-C, FGSM and PGD. ImageNet-A [16] (IN-A) is a challenging dataset that contains natural adversarial examples. ImageNet-C [15] (IN-C) is used to validate the robustness of the model under various types of corruption. We use the mean corruption error (mCE, lower is better) on ImageNet-C as the evaluation metric. FGSM [12] and PGD [31] are two widely used algorithms that are targeted to evaluate the adversarial robustness of the model by single-step attack and multi-step attack, respectively. For generalization ability, we adopt two variants of ImageNet validation set: ImageNet-V2 [39] (IN-V2) and ImageNet-Real [2] (IN-Real). ImageNet-V2 is a re-collected version of ImageNet validation set following the same data collection procedure of ImageNet, while ImageNet-Real contains the same images as ImageNet validation set but has reassessed labels. We compare GFNet-S with various baselines in Table 7 including CNNs, Transformers and MLP-like architectures and find the GFNet enjoys both favorable robustness and generalization ability.
Table 7: **Evaluation of robustness and generalization ability.** We measure the robustness from different aspects, including the adversarial robustness by adopting adversarial attack algorithms including FGSM and PGD and the performance on corrupted/out-of-distribution datasets including ImageNet-A [16] (top-1 accuracy) and ImageNet-C [15] (mCE, lower is better). The generalization ability is evaluated on ImageNet-V2 [39] and ImageNet-Real [2].

| Model           | FLOPs (G) | Params (M) | ImageNet | Generalization | Robustness |
|-----------------|-----------|------------|----------|----------------|------------|
|                 |           |            | Top-1↑   | Top-5↑         | IN-V2↑     | IN-Real↑   | FGSM↑ | PGD↑ | IN-C↓ | IN-A↓ |
| ResNet-50 [14]  | 4.1       | 26         | 76.1     | 92.9          | 67.4       | 85.8       | 12.2  | 0.9  | 76.7  | 0.0   |
| ResNeXt50-32x4d [49] | 4.3       | 25         | 79.8     | 94.6          | 68.2       | 85.2       | 34.7  | 13.5 | 64.7  | 10.7  |
| DeiT-S [43]     | 4.6       | 22         | 79.8     | 95.0          | 68.4       | 85.6       | 40.7  | 16.7 | 54.6  | 18.9  |
| ResMLP-12 [42]  | 3.0       | 15         | 76.6     | 93.2          | 64.4       | 83.3       | 23.9  | 8.5  | 66.0  | 7.1   |
| GFNet-S         | 4.5       | 25         | 80.1     | 94.9          | 68.5       | 85.8       | 42.6  | 21.0 | 53.8  | 14.3  |

**Figure 4:** Visualization of the learned *global filters* in GFNet-XS. We visualize the original frequency domain global filters in (a) and show the corresponding spatial domain filters for the first 6 columns in (b). There are more clear patterns in the frequency domain than the spatial domain.

**Visualization.** The core operation in GFNet is the element-wise multiplication between frequency-domain features and the global filter. Therefore, it is easy to visualize and interpret. We visualize the frequency domain filters as well as their corresponding spatial domain filters in Figure 4. The learned global filters have more clear patterns in the frequency domain, where different layers have different characteristics. Interestingly, the filters in the last layer particularly focus on the low-frequency component. The corresponding filters in the spatial domain are less interpretable for humans.

## 5 Conclusion

We have presented the Global Filter Network (*GFNet*), which is a conceptually simple yet computationally efficient architecture for image classification. Our model replaces the self-attention sub-layer in vision transformer with 2D FFT/IFFT and a set of learnable *global filters* in the frequency domain. Benefiting from the token mixing operation with log-linear complexity, our architecture is highly efficient. Our experimental results demonstrated that GFNet can be a very competitive alternative to vision transformers, MLP-like models and CNNs in accuracy/complexity trade-offs.
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### A Discrete Fourier transform

In this section, we will elaborate on the derivation and the properties of the discrete Fourier transform.

#### A.1 From Fourier transform to discrete Fourier transform

Discrete Fourier transform (DFT) can be derived in many ways. Here we will introduce the formulation of DFT from the standard Fourier transform (FT), which is originally designed for continuous signals. The FT converts a continuous signal from the time domain to the frequency domain and can be viewed as an extension of the Fourier series. Specifically, the Fourier transform of the signal $x(t)$ is given by

$$X(j\omega) = \int_{-\infty}^{\infty} x(t) e^{-j\omega t} dt := \mathcal{F}[x(t)]. \quad (A.1)$$

The inverse Fourier transform (IFT) has a similar form to the Fourier transform:

$$x(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} X(j\omega) e^{j\omega t} d\omega. \quad (A.2)$$

From the formulas of the FT and the IFT we can have a glimpse of the duality property of the FT between the time domain and the frequency domain. The duality indicates that the properties in the time domain always have their counterparts in the frequency domain. There are a variety of properties of Fourier transform. To name a few basic ones, the FT of a unit impulse function (a.k.a. Dirac delta function) is

$$\mathcal{F}[\delta(t)] = \int_{-\infty}^{\infty} \delta(t) e^{-j\omega t} dt = \int_{0-}^{0+} \delta(t) dt = 1, \quad (A.3)$$

and the time shifting property:

$$\mathcal{F}[\delta(t-t_0)] = \int_{-\infty}^{\infty} x(t-t_0) e^{-j\omega t} dt = e^{-j\omega t_0} \int_{-\infty}^{\infty} x(t) e^{-j\omega t} dt = e^{-j\omega t_0} X(j\omega). \quad (A.4)$$

However, we rarely deal with continuous signal in the real application. A general practice is to perform sampling to the continuous signal to obtain a sequence of discrete signal. The sampling can be achieved using a sequence of unit impulse functions,

$$x_s(t) = x(t) \sum_{n=-\infty}^{\infty} \delta(t-nT_s) = \sum_{n=-\infty}^{\infty} x(nT_s) \delta(t-nT_s), \quad (A.5)$$

where $T_s$ is the sampling interval. Taking the FT of the sampled signal $x_s(t)$ and applying Equation (A.3) and Equation (A.4), we have

$$X_s(j\omega) = \sum_{n=-\infty}^{\infty} x(nT_s) e^{-j\omega nT_s}. \quad (A.6)$$

In the above equation, it is direct to show that $X_s(j\omega)$ is a periodic function with the fundamental period as $2\pi/T_s$. Actually, there is always a correspondence between the discrete signal in one domain and the periodic signal in the other domain. Usually, we prefer a normalized frequency $\omega \leftarrow \omega T_s$ such that the period of $X_s(j\omega)$ is exact $2\pi$. We can further denote $x[n] = x(nT_s)$ as the sequence of discrete signal and derive the discrete-time Fourier transform (DTFT):

$$X(e^{j\omega}) = \sum_{n=-\infty}^{\infty} x[n] e^{-j\omega n}. \quad (A.7)$$

If the discrete signal $x[n]$ has finite length $N$ (which is common in digital signal processing), the DTFT becomes

$$X(e^{j\omega}) = \sum_{n=0}^{N-1} x[n] e^{-j\omega n}, \quad (A.8)$$
where we assume the non-zero terms lie in \([0, N-1]\) without loss of generality. Note that the DTFT is a continuous function of \(\omega\) and we can obtain a sequence of \(X[k]\) by sampling \(X(e^{j\omega})\) at frequencies \(\omega_k = 2\pi k/N;\)

\[
X[k] = X(e^{j\omega})|_{\omega=2\pi k/N} = \sum_{n=0}^{N-1} x[n]e^{-j(2\pi/N)kn},
\]

which is exactly the formulation of DFT. The extension from 1D DFT to 2D DFT is straightforward. In fact, The 2D DFT can be viewed as performing 1D DFT on the two dimensions alternatively, i.e., the 2D DFT of \(x[m, n]\) is given by:

\[
X[u, v] = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} x[m, n]e^{-j2\pi\left(\frac{um}{M} + \frac{vn}{N}\right)},
\]

(A.10)

### A.2 Some properties of DFT

**DFT of real signals.** Given a real signal \(x[n]\), the DFT of it is conjugate symmetric, which can be proved as follows:

\[
X[N-k] = \sum_{n=0}^{N-1} x[n]e^{-j(2\pi/N)(N-k)n} = \sum_{n=0}^{N-1} x[n]e^{j(2\pi/N)kn} = X^*[k].
\]

(A.11)

For 2D signals, we have a similar result:

\[
X[M-u, N-v] = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} x[m, n]e^{-j2\pi\left(\frac{(M-u)m}{M} + \frac{(N-v)n}{N}\right)}
\]

(A.12)

\[
= \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} x[m, n]e^{j2\pi\left(\frac{um}{M} + \frac{vn}{N}\right)} = X^*[u, v].
\]

In our GFNet, we leverage this property to reduce the number of learnable parameters and redundant computation.

**The convolution theorem.** One of the most important property of Fourier transform is the convolution theorem. Specifically, for the DFT, the convolutional theorem states that the multiplication in the frequency domain is equivalent to the circular convolution in the time domain. The circular convolution of a signal \(x[n]\) and a filter \(h[n]\) can be defined as

\[
y[n] = \sum_{m=0}^{N-1} h[m]x[(n - m)_N],
\]

(A.13)

where we use \(((n))_N\) to denote \(n\) modulo \(N\). Consider the DFT of \(y[n]\), we have

\[
Y[k] = \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} h[m]x[(n - m)_N]e^{-j(2\pi/N)kn}
\]

\[
= \sum_{m=0}^{N-1} h[m]e^{-j(2\pi/N)km} \sum_{n=0}^{N-1} x[(n - m)_N]e^{-j(2\pi/N)k(n-m)}
\]

\[
= H[k] \left( \sum_{n=m}^{N-1} x[n-m]e^{-j(2\pi/N)k(n-m)} + \sum_{n=0}^{m-1} x[n - m + N]e^{-j(2\pi/N)k(n-m)} \right)
\]

(A.14)

\[
= H[k] \left( \sum_{n=0}^{N-m-1} x[n]e^{-j(2\pi/N)kn} + \sum_{n=N-m}^{N-1} x[n]e^{-j(2\pi/N)kn} \right)
\]

\[
= H[k] \sum_{n=0}^{N-1} x[n]e^{-j(2\pi/N)kn} = H[k]X[k],
\]

where the right hand is exactly the multiplication of the signal and the filter in the frequency domain. The convolution theorem in 2D scenario can be derived similarly. Therefore, our global filter layer is equivalent to a depth-wise circular convolution, where the filter has the same size as the feature map.
Table 8: The detailed architectures of hierarchical GFNet variants. We adopt hierarchical architectures where the we use patch embedding layer to perform downsampling. “\(\downarrow n\)” indicates the stride of the downsampling is \(n\). “GFBlock(\(D\))” represents one building block of GFNet with embedding dimension \(D\). We set the MLP expansion ratio to 4 for all the feedforward networks.

| Stage  | Output Size | GFNet-H-Ti | GFNet-H-S | GFNet-H-B |
|--------|-------------|------------|-----------|-----------|
| Stage1 | \(\frac{H}{4} \times \frac{W}{4}\) | Patch Embedding\(\downarrow 4\) | Patch Embedding\(\downarrow 4\) | Patch Embedding\(\downarrow 4\) |
|        |             | GFBlock(64) \(\times\) 3 | GFBlock(96) \(\times\) 3 | GFBlock(96) \(\times\) 3 |
| Stage2 | \(\frac{H}{8} \times \frac{W}{8}\) | Patch Embedding\(\downarrow 2\) | Patch Embedding\(\downarrow 2\) | Patch Embedding\(\downarrow 2\) |
|        |             | GFBlock(128) \(\times\) 3 | GFBlock(192) \(\times\) 3 | GFBlock(192) \(\times\) 3 |
| Stage3 | \(\frac{H}{16} \times \frac{W}{16}\) | Patch Embedding\(\downarrow 2\) | Patch Embedding\(\downarrow 2\) | Patch Embedding\(\downarrow 2\) |
|        |             | GFBlock(256) \(\times\) 10 | GFBlock(384) \(\times\) 10 | GFBlock(384) \(\times\) 27 |
| Stage4 | \(\frac{H}{32} \times \frac{W}{32}\) | Patch Embedding\(\downarrow 2\) | Patch Embedding\(\downarrow 2\) | Patch Embedding\(\downarrow 2\) |
|        |             | GFBlock(512) \(\times\) 3 | GFBlock(768) \(\times\) 3 | GFBlock(768) \(\times\) 3 |

Classifier | Global Average Pooling, Linear

B Implementation Details

The detailed architectures. To better compare with previous methods, we use the identical overall architecture to DeiT Samll [43] and ResMLP-12 [42] for GFNet-XS, where only the self-attention/MLP sub-layers, the final classifier and the residual connection are modified (using a single residual connection in each block will lead to 0.2% top-1 accuracy improvement on ImageNet for GFNet-XS). We set the number of layers and embedding dimension to \{12, 19, 19\} and \{256, 384, 512\} for GFNet-{Ti, S, B}, respectively. The architectures of our hierarchical models are shown in Table 8. We use the similar strategy as ResNet [14] to increase network depth where we fix the number of blocks for the stage 1, 2, 4 to 3 and adjust the number of blocks in stage 3. For small and base hierarchical models, we adopt the LayerScale normalization [45] for more stable training.

The high efficiency of our GFNet makes it possible to directly process a large feature map in the early stages (e.g., \(H/4 \times W/4\)) without introducing any handcraft structures like Swin [29].

Details about ImageNet experiments. We train our models for 300 epochs using the AdamW optimizer [30]. We set the initial learning rate as \(\frac{\text{batch size}}{1024} \times 0.001\) and decay the learning rate to \(1e^{-5}\) using the cosine schedule. We use a linear warm-up learning rate in the first 5 epochs and apply gradient clipping to stabilize the training process. We set the stochastic depth coefficient [18] to 0, 0.15 and 0.25 for GFNet-Ti, GFNet-XS, GFNet-S and GFNet-B. For hierarchical models, we use the stochastic depth coefficient of 0.1, 0.2, and 0.4 for GFNet-H-Ti, GFNet-H-S, and GFNet-H-B. During finetuning at the higher resolution, we use the hyper-parameters suggested by the implementation of [43] and train the model for 30 epochs with a learning rate of \(5e^{-6}\) and set the weight decay to \(1e^{-6}\). We set the stochastic depth coefficient to 0.1 for GFNet-S and GFNet-B during finetuning.

Details about transfer learning experiments. We evaluate generality of learned representation of GFNet on a set of commonly used transfer learning benchmark datasets including CIFAR-10 [22], CIFAR-100 [22], Stanford Cars [21] and Flowers-102 [33]. We follow the setting of previous works [40, 10, 43, 42], where the model is initialized by the ImageNet pre-trained weights and finetuned on the new datasets. During finetuning, we use the AdamW optimizer and set the weight decay to \(1e^{-4}\). We use batch size 512 and a smaller initial learning rate of 0.0001 with cosine decay. Linear learning rate warm-up in the first 5 epochs and gradient clipping with a max norm of 1 are also applied to stabilize the training. We keep most of the regularization methods unchanged except for removing stochastic depth following [43]. For relatively larger datasets including CIFAR-10 and CIFAR-100, we train the model for 200 epochs. For other datasets, the model is trained for 1000
Figure 5: The average power on different frequency ranges of each layer. We can observe that the global filters of different layers focus on different frequencies.

Table 9: Transfer learning datasets. We provide the training set size, test set size and the number of categories as references.

| Dataset        | Train Size | Test size | #Categories |
|----------------|------------|-----------|-------------|
| CIFAR-10 [22]  | 50,000     | 10,000    | 10          |
| CIFAR-100 [22] | 50,000     | 10,000    | 100         |
| Stanford Cars  [21] | 8,144      | 8,041     | 196         |
| Flowers-102 [33] | 2,040      | 6,149     | 102         |

Table 10: Semantic segmentation results on ADE20K. We report the mIoU on the validation set. All models are equipped with Semantic FPN [20] and trained for 80K iterations following [47]. The FLOPs are tested with $1024 \times 1024$ input. We compare the models that have similar computational costs and divide the models into three groups: 1) tiny models using ResNet-18, PVT-Ti and GFNet-H-Ti; 2) small models using ResNet-50, PVT-S, Swin-Ti and GFNet-H-S and 3) base models using ResNet-101, PVT-M, Swin-S and GFNet-H-B.

| Backbone   | Tiny | Small | Base |
|------------|------|-------|------|
|            | FLOPs| Params| mIoU | FLOPs| Params| mIoU | FLOPs| Params| mIoU  |
| ResNet [14]| 127  | 15.5  | 32.9 | 183  | 28.5  | 36.7 | 260  | 47.5  | 38.8  |
| PVT [47]   | 123  | 17.0  | 35.7 | 161  | 28.2  | 39.8 | 219  | 48.0  | 41.6  |
| Swin [29]  | -    | -     | -    | 182  | 31.9  | 41.5 | 274  | 53.2  | 45.2  |
| GFNet-H    | 126  | 26.6  | 41.0 | 179  | 47.5  | 42.5 | 261  | 74.7  | 44.8  |

e epoch. Our models are trained and evaluated on commonly used splits following [40]. The detailed splits are provided in Table 9.

C More Results & Analysis

Semantic segmentation. To show the potential of our models on dense prediction tasks, we evaluate our GFNet on ADE20K [55], a challenging semantic segmentation dataset that is commonly used to test vision transformers. We use the Semantic FPN framework [20] and follow the experiment settings in PVT [47]. We train our model for 80K steps with a batch size of 16 on the training set and report the mIoU on the validation set following common practice. We compare the performance and the computational costs of the GFNet series and other commonly used baselines in Table 10. To produce hierarchical feature maps, we adopt the GFNet-H series in the semantic segmentation
experiments. We observe that our GFNet works well on the dense prediction task and can achieve very competitive performance in different levels of complexity.

**Power distribution.** We plot the power of the global filters on different frequency ranges of each layer in Figure 5, where we can have a clearer picture of how the global filters of different layers capture the information of different frequencies.

**Directly adapting to other resolutions.** As is discussed in Section 3.2, one of the advantages of GFNet is the ability to deal with arbitrary resolutions. To verify this, we *directly* evaluate GFNet-S trained with $224 \times 224$ images on different resolutions (from 128 to 448). We plot the accuracy of GFNet-S and DeiT-S in Figure 6 and find our GFNet can adapt to different resolutions with less performance drop than DeiT-S.

**Filter visualization for hierarchical models.** We also provide the visualization of the frequency-domain global filters for the hierarchical model GFNet-H-B in Figure 7.
Figure 7: **Visualization of the learned global filters in GFNet-H-B.** We visualize the frequency domain global filters from different stages with different sizes.