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Abstract. Cyber threats evolve continuously and so do the detection tools and algorithms. In this paper we analyse the efficiency of hybrid deep-learning analysis as a mean to detect anomalies in computer network traffic. Different deep-learning algorithms are tested against real network intrusion events in an attempt to assess their potential as an early warning system. We suggest a combination of algorithms and rule-based filters as a hybrid system that can improve efficiency and accuracy of cyber anomaly detection.

1. Introduction

Cyber threats are not new and it often seems like we have already done enough to prevent them by installing state-of-the-art protection system and “sanitizing” our online behavior. Recent reports however indicate that although attacks do not grow at a very fast rate they seem to get more sophisticated and indirect ([1]). Taking into account the global move toward even more distributed working environment in the wake of the COVID-19 crisis, the potential for destructive and sophisticated attacks has grown significantly. Some of the possibilities are well known – for example exploitation of cloud vulnerabilities and social engineering attacks. Belani in [2] points out that artificial intelligence, adaptive attacks and machine learning will be major issues in the years to come.

In a distributed environment detecting a malicious software after it has been deployed and activated is a costly and definitely late measure. It makes much more sense to try to monitor the environment and react on anomalies in the normal/expected operation, instead of passively wait for a problem to appear and then try to resolve it. Considering the high amount of data and increasing number of connected software applications such monitoring requires to have dedicated solutions and automated filtering of possible problems. Without proven and solid algorithms that point our attention only to real dangers we will be overwhelmed by false positive alarms that eventually will cause more harm than good.

Bhuyan et al in [3] classify anomaly detection methods into eight broad groups – statistical, classification, soft-computing, clustering, ensemble, fusion and hybrid. However, when analyzing network intrusion in general, we can suggest a different taxonomy:

- Signature-based detection of network intrusion and misuse.

While being very solid approach, with minimal possibility for a false-positive in case good signature database, signature-based detection requires frequent updates of the threat database and also substantial efforts in maintaining signatures. Exactly because of these significant efforts, there are a lot
of databases which are shared and that also increases the chance for a dedicated attacker to test his own malicious activity in advance against these databases and implements exactly the tweaks necessary to go undetected. Signature-based systems can be extended to apply fuzzy-logic ([4], [5]) and machine learning in order to improve their flexibility and responsiveness to new kind of cyber-attacks.

- **Anomaly-based detection algorithms.**

  With sufficiently large amount of network traffic to analyze, it is possible to detect patterns in normal user behavior and detect statistically significant deviations from it. The success of such approach depends on the quality of the patterns being detected/defined and on the predefined deviations boundaries which are considered to be “normal”. Taking into account that networks change over time and that user activities are also different, it takes a considerable amount of input data and a careful monitoring of the rules to have a highly accurate anomaly detection. Anomaly-based detection systems can also be combined with flexible AI tools like in [6], [7], [8], [9].

- **Hybrid detection algorithms.**

  The major goal of combining different detection algorithms is to try and detect both well-known as well as new threats. There could be different strategies toward mixing intrusions detection approaches. In this paper we focus mainly on use of machine learning to counter adaptable and AI-base cyber security threats.

### 2. Hybrid deep-learning model for anomaly detection

Hybrid systems can be built in a different way and for quite different purpose. It is often possible to get similar detection and discovery rates but with dissimilar performance ([9]). When choosing appropriate combination, the goal is to have it working as efficient as possible in both terms of accuracy and resources consumed (e.g. that it can handle as much traffic as possible with the provided hardware resources). Yet it is often necessary to choose between accuracy and versatility, which means that the most-accurate methods may not be suitable in terms of time required to analyze the data or in terms or necessary inputs. In this paper we follow the idea by Wang and Jones in [10] that solutions can be compared in terms of their flexibility, reliability, scalability, robustness and speed. Hybrid solutions typically score higher in the first four categories, compared to statistical and signature-based methods. This comes at the expense of being more complex, thus also harder to maintain and explain, and also requiring more resources and time to analyze the network activities.

We suggest a two-step procedure in building a hybrid anomaly detection. Layering different activities can improve flexibility as each layer can be replaced independently to build pluggable detection systems.

- The first step consists of feature extraction of the underlying traffic, which is adaptable but once executed the feature set remains fixed, until the entire system is reconfigured and re-trained. This makes it possible to remain flexible, while most important features are extracted once and then used. This reduces total calculation time and keeps resource usage low.

  Feature extraction step is shown on Figure 1, where traffic is captured with Wireshark and relevant packets are converted to XML or JSON for further analysis. It should be noted that filtering of packets based on specific protocols and ports is not included in the feature extraction – it can be used to simplify the initial step. The goal of feature extraction is to figure out which packet characteristics are most relevant to be included in the subsequent analysis (for example length, hosts etc.).

- The second step consists of classification algorithm that is responsible for giving hints if analyzed condition should be considered normal or not. This does not mean that output should be only a binary value – different classes of severity can be specified, or the output could be a probability for non-normal situation.

Once feature extraction has been complete, the remaining traffic captured is automatically filtered in accordance with the chosen feature set – e.g. for every packet captured, only features found to be relevant are processed. In case it is necessary to include new features, we can execute again model
calibration and run again the initial step. Although this is clearly a limitation for the suggested approach, regularly executing the initial step is also beneficial – it does not have to be done in real time, thus it has no impact on the performance of the whole system. On the other hand – tracking the differences in the important feature subset is a possibility to detect that there has been a change in network use.

**Figure 1.** Feature extraction and traffic analysis

For comparing the efficiency of the second step in suggested sequence, we use three different models – generalized linear model, support vector machine and neural network with BFGS optimization.

2.1. **Generalized linear model**

With a network under attack we assume that there will be no errors of our model that follow normal distribution. Therefore GLM ([11]) can be used to capture these effects, provided that we have a link function such that classification output (probability and/or class) Y, depends on our input characteristics X:

\[ E(Y) = f^{-1}(X\beta) \]  

(1)

In the simplest case where we want to test if the condition being analyzed is normal or not, we assume binomial distribution and use logistic function.

2.2. **Support vector machine**

Support vector machine ([12]) is used to find the maximum-margin hyperplane between the normal and a-normal cases of traffic. In our case, training vectors contain all features that have been extracted at the first step. Training of the algorithm is done over a training set of inputs, each containing a vector of characteristics and class of the situation (normal or not) \((x_{1i}, \ldots, x_{ki}, y_i)\). To allow for non-linear classification a hyperbolic tangent function kernel where \(\bar{x}_i = (x_{1i}, \ldots, x_{ki})\) and \(f(x_{i}', \bar{x}_i') = \tanh(\alpha(\bar{x}_i, \bar{x}_i') + c)\). It should be noted that SVM can be used also for novelty and outlier detection, but this is beyond the scope of this paper.

2.3. **Artificial neural network**
We use a simple neural network with a single layer of hidden neurons. The number of neurons inside is optimized through iterative procedure in a way that maximizes the accuracy and in particular the number of false positives. We focus on false positives as these results would likely lead to higher load for personnel responsible for incident checking and verifying if there has been indeed abnormal activity. Network used for processing packet data has a single hidden layer and 24 neurons inside.

3. Application and results
Data used to test the model consists of 257,673 packets and contains samples of ten different attacks, like denial of service, worms and backdoors. Unlike normal network traffic the amount of abnormal activity is high (39.3% of all cases) and this has been done in purpose in order to keep the test data set small.

Data preprocessing step is kept very simple on purpose, to allow 13 out of 45 network traffic parameters to be included and passed for processing for the second layer. Training set consists of 68% of all cases and the remaining data is used for assessing accuracy of models.

![Figure 2. ROC curves for GLM (top left), SVM (top left), ANN (bottom left) and hybrid model (bottom right)](image-url)

Hybrid model relies on the output of the three models but it is processed again through a simple neural network with single hidden layer containing 3 neurons. This makes it possible to create a dynamic ensemble model, where weights are also modified based on the performance of each
participating model. Adding more layers or more neurons is likely to increase the overfitting and actually reduce the accuracy of the combined model use.

Table 1. Accuracy in binary prediction of the test sample

| Model                              | Accuracy in classification (binary) |
|------------------------------------|-------------------------------------|
| Generalized linear model           | 0.881334                            |
| Support vector machine             | 0.808219                            |
| Artificial neural network          | 0.838144                            |
| Hybrid model using all three outputs | 0.909051                           |

Hybrid model can be extended further by plugging in specific rules that depend on the network topology and services exposed by different nodes. There are no such assumptions made with the current data set, but context-dependent rules can significantly reduce the false-positives and make sure that overall accuracy is improved. Artificial neural networks can be supported by other methods for tracking network activity, for example mean-reverting process modelling in which case normal load is considered to be a starting point and abnormal activities can be checked against their mean-reversion speed [13].

4. Conclusion

Machine learning algorithms can improve accuracy of intrusion detection and checking for anomalies in network activity. We tested several algorithms and found that hybrid methods, supported by additional rules can provide a competitive advantage and increase the overall detection accuracy, while at the same time decrease the amount of false-positives. Taking into account that network diversity and use increases it is especially important to keep track not only at the total correctness, but also at the efforts needed to track cases, which only seem like intrusion but are just normal communication.

Maximum accuracy achieved in the test case is a bit over 90%, which leaves further room for improvement, especially taking into account that means of network intrusion and cyber threats evolve over time. In this context, a major advantage of used detection methods is that they can be adapted and re-trained continuously to respond to changes in the environment. In this paper, out of 45 available features of network traffic only 13 are used, but this set can be extended and more sophisticated methods can be applied in the preliminary feature extraction. Combined with a set of extra rules and context-driven filters, that would significantly improve the detection rate and make it possible to automate further detection of network intrusion and cyber threats.
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