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ABSTRACT

Past couple of years, the world is going through one of the biggest pandemic named COVID-19. In the mid of year 2019, it is a very difficult process to predict the COVID-19 just by viewing the images. Later on AI based technology has done a significant role in the prediction of COVID-19 through biomedical images such as CT scan, X ray etc. This study also implemented the deep learning model for the prediction of COVID-19 through X-ray images. The implemented model is termed as XR-CAPS which consist of two models such as U-Net model and the capsule network. The U Net model is used for performing the segmentation of the images and the capsule networks are applied for performing the feature extraction. The XR-CAPS model is applied on the X-ray images for the prediction of COVID-19 and the evaluation of the model is done by three parameters that are accuracy, sensitivity and specificity. The model is compared with other existing models like ResNet50, DenseNet121 and DenseCapsNet, this has achieved an accuracy of 93.2%, sensitivity of 94% and specificity of 97.1% which is better than other states of the art algorithms.

1. Introduction

With the end of 2019, COVID-19 has started to spread worldwide and created an alarming situation around the globe. The disease has already become a problem. In December 2019, the virus originated in Wuhan, a city in eastern China [1]. The World Health Organization (WHO) declared it a “international emergency of public health” in 2020, and the disease it was considered to be a pandemic by March 2020 [2]. Around 118, 7 million people have been affected, and by March 2021 2.6 million deaths have been confirmed. Other symptoms, like fatigue, dry cough, and fever, are caused by pneumonia. The RT-PCR (reverse transcription polymerase in China) is one of the primary methods for coronavirus testing and test results are achieved within a few hours or two days. This detection method is time-consuming and costly [2]. Consequently, it is an important challenge for researchers to design other virus detection methods. In particular, no specific therapy for COVID-19 has been conducted up to now.

Automatic diagnosis of many diseases is today based on artificial understanding that has demonstrated its efficiency and high level of performance through various methods of automatic image classification. Moreover, machine learning defines models with great quantities of input data examples that can learn and make decisions [3]. Artificial intelligence calculates and predicts based on input data analysis and then carries out tasks requiring human intelligence like spoken recognition, translation, visual perception and more. Deep learning is a combination of machine learning methods which mainly focus on automatic imaging and grading and have showed great success in numerous applications, in particular in the field of health care [4]. Deep Learning model has produced better results in case of cancer classification. Deep learning models are already applied on various types of cancer datasets such as colon, breast, prostate, lungs and many more.

Now there are many models based on deep learning for COVID-19 classification using chest X-rays, and through the use of computed tomographic images (CT). Additional work on COVID-19...
based upon pulmonary datasets has been detected and diagnosed, such as in addition, some studies employed CNN data sets for the classification and detection of COVID-19 from X-ray images of the chest. Several studies also focused on COVID-19 detection and differentiation from other chest diseases such as pneumonia, authors have shown that in the early stages a chest X-ray has less momentum although a Chest CT scan can be helpful even before symptoms occur. The potential overlap between COVID-19 diagnosis, pneumonia and chest cancer is one of the problems associated with Chest CT or X-ray images, particularly when people diagnosed with low experience or if the patient’s history file is currently not available [5]. This requires the automation of such a process so that one of those three diseases can be accurately confirmed.

This paper has presented an ensemble deep learning based approach for the prediction of COVID-19 disease through the X-ray images. Before performing the classification, an image pre-processing is done by applying the feature selection approach using U-Net model and the capsule network.

The remainder of this paper is organized accordingly: Previous work done in the area of COVID-19 prediction using artificial intelligence approach is discussed in Section 2. Section 3 illustrates the datasets and methods, including the selected study data sets, data pre-processing and the suggested deep-learning models. The experimental results of comparisons are explained in Section 4 for the experimental parameter and efficiency metrics for our classifications model. Section 5 draws conclusions with possible future work followed by reference section in the last

2. Literature survey

Prior to now, the method employed for COVID-19 prognosis was real-time RT-PCR (reverse transcription-polymerase chain reaction). Once the CT and X-ray scans are completed, the information is used to forecast COVID-19. Early studies indicate inaccurate results while the method is being tested, but when the method is refined with artificial intelligence approaches, the outcomes will improve.

Computer Tomography may be utilized as a screening tool for a sensitive lung diagnosis diagnostic equipment for COVID-19 [5]. After finding a high concentration of COVID-19 in the lungs of subjects receiving radiation therapy, evidence of the most serious respiratory illness appeared after 14 days. A high percentage of false-negative tests have been reported to doctors, both with medical testing and with chest CT scans, in order to help diagnose illness by medical tests or chest CT scans. In places like Turkey, where there were few cases of COVID-19 at the start of the epidemic, CT was employed for the diagnosis. The idea is that comparing the clinical imaging results to laboratory test results will help in early detection of COVID 19. In COVID-19 patients, radiographic images provide useful diagnostic information. Preclinical tests reportedly indicated a possible improvement in the condition before the administration of COVID-19 based on chest x-rays and CT scans. Other researchers in the COVID-19 imaging study also compared the CNN models of COVID-19.

3. Datasets and methodology

Dataset is one of the major components required for the analysis purpose. This study has also used the dataset consist of X-ray images that are used for the prediction of COVID-19 disease. Images contain large number of features and some of the features are not needed for the analysis purpose, so feature extraction is needed before performing any prediction or classification. In the case of image analysis, feature extraction is the essential process
through which important features can be extracted. This work will focus on feature extraction using capsule networks that contains number of convolutional layer.

3.1. Datasets

The dataset contains X-ray images of 896 patients with different number of normal, pneumonia and COVID patients. Images having some similarities and dissimilarities on the basis of which they are classified into these 3 classes.

3.2. Methodology

The implemented method has been take from Heidarian et al. [5]. They have applied the method on the CT scan dataset and termed as CT-CAPS, but in this study the method is applied on the X-ray dataset and termed XR-CAPS. The CT-CAPS method has performed the feature extraction before performing the analysis. To perform the feature extraction, U-net model and Capsule network has been applied then these extracted features are passed through max pooling layer with fully connected layer for the prediction purpose.

3.2.1. Chest X-ray segmentation

UNet is U-shaped symmetric neural network developed for biomedical image segmentation [14]. There are two paths in UNet, and the first path is also referred to as an encoder that is essentially a set of convolution, activation and bundling layers for the input image to capture the context. In the expansion path, the output of the coder is smaller than the input. The expansion path or the decoder allows accurate location with transposed turns. The expansion path combines high-quality characteristics and spatial information with the corresponding characteristic maps from the contracting path through a sequence of ups and connections. As the encoder’s low-level feature maps contain better spatial information useful for analysing complex scenes with multiple objects, intermediate low-level characteristic maps from Efficientnet are combined with intermediate high-level UNet decoder feature maps. Many feature channels allow the network to spread context information in higher resolution layers in the upsample part (see Fig. 1).

3.2.2. Capsule network

Fig. 2 shows the XR-CAPS pipeline architecture, it’s a capsule network which first segment the X-ray images into sliced images and then perform the feature extraction using the capsule layer. A stack of 4 convolutionary layers and batch normalization, and a max-pooling level are created to create this network, as illustrated in Fig. 2. The convolutionary layer is then used to provide the following capsules for the extraction by the routing process. After that, two other capsule layers are added to the model, in which the last amplitude is the probability of the input in each target class age. Next, we add slice-level characteristics extracted from the described network via intermediate layers to move into the patient level area. In that respect, a representative slice characteristic map is used in the capsule layer before the last one. The results (presented later in Article 4) show that this model can distinguish COVID-19 from non-COVID images efficiently. Moreover the model consist of different layers, size ranges from 16 x 32 to 1 x 2.

The layers and the process used in the proposed model are as follows:

1. Chest X-ray Segmentation – The chest X-ray image is segmented through the U Net model that provides small slices of the processed image.

2. Convolution layers – Mainly three convolution layers are used in the model of size 3x3 with stride equals to 1.

3. Capsule layers – Overall there are four different size capsule layers are implemented in the model with routing by agreement. Routing by agreement is performed because in this model there are multiple capsule layers in which higher level capsule transfers the information is passed to the lower capsule layer. Finally the last capsule layer with size 1x2 is applied for the prediction of the disease.

4. Batch Normalization – Batch normalization is applied to form the mini batch of the images [15].

5. Max pooling – This technique is used for the discretization purpose which helps in dimensionality reduction and more informative features are generated [16].

6. L2 Normalization – L2 normalization are the regularization method which are basically used to make the model less complex.

4. Result analysis

The work is implemented by using Python programming language. Python libraries such as keras, pandas and matplotlib are used for the analysis purpose [18]. The parameter used for the evaluation of the model are accuracy, sensitivity and, specificity. 627 images are used for the training purpose and 269 images are used for the validation purpose.

Above Table 1 and the Figs. 3–5 has shown how the implemented model XR-CAPS has performed better than the existing models.
5. Conclusion

In this study, the focus is on the feature extraction of the images. To perform this, the chest X-ray images are segmented using the U net model, and slices are formed. These slices are further processes through different convolution layers and capsule layers for the prediction purpose. This model is termed as XR-CAP model, which can be considered as an ensemble deep learning model. The parameters used for the evaluation of the models are accuracy, sensitivity, and specificity. The model has achieved an accuracy of 93.2% for the prediction of COVID-19 through X-ray images. In the future, the focus will be on some more transfer learning approaches so that more accuracy and performance can be achieved.

CRediT authorship contribution statement

Pinesh Arvindbhai Darji: Conceptualization, Data curation, Formal analysis, Funding acquisition. Nihar Ranjan Nayak: Investigation, Methodology, Project administration. Sunny Ganavdiya: Investigation, Methodology, Project administration. Neera Batra: Resources, Software, Supervision. Rajib Guhathakurta: Writing – original draft, Writing – review & editing.
Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

References

[1] T. Singhal, A Review of Coronavirus Disease-2019 (COVID-19), Indian J. Pediatr. 87 (4) (2020) 281–286.
[2] L. Caly et al., Isolation and rapid sharing of the 2019 novel coronavirus (SARS-CoV-2) from the first patient diagnosed with COVID-19 in Australia, Med. J. Aust. (2020).
[3] R. Nair, A. Bhagat, A Life Cycle on Processing Large Dataset - LCPL, Int. J. Comput. Appl. 179 (53) (2018) 27–34.
[4] R. Nair, S. Vishwakarma, M. Soni, T. Patel, S. Joshi, Detection of COVID-19 cases through X-ray images using hybrid deep neural network, World J. Eng. (2021), https://doi.org/10.1088/115056714-2020-0529.
[5] S. Heidarian, et al., Ct-Caps: Feature Extraction-Based Automated Framework for Covid-19 Disease Identification From Chest Ct Scans Using Capsule Networks, 2021, pp. 1040–1044.
[6] W. J. W. Wang, X. Zhao, J. Zai, X. Li, Cross-species transmission of the newly identified coronavirus 2019-nCoV, J. Med. Virol. 92 (4) (2020) 433–440.
[7] E.E.D. Hemdan, M.A. Shouman, M.E. Karar, COVIDX-Net: A Framework of Deep Learning System to screen coronavirus disease 2019 (COVID-19) from the first patient diagnosed with COVID-19 in Australia, Med. J. Aust., 2020.
[8] F. Shahid, A. Zameer, M. Muneeb, Predictions for COVID-19 with deep learning networks, Results Phys. 24 (2021) 104137.
[9] M. Soni, T. Patel, A. Jain, Security Analysis on Remote User Authentication Methods, in: A. Pandian, T. Senjyu, S. Islam, H. Wang (Eds.), Proceeding of the International Conference on Computer Networks, Big Data and IoT (ICCCI - 2018), ICCCI 2018. Lecture Notes on Data Engineering and Communications Technologies, vol. 31, Springer, Cham, 2020, https://doi.org/10.1007/978-3-030-24643-3_60.
[10] M. Patel, D. Rami, M. Soni, Next Generation Web for Alumni Web Portal, in: S. Balaji, A. Rocha, Y.N. Chung (Eds.), Intelligent Communication Technologies and Virtual Mobile Networks, ICICV 2019. Lecture Notes on Data Engineering and Communications Technologies, vol. 33, Springer, Cham, 2020, https://doi.org/10.1007/978-3-030-28364-3_16.
[11] M. Soni, D.K. Singh, LAKA: Lightweight Authentication and Key Agreement Protocol for Internet of Things Based Wireless Body Area Network, Wireless Pers Commun (2021), https://doi.org/10.1111/wpcm.12777-021-08565-2.
[12] K. Nabi, M.T. Tahmid, A. Rafi, M.E. Kader, M.A. Haider, Forecasting COVID-19 pandemic in India using AutoML, World J. Eng. (2020), https://doi.org/10.1007/978-3-030-24643-3_60.
[13] M. Soni, A. Jain, Secure Communication and Implementation Technique for Sybil Attack in Vehicular Ad-Hoc Networks, in: 2018 Second International Conference on Computing Methodologies and Communication (ICCMC), Erode, 2018, pp. 539–543, http://dx.doi.org/10.1109/ICCMC.2018.8487887.
[14] M. Soni, A. B. Rajput, T. Patel, N. Parmar, Lightweight Vehicle-to-Infrastructure Message Verification Method for VANET, in: K. Kotecha, V. Piuri, H. Shah, R. Patel (Eds.), Data Science and Intelligent Applications. Lecture Notes on Data Engineering and Communications Technologies, vol. 52, Springer, Singapore, 2021, https://doi.org/10.1007/978-981-15-4474-3_35.
[15] U. Chaudhary, A. Patel, A. Patel, M. Soni, Survey Paper on Automatic Vehicle Accident Detection and Rescue System, in: K. Kotecha, V. Piuri, H. Shah, R. Patel (Eds.), Data Science and Intelligent Applications. Lecture Notes on Data Engineering and Communications Technologies, vol. 52, Springer, Singapore, 2021, https://doi.org/10.1007/978-981-15-4474-3_35.
[16] M. Soni, B.S. Rajput, T. Patel, N. Parmar, Lightweight Vehicle-to-Infrastructure Message Verification Method for VANET, in: K. Kotecha, V. Piuri, H. Shah, R. Patel (Eds.), Data Science and Intelligent Applications. Lecture Notes on Data Engineering and Communications Technologies, vol. 52, Springer, Singapore, 2021, https://doi.org/10.1007/978-981-15-4474-3_35.
[17] M. Soni, A. Jain, Security, Performance and Evaluation of QoT Protocol, in: K. Kotecha, V. Piuri, H. Shah, R. Patel (Eds.), Data Science and Intelligent Applications. Lecture Notes on Data Engineering and Communications Technologies, vol. 52, Springer, Singapore, 2021, https://doi.org/10.1007/978-981-15-4474-3_35.
[18] M. Soni, A. Jain, T. Patel, Security and Performance Evaluation of QoT Protocol, in: K. Kotecha, V. Piuri, H. Shah, R. Patel (Eds.), Data Science and Intelligent Applications. Lecture Notes on Data Engineering and Communications Technologies, vol. 52, Springer, Singapore, 2021, https://doi.org/10.1007/978-981-15-4474-3_35.
[19] M. Soni, A. Jain, T. Patel, Human Movement Identification Using Wi-Fi Signals, in: 2018 3rd International Conference on Inventive Computation Technologies (ICICT), Coimbatore, India, 2018, pp. 422–427. http://dx.doi.org/10.1109/ICICT43934.2018.8303451.
[20] M. Soni, D.K. Singh, Blockchain Implementation for Privacy preserving and securing the Healthcare data, in: 2021 10th IEEE International Conference on Communication Systems and Network Technologies (CSNT), 2021, pp. 729–734, https://doi.org/10.1109/CSNT51715.2021.9509722.