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ABSTRACT Intrusion detection is an essential task for protecting the cyber environment from attacks. Many studies have proposed sophisticated models to detect intrusions from a large amount of data, yet they ignored the fact that poor data quality has a direct impact on the performance of intrusion detection systems. Examples of poor data quality include mislabeled, inaccurate, incomprehensive, irrelevant, inconsistent, duplicated, and overlapped data. In order to investigate how data quality may affect machine learning performance, we conducted a series of experiments on 11 host-based intrusion datasets using eight machine learning (ML) models and two pre-trained language models BERT and GPT-2. The experimental results showed: 1. BERT and GPT-2 outperformed the other models on every dataset. 2. Data duplications and overlaps in a dataset had different performance impacts on the pre-trained models and the classic ML models. The pre-trained models were less susceptible to duplicate and overlapped data than the classic ML models. 3. Removing overlaps and duplicates from training data with a normal range of sequence similarities could improve the pre-trained models’ performances on most datasets. However, it may have adverse effects on model performance in datasets with highly similar sequences. 4. The reliability of model evaluation could be affected when testing data contains duplicates. 5. The overlapped rate between the normal class and the intrusion class seemed to have an inverse relationship to the performance of the pre-trained models in intrusion detection. Given the results, we proposed a framework for model selection and data quality assurance for building a high-quality machine learning-based intrusion detection system.

INDEX TERMS Data curation, data quality, intrusion detection, machine learning, deep learning, language model.

I. INTRODUCTION

The increasing usage of digital devices in a cyber-physical system has enhanced the efficiency of operating systems but has also led to security vulnerabilities. Cyber attacks on process control could lead to a significant control failure [1] and huge economic losses. Therefore, building an intrusion detection system (IDS) to predict and respond to attacks on a cyber-physical system has become an essential task among the cybersecurity community. However, it is a grand challenging task because of the range of novelty involved in cyber-attacks [1]. Recently, machine learning (ML) and deep learning (DL) approaches have been applied for intrusion detection at both the operation system level such as host-based intrusion detection system - HIDS and the network level such as network-based intrusion detection system - NIDS. As indicated by a Google Research [2], both models and data quality have a great impact on the performance of ML-based systems. The computing rule of "garbage in, garbage out" is still applicable to ML [3]. The lack of high-quality training data becomes a barrier to building high-performance ML systems [4]. Several data...
issues such as missing information, duplicates, lack of attack diversity, and data difficulty in intrusion datasets have been identified as challenges in ML-based IDS [5]. Recent studies in ML-based intrusion detection show immense efforts have been dedicated to model construction and optimization. For example, Sahu et al. compared the performance of various linear and non-linear classifiers for NIDS using the KDD dataset [6]. Al-Maksousy compared the performances of deep neural networks (DNN) and various traditional ML models in detecting network intrusions and found that DNN outperformed ML models in terms of accuracy, running time, and false positive rates [7]. Hu et al. proposed an incremental hidden Markov model (HMM) training framework that incorporates a simple data pre-processing method for identifying and removing similar sub-sequences of system calls for HIDS [8]. This training strategy has been widely applied since it can save on the training cost (especially on large data) without noticeable degradation in intrusion detection performance [8]. Convolutional neural network (CNN) and recurrent neural network (RNN) have also been used in HIDS [9], [10]. Recently, Liu and Lang conducted a comprehensive survey on ML and DL methods for IDS [11]. Focusing on model construction and optimization can only enhance the detection performance to a certain level as the core reason that hinders effective performance lies between data input quality and the model learning capabilities. However, very few studies have paid attention to data requirements, data quality issues, and data quality assurance in this specific research topic. It gives us the motivation to conduct an IDS study from a data-centric aspect to understand the impact of data quality on ML-based and DL-based intrusion detection systems. The results would inspire future work to optimize both data quality and model capacity when developing an intrusion detection system.

With this goal in mind, we discussed nine data quality dimensions to systematically evaluate the quality of an intrusion dataset, and they are reputation, relevance, comprehensiveness, timeliness, variety, accuracy, consistency, duplication, and overlap. We proposed a data pre-processing and cleaning framework for HIDS tasks. Based on the framework, we conducted a series of experiments to investigate the impacts of duplications and overlaps on the conventional ML models and the pre-trained language models. The experiments were conducted on 11 host-based intrusion datasets collected by the University of New Mexico (UNM), the Massachusetts Institute of Technology (MIT), and the Australian Defence Force Academy (ADFA). The chosen conventional ML models, which are K-Means (KM), Logistic Regression (LR), Support Vector Machine (SVM), Neural Network (NN), Decision Tree (DT), Random Forest (RF), K Nearest Neighbors (KNN), Naïve Bayes (NB), are commonly used in IDS studies. The pre-trained language models such as BERT and GPT-2 are selected to represent the highly sophisticated and complex models. By choosing models at different complexity levels, we can thoroughly verify and evaluate the effects of data quality on the performances of ML-based and DL-based intrusion detection systems. From the experiment results, we discussed the data quality impacts on the detection performance and provided a guideline to ensure high quality in intrusion datasets based on nine data quality dimensions. The study is designed to answer four research questions below.

- **RQ1**: What is the performance difference between the pre-trained language models and the traditional ML models in the host-based intrusion detection tasks?
- **RQ2**: What are the impacts of the training data quality on the traditional ML performances versus the pre-trained language model performances?
- **RQ3**: What are the impacts of the testing data quality on the traditional ML performances versus the pre-trained language model performances?
- **RQ4**: How to evaluate the data quality of an intrusion detection dataset?

To the best of our knowledge, this is the first study that explores how to build a highly effective intrusion detection system from a data-centric rather than a model-centric perspective. The research results offer IDS researchers and practitioners with new insights and guidelines on improving intrusion detection performance. The rest of the paper is structured as follows. Section 2 presents the literature review related to machine learning-based IDS and data quality. Section 3 discusses the data preparation and quality requirements for intrusion detection. Section 4 introduces the proposed data cleaning and pre-processing method for host-based intrusion detection along with the experimental design. Section 5 presents the experimental results. Section 6 discusses the experiment results and implications. Finally, section 7 concludes the paper with a summary of our findings and potential directions for future work. The code and datasets used in this research are available on GitHub.1

## II. RELATED WORK

### A. MACHINE LEARNING-BASED INTRUSION DETECTION SYSTEMS

An intrusion detection system aims to detect anomalous activities or intrusions (active or passive attacks) in a cyber-physical system using traces of system events (HIDS) or network packets (NIDS). There are three approaches to intrusion detection: misused-based, anomaly-based and hybrid-based. In the misused-based approach, a ML model is trained with existing attack signatures, so any activities that match this pattern are flagged as intrusions [12], [13]. However, as the model is only trained with known attack signatures, the IDS is exposed to zero-day attacks, which leads to high false negative rate. In the anomaly-based approach, a large amount of normal activities are collected to train the model, and any instances that deviate from the normal profile are considered anomalous, or in this case, an intrusion [14], [15]. The advantage of this approach is the model’s ability in detecting zero-day attacks, yet it requires a large amount of

1 https://github.com/NganTran-0017/HIDS
normal activities or patterns to sufficiently construct a normal profile. Moreover, the anomaly-based approach is susceptible to high false alarm rate due to a wide variations of normal activities. Lastly, the hybrid approach is a combination of the misuse-based and the anomaly-based approaches, where a ML model is trained with both normal patterns and intrusion patterns [7], [9], [10], [16], [17]. This approach inherits the advantages of both approaches above by leveraging intrusion signatures to increase known attack detection rate, and the collected normal patterns to lower false negative rate and at the same time, increase zero-day attack detection rate. By training the models with intrusion patterns and normal patterns, this approach does not require a relatively large amount of data, compared to the other two approaches. Therefore, we will apply the hybrid-based approach to our experiment in Section IV.

The input of ML-based IDS is a collection of instances consisting of one feature or more features. The features in an IDS can be system events in HIDS or network packets in NIDS. The instances can be treated as individual incidents or sequential incidents, and labeled as normal or anomalous. Additionally, the availability and sufficiency of labeled data are the key to determining the learning technique to used for building the IDS. In supervised learning, a model is trained on labeled data, and the quality and amount of labeled data are critical to the learning process [16]. In semi-supervised learning, a training dataset only contains a few labeled data and the rest of the training data are unlabeled instances. Since this approach uses only a fraction of labeled data, it reduces the cost of data labeling [16]. On the other hand, the unsupervised learning approach does not require labeled data, yet this method requires model tuning, and it often suffers from high false positives [18] and inferior results to those produced by supervised method [11]. Noisy labels, insufficient labeled data, and class imbalance are the most common data quality issues in supervised and semi-supervised learning-based IDS. Other data quality issues, such as inconsistency, duplication, incompleteness, incomprehension, imprecision, or lack of variety may also exist in ML input data.

We summarized the existing IDS studies in Table 1, including the selected learning techniques, models, and datasets, along with the type of IDS as NIDS or HIDS, publication year, and the references. We can see that the majority of existing studies focus on NIDS task. More datasets have been created for NIDS and as a result, more machine learning algorithms have been explored on the task. However, compared to NIDS, HIDS is more of a challenge due to: (1) more labeled data is required to reduce the false positive alarm rate; (2) it is difficult to design an efficient HIDS which can prevent outgoing denial-of-service attacks; and (3), in a shared system environment, the HIDS needs to work as an independent module since the shared parameters may cause the attack [51]. Nowadays, HIDS are becoming more important and play a major role in most of the intrusion detection systems [51]. Even though some studies have been conducted on HIDS [9], [10], [26], [33], [43], [49], more attention should be paid to HIDS. The lack of sophisticated model applications in HIDS along with the rise of powerful pre-trained language models such as BERT [52] and GPT [53] have inspired us to use both conventional ML models and pre-trained language models in our study.

B. DATASETS FOR INTRUSION DETECTION

NIDS datasets mainly include information from the packet itself, which is used to detect the malicious traffic traversing through the network, while datasets for HIDS usually include information about executed system events/logs or system calls to detect vulnerabilities of a target application or anomalous activities in an operating system [10]. We conducted an investigation in the popular datasets used for NIDS and HIDS tasks, as shown in Table 2.

The following properties are generally required when creating an IDS dataset. (1) Normal user behaviors. The quality of an IDS is primarily determined by its attack detection rate and false alarm rate. Therefore, the presence of normal user behavior is indispensable for evaluating an IDS [67]. (2) Intrusion behaviors. Any set of actions that are taken to exploit the system vulnerabilities with an intend of disrupting, destroying, spying, disabling or stealing a cyber-physical system is considered an intrusion behavior. There are various attack signatures resulted from different scenarios; hence, it is essential to clarify the attack types or names in an IDS dataset to enable a construction of multi-class intrusion detection systems. (3) Format. An IDS dataset can be in different formats, such as packet-based, flow-based, host-based log files, etc. (4) Anonymity. Some of the information may need to be anonymized due to privacy and security concerns, and this property indicates the affected attributes. (5) Duration. The monitored time (e.g., daytime vs. night or weekday vs. weekend) of the dataset should be indicated since time may play a critical role in the nature of the behavior. For example, a behavior might be regarded as an attack only when it occurs in a specific duration and/or at a specific time/day of the week. (6) Labeled. Labeled datasets are necessary for training and validating supervised learning and semi-supervised learning models. (7) Other information, such as attack scenarios, network structure, system information, IP addresses, recording environment, and download URL are also useful. Data quality issues can appear in the above information, which could have serious impacts on the intrusion detection performance. Despite the fact that data quality issues, such as duplication and imbalance, have been reported in the KDD dataset [57], only a few studies have included the qualities of IDS datasets in their discussions [58], [60].

C. DATA QUALITY EVALUATION AND ASSURANCE FOR MACHINE LEARNING

Poor data quality has a direct impact on the performance of the ML system that is built on flawed data. For example, a gender classification system from facial images was implemented with ML algorithms and produced a 0.8% error in lighter-skinned males; yet, it went as high as 34.7% error
TABLE 1. Machine learning techniques for IDS. Full names and abbreviations of the models are introduced in Appendix.

| Technique used | Model                                      | Datasets                                    | HIDS/NIDS | Year | Reference |
|----------------|--------------------------------------------|---------------------------------------------|-----------|------|-----------|
| Supervised     | KNN, SR                                    | KDD-Cup’99                                  | NIDS      | 2017 | [19]      |
| Supervised     | RF, LR                                     | UNSW                                       | NIDS      | 2017 | [20]      |
| Supervised     | DNN, imbalanced network traffic, RF, VAE   | CIDDS-001                                  | NIDS      | 2018 | [21]      |
| Supervised     | DNN                                        | NSL-KDD                                    | NIDS      | 2018 | [17]      |
| Supervised     | DNN                                        | NSL-KDD                                    | NIDS      | 2018 | [22]      |
| Supervised     | LR, NB, KNN, DT, AdaBoost, RF, CNN, CNN-LSTM, LSTM, GRU, SimpleRNN, DNN | CICIDS-2017, UNSW-NB15, ICs cyberrtaick | NIDS      | 2018 | [23]      |
| Unsupervised   | Metric learning + clustering + SVM         | Kyoto 2006, NSL-KDD                        | NIDS      | 2019 | [24]      |
| Supervised     | NB, AODE, RBFN, MLP J48 DT                 | UNSW-NB15                                  | NIDS      | 2019 | [25]      |
| Supervised     | Pruned exact linear time, quantile regression forests | NetFlow data                               | NIDS      | 2020 | [26]      |
| Unsupervised   | Autoencoder, IF, KNN, K-Means, SCH, SVM    | NSL-KDD, ISCX                              | NIDS      | 2020 | [27]      |
| Unsupervised   | IF, HBOS, CBOF, K-Means                    | BRO DNS, BRO CONN                          | NIDS      | 2020 | [28]      |
| Supervised     | DNN                                        | KDD-Cup’99, NSL-KDD, UNSW-NB15             | NIDS      | 2020 | [29]      |
| Supervised     | KNN, RF, SVM-rbf, DNN, ResNet-50, one-vs-all classifier, multiclass classifier | NSL-KDD                                    | NIDS      | 2020 | [30]      |
| Supervised     | NB, DT, RF, ANN                            | KDD-Cup’99                                 | NIDS      | 2020 | [31]      |
| Supervised     | NN, DT, linear discriminate analysis with the bagging algorithm | NSL-KDD                                    | NIDS      | 2019 | [32]      |
| Supervised     | SVM, MLP, NB, DT                           | ADFA-LD                                    | HIDS      | 2017 | [33]      |
| Supervised     | NN                                          | NSL-KDD                                    | NIDS      | 2021 | [34]      |
| Supervised     | XGB-DNN                                    | NSL-KDD                                    | NIDS      | 2020 | [35]      |
| Supervised     | BAT                                        | NSL-KDD                                    | NIDS      | 2020 | [36]      |
| Supervised     | SGD, RF, LR, SVM, SM                       | NSL-KDD                                    | NIDS      | 2019 | [37]      |
| Supervised     | RNN-IDS                                    | NSL-KDD                                    | NIDS      | 2017 | [38]      |
| Supervised     | CNN                                        | NSL-KDD                                    | NIDS      | 2017 | [39]      |
| Supervised     | LGBM                                       | NSL-KDD, UNSW-NB15, CICIDS-2017             | NIDS      | 2021 | [40]      |
| Supervised     | GAN-FS, NB, DT, RF, GBDT, SVM, KNN, NN     | NSL-KDD, UNSW-NB15, CICIDS-2017             | NIDS      | 2021 | [41]      |
| Unsupervised   | S-NADE, DBN,                               | NSL-KDD                                    | NIDS      | 2020 | [42]      |
| Supervised     | CNN                                        | NGIDS-DS, ADFA-LD                          | HIDS      | 2017 | [9]       |
| Semi-Supervised| SC4D                                       | ADFA-LD, UNM                               | HIDS      | 2018 | [43]      |
| Supervised     | GRU, LSTM, CNN+GRU                         | ADFA-LD                                    | HIDS      | 2019 | [10]      |
| Supervised     | ELM                                         | KDDCup’99, ADFA-LD                         | HIDS      | 2016 | [44]      |
| Supervised     | KNN, NN                                    | ADFA-LD                                    | HIDS      | 2021 | [45]      |
| Supervised     | Cycle-GAN                                   | ADFA-LD                                    | HIDS      | 2018 | [46]      |
| Supervised     | RBF-NN                                     | UNM                                        | HIDS      | 2009 | [47]      |
| Supervised     | DT, KNN, MLP, MNB, RF, SVM                 | ADFA-LD                                    | HIDS      | 2020 | [48]      |
| Supervised     | LR, SVM, DT, RF, ANN                       | DS20s traffic traces                       | HIDS      | 2019 | [26]      |
| Supervised     | NB, LR, KNN, SVM, IntrudTree               | Kaggle cybersecurity datasets              | HIDS      | 2020 | [49]      |
| Supervised     | SVM, LR, NB, KNN, NN                       | NSL-KDD, ADFA                              | HIDS      | 2020 | [50]      |

in darker-skinned females [68]. The problem was due to a significant imbalance of different skin colors in the training data [68]. Recently, a study showed that ten of the most commonly-used computer vision, natural language, and audio datasets had serious data quality issues [69]. The computing rule of “garbage in, garbage out” is also applicable to ML-based anomaly detection. However, there is not much research on low-quality data and its impact on ML-based anomaly detection.

Noisy labels are one of the most serious data quality issues. To investigate the impact of the data labeling on the performance of ML-based NIDS, Lauria and Tayi compared the performances of two classifiers DT and NB, which were trained on poor quality data [70]. The experiments showed that data with high-quality labels may not be required to further train a classifier that has already performed at an acceptable level [70]. Class imbalance is another common issue in IDS. As pointed out by [6], both of the CICIDS and KDD datasets are imbalanced and not uniform. Particularly, the two most dominant classes in KDD have more than 40,000 instances while the 16 minor classes have less than 1,000 instances [6]. Their experiments demonstrated that balancing data could not help improve the model performance in nonuniform training datasets, but the data balancing could
TABLE 2. Overview of public datasets for IDS.

| Dataset             | Volume                  | Information                                                                                              | Format   | Labeled | Balanced | Year  |
|---------------------|-------------------------|----------------------------------------------------------------------------------------------------------|----------|---------|----------|-------|
| KDD-Cup99 [54]      | 4.9 millions for training, 2 million for testing | 41 features, 20 types of attacks                                                                        | packet, logs | yes     | no       | 1999  |
| Kyoto 2006 [55]     | 3,054,682 for training, 1,563,923 for testing | 14 features derived from the KDD-Cup99 and 10 additional features                                        | packet, logs | yes     | yes      | 2006  |
| DARPA-2009 [56]     | 673,931 records for training and 74,880 records for testing | 16 network features and 26 packet features; 7,000 pcap files                                              | packets  | yes     | no       | 2009  |
| NSL-KDD [57]        | 125,975 for training, 22,544 for testing | 41 features, 22 types of attacks                                                                        | packet, logs | yes     | no       | 2009  |
| ISCX [58]           | 30,814 normal and 15,375 attack traces for training, 13,154 normal and 6,580 attack traces for testing | 1.5 million network traffic packets, with 20 features and covers seven days of network activity         | packets  | yes     | no       | 2012  |
| UNSW-NB15 [59]      | 175,341 records for training, 82,332 records for testing | 49 features in pcap file format and 9 categories of attacks                                              | packets  | yes     | no       | 2015  |
| NGIDS-DS [60]       | 63,185,592 records for training and 34,987,493 records for testing | 88,791,734 records for benign and 1,262,426 records for malicious activities. 7 features for ground-truth cs; 9 features for the 99 csv files of host logs; 18 features for NGIDS pcap file | packet, logs | yes     | no       | 2016  |
| CicIDS2017 [61]     | 75,561 records for training and 25,187 records for testing | 3,119,345 instances and 83 features containing 15 class labels                                          | packets  | yes     | no       | 2017  |
| CSE-CIC-IDS2018 [61] | 16,000,000 data instances in total | The number of features range from 79 to 83, containing 7 class labels                                    | packets  | yes     | no       | 2018  |

HIDS

| Dataset             | Information                                                                                              | Format   | Labeled | Balanced | Year  |
|---------------------|----------------------------------------------------------------------------------------------------------|----------|---------|----------|-------|
| DARPA [62]          | 4,898,431 records for training and 2,984,154 records for testing                                       | 97,277 normal and 311,744 intrusion traces with 41 features and classes labeled as either normal or any of the 22 types of attacks | packet, logs | yes     | no       | 1998  |
| UNM dataset [63]    | 627 system-call sequences for training and 3,136 system-call sequences for testing                    | 4,298 normal traces and 1,001 intrusion traces and 467 features                                           | logs     | yes     | no       | 1998  |
| KDD99 [54]          | 494,021 for training and 311,029 for testing                                                           | 1,033,372 normal and 4,176,086 attack traces; 41 features                                                 | packets  | yes     | no       | 1999  |
| NSL-KDD [57]        | 1,152,281 distinct records from KDD99: 860,725 normal and 291,556 attack traces                      | 41 features per record                                                                                     | packets  | yes     | no       | 2000  |
| ADFA-LD [64]        | 833 traces and 308,077 system calls for training, 4,373 traces and 2,122,085 system calls for testing  | 746 trace attack sequences and 317,388 system call attack sequences                                          | yes      | yes     | no       | 2014  |
| ADFA-WD [64]        | 355 traces and 13,504,419 system calls for training, 1,827 traces and 117,918,735 system calls for testing | 5,542 trace attack sequences and 74,202,804 system call attack sequences                                   | yes      | yes     | no       | 2014  |
| DARPA-2009 [56]     | 673,931 records for training and 74,880 records for testing                                            | 16 network features and 26 packet features; 7,000 pcap files                                               | packets  | yes     | no       | 2009  |
| ADFA-IDS [65]       | 308,077 system calls and 833 traces for training, 212,208 system calls and 4,372 traces for testing   | 15 attack types and 36,636 malicious system call traces                                                    | logs     | yes     | no       | 2013  |
| NGIDS-DS [60]       | 313,926 records with 7 attributes in ground-truth csv file, 1,262,426 attack and 88,791,734 normal with 9 attributes; 1,094,231 capture packets with 18 unique IPs in NGIDS pcap file | cyber normal and abnormal traffic scenarios for different enterprises                                     | packet, host logs | yes     | no       | 2017  |
| DS2OS traffic traces [66] | 61.52 MB traces captured in the IoT environment DS2OS for different services                       | –        | yes     | yes      | 2018  |
| Kaggle cybersecurity datasets [49] | 25,000 instances 3 qualitative features and 38 quantitative features | –        | yes     | yes      | 2020  |

improve a neural network performance in minor classes [6]. Oversampling and undersampling have been used to handle class imbalance in IDS [71], [72], [73]. Missing information, duplicate data, lack of attack diversity, dataset difficulty, and feature sparsity are other factors that can impact the performance of ML-based IDS [5], [6], [74]. As a result, different quality dimensions have been proposed to measure the data quality for ML systems. Fan [75]
argued that data consistency, data de-duplication, information completeness, data currency, and data accuracy are central to data quality. These dimensions are related to the data itself. The dimensions that are related to users include accessibility, integrability, interpretability, rectifiability, relevance, and timeliness [76]. Recently, Chen et al. defined “data quality” as data metrics for fitting the purpose of building an ML system [4]. Dimensions such as comprehensiveness, correctness, and variety, are critical to the evaluation of the data quality for ML systems [4].

We found that most studies focused on optimizing detection performance from a model perspective, and the common choices of models were conventional ML models and neural network-based models, not pre-trained models. Furthermore, the literature on data quality revealed that data quality has a great impact on ML performance. Yet, only a few studies focus on improving ML performance from a data perspective, much less on intrusion detection tasks. In light of these findings, we designed this study to investigate the impacts of data quality on both ML models and pre-trained models in HIDS tasks and then, provide a guideline to ensure high quality in intrusion datasets using our proposed framework along with nine data quality dimensions that we gathered from the literature.

III. DATA PREPARATION AND QUALITY REQUIREMENTS FOR INTRUSION DETECTION
As discussed above, data quality is crucial for ML-based IDS. However, each stage of the data preparation can be plagued with problems of data quality, such as scattered presence of the data source, insufficient data during data collection, label noise during the data annotation, and overlapping issues during the training-testing data partition. Therefore, it is necessary to identify the dataset attributes, and then develop a guideline for quality assurance during data preparation.

A. DATA PREPARATION WORKFLOW
Data preparation for ML-based IDS mainly includes four steps: (1) Selecting one or multiple data sources. (2) Collecting the data from the selected data source. Data can be collected from one source or integrated from multiple sources. (3) Labeling the data for training and testing. (4) Pre-processing the data as the model input. The workflow is shown in Figure 1. The data sources for HIDS and NIDS are different: data for HIDS can be collected from audit records, log files, the application program interface (API), rule patterns, and system calls, while data for NIDS is usually collected from the Simple Network Management Protocol (SNMP), network packets (TCP/UDP/ICMP), Management Information Base (MIB), and router NetFlow records. Once the data source is confirmed, additional information should be collected, such as metadata, format, duration, etc., for further analysis. The data collection process should be well-designed. For example, in HIDS data, sequential system events should be correctly organized by the execution order. Data labeling is an essential step for supervised ML-based IDS. Most ML algorithms make the assumption that training data are accurate. However, mislabeled data in training samples do exist and can impact the predictive accuracy of ML-based classifiers [70]. Data pre-processing involves removing outliers and redundant data, extracting useful features, and data partition for training and testing. If it is handled improperly, it can cause data quality issues such as sparsity, bias, and overlaps between training and testing data.

B. DATASET PROPERTIES AND ATTRIBUTES
Certain properties of a dataset should be collected and evaluated beforehand based on a specific scenario [67]. We believe that to construct a high-quality IDS dataset, the following information should be collected during the data curation.

1) GENERAL INFORMATION
General information of a dataset should include the year of creation, public availability, metadata, format, and data volume. Both network traffic and system logs face concept drift issue over time, and new attacks might appear in any scenario. A ML model built in 1990 might not be useful to predict the data in 2022. Therefore, the year of creation (age) of an intrusion detection dataset is critical for determining the scope of an IDS. Intrusion detection datasets should be publicly available to serve as a basis for comparing different intrusion detection methods and for quality evaluation by third parties [67]. Metadata, such as network structure, hosts, IP addresses, configuration of the clients, and attack scenarios, can provide users content-related explanations of the results. IDS datasets can be roughly divided into three formats: (1) packet, (2) flow, and (3) logs. The processing for different data formats varies. The format is directly associated with the volume of data. Data volume can be described by the number of packets, flows, points, and instances, which is essential to model selection in ML.

2) DURATION
Duration refers to the timestamps when data was collected. For example, the MIT lpr dataset includes real-world normal usage of the lpr command (a Linux command for submitting files for printing) for two weeks using 77 hosts, while the ISCX dataset includes seven days of normal and malicious network activities from the Information Security Center of Excellence (ISCX) at the University of New Brunswick. As mentioned in [77], a long duration trace is needed when detecting the cyclostationary traffic signal (i.e., differences in traffic between daytime/nighttime or weekdays/weekends).

3) CONTEXT
Context is information of the environment where the data were captured, and it gives us a deeper understanding of the operating systems and the processes. In NIDS, context information delineates the network environment and conditions, in which the data were captured. For example, traffic type and network type indicate the context information in an NIDS dataset. In HIDS, the context information is the information...
of the monitored system. For example, the context of the ADFA-LD dataset lies in the system information, which is an Ubuntu Linux system version 11.04.

4) NORMAL TRACES AND ATTACK TYPES IN INTRUSION TRACES
This information is related to data labeling, which is the foundation of ML-based IDS. The training/validation/testing data must be correctly labeled as normal or not. In an attack record, the type of attacks should be recorded also [77]. Maciá-Fernández et al. applied the following strategy to label an instance: a) an attack label for the flows that they positively know correspond to an attack, b) a normal label for those that are generated synthetically based on normal patterns, and c) a background label for the instances no one knows exactly if they are attacks or not [77]. Ring et al. summarized the specific types of attacks used in different datasets [67].

5) FEATURES
The input of ML-based IDS is a collection of instances consisting of features. As shown in Table 2, most of the datasets include the feature information, which can be qualitative or quantitative features, network features or packet features, n-gram features, and others.

C. DATASET QUALITY MEASUREMENT
Different principles, metrics, and dimensions have been proposed to measure data quality [5], [75], [78], [79], [80]. However, only a few of them were discussed in the context of building ML systems [4] and especially intrusion detection systems [5]. By analyzing the literature, we identified nine quality dimensions or attributes that are central to data quality to be investigated in this research. They are reputation, relevance, comprehensiveness, timeliness, variety, accuracy, consistency, duplication and overlap. The duplication and overlap of instances in datasets are particularly related to the training and validation of machine learning models.

1) REPUTATION
“Reputation” is related to reliability, credibility, and trustworthiness. Reputation is evaluated using an information-theoretic concept such as the Kullback-Leibler distance. For datasets from a single source, one can use a collective measure of trustworthiness (in the sense of reliability) based on the referrals or ratings from members in a community of practice to evaluate the reputation [81]. PageRank is another method for reputation measurement [82]. For datasets integrated from multiple sources, an “opinion” (a metric indicating the degree of belief) can be gathered to represent the uncertainty in the aggregated result.

2) RELEVANCE
“Relevance” indicates why the data is collected. Data should be collected and evaluated for “fit for purpose” [4]. For example, HIDS data should be collected from the host system and audit sources, such as operating systems, window server logs, firewall logs, application system audits, or database logs. While NIDS data should be extracted from a network through packet capture or sniffer, NetFlow, etc. Moreover, if the IDS targets a specific type of attacks, then the collected data must be relevant to this type of attack.

3) COMPREHENSIVENESS
“Comprehensiveness” requires a dataset to be a representative sample of a population [4], [5]. Existing ML-based IDSs frequently suffer from the issues of bias and lacking of robustness, which are mainly caused by data incomprehensiveness. For example, the NSL-KDD dataset includes 39 attack types, which are further categorized into the following four
categories: DoS, R2L, U2R, and probe. Suppose that all attack types should have an instance in the training set. However, 17 of these attacks, which are not in the training set, are in the testing set. This dataset cannot then be considered as comprehensive as it does not represent the entire population. The importance of comprehensive data to ML, and especially to DL, is well-understood as a DL model contains millions of parameters and it requires a large amount of data for training. If a comprehensive dataset with various types of attacks can be developed for intrusion detection like the ImageNet dataset for computer vision, it would greatly enhance the detection performance.

4) TIMELINESS
“Timeliness” (also called “currency”) refers to the extent to which the age of the data [78] is appropriate for the task. Timeliness is an important factor that can affect the performance of ML models since new attacks are emerging constantly and the existing datasets such as DARPA and KDD99 are too old to reflect them. For that reason, evaluating ML-based IDS using out-of-date datasets like DARPA and KDD99 does not offer a true evaluation of current attack trends and can result in inaccurate claims for their effectiveness [83]. Ideally, an IDS dataset should include most of the common attacks in current environments [11].

5) VARIETY
“Variety” concerns the degree of data coverage in the selected features, and it is considered as a subset of comprehensiveness in constructing a ML-based IDS. For example, the selected features in the KDD-Cup99 dataset are supposed to have a normal distribution, otherwise it would induce the data sparsity issue. Moreover, to improve the robustness in ML models, validation data and testing data should be heterogeneous for a thorough model evaluation.

6) ACCURACY
According to Wang and Strong [78], “accuracy” means “the extent to which data are correct, reliable and certified.” Accuracy can be defined in syntactic and semantic aspects [11]. Syntactic accuracy aims to check how close a data instance is to the elements of the corresponding defined feature, while semantic accuracy requires an instance to be semantically represented appropriately. Labeling accuracy means that an instance should be correctly labeled as normal or a specific attack type. For ML systems, labeling accuracy plays a critical role in detection performance as inaccurate labeling can cause data poisoning, which exposes detection systems to poisoning attacks [72].

7) CONSISTENCY
Data “consistency” refers to the validity and integrity of data, which represents real-world samples [75]. It aims to detect errors, such as inconsistencies and conflicts in the data, and it is typically identified as violations of data dependencies [75]. For example, the system calls in HIDS data should be grouped by its process ID to ensure the integrity of each trace and sorted by the execution order to ensure the sequential order within a trace. The value of an attribute’s domain (feature) should also be constrained to the range of admissible values. For instance, the range of a system call number is between 1 and 137 in the Inetd dataset that was collected by the UNM, so there should be no system call number that is greater than 137 in the dataset.

8) DUPLICATION
Data duplication happens when the same data instance occurs multiple times in a dataset. It is a longstanding issue that has been studied for decades [4], [5]. Duplication is usually caused by “data from a multiple data sources that was not fused appropriately.” Particularly, the CICIDS2017 dataset is known to have duplicate data [5], [84]. Having duplications in a dataset can exacerbate the class imbalance issue, especially when duplicate records are from major classes. Additionally, failing to remove duplications from a testing dataset can result in a misleading high performance. Hence, we propose a data cleaning method to remove duplications within each class in Section IV-B.

9) OVERLAP
Overlapped data instances between different classes pose an issue to ML performance [73], [85], [86]. Overlaps can occur among different classes or among the training and testing data. When the same data instance appears in different classes (in this case, the normal class and the intrusion class), it causes overlaps in the decision boundaries and hence, confuses the models. If a model is trained to perfectly identify the overlapped decision boundaries, then it is overfitted. It is a common issue in NIDS studies, where the original feature dimensions are reduced through feature selection and, inadvertently, the reduced feature dimensions create overlaps between different classes and duplications within the same class. Overlapped decision boundaries can lead to high false positive rate (FPR) and high false negative rate (FNR). As a result, high performances from many NIDS studies are often misleading [73]. Moreover, having a large overlap between the training and the testing data can potentially introduce bias to the model, which leads to inaccurate model evaluation, as pointed out by Chen et al. [4]. One solution to the issue is to remove the overlapped instances from either class. A similar approach was also adopted in [85], where the overlapped data in the training set were removed to generate a smoother decision boundary and avoid model overfitting.

IV. METHODOLOGY
In this section, we will first describe the workflow and the datasets used in this study. We will then detail our pre-processing method and propose a data cleaning method to remove the overlaps and duplicates from the dataset. After that, we will describe ten learning models including eight conventional ML models and two pre-trained
Lastly, we will describe four evaluation metrics that are used for model evaluation and comparison.

The experimental workflow is shown in Figure 2. The workflow begins with data pre-processing, which ensures that each trace of system calls are consistent and in sequential order. In this step, we grouped the system calls by PID, then tokenized and parsed each trace of system calls into smaller sequences (or fragments), and partitioned the data into the training and testing sets in a 70-30 ratio.

The next step is to design several training sets and testing sets with different quality levels for the purpose of validating the effect of data quality on model performance. The quality level of each dataset (training set and testing set) is either clean or unclean. In a clean set of data, we get rid of overlaps and duplicates using our data cleaning method, and in an unclean set of data, we leave the data as is, so there may be duplicates and overlaps. The difference in the data processing procedure for a training set versus a testing set is an extra step of data imbalance handling in the training data. The reason is we do not want data imbalance to affect the model learning capabilities, yet we want a reliable model evaluation in the testing data.

To reduce the effect of class imbalance, we apply either oversampling or downsampling technique depending on the size of the training data. Oversampling is applied to randomly bootstrap data from a minor class when the training size is below 500,000 sequences. Otherwise, downsampling is applied to randomly lower the size of a major class. In the end, the training dataset will have the same amount of data in each class. At the end of the data pre-processing step (Fig. 2a), we will have four sets of data: a clean training dataset, an unclean training dataset, a clean testing dataset, and an unclean testing dataset.

This workflow is set up to conduct two experiments, in which each experiment contains two scenarios. Experiment one is designed to answer RQ2 by exploring the performance variations of the pre-trained models and the classic ML models when they are trained with clean data versus with unclean data. In the first scenario, all models are trained with clean data and, in the second scenario, all models are trained with unclean data. The models from both scenarios are then evaluated with clean testing data and compared against each other. Experiment two is designed to answer RQ3 by exploring the performance variations of the pre-trained models and the ML models when they are evaluated with clean data versus with unclean data. In this experiment, all models are trained with clean data, then in the first scenario, the trained models are evaluated with clean testing data, and in the second scenario, the trained models are evaluated with unclean testing data. The performances from both scenarios are compared against each other. Following the same framework, we ran experiments with ten candidate models, listed in section IV-C, on 11 datasets collected by the ADFA, MIT, and UNM.

**A. DATASETS**

The 11 datasets include: ADFA-LD, MIT lpr, Inetd (an Internet service daemon in Linux), Live lpr, Live Named, Login and Ps, Stide, Synthetic ftp, Synthetic lpr, Synthetic Sendmail, and Xlock (a linux command that locks the server until the user enters the password). The first dataset was collected by the ADFA, and the last nine datasets were collected by the UNM.

The ADFA-LD\(^2\) dataset was collected on a Ubuntu operating system version 11.04 in 2013 by the University of New South Wales at the Australian Defence Force Academy. The dataset contains three folders: training, validation, and testing. The training and validation folders contain normal traces, whereas the testing folder contains only intrusion
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2\textsuperscript{https://research.unsw.edu.au/projects/adfa-ids-datasets}
traces. In this dataset, each trace contains the system calls number that were executed from a single process.

The MIT Live lpr dataset was collected on a SunOS version 4.1.4 by the Massachusetts Institute of Technology (MIT) in 1997. The rest of the datasets were collected from specific Linux programs, such as sendmail, lpr, login and ps, xlock, etc. by UNM. Instead of having each trace stored separately like the ADFA-LD dataset, the MIT lpr and all of the UNM datasets contain various traces in the format of a process ID (PID) and the system call number in each text file. The difference in the data format between the ADFA-LD dataset and the other datasets explains the essential role of grouping system calls by PID in our data pre-processing step (section IV-B).

B. DATA PRE-PROCESSING AND CLEANING
Data pre-processing includes grouping system calls by PID, tokenizing and parsing traces of system calls into smaller sequences and finally, data partition. Since processes are executed concurrently, data needs to be pre-processed to ensure that each trace is in a sequential order and belongs to only one process. This step applies specifically to the data from the UNM and MIT, where multiple traces are stored together in the form of the PIDs and system call numbers. Hence, we added a conditional statement to check whether the data contains a PID column. If it does, then we re-organize the traces by grouping the system calls by their PID. As a result, the data from the UNM and MIT will have the same format as the ADFA-LD data.

As traces of system calls have various lengths from a few hundreds to hundreds of thousands, we tokenized and parsed each trace into 25-grams sequences to create a consistent data pool. The parsed sequences have the same label as the entire trace. Hence, instead of using an entire trace, we use the parsed sequences (or fragments) of each trace to train the models. Additionally, training with extremely large traces can be expensive in terms of time and resources. Therefore, parsing traces into smaller sequences allows us to train and test various models in a timely manner.

The last step of data pre-processing is data partition, where data is split into a training set and a testing set in a 70-30 ratio. This is where duplication and overlap issues start occurring.

As a trace is parsed into smaller sequences, the chances of duplicating and overlapping data between the normal class and the intrusion class are also increased. Duplicate sequences are created when a sequence occurs multiple times in a class. An overlapped sequence is created when a sequence appears in both classes. It happens when an intrusion trace starts out as a normal trace and performs anomalous tasks later on, or when an intrusion trace imitates the normal patterns and performs anomalous activities in between the normal patterns.

When the data pool contains duplicate sequences, the partitioned training and testing sets will be overlapping each other. As a result, model evaluation becomes unreliable because the model already knows the labels of some sequences during training. When the data pool contains overlapped sequences, the same sequence with different labels could exist in both the training data and the testing data. It may confuse the model and compromise the model’s performance.

We propose a data cleaning method to remove duplicate sequences and overlapped sequences from the dataset. First, training data and testing data are condensed into two sets. This step removes any duplication within each set. Then, we remove the overlapped sequences, which exist in the training set, from the testing set. It is completed by taking the difference between the testing set and the training set, as shown in (1), where A represents the testing data, and B represents the training data.

After data partition, a training dataset most likely contains duplicate sequences within each class and overlapped sequences between both classes. Therefore, we use the same technique described above to remove these sequences from a training dataset and a testing dataset. The only difference is that in (1), A represents the intrusion class, and B represents the normal class. The clean training data and clean testing data are stored separately from the original unclean training data and unclean testing data. When a fragment of a system call trace exists in both classes, and its behavior has not deviated from the normal pattern, then the fragment is still considered normal; though, it may be part of a longer anomaly sequence.

\[
set(\text{CleanA}) = set(A) - set(B) \quad (1)
\]

C. MACHINE LEARNING ALGORITHMS
This study implements eight commonly used ML models for HIDS: K-means (KM), Logistic Regression (LR), Support Vector Machine (SVM), Neural Network (NN), Decision Tree (DT), Random Forest (RF), K Nearest Neighbor (KNN), and Naïve Bayes (NB). Their configurations are described as follows:

- **KM**: We choose the number of clusters as two because there are two categories in the datasets: normal labeled as 0 and intrusion labeled as 1. In the end, a cluster that resembles a normal profile should contain only normal sequences, and a cluster that resembles an intrusion should contain only intrusion sequences.
- **LR**: All parameters are set as the default.
- **SVM**: To accelerate the training process, we randomly sample a smaller amount of data for training if the dataset is too large. Specifically, we sample 5% of the training data if the size is over 500,000, 20% if the size is between 100,000 and 500,000, and 100% otherwise.
- **NN**: We set the input size as 25, corresponding to the parsed sequence length, and it is comprised of two layers: a fully connected layer with the number of nodes the same as the sequence length, a ReLU activation layer followed by a Softmax layer.
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3https://www.cs.unm.edu/ immsec/data/live-lpr.html
4https://www.cs.unm.edu/ immsec/systemcalls.htm
function, and a sigmoid output layer with two output nodes, where each one represents the probability of a sequence belonging to each class.

- DT: The minimum samples per split is ten and samples per leaf is five.
- RF: Other settings are the same as DT. The only difference is that RF bootstraps samples to build 100 trees.
- KNN: We choose three as the number of neighbors. The weights parameter is set to be uniform, where all observations in each neighborhood are weighted equally regardless of their distances.
- NB: All parameters are set as the default.

In addition, we implement two deep learning models, Bidirectional Encoder Representations from Transformers (BERT) and Generative Pre-trained Transformers (GPT), which are proven state-of-the-art models for sequential data. As for BERT, we use the BERT Base version, which contains 110 million parameters. The sequences are passed to the BERT tokenizer (bert-base-uncased), where each system call number is tokenized and converted into token IDs. Each sequence is padded with [CLS] and [SEP] at the beginning and the end of the sequence. The output of BERT is passed to a single feed-forward network with 768 neurons and then a sigmoid activation function to generate the probability of an intrusion. For GPT, we use the smaller GPT-2 model for the experiment. For both models, when the data size is less than 2,000 training sequences, we train the model with a batch size of 32 and the number of data, 5% of the data, and 1% of the data, respectively. 6 million, and over 10 million, we train the model with 10% size is between 500,000 and 2 million, between 2 million to size of 16 and three to five epochs. However, when the data size is reduced by almost 90% after cleaning. A high overlapped rate column details a percentage of overlaps between the normal class and the intrusion class in a training dataset. It is calculated as the percentage of Jaccard index in equation 2. The Jaccard index or Jaccard similarity coefficient is used to measure the similarity between two data samples by calculating the intersection proportion out of the union of both sets. Data samples with high similarity yield a higher Jaccard index. Based on Table 3, the overlapped rate of all the datasets are between 0% and 38.9%, with the MIT Live lpr, ADFA-LD, Xlock, and Live Named datasets having almost no overlap (less than 1.5%) while Inetd and Login and

V. EXPERIMENTAL DESIGN

In this section, we develop the training data and the testing data for the experiments.

A. TRAINING DATASET DESIGN

After processing training data, two subsets are produced: one is the clean training data and the other is the unclean training data. The differences between them are the presence of duplicate sequences and overlapped sequences between two classes.

Table 3 presents the training data from 11 datasets. The table records four features before and after cleaning, such as size, overlapped rate, normal duplication rate, and intrusion duplication rate. After cleaning, there is no overlap between the intrusion class and the normal class, and there is no duplication in each class.

The train size column details the number of training sequences before and after cleaning. There is a notable difference in the training size before and after removing duplicate and overlapped sequences. Before cleaning, Stide has the largest training size (over 11 million), whereas Inetd has the smallest training size (around 6,200). After cleaning, ADFA-LD has the largest training size (over 336,000), whereas Inetd has the smallest (346). On average, a training size is reduced by almost 90% after cleaning. A high overlapped rate or high duplication rate within each class can contribute to the size reduction in training data after cleaning. The dataset that loses most of its data after cleaning is Stide, with a reduced rate of 99.99%. In contrast, the dataset that loses the least amount of training data is ADFA-LD, with a reduced rate of 23.27%.

The overlapped rate column details a percentage of overlaps between the normal class and the intrusion class in a training dataset. It is calculated as the percentage of Jaccard index in equation 2. The Jaccard index or Jaccard similarity coefficient is used to measure the similarity between two data samples by calculating the intersection proportion out of the union of both sets. Data samples with high similarity yield a higher Jaccard index. Based on Table 3, the overlapped rate of all the datasets are between 0% and 38.9%, with the MIT Live lpr, ADFA-LD, Xlock, and Live Named datasets having almost no overlap (less than 1.5%) while Inetd and Login and
Ps datasets have the highest overlapped rate (above 34%). An overlapped rate of 34% indicates 34% of the fragments are the same in both classes in the training dataset. On the other hand, the fragments from each class are very distinctive in the MIT Live lpr, ADFA-LD, Xlock, and Live Named datasets.

\[\text{Overlapped Rate} = \frac{|\text{set(intrusion)} \cap \text{set(normal)}|}{|\text{set(intrusion)} \cup \text{set(normal)}|} \times 100\% \quad (2)\]

\[\text{Duplication Rate} = 1 - \frac{\text{set(data)}}{\text{data}} \times 100\% \quad (3)\]

We define the “normal duplication” rate as the percentage of duplicate sequences within the normal class, and the “intrusion duplication” rate as the percentage of duplication sequences within the intrusion class. The duplication rate within each class can be calculated following equation 3. With this definition, Stide has the highest normal duplication rate (99.97%), whereas ADFA-LD has the lowest rate (41.41%). Synthetic lpr, MIT lpr, and Live lpr have the highest duplication rate in the intrusion class (around 99.70%), whereas ADFA-LD has the lowest rate (5.31%). Based on these statistics, the ADFA-LD dataset has a very high quality with a low overlapped rate between both classes and a low duplication rate within each class.

**B. TESTING DATASET DESIGN**

After processing the testing data, two types of datasets will be produced: one is the clean testing data and the other one is the unclean testing data. A difference between the processing step of the testing data and the training data is that there is no countermeasure to the class imbalance in the testing data. Therefore, the class distribution in the unclean testing data remains the same as in the original data. On the other hand, the class distribution in the clean testing data is altered as we remove the overlaps and duplications in both classes.

Table 4 includes four attributes: testing size, overlapped rate, normal duplication rate, and intrusion duplication rate before and after cleaning the testing datasets. After cleaning, the overlapped rate, normal duplication rate, and intrusion duplication rate are 0% on all of the datasets.

The test size column details the number of sequences in each testing dataset before and after cleaning. ADFA-LD has the biggest testing size, whereas Synthetic lpr has the smallest testing size before and after cleaning. Overall, the difference in the testing sizes before and after cleaning is not as remarkable as the difference in the training sizes. On average, a testing size is reduced by 11% after removing duplicates and overlaps. After cleaning, ADFA-LD has the lowest reduction rate in its testing size (0.72%), whereas Synthetic Sendmail has the highest rate reduction rate (21.43%).

The overlapped rate column details the percentage of overlaps between the normal class and the intrusion class, before and after cleaning. Overall, the overlapped rates between two classes in the testing datasets is lower than that of the training datasets. There are seven datasets with no overlap to 0.07% of overlap: Live lpr, MIT Live lpr, Synthetic lpr, Synthetic Sendmail, Xlock, Live Named, and ADFA-LD. On the other hand, Inetd has the highest overlapped rate, which is 11.26%.

The duplication rate column details the percentage of duplicate sequences within each class in each testing dataset. The duplication rate within each class is lower in the testing data compared to the training data. Live lpr has the highest duplication rate in the normal class (24.71%), whereas Inetd and ADFA-LD have less than 1.70% duplication. Xlock and Synthetic Sendmail have the highest duplication rate in the intrusion class (above 29%), whereas MIT Live lpr and ADFA-LD have almost no duplication (below 0.2%). Based on these statistics, the clean testing data and unclean testing data from the ADFA-LD dataset are very similar to each other as it has low overlapped and duplication rates.

For the second experiment, we created 19 sets of unclean testing data, whose duplication percentage ranges from 5% to 95% with an increment of 5% each, to evaluate the models with different duplication percentages. To create a testing set with a particular duplication percentage, we removed the same data proportion from the clean testing dataset accordingly to each class size, and then bootstrapped the data up to the original clean testing size. The amount of the bootstrapped data is the total percentage of duplication in both classes.

**C. EXPERIMENT FRAMEWORK**

The use of the training and testing data at different data quality levels for answering RQ2 and RQ3 is shown in Table 5. We use the clean training data and the unclean training data to train the models separately for the second research question. To ensure a fair evaluation, we evaluate these models using clean testing data and compare the model learning capabilities through their performance evaluations.

For the third research question, we train the models with clean data and then evaluate them with testing data, which contain an increasing percentage of duplication from 0 (clean testing data) to 95 (extremely unclean testing data). The goal is to see how reliable the model performances can be as they are evaluated with an increasing percentage of duplication versus with clean data. As each model behaves differently on the same dataset, we analyze the performance variation in a group of traditional ML models such as DT and RF and a group of pre-trained language models like BERT and GPT.

A higher macro F1 score and AUC score with lower FPR and FNR indicate a better performance. Comparing to the benchmark results from Table 6, if the difference in each metric is lower than 0.05, then we assume that there is no difference in that performance metric. The benchmark results are from the models that were trained and tested with clean data. A model performance is considered as improved when at least two of the performance metrics are improved, which are higher macro F1 score and AUC score and lower FPR and FNR. For example, comparing to when trained with unclean data, if a model trained with clean data has an increase of 0.06 in the macro F1 score, 0.05 in the AUC score, and
VI. EXPERIMENTAL RESULTS
In this section, we present the overall result, and the results for answering research questions 2 and 3.

A. OVERALL RESULTS
We use the evaluation results from models that are trained and tested with clean data as a benchmark to compare with the results from the experiments below. We only include the benchmark macro F1 scores in Table 6. The benchmark AUC score, FPR, and FNR are also consistent with macro F1 score.

0.02 in the FNR, yet a decrease of 0.08 in the FPR, that model performance is considered as improved.

1) MODEL PERFORMANCE
Overall, BERT and GPT generate the highest macro F1 scores compared to the other models on all of the datasets. Based on Table 6, both performances are almost perfect (above 0.93) on the MIT lpr, ADFA-LD, Xlock, and Synthetic lpr datasets, whose testing sets barely have any overlap between both classes. However, their performances are not always remarkable. The lowest macro F1 score that BERT achieves is 0.58 on the Login and Ps dataset. The lowest macro F1 score that GPT achieves is 0.53 on the Live lpr and Login and Ps datasets. Among the ML models, DT and RF achieve the highest macro F1 scores. DT and RF achieve the highest macro F1 of 0.85 and 0.92 respectively on both ADFA-LD and MIT lpr. On the other hand, KM generates the lowest macro F1, which is 0.1 on Xlock.

We look further into the performances of different models on the other evaluation metrics: AUC score, FPR, and FNR. The findings are described as follows:

1. Regarding the AUC score, BERT and GPT outperform the traditional models on all datasets except Live
Named. GPT performs worse than the traditional models on Live lpr. The pre-trained models yield the highest AUC scores on the MIT lpr, ADFA-LD, Xlock, and Synthetic lpr datasets. However, their AUC scores are not so good (between 0.55 and 0.66) on Live lpr, and Login and Ps. Compared to each other, BERT achieves higher AUC on five datasets (ADFA-LD, Inetd, Live lpr, Live Named, and Synthetic lpr), whereas GPT achieves higher AUC on four datasets (Login and Ps, Stide, Synthetic Ftp, and Synthetic Sendmail). Among the conventional ML models, DT and RF yield the highest AUC scores. Their highest scores are 0.87 (DT on Xlock) and 0.92 (RF on ADFA-LD), and their lowest scores are 0.4 on Login and Ps.

- Regarding the FPR, the pre-trained models outperform the traditional models on all datasets, except BERT on Login and Ps. The pre-trained models yield the lowest FPR (below 0.01) on Live lpr, Live Named, MIT lpr, and Xlock. The highest FPR that BERT and GPT yield are 0.45 on Login and Ps and 0.22 on Inetd respectively. Based on their performances on the 11 datasets, GPT yields similar to lower FPR than BERT. Compared to each other, BERT achieves a lower FPR on two datasets (ADFA-LD and Inetd), whereas GPT achieves a lower FPR on four datasets (Live lpr, Login and Ps, Stide, and Synthetic Ftp). Among the conventional ML models, DT and RF achieve the lowest FPR. Their lowest FPR are 0 (RF on MIT lpr and Xlock) and 0.01 (DT on Xlock). Their highest FPR are 0.52 and 0.49 respectively on Login and Ps.

- Regarding FNR, the pre-trained models outperform the traditional models on seven out of the 11 datasets (except on Inetd, Live lpr, Live Named, and Synthetic Ftp). They achieve the lowest FNR on MIT lpr (both achieve 0.00), ADFA-LD (both achieve 0.01), Synthetic lpr (both achieve FNR lower than 0.09), and Xlock (both achieve 0.16 FNR). Compared to each other, BERT achieves a lower FNR on four datasets, whereas GPT achieves a lower FNR on three datasets. Among the conventional ML models, NN achieves lower and more stable FNR on most datasets. However, the lowest FNR are from DT and RF on ADFA-LD (0.12 and 0.08 respectively) compared to the other ML models.

The above findings demonstrate that the pre-trained language models outperform the traditional ML models on most datasets. Compared to each other, BERT achieves higher macro F1 scores, higher AUC scores, and lower FNRs. However, BERT tends to yield higher FPRs. On the other hand, GPT does not always generate high macro F1 scores, AUC scores, and low FNRs, but it yields lower FPRs than BERT on most datasets.

Among the traditional ML models, RF outperforms the others regarding the macro F1 score, AUC score, FPR, and FNR on six of the datasets. RF achieves the highest performance on the ADFA-LD, MIT lpr, and Xlock datasets and the lowest on the Login and Ps dataset. Additionally, DT performs similarly to RF, and it outperforms the other models on four of the datasets. Therefore, we will analyze their performances on behalf of the traditional ML models. Additionally, we will analyze the performances of BERT and GPT-2 on behalf of the pre-trained models.

2) DATASET PERFORMANCE

Based on Table 6, the model performances are inconsistent on the 11 datasets. There are some datasets where the pre-trained models and the traditional ML perform very well, yet there are some datasets where both groups of models perform very poorly. Hence, we compare the overall performances of all datasets through the median performance across all models to identify the datasets with the highest and the lowest overall performances. We use median instead of mean because it is not affected by the extreme values from the performances of the pre-trained models and the classic ML models.

Among the datasets, ADFA-LD and Xlock generate the highest median macro F1 score (0.71) and AUC score (0.75) across all of the models. On the other hand, Login and Ps generates the lowest median macro F1 score (0.45) and AUC score (0.46) across all of the models. In terms of FPR, Live Named and Xlock generate the lowest median rate (0.025), whereas Inetd and Login and Ps generate the highest median rate (0.56 and 0.51, respectively). Regarding FNR, ADFA-LD and Xlock generate the lowest median rate (0.24), whereas Live lpr generates the highest rate (0.73).

Overall, BERT, GPT, RF, and DT yield very high performances on the ADFA-LD, Xlock, and MIT lpr dataset. On the other hand, both groups of models perform poorly on the Login and Ps dataset. Regardless of its complexity, a model does not perform consistently on all datasets. The differences between ADFA-LD, Xlock, and Login and Ps are their training sizes, overlapped rates, and duplication rates, which are different dimensions in data quality.

3) OVERLAPPED RATE AND MODEL PERFORMANCE

We further explored the association between the model performances when trained with unclean data and the overlapped rate in Fig. 3. In this figure, we plotted the pre-trained models' macro F1 scores on each dataset along with the dataset’s overlapped rate. The reason behind our model selection is because the BERT and GPT represent the best-performing models in this experiment, and their performances are more stable than the others. The association between the overlapped rate and the other performance metrics are consistent with Fig. 3, hence we only included one visualization.

Figure 3 demonstrates the macro F1 scores of the pre-trained models when trained with unclean data and the overlapped rates between two classes, which varies from 0% to 39% in increasing order. Based on this figure, the datasets with a high overlapped rate tend to yield a lower macro F1 score, except Synthetic lpr. On the datasets with almost no overlap between the classes, which are MIT lpr, ADFA-LD, and Xlock, the pre-trained models achieved one of the highest...
FIGURE 3. The pre-trained models’ performances when trained on unclean data and the overlapped rates of each dataset.

FIGURE 4. Cosine similarity distribution (a) Normal distribution group, (b) Negatively skewed distribution group.

macro F1 scores (above 0.94) and AUC scores (above 0.98) and one of the lowest FPR (below 0.03) and FNR (below 0.04). Additionally, on the datasets with an overlapping rate above 30% - Login and Ps and Inetd, BERT and GPT only achieved macro F1 scores between 0.50 and 0.65, AUC scores between 0.47 and 0.67, FPRs between 0.15 and 0.78, and FNRs between 0.29 and 0.48.

Nevertheless, the pre-trained models’ performances on highly overlapped datasets are not necessarily the lowest among all of the datasets. In particular, Live lpr has an overlapped rate of 10.87%, and the pre-trained models generated one of the lowest performances compared to the other datasets. On the other hand, Synthetic lpr has an overlapped rate of 28.5%, and the pre-trained models generated a very high performance.

This indicates that the overlaps between two classes may not be the leading indicator of low performance on a dataset. However, based on Fig. 3, the overlapped rate seems to negatively correlate to the pre-trained models’ performances on most datasets. This is understandable since overlapped data can affect model performance, which is consistent with the results from [86].

4) SEQUENCE SIMILARITY IN DATASETS

Suspecting that model performance may be affected by sequence similarity, we calculated the cosine similarity scores between 100 random pairs of normal sequences and intrusion sequences from each dataset. We plotted the similarity score distributions in Fig. 4. The figure demonstrates two groups of datasets. Fig. 4a represents the datasets with a normal distribution of similarity scores: Live lpr, Xlock, Login and Ps, MIT lpr, Stide, Synthetic lpr, and Synthetic Sendmail. On these datasets, the fragments of system call sequences from both classes are distinctive from each other. Fig. 4b represents the datasets with a negatively skewed distribution of similarity scores: ADFA-LD, Inetd, Live Named, and Synthetic Ftp. On these datasets, the fragments of the system call sequences from the normal class and the intrusion class are very similar to each other. The categorization of datasets helps us distinguish the effects of duplicates and overlaps in training data, between the ones with a normal distribution of sequence similarity versus the ones with a negative distribution of sequence similarity.

Regardless of its complexity, models learn and perform differently depending on the data. It is important to explore and investigate which data quality attributes can affect the model performance, such as whether clean training data achieves a better model performance, and how accurate a model’s performance evaluation is when it is evaluated on unclean data.

B. PERFORMANCE VARIATION ON CLEAN TRAINING DATA VERSUS UNCLEAN TRAINING DATA

This section presents the results of experiment one, where the models are evaluated with clean testing data after trained with clean data versus with unclean data. In this experiment, we trained the models with clean and unclean data separately. We evaluated their performances on clean testing data to ensure a fair comparison. On some datasets, the traditional ML models show different performance trends compared to the pre-trained models, so we present the results based on the model types. RF and DT represent the traditional ML models, whereas BERT and GPT are the pre-trained models.

When investigating the performance difference between the models trained with clean data and those trained with unclean data, we observe four patterns in the performance changes: unaffected, increasing, decreasing, and contradicting. We demonstrate the differences between the model performances when they are trained with clean data (orange bars) versus with unclean data (blue bars) in Fig. 5 to 7. From left to right and top to bottom, the model performances are BERT, GPT, DT, and RF, respectively. Each pair of bars represent the model performance in terms of the macro F1 score, AUC score, FPR, and FNR, respectively. In each subsection below, we will describe a performance pattern along with the datasets where at least a group of models exhibits this pattern.

1) UNAFFECTED PERFORMANCE

In this performance pattern, the majority of the performance metrics in a model performance have minimal to no variation when the model is trained with clean or unclean data. ADFA-LD is the only dataset, in which the pre-trained models and the classic ML models exhibit no changes in both scenarios. Also, cleaning the training data from MIT lpr does not affect
| Index | Dataset            | KM  | LR   | SVM  | NN  | DT  | RF  | KNN | NB  | BERT | GPT-2 |
|-------|--------------------|-----|------|------|-----|-----|-----|-----|-----|------|-------|
| 1     | ADFA-LD            | 0.3 | 0.67 | 0.68 | 0.79| 0.85| 0.92| 0.65| 0.68| 0.99 | 0.99  |
| 2     | Inetd              | 0.31| 0.52 | 0.47 | 0.57| 0.44| 0.52| 0.60| 0.57| 0.69 | 0.65  |
| 3     | Live lpr           | 0.37| 0.47 | 0.52 | 0.57| 0.36| 0.32| 0.56| 0.48| 0.69 | 0.53  |
| 4     | Live Named         | 0.68| 0.60 | 0.59 | 0.59| 0.63| 0.64| 0.64| 0.60| 0.77 | 0.74  |
| 5     | Login and Ps       | 0.52| 0.46 | 0.40 | 0.40| 0.38| 0.38| 0.45| 0.45| 0.58 | 0.53  |
| 6     | MIT lpr            | 0.40| 0.45 | 0.50 | 0.49| 0.85| 0.92| 0.56| 0.45| 1.00 | 1.00  |
| 7     | Stide              | 0.44| 0.46 | 0.58 | 0.57| 0.59| 0.68| 0.62| 0.52| 0.84 | 0.90  |
| 8     | Synthetic Ftp      | 0.44| 0.53 | 0.61 | 0.56| 0.65| 0.69| 0.67| 0.59| 0.79 | 0.84  |
| 9     | Synthetic lpr      | 0.50| 0.53 | 0.60 | 0.59| 0.64| 0.70| 0.68| 0.57| 0.98 | 0.93  |
| 10    | Synthetic Sendmail | 0.42| 0.46 | 0.52 | 0.47| 0.53| 0.53| 0.56| 0.45| 0.79 | 0.81  |
| 11    | Xlock              | 0.1 | 0.49 | 0.66 | 0.59| 0.82| 0.89| 0.76| 0.57| 0.96 | 0.96  |

BERT and GPT performances as they already achieve the best performance. The performances of DT and RF remain unchanged when they are trained with clean data from the Login and Ps, Synthetic Ftp, and Xlock datasets.

Based on Fig. 5, there is barely any difference between the orange bars and the blue bars across the performance metrics of BERT (a) and GPT (b). Training BERT with clean data yields 0.01 higher in the macro F1 score and AUC score, 0.01 lower in the FPR, and no change in the FNR. Training GPT with clean data yields a 0.01 higher macro F1 score and FPR and no change in the AUC and FNR. Additionally, training DT with clean data leads to a 0.01 higher macro F1 and AUC score, 0.02 higher in the FNR, and 0.04 lower in the FPR. Training RF with clean data leads to 0.01 higher in the AUC score, 0.02 higher in the FNR, 0.04 lower in the FPR, and no change in the macro F1 score. As these changes are lower than 0.05, it can be due to random chance. Hence, we conclude that training with clean data or unclean data from ADFA-LD yield no difference in the performances of BERT, GPT, DT and RF.

Similar variations in the performance metrics (less than 0.05) of the pre-trained models were observed on MIT lpr dataset and of the conventional ML models on Login and Ps (Fig. 6), Synthetic Ftp, and Xlock datasets.

2) INCREASING PERFORMANCE

In this pattern, a model performs better when trained with clean data than with unclean data, indicating that the models can learn and perform better when we clean the training data from specific datasets. An increasing model performance exhibits improvements on the majority of its performance metrics. Synthetic lpr and Synthetic Sendmail are the only datasets where both groups of models (the pre-trained and the classic models) performed better when trained with clean data. Additionally, the pre-trained models also performed better when trained with clean data from Stide and Login and Ps. Lastly, the classic ML models performed better when trained with clean data from Live lpr and MIT lpr.

Both groups of models improved their performances when trained with clean data on Synthetic lpr. BERT and GPT had an increase in macro F1 scores (0.2 and 0.15 higher, respectively) and AUC scores (0.16 and 0.12 higher, respectively), and a decrease in the FNR (0.31 and 0.23 lower, respectively); yet their FPRs remained unchanged. Similarly, DT and RF performed better with higher macro F1 scores (0.12 and 0.13 higher, respectively) and AUC scores (0.09 and 0.08 lower, respectively), and lower FPRs (0.17 and 0.14 lower, respectively).
Likewise, when trained with clean data from Synthetic Sendmail, both groups of models improved their performances, yet it came at a cost of increasing their FNRs. BERT and GPT also had most of their performance metrics improved on Login and Ps (Fig. 6), yet their FNRs were worsened. As DT performance remained unchanged, the pre-trained models and RF exhibited an increase in their performances when trained with clean data from the Stide dataset (Fig. 7a, b, and c). Regarding the classic ML models, they performed better when trained with clean data from the Live lpr and MIT lpr datasets.

3) DECREASING PERFORMANCE

In this pattern, a model performs worse when trained with clean data than with unclean data, indicating that cleaning data in some datasets reduces the models’ learning capabilities. A decreasing model performance exhibits declines in the majority of its performance metrics. When trained with clean data, the ML models’ performances were lower on the Inetd dataset, and the pre-trained models’ performances were lower on Synthetic Ftp and Xlock.

The performances of DT and RF were lower when trained with clean data from the Inetd dataset as they both had a decrease in the AUC scores and an increase in the FPRs. Also, they both had a decrease in FNRs. Regarding the pre-trained models, they performed worse when trained with clean data from Synthetic Ftp and Xlock datasets. On Synthetic Ftp, BERT and GPT had a decrease in the AUC scores and an increase in the FNRs; however, they had a decrease in their FPRs. Although their macro F1 scores and FPRs remained unchanged, BERT and GPT had a decrease in their AUC scores and an increase in their FNRs when trained with clean data from Xlock.

4) INCONCLUSIVE PERFORMANCE

In this performance pattern, the variations in the performance metrics of a model contradict each other. For example, when trained with clean data, a model has an increase in macro F1 score and AUC score yet at the cost of increasing FPR and FNR. This model is considered to have an inconclusive performance. Live Named was the only dataset generating this pattern in the pre-trained models’ and DT performances.

When trained with clean data from Live Named, the performances of BERT and GPT were inconclusive due to an increase in their macro F1 and FNRs along with a decrease in their AUC and FPRs. On the same dataset, DT had an increase in the macro F1 score and FNR along with a decrease in the AUC score. As there may be other factors causing the models’ performances to be inconclusive, we will exclude the Live Named dataset from our discussion.

In this experiment, we find that:

- The pre-trained models and the classic ML models behaved differently on the same datasets, before and after duplicates and overlaps were removed. This once again proves that data quality has a direct impact on model performance regardless of the model complexity.
- Removing duplicates and overlaps increased the pre-trained models’ performances on four datasets (Stide, Login Ps, Synthetic lpr, and Synthetic Sendmail) and had no effect on their performances on two datasets (ADFA-LD and MIT lpr), while reducing their performances on two datasets (Synthetic Ftp and Xlock).
- Removing duplicates and overlaps increased the classical ML models’ performances on four datasets (Live lpr, MIT lpr, Synthetic lpr, and Synthetic Sendmail) and had no effects on their performances on four datasets (ADFA-LD, Login and Ps, Synthetic FTP, Synthetic Ftp, Synthetic Ftp).
and Xlock), while reducing their performances on one dataset (Inetd).

- The pre-trained models are more capable of learning from redundant data as their performances are higher than the classic ML models’ performances on unclean data. Notably, the pre-trained models excelled their performances on MIT lpr regardless of the cleaning status of the training data; yet, the classic ML models only performed better after the duplicates and overlaps were removed from the same training data.

### C. PERFORMANCE VARIATION ON CLEAN TESTING DATA VERSUS UNCLEAN TESTING DATA

We trained the models with clean data and evaluated them on testing data with various duplication rates ranging from 0% (clean testing data) to 95% (extremely repetitive testing data) with an increment of 5% each. To ensure a fair evaluation, the performance on the clean testing dataset (Table 6) serves as the baseline to compare against the performance on the unclean testing dataset. Therefore, we can observe how reliable or accurate the models’ performances are as the duplication rate increases. With the same approach used in the previous experiment, we consider the model performance improved when the majority of its performance metrics are improved by at least 0.05.

Based on the models’ performance trends as the duplication rate increases on the testing data, we categorized the datasets into four groups: stable (or unchanged), inflated, deflated, and unstable. We demonstrated different performance trends from Fig. 8 to Fig. 10. In each figure, from left to right and top to bottom, the performance trends are presented in terms of the macro F1 score, AUC score, FPR, and FNR, respectively. Each line chart contains the performance trends of DT (yellow), RF (green), BERT (blue), and GPT (red). In each subsection below, we will describe a performance trend along with the datasets where at least a group of models exhibits this trend.

#### 1) DATASETS WITH A STABLE PERFORMANCE TREND

A performance is considered stable or unchanged when the variations of the performance metrics across different duplication rates on the x-axis are within 0.05. ADFA-LD and MIT lpr were the only datasets that showed unchanged performance trends.

Fig. 8 demonstrates BERT, GPT, DT, and RF performance trends as the duplication rate increases. Based on Fig. 8 a and b, the macro F1 scores and AUC scores of these models varied within 0.04, and their FPRs and FNRs varied within 0.02; except BERT, whose FNR variation was within 0.05. As the variations in the performance metrics were minimal, both groups of models generated very stable performances regardless of the increasing duplication rate in the ADFA-LD testing data.

On the MIT lpr dataset, we observed two different performance trends in the pre-trained and classic ML models. There was no variation in terms of all performance metrics of the pre-trained models. On the other hand, the ML models have a decreasing performance trend, which we will discuss in the next subsection.

#### 2) DATASETS WITH A DEFLATED PERFORMANCE TREND

A model performance deflates when its performance on unclean data is lower than its actual performance on clean data. A deflated model performance generates a decreasing trend in macro F1 and AUC scores and an increasing trend in FPR and FNR as the duplication rate increases. Five datasets generated this performance trend and they were Inetd (both pre-trained and ML models), Stide (both pre-trained and ML models), MIT lpr (only the ML models), Login and Ps (only the pre-trained models), and Live Named (only the pre-trained models).

Fig. 9 demonstrates the performance trends of all models on Inetd in terms of four metrics. All models had slight decreasing trends in the macro F1, AUC scores, and FPRs as the duplication rate increased on the x-axis. Their FNRs, on the other hand, became unstable and started increasing from a 50% duplication rate.

On the Stide dataset, all models had a stable performance trend until the duplication rate reached 60% (for DT and RF) and 85% (for BERT and GPT). Towards the end, their macro F1 and AUC scores dropped, while their FPRs and FNRs increased sharply.

On the MIT lpr dataset, the ML models’ performances were worsened as the duplication rate increased. DT and RF had decreasing trends in macro F1 and AUC scores and an increasing trend in FNRs. In terms of FPR, DT has an increasing trend towards the highest duplication rate, whereas RF yields a constant FPR of 0.00.

On the Login and Ps dataset, the pre-trained models had slightly decreasing trends in their macro F1, AUC scores
FIGURE 9. Deflated performances of the pre-trained models and the classic ML models when evaluated with an increasing duplication rate on the Inetd dataset (a) Macro F1 score, (b) AUC score, (c) FPR, and (d) FNR.

and FPRs, along with an increasing trend in FNRs. Overall, their performances deteriorate, especially their FNRs, as the duplication rate in the testing data increases.

Two observations were made on the Live Named dataset. Based on Fig. 10, the pre-trained models’ performances became worse as the duplication rate increased. Notably, they had decreasing trends in macro F1 and AUC scores and an increasing trend in FNRs; yet their FPRs barely changed with less than 0.01 variation. On the other hand, the ML models exhibited an inflated performance, which we will discuss in the next subsection.

3) INFLATED PERFORMANCE

A performance is considered inflated when it has positive trends in macro F1 and AUC scores and negative trends in FPR and FNR across the x-axis. This indicates that the evaluation of unclean data is exaggerated or inflated. The datasets yield this performance trend in both groups of models are Synthetic Ftp, Synthetic lpr, Synthetic Sendmail, and Xlock, and in the ML models are Live Named and Login and Ps.

The overall performances of the pre-trained models and the ML models are inflated on the Synthetic Ftp, Synthetic lpr, and Synthetic Sendmail datasets. Towards the highest duplication rate, both groups of models had increasing trends in their macro F1 and AUC scores and a decreasing trend in their FNRs. Furthermore, as the duplication rate reached 90%, the pre-trained models had a decrease in their FPRs, whereas the ML models had a sharp increase in their FPRs.

On the Xlock dataset, both groups of models had inflated performances as the duplication rate increased. Their macro F1 and AUC scores were inflated, whereas their FNRs were deflated. Their FPRs stayed unchanged regardless of the duplication rate.

FIGURE 10. Deflated performances of the pre-trained models and inflated performances of the classic ML models when evaluated with an increasing duplication rate on the Live Named dataset (a) Macro F1 score, (b) AUC score, (c) FPR, and (d) FNR.

On the Live Named and Login and Ps datasets, DT and RF performances were inflated. As the duplication rate increased, they both had an increase in their macro F1 and AUC scores and a decrease in their FNRs; however, there were minimal variations in their FPRs.

4) UNSTABLE PERFORMANCE

Finally, a model performance is considered unstable when its performance metric variations contain unusual spikes. Live lpr was the only dataset where both groups of models exhibited unstable performance trends as shown in Fig. 11. The pre-trained models’ performances were stable until the duplication rate reached 60%, and the ML models’ performances were stable until the duplication rate reached 40%. Interestingly, the FPRs of all 4 models remained below 0.04 (BERT’s and GPT’s) and 0.15 (DT’s and RF’s) across the x-axis.

In this experiment, we find that:

- The pre-trained models and the classic ML models were susceptible to duplicate data in the testing set, leading to unreliable performance evaluation.
- When evaluated with duplicate data, the pre-trained models’ performances were deflated on four datasets (Inetd, Stide, Login Ps, and Live Named) and inflated on four datasets (Synthetic Ftp, Synthetic lpr, Synthetic Sendmail, and Xlock), while remaining stable on two datasets (ADFA-LD and MIT lpr).
- When evaluated with duplicate data, the ML models’ performances were deflated on three datasets (Inetd, Stide, and MIT lpr) and inflated on six datasets (Live Named, Login and Ps, Synthetic Ftp, Synthetic lpr, Synthetic Sendmail, and Xlock), while remaining stable on one dataset (ADFA-LD).
in HIDS is not the best approach as the models cannot learn the context from sequential data. Based on our experiment results, we recommend using the pre-trained models, such as BERT or GPT, to achieve the best results in detecting intrusions through an input of system call sequences.

B. QUALITY ASSURANCE IN HIDS TRAINING DATA

Based on the experiment results, we propose guidance based on nine data quality dimensions from section III-C to assure data quality in a HIDS dataset. These quality dimensions are reputation, relevance, comprehensiveness, variety, timeliness, accuracy, consistency, duplication, and overlap.

First, a dataset must be collected by a reputable organization with specific goals in mind over a certain period of time to ensure that the data distribution reflects the population distribution. Additionally, when collecting HIDS data, one must ensure that the dataset contains various examples of the latest attacks. By satisfying these conditions, a dataset has achieved the reputation, relevance, comprehensiveness, variety, and accuracy quality dimensions.

Regarding the timeliness and consistency qualities, we have the following suggestions. Latest datasets are preferred to old datasets due to the constant changes in intrusion signatures and normal patterns. In our study, the latest dataset like ADFA-LD is preferred over the other datasets as it contains more novel attacks and up-to-date normal traces. The consistency quality can be ensured by checking if the data is organized sequentially by each PID (like the ADFA-LD dataset) or by grouping the data by their PID as we proposed in the data pre-processing procedure.

Regarding the last two data qualities, our experiment results provided us the rationales to remove duplicates and overlaps from a dataset. Firstly, the inconsistency of each model performance on 11 datasets proved that data quality has a direct impact on the detection performance. Secondly, we found that the overlapped percentage has an inverse correlation with the pre-trained models’ performances (section VI-A3). Thirdly, our second experiment showed that the performances of the pre-trained models and the classic ML models were either inflated or deflated on most testing datasets containing duplicates.

Combining the first experiment results and the insights from Fig. 4, we have the following suggestions. For the datasets containing distinctive sequences or with a normal distribution of cosine similarities, we recommend removing duplicate and overlapped sequences as it mostly yields neutral to positive effects on the pre-trained models’ performances. For the datasets containing many similar sequences from both classes or with a negative skew distribution of the cosine similarities among the sequences, we do not recommend removing duplicate and overlapped sequences as it can yield negative or inconclusive performance results. As many HIDS datasets contain mostly overlapped and duplicate sequences (section VI-A), cleaning data can result in insufficient data for training and testing. Hence, if there are sufficient data, we recommend removing duplicate and overlapped data using our...
proposed cleaning method (section IV-B) to ensure reliability in model evaluation. Moreover, removing overlaps and duplicates can be beneficial to intrusion detection expectancy on high-quality datasets as models can distinguish each class by the most distinctive patterns. Besides, our previous experiment showed that a longer sequence length has a lower sequence similarity score (as shown in Fig. 12); this suggests increasing the input sequence length is another way to reduce duplicate and overlapped data between both classes.

C. DESIGNING TESTING DATA FOR RELIABLE MODEL EVALUATION

From our second experiment, we found that the performance evaluations of both pre-trained and classic ML models on most datasets were either deflated or inflated as the duplication rate increased. The only exception datasets were ADFA-LD and MIT lpr, which both had a great amount of unique data instances with low overlapped and duplication rates. As a result, having duplicates in the testing data can result misleading results to model evaluation unless the dataset is high quality. Therefore, we recommend removing duplicate instances from testing data to ensure reliability and accuracy in model evaluation. Additionally, testing data should represent diverse attacks and normal patterns to ensure an up-to-date model evaluation. It can be achieved by collecting data from diverse attacks and randomly stratifying the collected data to include various attacks in testing data.

D. IMPLICATIONS

The variation of a model performance on different datasets demonstrates that data quality has a direct impact on model performance. Compared to the classic ML models, the pre-trained models were more capable of learning from overlapped and duplicate data, which explained their superior performances even on unclean data. Therefore, we recommend choosing pre-trained models for HIDS tasks. Moreover, the inverse relationship between the overlapped rate and the pre-trained models’ performances provides a reason to remove overlaps from the training data. Applying our proposed cleaning method on the training datasets with a normal distribution of sequence similarities gives us more chance at improving the model performances. However, it may cause an inverse effect on ML performances, especially on low-quality data. Additionally, evaluating models with data containing duplicates mostly generates unreliable results. Therefore, we recommend removing overlaps and duplicates from a dataset before training and evaluating a model. Lastly, our guidance based on nine data quality dimensions and attributes can be used to assure data quality in an intrusion detection dataset.

There were two limitations in our study: (1). Manually splitting a trace of system calls into multiple fragments can reduce the semantic context in the data, and increase duplicates and overlaps. Hence, the entire sequence of system calls should be used to train ML-based IDS so that the models can capture and learn from the contextual differences between the normal class and the intrusion class. However, the sequence could be too long to be processed. (2). Pre-trained language models do not always generate high performance as they were pre-trained on natural language, not system events. Hence, using a significant amount of sequences of system events to re-train a language model can be a future direction. Furthermore, transfer learning [4] can be a promising direction in which one can leverage a model’s experience in detecting previously known attacks to enhance its zero-day detection capability.

VIII. CONCLUSION

The research findings in this research show that regardless of the model complexity, ML and DL models learn and perform differently depending on the data quality. In the first experiment, we found that the pre-trained models are less susceptible to duplicates and overlaps compared to the traditional ML models, which explains the pre-trained models’ superior performances. By removing duplicates and overlaps, the pre-trained models’ performances either remained unchanged or improved on most datasets used in this study. However, applying the proposed data cleaning method may lead to an adverse effect such as decreasing detection performance or unstable performance on low-quality data. In the second experiment, we found that evaluating the pre-trained models and ML models on duplicate data leads to unreliable evaluations in most cases, where the actual performance was either inflated, deflated, or become unstable. The only exception to this effect occur in two high-quality datasets - ADFA-LD and MIT lpr, in which the performances of the pre-trained models and the ML models were unaffected regardless of the cleaning status of the testing data. Therefore, it is necessary to use our proposed data cleaning method to process the training data to increase detection performance. It is also important to use the proposed data cleaning method to process the testing data to ensure a reliable performance evaluation.
APPENDIX
ABBREVIATIONS OF THE MACHINE LEARNING MODELS
Logistic regression (LR), support vector machine (SVM), decision tree (DT), random forest (RF), neural network (NN), artificial neural network (ANN), isolation forest (IF), k nearest neighbor (KNN), scaled convex hull (SCH), histogram-based outlier score (HBOS), cluster-based local outlier factor (CBLLOF), naive bayes (NB), averaged one dependence estimator (AODE), radial basis function network (RBFN), multi-layer perceptron (MLP), deep neural networks (DNN), convolutional neural network (CNN), long short-term memory (LSTM), recurrent neural network (RNN), gated recurrent unit (GRU), softmax regression (SR), hidden Markov model (HMM), variational autoencoder (VAE), sequence covering for intrusion detection (SC4ID), intrusion detection tree (IntruDTree), gradient boosting decision tree (GBDT), generative adversarial network (GAN), extreme gradient boosting (XGB), deep belief network (DBN), light gradient boosting machine (LGBM), extreme learning machine (ELM), radial basis functions neural network (RBF-NN), multi-variable naive bayesian (MNB), stochastic gradient descent (SGD), sequential model (SM).
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