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Abstract

The task of similarity search in multimedia databases is usually accomplished by range or k nearest neighbor queries. However, the expressing power of these “single-example” queries fails when the user’s delicate query intent is not available as a single example. Recently, the well-known skyline operator was reused in metric similarity search as a “multi-example” query type. When applied on a multi-dimensional database (i.e., on a multi-attribute table), the traditional skyline operator selects all database objects that are not dominated by other objects. The metric skyline query adopts the skyline operator such that the multiple attributes are represented by distances (similarities) to multiple query examples. Hence, we can view the metric skyline as a set of representative database objects which are as similar to all the examples as possible and, simultaneously, are semantically distinct.

In this paper we propose a technique of processing the metric skyline query by use of PM-tree, while we show that our technique significantly outperforms the original M-tree based implementation in both time and space costs. In experiments we also evaluate the partial metric skyline processing, where only a controlled number of skyline objects is retrieved.

1 Introduction

As the volumes of complex unstructured data collections grow almost exponentially in time, the attention to content-based similarity search steadily increases. The concept of numeric similarity between two data entities is one of the approaches used in querying unstructured data, where a similarity function serves as multi-valued relevance of data objects to a query (example) object. The content-based similarity search paradigm has been successfully employed in areas like multimedia databases, time series retrieval, bioinformatic and medical databases, data mining, and others. At the same time, the “similarity-centric” view on such data demands specific alternative techniques for modeling, indexing and retrieval, which dramatically differ from the traditional approaches to management of structured data (e.g., B-trees in relational databases).

In the rest of the section we introduce into the fundamentals of similarity search and briefly summarize the paper contributions.

1.1 Similarity search

Given a collection $\mathcal{C}$ of unstructured data entities (e.g., multimedia objects, like images), to query the collection we need to establish a model consisting of the object universe $\mathbb{U}$, a transformation function (a feature extraction method, resp.) $t : \mathcal{C} \rightarrow \mathbb{U}$, and a similarity function $\delta : \mathbb{U} \times \mathbb{U} \rightarrow \mathbb{R}$. The transformation $t$ turns the collection $\mathcal{C}$ of original data entities into a database of descriptors $\mathbb{S} \subset \mathbb{U}$. In most cases the similarity function $\delta$ is expected to be a metric distance, because metric properties can be effectively used to index the database $\mathbb{S}$ for efficient (fast) query processing, as discussed later in Section 1.2.

1.1.1 Single-example queries

The portfolio of available similarity query types consists of mostly single-example queries. The range query and $k$ nearest neighbor (kNN) query represent the two most popular similarity query types. Using a range query $(Q, r)$ we ask for all objects $O_i \in \mathbb{S}$ the distances of which to a single query object $Q$ are at most $r$. On the other hand, a kNN query $(Q, k)$ selects the $k$ database objects closest to $Q$.

Besides range and kNN queries, there exist some less frequently used query types, like reverse (k)NN queries, returning these database objects having the query object $Q$ within their $(k)$ nearest neighbor(s).

1.1.2 Multi-example queries

Although the single-example queries are frequently used nowadays, their expressive power may become unsatisfactory in the future due to increasing complexity and quantity of available data. The acquirement of an example query object is the user’s “ad-hoc” responsibility. However, when just a single query example should represent the user’s delicate intent on the subject of retrieval, finding an appropriate example could be a hard task. Such a scenario is likely to occur when a large data collection is available, and so the query specification has to be fine-grained. Hence, instead of querying by a single example, an easier way for the user could be a specification of several query examples which jointly describe the query intent. Such a multi-example approach allows the user to set the number of query examples and to weight the contribution of individual examples. Moreover, obtaining multiple examples, where each example corresponds to a partial query intent, is much easier task than finding a single “holy-grail” example.

As for existing solutions to multi-example query types, we distinguish three directions. First, there exist many model-specific techniques based on an aggregation or unification of the multiple examples, e.g., querying by a centroid in case of vectors, or by a union, intersection or other composition of features of the query examples [Tang & Acton 2003]. Although successful in a narrow context (e.g., in image retrieval), this approach is not applicable to the general (metric) similarity case.

Second, a popular approach to multi-query example is issuing multiple single-example queries, while the resulting multiple ranked lists are aggregated by
means of a top-k operator (Fagin 1999). The advantage of this approach is the employment of an arbitrary aggregation function which provides an important add-on to the expressive power of querying. The main drawback of top-k queries is their high computational and space cost – there have to be several single-example queries issued and their results materialized and aggregated.

Third, browsing is a retrieval modality where the user plays an important role in the querying process. The user incrementally issues single-example queries, while from the query result of the previous query the user selects a new example. Since there are multiple examples used before the user achieves her/his goal, we could interpret browsing as multi-example query processing. The drawback of browsing is obvious, the user is bothered by the enforced interactivity, while the subsequent simple queries may not lead to a satisfactory result anyways.

As other complex operations we name similarity joins (Jacox & Samet 2008), joining pairs of objects (from one or more databases) based on their proximity, or a special case of the similarity join – the closest pair operator, selecting the two closest objects in the database(s). However, even though the similarity joins provide a complex retrieval functionality, again, they can be regarded as a series of single-example queries, rather than a regular multi-example query type.

In this paper we deal with metric skyline query (detailed in the Section 2), which represents a “native” multi-example query type.

1.2 Metric Access Methods

When the similarity function $\delta$ is a distance metric, the metric access methods (MAMs) can be used for efficient (fast) similarity query processing (Zezula et al. 2005, Samet 2006, Chávez et al. 2001). The principle behind all MAMs is the utilization of metric postulates (positiveness, symmetry and triangle inequality), which allow to partition the data space into equivalence classes of close (similar) data objects. The classes are embedded within a data structure which is stored in an index file, while the index is later used to quickly answer range, kNN, or other similarity queries. In particular, when issued a similarity query, the MAMs exclude many non-relevant equivalence classes from the search (based on metric properties of $\delta$), so only several candidate classes of objects have to be exhaustively (sequentially) searched, see Figure 1. In consequence, searching a small number of candidate classes turns out in reduced costs of the query.

The number of distance computations $\delta(\cdot, \cdot)$ is considered as the major component of the overall costs when indexing or querying a database. Some other cost components (like I/O costs, internal CPU costs) could be taken into consideration when the computational complexity of $\delta$ is low.

![Figure 1: Metric access methods.](image)

1.2.1 M-tree

The M-tree (Ciaccia et al. 1997) is a dynamic metric access method that provides good performance in database environments. The M-tree index is a hierarchical structure, where some of the data objects are selected as centers (references or local pivots) of ball-shaped regions, and the radius of the regions are partitioned among the regions in order to build up a balanced and compact hierarchy, see Figure 2.

![Figure 2: (a) M-tree (b) Parent filtering (c) Child filtering.](image)

Each region (subtree) is indexed recursively in a B-tree-like (bottom-up) way of construction. The inner nodes of M-tree store routing entries

$$rout_M(R) = [R, r_R, \delta(R, Par(R)), ptr(T(R))]$$

where $R$ is a data object representing the center of the respective ball region, $r_R$ is a covering radius of the ball, $\delta(R, Par(R))$ is so-called to-parent distance (the distance from $R$ to the object $P$ of the parent routing entry), and finally $ptr(T(R))$ is a pointer to the entry’s subtree $T(R)$. In order to correctly bound the data in $T(R)$’s leaves, the routing entry must satisfy the nesting condition: $\forall O_i \in T(R), r_{Q_i} \geq \delta(R, O_i)$. The data is stored in the leaves of M-tree. Each leaf contains ground entries

$$grnd_M(D) = [D, id(D), \delta(D, Par(D))]$$

where $D$ is the data object itself (externally identified by $id(D)$), $\delta(D, Par(D))$ is, again, the to-parent distance. See an example of entries in Figure 2.

The queries are implemented by traversing the tree, starting from the root. Those nodes are accessed, the parent regions of which are overlapped by the query region, e.g., by a range query ball $(Q, r_Q)$. The check for region-and-query overlap requires an explicit distance computation $\delta(R, Q)$ (called basic filtering). In particular, if $\delta(R, Q) \leq r_Q + r_R$, the data ball $(R, r_R)$ overlaps the query $(Q, r_Q)$, thus the child node has to be accessed, see Figure 2. If not, the respective subtree is filtered from further processing. Moreover, each node in the tree contains the distances from the routing/ground entries to the center of its parent routing entry (the to-parent distances). Hence, some of the M-tree branches can be filtered without the need of a distance computation, thus avoiding the “more expensive” basic overlap check. In particular, if $\delta(P, Q) = \delta(P, R) > r_Q + r_R$, the data ball $R$ cannot overlap the query ball (called parent filtering), thus the child node has not to be re-checked by basic filtering, see Figure 2. Note $\delta(P, Q)$ was already computed at the unsuccessful parent’s basic filtering.

1.2.2 PM-tree

The idea of PM-tree (Skopal 2004, Skopal et al. 2005) is to enhance the hierarchy of M-tree by an
information related to a static set of $p$ global pivots $P_1 \subset P \subset \mathbb{U}$. In a PM-tree's routing entry, the original M-tree's routing entry is further cut off by a set of rings (centered in the global pivots), so the region volume becomes more compact – see Figure 3. Similarly, the PM-tree ground entries are enhanced by distances to the pivots, which are interpreted as rings as well. Each ring stored in a routing/ground entry represents a distance range (bounding the underlying data) with respect to a particular pivot.

A routing entry in PM-tree inner node is defined as:

$$\text{rout}_{PM}(R) = [R, r_R, \delta(R, Par(R)), ptr(T(R)), HR],$$

where the new HR attribute is an array of $p_{hr}$ intervals $(p_{hr} \leq p)$, where the $t$-th interval $HR_t$ is the smallest interval covering distances between the pivot $P_t$ and each of the objects stored in leaves of $T(R)$, i.e. $HR_t = \{HR_{t_{min}}, HR_{t_{max}}\}$, $HR_{t_{min}} = min\{\delta(O_j, P_t)\}$, $HR_{t_{max}} = max\{\delta(O_j, P_t)\}$, $\forall O_j \in T(R)$. The interval $HR_t$ together with pivot $P_t$ define a ring region $(P_t, HR_t)$; a ball region $(P_t, HR_t^{p_{hr}z})$ reduced by a "hole" $(P_t, HR_t^{p_{hr}min}).$

A ground entry in PM-tree leaf is defined as:

$$\text{grnd}_{PM}(D) = [D, id(D), \delta(D, Par(D)), PD],$$

where the new PD attribute stands for an array of $p_{pd}$ pivot distances $(p_{pd} \leq p)$ where the $t$-th distance $PD_t = \delta(R, P_t).$

The combination of all the $p$ entry’s ranges produces a $p$-dimensional minimum bounding rectangle (MBR), hence, the global pivots actually map the metric regions/data into a “pivot space” of dimensionality $p$ (see Figure 3). The number of pivots can be defined separately for routing and ground entries – we typically choose less pivots for ground entries to reduce storage costs (i.e., $p = p_{hr} > p_{pd}).$

Figure 3: (a) PM-tree employing 2 pivots ($P_1, P_2$). (b) Projection of PM-tree into the “pivot space”.

When issuing a range or $k$NN query, the query object is mapped into the pivot space – this requires $p$ extra distance computations $\delta(Q, P_t), \forall P_t \in P$. The mapped query ball $(Q, r_Q)$ forms a hyper-cube $\langle \delta(Q, P_t) - r_Q, \delta(Q, P_t) + r_Q \rangle \times \cdots \times \langle \delta(Q, P_p) - r_Q, \delta(Q, P_p) + r_Q \rangle$ in the pivot space that is repeatedly utilized to check for an overlap with routing/ground entry’s MBRs (see Figures 3a,b). If they do not overlap, the entry is filtered out without any distance computation, otherwise, the M-tree’s filtering steps (parent & basic filtering) are applied. Actually, the MBRs overlap check can be also understood as $L_\infty$ filtering, that is, if the $L_\infty$ distance $\langle Q, P_t \rangle$ from a PM-tree region to the query object $Q$ is greater than $r_Q$, the region is not overlapped by the query.

Note the MBRs overlap check does not require an explicit distance computation, so the PM-tree usually achieves significantly lower query costs when compared with M-tree – up to an order of magnitude (see Skopal 2004, 2007, Skopal et al. 2005).

1.3 Paper Contributions

In this paper we introduce metric skyline processing by use of PM-tree, which is a metric access method suitable for similarity search in large databases. We follow the pioneer work (Chen & Liang 2008) where the concept of metric skyline query was introduced, and its implementation utilizing M-tree was proposed. In Section 2 the metric skyline query and its original implementation is discussed, while in Section 3 we propose our original PM-tree implementation of metric skyline processing. In experimental results (Section 4) we show that PM-tree based metric skyline processing outperforms the original M-tree implementation not only in terms of distance computation costs, but also in terms of I/O costs, internal CPU costs and internal space costs.

2 Metric Skyline Queries

In relational databases, the multi-critical retrieval is popular in situations where a query exactly specifying the desired attribute ranges cannot be effectively issued. Instead, there is a need for a simplified query concept which selects the desired database objects by some aggregation technique.

Besides the top-k queries (Fagin 1999), a popular multi-critical retrieval technique is the skyline operator (Börzsönyi et al. 2001).

2.1 The Skyline Operator

The traditional skyline operator is an advanced retrieval technique that selects objects from a multi-dimensional database that are “the best” from the global point of view. The only assumption on the database is that the attribute domains (dimensions) are linearly ordered, such that the lower (or higher) value of an attribute is, the better the object is (in that attribute). In the rest of the paper we suppose the convention that a lower value in an attribute is better.

The skyline operator selects all objects from the database (the skyline set), that are not dominated by any other object. An object $O_1$ dominates another object $O_2$ if at least one of $O_1$’s attribute values is lower than the same attribute in $O_2$, and the other attribute values in $O_1$ are lower or equal to the corresponding attribute values in $O_2$. Hence, $O_1$ is the dominating object, while $O_2$ is the dominated object. In Figure 1 see an example of skyline set consisting of 5 objects, dominating the remaining 6 objects.

2.1.1 Skyline Processing

There exist many approaches to the efficient implementation of the skyline operator, while we outline two of them – the Sort-First Skyline algorithm (Börzsönyi et al. 2001) and the branch-and-
bound algorithm which will be useful further in the paper.

In the Sort-First Skyline algorithm, the database objects $O_i$ are just ordered ascendentally based on the $L_1$ norm on attributes (coordinates) of $O_i$, i.e., $|O_i|_{L_1} = O_{i1} + O_{i2} + ... + O_{in}$. Then, following the $L_1$ order, the sorted database is passed such that each visited object $O_i$ is checked whether it is dominated by the already determined skyline objects. If $O_i$ is not dominated, it is added to the skyline set (empty at the beginning), otherwise, $O_i$ is ignored. After the one-pass database traversal is finished, the skyline set is complete.

The above algorithm is correct because of the $L_1$-norm ordering. Suppose an object $O_i$ is being processed (see Figure 5). Because every object possibly dominating $O_i$ lies in the dominating area, its $L_1$ norm must be lower than that of $O_i$. However, such an object has already been visited (and possibly added to the skyline set) because of the ordered database traversal. Thus, $O_i$ can be either safely added to the skyline set or filtered out.

![Figure 4: A skyline set and the dominated objects.](image-url)

![Figure 5: A dominating-dominated (a) object and (b) rectangle (MDDR).](image-url)

The branch-and-bound approach employs a spatial access method (SAM), e.g. the R-tree (Guttman 1984). The database is indexed by the SAM, while for the skyline processing a memory-resident priority heap is additionally utilized. The heap priority is defined, again, as the $L_1$ norm, however, besides the database objects themselves, the heap may contain also minimum bounding rectangles (MBRs, natively maintained by, e.g., R-tree). For future use outside the scope of SAM, we call MBRs as minimum dominating-dominated rectangles (MDDRs). The MDDRs serve as spatial rectangular approximations of the underlying database objects (or nested MDDRs), while they can be effectively used for filtering. The order of an MDDR within the heap is defined by the $L_1$ norm of its minimal corner (the point of MDDR with minimal values in all dimensions), which is the maximal lower bound to $L_1$ norm of any object inside the MDDR.

The skyline processing starts by inserting the top MDDR (within the SAM hierarchy, e.g., R-tree root) into the empty heap. Then, in every step an entry, either an MDDR or a database object, is popped from the heap, while it is checked whether it is dominated by the already determined skyline objects (see Figure 5). If an MDDR is popped that is not dominated, its descendants in the SAM hierarchy are fetched and inserted into the heap, otherwise the MDDR is removed from further processing. If an object is popped from the heap that is not dominated, it is added to the skyline set (otherwise filtered out). The correctness of this algorithm is guaranteed by the $L_1$ ordering of the heap.

### 2.1.2 Advanced Skyline Queries

Recently, the concept of skyline operator has been generalized to fit dynamic conditions, where the database object attributes and/or their values are not static. For example, the dynamic skylines (Papadias et al. 2005) consider the attributes as dimension functions. The spatial skyline queries (Sharifzadeh & Shahabi 2006) treat the attribute values as dynamically computed Euclidean distances from a set of query points (multi-point spatial query). The multi-source skyline queries (Deng et al. 2007) are similar, however, instead of Euclidean distances in continuous space the multi-source skyline queries use the shortest-path distances in a graph (in road network, respectively). As another approach, the reverse skyline queries (Dellis & Soerensen 2007) return the objects whose dynamic skyline contains the original query object (of the reverse skyline query).

### 2.2 Metric Skyline Queries

The spatial skyline queries were generalized recently to support an arbitrary metric distance $\delta$ (i.e., not just Euclidean), constituting thus the metric skyline queries (MSQ) (Chen & Lian 2008, 2009).

Generally speaking, the metric skyline model just adds an abstract transformation step before the usual skyline processing. The step consists of transformation of a database in a metric space into database in $m$-dimensional vector space through a set $Q$ of $m = |Q|$ query examples. In the second step, the traditional skyline operator is performed on the transformed database.

In particular, a database object $O_i$ in the metric space is transformed into a vector $V_i$, where its $j$-th coordinate is defined as the distance from $j$-th query to $O_i$, i.e., $V_i = (\delta(Q_1, O_i), \delta(Q_2, O_i), ..., \delta(Q_m, O_i))$, $Q_i \in Q$.

#### 2.2.1 Motivation

The motivation for MSQ can be seen in the insufficient expressive power of range and kNN queries, as mentioned in Section 1.1.2. Besides the possibility of employing multiple query examples, the metric skyline query has also another unique property, the absence of query extent, i.e., the query is defined just by the set $Q$. This property could be seen as both advantage and disadvantage.

The advantage is that a metric skyline query returns all distinct objects from the database that are as similar to the query examples as possible. Hence, we obtain all such objects; we are freed from tuning the precision and recall proportion. When issuing range or kNN queries, we have to specify the query extent (i.e., the query radius or the number of nearest neighbors), which could not be as easy as it seems. In particular, the definition a range query radius requires an expert knowledge of the underlying metric distance, otherwise we obtain too small or too large answer set. The kNN query is more user-friendly, however, the precision/recall problem still remains.

Unfortunately, the disadvantage of MSQ is the skyline set (answer set) size. If $m = |Q| = 1$ we
obtain a regular 1-NN query. However, with increasing $m$ the skyline size usually grows substantially, while a skyline set size exceeding several percent of the database is usually useless for an end-user. Moreover, the skyline set is not uniquely ordered ( unlike range or kNN answers), so a reduction of the skyline set cannot be guided by some internal structure of the answer. Thus, to be discriminative enough, the metric skyline query should employ only a few query examples (say, 2–5).

### 2.2.2 M-tree Based Implementation

The above described straightforward two-step abstraction is not suitable for implementation of MSQ. An explicit transformation of the original database $S$ into a metric space would require expensive static preprocessing of the database, consisting of $|Q| \cdot |S|$ distance computations, extra storage costs, etc. Remember, the main cost component in similarity search by MAMs is the number of distance computations, so any MSQ algorithm should be designed to avoid computing as many distances as possible.

The authors of metric skyline queries proposed a native MSQ processing by M-tree (Chen & Lian 2008, 2009), where the transformation step is applied only on a part of the database that cannot be skipped during the processing. Basically, the M-tree based metric skyline algorithm was inspired by the traditional skyline processing by R-tree and the priority heap $H$ under $L_1$ norm (as described in Section 2.1.1).

In the following we have re-formulated the original description in (Chen & Lian 2008, 2009) to the more abstract MDDR formalism, due to its easier extensibility to our original contribution in Section 3.

The modification of the traditional R-tree based skyline processing to the metric case resides in an “on-the-fly” derivation of MDDRs, which cover the transformed data objects. Instead of “native” R-tree MDDRs (MBRs, resp.), we distinguish two types of derived MDDRs in M-tree, as follows:

- The Par-MDDR (parent MDDR) of a routing/ground entry $e_{\text{entry}}(R, r_R, \ldots)$ as constructed by use of the parent routing entry $\text{root}(P, \ldots)$

- The B-MDDR (basic MDDR), constructed directly from a routing/ground entry as $\text{MDDR}_B = (\delta(Q_1, R) - r_R, \delta(Q_1, R) + r_R) \times \cdots \times (\delta(Q_m, R) - r_R, \delta(Q_m, R) + r_R)$.

As a consequence, B-MDDR of ground entry is a single point.

Obviously, we have chosen the terms “Par-MDDR” and “B-MDDR” due to the analogy with parent- and basic filtering used when processing a range or kNN query in M-tree. The Par-MDDR of a routing/ground entry can be derived without an explicit distance computation; the $\delta(Q, P)$ distances were already computed during the top-down M-tree traversal. The derivation of B-MDDR is more expensive, it requires $m$ computations of $\delta(R, Q_i), \forall Q_i \in Q$.

An MDDR $M_1$ dominates all objects inside an MDDR $M_2$ if the $L_1$ norm of $M_1$'s maximal corner is lower than the $L_1$ norm of $M_2$'s minimal corner, where a maximal/minimal corner is the point with maximal/minimal values in all dimensions of an MDDR. For an example of Par-MDDR and B-MDDR, see Figure 6.

An explicit distance computation; the $\delta(R, Q)$ norm applied on

![Figure 6: (a) Metric space with M-tree regions (b) Transformed vector space with MDDRs](image)

The MSQ algorithm starts by inserting routing entries from the M-tree root into the priority heap $H$. The heap keeps order given by $L_1$ norm applied on the entries’ B-MDDRs’ minimal corners. Then a loop follows until the heap gets empty:

1. An entry $e_{\text{entry}}(R, \ldots)$ with the lowest $L_1$ value of its B-MDDR is popped from the heap.

2. If the entry is a ground entry, it is added to the set of skyline objects. All entries on the heap which are dominated by this new skyline object are removed. Jump to Step 1.

3. If the entry is a routing entry, the entry’s child node is fetched. The Par-MDDRs of the child node’s entries are checked for dominance by the set of already determined skyline objects, while the dominated ones (and the respective subtrees, in case of routing entries) are filtered from further processing.

4. The B-MDDRs of the non-filtered child entries are derived. Those entries not dominated by the already retrieved skyline set are inserted into the heap. Jump to Step 1.

### 2.2.3 Discussion & Criticism

Unfortunately, in the original contribution (Chen & Lian 2008, 2009) the cost analysis and also the experiments were focused solely on measuring the number of dominance checks, i.e., how many times B-MDDRs and Par-MDDRs were checked for dominance by a skyline object. The authors completely ignored the number of distance computations (the crucial performance factor for any MAM), but also the heap size and the number of operations on heap, spent by running the metric skyline algorithm on M-tree.

As we present later in experimental evaluation, the above algorithm, as proposed in (Chen & Lian 2008, 2009), is extremely inefficient in terms of the heap size and the number of operations on the heap. In fact, the maximal heap size could reach the size of the database (!), making such an implementation inapplicable in database environments. In the following section we introduce a PM-tree based method, which not only decreases the number of distance computations spent for metric skyline processing, but also drastically decreases the maximal heap size and the number of operations on the heap.
3 PM-tree based metric skyline

The M-tree based approach to metric skyline processing can be extended to a PM-tree based implementation. In the following we introduce an algorithm that makes use of the PM-tree’s extensions over the M-tree – the pivot set \( \mathcal{P} \) and the respective ring regions maintained by routing/ground entries in PM-tree nodes (for PM-tree details see Section 1.2.2).

First of all, when a metric skyline query is started, a query-to-pivot matrix of pair-wise distances between the PM-tree pivots \( P_i \in \mathcal{P} \) and query examples \( Q_i \in \mathcal{Q} \) is computed. The PM-tree based implementation then utilizes the following three filtering concepts (Sections 3.1, 3.3), summarized within an algorithm in Section 3.4:

3.1 Deriving Piv-MDDRs

Besides the M-tree’s B-MDDRs and Par-MDDRs derived from a routing/ground entry \((R, \ldots, HR/PD)\), an additional MDDR can be derived from the set of rings HR/PD maintained by the entry, called Piv-MDDR (pivot MDDR). The Piv-MDDR can be derived using the query-to-pivot matrix, as \[ \text{MDDR}_{\text{Piv}} = (LB_{\text{Piv}}, UB_{\text{Piv}}) \times \cdots \times (LB_{\text{Piv}}, UB_{\text{Piv}}), \]
where \( LB_{\text{Piv}} = \max_{P_i \in \mathcal{P}} \{\delta(P_i, Q_i) - HR_{P_i}, HR_{P_i} - \delta(P_i, Q_i), 0\} \), and \( UB_{\text{Piv}} = \min_{P_i \in \mathcal{P}} \{\delta(P_i, Q_i) + HR_{P_i}\} \).

Similarly as the M-tree’s Par-MDDR, the derivation of Piv-MDDR requires no extra distance computation, however, Piv-MDDRs are much more compact than Par-MDDRs. This results in more effective filtering of routing/ground entries by skyline objects or some dominating MDDRs. Moreover, the Piv-MDDR is often even more compact than the direct B-MDDR, because the PM-tree’s rings reduce the volume of the original M-tree’s sphere. In Figure 7 see an example of Piv-MDDR. Par-MDDR and B-MDDR, when 2-pivot PM-tree and 2 query examples are used.

3.2 Pivot-Skyline Filtering

If the pivots \( P_i \) come from the database (i.e., \( P_i \in \mathcal{P} \subset \mathcal{S} \)), the MDDRs that are about to be inserted into the heap can be checked for a dominance by the pivots. Since the query-to-pivot matrix is computed at the beginning of every metric skyline query processing, the transformation of the pivots into the “query space” requires no additional distance computations. Moreover, to reduce the number of pivots used for dominance checking, we can determine the so-called pivot skyline – those pivot objects, which constitute a metric skyline within the pivot set \( \mathcal{P} \) itself, see an example in Figure 8.

The filtering by use of pivot skyline is beneficial in the early phase of the metric skyline processing, when the set of determined skyline objects is still empty. In the experiments we show that such an early phase is the dominant phase of the entire skyline processing – 80-90% of the total distance computations is performed before the first skyline object is found. Hence, pruning the heap by use of the pivot skyline greatly helps to reduce the heap size and, consequently, the number of operations on the heap.

3.2.1 Merging Pivot Skyline with the Regular Skyline

As the number of determined skyline objects grows, the objects in the pivot skyline become dominated by the “regular” skyline objects. Hence, in order to effectively use the pivots for dominance checking, we keep just those pivots in the pivot skyline, that are not dominated by the already determined skyline objects. Thus, at the moment when all skyline objects are known, the pivot skyline becomes empty.

3.3 Deferred Heap Processing

In the original M-tree algorithm, the priority heap contains just \( L_1 \)-ordered B-MDDRs (together with the associated routing/ground entries). When an entry is to be inserted into the heap, its B-MDDR must be determined, see Steps 3,4 of the algorithm in Section 2.2.2 We call this approach a non-deferred heap processing.

However, the non-deferred heap processing is not optimal in terms of the number of distance computations. In order to save some distance computations, we propose the deferred heap processing for the metric skyline, inspired by the Hjaltason’s & Samet’s incremental nearest neighbor algorithm, which is optimal in the number of distance computations (Hjaltason & Samet 2000).

The modified heap is generalized such that it may contain not only B-MDDRs of routing/ground entries, but also the intersections of their Piv-MDDR and Par-MDDR (denoted as Piv-MDDR ∩ Par-MDDR). The deferred heap processing then deals with two situations:

- An entry equipped by B-MDDR is popped from the heap. Then, (a) If the entry is a ground entry, it becomes a skyline object.
- (b) If the entry is a routing entry, its child node is fetched, while for every entry in the child node the Piv-MDDR ∩ Par-MDDR is checked for a dominance by the skyline set. Every not-dominated child entry is equipped by its Piv-MDDR ∩ Par-MDDR and inserted into the heap.
An entry equipped by $\text{Piv-MDDR} \cap \text{Par-MDDR}$ is popped from the heap. The entry is checked for dominance by the skyline set. If not dominated, the entry’s B-MDDR is determined and, if still not dominated, inserted back into the heap.

**Note:** The deferred heap processing “gives the algorithm a chance” to filter out as many entries as possible, without the need of B-MDDR derivation (requiring explicit distance computations). On the other hand, the “reinsertions” of PM-tree entries into the heap (first, equipped by $\text{Piv-MDDR} \cap \text{Par-MDDR}$, and second, equipped by B-MDDR) increase the number of operations on the heap and also the heap size.

### 3.4 The Algorithm

In Listing 1, the algorithm for metric skyline query is presented, including the original M-tree variant as well as the proposed PM-tree extensions.

The input attribute `type` allows to set the MSQ variant as follows: `type = 'M-tree'` is the original M-tree based algorithm, `type = 'PM-tree'` is the basic PM-tree based algorithm using the Piv-MDDR filtering (as described in Section 3.1), `type = 'PM-tree+PSF'` additionally uses the pivot-skyline filtering (as described in Section 3.2), and `type = 'PM-tree+PSF+DEF'` additionally uses the deferred heap processing (as described in Section 3.3).

#### Listing 1 (Algorithm of metric skyline query)

```plaintext
MSQuery() {
    Input: PM-tree $\mathcal{P}$, query points $\mathbf{Q}$, type ('M-tree', 'PM-tree', 'PM-tree+PSF', 'PM-tree+PSF+DEF')
    Output: Result $\mathcal{MSS}$ containing skyline points
    if (type is not 'M-tree')
        P2Q_DM = evaluate the query-to-pivot matrix
        // pivots must be DB objects
    PSL = evaluate pivot skyline (using P2Q_DM)
    Insert all routing entries + their Piv-MDDR $\cap$ B-MDDR from the PM-tree root into the heap $\mathcal{H}$
    while ($\mathcal{H}$ is not empty)
        currentEntry = pop entry from the heap $\mathcal{H}$
        if (currentEntry is not equipped by 'B-MDDR')
            FilterAndInsert(currentEntry, currentEntry, type, true)
        else if (currentEntry is of type 'ground entry' and is equipped by B-MDDR)
            Insert currentEntry into $\mathcal{MSS}$
            $\mathcal{H}$.FilterDominatedObjectsBy(currentEntry.MDDR)
            PSL.FilterDominatedObjectsBy(currentEntry.MDDR)
        else
            $N$ = fetch child node of currentEntry
            for each childEntry in $N$
                FilterAndInsert(childEntry, currentEntry, type, false)
    }

    FilterAndInsert(newEntry, parentEntry, type, deferred) {
        if (not deferred)
            Equip newEntry by its Par-MDDR
            if (type is not 'M-tree')
                Update newEntry.MDDR by intersection with newEntry's Piv-MDDR
            if (Filter(newEntry, type))
                return
            if (type = 'PM-tree+PSF+DEF' and not deferred)
                Insert newEntry into $\mathcal{H}$
                return
            Equip newEntry by its B-MDDR
            if (Filter(newEntry, type))
                return
    }
```
Filter\(\text{newEntry, type}\) \{
  for each \(O_i \in \text{MSS}\)
  if (\text{newEntry.MDDR is dominated by } O_i) return true
  if (type is ‘M-tree’ or ‘PM-tree’) return false
  for each \(O_i \in \text{PSL}\)
  if (\text{newEntry.MDDR is dominated by } O_i) return true
  return false
\}

3.5 Runtime Properties

Since the thread of metric skyline processing may generally follow many different scenarios (depending on the data distribution, metric distance employed, number of pivots, number of queries, etc.), the time and space costs cannot be exactly determined beforehand. Nevertheless, we could observe some properties that will (more or less) occur for any set of conditions.

First, the algorithm of metric skyline query uses the priority heap (either the non-deferred or deferred variant) and second, an object already inserted into the skyline set remains a skyline object forever. The second observation gives a clue to the typical heap evolution. Because an object is inserted into the skyline set after it is definitely clear it belongs to the skyline, one can conclude that a large proportion of the entire query logic must be performed before the first skyline object is reached. We call this early phase an expansion phase, because the heap content cannot be pruned by the dominating skyline objects (they do not exist yet), and so the heap size only grows (expands). After the skyline set begins to populate, the heap begins to shrink, because the insertions of child routing/ground entries into the heap are compensated by removals of the dominated MDDRs. We call the second phase a reduction phase.

The expansion phase can be shortened by a utilization of the pivot-skyline filtering, however, the impact of the regular skyline objects is much greater – they dominate much more objects/MDDRs due to their lower \(L_1\) distances.

As we show in the experimental evaluation, the expansion phase takes 80-90% of the time, when measuring the time as the proportion of distances computed so far to the total number of distance computations. When measuring the time in terms of heap operations, the expansion phase takes 25-75% of the time, while the heap size is maximal right before the reduction phase begins.

3.5.1 Partial Metric Skyline

As the set of already determined skyline objects can only grow, it is easy to adopt the metric skyline algorithm to provide partial metric skyline queries, where the user specifies only a limited number of skyline objects she/he wants to retrieve. The algorithm simply terminates as soon as the specified number of skyline objects appears in the skyline set.

Unfortunately, due to the runtime properties described above, the performance of partial metric skyline query does not scale well with the number of desired skyline objects. Even a single retrieved skyline object requires 25-75% of heap operations and 80-90% of distance computations, when compared to the “full” metric skyline query.

4 Experimental Evaluation

We performed an extensive experimentation with the three new variants of the PM-tree based metric skyline processing, comparing them against the original M-tree based method. Instead of the number of dominance checks (as included in the original contribution \(\text{Chen \\& Lian} [2008, 2009]\)), we have observed other 4 measures of costs spent by the MSQ processing – the number of distance computations, the number of operations on the heap, the maximal allocated size of the heap, and finally the I/O costs.

In addition to the absolute numbers presented in the figures below, we also relate the number of distance computations spent by (P)M-tree MSQ processing to the costs of MSQ processed by simple sequential search, which takes \(|Q| \cdot |S|\) distance computations for every query.

4.1 The Testbed

We have used two databases, a subset of the CoPhIR database \(\{\text{Falchi et al, } 2008\}\) of MPEG7 image features extracted from images downloaded from \textit{flickr.com}, and a synthetic database of polygons. The CoPhIR database, consisting of one million feature vectors, was projected into two sub-databases, the CoPhIR_{12} database, consisting of 12-dimensional color layout descriptors, and the CoPhIR_{76} database, consisting of 76-dimensional descriptors (12-dimensional color layout and 64-dimensional color structure). As a distance function the Euclidean \((L_2)\) distance was employed.

The Polygons database was a synthetic randomly generated set of 250,000 2D polygons, each polygon consisting of 5–15 vertices. The Polygons should serve as a non-vectorial analogy to clustered points. The first vertex of a polygon was generated at random. The next one was generated randomly, but the distance from the preceding vertex was limited to 10% of max. distance in the space. We used the Hausdorff distance \(\text{Huttenlocher et al, } 1993\) for measuring the distance between two polygons, so here a polygon could be interpreted as a cloud of points.

4.2 Experiment Settings

The query costs were always averaged for 200 metric skyline queries, while the query examples followed the distribution of database objects. As the parameters we observed various database sizes, the (P)M-tree node capacities, the number of query examples, the size of partial metric skyline, and the number of PM-tree leaf pivots. The (P)M-tree node capacities ranged from 20 to 40 routing/ground entries, the index sizes took 200MB–2GB, the P(M)-tree heights were 3–5 (4–6 levels). The minimal (P)M-tree node utilization was set to 20% of node capacity. The number of PM-tree leaf pivots ranged from 30 to 1000, while the number of inner pivots ranged from 15 to 500. Unless otherwise stated, the number of MSQ query examples was 2, the (P)M-tree node size was 20, the number of leaf pivots was 1000 for CoPhIR and 300 for Polygons (the number of inner pivots was half the number of leaf pivots).

4.3 The Results

In the first set of experiments, the number of PM-tree leaf pivots was increasing. In Figure 9 the M-tree’s MSQ got to 17% of distance computations needed by simple sequential search on the Polygons database. However, for the highest number of pivots the PMtree’s MSQ reduced the M-tree costs by another 35%.
The heap size required by PM-tree reached only up to one third of the heap size required by the M-tree (see Figure 9). The impact of pivot-skyline filtering (the +PSF + DEF variants) on the maximal heap size was significant.

In the second set of experiments, the impact of (P)M-tree’s node size on the distance computations is presented for the Polygons database (see Figure 12). The performance of M-tree is more or less independent on the node size, while the PM-tree performance slightly decreases with increasing node size.

The third set of experiments focused on the increasing database size. In Figure 13 the results for CoPhir_76 database are presented. The trend of increasing distance computations is obvious for all MSQ processing methods. However, the situation is dramatically different for the number of heap operations and the maximal heap size, where the PM-tree + PSF beats the M-tree by a factor of 17 in heap operations, and by a factor of 7 in the maximal heap size. On the other hand, PM-tree + PSF + DEF suffers from a high number of heap operations.

In the fourth set of experiments, the processing of partial metric skyline queries (as discussed in Section 3.5.1) is presented, where the results for increasing number of desired skyline objects are presented (see Figure 14). As mentioned in Section 3.5.1 the number of distance computations spent on retrieving the first skyline object is almost as expensive as retrieving the entire metric skyline. The situation is slightly better for the number of heap operations, where the M-tree and PM-tree variants are relatively cheaper when retrieving the first skyline object. On the other hand, the costs of PM-tree + PSF are constant and very low (17% of the M-tree costs).

In the fifth set of experiments, the results for increasing number of query examples used in metric skyline queries are presented on the CoPhir_12

**Figure 9:** Increasing number of pivots on Polygons: (a) Distance computations (b) Maximal heap size

**Figure 10:** Increasing number of pivots on CoPhir_12: (a) Distance computations (b) Maximal heap size

**Figure 11:** Increasing number of pivots on CoPhir_76: (a) Distance computations (b) Heap operations

**Figure 12:** Increasing size of (P)M-tree nodes.

**Figure 13:** Increasing size of CoPhir_76 database: (a) Distance computations (b) Maximal heap size (c) Heap operations
database, see Figure 15. Because the number of skyline objects grows substantially with the increasing number of query examples (retrieving 50, 400, 1750, 4570 skyline objects for 2-, 3-, 4-, and 5-example MSQs), the overall MSQ costs grow substantially as well. Nevertheless, the PM-tree MSQ processing is still much cheaper than the M-tree in the heap size and operations, even for 5 query examples. However, note that for 5 query examples the distance computations of all the methods come close to the costs of simple sequential search.

Although the I/O costs do not represent a dominant performance component in similarity search[1] in the last experiment we present the I/O costs as a supplementary result (CoPhIR_12, 2 query examples). In particular, in Figure 16a we give the numbers of logical seek[4] spent by skyline processing (the seek operation is the most expensive one when fetching a page/PM-tree node from the disk). The PM-tree based MSQ processing spent just 64% of seek operations required by the M-tree. As for the distance computation costs, also the I/O costs were decreasing with increasing number of pivots.

In Figure 16b the I/O costs vs. computation costs are shown. As in the first chart, the pairs (I/O costs, distance computations) were obtained for different numbers of pivots employed by PM-tree. Since the (P)M-tree indices consisted of 79,584 nodes, note that the I/O costs correspond to fetching 55% of all the

\[ A \text{ single distance computation is generally supposed to be much more expensive than a single I/O operation.} \]

\[ \text{We did not consider any node caching in this experiment.} \]

4.4 Summary

The experimentation with M-tree and PM-tree based metric skyline processing has shown that the PM-tree outperforms the M-tree implementation up to 2 times in the number of distance computations, almost 20 times in the number of heap operations and the maximal heap size, and almost 2 times in the I/O costs. The results for maximal heap size are exceptionally important, because a large size of the heap (which is a main-memory structure) would prevent from processing of metric skyline queries on very large databases.

5 Conclusions

In this paper we have proposed a PM-tree based implementation of metric skyline query, a recently proposed multi-example query concept suitable for advanced similarity search in multimedia databases. We have shown that the PM-tree based implementation of metric skylines significantly outperforms the existing M-tree based implementation in all observed costs – the time, space, and I/O costs. We have also discussed and experimentally evaluated the performance of partial metric skyline processing, where only a limited user-defined number of skyline objects is retrieved.

Acknowledgments

This research is partially funded by Czech Science Foundation (GAČR) Project 201/09/0683.

References

Börzsönyi, S., Kossmann, D. & Stocker, K. (2001), The skyline operator, in ‘Proceedings of the 17th International Conference on Data Engineering’, IEEE Computer Society, Washington, DC, USA, pp. 421–430.

Chávez, E., Navarro, G., Baeza-Yates, R. & Marroquín, J. L. (2001), ‘Searching in metric spaces’, ACM Computing Surveys 33(3), 273–321.

Chen, L. & Lian, X. (2008), Dynamic skyline queries in metric spaces, in ‘EDBT ’08: Proceedings of the 11th international conference on Extending database technology’, ACM, New York, NY, USA, pp. 333–343.

Chen, L. & Lian, X. (2009), ‘Efficient processing of metric skyline queries’, IEEE Trans. on Knowl. and Data Eng. 21(3), 351–365.
Ciaccia, P., Patella, M. & Zezula, P. (1997), M-tree: An Efficient Access Method for Similarity Search in Metric Spaces, in ‘VLDB’97’, pp. 426–435.

Dellis, E. & Seeger, B. (2007), Efficient computation of reverse skyline queries, in ‘VLDB ’07: Proceedings of the 33rd international conference on Very large data bases’, VLDB Endowment, pp. 291–302.

Deng, K., Zhou, X. & Shen, H. T. (2007), Multi-source Skyline Query Processing in Road Networks, in ‘23rd International Conference on Data Engineering, 2007. ICDE 2007. IEEE’, pp. 796–805.

Fagin, R. (1999), ‘Combining fuzzy information from multiple systems’, J. Comput. Syst. Sci. 58(1), 83–99.

Falchi, F., Lucchese, C., Perego, R. & Rabitti, F. (2008), ‘CoPhIR: COntent-based Photo Image Retrieval [http://cophir.isti.cnr.it/CoPhIR.pdf]’.

Guttman, A. (1984), R-Trees: A Dynamic Index Structure for Spatial Searching, in B. Yormark, ed., ‘SIGMOD’84, Proceedings of Annual Meeting, Boston, Massachusetts, June 18-21, 1984’, ACM Press, pp. 47–57.

Hjaltason, G. & Samet, H. (2000), ‘Incremental similarity search in multimedia databases, computer science dept. tr-4199, univ. of maryland, college park’. URL: citeseer.ist.psu.edu/hjaltason00incremental.html

Huttenlocher, D., Klanderman, G. & Rucklidge, W. (1993), ’Comparing images using the hausdorff distance’, IEEE Patt. Anal. and Mach. Intell. 15(9), 850–863.

Jacox, E. H. & Samet, H. (2008), ‘Metric space similarity joins’, ACM Trans. Database Syst. 33(2), 1–38.

Papadias, D., Tao, Y., Fu, G. & Seeger, B. (2005), ‘Progressive skyline computation in database systems’, ACM Trans. Database Syst. 30(1), 41–82.

Samet, H. (2006), Foundations of Multidimensional and Metric Data Structures, Morgan Kaufmann.

Sharifzadeh, M. & Shahabi, C. (2006). The spatial skyline queries, in ‘VLDB’, pp. 751–762.

Skopal, T. (2004), Pivoting M-tree: A Metric Access Method for Efficient Similarity Search, in ‘Proceedings of the 4th annual workshop DATESO, Desná, Czech Republic, ISBN 80-248-0457-3, also available at CEUR, Volume 98, ISSN 1613-0073, http://www.ceur-ws.org/Vol-98’, pp. 21–31.

Skopal, T. (2007), ‘Unified framework for fast exact and approximate search in dissimilarity spaces’, ACM Transactions on Database Systems 32(4), 1–46.

Skopal, T., Pokorný, J. & Snásel, V. (2005), Nearest Neighbours Search using the PM-tree, in ‘DASFAA ’05, Beijing, China’, LNCS 3453, Springer, pp. 803–815.

Tang, J. & Acton, S. (2003), An image retrieval algorithm using multiple query images, in ‘Proceedings of Seventh International Symposium on Signal Processing and Its Applications, IEEE’, pp. 193–196.

Zezula, P., Amato, G., Dohnal, V. & Batko, M. (2005). Similarity Search: The Metric Space Approach (Advances in Database Systems), Springer-Verlag New York, Inc., Secaucus, NJ, USA.