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Abstract. We clarify the links between the graded Specht construction of modules over cyclotomic Hecke algebras and the RSK construction for quiver Hecke algebras of type $A$, that was recently imported from the setting of representations of $p$-adic groups.

For that goal we develop a theory of crystal derivative operators on quiver Hecke algebra modules, that categorifies the Berenstein-Zelevinsky strings framework on quantum groups, and generalizes a graded variant of the classical Bernstein-Zelevinsky derivatives from the $p$-adic setting.

Graded cyclotomic decomposition numbers are shown to be a special subfamily of the wider concept of RSK decomposition numbers.

1. Introduction

The negative part of a quantum group, that is attached to a simple Lie algebra, is categorized by the Grothendieck ring arising from finite-dimensional modules over quiver Hecke algebras ([KL09, KL11, Rou08, VV11]). In Lie type $A$, the resulting graded quiver Hecke algebras are known [BK09a, Rou08] to be nearly isomorphic to affine Hecke algebras (for a generic parameter $q$). The representation theory of the latter family is tightly related to that of $p$-adic general linear groups, which is known for its arithmetic interest.

Our interest lies in the interrelated structures of either of those non-semi-simple abelian categories. In this work we mainly deal with the monoidal category

$$D = \oplus_{\beta \in Q_+} R(\beta) - \text{gmod},$$

where $R(\beta), \beta \in Q_+$, parameterize all quiver Hecke algebras (over a field of characteristic zero) of (finite) type $A$, and $R(\beta) - \text{gmod}$ stands for the category of finite-dimensional graded modules over the algebra.

Graded BZ derivatives. Categorified versions of quantum group crystal operators are a fundamental tool in the study of quiver Hecke algebra modules ([KL09, LV11, KKKO18]). On the other hand, Bernstein-Zelevinsky derivatives [BZ77, Zel80] are among the most classical tools in the study of $p$-adic groups representation theory. One intermediate goal of our current study is to point out an immediate link between those two types of functors.

More precisely, we study categorical versions of some further developed aspects of the crystal theory for quantum groups. Namely, we take the Berenstein-Zelevinsky strings framework [BZ03, BZ06] into the setting of modules in $D$. We are then motivated by the $p$-adic approach of [Zel80] to study the monoidal structure on $D$ through the family of...
newly defined derivative\footnote{Not to be confused with the familiar notion of ‘derived functors’. Let us stress that, although much of our discussion deals with abelian categories, no derived categories will appear in this article. Our choice of the words ‘derived’ and ‘derivative’ for terminology stems from the analogy to the classical literature on representations of \( p \)-adic groups.} functors. One impetus for this approach was an investigation of the similar notion of extremal words from \cite{Kle14,BK03}.

We eventually observe (Section 4.2) that the original Bernstein-Zelevinsky derivatives of the \( p \)-adic setting correspond, by the standard equivalences, to certain useful special cases of the derivative functors on \( \mathcal{D} \), that we call BZ-derivatives. We show that the Kleshchev-Ram classification \cite{KR11} of simple modules in \( \mathcal{D} \), which may be viewed as a graded variant of the Zelevinsky classification for \( p \)-adic general linear groups, behaves well with respect to the new graded variants of Bernstein-Zelevinsky derivatives.

**Spearheaded modules and the RSK construction.** One curious notion recently developed in \cite{KK19} is that of a normal sequence \( L_1, \ldots, L_k \in \mathcal{D} \) of square-irreducible (or, real) modules. This is a sequence of simple modules satisfying certain compatibility conditions, which assure that the resulting product (in the sense of the monoidal structure on \( \mathcal{D} \)) module \( L_1 \circ \cdots \circ L_k \), even though reducible, enjoys favorable properties.

We call this class of modules spearheaded. Those are finite-dimensional (graded) modules \( M \), for which

1. The head (maximal semi-simple quotient) \( L \) of \( M \) is simple and self-dual.
2. The graded multiplicity of \( L \) in the Jordan-Hölder series of \( M \) is 1.
3. The graded multiplicity of any simple self-dual module \( L' \not\sim L \) in the Jordan-Hölder series of \( M \) has positive degrees.

In \cite{Gur21} it was shown that normal sequences in \( \mathcal{D} \) indeed give rise to spearheaded product modules.

We stress that the degree-positivity property, proved in arguments of \cite{KKKO18}, algebraically encapsulates non-trivial properties attained from a geometric realization of the category in terms of perverse sheaves on quiver varieties. Thus, each normal sequence may be viewed as a potentially insightful model for realizing the simple isomorphism class given by the head of its product module.

One canonical recipe for producing a wide family of normal sequences is the Robinson-Schensted-Knuth construction, designed by the author and Lapid in \cite{GL21}.

Briefly, each (up to a shift grading) simple module in \( L \in \mathcal{D} \) may be described through the Kleshchev-Ram classification as \( L = L_m \), by combinatorial data known as a multisegment \( m \in \mathcal{M} \). This is a categorification of the Lusztig PBW construction for the canonical basis.

A multisegment, viewed as a tuple of pairs of integers, may be transformed under the RSK algorithm into a semistandard bi-tableau \( \mathcal{RSK}(m) \) filled with the same collection of integers. It was shown in \cite{Gur21} that the resulting bi-tableau gives rise to a normal sequence of homogeneous (that is, having a grading concentrated at a single degree) modules, whose resulting spearheaded module \( \Gamma(m) \) realizes \( L_m \) as its head.
In a suitable sense, the RSK standard modules \( \{ \Gamma(m) \}_{m \in \mathcal{M}} \) categorify an alternative basis for the negative part of the quantum group, while providing minimal homogeneous models for the corresponding simple modules \( \{ L_m \}_{m \in \mathcal{M}} \).

**Derived RSK modules.** Given an admissible sequence \( i \in \mathbb{Z}^t \) (viewed as a sequence of simple roots of the defining Lie data), the crystal derivative functors define a module \( \theta_i(M) \in \mathcal{D} \), for any \( M \in \mathcal{D} \), by taking its highest derivative in an appropriate sense.

Theorem 5.5 gives a combinatorial condition, in terms of \( i \)-strings, for a given normal sequence \( L_1, \ldots, L_k \) to produce a new normal sequence \( \theta_i(L_1), \ldots, \theta_i(L_k) \). Thus, a zoo of new spearheaded modules may now be produced out of the previously known recipes for normal sequences.

Moreover, the monoidal nature of our derivative operations (Corollary 3.5) makes the Jordan-Hölder series of the newly constructed modules readable out of the input normal sequence.

In the special above-mentioned case of BZ-derivatives \( \theta_i = \theta_{BZ} \) (that is, a canonical choice of \( i \) we call a BZ-sequence) the situation is especially appealing. Theorems 5.10 and 3.10 give an explicit combinatorial description, in terms of the Kleshchecv-Ram classification, for the spearheaded module that is obtained by deriving any given normal sequence with the \( \theta_{BZ} \) operator.

In fact, the motivating case for the development of these tools was the RSK construction. Applying the BZ-derivative operator on a normal sequence defined by the RSK transform \( RSK(m) \) of any multisegment \( m \in \mathcal{M} \), may now produce a derived RSK module \( \Gamma'(m) \in \mathcal{D} \). Theorem 6.5 now shows that \( \Gamma'(m) \) is a spearheaded module whose head is given as \( L_{m'} \), where \( m \mapsto m' \) is a simple truncation operation.

Reasoning in reverse, given a simple module \( L = L_m \in \mathcal{D} \), we may consider the various multisegments \( \partial \in \mathcal{M} \) satisfying \( (m, \partial)' = m \). It thus follows that each choice of \( m, \partial \) produces its own derived RSK module \( \Gamma(m, \partial) := \Gamma'(m, \partial) \) that serves as a separate homogenous model for the same simple \( L_m \).

This class was in fact studied (under the name of enhanced RSK standard modules) in the ungraded \( p \)-adic setting in [GL21, Section 5].

1.1. **Cyclotomic perspective.** Cyclotomic Hecke algebras (of type \( A \)), or Ariki-Koike algebras, are a family of finite-dimensional algebras, that may be viewed as quotients of the affine Hecke algebra of type \( A \). Their representation theory is widely studied, often motivated by analogies with the modular representation theory of permutation groups. Our quiver Hecke algebras of interest, \( R(\beta), \beta \in Q_+ \), have similarly defined graded finite-dimensional quotient algebras \( R(\beta)^{\Lambda} \) (\( \Lambda \in P_r \) belongs to a Lie-theoretic parameter set), which were famously shown by Brundan-Kleshcchev [BK09a] to be isomorphic (as ungraded algebras) to their corresponding cyclotomic Hecke algebras.

**Specht modules.** The simple \( R(\beta)^{\Lambda} \)-modules are known, by Ariki [Ari96], to categorify the images of the dual canonical basis elements under the action of the quantum group on a Fock space defined by \( \Lambda \).
While the Kleshchev-Ram multisegment description fits the PBW parametrization of quantum group bases, standard bases for Fock spaces have a separate nature. The combinatorial gadget parameterizing those standard bases are \( \ell \)-multipartitions, that is, tuples of \( \ell \) integer partitions, where \( \ell \) is the height parameter of \( \Lambda \).

Brundan-Kleshchev [BK09b] showed that standard bases of \( \Lambda \)-Fock spaces are categorified, in a suitable sense, by the class of graded Specht modules, \( S_{\Lambda}(\mu) \), with \( \mu \) ranging over the collection of \( \ell \)-multipartitions. Those are modules over graded cyclotomic Hecke algebras, constructed in [BKWH, KMR12] as graded analogues of the modules obtained from a cellular structure in [DJKM98].

Building upon classifications of Ariki [Ari01] and Grojnowski [Gro99], it was also shown in [BK09b] that for multipartitions \( \mu \) that satisfy a \( \Lambda \)-restricted (or simply, \( \Lambda \)-Kleshchev) combinatorial condition, the resulting graded Specht modules \( S_{\Lambda}(\mu) \) are spearheaded, in our sense. The heads \( D_{\Lambda}(\mu) \) of the \( \Lambda \)-restricted Specht modules are in bijection with the set of isomorphism classes of simple self-dual modules of cyclotomic Hecke algebras defined by \( \Lambda \).

Since all simple modules in \( \mathcal{D} \) factor through large enough cyclotomic quotients, the multipartition classification may be pulled onto the quiver Hecke algebra level by inflating Specht modules \( \hat{S}_{\Lambda}(\mu) \in \mathcal{D} \) and, in the restricted case, their simple heads \( \hat{D}_{\Lambda}(\mu) \), from the respective quotient algebras.

This point of view was formalized, for example, in [KP11] to give an early classification of simple modules in \( \mathcal{D} \), while further consistencies of the crystal structures involved were explored in [LV11].

---

**Linking the three constructions.** Given an isomorphism class of a simple self-dual module \( L \in R(\beta) - \text{gmod} \), we see several canonical methods of explicitly realizing it. In the Kleshchev-Ram method, \( L \) becomes a quotient of a proper standard module \( \text{KR}(m) \), constructed out of a multisegment \( m \). In the Specht construction, a cyclotomic quotient \( R(\beta)^{\Lambda} \) is first chosen, through which \( L \) factors, and then \( L \) is found as a quotient of a \( \Lambda \)-restricted Specht module \( \hat{S}_{\Lambda}(\mu) \).

Lastly, the RSK model finds \( L \) as a quotient of another graded module \( \Gamma(m) \) constructed out of the bi-tableau \( \mathcal{RSK}(m) \).

Our main results aim to clarify the relations between those classifications, and specifically, between the three types of modules, \( \Gamma(m) \), \( \text{KR}(m) \), and \( \hat{S}_{\Lambda}(\mu) \), in \( \mathcal{D} \).

Working in the ungraded setting of affine Hecke algebras, Vazirani [Vaz02] made a dictionary that attaches a multisegment \( m = m(\mu, \Lambda) \in \mathcal{M} \) to a \( \Lambda \)-restricted multipartition \( \mu \), so that the (analogous ungraded) isomorphism classes \( L_m \) and \( \hat{D}_{\Lambda}(\mu) \) become equal.

Given such corresponding pair \( m \leftrightarrow \mu \), we make the following identification of models.

**Theorem 1.1** (Theorem 7.7). A derived RSK module \( \Gamma(m, \partial) \) exists, which is isomorphic to the inflation of the graded Specht module \( \hat{S}_{\Lambda}(\mu) \), twisted by a natural sign duality.
The decomposition numbers, that is the (graded) multiplicities of simple modules as subquotients of (restricted) Specht modules, are an aspect of high interest in the cyclotomic setting. The categorification work of [BK09b] may be seen as proving a variant of the Lascoux–Leclerc–Thibon conjecture. Our Theorems 7.7 and 6.4 now state that the Specht decomposition numbers are a special case of the wider family of RSK decomposition numbers, i.e. the graded multiplicities of simple subquotients inside RSK standard modules.

Our result also implies (Corollary 7.9) that, taking the product description of Specht modules as in [KMR12], the restricted condition on multipartitions manifests as the normal sequence condition of quiver Hecke algebra modules.

We note (Corollary 7.8) that BZ-derivatives on inflated Specht modules correspond to a combinatorial operation that resembles the column removal that was studied in [FS16, FL03].

**Cyclicity.** In order to incorporate the Kleshchev-Ram model in our comparison, we say that a normal sequence $L_{m_1}, \ldots, L_{m_k}$ is cyclic (inspired by a similar notion from the representation theory of quantum affine algebras [Her19] and a recent work of the author with Mínguez [QM21] in the p-adic setting), when the simple head of its product module is given by $L_{m_1 + \ldots + m_k}$.

Corollary 7.9 implies that any (sign twist of an) inflated restricted Specht module is a product arising from a cyclic normal sequence.

Consequently, we prove in Proposition 7.10 that all (sign twists of) inflated restricted Specht modules may be produced as quotient modules of proper standard modules.

This phenomenon was noted implicitly in [Vaz02] in the ungraded context. The cyclicity property may now give an essential reason for its occurrence, while providing a curious categorical link between the dual PBW basis of a quantum group and the standard bases on its irreducible highest weight modules (viewed as subspaces of the corresponding Fock spaces).

Through the lens of the higher level Schur-Weyl duality in the sense of [BK10], such link may be put in the context of relations between Verma modules in the classical Bernstein-Gelfand-Gelfand category $\mathcal{O}$ and their parabolic analogues.
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2. Background

Let us recall the basics of the representation theory of quiver Hecke algebras of type $A_\infty$ (See [Gur21] and the references within).

We take the Cartan datum $(\mathcal{I}, \cdot)$ as a set labelled by integers $\mathcal{I} = (\alpha_i)_{i \in \mathbb{Z}}$ (simple roots), and an integer valued symmetric bilinear form $\alpha, \beta \mapsto (\alpha, \beta)$ on the free abelian group $Q = \mathbb{Z}[\mathcal{I}]$ (root lattice) given by

$$(\alpha_i, \alpha_j) = \begin{cases} 2 & i = j \\ -1 & |i - j| = 1 \\ 0 & |i - j| > 1 \end{cases} \quad \forall i, j \in \mathbb{Z}.$$ 

We denote the positive cone $Q_+ = \sum_{\alpha \in \mathcal{I}} \mathbb{Z}_{\geq 0} \alpha \subseteq Q$. For $\beta_1, \beta_2 \in Q_+$, we write $\beta_1 \leq \beta_2$ whenever $\beta_2 - \beta_1 \in Q_+$.

For a positive integer $N$, we denote the subcone $Q_+^{(N)} = \sum_{-N \leq i \leq N} \mathbb{Z}_{\geq 0} \alpha_i \subseteq Q_+$.

Let $\beta = \sum_{\alpha \in \mathcal{I}} c_{\alpha} \alpha \in Q_+$ be fixed. Its height is defined as $|\beta| = \sum_{\alpha \in \mathcal{I}} c_{\alpha} \in \mathbb{Z}$.

We denote the finite set of tuples

$$\mathcal{I}^\beta = \{\nu = (\nu_1, \ldots, \nu_\beta) \in \mathcal{I}^\beta : \nu_1 + \ldots + \nu_\beta = \beta\}.$$ 

The quiver Hecke algebra (or Khovanov-Lauda-Rouquier algebra) related to $\beta$ is defined to be the unital associative complex algebra $R(\beta)$, which is generated by $\{e(\nu)\}_{\nu \in \mathcal{I}^\beta}$, $\{y_1, \ldots, y_\beta\}$, $\{\psi_1, \ldots, \psi_{|\beta|-1}\}$, subject to the relations

$$e(\nu)e(\nu') = \begin{cases} e(\nu) & \nu = \nu' \\ 0 & \nu \neq \nu' \end{cases}, \quad \sum_{\nu \in \mathcal{I}^\beta} e(\nu) = 1,$$

$$y_ie(\nu) = e(\nu)y_i, \quad \psi_i e(\nu) = e(s_i \cdot \nu)\psi_i, \quad \forall i,$$

$$y_j y_i = y_i y_j, \quad \forall i, j, \quad \psi_j \psi_i = \psi_i \psi_j, \quad \forall i, j \in \mathcal{I}^\beta, \quad \forall j \notin \{i, i + 1\},$$

$$(y_{i+1}\psi_i - \psi_i y_i)e(\nu) = \begin{cases} e(\nu) & \nu_i = \nu_{i+1} \\ 0 & \nu_i \neq \nu_{i+1} \end{cases}, \quad (y_i\psi_i - \psi_i y_{i+1})e(\nu) = \begin{cases} -e(\nu) & \nu_i = \nu_{i+1} \\ 0 & \nu_i \neq \nu_{i+1} \end{cases}.$$

$$(\psi_i + 1\psi_i - \psi_i \psi_i + 1\psi_i)e(\nu) = \begin{cases} e(\nu) & \nu_i, \nu_{i+1}, \nu_{i+2} = (\alpha_t, \alpha_{t+1}, \alpha_t), \quad \text{for } t \in \mathbb{Z} \\ -e(\nu) & \nu_i, \nu_{i+1}, \nu_{i+2} = (\alpha_t, \alpha_{t-1}, \alpha_t), \quad \text{for } t \in \mathbb{Z} \end{cases}, \quad \text{otherwise}$$

$$\psi_i^2 e(\nu) = \begin{cases} (y_i - y_{i+1})e(\nu) & \nu_i, \nu_{i+1} = (\alpha_t, \alpha_{t+1}), \quad \text{for } t \in \mathbb{Z} \\ -(y_i - y_{i+1})e(\nu) & \nu_i, \nu_{i+1} = (\alpha_t, \alpha_{t-1}), \quad \text{for } t \in \mathbb{Z} \\ 0 & \nu_i = \nu_{i+1} \end{cases}.$$

Here, $s_i \cdot \nu \in \mathcal{I}^\beta$ denotes an action of a simple transposition, i.e. a switch of $\nu_i$ with $\nu_{i+1}$.

The algebra $R(\beta)$ becomes $(\mathbb{Z})$-graded, when setting the degrees

$$\deg(e(\nu)) = 0, \quad \deg(y_i) = 2, \quad \deg(\psi_i e(\nu)) = -(\nu_i, \nu_{i+1})$$

on the generators.
We write $R(\beta) \mod (R(\beta) - \text{gmod})$ for the abelian category of (graded) finite dimensional left modules over $R(\beta)$.

For a graded module $M = (M_i)_{i \in \mathbb{Z}} \in R(\beta) - \text{gmod}$ and an integer $k$, we write

$$M(k) = (M_{i-k})_{i \in \mathbb{Z}} \in R(\beta) - \text{gmod}$$

to be the shifted module.

2.1. **Restriction and induction.** Given $\beta = (\beta_1, \ldots, \beta_k) \in (Q_+)^k$, we set the graded algebra

$$R(\beta) = R(\beta_1) \otimes \cdots \otimes R(\beta_k).$$

Setting $i(\beta) = \beta_1 + \cdots + \beta_k$, we have a natural embedding of algebras $\iota_\beta : R(\beta) \to R(i(\beta))$, as in [LV11, Section 2.2].

For $\nu_i \in T^\beta_i$, $i = 1, \ldots, k$, we have the natural concatenation operation $\nu_1 \cdots \nu_k \in T^{i(\beta)}$. We then obtain an idempotent element

$$e(\beta) := \sum_{\nu_i \in T^\beta_i, i = 1, \ldots, k} \epsilon(\nu_1 \cdots \nu_k) \in R(i(\beta)).$$

Evidently, $\iota_\beta(1) = e(\beta)$ holds, for the identity element $1 \in R(\beta)$.

Thus, the embedding of algebras gives rise to an exact restriction functor

$$\text{Res}_\beta : R(i(\beta)) - \text{gmod} \to R(\beta) - \text{gmod}, \quad \text{Res}_\beta(M) = e(\beta)M.$$ 

The restriction functor commits a left-adjoint induction functor

$$\text{Ind}_\beta : R(\beta) - \text{gmod} \to R(i(\beta)) - \text{gmod}, \quad \text{Ind}_\beta(M) = R(i(\beta)) \otimes \iota_\beta R(\beta) M.$$ 

Given $M_i \in R(\beta_i) - \text{gmod}$, for $i = 1, \ldots, k$, we write the induction operation as a convolution product

$$M_1 \cdots \cdots M_k = \text{Ind}_\beta(M_1 \otimes \cdots \otimes M_k).$$

This product equips the larger abelian category

$$\mathcal{D} = \bigoplus_{\beta \in Q_+} R(\beta) - \text{gmod}$$

with a monoidal structure.

2.2. **The $(\mathbb{Z}/2\mathbb{Z})^3$ categorical symmetry.** Certain natural symmetries of the category $\mathcal{D}$ follow naturally from definitions of quiver Hecke algebras. Let us sum up these various involutive constructions that are scattered across the relevant literature (e.g. [LV11, KMR12, KKKO18]).

Let us write $\beta \mapsto \beta^\dagger$ for the additive involution on $Q$ defined on $I$ by $\alpha_i \mapsto \alpha_{-i}$, for all $i \in \mathbb{Z}$.

For all $\beta \in Q_+$, there is a unique graded algebra isomorphism $\text{sgn} = \text{sgn}_\beta : R(\beta) \to R(\beta^\dagger)$ given by

$$\text{sgn}(\epsilon(\nu_1, \ldots, \nu_|\beta|)) = \epsilon(\nu_1^\dagger, \ldots, \nu_|\beta|^\dagger), \quad \text{sgn}(y_i) = -y_i, \quad \text{sgn}(\psi_i) = -\psi_i$$

on generators. Clearly, $\text{sgn}$ is an involution, in the sense that $\text{sgn}^{-1} = \text{sgn}_{\beta^\dagger}$. 

We write
\[ M \mapsto M^{\sgn} \]
for the corresponding functor \( R(\beta) - \gmod \to R(\beta^\dagger) - \gmod \).

There is also a unique graded algebra involution \( \sigma = \sigma_\beta : R(\beta) \to R(\beta) \) given by
\[
\sigma(e(\nu_1, \ldots, \nu|\beta|)) = e(\nu|\beta|, \ldots, \nu_1), \quad \sigma(y_i) = y_{|\beta|+1-i},
\]
on generators.

We write
\[ M \mapsto M^\sigma \]
for the corresponding functor \( R(\beta) - \gmod \to R(\beta) - \gmod \).

Finally, the algebra \( R(\beta) \) also possesses an anti-involution \( \tau \) given as an identity on all generators in the definition of the algebra. For \( M \in R(\beta) - \gmod \), the complex dual space \( M^\ast \) becomes a graded left \( R(\beta) \)-module through \( \tau \).

Thus, we think of \( M \mapsto M^\ast \) as a contravariant involution of the category \( R(\beta) - \gmod \).

The three functors, \( \sgn, \sigma \) and \( \ast \), clearly extend to commuting functorial involutions of the category \( \mathcal{D} \).

**Proposition 2.1.** For modules \( M_1 \in R(\beta_1) - \gmod \) and \( M_2 \in R(\beta_2) - \gmod \), we have the natural isomorphisms
\[
(M_1 \circ M_2)^{\sgn} \cong M_1^{\sgn} \circ M_2^{\sgn},
\]
in \( R(\beta_1^\dagger + \beta_2^\dagger) - \gmod \), and
\[
(M_1 \circ M_2)^\sigma \cong M_2^\sigma \circ M_1^\sigma, \quad (M_1 \circ M_2)^\ast((-\wt(M_1), \wt(M_2))) \cong M_2^\ast \circ M_1^\ast
\]
in \( R(\beta_1 + \beta_2) - \gmod \).

**Proof.** The first two isomorphisms follow from the identities
\[
\sgn_{\beta_1 + \beta_2} \circ (\sgn_{\beta_1} \otimes \sgn_{\beta_2}) = \sgn_{\beta_1 + \beta_2} \otimes \sgn_{\beta_1 + \beta_2} \circ (\sgn_{\beta_1} \otimes \sgn_{\beta_2}),
\]
which are a result of their validity on generators.

The last isomorphism is a consequence of [LV11, Theorem 2.2] and is stated, for example, in [KKKO18, Section 2.1].

\[ \square \]

### 2.3. Simple modules and Kleshchev-Ram classification.

Let \( \Irr(\beta) \) (\( g\Irr(\beta) \)) be the set of isomorphism classes of simple modules in \( R(\beta) - \mod (R(\beta) - \gmod) \).

Each \( M \in g\Irr(\beta) \) remains simple as an ungraded module, while each \( L \in \Irr(\beta) \) has a unique, up to shift, graded structure (e.g. [BK09b, Section 2.4]).

Moreover, for each \( M \in g\Irr(\beta) \), it is known that there is a (unique) integer \( k \), such that \( (M(k))^\ast \cong M(k) \).

Thus, we will often treat \( \Irr(\beta) \) as a subset of \( g\Irr(\beta) \), that is, the isomorphism classes of self-dual simple modules in \( R(\beta) - \gmod \).
Given \( M \in R(\beta) - \text{gmod} \), we write \([M] \in \mathbb{Z}_{\geq 0}[g\text{Ir}(\beta)]\) as a formal sum of the Jordan-Hölder series of \( M \). Taking shifts into account, we may write it as a sum

\[
[M] = \sum_{L \in \text{Ir}(\beta)} \sum_{i \in \mathbb{Z}} m_{L,i}[L(i)].
\]

Given any \( L \in \text{Ir}(\beta) \) and \( M \in R(\beta) - \text{gmod} \), we define the graded multiplicity of \( L \) in \( M \) as the Laurent polynomial

\[
m(M,L)(q) = \sum_{i \in \mathbb{Z}} m_{L,i}q^i \in \mathbb{Z}_{\geq 0}[q,q^{-1}].
\]

Let us recall the classification of \( \text{Ir}_D := \bigcup_{\beta \in Q_+} \text{Ir}(\beta) \) as obtained in [KR11].

For each pair of integers \( i \leq j \), we denote the element \( \Delta(i,j) = \alpha_i + \alpha_{i+1} + \ldots + \alpha_j \in Q_+ \).

We refer to \( \text{Seg} = \{ \Delta(i,j) \}_{i \leq j} \subseteq Q_+ \) as the set of segments (positive roots).

For a segment \( \Delta = \Delta(i,j) \in \text{Seg} \), we write \( i = b(\Delta) \) and \( j = e(\Delta) \) for its begin and end points.

Let \( \leq \) denote the total lexicographical order on \( \text{Seg} \), so that \( \Delta_1 \leq \Delta_2 \) if \( b(\Delta_1) < b(\Delta_2) \) holds, or that both \( b(\Delta_1) = b(\Delta_2) \) and \( e(\Delta_1) \leq e(\Delta_2) \) hold.

Similarly, let \( \leq_r \) denote the right lexicographical order on \( \text{Seg} \), defined as \( \leq \), but with the roles of \( b(\Delta) \) and \( e(\Delta) \) reversed.

We refer to elements of the free abelian monoid \( \mathcal{M} = \mathbb{Z}_{\geq 0}[\text{Seg}] \) as multisegments.

There is a natural additive map \( \text{wt} : \mathcal{M} \rightarrow Q_+ \), defined by \( \text{wt}(\Delta) = \Delta \), for each \( \Delta \in \text{Seg} \).

Each \( \Delta \in \text{Seg} \) is attached with a segment module \( L_\Delta \in \text{Ir}(\Delta) \). It may be characterized as the unique self-dual 1-dimensional \( \mathbb{Z}(\Delta) \)-module, for which there exists \( \nu = (\nu_1, \ldots, \nu_{|\Delta|}) \in \mathcal{I}^\Delta \) with \( \nu_1 = \alpha_{e(\Delta)} \), so that \( e(\nu)L_\Delta \neq 0 \).

Each \( m \in \mathcal{M} \) can be uniquely written as \( m = \sum_{i=1}^k p_i \Delta_i \), for segments \( \Delta_1 <_r \ldots <_r \Delta_k \) in \( \text{Seg} \).

In these terms, the Kleshchev-Ram classification attaches to \( m \in \mathcal{M} \) the proper standard module

\[
\text{KR}(m) := L_{\Delta_1}^{\circ p_1} \ast \ldots \ast L_{\Delta_k}^{\circ p_k} \left\langle \begin{pmatrix} p_1 \\ 2 \end{pmatrix} + \ldots + \begin{pmatrix} p_k \\ 2 \end{pmatrix} \right\rangle \in R(\text{wt}(m)) - \text{gmod}.
\]

Here \( L^{\circ p} = L \circ \ldots \circ L \) denotes the \( p \)-th induction product of a module with itself.

**Theorem 2.2.** [KR11, Theorem 7.2] The head (or co-socle, i.e. maximal semisimple quotient) of \( \text{KR}(m) \), denoted as \( L_m \), is simple and self-dual. The resulting map

\[
\mathcal{M} \rightarrow \text{Ir}_D, \quad m \mapsto L_m
\]

---

2Through a slight abuse of notation, we put \( \text{Seg} \) as a subset of both \( \mathbb{Q}_+ \) and \( \mathcal{M} \).
is a bijection.

For $m \in \mathcal{M}$, we set 
$$b(m) = n_1\alpha_b(\Delta_1) + \ldots + n_k\alpha_b(\Delta_k),$$
and write $|m| = |b(m)|$, that is, the number of segments used to define $m$.

For $L = L_m \in \text{Irr}_D$, we also write $b(L) = b(m)$.

It will also be convenient to write $\text{wt}(M) = \beta$, for any module $M \in R(\beta) - \text{gmod}$. In that sense, we obtain $\text{wt}(L_m) = \text{wt}(m)$.

Remark 2.3. The Kleshchev-Ram construction of a proper standard module out of a given multisegment $m \in \mathcal{M}$ is less canonical than how it may appear in our current presentation. More precisely, the construction depends on a choice of a total order on the set $\mathcal{I}$ (i.e. on $\mathbb{Z}$). Our definition of $\text{KR}(m)$ takes the order given by $\alpha_i > \alpha_j$, for $i < j$.

In fact, when applying the algebra involution $\sigma$, the resulting module $\text{KR}(m)$$^\sigma$ would produce the proper standard module given by the reverse order on $\mathcal{I}$, that is, when $\alpha_i < \alpha_j$, for $i < j$. Hence, observing that $L_{\sigma m}$ is the self-dual simple head of $\text{KR}(m)^\sigma$, we see that the map $m \mapsto L_{\sigma m}$ gives another bijection $\mathcal{M} \to \text{Irr}_D$, still within the Kleshchev-Ram framework.

When comparing these categories with representations of $p$-adic groups (see Section 4), the involution $\sigma$ becomes a realization of the Zelevinsky involution on irreducible representations.

Note now, that $\text{Seg}$ as a subset of $\mathbb{Q}$ is invariant under the $\dagger$ involution. More precisely, $\Delta(i,j)$$^\dagger = (\Delta(\dagger j, -\dagger i)) \in \text{Seg}$, for any $i \leq j$. Thus, we may extend it to an additive involution $\dagger : \mathcal{M} \to \mathcal{M}$.

Proposition 2.4. For all $m \in \mathcal{M}$, we have isomorphisms
$$\text{KR}(m)^{\text{sgn}} \cong \text{KR}(m)$$
of modules in $R(\text{wt}(m)$$^\dagger) - \text{gmod}$.

Proof. For $\Delta \in \text{Seg}$ and $\nu \in \mathcal{I}^\Delta$ with $e(\nu)L_\Delta \neq 0$, we have a 1-dimensional module $L_\Delta$$^{\text{sgn} \circ \sigma}$ in $R(\Delta) - \text{gmod}$, with $(e(\nu))^{\text{sgn} \circ \sigma} L_\Delta$$^{\text{sgn} \circ \sigma} \neq \{0\}$. By definitions of $\sigma$ and $\text{sgn}$,
$$(e(\nu))^{\text{sgn} \circ \sigma} = e(\mu),$$
for $\mu = (\mu_1, \ldots, \mu_{\Delta}) \in \mathcal{I}^\Delta$ with $\mu_1 = \alpha_{b(\Delta)\dagger} = \alpha_{e(\Delta)\dagger}$. Hence,
$$L_\Delta$$^{\text{sgn} \circ \sigma} \cong L_{\Delta\dagger}.$$

Now, since $\Delta_1 \prec_r \Delta_2$ holds for segments $\Delta_1, \Delta_2 \in \text{Seg}$, if and only if, $\Delta_1$$^\dagger \prec_r \Delta_2$$^\dagger$ holds, we see from Proposition 2.4 that $\text{KR}(m)^{\text{sgn} \circ \sigma} \cong \text{KR}(m)$$^\dagger$ and the other identities evidently follow.

\section{2.4. Cyclotomic quotients.}

Consider the monoid $P = \mathbb{Z}[\mathcal{I}^\wedge]$, with $\mathcal{I}^\wedge = (\Lambda_i)_{i \in \mathbb{Z}}$, as a lattice dual to $Q$. In other words, a bi-additive pairing $P \times Q \rightarrow \mathbb{Z}$, $\Lambda, \beta \mapsto (\Lambda, \beta)$, is fixed by setting $(\Lambda_i, \alpha_j) = \delta_{i,j}$, for all $i, j \in \mathbb{Z}$.

\footnote{The more general procedure as extended in [BKM14] depends on a choice of a (convex) order on the set of positive roots, that is, on $\text{Seg}$.}
We denote the positive cone $P_+ = \mathbb{Z}_{\geq 0}[I^\vee] \subseteq P$. For an element $\Lambda = \sum_{i \in \mathbb{Z}} c_i \Lambda_i \in P_+$, we denote its level $|\Lambda| = \sum_{i \in \mathbb{Z}} c_i \in \mathbb{Z}_{\geq 0}$.

A tuple $\kappa = (k_1, \ldots, k_l) \in \mathbb{Z}_l$, with $k_1 \geq \ldots \geq k_l$, is called a multicharge. Each such multicharge $\kappa$ describes a weight $\Lambda(\kappa) = \Lambda_{k_1} + \ldots + \Lambda_{k_l} \in P_+$ with $|\Lambda(\kappa)| = l$.

An involution $\Lambda \mapsto \Lambda^\dagger$ may be defined on $P$, similarly to $Q$. For a multicharge $\kappa = (k_1, \ldots, k_l)$, we write $\kappa^\dagger = (-k_l, \ldots, -k_1)$ for the multicharge satisfying $\Lambda(\kappa)^\dagger = \Lambda(\kappa^\dagger)$.

Given $\beta \in Q_+$ and $\Lambda \in P_+$, the cyclotomic quiver Hecke algebra $R(\beta)\Lambda$ is defined to be the quotient of the algebra $R(\beta)$ by the ideal generated by homogeneous elements of the form $y_{(\Lambda,\nu_1)}(\nu)$, for all $\nu = (\nu_1, \ldots, \nu_{|\beta|}) \in I^\beta$.

The resulting algebras $R(\beta)\Lambda$ are finite-dimensional and graded.

For any $d \in \mathbb{Z}_{\geq 1}$ and $\Lambda \in P_+$, it was shown [BK09a] that the algebra $R_d^\Lambda = \bigoplus_{\beta \in Q_+, |\beta| = d} R(\beta)^\Lambda$ is isomorphic to the cyclotomic Hecke algebra (of type $A$) defined by $\Lambda$.

For each $\beta \in Q_+$ and $\Lambda \in P_+$, the isomorphism $\text{sgn}_\beta$ factors through the cyclotomic quotients to produce an involutive isomorphism $\text{sgn} = \text{sgn}_\Lambda^\beta : R(\beta)^\Lambda \to R(\beta^\dagger)^{\Lambda^\dagger}$ of graded algebras.

We write $M \mapsto M^\text{sgn}$ for the corresponding functor $R(\beta)^\Lambda - \text{gmod} \to R(\beta^\dagger)^{\Lambda^\dagger} - \text{gmod}$.

**Remark 2.5.** The involution $\sigma_\beta$ on $R(\beta)$ does not factor through the cyclotomic quotients. Yet, some literature on quiver Hecke algebras (see e.g. [KKOP18]) gives an alternative definition for those algebras as quotients by ideals of elements of the form $y_{(\Lambda,\nu_1)}(\nu)$. Evidently, the algebra involution $\sigma_\beta$ then induces a canonical isomorphism between the quotients produced by the two different definitions.

Let us denote the natural inflation functor

$$\text{infl} : R(\beta)^\Lambda - \text{gmod} \to R(\beta) - \text{gmod},$$

defined by pulling module structure through the graded quotient homomorphism $R(\beta) \to R(\beta)^\Lambda$.

The anti-involution $\tau$ on $R(\beta)$ factors through the quotient to an anti-involution on $R(\beta)^\Lambda$. Hence, a duality functor $M \mapsto M^*$, that commutes with inflation, may be defined similarly on $R(\beta)^\Lambda - \text{gmod}$.

In particular, same as for $\text{Irr}(\beta)$, we let $\text{Irr}(\beta)^\Lambda$ simultaneously denote the set of isomorphism classes of ungraded simple modules of $R(\beta)^\Lambda$, or of self-dual graded simple modules.

The inflation functor gives a natural embedding

$$\text{infl} : \text{Irr}(\beta)^\Lambda \to \text{Irr}(\beta).$$
3. Derivatives of graded modules

Let us first recall the notion crystal operators (or Kashiwara operators) for quiver Hecke algebras.

Given a simple root \( \alpha = \alpha_i \in \mathbb{Z} \) and an integer \( n \in \mathbb{Z}_{\geq 0} \), there is a unique simple self-dual class \( L(i, n) \in \text{Irr}(n\alpha) \). As a graded \( R(n \cdot \alpha) \)-module, \( L(i, n) \) has a projective cover \( P(i, n) \).

For \( \beta \in Q_+ \) with \( n\alpha \leq \beta \), as for example in [BK09b, Section 2.6], we define the divided power functor

\[
\theta_i^{(n)} : R(\beta) - \text{gmod} \to R(\beta - n\alpha) - \text{gmod}
\]

by

\[
\theta_i^{(n)}(M) = \text{Hom}_{R(n\alpha)-\text{mod}}(P(i, n), \text{Res}_{(\beta-n\alpha,n\alpha)}(M)),
\]

where \( R(n\alpha) \) is taken as a subalgebra of \( R(\beta - n\alpha, \beta) \cong R(\beta - n\alpha) \otimes R(n\alpha) \).

In other words, when non-zero, we have

\[
\text{Res}_{(\beta-n\alpha,n\alpha)}(M) = \theta_i^{(n)}(M) \boxtimes L(i, n).
\]

We naturally extend these into exact functors \( \theta_i^{(n)} : \mathcal{D} \to \mathcal{D} \) by setting \( \theta_i^{(n)}|_{R(\beta)-\text{gmod}} \) as the zero functor, whenever \( n\alpha \not\leq \beta \).

Following standard notation, for any \( M \in \text{Irr}_D \), we let \( e_i(M) \) be the maximal \( k \in \mathbb{Z}_{\geq 0} \), for which \( \theta_i^{(k)}(M) \neq \{0\} \) holds. It is known ([KKKO18, Section 10.1]), that \( \theta_i^{e_i(M)}(M) \) is always a self-dual simple module.

We call a sequence \( i = (i_1, \ldots, i_t) \in \mathbb{Z}_1 \) of integers admissible, when \( i_r \neq i_{r+1} \) holds, for all \( 1 \leq r < t \).

Let us fix one admissible sequence \( i = (i_1, \ldots, i_t) \) for the time being.

Let us consider the additive monoid \( A_t = \mathbb{Z}_{\geq 0}^t \). We have a monoid homomorphism

\[
A_t \to Q_+, \ a = (a_1, \ldots, a_t) \mapsto \beta(i, a),
\]

given by \( \beta(i, a) = a_1\alpha_{i_1} + \ldots + a_t\alpha_{i_t} \in Q_+ \).

For any \( a = (a_1, \ldots, a_t) \in A_t \), we denote the composition of functors

\[
\theta_i^a = \theta_i^{(a_1)} \circ \cdots \circ \theta_i^{(a_t)} : \mathcal{D} \to \mathcal{D}.
\]

We see that \( \theta_i^a \) restricts to a functor from \( R(\beta) - \text{gmod} \) to \( R(\beta - \beta(i, a)) - \text{gmod} \), for all \( \beta(i, a) \leq \beta \) in \( Q_+ \).

Next, we equip the monoid \( A_t \) with a bi-additive non-symmetric form \( (\ , \ )_i : A_t \times A_t \to \mathbb{Z} \) given by

\[
(e_r, e_u)_i = \begin{cases} 1 & r = u \\ (\alpha_{i_r}, \alpha_{i_u}) & r > u \\ 0 & u < r \end{cases},
\]

on the standard monoid generators \( e_1 = (1, 0, \ldots, 0), e_2 = (0, 1, 0, \ldots, 0), \ldots, e_t = (0, \ldots, 0, 1) \).

Note, that

\[
(a_1, a_2)_i + (a_2, a_1)_i = (\beta(i, a_1), \beta(i, a_2))
\]

holds, for all \( a_1, a_2 \in A_t \).
We now turn to an investigation of the monoidal properties of the derivative functors \( \theta^a_1 \).

**Proposition 3.1.** Given modules \( M_j \in R(\beta_j) - \text{gmod}, \ j = 1, \ldots, s \), an admissible sequence \( i \in \mathbb{Z}^t \) and \( a \in A_t \), the graded module

\[
\theta^a_1(M_1 \circ \cdots \circ M_s)
\]

has a filtration of submodules, whose composition factors are indexed by decompositions

\[
a = a_1 + \cdots + a_s,
\]

with \( a_1, \ldots, a_s \in A_t \), and are given as

\[
\theta^a_1(M_1) \circ \cdots \circ \theta^a_1(M_s) \langle \Phi_{\beta_1, \ldots, \beta_s}(i, a_1, \ldots, a_s) \rangle,
\]

where

\[
\Phi_{\beta_1, \ldots, \beta_s}(i, a_1, \ldots, a_s) = \sum_{1 \leq j < k \leq s} ((a_j, a_k)_i - (\beta_k, \beta(i, a_j))) \in \mathbb{Z}.
\]

**Proof.** Here we use the Mackey theory as formulated in \([\text{Gur}21 \ \text{Proposition 2.1}] \) (see also \([\text{KL}09 \ \text{Proposition 2.18}], \ [\text{Kle}14 \ \text{Theorem 2.23}] \)), for decomposing

\[
N = \text{Res}_{\beta_1 + \cdots + \beta_s - \beta(i,a_1a_1, \ldots, a_1a_1)}(M_1 \circ \cdots \circ M_s).
\]

Using the identity (\( \bullet \)), we see that a filtration for \( N \) exists whose composition factors are given as

\[
N_{a_1, \ldots, a_s} = (\theta^a_1(M_1) \circ \cdots \circ \theta^a_1(M_s)) \boxtimes (\varphi^t_j \omega L(i, a^t_i)) \boxtimes \cdots \boxtimes (\varphi^t_j \omega L(i, a^t_i)) \langle -d(a_1, \ldots, a_s) \rangle,
\]

where \( a_j = (a^t_j, \ldots, a^t_j) \in A_t, \ j = 1, \ldots, s \), are such that \( a_1 + \cdots + a_s = a \), and \( d(a_1, \ldots, a_s) \) is the integer explicitly given in \([\text{Gur}21 \ \text{Proposition 2.1}] \).

More specifically,

\[
d(a_1, \ldots, a_s) = \sum_{1 \leq j < k \leq s} \left( \sum_{r=1}^{t} (\beta_k - \beta(i, a^t_k), a^t_k \alpha_r) + \sum_{1 \leq r < u \leq t} (a^t_k \alpha_u, a^t_k \alpha_r) \right) = \sum_{1 \leq j < k \leq s} \left( (\beta_k, \beta(i, a^t_j)) - (\beta(i, a^t_k), \beta(i, a^t_j)) + (a^t_k, a^t_j)_i - \sum_{r=1}^{t} a^t_j a^t_k \right) = \sum_{1 \leq j < k \leq s} \left( (\beta_k, \beta(i, a^t_j)) - (a^t_j, a^t_k)_i - \sum_{r=1}^{t} a^t_j a^t_k \right).
\]

Finally, recall that

\[
L(i, n) \cong \text{KR}(n \cdot \Delta(i, i)) = (L_{\Delta(i,i)})^\otimes \langle \left( \begin{array}{c} n \\ 2 \end{array} \right) \rangle,
\]

for all \( i \in \mathbb{Z} \) and \( n \geq 1 \). It follows that \( L(i, n_1) \circ L(i, n_2) \cong L(i, n_1 + n_2) \langle -n_1n_2 \rangle \).

Recursively, we obtain that

\[
N_{a_1, \ldots, a_s} \cong (\theta^a_1(M_1) \circ \cdots \circ \theta^a_1(M_s)) \boxtimes L(i_t, a_1) \boxtimes \cdots \boxtimes L(i_1, a_1) \left( -d(a_1, \ldots, a_s) - \sum_{r=1}^{t} \sum_{1 \leq j < k \leq s} a^t_j a^t_k \right).
\]
finishing our claim. □

Let us take the lexicographic order on \( A_t \), that is, \((a_1, \ldots, a_t) < (b_1, \ldots, b_t)\), when \( a_1 = b_1, \ldots, a_{r-1} = b_{r-1} \) and \( a_r < b_r \), for an index \( r \).

For \( M \in \mathcal{D} \), let \( a = a(i, M) \in A_t \) be the maximal index relative to this order, for which \( \theta_{\mathcal{A}}(M) \neq \{0\} \).

Following [BZ93], we call \( a(i, M) \) the \( i \)-string of \( M \).

For \( M \in R(\beta) - \text{gmod} \), we define \( \theta_i(M) = \theta_i^{(\epsilon_i(M))}(M) \in R(\beta - \beta(i, a)) - \text{gmod} \) to be the \( i \)-derivative of \( M \).

**Lemma 3.2.** For any \( M \in \text{Irr}_D \) and an admissible sequence \( i \in \mathbb{Z}^t \), the module \( \theta_i(M) \) is simple and self-dual.

*Proof.* Writing \( i = (i_1, \ldots, i_t) \) with \( i' = (i_1, \ldots, i_{t-1}) \), we see that \( \theta_i(M) = \theta_i^{(\epsilon_i(N))}(N) \), where \( N = \theta_i(M) \), by definition of the \( i \)-derivative.

By induction on \( t \), we may assume that \( N \) is simple and self-dual. Then, \( \theta_i^{(\epsilon_i(M))}(N) \) is simple and self-dual by our earlier remark. □

**Lemma 3.3.** For given modules \( M_1, \ldots, M_s \in \mathcal{D} \), we have the identity

\[
a(i, M_1 \circ \cdots \circ M_s) = a(i, M_1) + \ldots + a(i, M_s).
\]

in \( A_t \). For a subquotient module \( N \) of \( M_1 \circ \cdots \circ M_s \in \mathcal{D} \), we have \( a(i, N) \leq a(i, M_1 \circ \cdots \circ M_s) \).

*Proof.* Suppose that \( a \in A_t \) is such that \( \theta_{\mathcal{A}}(N) \neq \{0\} \), for a subquotient \( N \) of \( M_1 \circ \cdots \circ M_s \).

By exactness, \( \theta_{\mathcal{A}}(M_1 \circ \cdots \circ M_s) \neq \{0\} \). According to Proposition 3.1, there must exist a decomposition \( a = a_1 + \ldots + a_s \), for which the product \( \theta_{\mathcal{A}}(M_1) \circ \cdots \circ \theta_{\mathcal{A}}(M_s) \) is non-zero.

Hence, \( a_j \leq a(i, M_j) \), for all \( 1 \leq j \leq s \). It implies that \( a \leq a(i, M_1) + \ldots + a(i, M_s) \) holds in \( A_t \).

Finally, \( \theta_i^{a(i, M_1) + \ldots + a(i, M_s)}(M_1 \circ \cdots \circ M_s) \) is non-zero again by Proposition 3.1. □

**Proposition 3.4.** For given modules \( M_1, \ldots, M_s \in \mathcal{D} \) and an admissible sequence \( i \in \mathbb{Z}^t \), we have an isomorphism of graded modules

\[
\theta_i(M_1 \circ \ldots \circ M_s) \cong \theta_i(M_1) \circ \cdots \circ \theta_i(M_s) \langle \Phi(i, M_1, \ldots, M_s) \rangle,
\]

where

\[
\Phi(i, M_1, \ldots, M_s) = \Phi_{\text{wt}(M_1),\ldots,\text{wt}(M_s)}(i, a(i, M_1), \ldots, a(i, M_s)) \in \mathbb{Z}
\]

is defined using the number from Proposition 3.1.

*Proof.* The statement follows from Proposition 3.1 and Lemma 3.3 after noting that whenever a decomposition

\[
a_1 + \ldots + a_s = a(i, M_1) + \ldots + a(i, M_s)
\]
in the monoid $A_t$ exists with an index $j$, such that $a_j \neq a(i, M_j)$ holds, there must be an index $k$, for which an inequality $a_k > a(i, M_k)$ holds.

\[ \square \]

**Corollary 3.5.** For given modules $M_1, \ldots, M_s \in \mathcal{D}$, a simple module $L \in \text{Irr}_\mathcal{D}$ and an admissible sequence $i \in \mathbb{Z}'$, the graded multiplicities satisfy the relation

$$
m(\theta_i(M_1) \circ \cdots \circ \theta_i(M_s), \theta_i(L))(q) =
\begin{cases}
q^{-\Phi(M_1, \ldots, M_s)} m(M_1 \circ \cdots \circ M_s, L)(q) & a(i, L) = a(i, M_1) + \ldots + a(i, M_s) \\
0 & a(i, L) \neq a(i, M_1) + \ldots + a(i, M_s)
\end{cases}$$

We note that a property of extremal words in module characters [Kle14, Proposition 2.31] may be viewed as a variant of the last corollary.

3.1. **Bernstein-Zelevinsky derivatives.** Let us write $i_0 = (T, T - 1, \ldots, -T + 1, -T) \in \mathbb{Z}^{2T+1}$, for a choice of $T \in \mathbb{Z}_{>0}$. We will say that $i_0$ is a $\text{BZ-sequence}$ for $\beta \in \mathbb{Q}_+$, if $\beta \in \mathbb{Q}_T$.

For a module $M \in R(\beta) - \text{gmod}$ and a $\text{BZ-sequence}$ $i_0$ for $\beta$, we define $\theta_{\text{BZ}}(M) = \theta_{i_0}(M)$ to be the $\text{BZ-derivative}$ of $M$. It is easily seen to be independent of the particular choice of $i_0$ (that is, of $T$).

By Lemma 3.2 for $L \in \text{Irr}_\mathcal{D}$, we have $\theta_{\text{BZ}}(L) \in \text{Irr}_\mathcal{D}$. The resulting map on classes of simple modules can be explicated as follows.

For a segment $\Delta = \Delta(i, j) \in \text{Seg}$ with $i < j$, we set $\Delta' = \Delta(i + 1, j) \in \text{Seg}$. For any $i \in \mathbb{Z}$, we set $\Delta(i, i)' = 0$.

For a segment $\Delta = \Delta(i, j) \in \text{Seg}$, we set $\Delta^+ = \Delta(i - 1, j)$.

Given a multisegment $m = \sum_i \Delta_i \in \mathcal{M}$, we write $m' = \sum_i \Delta_i' \in \mathcal{M}$ and $m^+ = \sum_i \Delta_i^+ \in \mathcal{M}$.

Clearly, $(m^+)' = m$ holds, for all $m \in \mathcal{M}$.

The following lemma is a property discovered through various settings affiliated with our discussion. For representations of $p$-adic linear groups it was explored in [M09] and [Jan07] (see [LM16, Theorem 5.11]), for affine Hecke algebras modules in [Vaz02], while its decategorified versions in terms of crystal structure on quantum groups were noted in [BZ93] and [Rei97].

We give our own standalone proof rather than involving various equivalences and dualities.

**Lemma 3.6.** For a multisegment $m \in \mathcal{M}$ and an integer $j \in \mathbb{Z}$, let us write $m_j \leq m$ for the multisegment consisting of all segments $\Delta$ in $m$ with $b(\Delta) = j$.

Suppose that $m_{j+1} = 0$, for a given $j \in \mathbb{Z}$. Then,

$$\theta_{(j)}(L_m) \cong L_{m - m_j + m_j'}.$$

**Proof.** For any segment $\Delta \in \text{Seg}$, it follows from the defining properties of segment modules that

$$\epsilon_j(L_\Delta) = \begin{cases} 1 & b(\Delta) = j \\
0 & b(\Delta) \neq j \end{cases}.$$
Using Lemma 3.3 it then follows that $\epsilon_j(KR(m)) = |m_j|$, and consequently, $\epsilon_j(L_m) \leq |m_j|$.

Knowing that $\theta_{j+1}(L_m)$ must lie in $\text{Irr}_P$, it suffices to show that $\text{Res}_{\omega}(m) \leq |m_j|\alpha_j,|m_j|\alpha_j)(L_m)$ contains the subquotient $L_{m_j} \otimes L(j,|m_j|)$, up to a shift of grading.

We denote $n = m - m_j + m_j'. Due to head simplicity of proper standard modules, the desired fact would follow, once we obtain that the space

\[(2) \quad \text{Hom}_R(\omega - |m_j|, L_m) \cong \text{Hom}(KR(n) \otimes L(j,|m_j|), \text{Res}_{\omega}(m) \leq |m_j|\alpha_j,|m_j|\alpha_j)(L_m)\]

does not vanish.

By [Gur21] Lemma 4.2, up to a shift of grading, we may identify the module $KR(m)$ with

\[(3) \quad KR(m_{-T}) \circ KR(m_{-T+1}) \circ \cdots \circ KR(m_T),\]

assuming $\omega(m) \in Q^T_+$. Similarly, using the assumption $m_{j+1} = 0$, we may write $KR(n)$, up to a shift of grading, as

$$KR(m_{-T}) \circ KR(m_{-T+1}) \circ \cdots \circ KR(m_{j-1}) \circ KR(m_j') \circ KR(m_{j+2}) \circ \cdots \circ KR(m_T).$$

Recall the evident property ([Gur21] Lemma 4.2) that $L_{\Delta(j,j)}$ commutes, relative to the convolution product, with $KR(m_r)$, for all $j+1 < r$.

Hence, in $R(\omega(m))$ -- mod, we have

\[(4) \quad KR(n) \circ (L_{\Delta(j,j)}) \circ |m_j| \cong \text{Hom}(KR(n) \otimes L(j,|m_j|), \text{Res}_{\omega}(m) \leq |m_j|\alpha_j,|m_j|\alpha_j)(L_m))
\]

Applying Lemma 3.3 in same manner as above, we see that $KR(m_j') \otimes (L_{\Delta(j,j)}) \circ |m_j|$ is isomorphic, up to a shift, to $\text{Res}_{\omega}(m) \leq |m_j|\alpha_j,|m_j|\alpha_j)(KR(m_j))$. In particular, we see that the module in (3) is a quotient of the one in (4). Thus, we obtain a surjective $R(\omega(m))$ -- mod morphism from $KR(n) \circ (L_{\Delta(j,j)}) \circ |m_j|$ to $KR(m)$, which implies the non-vanishing of (2).

\[\square\]

**Proposition 3.7.** For any multisegment $m \in M$, we have

$$\theta_{BZ}(L_m) \cong L_m.$$

**Proof.** Suppose that $\omega(m) \in Q^T_+$. We can write $m = \sum_{-T \leq r \leq T} m_r$, with $m_r$ as in the statement of Lemma 3.6.

Recalling that

$$\theta_{BZ}(L_m) = (\theta_{-T} \circ \theta_{-T+1} \circ \cdots \circ \theta_T)(L_m),$$

a consecutive application of Lemma 3.6 then gives the identity. \[\square\]

**Proposition 3.8.** For a multisegment $m \in M$ a BZ-sequence $i_0$ for $\omega(m)$, we have

$$\beta(i_0, a(i_0, L_m)) = b(m).$$
In particular, for \( i_0 = (T, T - 1, \ldots, -T + 1, -T) \), the map \( m \mapsto a(i_0, L_m) \) is an additive function defined on the monoid

\[ \{ m \in \mathcal{M} : \text{wt}(m) \in Q^+(T) \} , \]

and \( b(m) = b(n) \) implies \( a(i_0, L_m) = a(i_0, L_n) \) for any \( m, n \) in that monoid.

**Proof.** The first statement follow from Proposition 3.7 after noting that \( \text{wt}(m) - \text{wt}(m') = b(m) \).

Other parts of the proposition are a consequence of the evident injectivity of the monoid homomorphism \( a \mapsto \beta(i_0, a) \) and additivity of \( m \mapsto b(m) \).

**□**

Let us define another bi-additive (non-symmetric) integer form on \( Q \) by setting

\[ (\alpha_i, \alpha_j)_\ell = \begin{cases} 
1 & i = j \\
-1 & i = j - 1 \\
0 & j - i \notin \{0, 1\}
\end{cases} , \quad \forall i, j \in \mathbb{Z} . \]

For multisegments \( m_1, \ldots, m_s \in \mathcal{M} \), we define the integer number

\[ \Phi(m_1, \ldots, m_s) = \sum_{1 \leq j < k \leq s} ((b(m_j), b(m_k))_\ell - (b(m_j), \text{wt}(m_k))) . \]

It will also be useful to take note of the following combinatorial invariants. As in [Gur21, Section 6.2], for any pair of multisegments

\[ n_1 = \sum_{i=1}^{k_1} \Delta^1_i, \quad n_2 = \sum_{i=1}^{k_2} \Delta^2_i \in \mathcal{M} , \]

we define the number

\[ C(n_1, n_2) = \#\{ (i, j) : b(\Delta^1_i) = e(\Delta^2_j) + 1 \} . \]

More generally, for a tuple \( m_1, \ldots, m_s \in \mathcal{M} \), we write

\[ C(m_1, \ldots, m_s) = \sum_{1 \leq j < k \leq s} C(m_j, m_k) , \]

and

\[ C'(m_1, \ldots, m_s) = \sum_{1 \leq j < k \leq s} C(\overrightarrow{m_j}, m_k) . \]

Here, we write \( \overrightarrow{\Delta} = \Delta(i + 1, j + 1) \in \text{Seg} \), for any \( \Delta = \Delta(i, j) \in \text{Seg} \), and extend additively to \( \mathcal{M} \).

**Proposition 3.9.** The identities

\[ C(m_1, \ldots, m_s) - C'(m_1, \ldots, m_s) = \Phi(m_1, \ldots, m_s) = \Phi(i_0, L_{m_1}, \ldots, L_{m_s}) \]

hold (with the right-hand side defined in Proposition 3.4), for all \( m_1, \ldots, m_s \in \mathcal{M} \).
Proof. By additivity, it is enough to check that
\[ C(\Delta_1, \Delta_2) - C(\Delta_1, \Delta_2) = \Phi(\Delta_1, \Delta_2) \]
holds, for any pair segments \( \Delta_1, \Delta_2 \in \text{Seg} \) to show the first equality. Indeed, the equality for segments is easily verified.

The second equality follows from Proposition \( \PageIndex{3.8} \) and the monotone nature of BZ-sequences. \( \square \)

**Theorem 3.10.** For any given modules \( L_{m_1}, \ldots, L_{m_s}, L_n \in \text{Irr}_D \), the graded multiplicities satisfy the relation

\[
m(L_{m_1} \circ \cdots \circ L_{m_s}, L_n)(q) = \begin{cases} q^{-\Phi(m_1, \ldots, m_s)}m(L_{m_1} \circ \cdots \circ L_{m_s}, L_n)(q) & b(n) = b(m_1) + \ldots + b(m_s) \\ 0 & b(n) \neq b(m_1) + \ldots + b(m_s) \end{cases}
\]

**Proof.** This a special case of Corollary \( \PageIndex{3.5} \), when applied on \( \theta_i \), for a choice of BZ-sequence \( i \) for \( \text{wt}(m_1 + \ldots + m_s) \). The statements are equivalent by Propositions \( \PageIndex{3.7} \) and \( \PageIndex{3.9} \) while the assumed conditions are equivalent by Proposition \( \PageIndex{3.8} \). \( \square \)

4. Relation with representations of \( p \)-adic general linear groups

The aim of this section is to point out that the operators \( \theta_i \), for a BZ-sequence \( i \), on the category \( D \), are the direct analogue of the Bernstein-Zelevinsky derivatives. The latter were a central tool in the classical treatment \([BZ77, Zel80]\) of the basics of the smooth representation theory of \( p \)-adic \( GL_n \) groups.

This section has a standalone nature and does directly not pertain our results on quiver Hecke algebra modules. Hence, it may be skipped without damaging the main reading narrative.

4.1. Background. Let us recall the essentials of the relevant \( p \)-adic setting and its categorical links with representations of quiver Hecke algebras. We make a concise summary of the more detailed discussion in \([Gur21, \text{Section 3}]\).

Let \( F \) be a fixed \( p \)-adic field, and \( G_n = GL_n(F) \), for \( n \geq 1 \), be the locally compact (reductive) group of \( n \times n \) invertible matrices over it. We write \( G_n - \text{mod} \) for the abelian category of finite-length (typically infinite-dimensional) smooth representations of \( G_n \) over the complex field, and \( \text{Irr}(G_n) \) for the set of isomorphism classes of irreducible representations in \( G_n - \text{mod} \).

Given a decomposition \( n = n_1 + n_2 \), we denote the Levi subgroup \( M_{n_1, n_2} = G_{n_1} \times G_{n_2} \subset G_{n_1+n_2} \), consisting of matrices that are block-diagonal with blocks of sizes \( (n_1, n_2) \). There is an exact functor, the \textit{Jacquet functor} (parabolic restriction),

\[ r_{n_1, n_2} : G_{n_1+n_2} - \text{mod} \to M_{n_1, n_2} - \text{mod} \]

serving as the appropriate analogue of a restriction operation.
Its right adjoint functor is the (standard, normalized) \textit{parabolic induction} functor, which we denote as a product
\[(\pi_1, \pi_2) \mapsto \pi_1 \times \pi_2 \quad M_{n_1, n_2} - \text{mod} \to G_{n_1+n_2} - \text{mod} .\]

4.1.1. Derivatives. Let \(U_n < G_n\) be the subgroup of upper unitriangular matrices, and let \(\psi : U_n \to \mathbb{C}^\times\) be a fixed non-degenerate character of the group.

The exact Whittaker functor \(W = W_n : G_n - \text{mod} \to \text{Vec}\), whose role is omnipresent throughout the theory of representations of \(p\)-adic groups, is defined by taking the space of \((U_n, \psi)\)-co-invariants of a representation.

A classical result [Rod73] states that for each \(\pi \in \text{Irr}(G_n)\), \(W(\pi)\) is either a 1-dimensional space (\(\pi\) being \textit{generic}), or the zero space.

For each \(0 \leq k \leq n\), The \textit{Bernstein-Zelevinsky derivative} may now be defined as the exact composed functor
\[D_{n,k} = (W \otimes \text{Id}) \circ r_{n-k} : G_n - \text{mod} \to G_{n-k} - \text{mod} .\]

Here, the product of abelian categories \(\text{Vec} \times (G_n - \text{mod})\) is naturally identified with \(G_n - \text{mod}\).

In particular, the Whittaker functor \(W_n = D_{n,n}\) becomes a special case of a Bernstein-Zelevinsky derivative.

Remark 4.1. Our definition is slightly unconventional, when compared to some literature. First, Bernstein-Zelevinsky derivatives are often defined using restriction functors that involve the mirabolic subgroup of \(G_n\). An equivalence to our sort of definition is quite straightforward by standard tools.

A more essential point to be made is that a functor of the transposed form \((\text{Id} \otimes W) \circ r_{n-k,k}\) is more commonly encountered. Those two variants are often referred to as left and right derivatives, while their mutual interplay often becomes useful in the \(p\)-adic literature (e.g. [CS21]).

Our current treatment will not require both notions. Instead, we choose to take the variant of definition which would be better consistent with our conventions on derivative operations on the quiver Hecke algebra side.

For a representation \(\pi \in G_n - \text{mod}\), the \textit{highest derivative} of \(\pi\) is set to be the representation \(D_{BZ}(\pi) = D_{n,k_{\text{max}}}(\pi)\), where \(k_{\text{max}}\) is the largest integer for which the representation is non-zero.

Finally, we may define the \textit{full derivative} as the exact functor
\[D = D_n = \bigoplus_{k=0}^n D_{n,k}\]
going from \(G_n - \text{mod}\) into \(\bigoplus_{k=0}^n G_{n-k} - \text{mod}\), viewed as a sum of abelian categories. This point of view was considered already in [Zel80] on a semisimplified level.

4.1.2. Decompositions according to supercuspidal support. A representation \(\rho \in \text{Irr}(G_d)\) is called \textit{supercuspidal}, when \(r_{d_1, d_2}(\rho) = \{0\}\), for all decompositions \(d = d_1 + d_2\).

Each such supercuspidal representation \(\rho \in \text{Irr}(G_d)\) defines a Serre subcategory \(\mathcal{C}(\rho, n)\) of \(G_{dn} - \text{mod}\), for each \(n \geq 1\), by taking the full subcategory of representations whose
(isomorphism classes of) irreducible subquotients can be produced as subquotients of representations of the form
\[ \rho \chi^{k_1} \times \cdots \times \rho \chi^{k_n}, \]
where \( k_1, \ldots, k_n \) are integers and \( \chi^k : G_n \to \mathbb{C}^\times \) denotes the character given by the \( p \)-adic norm \( g \mapsto \lvert \det(g) \rvert_F^k \).

Furthermore, for an irreducible \( \pi \in \mathcal{C}(\rho, n) \), the sequence \( k_1, \ldots, k_n \) is in fact defined uniquely, up to ordering. In a convenient choice of notation, we may therefore write \( \text{supp}_\rho(\pi) = \alpha_{k_1} + \ldots + \alpha_{k_n} \in Q_+ \), for the supercuspidal support of \( \pi \).

Refining our decomposition, we may write \( \mathcal{C}_\rho(\pi) = \sigma_\alpha k_1 + \ldots + \sigma_\alpha k_n \in \mathbb{Q}_+ \), for the supercuspidal support of \( \pi \).

A decomposition of abelian categories is thus attained
\[ \mathcal{C}(\rho, n) = \bigoplus_{\beta \in Q_+, \lvert \beta \rvert = n} \mathcal{C}_\rho^\beta, \quad \sigma = \bigoplus \sigma_\beta. \]

Equipped with the parabolic induction functor, the category
\[ \mathcal{C}_\rho^\beta = \bigoplus_{n=0}^\infty \mathcal{C}(\rho, n) = \bigoplus_{\beta \in Q_+} \mathcal{C}_\rho^\beta, \]
(ranging over representation categories of groups of various ranks) becomes a monoidal category.

4.1.3. Bernstein-Rouquier equivalences. Passing through module categories over affine Hecke algebras, the following equivalence holds.

**Theorem 4.2.** For each supercuspidal representation \( \rho \in \text{Irr}(G_d) \) and each weight \( \beta \in Q_+ \), there is an exact functor
\[ T_{\rho, \beta} : R(\beta) - \text{mod} \to \mathcal{C}_\rho^\beta, \]
which gives an equivalence of abelian categories.

Summing \( T_\rho := \bigoplus_{\beta \in Q_+} T_{\rho, \beta} \) gives an equivalence between the (ungraded) sum of categories \( \bigoplus_{\beta \in Q_+} R(\beta) - \text{mod} \) and \( \mathcal{C}_\rho^\mathbb{Z} \).

The equivalence is monoidal in the sense that
\[ T_{\rho, \beta_1 + \beta_2}(N_1 \circ N_2) \cong T_{\rho, \beta_1}(N_1) \times T_{\rho, \beta_2}(N_2) \]
holds, for any modules \( N_1 \in R(\beta_1) - \text{mod} \) and \( N_2 \in R(\beta_2) - \text{mod} \).

We also have a functorial isomorphism of the form
\[ r_{\beta_1, \beta_2}(T_\rho(N)) \cong (T_{\rho, \beta_2} \otimes T_{\rho, \beta_1})(\text{Res}_{\beta_2, \beta_1}(N)) \]
(when the Levi subgroups \( M_{|\beta_1|, |\beta_2|} \) and \( M_{|\beta_2|, |\beta_1|} \) are naturally identified), for any \( N \in R(\beta) - \text{mod} \) and a decomposition \( \beta = \beta_1 + \beta_2 \in Q_+ \).

Here, \( r_{\beta_1, \beta_2} \) stands for the composition of \( r_{|\beta_1|, |\beta_2|} \) with the projection \( \mathcal{C}(\rho, |\beta_1|) \times \mathcal{C}(\rho, |\beta_2|) \to \mathcal{C}_\rho^{\beta_1} \times \mathcal{C}_\rho^{\beta_2} \).
Proof. This is a composition of the so-called Bernstein equivalence between $p$-adic groups and affine Hecke algebras, together with the Rouquier equivalence between affine Hecke algebras and quiver Hecke algebras. It was explicated in [Gur21, Theorem 3.10, Proposition 3.11].

The last statement is deduced from the preceding monoidality statement by taking adjoint functors. The second adjointness principle for $p$-adic groups implies that $r_{n_2,n_1}$ is right-adjoint to the transposed functor $\pi_2, \pi_1 \mapsto \pi_1 \times \pi_2$ taking $M_{n_2,n_1}$-representations to $G_{n_1+n_2}$-representations.

We further recall that the Zelevinsky classification gives a bijection between multisegments in $\mathfrak M$ and the irreducible representations in $C^Z_\rho$, for any supercuspidal $\rho \in \text{Irr}(G_d)$. Namely, for each $m \in \mathfrak M$ an irreducible representation

$$Z(m) = Z_\rho(m) \in C^\text{wt}(m)$$

is constructed.

Through the equivalences of Theorem 4.2 the Kleshchev-Ram classification serves as a graded generalization of the Zelevinsky classification in the sense that an isomorphism of irreducible representations

$$(7) \quad Z_\rho(m) \cong T_\rho(L_m)$$

holds.

4.2. Comparing derivatives. Let $\partial : Q_+ \to \mathfrak M$ be the additive monoid homomorphism sending each $\alpha_i \in \mathcal I$ to $\alpha_i = \Delta(i, i) \in \mathfrak M$. So, $\text{wt}(\partial(\gamma)) = \gamma$, for all $\gamma \in Q_+$.

For any $\gamma \in Q_+$, we say that $L_{\partial(\gamma)}$ is a (or, the) generic representation in $\text{Irr}(\gamma)$.

From the point of view of representations of $p$-adic groups, this terminology makes sense because of the following well-known classification of irreducible representations with a Whittaker model.

Proposition 4.3. For a multisegment $m \in \mathfrak M$, the irreducible representation $Z_\rho(m) \in C^Z_\rho$ has a non-zero (i.e. 1-dimensional) Whittaker space $W(Z_\rho(m))$, if and only if, $m = \partial(\text{wt}(m))$.

We would first like to compare the Whittaker functor with our construction of derivatives in $\mathcal D$. To facilitate such comparison let us consider the following general property of abelian categories of the kind appearing in our setting.

Lemma 4.4. Let $L_0 \in \text{Irr}(\beta)$ be a given simple graded module, for $\beta \in Q_+$.

Suppose that two exact functors

$\mathcal F, \mathcal G : R(\beta) - \text{gmod} \to \text{Vec}$

are given, for which

$$\dim \mathcal F(L) = \dim \mathcal G(L) = \begin{cases} 1 & L \cong L_0 \\ 0 & L \not\cong L_0 \end{cases}$$

The source in fact deals with the inverse equivalence.
holds, for any $L \in \text{Irr}(\beta)$.

Then, $\mathcal{F}$ and $\mathcal{G}$ are isomorphic functors.

**Proof.** We make use of the cyclotomic quotients structure of $R(\beta)$. Let $\{\Lambda^n\}_{n=1}^{\infty}$ be a sequence in $P_+$, so that the action of $R(\beta)$ on $L_0$ factors through $R(\beta)^{\Lambda^1}$, and that for each $\alpha \in I$, $(\Lambda^n, \alpha)$ is an increasing sequence (going to infinity).

It follows that each morphism space in $R(\beta) - \text{gmod}$ is contained in $R(\beta)^{\Lambda^n} - \text{gmod}$, for large enough $n$. Hence, it is enough to define isomorphisms between functors

$$
\mathcal{F}_n := \mathcal{F}|_{R(\beta)^{\Lambda^n} - \text{gmod}} \rightarrow \mathcal{G}_n := \mathcal{G}|_{R(\beta)^{\Lambda^n} - \text{gmod}},
$$

for each $n$, in a consistent construction.

Let us take the sequence of modules $P_n \in R(\beta) - \text{gmod}$ with homomorphisms

$$
\cdots \rightarrow \phi_n P_n \rightarrow \phi_{n-1} P_{n-1} \rightarrow \phi_{n-2} \cdots \rightarrow \phi_1 P_1 \rightarrow \phi_0 L_0,
$$

so that each $P_n$ is the projective cover of $L_0$ in $R(\beta)^{\Lambda^n} - \text{gmod}$ (which exists, since $R(\beta)^{\Lambda^n}$ is finite dimensional).

Applying the functor $\mathcal{F}$ on (8), we may choose vectors $f_n \in \mathcal{F}(P_n)$, $n \geq 1$, so that $\mathcal{F}(\phi_n)(f_{n+1}) = f_n$ holds, and $\mathcal{F}(\phi_0)(f_1) \neq 0$ ($\mathcal{F}(\phi_0) \neq 0$ by exactness).

Let us define a natural transformation

$$
\tau_n : \text{Hom}_{R(\beta)^{\Lambda^n}}(P_n, \bullet) \rightarrow \mathcal{F}_n
$$

of functors going from $R(\beta)^{\Lambda^n} - \text{gmod}$ to $\text{Vec}$, by setting $\mathcal{F}_n(T)(f_n) \in \mathcal{F}_n(M)$ for each $T \in \text{Hom}_{R(\beta)^{\Lambda^n}}(P_n, M)$.

Exactness easily implies that $\tau_n(M)$ is an injective map, for all $M \in R(\beta)^{\Lambda^n} - \text{gmod}$. Moreover, taking exactness together with the assumed dimension properties of $\mathcal{F}$ and with the defining properties of a projective cover, leads to an equality of dimensions between $\text{Hom}_{R(\beta)^{\Lambda^n}}(P_n, M)$ and $\mathcal{F}_n(M)$. Hence, $\tau_n$ is an isomorphism of functors.

By arguing the same for $\mathcal{G}_n$, we reach an isomorphism $\mathcal{F}_n \cong \text{Hom}_{R(\beta)^{\Lambda^n}}(P_n, \bullet) \cong \mathcal{G}_n$ as desired. The consistent choice of $\{f_n\}$ taken for the construction of such functor isomorphisms allows for a limit extension to an isomorphism $\mathcal{F} \cong \mathcal{G}$.

\[ \square \]

**Lemma 4.5.** Let $i_0 \in \mathbb{Z}$ be a BZ-sequence for $\beta \in Q_+$. Let $\underline{a} = \underline{a}(\beta) \in A_i$ be the unique element for which $\beta(i_0, \underline{a}) = \beta$ holds.

Then, for any supercuspidal $\rho \in \text{Irr}(G_d)$, we have an isomorphism of functors

$$
\mathcal{W} \circ \mathcal{F}_{\rho, \beta} \circ \text{fgt} \cong \text{fgt} \circ \theta_{i_0}^{\rho(\beta)}
$$

from $R(\beta) - \text{gmod}$ to $\text{Vec}$, where $\text{fgt}$ denotes the grading-forgetful functor, and $\text{Vec}$ is naturally identified with $R(0) - \text{mod}$.

**Proof.** When taking into account exactness, Proposition 4.3 Lemma 4.4 and the identity (7), we are left with the task of showing that, for any $m \in \mathfrak{M}$ with $\text{wt}(m) = \beta$, the space $\theta_{i_0}^{a(\beta)}(L_m)$ is zero, unless $m$ is generic, and that in the latter case the space is 1-dimensional.

Let us write $i_0 = (T, T - 1, \ldots, -T)$ and $\underline{a} = (a_{-T}, \ldots, a_T)$.

Note, that $\beta = \sum_{i=-T}^{T} a_i \alpha_i$ implies $\partial(\beta) = \sum_{i=-T}^{T} a_i \Delta(i, i)$. 


By construction, the proper standard module \( \text{KR}(\partial(\beta)) \) is written as the product
\[
\Delta(-T, -T)^{\text{oa}_T} \circ \cdots \circ \Delta(T - 1, T - 1)^{\text{oa}_{T-1}} \circ \Delta(T, T)^{\text{oa}_T} \cong \\
L(-T, a_{-T}) \circ \cdots \circ L(T - 1, a_{T-1}) \circ L(T, a_T) \in R(\beta) - \text{gmod},
\]
where isomorphisms are taken up to a shift of grading.

It then follows by adjunction, that as vector spaces, we have an identification
\[
\text{Hom}_{R(\beta)-\text{mod}}(\text{KR}(\partial(\beta)), L_m) \cong \theta_{i_0}^{a(\beta)}(L_m).
\]
Indeed, by Theorem 2.2 the above space is either 1-dimensional, when \( m = \partial(\beta) \), or zero, otherwise.

We are now ready to give a similar connection between more general Bernstein-Zelevinsky derivatives on the \( p \)-adic side, and our derivative operations relative to a BZ-sequence on the quiver Hecke algebra side.

**Proposition 4.6.** Let \( i_0 \in \mathbb{Z}^t \) be a BZ-sequence for \( \beta \in Q_+ \).

For any \( a \in A_t \) with \( \gamma = \beta(i_0, a) \leq \beta \) and supercuspidal \( \rho \in \text{Irr}(G_d) \), we have an isomorphism of functors
\[
P \circ \mathcal{D}_{d|\beta,d|\gamma} \circ T_{\rho,\beta} \circ \text{fgt} \cong T_{\rho,\beta-\gamma} \circ \text{fgt} \circ \theta_{i_0}^{a(\beta)}
\]
from \( R(\beta) - \text{gmod} \) to \( C_{\rho}^{\beta-\gamma} \), where \( \text{fgt} \) denotes the grading-forgetful functor and \( P : C(\rho, |\beta-\gamma|) \to C_{\rho}^{\beta-\gamma} \) is the projection functor.

**Proof.** Note first, that
\[
P \circ \mathcal{D}_{d|\beta,d|\gamma} = (W \otimes \text{Id}) \circ r_{\gamma,\beta-\gamma},
\]
holds as functors from \( C_{\rho}^{\beta} \), with \( r_{\gamma,\beta-\gamma} \) being defined as in Theorem 1.2.

It follows from definition of divided power functors that the identity
\[
\theta_{T}^{a(\beta)} = (\text{Id} \otimes \theta_{T}^{a(\beta)}) \circ \text{Res}_{\beta-\gamma,\gamma},
\]
may be written.

The isomorphism of functors now follows directly from Lemma 4.5 and compatibility of \( T_{\rho} \) with restriction functors, as stated in Theorem 4.2.

\( \square \)

The picture becomes clearer when considering the full derivative functor \( \mathcal{D} \) on representations of \( p \)-adic groups.

Note, that since Jacquet functors take representations in \( C_{\rho}^{\mathbb{Z}} \) into \( C_{\rho}^{\mathbb{Z}} \times C_{\rho}^{\mathbb{Z}} \), for all supercuspidal \( \rho \in \text{Irr}(G_d) \), we may view \( \mathcal{D} \) as an endofunctor of \( C_{\rho}^{\mathbb{Z}} \). This allows for a direct comparison of derivative operations defined on both sided of the Bernstein-Rouquier equivalences \( T_{\rho} \).

**Corollary 4.7.** Let \( i_0 \in \mathbb{Z}^t \) be a BZ-sequence for \( \beta \in Q_+ \).

Then, for all \( N \in R(\beta) - \text{gmod} \) and supercuspidal \( \rho \in \text{Irr}(G_d) \), we have an isomorphism
\[
\mathcal{D}(T_{\rho}(N)) \cong T_{\rho}(\oplus_{a \in A_t} \theta_{i_0}^{a(\beta)}(N))
\]
of representations in the category $C^Z_{\rho}$.

Proof. Since the map $a \in A_t \mapsto \beta(i_0, a) \in Q_+$ is clearly injective, each module $\theta_{i_0}^\rho(N)$ belongs to a different direct summand of the category $D$. Thus, the statement amounts to summing up the identity of Proposition 4.6 over all $a \in A_t$.

$\square$

Finally, the notions of highest non-zero derivatives defined differently on each side of the Bernstein-Rouquier equivalence are revealed to correspond one another.

Proposition 4.8. For a module $M \in D$ and a choice of a supercuspidal representation $\rho \in \text{Irr}(G_d)$, we have an isomorphism

$$D_{BZ}(T_\rho(M)) \cong T_\rho(\theta_{BZ}(M)).$$

Proof. Let $i_0 \in \mathbb{Z}'$ be a BZ-sequence for $\text{wt}(M)$. Let $a_M = a(i_0, M) \in A_t$ be the $i_0$-derivative of $M$.

By Corollary 4.7, it is enough to show that $|\beta(i_0, a)| < |\beta(i_0, a_M)|$ holds, for any $a \in A_t$ with $a < a_M$ and $\theta_{i_0}^\rho(M) \neq \{0\}$.

By exactness we may assume that $M$ is a simple (and self-dual) module, i.e. $M \cong L_m$, for $m = \sum_{i=1}^k \Delta_i \in \mathcal{M}$ (with $\Delta_i \in \text{Seg}$). Now, by Proposition 3.7, $|\beta(i_0, a_M)| = |b(m)| = k$.

Since $L_m$ is a quotient module of $\text{KR}(m)$, it follows from Proposition 3.1 that there exists a decomposition $a = a_1 + \ldots + a_k$ in $A_t$, such that $\theta_{i_0}^\rho(L_{\Delta_i})$ is non-zero for each $i = 1, \ldots, t$.

Again from Proposition 3.7 we must have $\beta(i_0, a_i) \in \{0, \alpha_b(\Delta_i)\}$. In particular, we have

$$|\beta(i_0, a)| = \sum_{i=1}^k |\beta(i_0, a_i)| \leq k.$$ 

Since $\beta(i_0, \cdot)$ is injective, equality above will not hold unless $a = a_M$.

$\square$

5. Normal sequences

The theory of square-irreducible modules (also commonly known as real modules) for quiver Hecke algebras, and normal sequences of those modules, as developed in [KKKO18, KKKO15, KK19], came to be a useful tool for many aspects of the related representation theory. In particular, normal sequences are a convenient mechanism for producing reducible modules whose submodule lattice is well-structured, and yet non-trivial.

Let us recite some basics of this theory.

A simple module $L \in \text{Irr}_D$ is said to be square-irreducible, if $L \circ L$ is a simple module.

Given a square-irreducible module $L$ and any $M \in \text{Irr}_D$, the product $L \circ M$ has a simple head $N$ ([KKKO15, Theorem 3.2]). The integer $\tilde{\Lambda} = \tilde{\Lambda}(L, M) \in \mathbb{Z}$, for which $N(\tilde{\Lambda}(L, M))$ is self-dual is a useful invariant to be recorded.

For future convenience, we also set $\Lambda(L, M(k)) = \tilde{\Lambda}(L, M)$, for any shift $k \in \mathbb{Z}$.

Given a square-irreducible module $L \in \text{Irr}_D$ and an admissible sequence $\mathbf{i} \in \mathbb{Z}'$, it follows from Proposition 3.4 that $\theta_i(L)$ remains square-irreducible (see also [KKKO18, Corollary 10.1.6]).
Lemma 5.1. Let \( L, M \in \text{Irr}_D \) be given modules, with \( L \) being square-irreducible. Suppose that the simple head \( N \) of \( L \circ M \) satisfies
\[
a(i, N) = a(i, L) + a(i, M) .
\]
Then,
\[
\tilde{\Lambda}(\theta_1(L), \theta_1(M)) = \tilde{\Lambda}(L, M) + \Phi(i, L, M) .
\]

Proof. Arguing as in the proof of Proposition 3.4, we see that
\[
\theta_1(L \circ M) = \theta_1(a(i, L)) + a(i, M) .
\]
The assumption further implies that
\[
\theta_1(N) = \theta_1(a(i, L)) + a(i, M) .
\]
By Lemma 3.2, \( \theta_1(N) \tilde{\Lambda}(L, M) \) remains self-dual. \( \square \)

For any non-zero modules \( M_1, M_2 \in \mathcal{D} \), there is a well defined non-zero \( R \)-matrix intertwiner
\[
R_{M_1, M_2} : M_1 \circ M_2 \to M_2 \circ M_1
\]
in \( R(\text{wt}(M_1) + \text{wt}(M_2)) \mod \) (see e.g. [KKKO18, Section 2.2]). In fact, there is an integer \( \Lambda = \Lambda(M_1, M_2) \), for which \( R_{M_1, M_2} : M_1 \circ M_2 \to M_2 \circ M_1 \langle -\Lambda \rangle \) is a morphism of graded modules in \( R(\text{wt}(M_1) + \text{wt}(M_2)) - \text{gmod} \).

Following [KK19], we say that a tuple \((L_1, \ldots, L_k)\) of square-irreducible modules in \( \text{Irr}_D \) is a normal sequence, if the composition of \( R \)-matrices
\[
R_{L_1, \ldots, L_k} := R_{L_{k-1}, L_k} \circ \cdots \circ (R_{L_2, L_k} \circ \cdots \circ R_{L_2, L_3}) \circ (R_{L_1, L_k} \circ \cdots \circ R_{L_1, L_2})
\]
does not vanish. Here, the composition is viewed as a map from \( L_1 \circ \cdots \circ L_k \) to \( L_k \circ \cdots \circ L_1 \), where each composed \( R \)-matrix is viewed as an intertwiner, when tensored with the identity map on the other product components.

Proposition 5.2. [KK19 Lemma 2.6] For a normal sequence \((L_1, \ldots, L_k)\), the product \( L_1 \circ \cdots \circ L_k \) has a simple head, given by the image of \( R_{L_1, \ldots, L_k} \).

Lemma 5.3. Let \((L_1, \ldots, L_k)\) be a normal sequence, and \( H \) be the simple head of the product \( L_1 \circ \cdots \circ L_k \). Suppose that the equality
\[
a(i, H) = a(i, L_1) + \ldots + a(i, L_k)
\]
holds for a given admissible sequence \( i \in \mathbb{Z}^k \).

Then,
\[
a(i, N_{ij}) = a(i, L_i) + a(i, L_j)
\]
holds for all \( 1 \leq i < j \leq k \), where \( N_{ij} \) denotes the simple head of \( L_i \circ L_j \).

Proof. Assume the contrary for some \( 1 \leq i < j \leq k \). Hence, \( a(i, N_{ij}) < a(i, L_i) + a(i, L_j) \).
Recall that the $R$-matrix $R_{L_i, L_j}$, whose image is $N_{i,j}$, appears (tensored with identity maps) in the composition of $R_{L_1, \ldots, L_k}$. Thus, $H = \text{Im} R_{L_1, \ldots, L_k}$ must appear as a subquotient of a convolution product involving the modules $(N_{i,j}, (L_r)_{r \neq i,j})$ in a certain order. By Lemma 3.3 that would mean

$$a(i, H) \leq a(i, N_{i,j}) + \sum_{r \neq i,j} a(i, L_r) < a(i, L_1) + \ldots + a(i, L_k),$$

contradicting the assumption.

\[ \square \]

**Proposition 5.4.** [KK19 Lemma 2.7][Gur21 Proposition 7.4] Let $(L_1, \ldots, L_k)$ be a tuple of square-irreducible modules in $\text{Irr}_D$.

The following are equivalent:

1. The tuple $(L_1, \ldots, L_k)$ is a normal sequence.
2. The tuple $(L_2, \ldots, L_k)$ is a normal sequence, and the identity
   $$\Lambda(L_1, H) = \Lambda(L_1, L_2) + \ldots + \Lambda(L_1, L_k)$$
   holds, for $H \in \text{Irr}_D$, such that $H\langle h \rangle$ is the simple head of $L_2 \circ \cdots \circ L_k$.
3. The tuple $(L_2, \ldots, L_k)$ is a normal sequence, and the identity
   $$\tilde{\Lambda}(L_1, H) = \tilde{\Lambda}(L_1, L_2) + \ldots + \tilde{\Lambda}(L_1, L_k)$$
   holds, for $H \in \text{Irr}_D$, such that $H\langle h \rangle$ is the simple head of $L_2 \circ \cdots \circ L_k$.

**Theorem 5.5.** Let $(L_1, \ldots, L_k)$ be a normal sequence, and $H$ be the simple head of the product $L_1 \circ \cdots \circ L_k$.

Suppose that the equality

$$a(i, H) = a(i, L_1) + \ldots + a(i, L_k)$$

holds for a given admissible sequence $i \in \mathbb{Z}^i$.

Then $(\theta_1(L_1), \ldots, \theta_1(L_k))$ is a normal sequence. The simple head of $\theta_1(L_1) \circ \cdots \circ \theta_1(L_k)$ is isomorphic to $\theta_1(H)\langle -\Phi(i, L_1, \ldots, L_k) \rangle$.

**Proof.** The sequence $(L_2, \ldots, L_k)$ is normal. Let $H'$ be the simple head of $L_2 \circ \cdots \circ L_k$. Then, $H$ must appear as the simple head of $L_1 \circ H'$. In particular, $a(i, H) \leq a(i, L_1) + a(i, H')$ by Lemma 3.3. When combined with the assumed equality, a subsequent application of same lemma gives

$$a(i, H') = a(i, L_2) + \ldots + a(i, L_k).$$

We now prove the statement by induction on the length $k$. Hence, we may assume that $(\theta_1(L_2), \ldots, \theta_1(L_k))$ is a normal sequence and that $\theta_1(H')\langle -\Phi(i, L_2, \ldots, L_k) \rangle$ is the simple head of the product $\theta_1(L_2) \circ \cdots \circ \theta_1(L_k)$.

The criterion in Proposition 5.4 now gives the equality

$$\tilde{\Lambda}(L_1, H') = \tilde{\Lambda}(L_1, L_2) + \ldots + \tilde{\Lambda}(L_1, L_k),$$
and further reduces our task to showing the validity of
\[ \tilde{\Lambda}(\theta_i(L_1), \theta_i(L_1)) = \tilde{\Lambda}(\theta_i(L_1), \theta_i(L_2)) + \ldots + \tilde{\Lambda}(\theta_i(L_1), \theta_i(L_k)) . \]

It follows from Lemmas 5.3 and 5.1 that
\[ \tilde{\Lambda}(\theta_i(L_1), \theta_i(L_j)) = \tilde{\Lambda}(\theta_i(L_1), \theta_i(L_2)) + \Phi(i, L_1, L_2), \]
for all \( 2 \leq j \leq k \). Similarly, \( \tilde{\Lambda}(\theta_i(L_1), \theta_i(L_1)) = \tilde{\Lambda}(\theta_i(L_1), H') + \Phi(i, L_1, H') \).

Thus, subtracting (10), the desired equality (11) reduces to
\[ \Phi(i, L_1, H') = \Phi(i, L_1, L_2) + \ldots + \Phi(i, L_1, L_k) . \]

Indeed, this additivity property now follows directly from the defining formula for \( \Phi \) in Proposition 3.4.

Let us highlight Theorem 5.5 through an introduction of the following notion of often-recurring reducible modules.

**Definition 5.6.** We say that a quiver Hecke algebra module \( M \in \mathcal{D} \) is spearheaded, if
1. The head \( H \in \mathcal{D} \) of \( M \) is simple and self-dual.
2. The graded multiplicity \( m(M, H)(q) \) is the constant polynomial 1. In other words, grading-shifts of \( H \) appear only once in the Jordan-Hölder series of \( M \).
3. For any \( H \not\cong L \in \text{Irr}_{\mathcal{D}} \), the graded multiplicity \( m(M, L)(q) \) is a polynomial satisfying \( m(M, L)(0) = 0 \). (i.e. all appearing powers are positive.)

**Proposition 5.7.** For a normal sequence \((L_1, \ldots, L_k)\) in \( \mathcal{D} \), there exists an integer \( h \in \mathbb{Z} \), such that the product module \( L_1 \circ \cdots \circ L_k \langle h \rangle \) is spearheaded.

**Proof.** This is [Gur21, Proposition 7.7] together with Proposition 5.2. \qed

**Corollary 5.8.** Let \((L_1, \ldots, L_k)\) be a normal sequence in \( \mathcal{D} \). Let \( h \in \mathbb{Z} \) be the integer for which \( L_1 \circ \cdots \circ L_k \langle h \rangle \) becomes spearheaded, and let \( H \in \text{Irr}_{\mathcal{D}} \) be its simple head.

Suppose that the equality
\[ a(i, H) = a(i, L_1) + \ldots + a(i, L_k) \]
holds for a given admissible sequence \( i \in \mathbb{Z}' \).

Then, the module
\[ \theta_i(L_1 \circ \cdots \circ L_k \langle h \rangle) \cong \theta_i(L_1) \circ \cdots \circ \theta_i(L_k \langle h + \Phi(i, L_1, \ldots, L_k) \rangle) \]
remains spearheaded. Its head is given by \( \theta_i(H) \in \text{Irr}_{\mathcal{D}} \).

**Remark 5.9.** While Theorem 5.5 and Proposition 5.7 give the positivity property of graded multiplicities inside a derived product arising from a normal sequence, one can further apply Corollary 5.8 for a finer information on those multiplicities.

Let us observe the case of BZ-derivatives in the context of normal sequences.
Theorem 5.10. Let \((L_{m_1}, \ldots, L_{m_k})\) be a normal sequence given by multisegments \(m_1, \ldots, m_k \in M\). Suppose that \(h \in \mathbb{Z}\) is such that the module
\[M = L_{m_1} \circ \cdots \circ L_{m_k}(h) \in D\]
is spearheaded, with a head isomorphic to \(L_m\), for \(m \in M\).

If the equality
\[b(m) = b(m_1) + \ldots + b(m_k)\]
holds, then \((L_{m_1}', \ldots, L_{m_k}')\) is another normal sequence.

The module
\[M' = L_{m_1}' \circ \cdots \circ L_{m_k}'(h + \Phi(m_1, \ldots, m_k)) \in D\]
is a spearheaded module, whose head is isomorphic to \(L_m\).

For each \(L = L_n \in \text{Irr}_D\) with non-zero \(m(M, L)(q)\), we have an equality of graded multiplicities
\[m(M', L_n')(q) = \begin{cases} m(M, L)(q) & b(m) = b(n) \\ 0 & b(m) \neq b(n) \end{cases},\]
and all simple subquotients of \(M'\) appear in this manner, i.e., are of the form \(\theta_{BZ}(L)\), for a simple subquotient \(L\) of \(M\).

Proof. This is a consequence of Theorems 5.5 and 3.10, following the same argument as in the proof of Theorem 3.10. 

5.1. Cyclic sequences. We would like to import into the quiver Hecke algebra setting some of the notions studied in [GM21] under the name of cyclic representations, following the analogous concept in the representation theory of quantum affine algebras ([Her19]).

Let us first explicate some well known facts on the nature of quiver Hecke algebra modules.

Lemma 5.11. For given modules \(M_1, \ldots, M_k\) in \(D\) and any permutation \(\omega \in S_k\), the following statements hold:

1. There is an equality
\[m(L, M_1 \circ \cdots \circ M_k)(1) = m(L, M_{\omega(1)} \circ \cdots \circ M_{\omega(k)})(1)\]
of graded multiplicities evaluated at \(q = 1\), for every \(L \in \text{Irr}_D\).

2. There exists a non-zero homomorphism of graded modules
\[M_1 \circ \cdots \circ M_k(d) \to M_{\omega(1)} \circ \cdots \circ M_{\omega(k)},\]
for some shift of grading \(d \in \mathbb{Z}\).

Proof. The existence statement of (2) follows from a straightforward generalization of the theory used to construct \(R\)-matrices. We refer to the proof of [KKK18, Proposition 1.15], where the construction is written in detail.

For (1), we may apply the exactness of convolution product to assume that \(M_i\) are simple, for all \(1 \leq i \leq k\). Furthermore, it would suffice to prove the equality for \(k = 2\).
Since

\[ m(L, (M_1 \circ M_2)^*)(q) = m(L, M_1 \circ M_2)(q^{-1}) \]

holds by construction, for all \( L \in \text{Irr}_D \), the equality becomes a consequence of [LV11, Theorem 2.2] \(^3\)

\[ \square \]

We say that a normal sequence \((L_{m_1}, \ldots, L_{m_k})\) is cyclic, if the simple head of the product \(L_{m_1} \circ \cdots \circ L_{m_k}\) may be written as \(L_{m_1+\ldots+m_k}(h)\), for a shift \(h \in \mathbb{Z}\).

It appears that the proper standard modules of Kleschev-Ram enjoy the following universality property with respect to cyclic normal sequences, which is to be expected when extending notions from the (ungraded) \(p\)-adic setting.

**Proposition 5.12.** Suppose that \((L_1, \ldots, L_k)\) is a cyclic normal sequence, whose simple head is given by \(L_{m}(\langle h \rangle)\), with \(m \in \mathfrak{M}\) and \(h \in \mathbb{Z}\).

Then, the product module \(L_1 \circ \cdots \circ L_k\) is isomorphic, in \(R(\text{wt}(m)) - \text{gmod}\), to a quotient of the grading-shifted proper standard module \(KR(m)\langle h \rangle\).

**Proof.** Suppose that \(L_i \cong L_{m_i}\), for all \(1 \leq i \leq k\), and multisegments \(m_1, \ldots, m_k \in \mathfrak{M}\). By assumption, we have \(m = m_1 + \ldots + m_k\).

By definition, the modules \(KR(m)\) and \(N = KR(m_1) \circ \cdots \circ KR(m_k)\) are constructed as a product of the same collection of segment modules, taken in different orders, and shifted by different degrees.

It follows from Lemma 5.11 that there is a non-zero homomorphism \(T : KR(m)\langle d \rangle \rightarrow N\) of graded modules and that

\[ m(L_{m}, N)(1) = m(L_{m}, KR(m))(1) = 1 \]

Now, by description of each \(L_{m_i}\), we have a surjective homomorphism \(S : N \rightarrow L_1 \circ \cdots \circ L_k\). Because of \((12)\), we see that

\[ m(L_{m}, \ker S)(q) = 0 \]

Since we know that both \(KR(m)\langle h \rangle\) and \(L_1 \circ \cdots \circ L_k\) have simple heads isomorphic to \(L_{m}(\langle h \rangle)\) and that both multiplicities \(m(L_{m}, KR(m)\langle h \rangle)(q)\) and \(m(L_{m}, L_1 \circ \cdots \circ L_k)(q)\) are equal to \(q^h\), we must have that either the composed homomorphism

\[ KR(m)\langle d \rangle \rightarrow_T N \rightarrow_S L_1 \circ \cdots \circ L_k \]

is surjective and \(d = h\), or \(S \circ T = 0\).

The latter situation would have implied that the non-zero image of \(T\) satisfies, through the equality \((13)\), \(m(L_{m}, \text{Im}T)(q) = 0\). This statement contradicts head-simplicity of \(KR(m)\).

\[ \square \]

\(^5\)Alternatively, we can apply deeper categorification theory for quiver Hecke algebras, from which it would follow that the Grothendieck ring of monoidal category \(\oplus_{\beta \in \mathbb{Q}_+} R(\beta) - \text{mod}\) is commutative.
6. RSK STANDARD MODULES

We would like to apply the results of previous sections regarding products of quiver Hecke algebra modules on the case of the family of modules constructed in [GL21] (for $p$-adic groups) and [Gur21], which is based on a Robinson-Schensted-Knuth transform of multisegments.

6.1. A bitableau construction. We say that a tuple $\mu = (\mu_1, \ldots, \mu_t)$ of integers $\mu_1 \geq \ldots \geq \mu_t \geq 1$ with $\mu_1 + \ldots + \mu_t = d$ is a partition of $d$ (or, $d$ may be implicit). We write $|\mu| = d$, and $\ell(\mu) = t$ for the length of the partition. As customary, for $\ell(\mu) < i$, we write $\mu_i = 0$.

For a partition $\mu$, we write $\mu^\dagger$ for the conjugate partition of $\mu$.

For any partition $\mu$, we write the numeric invariant

$$a(\mu) = \sum_{j=1}^{u} \mu_j^\ast (\mu_j^\ast - 1),$$

where $\mu^\dagger = (\mu_1^\ast, \ldots, \mu_u^\ast)$.

Given a partition $\mu = (\mu_1, \ldots, \mu_t)$, we say that a collection of integers $P = (c_{i,j})$, given graphically as

$$P = \begin{array}{cccc}
  c_{1,1} & c_{1,2} & \ldots & c_{1,\mu_1} \\
  c_{2,1} & c_{2,2} & \ldots & c_{2,\mu_2} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{t,1} & \ldots & c_{t,\mu_t}
\end{array}$$

is an (inverted) semistandard Young tableaux of shape $\mu$, if its rows are given by strictly descending integers, while its columns are given by weakly descending integers.

For a given tableau $P = (c_{i,j})$, we define $P' = (c_{i,j} + 1)$ to be the tableau obtained by increasing each of its entries by 1.

We say that a pair of semistandard Young tableaux $(P, Q) = ((c_{i,j}), (d_{i,j}))$ of same shape is admissible, if it satisfies $c_{i,j} \leq d_{i,j}$ for all indices $(i, j)$. We further say that $(P, Q)$ is permissible, when $(P', Q)$ remains admissible.

Let us fix an admissible pair of semistandard Young tableaux $(P, Q) = ((c_{i,j}), (d_{i,j}))$ of shape $\mu = (\mu_1, \ldots, \mu_t)$ for the rest of this subsection.

6.1.1. Bitableau modules. We would like to produce a quiver Hecke algebra module in $\mathcal{D}$ out of the data given in $(P, Q)$.

Given segments $\Delta_1, \Delta_2 \in \text{Seg}$, we write $\Delta_1 \ll \Delta_2$, if $b(\Delta_1) < b(\Delta_2)$ and $c(\Delta_1) < c(\Delta_2)$ hold. This is a strict partial order on Seg.
In these terms, we say that a multisegment
\[ 0 \neq l = \sum_{i=0}^{k} \Delta_i \in \mathcal{M} \]
is a \textit{ladder multisegment}, if \( \Delta_i \ll \Delta_{i-1} \), for \( i = 1, \ldots, k \).

We write \( \text{Lad} \subseteq \mathcal{M} \) for the collection of all ladder multisegments.

For each integer \( 1 \leq i \leq t \), we produce a ladder multisegment by taking
\[ \ell_i(P, Q) = \Delta(c_{i,1}, d_{i,1} - 1) + \ldots + \Delta(c_{i,\mu_i}, d_{i,\mu_i} - 1) \in \text{Lad} \]
where the convention \( \Delta(k, k - 1) = 0 \in \mathcal{M} \) is taken.

Hence, each such admissible pair produces a sequence of ladder multisegments
\[ \{\ell(P, Q) = (\ell_1(P, Q), \ldots, \ell_t(P, Q)) \in \text{Lad}^t \} \]
Let us write the number
\[ C(P, Q) = \#\{(i, j) : d_{i,j} = c_{i',j'}, \text{ for } (i', j') \text{ with } i < i'\} \]
Clearly, when \( (P, Q) \) is permissible, we have
\[ (14) \quad C(\ell(P, Q)) = C(P, Q) \text{ and } C'(\ell(P, Q)) = C(P', Q) \]
when comparing to the numbers defined in equations (13) and (6). Note, that the admissible condition alone does not guarantee the former equality.

Finally, we are ready to define the graded module
\[ \Gamma(P, Q) = L_{\ell_1(P,Q)} \circ \ldots \circ L_{\ell_t(P,Q)} \langle a(\mu) - C(P, Q) \rangle \in \mathcal{D} \]

A reasoning for the chosen shift normalization will become evident later in our discussion.

6.2. RSK construction. Let us recall the construction of the RSK-standard modules and their known properties.

For any \( 0 \neq m \in \mathcal{M} \), we set its \textit{width} \( \omega(m) \) to be the minimal number of ladder multisegments \( l_1, \ldots, l_{\omega(m)} \in \text{Lad} \), for which we can decompose as \( m = l_1 + \ldots + l_{\omega(m)} \).

We write
\[ \mathcal{M} \setminus \{0\} = \bigcup_{i=1}^{\infty} \mathcal{M}_i, \quad \mathcal{M}_i = \{0 \neq m \in \mathcal{M} : \omega(m) = i\} \]
Note, that \( \text{Lad} = \mathcal{M}_1 \).

Suppose that a multisegment
\[ 0 \neq m = \sum_{i \in I} \Delta_i \in \mathcal{M} \]
and a ladder multisegment
\[ l = \sum_{j \in J} \Delta_j \in \text{Lad} \]
are given (we take \( I \) and \( J \) as disjoint index sets). We may write \( J = \{j_1, \ldots, j_l\} \), with \( \Delta_{j_1} \ll \ldots \ll \Delta_{j_l} \).
We say that the pair
\[(l, m) \in \text{Lad} \times \mathcal{M}\]
is permissible, if for every choice of indices \(i_1, \ldots, i_m \in I\), for which \(\Delta_{i_m} \ll \ldots \ll \Delta_{i_1}\) holds (sub-ladder of \(m\)), there is an injective increasing function
\[\phi : \{1, \ldots, m\} \rightarrow \{1, \ldots, l\},\]
for which \(b(\Delta_{\phi(t)}) \leq e(\Delta_{\phi(t)}) \leq e(\Delta_{\phi(t)}) \leq \ldots \leq e(\Delta_{\phi(t)})\) holds.

Let \(\mathcal{A} \subset \text{Lad} \times \mathcal{M}\) be the collection of permissible pairs.

In further refinement, we write \(\mathcal{A} = \bigcup_{i=1}^{\infty} \mathcal{A}_i\), where \(\mathcal{A}_i \subset \text{Lad} \times \mathcal{M}_i\) are the permissible pairs \((l, m)\), with \(\omega(m) = i\).

Proposition 6.1. [GL21, Proposition 2.4] There is a bijection
\[\mathcal{K} : \mathcal{M} \setminus \{0\} \rightarrow \mathcal{A},\]
which is explicitly given by the Knuth-Viennot implementation of the RSK correspondence.

The inclusion \(\mathcal{K}(\mathcal{M}_i) \subset \mathcal{A}_{i-1}\) holds.

6.2.1. RSK algorithm. Let us briefly recall the precise algorithmic definition of \(\mathcal{K}\), as appeared in [GL21, Section 2.2.2] (where further detail is available). The reader may choose to skip this part, as our current treatment will largely not require the actual description of the map.

Suppose that
\[0 \neq n = \sum_{i \in K} \Delta_i \in \mathcal{M}\]
is a given multisegment, with \(\Delta_i \in \text{Seg}\), for all \(i \in K\).

We define the depth of any \(i \in K\), to be given by the formula
\[d(i) = \max\{j : \exists i_0 = i, i_1, \ldots, i_j \in K\text{ such that } \Delta_{i_r} \ll \Delta_{i_{r+1}}, r = 0, \ldots, j-1\}.\]

Thus, a function \(d = d_m : K \rightarrow \mathbb{Z}_{\geq 0}\) is defined. We also write \(d(n) = \max_{i \in K} d(i)\).

For any \(k = 0, \ldots, d(n)\), we can always choose an enumeration \(\{i^k_1, \ldots, i^k_l\} \subseteq K\), for which
\[b(\Delta_{i^k_1}) \leq \ldots \leq b(\Delta_{i^k_l}) \leq e(\Delta_{i^k_1}) \leq \ldots \leq e(\Delta_{i^k_l})\]
holds. We set \(j^i_k := i^k_{i^k_i} \in K\).

Having made all enumerations, we write the index sets \(J = \{j_0, \ldots, j_d\}\) and \(I = K \setminus J\).

A permutation \(i \mapsto i'\) is then defined on the set \(K\), whose cycle decomposition is given by \(\{(i^k_1, \ldots, i^k_{i^k_i})\}_{k=0, \ldots, d}\).

The admissible pair \(\mathcal{K}(n) = (m, l) \in \mathcal{A}\) is now defined as
\[l = \sum_{i \in J} \Delta^*_i, \quad m = \sum_{i \in I} \Delta^*_i \in \mathcal{M},\]
where \(\Delta^*_i = \Delta(b(\Delta_i), e(\Delta_{i'})) \in \text{Seg}\), for all \(i \in K\).
6.2.2. Module construction. We recall the following result, which is the main tool used to connect the RSK algorithm with our setting, and specifically, the Kleshchev-Ram classification.

**Theorem 6.2.** [GL21, Theorem 4.3] Given a multisegment \( 0 \neq \mathbf{n} \in \mathcal{M} \), let us write \( \mathcal{K}(\mathbf{n}) = (l, m) \in \mathfrak{A} \).

The product \( L_l \circ L_m \) has a simple head, whose isomorphism class, up to a shift of grading, is given by \( L_n \).

**Remark 6.3.** For a ladder multisegment \( l \in \text{Lad} \), the simple module \( L_l \) belongs to a class of homogeneous modules (see [Gur21, Section 4.3]). In particular, those are known to be square-irreducible. Hence, Theorem 6.2 may be viewed as an explication of favorable cases of the general phenomenon (see Section 5) of head simplicity of \( L_l \circ M \), for square-irreducible \( L \) and any simple \( M \).

A thorough study of other perspectives on such explications was made in the \( p \)-adic setting in the works of Lapid-Mínguez and Aizenbud-Lapid-Mínguez [LM16, LM20, ALM21].

Given a multisegment \( m \in \mathfrak{M}_w \), we may apply the map Knuth-Viennot map recursively:

\[
\mathcal{K}(m) = (l_1, m_1), \quad \mathcal{K}(m_1) = (l_2, m_2), \ldots, \quad \mathcal{K}(m_{w-2}) = (l_{w-1}, l_w) \in \mathfrak{A}_1 \subseteq \text{Lad} \times \text{Lad}.
\]

We take the resulting \( \omega \) ladder multisegments

\[
\mathcal{RSK}(m) = (l_1, l_2, \ldots, l_\omega) \in \text{Lad}^\omega
\]

as the RSK-transform of \( m \).

The properties of \( \mathcal{K} \) and \( \mathcal{RSK} \) imply that the resulting tuple of multisegments may be described as

\[
\mathcal{RSK}(m) = \mathcal{I}(P_m, Q_m),
\]

for a pair of semistandard Young tableaux \((P_m, Q_m)\) of same shape\(\).

Moreover, by [GL21, Proposition 2.4] \((P_m, Q_m)\) may assumed to be a permissible pair (a condition that clearly makes the pair unique for a given \( m \)).

In our current terminology, the RSK-standard module attached to \( m \in \mathfrak{M} \) is defined to be

\[
\Gamma(m) = \Gamma(P_m, Q_m) \in \mathcal{D}.
\]

The main results of [GL21, Gur21] position RSK-standard modules as a natural realization method of any simple module in \( \text{Irr}_{\mathcal{D}} \) given through its Kleshchev-Ram parameter.

**Theorem 6.4.** [Gur21, Section 7.1] For any multisegment \( m \in \mathfrak{M} \), the tuple \( \mathcal{RSK}(m) = (l_1, l_2, \ldots, l_\omega) \) produces a normal sequence of modules \( (L_{l_1}, \ldots, L_{l_\omega}) \).

The module \( \Gamma(m) \) is spearheaded, and its head is isomorphic to \( L_m \).

\[\text{In fact, viewing elements} \ \mathfrak{M} \ \text{as multisets of pairs of integers, the bitableaux} \ (P_m, Q_m) \ \text{would be the original (and better familiar) definition of the RSK-transform.}\]
6.3. Derived RSK. Given a multisegment \( m \in \mathcal{M} \), due to permissibility of \((P_m, Q_m)\), we may further define the derived RSK module as

\[
\Gamma'(m) = \Gamma(P'_m, Q_m).
\]

**Theorem 6.5.** For any multisegment \( m \in \mathcal{M} \), the derived RSK module \( \Gamma'(m) \) is spearheaded with a head isomorphic to \( L_{m'} \).

For each \( L = L_n \in \text{Irr}_D \) with non-zero \( m(\Gamma(m), L)(q) \), we have an equality of graded multiplicities

\[
m(\Gamma'(m), L_n)(q) = \begin{cases} m(\Gamma(m), L)(q) & b(m) = b(n) \\ 0 & b(m) \neq b(n) \end{cases},
\]

and all simple subquotients of \( \Gamma'(m) \) appear in this manner, i.e., are of the form \( \theta_{BZ}(L) \), for a simple subquotient \( L \) of \( \Gamma(m) \).

**Proof.** It is a known feature of the RSK correspondence (see [Gur21, Proposition 5.3]) that

\[
b(m) = \sum_{j=1}^{\omega(m)} b(l_j(P_m, Q_m)) \]

holds.

Hence, the required condition in the statement of Theorem 6.4 is satisfied in the case of the normal sequence produced by Theorem 6.4 for \( m \). The theorem now follows from Theorem 5.10 once noting equation (14) and the equality in Proposition 3.9.

Let us adopt a reverse point of view on the wide family of derived RSK modules, by listing them according to the isomorphism class of their simple head.

Recall (Section 4.2) that \( \partial : \mathcal{D} \to \mathcal{M} \) is the additive monoid homomorphism sending each \( \alpha_i \in \mathcal{I} \) to \( \alpha_i = \Delta(i, i) \in \mathcal{M} \).

Note, that for any \( \gamma \in \mathcal{D} \) and any \( m \in \mathcal{M} \), we have

\[
(m^\gamma + \partial(\gamma))' = m.
\]

In fact, the above equation clearly describes all multisegments \( n \in \mathcal{M} \), for which \( n' = m \) holds, for a given \( m \in \mathcal{M} \) (“antiderivatives”).

For any \( \gamma \in \mathcal{D} \) and any \( m \in \mathcal{M} \), we define

\[
\Gamma(m, \gamma) := \Gamma'(m^\gamma + \partial(\gamma)) \in \mathcal{D}.
\]

According to Theorem 6.5, each \( \Gamma(m, \gamma) \) has a simple head isomorphic to \( L_m \). For a given multisegment \( m \in \mathcal{M} \), going over all possible \( \gamma \), will produce all derived RSK modules whose heads are isomorphic to \( L_m \).

It is an easy exercise on the definition of the RSK algorithm to see that for any \( m \in \mathcal{M} \), we have \( RSK(m) = (l'_1, \ldots, l'_\omega) \), where \( RSK(m^\gamma) = (l_1, \ldots, l_\omega) \). It then follows that

\[
\Gamma(m, 0) = \Gamma(m).
\]

In the \( p \)-adic setting, the latter point of view was taken in [GL21, Section 5] to construct, through a slightly different approach, a family of modules that was named enhanced RSK modules. Indeed, this family coincides (up to the usual categorical equivalences and grading-forgetting) with the derived RSK modules.
7. Specht modules

As opposed to the (affine) quiver Hecke algebra setting, explicit constructions of simple modules for cyclotomic quotients tend not to fit well with classifications of the Kleshchev-Ram-Zelevinsky type. Instead, a common theme of module constructions involves the Specht method, tracing back to the classical setting of representations of finite permutation groups.

A *multipartition* $\mu = (\mu^1, \ldots, \mu^l)$ of $d \in \mathbb{Z}_{\geq 1}$ is a tuple of partitions, for which $|\mu^1| + \ldots + |\mu^l| = d$.

Given a partition $\mu = (\mu_1, \ldots, \mu_t)$ and an integer $k \in \mathbb{Z}$, we define the $k$-content of $\mu$ to be the weight

$$\text{cont}(k, \mu) = \sum_{i=1}^{t} \sum_{j=1}^{\mu_i} \alpha_{k+j-i} \in Q_+.$$ 

More generally, given a multipartition $\underline{\mu} = (\mu^1, \ldots, \mu^l)$ of $d \in \mathbb{Z}_{\geq 1}$ and a multicharge $\kappa = (k_1, \ldots, k_l)$, we define the $\kappa$-content of $\underline{\mu}$ to be the weight

$$\text{cont}(\kappa, \underline{\mu}) = \text{cont}(k_1, \mu^1) + \ldots + \text{cont}(k_l, \mu^l) \in Q_+.$$ 

Note, that $|\text{cont}(\kappa, \underline{\mu})| = d$ holds.

For a multicharge $\kappa$ and a weight $\beta \in Q_+$, we write $\mathcal{P}_\beta^\kappa$ for the set of multipartitions $\underline{\mu}$ satisfying $\text{cont}(\kappa, \underline{\mu}) = \beta$.

For any choice of a multipartition $\underline{\mu} \in \mathcal{P}_\beta^\kappa$, the construction in [KMR12] produces a graded module

$$S_\kappa(\underline{\mu}) \in R(\beta)^{\Lambda(\kappa)}_{\text{gmod}}$$

called a *row Specht module*.

We will refer to the modules

$$S_\kappa(\underline{\mu})^{\text{sgn}} \in R(\beta^{\dagger})^{\Lambda(\kappa^{\dagger})}_{\text{gmod}}$$

obtained by composing row Specht modules with the sign functor, as *column Specht modules*.

For a partition $\mu = (\mu_1, \ldots, \mu_t)$, recall that $\mu^\dagger = (\mu_t^\ast, \ldots, \mu_1^\ast)$ denotes its usual conjugate partition of same integer.

For a multipartition $\underline{\mu} = (\mu^1, \ldots, \mu^l)$, we write $\underline{\mu}^{\dagger} = ((\mu^l)^\dagger, \ldots, (\mu^1)^\dagger)$.

It is easily checked that for any $\underline{\mu} \in \mathcal{P}_\beta^\kappa$, we have $\underline{\mu}^{\dagger} \in \mathcal{P}_{\beta^{\dagger}}^{\kappa^{\dagger}}$.

**Proposition 7.1.** [KMR12, Theorems 7.25, 8.5] For any $\underline{\mu} \in \mathcal{P}_\beta^\kappa$, the modules $S_\kappa(\underline{\mu})^{\text{sgn}}$ and $S_{\kappa^{\dagger}}(\underline{\mu}^{\dagger})^{\ast}$ are isomorphic in $R(\beta^{\dagger})^{\Lambda(\kappa^{\dagger})}_{\text{gmod}}$, up to a shift of grading.

In other words, up to a (computable) shift of grading, column Specht modules are dual modules of row Specht modules.
7.0.1. **Classifying simple modules.** An multipartition \( \mu = (\mu^1, \ldots, \mu^l) \) is called \( \kappa \)-restricted (or, Kleshchev) for a multicharge \( \kappa = (k_1, \ldots, k_l) \), when
\[
\mu^i_j + k_i - k_{i+1} \leq \mu^{i+1}_j
\]
holds, for all \( 1 \leq i \leq t - 1 \) and \( 1 \leq j \).

We write \( \mathcal{R}\mathcal{P}^\kappa_\beta \subseteq \mathcal{P}^\kappa_\beta \) for the subset of \( \kappa \)-restricted multipartitions.

For \( \mu \in \mathcal{R}\mathcal{P}^\kappa_\beta \), we say that the row Specht module \( S_\kappa(\mu) \) is a restricted Specht module, and the column Specht module \( S_\kappa(\mu)^{\text{sgn}} \) is a regular Specht module.

Let us denote the subset \( \mathcal{R}\mathcal{P}^\kappa_\beta^\Lambda \subseteq \mathcal{P}^\kappa_\beta \) as \( \kappa \)-regular multipartitions. Thus, regular Specht modules may be viewed as certain shifts of grading of the dual modules to row Specht modules attached to \( \kappa \)-regular multipartitions.

**Proposition 7.2.** For any multicharge \( \kappa \) and a weight \( \beta \in \mathcal{Q}_+ \), the restricted and regular Specht modules give two bases for the Grothendieck group of the category \( R(\beta)^{\Lambda(\kappa)} \) - mod.

Each \( S_\kappa(\mu) \), with \( \mu \in \mathcal{R}\mathcal{P}^\kappa_\beta \), has a simple self-dual head \( D_\kappa(\mu) \).

The map \( \mu \mapsto D_\kappa(\mu) \) gives a bijection from \( \mathcal{R}\mathcal{P}^\kappa_\beta \) to \( \text{Irr} R(\beta)^{\Lambda(\kappa)} \).

7.0.2. **Inflated Specht modules.** For any \( \Lambda = \Lambda(k) \in \mathcal{P}_k \), \( k \in \mathbb{Z} \), of level 1, the algebra \( R_d^\Lambda \) becomes isomorphic to the complex group algebra of the permutation group \( \mathfrak{S}_d \).

We see a parametrization of self-dual simple of modules of \( R_d^\Lambda \), that is, the set
\[
\bigcup_{|\beta| = d} \text{Irr}(\beta)^{\Lambda(k)}
\]
by row Specht modules \( S_k(\mu) \), where \( \mu \) is a partition of \( d \). It naturally corresponds to the classical parametrization of simple complex \( \mathfrak{S}_d \)-modules by partitions of \( d \).

Moreover, since \( R_d^\Lambda \) is a semisimple algebra in that case, we see that \( S_k(\mu) \) are all simple and self-dual. In particular, \( S_k(\mu) \cong S_k(\mu)^* \cong S_{-k}(\mu^1)^{\text{sgn}} \) shows that row and column Specht modules are the same family, while the sign bijection between them corresponds to conjugation of partitions.

Let us lift the Specht module construction to the level of the category \( \mathcal{D} \) of quiver Hecke algebra modules.

For any multipartition \( \underline{\mu} \in \mathcal{P}^\kappa_\beta \), we write
\[
\widehat{S}_\kappa(\underline{\mu}) = \text{infl}(S_\kappa(\underline{\mu})) \in R(\beta) - \text{gmod}.
\]

We also obtain that
\[
\widehat{S}_\kappa(\underline{\mu})^{\text{sgn}} = \text{infl}(S_\kappa(\underline{\mu})^{\text{sgn}}) \in R(\beta^\dag) - \text{gmod}.
\]

**Proposition 7.3.** [KMR12 Theorem 8.2] For a multicharge \( \kappa = (k_1, \ldots, k_l) \) and a multipartition \( \underline{\mu} = (\mu^1, \ldots, \mu^l) \in \mathcal{P}^\kappa_\beta \), the graded \( R(\beta) \)-module \( \widehat{S}_\kappa(\underline{\mu}) \) is isomorphic, up to a shift of grading, to the convolution product
\[
\widehat{S}_{k_1}(\mu^1) \circ \cdots \circ \widehat{S}_{k_l}(\mu^l).
\]

The graded \( R(\beta^\dag) \)-module \( \widehat{S}_\kappa(\underline{\mu})^{\text{sgn}} \) is isomorphic, up to a shift of grading, to the convolution product
\[
\widehat{S}_{-k_1}((\mu^1)^\dag) \circ \cdots \circ \widehat{S}_{-k_l}((\mu^l)^\dag).
\]
7.1. Specht modules as derived RSK modules. Given a partition $\mu = (\mu_1, \ldots, \mu_t)$ of $d \in \mathbb{Z}_{\geq 1}$ and an integer $k \in \mathbb{Z}$, let us define the following multisegment

$$m(k, \mu) = \sum_{i=1}^{t} \Delta(k - \mu_i + i, k + i - 1) \in \mathfrak{M}.$$ 

It is evident that in fact $m(k, \mu)$ is a ladder multisegment.

Note, that $\text{wt}(m(k, \mu)) = \text{cont}(k, \mu^\dagger)$ holds in $Q_+$, and that $|\text{wt}(m(k, \mu))| = d$.

The following fact, or its slight variants across various type $A$ settings, should be well-known, yet explicit references to it prove difficult to trace in the literature. For completeness, we give a proof here (while still relying on results from external literature).

**Proposition 7.4.** For any integer partition $\mu$ and an integer $k \in \mathbb{Z}$, we have an isomorphism

$$\hat{S}_k(\mu^\dagger) \cong L_{m(k, \mu)}$$

of modules in $R(\text{wt}(m(k, \mu))) - \text{gmod}$. 

**Proof.** In [KMR12, Theorem 6.21], an explicit complex basis $\{v^T\}_{T \in St(\mu^\dagger)}$ for the module $\hat{S}_k(\mu^\dagger)$ was constructed. Let us recall some of its properties.

Recall that the partition $\mu^\dagger = (\mu^\dagger_1, \ldots, \mu^\dagger_u)$ may be graphically described as a subset of $\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}$ consisting of pairs $(a, b)$, for which $b \leq \mu^\dagger_a$ holds.

In that interpretation, the set of standard $\mu^\dagger$-tableaux $St(\mu^\dagger)$ consists of all possible bijections $T : \{1, \ldots, |\mu|\} \rightarrow \mu^\dagger$ that increase along all rows and columns of $\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}$.

Each $T \in St(\mu^\dagger)$ then defines a residue element

$$\nu^k(T) = (\nu^T_1, \ldots, \nu^T_{|\mu|}) \in T_{\text{cont}(k, \mu^\dagger)},$$

by taking $\nu^T_i = k - a_i + b_i$, with $T(i) = (a_i, b_i)$, for all $1 \leq i \leq |\mu|$.

The vector $v^T \in \hat{S}_k(\mu^\dagger)$ (still by [KMR12, Theorem 6.21]) spans a 1-dimensional space $\mathsf{e}(\nu^k(T))(\hat{S}_k(\mu^\dagger))$.

We recall further that in our case all vectors $\{v^T\}_{T \in St(\mu^\dagger)}$ turn out to be of same degree, showing that the graded module $\hat{S}_k(\mu^\dagger)$ is concentrated in a single degree. This fact fits the module into a well studied family of homogenous simple modules [KR10].

On the other hand, being defined by a ladder multisegment, the simple module $L_{m(k, \mu)}$ is known to be homogenous as well ([Gur21, Section 4.3]). Moreover, it follows from a description of its restrictions functors in [Gur21, Proposition 4.5] (tracing back to [KL12] and [KR10, Theorem 3.6]), that for any $\nu \in T_{\text{wt}(m(k, \mu))}$, the space $\mathsf{e}(\nu)(L_{m(k, \mu)})$ is zero, unless $\nu = \nu^k(T)$, for $T \in St(\mu^\dagger)$.

Since the description in [Gur21, Proposition 4.5] or [KR10, Theorem 3.6] clearly determines the isomorphism class of a homogenous simple module $\hat{L}$ from its collection of non-zero weight spaces $\mathsf{e}(\nu)(L_{m(k, \mu)})$, our statement follows.

---

May also be deduced from a general argument of character injectivity in the sense of [KL09, Theorem 3.17]
7.1.1. Proper restricted multipartitions. Note, that for a \((k_1, \ldots, k_l)\)-restricted multipartition \(\underline{\mu} = (\mu^1, \ldots, \mu^l)\), we have
\[
\ell(\mu^i) - k_i \leq \ell(\mu^{i+1}) - k_{i+1}
\]
for all \(1 \leq i \leq l - 1\). We say that a multipartition \(\underline{\mu} \in \mathcal{RP}_\kappa^\beta\) is proper, when the latter \(l - 1\) inequalities are valid as equalities.

For example, for \(\kappa = (2, 1, -1)\), the multipartition \(\mu = ((4, 2, 2, 2), (3, 3, 2, 2), (3, 2))\) is proper \(\kappa\)-restricted, while \(\nu = ((4, 3, 2), (3, 3, 2), (3, 1))\) is \(\kappa\)-restricted, but not proper.

**Proposition 7.5.** Suppose that a proper multipartition \(\underline{\mu} = (\mu^1, \ldots, \mu^l) \in \mathcal{RP}_\kappa^\beta\) is given, for a multicharge \(\kappa = (k_1, \ldots, k_l) \in \mathbb{Z}^l\). Denote the multisegment
\[
m = m(-k_1, \mu^1) + \ldots + m(-k_l, \mu^l) \in \mathcal{M}.
\]
Then, the equality
\[
\mathcal{RSK}(m) = (m(-k_1, \mu^1), \ldots, m(-k_l, \mu^l))
\]
holds in \(\text{Lad}^l\), and the identity
\[
\Gamma(m) \simeq \widehat{S}_\kappa(\mu)^\text{sgn}
\]
in \(R(\beta^\top) - \text{gmod}\) follows.

**Proof.** The first equality is a combinatorial statement on the RSK algorithm. Let us prove it by induction on \(l\). Hence, it would suffice to show the equality
\[
\mathcal{K}(m) = (m(-k_1, \mu^1), m(-k_2, \mu^1) + \ldots + m(-k_l, \mu^l))
\]
of permissible pairs.

Setting \(\mu^i = (\mu^i_1, \ldots, \mu^i_{\ell(\mu^i)})\), for all \(i = 1, \ldots, l\), we may write
\[
m = \sum_{i=1}^l \sum_{j=0}^{\ell(\mu^i)-1} \Delta_{i,j} ,
\]
where \(\Delta_{i,j} = \Delta(-k_i - \mu^i_{\ell(\mu^i)-j} + \ell(\mu^i) - j, -k_i + \ell(\mu^i) - j - 1) \in \text{Seg}\).

Let us denote the value \(r = \ell(\mu^i) - k_i - 1\), which is independent of \(i\) by assumption.

Since \(k_i - k_{i+1} = \ell(\mu^i) - \ell(\mu^{i+1})\) holds by same assumption, the \(\kappa\)-restricted condition on \(\underline{\mu}\) implies the inequality
\[
\mu_{\ell(\mu^i)-j}^i \leq \mu_{\ell(\mu^{i+1})-j}^{i+1} ,
\]
for all \(j = 0, \ldots, \ell(\mu^{i+1}) - 1\).

Recall ([GL21, Section 2.2.2]) the depth function \(\mathfrak{d}(i, j) \in \mathbb{Z}_{\geq 0}\) that is used in the RSK algorithm, defined now for any \(i = 1, \ldots, l\) and \(j = 0, \ldots, \ell(\mu^i) - 1\).

Since \(e(\Delta_{i,j}) = r - j\) holds for all valid indices \(i, j\), a moment’s reflection on the definition of depth will show that \(\mathfrak{d}(i, j) = j\).

Therefore, for any \(k = 0, \ldots, d(m)\), the value \(e(\Delta_{i,j})\) remains constant on all indices \((i, j) \in \mathfrak{d}^{-1}(k)\). In particular, we fall into the case where the index permutation \((i, j) \mapsto \Delta_{i,j}\)
(i,j) of the RSK algorithm is the identity permutation. In other words, \( K(m) = (1, \hat{m}) \in A \) must arise from a decomposition \( m = 1 + \hat{m} \in M \).

Now, the inequality (14) implies the conditions \( b(\Delta_{1,j}) \geq b(\Delta_{2,j}) \geq \ldots \), for all \( j = 0, \ldots, \ell(\mu) = d(m) \). By the RSK algorithm, that puts \( 1 = \sum_{j=1}^{\ell(\mu)} \Delta_{i,j} = m(-k_1, \mu^1) \), which finishes the proof of the first part.

Propositions 7.3 and 7.4, together with the construction of \( \Gamma(m) \), imply now that \( \Gamma(m) \) and \( \hat{S}_\kappa(\mu)^{sgn} \) are isomorphic, up to a shift of grading.

By Proposition 7.2, the module \( S_\kappa(\mu) \) and \( \hat{S}_\kappa(\mu)^{sgn} \) has a self-dual simple head. Since \( \Gamma(m) \) is spearheaded, we see that no shift of grading is in fact required.

\[ \square \]

### 7.1.2. General case.

For each partition \( \mu = (\mu_1, \ldots, \mu_l) \), we write \( \mu' = (\mu'_j) \) for the partition obtained by setting \( \mu'_j = \mu_j - 1 \), for all \( 1 \leq j \).

Clearly,

\[ m(k, \mu') = m(k, \mu') \]

holds, for all \( k \in \mathbb{Z} \).

Similarly, for a multipartition \( \underline{\mu} = (\mu^1, \ldots, \mu^l) \), we set \( \underline{\mu}' = ((\mu_1^1), \ldots, (\mu_l^l)) \).

It is easily verified that whenever \( \underline{\mu} \) is \( \kappa \)-restricted, for a given multicharge \( \kappa \), \( \underline{\mu}' \) remains \( \kappa \)-restricted.

**Lemma 7.6.** For any \( \kappa \)-restricted multipartition \( \underline{\mu} \), there is a proper \( \kappa \)-restricted multipartition \( \underline{\mu}^+ \), such that \((\underline{\mu}^+)') = \underline{\mu}.

**Proof.** Suppose that \( \underline{\mu} = (\mu^1, \ldots, \mu^l) \) with \( \mu^i = (\mu_1^i, \ldots, \mu_{\ell(\mu^i)}^i) \), for all \( 1 \leq i \leq l \), and \( \kappa = (k_1, \ldots, k_l) \). Set \( r = \ell(\mu^l) - k_l \).

For each \( 1 \leq i \leq l \), we write a partition

\[ (\mu^i)^+ = (\mu_1^i + 1, \ldots, \mu_{\ell(\mu^i)}^i + 1, 1, \ldots, 1) \]

where the number of 1's padded in the tail of the formula is given by \( r + k_i \).

The resulting multipartition \( \underline{\mu}^+ = ((\mu^1)^+, \ldots, (\mu^l)^+) \) satisfied the required properties.

\[ \square \]

**Theorem 7.7.** Suppose that a multipartition \( \underline{\mu} = (\mu^1, \ldots, \mu^l) \in SP^\kappa_\beta \) is given, for a multicharge \( \kappa = (k_1, \ldots, k_l) \in \mathbb{Z}^l \). Denote the multisegment

\[ m = m(-k_1, \mu^1) + \ldots + m(-k_l, \mu^l) \in M. \]

Then, a weight \( \gamma \in Q_+ \) exists, for which an isomorphism

\[ \Gamma(m, \gamma) \cong \hat{S}_\kappa(\mu)^{sgn} \]

holds in \( R(\beta^l) - \text{gmod} \), between the corresponding derived RSK module and the inflated column Specht module.

In particular, we have the identity \( \hat{D}_\kappa(\mu)^{sgn} \cong L_m \in \text{Irr}(\beta^l) \).
Proof. Let \( \mu^+ = (\mu^1^+, \ldots, \mu^l^+) \) be the proper \( \kappa \)-restricted multipartition satisfying \((\mu^+)') = \mu^\ast \) which is supplied by Lemma 7.6.

When denoting

\[ n = m(-k_1, \mu^1^+) + \ldots + m(-k_l, \mu^l^+) \in \mathcal{M}, \]

we see by equation (16) that \( n' = m \). In other words, there exists \( \gamma \in Q_+ \), so that

\[ n = m^+ + \partial(\gamma). \]

By Proposition 7.5, we know that

\[ RSK(n) = (m(-k_1, \mu^1^+), \ldots, m(-k_l, \mu^l^+)) \].

It follows, again from (16), that the derived RSK module \( \Gamma(m, \gamma) = \Gamma'(n) \) is isomorphic, up to a shift of grading, to the product \( L_{m(-k_1, \mu^1^+)} \odot \cdots \odot L_{m(-k_l, \mu^l^+)} \). The latter module is isomorphic, according to Propositions 7.3 and 7.4, to \( \hat{S}_\kappa(\mu)^{sgn} \).

Lastly, arguing same is in the proof of Proposition 7.5, the shift of grading is unnecessary due to the fact that \( \Gamma(m, \gamma) \) is spearheaded (Theorem 6.5).

The identity \( \hat{D}_\kappa(\mu)^{sgn} \sim L_m \) now follows from Theorem 6.5 and the definition of \( D_\kappa(\mu) \).

□

Corollary 7.8. For any multipartition \( \mu \in \mathcal{RP}_\beta^\kappa \), we have identity of graded modules

\[ \theta_{BZ}(\hat{S}_{-k_1}(\mu^1)^\dagger), \ldots, \hat{S}_{-k_l}(\mu^l)^\dagger) \] in \( \text{Irr}_D \) is a cyclic normal sequence.

7.2. Universality of proper standard modules. Let us take note that when \( RSK(m) = (l_1, \ldots, l_\omega) \) satisfies the equality \( m = l_1 + \ldots + l_\omega \) in \( \mathcal{M} \), Theorem 6.4 states that \((L_{l_1}, \ldots, L_{l_\omega})\) must be a cyclic normal sequence.

More generally, we may look at the situation of \( n' = m \), for \( n \in \mathcal{M} \) with \( RSK(n) = (l_1, \ldots, l_\omega) \) that satisfies \( m = l_1' + \ldots + l_\omega' \). In that case, (the proof of) Theorem 6.5 shows that \((L_{l_1'}, \ldots, L_{l_\omega'})\) is a normal cyclic sequence.

Indeed, with that view in mind, Theorem 7.7 and Proposition 7.3 give the following consequence regarding the Specht construction.

Corollary 7.9. For every \( \kappa \)-restricted multipartition \( \mu = (\mu^1, \ldots, \mu^l) \), with \( \kappa = (k_1, \ldots, k_l) \), the tuple of modules

\[ (\hat{S}_{-k_1}((\mu^1)^\dagger), \ldots, \hat{S}_{-k_l}((\mu^l)^\dagger)) \] in \( \text{Irr}_D \) is a cyclic normal sequence.

Stirring in Proposition 5.12, from our general discussion of cyclic modules, we may now state a curious connection between separate classifications of simple modules.

Proposition 7.10. Any inflated regular Specht module is isomorphic to a quotient module of the proper standard module corresponding to its simple head.

Proof. The shift of grading in the statement of Proposition 5.12 disappears, when noting that both modules involved are spearheaded. □
7.3. **Remarks on involutive symmetries.** Let us briefly address the issue of appearance of the sign involution, or the seemingly asymmetric preference of column (regular) Specht modules over row (restricted) Specht modules, in the statement of Theorem 7.7.

Our discussion involves three separate model constructions for simple modules in $D$: The Kleshchev-Ram method of proper standard modules, an inflation of the Specht construction from the cyclotomic setting and the RSK construction. Each of those methods involves some non-canonical choices. Let us clarify the consistencies between those choices.

First, let us recall Remark 2.5 on the variation in definition of cyclotomic quotients. In light of this symmetry, for a given restricted multipartition $\mu \in \mathcal{RP}_\beta$, we may treat the module $\hat{S}_\kappa(\mu)$ as an alternative definition for an inflated restricted Specht module.

Let us consider the isomorphism $\eta = \text{sgn}\beta \circ \sigma \beta : R(\beta) \cong R(\beta^\dag)$. We see from Proposition 2.4 that the class of proper standard modules is closed under twisting by $\eta$. Thus, by applying $\eta$ we obtain the following version of Proposition 7.10.

**Corollary 7.11.** Any inflated restricted Specht module, when twisted by the involution $\sigma$, is isomorphic to a quotient module of the proper standard module corresponding to its simple head.

Second, let us note that the RSK transform of multisegments implicitly depends on a choice of a total ordering of the simple roots $I$ (i.e. of $Z$). Reversing that order will produce the alternative transform $\mathcal{RSK}(m^\dag)^\dag$ in our notations (here, $^\dag$ is extended componentwise to $\text{Lad}^{w}$). The resulting RSK-standard modules will have the form $\Gamma(m^\dag)^\eta$, as a model for its head $L_m \in \text{Irr}_D$ (The ungraded variant of this class was noted in [GL21, Remark 4.5] in relation to the Schützenberger involution).

Thus, Theorem 7.7 may be rephrased as an identification between $\sigma$-twisted restricted Specht modules and $\eta$-twisted derived RSK-standard modules.

Finally, we conjecture that the class of RSK-standard modules remains closed under the sign involution. If that was true, we would obtain by Theorem 7.7 that inflated restricted Specht modules (without need of twisting) are special cases of derived variants of RSK-standard modules.

Note, though, that the last point of view would still put restricted Specht modules as models for construction of $L_m^{\text{sgn}}$ out of the data of the multisegment $m$. Hence, consistency with the Kleshchev-Ram classification still passes through the order reversal (or, Zelevinsky involution) as in Remark 2.3.
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