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Abstract
We study parabolic equations in variable Hölder spaces on domains of Euclidean spaces. The existence and uniqueness of solutions is proved.
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1 Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ and let $T > 0$. We investigate linear parabolic operators in the following form

$$u_t - Lu,$$

where the coefficients of the elliptic operator $L$ are in the variable Hölder space $C^{\alpha(\cdot)}(\bar{\Omega} T)$.

We are interested in the study of the following boundary value problem

$$\begin{cases}
  u_t - Lu = f & \text{in } \Omega_T, \\
  u = \varphi & \text{on } \partial \Omega \times (0, T), \\
  u = g & \text{on } \Omega \times \{0\},
\end{cases}$$

(1)

where $f$, $\varphi$ and $g$ are elements of variable Hölder spaces. We prove Schauder estimates for this problem with exponents $\alpha$ satisfying the so-called log-Hölder condition. Furthermore, existence and uniqueness of solutions to problem (1) is proven in $C^{2,1,\alpha(\cdot)}(\bar{\Omega} T)$.

Variable function spaces were introduced as a tool to study partial differential equations with nonstandard growth (see [19,31]). However, these spaces are connected in a natural way with some engineer and computer science problems. Namely, they are used to model fluids which viscosity change in response to an electric field, i.e. electrorheological fluids (see [29]). In paper [4] appears a model of a thermorheological flow, which is a fluid whose viscosity depends on a temperature. Furthermore, these spaces can be used in the image denoising (see [1,28]). Blomgren et al. [9] suggested that in the image processing an image of a better quality can be obtained by an interpolation techniques that use variable exponents.

Linear parabolic equations are natural extension of the elliptic ones. Elliptic equations are considered in [15,20]. We studied elliptic equations in variable Hölder spaces in [4,8]. Parabolic equations with coefficients in other function spaces were studied in the mathematical literature. For instance, the parabolic problems in the classical Hölder spaces are discussed in [5,6,10,13,16,18,21,23,25,27,30]. We strongly recommend monographs devoted to this topic [14,20,21].
The paper is divided into six sections. In Section 2 we introduce notations and define Hölder spaces with variable exponent. In Section 3 we prove a priori interior estimates for the heat equation and then for general parabolic equation. Section 4 is devoted to study boundary Schauder estimates. Next, in Section 5 we prove global a priori estimates. Finally, in Section 6 we obtain existence and uniqueness of solutions to boundary value problems. Moreover, we present an equation for which variable Hölder spaces are optimal. We formulate the interpolation inequalities in parabolic Hölder spaces in Appendix A. In Appendix B we show an estimation for certain integral operator.

2 Preliminaries

Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set and let \( T > 0 \). Denote \( \Omega_T = \Omega \times (0, T) \). We call a set \( G_T = \partial \Omega_T \setminus \Omega \times \{ T \} \) a parabolic boundary of \( \Omega_T \). We define a metric

\[
d(P, Q) = \max(|x_1 - x_2|, \sqrt{|t_1 - t_2|})
\]

for \( P = (x_1, t_1), Q = (x_2, t_2) \in \Omega_T \). This metric is equivalent to the Euclidean distance on \( \Omega_T \). In this paper the norm \(| \cdot |\) for space variables is the maximum norm i.e.

\[
|x| = \max_{i=1, \ldots, n} |x_i| \quad \text{for} \quad x = (x_1, \ldots, x_n) \in \mathbb{R}^n.
\]

A set \( C(\Omega_T) \) consists of all continuous functions on \( \Omega_T \), which can be extended continuously on \( \tilde{\Omega}_T \). Let

\[
C^{2,1}(\Omega_T) = \left\{ u \in C(\tilde{\Omega}_T) : D^2 u \in C(\tilde{\Omega}_T) \text{ and } u_t \in C(\tilde{\Omega}_T) \text{ for all } |\alpha| \leq 2 \right\}.
\]

Higher order spaces are defined similarly; for \( k \in \mathbb{N} \) we denote

\[
C^k(\Omega_T) = \left\{ u \in C(\tilde{\Omega}_T) : D^k u \in C(\tilde{\Omega}_T) \text{ for all } |\beta| \leq k \right\}.
\]

Now, we turn to an introduction of basics of the theory of variable Hölder spaces (for details see [2,3]). If one wants to read more about function spaces with a variable exponent, we refer to the monographs [11] and [12]. Any function \( \alpha : \Omega_T \to (0, 1] \) will be called a variable exponent. A semi-norm for a function \( u \) is defined as follows

\[
[u]_{\alpha(\cdot), \Omega_T} = [u]_{0, \alpha(\cdot), \Omega_T} = \sup_{P, Q \in \Omega_T, P \neq Q} \frac{|u(P) - u(Q)|}{d^\alpha(P, Q)},
\]

Hence, we are able to define a space with variable exponent

\[
C^{\alpha(\cdot)}(\Omega_T) = \left\{ u \in C(\Omega_T) : [u]_{\alpha(\cdot), \Omega_T} < \infty \right\}
\]

and

\[
C^{2,1, \alpha(\cdot)}(\Omega_T) = \left\{ u \in C^{2,1}(\Omega_T) : [u]_{\alpha(\cdot), \Omega_T} < \infty \text{ and } [D^2 u]_{\alpha(\cdot), \Omega_T} < \infty \right\}.
\]

Analogously we define \( C^{k, \alpha(\cdot)}(\Omega_T) \) for \( k \in \mathbb{N} \). Let \( u \) be a function defined on \( \Omega_T \). We introduce the following notations

\[
[u]_{0, \Omega_T} = \sup_{X \in \Omega_T} |u(X)|, \quad [u]_{0, \alpha(\cdot), \Omega_T} = [u]_{0, \Omega_T} + [u]_{0, \alpha(\cdot), \Omega_T}.
\]

It is easy to see that \( C(\Omega_T) \) with \( | \cdot |_{0, \alpha(\cdot), \Omega_T} \) is a Banach space. For \( u \in C^k(\Omega_T) \) and for \( k \in \mathbb{N} \) we introduce

\[
[u]_{k, \Omega_T} = \sup_{X \in \Omega_T} |D^k u(X)|, \quad [u]_{k, \Omega_T} = \sum_{i=0}^{k} [u]_{i, \Omega_T}.
\]
Finally, for $u \in C^{2,1}(\overline{\Omega_T})$ we define
\[ |u|_{2,1,\alpha(\cdot),\Omega_T} = |u|_{0,\Omega_T} + |Du|_{0,\Omega_T} + |D^2u|_{0,\alpha(\cdot),\Omega_T} + |u_t|_{0,\alpha(\cdot),\Omega_T}. \]

Once more, $C^{2,1,\alpha(\cdot)}(\Omega_T)$ is a Banach space with $| \cdot |_{2,1,\alpha(\cdot),\Omega_T}$.

For a fixed $P \in \Omega_T$ and a function $u$ we define
\[ |u|_{\alpha(P),\Omega_T} = \sup_{Q \subseteq \Omega_T, Q \neq P} \frac{|u(P) - u(Q)|}{d^{\alpha(P)}(P, Q)}. \]

We restrict our attention to certain class of exponents $\alpha$. The exponent $\alpha : \Omega_T \to (0, 1]$ is called log-Hölder continuous, if for all $P, Q \in \Omega_T$ the inequality
\[ |\alpha(P) - \alpha(Q)| |\ln d(P, Q)| \leq M \]
holds for some $M > 0$. The smallest $M$ satisfying (3) is denoted by $c_{\log}(\alpha)$. Furthermore, we denote
\[ \alpha^+ = \sup_{X \in \Omega_T} \alpha(X), \quad \alpha^- = \inf_{X \in \Omega_T} \alpha(X). \]

We shall consider only exponents which are log-Hölder continuous and satisfy
\[ 0 < \alpha^- \leq \alpha^+ < 1. \]

We define a spacetime semicube with top $P = (x_0, t_0) \in \mathbb{R}^n \times \mathbb{R}_+$ and radius $\delta > 0$:
\[ N(P, \delta) = \{ Q = (x, t) : d(P, Q) \leq \delta \text{ and } t \leq t_0 \}. \]

We remind the fundamental solution of the heat equation
\[ G(x - y, t - s) = G(x, t; y, s) = \frac{(s - t)^{-n/2}}{(2\sqrt{\pi})^n} \exp \left[ -\frac{|x - y|^2}{4(s - t)} \right] \]
for $x, y \in \mathbb{R}^n$ and $s, t \in \mathbb{R}$ such that $s > t$. It is easy to verify that $G$ satisfies the following equations
\[ G_s - \Delta_y G = 0 \]
and
\[ G_t + \Delta_y G = 0. \]

It can be also proved
\[ |D_s^k D_t^j G(x - y, t - s)| \leq C(s - t)^{-\frac{\alpha^++\alpha^+}{2}} \exp \left[ -\frac{|x - y|^2}{5(s - t)} \right], \]
where $0 \leq k + j \leq 4$.

In paper [7], the following useful lemma about an extension of functions from Hölder spaces with a variable exponent was proved.

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^n$ be an open and bounded set with the boundary of class $C^2$ and let $\alpha \in A^{\log}(\Omega)$. Then, there exists $\sigma > 0$ and $\tilde{\alpha} \in A^{\log}(\Omega_\sigma)$ with $\tilde{\alpha}|_{\Omega} = \alpha$, $\tilde{\alpha}^+ = \alpha^+$, $\tilde{\alpha}^- = \alpha^-$ such that for any $f \in C^{\alpha(\cdot)}(\Omega)$, there exists $\tilde{f} \in C^{\tilde{\alpha}(\cdot)}(\Omega_\sigma)$ for which $\tilde{f}|_{\Omega} = f$. Moreover, there exists a constant $C = C(\Omega, n, \alpha^-, \alpha^+, c_{\log}(\alpha))$ such that the inequality
\[ |\tilde{f}|_{0,\alpha(\cdot),\Omega_\sigma} \leq C |f|_{0,\alpha(\cdot),\Omega} \]
holds.

In the above Lemma the standard norm in variable Hölder spaces is used i.e.
\[ |u|_{0,\alpha(\cdot),\Omega} = |u|_{0,\Omega} + \sup_{x, y \in \Omega, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha(x)}. \]
3 Interior estimates

In this section we prove Schauder estimates. We start with the interior estimates. Let us fix \( P \in \mathbb{R}^n \times \mathbb{R}_+ \) and \( d > 0 \). We will denote \( N = N(P, d) \). The following theorem is fundamental in this part of the article.

**Theorem 3.1.** Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set and let \( T > 0 \). Let \( N \subset \Omega_T \) and let \( u \in C^{2,1,\alpha(\cdot)}(\overline{N}) \) be a solution of the equation
\[
L_0 u = \Delta u - u_t = f
\]
where \( f \in C^{\alpha(\cdot)}(\overline{N}) \). Then the inequalities
\[
|D^2 u(P)| \leq C \left( |f|_{0,N} + d^{\alpha(P)}[f]_{\alpha(P),P,N} + |u|_{0,N} d^{-2} \right).
\]
\[
d^{\alpha(Q)} \frac{|D^2 u(Q) - D^2 u(P)|}{d^{\alpha(Q)}(Q, P)} \leq C \left( |f|_{0,N} + d^{\alpha(P)}[f]_{\alpha(P),P,N} + d^{\alpha(Q)}[f]_{\alpha(Q),Q,N} + |u|_{0,N} d^{-2} \right)
\]
hold for any \( P \) such that \( d(P, Q) \leq \frac{\alpha}{4} \) and \( Q \in N \), where \( C = C(\text{diam} (\Omega_T), n, \alpha^+, \alpha^-, c_{\text{log}}(\alpha)) \).

**Proof.** We divide the proof into a few steps.

1. For \( \eta > 0 \) set \( N_\eta = N(P, \eta \delta) \). Let \( \varphi \in C^1_c(\Omega) \) be a cut-off function such that \( \varphi(Q) = 0 \) for \( Q \in \Omega \setminus N_{3/4} \), \( \varphi(Q) = 1 \) for \( Q \in N_{1/2} \) and such that
\[
|D_x^2 D_t^k \varphi(x, t)| \leq Dd^{-k-2h} \text{ for } (x, t) \in N.
\]
Let \( P = (x_0, t_0 + d^2) \) and let us denote \( B = \{ x \in \mathbb{R}^n : |x - x_0| \leq d \} \). Then, we see \( N = \overline{B} \times [t_0, t_0 + d^2] \). We take \( Q = (y, s) \in N \), such that \( d(P, Q) \leq \frac{\alpha}{4} \). We set \( v(x, t) = \varphi(x, t)G(x - y; t - s) \). From \( \text{T} \) we know the following equality
\[
v L_0 u - u L_0^* v = \sum_{i=1}^n D_i(v u_{x_i} - u v_{x_i}) - (uv)_t
\]
for sufficiently smooth functions \( u \) and \( v \), where \( L_0^* \) is an adjoint operator to \( L_0 \).

We integrate above equality and we obtain
\[
\int_{t_0}^s \int_B v(x, t)G(x - y; t - s)f(x, t)dxdt - \int_{t_0}^s \int_B u(x, t)L_0^* \left( \varphi(x, t)G(x - y; t - s) \right)dxdt = \int_{t_0}^s \int_B \sum_{i=1}^n D_i(v u_{x_i} - u v_{x_i}) - (uv)_t dxdt = \int_{t_0}^s \int_{\partial B} v D u \cdot n - u D v \cdot n dS(x)dt - u(y, s).
\]
Therefore, the above equality yields
\[
u(y, s) = - \int_{t_0}^s \int_B \varphi(x, t)G(x - y; t - s)f(x, t)dxdt + \int_{t_0}^s \int_B u(x, t)L_0^* \left( \varphi(x, t)G(x - y; t - s) \right)dxdt
\]
\[
= -H_0 + J_0.
\]
We set
\[
H(Q) = D_y^2 H_0, \quad J(Q) = D_y^2 J_0,
\]
where \( Q = (y, s) \). Thus, we see that we have
\[
D^2 u(Q) = -H(Q) + J(Q).
\]

2. We estimate \( |D^2 u(Q)| \). First, we will control \( J(Q) \). We denote \( U = N_{3/4} \setminus N_{1/2} \cap \{ t_0 \leq t \leq s \} \) and we have
\[
J = \int_U u(x, t)(\Delta + D_t) \left( \varphi(x, t)D_y^2 G(x - y, t - s) \right) dxdt.
\]
We know that \((\Delta + D_t)G = 0\). Thus, the above equality yields

\[
J = \int_U u(x,t) \left[ \varphi_t(x,t)D^2_yG(x-y,t-s) + D_y^2\varphi(x,t)D^2_yG(x-y,t-s) + 2D_x\varphi(x,t)D_y^2D(x-y,t-s) \right] \, dx dt.
\]  
(8)

Next, we use inequalities (i) and (ii) and we get

\[
|J| \leq C|u|_{0,N} \sum_{i=0}^1 d^{-2+i} \int_U (s-t)^{-\frac{(n+2+i)}{2}} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \, dx dt.
\]  
(9)

Let us define the subset of \(U\)

\[ U_1 = \{(x,t) \in U : |x-x_0| > \frac{d}{2}\}. \]

We also set \(U_2 = U \setminus U_1\). For \((x,t) \in U_1\) we have

\[
|x-y| \geq |x-x_0| - |x_0-y| > \frac{d}{2} - \frac{d}{4} = \frac{d}{4}.
\]  
(10)

We decompose integrals from (9) as follows \(\int_{U_1} \ldots + \int_{U_2} \ldots\). First, we estimate \(\int_{U_1} \ldots\). We use inequality (ii) and then substitute \(z = d^2/(s-t)\). It yields

\[
\int_{U_1} (s-t)^{-\frac{(n+2+i)}{2}} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \, dx dt \leq d^n \int^n_0 (s-t)^{-\frac{(n+2+i)}{2}} \exp \left[ -Cz \frac{d^2}{z^2} \right] \, dt
\]

\[
\leq d^n \int_0^\infty \frac{z^{-(n+2+i)/2}}{\exp [Cz]} \frac{d^2}{z^2} \, dz = \int_0^\infty d^{-i}z^{-(n-2+i)/2} \exp [-Cz] \, dz \leq Cd^{-i}.
\]  
(11)

It lefts to estimate \(\int_{U_2}\). If \((x,t) \in U_2\), then \((x,t) \notin N_{1/2}^0\). Hence, \(|t-t_0| > (d/2)^2\), where \(t_0 = t_0 + d^2\). Thus, we conclude

\[
s - t = s - t_0 + \tilde{t}_0 - t > \left(\frac{d}{4}\right)^2 - \left(\frac{d}{4}\right)^2 = \left(\frac{d}{4}\right)^2,
\]

Thanks to this inequality we have

\[
\int_{U_2} (s-t)^{-\frac{(n+2+i)}{2}} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \, dx dt \leq Cd^{-\frac{n+2+i}{2}}|\Omega_2| \leq \frac{C}{d^2}.
\]  
(12)

We put inequalities (11) and (12) to (9) and we get

\[
|J| \leq C|u|_{0,N}d^{-2}.
\]  
(13)

3. Next, we shall estimate \(H\)

\[
H = \int_{t_0}^t \int_B D^2_yG(x-y,t-s) (\varphi(x,t)f(x,t) - \varphi(x,s)f(y,s)) \, dx dt
\]

\[
+ \varphi(x,s)f(y,s) \int_{t_0}^s \int_B D^2_yG(x-y,t-s) \, dx dt = H_1 + H_2.
\]  
(14)

First, we estimate the term from the integral \(H_1\). For \((x,t) \in N\) we have

\[
|\varphi(x,t)f(x,t) - \varphi(x,s)f(y,s)| \leq |\varphi(x,t)f(x,t) - \varphi(x,t)f(y,s)| + |\varphi(x,t)f(y,s) - \varphi(y,s)f(y,s)|
\]

\[
\leq C \left[ |f|_{\alpha(Q),Q,N} \left( |x-y|^{\alpha(Q)} + |t-s|^{\alpha(Q)/2} \right) + |f|_{0,N} \left( \frac{|x-y|}{d} + \frac{|t-s|}{d^2} \right) \right],
\]  
(15)
where inequality (6) was applied. We put the above result into $H_1$ and then we use (16). It yields
\[
|H_1| \leq C[f]_{\alpha(Q),Q,N} \int_{t_0}^{s} \left( s-t \right)^{-\left( n+2 \right)/2} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \left( |x-y|^\alpha(Q) + |t-s|^\alpha(Q) \right) \, dr \, dt + C\int_{t_0}^{s} \left( s-t \right)^{-\left( n+2 \right)/2} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \left( \frac{|x-y|}{d} + \frac{|t-s|}{d^2} \right) \, dr. \tag{16}
\]
In the first integral we substitute $|x-y| = r(s-t)^{1/2}$ and then we estimate it as follows
\[
\int_{t_0}^{s} \int_{0}^{\infty} \left( s-t \right)^{\alpha(Q)/2} r^{\alpha(Q)} + \left( s-t \right)^{\alpha(Q)/2} \exp \left[ -Cr \right] r^{n-1}(s-t)^{n/2} \, dr \, dt \leq C \int_{t_0}^{s} \frac{dt}{(s-t)^{1-\alpha(Q)/2}} = C \frac{(s-t_0)^{\alpha(Q)/2}}{\alpha(Q)/2} \leq C d^{\alpha(Q)},
\]
where in the last inequality we have used the fact that $s-t_0 \leq d^2$. Now, we estimate the second integral in (16). We again substitute $|x-y| = r(s-t)^{1/2}$ and we obtain
\[
C \int_{t_0}^{s} \int_{B} \left( s-t \right)^{-\left( n+2 \right)/2} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \left( \frac{|x-y|}{d} + \frac{|t-s|}{d^2} \right) \, dr \, dt \leq C \int_{t_0}^{s} \int_{0}^{\infty} \left( s-t \right)^{-\left( n+2 \right)/2} \exp \left[ -Cr \right] r^{n-1}(s-t)^{n/2} \left( \frac{|s-t|^{1/2} r}{d} + \frac{|t-s|}{d^2} \right) \, dr \, dt = C \int_{t_0}^{s} \int_{0}^{\infty} \left( s-t \right)^{-\left( n+1 \right)/2} \exp \left[ -Cr \right] r^{n} \exp \left[ -Cr \right] r^{n-1} \, dr \, dt \leq C \left( \int_{t_0}^{s} \frac{dt}{(s-t)^{1/2} d} + \frac{s-t_0}{d^2} \right) = C \left( 2\left( s-t_0 \right)^{1/2} \frac{1}{d} + \frac{s-t_0}{d^2} \right) \leq C.
\]
Hence, we deduce
\[
|H_1| \leq C \left( |f|_{0,N} + d^{\alpha(Q)} |f|_{\alpha(Q),Q,N} \right).
\]

4. Next, we bound $H_2$. For this purpose we use the Gauss formula
\[
|H_2| \leq C[f]_{0,N} \int_{t_0}^{s} \int_{\partial B} |D_y G(x-y,t-s)| \, dS(x) \, dt \leq C[f]_{0,N} \int_{t_0}^{s} \int_{\partial B} \left( s-t \right)^{-\left( n+1 \right)/2} \exp \left[ -\frac{|x-y|^2}{5(s-t)} \right] \, dS(x) \, dt. \tag{17}
\]
Since $|y-x_0| \leq \frac{d}{4}$ and $|x-x_0| = d$ for $x \in \partial B$, we have
\[
|x-y| \leq |x-x_0| - |y-x_0| \leq \frac{3}{4} d.
\]
We put this inequality into (17) and we get
\[
|H_2| \leq C[f]_{0,N} \int_{t_0}^{s} \int_{\partial B} \left( s-t \right)^{-\left( n+1 \right)/2} \exp \left[ -\frac{Cd^2}{s-t} \right] \, dS(x) \, dt = C[f]_{0,N} d^{n-1} \int_{t_0}^{s} \left( s-t \right)^{-\left( n+1 \right)/2} \exp \left[ -\frac{Cd^2}{s-t} \right] \, dt. \tag{18}
\]
Next, we substitute $z = d^2/(s-t)$
\[
|H_2| \leq C[f]_{0,N} d^{n-1} \int_{t}^{\infty} \frac{z^{(n+1)/2} \, d^2}{z^2} \exp \left[ -Cz \right] \, dz \leq C[f]_{0,N},
\]

where \( t = d^2/(s - t_0) \geq 1 \). Finally, we conclude
\[
|H| \leq C \left( |f|_{0,N} + d^{\alpha(Q)}[f]_{\alpha(Q),Q,N} \right).
\] (19)

Now, we join together (13) and (10), what yields
\[
|D_y^2u(y,s)| \leq C \left( |f|_{0,N} + d^{\alpha(Q)}[f]_{\alpha(Q),Q,N} + |u|_{0,N}d^{-2} \right).
\]

5. Next, we will estimate the Hölder semi-norm of \( D_y^2u(y,s) \)
\[
d^{\alpha(Q)} \left| \frac{D_y^2u(Q) - D_y^2u(P)}{d^{\alpha(Q)}(Q, P)} \right| \leq d^{\alpha(Q)} \left| \frac{H(Q) - H(P)}{d^{\alpha(Q)}(Q, P)} \right| + d^{\alpha(Q)} \left| \frac{J(Q) - J(P)}{d^{\alpha(Q)}(Q, P)} \right|
\]
\[
= H' + J',
\]
where \( H \) and \( J \) are given as in the previous part of the proof. Let us introduce notations \( P = (y_1, s_1) \) and \( Q = (y_2, s_2) \). We estimate
\[
|J'| \leq \frac{d^{\alpha(Q)}(Q, P)}{d^{\alpha(Q)}(Q, P)} \left[ \int_0^{s_1} \int_B u(x,t)(\Delta + D_t)(\phi(x,t)D_y^2G(x-y_1,t-s_1))\,dxdt 
\right.
\]
\[
- \int_0^{s_2} \int_B u(x,t)(\Delta + D_t)(\phi(x,t)D_y^2G(x-y_2,t-s_2))\,dxdt\left| \right| \leq \frac{d^{\alpha(Q)}(Q, P)}{d^{\alpha(Q)}(Q, P)} |u|_{0,N}
\]
\[
+ \sum_{i=0}^1 |D_y\phi|_{0,N} \int_{\tilde{U}_1} |D_x^{2+i}G(x-y_1,t-s_1) - D_x^{2+i}G(x-y_2,t-s_2)|\,dxdt
\]
\[
+ \sum_{i=0}^1 |D_y\phi|_{0,N} \int_{\tilde{U}_2} |D_x^{2+i}G(x-y_1,t-s_1)|\,dxdt + |D_y\phi|_{0,N} \int_{\tilde{U}_2} |D_x^{2+i}G(x-y_1,t-s_1)|\,dxdt
\]
\[
= \frac{d^{\alpha(Q)}(Q, P)}{d^{\alpha(Q)}(Q, P)} |u|_{0,N} \left[ \sum_{i=0}^1 |D_x^{2-i}\phi|_{0,N} J_1'(i) + |D_y\phi|_{0,N} J_2'(0) + \sum_{i=0}^1 |D_x^{2-i}\phi|_{0,N} J_2'(i) + |D_y\phi|_{0,N} J_2'(0) \right],
\] (21)

where \( \tilde{U}_1 = N_{1/2} \setminus N_{3/4} \cap \{ t_0 \leq t \leq s_2 \} \) and \( \tilde{U}_2 = N_{1/2} \setminus N_{3/4} \cap \{ s_2 \leq t \leq s_1 \} \). We apply the Mean Value Theorem to estimate the first type of integral
\[
J_1'(i) \leq \int_{\tilde{U}_1} |D_x^{2+i}G(x-\tilde{y},t-s)||y_1 - y_2| + |D_x^{2+i}D_tG(x-\tilde{y},t-s)||s_1 - s_2|\,dxdt,
\]
where point \( (\tilde{y}, \tilde{s}) \) is on an interval connecting points \( (y_1, s_1) \) with \( (y_2, s_2) \).

Next, we use inequality (1) and we obtain
\[
J_1'(i) \leq C \int_{\tilde{U}_1} C \exp \left[ \frac{|x - \tilde{y}|^2}{5(\tilde{s} - t)} \right] (\tilde{s} - t)^{-(n+3+i)/2} |y_1 - y_2| + (\tilde{s} - t)^{-(n+4+i)/2} |s_1 - s_2| \,dxdt.
\] (22)

Further, we estimate this integral similarly as the integral in (4). Therefore, we decompose \( \tilde{U}_1 \) into two sets. We define
\[
\tilde{U}_{11} = \{ (x, t) \in \tilde{U}_1: |x - x_0| > \frac{d}{2} \}
\]
and
\[
\tilde{U}_{12} = \tilde{U}_1 \setminus \tilde{U}_{11}.
\]
Finally, we obtain

\[
\frac{x - y}{2} \geq \frac{d}{4}
\]

so we get

\[
\frac{\overline{U}_{11}}{4} = \int_{\overline{U}_{11}} \exp \left[ \frac{\overline{U}}{\alpha(Q)} \right] \left( \frac{z^{(n+3+i)/2}}{d^{n+3+i}} |y_1 - y_2| + \frac{z^{(n+4+i)/2}}{d^{n+4+i}} |s_1 - s_2| \right) \, dz.
\]

In the last integral we substitute \( z = d^2/(\bar{s} - t) \) and we obtain that it can be estimated as follows

\[
Cd^n \int_{0}^{\infty} \exp \left[ -Cz \right] \frac{d^2}{z^2} \left( \frac{z^{(n+3+i)/2}}{d^{n+3+i}} |y_1 - y_2| + \frac{z^{(n+4+i)/2}}{d^{n+4+i}} |s_1 - s_2| \right) \, dz
\]

\[
\leq C \left( \frac{|y_1 - y_2|}{d^{n+i}} + \frac{|s_1 - s_2|}{d^{2+i}} \right).
\]

Now, we estimate the integral on \( \overline{U}_{12} \). There we use inequality \( |\bar{s} - t| > (d/4)^2 \), which is satisfied for \( (x, t) \in \overline{U}_{12} \).

Then, we bound \( J'_1(i) \) on \( \overline{U}_{12} \) in the following way

\[
C(s_2 - t_0)|\overline{U}_{12}| \left( d^{-(n+3+i)} |y_1 - y_2| + d^{-(n+4+i)} |s_1 - s_2| \right) \leq
\]

\[
Cd^n \left( d^{-(n+3+i)} |y_1 - y_2| + d^{-(n+4+i)} |s_1 - s_2| \right) = C \left( \frac{|y_1 - y_2|}{d^{n+i}} + \frac{|s_1 - s_2|}{d^{n+i}} \right).
\]

Finally, we obtain

\[
J'_1(i) \leq C \left( \frac{|y_1 - y_2|}{d^{n+i}} + \frac{|s_1 - s_2|}{d^{n+i}} \right).
\]

We see that \( |y_1 - y_2| \leq \frac{d}{4} \) and \( |s_1 - s_2| \leq \frac{d}{16} \). Thus, we estimate \( J'_1(i) \) as follows

\[
J'_1(i) \leq C \left( \frac{|y_1 - y_2|}{d^{n+i}} + \frac{|s_1 - s_2|}{d^{n+i}} \right) \leq \frac{C d^{n+Q} (P, Q)}{d^{n+Q}},
\]

where we have also used the fact that \( d(P, Q) \leq d \).

It is left to estimate \( J'_2(i) \). We have \( |x - y_1| > d/2 \) for \( x \in \overline{U}_{12} \). Thus, by \( 3 \) we obtain

\[
J'_2(i) \leq C \int_{s_2}^{s_1} \int_{\overline{U}_{12}} (s_1 - t)^{-(n+2+i)/2} \exp \left[ -\frac{|y_1 - x|}{5(s_1 - t)} \right] \, dx \, dt
\]

\[
\leq Cd^n \int_{s_2}^{s_1} (s_1 - t)^{-(n+2+i)/2} \exp \left[ -\frac{Cd^2}{s_1 - t} \right] \, dt.
\]

Then, we substitute \( z = d^2/(s_1 - t) \)

\[
J'_2(i) \leq Cd^n \int_{\hat{t}_0}^{\infty} \frac{z^{(n+2+i)/2} d^2}{z^2} \exp \left[ -Cz \right] \, dz \leq \frac{C}{d^{n+Q} d^{Q}}
\]

where \( \hat{t}_0 = d^2/(s_1 - s_2) \) and \( \mu > 0 \) is arbitrary constant. Let us take \( \mu = \alpha(Q)/2 \). We have that \( (s_1 - s_2) \leq d^2(P, Q) \), so we get

\[
J'_2(i) \leq \frac{C d^{n+Q} (P, Q)}{d^{n+Q}}.
\]

Finally, we put \( 23 \) and \( 24 \) into \( 21 \) and also use \( 6 \) and we get

\[
J' \leq C |u|_{0, N} d^{-2}.
\]
6. The term $H'$ we estimate as follows

$$H' \leq H'_1 + H'_2 + H'_3 + H'_4,$$  \hspace{1cm} (26)  

where

$$H'_1 = \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \int_{t_0}^{s_2} \int_B D_2^2 (x - y_1, t - s_1) \left( \varphi(x, t) f(x, t) - \varphi(y_1, s_1) f(s_1, y_1) \right) \right|,$$

$$H'_2 = \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \varphi(y_1, s_1) f(y_1, s_1) \int_{t_0}^{s_2} \int_B D_2^2 G(x - y_1, t - s_1) dx dt \right|,$$

$$H'_3 = \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \int_{s_2}^{s_1} \int_B D_2^2 G(x - y_1, t - s_1) \left( \varphi(x, t) f(x, t) - \varphi(y_1, s_1) f(y_1, s_1) \right) dx dt \right|,$$

$$H'_4 = \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \varphi(y_1, s_1) f(y_1, s_1) \int_{s_2}^{s_1} \int_B D_2^2 G(x - y_1, t - s_1) dx dt \right|.$$

First, we will bound $H'_4$. We use inequalities (3) and (15) and we get

$$H'_4 \leq C \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \int_{s_2}^{s_1} \int_B (s_1 - t)^{(\alpha + n)/2} \exp \left[ -\frac{|x - y_1|^2}{5(s_1 - t)} \right] \right|.$$  

We estimate the expression in the similar way as in (10). Thus, we obtain

$$H'_3 \leq C \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left( \left| \int_{s_2}^{s_1} \int_B D_2^2 G(x - y_1, t - s_1) \left( \varphi(x, t) f(x, t) - \varphi(y_1, s_1) f(y_1, s_1) \right) dx dt \right| \right),$$

where we have used the inequality $(s_1 - s_2)^{(\alpha + n)/2} \leq d(P, Q)$ and the fact that $\alpha$ is log-Hölder continuous.

It can be shown that there exist $C_1, C_2$ such that

$$C_1 d^\alpha(Q) \leq d^\alpha(P) \leq C_2 d^\alpha(Q),$$

where $C_1, C_2$ do not depend on $P$ nor $Q$ (for details see the end of the proof of Lemma 3.1 in [8]). Thus, from (27) we get

$$H'_4 \leq C \left( |f|_{\alpha(P), P, N} d^\alpha(P) + |f|_{0, N} \right).$$  \hspace{1cm} (28)  

Next, we shall estimate $H'_4$. There we use the Gauss formula

$$H'_4 \leq C \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \int_{s_2}^{s_1} \int_{\partial B} D_2 G(x - y_1, t - s_1) dS \right|,$$

$$\leq C \frac{d^\alpha(Q)}{d^\alpha(P)(P, Q)} \left| \int_{s_2}^{s_1} \int_{\partial B} (s_1 - t)^{-(\alpha + n)/2} \exp \left[ -\frac{|x - y_1|^2}{5(s_1 - t)} \right] dS dt \right|.$$
Then, we substitute $z = d^2/(s_1 - t)$ into the last integral. We use the inequality $|x - y_1| \geq d$ which is true for $x \in \partial B$

$$H'_4 \leq C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} d^{n-1} \int_{t_0}^{\infty} z^{(n+1)/2} \frac{d^2}{d^{n+1}} \exp \left[-Cz \frac{d^2}{z^2} \right] dz$$

$$= C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} \int_{t_0}^{\infty} z^{(n-3)/2} \exp \left[-Cz \right] dz,$$

where $t_0 = d^2/(s_1 - s_2) \geq 1$. Finally, we have

$$H'_4 \leq C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} t_0^{\alpha(Q)/2} \leq C |f|_{0, N}.$$

(29)

Now, we shall estimate $H'_2$. We see that $\varphi(y_1, s_1) = \varphi(y_2, s_2) = 1$, so it yields

$$H'_2 \leq \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} \int_{t_0}^{s_2} \int_B D^2 G(x - y_1, t - s_1) - D^2 G(x - y_2, t - s_2) dx dt$$

$$+ \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{\alpha(P), P, N} d^{\alpha(P)}(P, Q) \int_{t_0}^{s_2} \int_B D^2 x(\alpha(P), P, N) dx dt = H'_{21} + H'_{22}.$$

(30)

The term $H'_{22}$ we estimate similarly as the term $H_2$ in inequality (14) (see (18)). Thus, we obtain

$$H'_{22} \leq C d^{\alpha(Q)} |f|_{\alpha(P), P, N} \leq C d^{\alpha(P)} |f|_{\alpha(P), P, N}.$$

(31)

Next, we will estimate the term $H'_{21}$. We use the Gauss formula and the Mean Value Theorem. It yields

$$H'_{21} \leq \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} \int_{t_0}^{s_2} \int_{\partial B} |D^2 G(x - \bar{y}, t - \bar{s})||y_1 - y_2| + |D_x D_t G(x - \bar{y}, t - \bar{s})||s_1 - s_2| dx dt,$$

where $(\bar{y}, \bar{s})$ is a point on the segment that joins $P$ with $Q$. We use (3) to the above integral

$$H'_{21} \leq C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} \int_{t_0}^{s_2} \int_{\partial B} \exp \left[-\frac{|x - \bar{y}|^2}{5(s - t)} \right]$$

$$\cdot \left((\bar{s} - t)^{-(n+2)/2}|y_1 - y_2| + (\bar{s} - t)^{-(n+3)/2}|s_1 - s_2| \right) dx dt.$$

For $x \in \partial B$ we have the following inequality

$$|x - \bar{y}| \geq \frac{1}{4} |x - y_1| - |y_1 - \bar{y}| \geq \frac{3}{4} d.$$

It yields

$$H'_{21} \leq C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} d^{n-1} \int_{t_0}^{s_2} \exp \left[-C \frac{d^2}{s - t} \right]$$

$$\cdot \left((\bar{s} - t)^{-(n+2)/2}|y_1 - y_2| + (\bar{s} - t)^{-(n+3)/2}|s_1 - s_2| \right) dt.$$

We substitute $z = d^2/(\bar{s} - t)$

$$H'_{21} \leq C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} d^{n-1} \int_{t_0}^{\infty} \exp \left[-Cz \left(\frac{z^{(n+2)/2}|y_1 - y_2|}{d^{n+2}} + \frac{z^{(n+3)/2}|s_1 - s_2|}{d^{n+3}} \right) \right] d^2 dz$$

$$= C \frac{d^{\alpha(Q)}}{d^{\alpha(Q)}(P, Q)} |f|_{0, N} \int_{t_0}^{\infty} \exp \left[-Cz \left(\frac{z^{(n-2)/2}|y_1 - y_2|}{d} + \frac{z^{(n-1)/2}|s_1 - s_2|}{d^2} \right) \right] dz$$

$$\leq C d^{\alpha(Q)} \frac{d^{\alpha(Q)}(P, Q)}{d} \left(\frac{d(P, Q)}{d} + \frac{d^2(P, Q)}{d^2} \right) \leq |f|_{0, N},$$

(32)
where \( t = d^2/(s_2 - t_0) \). Now, we put inequalities (31) and (32) into (30) and we get

\[
H_k^2 \leq C \left( d^{o(P)} |f|_{\alpha(P), P,N} + |f|_{0,N} \right).
\]

(33)

7. It is left to estimate \( H_1' \). We split \( H_1' \) into four terms

\[
H_1' \leq C \frac{d^{o(Q)}}{d^{o(Q)}(P,Q)} (H_{11}' + H_{12}' + H_{13}' + H_{14}'),
\]

where

\[
\begin{align*}
H_{11}' &= \left| \int_{t_0}^{s_2-\eta} \int_B D^2_2 G(x - y_1, t - s_1) - D^2_2 G(x - y_2, t - s_2) \\
& \quad \cdot \left[ |f|_{\alpha(P), P,N} \left( |x - y_1|^{\alpha(P)} + |t - s_1|^{\alpha(P)/2} \right) + |f|_{0,N} \left( \frac{|x - y_1|}{d} + \frac{|t - s_1|}{d^2} \right) \right] \, dxdy \right|,
\end{align*}
\]

\[
H_{12}' = \left| \int_{t_0}^{s_2-\eta} \int_B D^2_2 G(x - y_2, t - s_2) \right| \, dxdy
\]

\[
\begin{align*}
& \quad \cdot \left[ |f|_{\alpha(P), P,N} \left( |x - y_1|^{\alpha(P)} + |s_2 - s_1|^{\alpha(P)/2} \right) + |f|_{0,N} \left( \frac{|y_2 - y_1|}{d} + \frac{|s_2 - s_1|}{d^2} \right) \right] \right|,
\end{align*}
\]

\[
H_{13}' = \left| \int_{s_2-\eta}^{s_2} \int_B D^2_2 G(x - y_1, t - s_1) \right| \, dxdy
\]

\[
\begin{align*}
& \quad \cdot \left[ |f|_{\alpha(Q), Q,N} \left( |x - y_1|^{\alpha(Q)} + |t - s_1|^{\alpha(Q)/2} \right) + |f|_{0,N} \left( \frac{|y_2 - y_1|}{d} + \frac{|t - s_1|}{d^2} \right) \right] \right|,
\end{align*}
\]

\[
H_{14}' = \left| \int_{s_2-\eta}^{s_2} \int_B D^2_2 G(x - y_2, t - s_2) \right| \, dxdy
\]

\[
\begin{align*}
& \quad \cdot \left[ |f|_{\alpha(Q), Q,N} \left( |x - y_2|^{\alpha(Q)} + |t - s_2|^{\alpha(Q)/2} \right) + |f|_{0,N} \left( \frac{|y_2 - y_1|}{d} + \frac{|t - s_2|}{d^2} \right) \right] \right|.
\end{align*}
\]

and \( \eta = d^2(P,Q)/4 \).

We use inequality (31) and substitute \( |x - y_1| = (s_1 - t)^{1/2} \rho \) into the integral \( H_{13}' \). The integral with \( |f|_{\alpha(P), P,N} \) we estimate in the subsequent way

\[
C \int_{s_2-\eta}^{s_2} \int_0^{\infty} \exp \left[ -\frac{\rho^2}{5} \right] \rho^{\alpha(P)} \left( \frac{(s_1 - t)^{\alpha(P)/2}}{s_1 - t} \right) \, d\rho dt \leq C \left( \int_{s_2-\eta}^{s_2} \frac{(s_1 - t)^{\alpha(P)/2}}{s_1 - t} \, dt \right) \leq C \frac{2}{\alpha(P)} (s_1 - s_2)^{\alpha(P)/2} - (s_1 - s_2 + \eta)^{\alpha(P)/2} \leq C \eta^{\alpha(P)/2}.
\]

The term of \( |f|_{0,N} \) we estimate as follows

\[
\int_{s_2-\eta}^{s_2} \int_0^{\infty} \exp \left[ -\frac{\rho^2}{5} \right] \rho^{\alpha(P) - 1} \left( \frac{|s_1 - t|^{1/2}}{d} + \frac{1}{d^2} \right) \, d\rho dt \leq C \left( \frac{\eta^{1/2}}{d} + \frac{\eta}{d^2} \right).
\]

Thus, finally we have

\[
H_{13}' \leq C \left( \eta^{\alpha(P)/2} |f|_{\alpha(P), P,N} + |f|_{0,N} \left( \frac{\eta^{1/2}}{d} + \frac{\eta}{d^2} \right) \right).
\]

In similar way we estimate \( H_{14}' \) and we have

\[
H_{14}' \leq C \left( \eta^{\alpha(P)/2} |f|_{\alpha(P), P,N} + |f|_{0,N} \left( \frac{\eta^{1/2}}{d} + \frac{\eta}{d^2} \right) \right).
\]
Then, we shall bound the integral $H'_{12}$. We use the Gauss formula and proceed in similar way as in inequality (17):

$$H'_{12} \leq C \left( |f|_{\alpha(P), P,N} d_{\alpha(P)}(P,Q) + |f|_{0,N} \left( \frac{d(P,Q)}{d} + \frac{d^2(P,Q)}{d^2} \right) \right).$$

It remains to estimate the expression $H'_{11}$. First of all, we consider the case $s_1 = s_2$. We estimate the coefficient of $|f|_{\alpha(P), P,N}$

$$\int_{t_0}^{s_2 - \eta} \int_B \int_0^1 |D^2_2 G(x - y_1 + z(y_1 - y_2), t - s_1)| \, |y_1 - y_2| \left( |x - y_1|^{\alpha(P)} + |t - s_1|^{\alpha(P)/2} \right) \, dz \, dx \, dt \leq C \int_{t_0}^{s_2 - \eta} \int_B \int_0^1 |D^2_2 G(x - y_1 + z(y_1 - y_2), t - s_1)| \, |y_1 - y_2| \left( |x - y_1| + |y_1 - y_2| + |t - s_1|^{\alpha(P)/2} + |y_1 - y_2| \right) \, dz \, dx \, dt \, dz.$$  

Now, we substitute $|x - y_1 + z(y_1 - y_2)| = (s_1 - t)^{1/2} \rho$ and we deduce

$$C \int_{t_0}^{s_2 - \eta} ((s_1 - t)^{-3/2} |y_1 - y_2| \left( |t - s_1|^{\alpha(P)/2} + |y_1 - y_2|^{\alpha(P)} \right) \, dt \leq C \left( |y_1 - y_2| \left( \eta^{\alpha(P) - 1/2} - (s_1 - t_0)^{(\alpha(P) - 1/2)} \right) + |y_1 - y_2|^{\alpha(P) + 1} \left( \eta^{-1/2} - (s_1 - t_0)^{-1/2} \right) \right) \leq C \eta^{\alpha(P)/2}.$$  

Next, we bound the term multiplied by $|f|_{0,N}$

$$\int_{t_0}^{s_2 - \eta} \int_B \int_0^1 |D^2_2 G(x - y_1 + z(y_1 - y_2), t - s_1)| \, |y_1 - y_2| \left( |x - y_1| + \frac{|t - s_1|}{d^2} \right) \, dz \, dx \, dt \leq C \int_{t_0}^{s_2 - \eta} \int_B \int_0^1 |D^2_2 G(x - y_1 + z(y_1 - y_2), t - s_1)| \, |y_1 - y_2| \left( |x - y_1| + \frac{|t - s_1|}{d^2} \right) \, dz \, dx \, dt \leq C \left( \eta^{\alpha(P)/2} \right).$$

Let us consider the case $y_1 = y_2$. First, we shall estimate the coefficient of $|f|_{\alpha(P), P,N}$

$$\int_{t_0}^{s_2 - \eta} \int_B \int_{s_2}^{s_1} |D^2 x D_t G(x - y_1, t - z)| \left( |x - y_1|^{\alpha(P)} + |t - z|^{\alpha(P)/2} + |z - s_1|^{\alpha(P)/2} \right) \, dz \, dx \, dt \leq C \int_{t_0}^{s_2 - \eta} \int_{s_2}^{s_1} (z - t)^{-2} \left( (z - t)^{\alpha(P)/2} + (z - s_1)^{(\alpha(P)/2)} \right) \, dz \, dt \leq C \eta^{\alpha(P)/2}.$$  

Finally, we consider the coefficient of $|f|_{0,N}$

$$\int_{t_0}^{s_2 - \eta} \int_B \int_{s_2}^{s_1} |D^2 x D_t G(x - y_1, t - z)| \left( |x - y_1| + \frac{|t - z| + |z - s_1|}{d^2} \right) \, dz \, dx \, dt \leq C \int_{t_0}^{s_2 - \eta} \int_{s_2}^{s_1} (z - t)^{-2} \left( (z - t)^{1/2} + \frac{(z - t) + (s_1 - z)}{d^2} \right) \, dz \, dt \leq C \left( \frac{\eta^{1/2}}{d} + \frac{\eta}{d^2} \right).$$
In general case we decompose $H'_{11}$ as follows

$$H'_{11} \leq \int_{t_0}^{s_2 - \eta} \int_B D_2^2 G(x - y_1, t - s_1) - D_2^2 G(x - y_2, t - s_2)$$

$$\cdot \left[ |f|_{\alpha(P), P, N} \left( |x - y_1|^{\alpha(P)} + |t - s_1|^{\alpha(P)/2} \right) + |f|_{0, N} \left( \frac{|x - y_1|}{d} + \frac{|t - s_1|}{d^2} \right) \right] dx dy$$

$$+ \int_{t_0}^{s_2 - \eta} \int_B D_2^2 G(x - y_1, t - s_2) - D_2^2 G(x - y_2, t - s_2)$$

$$\cdot \left[ |f|_{\alpha(P), P, N} \left( |x - y_2|^{\alpha(P)} + |t - s_2|^{\alpha(P)/2} \right) + |f|_{0, N} \left( \frac{|x - y_2|}{d} + \frac{|t - s_2|}{d^2} \right) \right] dx dy$$

$$+ \int_{t_0}^{s_2 - \eta} \int_B D_2^2 G(x - y_1, t - s_2) - D_2^2 G(x - y_2, t - s_2) dx dy$$

$$\cdot \left[ |f|_{\alpha(P), P, N} \left( |y_2 - y_1|^{\alpha(P)} + |s_2 - s_1|^{\alpha(P)/2} \right) + |f|_{0, N} \left( \frac{|y_2 - y_1|}{d} + \frac{|s_2 - s_1|}{d^2} \right) \right].$$

Two first integrals on the right-hand side we estimate as was shown above. The last one we bound as follows

$$\int_{t_0}^{s_2 - \eta} \int_B \left| D_2^2 DG(x - y_1 + z(y_1 - y_2), t - s_2) \right| |y_1 - y_2| dz dt.$$

We use inequality (14) and we substitute $|x - y_1 + z(y_1 - y_2)| = \rho(s_2 - t)^{1/2}$. It yields that the considered integral is bounded by

$$C \int_{t_0}^{s_2 - \eta} \int_0^1 (s_2 - t)^{-3/2} dz dt |y_1 - y_2| = C (y_1 - y_2) \left( \eta^{-1/2} - (s_2 - t_0)^{-1/2} \right) \leq C (y_1 - y_2) \eta^{-1/2} \leq C.$$

Finally, we have shown that

$$H'_{11} \leq C \left( |f|_{0, N} + d^{\alpha(P)} |f|_{\alpha(P), P, N} + d^{\alpha(Q)} |f|_{\alpha(Q), Q, N} \right).$$

Hence, we put (28), (29), (30) and (34) into (26) and then (26) and (28) into (20). It yields

$$d^{\alpha(Q)} \left| \frac{D_2^2 u(Q) - D_2^2 u(P)}{d^{\alpha(Q)}(Q, P)} \right| \leq C \left( |f|_{0, N} + d^{\alpha(P)} |f|_{\alpha(P), P, N} + d^{\alpha(Q)} |f|_{\alpha(Q), Q, N} + |u|_{0, N} d^{-2} \right).$$

The next theorem will be analogous to the previous one, but we shall consider a general parabolic operator here.

**Theorem 3.2.** Let $\Omega \subset \mathbb{R}^n$ be an open and bounded set and $T > 0$. Let $N(P, d) \subset \Omega_T$ and let $A = (a_{ij})_{ij} \in \mathbb{R}^{n \times n}$ be a matrix such that inequalities

$$\lambda |\zeta|^2 \leq \sum_{i,j=1}^n a_{ij} \zeta_i \zeta_j \leq \Lambda |\zeta|^2 \text{ for all } \zeta \in \mathbb{R}^n$$

are satisfied for certain $\lambda > 0$ and $\Lambda > 0$.

Let $u \in C^{2,1,\alpha(\cdot)}(\mathbb{R}^n)$ be a solution of the equation

$$\sum_{i,j=1}^n a_{ij} u_{x_i x_j} - u_t = f,$$

where $f \in C^{\alpha(\cdot)}(\mathbb{R}^n)$. Then

$$|D^2 u(Q)| \leq C \left( |f|_{0, N} + d^{\alpha(Q)} |f|_{\alpha(Q), Q, N} + |u|_{0, N} d^{-2} \right),$$

$$d^{\alpha(Q)} \left| \frac{D_2^2 u(Q) - D_2^2 u(P)}{d^{\alpha(Q)}(Q, P)} \right| \leq C \left( |f|_{0, N} + d^{\alpha(P)} |f|_{\alpha(P), P, N} + d^{\alpha(Q)} |f|_{\alpha(Q), Q, N} + |u|_{0, N} d^{-2} \right)$$

hold for any $Q$ such that $d(P, Q) \leq \frac{d}{4}$ and $Q \in N$, where $C = C (\text{diam} (\Omega_T), n, \alpha^+, \alpha^- \epsilon_{\log}(\alpha), \Lambda, \lambda)$. 
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Proof. The proof is almost the same as the proof of Theorem 3.1. Instead of \( G \) we use the following function

\[
\frac{(\det(a_{ij}))^{1/2}}{(2\pi)^{n/2}} (s-t)^{-n/2} \exp \left[-\sum_{i,j=1}^{n} a_{ij}(x_i-y_i)(x_j-y_j) \right].
\]

\( \square \)

In the next theorem we will consider a general parabolic equation on an arbitrary open set. We will prove Schauder interior estimates. For this purpose we need to introduce the interior norms. Let \( P = (x,t), Q \in \Omega_T \). We define \( d_P = \min \{ t, \text{dist}(\partial \Omega, x) \}, d_{P,Q} = \min \{ d_P, d_Q \} \). Now, we are able to introduce the following norms and seminorms

\[
[u]_{k,0,\Omega_T} = \sup_{P \in \Omega_T} d_P^k |D^k u(P)|, \quad [u]_{k,\alpha(\cdot),\Omega_T} = \sup_{P,Q \in \partial \Omega_T} \frac{d_P^k + \alpha(P)|D^k u(P) - D^k u(Q)|}{d_{P,Q}},
\]

\[
|u|^*_{k,\Omega_T} = \sum_{j=0}^{k} [u]^*_{j,\Omega_T}, \quad |u|_{k,\alpha(\cdot),\Omega_T} = |u|^*_{k,\Omega_T} + [u]_{k,\alpha(\cdot),\Omega_T}.
\]

Next, for \( s \in \mathbb{R}_+ \) we define

\[
[u]_{k,s,\Omega_T} = \sup_{P \in \Omega_T} d_P^k |D^{k+s} u(P)|, \quad [u]_{k,\alpha(\cdot),\Omega_T} = \sup_{P,Q \in \partial \Omega_T} \frac{d_P^k + \alpha(x) |D^{k+s} u(x) - D^{k+s} u(y)|}{|x-y|^\alpha(x)},
\]

\[
|u|^*_{k,s,\Omega_T} = \sum_{j=0}^{k} [u]^*_{j,s,\Omega_T}, \quad |f|^*_{k,s,\Omega_T} = |f|^*_{k,s,\Omega_T} + [f]_{k,\alpha(\cdot),\Omega_T}.
\]

**Theorem 3.3.** Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set and let \( T > 0 \). If \( u \in C^{2,1,\alpha(\cdot)}(\overline{\Omega_T}) \) satisfies

\[
u_t - Lu = u_t - (a^{ij}D_{ij}u + b^i D_i u + cu) = f, \tag{35}
\]

where \( f \in C^{0,\alpha(\cdot)}(\overline{\Omega_T}) \) and there are positive constants \( \lambda \) and \( \Lambda \) such that

\[
a^{ij}(x,t)\zeta^i \zeta^j \geq \lambda |\zeta|^2 \quad \forall \ z \in \Omega \text{ and } 0 \leq t < T \text{ and for all } \zeta \in \mathbb{R}^n,
\]

\[
a^{ij}_{0,0,\alpha(\cdot),\Omega_T}, b^{i}_{0,0,\alpha(\cdot),\Omega_T}, c^{(2)}_{0,0,\alpha(\cdot),\Omega_T} \leq \Lambda,
\]

then

\[
|u|^2_{2,\alpha(\cdot),\Omega_T} \leq C \left(|u|^2_{0,\Omega_T} + |f|^2_{0,\alpha(\cdot),\Omega_T}\right),
\]

where \( C = C(\text{diam}(\Omega), n, \alpha^-, \alpha^+, c_{\log}(\alpha), \Lambda, \lambda) \).

**Proof.** From Lemma \( \Delta \) for \( \varepsilon > 0 \) we have

\[
|u|^2_{2,0,\Omega_T} \leq \varepsilon |u|^2_{2,\alpha(\cdot),\Omega_T} + C |u|_{0,\Omega_T},
\]

where \( C = C(\varepsilon) \). By this inequality it is sufficient to estimate the term \( |u|_{2,\alpha(\cdot),\Omega_T} \). There exist two points \( P, Q \in \Omega_T \) such that inequality

\[
\frac{1}{2} |u|^2_{2,\alpha(\cdot),\Omega_T} \leq d^\alpha_{P,Q} \frac{|D^2 u(P) - D^2 u(Q)|}{d^\alpha_{P,Q}}
\]

is satisfied. We can assume that \( t \)-coordinate of \( P \) is greater than \( t \)-coordinate of \( Q \).

Let us write equation \( \text{35} \) in the form

\[
a^{ij}(P)D_{ij} - u_t = (a^{ij}(P) - a^{ij}(Q)) D_{ij} u - b^i D_i u - cu + f = F. \tag{36}
\]

Let us take arbitrary \( \frac{1}{2} > \mu > 0 \). We will consider two cases:

\( ^2 \) We use there the Einstein summation convention.
1. \( d(P, Q) < \mu d_{P, Q} \)

From this inequality we conclude \( d(P, Q) < \mu d_P \). Let \( d = \mu d_P \) and let us consider the cube \( N(P, d) \). We apply Theorem 3.1 to equation (35) and then by inequality (35) we get

\[
d^{\alpha(P)} |D_x^2 u(P) - D_x^2 u(Q)| \leq C \left( |F|_{0, N} + d^{\alpha(P)} [F]_{\alpha(P), P, N} + d^{\alpha(Q)} [F]_{\alpha(Q), Q, N} + |u|_{0, N}^d \right)^2.
\]

(37)

We shall estimate terms on the right-hand side of the above inequality. First, we will estimate the term \( |F|_{0, N} \). It is easy to see that

\[
d^{-2} |u|_{0, N} \leq \lambda^2 d^{-2} |u|_{0, \Omega_T}.
\]

Next, we shall use the fact that for \( Q \in N \) we have

\[
d_Q \geq d_P - d = d_P - \lambda d_P > \frac{1}{2} d_P.
\]

(38)

Thus, we bound the expression \( |F|_{0, N} \) in the following way

\[
|F|_{0, N} \leq |f|_{0, N} + \sum_{i=1}^n |b^i|_{0, N} |D_i u|_{0, N} + \sum_{i,j=1}^n |a^{ij}(P) - a^{ij}|_{0, N} |D_{ij} u|_{0, N} + |c|_{0, N} |u|_{0, N}.
\]

Now, we use inequality (38) and we get

\[
|F|_{0, N} \leq \frac{C}{d_P^2} \left( |f|_{0, \Omega_T}^2 + |u|_{1, \Omega_T}^2 + \mu^{\alpha(P)} |u|_{2, \Omega_T}^2 \right).
\]

(39)

Next, we will estimate the term \( d^{\alpha(P)} [F]_{\alpha(P), P, N} \). For this purpose we need the following Leibniz-rule in Hölder space. Let \( g \) and \( h \) be arbitrary functions defined on \( \Omega_T \), then

\[
|gh|_{\alpha(R), R, N} \leq |g(R)||h|_{\alpha(R), R, N} + |h|_{0, N} |g|_{\alpha(R), R, N},
\]

where \( R \) is a certain point from the set \( \Omega_T \). Thus, we have

\[
d^{\alpha(P)} [F]_{\alpha(P), P, N} \leq C d^{\alpha(P)} \left( d_P^{2 - \alpha(\alpha)} |f|_{0, \alpha(\alpha), \Omega_T}^2 + \sum_{i=1}^n |b^i|_{\alpha(P), P, N} |D_i u|_{0, N} + \sum_{i,j=1}^n |a^{ij}|_{\alpha(P), P, N} |D_{ij} u|_{0, N} + |c|_{\alpha(P), P, N} |u|_{0, N} \right)
\]

\[
+ \sum_{i,j=1}^n |a^{ij}|_{\alpha(P), P, N} |D_x^2 u|_{0, N} + \sum_{i=1}^n |b^i|_{\alpha(P), P, N} |D_x u|_{0, N} + \sum_{i=1}^n |c|_{\alpha(P), P, N} |u|_{0, N}
\]

\[
\leq C \left( \mu^{\alpha(P)} d_P^{-2} |f|_{0, \alpha(\alpha), \Omega_T}^2 + \mu^{\alpha(P)} d_P^{-1} |D_x u|_{\alpha(P), P, N} + \mu^{\alpha(P)} d_P^{-2} |u|_{\alpha(P), P, N} \right)
\]

\[
+ \mu^{\alpha(P)} d_P^{-2} |u|_{2, \Omega_T}^2 \left( |f|_{0, \alpha(\alpha), \Omega_T}^2 + |u|_{2, \Omega_T}^2 + |u|_{0, \alpha(\alpha), \Omega_T}^2 + |u|_{1, \alpha(\alpha), \Omega_T}^2 \right).
\]

(40)

Next, we will estimate the term \( d^{\alpha(Q)} [F]_{\alpha(Q), Q, N} \). We do it in the similar way as in (10)

\[
d^{\alpha(Q)} [F]_{\alpha(Q), Q, N} \leq C \lambda^{\alpha(Q)} d_P^{-2} \left( |f|_{0, \alpha(\alpha), \Omega_T}^2 + |u|_{2, \Omega_T}^2 + |u|_{0, \alpha(\alpha), \Omega_T}^2 + |u|_{1, \alpha(\alpha), \Omega_T}^2 \right)
\]

\[
+ C d^{\alpha(Q)} \sum_{i,j=1}^n |a^{ij}(P) - a^{ij}(Q)| |D_x^2 u|_{\alpha(Q), Q, N}.
\]

(41)

We shall estimate the last term on the right-hand side of the above inequality. We use there inequality (38)

\[
d^{\alpha(Q)} |a^{ij}(P) - a^{ij}(Q)||D_x^2 u|_{\alpha(Q), Q, N} \leq C d^{\alpha(Q)} d^{\alpha(Q)} [P, Q] d_P^{-\alpha(Q)} d_P^{-\alpha(Q)} \left( a^{ij}|_{0, \alpha(\alpha), \Omega_T}^2 + a^{ij}|_{1, \alpha(\alpha), \Omega_T}^2 \right)
\]

\[
= C \mu^{2\alpha(Q)} d_P^{-2} |u|_{2, \alpha(\alpha), \Omega_T}^2.
\]
We put the above inequality into (41), that yields
\[
d^{\alpha(Q)}[f]_{\alpha(Q), Q, N} \leq C\mu^{\alpha(Q)} d_P^{-2} \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|^*_{2, 0, \Omega_T} + |u|_{0, \alpha(\cdot), \Omega_T} + |u|^*_{1, \alpha(\cdot), \Omega_T} \right) + C\mu^{2\alpha(Q)} d_P^{-2} [u]^*_{2, \alpha(\cdot), \Omega_T}.
\]

Then, we put inequalities (39), (40) and (42) into (37) and we get
\[
d^{\alpha(P)} \left| D^2_u(P) - D^2_u(Q) \right| \leq \mu^{\alpha(Q)} d_P^{-2} \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|^*_{2, 0, \Omega_T} \right) + C\mu^{2\alpha(Q)} d_P^{-2} [u]^*_{2, \alpha(\cdot), \Omega_T} + C d^{-2} |u|_{0, \Omega_T} + \frac{C}{d^2} \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|^*_{1, \alpha(\cdot), \Omega_T} + \alpha^{(P)} |u|^*_{2, \alpha(\cdot), \Omega_T} \right) + C\mu^{\alpha(P)} d^{-2} \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|^*_{2, 0, \Omega_T} \right),
\]
where we have used the interpolation inequality from Lemma A.1. We need only to control the number \(\mu^{\alpha(Q) - \alpha(P)}\) to finish the proof. Here we have two cases.

(a) If \(\alpha(Q) - \alpha(P) \geq 0\), then we proceed in the following way
\[
\mu^{\alpha(Q) - \alpha(P)} \leq \left( \frac{1}{2} \right)^{\alpha(Q) - \alpha(P)} \leq \left( \frac{1}{2} \right)^{\alpha - \alpha^+}.
\]

(b) If \(\alpha(Q) - \alpha(P) < 0\), then
\[
\mu^{\alpha(Q) - \alpha(P)} \leq \left( \frac{d(P, Q)}{d_P} \right)^{\alpha(Q) - \alpha(P)} \leq e^{C_{\log}(\alpha)} d_P^{\alpha(Q) - \alpha(P)} \leq e^{C_{\log}(\alpha)} \max(1, \text{diam}(\Omega_T))^{\alpha(Q) - \alpha(P)} \leq e^{C_{\log}(\alpha)} \max(1, \text{diam}(\Omega_T))^{\alpha^+ - \alpha^-}.
\]

Finally, from inequality (43) we have
\[
d^{\alpha(P)} \left| D^2_u(P) - D^2_u(Q) \right| \leq Cd^{-2} \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|_{0, \Omega_T} + \mu^{2\alpha(P)} |u|^*_{2, \alpha(\cdot), \Omega_T} \right),
\]

2. \(d(P, Q) \geq \mu d_P Q\)

In this case we proceed in the following way
\[
d^{\alpha(P)} \left| D^2_u(P) - D^2_u(Q) \right| \leq C \mu^{-\alpha(P)} d_P^{-2} [u]^*_{2, 0, \Omega_T} \leq d_P^{-2} C \left( |u|_{0, \Omega_T} + \mu^{2\alpha(P)} |u|^*_{2, \alpha(\cdot), \Omega_T} \right).
\]

We see that when we join together the inequalities from cases 1 and 2 then we obtain the same inequality as in (44).

Now, we will estimate from below the left-hand side of inequality (43)
\[
d^{\alpha(P)} \left| D^2_u(P) - D^2_u(Q) \right| = \mu^{\alpha(P)} d_P^{\alpha(P)} \left| D^2_u(P) - D^2_u(Q) \right| \geq \mu^{\alpha(P)} d_P^{-2} \left| D^2_u(P) - D^2_u(Q) \right| \geq \mu^{\alpha(P)} d_P^{-2} \frac{1}{2} [u]^*_{2, \alpha(\cdot), \Omega_T}.
\]

When we put the above inequality into (44), we get
\[
|u|^*_{2, \alpha(\cdot), \Omega_T} \leq \mu^{-\alpha(P)} C \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|_{0, \Omega_T} \right) + C \mu^{\alpha(P)} |u|^*_{2, \alpha(\cdot), \Omega_T} \leq \mu^{-\alpha^+} C \left( |f|^{(2)}_{0, \alpha(\cdot), \Omega_T} + |u|_{0, \Omega_T} \right) + C \mu^{\alpha^-} |u|^*_{2, \alpha(\cdot), \Omega_T}.
\]

We take \(\mu \leq 1/2\), such that \(C \mu^{\alpha^-} = 1/2\). Then, we subtract \(C \mu^{\alpha^-} |u|^*_{2, \alpha(\cdot), \Omega_T} = \frac{1}{2} |u|^*_{2, \alpha(\cdot), \Omega_T}\) from both sides of the previous inequality and we finish the proof. □
4 Boundary estimates

This part of the paper is devoted to proving the boundary Schauder estimates. Let \( y_0 = (y_{0,1}, \ldots, y_{0,n}) \in \mathbb{R}^n \) and let us take \( d > 0 \) and \( \bar{d} \leq d \). We define

\[
B = \{ y : |y_i - y_{0,i}| \leq d \text{ for } i = 1, \ldots, n-1 \text{ and } -d \leq y_n - y_{0,n} \leq \bar{d} \}
\]

and \( N_s = B \times [0, s] \). Let us take \( s_0 \) such that \( s_0 \leq \bar{d}^2 \). We assume \( s \leq s_0 \) we denote \( N = N_{s_0}, P = (y_0, s_0) \).

**Theorem 4.1.** Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set and \( T > 0 \). Let us assume that \( N \subset \overline{\Omega}_T \) and let \( f \in C^{0,1}(\overline{\Omega}) \), \( u \in C^{2,1,\alpha}(\overline{\Omega}) \) satisfy equation

\[
\Delta u - u_t = f
\]

and let \( u = 0 \) on sets \( \{y_n = \bar{d}\} \) and \( \{t = 0\} \), then the following inequalities

\[
|D^2u(P)| \leq C \left( |f|_{0,N} + d^\alpha(P)[f]_{\alpha(P),P,N} + |u|_{0,N}d^{-2} \right),
\]

\[
d^{\alpha(Q)} \frac{|D^2u(Q) - D^2u(P)|}{d^{\alpha(Q)}(Q, P)} \leq C \left( |f|_{0,N} + d^\alpha(P)[f]_{\alpha(P),P,N} + d^\alpha(y_{0,s})[f]_{\alpha(y_{0,s}),y_{0,s},N} \right)
\]

\[
\quad + d^\alpha(y_{0,s})[f]_{\alpha(y_{0,s}),y_{0,s},N} + d^\alpha(Q)[f]_{\alpha(Q),Q,N} + |u|_{0,N}d^{-2}
\]

are satisfied for \( Q = (y, s) \in N \) and \( d(P, Q) \leq \frac{\bar{d}}{4} \).

**Proof.** We will use the same notation as in the proof of Theorem 3.1. Moreover, let

\[
\mathcal{G} = G(x, t; y, s) - G(x, t; y^*, s), \text{ where } y^* = (y_1, \ldots, y_{n-1}, 2\bar{d} - y_n) \text{ for } y = (y_1, \ldots, y_n).
\]

1. Integrating over \( B \times [0, s] \) the Green identity (47) with \( u \) and \( v = \varphi \mathcal{G} \) we get

\[
u(y, s) = -\int_0^s \int_B \varphi(x, t)\mathcal{G}(x - y; t - s)f(x, t)dxdt + \int_0^s \int_B u(x, t)L_0^s (\varphi(x, t)\mathcal{G}(x - y; t - s))dxdt
\]

\[
= -H_0 + J_0,
\]

where \( Q = (y, s) \in N \).

Since \( |y^* - x| \geq |y - x| \) by inequality (44) we have

\[
|D_i^lD_j^kD_y^l\mathcal{G}(x, t; y, s)| \leq C(s - t)^{-\frac{(2i+j+2k+l+n)}{2}} \exp \left[ -\frac{|x - y|^2}{5(s - t)} \right].
\]

Let us observe that for \( i \neq n \)

\[
\frac{\partial^2}{\partial y_j\partial y_i} \int_0^s \int_B \mathcal{G}(x, t; y, s)dxdt < \infty.
\]

Indeed,

\[
\frac{\partial^2}{\partial y_j\partial y_i} \int_0^s \int_B \mathcal{G}(x, t; y, s)dxdt = \frac{\partial}{\partial y_j} \int_0^s \int_B \mathcal{G}_y(x, t; y, s)dxdt = \frac{\partial}{\partial y_j} \int_0^s \int_B \mathcal{G}_x(x, t; y, s)dxdt
\]

\[
\quad = \frac{\partial}{\partial y_j} \int_0^s \int_{\partial B} \mathcal{G}_y(x, t; y, s)n_1dSdt = \int_0^s \int_{\partial B} \mathcal{G}_y(x, t; y, s)n_1dSdt
\]

\[
\quad = \int_0^s \int_{\partial B \cap \{x_1 = d+y_{0,1}\}} \overline{\mathcal{G}}_y(x, t; y, s)dSdt - \int_0^s \int_{\partial B \cap \{x_1 = -d+y_{0,1}\}} \overline{\mathcal{G}}_y(x, t; y, s)dSdt
\]

\[
\leq C \int_0^s (s - t)^{-\frac{(1+n)}{2}} \exp \left[ -\frac{|x - y|^2}{5(s - t)} \right] dSdt.
\]
Using the assumption $d(P, Q) \leq \frac{d}{4}$ for $x \in \partial B$, we have $|x - y| \geq \frac{d}{4}$, so the last integral in the above inequality can be estimated by the following expression

$$
\int_0^s \int_{\partial B} (s - t)^{-(1 + n)/2} \exp \left[-C \frac{d^2}{(s - t)} \right] dSdt = C d^{n-1} \int_0^s (s - t)^{-(1 + n)/2} \exp \left[-C \frac{d^2}{(s - t)} \right] dt.
$$

We substitute $z = \frac{d^2}{s-t}$ into the above integral and we get

$$
C d^{n-1} \int_0^\infty z^{(n+1)/2} d^{1-n} \exp \left[-C d^2 z \right] \frac{2}{d^2} dz \leq C \int_0^\infty z^{(n+5)/2} \exp \left[-C d^2 z \right] dz \leq C
$$

and (50) follows.

We can obtain (46) in the similar way as in the proof of Theorem 3.1. The derivatives

$$
\frac{\partial^2 u}{\partial y_i \partial y_j} \quad \text{for} \quad i \neq n \quad \text{or} \quad j \neq n
$$

we can estimate almost step by step as in the proof of Theorem 3.1. It is left to estimate the derivative $\frac{\partial^2 u}{\partial y_n \partial y_n}$.

2. Because $u$ satisfies equation (45), it suffices to prove inequality (47) for $u_t$. We differentiate equality (48) with respect to $s$ and we get

$$
\frac{\partial u(y, s)}{\partial s} = -H(Q) + J(Q),
$$

where

$$
H(Q) = \int_0^s \int_B \varphi(x, t)G_s(x - y; t - s) f(x, t) dx dt + f(y, s) \varphi(y, s)
$$

and

$$
J(Q) = \int_0^s \int_B u(x, t) L_0 (\varphi(x, t)G_s(x - y; t - s)) dx dt + \lim_{t \to s^-} \int_B u(x, t) L_0 (\varphi(x, t)G_s(x - y; t - s)) dx = J_1(Q) + J_2(Q).
$$

First, we will bound $J$

$$
J_2(Q) = \lim_{t \to s^-} \int_B u(x, t) (\varphi_1(x, t)G(x - y; t - s) + \Delta \varphi(x, t)G(x - y; t - s) + 2D \varphi(x, t) \cdot D_xG(x - y; t - s)) dx.
$$

Now, we shall compute the third term in the above equality

$$
\int_B u(x, t) D_0 \varphi_1(x, t) \cdot D_xG(x - y; t - s) dx = \int_{\partial B} u(x, t) D_0 \varphi_1(x, t) \cdot n(x) G(x - y; t - s) dS(x) - \int_B \text{div}_x (u(x, t) D_0 \varphi_1(x, t)) G(x - y; t - s) dx.
$$

We plug the above equality into (53) and we get

$$
J_2(Q) = \lim_{t \to s^-} \int_B (u(x, t) \varphi_1(x, t) + u(x, t) \Delta \varphi(x, t) - \text{div}_x (u(x, t) D_0 \varphi_1(x, t))) G(x - y; t - s) dx
$$

$$
= u(y, s) \varphi_1(y, s) + u(y, s) \Delta \varphi(y, s) - \text{div}_x (u(y, s) D_0 \varphi_1(y, s)),
$$

what is equal to 0 because $d(P, Q) \leq \frac{d}{4}$ and $\varphi(Q) = 1$. Thus, we have

$$
J_2(Q) = J_1(Q) = \int_0^s \int_B u(x, t) (\varphi_1(x, t)G(x - y; t - s) + \Delta \varphi(x, t)G(x - y; t - s) + 2D \varphi(x, t) \cdot D_xG(x - y; t - s)) dx.
$$

(54)
This term we bound as term [8] in the proof of Theorem [3,1]. The integral in $H(Q)$ we bound as $H$ in inequality [14]. We use there inequality [15].

3. Now, we shall estimate the H"{o}lder semi-norm of $D^2u$. Derivatives

$$\frac{\partial^2 u}{\partial y_i \partial y_j} \text{ for } i \neq n \text{ or } j \neq n$$

we estimate in the similar way as in the proof of Theorem [3,1]. The derivative $\frac{\partial^2 u}{\partial y_i \partial y_j}$ we shall control by [15] and by the estimation for $u_t$. Hence, now we need to estimate the H"{o}lder semi-norm of $u_t$. By equality [51] we have

$$d^{\alpha(P)} \left| \frac{u_s(P) - u_s(Q)}{d^{\alpha(P)}(P, Q)} \right| \leq d^{\alpha(P)} \left| \frac{H(P) - H(Q)}{d^{\alpha(P)}(P, Q)} \right| + d^{\alpha(P)} \left| \frac{J(P) - J(Q)}{d^{\alpha(P)}(P, Q)} \right|.$$

As in equality [54] we can show that

$$J(P) = J_1(P) \quad \text{and} \quad J(Q) = J_1(Q),$$

where $J_1$ is given in [52]. Thus, we get

$$d^{\alpha(P)} \left| \frac{J(P) - J(Q)}{d^{\alpha(P)}(P, Q)} \right| = d^{\alpha(P)} \left| \frac{J_1(P) - J_1(Q)}{d^{\alpha(P)}(P, Q)} \right|.$$ 

We estimate the above term in similar way as the term $J'$ in inequality [20].

It is left to bound

$$d^{\alpha(P)} \left| \frac{H(P) - H(Q)}{d^{\alpha(P)}(P, Q)} \right|.$$

For this purpose we apply Lemma [3.1]. In this Lemma we can change $G$ into $\tilde{G}$. Let us rewrite $H(P) - H(Q)$ to use this result. We define $g(Q) = f(Q)\varphi(Q)$ and then we have

$$H(P) - H(Q) = \frac{\partial}{\partial s} \int_0^{s_0} \int_B g(x, t)\tilde{G}(x, t; y_0, s_0)dxdt - \frac{\partial}{\partial s} \int_0^s \int_B g(x, t)\tilde{G}(x, t; y, s)dxdt. \quad (55)$$

We can assume $y_0 = 0$. We transform $(x, t) \to (\tilde{x}, \tilde{t}) : N \to U$ (we use the notion from Lemma [3.1] in the following way $\tilde{x} = x/d$ and $\tilde{t} = t/d$. So we transform $P$ into $\tilde{P}$ and $Q$ into $\tilde{Q}$. Let us also see that $B$ is transformed into $I = (-1, 1) \times \times (-1, 1) \times (-1, \beta) \subset \mathbb{R}^n$, where $\beta = \frac{d}{\alpha}$. Thus, the first integral in [55] we can rewrite in the following way

$$\int_0^{s_0} \int_B \tilde{g}(\tilde{x}, \tilde{t})\tilde{G}(\tilde{x}, \tilde{t}; \tilde{y}_0, s_0)d\tilde{x}d\tilde{t},$$

the second integral from [55] we can rewrite in the analogous way.

All of the assumptions of Lemma [3.1] are satisfied in the easy way. Thus, thanks to this Lemma the proof is finished.

**Theorem 4.2.** Let us assume that sets $N$ and $\overline{\Omega}_T$ satisfy the same conditions as in Theorem 3.1 and let $A = (a_{ij})_{ij} \in \mathbb{R}^{n \times n}$ be a matrix such that inequalities

$$\lambda |\zeta|^2 \leq \sum_{i,j=1}^n a_{ij} \zeta_i \zeta_j \leq \Lambda |\zeta|^2 \text{ for all } \zeta \in \mathbb{R}^n$$

are satisfied for certain $\lambda > 0$ and $\Lambda > 0$.

Let $u \in C^{2, 1, \alpha(\cdot)}(\overline{N})$ satisfies the equation

$$Lu = \sum_{i,j=1}^n a_{ij} u_{x_i x_j} - u_t = f,$$
where \( f \in C^\alpha(\Omega) \). Then
\[
|D^2u(P)| \leq C \left( |f|_{0,N} + d^\alpha(P)[f]_{\alpha(\Omega)},P,N + |u|_{0,N}d^{-2} \right),
\]
\[
d^\alpha(Q)\frac{|D^2u(Q) - D^2u(P)|}{|D^\alpha(Q)(P,P)|} \leq C \left( |f|_{0,N} + d^\alpha(P)[f]_{\alpha(\Omega)},P,N + d^\alpha(y_0,s)[f]_{\alpha(y_0,s),(y_0,s),N}
+ d^\alpha(y_0,s)[f]_{\alpha(y_0,s),(y_0,s),N} + d^\alpha(Q)[f]_{\alpha(\Omega),Q,N} + |u|_{0,N}d^{-2} \right)
\]
hold for any \( Q = (y,s) \in N \) such that \( d(P,Q) \leq \frac{1}{4} \), where \( C = C(\text{diam}(\Omega_T), n, \alpha^+, \alpha^-, c_{\log}(\alpha), \Lambda, \lambda) \).

**Proof.** Let us assume that \( y_0 \), the center of \( N \) is equal 0. There exists a matrix \( P \in \mathbb{R}^{n \times n} \) such that \( A = P A P^T \) is the unit matrix and \( P \mathbb{B} = [-\beta_1, \beta_1] \times \ldots \times [-\beta_n, \beta_n] \), where \( \beta_1, \ldots, \beta_n > 0 \) and \( 0 < \theta \leq 1 \) (for details see the proof of Lemma 4.1 in [7]). Let us introduce the following notations \( \tilde{f} = f, \tilde{u} = u \). Moreover, let \( \tilde{\Omega} = \Omega \). We define
\[
\tilde{u}(y,t) = u(P^{-1}y,t), \quad \tilde{f}(y,t) = f(P^{-1}y,t)
\]
for \((y,t) \in \tilde{\Omega} \). It is easy to check that \( \tilde{u} \) and \( \tilde{f} \) satisfy the equation
\[
\Delta \tilde{u} - \tilde{u}_t = \tilde{f}. \tag{56}
\]

Theorem 4.1 could be also proved for sets of type \( \tilde{\Omega} \). Thus, we can use this Lemma for equation (56). Then, we transform \( \tilde{\Omega} \) into \( \Omega \), \( \tilde{u} \) into \( u \) and \( \tilde{f} \) into \( f \) and in this way we finish the proof of the Lemma. \( \square \)

The next theorem deals with boundary Schauder estimates on general open set. We need boundary norms and seminorms to prove it. We define a parabolic boundary of \( \Omega \) as \( \partial \Omega \). Let \( \Gamma \subset \partial \Omega \). The next theorem deals with boundary Schauder estimates on general open set. We need boundary norms and seminorms to prove it. We define a parabolic boundary of \( \Omega \) as \( \partial \Omega \). Let \( \Gamma \subset \partial \Omega \). For \( P, Q \in \Omega \) we define \( d_P = \text{dist}(P, \partial \Omega \setminus \Gamma), d_{P,Q} = \min(d_P, d_Q) \). In the sequel, we shall use the following notations
\[
[u]_{k,0,\Omega_T \cup \Gamma} = [u]_{k,0,\Omega_T \cup \Gamma} = \sup_{P \in \Omega_T} d^k_P |D^k(P)|,
[u]_{k,0,\Omega_T \cup \Gamma} = \sup_{P \in \Omega_T} d^k_P |D^k(P)|,
\]
\[
[u]_{k,\alpha(\Omega),\Omega_T \cup \Gamma} = \sup_{P \in \Omega_T} d^k_P |D^k(P)|,
[u]_{k,\alpha(\Omega),\Omega_T \cup \Gamma} = \sup_{P \in \Omega_T} d^k_P |D^k(P)|,
\]
\[
[u]_{k,\alpha(\Omega),\Omega_T \cup \Gamma} = \sup_{P \in \Omega_T} d^k_P |D^k(P)|,
[u]_{k,\alpha(\Omega),\Omega_T \cup \Gamma} = \sup_{P \in \Omega_T} d^k_P |D^k(P)|.
\]

In the analogous way we define norms \( |\cdot|_{k,s}^{(s)} \), \( |\cdot|_{k,\alpha(\Omega),\Omega_T \cup \Gamma} \) and respect seminorms. We get the following theorem by an application of Theorem 1.1

**Theorem 4.3.** Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set and let \( T > 0 \). Moreover, let \( \Gamma \) be a portion of \( \partial \Omega \) contained in \( \{x_n = 0\} \cup \{t = 0\} \). If \( u \in C^{2,1,\alpha(\Omega)}(\overline{\Omega_T}) \) satisfies
\[
\begin{align*}
  u_t - Lu &= u_t - (a^{ij}(x,t)\zeta^i \zeta^j \lambda \zeta^2) = f, \quad u|_\Gamma = 0,
\end{align*}
\]
where \( f \in C^{\alpha(\Omega)}(\overline{\Omega_T}) \) and there are positive constants \( \lambda \) and \( \Lambda \) such that
\[
\begin{align*}
  a^{ij}(x,t)\zeta^i \zeta^j &\leq \lambda |\zeta|^2 \quad \text{for all } x \in \Omega \text{ and } 0 \leq t < T \quad \text{and for all } \zeta \in \mathbb{R}^n, \\
  |a^{ij}|_{0,\alpha(\Omega),\Omega_T \cup \Gamma}^0, |b^{ij}|_{0,\alpha(\Omega),\Omega_T \cup \Gamma}^1, |c|_{0,\alpha(\Omega),\Omega_T \cup \Gamma}^{(2)} &\leq \Lambda,
\end{align*}
\]
then
\[
[u]_{2,\alpha(\Omega),\Omega_T \cup \Gamma} \leq C \left( [u]_{0,\Omega_T} + |f|^{(2)}_{0,\alpha(\Omega),\Omega_T \cup \Gamma} \right),
\]
where \( C = C(\text{diam}(\Omega), T, n, \alpha^+, \alpha^-, c_{\log}(\alpha), \Lambda, \lambda, \Gamma) \).

**Proof.** The proof is analogous to the proof of Theorem 3.3. There we use Theorem 1.1 instead of Theorem 3.2. \( \square \)
5 Global estimates

We shall prove global Schauder estimates in this section. We need the following Lemma.

**Lemma 5.1.** Let us assume that $\Omega$ is a set of class $C^{2,\alpha^+}$. If $u \in C^{2,1,\alpha(\cdot)}(\overline{\Omega}_T)$ satisfies

$$ u_t - Lu = f \text{ on } \Omega_T, $$

$$ u = 0 \text{ on } \Gamma_T = \partial \Omega_T \setminus \Omega \times \{T\}, $$

where $f \in C^{\alpha(\cdot)}(\overline{\Omega}_T)$ and there are positive constants $\lambda$ and $\Lambda$ such that

$$ a^{ij}(x,t) \zeta^i \zeta^j \geq \lambda |\zeta|^2 \quad \text{for all } x \in \Omega \text{ and } 0 \leq t < T \text{ and for all } \zeta \in \mathbb{R}^n, $$

$$ |a^{ij}|_{0,\alpha(\cdot),\Omega_T}, |b^i|_{0,\alpha(\cdot),\Omega_T}, |c|_{0,\alpha(\cdot),\Omega_T} \leq \Lambda, $$

then there exists $\rho > 0$ such that for all $P \in \partial \Omega \times [0,T] \cup \Omega \times \{0\}$ the following inequality

$$ |u|_{2,\alpha(\cdot),\Omega_T \cap B(P,\rho)} \leq C \left(|u|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T}\right) $$

holds and $C = C(\text{diam}(\Omega), T, n, \alpha^-, \alpha^+, c_{\log}(\alpha), \Lambda, \lambda)$.

**Proof.** Let us take $P = (x_0, t_0) \in \Gamma_T$. Because the boundary of $\Omega$ is of class $C^{2,\alpha^+}$, so we have $\delta > 0$ and injective mapping $\Phi: B = B(P, \delta) \to D \subset \mathbb{R}^n \times \mathbb{R}_+$ of class $C^{2,\alpha^+}$ such that the following conditions are valid

$$ \Phi(B \cap \Omega_T) \subset D \cap \left(\mathbb{R}^n_+ \times \mathbb{R}_+\right), \quad \Phi(B \cap \Gamma_T) \subset D \cap \left(\{x_n = 0\} \times \mathbb{R}_+ \cup \mathbb{R}^n_+ \times \{0\}\right). $$

Now, we transform our equation. It is similar path as in the proof of the analogous result for elliptic equations (see the proof of Lemma 4.4 in \[7\]). Let us denote $B' = B \cap \Omega_T$, $D' = D \cap \left(\mathbb{R}^n_+ \times \mathbb{R}_+\right)$, $\Gamma' = \Phi(\Gamma)$. Next, we define $\tilde{u} = u \circ \Phi^{-1}$ and $\tilde{f} = f \circ \Phi^{-1}$ on the set $D'$. Then $\tilde{u}$ satisfies the equation

$$ \tilde{u}_t - \tilde{L}\tilde{u} = \tilde{u}_t - \left(\tilde{a}^{ij}D_{ij}\tilde{u} + \tilde{b}^iD_i\tilde{u} + \tilde{c}\right) = \tilde{f}, $$

where

$$ \tilde{a}^{ij} = \left(\sum_{k,l=1}^n a^{kl}D_k\Phi^jD_k\Phi^i\right) \circ \Phi^{-1}, \quad \tilde{b}^i = \left(\sum_{k,l=1}^n D_{ik}\Phi^j a^{lk} + \sum_{k=1}^n b^kD_k\Phi^i\right) \circ \Phi^{-1}, \quad \tilde{c} = c \circ \Phi^{-1}. $$

It is easy to see that there exists constant $K > 0$ such that

$$ K^{-1}d(X,Y) \leq d(\Phi(X), \Phi(Y)) \leq Kd(X,Y) \text{ for } X, Y \in B(P, \delta). $$

Thus, we obtain

$$ C_2|v|_{k,\alpha(\cdot),B'} \leq |\tilde{v}|_{k,\tilde{a}(\cdot),D'} \leq C_1|v|_{k,\alpha(\cdot),B'}, $$

$$ C_2|\|v\|_{k,\alpha(\cdot),B'} \leq |\|\tilde{v}\|_{k,\tilde{a}(\cdot),D'} \leq C_1|\|v\|_{k,\alpha(\cdot),B'}, $$

and

$$ C_2|v|_{k,\alpha(\cdot),B \cup \Gamma} \leq |\tilde{v}|_{k,\tilde{a}(\cdot),D \cup \Gamma'} \leq C_1|v|_{k,\alpha(\cdot),B \cup \Gamma}, $$

$$ C_2|\|v\|_{k,\alpha(\cdot),B \cup \Gamma} \leq |\|\tilde{v}\|_{k,\tilde{a}(\cdot),D \cup \Gamma'} \leq C_1|\|v\|_{k,\alpha(\cdot),B \cup \Gamma}, $$

for $k, l = 0, 1, 2, 3, \ldots$, where $v$ is a certain function, $\tilde{v} = v \circ \Phi^{-1}$ and $\tilde{a} = a \circ \Phi^{-1}$.

Hence, we see that

$$ |\tilde{a}^{ij}|_{0,\tilde{\alpha}(\cdot),D'}, |\tilde{b}^i|_{0,\tilde{\alpha}(\cdot),D'}, |\tilde{c}|_{0,\tilde{\alpha}(\cdot),D'} \leq \tilde{\Lambda} = CA. $$
Thus, by virtue of Theorem 4.3 we get
\[
|\tilde{u}|_{2,\alpha(\cdot),D\cup\Omega'}^* \leq C \left( |\tilde{u}|_{0,D'} + |\tilde{f}|_{0,\alpha(\cdot),D\cup\Omega'}^{(2)} \right).
\]
Therefore, from (57) and (58) we obtain
\[
|u|_{2,\alpha(\cdot),B\cup\Omega'}^* \leq |\tilde{u}|_{2,\alpha(\cdot),D\cup\Omega'}^* \leq C \left( |u|_{0,B'} + |f|_{0,\alpha(\cdot),B'}^{(2)} \right) \leq C \left( |u|_{0,\Omega} + |f|_{0,\alpha(\cdot),\Omega} \right).
\]
We denote \( B'' = B \left( \frac{\delta}{2} \right) \cap \Omega \). We see that \( d_{X,Y} \geq \frac{\delta}{2} \) for all \( X, Y \in B'' \) and thus we conclude
\[
C(\delta)|u|_{2,\alpha(\cdot),B''} \leq |u|_{2,\alpha(\cdot),B\cup\Omega'}^*.
\]
According to inequality (60), we have
\[
|u|_{2,\alpha(\cdot),B''} \leq C(\delta) \left( |u|_{0,\Omega'} + |f|_{0,\alpha(\cdot),\Omega} \right).
\]
We denote \( \rho_P = \delta/4 \). Now, let us take the covering \( \{ B(P, \rho_P) \}_{P \in G} \) of the set \( G_T \). Since this set is compact, we can take a finite cover \( \{ B(P_i, \rho_{P_i}) \}_{i=1}^N \) of \( G_T \). Let \( \rho = \min_{i=1}^{N} \rho_{P_i} \). If we take an arbitrary \( X \in G_T \), then \( X \in B(P_i, \rho_{P_i}) \) for some \( i \). It is easy to see that \( B(X, \rho) \subset B(P_i, 2\rho_{P_i}) \) and since for \( B'' = B(P_i, 2\rho_{P_i}) \cap \Omega_T \) inequality (60) holds. Thus, the proof follows.

The next theorem is the main result in this section.

**Theorem 5.1.** Let us assume that \( \Omega \) is a set of class \( C^{2,\alpha^+} \). If \( u \in C^{2,1,\alpha(\cdot)}(\overline{\Omega}_T) \) satisfies
\[
\begin{align*}
\d_t u - Lu &= f & \text{on } \Omega_T, \\
\quad u &= \varphi & \text{on } G_T,
\end{align*}
\]
where \( f \in C^{0(\cdot)}(\overline{\Omega}_T), \varphi \in C^{2,\alpha(\cdot)}(\overline{\Omega}_T) \) and there are positive constants \( \lambda \) and \( \Lambda \) such that
\[
\begin{align*}
\alpha^0(x, t) \zeta^i \zeta^j &\geq \lambda |\zeta|^2 \\
|\alpha^{ij}_{0,\alpha(\cdot),\Omega_T}|, |\beta^{ij}_{0,\alpha(\cdot),\Omega_T}|, |\gamma|_{0,\alpha(\cdot),\Omega_T} &\leq \Lambda,
\end{align*}
\]
then the following inequality
\[
|u|_{2,\alpha(\cdot),\Omega_T} \leq C \left( |u|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T} + |\varphi|_{2,\alpha(\cdot),\Omega_T} \right),
\]
is satisfied and \( C = C(\text{diam}(\Omega), T, n, \alpha^-, \alpha^+, c_{\text{log}}(\alpha), \Lambda, \lambda) \).

**Proof.** First, let us note that we can take \( \varphi = 0 \), because the equation is linear.

Let \( \delta > 0 \) be such as in Lemma 5.1. Let \( P, Q \in \Omega_T \) be arbitrary points. We consider three cases.

1. If \( P, Q \in B(X, \delta) \) for certain \( X \in G_T \), then by Lemma 5.1 we get
\[
\frac{|D^2u(P) - D^2u(Q)|}{d^{\alpha(P)}(P, Q)} \leq C \left( |u|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T} \right).
\]
2. When \( d_{P,Q} \geq \delta/2 \), then we apply Theorem 5.3. Indeed, we have
\[
\frac{d_{p_{p,q}}^{\alpha(P)} |D^2u(P) - D^2u(Q)|}{d^{\alpha(P)}(P, Q)} \leq C \left( |u|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T}^{(2)} \right) \leq C \left( |u|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T} \right).
\]

We estimate from below \( d_{p_{p,q}} \), what yields
\[
\min \left\{ \left( \frac{\delta}{2} \right)^{\alpha^+}, \left( \frac{\delta}{2} \right)^{\alpha^-} \right\} \frac{|D^2u(P) - D^2u(Q)|}{d^{\alpha(P)}(P, Q)} \leq C \left( |u|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T} \right).
\]
Theorem 5.2. Let us assume that $u \in f$ where $u \in \Omega$. Then, there exists $P \in \mathcal{G}_T$ such that $P \subseteq B(X, \delta)$. Thus, we have

$$d(P, Q) \leq d(Q, X) - d(X, P) > \delta - \delta/2 = \delta/2.$$ 

Hence, we obtain

$$\frac{|D^2u(P) - D^2u(Q)|}{d^n(P, Q)} \leq \max \left\{ \left( \frac{2}{\delta} \right)^{-n}, \left( \frac{2}{\delta} \right)^{n+1} \right\} \left( |D^2u(P)| + |D^2u(Q)| \right).$$

We again use Lemma 5.1 and Theorem 3.3 and we finally get the same inequality as in (61).

Next theorem is a simple consequence of the theorem above.

**Theorem 5.2.** Let $\Omega$ be a set of class $C^{2,\alpha+}$. If $u \in C^{2,1,\alpha}(\overline{\Omega}_T)$ satisfies

$$u_t - Lu = f \text{ on } \Omega_T,$$

$$u = \varphi \text{ on } \mathcal{G}_T,$$

where $f \in C^{\alpha}(\overline{\Omega}_T)$, $\varphi \in C^{2,\alpha}(\overline{\Omega}_T)$ and there are positive constants $\lambda$ and $\Lambda$ such that

$$a^{ij}(x, t)\zeta^i \zeta^j \geq \lambda |\zeta|^2$$

for all $x \in \Omega$ and $0 \leq t < T$ and for all $\zeta \in \mathbb{R}$

$$|a^{ij}|_{0, \alpha(\cdot), \Omega_T}, |b^{\cdot}|_{0, \alpha(\cdot), \Omega_T}, |c|_{0, \alpha(\cdot), \Omega_T} \leq \Lambda,$$

then the following inequality

$$|u|_{2,1,\alpha(\cdot), \Omega_T} \leq C \left( |u|_{0, \Omega_T} + |f|_{0, \alpha(\cdot), \Omega_T} + |\varphi|_{2,\alpha(\cdot), \Omega_T} \right),$$

is satisfied and $C = C(\text{diam}(\Omega), T, n, \alpha^-, \alpha^+, c_{\log}(\alpha), \Lambda, \lambda)$.

### 6 Existence of solutions

In this section we shall prove the following Kellogg’s type theorem.

**Theorem 6.1.** Let $\Omega \subset \mathbb{R}^n$ be an open and bounded set with the boundary of class $C^{2,\alpha+}$ and $T > 0$. Let $u_t - Lu = u_t - (a^{ij}D_{ij}u + b^iD_iu + cu)$ be a operator satisfying

$$a^{ij}(x, t)\zeta^i \zeta^j \geq \lambda |\zeta|^2$$

for all $x \in \Omega$ and $0 \leq t < T$ and for all $\zeta \in \mathbb{R}$

with coefficients in $C^{\alpha}(\Omega)$ and $c \geq 0$. If $f \in C^{\alpha}(\overline{\Omega}_T)$, $\varphi \in C^{2,1,\alpha}(\overline{\Omega}_T)$ and $\varphi_t - L\varphi = f$ on $\partial \Omega \times \{0\}$, then the problem

$$\begin{cases}
    u_t - Lu = f & \text{in } \Omega_T, \\
    u = \varphi & \text{on } \mathcal{G}_T,
\end{cases}$$

has a unique solution $u \in C^{2,1,\alpha}(\overline{\Omega}_T)$.

First, we prove an extension lemma for Hölder functions. For given $\Omega_T$ and $\sigma > 0$ we define a set

$$\Omega_{T, \sigma} = \left\{ X \in \mathbb{R}^{n+1}; \text{dist}(X, \Omega_T) < \sigma \right\},$$

where the distance is calculated in the metric defined in (2).
Lemma 6.1. Let $\Omega \subset \mathbb{R}^n$ be an open and bounded set with the boundary of class $C^2$ and let $T > 0$. Then, there exists $\sigma > 0$ such that there exists $\bar{\alpha} \in A_0^{log}(\Omega_{T,\sigma})$ with $\bar{\alpha}|_{\Omega_T} = \alpha$, $\bar{\alpha}^+ = \alpha^+$, $\bar{\alpha}^- = \alpha^-$ such that for any $f \in C^{(2)}(\overline{\Omega_T})$, there exists $\tilde{f} \in C^{(2)}(\overline{\Omega_{T,\sigma}})$ satisfying $\tilde{f}|_{\Omega_T} = f$. Moreover, there exists a constant $C = C(\Omega, n, \alpha^-, \alpha^+, c_{log}(\alpha), T)$ such that the inequality

$$|\tilde{f}|_{0, \alpha(\cdot), \Omega_{T,\sigma}} \leq C|f|_{0, \alpha(\cdot), \Omega_T} \quad (62)$$

holds and $C = C(\Omega, n, T, c_{log}(\alpha), \alpha^+, \alpha^-)$.

Proof. First, we extend $f$ to a set $\Omega \times (-\sigma^2, T + \sigma^2)$. Let $\tilde{f} : \Omega \times (-\sigma, T + \sigma) \to \mathbb{R}$ be defined as follows

$$\tilde{f}(x,t) = \begin{cases} f(x,t), & \text{if } 0 < t < T, \\ f(x,T), & \text{if } T \leq t < T + \sigma^2, \\ f(x,0), & \text{if } -\sigma^2 < t \leq 0. \end{cases}$$

Similarly, we define

$$\tilde{\alpha}(x,t) = \begin{cases} \alpha(x,t), & \text{if } 0 < t < T, \\ \alpha(x,T), & \text{if } T \leq t < T + \sigma^2, \\ \alpha(x,0), & \text{if } -\sigma^2 < t \leq 0. \end{cases}$$

It is easy to check that $\tilde{f} \in C^{(2)}(\overline{\Omega_{T,\sigma}})$. The positive $\sigma$ will be specified later.

Now, let us take $t_0 \in [-\sigma^2, T + \sigma^2]$. We can extend the function $\tilde{f}(\cdot, t_0)$ to $\Omega_{T,\sigma}$ using Lemma 2.1. We choose $\sigma$ as in this lemma. We proceed with $\tilde{\alpha}$ analogously. Thus, we have $\tilde{\alpha}$ and $\tilde{f}$, defined on $\Omega_{T,\sigma}$. We will show that $\tilde{\alpha} \in A_0^{log}(\Omega_{T,\sigma})$. Let

$$\cdot^* : (\partial\Omega)|_\sigma \to (\partial\Omega)|_\sigma,$$

be the mapping from the proof of Lemma 2.1 in [7]. We represent each $x \in (\partial\Omega)|_\sigma$ as follows

$$x = x_0 + dn(x_0),$$

where $x_0 \in \partial\Omega$, $n(x_0)$ is an exterior unit normal vector and $d \in (-\sigma, \sigma)$. The point $x_0$ and the number $d$ are uniquely determined. For $x = x_0 + dn(x_0)$ define

$$x^* = x_0 - dn(x_0).$$

Therefore,

$$\bar{f}(x,t) = \tilde{f}(x^*, t), \quad \bar{\alpha}(x,t) = \tilde{\alpha}(x^*, t) \quad \text{for } x \in \Omega_\sigma \setminus \Omega \text{ and } -\sigma^2 \leq t \leq T + \sigma^2.$$

Let us take $P = (x,t), \ Q = (y,s) \in \Omega_{T,\sigma}$ such that $d(P, Q) \leq \frac{1}{2}$. We estimate

$$|\ln d(P, Q)| \leq |\ln d(P, Q)| \leq |\ln d(P, Q)| \leq |\ln d(P, Q)| |(\tilde{\alpha}(P) - \tilde{\alpha}(y, t)) + |\tilde{\alpha}(y, t) - \tilde{\alpha}(Q)||$$

$$\leq |\ln |x - y|| \cdot \tilde{\alpha}(P) - \tilde{\alpha}(y, t)| + |\ln |s - t||^{1/2} |\tilde{\alpha}(y, t) - \tilde{\alpha}(Q)| = W_1 + W_2.$$

Clearly

$$W_1 \leq c_{log}(\alpha).$$

We have to consider two cases to estimate $W_2$.

1. If $y \in \Omega$, then

$$W_2 \leq c_{log}(\alpha).$$
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2. If \( y \in (\partial \Omega) \setminus \Omega \), then we write

\[
W_2 = \left| \ln |s-t| \right|^{1/2} |\bar{\alpha}(y^*,t) - \bar{\alpha}(y^*,s)| \leq c_{\log}(\alpha).
\]

Next, if \( d(P,Q) > \frac{1}{2} \), we estimate as follows

\[
|\bar{\alpha}(P) - \bar{\alpha}(Q)| \ln d(P,Q) \leq 2\alpha^+ \max (\ln \text{diam} (\Omega_T), \ln 2).
\]

Thus, we see that \( \bar{\alpha} \in A^{\log}(\Omega_T,\sigma) \).

It is left to check that \( f \in C^{\alpha(\cdot)}(\Omega_T,\sigma) \). For \( P = (x,t), Q = (y,s) \in \Omega_T,\sigma \) we proceed as follows

\[
|f(P) - f(Q)| \leq |\bar{f}(P) - \bar{f}(y,t)| + |\bar{f}(y,t) - \bar{f}(Q)|.
\]

Terms on the right–hand side can be estimated in the similar way as \( \bar{\alpha} \).

We define a ball centered at \( x \in \mathbb{R}^n \times \mathbb{R} \) with radius \( r > 0 \) as usual

\[
B(X,r) = \{ Y \in \mathbb{R}^n \times \mathbb{R} : |X-Y| < r \}.
\]

We used there the Euclidean norm.

Now, let \( \varphi \) be the standard mollifier, i.e. \( \varphi \geq 0, \text{supp} \varphi \subset B(0,1), \int_{B(0,1)} \varphi dx = 1 \) and \( \varphi \) is smooth. For \( \varepsilon > 0 \) we denote \( \varphi_{\varepsilon}(\cdot) = \frac{1}{\varepsilon^n} \varphi\left( \frac{\cdot}{\varepsilon} \right) \). Then, if \( f \in L^1_{\text{loc}} \), we define \( f_{\varepsilon} = f * \varphi_{\varepsilon} \).

**Lemma 6.2.** Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set and fix \( T > 0, \sigma > 0 \). Then for any \( \delta \in (0,\alpha^-) \) there exists \( \varepsilon' = \varepsilon'(\delta) > 0 \) such that for all \( \varepsilon \leq \varepsilon' \), \( f \in C^{\alpha(\cdot)}(\Omega_T,\sigma) \) the following inequality

\[
|f_{\varepsilon}|_{0,\alpha(\cdot)-\delta,\Omega_T} \leq 3|f|_{0,\alpha(\cdot),\Omega_T,\sigma}
\]

holds.

**Proof.** Because \( \alpha \) is log-Hölder continuous, so it is also uniformly continuous. Therefore, there exists \( \varepsilon' > 0 \) such that for all \( X,Y \in \Omega_T,\sigma \) with \( |X-Y| < \varepsilon' \) we have

\[
|\alpha(X) - \alpha(Y)| < \delta.
\]

Consequently

\[
\alpha(X) - \alpha(Y) > -\delta.
\]

Fix \( X,Y \in \Omega_T,\sigma \) with \( d(X,Y) < 1 \), then

\[
\frac{|f_{\varepsilon}(X) - f_{\varepsilon}(Y)|}{d^{\alpha(X,Y)}(X,Y)} \leq \int_{B(0,\varepsilon)} \varphi_{\varepsilon}(Z) \frac{|f_{\varepsilon}(X-Z) - f_{\varepsilon}(Y-Z)|}{d^{\alpha(X,Y)}(X,Y)} dZ
\]

\[
\leq |f|_{0,\alpha(\cdot),\Omega_T} \int_{B(0,\varepsilon)} \varphi_{\varepsilon}(Z) d^{\alpha(X-Z)-\alpha(X,Y)}(X,Y) dZ.
\]

Since \( d(X,Y) < 1 \) and \( d(X-Z,X) < \varepsilon \), by (63) we have

\[
d^{\alpha(X-Z)-\alpha(X,Y)}(X,Y) \leq d^{-\delta}(X,Y).
\]

Thus, from (63) we get

\[
\frac{|f_{\varepsilon}(X) - f_{\varepsilon}(Y)|}{d^{\alpha(X,Y)-\delta}(X,Y)} \leq |f|_{0,\alpha(\cdot),\Omega_T,\sigma}.
\]

Now, let us take \( X,Y \in \Omega_T \) such that \( d(X,Y) \geq 1 \). Then

\[
\frac{|f_{\varepsilon}(X) - f_{\varepsilon}(Y)|}{d^{\alpha(X,Y)+\delta}(X,Y)} \leq 2|f_{\varepsilon}|_{0,\Omega_T} \leq 2|f|_{0,\Omega_T,\sigma}.
\]
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Thus, finally the above inequality yields
\[ |f_\varepsilon|_{0,\alpha(\cdot)-\delta,\Omega_T} \leq 2|f_\varepsilon|_{0,\Omega_T} \leq 2|f|_{0,\Omega_T} + |f|_{0,\alpha(\cdot),\Omega_T}. \]

Hence,
\[ |f_\varepsilon|_{0,\alpha(\cdot)-\delta,\Omega_T} \leq 3|f|_{0,\alpha(\cdot),\Omega_T}. \]

Now, we are able to prove Theorem 6.1.

Proof of Theorem 6.1. Because the operator \( u_t - Lu \) is linear, we can assume that boundary values are equal to zero i.e. \( \varphi = 0 \). First, we consider the following nonhomogeneous heat equation. That is the equation of the form
\[ u_t - Lu = u_t - \Delta u = f. \]

Next, we apply Lemma 6.1. Let \( \sigma \) be as in this lemma and let \( \bar{f} \) and \( \bar{\alpha} \) be extensions to \( \Omega_T,\sigma \) of \( f \) and \( \alpha \) respectively. Then, we can mollify the function \( \bar{f} \) on \( \Omega_T \). From Lemma 6.2 we get the following two sequences
\[ \delta_m \to 0^+, \quad \varepsilon_m \to 0^+. \]

We can assume that both of them are decreasing. For all \( m \in \mathbb{N} \) the inequality
\[ |\bar{f}_{\varepsilon_m}|_{0,\alpha(\cdot)-\delta_m,\Omega_T} \leq 3|\bar{f}|_{0,\alpha(\cdot),\Omega_T}. \]

holds. Without loss of generality, we can assume that for all \( m \) the inequality \( \delta_m < \alpha^- \) is satisfied.

Inequality (62) yields
\[ |\bar{f}_{\varepsilon_m}|_{0,\alpha(\cdot)-\delta_m,\Omega_T} \leq 3|\bar{f}|_{0,\alpha(\cdot),\Omega_T}. \]

Since \( \bar{f}_{\varepsilon_m} \in C^\infty(\overline{\Omega_T}) \), we can use the theory of existence for Hölder spaces with a constant variable. Thus, the problem
\[ u_{\varepsilon_m,t} - Lu_{\varepsilon_m} = \bar{f}_{\varepsilon_m} \text{ on } \Omega_T, \]
\[ u_{\varepsilon_m} = 0 \text{ on } \partial \Omega_T \]

has got a unique solution \( u_{\varepsilon_m} \in C^{2,1,\alpha^+-\delta_m}(\overline{\Omega_T}) \) for all \( m \).

Using inequality from Theorem 5.2 and inequality (65) we obtain
\[ |u_{\varepsilon_m}|_{2,1,\alpha(\cdot)-\delta_m,\Omega_T} \leq C (|\bar{f}_{\varepsilon_m}|_{0,\alpha(\cdot)-\delta_m,\Omega_T} + |u_{\varepsilon_m}|_{0,\Omega_T}) \leq C (|f|_{0,\alpha(\cdot),\Omega_T} + |u_{\varepsilon_m}|_{0,\Omega_T}). \]

The constant from Theorem 5.2 depends on \( \alpha^+ - \delta_m \) and \( \alpha^- - \delta_m \). Therefore, it depends on \( m \), but it can be shown that we can take a finite \( C \), which is good for all \( m \).

In virtue of the maximum principle, we conclude that \( |u_{\varepsilon_m}|_{0,\Omega_T} \leq C|\bar{f}_{\varepsilon_m}|_{0,\Omega_T} \leq |f|_{0,\Omega_T} \). Therefore, (66) implies
\[ |u_{\varepsilon_m}|_{2,1,\alpha(\cdot)-\delta_m,\Omega_T} \leq C|f|_{0,\alpha(\cdot),\Omega_T}. \]

Let us take \( \gamma \) such that \( \alpha^- - \delta_m \geq \gamma > 0 \). Then, from (67) we obtain
\[ |u_{\varepsilon_m}|_{2,1,\gamma,\Omega_T} \leq C|f|_{0,\alpha(\cdot),\Omega_T}. \]

Hence, the sequence \( \{u_{\varepsilon_m}\} \) is bounded in the space \( C^{2,1,\gamma}(\overline{\Omega_T}) \). Therefore, by the Arzelà–Ascoli Theorem, we conclude that there exists a subsequence, still denoted as \( u_{\varepsilon_m} \), and \( u \in C^{2,1,\gamma}(\overline{\Omega_T}) \) such that
\[ u_{\varepsilon_m} \to u \text{ in } C^{2,1}(\overline{\Omega_T}). \]
Letting \( m \to \infty \) in \( u_{\varepsilon_m,t} - \Delta u_{\varepsilon_m} = \tilde{f}_{\varepsilon_m} \), we obtain
\[
u_t - \Delta u = f.
\]
Moreover, by [57] there exists \( M > 0 \) such that for all \( X, Y \in \Omega_T \) we have
\[
\frac{|D^2_x u(X) - D^2_x u(Y)|}{d^{\alpha(X)-\delta_m}(X,Y)} + \frac{|u_t(X) - u_t(Y)|}{d^{\alpha(X)-\delta_m}(X,Y)} \leq M.
\]
Letting \( m \to \infty \) in the above inequality, we conclude that \( u \in C^{2,1,\alpha(\cdot)}(\Omega_T) \). This ends the proof for the heat equation.

Now, let \( \frac{\partial}{\partial t} - L \) be an arbitrary parabolic operator. We will apply the method of continuity in this case. Let \( T_0 = \frac{\partial}{\partial t} - \Delta \) and \( T_1 = \frac{\partial}{\partial t} - L \). We define an operator \( T_\alpha = (1-s)T_0 + sT_1 \) for \( s \in [0,1] \). By Theorem 6.1 we obtain that there exists a constant \( C \) such that for all \( s \in [0,1] \) and \( u \in C^{2,1,\alpha(\cdot)}(\Omega_T) \) the following inequality
\[
|u|_{2,1,\alpha(\cdot),\Omega_T} \leq C \left(|u|_{0,\Omega_T} + |T_\alpha u|_{0,\alpha(\cdot),\Omega_T}\right)
\]
is satisfied. Since \( c \geq 0 \), the maximum principle implies \( |u|_{0,\Omega_T} \leq C|T_\alpha u|_{0,\alpha(\cdot),\Omega_T} \). Combining this with the above inequality yields
\[
|u|_{2,1,\alpha(\cdot),\Omega_T} \leq C|T_\alpha u|_{0,\alpha(\cdot),\Omega_T}.
\]
Finally, thanks to the method of continuity, we obtain existence of solutions in a general case. \( \square \)

We finish the article with the following example.

**Example.** Let us fix \( e^{-2} < \gamma < 1 \) and \( \zeta < 1 - \gamma \). Set \( \Omega = B(0,\zeta) \) and \( T = \zeta \). Moreover, let \( \alpha: \Omega_T \to (0,1) \) be a variable exponent defined as follows
\[
\alpha(x,t) = (\gamma + |x|)(\gamma + t).
\]
It is easy to see that
\[
\alpha^+ = (\gamma + \zeta)^2, \quad \alpha^- = \gamma^2.
\]
We claim that the exponent \( \alpha \) is log-Hölder continuous. Indeed, for \((x,t),(y,s) \in \Omega_T\) we have
\[
|\alpha(x,t) - \alpha(y,s)| \cdot \ln d((x,t),(y,s)) \leq (|\alpha(x,t) - \alpha(y,t)| + |\alpha(y,t) - \alpha(y,s)|) \cdot \ln d((x,t),(y,s)) \leq (|x-y| + |s-t|) \cdot \ln d((x,t),(y,s)).
\]
The right-hand side of the above inequality is bounded, so \( \alpha \) is log-Hölder continuous.

We define \( f: \Omega_T \to \mathbb{R} \) as follows
\[
f(x,t) = (|x| + \sqrt{t})^{\alpha(x,t)} \quad \text{for} \quad (x,t) \in \Omega_T.
\]
One can check that
\[
|f(x,t) - f(y,s)| \leq C d^{\alpha(x,t)}((x,t),(y,s)) \quad \text{for} \quad (x,t),(y,s) \in \Omega_T.
\]
Thus, \( f \in C^{\alpha(\cdot)}(\Omega_T) \).

We consider the problem
\[
\begin{cases}
Lu = f & \text{in} \ \Omega_T, \\
u = 0 & \text{on} \ \partial \Omega_T.
\end{cases}
\]
Due to Theorem 6.1 it has a unique solution \( u \in C^{2,1,\alpha(\cdot)}(\Omega_T) \). Notice that \( f \notin C^\beta(\Omega_T) \), where \( \beta \) is a constant exponent and \( \beta \in (\alpha^-,1) \). Indeed, to see this take a sequence \( \theta_n = (\zeta/n,0,\ldots,0,1/n^2) \in \Omega_T \) and a point \( \theta_0 = (0,\ldots,0) \). Then
\[
|f(\theta_n) - f(0)| \geq (\zeta + 1)^{\alpha^- - \beta} n^{\beta - (\gamma + \zeta/n)(\gamma + 1/n)} \to \infty.
\]
Thus, [58] has no solutions in the space \( C^{2,1,\beta}(\Omega_T) \) for \( \beta \in (\alpha^-,1) \).
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A Interpolation Inequalities

We present here the interpolation inequalities for parabolic Hölder spaces with variable exponent. Proofs of these results are almost the same as proofs of analogous facts in Appendix A in [7]. Thus, we only formulate these lemmata without proofs.

Lemma A.1. Let us assume that \( \Omega \subset \mathbb{R}^n \) is an open and bounded set and \( T > 0 \). Let \( \alpha \) and \( \beta \) be variable exponents on \( \Omega_T \) such that \( j + \beta^+ < k + \alpha^- \), where \( k \) and \( j \) are non-negative integer numbers. Then for \( \varepsilon > 0 \) there exists a constant \( C \), that for \( u \in C^{k,\alpha,\varepsilon}(\Omega_T) \) the following inequalities

\[
[u]^*_{j,\beta,\varepsilon}(\Omega_T) \leq C [u]_{k,\alpha,\varepsilon}(\Omega_T),
\]

are satisfied and \( C = C(\Omega_T, \beta^+, \beta^-, c_{\log}(\beta), \alpha^+, \alpha^-, c_{\log}(\alpha), \varepsilon, k, j) \).

Lemma A.2. Let us assume that \( \Omega \subset \mathbb{R}^n \) is an open and bounded set and \( T > 0 \). Let us also require that \( \Gamma \) is a subset of a set \( \mathcal{G}_T \) such that \( \Gamma \subset \{ x_n = 0 \} \cup \{ t = 0 \} \). Let \( \alpha \) and \( \beta \) be variable exponents on \( \Omega_T \) such that \( j + \beta^+ < k + \alpha^- \), where \( k \) and \( j \) are non-negative integer numbers. Then for \( \varepsilon > 0 \) there exists a constant \( C \), that for \( u \in C^{k,\alpha,\varepsilon}(\Omega_T) \) the following inequalities

\[
[u]^*_{j,\beta,\varepsilon}(\Omega_T \cup \Gamma) \leq C [u]_{k,\alpha,\varepsilon}(\Omega_T \cup \Gamma),
\]

are satisfied and \( C = C(\Omega_T, \beta^+, \beta^-, c_{\log}(\beta), \alpha^+, \alpha^-, c_{\log}(\alpha), \varepsilon, k, j, \Gamma) \).

Lemma A.3. Let \( \Omega \subset \mathbb{R}^n \) be an open and bounded set. Let \( \alpha \) and \( \beta \) be variable exponents on \( \Omega_T \) such that \( j + \beta^+ < k + \alpha^- \), where \( k \) and \( j \) are non-negative integer numbers. If a boundary \( \partial \Omega \) is of class \( C^{k,\alpha^+} \), then for \( \varepsilon > 0 \) there exists a constant \( C \), that for \( u \in C^{k,\alpha,\varepsilon}(\Omega_T) \) the following inequalities

\[
[u]^*_{j,\beta,\varepsilon}(\Omega_T) \leq C [u]_{k,\alpha,\varepsilon}(\Omega_T),
\]

are satisfied and \( C = C(\Omega_T, \beta^+, \beta^-, c_{\log}(\beta), \alpha^+, \alpha^-, c_{\log}(\alpha), \varepsilon, k, j) \).

B Estimation of integral transforms

In this section we will consider functions defined on \( U = \mathcal{I} \times (0, s_0) \), where \( 0 < s_0 \leq 1 \) and \( \mathcal{I} = (-1, 1) \times \cdots \times (-1, 1) \times (-1, \beta) \subset \mathbb{R}^n \) with \( \beta \in (0, 1] \). Moreover, let us denote fences

\[
\mathcal{I}^+_i = \{ x \in \mathcal{I} : x^i = \pm 1 \} \quad \text{for } i = 1, \ldots, n - 1 \quad \text{and} \quad \mathcal{I}^+_n = \{ x \in \mathcal{I} : x^n = +1 \}, \quad \mathcal{I}^- = \{ x \in \mathcal{I} : x^n = -1 \}, \quad \mathcal{I}^+_n = \{ x \in \mathcal{I} : x^n = \beta \}.
\]

Lemma B.1. Let us assume that \( f \in C^{\alpha,\varepsilon}(\overline{U}) \). Let \( N \subset U \) be such that

\[
\text{dist}(N, \mathcal{I}^+_i) > 0
\]
for \( i = 1, \ldots, n - 1 \) and
\[
\text{dist}(N, I_n^-) > 0.
\]
In addition, we assume \( \text{dist}(N, I \times \{0\}) > 0 \) and \( \text{supp}(f) \subset N \).
Let
\[
v(y, s) = \int_0^s \int_I f(x, t) G(x, t; y, s) dx dt
\]
then \( v \in C^{\alpha}(\overline{U}) \) and the following inequality
\[
\frac{|v_s(y_1, s_1) - v_s(y_2, s_2)|}{d^{\alpha}(y_1, s_1), (y_2, s_2)} \leq C (|f|_{(y_1, s_1), 0} + |f|_{(y_2, s_2), 0} + |f|_{(y_2, s_1), 0} + |f|_{(y_2, s_2), 0})
\]
is satisfied for \( (y_1, s_1), (y_2, s_2) \in U \) and \( C = C(\alpha^+, \alpha^-, c_{\log}(\alpha)) \).

**Proof.** Let us recall the definition of \( G \)
\[
G(x - y, t - s) = G(x, t; y, s) = \frac{(s - t)^{-n/2}}{(2\pi)^{n/2}} \exp \left[ -\frac{|x - y|^2}{4(s - t)} \right].
\]
We can extend \( f \) on set \( I \times (-\infty, 0) \) by 0. Therefore, we treat \( f \) as an extension.
First, we consider the case when \( s = s_1 = s_2 \) and let us take arbitrary \( y_1, y_2 \in I \). We denote \( P = (y_1, s) \) and \( Q = (y_2, s) \). We have
\[
v_s(y_1, s) = f(y_1, s) + \int_0^s \int_I f(x, t) G_s(x, t; y_1, s) dx dt = f(y_1, s) - \int_{-\infty}^s \int_I f(x, t) G_t(x, t; y_1, s) dx dt.
\]
The function \( G(\cdot, \cdot; y, s) \) satisfies the equation
\[
G_t(\cdot, \cdot; y, s) + \Delta_y G(\cdot, \cdot; y, s) = 0,
\]
so from (69) we have
\[
v_s(y_1, s) = f(y_1, s) - \int_{-\infty}^s \int_I f(x, t) G_t(x, t; y_1, s) dx dt
\]
\[
= f(y_1, s) - f(y_1, s) \int_{-\infty}^s \int_I G_t(x, t; y_1, s) dx dt
\]
\[
+ \int_{-\infty}^s \int_I (f(x, t) - f(y_1, s)) \Delta_y G(x, t; y_1, s) dx dt.
\]
Since \( \int_{-\infty}^s \int_I G_t(x, t; y_1, s) dx dt = 1 \) equality (70) we can rewrite as follows
\[
v_s(y_1, s) = \int_{-\infty}^s \int_I (f(x, t) - f(y_1, s)) \Delta_y G(x, t; y_1, s) dx dt.
\]
The same equality we have for \( y_2 \).
Let \( \gamma = |y_1 - y_2|^2 \). We write
\[
v_s(y_1, s) - v_s(y_2, s) = I_1 + I_2 + I_3 - I_4 \left( f(y_1, s) - f(y_2, s) \right),
\]
where
\[
I_1 = \int_{-\infty}^s \int_I \Delta_y G(x, t; y_1, s) (f(x, t) - f(y_1, s)) dx dt,
\]
\[
I_2 = \int_{-\infty}^s \int_I \Delta_y G(x, t; y_2, s) (f(x, t) - f(y_2, s)) dx dt,
\]
\[
I_3 = \int_{-\infty}^{s-\gamma} \int_I [\Delta_y G(x, t; y_1, s) - \Delta_y G(x, t; y_2, s)] (f(x, t) - f(y_1, s)) dx dt,
\]
\[
I_4 = \int_{-\infty}^{s-\gamma} \int_I \Delta_y G(x, t; y_2, s) dx dt.
\]
We shall bound \( I_1, \ldots, I_4 \). Let us start with \( I_1 \). By inequality \( (*) \) and the fact that \( f \) is Hölder continuous we obtain
\[
|I_1| \leq C[f]_{\alpha(P),P,U} \int_{s-\gamma}^{s} \int_{x}^{y} (s-t)^{-(\alpha+2)/2} \exp \left[ -\frac{|x-y|}{5(s-t)} \right] \left( 1 + \frac{s-t}{y-x} \right)^{\alpha(y_1,s)} \, dx \, dt.
\]
Next, we substitute \( |x-y| = (s-t)^{1/2} \rho \) and we get
\[
|I_1| \leq C[f]_{\alpha(P),P,U} \int_{s-\gamma}^{s} \int_{0}^{\infty} (s-t)^{-(\alpha+2)/2} \left( 1 + \rho \right)^{\alpha(y_1,s)-1} \exp \left[ -C\rho^2 \right] \rho \, d\rho \, dt
\leq C[f]_{\alpha(P),P,U} \int_{s-\gamma}^{s} \int_{0}^{\infty} (s-t)^{\alpha(y_1,s)-1} \, dt \leq C[f]_{\alpha(P),P,U} \gamma^\alpha(y_1,s) = C[f]_{\alpha(P),P,U} |y_1 - y_2|^{\alpha(y_1,s)}.
\]
The equivalent thing we have got with the term \( I_2 \)
\[
|I_2| \leq C[f]_{\alpha(Q),Q,U} \gamma^{\alpha(y_2,s)/2} = C[f]_{\alpha(Q),Q,U} |y_1 - y_2|^{\alpha(y_2,s)}.
\]
In order to estimate \( I_3 \), we define
\[
\psi(\zeta) = y_1 + \zeta(y_2 - y_1) \text{ for } 0 \leq \zeta \leq 1.
\]
Thus, we get
\[
|I_3| \leq C[f]_{\alpha(P),P,U} \int_{s-\gamma}^{s} \int_{0}^{1} \left| D^2_y G(x,t;\psi(\zeta),s) \right| |y_1 - y_2| \, d\zeta \, dx \, dt
\leq C[f]_{\alpha(P),P,U} \gamma^\alpha(y_1,s) \int_{s-\gamma}^{s} \int_{0}^{1} \left| D^2_y G(x,t;\psi(\zeta),s) \right| |y_1 - y_2| \, d\zeta \, dx \, dt.
\]
There again we substitute \( |x - \psi(\zeta)| = (s-t)^{1/2} \rho \)
\[
|I_3| \leq C[f]_{\alpha(P),P,U} |y_1 - y_2| \int_{0}^{1} \left( (s-t)^{\alpha(y_1,s)/2} + |\psi(\zeta) - y_1|^{\alpha(y_1,s)} \right) \, d\zeta \, dx \, dt
\leq C[f]_{\alpha(P),P,U} |y_1 - y_2| \int_{0}^{1} (s-t)^{\alpha(y_1,s)/2} \, dt + |y_1 - y_2|^{\alpha(y_1,s)} \int_{0}^{1} (s-t)^{-3/2} \, dt
\leq C[f]_{\alpha(P),P,U} |y_1 - y_2|^{\alpha(y_1,s)}.
\]
Finally we turn our attention to \( I_4 \). By direct calculations we have
\[
|I_4| = \int_{-\infty}^{s-\gamma} \int_{x}^{s} G(x,t;\gamma;y_2,s) \, dx \, dt = \int_{x}^{s} G(x,s-\gamma;\gamma;0,s) \, dx \leq C.
\]
Now, if we join together all these inequalities, we shall finish the proof for this case.

Subsequently, we will consider the case \( y_1 = y_2 = y \) and \( s_1 \neq s_2 \). Without loss of generality we can assume \( s_2 < s_1 \). We again denote \( P = (y,s_1) \) and \( Q = (y,s_2) \). Recall the equality
\[
v_i(y,s_i) = \int_{-\infty}^{s_1} \int_{x}^{s_1} \left( f(x,t) - f(y,s_1) \right) G_s(x,t,y,s_i) \, dx \, dt,
\]
where \( i = 1,2 \). Let us denote \( \theta = s_1 - s_2 \). We shall estimate the expression
\[
v_i(y,s_1) - v_i(y,s_2) = J_1 - J_2 + J_3 + (f(y,s_2) - f(y,s_1)) J_4 + J_5,
\]
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where

\[ J_1 = \int_{s_2 - \theta}^{s_2} \int_{\mathcal{I}} (f(x, t) - f(y, s_1)) G_s(x, t; y, s_1) \, dx \, dt, \]
\[ J_2 = \int_{s_2 - \theta}^{s_2} \int_{\mathcal{I}} (f(x, t) - f(y, s_2)) G_s(x, t; y, s_2) \, dx \, dt, \]
\[ J_3 = \int_{-\infty}^{s_2 - \theta} \int_{\mathcal{I}} (f(x, t) - f(y, s_2)) (G_s(x, t; y, s_1) - G_s(x, t; y, s_2)) \, dx \, dt, \]
\[ J_4 = \int_{-\infty}^{s_2 - \theta} \int_{\mathcal{I}} G_s(x, t; y, s_1) \, dx \, dt, \]
\[ J_5 = \int_{s_2}^{s_1} \int_{\mathcal{I}} (f(x, t) - f(y, s_1)) G_s(x, t; y, s_1) \, dx \, dt. \]

We have

\[ |J_1| \leq C[f]_{0(P), P, U} \int_{s_2 - \theta}^{s_2} \left( (s_1 - t)^{\alpha(y, s_1)/2} + |x - y|^{\alpha(y, s_1)} \right) \exp \left[ -\frac{|x - y|^2}{5(s_1 - t)} \right] (s_1 - t)^{-1/2} \, dx \, dt. \]

Now, we substitute \(|x - y| = (s_1 - t)^{1/2} \rho\). It yields

\[ |J_1| \leq C[f]_{0(P), P, U} \int_{s_2 - \theta}^{s_2} (s_1 - t)^{\alpha(y, s_1)/2 - 1} \, dt = C[f]_{0(P), P, U} (s_1 - s_2)^{\alpha(y, s_1)/2}. \]

In the similar way we bound the integral \(J_2\) and we have

\[ |J_2| \leq C[f]_{0(Q), Q, U} (s_1 - s_2)^{\alpha(y, s_1)/2}. \]

Next, we estimate \(J_3\)

\[ |J_3| \leq C[f]_{0(P), P, U} \int_{s_2 - \theta}^{s_2} \int_{s_2}^{s_1} \left( |x - y|^{\alpha(y, s_1)} + (s_2 - t)^{\alpha(y, s_1)/2} \right) G_s(x, t; y, z) \, dz \, dx \, dt \]
\[ \leq C[f]_{0(P), P, U} \int_{s_2 - \theta}^{s_2} \int_{s_2}^{s_1} \left( |x - y|^{\alpha(y, s_1)} + |s_2 - z|^{\alpha(y, s_1)/2} + |z - t|^{\alpha(y, s_1)/2} \right) \exp \left[ -\frac{|x - y|^2}{5(z - t)} \right] (z - t)^{-1/2} \, dz \, dx \, dt. \]

We substitute \(|x - y| = (z - t)^{1/2} \rho\), what yields

\[ |J_3| \leq C[f]_{0(P), P, U} \int_{s_2 - \theta}^{s_2} \int_{s_2}^{s_1} \left( \frac{|s_2 - z|^{\alpha(y, s_1)/2}}{(z - t)^2} + |z - t|^{\alpha(y, s_1)/2} \right) \, dz \, dt \]
\[ \leq C[f]_{0(P), P, U} \int_{s_2 - \theta}^{s_2} \int_{s_2}^{s_1} \left( \frac{|s_2 - z|^{\alpha(y, s_1)/2}}{(s_2 - t)^2} + |z - t|^{\alpha(y, s_1)/2} \right) \, dz \, dt \leq C[f]_{0(P), P, U} (s_1 - s_2)^{\alpha(y, s_1)/2}. \]

The term \(J_5\) we estimate in the similar way as \(J_1\)

\[ |J_5| \leq C[f]_{0(P), P, U} (s_1 - s_2)^{\alpha(y, s_1)/2}. \]

It is easy to see that the term \(J_4\) is bounded in the independent way of \(P\) and \(Q\). Hence, we have proved Lemma for \(y_1 = y_2 = y\) and \(s_1 \neq s_2\).

Let us consider now general case, i.e., \(y_1, y_2, s_1\) and \(s_2\) are arbitrary

\[ |f(y_1, s_1) - f(y_2, s_2)| \leq |f(y_1, s_1) - f(y_1, s_2)| + |f(y_1, s_2) - f(y_2, s_2)| \]
\[ \leq C \left( |f|_{\alpha(y_1, s_1), (y_1, s_1), U} + |f|_{\alpha(y_1, s_2), (y_1, s_2), U} \right) |s_1 - s_2|^{\alpha(y_1, s_1)/2} \]
\[ + \left( |f|_{\alpha(y_2, s_2), (y_2, s_2), U} + |f|_{\alpha(y_2, s_2), (y_2, s_2), U} \right) |y_1 - y_2|^{\alpha(y_2, s_2)} \]
\[ \leq C \left( |f|_{\alpha(y_1, s_1), (y_1, s_1), U} + |f|_{\alpha(y_1, s_2), (y_1, s_2), U} + |f|_{\alpha(y_2, s_2), (y_2, s_2), U} + |f|_{\alpha(y_2, s_2), (y_2, s_2), U} \right) \cdot d((y_1, s_1), (y_2, s_2))^{\alpha(y_1, s_1)}. \]

In this way we have finished the proof. \(\Box\)
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