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Abstract—Place recognition is the fundamental module that can assist Simultaneous Localization and Mapping (SLAM) in loop-closure detection and re-localization for long-term navigation. The place recognition community has made astonishing progress over the last 20 years, and this has attracted widespread research interest and application in multiple fields such as computer vision and robotics. However, few methods have shown promising place recognition performance in complex real-world scenarios, where long-term and large-scale appearance changes usually result in failures. Additionally, there is a lack of an integrated framework amongst the state-of-the-art methods that can handle all of the challenges in place recognition, which include appearance changes, viewpoint differences, robustness to unknown areas, and efficiency in real-world applications. In this work, we survey the state-of-the-art methods that target long-term localization and discuss future directions and opportunities.

We start by investigating the formulation of place recognition in long-term autonomy and the major challenges in real-world environments. We then review the recent works in place recognition for different sensor modalities and current strategies for dealing with various place recognition challenges. Finally, we review the existing datasets for long-term localization and introduce our datasets and evaluation API for different approaches. This paper can be a tutorial for researchers new to the place recognition community and those who care about long-term robotics autonomy. We also provide our opinion on the frequently asked question in robotics: Do robots need accurate localization for long-term autonomy? A summary of this work, as well as our datasets and evaluation API for different approaches. This paper can be a tutorial for researchers new to the place recognition community and those who care about long-term robotics autonomy. We also provide our opinion on the frequently asked question in robotics: Do robots need accurate localization for long-term autonomy? A summary of this work, as well as our datasets and evaluation API for different approaches.

Index Terms—Long-term Place Recognition, Multi-sensor modalities, Appearance-invariant, Viewpoint-invariant, Generalization Ability, Large-Scale Datasets

I. INTRODUCTION

Real-world robotic systems have gained lots of attention in the past decades; from autonomous driving and last-mile delivery to search-and-rescue and warehouse logistics. Current robots are entering our daily lives and must deal with various complex scenarios. All of these mobile robotics systems require long-term localization to enable real-world autonomy. A critical aspect of long-term localization is guaranteeing the robust and accurate re-localization of previously visited areas under varying environmental conditions and viewpoint differences. This ability is referred to as place recognition (PR) or loop closure detection (LCD). The area of PR has been growing rapidly for the past ten years (2012 ~ 2022): 1) there are more than 3400 published papers within this area, and 2) there have been several massive PR competitions, such as the Google Landmark Recognition competition, the CVPR 2020 Long-term Visual Place Recognition competition, and our previous ICRA 2022 General Place Recognition competition for City-scale UGV Localization and Visual Terrain Relative Navigation. Despite the wealth of place recognition research, we see few methods that support robotic autonomy in long-term and large-scale real-world applications.

In previous works, Lowry et al. [1] has provided a comprehensive analysis of visual place recognition (VPR) and defines the question of VPR as “given an image of a place, can a human, animal, or robot decide whether or not this image is of a place it has already seen?”; Zhang et al. [2] give an updated survey of VPR with a focus on recent rapid developments in Deep Learning (DL); Rather than focusing on only the visual modality, Barros et al. [3] analyze place recognition using new sensor modalities (e.g., 3D LiDAR and RADAR) from the DL perspective. In [4], Garg et al. mentioned that “the research on VPR has increasingly become more dissociated, there is no standard definition of a ‘place’”, and “comparison of different methods is challenging as benchmark datasets and metrics vary substantially.” In general, we also notice that it is hard to evaluate whether or not place recognition methods
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In nature, even for tiny creatures (insects, birds, bats, mice, etc.), the ability of place recognition plays an important role in localization and navigation in a complex world. Achieving robust localization ability also becomes one of the primary challenges for long-term real-world robotics autonomy. The fundamental questions for place recognition in real-world autonomy are 1) “what is a place?” and 2) “what are the major challenges in place recognition tasks?”

In light of the current dissociated status of PR, we aim to reduce the gap between theory and real-world application in this survey paper by analyzing the role of place recognition, describe its primary challenges, review the current solutions, and examine the potential research trends. Firstly, we re-formulate the problems and significant challenges for PR tasks in Section II, where we argue the target for PR is to help improve the localization or data-association ability in long-term autonomy. Secondly, we analyze the current localization approaches across different sensor modalities (e.g., different visual inputs, LiDARs and RADARs) in Section III and provide a detailed comparison of their advantages and disadvantages. Thirdly, we investigate the details of existing solutions for PR tasks in Section IV and analyze their properties, such as condition-invariance, viewpoint-invariance, generalization ability, and lifelong application. Then, we dive deep into the status of current PR applications in real-world autonomy in Section V and highlight the potential new trends and opportunities in large-scale and long-term navigation [5], visual terrain relative navigation [7], [8], multi-session SLAM [9], [10], and lifelong autonomy [11], [12]. Though there are many place recognition datasets, one major problem is that it is either too complex (very complicated scenarios) or too simple (minimal differences) to evaluate PR performance with these datasets. To this end, we investigate the most recent public datasets that support real-world autonomy in Section VI and also provide the corresponding python library tools at https://github.com/MetaSLAM/GPRS to help evaluate localization performance of PR methods. Finally, in Section VII we discuss the status of current place recognition research from the perspective of real-world autonomy, which also serves as a reference for how to integrate PR with other relevant robotic and computer vision topics. In summary, the major contributions of this survey paper are as follows:

- This work provides a comprehensive discussion of the current status of place recognition from the following three perspectives: Uniform Problem Formulation, Sensor Modalities, and Challenges and Solutions. We analyze both advantages and disadvantages of different solutions and modalities.
- This work gives a deep dive into the Applications and Trends in real-world autonomy, which includes large-scale and long-term mobile robot localization, visual terrain relative navigation, multi-agent localization, lifelong autonomy, etc.
- This work also provides a critical investigation of the Supporting Datasets and Evaluation Metrics and highlights the current limitations for reasonable evaluation of real-world localization requirements. We also provide our public datasets and open-source tools for fair comparison and analysis of future works.

### II. Definition of “PLACE” AND CHALLENGES

In real-world navigation tasks, robots may encounter the following challenges: 1) changing visual appearances due to temporal variations (lighting, seasons), 2) diverse viewpoint differences for the same areas, 3) visiting new unknown areas, and 4) impacts to efficiency and robustness when applied to real-world scenarios.

**Fig. 2. Challenges in Real-world Place Recognition.** In real-world navigation tasks, robots may encounter the following challenges: 1) changing visual appearances due to temporal variations (lighting, seasons), 2) diverse viewpoint differences for the same areas, 3) visiting new unknown areas, and 4) impacts to efficiency and robustness when applied to real-world scenarios.

**TABLE I** DEFINITIONS (TYPES) OF PLACE RECOGNITION

|                | Position-based                                                                 | Overlap-based                                                                 |
|----------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Definition     | The ability to recognize previously visited areas, irrespective of the viewpoint and conditional environmental differences. | The ability to recognize previously visited areas based on the similarity of regions that overlap between the test and query images. |
| Advantage       | Suitable for place recognition, especially for large-scale SLAM tasks which need accurate loop closure detection. | Suitable for content-/landmark-based place recognition and help develop place recognition methods without position restriction. |
| Disadvantage    | Sensitive to position/viewpoint differences, and global environmental conditional differences. | Hard to utilize for loop closure detection and will introduce localization noise under large-scale navigation tasks. |
There primarily exist two definitions for place recognition: position-based and overlap-based. In [1], Lowry et al. define the position-based place recognition as the ability to recognize previously visited areas, irrespective to the viewpoint and environmental conditional differences. The “position-based” definition is inspired by the “place-cell” in the hippocampus, which was discovered by O’Keefe [13] and helped him win the 2014’s Nobel Prize. In contrast, Garg et al. [4] define the overlap-based PR, which estimates retrievals’ conditions using observation overlaps. By this definition, the exact location under significantly different viewpoints will be treated as additional areas. The overlap-based definition is similar to the content-based image retrieval task [14] within the computer vision community, which aims at searching an extensive database for the most similar image to a given query image. Due to this, though, overlap-based PR cannot be directly used in a SLAM framework’s loop closure detection for back-end position optimization [15].

In real-world robot autonomy, appearance changes can significantly affect place recognition performance. As shown in Figure. 2, we can summarize the major challenges of place recognition into four categories: appearance change, viewpoint difference, generalization, and continual learning in real-world scenarios. Compared to short-term navigation, long-term operation may contain appearance changes under different illumination conditions or structural changes (i.e., parking lot and construction sites), which will introduce further localization failures. The viewpoint difference of the same area will decrease the place recognition accuracy in re-localization. In large-scale navigation tasks, since the complex scenarios are unlimited, the generalization ability of place recognition methods for unseen environments is one of the primary burdens. Beyond the generalization ability, the place recognition module is expected to have an online learning ability. With the developments in space exploration, more robots have been sent to other plants for long-term investigation. However, in such areas, human intervention is expensive, and the robots are expected to obtain continual learning ability for unseen areas. Using the above definitions and challenges [1], [3], we make a comparison between the two definitions in Table. I. It indicates that both types of place recognition face challenges in the current navigation pipeline.

We argue that, though overlap-based approaches are suitable for existing visual retrieval methods within the computer vision community, they are difficult to use in real-world applications. For example, how do we determine the scale of overlaps? And how do we leverage the visual retrieval for loop closure detection in a SLAM framework? It is also difficult to build the connection between overlap-based place recognition and real-world localization and navigation requirements since we cannot estimate the relative positions between different images based only on overlaps. In this case, the original position-based place recognition is more suitable for real-world robot autonomy applications. In this work, we will mainly focus on the related works that use a position-based place recognition approach using different sensor types, solutions, and directions.

III. SENSOR MODALITIES IN PLACE RECOGNITION

The first essential module for real-world robot localization is the appropriate sensor for the relative place recognition tasks. Since different sensors have their own unique properties, place recognition performance depends highly on the adaptability of various sensors. The critical considerations for sensor selection include 1) field of view, 2) geometric richness, and 3) robustness to environmental noise. This section will look at place recognition methods based on different sensor setups. And in Table. I, we list the relative works for different sensor modalities and analyze their properties.

A. Visual-based Place Recognition

Visual-based place recognition is the most investigated technique in the place recognition area. As stated in the previous
visual place recognition (VPR) surveys [1], [2], [4], this area has been well studied using both traditional and learning-based approaches. This section tries to avoid repeating the previous analysis of existing VPR approaches. Instead, we highlight the new VPR approaches based on different sensor modalities. We argue that the same feature extraction approaches under different modalities may significantly differ in performance. Based on the field-of-view, the camera modalities can be categorized into two types: 1) partial-observable camera and 2) fully-observable camera.

As we can see in Figure. 3 A, the partial-observable camera mainly contains pin-hole, fish-eye, and stereo cameras. partial-observable camera systems are the most widely used device in visual place recognition tasks, and most overlap-based place recognition approaches [69] and datasets [4] are conducted under this modality. In [16], Zaffar et al. provide a non-learning method, CoHOG, which utilizes image entropy to extract regions-of-interest (ROI) and a regional-convolutional descriptor for appearance-viewpoint-invariant visual place recognition. Oertel et al. [17] provide an augmented VPR method for the pin-hole-based visual inputs, which utilizes both raw 2D visual inputs and 3D point-cloud from structure-from-motion to enhance the place recognition robustness. Khaliq et al. [18] provide a Region-based VLAD VPR method for significant viewpoint and appearance changes. The critical contribution of this work is the lightweight CNN-based region features for fast and accurate global descriptor extraction. Ye et al. [19] propose a coarse-to-fine visual place recognition method, which extracts the global place descriptor from [70] for global matching, and parallelly with the local place descriptor for the local affine preserving matching (LAP). The proposed LAP method can provide effective and efficient feature matching for real-time geometrical verification of potential candidates. In [20], Ozdemir et al. introduce an Echo State Network (ESN) [71] enhanced method to model the spatial-temporal changes in VPR task, which can boost the VPR performance on different public datasets and shows the ability to capture temporal changes. Against the appearance changing problem, Molloy et al. [21] provide the doubled Bayesian Selection Fusion method to determine the best potential matched candidates among the potential searching database under variant environmental conditions. In [22], Peng et al. introduced semantic reinforcement attention as the feature embedding layer to enhance the recognition performance with both semantic priors and data-driven fine-tuning, which can significantly improve the image representation. To deal with the viewpoint difference in VPR, Lu et al. [23] provides a Spatio-Temporal Alignment method, which contains an adaptive dynamic time warping (DTM) mechanism to align and measure the similarity of potential matches. Waheed et al. [24] design a multi-process fusion method to fuse different VPR methods parallel for better performance. Most recently, Lee et al. [29] utilized the event camera to provide reconstructed edge-based place recognition, and the unique representation of the event camera helps extract invariant structures under dynamic luminance changing environments.

Even though the above approaches using a partial-observable camera can provide robustness against both viewpoint and appearance variants, the place recognition ability for the same area under different perspectives is still a significant challenge. As we can see in Figure. 3 C, the limited field-of-view of a partial-observable camera will cause it to observe significantly different objects from different traversal directions; meanwhile, for a fully-observable camera system, an observation with a 360-degree field-of-view will contain observations from all directions. This property enables a fully-observable camera system to have the innate advantage of viewpoint-invariant localization. There are mainly two types of omnidirectional cameras, as stated in [72]: catadioptric camera and panoramas camera. Specifically, the catadioptric camera usually contains a fisheye camera (along with reflection mirrors in [31]) with upward directions, and the panoramas camera is combined with two fisheye cameras with inverse directions. In [31], Yoon et al. provides a catadioptric camera-based VPR method, which utilizes a spectral graph matching for flattened indoor environment navigation. For aggressively maneuvering robot navigation on uneven terrain, Stone et al. [35] propose a Skyline-based localization system, which utilizes the spherical harmonics representation to provide viewpoint-invariant place recognition. Ziolis et al. [33] provide a spherical panorama-based indoor Manhattan aligned layout estimation method, which can indirectly help the indoor localization task but has the basic cuboids assumption for indoor environments. However, the field-of-view of a catadioptric configuration is limited, and the differences in the perspectives under significant pitch/roll changes will reduce the re-localization ability. In [34], the investigation by Zhang et al. shows that a 360-degree panoramic camera

| Sensor                        | Related Work | Place Recognition Properties                                                                 |
|-------------------------------|--------------|---------------------------------------------------------------------------------------------|
| Partial-observable Camera     | [16]–[29]    | These cameras are widely applied in most kinds of visual place recognition methods, but are sensitive to viewpoint differences, appearance changes, and dynamic objects. |
| Fully-observable Camera       | [8], [30]–[36] | 360-degree cameras provide rich geometries, and can provide viewpoint (orientation)-invariant place recognition, but are sensitive to appearance changes and dynamic objects. |
| LiDAR Device                  | [37]–[54]    | LiDAR provides the most accurate 3D environment measurements, and is invariant to appearance changes, but it usually has lower resolution and textureless inputs for confined/flat areas. |
| RADAR Device                  | [55]–[62]    | Radar has 360-degree-view and not sensitive to both appearance and extreme weather conditions, but it has very low resolution inputs and noise cluster observations. |
| Joint Sensors                 | [30], [63]–[68] | Joint sensors can cover the shortages of individual sensors, and the shared geometric property also make cross-modal place recognition methods possible. |
can provide more visual features in the visual SLAM system for odometry estimation and loop closure detection. Based on the rich feature property of a 360-degree panoramic camera, Grelsson et al. [8] propose a position estimation method for unmanned surface vessels (USVs); the most exciting point of this work is that they can handle significant viewpoint differences in pitch/roll/yaw. Their system combines a horizon line detection module to help approximate orientation estimation and a filter module to estimate the best matching localization in the Fourier domain. Liu et al. [56] provides a cross-view Geo-localization method, which contains a Siamese network to encode both 360 panorama images and the Google satellite images for geo-relative localization. However, in the above applications, the localization robustness against viewpoint differences and the distortion problem caused by pitch/roll changes significantly affect the extracted visual features. To deal with this problem, Yin et al. [30] provide an orientation-invariant place feature extraction method, which adds the orientation-equivalent property of spherical harmonics [73] to viewpoint-invariant place descriptors.

**B. LiDAR-based Place Recognition**

In contrast to vision sensors, LiDAR-based devices can capture the 3D geometric structure of the surrounding environments via laser beams, which makes LiDAR-based place recognition (LPR) invariant to conditional differences, such as illumination, weather, and seasons. As shown in the Figure, there are two kind of LiDAR devices that are widely available, Spin LiDAR (Velodyne VLP, 32E, 64E, etc [74]) and Non-repetitive LiDAR (Livox LiDAR, Mid-40, AVIA, etc [75]). The Spin LiDAR devices usually have 100 ~ 120m measurement range and 360-degree field-of-view but are also expensive and have low-resolution sensor inputs; in contrast, the Non-repetitive LiDAR devices are relatively cheap and can provide high-resolution inputs, but their field of view is fairly limited. This subsection will introduce the related works in LPR.

Based on the development of Deep 3D feature extraction, Uy et al. [76] provide 3D LPR method by combining the PointNetVLAD [77] feature extraction approach and NetVLAD [78] feature cluster method, which transform the successful visual place recognition technique into LiDAR domain. However, different from visual inputs, the low-resolution raw LiDAR inputs make it hard to encode local features into the distinguishable global descriptor. Guo et al. [38] design an enhanced place descriptor by combining both LiDAR point cloud and its calibrated intensity returns, showing significant performance improvements over pure geometric-based methods. Zhang et al. [79] propose an attention [80] enhanced place feature extractor, which can predict the significance of local points based on their context. To enhance the connection of local 3D structures in the large-scale point cloud, Liu et al. [81] introduces a graph-based neighborhood aggregation module to reveal the spatial distribution within the global descriptor. Zhu et al. [39] provide a coarse-to-fine strategy to perform semantic-level rough alignment and accurate pose refinements with 3D geometric registration. To deal with the sparsity LiDAR scan in long-term place recognition, Siva et al. [40] developed a voxel-based representation learning method. Yin et al. [46] utilize a parallel semantic embedding module to encode different kinds of objects (ground, building, small structures, etc.) and a divergence learning module to learn more robust 3D place descriptors under long-term variants. To deal with the sparsity of a single scan and provide a consistent place descriptor, Yin et al. [49] accumulate LiDAR scans into dense sub-maps for LPR feature extraction. As shown in Figure, the generated dense sup-map can improve the LiDAR map similarity under inverse directions, and similar approaches have also been applied in [43], [76], [81]. Vidanapathirana et al. [48] utilize a second-order pooling to aggregate the topological and temporal semantic information to the place descriptor, which shows higher robustness to viewpoint changes and occlusions.

However, the PointNet [77] structure is not suitable to capture local geometric structures, especially under orientation differences, which will cause a performance drop under viewpoint differences, as mentioned in [48], [81]. In [37], Kim et al. provides a rotation-invariant 3D place descriptor through the structural appearance of polar context projection; however, this method is robust to orientation difference but very sensitive to local translation difference due to polar representation. Li et al. [51] propose a rotation invariant place descriptor via a series rotation-invariant network structures (convolution, attention, down-sampling). In [47], Yin et al. provide a spherical harmonica-based 3D map encoding method, the rotation-equivalent property of spherical harmonica [73] enhance the extracted place descriptors are invariant to local viewpoint differences. As an extension of [37], Kim et al. [45] provides a structural appearance-based LPR method, the new method can extract both translation- and rotation-invariant LiDAR place descriptor simultaneously. In [49], Yin et al. provides a fusion-based multiview place feature encoding method, which can combine the translation-invariant
property of the top-down view and the rotation-invariant property of the spherical view and give an even robust 3D descriptor. Komorowski et al. \cite{43} introduce a voxelization representation for the 3D LPR task and utilize sparse 3D convolution for place descriptor extraction, which has shown significant improvements to PointNet-based methods. As an extension of \cite{43}, Zywanowski et al. \cite{44} utilize spherical coordinates of 3D points and LiDAR intensity measurements to further improve the recognition robustness with even a single sparse LiDAR scan. Vidanapathirana et al. \cite{52} also utilize the sparse convolution in LPR descriptor extraction and provides a local consistency loss to guide the network to learn consistent local features across revisits, which also significantly improves the re-localization accuracy compared to other sparse convolution-/PointNet-based LPR approaches. For the Non-repetitive LiDAR device, Lin et al. \cite{53} develop a fast loop detection approach where they calculate the cross-correlation of 2D histograms to estimate keyframes’ similarities. Wang et al. \cite{54} utilize the ScanContext \cite{37} in the Non-repetitive scans for place recognition.

C. Radar-based Place Recognition

Different from camera and LiDAR sensors, which are operated under near-visible electromagnetic spectra (higher frequency, from THz to PHz), Frequency-Modulated Continuous Wave (FMCW) scanning Radar devices are usually performed under much lower frequency (GHz) \cite{62}. The property of the Radar device makes it not sensitive to illumination differences, appearance changes, and extreme weather conditions (i.e., fog, mist, rain, snow, etc.). And currently, available Radar devices can also provide 360-degree field-of-view with up to hundreds of measurement abilities. The above properties make Radar-based place recognition (RPR) suitable for challenging outdoor localization under extreme weather conditions \cite{60}. In \cite{62}, Hong et al. provide a complete radar SLAM system, which includes the motion estimation for reliable feature tracking, a motion distortion module to refine the pose estimation, and an M2DP \cite{62} based place recognition module to provide efficient loop closure detection for large-scale SLAM tasks.

However, Radar devices have a typical limitation compared to a camera and LiDAR devices, low spatial resolution and noise cluster observations, making Radar-based place recognition still very challenging. In \cite{55}, Gadd et al. provides a sequence matching-based RPR method against the noise clusters within single scans, which can achieve a 30% performance boost on 26km urban environments. However, in the real-world RPR task, the relative datasets are limited compared to camera-/LiDAR-based ones. Tang et al. \cite{56} provide a self-supervised fusion method for RPR task, which is cheap to train without accurate ground truth. Specifically, they utilize public satellite images to simulate the Radar projections for metric localization learning. In \cite{59}, Cai et al. develop the dynamic points removal module to reduce the vibrant noise and the deep spatial-temporal feature embedding module to improve the extracted Radar points quality. Like the 360-degree LiDAR device, rotation differences may also encounter viewpoint differences in the RPR large-scale localization. Suaftescu et al. \cite{57} provide a rotation-invariant radar-based place recognition method, which utilizes the cylindrical convolutions, anti-aliasing blurring, and azimuth-wise max-pooling to improve the recognition accuracy for polar radar scans in large-scale outdoor localization task. Gadd et al. \cite{58} provide a data augmentation approach in the place descriptor training procedure, which can further improve the RPR performance.

D. Joint and Cross Place Recognition

As we summarized in Table. \[1\] vision sensors can provide rich texture and semantic information but are sensitive to illuminations and environmental condition differences; LiDAR devices are robust to the above appearance changes but have low-resolution data outputs and are sensitive to occlusions; Radar devices give even longer detections than LiDAR and are robust to extreme weather conditions but contain lots of measurement noise. Each sensor modality has unique adaptive properties (i.e., long-range in visual sensor, illumination-invariant in LiDAR sensor, and dust-invariant in Radar sensor), distinguishes abilities under different environmental conditions, and shares commonalities. Based on the properties mentioned above, there mainly exits two kinds of multi-modality place recognition approaches: 1) for the purpose of robust general place recognition, the combination of multi sensor modalities provides enhanced Joint place recognition methods \cite{64, 66}. 2) based on the commonality of different modalities on the same geometric structures, the Cross place recognition methods provide efficient and low-cost re-localization over existing maps \cite{30, 61, 63, 67}.

For the Joint place recognition, Shan et al. \cite{64} developed an ORB descriptor based on both visual inputs and LiDAR intensity readings, which is invariant to rotation differences due to the panoramic perspective and RANSAC-based outlier rejecting. In \cite{65}, to improve the navigation robustness under cross-scene (ground, water, surface) environments, Yu et al. provide a multi-modal deep feature fusion method for both LiDAR and image inputs. Specifically, they also utilize the semantic feature to enhance the point cloud feature. The final place descriptor is aggregated from a fusion layer, which shows higher robustness than the original LiDAR and image features. Similar to \cite{64}, Berreiter et al. \cite{66} applies the spherical convolution neural network for the joint LiDAR and camera inputs to extract global place descriptor, which shows better recognition accuracy and robustness to viewpoint differences. However, the place recognition performance of different sensor modalities may also depend on the relative environmental conditions, i.e., the visual sensor in the dark environment and the LiDAR sensor under flattened areas. To deal with this problem, Lai et al. \cite{68} provides an end-to-end adaptive fusion approach, which can be based on the individual sensor performance under different conditions and adjust their feature weightings in the global place descriptor fusion.

For the Cross place recognition, Cattaneo et al. \cite{67} provides a cross-domain visual localization within existing LiDAR maps, which trains a 2D VPR network and a 3D LPR network simultaneously and provides robust cross-domain localization under changing weather and lighting conditions.
In [63], Di et al. utilize the stable intensity measurements from the LiDAR device, and provide a deep evaluation of the VPR method against existing LiDAR intensity data; the relative results on different public datasets suggest that visual-to-intensity-based place recognition can deliver reliable performance in large-scale visual navigation. Yin et al. [30] provide a condition- and viewpoint-invariant place recognition method based on a conditional domain transfer module and an orientation equivalent extraction module. In [61], Yin et al. provide a Radar localization method against the LiDAR maps, where both Radar and LiDAR maps are fed into the standard embedding networks to learn cross-matching features.

IV. KEY STRATEGIES IN PLACE RECOGNITION

As we stated in Section I, the primary challenges for place recognition can be categorized into four types: 1) Appearance change, 2) Viewpoint difference, 3) Generalization ability, and 4) Lifelong performance. We will investigate them separately.

A. Appearance Change

As one of the main challenges in place recognition, appearance changing can introduce recognition failures for the same areas and perceptual aliasing where different places generate similar visual observations. In long-term place recognition, there are two types of appearance changes:

- **Conditional changes**, contains the appearance changes caused by environmental conditions, such as illuminations, weather, and seasons. This type of change will mainly affect the visual observations over time.
- **Structural changes**, contains the dynamic objects, geometric transformations, and landform changes over short-term or long-term navigation. Both vision and LiDAR sensors can be affected, but the Radar device can survive because of its low-frequency observation property [62].

As pointed in [2], there mainly exist two kinds of approaches to deal with the above appearance changes, 1) place modeling, which utilizes the conditional-invariant features for stable place recognition, and 2) belief generation, which estimates the place similarity based on the sequence of observations.

With the rapid development in computer vision [16], [83], [84] deep learning [85], [86], and adversarial learning [87], the place modeling based PR methods [18], [27], [30], [89] have gained lots of attention. In [84], Tsintotas et al. provides a training procedure to capture repeated scale-restrictive features and a voting mechanism to detect the potential loop closures within the distributed database. Merrill et al. [90] combines different visual modes information to extract rich place recognition features for robust re-localization. Inspired by the success of region-based visual object detection, Khaliq et al. [18] provides a Region-based VLAD feature aggregation module, which utilizes the pretrained AlexNet [91] for stable local region feature extraction. Hausler et al. [89] provides a multi-scale patch feature fusion mechanism to combine both local and global descriptions to boost the place recognition accuracy. Hausler’s method can aggregate local features over the feature-space grid, which is robust to environmental condition differences. However, the performance of the above methods is highly dependent on the pretrained model on existing datasets, and the adaptation ability is limited. Zaffar et al. [16] provide a training-free VPR approach, which combines the traditional HOG [92] descriptor and the regional feature extraction and convolution matching mechanism to achieve competitive recognition performance without training. Piasco et al. [27] introduce the auxiliary modality for the VPR task, which can infer depth prediction from the visual inputs and combine with the visual CNN features to extract robust global place descriptor. However, this work assumes there are paired image-depth data. Thus, the localization performance and generalization ability are highly

![Diagram of place recognition methods and challenges](image-url)
reliant on the dataset and the depth of image quality. Based on the feature extraction ability of CapsuleNet [93], Yin et al. [94] provide a multi-domain feature learning method, which can capture different attribute descriptions from the diverse observations and separate the condition-invariant features for recognition. As an extension of [94], Yin et al. [30] further provides a cross-domain transfer module, different from the previously fixed domain-transfer method [88], this method introduces a conditional adversarial feature learning network to extract conditional-invariant visual features under multiple environmental conditions. However, the complex variant environmental conditions make the place recognition still challenging even under the assistance of place modeling. Molloy et al. [21] combine the NetVLAD-based place feature extraction with a Bayesian selective fusion approach, which can find target matches under relative domains. But this approach requires complete reference images under all domains.

For belief generation based PR methods, SeqSLAM [95] introduced by Milford et al. provide the well-known sequence matching method. In contrast to the traditional single frame-based place recognition methods, such as FAB-MAP [96] and Bag-of-Words [97], SeqSLAM finds the best matches by aligning a pair of reference and query sequence and can accurately capture the continuous geometric similarities under Conditional changes even with most traditional visual features [83], [92]. Since 2012, there exist a wide body of literature [35], [98], [104] benefiting from the SeqSLAM mechanism to provide more robust place recognition. In [35], to stable place recognition ability on a rough terrain under changing conditions, Stone et al. combines the SeqSLAM matching mechanism with the segments of skylines, which shows improved condition-invariant property during bumpy trails. To improve the searching efficiency of SeqSLAM, Siam et al. [98] provides a fast version of SeqSLAM, which utilize the approximate nearest neighbor (ANN) to greedily search the sequence instead of traditional burst-force searching and can significantly reduce the searching time without degrading the localization accuracy. However, this method initially needs good initial estimation, thus not suitable for large-scale global re-localization. In [101], [102], Yin introduces a multi-resolution sampling-based global place recognition mechanism for VPR [101] and LPR [102]. Yin’s method combines the coarse-to-fine re-sampling with particle-filter to achieve hierarchically global re-localization; this approach can balance the matching accuracy and efficiency and help provide near real-time global localization ability in long-term navigation. Instead of using burst-force searching over the difference matrix in SeqSLAM, Bampis et al. [99] provides a sequence bag-of-words with a novel temporal consistency filter, which can benefit from sequence matching manner but also maintain the real-time performance on a tablet device. In [103], Chancan et al. combines a compact and sparse neural network, FlyNet, and a continuous attractor neural network (CANN) to capture the sequence of observations, which can provide a better performance than SeqSLAM. Similarly, to [105], Garg et al. [104] also provides sequence global descriptor by using a temporal convolutional network, which can construct a hybrid place recognition system by combining both global matching and the local sequence matching.

B. Viewpoint Difference

As stated in Section. [IV-A] viewpoint differences can affect the recognition ability for all kinds of sensor modalities as one of the significant challenges in place recognition. In long-term navigation, the observation in the same place may have variant patterns under different perspectives.

To improve the robustness of viewpoint difference, traditional place recognition methods, such as Bag-of-words [97], Fisher Vector [106], and Vector of Locally Aggregated Descriptors(VLAD) [107], have been investigated for more than ten years. However, the above methods can not deal with arbitrary viewpoint differences or inverse directions. The distribution changes caused by viewpoints will be treated as different places in Position-based place recognition. Garg et al. [108] provide semantics-aware neural networks to recognize the same place under inverse directions. However, this method can only deal with inverse-direction recognition, while arbitrary real-world differences are more common in indoor/outdoor navigation. As analyzed in Section. [III] the panorama camera, LiDAR, and Radar can provide fully-observable sensor inputs, which are highly suitable for viewpoint invariant place recognition. As we mentioned in Section. [III-B] Kim et al. [37], [45] provide a rotation-invariant descriptor through polar context projection; and Li et al. [51] also propose a rotation-invariant place descriptor via the combination of rotation-invariant network structures. In [30], [102], Yin et al. maps the LiDAR or 360-degree visual inputs to the spherical projections, and utilize the orientation-equivalent property.
of spherical harmonics to provide orientation-invariant place recognition methods as shown in Figure 6. Chen et al. [105] develop a deep neural network to estimate the overlap similarly based on the overlap estimation from two LiDAR scans and parallel estimate the relative yaw angles via the delta-operation as depicted in Figure 7. However, the overlap-based methods need to calculate each potential data pair; this procedure can make training and evaluation procedures time-consuming compared to the global descriptor-based spherical harmonics methods. Based on the dense local maps, Yin et al. [49] provide a multi-perspective fusion-based LPR, which benefits from the translation-invariant property of top-down inputs and the orientation-invariant property from a spherical view. In [57], Suaftescu et al. provides an orientation-invariant RPR method, which utilizes cylindrical convolutions along with anti-aliasing blurring, and azimuth-wise max-pooling to improve the localization accuracy for the noise Radar inputs.

C. Generalization Ability

Generalization ability indicates the place recognition of unseen environments. The real-world scenarios are infinite, given the same place can be presented under different environmental conditions, as stated in Section IV-A, there is no boundary for the above combination of place datasets, which is impossible to collect at once.

In traditional methods, FAB-MAP [96] build a Bag-of-visual-words (BoW) architecture to achieve large-scale visual re-localization. iBoW-LCD [109] uses an incremental BoW scheme based on binary descriptors to retrieve matched images more efficiently. An et al. introduces FILD++ [110], an incremental loop closure detection approach via constructing a hierarchical small-world graph. However, the generalization ability of the above non-learning-based methods is highly restricted, and robust performance usually comes with specific parameter fine-tuning. With the development of deep learning-based feature extraction [85], [111] and attention mechanism [80], learning-based place feature extraction methods have gained more attention in recent years. Khalili et al. [18] combine the region of CNN features and a differentiable NetVLAD [78] layer to enable the generalization ability of the VPR task. Based on the attention mechanism, Zhang et al. [79] proposes a Point Contextual Attention Network (PCAN) to enforce the differential networks by paying more attention to the task-relevant features, which can further boost the robustness of LPR methods. In [68], Lai combines the advantages of different sensor modalities and proposes the attention-enhanced multi-modal fusion-based PR method, which can balance the feature weights based on the environmental conditions to boost the localization performance. In the most recent works, Zhao et al. [112] extend the original SphereVLAD [47] with an attention mechanism to increase the signal-noise ratio of extracted place features, which can improve the global feature distinguishable ability in large-scale place recognition.

On the other hand, the semantic segments in the 3D environments are usually more robust to the environmental changes. Based on this property, Kong et al. [113] provide semantic graph-based place recognition methods and utilize a graph-matching to improve localization performance under occlusion and viewpoint differences. Similarly, Yin et al. [46] propose a parallel semantic feature encoding module, which extracts the different types of semantics (tree, building, etc.) and utilizes a divergence place learning network to improve the robustness of place recognition. Most recently, Paolicelli et al. [114] combined the visual appearance and semantic context through a multi-scale attention module for robust feature embedding.

In recent years, new kinds of loss metrics have also played an essential role in boosting place recognition performance. Triplet loss is a standard metric in the existing place recognition methods [76], [78], which constructs the query-positive-negative pairs (based on the Euclidean distance). It stretches from the query to the positive references are minimized, and the negative inputs are maximized, as shown in Figure 8. Based on the triplet loss, Yin et al. [47] provides a rotation triplet loss during training to improve the orientation-invariant performance. The angular loss is another typical selection for the learning place descriptor except for triplet loss. Barros et al. [115] use the cosine similarity to construct the angular loss, and angular (cosine) distance is a similarity-transform-invariant metric, which is more robust than the euclidean distance in triplet loss. However, the above loss metrics mainly consider the distance between individual cluster members with inner or external members; they do not necessarily look at the various aspects of the place recognition task explicitly. As shown in Figure 8, divergence loss can explore this perspective through different ensemble modules. And based on the above property, Yin et al. [46] developed a divergence loss metric, which can enforce the place feature learning procedure care different semantic structures (i.e., trees, buildings, roads,
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etc.) separately. Except for the above loss metrics, Li et al. [51] treats place recognition as a classification problem, Chen et al. [105] utilizes a scaled sigmoid loss to estimate the overlaps between observations and achieves competitive performances. Finally, even considering all the above approaches, developing a robust place recognition method can handle the unbounded combinations of environmental conditions and unlimited scenarios in the real-world place recognition task. One potential solution is lifelong learning based on place recognition. Lifelong learning, also known as continual learning, aims at providing incrementally updated knowledge in ever-changing environments. In [12], Doan et al. provides a Hidden Markov Model approach with a two-tiered memory management system, which can maintain the lifelong learning property by keeping necessary candidate images within the memory zones. Kurz et al. [116] provide a graph pruning-based method for lifelong LiDAR SLAM, which can remove vertices and edges to keep the graph size reasonable when repetitive visit previous areas.

D. Efficiency & Robustness

In real-world applications, efficiency and robustness are essential properties for long-term robotic localization. The most straightforward place match technique uses a single-frame-based re-localization approach [117], [118], which can provide efficient localization for static and short-term navigation tasks. However, real-world applications are full of dynamic changes and long-term appearance differences, and repetitive appearance patterns. The above factors restrict the single-frame-based place recognition approaches. Instead of a single frame, sequences matching [95] can improve the tolerance to local scene changes and reduce false positives with self-similarities. SeqSLAM [95] and its related works [119], [120], use a brute force method to perform sequence matching. And based on the success of SeqSLAM, new learning-based methods [100]–[103] have further boosted the place recognition performance in long-term localization tasks. It improves the matching accuracy but is time-consuming in practice and cannot be directly used in real-time. Thus, [121]–[123] proposed different methods to increase the efficiency of SeqSLAM by using particle filter, approximate world’s nearest neighbor, and the Hidden Markov Model. Methods efficiency may decrease when the number of reference sequences is enormous. [124] and [125] improves SeqSLAM by using dynamic query sequences and binary descriptors. These methods’ performances highly depend on the condition of the environment, which is not robust enough to perform in changing and challenging environments.

V. APPLICATION & TRENDS

For future applications, there exist lots of potential directions in place for recognition. In this section, we pick up four primary directions: 1) long-term and large-scale navigation for UGV robots, 2) visual terrain relative navigation for UAV robots, 3) multi-session SLAM, and 4) lifelong autonomy. We analyze each direction’s current status, potential outcomes, and future research trends.

A. Long-term & Large-scale Navigation

Currently, the most in demand application for place recognition is the long-term and large-scale navigation, such as autonomous driving [5], last mile delivery [6], and indoor service robots [126], etc. In the above applications, robots are expected to navigate within our daily changing indoor/outdoor environments. Except for the major challenges analyzed in Section II, place recognition also needs to deal with the sensitive identity information [127], the frequent dynamic objects, and low-frequency updated geometries.

In [128], Torii et al. analyze the place recognition ability under changing environmental conditions and provides a condition-invariant large-scale VPR method and extensive comparable datasets. For the street localization task, Liu et al. [56] provide a cross-view matching for the large-scale geo-localization and encoding of both orientation and geometric information to boost the recall rates in spatial localization, which helps the city-scale robust localization. With the developments of deep-feature extraction [129], Sarlin et al. [70] provides a large-scale hierarchical localization approach, which develops a monolithic CNN structure that encodes both local geometric features and global descriptor to achieve the coarse-to-fine
6-DoF localization within large-scale environments. In [30], Yin et al. provide the cross-modality visual localization approach within large-scale campus areas. Based on pre-built 3D LiDAR maps, they provide cross-domain transfer networks to extract condition-invariant features from optical inputs and learn the geometric similarity to the relative LiDAR projections in long-term navigation. In [42], Rozenberszki et al. integrates the LiDAR odometry and LiDAR-based place recognition method and provides a pure LiDAR-based mapping and localization system, which significantly improves the real-time localization accuracy and mapping precision in the large-scale navigation. And in most recent works [43], [48], [52], different kinds of novel 3D place descriptors have also been investigated to boost the long-term localization performance in large-scale navigation tasks. To improve the localization robustness under extreme weather conditions, Hong et al. [62] propose the entire Radar SLAM system for city-scale environments, and the experiment results also show that the place recognition performance can also support all-weather conditions.

As analyzed above, long-term and large-scale navigation is currently the central research direction for place recognition, which can directly combine with most real-world robotic applications. With the development of new deep feature extraction methods and different configurations of sensor modalities, this area can provide new breaking points.

B. Visual Terrain Relative Navigation

Visual terrain-relative navigation (VTRN) is the visual localization method that can provide UAVs localization results via image registration against the target images. Satellite imagery is relatively easy to obtain (on earth or other planets), which can be applied as a ground-truth image for long-term VTRN tasks. With the lightweight camera device and widely accessible satellite images, the VTRN approach can provide robust long-term localization in GPS-denied environments under variant conditions. Due to the condition changes (Section. IV-A), viewpoint differences (Section. IV-B), and limited generalization ability (Section. IV-C), large-scale visual terrain relative navigation is still a challenging task.

To deal with changes in environmental conditions, Mishkin et al. [130] modified BoW approach [131] with multiple descriptors and adaptive thresholds to better cope with large-scale changes in environments. Bhavit et al. [132] introduce a visual terrain navigation method where reference images are rendered from Google Earth (GE) satellite images. However, because such overhead images from GE are captured several years before test time, visual differences between reference/testing streams reduce localization accuracy. To deal with this issue, Mollie et al. [135] utilized an Auto-encoder network to transfer raw images into overhead images, ignoring local dynamic differences or environmental condition changes. However, this method cannot handle illumination, weather, and seasonal changes, reducing the generalization ability for unseen conditions. In their recent work [7], Anthony et al. provide a seasonally invariant profound transform neural network to convert seasonal images into a stable and consistent domain for visual terrain navigation. This method targets high-altitude flying modes, where there exist rich unchanging geometric features that persist even in different seasons. However, in lower altitudes, this method’s transferability will be negatively affected by occlusions of 3D objects and highly variable lighting conditions from other times of the day. Another solution to deal with disturbances from environmental conditions is to use a Visual Terrain Recognition Method (VTRM) [139]. In [150], Baatz et al. demonstrate terrain localization by leveraging this method. Similarly, Bertil et al. [8] introduced an accurate camera localization for unmanned surface vessels (USVs) by aligning horizontal lines with coastal structures. A significant drawback of horizontal line-based approaches is dependence on rich 3D geometric structures, such as mountainous or coastal areas, and relative place recognition performance will reduce in homogeneous and plain environments. A significant drawback of horizontal line-based approaches is dependence on rich 3D geometric structures, such as mountainous or coastal areas.

In general, VTRN localization is also a new research area within place recognition, which benefits from recent new domain transfer and deep feature extraction techniques. With the development of drone delivery and Mars exploration, the development of VTRN can be further extended.

C. Multi-session SLAM

With the development of the autonomous system, the multi-agent system has been considered to explore extensive and complex areas. It can significantly improve the operation ability of the single agent system. And most recently, in the rover-copter system on Mars, the copter can provide better perception prediction ability in long-term rover negotiation [136]. In general, collaborative multi-agent localization can benefit efficient map sharing for efficient exploration and improving perception ability for better decision making. However, as pointed in Section. IV-A and Section. IV-B, the appearance/viewpoint differences from different agents will cause data association failures for multi-agent cooperation.

Van et al. [9] provide a collaborated SLAM system with compressed visual features, and enable the collaborative mapping of multi-agents on the KITTI dataset. In [136], Sasaki et al. provide a rover-copter-orbiter cooperative system, which utilizes the satellite images to achieve cooperated localization between the three agents; and based on the rich texture from the copter, the orbiter can generate a better path for the rover robot. In [137], Ebadi et al. provide a geometric-based multi-agent SLAM system for unstable underground environments, which develops a robust filtering mechanism via the consistent incremental measurement (ICM) [138] to reject noise data association. However, the performance of the point-based approach is highly dependent on the robustness of 3D geometric features. In recent work, Kimera [10], Rosmol et al. provide a deformation graph model to merge 3D meshes between different agents, which can ensure 3D mesh consistency when used in multi-agent distributed mapping [139]. In [140], Labb’e et al. provide a multi-session mapping using visual appearance-based LCD methods, through which a single
robot can map separate areas in different sessions without giving relative initial transformations between different trajectories. The above methods show the potential directions in multi-agent localization. Still, we also need to note that the success of large-scale map merging is highly reliant on place recognition ability. However, most of the above methods focus on single-agent inner data association. Still, few show promising results for large-scale multi-agent map merging tasks, where significant perspective and appearance differences between observations may exist. In most recent work, Yin et al. [141] provide a large-scale data-association and map merging framework, which can extract viewpoint-invariant place descriptor and reject the unreliable loop-closures in the global map merging.

Multi-agent localization can be applied as the basis to support the cooperation between single-/multi-type robots, which can provide new cross-field research points in the future.

D. Lifelong Autonomy

Recent years witnessed remarkable developments in NASA's new robotics rover (Perseverance) operation on Mars [142], and CNSA's teleoperated rover (Yutu-2) on the Moon [143]. But due to the costly remote operation and impractical communication, long-term and real-world autonomy ability have become necessary in future robotic systems, which will incrementally encounter unknown environments in the large-scale exploration task. As stated in Section. II, robust place recognition needs to handle all the conditional and viewpoint challenges. The relative generalization ability is still limited when encountering new scenarios, as analyzed in Section. IV-C. As the most fundamental module in Space/underground exploration, the localization system can directly influence the planning and decision-making strategy. In this case, lifelong place recognition has been put into an essential role in achieving long-term autonomy. Precisely, the robots may re-visited the same place under different environmental conditions and dynamic changes. In the above case, merging the maps and detecting environmental changes can also affect lifelong autonomy performance. On the other hand, the robotic systems need to incrementally build up the localization knowledge from a sequentially updated data stream [144, 145], without access to the complete datasets during the supervised/semi-supervised training manner.

Tipaldi et al. [146] provide a traditional probability-based lifelong localization approach, which combines a particle filter with a hidden Markov model to evaluate the dynamic changes of local maps. In [147], Zhao et al. introduce a lifelong LiDAR SLAM framework for the long-term indoor navigation task, which mainly utilizes a multiple-session map to build and refine maps and parallelly maintain the memory usage via a Chow-Liu spanning tree-based optimization approach. In real-world navigation, most SLAM methods suffer more from lower dynamic objects (i.e., parking cars) than high dynamics (i.e., moving cars). Inspired by this observation, Zhu et al. [148] provides a semantic mapping enhanced lifelong localization framework, which can also combine existing object detection methods to update existing maps. However, the above methods are restricted to local scale tasks. To tackle the large-scale applications, Yin’s work [141] provides a long-term map merging system for city-scale environments, which utilizes an adaptive loop closure selection filter that can detect stable matches for large-scale and long-term associations.

Lifelong place feature learning is primarily evaluated against catastrophic forgetting, while most exciting place recognition methods mainly focus on short-term localization or fixed pattern localization [69]. Catastrophic forgetting happens inevitably. In [11], Mactavish et al. provides a vision-in-the-loop navigation system, which contains a visual teach-and-repeat approach to enable long-term online visual place feature learning and a multi-experience localization mechanism to help observations locate the relevant experience references. As an extension of [11], Dall et al. [149] provides a conditional teach-and-repeat visual navigation approach, which utilizes the odometry pattern as outside signals to guide the visual place feature learning. However, in real-world localization tasks, the data stream is infinite, combining different areas under variant environmental conditions. To tackle the scalability issue, Doan et al. [12] provide a Hidden Markov Model approach with a two-tiered memory management system, which maintains an active memory and passive storage and transfers necessary candidate images between the above two memory zones to keep the lifelong property. Doan’s approach provides a new perspective on handling long-term navigation scalability issues and allows constant time/space inferencing.

Compared to other research directions, lifelong place recognition is still very young, and we can notice that there still exist many potential points in map factor and memory management for the requirements of long-term navigation tasks.

VI. Datasets & Evaluation

As mentioned in Section. III, the performance of different kinds of place recognition methods depends on the environmental conditions and sensor configurations. The appropriate datasets and evaluation metrics are highly relevant to provide adequate evaluation for place recognition methods. In this section, we will investigate the current publicly available datasets in place recognition, the star-diagram evaluation metrics given fair consideration on different place recognition properties, and support libraries for place recognition.

A. Public Datasets

Robust and accurate place recognition required extensive training and evaluation of datasets. Recall the analysis in Section. III, the suitable datasets for different place recognition approaches also vary based on the sensor modalities. Though general investigations already exist on place recognition datasets [150, 154, 156, 159, 160], we notice that the connections from existing datasets to the sensor modalities and major challenges are still missing. In Table. III, we list all the relative publish available datasets with their properties.

For the most common visual place recognition, the relative datasets are mainly focus on environmental conditions (i.e., illuminations [128], weathers [94], seasons [150], and dynamic objects [161] and viewpoint differences [4]). The well-known
Nordland [150] dataset provides a cross-season visual dataset with a 728km journey with a camera mounted on the train; this dataset has been widely applied to evaluate the condition-invariant [94] or large-scale [95] visual place recognition. However, these datasets can not provide viewpoint-invariant analysis due to the fixed perspective, which makes the evaluation constrained under seasonal changes. In [162], Smith et al. combine the visual inputs and Laser data for campus area data collection, but both the space- and time-scales are restricted for long-term and large-scale evaluation. Warburg et al. [154] provide the most long-term and large-scale visual place recognition datasets collected in 7 years, under both urban and suburban areas, with diverse condition differences, which is highly suitable for lifelong outdoor visual place recognition. For LiDAR place recognition, except for the most well-known KITTI [163] datasets, the most recent autonomous driving datasets [164], [165] also give large datasets under all kinds of open-street environments. Ramezani et al. [166] provide campus-scale LiDAR and stereo-inertial datasets, which can be applied for VPR, LPR, and cross-modality place recognition. For Radar-based place recognition, Sheeny et al. [167] provide extensive Radar datasets, which contains a variety of weather and driving scenarios to help investigate the performance of Radar device against extreme environmental conditions. In [41], Kim et al. provide a multimodal dataset with parallel Radar and LiDAR sensor inputs; specifically, they also offer both raw-level and image-format radar data to analyze the place recognition performance of different configurations.

Except for the above commonplace recognition tasks, other essential scenarios exist in place recognition. The identity information is also one necessary factor in place recognition; Sheng et al. [127] provides a new VPR dataset to analyze effects when removing all identity information within visual inputs. For long-term visual terrain relative navigation (VTRN), Ivan et al. [157] provides a large-scale VPR dataset for UAV long-term navigation. Specifically, they provide raw top-down visual inputs from the helicopter and the corresponding satellite images to analyze how simulation data can benefit real-world navigation. For the purpose of multi-agent map merging, Yin et al. [158] provide a large-scale LiDAR datasets, which contains 50 trajectories and 120 overlaps in city-scale environments, and 80 trajectories and 150 overlaps in campus-scale environments. Most recently, Liu et al. [156] provided extensive indoor localization datasets with RGB panorama images, LiDAR scans, and query images from smartphones for cross-modal place recognition. Shi et al. [168] provide long-term indoor visual datasets with daily environmental changing and dynamics for lifelong indoor localization.

![Star-diagram for Place Recognition Evaluation](image)

**B. Star-diagram Evaluation**

Recall the significant challenges in Section II, the properties of place recognition are based on different factors, i.e., condition-invariant property, viewpoint-invariant property, recognition accuracy, inference efficiency, and generalization ability. Since place recognition in the real world is a complete task, and evaluate property only on accuracy cannot fully indicate the actual performance. In previous relative benchmark [69], the performance of PR methods is mainly evaluated on specific datasets, and there misses a fair quality and qualitative analysis on particular properties. As shown in Fig. 10, we provide a star-diagram evaluation template to investigate the performance of the place recognition on:

- **Condition Invariant Property**: under fixed viewpoints and given sensor inputs, we analyze the place recognition
accuracy (Recall rates at Top-N retrievals) under different environmental conditions (illuminations, weather, etc.)
- **Viewpoint Invariant Property**: under fixed environmental conditions and given sensor inputs, we evaluate the distributions of place recall rates Top-N under different combinations of local translation/orientation differences.
- **Recognition Accuracy**: under fixed environmental conditions and different local viewpoints, we analyze the final localization error (Euclidean distances) distributions of various environments near the training scenarios.
- **Generalization ability**: under fixed environmental conditions and viewpoints, we analyze the place recognition recall rates at top-N retrievals on the unknown areas after training the network model on a fixed given dataset.
- **Inference Efficiency**: time is one of the essential factors in real-work place recognition applications; we also explore the feature extraction time and place recognition time.

With the above star-diagram style analysis, we can provide a deep investigation of current existing PR methods or different configurations of sensor modalities. We provide the evaluation template (Fig. 10) in GPRS to help researchers develop new recognition methods with comprehensive perspectives.

**C. Supported Libraries**

In the recent years, there also emerge lots of well maintained libraries [120], [157], [158], [169]–[172] to help develop long-term place recognition systems. OpenSeqSLAM2.0 [120] gives a comprehensively characterizing analysis of the critical components of SeqSLAM, which helps to investigate how to maximize the performance of sequence matching. **VPR-Bench** [170] provide 12 fully-integrated datasets, 10 VPR techniques, and a set of VPR evaluation metrics to help make the comparison for new methods. **Kapture** [169] is an open toolbox with an extendable data format for visual localization and structure-from-motion evaluation, which enable the VPR developments with variant requirements. And as an extension of Kapture, **Kapture-localization** [172] provides a basic localization template and can combine with different place recognition algorithms. **LT-mapper** [171] provide a uniform lifelong mapping framework for LiDAR SLAM, which includes multi-session mapping and long-term map managements. The LT-mapper’s modular design allows it to be easily combined with new custom place descriptors. **ALITA** [158] provides the tool box for city- and campus- scale datasets, which can evaluate: 1) large-scale place recognition, 2) multi-session map merging, 3) cross-domain place recognition, and 4) long-term lifelong localization. And **ALTO** [157] provides the open toolbox for accessing google satellite images for raw visual inputs from UAV to evaluate large-scale visual terrain relative navigation.

**VII. CONCLUSION**

As stated in [173], simultaneous localization and mapping (SLAM) plays an essential role in mobile robotic development. However, while the well-known visual place recognition survey paper [1] was published 6 years ago, visual-, LiDAR-, and Radar-based place recognition and re-localization methods are still unsuccessfully applied in long-term navigation systems under varying environments. This survey paper aims to provide a detailed review on the most recent long-term place recognition methods. We revisit the definition of ‘Place Recognition’ and highlight the current promising sensor modalities, major solutions for existing challenges, potential applications, trends based on reliable place recognition techniques, and publicly available datasets and libraries for long-term localization development.

With the recent development of new sensor modalities, place feature extraction from new types of sensors (high-resolution LiDAR, 360-degree camera, Radar devices) inputs have significantly improved the re-localization robustness under viewpoint and environmental conditions differences. Most recent combinations of multi-modal sensor inputs also provide a new direction for robust long-term place recognition approaches, which can compensate for the shortcomings of using a single sensor modality. These tradeoffs can be summarized as: 1) Visual cameras capture rich semantics and textures but are not robust to appearance changes; 2) LiDAR devices provide stable 3D geometry measurements but these are low-resolution and textureless; 3) Radar devices provide robust measurements in extreme weather and occlusions but observations are often noisy. The aforementioned different sensor configurations in Section. [11] we hope, will spur new research directions in long-term real-world robotics autonomy, and will also provide a new perspective on system design for new industrial products.

Deep learning-based place feature extraction has shown great success in both single- and multi-modal systems. New types of convolution layers can be used with 360-degree sensor inputs for viewpoint-invariant place feature extraction. New domain-transfer methods also enable sim-to-real place recognition, where robots can achieve hundreds of kilometers of re-localization with only a few kilometers of training data trajectories. And a new type of data association mechanism, i.e., transformer networks and loss metrics, also enhances feature aggregation ability for more accurate re-localization. And, most importantly, the increased computing power and efficiency of embedded GPUs also make online feature extraction and place re-localization achievable in real-time and in low-power consumption platforms (i.e., low-cost UGVs and UAVs). Based on the analysis of current solutions for long-term place recognition in Section. [11] there is still lots of space and lots of opportunities for research into generalizable place recognition approaches.

So, what can a place recognition system bring to real-world robotic research? As analyzed in Section. [11] reliable place recognition approaches can enable long-term navigation for mobile robots in city- and campus-scale environments under challenging conditions, in complicated indoor environments with illumination variations, and even in extreme underground environments with unstructured 3D geometries; it can also assist with positioning systems for UAVs with the aid of publicly available satellite images, especially for space exploration (i.e., Mars, Moon), where a GPS is unavailable. Additionally, reliable place recognition can provide stable data association across different sensor modalities or long-term time domains. This property can provide low-cost Radar-
localization on accurate 3D LiDAR maps and wearable visual localization systems for Augmented reality and virtual reality applications. Further, with the recent developments in multi-agent systems, place recognition can also boost multi-agent cooperation in exploration and scene understanding. Finally, given that the data-association ability of place recognition can build on place connections in both the spatial and temporal domains, it can be used to help give robots lifelong navigation and continual perception abilities for real-world applications.

In Section VI, we investigate the current publicly available datasets for long-term place recognition and provide our datasets and an evaluation benchmark to promote further research in this area. As a community, we can further analyze new place recognition methods under different localization constraints to investigate whether or not they are suitable for real-world challenging navigation tasks. This paper takes a sizable step toward long-term general autonomy and provides guidance in that direction.
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