Field Reentrance of the Hidden Order State of URu$_2$Si$_2$ under Pressure
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Combination of neutron scattering and thermal expansion measurements under pressure shows that the so-called hidden order phase of URu$_2$Si$_2$ reenters in magnetic field when antiferromagnetism (AF) collapses at $H_{AF}(T)$. Macroscopic pressure studies of the HO–AF boundaries were realized at different pressures via thermal expansion measurements under magnetic field using a strain gauge. Microscopic proof at a given pressure is the reapparance of the resonance at $Q_0 = (1, 0, 0)$ under field which is correlated with the collapse of the AF Bragg reflections at $Q_0$.
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Pressure ($P$) and magnetic field ($H$) are nice tools to tune correlated systems through a critical point of different ground states. Here, we use a combination of these two variables in order to clarify the so-called hidden order (HO) of the heavy fermion compound URu$_2$Si$_2$. Pressure studies have shown that the system jumps from the HO phase to an antiferromagnetic (AF) phase at a pressure $P_x \simeq 0.5 \text{ GPa}$ at 0 K. In zero magnetic field the HO, AF and paramagnetic (PM) phases form three distinct phases and the transition lines between these phases seems to meet in a triple point with $P_c \simeq 1.2 \text{ GPa}$ and $T_0 = T_N \sim 18.5 \text{ K}$. The critical temperatures for the PM–HO, PM–AF and HO–AF phase transitions, respectively. Selecting a pressure $P$ in the pressure window between $P_x$ and $P_c$, it was observed in a recent neutron scattering experiment that the HO phase between $T_0$ and $T_x$ is characterized by a resonance at an energy of $E_0 \sim 2 \text{ meV}$ for the wave vector $Q_0 = (1, 0, 0)$ as already reported at ambient pressure. This resonance corresponds to large longitudinal magnetic fluctuations at the vector $Q_{AF} = (0, 0, 1)$. Remarkably, the resonance at $Q_0$ collapses below $T_x$, while a large elastic magnetic Bragg peak appears at the same wave vector $Q_0$ which corresponds to the antiferromagnetic phase with the propagation vector $Q_{AF} = (0, 0, 1)$. The onset of AF at $T_x$ in the pressure range between $P_x$ and $P_c$, and at $T_N$ above $P_c$ is associated with a change of symmetry as two different U magnetic sites appear now in the primitive body centered tetragonal (bct) unit cell. Thus the lattice is no more bct but tetragonal. There are evidences that such a change in symmetry may occur already in the HO phase: i) at $T_0$ and $T_N$ the transition from PM to the ordered phase seems to be associated with a similar Fermi surface reconstruction, i.e., a large drop of the electronic carrier density due to a partial gap opening $\Delta_B$ in the band structure in consequence of the change from bct to tetragonal crystal structure and ii) at very low temperatures no change of the Fermi surface can be detected through $P_x$, at least in de Haas-van Alphen (dHvA) branch. The $P$ invariance of these two observations suggests that the transition from HO to AF is isostructural for the lattice. Due to the Ising character of the U magnetism in URu$_2$Si$_2$, the onset of AF can preserve the same tetragonal lattice as in the HO phase.

Band structure calculations with either bct or tetragonal crystal structure (assuming the 5f electrons of U atoms to be itinerant) show that the system is a compensated metal for both assumptions in agreement with experimental observations. Furthermore the transition from bct to tetragonal symmetry in the crystal structure leads to a decrease of carrier number by a factor between 3 and 5. Recently, the partial band gap $\Delta_B$ in the AF phase was calculated as a function of the strength of the sublattice magnetization $M_0$. On the basis of experimental findings, the authors proposed that a finite band gap survives in the HO state due to the strong longitudinal magnetic fluctuations at $Q_0$, which are the origin of the observed resonance.

Here we present a new route to study the interplay of HO and AF phases by tuning the magnetic field under high pressure. The main intention is to show the interplay between the field $H_{AF}(T, P)$, characteristic of a complete collapse of the band gap, and the magnetic field $H_{AF}(T, P)$ which defines the AF boundary with other phases (HO or PM). At low pressure the HO state is a robust ground state at least up to $H \sim 34 \text{ T}$ for the field along c-axis. Only above $H_M \simeq 40 \text{ T}$, a polarized paramagnetic state is achieved through a metamagnetic transition and a high number of electronic carrier is restored. Just below $H_M$, in the field window 34–40 T, a cascade of different phases has been observed. Their identification is not yet completed. Furthermore we investigate if the pressure induced AF phase disappears at a field $H_{AF}(T = 0)$ lower than $H_M(T = 0)$, furthermore if the HO state reappears when AF is suppressed. To study the respective $(H, T)$ boundary between the HO and AF phases under pressure, two different approaches, namely neutron scattering and thermal expansion measurements were realized.

Several high-quality single crystals of URu$_2$Si$_2$ were grown by the Czochralski method in a tetra-arc furnace. The samples were cut by a spark cutter and successively...
annealed at 1075 °C for 5 days under ultra high vacuum of 10^{-10} torr. Thereafter the samples were checked by X-ray Laue photograph and resistivity measurements. The residual resistivity ratio (RRR) is higher than 100, indicating the high quality of the samples.

In the continuation of the previous neutron scattering study, similar experiments were performed in magnetic field up to \( H = 15 \) T at a constant pressure in the window \( P_x < P < P_c \). This microscopic probe will show that at \( P = 0.72 \) GPa above \( H_{\text{AF}}(0) \sim 12 \) T, the HO state is restored with its characteristic \( Q_0 = (1, 0, 0) \) resonance. The neutron experiment under pressure were carried out by using a CuBe pressure cell on the cold-triple axis spectrometer IN14 at ILL. On a large single crystal (6 mm in diameter and 11 mm in length along \( c \)-axis) a strain gauge was glued on top of the sample and then put into the cell. As pressure transmitting medium deserved a mixture of Fluorinert FC84/FC87 (1:1). The measurements were performed in a \(^4\)He cryostat and a magnetic field up to 15 T has been applied along the \( c \)-axis. The strain gauge acts as indicator for the HO–AF phase transition at fixed pressure. We determined \( T_x = 10 \) K and \( T_0 = 18.5 \) K at zero field at 0.72 GPa.

The necessity to use a large crystal in the inelastic neutron scattering experiment is at expense of performing the measurement under ideal homogeneous pressure conditions. However, this difficulty is bypassed by the performance of the thermal expansion measurements on a small crystal by a strain gauge method. The \((H, T)\) phase diagrams at different fixed pressures have been determined by thermal expansion measurements using a strain gauge in a CuBe-NiCrAl hybrid pressure cell with Daphne oil 7373 as a pressure medium. The strain gauge was glued on the \( c \)-plane of the sample with dimensions of \( 2 \times 2 \times 0.5 \) mm\(^3\). The magnetic field was applied along \( c \)-axis. Measurements up to 9 T have been performed in a commercial Quantum Design PPMS, for the high field measurements up to 16 T a home-made cryostat has been used. This technique allows us to present a direct determination of the \( H_{\text{AF}}(T) \), \( H_M(T) \) boundaries at a fixed pressure. These measurements confirm the reentrance of the HO phase under magnetic field higher than \( H_{\text{AF}} \) for pressures above \( P_x \) and furthermore indicate that \( H_{\text{AF}}(T = 0) \) increases strongly with increasing pressure. Above \( P_c \) at \( P \sim 2 \) GPa, the reentrance of the HO phase cannot be detected for \( H \) up to 16 T. In both experiments the pressure was determined by measuring the superconducting transition of Pb by ac susceptibility.

Figure 1 represents the field variation of the elastic magnetic neutron intensity \( I_M(H) \) at \( T = 2.2 \) K and \( P = 0.72 \) GPa measured for the wave vector \( Q_0 = (1, 0, 0) \). Due to (i) the proximity of \( P_x \), (ii) the inhomogeneity produced by the Fluorinert pressure transmitting medium (presumably during its solidification on too fast cooling, it is known that a large pressure gradient parallel to the load can appear on solidifying Fluorinert) and (iii) the necessity to use a large single crystal which covers 70% of the pressure chamber, the elastic signal \( I_M(T, H) \) measured at different temperatures and magnetic fields may not correspond to the one observed in perfect hydrostatic conditions. Thus depending on the criterion chosen for the determination of the phase transition from AF to HO (either the extrapolated full loss of the elastic signal or 50% of the full signal, the \( H_{\text{AF}}(T) \) borderline at \( P = 0.72 \) GPa can be drawn as shown in the inset of Fig. 1. Under these (not ideal) experimental pressure conditions we can estimate that 10% of HO phase persists in the dominant 90% AF ground state at this pressure. However, the spectacular new result is that far above \( H_{\text{AF}} \) at 14.9 T, the inelastic response at \( Q_0 = (1, 0, 0) \) characteristic of the HO phase reappears as shown in Fig. 2. The remaining response signal at zero field is only the consequence of the 10% residual HO fraction. For the AF fraction, it has been confirmed that the resonance disappears at zero field. A more detailed discussion of the neutron scattering spectra obtained at various temperatures and different magnetic fields including scans in PM, HO and AF phases will be published in an subsequent extended paper since here we focus on the pressure dependence of the \( H_{\text{AF}} \) boundary.

Figure 3 represents the temperature dependence of the thermal expansion coefficient \( \alpha \) for different fields at \( P = 1.39 \) GPa measured by using the strain gauge. The location of \( T_x(H) \) and \( T_0(H) \) is defined by the maxima of \( \alpha \). In Fig. 4 we have plotted the \( H_{\text{AF}}(T) \), \( H_M(T) \) boundaries for different pressures, \( P = 0.1, 0.92, 1.39, \) and 1.94 GPa. At \( P = 0.1 \) GPa < \( P_c \), only the HO boundary is observed. For \( P_c < P = 0.92 \) GPa < \( P_c \), a distinct separation exists between the AF and HO boundaries. Just
near \( P_c \) at 1.39 GPa, the magnetic field seems to lift the degeneracy between HO and AF phase boundary, while above \( P_c \) at \( P = 1.94 \) GPa up to the highest applied field of 16 T, only the AF phase can be observed. However, further experiments with the determination of the volume (here we measured only one direction) have to be performed to rule out the possibility of a triple point in the \((H,T)\) plane at fixed pressure above \( P_c \) under magnetic fields.

**Fig. 3.** (Color online) Thermal expansion measurements as a function of \( T \) for different magnetic fields from 0 to 9 T at \( P = 1.39 \) GPa (data are shifted for clarity). The arrows indicate \( T_x \) and \( T_0 \) at 9 T.
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Figure 5(a) shows \( H_{AF}(T) \) at various pressures. The extrapolation of \( H_{AF}(T) \) to 0 K is obtained by scaling \( H_{AF}(T)/H_{AF}(0) \) as a function of \( T/T^* \) for different pressures, where \( T^* \) is \( T_x \) (for \( P < P_c \)) or \( T_N \) (for \( P > P_c \)). \( H_{AF}(0) \) increases strongly with pressure as shown in Fig. 5(b). The concomitant strong pressure dependence of \( T_x \) and \( H_{AF}(0) \) explains the broadening of the AF boundary in the inhomogeneous \( P \) neutron scattering experiment (see above). By contrast as indicated in Fig. 5(b), \( H_M(0) \) is only weakly \( P \) dependent.\(^{19}\) The splitting between \( H_{AF}(T,P) \) and \( H_M(T,P) \) for \( P < P < P_c \) observed here is similar to the effects reported in the Rh doped compound U(Ru\(_{0.98}\)Rh\(_{0.02}\))\(_2\)Si\(_2\) by specific heat, magnetization and neutron scattering.\(^{23}\) However, an additional difficulty in this case is that the doping changes significantly the carrier concentration and thus may spoil the bare phenomena.

**Fig. 4.** (Color online) \((H,T)\) phase diagram at \( P = 0.1, 0.92, 1.39 \) and 1.94 GPa. Open circles and solid squares denote \( H_M(T) \) and \( H_{AF}(T) \), respectively.
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**Fig. 5.** (Color online) (a) Temperature dependence of \( H_{AF} \) at different pressure. (b) Pressure dependence of \( H_{AF}(0) \) extrapolated to 0 K (open circles), which is obtained from the scaling reduction (inset), where \( T^* \) is \( T_x \) for \( P < P_c \) or \( T_N \) for \( P > P_c \). Open squares in panel (b) give \( H_M(0) \) as function of pressure from ref. 19. Dashed lines in panel (a) are the results of scaling.
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**Fig. 6.** (Color online) Band gap \( \Delta_B \) normalized to the size of the gap in the antiferromagnetic state \( \Delta_{AF}^B \) above \( P_c \) derived from the resistivity as a function of \( P/P_c \). Solid triangles are from ref. 4, open diamonds from ref. 24. By comparison, predicted variation of the sublattice magnetization in ideal hydrostatic condition (solid line) and the normalized sublattice magnetization (open circles) from ref. 2.

Having these new results in mind, it is interesting to reanalyze previous results at \( P = 0 \) on the field dependence of the intensity \( I_M(0) \sim M^2 \) of the tiny sublattice magnetization \( M \) (\( M_0 \sim 0.03 \mu_B \) at \( T = 0 \) K) detected
in the HO phase at ambient pressure. As observed here in the pressure window $P_x < P < P_c$, the magnetic field response of $I_{\sigma y}(H)$ for a fixed pressure and at low temperature through the $H_{AF}(T)$ boundary is smeared out and quite different from the $H_M(T)$ boundary defined by the thermal expansion measurements. Assuming that the tiny sublattice magnetization is a mark of residual inhomogeneities which may result in residual AF fractions. It is worthwhile to note that in the same way that the superconducting transition observed by resistivity far above $P_x$, whereas homogeneous superconductivity has been observed to collapse at $P_c$ appears as a consequence of a surviving fraction of the HO phases inside the AF phase. The sensitivity to ideal $P$ conditions can be explained qualitatively by (i) the small $P_x$, (ii) the strong anisotropy and (iii) the possibility to get locally pressure inhomogeneities near imperfection comparable to $P_x$ or even $P_c$. However, these inhomogeneous tails are not easy to explain quantitatively. An open delicate question is whether even for a perfect crystal still finite specific correlated nano-structures will not exist.

Recently the link between the band gap $\Delta_B$ and of the sublattice magnetization $M_0$ has been discussed. In agreement with previous works, the pressure dependence of $\Delta_B$ is evaluated from the drop of the resistivity at low temperatures by fitting $\rho(T) = \rho_0 + A T^x + B T/\Delta_B(1+2T/\Delta_B)\exp(-\Delta_B/T)$. The free exponent $x$ in the $T^x$ term takes into account the experimental fact that we do not find a Fermi liquid $T^2$ temperature dependence at low temperature above the superconducting transition. Rigorously, the last term describes the scattering of conduction electrons with magnons with a gap $\Delta_B$ in the excitation spectra. Therefore the estimation of $\Delta_B$ by this formula can only be qualitative for URu$_2$Si$_2$ since the scattering at low temperature below $T_0$ is dominated by the longitudinal fluctuations as observed in inelastic neutron scattering experiments. Thus the link between $\Delta_B$ by transport and the inelastic neutron spectrum is not obvious. As indicated in Fig. 6 in agreement with previous studies $\Delta_B$ increases through $P_x$, the pressure where the jump of sublattice magnetization occurs from $M_0 \sim 0$ to 0.4 $\mu_B$. As a magnetic field weakens $\Delta_B$, the simple idea is that in the AF phase under magnetic field the gap $\Delta_B$ may decrease below a critical value $\Delta_B^c$ where the system will jump from AF to HO phase.

Up to now, there is no direct evidence of the bct to tetragonal transition at $T_0$ in the HO phase. At first glance considering the magnetism, the HO phase appears as PM, however, an orbital ordering may be hidden. A favorable factor therefore may be the initial mixed valence character in its PM state. The possibility of fancy orbital ordering may come from the quasi-degeneracy between the trivalent and tetravalent uranium configuration; thus a tiny change of volume will favor the electronic system to be normalized to one or another configuration (see for example, TmSe in ref. 29).

These new experiments reveal the reentrance of the HO phase under magnetic field for pressures $P > P_x$ when the AF order is suppressed. A microscopic signature is the reemergence of the resonance at $Q_0$ which is associated to the collapse of the sublattice magnetization. This effect is strongly related to the Ising type case of URu$_2$Si$_2$ with strong valence fluctuations in the PM state. It is proposed that the order parameter of the HO state is strongly connected to the amplitude of the band gap $\Delta_B$. The band gap might appear through symmetry change of the lattice from bct to tetragonal. This symmetry change is proved to occur in the AF phase and suggested to persist also at the HO phase transition.
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