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Abstract

Light-front gauge is the most popular one to work with fundamental interactions, due to its characteristic maximum kinematical Poincare operators that it allows. However, it is also known to be one of the trickiest gauges one can work with for gauge theories, due to its singular nature. So, in terms of perturbative calculations in the light-front, there are only a few published and tabulated results for the pertinent Feynman integrals, mostly involving massless integrals. And the majority of the results given are only for the divergent parts of them and the complete closed form (or with the finite parts) of these are not known. In this manuscript, we use the technique of negative dimensional integration (NDIM) for the simplest of the one-loop massive integrals as a working bench for massive Feynman integrals in the light-front and show that novel results for the finite parts not known before are obtained.
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I. INTRODUCTION

Our present understanding of elementary particles and their interactions is based on the principles built from quantum field theory. More specifically, gauge fields within the field theoretical construct in which gauge fields are a class of quantum fields where there exists a group of transformations of the field variables under which the basic physical properties remain unchanged, e.g., invariance of action leading to field equations remaining the same. Those field variable transformations are called gauge transformations and the principle of gauge invariance is foundational to our current understanding of particles and their interactions. A related but very often misunderstood concept is the question of gauge independent quantities. This has to do with the fact that relevant physical quantities of interest in any phenomenon must be gauge-independent, i.e., whatever the gauge choice we make use of, the resulting measurable quantity must be independent of the choice made. In other words, calculations of physical quantities performed in any gauge must give the same result.

Gauge invariance entails the necessity of gauge fixing procedures, allowing several different types of gauge choices to do the fixing. Among many, the physical light-cone gauge is the one that is defined through an external, constant, light-like four-vector \( n^\mu, n^2 = 0 \), but it is now well-understood that this single vector is not sufficient to span the whole four-dimensional space-time \[1\]. In other words, it means that the gauge freedom is not totally removed. Residual gauge freedom remains to be removed by the introduction of the dual four-vector \( n^{*\mu}, n^{*2} = 0 \). This can done by hand using the ad-hoc Mandelstam-Leibbrandt (ML) prescription \[2, 3\] in the calculations, whereas in the negative dimensional integration method (NDIM) \[4\] approach we use here, this is done naturally as a consequence of the general structure of the light-cone integral, defined over four-dimensional Minkowski space-time. The use of ML prescription can be seen in a variety of light-cone papers published in the literature, attesting that it suits and works for handling perturbative Feynman integral calculations \[5\]. Pertinent integrals in the light-cone are evaluated and their pole parts are even tabulated in various places, but conspicuously, they are limited to massless integrals and only very few massive ones \[6, 7\].

The negative-dimensional integration approach does not require the use of any prescriptions \[8\] and provides physically acceptable results, i.e., causality preserving ones. The
calculation we will present here is the very first test for massive light-cone integrals at the one-loop order without invoking the ML-prescription. The NDIM technique demonstrates that integration over components and partial fractioning tricks can be completely avoided, as well as parametric integrals. The important point to note is that the dual light-like four-vector $n^*$ is necessary in order to span the whole four-dimensional space, when defining the gauge proper. In the course of calculations, integrals are dimensionally regularized into a $D$-dimensional space-time. Now we apply such technique to the simplest massive one-loop integral. The reason for this is two-fold: first, the massless one-loop tadpole type integral in the light-cone is known to be relevant for the perturbative calculations [9], contrary to what we have in the covariant case, where integrals of this type can be consistently set to zero. Also, the result for the tadpole integral in the light-cone we know in literature is restricted to the divergent part only; it is not calculated explicitly, with its finite parts. In other words, only the pole structure of it is known, showing that it does not contain any pathological features. Secondly, because in the NDIM approach we use, a whole class of integrals is calculated simultaneously, the integral (7) being just a particular case of ours, and the results show a set of equivalent results at the same time, the other result in the set not known previously.

The study of relativistic dynamics was pioneered by Dirac [10], who considered three possibilities for such description, among which the front form is a well-defined alternative for describing relativistic fields, characterized by the time evolution along the plane $x^+ = 0$. The variables $x^+ = (x^0 + x^3)/\sqrt{2}$ and $x^- = (x^0 - x^3)/\sqrt{2}$ are traditionally understood as the light-front “time” and longitudinal space variables, respectively; the transverse components remaining as in the usual Minkowski space-time, $x^\perp = (x, y) \equiv (x^1, x^2)$. Their conjugate momenta are also similarly defined as $k^+ = (k^0 + k^3)/\sqrt{2}$, $k^- = (k^0 - k^3)/\sqrt{2}$ and $k^\perp = (k^1, k^2)$, being understood as the longitudinal momentum, light-front “energy” and transverse momentum respectively.

For a massive particle, the on-shell condition $k^2 = m^2$ leads to

$$k^- = \frac{k_\perp^2 + m^2}{2k^+}. \tag{1}$$

The dispersion relation in Eq. (1) is quite remarkable for the following reasons: (a) Even though it is a relativistic energy-momentum relation, it is a linear relation, contrary to the usual quadratic one; (b) The dependence of the light-front “energy” $k^-$ with respect
to the transverse momentum $k^\perp$ is just like the non-relativistic relation. (c) There is a
sign correlation between the longitudinal momentum $k^+$ and the energy $k^-$; for $k^+$ positive
(negative), $k^-$ is also positive (negative). (d) The dependence of the energy $k^-$ on the
momentum components $k^\perp$ and $k^+$ is multiplicative and large energy can result from large
$k^\perp$ and/or small $k^+$. All these simple observations have dramatic consequences into the
relativistic physical aspects of particle dynamics.

Our notation and conventions for light front coordinates are as follows:

$$
\begin{bmatrix}
x^+
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix} \begin{bmatrix}
x^0 \\
x^3
\end{bmatrix},
$$

and therefore

$$
\begin{bmatrix}
x^0 \\
x^3
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix} \begin{bmatrix}
x^+ \\
x^-
\end{bmatrix}.
$$

We have therefore the Minkowski space-time metric $g^{\mu\nu} = (+, -, 1, 2)$ given by

$$
g^{\mu\nu} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix} = g_{\mu\nu}.
$$

This means that the covariant and contravariant indices of a given vector are related by

$$
a_+ = a^-; \ a^+ = a_-
$$

$$
a_j = -a^j, \ (j = 1, 2).
$$

Then the scalar product of any two vectors becomes

$$
a_\mu b^\mu = a_+ b^+ + a_- b^- + a_\perp \cdot b_\perp
$$

$$
= a^- b^+ + a^+ b^- - a_\perp \cdot b_\perp,
$$

where we use the convenient shorthand $a_\perp = (a_1, a_2)$ and $a_\perp = (-a^1, -a^2)$.

Using these conventions, our light-cone defining external vector $n_\mu = (1, 0, 0, 1)/\sqrt{2}$ is
now written as $n_\mu = (n_+, n_-, n_1, n_2) = (1, 0, 0, 0)$ while $n^\mu = (n^+, n^-, n_1, n_2) = (0, 1, 0, 0)$.

Since the defining light-like external vector is arbitrary, we may equally choose the
corresponding dual vector $n^*_\mu = (n^*_0, n^*_1, n^*_2, n^*_3) = (1, 0, 0, -1)/\sqrt{2}$, or equivalently, $n^*_\mu = (n^*_+, n^*_-, n^*_1, n^*_2) = (0, 1, 0, 0)$. In such a choice of vectors we have $n^2 = n^{*2} = 0$ and $n \cdot n^* = 1$. 

4
II. MASSIVE ONE-LOOP LIGHT-CONE FEYNMAN INTEGRAL

Let us consider the simplest basic one-loop light-cone integral with massive propagator, in a generic $D$-dimensional space-time (omitting the usual $(2\pi)^D$ factor in the denominator of the integrand for convenience):

$$T_D(p, m^2) = \int \frac{d^Dk}{[(k-p)^2 - m^2 + i\varepsilon] k \cdot n}$$

Strictly speaking, we should have written $T_D(p, m^2, n, n^*)$, however, considering that $p^\mu$ can be expressed as $p^\mu = (p^+, p^1, p^2, p^-) \equiv (p\cdot n, p^1, p^2, p\cdot n^*)$, we drop the explicit dependence on $n$ and $n^*$. The divergent part of (7) is known for a long time and can be seen, for example, in the Appendices of Bassetto’s and Leibbrandt’s book $[6]$, $[7]$ and it reads, with the use of ML prescription,

$$T_D(p, m^2) = \frac{2p \cdot n^*}{n \cdot n^*} I_{\text{div.}} + F = 2p^- I_{\text{div.}} + F, \quad \text{using} \quad p \cdot n^* \equiv p^- \quad \text{and} \quad n \cdot n^* = 1. \quad (8)$$

In the above equation, $F$ is the finite part, for which no specific value is given, and $I_{\text{div.}}$ is the divergent part of the following integral which is dependent on the dimensionality $D$ of the space-time:

$$I_{\text{div.}} \equiv \text{divergent part of } \int \frac{d^Dk}{(k^2 + i\varepsilon)[(k-p)^2 + i\varepsilon]}$$

$$= \begin{cases} \frac{\pi^2}{2 - D/2}, & \text{Euclidean space.} \\ \frac{i\pi^2}{2 - D/2}, & \text{Minkowski space.} \end{cases} \quad (9)$$

Note that in (8) we have the emergence of the dual vector $n^*$ in the result. It can be seen that as $D \to 4$ this term $I_{\text{div.}}$ clearly diverges.

We are going to evaluate an integral which is more general than (7), where the denominator factors are raised to generic powers, using the technique of negative dimensional integration, without the need of any prescription to handle the $(k \cdot n)^{-j} \equiv (k^+)^{-j}$ pole, $j \in \mathbb{N}$. 

5
A. The NDIM technique in Euclidean space

For the purposes of applying the NDIM technique, we first introduce the general structure of the light-cone integral to be evaluated, namely,

\[ T'_D(p, m^2, i, j, l) = \int \frac{d^Dk}{[(k-p)^2 - m^2 + i\varepsilon]^i (k \cdot n)^j}. \]  

(10)

Then, our original massive light-cone integral (7) is a particular case of our general structure integral \( T'_D(p, m^2, i, j, l) \) for the specific values of exponents \((i, j, l) = (1, 1, 0)\).

To implement the NDIM technique for the sought integral, let us introduce the generating functional Gaussian integral that is pertinent to our calculation:

\[ G_D(p, m^2) = \int d^Dk e^{-\alpha[(k-p)^2 - m^2] - \beta k \cdot n - \gamma k \cdot n^*}. \]  

(11)

\[ = e^{\alpha(m^2 - p^2)} \int d^Dk e^{-\alpha(k^2 - 2k \cdot p + \frac{\beta}{\alpha}k \cdot n + \frac{\gamma}{\alpha}k \cdot n^*)}. \]  

(12)

Completing the square in the argument of the exponential in the integrand, we can evaluate it, resulting in

\[ G_D(p, m^2) = \frac{\pi^{D/2}}{\alpha^{D/2}} e^{\alpha(m^2 - \beta p \cdot n - \gamma p \cdot n^*) + \frac{\beta^2}{2\alpha}n \cdot n^*}. \]  

(13)

Next, we are going to expand the exponential function in the result above in power series to get

\[ G_D(p, m^2) = \pi^{D/2} \sum_{a,b,c,d=0}^\infty (-1)^{b+c} \frac{\alpha^a}{a!} \frac{\beta^b}{b!} \frac{\gamma^c}{c!} \frac{(m^2)^a}{2^d d!} (p \cdot n)^b (p \cdot n^*)^c (n \cdot n^*)^d. \]  

(14)

On the other hand, expanding in power series the original Gaussian integral (11), we have

\[ G_D(p, m^2) = \int d^Dk e^{-\alpha[(k-p)^2 - m^2] - \beta k \cdot n - \gamma k \cdot n^*} \]

\[ = \sum_{i,j,l=0}^\infty (-1)^{i+j+l} \frac{\alpha^i \beta^j \gamma^l}{i! j! l!} \int d^Dk [(k-p)^2 - m^2]^i (k \cdot n)^j (k \cdot n^*)^l \]

\[ \equiv \sum_{i,j,l=0}^\infty (-1)^{i+j+l} \frac{\alpha^i \beta^j \gamma^l}{i! j! l!} I_{\text{NDIM}}^s(i, j, l), \]  

(15)

where we have introduced the negative dimensional integral definition

\[ I_{\text{NDIM}}^s(i, j, l) = \int d^Dk [(k-p)^2 - m^2]^i (k \cdot n)^j (k \cdot n^*)^l. \]  

(16)

The upper index ‘s’ labels the kind of function dependence that the NDIM solution allows. Comparing (16) with (10) we observe that the general structure light-cone integral in (10)
is reproduced by (16) when \(i \rightarrow -i, j \rightarrow -j, l \rightarrow l\). This means that we need to make an analytic continuation for the pertinent indices \((i, j) \xrightarrow{AC} (-i, -j)\) to allow for negative values of exponents \(i\) and \(j\), while \(l\) remains unchanged in (16). After this analytic continuation process we then have the final result for the integral in (10) as

\[
T_D'(p, m^2, i, j, l) = \sum_s I^{s(AC)}_{\text{NDIM}}(i, j, l). \tag{17}
\]

Next, we see that both (14) and (15) are expressed in terms of series expansion in \(\alpha, \beta,\) and \(\gamma\). So these two series to be equal requires that term by term they must be equal. However, in the former we have four summation indices and in the latter only three summation indices. Identity between the two equations (14) and (15) requires that:

\[
\begin{align*}
i &= a - d - D/2 \\
j &= b + d \\
l &= c + d
\end{align*} \tag{18}
\]

We want to solve the set \((a, b, c, d)\) in terms of \((i, j, l)\) set. Since there is one summation index more than the number of equalities, we can only solve the system of three equations with four unknowns in terms of one of the unknowns. Because in this case we have four unknowns, there are four possible resolutions for the system. These will be expressed in terms of a single sum whose index is one of the unknowns. Also, these resolutions will define the category of functional dependence ‘s’ to which a given resolution will lead into. So let us detail this procedure in the following.

Solutions in \(a\) and \(d\) indices lead respectively to the following resolutions for the system:

\[
I_{\text{NDIM}}^{[1]| s = z}(i, j, l) = (-\pi)^{D/2} i! j! l! \left(\frac{m^2}{z}\right)^{i + D/2} (p \cdot n)^j (p \cdot n^*)^l \times \sum_{a=0}^{\infty} \frac{1}{(i + j + D/2 - a)! (l + D/2 - a)!} \frac{z^a}{a!}, \tag{19}
\]

and

\[
I_{\text{NDIM}}^{[2]| s = z}(i, j, l) = (-\pi)^{D/2} i! j! l! \left(-m^2\right)^{i + D/2} (p \cdot n)^j (p \cdot n^*)^l \times \sum_{d=0}^{\infty} \frac{1}{(i + D/2 + d)! (j - d)! (l - d)!} \frac{z^d}{d!}, \tag{20}
\]

where the variable \(z\) is given by the following mass-momentum ratio:

\[
z \equiv \frac{m^2 n \cdot n^*}{2p \cdot np \cdot n^*} = \frac{m^2}{2p^+ p^-}. \tag{21}
\]
Solutions in $b$ and $c$ indices lead respectively to the following resolutions for the system:

\[
I_{\text{NDIM}}^{[3]}(i, j, l) = (-\pi)^{D/2} i! j! l! \left(\frac{-m^2}{2p \cdot n^*}\right)^l (p \cdot n)^i \\
\times \sum_{b=0}^{\infty} \frac{1}{(i+j+l/2)!(-j+l+b)!(j-b)!b!} w^b,
\]  

(22)

and

\[
I_{\text{NDIM}}^{[4]}(i, j, l) = (-\pi)^{D/2} i! j! l! \left(\frac{-m^2}{2p \cdot n^*}\right)^l (p \cdot n)^i \\
\times \sum_{c=0}^{\infty} \frac{1}{(i+l+l/2)!(-j+l+c)!(l-c)!c!} w^c,
\]  

(23)

where the variable $w$ is given by the following mass-momentum ratio:

\[
w \equiv \frac{1}{z} = \frac{2p \cdot n \cdot n^*}{m^2 n \cdot n^*} = \frac{2p^+ p^-}{m^2}.
\]  

(24)

We now use the Euler’s gamma function representation for the factorials and introduce the Pochhammer’s symbol notation:

\[
i! = \Gamma(1+i)
\]  

(25)

\[
\Gamma(i-a) = \frac{\Gamma(i)}{\Gamma(i-a)} = (i)_a \Gamma(i),
\]  

(26)

where in the last line we have defined the Pochhammer’s symbol notation for the ratio of gamma functions:

\[
(x)_y \equiv \frac{\Gamma(x+y)}{\Gamma(x)}.
\]  

(27)

Within the summation sign, we will encounter Pochhammer’s symbol with negative values for the summation index, so we need to rewrite them using the well-known analytic continuation property from negative to positive values. For example,

\[
(1+n)_a = \frac{(-1)^a}{(1-(1+n))} = \frac{(-1)^a}{(-n)_a}.
\]  

(28)

Then, our resolutions can be written as

\[
I_{\text{NDIM}}^{[1]}(i, j, l) = (-\pi)^{D/2} \left(\frac{-m^2}{z}\right)^{i+D/2} \left(\frac{(p \cdot n)^j (p \cdot n^*)^l}{(1+i)_{-2i-D/2}(1+j)_{i+D/2}(1+l)_{i+D/2}}\right) \\
\times \sum_{a=0}^{\infty} \frac{(-i-j-D/2)_a (-i-l-D/2)_a z^a}{(1-i-D/2)_a a!} 
\]  

(29)

\[
I_{\text{NDIM}}^{[2]}(i, j, l) = (-\pi)^{D/2} (-m^2)^{i+D/2} (p \cdot n)^j (p \cdot n^*)^l \left(\frac{1}{(1+i)_{D/2}}\right) \\
\times \sum_{d=0}^{\infty} \frac{(-j)_d (-l)_d z^d}{(1+i+D/2)_d d!},
\]  

(30)
with using the NDIM technique, one with momentum configuration
we have negative values of \( z \) in which we have introduced the following definitions:

\[
I_{\text{NDIM}}^{[1]}(i, j, l) = (-\pi)^{D/2} \left( -\frac{m^2}{z} \right)^{i+D/2} \frac{(p \cdot n)^j (p \cdot n^*)^l}{(1 + i)_{-2i-D/2}(1 + j)_{i+D/2}(1 + l)_{i+D/2}} \times _2F_1 (-i-j-D/2, -i-l-D/2; 1-i-D/2; z) \tag{31}
\]

\[
I_{\text{NDIM}}^{[2]}(i, j, l) = (-\pi)^{D/2} \left( -\frac{m^2}{z} \right)^{i+D/2} \frac{(p \cdot n)^j (p \cdot n^*)^l}{(1 + i)_{D/2}} \times _2F_1 (-j, -l; 1+i+D/2; z) \tag{32}
\]

Final step is to analytic continue the coefficient Pochhammer’s symbols allowing for
negative values of \( i \) and \( j \), using \([28]\) so that the solution for the integral in the \( z \) parameter
is

\[
T'_D(z) = \sum_s I_{\text{NDIM}}^{s(AC)}(i, j, l) = \pi^{D/2}(-m^2)^{i+D/2}(p \cdot n)^j (p \cdot n^*)^l \{ F_1 (-i-j-D/2, -i-l-D/2; 1-i-D/2; z) \\
+ F_2 (-j, -l; 1+i+D/2; z) \} , \tag{33}
\]

in which we have introduced the following definitions:

\[
F_1(\cdot \cdot \cdot | z) \equiv \frac{\Gamma(i+D/2)\Gamma(-i-j-D/2)\Gamma(1+l)}{\Gamma(-i)\Gamma(-j)\Gamma(1+i+l+D/2)} \times (-z)^{-i-D/2} _2F_1 (-i-j-D/2, -i-l-D/2; 1-i-D/2; z) , \tag{34}
\]

\[
F_2(\cdot \cdot \cdot | z) \equiv \frac{\Gamma(-i-D/2)}{\Gamma(-i)} _2F_1 (-j, -l; 1+i+D/2; z) . \tag{35}
\]

Similarly, we obtain for the other set of resolutions,

\[
T'_D(w) = \sum_s I_{\text{NDIM}}^{s(w)(AC)}(i, j, l) = \pi^{D/2}(-m^2)^{i+D/2}(p \cdot n)^j (p \cdot n^*)^l \{ F_3 (-j, -i-j-D/2; 1-j+l| w) \\
+ F_4 (-l, -i-l-D/2; 1+j-l| w) \} , \tag{36}
\]

with

\[
F_3(\cdot \cdot \cdot | w) \equiv \frac{\Gamma(-i-j-D/2)\Gamma(1+l)}{\Gamma(-i)\Gamma(-j+1)} (-w)^{-j} _2F_1 (-j, -i-j-D/2; 1-j+l| w) , \tag{37}
\]

\[
F_4(\cdot \cdot \cdot | w) \equiv \frac{\Gamma(-i-l-D/2)\Gamma(-j+l)}{\Gamma(-i)\Gamma(-j)} (w)^{-l} _2F_1 (-l, -i-l-D/2; 1+j-l| w) . \tag{38}
\]

So far then, we have two possible sets as candidates to be solutions for our integral
\([10]\) using the NDIM technique, one with momentum configuration \( z \) and the other one, \( w \).
However, in the second set of solutions, (36), the two Gauss hypergeometric functions in (37) and (38) are not linearly independent of each other, since the third parameter, $1-j+l$ (or equivalently, $1+j-l$), is an integer number for $j, l$ integers [11]. This linear dependency can be lifted by using the following Gauss’ hypergeometric function relation [11]

$$
2F_1(a, b; c | x) = \frac{\Gamma(c)\Gamma(b-a)}{\Gamma(b)\Gamma(c-a)}(-x)^{-a}2F_1(a, a+1-c; a+1-b | x^{-1})
+ \frac{\Gamma(c)\Gamma(a-b)}{\Gamma(a)\Gamma(c-b)}(-x)^{-b}2F_1(b, b+1-c; b+1-a | x^{-1}).
$$

(39)

Using (39) in the hypergeometric function of (37) we get

$$
2F_1(-j, -i-j-D/2; 1-j+l | w) = \frac{(1+l)-j}{(-i-D/2)_{-j}}(-w)^j 2F_1(-j, -l; 1+i + D/2 | z)
+ \frac{(-j)i+i}{(i+D/2)_{1+i}}(-w)^{i+j+D/2}2F_1(\alpha, \beta; \gamma | z),
$$

(40)

where $2F_1(\alpha, \beta; \gamma | z) \equiv 2F_1(-i-j-D/2, -i-l-D/2; 1-i-D/2 | z)$ in the last term in (40). Substituting (40) in the first term of (36), we obtain exactly (33). This means that the second term appearing in (36), proportional to $F_4(-l, -i-l-D/2; 1+j-l|w)$ is superfluous, since, as mentioned before, does not constitute a linearly independent solution in relation to $F_3(-j, -i-j-D/2; 1-j+l|w)$.

We may ask whether the second term (38) in (36) can be considered the solution in the variable $w$ while the first term (37) there be considered superfluous. The answer is yes, indeed, since as we mentioned before, the two terms in (36) are not linearly independent from each other. We can show that using the same identity (39) in the hypergeometric function (38) leads exactly to the same solution in the variable $z$ given in (33), although the algebra of Pochhammer’s symbols in this case becomes more involved in proving this.

Therefore, with the NDIM technique applied for the massive Feynman integral (10) with general powers for the propagators, we have two possible, distinct, sets of solutions for our integral (10), namely,

$$
T_D'(z) = C(p, m^2) \{F_1(-i-j-D/2, -i-l-D/2; 1-i-D/2 | z)
+ F_2(-j, -l; 1+i + D/2 | z)\},
$$

(41)

and

$$
T_D'(w) = C(p, m^2) \{F_3(-j, -i-j-D/2; 1-j+l | w)\},
$$

(42)
where we have defined \( C(p, m^2) \equiv \pi^{D/2}(-m^2)^{i+D/2}(p \cdot n)^j(p \cdot n^*)^l \). These two sets of answers were not known previously in such a closed form. In the appendix we present a detailed calculation showing that for the special case of these results with particular values of the exponents, namely, \( i = j = -1 \) and \( l = 0 \). In this particular case, equation \((10)\) becomes just the integral in \((7)\), and we show its concordance with result \((8)\).

B. The NDIM technique with tensorial structure in Euclidean space

Next, let us consider the simplest basic one-loop light-cone integral with massive propagator and with tensorial structure in the numerator, in a generic \( D \)-dimensional space-time (omitting the usual \((2\pi)^D\) factor in the denominator of the integrand for convenience):

\[
T_D^\mu(p, m^2) = \int \frac{d^Dk}{[(k-p)^2 - m^2 + i\varepsilon]^j} (2k \cdot n)^l,
\]

with its corresponding generating functional Gaussian integral

\[
G_D^\mu(p, m^2) = \int d^Dk \ k^\mu e^{-\alpha[(k-p)^2 - m^2] - 2\beta k \cdot n - 2\gamma k \cdot n^*}.
\]

As before, we introduce the general structure (for convenience we introduce a factor 2 in both numerator \(2k \cdot n^*\) and denominator \(2k \cdot n\))

\[
T_D^\mu(p, m^2, i, j, l) = \int \frac{d^Dk}{[(k-p)^2 - m^2 + i\varepsilon]^j} \frac{(2k \cdot n^*)^l}{(2k \cdot n)^j},
\]

with its corresponding generating functional Gaussian integral

\[
G_D^\mu(p, m^2) = \int d^Dk \ k^\mu e^{-\alpha[(k-p)^2 - m^2] - 2\beta k \cdot n - 2\gamma k \cdot n^*}.
\]

The above can be rewritten using the identity

\[
k^\mu e^{2\alpha k \cdot p} \equiv \frac{1}{2\alpha} \frac{\partial}{\partial p^\mu} e^{2\alpha k \cdot p},
\]

yielding

\[
G_D^\mu(p, m^2) = e^{\alpha(m^2 - p^2)} \int d^Dk \ k^\mu e^{-\alpha(k^2 - 2k \cdot p + \frac{2\beta}{\alpha} k \cdot n + \frac{2\gamma}{\alpha} k \cdot n^*)}.
\]

Performing the Gaussian momentum integration, we get

\[
G_D^\mu(p, m^2) = \pi^{D/2} \left\{ \frac{1}{\alpha D} p^\mu - \frac{\beta}{\alpha D + 1} n^\mu - \frac{\gamma}{\alpha D + 1} n^* \right\} e^{\alpha m^2 - 2\beta p \cdot n - 2\gamma p \cdot n^* + \frac{2\alpha}{\gamma} n \cdot n^*}.
\]
Applying the partial differential operator on the result and expanding the exponential function in series, we get
\[ G_D^\mu(p, m^2) = \pi^{D/2} \left\{ \frac{1}{\alpha^D} p^\mu - \frac{\beta}{\alpha^{D+1}} n^\mu - \frac{\gamma}{\alpha^{D+1}} n^{*\mu} \right\} \]
\[ \times \sum_{a,b,c,d=0}^\infty (-1)^{b+c} (a^D/2) \beta_{b+d}\gamma_{c+d} (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d. \tag{49} \]

Different from the previous example of the scalar tadpole integral, now we have a splitting into three relevant terms,
\[ G_D^\mu(p, m^2) = \pi^{D/2} \{ p^\mu G_D(p) - n^\mu G_D(n) - n^{*\mu} G_D(n^*) \}, \tag{50} \]
with
\[ G_D(p) = \sum_{a,b,c,d=0}^\infty (-1)^{b+c} (a^D/2) \beta_{b+d}\gamma_{c+d} (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d, \tag{51} \]
\[ G_D(n) = \sum_{a,b,c,d=0}^\infty (-1)^{b+c} (a^D/2-1) \beta_{b+d+1}\gamma_{c+d+1} (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d, \tag{52} \]
\[ G_D(n^*) = \sum_{a,b,c,d=0}^\infty (-1)^{b+c} (a^D/2-1) \beta_{b+d+1}\gamma_{c+d+1} (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d. \tag{53} \]

The original Gaussian integral \( \langle 15 \rangle \) on the other hand has the following series expansion
\[ G_D^\mu(p, m^2) = \sum_{i,j,l=0}^\infty (-1)^{i+j+l} i_{j, l} \beta_{i+j+l} \int d^Dk \quad k^\mu \quad [(k-p)^2 - m^2]^i (2k\cdot n)^j (2k\cdot n^*)^l. \tag{54} \]

Defining
\[ I_{NDIM}^\mu(i, j, l) = \int d^Dk \quad k^\mu \quad [(k-p)^2 - m^2]^i (2k\cdot n)^j (2k\cdot n^*)^l, \tag{55} \]
we have, equating the series,
\[ I_{NDIM}^\mu(i, j, l) = \pi^{D/2} \{ p^\mu I_{NDIM}(p) - n^\mu I_{NDIM}(n) - n^{*\mu} I_{NDIM}(n^*) \}, \tag{56} \]
where
\[ I_{NDIM}(p) = (-1)^{-i-j-l} i_{j} k_{l} \sum' (-1)^{b+c} (a^D/2) \beta_{b+d}\gamma_{c+d} \]
\[ \times (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d, \tag{57} \]
\[ I_{NDIM}(n) = (-1)^{-i-j-l} i_{j} k_{l} \sum'' (-1)^{b+c} (a^D/2-1) \beta_{b+d+1}\gamma_{c+d+1} \]
\[ \times (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d, \tag{58} \]
\[ I_{NDIM}(n^*) = (-1)^{-i-j-l} i_{j} k_{l} \sum''' (-1)^{b+c} (a^D/2-1) \beta_{b+d+1}\gamma_{c+d+1} \]
\[ \times (m^2)^a (2p\cdot n)^b (2p\cdot n^*)^c (2n\cdot n^*)^d. \tag{59} \]
with \( \sum', \sum'' \) and \( \sum''' \) indicating constrained sum indices as follows

| \( \sum' \) | \( \sum'' \) | \( \sum''' \) |
|---|---|---|
| \( i = a - d - D/2 \) | \( i = a - d - D/2 - 1 \) | \( i = a - d - D/2 - 1 \) |
| \( j = b + d \) | \( j = b + d + 1 \) | \( j = b + d \) |
| \( l = c + d \) | \( l = c + d \) | \( l = c + d + 1 \) |

As before, since we have more indices in the set \( \{a, b, c, d\} \) than in the set \( \{i, j, l\} \), it follows that one index in the former set remains free, which leaves a summation over the values of that index. So, we have for each of the \( \{I_{\text{NDIM}(p)}, I_{\text{NDIM}(n)}, I_{\text{NDIM}(n^*)}\} \) a set of solutions pertaining to four summations left, namely, \( \sum_a, \sum_b, \sum_c, \) and \( \sum_d \). Each of these then should be analytically continued to positive dimension and then we analyze the solutions.

First, for the \( I_{\text{NDIM}(p)} \) we have, after being analytically continued to positive dimensions,

\[
I^a_{\text{NDIM}(p)} = C^a(p)\,F_1(-i - j - D/2, -i - l - D/2; 1 - i - D/2|z), \tag{60}
\]

\[
I^b_{\text{NDIM}(p)} = C^b(p)\,F_1(-j, -i - j - D/2; 1 - j + l|w), \tag{61}
\]

\[
I^c_{\text{NDIM}(p)} = C^c(p)\,F_1(-l, -i - l - D/2; 1 + j - l|w), \tag{62}
\]

\[
I^d_{\text{NDIM}(p)} = C^d(p)\,F_1(-j, -l; 1 + i + D/2|z), \tag{63}
\]

with the following table of coefficient factors:

Table 1

| \( C^a(p) = \frac{(2p \cdot n)^{i+j+D/2} (2p \cdot n^*)^{i+l+D/2} (2n \cdot n^*)^{-i-D/2} \Gamma(i+j+D/2) \Gamma(-i-j-D/2) \Gamma(-i-l) \Gamma(1+i+l+D/2)}{\Gamma(-i) \Gamma(-j) \Gamma(1-i-j-D/2) \Gamma(1-i-l) \Gamma(1+i+l+D/2)} \) |
|---|
| \( C^b(p) = \frac{(-m^2)^{i+j+D/2} (2p \cdot n^*)^{j-i-l} (2n \cdot n^*)^{-i-D/2} \Gamma(-i-j-D/2) \Gamma(-j-l) \Gamma(1+i+l) \Gamma(1-i-l) \Gamma(1-i-j-D/2)}{\Gamma(-i) \Gamma(-j) \Gamma(-i-j-l) \Gamma(1-i-j) \Gamma(1-i-l) \Gamma(1-i-j-D/2)} \) |
| \( C^c(p) = \frac{(-m^2)^{i+l+D/2} (2p \cdot n)^{j-l-2} (2n \cdot n^*)^{-i-D/2} \Gamma(-i-l-D/2) \Gamma(-j-l) \Gamma(-i-j-l) \Gamma(1-i-l) \Gamma(1-i-j-D/2)}{\Gamma(-i) \Gamma(-j) \Gamma(-i-j-l) \Gamma(1-i-j) \Gamma(1-i-l) \Gamma(1-i-j-D/2)} \) |
| \( C^d(p) = \frac{(-m^2)^{i+l+D/2} (2p \cdot n)^{j-l} (2n \cdot n^*)^{-i-D/2} \Gamma(-i-l-D/2) \Gamma(-j) \Gamma(-i-j-l) \Gamma(1-i-l) \Gamma(1-i-j-D/2)}{\Gamma(-i) \Gamma(-j) \Gamma(-i-j-l) \Gamma(1-i-j) \Gamma(1-i-l) \Gamma(1-i-j-D/2)} \) |

Again, solutions \((61)\) and \((62)\) are not linearly independent since the third parameter of the hypergeometric function \(1 - j + l\) (or, alternatively, \(1 + j - l\)) is an integer number for integer \(j\) and \(l\).

Analogous analysis can be done here as has been done for the scalar tadpole results and we arrive at the following result:

\[
I_{\text{NDIM}(p, z)} = C^a(p)\,F_1(-i - j - D/2, -i - l - D/2; 1 - i - D/2|z) \\
+ C^d(p)\,F_1(-j, -l; 1 + i + D/2|z), \tag{64}
\]
and
\[ I'_D(p, w) = C^b(p) F_1(-j, -i - j - D/2; 1 - j + l | w). \] (65)

Next, we do similar analysis for the \( I_{NDIM}(n) \) and obtain
\[
\begin{align*}
I'^a_D(n) &= C^a(n) F_1(-i - j - D/2, -i - l - D/2 - 1; -i - D/2 | z), \quad \text{(66)} \\
I'^b_D(n) &= C^b(n) F_1(-j + 1, -i - j - D/2; 2 - j + l | w), \quad \text{(67)} \\
I'^c_D(n) &= C^c(n) F_1(-l, -i - l - D/2 - 1; j - l | w), \quad \text{(68)} \\
I'^d_D(n) &= C^d(n) F_1(-j + 1, -l; 2 + i + D/2 | z), \quad \text{(69)}
\end{align*}
\]

with the following table of coefficient factors:

| \( C^a(n) \) | \( (2p \cdot n)^{i+j+D/2} (2p \cdot n^*)^{i+l+D/2+1} (2n \cdot n^*)^{-i-D/2-1} \) |
| \( C^b(n) \) | \( -(m^2)^{i+j+D/2} (2p \cdot n^*)^{-j+l+1} (2n \cdot n^*)^j \) |
| \( C^c(n) \) | \( -(m^2)^{i+l+D/2+1} (2p \cdot n)^j l \) |
| \( C^d(n) \) | \( -(m^2)^{i+D/2+1} (2p \cdot n)^j \) |

These lead to
\[
I'_D(n, z) = C^a(n) F_1(-i - j - D/2, -i - l - D/2 - 1; -i - D/2 | z) \\
+ C^d(n) F_1(-j + 1, -l; 2 + i + D/2 | z), \quad \text{(70)}
\]

and
\[
I'_D(n, w) = C^b(n) F_1(-j + 1, -i - j - D/2; 2 - j + l | w). \quad \text{(71)}
\]

From the analysis of \( I_{NDIM}(n^*) \) we get
\[
\begin{align*}
I'^a_D(n^*) &= C^a(n^*) F_1(-i - j - D/2 - 1, -i - l - D/2; -i - D/2 | z), \quad \text{(72)} \\
I'^b_D(n^*) &= C^b(n^*) F_1(-j, -i - j - D/2 - 1; -j + l | w), \quad \text{(73)} \\
I'^c_D(n^*) &= C^c(n^*) F_1(-l + 1, -i - l - D/2; 2 + j - l | w), \quad \text{(74)} \\
I'^d_D(n^*) &= C^d(n^*) F_1(-j, -l + 1; 2 + i + D/2 | z), \quad \text{(75)}
\end{align*}
\]

with the following table of coefficient factors:
Finally, collecting all the relevant results, we can write the results for the tensor structure integral (44):

$$T_D^{\mu} = \pi^{D/2} \{ p^\mu I_D(p, z) - n^\mu I_D(n, z) - n'^\alpha I_D(n^*, z) \} \quad (78)$$

$$= \pi^{D/2} \{ p^\mu I_D'(p, w) - n^\mu I_D'(n, w) - n'^\alpha I_D(n^*, w) \} \quad (79)$$

The first solution, (78), in the above contains six hypergeometric functions in the variable $z = \frac{n^2 m n^*}{2p \cdot n \cdot n^*}$. It reads:

$$T_D^{\mu} (z) = \pi^{D/2} p^\mu \{ C^a(n)_{2} F_1 (-i - j - D/2, -i - l - D/2; -i - D/2| z)$$

$$+ C^d(n)_{2} F_1 (-j, -l + 1; 2 + i + D/2| z) \}$$

$$- \pi^{D/2} n^\mu \{ C^a(n^*)_{2} F_1 (-i - j - D/2, -i - l - D/2 - 1; -i - D/2| z)$$

$$+ C^d(n^*)_{2} F_1 (-j + 1, -l + 1; 2 + i + D/2| z) \}$$

$$- \pi^{D/2} n'^\alpha \{ C^a(n^*)_{2} F_1 (-i - j - D/2 - 1, -i - l - D/2; -i - D/2| z)$$

$$+ C^d(n^*)_{2} F_1 (-j, -l + 1; 2 + i + D/2| z) \} \quad (80)$$

The second solution, (79), contains only three hypergeometric functions in the inverse momentum configuration variable $w = z^{-1}$ and reads:

$$T_D^{\mu} (w) = \pi^{D/2} \{ p^\mu C^b(p)_{2} F_1 (-j, -i - j - D/2; 1 - j + l| w)$$

$$- n^\mu C^b(n)_{2} F_1 (-j + 1, -i - j - D/2; 2 - j + l| w)$$

$$- n'^\alpha C^b(n^*)_{2} F_1 (-j, -i - j - D/2 - 1; -j + l| w) \} \quad (81)$$
The coefficient factors $C^{(a,d,b)}$ are tabulated in Tables 1, 2 and 3 and the two sets of solutions (80) and (81) are completely equivalent whose explicit expressions were unknown before.

III. CONCLUSIONS

We have then shown that using the NDIM technique, it was possible to evaluate the massive integral (7) and also the integral with a tensorial structure (43) without any prescription to treat the light-cone pole $(k \cdot n)^{-j}$ and the resolution of the integral was carried out by solving sets of systems of linear equations. Moreover, the solutions we get are more general, with generic exponents for denominators and are complete, in the sense that we have two equivalent sets of solutions, each one given in terms of a particular mass-momentum configuration parameter, either $z$ or $w$. These results are all novel results, since up to now, only the divergent part of the integral was widely known and used in the pertinent available literature.

IV. APPENDIX

A. Scalar case

In this appendix, we give a detailed computation of the divergent and finite parts of the results we have obtained for the special case of exponents $i = j = -1$ and $l = 0$. Then integral (10) is given either by equation (41) or equation (42). For the first, with momentum variable $z$, it reads

$$
T'_D(-1, -1, 0; z) = \pi^{D/2}(-m^2)^{D/2-1} \frac{1}{(p \cdot n)} \left\{ (-z)^{1-D/2} \frac{\Gamma(D/2 - 1)\Gamma(2-D/2)}{\Gamma(D/2)} \right. \\
\times 2F_1(2-D/2, 1-D/2; 2-D/2| z) \\
+ \Gamma(1-D/2) 2F_1(1,0; D/2| z) \}.
$$

(82)

Since the Gauss hypergeometric functions are such that they have the following properties applicable to our case above [11]

$$
2F_1(\alpha, \beta; \alpha| z) = (1 - z)^{-\beta}
$$

(83)

$$
2F_1(\alpha, 0; \gamma| z) = 1
$$

(84)
it gives us

\[
T'_D(-1, -1, 0; z) = \pi^{D/2} \frac{(m^2)^{D/2 - 1}}{(p \cdot n)} \left\{ (-z)^{1-D/2} \frac{\Gamma(D/2 - 1)}{\Gamma(D/2)} (1 - z)^{D/2 - 1} \right. \\
+ \left. \Gamma(1 - D/2) \right\}.
\]

(85)

Using the gamma function identity relation \(x \Gamma(x) = \Gamma(1 + x)\) [11] we may rewrite (85) as

\[
T'_D(-1, -1, 0; z) = \pi^{2 - \epsilon} \frac{(m^2)^{1-\epsilon}}{(p \cdot n)} \left\{ \frac{\Gamma(1 - \epsilon) \Gamma(\epsilon)}{\Gamma(2 - \epsilon)} (-z)^{-\epsilon} (1 - z)^{1-\epsilon} + \Gamma(\epsilon - 1) \right\}
\]

\[
= \pi^{2 - \epsilon} \frac{(m^2)^{1-\epsilon}}{(p \cdot n)} \frac{\Gamma(\epsilon)}{(1 - \epsilon)} \left\{ (1 - \frac{1}{z})^{1-\epsilon} - 1 \right\},
\]

(86)

where in the above we have also used \(D = 4 - 2\epsilon\), to work out the limit \(\epsilon \to 0\).

Let us write it as

\[
T'_D(-1, -1, 0; z) = -\frac{m^2}{p \cdot n} \pi^2 \Omega(\epsilon),
\]

(87)

where, with \(z^{-1} \equiv w = \frac{2p \cdot np^*}{m^* n^*} \)

\[
\Omega(\epsilon) \equiv \lim_{\epsilon \to 0} \frac{\Gamma(\epsilon)}{(1 - \epsilon)} \left\{ (1 - w) (\pi m^2 w - \pi m^2)^{-\epsilon} - (-\pi m^2)^{-\epsilon} \right\}
\]

\[
= \lim_{\epsilon \to 0} \Gamma(\epsilon) \left\{ -w - \epsilon A(w) + O(\epsilon^2) \right\},
\]

(88)

with

\[
A(w) \equiv w - w \ln (-\pi m^2) + (1 - w) \ln (1 - w).
\]

Then,

\[
T'_D(-1, -1, 0; z) = \int \frac{d^D k}{[(k - p)^2 - m^2]} \frac{1}{(k \cdot n)}
\]

\[
= \left( \frac{2p \cdot n^*}{n \cdot n^*} \right) \pi^2 \left\{ \frac{1}{\epsilon} + F(p, m^2) + O(\epsilon) \right\}
\]

(90)

Therefore, we have exactly the same divergent piece \(I_{\text{div.}}\) as that calculated with ML prescription and the finite piece is

\[
F(p, m^2) = 1 - \gamma - \ln (-\pi m^2) + \frac{m^2 n^*}{2p \cdot np^*} \left( 1 - \frac{2p \cdot np^*}{m^2 n \cdot n^*} \right) \ln \left( 1 - \frac{2p \cdot np^*}{m^2 n \cdot n^*} \right).
\]

(91)

Finally, let us check the other solution, equation (42), in the same limit.

\[
T'_D(-1, -1, 0; w) = \pi^{D/2} \frac{(m^2)^{D/2 - 1}}{(p \cdot n)} \left\{ -\Gamma(2 - D/2) w \ {}_2 F_1 (1, 2 - D/2; 2| w) \right\}.
\]

(92)
Introducing as before, \( D = 4 - 2\epsilon \) we rewrite it as
\[
T'_D(-1, -1, 0; w) = \pi^{2-\epsilon} \left( \frac{(-m^2)^{1-\epsilon}}{(p \cdot n)} \right) \{-w \Gamma(\epsilon) \, _2F_1(1, \epsilon; 2 \mid w)\}. \tag{93}
\]

We need to work out the expansion for the hypergeometric function \( _2F_1(1, \epsilon; 2 \mid w) \) for \( \epsilon \to 0 \). To do this, first we use the identity \[11\]
\[
_2F_1(\alpha, \beta; \gamma \mid w) = \mathbb{A} \, _2F_1(\alpha, \beta; \alpha + \beta - \gamma + 1 \mid 1 - w) + \mathbb{B} \, _2F_1(\gamma - \alpha, \gamma - \beta; \gamma - \alpha - \beta + 1 \mid 1 - w), \tag{94}
\]
with
\[
\mathbb{A} \equiv \frac{\Gamma(\gamma)\Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha)\Gamma(\gamma - \beta)} \tag{95}
\]
\[
\mathbb{B} \equiv (1 - w)^{\gamma - \alpha - \beta} \frac{\Gamma(\gamma)\Gamma(\alpha + \beta - \gamma)}{\Gamma(\alpha)\Gamma(\beta)}. \tag{96}
\]

Then working out the expansion for the hypergeometric function \( _2F_1(1, \epsilon; 2 \mid w) \) we get
\[
_2F_1(1, \epsilon; 2 \mid w) = \frac{\Gamma(1 - \epsilon)}{\Gamma(2 - \epsilon)} \, _2F_1(1, \epsilon; 1 - w) + (1 - w)^{1-\epsilon} \frac{\Gamma(\epsilon - 1)}{\Gamma(\epsilon)} \, _2F_1(1, 2 - \epsilon; 2 - \epsilon \mid 1 - w). \tag{97}
\]

Since \( _2F_1(a, b; b \mid 1 - w) = w^{-a} \) and \( \Gamma(\epsilon) = (\epsilon - 1)\Gamma(\epsilon - 1) \) we get
\[
_2F_1(1, \epsilon; 2 \mid w) = 1 + \epsilon \left\{ 1 + \frac{(1 - w)}{w} \ln(1 - w) \right\} + \mathcal{O}(\epsilon^2), \tag{98}
\]
and we arrive again at
\[
T'_D(-1, -1, 0; w) = \left( \frac{2p \cdot n^*}{n \cdot n^*} \right) \pi^2 \left\{ \frac{1}{\epsilon} + F(p, m^2) + \mathcal{O}(\epsilon) \right\}, \tag{99}
\]
in complete agreement with the previous result.

**B. Vector case**

For this case, since the expression for the \( z \) solution is lengthier to deal with, we work out in detail only the shorter \( w \) solution, equation (81):
\[
T^\mu_D(w) = \pi^{D/2} \left\{ p^\mu C^b(p) \, _2F_1(-j, -i - j - D/2; 1 - j + l \mid w) - n^\mu C^b(n) \, _2F_1(-j - 1, -i - j - D/2; 2 - j + l \mid w) - n^* \mu C^b(n^*) \, _2F_1(-j, -i - j - D/2 - 1; -j + l \mid w) \right\}. \tag{100}
\]
For the special case $i = j = -1$ and $l = 0$, we have

$$T_D^\mu(w) = \pi^{D/2} \left\{ p^\mu C^b(p| -1, -1; 0) \, _2F_1(1, 2 - D/2; 2 | w) - n^\mu C^b(n| -1, -1; 0) \, _2F_1(2, 2 - D/2; 3 | w) - n^*\mu C^b(n^*| -1, -1; 0) \, _2F_1(1, 1 - D/2; 1 | w) \right\}, \quad (101)$$

with

$$C^b(p| -1, -1; 0) = \frac{p \cdot n^*}{n \cdot n^*} (-m^2)^{D/2-2} \Gamma(2 - D/2)$$

$$C^b(n| -1, -1; 0) = \frac{(p \cdot n^*)^2}{2(n \cdot n^*)^2} (-m^2)^{D/2-2} \Gamma(2 - D/2) \quad (102)$$

$$C^b(n^*| -1, -1; 0) = \frac{m^2}{2n \cdot n^*} (-m^2)^{D/2-2} \Gamma(1 - D/2).$$

Introducing $D = 4 - 2\epsilon$ as before, we have

$$T_D^\mu(w) = \pi^{2-\epsilon} \left\{ p^\mu C^b(p| -1, -1; 0) \, _2F_1(1, \epsilon; 2 | w) - n^\mu C^b(n| -1, -1; 0) \, _2F_1(2, \epsilon; 3 | w) - n^*\mu C^b(n^*| -1, -1; 0) \, _2F_1(1, \epsilon - 1; 1 | w) \right\}, \quad (103)$$

with

$$C^b(p| -1, -1; 0) = \frac{p \cdot n^*}{n \cdot n^*} (-m^2)^{-\epsilon} \Gamma(\epsilon)$$

$$C^b(n| -1, -1; 0) = \frac{(p \cdot n^*)^2}{2(n \cdot n^*)^2} (-m^2)^{-\epsilon} \Gamma(\epsilon) \quad (104)$$

$$C^b(n^*| -1, -1; 0) = \frac{m^2}{2n \cdot n^*} (-m^2)^{-\epsilon} \Gamma(\epsilon - 1).$$

Our result can be expressed as

$$T_D^\mu(w) = \pi^2 \left\{ p^\mu \frac{n^*}{n \cdot n^*} P(\epsilon) - n^\mu \frac{(p \cdot n^*)^2}{2(n \cdot n^*)^2} N(\epsilon) - n^*\mu \frac{m^2}{2n \cdot n^*} N^*(\epsilon) \right\}, \quad (105)$$

with

$$P(\epsilon) = (-\pi m^2)^{-\epsilon} \Gamma(\epsilon) \, _2F_1(1, \epsilon; 2 | w)$$

$$N(\epsilon) = (-\pi m^2)^{-\epsilon} \Gamma(\epsilon) \, _2F_1(2, \epsilon; 3 | w)$$

$$N^*(\epsilon) = (-\pi m^2)^{-\epsilon} \Gamma(\epsilon) \frac{1}{\epsilon - 1} \, _2F_1(1, \epsilon - 1; 1 | w). \quad (106)$$

The first hypergeometric function has already been worked out in the limit $\epsilon \to 0$ in [98] and the third one is a power series $\, _2F_1(1, \epsilon - 1; 1 | w) = (1 - w)^{1-\epsilon}$. We need to work out the second hypergeometric function in the desired limit.
We do it in a similar way as we have done before, using the identity (94):

\[
2 F_1(2, \epsilon; 3 | w) = \frac{2\Gamma(1-\epsilon)}{\Gamma(3-\epsilon)} 2 F_1(2, \epsilon; \epsilon | 1-w) \\
+ (1-w)^{-\epsilon} \frac{2\Gamma(\epsilon-1)}{\Gamma(\epsilon)} 2 F_1(1, 3-\epsilon; 2-\epsilon | 1-w) \\
= \frac{2\Gamma(1-\epsilon)}{\Gamma(3-\epsilon)} w^{-2} \\
+ (1-w)^{-\epsilon} \frac{2}{(\epsilon-1)} 2 F_1(1, 3-\epsilon; 2-\epsilon | 1-w) 
\]

(107)

In the above expression, we employ the identity for the hypergeometric function [11]

\[
2 F_1(a, b; c | z) = (1-z)^{-a-b} 2 F_1(c-a, c-b; c | z)
\]

that yields a terminating series at the second term as

\[
2 F_1(1, 3-\epsilon; 2-\epsilon | 1-w) = \frac{w}{w^2} 2 F_1(1-\epsilon, -1; 2-\epsilon | 1-w)
\]

(108)

Plugging this result into (107) we get, after doing expansions in power series in \(\epsilon\),

\[
2 F_1(2, \epsilon; 3 | w) = 1 + \epsilon \left\{ \frac{1}{2} + \frac{1}{w} \ln(1-w) + \frac{1}{w^2} \ln(1-w) + O(\epsilon^2) \right\}
\]

(109)

Thus, finally,

\[
T^\mu_D(w) = \int \frac{d^Dk \cdot k^\mu}{[(k-p)^2-m^2] (2k \cdot n)} \\
= \left\{ p^\mu n^* - n^\mu \frac{(p \cdot n)^2}{2(n \cdot n^*)^2} - n^* n^\mu p \cdot n \cdot n^* + n^* n^\mu m^2 \frac{2n \cdot n^*}{2n^*} \right\} \frac{\pi^2}{\epsilon} + F^\mu(w),
\]

(110)

where the finite part is given by

\[
F^\mu(w) = \pi^2 p^\mu n^* \left\{ 1 - \gamma - \ln(-\pi m^2) + \frac{(1-w)}{w} \ln(1-w) \right\} \\
- \pi^2 n^\mu \frac{(p \cdot n)^2}{2(n \cdot n^*)^2} \left\{ \frac{1}{2} - \gamma + \frac{1}{w} \ln(-\pi m^2) + \frac{(1-w^2)}{w^2} \ln(1-w) \right\} \\
- \pi^2 n^* n^\mu \left\{ \frac{p \cdot n \cdot n^*}{(n \cdot n^*)^2} - \frac{m^2}{2n \cdot n^*} \right\} \left\{ 1 - \gamma - \ln(-\pi m^2) - \ln(1-w) \right\}.
\]

(111)

The divergent pole part of the vector integral agrees with the result in [7].
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