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Abstract. We consider the nonlinear heat equation $u_t = \Delta u + |u|^{\alpha}u$ with $\alpha > 0$, either on $\mathbb{R}^N$, $N \geq 1$, or on a bounded domain with Dirichlet boundary conditions. We prove that in the Sobolev subcritical case $(N-2)\alpha < 4$, for every $\mu \in \mathbb{R}$, if the initial value $u_0$ satisfies $u_0(x) = \mu|x - x_0|^{-\frac{2}{\alpha}}$ in a neighborhood of some $x_0 \in \Omega$ and is bounded outside that neighborhood, then there exist infinitely many solutions of the heat equation with the initial condition $u(0) = u_0$. The proof uses a fixed-point argument to construct perturbations of self-similar solutions with initial value $\mu|x - x_0|^{-\frac{2}{\alpha}}$ on $\mathbb{R}^N$.

Moreover, if $\mu \geq \mu_0$ for a certain $\mu_0(N, \alpha) > 0$, and $u_0 \geq 0$, then there is no nonnegative local solution of the heat equation with the initial condition $u(0) = u_0$, but there are infinitely many sign-changing solutions.
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1. Introduction

In this paper we study the local well-posedness for the nonlinear heat equation

\[
\begin{cases}
  u_t = \Delta u + |u|^{\alpha} u \\
  u(0, \cdot) = u_0(\cdot)
\end{cases}
\]

where \( u = u(t, x), \ t \geq 0, \ x \in \Omega \) where \( \Omega \) is a domain in \( \mathbb{R}^N \) (possibly \( \Omega = \mathbb{R}^N \)), and \( \alpha > 0 \). In the case where \( \Omega \neq \mathbb{R}^N \), we impose Dirichlet boundary conditions. There is already a vast literature devoted to this topic, and it is well known that this problem is locally well-posed in various function spaces, for example in \( C_0(\Omega) \), in \( L^p(\Omega) \) for \( p \geq 1, \ p > \frac{N\alpha}{2} \), and in certain Sobolev and Besov spaces of both positive and negative order. On the other hand, this problem is not locally well-posed in \( L^p(\Omega) \) if \( \alpha > \frac{2}{N} \) and \( 1 \leq p < \frac{N\alpha}{2} \). We refer the reader to the book [19] as a general reference to this subject.

The present paper is concerned with the situation where the problem (1.1) is not locally well-posed. For example, regular initial values can yield multiple solutions which are continuous into \( L^p(\Omega) \), \( 1 \leq p < \frac{N\alpha}{2} \), see [10, 1, 23, 16]. Also, it was observed in [26, 28, 2, 9, 19, 14, 15, 8], for these same values of \( p \), that there are nonnegative \( u_0 \in L^p(\Omega) \) for which there is no local-in-time nonnegative solution. This phenomenon has been taken as evidence of non-local well-posedness. Indeed, in all the spaces where (1.1) is locally well-posed, nonnegative initial values yield nonnegative solutions. Thus if there is a nonnegative initial value for which there is no nonnegative solution, one might think that there is no solution at all.

Our recent paper [3] shows this to be incorrect. More precisely, in the case \( \Omega = \mathbb{R}^N \) and \( 0 < \alpha < 4 \frac{N\alpha}{2} \), then for the initial value \( u_0(x) = \mu |x|^{-\frac{4}{N}} \) with \( \mu > 0 \) sufficiently large, there is no local nonnegative solution of (1.1), but there exist nonetheless infinitely many global solutions of (1.1) which change sign. In other words, local well-posedness fails, not because of nonexistence, but because of nonuniqueness.

The purpose of this paper is to extend the results of [3] to a much broader context. In this previous work, the initial values studied are all homogeneous, of the form \( u_0(x) = \mu |x|^{-\frac{4}{N}} \), and the resulting solutions are all self-similar. In particular, these initial values are not in any space \( L^p(\mathbb{R}^N) \). Here, we consider initial values, both on \( \mathbb{R}^N \) and on a bounded domain \( \Omega \), which exhibit a point singularity of the same form \( u_0(x) = \mu |x - x_0|^{-\frac{4}{N}} \) near some point \( x_0 \in \Omega \), but which have a general behavior away from \( x_0 \). For a wide class of such initial values, we prove that there are infinitely many local solutions of (1.1). In some of these cases, the initial value is nonnegative and there is no local nonnegative solution of (1.1). In the case \( \alpha > \frac{2}{N} \), this includes initial values that belong to \( L^p(\Omega) \) for all \( 1 \leq p < \frac{N\alpha}{2} \).

In order to state our nonuniqueness results, we introduce some notation. Given a domain \( \Omega \subset \mathbb{R}^N \), we denote by \( (e^{t\Delta_0})_{t \geq 0} \) the heat semigroup on \( C_0(\Omega) \), the completion of \( C_c^\infty(\Omega) \) in \( L^\infty(\Omega) \), and by \( G_\Omega(t, x, y) \) the associated heat kernel. In the particular case \( \Omega = \mathbb{R}^N \), we let \( (e^{t\Delta_0})_{t \geq 0} = (e^{t\Delta})_{t \geq 0} \) and \( G_{\mathbb{R}^N}(t, x, y) = G(t, x, y) = (4\pi t)^{-\frac{N}{2}} e^{-\frac{|x-y|^2}{4t}} \). Note that \( e^{t\Delta_0} \) can be extended to \( L^1(\Omega) + L^\infty(\Omega) \),
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and to measurable functions $u_0 : \Omega \rightarrow [0, \infty)$ by setting
\[ e^{t \Delta_{\alpha}} u_0(x) = \int_{\Omega} G_{\Omega}(t, x, y) u_0(y) \, dy \]
for $x \in \Omega$. In the latter case, the right-hand side is the integral of a nonnegative, measurable function, and therefore well defined, finite or infinite. We also denote by $C_{b, u}(\mathbb{R}^N)$ the Banach space of uniformly continuous, bounded functions $\mathbb{R}^N \rightarrow \mathbb{R}$, equipped with the sup norm.

As consequences of the main results proved in the body of the paper, we have the following two results, respectively on $\mathbb{R}$ measurable function, and therefore well defined, finite or infinite. We also denote by $\mathcal{C}_0(\mathbb{R})$ the Banach space of uniformly continuous, bounded functions $\mathbb{R}^N \rightarrow \mathbb{R}$, equipped with the sup norm.

**Theorem 1.1.** Let $0 < \alpha < \frac{4}{N-2}$, $\mu \in \mathbb{R}$ and suppose $u_0 \in L^\infty(\mathbb{R}^N \setminus \{0\})$ is such that

(i) $u_0(x) = \mu |x|^{-\frac{2}{\alpha}}$ in a neighborhood of 0.

(ii) $u_0(x) \xrightarrow{|x| \to \infty} 0$.

It follows that there exists a sequence $(u^n_m)_{m \geq 1}$ of distinct sign-changing solutions of

(1.1)

$u^n_m \in C((0, T^m), \mathcal{C}_0(\mathbb{R}^N))$, with $T^m > 0$, and the initial condition is satisfied in the sense that $u^n_m(t) \rightarrow u_0$ in $L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\})$ for all $1 \leq p < \infty$.

Furthermore, if $\alpha > \frac{2}{N}$, these solutions satisfy the integral equation

(1.2)

\[ u(t) = e^{t \Delta_{\alpha}} u_0 + \int_0^t e^{(t-s) \Delta} |u(s)|^\alpha u(s) \, ds \]

where the integral is convergent in $L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)$ for all $1 \leq r < \frac{N\alpha}{N-2}$ and each term is in $C((0, T^m), \mathcal{C}_0(\mathbb{R}^N))$. Moreover, $u^n_m - e^{t \Delta_{\alpha}} u_0 \in C((0, T^m), L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N))$ for all $r \geq 1$ such that $\frac{N\alpha}{N-1} < r < \frac{N\alpha}{2}$. In addition, if $u_0 \in C(\mathbb{R}^N \setminus \{0\})$ then $u^n_m \in C((0, T^m), L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N))$ for the same values of $r$.

Moreover, there exists $\mu_0 \geq 0$ such that if $\mu > \mu_0$ and $u_0 \geq 0$, then equation (1.1) has no local nonnegative solution.

**Theorem 1.2.** Let $0 < \alpha < \frac{4}{N-2}$, $\mu \in \mathbb{R}$, let $\Omega \subset \mathbb{R}^N$ be a bounded, smooth domain and $x_0 \in \Omega$. Suppose $u_0 \in L^\infty_{\text{loc}}(\Omega \setminus \{x_0\})$ is such that

(i) $u_0(x) = \mu |x-x_0|^{-\frac{2}{\alpha}}$ for $|x-x_0| < \delta$, where $\delta > 0$.

(ii) $u_0 \in L^\infty(\Omega \cap \{|x-x_0| > \delta\})$.

It follows that there exists a sequence $(u^n_m)_{m \geq 1}$ of distinct, sign-changing solutions of

(1.3)

\[
\begin{aligned}
    u_t &= \Delta u + |u|^\alpha u \\
    u_{|\partial \Omega} &= 0 \\
    u(0) &= u_0
\end{aligned}
\]

where $u^n_m \in C((0, T^m), \mathcal{C}_0(\Omega))$, with $T^m > 0$, and the initial condition is satisfied in the sense that $u^n_m(t) \rightarrow u_0$ in $L^\infty(\Omega \setminus \{|x-x_0| < \varepsilon\})$ for all $\varepsilon > 0$.

Furthermore, if $\alpha > \frac{2}{N}$, these solutions satisfy the integral equation

(1.4)

\[ u(t) = e^{t \Delta_{\alpha}} u_0 + \int_0^t e^{(t-s) \Delta_{\alpha}} |u(s)|^\alpha u(s) \, ds \]

where the integral is convergent in $L^r(\Omega)$ for all $1 \leq r < \frac{N\alpha}{2}$, and each term is in $C((0, T^m), \mathcal{C}_0(\Omega))$. Moreover, $u^n_m \in C((0, T^m), L^r(\Omega))$ for all $1 \leq r < \frac{N\alpha}{2}$.
In addition, there exists \( \mu_0 \geq 0 \) such that if \( \mu > \mu_0 \) and \( u_0 \geq 0 \), then equation (1.1) has no local nonnegative solution.

The basic method used to prove the above theorems is a perturbation argument. We consider a self-similar solution \( U \) with initial value \( \mu |x|^{-\frac{2}{\alpha}} \), known to exist, and look for a solution \( u(t,x) \) of the form
\[
u(t,x) = \Psi(x)U(t,x) + w(t,x),
\]
where \( \Psi \) is a cut-off function. The purpose of the function \( \Psi \) is to ensure that, in the case where \( \Omega \neq \mathbb{R}^N \), \( u \) and \( w \) satisfy the same (Dirichlet) boundary conditions. The integral equation satisfied by the unknown function \( w \) is then solved by using a fixed point argument. The difficulty is that the equation satisfied by \( w \) contains some terms that are highly singular at \( (t,x) = (0,0) \). The metric space in which the fixed point argument is carried out is made up of functions which vanish with sufficiently high order at \( (0,0) \), so as to balance the singular terms in the equation. The delicate point in the construction of this set is that it must at the same time be stable by the iteration process.

This method has some limitations and the results we obtain are not as strong as what we would like or what we think is true. First, the nature of the fixed-point argument requires that \( u_0(x) \equiv \mu |x|^{-\frac{2}{\alpha}} \) in a neighborhood of \( 0 \). On the other hand, we expect that Theorems 1.1 and 1.2 would be true as stated, but with that condition replaced by the requirement that \( u_0 - \mu | \cdot |^{-\frac{2}{\alpha}} \in L^\infty(\Omega) \). Second, Theorem 1.1 does not give a nonuniqueness result in \( L^r(\mathbb{R}^N) \) for \( r \geq 1 \) such that \( \frac{N\alpha}{2(\alpha+1)} < r < \frac{N\alpha}{2} \) (see Remark 5.2 for details). However, in the case of a bounded domain (Theorem 1.2), the solutions \( u_m \) are all in \( C([0,T_m),L^r(\Omega)) \) for \( 1 \leq r < \frac{N\alpha}{2} \). This is a genuine nonuniqueness result in \( L^r(\Omega) \).

The results of the current paper as well as [3] call for a reevaluation of the notion of nonexistence of local solutions. For all the nonnegative initial values for which no nonnegative local solution exists, the possibility remains that these initial values give rise to sign-changing solutions. To our knowledge, there is no example of an initial value for which it is known that there is no local solution of (1.1) or (1.4), sign-changing or not.

We mention here some recent papers which are related to this work. Under appropriate restrictions on \( \alpha \) and \( \mu \), in [7], the authors prove the existence of nonnegative solutions, some global, some non-global, which have the homogeneous initial value \( \mu |x|^{-\frac{2}{\alpha}} \), but which are not self-similar. The more general equation \( u_t = \Delta u + f(u) \) is investigated in [14] and in [15]. For \( \Omega \) being the whole space or a bounded domain, a full characterisation of the nonnegative functions \( f \) for which the equation has a local solution bounded in \( L^q(\Omega) \) for all nonnegative initial data \( u_0 \in L^q(\Omega) \) is established in [15].

The rest of the paper is organized as follows. In Section 2 we give some conditions under which a nonnegative initial value does not give rise to any local nonnegative solution of either (1.1) or (1.4). See in particular Corollaries 2.5 and 2.7. Section 4 presents the main technical achievement of this article, i.e. the fixed point argument that proves the existence of solutions which are perturbations of a singular solution known already to exist.

In Sections 5 and 6 we apply the result of Section 4 in the case where the known singular solution is in fact a self-similar solution. This gives perturbed solutions, respectively on \( \mathbb{R}^N \) (see Theorem 5.1) and on a bounded domain \( \Omega \) (see
Theorem 6.1). Combining these two results with the results in [3], we obtain Theorems 1.1 and 1.2, respectively. Finally, we collect in Appendices A and B a few results concerning the regularity of solutions of the heat equation in a form which we need for this paper. In Appendix C, first on $\mathbb{R}^N$ and then on a sufficiently smooth bounded domain, we prove that a certain class of solutions of integral equation (1.4) are also solutions of the initial value problem (1.1) and give some precise information about their regularity.

2. Nonexistence of positive solutions

We consider the nonlinear heat equation (1.1) on a domain $\Omega \subset \mathbb{R}^N$, with initial values which are measurable functions $u_0 : \Omega \rightarrow \mathbb{R}$. This includes the possibility that $u_0 \not\in L^1_{loc}(\Omega)$.

**Definition 2.1.** Let $\Omega$ be a domain of $\mathbb{R}^N$, $\alpha > 0$, and let $u_0$ be a measurable function $\Omega \rightarrow \mathbb{R}$. Given $T > 0$, a regular solution of (1.1) on $(0, T)$ with Dirichlet boundary conditions is a function $u \in C((0, T), C_0(\Omega))$ which is a classical solution of (1.1) on $(0, T)$, and such that there exists a sequence $t_n \downarrow 0$ such that $u(t_n) \rightarrow u_0$ almost everywhere as $n \rightarrow \infty$.

In the case where $u_0 \geq 0$, we also consider solutions of (1.1) that may be singular at positive times.

**Definition 2.2.** Let $\Omega$ be a domain of $\mathbb{R}^N$, $\alpha > 0$, and let $u_0$ be measurable $\Omega \rightarrow [0, \infty)$. Given $T > 0$, a nonnegative integral solution of (1.1) on $(0, T)$ with Dirichlet boundary conditions is a measurable function $u : (0, T) \times \Omega \rightarrow [0, \infty)$ which satisfies

$$u(t, x) = \int_\Omega G_\Omega(t, x, y)u_0(y) dy + \int_0^t \int_\Omega G_\Omega(t - s, x, y)(|u|^\alpha)u(s, y) dy ds$$

a.e. on $(0, T) \times \Omega$. (The integrands in the right-hand side of (2.1) are nonnegative, measurable functions, so the integrals are well defined, possibly infinite.)

**Remark 2.3.** Here are some comments on the above definitions.

(i) If $u$ is a regular solution of (1.1) on $(0, T)$ in the sense of Definition 2.1, and if $u \geq 0$, then $u$ need not be an integral solution in the sense of Definition 2.2. Indeed, assuming $\alpha < \frac{2}{N}$, we construct a positive solution of (1.1) with $u_0 = 0$ in the sense of Definition 2.1, which is not a solution of (2.1) with $u_0 = 0$. To do this, we recall that if $\alpha < \frac{2}{N}$, then the initial value problem (1.1) is locally well posed in the space of bounded measures. In particular, there exists a positive local solution $u$ for $u_0 = \delta_{x_0}$ where $\delta_{x_0}$ is the Dirac measure at $x_0 \in \Omega$, which is a solution of the integral equation (2.1) with $u_0 = \delta_{x_0}$. On the other hand, $u(t, x) \rightarrow 0$ for all $x \neq x_0$ as $t \rightarrow 0$, so that the initial value in the sense of Definition 2.1 is $u(0) = 0$, but $u$ is not a solution of (2.1) with $u_0 = 0$.

(ii) Nonnegative integral solutions of (1.1) on $(0, T)$ in the sense of Definition 2.2 may have a singularity (in space) for all $t \in (0, T)$, so they need not be regular solutions in the sense of Definition 2.1. For instance, if $\alpha > \frac{2}{N-2}$, then $u(t, x) = (\frac{2}{N} (N - 2 - \frac{2}{\alpha}))^{\frac{N}{2}} |x|^{-\frac{2}{\alpha}}$ is a nonnegative integral solution the sense of Definition 2.2. See [3, Lemma 7.1].

We recall the following result, which is a special case of [28, Theorem 1].
**Proposition 2.4.** Let \( \Omega \) be a domain of \( \mathbb{R}^N \), \( \alpha > 0 \), \( u_0 \) a measurable function \( \Omega \to [0, \infty) \), and \( T > 0 \). If there exists a nonnegative integral solution of (1.1) on \((0, T)\) with Dirichlet boundary conditions (in the sense of Definition 2.2), then

\[
\sup_{0 < t < T} (\alpha t)^{-\frac{1}{2}} \| e^{\alpha t} u_0 \|_{L^\infty} \leq 1
\]

**Proof.** It follows from (2.1) that \( u_0 \in L^1_{\text{loc}}(\Omega) \), for if not, \( u(t, x) \) would be infinite for every \((t, x) \in (0, T) \times \Omega\). In particular, \( u_0 \) defines a Borel measure on \( \Omega \). If \( \Omega \) is a bounded, smooth domain, then the result follows from Theorem 1 in [28]. Even though the result in [28] is stated for a bounded, smooth domain, the same proof is valid for an arbitrary domain. \( \square \)

**Corollary 2.5.** Let \( \Omega \) be a domain \( \mathbb{R}^N \), \( \alpha > 0 \), and \( u_0 \) a measurable function \( \Omega \to [0, \infty) \). Suppose

\[
\limsup_{t \downarrow 0} (\alpha t)^{-\frac{1}{2}} \| e^{\alpha t} u_0 \|_{L^\infty} > 1
\]

(i) There does not exist any nonnegative integral solution of (1.1) with Dirichlet boundary conditions on any interval \((0, T)\) with \( T > 0 \), in the sense of Definition 2.2.

(ii) There does not exist any nonnegative regular solution of (1.1) with Dirichlet boundary conditions on any interval \((0, T)\) with \( T > 0 \), in the sense of Definition 2.1.

(iii) If \( u_0^n = \min\{u_0, n\} \in L^\infty(\Omega) \) for \( n \geq 0 \), and if \( T_{\text{max}}(u_0^n) > 0 \) is the maximal existence time of the corresponding solution of (1.1) with Dirichlet boundary conditions, then \( T_{\text{max}}(u_0^n) \to 0 \) as \( n \to \infty \).

**Proof.** Property (i) is an immediate consequence of Proposition 2.4. We next prove Property (ii). Suppose there exist \( T > 0 \) and a nonnegative regular solution \( u \) on \((0, T)\), in the sense of Definition 2.1. Let \( 0 < \delta < \frac{T}{2} \). Since \( u \) is a classical solution on \((\delta, \delta + \frac{T}{2})\), we have

\[
u(t + \delta) = e^{\alpha t} u_0(\delta) + \int_0^t e^{(t-s)\Delta} |u(s + \delta)|^\alpha u(s + \delta) \, ds
\]

for all \( 0 \leq t \leq \frac{T}{2} \), and it follows from Proposition 2.4 that

\[
\sup_{0 < t < \frac{T}{2}} (\alpha t)^{-\frac{1}{2}} \| e^{\alpha t} u(\delta) \|_{L^\infty} \leq 1
\]

We fix \( 0 < t < \frac{T}{2} \) and we let \( \delta = t_n \) where \((t_n)_{n \geq 1}\) is the sequence in Definition 2.1. Inequality (2.4) implies that

\[
(\alpha t)^{-\frac{1}{2}} \int_\Omega G_\Omega(t, x, y) u(t_n, y) \, dy \leq 1
\]

Letting \( n \to \infty \) and applying Fatou’s lemma, we deduce (since \( u(t_n) \to u_0 \) almost everywhere) that

\[
(\alpha t)^{-\frac{1}{2}} \int_\Omega G_\Omega(t, x, y) u_0(y) \, dy \leq 1
\]

Since \( t \in (0, \frac{T}{2}) \) is arbitrary, this contradicts (2.3). Hence (ii) is established.
We finally prove Property (iii). We claim that, given any \( T > 0 \), there exists \( n_0 \geq 1 \) such that
\[
\sup_{0 < t < T} (\alpha t) \frac{1}{\omega} \| e^{t \Delta_0} u_0^n \|_{L^\infty} > 1
\]
for all \( n \geq n_0 \). Assuming the claim, we deduce from Proposition 2.4 that \( T_{\max}(u_0^n) \leq T \) for all \( n \geq n_0 \). Since \( T > 0 \) is arbitrary, Property (iii) follows. To prove the claim (2.5), assume by contradiction that there exists a sequence \( n_k \to \infty \) such that
\[
\sup_{0 < t < T} (\alpha t) \frac{1}{\omega} \| e^{t \Delta_0} u_0^{n_k} \|_{L^\infty} \leq 1.
\]
Since \( u_0^{n_k} \to u_0 \) almost everywhere, we deduce from Fatou's lemma that
\[
\sup_{0 < t < T} (\alpha t) \frac{1}{\omega} \| e^{t \Delta_0} u_0 \|_{L^\infty} \leq 1,
\]
which contradicts (2.3). Hence (iii) is established. \( \square \)

The following proposition, derived from a comparison property of [24], gives a sufficient condition, independent of the domain \( \Omega \), for inequality (2.3) of Corollary 2.5 to hold.

**PROPOSITION 2.6.** Let \( v_0 \) be measurable \( \mathbb{R}^N \to [0, \infty) \), and suppose \( v_0 \in L^1(\{|x| > \rho\}) + L^\infty(\{|x| > \rho\}) \) for some \( \rho > 0 \) and
\[
\limsup_{t \to 0} (\alpha t)^{\frac{\omega}{2}} \int_{\mathbb{R}^N} G(t, 0, y)v_0(y) dy > 1.
\]
Let \( \Omega \) be a domain in \( \mathbb{R}^N \) with \( \{|x| < \rho\} \subset \Omega \) (possibly \( \Omega = \mathbb{R}^N \)), and let \( u_0 \) be measurable \( \Omega \to [0, \infty) \). If \( u_0 \geq v_0 \) almost everywhere on \( \{|x| < \rho\} \), then (2.3) holds.

**PROOF.** We first claim that if \( 0 < \rho < R \) and \( \varphi : \mathbb{R}^N \to [0, \infty) \) is measurable and supported in \( \{|x| \leq \rho\} \), then
\[
e^{t \Delta_R} (\varphi \big|_{B_R}) \geq e^{-\frac{x^2}{4(R - \rho)^2}} e^{t \Delta} \varphi \text{ on } B_\rho
\]
for all \( t > 0 \). Indeed, it follows from [24, Theorem 2] that
\[
G_{B_R}(t, x, y) \geq e^{-\frac{x^2}{4(R - \rho)^2}} G_{B_{R-\rho}}(t, 0, 0) = (4\pi t)^{\frac{\omega}{2}} G(t, x, y) G_{B_{R-\rho}}(t, 0, 0)
\]
for all \( x, y \in B_\rho \). Furthermore, it follows from [24, Lemma 9] that
\[
G_{B_{R-\rho}}(t, 0, 0) \geq (4\pi t)^{-\frac{\omega}{2}} e^{-\frac{x^2}{4(R - \rho)^2}}.
\]
Therefore,
\[
G_{B_R}(t, x, y) \geq e^{-\frac{x^2}{4(R - \rho)^2}} G(t, x, y)
\]
for all \( x, y \in B_\rho \), which implies (2.7).

Let now \( v_0 \) be as in the statement, and let \( R > \rho \) be such that \( B_R \subset \Omega \). Let
\[
w_0(x) = \begin{cases} v_0(x) & |x| < \rho \\ 0 & |x| > \rho \end{cases}
\]
and \( \tilde{w}_0 = w_0 \big|_{\Omega} \). Since \( v_0 \in L^1(\{|x| > \rho\}) + L^\infty(\{|x| > \rho\}) \), we may write
\[
v_0 = w_0 + \psi_1 + \psi_2
\]
where \( \psi_1 \in L^1(\mathbb{R}^N) \), \( \psi_2 \in L^\infty(\mathbb{R}^N) \) and \( \psi_1 = \psi_2 = 0 \) on \( B_\rho \). Next, we have

\[
(4\pi t)^{\frac{N}{2}} e^{t\Delta} \psi_1(0) = \int_{\{|y| > \rho\}} e^{-\frac{|y|^2}{4t}} \psi_1(y) \, dy \leq e^{-\frac{\pi^2}{4t}} \|\psi_1\|_{L^1}.
\]

Furthermore,

\[
(4\pi t)^{\frac{N}{2}} e^{t\Delta} \psi_2(0) = \int_{\{|y| > \rho\}} e^{-\frac{|y|^2}{4t}} \psi_2(y) \, dy \leq \|\psi_2\|_{L^\infty} \int_{\{|y| > \rho\}} e^{-\frac{|y|^2}{4t}} \, dy
\]

\[
= \frac{e^{\frac{\pi^2}{4t}} \|\psi_2\|_{L^\infty}}{8} \int_{\{|y| > \rho\}} e^{-\frac{|y|^2}{4t}} \, dy \leq C e^{-\frac{\pi^2}{4t}}
\]

and we deduce from (2.9) and (2.10) that

\[
(\alpha t)^{\frac{1}{2}} (|e^{t\Delta} \psi_1(0)| + |e^{t\Delta} \psi_2(0)|) \longrightarrow 0.
\]

Next, we deduce from (2.7) (with \( \varphi = \psi_0 \)) that

\[
e^{-\frac{2\pi^2 N^2}{4t(\alpha - 1)}} (\alpha t)^{\frac{1}{2}} e^{t\Delta} \psi_0(0) \leq (\alpha t)^{\frac{1}{2}} e^{t\Delta} \psi_0(0) \leq (\alpha t)^{\frac{1}{2}} e^{t\Delta} \hat{\psi}_0(0).
\]

Applying (2.8), we deduce that

\[
(\alpha t)^{\frac{1}{2}} e^{t\Delta} \hat{\psi}_0(0) \geq e^{-\frac{2\pi^2 N^2}{4t(\alpha - 1)}} (\alpha t)^{\frac{1}{2}} e^{t\Delta} \psi_0(0) - (\alpha t)^{\frac{1}{2}} (|e^{t\Delta} \psi_1(0)| + |e^{t\Delta} \psi_2(0)|).
\]

and (2.3) follows from (2.6) and (2.11).

**Corollary 2.7.** Let \( \alpha, \gamma, \mu > 0 \). Suppose at least one of the following three conditions is true:

\[
\gamma \geq N, \quad \mu > 0,
\]

\[
\gamma > \frac{2}{\alpha}, \quad \mu > 0,
\]

\[
\gamma = \frac{2}{\alpha}, \quad \alpha > \frac{2}{N}, \quad \mu > [\alpha^{\frac{1}{2}} (e^{t\Delta} \cdot |^{-\gamma}|)(0)]^{-1}.
\]

Let \( \Omega \) be a domain of \( \mathbb{R}^N \), \( x_0 \in \Omega, 0 < \delta < d(x_0, \partial\Omega) \), and \( u_0 \) a measurable function \( \Omega \rightarrow [0, \infty) \). If

\[
\text{if}(x) \geq \mu |x - x_0|^{-\gamma} \text{ for } |x - x_0| \leq \delta
\]

then there is no local nonnegative solution of (1.1). More precisely, Properties (i), (ii) and (iii) of Corollary 2.5 hold.

**Proof.** By space-translation invariance of the equation, we may assume \( x_0 = 0 \). Applying Corollary 2.5 and Proposition 2.6, we need only show that \( \psi_0(x) = \mu |x|^{-\gamma} \) satisfies (2.6). This is immediate if \( \gamma \geq N \), since \( \psi_0 \notin L^1_{\text{loc}}(\Omega) \) in this case. Therefore, we now suppose

\[
\alpha > \frac{2}{N} \text{ and } \frac{2}{\alpha} \leq \gamma < N.
\]

By scaling invariance

\[
e^{t\Delta} \psi_0(0) = \mu t^{-\frac{\gamma}{2}} [e^{t\Delta} \cdot |^{-\gamma}|](0)
\]

so that

\[
(\alpha t)^{\frac{1}{2}} e^{t\Delta} \psi_0(0) = \mu \alpha^{\frac{1}{2}} t^{-\frac{\gamma}{2}} [e^{t\Delta} \cdot |^{-\gamma}|](0).
\]

Therefore, if \( \frac{2}{\alpha} < \gamma < N \), then

\[
(\alpha t)^{\frac{1}{2}} e^{t\Delta} \psi_0(0) \longrightarrow \infty,
\]
so that (2.6) holds. Furthermore, if (2.14) is satisfied, then
\[
(\alpha t)^{\frac{1}{2}} e^{t\Delta} v_0(0) = \mu \alpha^\frac{1}{2} |e^{\Delta} \cdot |^{-\frac{1}{2}} |(0) > 1
\]
so that (2.6) holds.

Remark 2.8. Here are some comments on the above results.

(i) Initial values of the form (2.15) have been used in [14] to prove nonexistence of nonnegative local solutions. (See the proofs of Lemma 4.1 and Theorem 4.1 in [14].)

(ii) The conditions (2.12), (2.13) and (2.14) only depend on the space dimension \( N \) and on \( \alpha > 0 \). In particular, the conditions under which (2.15) implies the nonexistence of local nonnegative solutions of (1.1) are independent of the domain \( \Omega \) and of \( x_0 \in \Omega \).

(iii) Suppose \( v_0 \) satisfies (2.6) and let \( p \geq 1, p \geq \frac{N\alpha}{2} \). If \( \psi \in L^p(\mathbb{R}^N) \), then
\[
\limsup_{t \to 0} (\alpha t)^{\frac{1}{2}} e^{t\Delta}(v_0 + \psi)(0) > 1.
\]

Indeed, since \( p \geq \frac{N\alpha}{2} \), the estimate \( \|e^{t\Delta}\psi\|_{L^\infty} \leq t^{-\frac{N}{2}}\|\psi\|_{L^p} \) (and a density argument if \( p = \frac{N\alpha}{2} \)) implies that \( t^{\frac{1}{2}}\|e^{t\Delta}\psi\|_{L^\infty} \to 0 \) as \( t \to 0 \).

(iv) The assumption (2.6) in Lemma 2.6 means that \( v_0 \) is sufficiently singular at \( x = 0 \). It does not mean, however, that \( v_0(x) \to \infty \) as \( |x| \to 0 \). Indeed, it can be that \( v_0 \) satisfies (2.6) and \( v_0(x) = 0 \) for some \( x \) arbitrarily close to 0. Here is an example. Let \( \alpha > 0, \gamma > 0, \mu > 0 \) be such that (2.13) or (2.14) holds, and let \( w_0(x) = \mu|x|^{-\gamma} \). It follows (see the proof of Corollary 2.7) that \( w_0 \) satisfies (2.6). Fix \( p \geq 1, p \geq \frac{N\alpha}{2} \). Consider now a sequence \((a_j)_{j \geq 1} \subset (0, \infty)\) such that \( a_j \downarrow 0 \), and let \((b_j)_{j \geq 1}\) satisfy \( b_j > a_j > b_{j+1} \) for all \( j \geq 1 \). Setting
\[
\theta = w_0 \sum_{j=1}^{\infty} \mathbb{1}_{\{a_j < |x| < b_j\}}
\]

it is clear that if we choose the sequence \((b_j)_{j \geq 1}\) so that \( b_j - a_j \) is sufficiently small, then \( \theta \in L^p(\mathbb{R}^N) \). If \( v_0 = w_0 - \theta \), then \( v_0 \geq 0 \) and it follows from Property (iii) above that \( v_0 \) satisfies (2.6).

(v) The case of condition (2.13) in Corollary 2.7 has already been given in the proof of Theorem 15.3 in [19], see in particular formula (15.30).

3. Self-similar solutions

We recall that a self-similar solution of (1.1) is a solution of the form
\[
u(t, x) = t^{-\frac{1}{2}} f\left(\frac{x}{\sqrt{t}}\right),
\]
where \( f : \mathbb{R}^N \to \mathbb{R} \) is the profile of the self-similar solution \( u \) given by (3.1). In order for \( u \) given by (3.1) to be a classical solution of (1.1) for \( t > 0 \), the profile \( f \) must be of class \( C^2 \) and satisfy the elliptic equation
\[
\Delta f + \frac{1}{2} x \cdot \nabla f + \frac{1}{\alpha} f + |f|^\alpha f = 0.
\]

A radially symmetric regular self-similar solution of (1.1) is a self-similar solution with a profile \( f \) which is of class \( C^2 \) and radially symmetric. We write, by abuse
of notation, \( f(r) = f(x) \) where \( r = |x| \), so that \( f : [0, \infty) \to \mathbb{R} \) is of class \( C^2 \), and satisfies the following initial value ODE problem,

\[
(3.3) \quad f''(r) + \left( \frac{N - 1}{r} + \frac{r}{2} \right) f'(r) + \frac{1}{\alpha^2} f(r) + |f(r)|^{\alpha} f(r) = 0 \\
(3.4) \quad f(0) = a, \quad f'(0) = 0
\]

for some \( a \in \mathbb{R} \). If \( u \) is a radially symmetric regular self-similar solution of (1.1), then there exists \( \mu \in \mathbb{R} \) such that \( r^\frac{\alpha}{2} f(r) \to \mu \) as \( r \to \infty \) (see [10, Theorem 5]) so that \( f \in L^r(\mathbb{R}^N) \) for all \( r \geq 1 \), \( r > \frac{N\alpha}{2} \). Moreover, \( u \) has the initial value \( \mu|x|^{-\frac{\alpha}{2}} \) in the sense that \( u(t, x) \to \mu|x|^{-\frac{\alpha}{2}} \) as \( t \downarrow 0 \), uniformly on \( \{|x| > \varepsilon\} \) for every \( \varepsilon > 0 \). See [10, page 170]. It is known that if \( \alpha < \frac{4}{N-2} \) and \( \mu \in \mathbb{R} \), then for the initial value \( \mu|x|^{-\frac{\alpha}{2}} \) there are infinitely many global, self-similar solutions of (1.1). More precisely, the following holds.

**Proposition 3.1** ([3, 10, 27, 29]). Let \( N \geq 1 \) and \( 0 < \alpha < \frac{4}{N-2} \) (0 < \( \alpha < \infty \) if \( N = 1, 2 \)). Given any \( \in \mathbb{R} \), there exists \( m_0 \geq 0 \) such that for all \( m \geq m_0 \), there exist at least two different, radially symmetric regular self-similar solutions \( U \) of (1.1) with initial value \( u_0 = \mu|x|^{-\frac{\alpha}{2}} \) in the sense that

\[
(3.5) \quad U(t) \to u_0 \text{ in } L^q(\{|x| > \varepsilon\}) \text{ for all } \varepsilon > 0 \text{ and } 1 \leq q \leq \infty, q > \frac{N\alpha}{2},
\]

and also that

\[
(3.6) \quad U(t) \to u_0 \text{ in } L^p(\mathbb{R}^N) + L^q(\mathbb{R}^N) \text{ for all } 1 \leq p < \frac{N\alpha}{2} < q \leq \infty
\]

if \( \alpha > \frac{2}{N} \), and whose profiles have exactly \( m \) zeros. These solutions are such that \( U \in C^1((0, \infty), L^r(\mathbb{R}^N)) \) and \( \Delta U, |U| |U| \in C((0, \infty), L^r(\mathbb{R}^N)) \) for all \( 1 \leq r \leq \infty \), \( r > \frac{N\alpha}{2} \).

Furthermore, if \( \alpha > \frac{2}{N} \), the solutions satisfy the integral equation

\[
(3.7) \quad U(t) = \mu e^{t\Delta} \cdot \left| \cdot \right|^{-\frac{\alpha}{2}} + \int_0^t e^{(t-s)\Delta} |U(s)|^\alpha U(s) \, ds
\]

where the integral is norm convergent in \( L^r(\mathbb{R}^N) \) for all \( r \geq 1 \), \( r > \frac{N\alpha}{2(\alpha+1)} \), and each term is in \( C^1((0, \infty), L^r(\mathbb{R}^N)) \) for all \( r > \frac{N\alpha}{2} > 1 \). Moreover, the map \( t \mapsto U(t) - e^{t\Delta} u_0 \) is in \( C((0, \infty), L^r(\mathbb{R}^N)) \) for all \( r \geq 1 \) such that \( \frac{N\alpha}{2(\alpha+1)} < r < \frac{N\alpha}{2} \).

**Proof.** The case \( \mu \neq 0 \) follows from [3, Theorems 1.1 and 1.4], and the case \( \mu = 0 \) follows from [10, 27, 29], see [3, Remark 1.2 (iv)]. In the case \( \alpha > \frac{2}{N} \), the convergence of the integral term of (1.2) in \( L^r(\mathbb{R}^N) \) for all \( r \geq 1 \) such that \( r \geq 1 \) such that \( \frac{N\alpha}{2(\alpha+1)} < r < \frac{N\alpha}{2} \) follows from the estimate (2.29) in [3]. Furthermore, using formula (3.1) and the commutation relationship of the heat semigroup with space dilations (see e.g. [4, formula (3.1)]), one can verify the following identity

\[
\int_0^t \|e^{(t-s)\Delta} |U(s)|^\alpha U(s)\|_{L^r} \, ds = t^{\frac{\alpha}{2} - \frac{1}{2}} \int_1^\infty s^{-\frac{\alpha}{2} + \frac{1}{2} - 1} \|e^{(s-1)\Delta} |f|^{\alpha} f\|_{L^r} \, ds.
\]

The factor \( t^{\frac{\alpha}{2} - \frac{1}{2}} \) converges to 0 as \( t \to 0 \) if and only if \( r < \frac{N\alpha}{2} \). We claim that the integral is convergent for all \( r \geq 1 \) with \( r > \frac{N\alpha}{2(\alpha+1)} \). Indeed, \( \|e^{(s-1)\Delta} |f|^{\alpha} f\|_{L^r} \leq \| |f|^{\alpha} f\|_{L^r} < \infty \) because \( r > \frac{N\alpha}{2(\alpha+1)} \), so we need only study the integrability at
infinity. We fix any $1 \leq q \leq r$ such that $\frac{N\alpha}{2(\alpha + 1)} < q < \frac{N\alpha}{2}$, and we estimate $\|e^{(s-1)\Delta}|f|^\alpha f\|_{L^r} \leq (s-1)^{\frac{N\alpha}{2} + \frac{1}{\alpha} - 1} \|f\|_{L^0(\alpha+1)}^{\alpha + 1}$, so that

$$\int_2^\infty s^{-\frac{N\alpha}{2} + \frac{1}{\alpha} - 1} \|e^{(s-1)\Delta}|f|^\alpha f\|_{L^r} ds \leq C \|f\|_{L^0(\alpha+1)}^{\alpha + 1} \int_2^\infty s^{-\frac{N\alpha}{2} + \frac{1}{\alpha} - 1} ds < \infty,$$

which completes the proof. \square

4. Perturbations of singular solutions

In this section, we establish a perturbation result for solutions of (1.1) with singular initial values. More precisely, we start with a known solution $U$ of (1.1) which is classical for $t > 0$ and develops a singularity as $(t, x) \to (0, 0)$. For some domain $\Omega \subset \mathbb{R}^N$, which may be smaller than the domain where $U$ is defined but contains 0, we look for solutions $u$ of (1.3) of the the form

$$(4.1) \quad u(t, x) = \Psi(x) U(t, x) + w(t, x),$$

where $\Psi$ is a smooth function on $\Omega$, identically 1 near 0, and $w$ is bounded. Such a solution $u$ captures the initial singularity of $U$ near 0, modified by some bounded function $w(0, x)$.

Our motivating example is the case where $U$ is a radially symmetric regular self-similar solution, i.e a solution of (1.1) (on $\mathbb{R}^N$) of form $U(t, x) = t^{-\frac{N}{2}} f(\frac{|x|}{\sqrt{t}})$ with $f \in C^2([0, \infty))$. It is well known that $|f(r)| + (1 + r)|f'(r)| \leq C(1 + r^2)^{-\frac{N}{2}}$ for all $r > 0$ (see [10, Proposition 3.1]), which implies

$$(4.2) \quad |U(t, x)|^\alpha + |\nabla U(t, x)|^{\frac{N\alpha}{2}} \leq \frac{C}{t + |x|^2} \leq C \min \{t^{-1}, |x|^{-2}\}.$$

More generally, we consider a domain $\Omega \subset \mathbb{R}^N$, $\delta > 0$, $T > 0$, $A_1 \geq 0$, and a function $U : (0, T) \times \Omega \to \mathbb{R}$ which satisfies

$$(4.3) \quad U \text{ is } C^2 \text{ in } x \text{ and } C^1 \text{ in } t$$

$$(4.4) \quad U_t - \Delta U = |U|^\alpha U \text{ in } (0, T) \times \Omega$$

$$(4.5) \quad |U(t, x)|^\alpha \leq A_1 \min \{t^{-1}, |x|^{-2}\} \text{ in } (0, T) \times \Omega$$

$$(4.6) \quad |\nabla U(t, x)|^\alpha \leq A_1 \text{ in } (0, T) \times (\Omega \cap \{|x| > \delta\}).$$

If $w$ satisfies (4.1), then the equation for $w$ is

$$(4.7) \quad w_t - \Delta w = \mathcal{M}w$$

where

$$(4.8) \quad \mathcal{M}w = 2\nabla U \cdot \nabla \Psi + U \Delta \Psi + |\Psi U + w|^\alpha (\Psi U + w) - \Psi |U|^\alpha U.$$

The corresponding integral equation is given by

$$(4.9) \quad w(t) = e^{t \Delta} w_0 + \int_0^t e^{(t-s)\Delta} \mathcal{M}w(s) \, ds$$

where $w_0$ is a prescribed initial value. If indeed $w$ is a solution of equation (4.9), it necessarily vanishes on $\partial \Omega$ (if it is nonempty) for $t > 0$, and so in order for $u$ to vanish on $\partial \Omega$, we would need to require that $\Psi$ vanish on $\partial \Omega$. It turns out that such a condition on $\Psi$ is not needed for the construction of solutions $w$.

To solve equation (4.9), it is natural to use a contraction mapping argument. A quick look at (4.8) shows that the term $2\nabla U \cdot \nabla \Psi + U \Delta \Psi$ is easily controlled since
we suppose that $\Psi \equiv 1$ in a neighborhood of 0. On the other hand, assuming that $w$ is bounded and that $U$ is singular at $(t, x) = (0, 0)$, the remaining term behaves like $|U|^\alpha w$ near $(t, x) = (0, 0)$. The singularity allowed by (4.2) corresponds to the “critical case” and can be treated by the method used in [5, Theorem 6.1]. Unfortunately, this method only works for small data, and in particular for perturbations of small self-similar solutions.

Our solution to this difficulty is to use a contraction mapping argument in a class of functions $w$ that are sufficiently small as $(t, x) \to (0, 0)$ so as to balance the singularity of $|U|^\alpha$. The major problem is then to find a class of functions $w$ that have this behavior near 0, and which at the same time is preserved by the operator associated with the contraction mapping argument. To achieve this, we consider a class of functions of the form

$$\{w \in L^\infty((0, T) \times \Omega); |w| \leq \Theta\},$$

where the bounded function $\Theta$ tends to 0 as a power of $t$ as $t \to 0$, on some neighborhood of $x = 0$. As a consequence of this method, $w_0$ must vanish in a neighborhood of the origin.

Our main result in this section is the following.

**Theorem 4.1.** Let $\Omega$ be a domain of $\mathbb{R}^N$, possibly $\Omega = \mathbb{R}^N$, and $\delta > 0$. Suppose

$$\{ |x| < \delta \} \subset \Omega$$

and let $U$ satisfy (4.3)–(4.6). Let

$$\Psi \in C^2(\mathbb{R}^N) \cap W^{2, \infty}(\mathbb{R}^N), \quad 0 \leq \Psi \leq 1, \quad \Psi(x) = 1 \text{ on } \{ |x| < \delta \}$$

and let

$$w_0 \in L^\infty(\Omega), \quad w_0(x) = 0 \text{ a.e. on } \{ |x| < \delta \}.$$

It follows that there exist $T > 0$ and $w \in L^\infty((0, T) \times \Omega)$ such that the following properties hold.

(i) $Mw \in L^\infty((0, T) \times \Omega)$ where $Mw$ is defined by (4.8).

(ii) $w$ is a solution of equation (4.9). Moreover, $w$ is the unique solution of (4.9) in the class $\mathcal{E}$ defined by (4.47) below, where $\Theta$ is given by (4.26), $m$ satisfies (4.43), and $T$ satisfies (4.44), (4.45) and (4.46).

(iii) $\|w(t) - e^{t\Delta}w_0\|_{L^\infty} \leq Ct$ for $0 < t < T$.

**Remark 4.2.** For the purposes of Theorem 4.1, the right-hand side of equation (4.9) is interpreted as

$$\int_\Omega G_\Omega(t, x, y)w_0(y) \, dy + \int_0^t \int_\Omega G_\Omega(t - s, x, y)Mw(s, y) \, dy \, ds.$$

The above integrals are well defined for all $(t, x) \in (0, T) \times \Omega$, see Appendix A. The reason for this particular formulation is to avoid having to impose regularity conditions on $\Omega$.

For the proof of Theorem 4.1 we will use several lemmas. We first introduce auxiliary functions that will be crucial in the fixed-point argument.

**Lemma 4.3.** Let $\theta \in C^\infty(\mathbb{R}, \mathbb{R})$ be nondecreasing and satisfy

$$\begin{cases}
\theta(s) = 0 & s \leq 1 \\
\theta(s) = 1 & s \geq 2,
\end{cases}$$

(4.14)
let $\delta > 0$, and set $a_j = 2^{-j}\delta$ for $j \geq 0$. The sequence $(\chi_j)_{j \geq 0} \subset C^\infty(\mathbb{R}^N)$ defined by

$$(4.15) \quad \chi_j(x) = \theta\left(\frac{|x|}{a_j}\right).$$

satisfies the following properties.

(i) $\|\chi_j\|_{L^\infty} \leq 1$ for all $j \geq 0$.

(ii) $|x|^{-2}\chi_j(x) \leq a_j^{-2}\chi_j(x)$ for $x \in \mathbb{R}^N$ and all $j \geq 0$.

(iii) $e^{t\Delta}\chi_j \leq \chi_{j+1} + \frac{8}{N}e^{-\frac{n^2}{8t}}$ for all $j \geq 0$ and all $t \geq 0$.

(iv) $e^{t\Delta}(\cdot)^{-2}\chi_j \leq a_j^{-2}\chi_{j+1} + a_j^{-22}\frac{8}{N}e^{-\frac{n^2}{8t}}$ for all $j \geq 0$ and all $t \geq 0$.

**Proof.** Property (i) is immediate, as well as Property (ii) (since $\chi_j(x) = 0$ if $|x| \leq a_j$). Next, recall that, given $t, \nu > 0$

$$(4.16) \quad (4\pi t)^{-\frac{N}{2}} \int_{\mathbb{R}^N} e^{-\frac{|x|^2}{4\pi t}} dy = \nu^\frac{N}{2} \pi^{-\frac{N}{2}} \int_{\mathbb{R}^N} e^{-\frac{|y|^2}{4\pi \nu}} dy = \nu^\frac{N}{2}.$$

To prove (iii), note that

$$(4.17) \quad e^{t\Delta}\chi_j(x) = (4\pi t)^{-\frac{N}{2}} \int_{\mathbb{R}^N} e^{-\frac{|y|^2}{4\pi \nu}} \chi_j(x-y) dy.$$

We claim that if $|y| < a_{j+1}$, then

$$(4.18) \quad \chi_j(x-y) \leq \chi_{j+1}(x) \quad \text{for all} \quad x \in \mathbb{R}^N.$$

Indeed, since $\theta$ is nondecreasing,

$$(4.19) \quad \chi_j(x-y) = \theta\left(\frac{|x-y|}{a_j}\right) \leq \theta\left(\frac{|x|+|y|}{a_j}\right) \leq \theta\left(\frac{|x|+a_j+1}{a_j}\right)$$

If $|x| \leq a_{j+1}$, then $\frac{|x|+a_{j+1}}{a_j} \leq 1$, so that by (4.19), $\chi_j(x-y) = 0$; and so (4.18) holds. If $|x| \geq a_j$, then $\chi_{j+1}(x) = 1$, so that (4.18) holds. If $a_{j+1} \leq |x| \leq a_j$, then

$$\frac{|x|+a_{j+1}}{a_j} \leq \frac{2|x|}{a_j} = \frac{|x|}{a_{j+1}}$$

so that by (4.19) $\chi_j(x-y) \leq \theta\left(\frac{|x|}{a_{j+1}}\right) = \chi_{j+1}(x)$. This proves (4.18). We deduce from (4.18) and (4.16) with $\nu = 1$ that

$$(4.20) \quad (4\pi t)^{-\frac{N}{2}} \int_{\{|y| < a_{j+1}\}} e^{-\frac{|y|^2}{4\pi \nu}} \chi_j(x-y) dy \leq \chi_{j+1}(x).$$

Moreover, it follows from (i) and (4.16) with $\nu = 2$ that

$$(4.21) \quad \int_{\{|y| > a_{j+1}\}} e^{-\frac{|y|^2}{4\pi \nu}} \chi_j(x-y) dy \leq e^{-\frac{n^2}{8t}} \int_{\mathbb{R}^N} e^{-\frac{|y|^2}{4\pi \nu}} dy = (8\pi t)^{\frac{N}{2}} e^{-\frac{n^2}{8t}}.$$

Property (iii) follows from (4.17), (4.20) and (4.21), then Property (iv) follows from (ii) and (iii). 

We next establish an estimate for the nonhomogeneous heat equation with a right-hand side given in terms of the functions $\chi_j$. 

Lemma 4.4. Let \( m \geq 2 \) be an integer, \( \delta > 0 \), and let the sequence \( (\chi_j)_{j \geq 0} \) be defined by (4.15). Set

\[
(4.22) \quad h(s, x) = (|x|^{-2} + 1) \sum_{j=1}^{m} \frac{s^{j-1}}{j!} \chi_j(x) + (1 + s) s^{m-2}
\]

for \( s > 0 \) and \( x \in \mathbb{R}^N \). It follows that \( h \in C([0, \infty), L^\infty(\mathbb{R}^N)) \) and

\[
(4.23) \quad \int_0^t e^{(t-s)\Delta} h(s) \, ds \leq t^{\frac{s}{m}} (1 + a_m^{-2}) \left( t^{\frac{s}{m}} + \sum_{j=2}^{m} t^{\frac{j-1}{m}} \chi_j \right) + m 2^{\frac{s}{m}} (1 + a_m^{-2}) (1 + t^{\frac{m+1}{2}} e^{-\frac{8}{m} s e^{-\frac{a_m^2}{m}}} + 2 \frac{1}{m} + \frac{t}{m+2} t^2)
\]

for all \( t > 0 \).

Proof. The first property is immediate. Next, given \( 1 \leq j \leq m \) and \( 0 \leq s \leq t \), we deduce from Lemma 4.3 (iii) and (iv), and the inequalities \( a_m \leq a_j \) and \( a_{m+1} \leq a_{j+1} \), that

\[
e^{(t-s)\Delta} [(|x|^{-2} + 1) \chi_j] \leq (1 + a_m^{-2}) (\chi_{j+1} + 2^{\frac{s}{m}} e^{-\frac{a_m^2}{m}})
\]

It follows that

\[
(4.24) \quad \int_0^t s^{\frac{j-1}{m}} e^{(t-s)\Delta} [(|x|^{-2} + 1) \chi_j] \, ds \leq t^{\frac{j+1}{m}} (1 + a_m^{-2}) (\chi_{j+1} + 2^{\frac{s}{m}} e^{-\frac{a_m^2}{m}}) \\
\leq (1 + a_m^{-2}) (t^{\frac{j+1}{m}} \chi_{j+1} + (1 + t^{\frac{m+1}{2}}) 2^{\frac{s}{m}} e^{-\frac{a_m^2}{m}})
\]

for \( j \leq m \). Furthermore,

\[
(4.25) \quad \int_0^t e^{(t-s)\Delta} (1 + s) s^{m-2} \, ds = \int_0^t (1 + s) s^{m-2} \, ds = 2 \left( \frac{1}{m} + \frac{t}{m+2} t^2 \right) t\frac{m}{2}
\]

Estimate (4.23) follows from (4.22), (4.24), (4.25), and the property \( \chi_{m+1} \leq 1 \) \( \square \).

We now estimate \( Mw \) for functions \( w \) that are controlled in terms of the \( \chi_j \)'s.

Lemma 4.5. Let \( \Omega \) be a domain of \( \mathbb{R}^N \), possibly \( \Omega = \mathbb{R}^N \), and let \( \delta, \Psi \) and \( U \) satisfy the hypotheses of Theorem 4.1 (i.e., (4.10), (4.11), and (4.3)-(4.6)). Given \( K > 0 \) and \( m \geq 2 \), set

\[
(4.26) \quad \Theta(t, x) = \left( t^{\frac{s}{m}} + \sum_{j=1}^{m} t^{\frac{j-1}{m}} \chi_j \right) K
\]

for \( x \in \mathbb{R}^N \) and \( t \geq 0 \), where the sequence \( (\chi_j)_{j \geq 0} \) is defined by (4.15), and let

\[
(4.27) \quad 0 < T \leq \frac{1}{4}.
\]

If \( w \in L^\infty((0, T) \times \Omega) \) and \( |w| \leq \Theta \), then \( Mw \) defined by (4.8) belongs to \( L^\infty((0, T) \times \Omega) \). Moreover,

\[
(4.28) \quad |Mw| \leq A(1 + K^{\alpha+1}) h
\]

and, if \( z \in L^\infty((0, T) \times \Omega) \) and \( |z| \leq \Theta \), then

\[
(4.29) \quad |Mw - Mz| \leq A(1 + K^{\alpha+1}) \left| \frac{w - z}{\Theta} \right| h
\]
where \( h \) is defined by (4.22), and the constant \( A \) is independent of \( T, m, K, w \) and \( z \).

**Remark 4.6.** As indicated just before the statement of Theorem 4.1, the function \( \Theta \), here given by (4.26), is used to define the function space for the fixed point argument. See also formula (4.47) below. As such, \( \Theta \) has two key properties. The first of these is that \( \Theta(t, x) \) can balance any negative power of \( t \) in the region \( |x| \leq \delta 2^{-m} \) provided \( m \) is chosen sufficiently large. Indeed, \( \Theta(t, x) = K t^{\frac{x}{2}} \) for \( t \geq 0 \) and \( |x| \leq \delta 2^{-m} \). The second key property is that \( \Theta(0, x) \geq K \) if \( |x| \geq \delta \), so that if \( w_0 \in L^\infty(\Omega) \) vanishes in a neighborhood of \( 0 \), then \( \Theta(0, x) \geq w_0 \) if \( \delta \) is chosen sufficiently small and \( K \) is chosen sufficiently large. Indeed, \( \Theta(t, x) = K \sum_{j=0}^m t^j \geq K \) for \( t \geq 0 \) and \( |x| \geq \delta \).

**Proof of Lemma 4.5.** It follows from (4.26), (4.15) and (4.27) that if \( t \leq T \), then

\[(4.30) \quad \|\Theta(t)\|_{L^\infty(\mathbb{R}^N)} \leq K \sum_{j=0}^m t^j = K \frac{1 - t^{m+1}}{1 - t} \leq 2K.\]

Moreover, we deduce from (4.22) that

\[(4.31) \quad \Theta(t) \leq Kh.\]

We note that by (4.5), (4.6) and the fact that \( \nabla \Psi \) vanishes for \( |x| < \delta \) (by (4.11))

\[(4.32) \quad |2 \nabla U \cdot \nabla \Psi + U \Delta \Psi| \leq A_1^T (2 + \delta^{-\frac{x}{2}})(|\nabla \Psi| + |\Delta \Psi|).\]

Next

\[(4.33) \quad \|\Psi U + w\|^\alpha(\Psi U + w) - \Psi |U|^\alpha U| \leq \|\Psi U + w\|^\alpha(\Psi U + w) - \Psi |U|^\alpha U| + (1 - \Psi^\alpha)|U|^\alpha + 1.\]

We estimate the first term on the right-hand side of (4.33) by using the elementary inequalities \( |z_1|^\alpha z_1 - |z_2|^\alpha z_2| \leq (\alpha + 1)(|z_1|^\alpha + |z_2|^\alpha)|z_1 - z_2| \) and \( |z_1 + z_2|^\alpha \leq 2\alpha^2(|z_1|^\alpha + |z_2|^\alpha) \); and we estimate the second term by using the fact that, by (4.5), \( |U|^\alpha \) is bounded on the support of \( 1 - \Psi^\alpha \), uniformly in \( t \). We obtain

\[(4.34) \quad \|\Psi U + w\|^\alpha(\Psi U + w) - |\Psi U|^\alpha |U| \leq 2\alpha^2(\alpha + 1)(|U|^\alpha + |w|^\alpha)|w|\]

\[(4.35) \quad (1 - \Psi^\alpha)|U|^\alpha + 1 \leq A_1^{\alpha + 1} \delta^{-\frac{2\alpha(\alpha + 1)}{\alpha}} (1 - \Psi^\alpha)|U|\Psi.\]

Therefore, by (4.8), (4.32), (4.33), (4.34) and (4.35), there exists a constant \( A_2 \) independent of \( t, x \) and \( w \) such that

\[(4.36) \quad |Mw| \leq A_2((1 - \Psi^\alpha)|\nabla \Psi| + |\Delta \Psi|) + A_2(|U|^\alpha + |w|^\alpha)|w|.\]

Note that \( (1 - \Psi^\alpha)|\nabla \Psi| + |\Delta \Psi| \leq 3||\Psi||_{W^{2,\infty}} \) and vanishes on \( \{|x| \leq \delta\} \). Therefore, we deduce from (4.15) that

\[(4.37) \quad (1 - \Psi^\alpha)|\nabla \Psi| + |\Delta \Psi| \leq 3||\Psi||_{W^{2,\infty}} \chi_1 \leq 3||\Psi||_{W^{2,\infty}} h.\]

Moreover, (4.30) and (4.31) imply

\[(4.38) \quad |w|^\alpha + 1 \leq \|\Theta\|^\alpha_{L^\infty} \Theta \leq (2K)^\alpha \Theta \leq 2\alpha^1 K^{\alpha + 1} h.\]

In addition, (4.5) implies

\[
\frac{|U|^\alpha}{KA_1} \Theta = \frac{|U|^\alpha}{A_1} t^\frac{x}{2} + \frac{|U|^\alpha}{A_1} \sum_{j=1}^m t^{\frac{x}{2}} \chi_j \leq t^{-2} t^\frac{x}{2} + \frac{|x|}{t} \sum_{j=1}^m \frac{x}{2} \chi_j \leq h
\]
so that
\[(4.39) \quad |U|^\alpha \leq |U|^\alpha \Theta \leq KA_1 h.\]

Estimate (4.28) follows from (4.36), (4.37), (4.38) and (4.39).

Next, given \(w_1, w_2 \in L^\infty((0, T) \times \mathbb{R}^N)\) with \(|w_1|, |w_2| \leq \Theta\), we deduce from (4.8) that
\[
|\mathcal{M}w_1 - \mathcal{M}w_2| = |\Psi U + w_1|^\alpha(\Psi U + w_1) - |\Psi U + w_2|^\alpha(\Psi U + w_2)
\]
so that (for some constant \(A_3\))
\[
(4.40) \quad |\mathcal{M}w_1 - \mathcal{M}w_2| \leq A_3(|U|^\alpha + |w_1|^\alpha + |w_2|^\alpha)|w_1 - w_2| = A_3(|U|^\alpha + |w_1|^\alpha + |w_2|^\alpha)\Theta |w_1 - w_2|.
\]

Since \(|w_j|^\alpha \Theta \leq \|\Theta\|^\alpha_{L^\infty} \Theta \leq (2K)^{\alpha+1} h\) by (4.38) and \(|U|^\alpha \Theta \leq KA_1 h\) by (4.39), estimate (4.29) follows from (4.40) by possibly choosing \(A\) larger still independent of \(K\) (and using the inequality \(K + K^{\alpha+1} \leq 2(1 + K^{\alpha+1})\)).

We now can prove Theorem 4.1 by using a fixed point argument.

**Proof of Theorem 4.1.** We set
\[
(4.41) \quad K = 2\|w_0\|_{L^\infty}
\]
and
\[
(4.42) \quad B = (1 + K^{\alpha+1})A,
\]
where \(A\) is given by Lemma 4.5. We now choose an integer \(m \geq 2\) sufficiently large so that
\[
(4.43) \quad \frac{4}{m} \leq \frac{K}{4B}.
\]

Next, we fix \(T\) satisfying (4.27) sufficiently small so that
\[
(4.44) \quad 2^\frac{\alpha}{2} e^{-\frac{\alpha^2}{2}} \leq \frac{1}{2} \frac{2^m}{\pi} \text{ for all } 0 < t \leq T
\]
\[
(4.45) \quad T^\frac{\alpha}{2}(1 + a_m^{-2}) \leq \frac{K}{4B}
\]
\[
(4.46) \quad m2^\frac{\alpha}{2}(1 + a_m^{-2})(1 + \frac{m+1}{2})e^{-\frac{\alpha^2}{2}} \leq \frac{K}{4B} t^\frac{m}{2} \text{ for all } 0 < t \leq T.
\]

We let \(\Theta\) be defined by (4.26) with \(K\) given by (4.41) and we define the set \(\mathcal{E}\) by
\[
(4.47) \quad \mathcal{E} = \{w \in L^\infty((0, T) \times \Omega); |w| \leq \Theta\}.
\]

Given \(w, z \in \mathcal{E}\) we set
\[
\text{d}(w, z) = \frac{\|w - z\|}{\Theta}_{L^\infty((0, T) \times \Omega)}
\]
so that \((\mathcal{E}, \text{d})\) is a complete metric space.

By (4.12), we have \(|w_0| \leq \|w_0\|_{L^\infty} \chi_0\), and we deduce from Lemma 4.3 (iii), (4.41), and (4.44) that
\[
(4.48) \quad e^{t\Delta_0} |w_0| \leq \frac{K}{2} (\chi_1 + 2^\frac{\alpha}{2} e^{-\frac{\alpha^2}{2}}) \leq \frac{K}{2} \chi_1 + \frac{K}{4} t^\frac{\alpha}{2}
\]
for all \(0 < t \leq T\). Moreover, it follows from (4.28) and (4.42) that
\[
(4.49) \quad |\mathcal{M}w| \leq Bh \quad w \in \mathcal{E}
\]
yields the following result.

\[ |\mathcal{M}w - \mathcal{M}z| \leq B d(w, z)h \quad w, z \in \mathcal{E} \]

where \( h \) is defined by (4.22). In particular, we see that \( \mathcal{M}w \in L^\infty((0, T) \times \Omega) \) for all \( w \in \mathcal{E} \). We define \( \Phi : \mathcal{E} \to L^\infty((0, T) \times \Omega) \) by

\[ \Phi(w)(t) = e^{t \Delta \alpha} w_0 + \mathcal{F}(\mathcal{M}w)(t) \]

for \( w \in \mathcal{E} \), where

\[ \mathcal{F}(f)(t) = \int_0^t e^{(t-s)\Delta \alpha} f(s) \, ds \]

for \( f \in L^\infty((0, T) \times \Omega) \). It follows from (4.23) and (4.27) that

\[
|\mathcal{F}(h)(t)| \leq T^{\frac{\alpha}{2}} (1 + a_m^{-2}) \left( t^{\frac{m}{2}} + \sum_{j=2}^{\infty} t^{\frac{j-1}{2}} \chi_j \right) \\
+ m2^N (1 + a_m^{-2})(1 + t^{\frac{m+1}{2}}) e^{-\frac{a_m^2}{m}} + \frac{4}{m} t^{\frac{m}{2}}.
\]

Applying (4.45), (4.46), and (4.43) we deduce that

\[ |\mathcal{F}(h)(t)| \leq \frac{3K}{4B} t^{\frac{m}{2}} + \frac{K}{4B} \sum_{j=2}^{\infty} t^{\frac{j-1}{2}} \chi_j. \]

It follows from (4.51), (4.48), (4.49), and (4.52) that

\[ |\Phi(w)(t)| \leq K t^{\frac{m}{2}} + \frac{K}{2} \chi_1 + \frac{K}{4} \sum_{j=2}^{\infty} t^{\frac{j-1}{2}} \chi_j \leq \Theta \]

where the last inequality follows from (4.26).

Similarly, applying (4.51), (4.50), and (4.52) we obtain

\[ |\Phi(w) - \Phi(z)| \leq \frac{3K}{4} \left( t^{\frac{m}{2}} + \sum_{j=2}^{\infty} t^{\frac{j-1}{2}} \chi_j \right) d(w, z) \leq \frac{3}{4} \Theta d(w, z). \]

Estimate (4.53) implies that \( \Phi : \mathcal{E} \to \mathcal{E} \), then (4.54) implies that \( \Phi \) is a strict contraction. Thus \( \Phi \) has a unique fixed point \( w \in \mathcal{E} \), which proves property (ii). Since \( w \in \mathcal{E} \), we have \( \mathcal{M}w \in L^\infty((0, T) \times \Omega) \) by (4.49), which proves property (i). Property (iii) follows, see Lemma A.2.

5. Perturbations of self-similar solutions

Consider the equation (1.1) set on \( \mathbb{R}^N \). Theorem 4.1 yields the following result.

**Theorem 5.1.** Let \( N \geq 1 \) and \( \alpha > 0 \). Suppose \( U \) is a radially symmetric, regular self-similar solution of (1.1) on \( \mathbb{R}^N \) with initial value \( \mu|x|^{-\frac{N}{2}} \), for some \( \mu \in \mathbb{R} \), in the sense (3.5). Let \( u_0 \in L^\infty_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \cap L^\infty(\{|x| > 1\}) \) and suppose that there exists \( \delta > 0 \) such that

\[ u_0(x) = \mu|x|^{-\frac{N}{2}}, \quad |x| < \delta. \]

It follows that there exist \( T > 0 \) and a solution \( u \in C((0, T], C_{b, u}(\mathbb{R}^N)) \) of (1.1) on \( \mathbb{R}^N \) such that \( u(t) \to u_0 \) as \( t \to 0 \) in \( L^p_{\text{loc}}(\mathbb{R}^N \setminus \{0\}) \) for all \( 1 \leq p < \infty \). Moreover, the following properties hold.
(i) \( u - U \in L^\infty((0, T) \times \mathbb{R}^N) \) and there exists a constant \( C \) such that
\[
\|u(t) - U(t) - e^{\Delta t}(u_0 - \mu \cdot x^{-\frac{2}{N}})\|_{L^\infty} \leq Ct
\]
for all \( 0 < t < T \).

(ii) If \( \alpha > \frac{2}{N} \), then \( u \) is a solution of the integral equation
\[
u(t) = e^{\Delta t}u_0 + \int_0^t e^{(t-s)\Delta}|u(s)|^\alpha u(s) \, ds
\]
where the integral is convergent in \( L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N) \) for all \( 1 \leq r < \frac{N\alpha}{2} \) and each term is in \( C((0, T), C_b, a(\mathbb{R}^N)) \). Moreover, the map \( t \mapsto u(t) - e^{\Delta t}u_0 \) is in \( C((0, T), L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)) \) for all \( 1 \leq r < \frac{N\alpha}{2} \).

(iii) If
\[
\text{ess sup}_{|x|>R} |u_0(x)| \longrightarrow 0 \quad R \rightarrow \infty
\]
then \( u \in C((0, T), C_b, a(\mathbb{R}^N)) \).

\textbf{Remark 5.2.} In part (ii) of Theorem 5.1, if in addition \( u_0 \in L^r(\mathbb{R}^N) \) for some \( r \geq 1 \) such that \( \frac{N\alpha}{2(\alpha+1)} < r < \frac{N\alpha}{2} \), we expect that the solution \( u \) will be in \( C([0, T), L^r(\mathbb{R}^N)) \), instead of \( C((0, T), L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)) \) as stated. The obstacle to proving this is that the function \( \Theta \) in the proof of Theorem 4.1 (see formula (4.26)) does not decay to 0 at infinity.

Remark 5.3. Suppose \( U^1 \neq U^2 \) are two radially symmetric, regular self-similar solutions of (1.1) on \( \mathbb{R}^N \) with the same initial value \( \mu|x|^{-\frac{2}{N}} \), where \( \mu \in \mathbb{R} \), in the sense (3.5). Suppose \( u^1, u^2 \) are solutions of (1.1) on \( (0, T) \), which are perturbations of the solutions \( U^1, U^2 \), respectively, in the sense of Theorem 5.1, with the same initial value \( u_0 \). It follows that \( u^1 \neq u^2 \). More precisely,
\[
\liminf_{t \downarrow 0} t^\frac{\alpha}{2}|u^1(t, 0) - u^2(t, 0)| > 0.
\]
This is clear, since \( U^1, U^2 \) correspond to two profiles \( f^1, f^2 \) with \( f^1(0) \neq f^2(0) \). Otherwise, \( f = f^2 \), cf. equation (3.3)-(3.4). Therefore, \( t^\frac{\alpha}{2}|U^1(t, 0) - U^2(t, 0)| = |f^1(0) - f^2(0)| \neq 0 \). Since \( |u^1(t, 0) - U^1(t, 0)| \) is bounded by (5.2), the lower estimate (5.5) follows.

\textbf{Proof of Theorem 5.1.} Let
\[
u_0(x) = u_0(x) - \mu|x|^{-\frac{2}{N}} = \begin{cases} 0 & |x| < \delta \\ u_0(x) - \mu|x|^{-\frac{2}{N}} & |x| > \delta. \end{cases}
\]
Applying Theorem 4.1 with \( \Omega = \mathbb{R}^N \) and \( \Psi \equiv 1 \), it follows that there exist \( T > 0 \) and a function \( w \in L^\infty((0, T) \times \mathbb{R}^N) \) such that \( \mathcal{M}w \in L^\infty((0, T) \times \mathbb{R}^N) \), which is a solution of (4.9). Note that, since \( \Psi \equiv 1 \) on \( \mathbb{R}^N \), we have
\[
\mathcal{M}w = |u|^\alpha u - |U|^\alpha U,
\]
where
\[
u = U + w.
\]
We claim that \( u \) is a classical solution of (1.1) on \( (0, T) \times \mathbb{R}^N \). To see this, we first observe, as shown in Appendix B, that equation (4.9) implies that \( w \in \).
for all $0 \leq t \leq T - \tau$. Since $U$ is a classical solution of (1.1) on $(0, \infty) \times \mathbb{R}^N$, we have

$$(5.9) \quad U(t + \tau) = e^{t\Delta}U(\tau) + \int_0^t e^{(t-s)\Delta} |U(\tau + s)|^\alpha U(\tau + s) \, ds$$

for all $t \geq 0$. Since $|w|^{\alpha}w$ and $|U|^{\alpha}U$ both belong to $C([\tau, T], C_{b,u}(\mathbb{R}^N))$, we deduce from (5.6), (5.7), (5.8) and (5.9) that $u \in C((0,T], C_{b,u}(\mathbb{R}^N))$ satisfies

$$(5.10) \quad u(t + \tau) = e^{t\Delta}u(\tau) + \int_0^t e^{(t-s)\Delta} |u(\tau + s)|^\alpha u(\tau + s) \, ds$$

for all $0 \leq t \leq T - \tau$. Applying Theorem C.1, we conclude that $u$ is indeed a classical solution of (1.1) on $(0, T) \times \mathbb{R}^N$. Moreover, $\|u(t) - e^{t\Delta}w_0\|_{L^\infty} \to 0$ as $t \downarrow 0$ by Theorem 4.1 (iii), and it follows (see Lemma A.1) that $w(t) \to w_0$ in $L^p_{loc}(\mathbb{R}^N)$ for all $1 \leq p < \infty$. Applying Proposition 3.1, we conclude that $u(t) \to w_0$ in $L^p_{loc}(\mathbb{R}^N \setminus \{0\})$, which proves the first part of Theorem 5.1.

Property (i) follows from Theorem 4.1 (iii), since $u(t) - U(t) - e^{t\Delta}(u_0 - \mu \cdot |\cdot|^{-\frac{2}{\alpha}}) = w(t) - e^{t\Delta}w_0$.

Next, we prove Property (ii), so we assume $\alpha > \frac{N}{2}$. Since $w_0 = u_0 - \mu \cdot |\cdot|^{-\frac{2}{\alpha}}$, it follows from equation (4.9), and (5.6)-(5.7) that

$$(5.11) \quad u(t) = U(t) + e^{t\Delta}u_0 - \mu e^{t\Delta} \cdot |\cdot|^{-\frac{2}{\alpha}} + \int_0^t e^{(t-s)\Delta}(|u|^{\alpha}u - |U|^{\alpha}U)(s) \, ds.$$ 

Note that $|u|^{\alpha}u - |U|^{\alpha}U = \mathcal{M}w \in L^\infty((0,T) \times \mathbb{R}^N)$, so that the integral on the right-hand side of (5.11) is in $C([0,T], C_{b,u}(\mathbb{R}^N))$ by Lemma B.3. We claim that

$$(5.12) \quad \int_0^t e^{(t-s)\Delta}(|u|^{\alpha}u - |U|^{\alpha}U)(s) = \int_0^t e^{(t-s)\Delta}(|u|^{\alpha}u(s) - \int_0^t e^{(t-s)\Delta} |U|^{\alpha}U(s)$$

where the integrals in the right-hand side of (5.12) are convergent in $L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)$ for all $1 \leq r < \frac{N\alpha}{2}$. Indeed, by Proposition 3.1, the second integral is convergent in $L^p(\mathbb{R}^N)$ for all $p \geq 1, p > \frac{N\alpha}{2(\alpha+1)}$. Moreover,

$$|||u|^{\alpha}u| \leq C(|U|^{\alpha+1} + |w|^{\alpha+1}).$$

Since

$$(5.13) \quad ||U(s)||^{\alpha+1}_{L^{(\alpha+1)r}} = s^{-\frac{\alpha+1}{\alpha} + \frac{N}{2r}} ||f||^{\alpha+1}_{L^{(\alpha+1)r}}$$

for all $s > 0, -\frac{\alpha+1}{\alpha} + \frac{N}{2r} > -1$, and $w \in L^\infty((0,T) \times \mathbb{R}^N)$, we see that the first integral is convergent in $L^p(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)$. Now if $p$ is as above and $1 \leq r \leq \frac{N\alpha}{2(\alpha+1)}$, we have $L^p(\mathbb{R}^N) \hookrightarrow L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)$, so that both integrals are convergent in $L^r(\mathbb{R}^N) + L^\infty(\mathbb{R}^N)$. This proves the claim (5.12). Equation (5.3) follows from (5.11), (3.7) and (5.12), hence Property (ii) is established.

We finally prove Property (iii), so we assume (5.14). We use a comparison argument. Let $\xi \in C_0^\infty(\mathbb{R}^N)$ satisfy $0 \leq \xi \leq 1$ and $\xi(x) = 1$ for $|x| \leq 1$, and set

$$(5.14) \quad D = ||\mathcal{M}w||_{L^\infty((0,T) \times \mathbb{R}^N)}.$$
It follows from (5.6)-(5.7) that \((1 - \xi)|Mw| \leq C(1 - \xi)(|U|^\alpha + |w|^\alpha)|w|\). Since \(U\) is bounded on the support of \(1 - \xi\), we deduce that

\[
(1 - \xi)Mw = (1 - \xi)\rho w
\]

for some \(\rho \in L^\infty((0, T) \times \mathbb{R}^N)\), and we let

\[
K = \|\rho\|_{L^\infty}.
\]

On the other hand, it follows from (5.4) that there exists \(z_0 \in C_0(\mathbb{R}^N)\) such that

\[
|\rho|_0 \leq z_0
\]
a.e. We let \(w \in C([0, T], C_0(\mathbb{R}^N))\) be the solution of

\[
\begin{cases}
    z_t - \Delta z = D\xi + Kz \\
    z(0) = z_0
\end{cases}
\]

so that \(z \geq 0\), and \(z\) is smooth on \((0, T) \times \mathbb{R}^N\). Moreover, it follows from (5.14) and (5.16) that

\[
D\xi + Kz \geq |Mw|\xi + (1 - \xi)\rho z.
\]

Note also that both \(u\) and \(U\) are classical solutions of (1.1) on \((0, T) \times \mathbb{R}^N\), so that \(w_t - \Delta w = Mw\) on \((0, T) \times \mathbb{R}^N\). Setting \(W = w - z\) and applying (5.18), (5.19), and (5.15), we deduce that

\[
W_t - \Delta W - (1 - \xi)\rho W = -D\xi - Kz + \xi Mw + (1 - \xi)[Mw - \rho w] \leq -([Mw] - Mw)\xi + (1 - \xi)[Mw - \rho w] = -([Mw] - Mw)\xi \leq 0.
\]

Let now \(\varphi(x) = \exp(-\sqrt{1 + |x|^2})\), so that \(\Delta \varphi \leq 2\varphi\). Multiplying (5.20) by \(\varphi W^+\), where \(W^+ = \max\{W, 0\}\) is the positive part of \(W\), and integrating by parts, we obtain

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^N} \varphi(W^+)^2 &\leq \int_{\mathbb{R}^N} (1 - \xi)\rho \varphi(W^+)^2 - \int_{\mathbb{R}^N} \nabla W^+ \cdot \nabla [\varphi W^+] \\
&\leq K \int_{\mathbb{R}^N} \varphi(W^+)^2 - \int_{\mathbb{R}^N} W^+ \nabla (W^+) \cdot \nabla \varphi \\
&= K \int_{\mathbb{R}^N} \varphi(W^+)^2 + \frac{1}{2} \int_{\mathbb{R}^N} (W^+)^2 \Delta \varphi \\
&\leq (K + 2) \int_{\mathbb{R}^N} \varphi(W^+)^2.
\end{align*}
\]

Note that all the above calculations are justified by the exponential decay of \(\varphi\). Moreover, it follows from (5.2) that \(\|w(t) - e^{t\Delta}w_0\|_{L^\infty} \to 0\) as \(t \to 0\). Since \(w_0 \in L^\infty(\mathbb{R}^N)\), we also have \(e^{t\Delta}w_0 \to w_0\) in \(L^1_{\text{loc}}(\mathbb{R}^N)\), so that \(W(t) \to w_0 - z_0\) in \(L^1_{\text{loc}}(\mathbb{R}^N)\). Since \(W \in L^\infty((0, T) \times \mathbb{R}^N)\), we deduce that

\[
\int_{\mathbb{R}^N} \varphi(W^+)^2 \to 0 \quad \text{and} \quad \int_{\mathbb{R}^N} \varphi([w_0 - z_0]^+)^2 = 0.
\]

This, together with inequality (5.21), implies that \(W^+ \equiv 0\), so that \(w \leq z\). A similar calculation with \(\tilde{W} = -w - z\) shows that \(\tilde{w} \geq -z\). Thus we see that \(|w| \leq z\). It follows in particular that \(|w - e^{t\Delta}w_0| \leq z + e^{t\Delta}z_0 \in C([0, T], C_0(\mathbb{R}^N))\). Since \(w - e^{t\Delta}w_0 \in C([0, T], C_{b, u}(\mathbb{R}^N))\), we obtain \(w - e^{t\Delta}w_0 \in C([0, T], C_0(\mathbb{R}^N))\), and Property (iii) easily follows. \(\square\)
Proof of Theorem 1.1. To show the existence of multiple solutions, apply Theorem 5.1 to each of the infinitely many radially symmetric regular self-similar solutions of (1.1) given by Proposition 3.1. The corresponding solutions are distinct by Remark 5.3. Setting $\mu_0 = 0$ if $\alpha \leq \frac{2}{N}$, and $\mu_0 = [\alpha [\frac{1}{2} \cdot | \frac{1}{2} |] (0)]^{-1}$ if $\alpha > \frac{2}{N}$, the fact that there is no local nonnegative solutions if $u_0 \geq 0$ and $\mu > \mu_0$ follows from Corollary 2.7.

Remark 5.4. We can let $\mu = 0$ in Theorem 1.1. In particular, if we let $u_0 \in L^\infty (\mathbb{R}^N)$ which vanishes in a neighborhood of 0, then we obtain infinitely many sign-changing solutions of (1.1) (which have a singularity as $t \to 0$). This extends the nonuniqueness results of [10, 27], which correspond to $u_0 \equiv 0$.

6. Sign-changing solutions on domains

Let $\Omega$ be a bounded, smooth domain of $\mathbb{R}^N$ and assume $0 \in \Omega$. We consider the equation (1.3) and we look for singular solutions that behave like perturbations of self-similar solutions.

Theorem 6.1. Let $\Omega$ be a bounded, smooth domain of $\mathbb{R}^N$, $N \geq 1$, and let $\alpha > 0$. Suppose $U$ is a radially symmetric, regular self-similar solution of (1.1) on $\mathbb{R}^N$ with initial value $\mu|x|^{-\frac{\alpha}{2}}$, for some $\mu \in \mathbb{R}$, in the sense (3.5). Suppose that there exists $\delta > 0$ such that $\{|x| < \delta\} \subset \Omega$ and let $u_0 \in L^\infty (\Omega \cap \{|x| > \delta\})$ such that

$$u_0(x) = \mu|x|^{-\frac{\alpha}{2}} \quad |x| < \delta.$$ 

It follows that there exists $T > 0$ and a solution $u \in C((0, T], C_0(\Omega))$ of (1.3) such that $u(t) \to u_0$ as $t \to 0$ in $L^p(\Omega \cap \{|x| > \varepsilon\})$ for all $\varepsilon > 0$ and all $p < \infty$. Moreover, the following properties hold.

(i) $u - U \in L^\infty ((0, T) \times \Omega)$.

(ii) If $\alpha > \frac{2}{N}$, then $u$ is a solution of the integral equation (1.4) where the integral is convergent in $L^r(\Omega)$ for all $1 \leq r < \frac{N\alpha}{2N}$, and each term is in $C((0, T], C_0(\Omega))$. Moreover, $u(t) \to u_0$ as $t \to 0$ in $L^r(\Omega)$ for all $1 \leq r < \frac{N\alpha}{2N}$.

Remark 6.2. Suppose $U^1 \neq U^2$ are two radially symmetric, regular self-similar solutions of (1.1) on $\mathbb{R}^N$ with the same initial value $\mu|x|^{-\frac{\alpha}{2}}$, where $\mu \in \mathbb{R}$, in the sense (3.5). Suppose $u^1, u^2$ are solutions of (1.1) on $(0, T)$, which are perturbations of the solutions $U^1, U^2$, respectively, in the sense of Theorem 6.1. It follows that $u^1 \neq u^2$. More precisely, estimate (5.5) holds. This follows from the argument of Remark 5.3.

Proof of Theorem 6.1. We let $\nu > 0$ be sufficiently small so that $\{|x| < \delta + \nu\} \subset \Omega$, we fix a function $\Psi \in C_0^\infty (\Omega)$ such that $0 \leq \Psi \leq 1$, $\Psi(x) = 1$ for $|x| \leq \delta$, $\Psi(x) = 0$ for $|x| \geq \delta + \nu$, and we define $w_0 \in L^\infty (\Omega)$ by

$$w_0(x) = u_0(x) - \mu|x|^{-\frac{\alpha}{2}} \Psi(x).$$

We see in particular that

$$w_0(x) = 0 \quad \text{if} \quad |x| \leq \delta.$$ 

Applying Theorem 4.1, it follows that there exist $T > 0$ and a function $w \in L^\infty ((0, T) \times \Omega)$ such that $\mathcal{M}w \in L^\infty ((0, T) \times \Omega)$, which is a solution of (4.9) with

$$\mathcal{M}w = 2\nabla U \cdot \nabla \Psi + U \Delta \Psi + |u|^\nu u - \Psi |U|^\nu U.$$

where
\begin{equation}
(6.5) \quad u = \Psi U + w.
\end{equation}

Note that $Mw \in L^q((0, T) \times \Omega) = L^q((0, T), L^q(\Omega))$, for every $q < \infty$, so it follows easily from equation (4.9) that $w \in C((0, T], C_0(\Omega))$, $w = e^{t\Delta u}w_0 \in C([0, T], C_0(\Omega))$ and that, given any $0 < \tau < T$,
\begin{equation}
(6.6) \quad w(t + \tau) = e^{t\Delta u}w(\tau) + \int_0^t e^{(t-s)\Delta u}Mw(s) \, ds
\end{equation}
for $0 \leq t \leq T - \tau$. Moreover, $V = \Psi U$ is $C^1$ in $t$, $C^2$ in $x$, vanishes on a compact subset of $\Omega$, and satisfies the equation
\begin{equation}
(6.7) \quad V(t + \tau) = e^{t\Delta u}V(\tau) + \int_0^t e^{(t-s)\Delta u}(-Mw + |u|^\alpha u) (\tau + s) \, ds
\end{equation}
for $t \geq 0$. Summing (6.6) and (6.7), we deduce that $u \in C((0, T], C_0(\Omega))$ satisfies
\begin{equation}
(6.8) \quad u(t + \tau) = e^{t\Delta u}u(\tau) + \int_0^t e^{(t-s)\Delta u}(|u|^\alpha u)(\tau + s) \, ds
\end{equation}
for $0 \leq t \leq T - \tau$. By standard regularity (see e.g. Theorem C.5), $u$ is a classical solution of (1.3) on $(0, T) \times \Omega$. In addition, it follows from (6.2) and (6.5) that
\begin{equation}
(6.9) \quad u(t) - u_0 = \Psi(u(t) - \mu|.|^{-\frac{\alpha}{2}}) + w(t) - e^{t\Delta u}w_0 + e^{t\Delta u}w_0 - w_0.
\end{equation}

We have $\|w(t) - e^{t\Delta u}w_0\|_{L^\infty} \to 0$ as $t \downarrow 0$ by Theorem 4.1 (iii). Moreover, $w_0 \in L^\infty(\Omega)$, so that $\|e^{t\Delta u}w_0 - w_0\|_{L^p} \to 0$ as $t \downarrow 0$, for all $p < \infty$. Also, $U(t) - \mu|.|^{-\frac{\alpha}{2}} \to 0$ as $t \downarrow 0$ uniformly on $\{|x| > \varepsilon\}$ for every $\varepsilon > 0$, and this proves the first part of the statement.

Next, we observe that by (6.5), $u - U = (\Psi - 1)U + w$. Since $1 - \Psi$ vanishes in a neighborhood of 0, it follows that $(\Psi - 1)U \in L^\infty((0, \infty) \times \mathbb{R}^N)$. Moreover, $w \in L^\infty((0, T) \times \mathbb{R}^N)$, and Property (i) follows.

We now prove Property (ii), so we suppose $\alpha > \frac{2}{N}$. It follows in particular (see Proposition 3.1) that $U(t) \to \mu|.|^{-\frac{\alpha}{2}}$ in $L^p(\Omega)$ as $t \downarrow 0$, for all $1 \leq p < \frac{N\alpha}{2}$. Therefore, we deduce from (6.9) that $u(t) \to u_0$ likewise. Moreover, $u \in C((0, T], C_0(\Omega))$ is a solution of (1.3), so that
\begin{equation}
(6.10) \quad u(t) = e^{(t-\varepsilon)\Delta u}u(\varepsilon) + \int_\varepsilon^t e^{(t-s)\Delta u} |u|^{\alpha} u(s) \, ds
\end{equation}
for all $0 < \varepsilon < t < T$. Since $u(t) \to u_0$ in $L^1(\Omega)$, we see that
\begin{equation}
(6.11) \quad e^{(t-\varepsilon)\Delta u}u(\varepsilon) \xrightarrow{\varepsilon \downarrow 0} e^{t\Delta u}u_0
\end{equation}
in $L^\infty(\Omega)$. Let now $1 \leq r < \frac{N\alpha}{2}$ and let $\frac{N\alpha}{2(\alpha+1)} \leq p < \frac{N\alpha}{2}$ be such that $p \geq r$. We have $|u|^{\alpha+1} \leq C(|U|^{\alpha+1} + |w|^{\alpha+1})$, and $|w|^{\alpha+1}$ is bounded in $L^\infty(\Omega)$, hence in $L^r(\Omega)$. Moreover, $\|U|^{\alpha+1}\|_{L^r}$, hence $\|U|^{\alpha+1}\|_{L^r}$, is integrable on $(0, T)$, see formula (5.13). Therefore, one easily passes to the limit in (6.10) as $\varepsilon \downarrow 0$ and obtain equation (1.4), where the integral is convergent in $L^r(\Omega)$ for all $1 \leq r < \frac{N\alpha}{2}$. Since the first two terms in (1.4) are in $C((0, \infty), C_0(\Omega))$, so is the integral term. This proves Property (ii). \qed
Proof of Theorem 1.2. Without loss of generality, we suppose \( x_0 = 0 \). To show the existence of multiple solutions, apply Theorem 6.1 to each of the infinitely many radially symmetric regular self-similar solutions of (1.1) given by Proposition 3.1, with \( u_0(x) = \mu c(x)|x|^{-\frac{2}{N}} \). The corresponding solutions are distinct by Remark 6.2. Setting \( \mu_0 = 0 \) if \( \alpha \leq \frac{2}{N} \), and \( \mu_0 = \frac{\alpha^N}{\alpha^N + \frac{2}{N}}(1 - \frac{2}{N}) \) if \( \alpha > \frac{2}{N} \), the fact that there is no local nonnegative solutions if \( u_0 > 0 \) and \( \mu > \mu_0 \) follows from Corollary 2.7.

Remark 6.3. If we apply Theorem 1.2 in the case \( \mu = 0 \), we obtain a nonuniqueness result for equation (1.3) with initial values \( u_0 \in L^\infty(\Omega) \). The only requirement is that \( u_0 \) vanish on some open subset of \( \Omega \). Unlike the results in [1] and [19, Theorem 15.3 (ii)], we do not require radial symmetry or positivity.

Appendix A. The heat equation on a domain

We consider an open, connected subset \( \Omega \subset \mathbb{R}^N \). We recall that the heat semigroup on \( \Omega \) with Dirichlet boundary conditions, \((e^{t\Delta})_{t \geq 0}\), is the strongly continuous semigroup on \( L^2(\Omega) \) generated by the operator \( \Delta \) with domain \( \{u \in H_0^1(\Omega); \Delta u \in L^2(\Omega)\} \). We recall that \( e^{t\Delta} \) is a contraction of \( L^p(\Omega) \) for every \( 1 \leq p \leq \infty \). See e.g. [6, Theorem 1.3.3, p. 14]. The corresponding heat kernel \( G_\Omega \) satisfies

\[
G_\Omega \in C^\infty((0, \infty) \times \Omega \times \Omega)
\]

\[
0 \leq G_\Omega(t,x,y) \leq Kt^{-\frac{N}{2}}e^{-\frac{|x-y|^2}{4t}}
\]

where \( K, \delta > 0 \) are two constants independent of \( t,x \). See e.g. [6], in particular Theorem 5.2.1 p. 149 and Corollary 3.2.8 p. 89.

Lemma A.1. Let \( u_0 \in L^\infty(\Omega) \) and let \( u(t) = e^{t\Delta}u_0 \) for \( t \geq 0 \), in the sense that

\[
\int_{\Omega} G_\Omega(t,x,y)u_0(y) dy
\]

It follows that \( u \in C((0, \infty) \times \Omega) \). Moreover, if \( 1 \leq p < \infty \), then

\[
\|u(t) - u_0\|_{L^p(B)} \xrightarrow{t \to 0} 0
\]

for every bounded subset \( B \subset \Omega \).

Proof. The property \( u \in C((0, \infty) \times \Omega) \) follows easily from the continuity property (A.1), the bound (A.2), and the dominated convergence theorem. Let \( R > 0 \) be such that \( B \subset \{|x| < R\} \) and let

\[
u_1 = u_01_{\{|x| < R+1\}} \quad \nu_2 = u_0 - u_1.
\]

In particular, \( u_1 \) has compact support, hence \( u_1 \in L^p(\Omega) \) for all \( 1 \leq p \leq \infty \). Since \( u_0 = u_1 + u_2 \), we see that

\[
\|u(t) - u_0\|_{L^p(B)} \leq \|e^{t\Delta}u_1 - u_0\|_{L^p(B)} + \|e^{t\Delta}u_2 - u_0\|_{L^p(B)}
\]

\[
\leq \|e^{t\Delta}u_1 - u_1\|_{L^p(\Omega)} + \|e^{t\Delta}u_2\|_{L^p(B)}
\]

since \( u_2 = 0 \) on \( B \). Since \( u_1 \in L^p(\Omega) \) and \((e^{t\Delta})_{t \geq 0}\) is a strongly continuous semigroup on \( L^p(\Omega) \), it follows that \( \|e^{t\Delta}u_1 - u_1\|_{L^p(\Omega)} \to 0 \) as \( t \to 0 \). Thus we need
only show that \( \| e^{t \Delta} u_2 \|_{L^\infty(B)} \to 0 \). This is immediate since by (A.2), we have for every \( x \in B \)
\[
|e^{t \Delta} u_2(x)| \leq K\| u_0\|_{L^\infty} t^{-\frac{N}{2}} \int_{\Omega \cap \{|y|>R+1\}} e^{-\frac{|x-y|^2}{4t}} dy.
\]
Since \( |x| < R \) and \( |y| > R + 1 \) we have \( |x - y| \geq 1 \) so that
\[
|e^{t \Delta} u_2(x)| \leq K\| u_0\|_{L^\infty} e^{-\frac{|x|^2}{2t}} t^{-\frac{N}{2}} \int_{\mathbb{R}^N} e^{-\frac{|x-y|^2}{4t}} = K\| u_0\|_{L^\infty} (2\pi\delta)^{\frac{N}{2}} e^{-\frac{|x|^2}{2t}}.
\]
It follows that \( \| e^{t \Delta} u_2 \|_{L^\infty(B)} \to 0 \), which completes the proof. \( \square \)

**Lemma A.2.** Let \( T > 0 \), \( f \in L^\infty((0, T) \times \Omega) \) and set

\[
\Phi(t, x) = \int_0^t \int_\Omega G_\Omega(t-s, x, y) f(s, y) \, dy \, ds
\]

for all \( 0 \leq t < T \) and \( x \in \Omega \). It follows that \( \Phi(t, x) \) is well defined for all \( 0 < t < T \) and \( x \in \Omega \) as a Lebesgue integral on \((0, t) \times \Omega\), and that \( \Phi \in C((0, T) \times \Omega) \). In addition, there exists a constant \( C \) such that \( \| \Phi(t, \cdot) \|_{L^\infty} \leq Ct \) for all \( 0 < t < T \).

**Proof.** Let \( 0 < t < T \) and \( x \in \Omega \). It follows from (A.1) that \( G_\Omega(t-s, x, y) f(s, y) \) is a measurable function of \((s, y) \in (0, t) \times \Omega\). Moreover, the Gaussian bound (A.2) implies that

\[
|G_\Omega(t-s, x, y) f(s, y)| \leq K\| f\|_{L^\infty} (t-s)^{-\frac{N}{2}} e^{-\frac{|x-y|^2}{4(t-s)}}.
\]

Since

\[
(t-s)^{-\frac{N}{2}} \int_{\mathbb{R}^N} e^{-\frac{|x-y|^2}{4(t-s)}} dy = (\pi\delta)^{\frac{N}{2}}
\]

the right-hand side of (A.6) is clearly integrable on \((0, t) \times \Omega\). Thus the integral (A.5) is well defined. To show the continuity of \( \Phi \), fix \((t, x) \in (0, T) \times \Omega\) and let \( (t_n)_{n \geq 1} \subset (0, T) \) and \( (x_n)_{n \geq 1} \subset \Omega \) satisfy \( t_n \to t \) and \( x_n \to x \) as \( n \to \infty \). Fix \( 0 < h < \frac{T}{2} \), so that there exists \( \tau > 0 \) such that

\[
\tau + h \leq t_n, t \leq \tau + 2h.
\]

We have

\[
\Phi(t, x) = \Phi(t_n, x_n) = \int_0^\tau \int_\Omega (G_\Omega(t-s, x, y) - G_\Omega(t_n-s, x_n, y)) f(s, y) \, dy \, ds
\]

\[
+ \int_\tau^t \int_\Omega G_\Omega(t-s, x, y) f(s, y) \, dy \, ds - \int_\tau^{t_n} \int_\Omega G_\Omega(t_n-s, x_n, y) f(s, y) \, dy \, ds.
\]

Applying (A.6) and (A.7), we see that

\[
|I_2| \leq K\| f\|_{L^\infty} \int_\tau^t (t-s)^{-\frac{N}{2}} e^{-\frac{|x-y|^2}{4(t-s)}} dy \, ds \leq 2K\| f\|_{L^\infty} (\pi\delta)^{\frac{N}{2}} h.
\]

Similarly,

\[
|I_3| \leq 2K\| f\|_{L^\infty} (\pi\delta)^{\frac{N}{2}} h.
\]
Next, we show that \( I_1 \to 0 \) as \( n \to \infty \) by dominated convergence. Indeed, the integrand converges pointwise to 0 by (A.1). Therefore, it suffices to show that the integrand is bounded by a fixed function in \( L^1((0, T) \times \Omega) \). Indeed, by (A.2)

\[
G_\Omega(t-s, x, y) \leq K(t-s)^{-\frac{N}{2}} e^{-\frac{|x-y|^2}{4(t-s)}}.
\]

Since \( h \leq t-s \leq T \), it follows that

\[
G_\Omega(t-s, x, y) \leq Kh^{-\frac{N}{2}} e^{-\frac{|x-y|^2}{4h}}
\]

and, similarly,

\[
G_\Omega(t_n-s, x_n, y) \leq Kh^{-\frac{N}{2}} e^{-\frac{|x_n-y|^2}{4h}}
\]

For \( n \) large, \( |x_n - y|^2 \geq \frac{1}{2} |x-y|^2 - 1 \) for all \( y \in \mathbb{R}^N \), so that

\[
|G_\Omega(t - s, x, y) - G_\Omega(t_n - s, x_n, y)| \leq Ch^{-\frac{N}{2}} e^{-\frac{|x_n-y|^2}{4h}}
\]

which shows that \( I_1 \to 0 \) as \( n \to \infty \). Together with (A.10) and (A.11), this implies that

\[
\limsup_{n \to \infty} |\Phi(t, x) - \Phi(t_n, x_n)| \leq 4K\|f\|_{L^\infty((\pi \delta)^{\frac{N}{2}} h}).
\]

The conclusion follows by letting \( h \to 0 \).

\[ \Box \]

**Appendix B. The heat equation on \( \mathbb{R}^N \)**

We let

\[
K(t, x) = (4\pi t)^{-\frac{N}{2}} e^{-\frac{|x|^2}{4t}}, \quad t > 0, x \in \mathbb{R}^N
\]

so that \( G(t, x, y) = K(t, x-y) \).

**Lemma B.1.** Let \( u_0 \in L^\infty(\mathbb{R}^N) \) and set \( u(t) = e^{t\Delta}u_0 \) for \( t \geq 0 \). It follows that \( u \in C((0, \infty), C_{b,u}(\mathbb{R}^N)) \).

**Proof.** Note that \( u(t) = K(t, \cdot) * u_0 \). Since \( K \in C((0, \infty), W^{1,1}(\mathbb{R}^N)) \), we see that \( u \in C((0, \infty), W^{1,\infty}(\mathbb{R}^N)) \). Hence the result, since \( W^{1,\infty}(\mathbb{R}^N) \hookrightarrow C_{b,u}(\mathbb{R}^N) \).

**Lemma B.2.** The heat semigroup \( (e^{t\Delta})_{t \geq 0} \) is a \( C_0 \) semigroup of contractions on \( C_{b,u}(\mathbb{R}^N) \). In addition, \( (e^{t\Delta})_{t \geq 0} \) is an analytic semigroup on \( C_{b,u}(\mathbb{R}^N) \). Moreover, both statements are true if \( C_{b,u}(\mathbb{R}^N) \) is replaced by \( C_0(\mathbb{R}^N) \).

**Proof.** We first prove that \( (e^{t\Delta})_{t \geq 0} \) is a \( C_0 \) semigroup of contractions on \( C_{b,u}(\mathbb{R}^N) \). Let \( u_0 \in C_{b,u}(\mathbb{R}^N) \) and set \( u(t) = e^{t\Delta}u_0 \). By Lemma B.1 it suffices to show that \( \|u(t) - u_0\|_{L^\infty} \to 0 \) as \( t \to 0 \). Note that

\[
u(t, x) - u_0(x) = \int_{\mathbb{R}^N} K(t, x-y)u_0(y) \, dy - u_0(x) \int_{\mathbb{R}^N} K(t, x-y) \, dy
\]

so that

\[
|u(t, x) - u_0(x)| \leq \int_{|x-y| < \delta} K(t, x-y)|u_0(y) - u_0(x)| \, dy
\]

\[
+ \int_{|x-y| > \delta} K(t, x-y)|u_0(y) - u_0(x)| \, dy = I_1 + I_2.
\]

(B.2)
Let \( \varepsilon > 0 \). There exists \( \delta > 0 \) such that \( |u_0(x) - u_0(y)| \leq \frac{\varepsilon}{2} \) for \( |x - y| \leq \delta \).

Therefore,
\[
I_1 \leq \frac{\varepsilon}{2} \int_{\mathbb{R}^N} K(t, y) \, dy = \frac{\varepsilon}{2}.
\]

Next,
\[
I_2 \leq 2\|u_0\|_{L^\infty} \int_{\{|y| > \delta\}} K(t, y) \, dy \underset{t \to 0}{\longrightarrow} 0
\]

Hence the result.

To prove analyticity on \( C_{b,u}(\mathbb{R}^N) \), we observe that by [30, Chapter IX, Section 10], it suffices to show that
\[
\sup_{0 < t \leq 1} \|t \Delta e^{t \Delta}\|_{L(C_{b,u}(\mathbb{R}^N))} < \infty.
\]

Since \( e^{t \Delta} u_0 = K(t, \cdot) * u_0 \), we see that \( t \Delta e^{t \Delta} u_0 = (t \Delta K(t, \cdot)) * u_0 \). Therefore, it suffices to prove that
\[
\sup_{0 < t \leq 1} \|t \Delta K(t, \cdot)\|_{L^1} < \infty
\]

which follows from elementary calculations.

Finally, since \( C_0(\mathbb{R}^N) \) is a closed subspace of \( C_{b,u}(\mathbb{R}^N) \), which is invariant under the action of \( e^{t \Delta} \), the corresponding statements for \( C_0(\mathbb{R}^N) \) are an immediate consequence. \( \square \)

**Lemma B.3.** Let \( T > 0, f \in L^\infty((0, T) \times \mathbb{R}^N) \) and set
\[
\Phi(t, x) = \int_0^t \int_{\mathbb{R}^N} K(t - s, x - y) f(s, y) \, dy \, ds
\]
for all \( 0 < t < T \) and \( x \in \mathbb{R}^N \). It follows that \( \Phi \in C([0, T], C_{b,u}(\mathbb{R}^N)) \). Moreover, given any \( \tau > 0 \),
\[
e^{\tau \Delta} \Phi(t, x) = \int_0^t \int_{\mathbb{R}^N} K(\tau + t - s, x - y) f(s, y) \, dy \, ds
\]

**Proof.** We define
\[
\tilde{K}(t, x) = \begin{cases} 
K(t, x) & x \in \mathbb{R}^N, 0 < t < T \\
0 & x \in \mathbb{R}^N, t(T - t) < 0 
\end{cases}
\]
so that \( \tilde{K} \in L^1(\mathbb{R} \times \mathbb{R}^N) \) and
\[
\tilde{f}(t, x) = \begin{cases} 
f(t, x) & x \in \mathbb{R}^N, 0 < t < T \\
0 & x \in \mathbb{R}^N, t(T - t) < 0 
\end{cases}
\]
so that \( \tilde{f} \in L^\infty(\mathbb{R} \times \mathbb{R}^N) \). We may write
\[
\Phi(t, x) = \int_{\mathbb{R} \times \mathbb{R}^N} \tilde{K}(t - s, x - y) \tilde{f}(s, y) \, dy \, ds
\]
which means that \( \Phi = \tilde{K} \ast \tilde{f} \), where \( \ast \) is the convolution on \( \mathbb{R} \times \mathbb{R}^N \). Since \( \tilde{K} \in L^1 \) and \( \tilde{f} \in L^\infty \), we have \( \tilde{K} \ast \tilde{f} \in C_{b,u}(\mathbb{R} \times \mathbb{R}^N) \subset C(\mathbb{R}, C_{b,u}(\mathbb{R}^N)) \). This proves the first part of the result. Identity (B.6) easily follows from the above considerations and the fact that if \( \tau > 0 \) and \( 0 < s < t \), then \( K(\tau, \cdot) \ast K(t - s, \cdot) = K(\tau + t - s, \cdot) \). \( \square \)
Appendix C. Regularity for the nonlinear heat equation

We begin with the case of the heat equation set on $\mathbb{R}^N$.

**Theorem C.1.** Let $X$ be either $C_0(\mathbb{R}^N)$ or $C_{b,u}(\mathbb{R}^N)$. Let $\alpha > 0$, $u_0 \in X$, $T > 0$, and suppose $u \in C([0,T],X)$ satisfies

\begin{equation}
(\text{C.1}) \quad u(t) = e^{t\Delta}u_0 + \int_0^t e^{(t-s)\Delta}|u(s)|^\alpha u(s) \, ds
\end{equation}

for all $0 \leq t \leq T$. It follows that $u \in C^1((0,T),X)$, $\Delta u \in C((0,T),X)$, and $u_t = \Delta u + |u|^\alpha u$ for all $0 < t < T$. In addition, $\nabla u \in C^1((0,T),X)$, $\Delta \nabla u \in C((0,T),X)$, and all space derivatives of $u$ of order two are in $C((0,T),X)$.

We use the following lemma.

**Lemma C.2.** Let $e^{tA}$ be a $C_0$ semigroup of contractions on a Banach space $X$, which is also an analytic semigroup. Suppose $f \in C([0,T],X)$ and let

\begin{equation}
(\text{C.2}) \quad v(t) = \int_0^t e^{(t-s)A}f(s) \, ds
\end{equation}

for all $0 \leq t \leq T$. Given any $0 < \gamma < 1$, the map $v : [0,T] \to X$ is Hölder continuous of exponent $\gamma$.

Lemma C.2 is proved in a slightly different context in [25, Proposition 1.2]. For completeness, we give the proof here. We use the following estimates which involve the $\Gamma$ function

\begin{equation}
\Gamma(\gamma) = \int_0^\infty s^{\gamma-1}e^{-s} \, ds.
\end{equation}

(See the proof of [13, Theorem 11.3] for (C.3), and [13, Theorem 12.1] for (C.4))

**Lemma C.3.** Let $(e^{tA})_{t \geq 0}$ be a $C_0$ semigroup of contractions on a Banach space $X$. Let $\lambda > 0$, $\gamma \in (0,1)$ and

\begin{equation}
(\text{C.3}) \quad (\lambda - A)^{-\gamma}f = \frac{1}{\Gamma(\gamma)} \int_0^\infty s^{\gamma-1}e^{-\lambda s}e^{sA}f \, ds
\end{equation}

for $f \in X$. It follows that

\begin{equation}
(\text{C.4}) \quad \|e^{tA} - I\|(\lambda - A)^{-\gamma}\|_{\mathcal{L}(X)} \leq \frac{2}{\Gamma(\gamma + 1)} t^\gamma
\end{equation}

for all $t \geq 0$. In addition, if $(e^{tA})_{t \geq 0}$ is an analytic semigroup, then there exists a constant $C$ such that

\begin{equation}
(\text{C.5}) \quad \|\lambda - A\|^\gamma e^{-t(\lambda - A)}\|_{\mathcal{L}(X)} \leq C t^{-\gamma}
\end{equation}

for all $t > 0$. 
PROOF. Given $f \in X$,
\[
\Gamma(\gamma)[e^{tA} - I](\lambda - A)^{-\gamma} f
= \int_0^\infty s^{\gamma-1}e^{-\lambda s}e^{(t+s)A}f\,ds - \int_0^\infty s^{\gamma-1}e^{-\lambda s}e^{sA}f\,ds
= \int_t^\infty (s-t)^{\gamma-1}e^{-\lambda(s-t)}e^{sA}f\,ds - \int_0^\infty s^{\gamma-1}e^{-\lambda s}e^{sA}f\,ds
= \int_t^\infty [(s-t)^{\gamma-1}e^{-\lambda(s-t)} - s^{\gamma-1}e^{-\lambda s}]e^{sA}f\,ds - \int_0^t s^{\gamma-1}e^{-\lambda s}e^{sA}f\,ds
= I_1 + I_2.
\]

Clearly,
\[
\|I_2\|_X \leq \|f\|_X \int_0^t s^{\gamma-1}e^{-\lambda s}\,ds \leq \|f\|_X \frac{t^\gamma}{\gamma}.
\]

Since $\gamma \leq 1$, $(s-t)^{\gamma-1}e^{-\lambda(s-t)} \geq s^{\gamma-1}e^{-\lambda s}$, so that
\[
\|I_1\|_X \leq \|f\|_X \int_t^\infty [(s-t)^{\gamma-1}e^{-\lambda(s-t)} - s^{\gamma-1}e^{-\lambda s}]\,ds
= \|f\|_X \left( \int_t^\infty (s-t)^{\gamma-1}e^{-\lambda(s-t)}\,ds - \int_t^\infty s^{\gamma-1}e^{-\lambda s}\,ds \right)
= \|f\|_X \left( \int_0^\infty s^{\gamma-1}e^{-\lambda s}\,ds - \int_t^\infty s^{\gamma-1}e^{-\lambda s}\,ds \right)
= \|f\|_X \int_0^t s^{\gamma-1}e^{-\lambda s}\,ds \leq \|f\|_X \frac{t^\gamma}{\gamma}.
\]

Hence (C.3) follows.

We now prove (C.4), so we assume in addition that $(e^{tA})_{t \geq 0}$ is an analytic semigroup. In particular, $(e^{-t(\lambda-A)})_{t \geq 0}$ is analytic, so that there exists $C$ such that
\[
(\lambda - A)^{-1(1-\gamma)} f = \frac{1}{\Gamma(1-\gamma)} \int_0^\infty s^{-\gamma} e^{-s(\lambda-A)} f \,ds.
\]

Replacing $f$ by $e^{-t(\lambda-A)}f$ with $t > 0$, then applying $\lambda I - A$, we obtain
\[
(\lambda - A)^{\gamma} e^{-t(\lambda-A)} f = (\lambda - A)(\lambda - A)^{-1(1-\gamma)} e^{-t(\lambda-A)} f
= \frac{1}{\Gamma(1-\gamma)} \int_0^\infty s^{-\gamma} (\lambda - A) e^{-s(\lambda-A)} e^{-t(\lambda-A)} f \,ds
= \frac{1}{\Gamma(1-\gamma)} \int_0^\infty s^{-\gamma} (\lambda - A) e^{-(s+t)(\lambda-A)} f \,ds.
\]

Estimate (C.5) yields
\[
\| (\lambda - A)^{\gamma} e^{-t(\lambda-A)} f \|_X \leq \frac{C}{\Gamma(1-\gamma)} \int_0^\infty \frac{s^{-\gamma}}{s+t} ds = \frac{Ct^{-\gamma}}{\Gamma(1-\gamma)} \int_0^\infty \frac{s^{-\gamma}}{s+1} ds,
\]
from which (C.4) easily follows. \qed
Proof of Lemma C.2. Given \(0 \leq t \leq t + \tau \leq T\),

\[ v(t + \tau) - v(t) = \int_0^{t+\tau} e^{(t+\tau-s)A} f(s) \, ds - \int_0^t e^{(t-s)A} f(s) \, ds \]

\[ = (e^{\tau A} - I) \int_0^t e^{(t-s)A} f(s) \, ds + \int_0^\tau e^{sA} f(t + \tau - s) \, ds \]

\[ = I_1 + I_2. \]

Clearly,

\[ \|I_2\| \leq \tau \|f\|_{L^\infty((0,T),X)}. \]

Moreover, given \(0 < \gamma < 1\),

\[ I_1 = (e^{\tau A} - I)(I - A)^{-\gamma} \int_0^t (I - A)^{\gamma} e^{(t-s)A} f(s) \, ds. \]

It follows from (C.3) and (C.4) that

\[ \|I_1\| \leq \frac{2\tau \gamma}{\Gamma(\gamma + 1)} \int_0^t \|(I - A)^{\gamma} e^{(t-s)A} f(s)\| \, ds \]

\[ \leq C\tau \gamma \int_0^t (t - s)^{-\gamma} \|f(s)\|_X \, ds \]

\[ \leq C\tau \gamma t^{1-\gamma} \|f\|_{L^\infty((0,T),X)}. \]

This completes the proof. \(\square\)

**Lemma C.4.** Let \(X\) be either \(C_0(\mathbb{R}^N)\) or \(C_{b,u}(\mathbb{R}^N)\). If \(f \in X\) and \(\Delta f \in X\), then \(\nabla f \in X\) and

\[ \|\nabla f\|_{L^\infty} \leq C(\|f\|_{L^\infty} + \|\Delta f\|_{L^\infty}). \]

**Proof.** We write

\[ f = (I - \Delta)^{-1}(f - \Delta f). \]

By formula (C.2), this means

\[ f = \int_0^\infty e^{-s\Delta}(f - \Delta f) \, ds \]

Therefore, we need only show that the map

\[ u \mapsto \int_0^\infty e^{-s\Delta} \nabla e^{s\Delta} u \, ds \]

is a bounded operator on \(X\). This is clear, since

\[ \nabla e^{s\Delta} u = \nabla K(s, \cdot) * u \]

and the map \(s \mapsto \nabla K(s, \cdot)\) is continuous \((0, \infty) \to L^1(\mathbb{R}^N)\) with the estimate

\[ \|\nabla K(s, \cdot)\|_{L^1} \leq s^{-\frac{N}{2}} \pi^{-\frac{N}{2}} \int_{\mathbb{R}^N} |x| e^{-|x|^2} \, dx \]

This completes the proof. \(\square\)

**Proof of Theorem C.1.** We let

\[ u(t) = e^{t\Delta} u_0 + v(t), \]

where

\[ v(t) = \int_0^t e^{(t-s)\Delta} |u(s)|^n u(s) \, ds. \]
It follows from Lemma C.2 that \( v : [0, T] \to X \) is Hölder continuous. By analyticity (Lemma B.2), \( t \mapsto e^{t\Delta}u_0 \) is Hölder continuous \([\varepsilon, T] \to X\) for every \( 0 < \varepsilon < T \). Hence so is \( u \), and therefore also \( |u|^\alpha u \). Furthermore, \( w(t) = u(t + \varepsilon) \) for \( 0 \leq t \leq T - \varepsilon \) satisfies

\[
(C.11) \quad w(t) = e^{t\Delta}u(\varepsilon) + \int_0^t e^{(t-s)\Delta} |w(s)|^\alpha w(s) \, ds.
\]

Since \( |w|^\alpha w \) is Hölder continuous \([0, T - \varepsilon] \to X\), it follows from [12, Chapter 9, Theorem 1.27] that \( w \in C^1((0, T - \varepsilon), X) \), \( \Delta w \in C((0, T - \varepsilon), X) \), and \( w_t = \Delta w + |w|^\alpha w \) for all \( 0 < t < T - \varepsilon \). Since \( 0 < \varepsilon < T \) is arbitrary, this proves the first part of the theorem.

Next, it follows from Lemma C.4 that \( \nabla u \in C((0, T), X) \), so that \( \nabla(|u|^\alpha u) \in C((0, T), X) \). Therefore, we may take the gradient of \((C.11)\), and we obtain

\[
(C.12) \quad \nabla w(t) = e^{t\Delta}\nabla u(\varepsilon) + \int_0^t e^{(t-s)\Delta}\nabla(|w(s)|^\alpha w(s)) \, ds.
\]

As above, we deduce using Lemma C.2 and analyticity that \( \nabla u \) is Hölder continuous \([\varepsilon, T] \to X\) for every \( 0 < \varepsilon < T \). Hence so is \( \nabla(|u|^\alpha u) \). Still as above, it follows from [12, Chapter 9, Theorem 1.27] that \( \nabla u \in C^1((0, T), X) \) and \( \Delta \nabla u \in C((0, T), X) \). Applying again Lemma C.4, we deduce that every space derivative of \( u \) of order two is in \( C((0, T), X) \).

We now consider the case of the heat equation on a bounded, smooth domain. The following result is standard (see e.g. [19, Theorem 15.2]), but we give here a rather simple proof similar to the proof of Theorem C.1.

**Theorem C.5.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain with boundary of class \( C^{2,\mu} \) for some \( \mu > 0 \), let \( X = C_0(\Omega) \), and \( (e^{t\Delta})_{t \geq 0} \) the heat semigroup on \( X \). Let \( \alpha > 0 \), \( u_0 \in X, T > 0 \), and suppose \( u \in C([0, T], X) \) satisfies

\[
(C.13) \quad u(t) = e^{t\Delta}u_0 + \int_0^t e^{(t-s)\Delta} |u(s)|^\alpha u(s) \, ds
\]

for all \( 0 \leq t \leq T \). It follows that \( u \in C^1((0, T), X) \), \( \Delta u \in C((0, T), X) \), and \( u_t = \Delta u + |u|^\alpha u \) for all \( 0 < t < T \). In addition, given any \( \omega \subset \subset \Omega \), it follows that \( \nabla u \in C^1((0, T), C(\overline{\omega})) \) and \( u \in C((0, T), C^2(\overline{\omega})) \).

**Proof.** We recall that \((e^{t\Delta})_{t \geq 0}\) is an analytic semigroup on \( X \), see [22, Theorem 5]. Therefore, we can argue as in the proof of Theorem C.1, which establishes the first part of the result. To prove the local regularity, we argue as follows. Recall that the domain of the Laplacian on \( C_0(\Omega) \) is \( Y = \{ u \in X; \Delta u \in X \} \), we equip with the graph norm (so that \( Y \) is a Banach space). We also consider \( Z = C(\Omega) \cap L^\infty(\Omega) \) equipped with the sup norm. It follows from [22, Theorem 1] that if \( u \in Y \), then \( \nabla u \in Z \) and

\[
(C.14) \quad \|\nabla u\|_{L^\infty} \leq C(\|u\|_{L^\infty} + \|\Delta u\|_{L^\infty}).
\]

Next, we observe that \( u(t) \in Y \) for all \( 0 < t \leq T \). Therefore, after possibly a time translation, we may assume that \( u_0 \in Y \) and \( u \in C^1([0, T], X) \). We write \( u(t) = w(t) + v(t) \) where \( w(t) = e^{t\Delta}u_0 \) and

\[
(C.15) \quad v(t) = \int_0^t e^{s\Delta} |u(t-s)|^\alpha u(t-s) \, ds.
\]
Since $u \in C^1((0,T],X)$, it follows easily that $|u|^\alpha u \in C^1([0,T],X)$ and $\frac{d}{dt}(|u|^\alpha u) = (\alpha + 1)|u|^\alpha \frac{du}{dt}$. Therefore, we may differentiate (C.15) with respect to $t$, and we obtain that

$$v'(t) = (\alpha + 1) \int_0^t e^{s\Delta} |u(t-s)|^\alpha u'(t-s) \, ds.$$

It follows from Lemma C.2 that $v' : [0,T] \to X$ is Hölder continuous. Since $u_0 \in Y$, $w : [0,T] \to X$ is $C^1$, hence also Hölder continuous. Therefore, so is $u'$, so that $|u|^\alpha u'$ is also Hölder continuous. It now follows from [12, Chapter 9, Theorem 1.27] that $v' \in C^1((0,T),X)$ and $\Delta v' \in C((0,T),X)$. By analyticity, the same is true for $w'$, hence for $u'$. In particular, $u \in C^1((0,T),Y)$, and we deduce from (C.14) that $\nabla u \in C^1((0,T),Z)$. Therefore, $\nabla \Delta u = \nabla (u_k - |u|^\alpha u) \in C((0,T),Z)$. Given $N < p < \infty$, we deduce that $u \in C((0,T),W^{1,p}(\Omega))$ and $\Delta u \in C((0,T),W^{1,p}(\Omega))$. By local regularity (see e.g. [11, Theorem 17.1.3]), it follows that if $\omega \subset \subset \Omega$, then $u \in C((0,T),W^{3,p}(\omega))$, hence $u \in C((0,T),C^2(\Omega))$ since $p > N$. This completes the proof.
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