A Modified Artificial Bee Colony Based Test Suite Generation Strategy for Uniform T-Way Testing
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Abstract. Today, t-way testing has been widely known with the ability to reduce test suite size compared to exhaustive testing. At the same time, it has been proven by many researchers to provide maximum bug detection capability. Thus, various t-way strategies were developed since the past three decades. The paper proposed a new test generation strategy, named Modified Artificial Bee Colony T-Way Test Suite Generation (MABCTS). It supports uniform strength t-way testing. Experimentation results are compared with present strategies and produced comparable results. Since t-way testing is considered an NP-hard problem, there are no strategies that can be demanded to produce the best results.
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1. Introduction

Every day, we are dealing with software, whether it is directly or indirectly. For example, when we use the washing machine, we are indirectly using the software imbedded inside the machine by pressing the buttons on the panel. This appliance is controlled by the software in the controller board. To ensure the software interact with the inputs and outputs of the machine, the test engineer must test the software correctly. Exhaustive testing is the best solution where all of the possible combinations of configurations are tested to detect any faulty interactions. Unfortunately, this testing is impossible to be completed due to the time and resources constraint especially the manufacturing cost. Consider a device with 20 inputs with two possible values. If the whole testing process is applying exhaustive testing, there are $2^{20}$ (1,048,576) test cases to execute.

As a consequence, there are several t-way generation test suite strategies that have been recommended by researchers. It will aid in generating a minimal test suite to cover all intended interaction strengths [1]. Strategies such as Automatic Efficient Test Generator (AETG) [2], Myra Implementation of AETG (mAETG) [3], In-Parameter Order (IPO) [4], In-Parameter-Order General (IPOG) [5] and Jenny [6] generate test cases for uniform strength t-way and pure computational based. [1, 7]

At the same time, several researchers have attempted to use the metaheuristic technique in generating t-way test suite. Shiva began the work by applying the Genetic Algorithm (GA) [8, 9] and Ant Colony Optimization (ACO) [10] to produce uniform strength t-way test suite. It was then continued by Simulated Annealing (SA) [11, 12], Particle Swarm Optimization (PSTG) [13], Harmony Search Strategy (HSS) [14-17], Cuckoo Search (CS) [18] and others until recently it has been occupied by
Hybrid Hyper Heuristic (HHH) [19]. From the literature review, test suite size can be improved when the metaheuristic in t-way strategies [7, 19] is applied. These results suggest that there is a room further improvement, this paper manage to produce a solution to generate an optimum test suite by adopting an artificial bee colony as a searching algorithm. The original artificial bee colony was modified to suit with the T-way problem as well as to act as a balance between exploration and exploitation.

This paper is structured as follows. Section 2 describes the general idea of T-way testing, while Section 3 explains the proposed strategy. It is followed by the presentation of results and discussion in Section 4. Lastly, in section 5, conclusions were stated.

2. The general idea of t-way testing

In order to further explain the idea of t-way, try to imagine an embedded system consisting of 4 toggle switches as inputs. We name all switches with the letters A, B, C and D, as typically known, by toggling the switch it gives two possible values ("High" and "Low"). Table 1, represents all possible values with symbolic representation of the switches.

To ensure that the system is working accurately, exhaustive testing can be applied to test all possible combination of inputs. There are 16 tests cases (2^4=16) that can be generated from the exhaustive testing where it can be referred to in table 2.

Table 1. Symbolic representation for input switches of embedded system

| Input Parameter | A | B | C | D |
|-----------------|---|---|---|---|
| Symbolic Representation | a1 | b1 | c1 | d1 |

| Test Case | A | B | C | D |
|-----------|---|---|---|---|
| 1         | a1 | b1 | c1 | d1 |
| 2         | a1 | b1 | c1 | d2 |
| 3         | a1 | b1 | c2 | d1 |
| 4         | a1 | b1 | c2 | d2 |
| 5         | a1 | b2 | c1 | d1 |
| 6         | a1 | b2 | c1 | d2 |
| 7         | a1 | b2 | c2 | d1 |
| 8         | a1 | b2 | c2 | d2 |
| 9         | a2 | b1 | c1 | d1 |
| 10        | a2 | b1 | c1 | d2 |
| 11        | a2 | b1 | c2 | d1 |
| 12        | a2 | b1 | c2 | d2 |
| 13        | a2 | b2 | c1 | d1 |
| 14        | a2 | b2 | c1 | d2 |
| 15        | a2 | b2 | c2 | d1 |
| 16        | a2 | b2 | c2 | d2 |
As an alternative method, T-way testing can be applied to test all possible combination inputs. In t-way testing, the interaction strength (t) must be decided first before the test suite is generated. The number of test cases can be decreased when lower interaction strength is picked. The ‘t’ can range from 2 until maximum number of input parameters is reached. In this example, we will choose two as the interaction strength. The 2-way test suite will be generated, it is commonly known as pairwise. AB, BC, CD, AC, AD and BD are the combination of input parameters that have produced tuples that was charted in Figure 2. The result produced in figure 2 is considered as only tuples which was covered by each combination. By applied t-way testing method, 25 per cent of test cases can be reduced compared to exhaustive testing. Only 9 test cases are required to test the complete system. The most glaring advantage of using the t-way testing is it will reduce the number of test cases will severely save time and countless resources.

The covering array notation is used to represent the final test suite (F) as in Equation 1. Therefore for the system in Figure 1, the final test suite is written as CA (9, 2, 2^4).

\[ F = CA(N; t, C) \]

Where,

- \( N \) = the number of test data inside the final test suite.
- \( t \) = the interaction strength
- \( C \) = value configuration can be represented as following:
- \( v_{f^1}, v_{f^2}, ..., v_{f^m} \) which indicates that there are \( p_1 \) parameters with \( v_1 \) values, \( p_2 \) parameters with \( v_2 \) values and continue

![Combining each 2-way combinations](image)

**Figure 1.** Uniform Strength with two interaction strength

3. Proposed strategy

Karaboga has introduced the artificial Bee Colony (ABC) algorithm in 2005[21]. Since then, it has been recommended in solving problems which involve non-linear optimization[22]. Fundamentally, the idea of adopting ABC is by mimicking the behaviour of bees on how they find a food source for their hive. The grouping of bees according to ABC is characterized into three different characters as below:

- Employer bees are the workers who find the food source and bring the information to the onlooker bees.

![Base Values](image)
Onlooker bees are in charge to evaluate the quality of the food source. The evaluation process is determined by researching the Waggle dance move via the employer bees. Scout bees are bees that randomly search for a new food source. The employer bees on the hand can transform into scout bees if the current food source is exhausted.

As explained earlier on the matter of exploitation and exploration of the bees’ behaviour, this algorithm focuses more on exploitation compared to exploration. The restriction on the exploration behaviour is that it only occurs once in the scout bee phase compared to the exploitation behaviour which happened twice in the employer and onlooker bee phase. This fact is the main reason why we are choosing the ABC as the core of our searching algorithm in generating the optimum test suite.

By relating the ABC algorithm with our problem, tuples produced from exhaustive testing can become one of the potential solutions or in ABC it is known as a food source. Any tuples are randomly chosen from the search space. The number of food sources is equal to the number of employer bees. Afterwards each food sources will be assigned to one employer bee.

$$x_{ij} = x_{j\,\text{min}} + \text{rand}(0,1).\left(x_{j\,\text{max}} - x_{j\,\text{min}}\right)$$  \hspace{1cm} (2)

Where:
- $x_{ij}$: Initialization possible solutions i with parameter j
- $x_{j\,\text{min}}$: The value of the smallest possible solutions based on parameters j.
- $x_{j\,\text{max}}$: Greatest value possible solutions based on parameters j
- $\text{rand}(0,1)$: A random value between 0 and 1
- $i = 1 \ldots SN$, SN is the number of possible solutions (food source).
- $j = 1 \ldots D$, D is the number of parameters

These employer bees will exploit their position in finding food source hence they will find the best local optimum source in their area.

$$v_{ij} = x_{ij} + \phi_{ij}\left(x_{ij} - x_{kj}\right)$$  \hspace{1cm} (3)

Where:
- $v_{ij}$: New food source
- $x_{ij}$: the value of the possible solution i with parameter j
- $i = 1 \ldots SN$, SN is the number of possible solutions (food source)
- $j = 1 \ldots D$, D is the number of parameters
- $k = 1 \ldots SN$, SN is the number of parameters used
- $\phi_{ij}$: Random real number between [-1, 1]

Then the amount of nectar for each food source will be evaluated by using the fitness function. The function has been modified to suit our problem, $f_n$ was given by:

$$f_n = \sum_{k=0}^{\text{Total numbers of tuples pair}} w_k$$  \hspace{1cm} (4)

Where:
- $w_k$ is the number of uncovered tuples for kth uniform strength.

The best food source has the highest amount of nectar which is determined by the onlooker bees. This indicates the best solution or the best tuples pair which can cover the highest number of test cases.
If a solution is not improved further through a predetermined number of cycles, then that food source is assumed to be exhausted. This exhausted food source will be replaced by a scout bee. A standard searching method by a scout bee is by randomly searching. The method has a high potential to be trapped in a local minima or a cycle of repeated old solutions. The second reason is that there is too much exploitation in the employee and onlooker bee phases hence it might not cover the whole solution space.

For these reasons, a mutation is applied to replace the random search. As a result, a new food source will be explored in a new region from the search space. This modification will overcome the problem of being trapped in the local minima and avoid the possibility of returning back the same location.

As an example, we select test case 2 [1, 1, 1, 2] in Table 2. We take the first parameter to be flipped as below.

Step 1: Finding the number of bit binary to represent. The formula is:

\[ N = \log_2 (UB + 1) \]  

(5)

Where:

- \( N \) = number of bits
- \( UB \) = upper bound

In this example \( UB = 2 \), so

\[ N = \log_2 (2 + 1) \]

=1.58 (round it up to next integer)

=2

Step 2: Convert the first parameter into a binary and then flip all bits. Finish, return to decimal. Now the new value is two and a new food source [2, 1, 1, 2]. By referring to Table 2, the position has jumped to number 10. This proves that the embedded mutation in the scout bee phase has better exploration process.

Two scenarios are in need of a normalized process. In the first scenario, the mutation result is above the upper bound. In this case, the value from mutation is subtracted with the upper bound. In another scenario, mutation result is less than the lower bound. Therefore it needs to be added with the lower bound. Either one is repeated until the result obtained is between the ranges.

Finally, the ending criteria of MABCTS will be checked. The generation process will be stopped when there is no further uncovered tuples. Otherwise, the searching algorithm will be repeated. The flow chart in figure 2 summarizes the proposed method.
Figure 2. Proposed MABCTS flow chart
4. Results

Table 3. Benchmarking CA configurations. [19]

| System configuration | Meta-heuristic-based strategies | General Computational-based Strategies |
|----------------------|---------------------------------|----------------------------------------|
|                      | MABCTS  | HHH    | HSS    | PSTG   | CS    | SA    | GA    | ACO    | mAETG | AETG | IPOG | Jenny | TGV |
| CA(N;2,3⁴)           | 9       | 9      | 9      | 9      | 9     | 9     | 9     | 9      | 9     | 9    | 9    | 10   | 11   |
| CA(N;2,3¹²)          | 18      | 17     | 18     | 17     | 20    | 16    | 17    | 17     | 17    | 15   | 20   | 20   | 19   |
| CA(N;2,5¹⁰)          | 42      | 42     | 43     | 45     | NA    | NA    | NA    | NA     | NA    | NA   | 50   | 45   | 51   |
| CA(N;3,3⁶)           | 39      | 33     | 39     | 42     | 43    | 33    | 33    | 33     | 38    | 47   | 53   | 51   | 49   |
| CA(N;3,4⁶)           | 96      | 64     | 70     | 102    | 105   | 64    | 64    | 64     | 77    | 105  | 64   | 112  | 123  |

*Bold value specifies the most minimum results (i.e. optimal)*

Table 4. CA (N; t, 2¹⁰) with t varied from 2 to 6.[19]

| t   | Meta-heuristic-based strategies | General Computational-based Strategies |
|-----|---------------------------------|----------------------------------------|
|     | MABCTS  | HHH    | HSS    | PSTG   | CS    | IPOG | ITCH | Jenny | TConfig | TVG |
| 2   | 8       | 8      | 7      | 8      | 8     | 10   | 6    | 10    | 9       | 10  |
| 3   | 36      | 36     | 37     | 37     | 36    | 19   | 18   | 18    | 20      | 17  |
| 4   | 78      | 79     | 81     | 82     | 79    | 49   | 58   | 39    | 45      | 41  |
| 5   | 153     | 153    | 158    | 158    | 157   | 128  | NA   | 87    | 95      | 84  |
| 6   | 153     | 153    | 158    | 158    | 157   | 352  | NA   | 169   | 183     | 168 |

*Bold value specifies the most minimum results (i.e. optimal)*
### Table 5. CA (N; t, 510) with t varied from 2 to 6. [19]

| t  | Meta-heuristic-based strategies | General Computational-based Strategies |
|----|---------------------------------|----------------------------------------|
|    | MABCTS  | HHH   | HSS   | PSTG  | CS   | IPOG | ITCH | Jenny | PICT | TConfig | TVG | GTWay | MIPOG |
| 2  | 42      | 42    | 43    | 45    | 45   | 50   | 45   | 45    | 47   | 48      | 50  | 46    | 45    |
| 3  | 271     | 280   | 276   | 287   | 297  | 313  | 225  | 290   | 310  | 312     | 342 | 293   | 281   |
| 4  | 1623    | 1638  | 1624  | 1716  | 1731 | 1965 | 1750 | 1719  | 1812 | 1878    | 1971| 1714  | 1643  |
| 5  | 8524    | 8704  | 8866  | 9425  | 9616 | 11009| NA   | 9437  | 9706 | NA      | NA  | 9487  | 8169  |
| 6  | 42886   | 47800 | 47550 | 50350 | 50489| 57290| NA   | NA    | 47978| NA      | NA  | 44884 | 45168 |

*Bold value specifies the most minimum results (i.e. optimal)*

### Table 6. CA (N; 4, v10) with v varied from 2 to 7[19]

| v  | Meta-heuristic-based strategies | General Computational-based Strategies |
|----|---------------------------------|----------------------------------------|
|    | MABCTS  | HHH   | HSS   | PSTG  | CS   | IPOG | ITCH | Jenny | PICT | TConfig | TVG | GTWay | MIPOG |
| 2  | 36      | 36    | 37    | 34    | 28   | 49   | 58   | 39    | 43   | 45      | 40  | 46    | 43    |
| 3  | 208     | 207   | 211   | 213   | 211  | 241  | 336  | 221   | 231  | 235     | 228 | 224   | 217   |
| 4  | 660     | 668   | 691   | 685   | 698  | 707  | 704  | 703   | 742  | 718     | 782 | 621   | 637   |
| 5  | 1623    | 1635  | 1624  | 1716  | 1731 | 1965 | 1750 | 1719  | 1812 | 1878    | 1917| 1714  | 1643  |
| 6  | 3375    | 3405  | 3475  | 3880  | 3894 | 3935 | NA   | 3519  | 3735 | NA      | 4159| 3514  | 3657  |
| 7  | 6215    | 6412  | 6398  | NA    | NA   | 7061 | NA   | 6462  | NA   | NA      | 7854| 6459  | 5927  |

*Bold value specifies the most minimum results (i.e. optimal)*
To validate the performance of the strategy, MABCTS is compared with existing strategies which is by grouping it in two, meta-heuristic-based strategies and general Computational-based Strategies. The configuration is set up to meet the standard benchmarking [19]. Only the final number of the test suite is evaluated. Table 3, Table 4, Table 5 and Table 6 represent those results.

Table 3 shows results for the interaction strength $t \leq 3$, which is the low interaction strength. At this interaction strength, MABCTS’s performance is average. At covering arrays CA(N; 2, 3$^4$) and CA(N; 2, 5$^{10}$) are best configurations for MABCTS compare with others. SA strategy can be assumed as the best for most configurations.

For Table 4 and 5, the covering arrays CA (N; t, 2$^{10}$) and CA (N; t, 5$^{10}$) with t varied from 2 to 6. From the result, MABCTS is showing the best result with other strategies. For the last result in Table 6, MABCTS has improved the results when more input values are configured.

5. Conclusion and Future Works
In this study, a new strategy for t-way test suite generation has been proposed based on the Modified ABC algorithm. As mentioned earlier, problems generated by the test suite is considered NP-hard problem. It can be seen in the results where none of the strategy’s best result can be used for all configuration and interaction strength. Therefore, this can be improved upon as a niche for future studies and the MABCTS strategy can further be optimized for other types of t-way strength.
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