Frequency response analysis for the determination of thermal conductivity and water transport in MOF adsorbent coatings for heat transformation
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\section{1. Introduction}

Adsorption chillers are an environmentally friendly solution for the valorisation of waste or solar heat for cooling demands [1,2]. The metal organic framework (MOF) aluminium fumarate is a promising candidate in applications with low differences among the driving temperature, rejection temperature and cooling temperature [3], like data centre cooling where water-cooled CPUs provide driving temperatures of up to 60°C or more [4].

Binder-based coatings are a promising approach to increase the volume-specific cooling power (VSCP) in order to reduce costs [5] while keeping a reasonably high coefficient of performance. Coatings allow for substantially better heat transfer compared to state-of-the-art loose-grain configurations [6].

For efficient design and optimisation of adsorber heat exchangers (Ad-HX), non-linear dynamic models of the sorption process are required in order to avoid costly and time-consuming trial-and-error prototyping [7]. Alongside with the adsorption equilibria, the adsorption enthalpy and the specific heat capacity, these models require detailed descriptions of the physical heat and mass transfer processes in the adsorbent coating.

Frequency response analysis (FRA) is a proven method for the determination of heat and mass transfer processes in adsorption systems since the 1960s [8–14]: From a set equilibrium state, an adsorbent sample is exposed to an, e.g., sinusoidal, periodical fluctuation of one variable (excitation) while the response of one or more other variables is recorded. The complex response, i.e. amplitude and phase shift, as a function of the frequency of the excitation signal contains the entire dynamic information of the sample. The method has several principal advantages compared to the step response methods usually used [7] in the field of heat transformation applications:

- Separation of different transport processes as they are visible at different frequencies depending on their time constant and with different patterns depending on the transport mechanisms
- High resolution of the thermodynamic state, as, during the experiment, the system is kept in a small region around a constant equilibrium state
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Nomenclature

Abbreviations

OD Zero-dimensional, lumped
Ad-HX Adsorber heat exchanger
CAS Computer algebra system
FR Frequency response
FRA Frequency response analysis
HT Heat transfer
LDF Linear driving force
LJ Large temperature jump
maD Macropore diffusion
miD Micropore diffusion
NETD Noise equivalent temperature difference
RMSD Root mean square deviation
PFG NMR Pulsed-field gradient nuclear magnetic resonance

Indices & superscripts

- Laplace transformed of the deviation from the temporal mean value
^ Amplitude, deviation from the temporal mean, best estimate
~ Spatial mean value
sat At saturation condition (liquid vapour equilibrium)
sp (Ad)sorbed phase, adsorbate
w Water
s (Ad)sorbent, (ad)sorption
0 Temporal mean value
cal At calibration conditions, blank measurement
ch (Measurement) chamber
Btm Bottom of the composite (at the interface to the sample support)
mi, miD Micropore (diffusion, LDF-approximated)
aD Macropore diffusion
LDF Linear driving force
eq At equilibrium
srf Surface of the composite/sample
cmp Composite
ct Coating
f Per Frequency
exp Experimental
rel Relative
ad Adsorbate
g Gas

Variables

| Symbol | Unit | Description |
|--------|------|-------------|
| T      | K    | Temperature |
| p      | Pa   | Pressure    |
| X      | (kg/(m^2 s)) | Loading |
| X_{eff} | (kg/(m^2 s)) | Effective loading |
| D      | (m^2/s) | Diffusivity |
| h      | (W/(m^2 K)) | Heat transfer coefficient |
| d      | (m) | Layer thickness, diameter |
| ρ      | (kg/m^3) | Density |
| m      | (kg) | Mass |
| τ      | (s) | Time constant |
| f      | (Hz) | Frequency |
| φ      | (rad) | Phase shift |
| ψ      | (-) | Empty chamber pressure correction factor |
| t      | (s) | Time variable |
| s      | (Pa/m^3) | Complex pressure volume transfer function |
| G_{CV} | ((kg/(m^2 s)) | Complex loading volume transfer function |
| c_p    | (J/(kg K)) | Specific heat capacity |
| G_{TX} | ((K/(kg K))) | Complex temperature loading transfer function |
| G_{TV} | ((K/m^2)) | Complex temperature volume transfer function |
| j      | (-) | Imaginary unit |
| M      | (kg/mol) | Molar mass |
| k      | (1/s) | Kinetic coefficient |
| q      | (W/m^2) | Heat flux |
| x      | (m) | Space variable |
| n     | (mol/(m^2 s)) | Molar flux |
| r      | (m) | Radius |
| K_F   | ((kg/kg)/(K)) | Slope of the isobar |
| K_p   | ((kg/kg)/Pa) | Slope of the isotherm per pressure |
| c      | (mol/m^3) | Concentration |
| ε_p   | (m^3/m^4) | Macroporosity |
| α     | (-) | Model coefficient |
| β     | (-) | Model coefficient |

- Easily scalable accuracy by changing the duration of the experiment, i.e. changing the number of periods measured per frequency
- Usage of locally linearised models with constant coefficients without accuracy loss as, in the small state region, non-linearities may typically be neglected
- Measurements in the frequency domain allow for usage of model solutions directly in the Laplace domain without the need for back-transformation to the time domain
- Computationally inexpensive parameter identification as, for linearised models in the Laplace domain, analytical solutions can be derived in most cases

These advantages outweigh the considerable experimental and data processing effort, especially if a quantitative differentiation between different transport processes and their dependency on the thermodynamic state (temperature, loading, pressure) of the system is required.

In the literature on FRA, the “heat effect”, i.e. the sample’s non-isothermal temperature evolution [11,15], is (if at all) handled as a small parasitic effect disturbing the understanding of the mass transfer processes. It was either mitigated by applying a flow-through system [12], where a continuous gas flow increases the heat transfer by convection, or taken into account and corrected using the thermal frequency response [16,17], where the
response sample surface temperature is measured using a costly high-precision fast IR detector cooled with liquid helium. For heat transformation applications, the case is different, with the heat effect being the principal application motivation. This requires a sound understanding of the heat transfer processes as much as of the mass transfer processes, and the heat effect becomes an important source of information.

In this paper, we present a FRA-based determination of the heat and mass transfer processes, namely thermal conduction and micropore diffusion, in aluminium fumarate coatings that are relevant for heat transformation applications. This is part of a comprehensive approach that also allows obtaining adsorption equilibria and adsorption enthalpies [18] alongside with the sorption dynamics, in a single measurement procedure, under exactly the same measurement conditions and for a very narrow region in the thermodynamic state space. The loading and temperature dependency of the obtained transport properties is mapped. This allows us to simulate a large temperature jump (LTJ) under realistic application conditions and to validate the parametrised model by comparing the simulation to experimental results.

2. Experiments

2.1. Material

Aluminium sample plates (5 × 5 cm²) were partly coated (Act = 18.9 cm²) with aluminium fumarate (Basolite® A520, BASF, [19,20]) using a silicon binder, and characterised as described before [18]. The coating thickness dct was varied (0.14, 0.24, 0.61 mm), resulting in different coating dry masses (134, 217, 563 mg). The coating dry density was calculated as pcmp = mcmp/(Actdct) (0.51, 0.48, 0.49 g/cm³). The dry adsorbent content of the coating, by mass, was aimed at 0.75 and was confirmed, on average, for the three samples (0.72, 0.79, 0.80) by uptake comparison [18]. Sample details are given in the Supplementary Information (Table S1) and in a separate publication on the thermodynamic equilibrium properties of the samples [18]. The specific heat capacity of the coatings was measured for different water loadings (0–0.35 kg/kgcmp) and temperatures (30–90°C) by differential scanning calorimetry (publication in preparation). Results were fitted as cp = f(X, T) per dry mass of composite, with values between 1.1 and 3.0 kJ/(kg K) at 0 kg/kg, 30°C and 0.35 kg/kg, 90°C, respectively.

The macroporosity of the coating εp is estimated to 0.5, based on the composite dry density and the mass fractions and densities of the binder (ρ = 1.1 g/cm³, calculated from Kummer et al. [21] where the same octagonal stainless-steel masks were used) and the apparent dry density of the aluminium fumarate crystals. As reported measurements of the latter are lacking, it was estimated based on the structural data obtained by Alvarez et al. [19] by Rietveld refinement. They estimated the volume of a fully hydrated unit cell, consisting of four metal Al(OH) octahedrals (m = 4 · 44.0 u) and four fumarate C4H4O2 linkers (m = 4 · 114.1 u), as 990 Å³, yielding ρ = 1.06 g/cm³. It should be noted that this value does not account for water-induced shrinking or swelling, nor for any defects or impurities that are likely to be found in the actual adsorbent particles.

The particle size of the initial adsorbent powder was measured at 18 μm, on average (Fig. S1).

2.2. Apparatus

Frequency response (FR) measurements are done with a custom setup detailed earlier (Fig. 1, Table 1) [18]. In addition, this setup allows large temperature jump (LTJ), large pressure jump (LP) and small pressure jump (SP) experiments with water [22–24].

The setup can be classified as a volume swing thermal FR inspired by approaches from other authors [13,25–28] but extended by a thorough control of the sample's thermal contact and a temperature response measurement in order to discriminate between heat and mass transfer effects. To our knowledge, comparable measurements have only been published by LIMS-CNRS in the late 1990s [16,17,29] but with immense efforts regarding temperature measurements (liquid helium-cooled detector) to reach an NETD of 1.5–15 mK at 5 ms response time. Here, an off-the-shelf temperature sensor is employed at the expense of an up to two orders of magnitude higher noise level. The noise level is minimised by increasing the time constant for low frequencies of the sensor and compensated for by longer measurement times for higher frequencies, in order to reach satisfying precision.
Table 1
Principal characteristics of the measurement quantities; details have been published in [18]. Mean values of sample temperature and chamber pressure are obtained from slow and precise sensors (Pt100, MKS), whereas fast and less precise sensors (Heitronics, STS) are used for assessing frequency response values.

| Quantity                  | Range          | Typical uncertainty | Time constant | Device                  |
|---------------------------|----------------|----------------------|---------------|-------------------------|
| Chamber volume            | 849–922 ml     | 0.4 ml (20°C),       | 1.3 ms        | Schreiber Messtechnik LVDT |
|                           |                | 1.3 ml (80°C)        |               |                         |
| Chamber pressure slow     | 0–100 mbar     | 0.05 mbar (5 mbar),  | 40 ms         | MKS Baratron 627B        |
|                           |                | 0.15 mbar (100 mbar) |               |                         |
| Chamber pressure fast     | 0–100 mbar     | 0.4 mbar (5 mbar, 30°C), 5 mbar (100 mbar, 60°C) | 1 ms          | STS ATM                 |
| Cold-plate temperature    | 20–95°C        | 0.1 K                | -1 s          | 4-wired Pt100            |
| Sample surface temperature| 20–80°C        | 25 mK (r = 1 s), 1.1–0.6 K (r = 5 ms, 20–100°C) | ≥ 5 ms (adjustable) | Heitronics KT15 |
|                           |                |                      |               |                         |
|                           |                |                      |               |                         |

*Noise equivalent temperature difference (NETD), depending on chosen time constant and measured temperature.*

2.3. Procedure

The measurement procedure consists of three steps: (i) preconditioning to the desired state, (ii) determination of the equilibrium slopes and (iii) the actual FR measurement. Throughout the measurement, the temperature-controlled cabinet is kept at the measurement mean temperature $T_0$. Measurements are carried out at 30–60°C and in the entire loading range.

Pre-conditioning includes desorption at $p < 0.01$ mbar and 95°C overnight and dosing vapour from a calibrated volume to the actual loading $x_0$. The local slopes of the isotherm and isobar are determined with small volume and temperature variations, respectively. The latter also serves to exclude local hysteresis in the sorption equilibrium by comparing the loading reached at $V_0$ and $T_0$ coming from above and from below. Details are given elsewhere [18].

The FR measurement consists of a set of single-frequency sinusoidal excitations of the measurement chamber volume spaced in an (almost) geometric sequence between $10^{-3}$ and 5 Hz. This is realised by rotating the stepper motor with constant velocity, which is converted into a sinusoidal linear motion of the bellow through a specially designed cam. The stepper motor is controlled with the same DAQ device (Keysight U2351A) that records the bellow position, chamber pressure and sample surface temperature so that data acquisition and volume excitation are synchronised. The single-frequency sinusoids are chosen for the straightforward implementation and as the most robust excitation signal. The signal-to-noise ratio is maximised by concentrating the whole signal power to a single frequency [30]. The number of periods is increased with the frequency to compensate for the reducing signal-to-noise ratio.

2.4. Data processing

Signals from sensors for bellow position, chamber pressure and sample surface temperature are recorded with a Keysight U2351A at a sampling rate of 10 kHz and 16-bit resolution. During measurement, data is down-sampled by integer averaging to a sampling rate of 1000 times the bellow frequency. This results in lower noise levels for lower bellow frequencies and a considerably reduced amount of raw data while the filter disturbance on the signal remains negligible. The complex responses $\tilde{V}$, $\tilde{p}$ and $\tilde{I}$ at the known bellow frequency $f$ are obtained from the fast Fourier transformation (FFT) implemented in R [31]. Spectral leakage is avoided by carefully choosing bellow frequencies that allow for an integer amount of (averaged) samples per bellow period and cutting time series data to multiples of complete bellow periods. From a complex response $\tilde{y}$, the signal in the time domain can be reconstructed as

$$y(t) - y_0 = A_y \sin (2\pi f + \phi_y)$$

where $A_y = |\tilde{y}|$ is the signal amplitude and $\phi_y = \arg(\tilde{y})$ is the phase shift. $\tilde{y}$ can also be considered as a real 2-dimensional vector of $Re(\tilde{y})$ and $Im(\tilde{y})$, which is less intuitive but more convenient for further data processing as they are both $\in \mathbb{R}$, compared to $|\tilde{y}| (\geq 0)$ and $\arg(\tilde{y}) (\in [0, 2\pi])$.

Corrections are applied to the volume perturbation and the FR signals of the sample surface temperature and the measurement chamber pressure, as detailed in the following.

Chamber volume and surface temperature are corrected for low pass filter effects of the sensors by applying an inverse low pass filter to the measured response. Cut-off frequencies are 800 Hz for the volume and 200 Hz for the temperature measurement. Thus, the effect, mainly affecting the phase shift, remains small even for the highest measurement frequency of 5 Hz. In addition, the IR temperature signal is corrected for linearity errors by comparing the difference of steady-state values from small jumps around $T_0$ to those measured by the Pt100 of the cold plate.

The pressure signal is typically corrected based on responses from blank measurements compared to the expected isothermal response according to the mass balance Eq. (6) with no sample ($m = 0$) [9,32,33]. This correction accounts for effects from non-isothermal compression, adsorption at the walls, heterogeneous pressure distribution and sensor damping. The pressure correction consists of a simple multiplication of the measured pressure response $p_{\text{meas}}$ with a correction factor:

$$p_{\text{corr}} = \psi p_{\text{meas}}.$$  \hspace{1cm} (2)

The pressure correction factor $\psi = \frac{V}{p_{\text{meas}}} \frac{\partial p}{\partial m_{\text{sample}}}$ with the blank measurement result $p_{\text{corr}}$, can be deduced from the chamber mass balance Eq. (8). Results for $\psi$ from a wide range of temperatures, pressures and frequencies are fitted using a scaled and centred multivariate Kriging model with noisy observations implemented in R [34] to obtain a correction function covering the whole operational range of the setup. After correction, the non-idealities of the pressure response are below 2% of the relative pressure response $p/p_0$.

2.5. Uncertainty evaluation

Uncertainty analysis was carried out based on GUM [35], including the uncertainty from sample variance (type A) and uncertainties from imperfect calibration and correction (type B).

The uncertainty estimation for the complex responses is based on Monte Carlo experiments on measured noise from blank experiments with stopped motor (type A) and all type B uncertainties that affect linearity. As uncertainties affecting only the absolute value (like offsets) are irrelevant to the complex response, a much higher precision can be reached as compared to absolute mean values. Complex error propagation is carried out as a bivariate combination of real and imaginary part uncertainties; in contrast, a combination of modulus and argument uncertainties has a strong bias.
for values close to \(0 + i0\) and is advised against [36]. Uncertainties are strongly dependent on the bellow frequency \(f\), the number of periods evaluated and the actual measurement value. Typical values of real and imaginary parts are 0.1–5 \(\mu\)l for \(\mathcal{V}\), \((0.5 \times 10^{-3})–(5 \times 10^{-3})\) mbar for \(\bar{p}\) and 0.8–30 mK for \(\bar{T}\). Other uncertainties of the setup were discussed before [18].

3. Modelling

Frequency response analysis is a model-based method for the determination of transport processes. The sorption kinetic models derived in the following are as essential as the actual measurement. Both are combined in the parameter identification procedure described at the end of this section.

3.1. Principal approach

The framework for FR modelling is mainly based on the transfer function approach suggested in [37]. The principal assumptions are:

1. Perturbations of the loading, pressure/concentration and temperature are sufficiently small to allow lineairisation of all equations with constant coefficients. These coefficients are assumed local for the given mean state but may be different for different mean states, i.e. different experiments.
2. The pressure distribution in the chamber is uniform.
3. The temperature of the gas in the chamber is constant and equal to the temperature of the sample support.
4. Adsorption occurs only on the sample and not on the chamber walls.
5. The chamber contains a pure working fluid atmosphere (single-component adsorption).
6. The gas may be described as ideal gas, which is a very good approximation for water in the pressure (< 100 mbar) and temperature (20–100°C) region of interest here. In principle, the models can be extended by different equations of state that are locally linearised. This might be relevant, e.g., for high-temperature applications or working fluids operated in a higher pressure range like ammonia.

Non-ideal effects contradicting assumptions 2–4 are accounted for in the experiments applying a pressure correction (see 2.4). The mass balance of the measurement chamber is

\[
0 = \frac{dX}{dt} m_s + \frac{dm_s}{dt}
\]

where \(\bar{X}\) denotes the average loading of the sample (mass of adsorbed working fluid per mass of dry adsorbent), \(m_s\) is the dry adsorbent mass, and \(m_s\) is the gas mass in the chamber. With the ideal gas law and constant gas temperature \(T_0\), this becomes:

\[
0 = \frac{d\bar{X}}{dt} m_s + \frac{d(pV)}{dt} + pV \frac{dV}{dt} + \frac{dm_s}{dt}
\]

For convenience, the variables are transformed to deviations from the temporal mean with

\[
\tilde{X} = X - X_0
\]

\[
\tilde{p} = p - p_0
\]

\[
\tilde{c} = c - c_0
\]

\[
\tilde{T} = T - T_0
\]

and Laplace transformed (\(\tilde{X} = \mathcal{L}(\tilde{X})\)). Thus, the Laplace-transformed mass balance is

\[
0 = s\tilde{X} m_s + \frac{1}{R_w T_0} (V_0 s \tilde{p} + p_0 \tilde{V})
\]

The mass balance can be explicitly solved for the complex pressure volume transfer function

\[
G_{pv}(s) = \frac{\tilde{p}}{\tilde{V}} = -\left(\frac{\tilde{X}}{\tilde{V}} \frac{m_s R_w T_0}{V_0} + \frac{p_0}{V_0}\right)
\]

\[
= -\left(G_{XV}(s) \frac{m_s R_w T_0}{V_0} + \frac{p_0}{V_0}\right).
\]

This allows calculating the pressure response directly from known constants and the loading volume transfer function \(G_{XV}(s) = \frac{\tilde{X}}{\tilde{V}}\).

For the overall energy balance of the sample, we basically use the same approach that was used before [32,37], assuming an effective heat transfer coefficient \(h\) between the coating, which has the temperature \(T_{\text{btm}}\), at the interface, and the support, which is constantly at the mean temperature \(T_0\). Convective or radiative heat transfer at the adsorbent surface is neglected. The energy balance is then

\[
m_s c_p \frac{d\tilde{T}}{dt} = m_s \Delta h_s \frac{d\tilde{X}}{dt} - \Delta h_{\text{btm}} (T_{\text{btm}} - T_0)
\]

with the adsorption mass-specific heat capacity \(c_p\), the enthalpy of adsorption \(\Delta h_s\) and the sample surface area \(A\) (i.e. the reference surface for \(h\)). Laplace transformation with deviation variables as above yields:

\[
m_s c_p \tilde{T} = m_s \Delta h_s \tilde{X} - \Delta h_{\text{btm}} \tilde{T}_{\text{btm}}.
\]

For models assuming homogeneous temperature distribution, all temperatures are equal (\(\tilde{T} = \tilde{T}_{\text{btm}}\)) and Eq. (9) simplifies to the form used by Wang et al. [37], which can be directly solved for \(\tilde{T}\) to formulate the temperature loading transfer function

\[
G_{TX}(s) = \frac{\tilde{T}}{\tilde{X}} = \frac{m_s \Delta h_s}{m_s c_p s + \Delta h_{\text{btm}}}.
\]

This is slightly different from the formulation used by Wang et al. [37], but it is more convenient for the calculation of the measured temperature and pressure responses directly from \(G_{XV}(s)\):

\[
\bar{p} = \left(G_{XV}(s) \frac{m_s R_w T_0}{V_0} + \frac{p_0}{V_0}\right) \tilde{V}.
\]

In cases where the assumptions for Eq. (10) do not apply, a direct formulation for \(G_{TX}(s)\) will be required and the reduction to a single transfer function \(G_{XV}(s)\) is no longer possible.

\(G_{XV}(s)\) (or \(G_{pv}(s)\) and \(G_{TX}(s)\)) may be computed directly from constants (transport parameters as well as material and setup properties) and the complex variable \(s\) according to analytical model solutions from the following section. With \(s = j2\pi f\), this allows calculating the pressure and temperature response, which can then be fitted to the experimental results.

3.2. Heat and mass transfer models

Analytical solutions in the form of complex transfer functions convertible to \(G_{XV}(s)\) are available for two non-isothermal cases with different complexities in the mass transfer modelling [37]:

a) "ODHT-LDF": lumped heat transfer + linear driving force (LDF),

b) "ODHT-mid3D": lumped heat transfer + micropore (loading-driven) diffusion in radially symmetric spheres (not applicable here).

For the modelling of macropore diffusion in even layers of adsorbent coating and intra-crystalline (micropore) diffusion in non-isotropic materials with a single preferred diffusion direction like
aluminium fumarate [19,38], the diffusion equation needs to be solved on an even-plate or slab geometry. Moreover, to model the heat transfer effect of the coating thickness, a 1D heat transfer model with contact resistance is required. For this work, we developed the FR solutions for differently simplified models (c.f. Fig. 2): c) “ODHT_millD”: lumped heat transfer with micropore diffusion on a slab geometry (homogeneous concentration in the macropores and homogeneous temperature in the coating); d) “ODHT_millD”: lumped heat transfer with macropore diffusion on a flat-plate geometry (homogeneous loading in the crystals and homogeneous temperature in the coating); e) “ODHT_milD_LDF”: lumped heat transfer with macropore diffusion combined with an LDF approach for micropore diffusion (homogeneous temperature in the coating) f) “1DH_milD”: heat conduction in the coating with a thermal contact resistance to the support and with an LDF approach for micropore diffusion (homogeneous concentration in the macropores) A computer algebra system (CAS) was used (Wolfram Mathematica® in our case) to efficiently solve the equation systems. The solutions are summarised in Table 2 and detailed in SI3.

In the last two models, the micropore diffusion is approximated with the LDF approach by analogy to the isothermal case with linearised equilibrium and homogeneous uptake distribution [39]:

$$D_{\text{ms}} \approx \frac{k_{\text{LDF}}^2}{\sigma (\sigma + 2)}.$$  (13)

where the curvature factor $\sigma = \frac{r}{\rho} = 1$ for the even-plate geometry of the 1D channel structure of the aluminium fumarate crystals ($\sigma = 2$ for cylinder and $\sigma = 3$ for sphere geometries), $r$ is the distance between the surface and the no-flux boundary, i.e. the particle radius here. Simultaneous space discretisation of both heat and macropore diffusion could principally be solved analytically. However, the straightforward approach applied to the other cases fails to produce useful results and is thus omitted here – the solutions obtained by CAS are so fragmented and extensive that numerical evaluation runs into large rounding errors. These approaches are typically found as numerical non-linear models in the time domain [22,23,40]. Also non-straightforward CAS-based approaches as proposed earlier [41] might be useful here but are left for future studies.

---

**Table 2** Summary of FR model solutions developed in this work; details are given in the supplement as referenced.

| Model                          | Loading volume transfer function $G_{\text{SV}}(s)$ | Reference |
|-------------------------------|---------------------------------------------------|-----------|
| c) Lumped HT + even miD       | $k_{\text{m}} \left( \frac{\gamma}{\gamma - 1} + \frac{\alpha \gamma}{\alpha + \gamma} \right)$ with $k_{\text{m}} = \frac{h_{\text{m}}}{\gamma h_{\text{m}}}$ and $\beta = \frac{\gamma}{\gamma - 1}$ and $\alpha = \frac{\gamma}{\gamma - 1}$ | S3.1      |
| d) Lumped HT + even maD       | $k_{\text{m}} \left( \frac{\gamma}{\gamma - 1} + \frac{\alpha \gamma}{\alpha + \gamma} \right)$ with $k_{\text{m}} = \frac{h_{\text{m}}}{\gamma h_{\text{m}}}$ and $\beta = \frac{\gamma}{\gamma - 1}$ and $\alpha = \frac{\gamma}{\gamma - 1}$ | S3.2      |
| e) Lumped HT + even maD + micro-LDF | $k_{\text{m}} \left( \frac{\gamma}{\gamma - 1} + \frac{\alpha \gamma}{\alpha + \gamma} \right)$ with $\gamma = \frac{1 + \chi}{\chi h_{\text{m}}}$ and $\beta, \alpha, k_{\text{m}}$ as above | S3.3      |
| f) 1D HT + micro-LDF         | $G_{\text{SV}}(s)$ is not useful in this case. $G_{\text{SV}}(s)$ and $G_{\text{SV}}(s)$ are given separately in the reference. | S3.4      |
deviation between the fitted model and the experiment. For further details, refer to S4 in the supplement.

4. Results

The results from the FR measurements (Fig. 3) show the typical bimodal shape indicating several distinct transfer processes at different characteristic frequencies. The signal-to-noise ratio is sufficient, and for lower frequencies, more than sufficient. This might allow further reduction of the measurement time, e.g. by replacing the single-frequency sinusoidal signal by a phase-shifted multisine with a high signal power, i.e. a low crest factor [30].

4.1. Model comparison

The measured FR (Fig. 3) shows the typical bimodal shape observed before for non-isothermal adsorption systems [16,32]. Note that here Im(ˆp) and Im(ˆT) are proportional to the negative “out-of-phase curves” due to different phase shift definitions. The maximum temperature amplitude is in the order of several 100 mK, which is typical of adsorption with water measured in our apparatus and allows for a good signal-to-noise ratio, and is about one order of magnitude higher than the values reported by Bourdin et al. [16].

For the example shown in Fig. 3, the simple macro- and micropore diffusion models 0DHT_maD and 0DHT_miD fail to represent the experimental data (weighted residual error E(ˆP) = 0.20). Due to the mathematically similar structure, both models yield the same best-fit shape for all measurements. As the mismatch is observed throughout all experiments, both models will be disregarded in the following. A better fit (E(ˆP) = 0.08) is achieved with the macropore diffusion + micro-LDF model (0DHT_maD_LDF). However, the best fit (E(ˆP) = 0.04) results when discrating the heat transfer with the 1DHT ролиLDF model. The simple 0DHT ролиDF model returns the same fit result as 0DHT_maD ролиDF, indicating that the macropore diffusion is not relevant to the example shown. For a similar reason, the 0DHT ролиDF model converges toward the results from the 1DHT ролиDF model when fitting other experiments: For large values of λ (small Biot numbers), the solution of the 1DHT ролиDF model simplifies to that of the 0HT ролиDF model, as the temperature distribution becomes homogeneous. Therefore, and for its limited information content, the 0HT ролиDF is disregarded in the following.

Further assessment shows that the model 1DHT ролиDF memiliki is more appropriate than the model 0DHT_maD ролиDF to plausibly represent the observed behaviour of all measurements. To this end, both models are further analysed looking at two aspects: the relative residual error E(ˆP) (Fig. 4, Fig. S2) and the identified parameters ˆП (Fig. 5). Starting with E(ˆP), the overall best-fitting model is 1DHT ролиDF (Fig. S2). Furthermore, with the sample layer thickness, the residual error E(ˆP) rises for 0DHT_maD ролиDF and drops for 1DHT ролиDF (Fig. 4). The difference between the two models lies in whether the heat conduction or the macropore diffusion is the dominant transport mechanism perpendicular to the coating layer. This becomes more relevant in the case of thicker coatings, indicating that the heat transport discretisation (1DHT ролиDF) is more relevant to catch the overall behaviour.

The second aspect, the identified transport parameters (Fig. 5), supports this hypothesis by showing plausible results only for 1DHT ролиDF. Distributed transport parameters like diffusivities and thermal conductivity should not be dependent on the coating thickness. However, for the 0DHT_maD ролиDF model, a coating thickness dependency is found for all parameters, whereas it is only plausible for the overall heat transfer coefficient h to drop with rising coating thickness; kLDF and Dma should be independent of the
thickness, as all samples have the same composition. $D_{ma}$ is expected to rise with the pressure, but it shows a U-shaped loading dependency, which is not plausible. The heat transfer coefficient is expected to depend on the pressure and the grain-grain contact properties, but it also shows a slightly chaotic U-shape-like loading dependency, which is not plausible. For the 1DHT-LDF model, a coating-thickness-independent U-shaped loading dependency is found for the microdiffusivity, i.e., the transport diffusivity, which can plausibly be explained by the strong change of the thermodynamic factor, as we will discuss later. Yet, the two heat transfer-related parameters, $\lambda$ and $h$, are fluctuating arbitrarily by orders of magnitude for the thinner samples. Only fits to measurements of the thickest sample yield a plausible thermal conductivity in the order of 0.1 W/(m K), independent of the loading. In the following, the evaluation will thus focus on the 1HT_milD model.

4.2. Identified transport parameters

Based on the model with discretised heat transfer and LDF-simplified micropore diffusion (1DHT_milD), the thermal conductivity $\lambda$ of the samples was identified as about 0.07 W/(m K). At 40°C, values for $k_{DF}$ are between 0.1 and 3 $s^{-1}$, leading to an LDF-approximated micropore transport diffusivity $D_{mi}$ between $3 \times 10^{-12}$ and $1 \times 10^{-10}$ m²/s with a characteristically U-shaped loading dependency (Fig. 8). The heat transfer coefficient $h$ for the contact between coating and support was identified as $> 4 \times 10^{-3}$ W/(m²K). An upper boundary for $h$ cannot be given, as it proved to be irrelevant to the overall transport process (non-identifiable). Details will be discussed in the following.

The sensitivity of the individual fit results to $h$ is extremely low (Fig. S3). For the thinner samples, any combination of $\lambda$ and $h$ resulting in the same total heat transfer resistance yields similar values of the error functional, whereas for the thicker sample, only high enough values of $h$ yield good fits. This explains the arbitrary oscillation of $\lambda$ and $h$ for Ct_240 in Fig. 5: The fitting algorithm will arbitrarily return any value along the long stretched minimum “valley” of $E(P)$. As $\lambda$, $h$ and $D_{mi}$ should be equal for all samples and to increase the power of the parameter identification procedure, the fit procedure was applied to find a single set of parameters fitting well to multiple samples (“multi-fit”). For this, experimental results from all three samples were pooled for similar $X, T$-states and fitted to a single $P$ while all other specific model parameters were kept at the precise state of each individual measurement and sample. The contour plot of $E(P)$ in the $\bar{D}_{mi}$ plane (Fig. 6) reveals that values below $4 \times 10^3$ W/(m²K) are unlikely for $h$, but no upper boundary can be given.

In the following, we will therefore present the model results based on an ideal (i.e., non-limiting) thermal contact (i.e., $h \to \infty$). As the values obtained for $\lambda$ rise with decreasing $h$, this approach yields conservative estimates for $\lambda$. In the case analysed in Fig. 6, this leads to a maximum underestimation of less than 0.02 W/(m K) within the standard confidence level.

For the ideal contact model, the form of the confidence limit of $D_{mi}$ and $\lambda$ shows that the two variables can be distinguished clearly (Fig. 7). The maximal extent of the standard confidence region as depicted will be used as a definition for error bars in the other plots. A three-dimensional evaluation of the standard confidence region is possible in principle but omitted here for computational constraints and limited insight gain.

The parameter values identified with the ideal contact model do not show any significant dependency on the coating thickness (Fig. 8). The thermal conductivity of the coating is found to be constant throughout all measurement points, with values around 0.07 W/(m K), which seems plausible if compared to, e.g., the true thermal conductivity of 0.14–0.2 W/(m K) found for silica gels [43,44]. It can be expected that the thermal conductivity is lower for the porous coating than for the pure adsorbent, due to contact resistances and increased path lengths. The missing loading and pressure dependency that one might expect, and which was reported before, e.g., granular beds of silica gel/water [45], could be explained by a heat transfer limited by binder/adsorbent contact resistances and conduction in the binder and/or the gas phase. The – possibly loading dependent – thermal conductivity of the adsorbent crystal would just add a low conductive resistance in series. Assuming macropores in the order of the adsorbent particles ($d = 18$ μm), the inverse Knudsen number under experimental conditions is in the order of 5–25, which leads to only minor deviations from the (pressure-independent) gas phase thermal conductivity [46]. Given that the macropore diffusion is not limiting the overall dynamics, the thermal conductivity might be worth addressing by, e.g., densifying the coating. The results for micro-transport diffusivity $D_{mi}$ hardly differ from the non-idealised model (Fig. 5). The pronounced loading dependency of $D_{mi}$ might be explained with the Darken factor as detailed in the following section.

4.3. Interpretation of micropore mass transfer

Tentatively, the adsorbate diffusivity $D_{ad}$, i.e., the self-diffusivity, may be calculated from the LDF-approximated micropore transport diffusivity $D_{mi}$ taking into account the Darken factor $\frac{d \ln X}{d \ln p}$ (also referred to as thermodynamic factor) [47]:

$$D_{ad} = D_{mi} \frac{d \ln X}{d \ln p} = D_{mi} \frac{dX}{dp} \frac{p_0}{X_0}. \quad (14)$$

This correction compensates for most of the loading dependency observed for the transport diffusivity $D_{mi}$ with values for $D_{ad}$ of about $1 \times 10^{-11}$ m²/s at 40°C (Fig. 9). Pulsed-field gradient nuclear magnetic resonance (PFG NMR) measurements of water in saturated aluminium furmate at 25°C yielded self-diffusivities of $D_{||} = (6.0 \pm 0.4) \times 10^{-12}$ m²/s and $D_{\perp} = (5.0 \pm 0.4) \times 10^{-12}$ m²/s for the diffusion in the direction of the 1D channels and perpendicular to them [38], while the overall diffusion is dominated by $D_{||}$. Our estimate of $D_{ad}$ directly depends on our assumptions of
Fig. 5. Identified parameters using different models (upper panels: 0DHT_maD_LDF; lower panels: 1DHT_miLDF) over the effective loading for 40°C and different coating thicknesses (different colours and symbols); the LDF parameter $k_{LDF}$ is expressed as the micropore transport diffusivity $D_{mi}$ according to Eq. (13). Lines are only meant as guides to the eye.

Fig. 6. Contour plot of $E(P)$ over $\lambda$ and $h$ for the simultaneous fit of measurement results of the three samples (Ct140, Ct240, Ct610) under similar conditions ($X_{eff} = 0.16$ g/g, $T_0 = 40^\circ$C, $p_0 = 20.7$ mbar) to the model 1DHT_miLDF with $D_{mi}$ fixed at the best estimate ($2.6 \times 10^{-12}$ m²/s). Open circle: minimum found by the fitting algorithm; red cross: minimum found by parameter variation for creating this plot; bold line: standard confidence limit (c.f. Eq. (S27)).

Fig. 7. Contour plot of $E(P)$ for the same fit as in Fig. 6 but over $D_{mi}$ and $\lambda$ for model 1DHT_miLDF with ideal thermal contact ($h \rightarrow \infty$). Bold line: standard (68%) confidence limit; error bars depict the definition confidence limits used in the other plots; open circle: minimum found by the fitting algorithm; red cross: minimum found by parameter variation for creating this plot.
Fig. 8. Estimated parameters from the model 1DHT_mLDF with ideal thermal contact between support and coating for different coating thicknesses over the effective loading. "multi" (filled symbols) indicates results from simultaneous fit of all samples for similar X,T conditions with non-ideal thermal contact. Lines are only meant as guides to the eye.

Fig. 9. Inverse Darken factor calculated from measured absolute and differential equilibria [18] and adsorbate diffusivity calculated from the identified micro-transport diffusivity (Fig. 8).

the validity of the LDF approximation, c.f. Eq. (13), and the diffusion path length. However, a wrong diffusion path length is not able to explain the discrepancy of about two orders of magnitude between our $D_{ad}$ and the PFG NMR $D_1$: The diffusion path length of the micropore diffusion, i.e. the length from the particle surface to its centre, would need to be in the order of 100 μm, which is impossible given the measured adsorbent particle size being in the order of 18 μm (Supplementary Information S2). It seems more likely that deriving a micropore diffusion coefficient from $k_{LDF}$ (LDF approximation) is misleading here. While the LDF model reproduces the experimental FR results particularly well, $k_{LDF}$ might have a different physical meaning, e.g. a mass transfer barrier of unknown nature. This remains an open question to be further investigated, which, however, does not affect the quality of the description of the macroscopic processes, as we will show in the next section.

Irrespective of the physical interpretation, the data allows an Arrhenius plot of points with similar loading $X_{eff} \approx 0.15$ g/g (Fig. 10). It shows the linear form of the inverse temperature dependency expected:

$$
\ln D_{ad} = \ln D_{ad,0} - \frac{E_a}{RT}
$$

with the activation energy $E_a = 55.0 \pm 3.1$ kJ/mol.
fitted directly in the time domain [22,49]. Our results indicate that the deviation observed before was rather due to the incompletely mapped state dependency of the transfer coefficients and not due to the general model simplification like the reduction of particle size and layer thickness distributions to single values.

5. Conclusion

In this work, we developed and validated a method for local (in the thermodynamic state space) measurements of the sorption dynamics based on FRA. Combined with linearised heat and mass transfer models in the Laplace domain, physical transport coefficients can be determined. These coefficients, with their state dependency, allow precise non-linear modelling of application-relevant processes in the time domain. As these models are explicitly including geometrical parameters, they may be directly used for the design and optimisation of Ad-HX. In particular, a model was developed that takes the spatial temperature distribution into account.

The measurement procedure was developed further so that the information required for the models on (a) sorption equilibria and (b) sorption enthalpies can be determined in the same measurement sequence under exactly the same conditions. The only quantity required from external sources is the heat capacity of the sample for all thermodynamic states of interest. Literature on the heat capacity of sorption materials, especially as a function of the loading, is scarce and direct measurements are costly. Thus, its inclusion in our measurement procedure should be aimed at in future research.

Samples coated with a composite of aluminium fumarate particles with Silres® as a binder in different thicknesses (140–610 µm) were examined extensively with this method at 30–60°C and in the entire loading range. The relevant transport mechanisms are heat transfer by conduction in the coating layer (0.07 W/mK) and mass transfer into the particles. The latter was successfully described with an LDF approach. The LDF time constant showed a pronounced temperature and loading dependency, which could be described by interpreting the mass transfer as a micropore diffusion process. While the actual physical nature of the mass transport process at the micro-level remains an open question, the macroscopic dynamics can be predicted with high precision in a large range of operational conditions. The thermal contact resis-

4.4. Model validation with LTJ results

The identified transport and thermodynamic parameters were used for a non-linear simulation of an LTJ response, using an existing implementation of the 1DHT.milDF model (Fig. 2f) in the time domain [22]. The results are compared to earlier experimental results on the same samples [48]. The simulation is based on loading- and temperature-dependent microdiffusivity, constant thermal conductivity (see Section 4.2), constant adsorption enthalpy and the fitted adsorption equilibrium as identified before [18]. Details of the parametrisation are given in the Supplementary Information S6. The simulation is solely based on parameters identified by FRA, without any fitting in the time domain.

The results show very good agreement (Fig. 11), validating the aforementioned procedures and identification results. The deviation between measurement and simulation show an improvement compared to previous works where similar transport models were

![Fig. 10](image1.png)  
**Fig. 10.** Arhenius plot of the adsorbate (self) diffusion of water in aluminium fumarate with linear fit and standard error (blue line, grey area) for points with similar loading (\(X_m = 0.16 \pm 0.02 \, \text{kg/kg}_{\text{cmp}}\)) of all three coating thicknesses evaluated; the fit refers to the bottom and left axes.

![Fig. 11](image2.png)  
**Fig. 11.** Response of the surface temperature (left) and the chamber pressure (right) to a large jump of the cold-plate temperature (desorption) measured for sample Cl_610 and simulated with the T-X-dependent transport and equilibrium parameters identified in this work.
tance between support and coating as well as the macro-diffusion between the particles in the coating layer were found to be of minor relevance to the overall sorption dynamics.

The samples showed a generally high performance. Due to the sorption equilibrium of aluminium fumarate, this performance can be achieved under very favourable temperature conditions with low driving temperature. Further improvement is expected by more compact coatings with smaller adsorbent particles.
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