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Abstract—It is expected that unmanned aerial vehicles (UAVs) will play a vital role in future communication systems. Optimum positioning of UAVs, serving as base stations, can be done through extensive field measurements or ray tracing simulations when the 3D model of the region of interest is available. In this paper, we present an alternative approach to optimize UAV base station altitude for a region. The approach is based on deep learning; specifically, a 2D satellite image of the target region is input to a deep neural network to predict path loss distributions for different UAV altitudes. The predicted path distributions are used to calculate the coverage in the region; and the optimum altitude, maximizing the coverage, is determined. The neural network is designed and trained to produce multiple path loss distributions in a single inference; thus, it is not necessary to train a separate network for each altitude.

1 INTRODUCTION

The use of unmanned aerial vehicles (UAVs) as base stations has emerged as a solution to address the demand for high-speed and reliable wireless communication in various scenarios. UAV base stations can be deployed easily, provide connectivity during emergency situations, and improve coverage and quality of service if needed.

One of the challenging problems related to aerial base stations is the placement of the base station. The optimal base station altitude can be defined as the one that maximizes the coverage, which requires the prediction of path loss distribution in the target area. There are various models that can be used to estimate the path loss distribution, including Okumura [1], Hata [2] and Wallisch-Ikegami [3] models. These models require a general classification of the area, such as “urban,” “sub-urban,” and “rural.” Since such a rough classification of an area may not yield accurate predictions in all cases, there have been efforts to improve the results using additional information, such as the building density between transmitter and receiver [4], [5]. When the 3D model of an area is available, it is possible to apply ray tracing simulation techniques to get accurate results [6], [7]. In addition to the requirement of a 3D model of the area, simulation based approaches have the disadvantage of high computational cost.

There are articles specifically aiming to optimize the altitude of an aerial base station. For example, in [8], air-to-ground channel is modeled as the addition of line-of-sight (LoS) and non-line-of-sight (NLoS) terms, where the probability of LoS depends on three parameters based on the ITU recommendation [9], the ratio of building area to total area, the average number of buildings per unit area, and the height distribution of buildings. The formulation derived in [8] is used in other work, including [10], where horizontal and vertical placements are decoupled, and [11], where the problem of placing multiple aerial base stations is addressed. In [12], using a probabilistic model for LoS, the downlink coverage performance of aerial base stations is investigated, and the optimum base station altitude, which leads to a maximum ground coverage and minimum required transmit power for a single base station, is derived. The work is extended for the placement of multiple aerial base stations in [13]. In [14], air-to-ground channels characteristics, including height-dependent path loss models, root mean square (RMS) delay spread and the number of multipath components, at 3.9GHz for suburban areas and for UAV altitudes up to 40m are investigated and compared against ray tracing simulations. In [15], large-scale and small-scale channel parameters are extracted for LoS and NLoS cases at 1GHz and 4GHz from actual measurements; and an altitude-dependent path loss model is proposed. In [16], extensive measurements are taken to model air-to-ground channel characteristics, including path loss, RMS delay spread, Rician K-factor, and inter-antenna correlations for sub-urban and near-urban environments.

In recent years, the use of machine learning techniques, including deep neural networks, in wireless communication applications has become increasingly popular [17]. Machine learning based methods have been proposed to estimate path loss [18], classify the area model selection [19], identify wireless technology [20], identify interference [21], and allocate resources [22]. Deep neural networks have been used to predict path loss exponent and shadowing factor [23] and path loss distribution [24].

In this paper, we propose a deep learning based approach to determine path loss distribution in an area and optimize aerial base station (transmitter) altitude. Motivated by the fact that regional characteristics, such as building densities and heights, play a major role in path loss values, we aim to predict the path loss distribution of an area directly from its satellite image, which captures all regional characteristics visually. Given a dataset of satellite images and corresponding path loss distributions, a deep neural network is trained to convert an image to the corresponding path loss distribution.

“This work was supported by TUBITAK Grant 215E324.”
Once the path loss distributions are estimated, the coverage, i.e., the percentage of the transmitters with path loss values less than a threshold in the region, is calculated. We design our network such that it produces path loss distributions for multiple base station altitudes. Therefore, we choose the altitude which results in the maximum coverage.

Our work is unique in the sense that it allows determining the optimal base station altitude directly from a satellite image, which is input to a deep neural network to predict path loss distribution. The path loss distribution portion of our method has similarities to the work done in [24], but there are major differences. Other than the fact that [24] does not involve any altitude optimization, the network in [24] produces path loss distribution for a single transmitter altitude. In this paper, the network is designed to produce multiple path loss distributions, where each distribution corresponds to a different transmitter altitude. The work in [24] can be extended for multiple altitudes; however, a separate network has to be trained and stored for each transmitter altitude. In this paper, the training process involves a single network, sharing common layers for different altitudes. This reduces the overall number of parameters to be learned, which is critical in deep learning to achieve better performance for a given dataset size.

To train the proposed network, we first generate a dataset by running ray tracing simulations on 3D models of regions for which we have the satellite images as well. The ray tracing simulations produce path loss distributions, which are coupled with satellite images to form the dataset. A deep network is trained to produce path loss distributions for multiple altitudes from each satellite image. While the training process takes time, once trained, the network simply takes a satellite image to instantly produce multiple path loss distributions.

The paper is organized as follows. In Section 2 the proposed approach is briefly presented. The details, including the dataset generation procedure and the deep neural network architecture, are given in Section 3 and Section 4 respectively. The performance of the deep neural network, the details of altitude optimization process, and the experimental results are discussed in Section 5. Finally, in Section 6 the paper is concluded with a summary and possible future work.

## 2 Overview of the Proposed Approach

The base station altitude optimization problem is defined as determining the altitude which results in the maximum number of serviceable receivers. Received signal strength, which is a function of the operation frequency, transmit power of the base station, antenna gains of the transmitter and receiver, and path loss, determines if a receiver is in the coverage area or not. Assuming there is only one transmitter and the receivers are of same type, the path loss becomes the only variable determining the coverage. The maximum allowable path loss, which we denote $PL_{th}$, can be set as the threshold; any receiver with path loss higher than this threshold is considered out of coverage.

Fig. 1 gives an illustration of path loss map and path loss distribution of an area. On the left of the figure, we have a satellite image of a region. The 3D model, which is not shown, of the region is input to a ray tracing software to obtain the path loss values of the receivers, which are uniformly distributed over the entire area. The path loss values are shown as a color map in the middle of the figure. The path loss values are quantized to 26 bins (with 3dB bin widths) to form the path loss distribution, which is shown on the right of the figure. The coverage (the ratio of serviceable receivers with path loss value less than a specific threshold) is calculated by summing up the path loss values less than the threshold.

To determine the optimal altitude which yields the maximum coverage, we need to have path loss distributions corresponding to different base station altitudes. We, therefore, design our path loss estimation network to generate path loss distributions for multiple altitudes in a single inference.

Our approach is illustrated in Fig. 2. An image is input to a deep neural network, which consists of convolutional layers and fully connected layers. The convolutional layers extract high and low level features, which are then flattened passed through several fully connected layers. The output of the network is a vector, which has path loss distributions for different transmitter altitudes in its designated parts. The path loss distributions are then passed through a specified threshold value to calculate coverage for each altitude. The altitude maximizing the coverage is set as the optimum altitude.

Training a deep network requires a large dataset. In cases where the dataset size is limited, a common practice is to take a pre-trained network and re-train it with the available data for the desired application. We use this technique in our application. Specifically, we took a portion of the pre-trained VGG16 network [25], appended two fully connected layers, and trained the entire network with our data. The VGG16 is pre-trained on the ImageNet dataset [26], and it extracts high and low level image features, representing the regional characteristics. The fully connected layers convert these features path loss distributions.

## 3 Dataset Generation

The data requirement for training a deep neural network is extremely large. Generating the dataset using actual measurements were not feasible due to time, cost and legal issues of flying UAVs in urban areas. Therefore, we use the dataset generation method presented in [23]. Using areas with known 3D models, ray tracing simulations are used to obtain the path loss at each receiver point for each transmitter altitude. The received path loss values are then converted to path loss distributions.

Specifically, 500 geographical regions, each with a size of $1.8 \times 1.8$ km, are extracted as in [23]. For each region, we have the satellite image as well as the 3D model. Each 3D model is imported to a ray tracing simulation software[1]. The transmitter is placed in the center of the region at a specific height. We placed 12,100 ($110 \times 110$) receivers uniformly distributed over the region at 1.5 meters above ground. We assume having a flat terrain with dry earth material and concrete buildings. We run the simulations for each transmitter altitude and each region separately. We

1. [https://www.remcom.com/wireless-insite-em-propagation-software](https://www.remcom.com/wireless-insite-em-propagation-software)
Figure 1. A satellite image of a region, the corresponding path loss map obtained through ray tracing simulations, and the path loss distribution.

Figure 2. (a) A satellite image of the target region is input to a deep neural network to produce path loss distributions at multiple altitudes. The network consists of a convolutional neural network (CNN) layer, followed by several fully connected layers (fc). The output layer is designed such that the path loss distribution for a specific transmitter height \( h_i \) is produced at a specific part of the output. The initial portion of the network is taken from the VGG16 network [25]; the entire network is re-trained for our dataset. (b) A threshold value is chosen to determine the coverage. Receivers with path loss value greater than the threshold are not covered by the transmitter. Path loss distributions are passed through the threshold to determine the ratio of covered receivers. The altitude that has the maximum coverage ratio is the optimum altitude.

Choose 40m, 80m, 120m, and 300m as the representative set of transmitter altitudes in our experiments. The parameters used in the dataset generation are listed in Table 1.

The resulting path loss values at the receivers are processed to generate the path loss distributions. The path loss values corresponding to receivers that are inside a building are removed by utilizing the 3D models, which indicate the building locations. The remaining path loss values are quantized to 26 bins, starting from 55dB to 130dB bin centers, and bin widths of 3dB. The distributions are normalized so that the bin values add up to one for each distribution.

We repeat the simulations for 4 different altitudes. The path loss distributions for each altitude are concatenated to construct a target vector of size 104-by-1. By repeating the simulations for different target areas, we construct a dataset of 500 images and corresponding target vectors.

### 4 Network Architecture

The input to the network is of size \( 224 \times 224 \times 3 \). The network produces 104 values, corresponding to path loss distributions for four transmitter altitudes.

The network consists of a common pre-trained network (VGG16 [25]) followed by fully connected layers. The VGG16 network is a well-known architecture used for image classification; and it is pre-trained on the ImageNet dataset [26]. This portion of the network extracts the common features associated with the region. These features include low-level features such as lines, edges, corners, and other primitive features, as well as high-level features such as geometric structures and shapes with different colors and texture. Our intuition is that these features well describe the regional characteristics that directly affect the communication channel properties of the area. The last layers allow specialization/prediction of distributions for different altitudes by properly weighting the features extracted from the common layers. The final layer is a 104 unit layer with a softmax function at the end.

The dataset is divided into 400 images for training and 100 images for testing. During training, the stochastic gradient descent optimizer [27] is used with a learning rate of
0.0001, a momentum of 0.7, a batch size of 8, and cross-entropy as the loss function.

The network can be modified (by reducing the size of the bin width and therefore increasing the number of bins) to increase the resolution of path loss distributions. This would increase the number of parameters to be learned during training; and we would need more data to successfully train the network parameters. Similarly, we can add more altitudes to the network, which would again require more training data.

5 RESULTS AND DISCUSSIONS

5.1 Deep learning model performance

The mean squared error (MSE) between the true and predicted path loss distribution values is used to evaluate the network performance. Table 2 shows the MSE for each altitude. By comparing the MSE results to the variance of the true distribution values in the test set, it can be seen that the network is predicting the true distributions well. From the table, we notice that the prediction performance is better for higher altitudes. This improvement is due to the higher probability of LoS links for high altitudes. When the UAV is at a low altitude, such as 40m, the communication link may suffer from shadowing due to high building, making it more difficult to predict path loss.

| Altitude (m) | MSE [10^{-3}] | Test set variance [10^{-3}] |
|--------------|----------------|----------------------------|
| 40           | 0.65           | 4.29                       |
| 80           | 0.32           | 2.61                       |
| 120          | 0.21           | 2.44                       |
| 300          | 0.11           | 4.32                       |

Table 2:

MSE between the true and predicted distribution values, and the variance of the true distribution values in the test set.

In Fig. 3, the true versus predicted path loss distribution values are shown for the entire test set. We note that the predicted path loss values match the true values well, except for a relatively small number of outliers.

In Fig. 3, we provide some examples of the test set showing the true versus predicted distributions with the corresponding satellite images. The regions are arranged from best to worst according to the average MSE of the four altitudes; the average MSE is written above each image. We notice that regions with low MSE values correspond to sub-urban areas. The MSE increases in the regions where there are high-rise buildings, causing extreme shadowing and multi-path reflections. In the last example, there is a high-rise building in the middle of the region, blocking the transmitter signal and resulting in high path loss at almost all receiver locations. As the transmitter altitude is increased, the receivers finally start to get the signal from the transmitter. Even in such challenging situations, the network predicts the distributions well.

In Fig. 3, also includes the results of two baseline methods, i.e., the free-space path loss model [1] and the Okumura-Hata model [2]. The distributions predicted with the free-space path loss and Okumura-Hata models do not match well with the true distributions as these prediction methods are generic models with few categories for the regional characteristics and can not handle all sorts of variations.

On the contrary, our approach can extract the regional characteristics and provide more accurate predictions.

5.2 Altitude optimization

UAV altitude optimization can be done by choosing the altitude that has the maximum coverage, which is defined as the area under the path loss distribution curve below a specific threshold value. Since the distributions are quantized, the coverage is calculated by summing the values that are below the threshold value.

To investigate altitude optimization, we performed additional simulations for different altitudes, for a few regions. Fig. 4 shows the coverage curves for three different regions at seven different altitudes (40m, 80m, 120m, 160m, 300m, 600m, 1500m), and for five different path loss threshold values (116dB, 119dB, 122dB, 125dB, 128dB). In each row of the figure, we have the satellite image of the region, the coverage as a function of transmitter altitude, and the coverage as a function of path loss threshold.

In the first region, there are relatively few buildings. This means, the region can be covered well with LoS links even when the UAV altitude is low. As the altitude becomes higher, the coverage drops because of the reduction in signal strength. (See the coverage-altitude plot.) As the path loss threshold value is increased, we get more coverage as expected.

In the second and the third regions, there are more buildings; therefore, low UAV altitudes result in less coverage. Better coverage can be achieved by increasing the UAV altitude. As the UAV altitude is increased, the coverage eventually starts to decay due to the increasing distance between the transmitter and receiver. The optimum altitude for the second region is higher than the optimum altitude for the third region because of the existence of high-rise buildings in the second region. For a path loss threshold of 128dB, a coverage of about 95% is achieved when the transmitter is at 600m for the second region; whereas, the optimum coverage is achieved when the transmitter is at 300m for the third region.

We can also make further deductions by investigating the coverage-altitude and coverage-threshold plots. For example, in the first region, where we mostly have LoS links,
Figure 4. Sample results of the proposed path loss distribution method, compared to the true distributions, and against the free-space and Okumura-Hata models for different regions and transmitter altitudes.
Figure 5. Coverage percentages as a function of UAV altitude and path loss threshold levels for three sample regions.

Table 3

| Satellite image | $PL_{th}$ | 40 m True | 40 m Predicted | 80 m True | 80 m Predicted | 120 m True | 120 m Predicted | 300 m True | 300 m Predicted |
|-----------------|-----------|-----------|---------------|-----------|---------------|-----------|---------------|-----------|---------------|
| ![Image 1](image1.png) | 128 dB    | 0.8849    | 0.9153        | 0.9643    | 0.9701        | 0.9657    | 0.9802        | 0.9532    | 0.978         |
| ![Image 2](image2.png) | 125 dB    | 0.8614    | 0.8933        | 0.9479    | 0.9598        | 0.9512    | 0.9713        | 0.9337    | 0.966         |
| ![Image 3](image3.png) | 122 dB    | 0.8316    | 0.864         | 0.925     | 0.9429        | 0.9308    | 0.9582        | 0.9092    | 0.9487        |
| ![Image 4](image4.png) | 119 dB    | 0.7949    | 0.8294        | 0.8898    | 0.9222        | 0.9052    | 0.9417        | 0.8799    | 0.9262        |

Coverage values calculated from true distributions and predicted distributions at different path loss thresholds $PL_{th}$ for various regions. Highest true and predicted coverage values are highlighted in "red" color.
the coverage changes little for 40m to 600m. The effect of altitude is more when there are buildings in the region, as in the cases of second and third images.

Combining the path loss distribution estimations from the deep network and the altitude optimization process, we have a complete flow from an image to an optimum altitude. We tested the process with the path loss distributions obtained from the deep network. In Table 3 we exemplify coverage values obtained from true distributions and predicted distributions. We show two correct and one incorrect altitude selection. In the first and third regions, both the true distributions and predicted distributions result in the same altitude, 120m and 300m, respectively. In the second example, predicted distributions resulted in incorrect optimum altitudes for two threshold values. Even in those few incorrect cases the coverage values are close to each other at different altitudes, meaning that even an incorrect altitude is selected, similar coverage would be achieved.

6 Conclusions
In this paper, we present a deep learning based approach to estimate the path loss distributions in an area for multiple altitudes in a single inference from a 2D satellite image, and then use the predicted path loss distributions to optimize the altitude of a UAV, serving as a base station in an air-to-ground communication systems.

The training process of the deep neural network is computational demanding; but once the network is trained, the inference can be done accurately in real time. This is a significant advantage over ray tracing simulations.

While we demonstrated the idea for four different altitudes due to the extensive simulation requirements to obtain the training dataset for each altitude, the approach can be extended for more altitudes. The main challenge is the dataset generation process, which require many satellite images and ray tracing simulations on the 3D models corresponding to the satellite images. Similarly, the method can be extended for other transmission frequencies.

Another possible extension of this work is to move the transmitter position in large satellite image, crop a target region centered around the transmitter position, and predict the path loss distributions for each transmitter position using the cropped target region. In this way, both the optimum altitude and position can be determined.
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