EXTREME SINGULAR VALUES OF INHOMOGENEOUS SPARSE RANDOM RECTANGULAR MATRICES

IOANA DUMITRIU AND YIZHE ZHU

ABSTRACT. We develop a unified approach to bounding the largest and smallest singular values of an inhomogeneous random rectangular matrix, based on the non-backtracking operator and the Ihara-Bass formula for general Hermitian matrices with a bipartite block structure.

Our main results are probabilistic upper (respectively, lower) bounds for the largest (respectively, smallest) singular values of a large rectangular random matrix $X$. These bounds are given in terms of the maximal and minimal $\ell_2$-norms of the rows and columns of the variance profile of $X$. The proofs involve finding probabilistic upper bounds on the spectral radius of an associated non-backtracking matrix $B$.

The two-sided bounds can be applied to the centered adjacency matrix of sparse inhomogeneous Erdős-Rényi bipartite graphs for a wide range of sparsity. In particular, for Erdős-Rényi bipartite graphs $G(n, m, p)$ with $p = \omega((\log n)/n)$, and $m/n \to y \in (0, 1)$, our sharp bounds imply that there are no outliers outside the support of the Marčenko-Pastur law almost surely. This result extends the Bai-Yin theorem to sparse rectangular random matrices.

1. INTRODUCTION

1.1. Extreme singular values of random matrices. The asymptotic and non-asymptotic behavior of extreme singular values of random matrices is a fundamental topic in random matrix theory [49, 58]. They are crucial quantities used to provide theoretical guarantees for randomized linear algebra algorithms on large data sets, with applications in machine learning, signal processing, and data science.

Consider an $n \times m$ random matrix $X$ with $m/n \to y \in (0, 1)$ with i.i.d. entries. Let $\sigma_{\text{max}}(X)$ and $\sigma_{\text{min}}(X)$ be the largest and smallest singular value of $X$, respectively. The classical Bai-Yin theorem [5] says that, under the finite fourth-moment assumption of the distribution of entries, almost surely,

\[
\frac{1}{\sqrt{n}} \sigma_{\text{max}}(X) \to 1 + \sqrt{y}, \quad \frac{1}{\sqrt{n}} \sigma_{\text{min}}(X) \to 1 - \sqrt{y}.
\]

This implies that there are no outliers outside the support of the Marčenko-Pastur law for $\frac{1}{n}X^*X$. A non-asymptotic version of the Bai-Yin theorem with a sharp constant for Gaussian matrices can be obtained from Gordon’s inequality [32, 58, 37]; beyond the Gaussian case, similar results were given in [30] using the moment method for symmetric sub-Gaussian distributions (in addition, Tracy-Widom fluctuations were also proved). Under the more relaxed, finite second moment assumption, the convergence of the smallest singular value to the left edge of the Marčenko-Pastur law was proved in [52]. Later, the convergence of the smallest and largest singular values to the edge of the spectrum was proved in [23, 38], for more general models. Finally, for sparse, heavy-tailed random matrices, the convergence of the largest singular value was considered in [3].

Besides the sharp asymptotic behavior for the extreme singular values, non-asymptotic bounds (which do not capture the sharp constants, but the correct order) for $\sigma_{\text{max}}(X)$ and $\sigma_{\text{min}}(X)$ were constructed by using other arguments, including $\varepsilon$-nets [58], matrix deviation inequalities [59], and the variational principle [63]. Largest singular values can also be bounded using the moment
method [43] or by using the spectral norm bound for Hermitian matrices of size \((n + m) \times (n + m)\) [13, 8].

Similar results for the smallest singular values of rectangular random matrices are harder to obtain, especially when the matrices are sparse, partly because there are fewer methods of approach. A lower bound without forth-moment assumptions was given by [55, 40], and for heavy-tailed distributions in [34, 35, 53]; None of the results above capture the sharp constant in (1.1). [45] considered the smallest singular values for random matrices with a prescribed pattern of zeros (which does not cover sparse Bernoulli random matrices); and [33] considered sparse Bernoulli random matrices with \(p = \omega(\log^4 n/n)\). Very recently, [20] provided a very general, non-asymptotic universality principle on the spectrum of inhomogeneous random matrices that captures the sharp constant for extreme singular values in a general setting, including inhomogeneous and sparse random rectangular matrices when \(p = \omega(\log^4 n/n)\). We compare their results with ours in Remarks 2.6 and 2.11.

We should also note that the smallest singular value of a square random matrix behaves differently from the rectangular one in (1.1), and our lower bounds on the smallest singular value (Theorems 2.4 and 2.10) do not cover the square case. Specifically, in the square case, with high probability, \(\sigma_{\text{min}}(X)\) is of order \(1/\sqrt{n}\). A unified bound in both square and rectangular cases can be found in [48], which gives a lower bound \(\Omega(\sqrt{n} - \sqrt{m - 1})\). For the square random matrices, the smallest singular value bounds were proved in [47, 46, 25] for inhomogeneous random matrices, and in [9, 10, 24] for sparse random matrices.

Another related topic is the study of concentration of spectral norm for inhomogeneous random matrices, including sparse random matrices [44, 13, 12, 1, 54], Gaussian matrices with independent entries [8, 57, 43], Wishart-type matrices [22], general random matrices [56, 7, 20], and non-backtracking matrices [13, 50, 16].

1.2. Sparse random bipartite graphs. Extreme singular values of sparse random bipartite graphs are important quantities in the study of community detection [31, 64, 60], coding theory [39], matrix completion [21, 14], numerical linear algebra [4], and theoretical computer science [27, 36]. However, classical estimates for sub-Gaussian random matrices [58] cannot be directly applied to sparse random matrices due to the lack of concentration.

Recently, the non-backtracking operator has proved to be a powerful tool in the study of spectra of sparse random graphs, specifically, when the average degree of the random graph is bounded [17, 16, 15, 21, 51, 28] or slowly growing [13, 26, 61, 50, 1]. Most results obtained with the help of non-backtracking operators are concerned with the largest eigenvalues and spectral gaps, with the exception of [21], which gives a lower bound on the smallest singular value of a random biregular bipartite graph, and [26], which gives the location of isolated real eigenvalues inside the bulk of the spectrum for the non-backtracking operator. Lower bounds on smallest singular values for sparse random rectangular matrices were also considered in [66, 36, 33] by other methods for various models.

1.3. Contributions of this paper. In this paper, we provide new non-asymptotic bounds on the extreme singular values of inhomogeneous sparse rectangular matrices. Our main tool is the non-backtracking operator for a general \(n \times n\) matrix defined as follows.

**Definition 1.1** (Non-backtracking operator). Let \(H \in M_n(\mathbb{C})\). For \(e = (i, j), f = (k, l)\), define the non-backtracking operator of \(H\) as an \(n^2 \times n^2\) matrix \(B\) such that

\[
B_{ef} := H_{kl}1_{j=k}1_{i\neq l}.
\]
To associate a non-backtracking operator with a rectangular \( n \times m \) random matrix \( X \), we work with the non-backtracking operator \( B \) of an \( (n + m) \times (n + m) \) matrix

\[
H = \begin{bmatrix}
0 & X \\
X^* & 0
\end{bmatrix}.
\]  

(1.3)

We can summarize the major steps in our proofs as follows:

1. We improve the deterministic bound given in [13] on the largest singular value of rectangular matrices, in terms of the spectral radius \( \rho(B) \) of \( B \);
2. We provide a new deterministic lower bound on the smallest singular value in terms of \( \rho(B) \);
3. We give an improved probabilistic bound on \( \rho(B) \) for inhomogeneous random rectangular matrices;
4. Combining the deterministic and probabilistic results, we prove, in a unified way, two-sided probabilistic bounds for a general inhomogeneous rectangular random matrix model; we also specialize them for inhomogeneous sparse random matrices for a wide range of sparsity. Our main results are stated in Section 2.

Although some partial efforts were previously made in the literature ([3, 22, 33]) and some of our tools have been developed in [13], the crucial contribution of this paper is a deep and unified understanding of the relationship between the singular values of a rectangular matrix and the eigenvalues of its associated non-backtracking operator, which allows us to give a unified treatment of extreme singular values. For the first time and with a minimal set of conditions, this in turn allows us to extend the Bai-Yin theorem to sparse random bipartite graphs (Corollary 2.7) with average degree \( \omega(\log n) \). For inhomogeneous sparse random bipartite graphs, the smallest singular value bound explicitly depends on the maximal and minimal expected degrees, without extra constant factors, see Remark 2.8. The upper bound on the largest singular value is valid when the maximal average degree \( d = \Omega(1) \), and the lower bound on the smallest singular value is valid down to the critical regime \( d = \Omega(\log n) \).

Our proof relies on the connection between extreme singular values of \( X \) and the spectral radius of the corresponding non-backtracking operator \( B \). In the biregular bipartite graph case [21], this relation is described by the Ihara-Bass formula [11], which results in algebraic equations involving the spectrum of \( X \) and \( B \). For inhomogeneous Erdős-Rényi bipartite graphs, exact algebraic equations no longer work. Instead, we find deterministic inequalities between the extreme singular values of \( X \) and the spectral radius of \( B \), using a block version of the generalized Ihara-Bass formula given in Lemma 3.2.

The proof of the spectral norm bound for Hermitian random matrices in [13] relies on the relation between the largest eigenvalue of a Hermitian matrix and the largest real eigenvalue of its associated non-backtracking matrix. In our case, to get the lower bound on \( \sigma_{\min}(X) \), we connected the small singular values of \( X \) to the largest purely imaginary eigenvalue (in modulus) of \( B \) (see Lemma 3.5). This idea helped us establish here a similar phenomenon in a general inhomogeneous setting beyond the random bipartite biregular graph case studied in [21].

**Organization of the paper.** The rest of the paper is structured as follows. In Section 2, we state our main results for sparse inhomogeneous Erdős-Rényi bipartite graphs and general rectangular random matrices. In Section 3, we connect the spectra of \( H \) defined in (1.3) and that of its non-backtracking operator \( B \), and prove some deterministic bounds on the extreme singular values of \( X \). In Section 4, we give a probabilistic upper bound on \( \rho(B) \) for a general random matrix \( X \) with moment method. In Sections 5 and 6, we give proofs for the probabilistic bounds on extreme singular values of \( X \) and specialize them for inhomogeneous sparse bipartite random graphs.

**Notations.** We say \( X \preceq Y \) for two Hermitian matrices \( X \) and \( Y \), if \( Y - X \) is a positive semidefinite matrix. For \( c \in \mathbb{R} \) \( X \preceq c \) means \( X \preceq cI \). \( \|X\| \) is the spectral norm of \( X \), and for a square matrix
$B$, $\rho(B)$ is the spectral radius of $B$, and $\sigma(B)$ is the set of all eigenvalues of $B$. All $C, c, C_i, c_i$ for $i \in \mathbb{N}$ are universal constants. $x \vee y, x \wedge y$ are the maximum and minimum of $x$ and $y$, respectively. Denote $(x)_+ = x$ if $x \geq 0$ and $(x)_+ = 0$ for $x < 0$.

2. Main results

2.1. Inhomogeneous Erdős-Rényi bipartite graphs.

**Definition 2.1** (Inhomogeneous Erdős-Rényi bipartite graph). An inhomogeneous Erdős-Rényi bipartite graph $G \sim G(n, m, p_{ij})$ is a random bipartite graph defined on a vertex set $V = V_1 \cup V_2$, where $|V_1| = n, |V_2| = m$ such that an edge $ij$, $i \in [n], j \in [m]$ is included independently with probability $p_{ij}$. Let $A \in \{0, 1\}^{n \times m}$ be the biadjacency matrix of $G$ such that $A_{ij} = 1$ if $ij$ is an edge in $G$ and $A_{ij} = 0$ otherwise. The adjacency matrix of $G$ is given by

\[
\begin{bmatrix}
0 & A \\
A^\top & 0
\end{bmatrix}.
\]

Let $G$ be an inhomogeneous Erdős-Rényi bipartite graph with biadjacency matrix $A$. Define

\[(2.1)\]

\[d := \max_i \left\{ \sum_j p_{ij}, \sum_j p_{ji} \right\}\]

to be the maximal expected degree among all vertices from $V_1 \cup V_2$. Let

\[N := n \vee m,\]

and denote the normalized maximal expected degrees from $V_2$ (respectively, $V_1$) as

\[(2.2)\]

\[\rho_{\text{max}} := \frac{1}{d} \max_{i \in [m]} \sum_{j \in [n]} p_{ij}, \quad \tilde{\rho}_{\text{max}} := \frac{1}{d} \max_{i \in [n]} \sum_{j \in [m]} p_{ij}.\]

By our definition of $d$, $\rho_{\text{max}} \vee \tilde{\rho}_{\text{max}} = 1$, and we let

\[(2.3)\]

\[\gamma := \rho_{\text{max}} \wedge \tilde{\rho}_{\text{max}},\]

where $\gamma \in (0, 1]$ is a parameter that can depend on $n$. Note that when all $p_{ij} = p$, $\gamma = \frac{n}{m}$ is the aspect ratio.

We first state the following upper bound on the largest singular values of $A - EA$ for a wide range of sparsity down to $d = \Omega(1)$.

**Theorem 2.2** (Largest singular value for inhomogeneous sparse random matrices). Assume

\[(2.4)\]

\[d \geq \gamma^{-\frac{1}{2}} \quad \text{and} \quad \tilde{d}^{\frac{2}{3}} \max_{ij} p_{ij} \leq N^{-\frac{1}{12}}.\]

Then there exist constants $C, C_1, C_2 > 0$ such that with probability at least $1 - C \gamma^{-5/6} N^{-3}$, we have

\[(2.5)\]

\[\frac{1}{\sqrt{d}} \sigma_{\text{max}}(A - EA) \leq (1 + \sqrt{\gamma}) + C_1 \gamma^{-\frac{3}{2}} d^{-\frac{1}{2}} \sqrt{\frac{\log N}{1 \vee \log(\log N)}}.\]

Moreover, the following expectation bound holds:

\[(2.6)\]

\[\frac{1}{\sqrt{d}} \mathbb{E}[\sigma_{\text{max}}(A - EA)] \leq (1 + \sqrt{\gamma}) + C_2 \gamma^{-\frac{3}{2}} d^{-\frac{1}{2}} \sqrt{\frac{\log N}{1 \vee \log(\log N)}}.\]
Remark 2.3 (Comparison to [13, 43]). While Theorem 2.2 is not strictly speaking new, it gives a unified proof of the concentration of the adjacency matrix for bipartite random graphs in all sparsity regimes of $d$ for $d = O(N^a)$ with some constant $a \in (0, 1)$.

When $d = \omega(\log N)$, the upper bound in (2.6) is dominated by the first term, which gives $1 + \sqrt{\gamma} + o(1)$. By considering an $(n + m) \times (n + m)$ inhomogeneous random graph with some connection probabilities being 0, our model can be seen as a specific case considered in [12]. However, their bound yields the weaker $2 + o(1)$ on the right-hand side of (2.6). The same $1 + \sqrt{\gamma} + o(1)$ bound can be derived from Theorem 4.9 and Example 4.10 in [43]. When $d = o(\log N)$, the second term in (2.6) is dominating, the result in [43] only gets $O\left(\sqrt{\log(N)/d}\right)$. By contrast, (2.6) yields $O\left(\sqrt{\frac{\log N}{d \log \left(\frac{\log N}{d}\right)}}\right)$, which is sharp; this agrees with the results in [12, 42] for non-bipartite graphs, and it is tight up to a constant down to $d \geq \gamma^{-\frac{1}{2}}$.

The real novelty arises in the following theorem, which provides the smallest singular value bound on $A - \mathbb{E}A$, down to $d = \Omega(\log n)$, and it is sharp in certain cases. Our sparsity assumption on $d$ is optimal up to a constant factor, since when $d < (1 - \varepsilon) \log n$ and $m/n = \Theta(1)$, there are isolated vertices in a homogeneous Erdős-Rényi bipartite graph $\mathcal{G}(n, m, p)$ with high probability, and that implies $\sigma_{\min}(A - \mathbb{E}A) = 0$.

Theorem 2.4 (Smallest singular value for inhomogeneous sparse random matrices). Let $n \geq m$ and $d$ be the quantity defined in (2.1). For any $\delta \in (0, 1)$, assume

\[ d \geq \frac{20}{\gamma \delta^2} \log n, \quad d^{\frac{7}{2}} \max_{ij} p_{ij} \leq n^{-\frac{3}{10}}, \]

and

\[ \min_{j \in [m]} \sum_{i \in [n]} p_{ij}(1 - p_{ij}) = \tilde{\rho}_{\min} \geq \sqrt{\gamma}, \tag{2.7} \]

where $\gamma \in (0, 1]$ is defined in (2.3). Then with probability at least $1 - C\gamma^{-5/6}n^{-5}$, we have

\[ \frac{1}{d} \sigma_{\min}^2(A - \mathbb{E}A) \geq \sqrt{\gamma} - \gamma \left( \frac{\beta^2}{\beta^2 + \delta} \tilde{\rho}_{\min} - \beta^2 - C\gamma \delta^2 - \delta \right) +, \tag{2.8} \]

where

\[ C_{\gamma} = 4\gamma^{-\frac{1}{2}}(C_1 + \gamma^{-1}\delta)\sqrt{\gamma + \delta}, \quad \beta = \gamma^{\frac{1}{4}}(1 + \sqrt{\delta}), \]

and $C, C_1$ are absolute constants. In particular, when $\gamma \geq \epsilon$ for a constant $\epsilon'$ independent of $n$,

\[ \frac{1}{d} \sigma_{\min}^2(A - \mathbb{E}A) \geq \sqrt{\gamma} - \gamma \left( \tilde{\rho}_{\min} - \sqrt{\gamma} - C'\sqrt{\delta} \right) +, \tag{2.9} \]

for a constant $C' > 0$ depending on $\epsilon'$.

Remark 2.5. The lower bound in (2.9) is non-zero when $\tilde{\rho}_{\min} > \sqrt{\gamma}$, $\gamma \in (0, 1)$, and $\delta$ is sufficiently small. (2.9) is valid for $d = \Omega(\log n)$, where we make no assumption on the lower bound for the aspect ratio $\frac{m}{n}$, and some parameters $p_{ij}$ can be zero.

Remark 2.6 (Comparison to [20] and [33]). The very general universality principle proved in [20, Theorem 2.13] can be applied to inhomogeneous sparse random matrices when $d = \Omega(\log^4 n)$ to get a non-trivial lower bound for $\sigma_{\min}(A - \mathbb{E}A)$. In particular, when $d = \omega(\log^4 n)$, [20] implies

\[ \sigma_{\min}(A - \mathbb{E}A) \geq \sqrt{\tilde{\rho}_{\min}} - \sqrt{\gamma} - O(d^{-1/6} \log^{2/3}(n)) \tag{2.10} \]
with high probability. In the regime \( d = \omega(\log^4 n) \), the leading constant \( \sqrt{\rho_{\min} - \sqrt{\gamma}} \) in (2.10) is strictly larger than our leading constant \( \sqrt{(1 - \sqrt{\gamma})(\rho_{\min} - \sqrt{\gamma})} \) in (2.9) for inhomogeneous random graphs where \( \rho_{\min} \neq 1 \). The benefit of our method is that the results extend to \( d = \Omega(\log n) \).

In [33], the authors considered the smallest singular value of a sparse random matrix \( X = A \circ Y \), where \( A \) is a sparse Bernoulli matrix, and \( Y \) is a Wigner matrix whose entries have bounded support, and \( \circ \) is the Hadamard product. This covers the homogeneous Erdős-Rényi case but not the inhomogeneous one. The authors showed that the smallest singular value is \( \Omega(\sqrt{n/p}) \) when \( p = \omega(\log^4 n) \) (see [33, Theorem 1.2]). In Theorem 2.4, we consider the inhomogeneous Erdős-Rényi case; furthermore, in the next section, Theorem 2.10 covers a more general inhomogeneous model, which includes [33] 

Now assume \( d = \omega(\log n) \), and the expected degree of each vertex is roughly the same. The Marčenko-Pastur law for the matrix \( \frac{1}{d}(A - EA)^\top(A - EA) \) can be proved in the same way following the proof of semicircle law for inhomogeneous random graphs with homogeneous expected degrees (i.e., sparse generalized Wigner matrices) in [65, Corollary 4.3] via graphon theory. This implies the upper bound and lower bound given by (2.2) and (2.4) are tight. We state the generalization of the Bai-Yin theorem [5] stated in (1.1) to sparse random bipartite graphs in the following corollary.

**Corollary 2.7** (Bai-Yin theorem for supercritical random bipartite graphs). Let \( A \) be the adjacency matrix of an inhomogeneous Erdős-Rényi bipartite graph sampled from \( G(n, m, p_{ij}) \). Assume \( \frac{m}{n} \to y \in (0, 1) \) as \( n \to \infty \) and the parameters \( \{p_{ij}\} \) satisfies

\[
\max_{i \in [n]} \left| \frac{1}{d} \sum_{j \in [m]} p_{ij} - 1 \right| = o(1), \quad \max_{j \in [m]} \left| \frac{1}{d} \sum_{i \in [n]} p_{ij} - y \right| = o(1).
\]

Assume

\[
d = \omega(\log n), \quad d \leq n^{1/5}, \quad \text{and} \quad \max_{ij} p_{ij} = O(d/n).
\]

Then almost surely,

\[
\lim_{n \to \infty} \frac{1}{\sqrt{d}} \sigma_{\min}(A - EA) = 1 - \sqrt{y},
\]

\[
\lim_{n \to \infty} \frac{1}{\sqrt{d}} \sigma_{\max}(A - EA) = 1 + \sqrt{y}.
\]

Corollary 2.7 covers the homogeneous Erdős-Rényi bipartite graph \( G(n, m, p) \) with \( p = \omega(\log n/n) \) and \( p \leq n^{-4/5} \). For denser cases when \( p \geq n^{-4/5} \), (2.14) has been obtained in [43], and (2.13) could in principle be obtained by moment methods without using the non-backtracking operator [5, 30].

**Remark 2.8** (Supercritical inhomogeneous sparse random bipartite graphs). Suppose \( \gamma \geq c' \) for a constant \( c' \) independent of \( n \), and \( d \) satisfies

\[
d = \omega(\log n), \quad d^{7/2} \max_{ij} p_{ij} \leq n^{-7/12}.
\]

Theorems 2.2 and 2.4 imply the following estimate holds with probability \( 1 - O(n^{-3}) \):

\[
\sqrt{(1 - \sqrt{\gamma})(\rho_{\min} - \sqrt{\gamma})} + o(1) \leq \frac{1}{\sqrt{d}} \sigma_{\min}(A - EA) \leq \frac{1}{\sqrt{d}} \sigma_{\max}(A - EA) \leq 1 + \sqrt{\gamma} + o(1).
\]

Without the homogeneous degree assumption (2.11), in general, such two-sided bounds do not match the support of the limiting spectral distribution [29, 7, 2], and when \( d = \omega(\log^4 n) \), [20, Theorem 2.13] provides a better leading constant in the inhomogeneous case for the lower bound on \( \sigma_{\min}(A - EA) \). The convergence of the largest singular value to the right edge of the spectrum is related to the notion of strong asymptotic freeness in the free probability literature [7, 20].
2.2. Inhomogeneous random rectangular matrices. To prove our results in Section 2.1, we work with a more general matrix model whose entries have bounded support. Theorem 2.2 and Theorem 2.4 are obtained from Theorem 2.9 and Theorem 2.10 by specifying model parameters and taking \( q = \sqrt{d} \).

**Theorem 2.9** (Largest singular value). Let \( X \) be an \( n \times m \) random matrix with independent entries, and \( \mathbb{E}X = 0 \). Suppose there exists \( q > 0, \kappa \geq 1 \) such that

\[
\max_{ij} |X_{ij}| \leq \frac{1}{q}, \quad \max_{ij} \mathbb{E}|X_{ij}|^2 \leq \frac{\kappa}{n},
\]

\[
\max_{i \in [m]} \sum_{j \in [n]} \mathbb{E}|X_{ij}|^2 \leq \rho_{\text{max}}, \quad \max_{i \in [n]} \sum_{j \in [m]} \mathbb{E}|X_{ij}|^2 \leq \tilde{\rho}_{\text{max}},
\]

where \( \rho_{\text{max}} \vee \tilde{\rho}_{\text{max}} = 1 \) and

\[
\rho_{\text{max}} \land \tilde{\rho}_{\text{max}} = \gamma \in (0, 1].
\]

Then there exist universal constants \( C, C_1, c_2, c_3 > 0 \) such that for any

\[
\gamma^{-\frac{1}{2}} \leq q \leq N^{\frac{1}{10}} \kappa^{-\frac{1}{2}} \gamma^{-\frac{1}{10}}
\]

and \( K \geq 1 \), with probability at least

\[
1 - C \left( \gamma^{-5/6} N^{3 - c_1 \log(1 + c_2 K)} + N^{1 - c_2 \gamma K^2} \right),
\]

\[
\sigma_{\text{max}}(X) \leq \sqrt{\gamma} + 1 + C_1(K + \gamma^{-3/2}) \frac{\eta}{\sqrt{1 + \log \eta}}, \quad \text{where} \quad \eta = \frac{\sqrt{\log N}}{q}.
\]

Moreover, for some absolute constant \( C_2 > 0 \),

\[
\mathbb{E}[\sigma_{\text{max}}(X)] \leq \sqrt{\gamma} + 1 + C_2 \gamma^{-\frac{3}{2}} \frac{\eta}{\sqrt{1 + \log \eta}}.
\]

**Theorem 2.10** (Smallest singular value). Let \( X \) be an \( n \times m \) random matrix with independent entries and \( \mathbb{E}X = 0 \). Suppose \( n \geq m \) and there exists \( q > 0, \kappa \geq 1 \) such that

\[
\max_{ij} |X_{ij}| \leq \frac{1}{q}, \quad \max_{ij} \mathbb{E}|X_{ij}|^2 \leq \frac{\kappa}{n},
\]

\[
\max_{j \in [m]} \sum_{i \in [n]} \mathbb{E}|X_{ij}|^2 \leq 1, \quad \max_{i \in [n]} \sum_{j \in [m]} \mathbb{E}|X_{ij}|^2 \leq 1,
\]

\[
\min_{j \in [m]} \sum_{i \in [n]} \mathbb{E}|X_{ij}|^2 \geq \tilde{\rho}_{\text{min}},
\]

where \( \gamma \in (0, 1] \) and \( \tilde{\rho}_{\text{min}} \geq \sqrt{\gamma} \). Then for any \( \delta \in [0, 1) \) and

\[
\sqrt{\log n} \leq q \leq n^{\frac{1}{10}} \kappa^{-\frac{1}{2}} \gamma^{-\frac{1}{10}},
\]

with probability at least

\[
1 - 3n \exp \left( \frac{-3}{10} \gamma q^2 \delta^2 \right) - 2 \exp(-q^2) - C \gamma^{-\frac{3}{8}} n^{3 - \frac{1}{4} q \sqrt{\delta}},
\]

we have

\[
\sigma_{\text{min}}^2(X) \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \frac{\beta^2}{\beta^2 + \delta} \tilde{\rho}_{\text{min}} - \beta^2 - C_\gamma \delta^2 - \delta \right),
\]

where

\[
C_\gamma = \frac{4}{\sqrt{\gamma}} (C_1 + \gamma^{-1} \delta) \frac{\sqrt{\gamma} + \delta}{\sqrt{\gamma} - \gamma}, \quad \beta = \gamma^{\frac{3}{4}} (1 + \sqrt{\delta}),
\]
and \(C, C_1\) are absolute constants. In particular, when \(\gamma \geq c\) for a constant \(c'\) independent of \(n\),
\[
\sigma_{\min}^2(X) \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \hat{\rho}_{\min} - \sqrt{\gamma} - C'\sqrt{\delta} \right)_+,
\]
where \(C'\) is a constant depending on \(c'\).

**Remark 2.11** (Comparison to [20]). For general random matrix models, [20, 7] provided an non-asymptotic bound by comparing the spectrum of \(X\) with its non-commutative counterpart in free probability theory. In particular, under the same setting as Theorem 2.10, [20, Theorem 2.13] and [18, Lemma 3.14] provides a lower bound
\[
\sigma_{\min}(X) \geq \sqrt{\hat{\rho}_{\min} - \sqrt{\gamma} - Cq^{-1/3} \log^{2/3}(n)}
\]
with probability \(1 - n^{-c}\). This gives a better leading constant compared to (2.24) when \(q = \Omega(\log^2 n)\). However, (2.24) holds for the broader regime \(q = \Omega(\log^{1/2} n)\), even if the leading constant is suboptimal in the inhomogeneous case.

**Remark 2.12.** Through standard truncation arguments, described in detail e.g. in [18, Pages 41-73] and [6, Chapter 5], our results in Section 2.2 can be applied to random variables with unbounded support. This includes, for example, the dense Gaussian case, and any other cases satisfying certain Lindeberg’s conditions [6].

### 3. Spectral relation between \(X\) and \(B\)

#### 3.1. Generalized Ihara-Bass formula

We will make use of the following generalized Ihara-Bass formula proved in [13, 62]. When \(H\) is the adjacency matrix of a graph, Lemma 3.1 reduces to the classical Ihara-Bass formula in [11, 41].

**Lemma 3.1** (Lemma 4.1 in [13]). Let \(H \in M_n(\mathbb{C})\) with associated non-backtracking matrix \(B\). Let \(\lambda \in \mathbb{C}\) satisfying \(\lambda^2 \neq H_{ij}H_{ji}\) for all \(i, j \in [n]\). Define \(H(\lambda)\) and \(M(\lambda) = \text{diag}(m_i(\lambda))_{i \in [n]}\) as
\[
H_{ij}(\lambda) := \frac{\lambda H_{ij}}{\lambda^2 - H_{ij}H_{ji}},
\]
\[
m_i(\lambda) := 1 + \sum_{k \in [n]} \frac{H_{ik}H_{ki}}{\lambda^2 - H_{ik}H_{ki}}.
\]
Then \(\lambda \in \sigma(B)\) if and only if \(\det(M(\lambda) - H(\lambda)) = 0\).

By itself, Lemma 3.1 is not sharp enough to yield a tight upper bound for \(\sigma_{\max}(X)\), and it cannot yield any results for the smallest singular values. Therefore, we have developed a customized approach for the block matrix model, including a sharp analysis of the non-backtracking operator, which will lead to tight results in both cases. The first step in this approach is the following customized version of Lemma 3.1.

**Lemma 3.2.** Let \(X\) be an \(n \times m\) complex matrix and \(H = \begin{bmatrix} 0 & X \\ X^* & 0 \end{bmatrix}\). Let \(B\) be the non-backtracking operator associated with \(H\). Define an \(n \times m\) matrix \(X(\lambda)\), and two diagonal matrices \(M_1(\lambda) = \)
\[ \text{diag}(m_i^{(1)}(\lambda))_{i \in [n]}, \quad M_2(\lambda) = \text{diag}(m_i^{(2)}(\lambda))_{i \in [m]} \] as follows:

\[ X_{ij}(\lambda) = \frac{\lambda X_{ij}}{\lambda^2 - |X_{ij}|^2}, \]

\[ m_i^{(1)}(\lambda) = 1 + \sum_{k \in [m]} \frac{|X_{ik}|^2}{\lambda^2 - |X_{ik}|^2}, \]

\[ m_j^{(2)}(\lambda) = 1 + \sum_{k \in [n]} \frac{|X_{kj}|^2}{\lambda^2 - |X_{kj}|^2}. \]

Assume \( M_1(\lambda) \) is non-singular. Then \( \lambda \in \sigma(B) \) if and only if

\[ \det(M_2(\lambda) - X(\lambda)^* M_1(\lambda)^{-1} X(\lambda)) = 0. \] (3.3)

**Proof.** From Lemma 3.1, \( \lambda \in \sigma(B) \) if and only if

\[ \det \begin{bmatrix} M_1(\lambda) & -X(\lambda) \\ -X^*(\lambda) & M_2(\lambda) \end{bmatrix} = 0. \]

Since \( M_1(\lambda) \) is non-singular, by the determinant formula for block matrices, (3.3) holds. \( \square \)

3.2. **Deterministic upper bound on the largest singular value.** Using Lemma 3.1, we bound \( \sigma_{\max}(X) \) in terms of the maximal Euclidean norm of rows and columns of \( X \) and \( \rho(B) \) as follows.

**Lemma 3.3.** Let \( H, X \) and \( B \) be defined as in Lemma 3.2. Suppose

\[ \max_{ij} |X_{ij}| \leq \delta, \]

\[ \max_{j \in [m]} \sum_{i \in [n]} |X_{ij}|^2 \leq \tilde{\rho}_{\max}(1 + \delta), \] (3.4)

\[ \max_{i \in [m]} \sum_{j \in [n]} |X_{ij}|^2 \leq \rho_{\max}(1 + \delta), \] (3.5)

with \( \rho_{\max} \vee \tilde{\rho}_{\max} = 1, \rho_{\max} \wedge \tilde{\rho}_{\max} = \gamma \) and \( \delta \in [0, \gamma^\frac{1}{2}] \). Let \( \lambda \geq \max\{\gamma^\frac{1}{4}(1 + \sqrt{\delta}), \rho(B)\} \). Then

\[ \sigma_{\max}(X)^2 \leq \left( \lambda + \frac{1}{\lambda} \right) \left( \lambda + \frac{\gamma}{\lambda} \right) + 6\gamma^{-1}\delta \left( 2\lambda + \frac{1 + \gamma}{\lambda} \right) + 36\gamma^{-2}\delta^2. \]

**Proof.** From Lemma 3.1, by continuity, \( M(\lambda) - H(\lambda) \succeq 0 \) for

\[ \lambda \geq \lambda_0 := \max\{\gamma^\frac{1}{4}(1 + \sqrt{\delta}), \rho(B)\}. \]

For any \( \lambda \geq \lambda_0 \), we have

\[ |\lambda H_{ij}(\lambda) - H_{ij}| = \frac{|H_{ij}|^3}{\lambda^2 - |H_{ij}|^2} \leq \frac{\delta |H_{ij}|^2}{(\lambda^2 - \delta^2)} \leq \gamma^{-\frac{1}{2}}\delta|H_{ij}|^2. \] (3.6)

By Gershgorin circle theorem, it implies that

\[ \|\lambda H(\lambda) - H\|_2 \leq \gamma^{-\frac{1}{2}}\delta \max_j \sum_i |H_{ij}|^2 \leq \gamma^{-\frac{1}{2}}\delta(1 + \delta) \leq 2\gamma^{-\frac{1}{2}}\delta. \] (3.7)
For any $i \in V_1$, from (3.2), for any $\lambda \geq \lambda_0$,

$$\lambda m_i(\lambda) - \left(\lambda + \frac{\rho_{\text{max}}}{\lambda}\right) = \sum_{k \in V_2} \frac{\lambda |H_{ik}|^2}{\lambda^2 - |H_{ik}|^2} - \frac{\rho_{\text{max}}}{\lambda} \leq \frac{\rho_{\text{max}}}{\lambda} \left(\frac{\lambda^2(1 + \delta)}{\lambda^2 - \delta^2} - 1\right) = \rho_{\text{max}} \delta \frac{(1 + \lambda - 2\delta)}{\lambda^2 - \delta^2}
$$

(3.8)

where in the last step we consider the cases $\lambda \geq 2$ and $\lambda < 2$ and use the inequality $\lambda^2 - \delta^2 \geq \frac{\lambda^2}{2}$ in the second case. For any $i \in V_2$, similarly,

$$\lambda m_i(\lambda) - \left(\lambda + \frac{\rho_{\text{max}}}{\lambda}\right) = \sum_{k \in V_1} \frac{\lambda |H_{ik}|^2}{\lambda^2 - |H_{ik}|^2} - \frac{\rho_{\text{max}}}{\lambda} \leq \frac{\rho_{\text{max}}}{\lambda} \left(\frac{1 + \delta}{1 - \lambda - 2\delta} - 1\right) \leq 4\gamma^{-1}\delta.
$$

(3.9)

Then for $\lambda \geq \lambda_0$, with (3.7), (3.8), and (3.9),

$$0 \leq \lambda (M(\lambda) - H(\lambda)) \leq \left[\lambda + \frac{\rho_{\text{max}}}{\lambda} + 6\gamma^{-1}\delta \quad 0\right] \left[\frac{\rho_{\text{max}}}{\lambda} + 6\gamma^{-1}\delta\right] - H.
$$

Let

$$d_1 := \lambda + \frac{\rho_{\text{max}}}{\lambda} + 6\gamma^{-1}\delta, \quad d_2 := \lambda + \frac{\rho_{\text{max}}}{\lambda} + 6\gamma^{-1}\delta.
$$

Then from (3.10),

$$\Delta = \left[\begin{array}{cc} d_1I & -X \\ -X^* & d_2I \end{array}\right] \succeq 0.
$$

Note that the following matrix factorization holds:

$$\left[\begin{array}{cc} d_1I & -X \\ -X^* & d_2I \end{array}\right] = \left[\begin{array}{cc} \sqrt{d_1}I & 0 \\ 0 & \sqrt{d_2}I \end{array}\right] \left[\begin{array}{cc} I & -(d_1d_2)^{-\frac{1}{2}}X \\ -(d_1d_2)^{-\frac{1}{2}}X^* & I \end{array}\right] \left[\begin{array}{cc} \sqrt{d_1}I & 0 \\ 0 & \sqrt{d_2}I \end{array}\right].
$$

Therefore, on the right-hand side of the above equation, the second matrix is positive semidefinite. We obtain

$$X^*X \preceq d_1d_2 = \left(\lambda + \frac{1}{\lambda} + 6\gamma^{-1}\delta\right) \left(\lambda + \frac{\gamma}{\lambda} + 6\gamma^{-1}\delta\right) = \left(\lambda + \frac{1}{\lambda}\right) \left(\lambda + \frac{\gamma}{\lambda}\right) + 6\gamma^{-1}\delta \left(2\lambda + \frac{1 + \gamma}{\lambda}\right) + 36\gamma^{-2}\delta^2.
$$

This gives the desired upper bound on $\sigma_{\text{max}}(X)$.

\[\square\]

Lemma 3.3 gives an upper bound on $\sigma_{\text{max}}(X)$ when the parameter $\delta \in [0, \gamma^\frac{1}{2}]$. By rescaling the entries in $H$, we can obtain a general bound depending on the following quantities:

$$\|H\|_{1,\infty} = \max_{ij} |H_{ij}|, \quad \|H\|_{2,\infty} := \max_i \left(\sum_j |H_{ij}|^2\right)^\frac{1}{2},
$$

without the restriction on the range of $\delta$. This is more convenient for us to handle sparse random bipartite graphs in the critical and subcritical regimes. Define

$$f(x) = \begin{cases} (x + x^{-1})(x + \frac{\gamma}{2}), & x \geq \gamma^\frac{1}{4} \\ (\gamma^\frac{3}{4} + 1)^2, & 0 \leq x \leq \gamma^\frac{1}{4} \end{cases}.
$$
and

\[ g(x) = \begin{cases} 
2 \left( x + \frac{1}{x} \right), & x \geq \gamma^\frac{1}{4} \\
4, & 0 \leq x \leq \gamma^\frac{1}{4}, 
\end{cases} \]

where \( \gamma \in (0, 1] \) is a constant such that

\[
(3.11) \quad \|X\|_2^{\infty} \wedge \|X^*\|_2^{\infty} \leq \gamma^\frac{1}{2} \|H\|_2^{\infty}.
\]

**Lemma 3.4 (Deterministic upper bound on \( \sigma_{\text{max}}(X) \)).** Let \( X \) be an \( n \times m \) matrix, \( H = \begin{bmatrix} 0 & X^* \\ X^* & 0 \end{bmatrix} \), and \( \gamma \) be the constant in (3.11). The following inequality holds:

\[
(3.12) \quad \sigma_{\text{max}}^2(X) \leq \|H\|_2^{\infty} f \left( \frac{\rho(B)}{\|H\|_2^{\infty}} \right) + 12\gamma^{-\frac{5}{2}} g \left( \frac{\rho(B)}{\|H\|_2^{\infty}} \right) \|H\|_2^{\infty} \|H\|_1^{\infty} + 36\gamma^{-2} \|H\|_1^{\infty}.
\]

**Proof.** First assume \( \|H\|_2^{\infty} = 1 \). Set \( \delta = \|H\|_1^{\infty} \). From (3.11), \( \delta \leq \gamma^\frac{1}{2} \). By Lemma 3.3, for \( \lambda_0 = \max\{\gamma^\frac{1}{4}(1 + \sqrt{\delta}), \rho(B)\} \), we have

\[
(3.13) \quad \sigma_{\text{max}}^2(X) \leq f(\lambda_0) + 6\gamma^{-1}\delta \left( 2\lambda_0 + \frac{1 + \gamma}{\lambda_0} \right) + 36\gamma^{-2}\delta^2.
\]

When \( \lambda_0 = \rho(B) \), it implies

\[
(3.14) \quad \sigma_{\text{max}}^2(X) \leq f(\rho(B)) + 6\gamma^{-1}\delta g(\rho(B)) + 36\gamma^{-2}\delta^2.
\]

When \( \lambda_0 = \gamma^\frac{1}{4}(1 + \sqrt{\delta}) \), from (3.13),

\[
\sigma_{\text{max}}^2(X) \leq \lambda_0^2 + 1 + \gamma + \frac{\gamma}{\lambda_0^2} + 6\gamma^{-1}\delta \left( 2\lambda_0 + \frac{1 + \gamma}{\lambda_0} \right) + 36\gamma^{-2}\delta^2
\]

\[
\leq (\sqrt{\gamma} + 1)^2 + 45\gamma^{-\frac{5}{2}} \delta + 36\gamma^{-2}\delta^2
\]

\[
(3.15) \quad \leq f(\rho(B)) + 12\gamma^{-\frac{5}{2}} \delta g(\rho(B)) + 36\gamma^{-2}\delta^2.
\]

Combining (3.14) and (3.15), we have

\[
\sigma_{\text{max}}(X)^2 \leq f(\rho(B)) + 12\gamma^{-\frac{5}{2}} \delta g(\rho(B)) \|H\|_1^{\infty} + 36\gamma^{-2} \|H\|_1^{\infty}.
\]

Then for general \( H \), by considering \( \frac{H}{\|H\|_2^{\infty}} \) and repeating the proof above, we get the desired bound. \( \square \)

### 3.3. Deterministic lower bound on the smallest singular value.

The following lemma gives us a connection between the spectral radius of \( B \) and the smallest singular value of \( X \). The proof relies on finding a relation between purely imaginary eigenvalues of \( B \) and singular values of \( X \).

**Lemma 3.5 (Deterministic lower bound on \( \sigma_{\text{min}}(X) \)).** Let \( H, X \) and \( B \) be defined as in Lemma 3.2 and \( n \geq m \). Let \( 0 < \gamma < 1, \delta \in [0, 1), C_1 > 0 \) such that

\[
\max_{i,j} |X_{ij}| \leq \delta, \quad \|X\|_2 \leq C_1,
\]

\[
\max_{i \in [n]} \sum_{j \in [m]} |X_{ij}|^2 \leq \gamma(1 + \delta),
\]

\[
\tilde{\rho}_{\text{min}}(1 - \delta) \leq \sum_{i \in [n]} |X_{ij}|^2 \leq 1 + \delta, \quad \forall j \in [m].
\]
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Define $\beta_0 = \max\{\gamma^{\frac{1}{2}}(1 + \sqrt{\delta}), \rho(B)\}$. Then for $\beta \geq \beta_0$,

\[
\sigma^2_{\min}(X) \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \frac{\beta^2}{\beta^2 + \delta^2} \hat{p}_{\min} - \beta^2 - C_\gamma \delta^2 - \delta \right),
\]

where $C_\gamma = 4\gamma^{-\frac{1}{2}}(C_1 + \gamma^{-1} \delta) \frac{\sqrt{\gamma} + \delta}{\sqrt{\gamma} - \gamma}$.

**Remark 3.6.** This bound is only informative when the right hand side is positive, which necessitates $\gamma > 1$ (for example, when $X$ is a square matrix) and $\hat{p}_{\min} > \sqrt{\gamma}$.

**Proof.** Take $\lambda = i\beta$, with $\beta \geq \beta_0 = \max\{\gamma^{\frac{1}{2}} + \sqrt{\delta}, \rho(B)\}$. Then

\[
m_i^{(1)}(\lambda) = 1 - \sum_{k \in [m]} \frac{|X_{ik}|^2}{\beta^2 + |X_{ik}|^2} \geq 1 - \frac{c}{\beta^2}(1 + \delta)
\]

\[
\geq 1 - \frac{\gamma(1 + \delta)}{\sqrt{\gamma} + \delta} = \frac{\delta(1 - \gamma) + \sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} =: C_2,
\]

where $C_2$ is lower bounded by $\frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta}$. This implies $M_1(\lambda)$ is invertible. Define

\[
H_2(\lambda) = X(\lambda)^*M_1(\lambda)^{-1}X(\lambda).
\]

From (3.3), $\lambda \in \sigma(B)$ if and only if

\[
\det(M_2(\lambda) - H_2(\lambda)) = 0.
\]

Recall that when $\lambda = i\beta$, $M_2(\lambda)$ is a real diagonal matrix, then $H_2(\lambda)$ is Hermitian. As $\beta \to \infty$, $M_2(\lambda) - H_2(\lambda) = I + O(\beta^{-2})$.

By continuity, $\det(M_2(\lambda) - H_2(\lambda)) > 0$ for $\beta > \beta_0$ and $M_2(\lambda) - H_2(\lambda)$ is positive semidefinite for any $\beta \geq \beta_0$. Since

\[
\beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + X^*M_1(\lambda)^{-1}X
\]

\[
= \beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + \lambda X^*(\lambda)M_1(\lambda)^{-1}X - \lambda X^*(\lambda)M_1(\lambda)^{-1}X + X^*M_1(\lambda)^{-1}X,
\]

by triangle inequality,

\[
\|\beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + X^*M_1(\lambda)^{-1}X\| \leq \|\beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + \lambda X^*(\lambda)M_1(\lambda)^{-1}X\| + \|\lambda X(\lambda) - X^*M_1(\lambda)^{-1}X\|.
\]

For the term on the right hand side of (3.19),

\[
\|\beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + \lambda X^*(\lambda)M_1(\lambda)^{-1}X\| = \|\beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) - \lambda X^*(\lambda)M_1(\lambda)^{-1}X\| + \|\lambda X(\lambda) - X^*M_1(\lambda)^{-1}X\|
\]

\[
\leq \|\lambda X(\lambda) - X\| \|\lambda X(\lambda)\| \|M_1(\lambda)^{-1}\| + \|\lambda X(\lambda) - X\| \|X\| + \|\lambda X(\lambda) - X\|.
\]

Rewriting (3.6) with $\lambda = i\beta$, we obtain

\[
|\lambda H_{ij}(\lambda) - H_{ij}| = \frac{|H_{ij}|^3}{\beta^2 + |H_{ij}|^2} \leq \frac{\delta|H_{ij}|^2}{\beta^2}.
\]

Then applying the Gershgorin circle theorem to the row of $H$ yields,

\[
\|\lambda X(\lambda) - X\| = \|\lambda H(\lambda) - H\| \leq \frac{\delta(1 + \delta)}{\beta^2} \leq \frac{1}{\sqrt{\gamma}} \delta(1 + \delta) \leq 2\gamma^{-\frac{1}{2}}\delta.
\]

Then with (3.21) and (3.23), the term in (3.19) satisfies

\[
\|\beta^2X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + \lambda X^*(\lambda)M_1(\lambda)^{-1}X\| \leq (2\gamma^{-\frac{1}{2}}\delta)(C_1 + 2\gamma^{-1}\delta)C^{-1}_2.
\]
Similarly, the second term in (3.20) satisfies
\[(3.25) \quad \|\lambda X^*(\lambda)M_1(\lambda)^{-1}X - X^* M_1(\lambda)^{-1}X\| \leq \|\lambda X^*(\lambda) - X^*\| \|X\| \|M_1(\lambda)^{-1}\| \leq (2\gamma^{-\frac{1}{2}}\delta)C_1C_2^{-1}.
\]

Therefore from (3.21), (3.24), and (3.25),
\[\|\beta^2 X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) + X^* M_1(\lambda)^{-1}X\| \leq 4\delta\gamma^{-\frac{1}{2}}(C_1 + \gamma^{-1}\delta)C_2^{-1} = C_3\delta.
\]
which implies
\[(3.26) \quad X^* M_1(\lambda)^{-1}X \succeq -\beta^2 X^*(\lambda)M_1(\lambda)^{-1}X(\lambda) - C_3\delta
\]
\[= -\beta^2 H_2(\lambda) - C_3\delta \succeq -\beta^2 M_2(\lambda) - C_3\delta,
\]
where in the last line we used the condition \(M_2(\lambda) - H_2(\lambda) \succeq 0\) for \(\beta \geq \beta_0\). On the other hand, for any \(j \in [m]\),
\[
\beta^2 m_{ij}^{(2)}(\lambda) = \beta^2 + \sum_{k \in [n]} \frac{\beta^2 X_{kj}^2}{-\beta^2 - X_{kj}^2}
\]
\[\leq \beta^2 - \frac{\beta^2}{\beta^2 + \delta^2} \sum_{k \in [n]} X_{kj}^2 \leq \beta^2 - \frac{\beta^2}{\beta^2 + \delta^2} \tilde{\rho}_{\min}(1 - \delta).
\]
Then
\[(3.27) \quad -\beta^2 M_2(\lambda) \succeq -\left(\beta^2 - \frac{\beta^2}{\beta^2 + \delta^2}(1 - \delta)\tilde{\rho}_{\min}\right).
\]
Hence, with (3.27) and (3.26),
\[X^* M_1(\lambda)^{-1}X \succeq \frac{\beta^2}{\beta^2 + \delta^2} \tilde{\rho}_{\min} - \beta^2 - C_3\delta - \delta.
\]
From (3.17), we obtain
\[X^* X \succeq C_3 \left(\frac{\beta^2}{\beta^2 + \delta^2} \tilde{\rho}_{\min} - \beta^2 - C_3\delta - \tilde{\rho}_{\min}\delta\right).
\]
Thus the lower bound on \(\sigma_{\min}(X)\) in (3.16) holds. \(\square\)

4. Probabilistic upper bound on \(\rho(B)\)

In this section, we provide a probabilistic bound on the spectral radius \(\rho(B)\) for a random matrix \(B\). This involves sharp estimates of the trace of high powers of \(B\). We give our main result below.

**Theorem 4.1.** Let \(H = \begin{bmatrix} 0 & X \\ X^* & 0 \end{bmatrix}\) be an \((n+m)\times(n+m)\) random Hermitian matrix with associated non-backtracking matrix \(\hat{B}\), where \(X\) is an \(n \times m\) random matrix with centered independent entries. Take \(N = \max\{n,m\}\). Assume there exist \(q > 0, \kappa \geq 1, c \in (0,1)\) such that
\[(4.1) \quad \max_{ij} |X_{ij}| \leq \frac{1}{q}, \quad \max_{ij} \mathbb{E}|X_{ij}|^2 \leq \frac{\kappa}{N},
\]
\[
\max_{i \in [n]} \sum_{j \in [n]} \mathbb{E}|X_{ij}|^2 \leq \rho_{\max},
\]
\[(4.2) \quad \max_{i \in [n]} \sum_{j \in [n]} \mathbb{E}|X_{ij}|^2 \leq \tilde{\rho}_{\max},
\]
where \( \rho_{\text{max}} \vee \tilde{\rho}_{\text{max}} = 1 \) and \( \rho_{\text{max}} \wedge \tilde{\rho}_{\text{max}} = \gamma \). Then if \( \gamma^{-\frac{1}{4}} \leq q \leq N^{\frac{1}{10}K^{-\frac{1}{5}}\gamma^{-\frac{1}{10}}} \) and \( \varepsilon > 0 \), there exist universal constants \( C, c_1 > 0 \) such that
\[
\mathbb{P}(\rho(B) \geq \gamma^{\frac{1}{4}}(1 + \varepsilon)) \leq C\gamma^{-\frac{2}{5}}N^{3-c_1q\log(1+\varepsilon)}.
\]

**Remark 4.2.** The bound on \( \rho(B) \) in Theorem 4.1 is an inhomogenous analog to [21, Theorem 3] for the non-backtracking operator of random biregular bipartite graphs, and for a broader range of the (sparsity) parameter \( q \). Compared to [13, Theorem 2.5], we improve a factor \( \gamma^{1/4} \) in the bound of \( \rho(B) \) when \( H \) has a bipartite block structure.

The key estimate to prove Theorem 4.1 is the following trace bound on a high power of \( B \).

**Lemma 4.3.** Suppose \( H \) satisfies Assumptions (4.1)-(4.2) and \( N = \max\{n, m\} \). Assume \( q \geq \gamma^{-\frac{1}{4}} \). There exist universal constants \( c_0, C \) such that for any \( \delta \in (0, \frac{1}{4}) \), and any positive integer \( l \) satisfying
\[
\tag{4.3}
l \leq c_0 \min\left\{ \delta q \log N, \frac{N^{\frac{1}{2} - \delta}}{C^3\gamma^{\frac{1}{2}}q^2} \right\},
\]
we have
\[
\tag{4.4}
\mathbb{E}\text{Tr}[B^l(B^l)^\dagger] \leq Cl^4q^2mn\gamma^{(l - 1)/2}.
\]

Assuming Lemma 4.3, we can now prove Theorem 4.1.

**Proof of Theorem 4.1.** Choose \( 0 < \delta < \frac{1}{10} \) in (4.3), we can take \( l = \lceil \frac{1}{5}c_1q\log N \rceil \) for some sufficiently small constant \( c_1 > 0 \) then (4.3) is satisfied. By Markov’s inequality,
\[
\mathbb{P}(\rho(B) \geq \gamma^{\frac{1}{4}}(1 + \varepsilon)) \leq \frac{\mathbb{E}\text{Tr}[B^l(B^l)^\dagger]}{\gamma^{l/2}(1 + \varepsilon)^{2l}} \leq Cl^4q^2mn\gamma^{\frac{1}{2}} \left( \frac{1}{1 + \varepsilon} \right)^{2l} \leq CN^2q^6(\log N)^4\gamma^{-\frac{1}{4}}(1 + \varepsilon)^{-c_1q\log(1+\varepsilon)} \leq C\gamma^{-\frac{2}{5}}N^{3-c_1q\log(1+\varepsilon)}
\]
for some absolute constant \( C \). In the last inequality, we used the upper bound on \( q \) in the assumption of Theorem 4.1. This finishes the proof. \( \square \)

We prove Lemma 4.3 in the next subsection. The proof is adapted from [13, Proposition 5.1] to the non-backtracking operator \( B \) of a Hermitian random matrix \( H \) with a bipartite block structure. The improvement compared to [13] is the factor \( \gamma^{(l-1)/2} \) in (4.4), by doing path counting on a complete bipartite graph instead of a complete graph.

4.1. **Proof of Lemma 4.3.** Let \( V_1, V_2 \) be the left and right vertex sets on the complete graph \( K_{n,m} \), and
\[
\tilde{E} = \{(u, v) : u \in V_1, v \in V_2\} \cup \{(u, v) : u \in V_2, v \in V_1\}
\]
be the set of all oriented edges in \( K_{n,m} \).

For any \( e \in \tilde{E}, f \in \tilde{E} \), from the definition of \( B \) in (1.2),
\[
(B^l)_{ef} = \sum_{a_1, \ldots, a_{l-1} \in \tilde{E}} B_{ea_1}B_{a_1a_2} \cdots B_{a_{l-1}f} = \sum_{\xi} H_{\xi_0\xi_1}H_{\xi_1\xi_2} \cdots H_{\xi_{l-1}\xi_l},
\]
where \( H \) is a Hermitian matrix and \( \xi \) is a complex number. The summation is over all possible indices \( \xi \) such that \( \{0, 1, \ldots, l\} \) is a set of distinct indices. The notation \( \sum_{\xi} \) denotes the summation over all possible values of \( \xi \).
where the sum on the right hand side runs over $\xi = (\xi_{-1}, \xi_0, \ldots, \xi_l)$ as a path of length $l + 1$ in $K_{n,m}$ with $(\xi_{-1}, \xi_0) = e, (\xi_{l-1}, \xi_l) = f$, and $\xi_{i-1} \neq \xi_{i+1}$ for $0 \leq i \leq l - 1$. Therefore, we have

$$\text{Tr}[B^l(B^l)^*] = \sum_{e,f \in E} |(B^l)_{ef}|^2$$

$$= \sum_{\xi^1, \xi^2} H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{l-1}\xi_l} H_{\xi_l\xi_0},$$

where the sum runs over paths $\xi^1 = (\xi_{-1}^1, \ldots, \xi_l^1), \xi^2 = (\xi_{-1}^2, \ldots, \xi_l^2)$ of length $l + 1$ such that $(\xi_{-1}^1, \xi_0^1) = (\xi_{-1}^2, \xi_0^2), (\xi_{l-1}^1, \xi_l^1) = (\xi_{l-1}^2, \xi_l^2)$ and $\xi_{i-1}^j \neq \xi_{i+1}^j$ for $j = 1, 2$ and $0 \leq i \leq l - 1$. From (4.5), for fixed $\xi_{-1}^1, \xi_{-1}^2$, the sum in (4.6) is nonnegative and does not depend on $\xi_{-1}^1, \xi_{-1}^2$. Therefore we can bound it by

$$\text{Tr}[B^l(B^l)^*] \leq m \sum_{\xi^1, \xi^2} H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{l-1}\xi_l} H_{\xi_l\xi_0},$$

$$+ n \sum_{\xi^1, \xi^2} H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{l-1}\xi_l} H_{\xi_l\xi_0},$$

where the sum runs over $\xi^1 = (\xi_0^1, \ldots, \xi_l^1), \xi^2 = (\xi_0^2, \ldots, \xi_l^2)$ such that $(\xi_{0}^1, \xi_{-1}^1, \xi_l^1) = (\xi_{0}^2, \xi_{-1}^2, \xi_l^2)$ and $\xi_{i-1}^j \neq \xi_{i+1}^j$ for $j = 1, 2$ and $1 \leq i \leq l - 1$. For $j = 1, 2$, define

$$\tilde{C}_j = \{\xi = (\xi_0, \ldots, \xi_{2l}) : \xi_0 = \xi_{2l} \in V_j, \xi_{i-1} = \xi_{i+1}, \xi_{i-1} \neq \xi_{i+1}, \forall 1 \leq i \leq 2l - 1, i \neq l\}.$$ 

We can combine each pair of $\xi^1, \xi^2$ in (4.7) into a path of length $2l$ and simplify the bound as

$$\text{Tr}[B^l(B^l)^*] \leq m \sum_{\xi^1, \xi^2} H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{2l-1}\xi_{2l}} + n \sum_{\xi} H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{2l-1}\xi_{2l}}.$$

Since the entries of $H$ are independent up to symmetry with mean zero, taking the expectation yields

$$\mathbb{E}\text{Tr}[B^l(B^l)^*] \leq m \sum_{\xi^1, \xi^2} \mathbb{E}H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{2l-1}\xi_{2l}} + n \sum_{\xi} \mathbb{E}H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{2l-1}\xi_{2l}},$$

where $C_i$ is a subset of $\tilde{C}_i$ for $i = 1, 2$ such that each edge in the graph spanned by $\xi$ is visited at least twice by the path defined by $\xi$.

We will combine paths according to their equivalence classes defined as follows.

**Definition 4.4 (Equivalence class).** For each $\xi \in C_1 \cup C_2$, we define a graph $G_\xi = (V_1(\xi), V_2(\xi), E(\xi))$ spanned by $\xi$. Let $g(\xi) = |E(\xi)| - |V(\xi)| + 1$ be the genus of $G_\xi$ and $e(\xi) = |E(\xi)|$. We say two paths $\xi_1, \xi_2$ are equivalent if they are the same up to a relabelling of vertices (with the restriction that after relabelling, vertices in $V_i$ stay in $V_i$ for $i = 1, 2$). Define $[\xi]$ the equivalence class of a path $\xi$.

**Lemma 4.5.** For any $\bar{\xi} \in C_1$ with $|V_1(\bar{\xi})| = s_1(\bar{\xi}), |V_2(\bar{\xi})| = s_2(\bar{\xi})$, we have

$$\mathbb{E}\sum_{\xi \in [\bar{\xi}]} H_{\xi_0\xi_1} H_{\xi_1\xi_2} \cdots H_{\xi_{2l-1}\xi_{2l}} \leq n(\kappa/N)^{g(\bar{\xi})} q^{2g(\bar{\xi}) - 2l} \rho_{\text{max}}^{s_2(\bar{\xi}) - s_1(\bar{\xi}) - 1}.$$
And for any $\xi \in C_2$,

\begin{equation}
\mathbb{E} \sum_{\xi \in [\xi]} H_{e_0, \xi_1}H_{\xi_1, \xi_2} \cdots H_{\xi_{2l-1}, \xi_{2l}} \leq m(\kappa/N)^g(\xi)q^{2\ell(\xi)-2l}s_1(\xi)-1-s_2(\xi)\rho_{\text{max}}^s.
\end{equation}

Proof. We consider a breadth-first search ordering of vertices in $\xi$. Let $a = |E(\xi)|$ and $s = s_1 + s_2$, where the drop the dependence on $\xi$ in $s_1(\xi)$ and $s_2(\xi)$ for convenience. We order the edges in $G(\xi)$ such that the edges $e_1, \ldots, e_{s-1}$ form a spanning tree of $G(\xi)$, and let $m_t$ be the number of times that $e_t$ appear in $\xi$ for $1 \leq t \leq s-1$. Let $I_{s_1, s_2}$ be the set of injection maps from $[s_1] \times [s_2]$ to $[n] \times [m]$. Then for any $\xi \in C_1$,

\[
\mathbb{E} \sum_{\xi \in [\xi]} H_{e_0, \xi_1}H_{\xi_1, \xi_2} \cdots H_{\xi_{2l-1}, \xi_{2l}} = \sum_{\tau \in I_{s_1, s_2}} \mathbb{E} H_{\tau(\xi_0)\tau(\xi_1)} \cdots H_{\tau(\xi_{2l-1})\tau(\xi_{2l})} \leq \sum_{\tau \in I_{s_1, s_2}} \prod_{t=1}^{a} \mathbb{E}|H''_{\tau(e_t)}|.
\]

From (4.1) and (4.2), we can use the estimates

\[
\max_{j \in V_2} \sum_{i \in V_1} \mathbb{E}|H_{ij}|^k \leq \frac{\rho_{\text{max}}^s}{q^{k-2}}, \quad \max_{i \in V_1} \sum_{j \in V_2} \mathbb{E}|H_{ij}|^k \leq \frac{\rho_{\text{max}}^s}{q^{k-2}}
\]

for contribution from edges $e_1, \ldots, e_{s-1}$, and the estimate

\[
\max_{i,j} \mathbb{E}|H_{ij}|^k \leq \frac{\kappa}{Nq^{k-2}}
\]

for $e_s, \ldots, e_a$ to obtain

\begin{equation}
\mathbb{E} \sum_{\xi \in [\xi]} H_{e_0, \xi_1}H_{\xi_1, \xi_2} \cdots H_{\xi_{2l-1}, \xi_{2l}} \leq \prod_{t=s}^{a} \frac{\kappa}{Nq^{m_t-2}} \sum_{\tau \in I_{s_1, s_2}} \prod_{t=1}^{s-1} \mathbb{E}|H''_{\tau(e_t)}| \\
\leq \left( \prod_{t=s}^{a} \frac{\kappa}{Nq^{m_t-2}} \right) nq^{2a-\sum_{t=1}^{a} m_t} \left( \frac{\kappa}{N} \right)^{a-s+1} \frac{1}{q^{m_1-2}} \ldots \frac{1}{q^{m_{s-1}-2}}
\end{equation}

where $g = a - v + 1$ is the genus of $G(\xi)$. The factor $n$ in (4.11) comes from the processing of pruning trees, and the root of the spanning tree has at most $n$ choices of labeling since $\xi \in C_1$. Then (4.9) holds. (4.10) follows similarly. \hfill \Box

We can further simplify the upper bound on $\mathbb{E}\text{Tr}[B^t(B^t)^*]$ by counting the contributions from normal graphs defined below.

**Definition 4.6 (Normal graph).** Denote a path as $w = w_0w_1w_2 \cdots w_{l-1}lw_l$ in a multigraph $G$, where $w_0, \ldots, w_l$ are the vertices and $w_i, i+1, 0 \leq i \leq l-1$ are the edges visited by the path $w$. We say $w$ in $G$ is normal if

- $V(G) = [s]$ where $s = |V(G)|$;
- the vertices in $V(G)$ are visited in increasing order by $w$.

Each equivalent class of $C_i$ has a unique representative $\xi$ such that $\xi$ is normal in $G_\xi$. For $i = 1, 2$, denote

\[
C_{0,i} := \{ \xi \in C_i : \xi \text{ is normal in } G_\xi \}.
\]


From (4.8) and Lemma 4.5, we obtain
\[
\mathbb{E} \text{Tr}[B^l(B^l)^*] \leq mn \sum_{\xi \in C_{0,1}} (\kappa/N)^{g(\xi)} q^{2e(\xi) - 2l} \rho_{\text{max}} \rho_{\text{max}}^{-1} + mn \sum_{\xi \in C_{0,2}} (\kappa/N)^{g(\xi)} q^{2e(\xi) - 2l} \rho_{\text{max}} \rho_{\text{max}}^{-1}
\]
(4.12)
\[= S_1 + S_2.\]

From now on, we only treat \(S_1\), and \(S_2\) can be estimated in a similar way. We now introduce a parametrization of \(C_{0,1}\) following [13].

**Definition 4.7** (Equivalence class). Let \(G\) be a graph and \(V \subset V(G)\). Define
\[
\mathcal{I}_\mathcal{V}(G) = \{v \in V(G) \setminus V : \deg(v) = 2\}
\]
Let \(\Sigma\(\mathcal{V}(G)\) be the set of paths \(w = w_0 \cdots w_l\) in \(G\) such that \(w_0, \ldots, w_{l-1}\) are pairwise distinct and belong to \(\mathcal{I}_\mathcal{V}(G)\) and \(w_0, w_l \not\in \mathcal{I}_\mathcal{V}(G)\). We define an equivalence relation on \(\Sigma\(\mathcal{V}(G)\)) such that the path \(w_0 \cdots w_l\) and the reverse ordered path \(w_l \cdots w_0\) are equivalent. Denote \(\Sigma\(\mathcal{V}(G)\) = \{|w| : w \in \Sigma\(\mathcal{V}(G)\)\} the set of equivalence classes.

We can construct a multigraph \(\hat{G}_\xi\) from \(G_\xi\) by replacing every \([w] \in \Sigma\(\xi_0, \xi_t\)\) with an edge in \(E(G_\xi)\) as follows.

**Definition 4.8** (Multigraph \(\hat{G}_\xi\) from \(G_\xi\)). Let \(\xi \in C_{0,1}\). Define \(V(\hat{G}_\xi) = V(G_\xi) \setminus \mathcal{I}_{\xi_0, \xi_1}(G_\xi)\) and \(E(\hat{G}_\xi) = \Sigma'_{\xi_0, \xi_1}(G_\xi)\). The endpoints of \([w]\) in \(E(\hat{G}_\xi)\) are labeled \(w_0, w_l\). Assign each edge \([w] \in E(\hat{G}_\xi)\) the weight \(k_w\), which is the length of the path \(w\).

From [13], any \(\xi \in C_{0,1}\) as a closed path \(\xi_0\xi_1 \cdots \xi_{2l}\) in \(G_\xi\) gives rise to a closed path \(\hat{\xi} = \hat{\xi}_0 \hat{\xi}_1 \hat{\xi}_2 \cdots \hat{\xi}_{l-1} \hat{\xi}_l\) on the multigraph \(\hat{G}_\xi\). Now for any \(\xi \in C_{0,1}\), we have constructed a triple \((\hat{G}_\xi, \hat{\xi}, \hat{k})\), where \(\hat{G}_\xi\) is a multigraph, \(\hat{\xi}\) is a closed path in \(\hat{G}_\xi\). Set \(\tau\) to be the unique increasing bijection from \(V(\hat{G}_\xi)\) to \(\{1, \ldots, |V(\hat{G}_\xi)|\}\). Denote by \((U, \zeta, k) := (U(\xi), \zeta(\xi), k(\xi))\) the triple obtained from the triple \((\hat{G}_\xi, \hat{\xi}, \hat{k})\) by relabelling the vertices using \(\tau\). By Definition, \(\zeta_0 = \tau(\xi_0) = 1\).

All together, the construction above gives a map \(\xi \mapsto (U, \zeta, k)\). The following lemma collects some properties of this map.

**Lemma 4.9** (Lemma 5.3 in [13]). The map \(\xi \mapsto (U, \zeta, k)\) satisfies the following properties:

1. The map \(\xi \mapsto (U, \zeta, k)\) is an injection on \(C_{0,1}\).
2. \(g(U) = g(G_\xi)\).
3. \(\zeta\) is a closed path in the multigraph \(U\) and it is normal in \(U\).
4. Every vertex of \(V(U) \setminus \{1, \nu\}\) has degree at least three. The vertices \(1\) and \(\nu\) have degrees at least one.
5. \(|E(G_\xi)| = \sum_{e \in E(U)} k_e\).
6. \(m_e(\zeta) \geq 2\) for all \(e \in E(U)\) and \(2l = \sum_{e \in E(U)} m_e(\zeta) k_e\).

For a given \(\xi \in C_{0,1}\) with given \(s_1(\xi), s_2(\xi)\), we know
\[
s_1 + s_2 = |V(G_\xi)| = e(\xi) - g(U) + 1 \quad \text{and} \quad |s_1 - s_2| \leq g(U),
\]
where we use \(g(\xi) = g(U)\) from Lemma 4.9.

Moreover,
\[
e(\xi) = \sum_{e \in E(U)} k_e, \quad 2l = \sum_{e \in E(U)} m_e(\zeta) k_e.
\]
Since \(k_e \geq 1, m_e(\zeta) \geq 2\), we obtain
\[
2e(\xi) - 2l \leq 2|E(U)| - |\zeta|,
\]
17
where $|\zeta|$ is the length of the closed path $\zeta$.

Equipped with the construction of the triple $(U, \zeta, k)$, we continue to estimate $S_1$ in (4.12). With (4.13),

$$S_1 = mn \sum_{\xi \in C_{0,1}} (\kappa/N)^9 q^{2e(\xi) - 2l} \rho_{\text{max}}^2 \rho_{\text{max}}^{-1}$$

$$\leq mn \sum_{\xi \in C_{0,1}} (\kappa/N)^9 q^{2e(\xi) - 2l} (\rho_{\text{max}} \rho_{\text{max}})^{s_1 + s_2 - 1} / 2 \max\{\rho_{\text{max}} / \rho_{\text{max}}, \rho_{\text{max}} / \rho_{\text{max}}\} |s_1 - s_2 + 1| / 2$$

$$\leq mn \sum_{\xi \in C_{0,1}} (\kappa/N)^9 q^{2e(\xi) - 2l} (e(\xi) - g(\xi))^2 / 2 \left(1 + \frac{1}{c}\right) (g(\xi) + 1) / 2$$

(4.16) \quad = mn\gamma^{(l-1)/2} \sum_{\xi \in C_{0,1}} (\kappa/N)^9 q^{2e(\xi) - 2l} (e(\xi) - l) / 2 - g(\xi).

From (1) in Lemma 4.9, we can upper bound (4.16) by summing over $(U, \zeta, k)$ instead of $\xi$. Then with (4.15), and the assumption $q \geq \gamma^{-\frac{3}{2}}$, we find

$$S_1 \leq mn\gamma^{(l-1)/2} \sum_{(U, \zeta, k)} \left(\frac{\kappa}{Nc}\right)^g \left(q\gamma^{\frac{1}{2}}\right)^{2|E(U)| - |\zeta|},$$

where $(U, \zeta, k)$ is obtained from all $\zeta \in C_{0,1}$.

Since $\sum_{e \in E(U)} k_e m_e(\zeta) = 2l$ and $m_e(\zeta) \geq 2$, for a given $(U, \zeta)$, the number of choices for $k = (k_e)_{e \in E(U)}$ can be bounded by the number of $k$ such that $\sum_{e \in E(U)} k_e = 2l$. For fixed $(U, \zeta)$, the number of choices for such $k$ is bounded by

$$\left(\frac{2l - 1}{|E(U)| - 1}\right) \leq \left(\frac{6l}{|E(U)|}\right)^{|E(U)|}.$$

Therefore

(4.17) \quad $S_1 \leq mn\gamma^{(l-1)/2} \sum_{(U, \zeta)} \left(\frac{6l}{|E(U)|}\right)^{|E(U)|} \left(\frac{\kappa}{Nc}\right)^g \left(q\gamma^{\frac{1}{2}}\right)^{2|E(U)| - |\zeta|}$

From [13, Lemma 5.8], we have

(4.18) \quad $|E(U)| \leq 3g(U) + 1, \quad |V(U)| \leq 2g(U) + 2.$

Also, $|E(U)| \geq g(U) \lor 1$ and $g(U) \leq l$ by definition. Therefore, (4.17) can be further bounded by

(4.19) \quad $S_1 \leq 6lq^2 mn\gamma^{(l-1)/2} \sum_{(U, \zeta)} \left(\frac{12l}{g(U) + 1}\right)^{3g(U)} \left(\frac{\kappa}{Nc}\right)^g \left(q\gamma^{\frac{1}{2}}\right)^{6g(U) - |\zeta|}$

(4.18) implies the number of pairs $(U, \zeta)$ such that $U$ has genus $g$ and $\zeta$ has length $t$ is bounded by

(4.20) \quad $(3g + 1)^t (2g + 2)^{3g+1}.$

With (4.20) and (4.19), we find for some absolute constant $C > 0$,

$$S_1 \leq 6q^2 mn\gamma^{(l-1)/2} \sum_{g=0}^{l} \sum_{t=1}^{2l} (3g + 1)^t (2g + 2)^{3g+1} \left(\frac{24l}{2g + 2}\right)^{3g} \left(\frac{\kappa}{Nc}\right)^g \left(q\gamma^{\frac{1}{2}}\right)^{6g-t}$$

(4.21) \quad $\leq Clq^2 mn\gamma^{(l-1)/2} \sum_{t=1}^{2l} \left(q\gamma^{\frac{1}{2}}\right)^{-t} + Clq^2 mn\gamma^{(l-1)/2} \sum_{g=1}^{l} \left(\frac{Cl^2 \kappa}{N}\right)^g \sum_{t=1}^{2l} \left(\frac{4g}{q\gamma^{\frac{1}{2}}}\right)^t.$
Since $q \geq \gamma^{-\frac{1}{4}}$, the first term is bounded by $C l^3 q^2 m n \gamma^{(l-1)/2}$. For the second term, using
\[
\sum_{m=1}^{2l} x^m \leq 2l(1 + x^{2l}),
\]
it is bounded by
\[
(4.22) \quad Cl^3 q^2 m n \gamma^{(l-1)/2} \sum_{g=1}^{l} \left( \frac{Cl^3 \kappa \gamma^{\frac{1}{2}} q^6}{N} \right)^g + Cl^3 q^2 m n \gamma^{(l-1)/2} \sum_{g=1}^{l} \left( \frac{Cl^3 \kappa \gamma^{\frac{1}{2}} q^6}{N} \right)^g \left( \frac{4q}{q^{\gamma^{\frac{1}{2}}}} \right)^{2l}.
\]
From the assumption (4.3), we obtain
\[
N \geq \left( \frac{\kappa \gamma^{\frac{1}{2}} q^6}{c_0^3} \right)^{1/(1-3\delta)}, \quad N^{3\delta} \leq \frac{c_0^3 N}{\kappa \gamma^{\frac{1}{2}} q^6 l^3},
\]
and
\[
l \leq c_0 \delta q \log N = \frac{c_0 q}{3} \log(N^{3\delta}) \leq \frac{c_0 q}{3} \log \left( \frac{c_0^3 N}{\kappa \gamma^{\frac{1}{2}} q^6 l^3} \right).
\]
By choosing $c_0$ small enough, we have the following inequalities:
\[
(4.23) \quad N \geq 2Cl^3 \kappa \gamma^{\frac{1}{2}} q^6, \quad l \leq \frac{1}{8} q^{\gamma^{\frac{1}{2}}} \log \left( \frac{N}{Cl^3 \kappa \gamma^{\frac{1}{2}} q^6} \right).
\]
The first term in (4.22) is bounded by $Cl^3 q^2 m n \gamma^{(l-1)/2}$. The second term can be written as
\[
Cl^3 q^2 m n \gamma^{(l-1)/2} \sum_{g=1}^{l} \exp \left( -g \log \left( \frac{N}{Cl^3 \kappa \gamma^{\frac{1}{2}} q^6} \right) + 2l \log \frac{4q}{q^{\gamma^{\frac{1}{2}}}} \right).
\]
The argument in the exponential function is maximized at
\[
g = \frac{2l}{\log \left( \frac{N}{Cl^3 \kappa \gamma^{\frac{1}{2}} q^6} \right)}.
\]
From (4.23), this maximizer is reached for $g \leq \frac{1}{4} q^{\gamma^{\frac{1}{2}}}$, and the second term in (4.22) can be bounded by $Cl^4 q^2 m n \gamma^{(l-1)/2}$. Therefore, with the bound on (4.21) and (4.22), we obtain
\[
S_1 \leq Cl^4 q^2 m n \gamma^{(l-1)/2}.
\]
Repeating the same argument for $S_2$ yields the same upper bound. This completes the proof of Lemma 4.3.

5. Probabilistic bounds on the largest singular value

In this section, we first prove Theorem 2.9 for general rectangular random matrices then specify the model parameters to prove Theorem 2.2 for sparse rectangular random matrices. The proof is based on the deterministic spectral relations between $B$ and $H$ in Section 3, and the bound on $\rho(B)$ in Section 4.

Proof of Theorem 2.9. From the assumption of Theorem 2.9, we have
\[
|X_{ij}|^2 \leq \frac{1}{q^2}, \quad \max_i \sum_j \mathbb{E}|X_{ij}|^2 \leq \rho_{\text{max}}, \quad \text{and} \quad \max_i \sum_j \mathbb{E}|X_{ij}|^4 \leq \frac{\rho_{\text{max}}}{q^2}.
\]
Since $\sum_j |X_{ij}|^2$ is a sum of independent bounded random variables, applying Bennett’s inequality [19, Theorem 2.9], we obtain, for $\delta > 0$,

\begin{equation}
\mathbb{P} \left( \sum_j |X_{ij}|^2 \geq \rho_{\max}(1 + \delta) \right) \leq \exp \left( -q^2 \rho_{\max} h(\delta) \right),
\end{equation}

where $h(\delta) = (1 + \delta) \log(1 + \delta) - \delta$. Similarly,

\begin{equation}
\mathbb{P} \left( \sum_i |X_{ij}|^2 \geq \tilde{\rho}_{\max}(1 + \delta) \right) \leq \exp \left( -q^2 \tilde{\rho}_{\max} h(\delta) \right).
\end{equation}

Then by taking a union bound,

\begin{equation}
\mathbb{P} \left( \|X\|_{2,\infty} \geq \sqrt{\rho_{\max}(1 + \delta)} \right) \leq \mathbb{P} \left( \|X\|_{2,\infty} \geq \sqrt{\rho_{\max} \cdot \sqrt{1 + \delta \vee \delta^2}} \right)
= \mathbb{P} \left( \|X\|_{2,\infty} \geq \rho_{\max}(1 + \delta \vee \delta^2) \right) \leq n \exp(-q^2 \rho_{\max} h(\delta \vee \delta^2)),
\end{equation}

and

\begin{equation}
\mathbb{P} \left( \|X^\ast\|_{2,\infty} \geq \sqrt{\tilde{\rho}_{\max}(1 + \delta)} \right) \leq m \exp(-q^2 \tilde{\rho}_{\max} h(\delta \vee \delta^2)).
\end{equation}

From Theorem 4.1,

\begin{equation}
\mathbb{P}(\rho(B) \geq \gamma^\frac{1}{4} (1 + \delta)) \leq C \gamma^{-\frac{1}{4}} \exp(1 - \gamma^\frac{1}{4} q \log(1 + \delta)).
\end{equation}

Therefore, conditioned on a high probability event, we have

\begin{equation}
\|H\|_{1,\infty} \leq q^{-1}, \quad \|H\|_{2,\infty} \leq 1 + \delta, \quad \text{and} \quad \rho(B) \leq \gamma^\frac{1}{4} (1 + \delta).
\end{equation}

Now we apply the deterministic upper bound on $\sigma_{\max}(X)$ given in (3.12) conditioned on (5.3). If $\rho(B) \leq \gamma^\frac{1}{4} \|H\|_{2,\infty}$, then

\begin{equation}
\sigma_{\max}^2(X) \leq (1 + \delta)^2 (\sqrt{\gamma} + 1)^2 + 48 \gamma^{-\frac{1}{4}} (1 + \delta) q^{-1} + 36 \gamma^{-2} q^{-2}
\leq \left( (\sqrt{\gamma} + 1) + C_1(\delta + \gamma^{-\frac{3}{4}} q^{-1}) \right)^2
\end{equation}

for some universal constant $C_1 > 0$. If instead

\begin{equation}
\gamma^\frac{1}{4} \|H\|_{2,\infty} < \rho(B) \leq \gamma^\frac{1}{4} (1 + \delta),
\end{equation}

we find

\begin{equation}
\sigma_{\max}^2(X) \leq \|H\|_{2,\infty}^2 f \left( \frac{\gamma^\frac{1}{4} (1 + \delta)}{\|H\|_{2,\infty}} \right) + 12 \gamma^{-\frac{5}{4} q} \left( \frac{\gamma^\frac{1}{4} (1 + \delta)}{\|H\|_{2,\infty}} \right) \|H\|_{2,\infty} q^{-1} + 36 \gamma^{-2} q^{-2}
\leq \left( (\sqrt{\gamma} + 1) + C_1(\delta + \gamma^{-\frac{3}{4}} q^{-1}) \right)^2.
\end{equation}

Combining both cases, for any $\delta > 0$, with probability at least

\begin{equation}
1 - C_1 \gamma^{-\frac{3}{4}} N^{3 - c_1 q \log(1 + \delta)} - 2N e^{-\gamma^2 h(\delta \vee \delta^2)},
\end{equation}

\begin{equation}
\sigma_{\max}(X) \leq \sqrt{\gamma} + 1 + C_1(\delta + \gamma^{-\frac{3}{4}} q^{-1}).
\end{equation}

Next we simplify the probability tail bound (5.4) by picking a specific $\delta$. Let $K \geq 1$ and

\begin{equation}
\delta = \frac{K \eta}{\sqrt{1 + \log \eta}} \quad \text{where} \quad \eta = \frac{\sqrt{\log N}}{q}.
\end{equation}
From the condition that \( q \geq \gamma^{-1/4} \geq 1 \), by considering \( \eta \geq e, \eta < e \) separately, we have for \( N \geq 2 \), there exists a constant \( c_2 = \frac{2}{e} \) such that

\[
q^\delta = \frac{K \sqrt{\log N}}{\sqrt[4]{\log \eta}} = \frac{K \eta q}{\sqrt[4]{\log \eta}} \geq c_2 K.
\]

Therefore

\[
q^{-1} \leq \frac{\delta}{c_2 K}.
\]

Moreover, from (5.7), using the fact that \( \log(1+x) \) is decreasing on \((0, \infty)\) and \( q \geq \gamma^{-1/4} \geq 1 \), we obtain

\[
q \log(1 + \delta) \geq c_2 K \frac{\log(1 + c_2 K/q)}{c_2 K/q} \geq \log(1 + c_2 K).
\]

Now we lower bound

\[
a_1 := \gamma q^2 h(\delta \lor \delta^2).
\]

If \( \eta \leq e \), using the fact that \( h(x) \geq c(x^2 \lor x) \) for all \( x \geq 0 \) and some universal constant \( c > 0 \), we find

\[
a_1 \geq c \gamma q^2 \delta^2 = c \gamma K^2 \log N.
\]

When \( \eta \geq e \), using the inequality \( h(x) \geq c(x^2 \lor x)(1 \lor \log x) \) for all \( x \geq 0 \), we obtain for \( \delta \geq e \),

\[
h(\delta \lor \delta^2) \geq 2c \delta^2 \log(\delta).
\]

Since from (5.6), \( \log(\delta) \geq c' \log(\eta) \) for some absolute constant \( c' > 0 \), we obtain

\[
a_1 \geq 2c \gamma q^2 \delta^2 \log(\eta) \geq 2c \gamma K^2 \log N.
\]

From (5.10) and (5.11), we conclude

\[
a_1 \geq c \gamma K^2 \log N
\]

for an absolute constant \( c > 0 \). With (5.8), (5.9), and (5.12), we can simplify (4.4) and (5.5) to conclude that with probability at least

\[
1 - C \left( \gamma^{-5/6} N^{3-c_1 \log(1+c_2 K)} \right),
\]

\( \sigma_{max}(X) \) satisfies

\[
\sigma_{max}(X) \leq \sqrt{\gamma} + 1 + C_1(\delta + \gamma^{-3/2} q^{-1}) \\
\leq \sqrt{\gamma} + 1 + C_1'(1 + K^{-1} \gamma^{-3/2}) \delta \\
= \sqrt{\gamma} + 1 + (K + \gamma^{-3/2}) \frac{C_1' \eta}{\sqrt[4]{\log \eta}}.
\]

This finishes the proof of (2.20).

Now we turn to the expectation bound (2.21). Since entries in \( X \) are bounded by \( q^{-1} \), from the concentration of operator norm in [19, Example 6.8], for an absolute constant \( c > 0 \),

\[
\mathbb{P} \left( |\sigma_{max}(X) - \mathbb{E}[\sigma_{max}(X)]| \geq \delta \right) \leq 2 \exp(-c q^2 \delta^2) \leq 2 \exp(-c c_2^2 K^2),
\]

where the last inequality is due to (5.7). From (5.13) and (5.14), we can take \( K = \gamma^{-1/2} \) for an large enough absolute constant \( K_0 > 0 \) such that

\[
\mathbb{P} \left( |\sigma_{max}(X) - \mathbb{E}[\sigma_{max}(X)]| \leq \delta \right) + \mathbb{P} \left( \sigma_{max}(X) \leq \sqrt{\gamma} + 1 + C_1'(1 + K_0^{-1} \gamma^{-1}) \delta \right) > 1.
\]

This implies the intersection of the two events

\[
\{|\sigma_{max}(X) - \mathbb{E}[\sigma_{max}(X)]| \leq \delta \} \quad \text{and} \quad \{\sigma_{max}(X) \leq \sqrt{\gamma} + 1 + C_1'(1 + K_0^{-1} \gamma^{-1}) \delta \}
\]
are non-empty. Hence for some absolute constants $C_2', C_2 > 0$
\begin{equation}
(5.16) \quad \mathbb{E}[\sigma_{\max}(X)] \leq \sqrt{\gamma} + 1 + C_2' \gamma^{-1} \delta = \sqrt{\gamma} + 1 + \frac{C_2 \gamma^{-3/2} \eta}{\sqrt{1 + \log \eta}}.
\end{equation}
This finishes the proof of Theorem 2.9. \qed

Based on Theorem 2.9, we prove Theorem 2.2.

**Proof of Theorem 2.2.** Take $q = \sqrt{d}$ and $X = \frac{1}{\sqrt{d}}(A - EA)$ in Theorem 2.9. We have
\[
|X_{ij}| \leq \frac{1}{\sqrt{d}} \quad \mathbb{E}|X_{ij}|^2 \leq \frac{\kappa}{N}, \quad \text{with} \quad \kappa = \frac{\max_{ij} p_{ij}}{d/N}.
\]
Also
\[
\max_{i \in [m]} \sum_{j \in [n]} \mathbb{E}|X_{ij}|^2 \leq \frac{1}{d} \max_{i \in [m]} \sum_{j \in [n]} p_{ij} = \rho_{\max},
\]
\[
\max_{i \in [n]} \sum_{j \in [m]} \mathbb{E}|X_{ij}|^2 \leq \frac{1}{d} \max_{i \in [n]} \sum_{j \in [m]} p_{ij} = \tilde{\rho}_{\max}.
\]
The condition on $q$ in (2.18) is then translated into the condition on $d$ in (2.4). Equation (2.5) follows from (2.20) by taking $K = C_3 \gamma^{-3/2}$ for a sufficiently large constant $C_3$, and the probability estimate in (2.19) can be lower bounded by $1 - C \gamma^{-5/6} N^{-3}$ for some absolute constants $C > 0$. The expectation bound in (2.6) follows directly from (2.21). \qed

**Remark 5.1.** The probability bound in the statement of Theorem 2.2 can be improved to $1 - O(\gamma^{-5/6} N^{-a})$ for any constant $a > 0$ by taking a larger constant $C_3$ in the proof.

6. **Probabilistic bounds on the smallest singular value**

We now turn to the probabilistic lower bound on the smallest singular values for a general random matrix model.

**Proof of Theorem 2.10.** Using Bennett’s inequality [59, Theorem 2.9.2], we obtain for any $j \in [m]$ and $t \geq 0$,
\[
\mathbb{P} \left( \sum_{i} (|X_{ij}|^2 - \mathbb{E}|X_{ij}|^2) \leq -t \right) = \mathbb{P} \left( \sum_{i} (-|X_{ij}|^2 + \mathbb{E}|X_{ij}|^2) \geq t \right) \leq \exp \left( -\frac{1}{2} q^2 h(2t) \right).
\]
Taking $t = \delta \tilde{\rho}_{\min}$ implies for any $j \in [m]$,
\begin{equation}
(6.1) \quad \mathbb{P} \left( \sum_{i} |X_{ij}|^2 \leq \tilde{\rho}_{\min}(1 - \delta) \right) \leq \exp \left( -\frac{1}{4} q^2 h(2\delta \tilde{\rho}_{\min}) \right).
\end{equation}
Combined with (5.1) and (5.2), after a union bound, with probability at least
\begin{equation}
(6.2) \quad 1 - m \exp \left( -\frac{1}{4} q^2 h(2\delta \tilde{\rho}_{\min}) \right) - 2n \exp \left( -\gamma q^2 h(\delta) \right),
\end{equation}
we have
\[
\tilde{\rho}_{\min}(1 - \delta) \leq \sum_{i \in [n]} |X_{ij}|^2 \leq 1 + \delta, \quad \text{and} \quad \max_{i \in [m]} \sum_{j \in [n]} |X_{ij}|^2 \leq \gamma(1 + \delta).
\]
Moreover, from the concentration of spectral norm of $H$ given in [13, Equations (2.4) and (2.6)], for $q \geq \sqrt{\log n}$, with probability at least $1 - 2 \exp(-q^2)$, $\|X\| \leq C_4$ for some absolute constant $C_4 > 0$.

From Theorem 4.1, with probability $1 - C\gamma^{-3/2} n^{3-c_1 q \log(1+\sqrt{\delta})}$, 
$$
\rho(B) \leq \gamma^{1/2}(1 + \sqrt{\delta}).
$$

Note that for $x \in (0, 2]$, 
$$
h(x) = (1 + x) \log(1 + x) - x \geq \frac{x^2}{2(1 + x/3)} \geq \frac{3}{10} x^2
$$
and 
$$
\log(1 + \sqrt{\delta}) \geq \frac{\sqrt{\delta}}{1 + \sqrt{\delta}} \geq \frac{1}{2} \sqrt{\delta}.
$$
With the assumption that $\tilde{\rho}_{\min} \geq \sqrt{\gamma}$, conditioned on all events above, from Lemma 3.5, we have with probability at least 

(6.3) 
$$
1 - 3n \exp \left( -\frac{3}{10} \gamma q^2 \delta^2 \right) - 2 \exp(-q^2) - C\gamma^{-3/2} n^{3 - \frac{1}{2} q \sqrt{\delta}},
$$

$$
\sigma_{\min}^2(X) \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \tilde{\rho}_{\min} - \frac{\delta^2}{\beta^2 + \delta^2} \tilde{\rho}_{\min} - \beta^2 - C_3 \delta^2 - \delta \right)_+,
$$
where $\beta = \gamma^{1/4}(1 + \sqrt{\delta})$ and $C_3 = 4\gamma^{-1/2}(C_4 + \gamma^{-1} \delta) \frac{\sqrt{\gamma} + \delta}{\sqrt{\gamma} - \gamma}$. Hence (2.23) holds.

Now we consider (2.24). When $\gamma \geq c'$, we have 
$$
\sigma_{\min}^2(X) \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \tilde{\rho}_{\min} - \frac{\delta^2}{\beta^2 + \delta^2} \tilde{\rho}_{\min} - \beta^2 - C_3 \delta^2 - \delta \right)_+ \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \rho_{\min} - \sqrt{\gamma} - C' \sqrt{\delta} \right)_+
$$
for a constant $C'$ depending on $c'$. This finishes the proof. 

\textit{Proof of Theorem 2.4.} We take $q = \sqrt{d}$ in Theorem 2.10. Then for 
$$
d \geq \frac{20}{\gamma \delta^2} \log n, \quad d \frac{7}{\gamma} \max_{ij} p_{ij} \leq n \frac{1}{10},
$$
with probability at least 
$$
1 - 3n \exp \left( -\frac{3}{10} \gamma d \delta^2 \right) - 2 \exp(-d) - C\gamma^{-3/2} n^{3 - \frac{1}{2} \sqrt{d} \delta} \geq 1 - C_1 \gamma^{-5/6} n^{-5},
$$
we have 
$$
\frac{1}{d} \sigma_{\min}^2(A - \mathbb{E}A) \geq \frac{\sqrt{\gamma} - \gamma}{\sqrt{\gamma} + \delta} \left( \frac{\beta^2}{\beta^2 + \delta^2} \tilde{\rho}_{\min} - \beta^2 - C_3 \delta^2 - \delta \right)_+. 
$$
This finishes the proof. 

\textbf{Remark 6.1.} As in the proof of Theorem 2.2 given in Section 5, the probability estimate in the statement of Theorem 2.4 can be improved to $1 - O(\gamma^{-5/6} n^{-a})$ for any constant $a > 0$ as long as 
$$
d \geq \frac{C' \gamma}{\gamma \delta^2} \log n
$$
for a sufficiently large constant $C'$ depending on $a$.

With Theorems 2.2 and 2.4, we prove Corollary 2.7.

\textit{Proof of Corollary 2.7.} From the assumption (2.11), we have $\gamma = \gamma \in (0, 1)$ as $n \to \infty$. Theorem 2.2 implies with probability $1 - O(n^{-3})$, 

(6.4) 
$$

\frac{1}{\sqrt{d}} \sigma_{\max}(A - \mathbb{E}A) \leq 1 + \sqrt{y} + o(1).
$$
From (2.11), $\tilde{\rho}_{\min} = 1 + o(1)$. Taking $\delta^2 = \frac{\log n}{d}$ in Theorem 2.4, we obtain with probability $1 - O(n^{-3})$,

$$\frac{1}{\sqrt{d}} \sigma_{\min}(A - \mathbb{E}A) \geq 1 - \sqrt{y} - o(1). \tag{6.5}$$

We can apply the proof of [65, Corollary 4.3 and Theorem 8.2] to inhomogeneous Erdős-Rényi bipartite graphs. Under the assumptions (2.11) and (2.12), one can show in the same way that, almost surely, the empirical spectral distribution of $\frac{1}{d}(A - \mathbb{E}A)^\top(A - \mathbb{E}A)$ converges to the Marčenko-Pastur law supported on the interval $[(1 - \sqrt{y})^2, (1 + \sqrt{y})^2]$. Therefore almost surely,

$$\frac{1}{\sqrt{d}} \sigma_{\max}(A - \mathbb{E}A) \geq 1 + \sqrt{y} - o(1), \quad \frac{1}{\sqrt{d}} \sigma_{\min}(A - \mathbb{E}A) \leq 1 - \sqrt{y} + o(1). \tag{6.6}$$

From (6.4), (6.5), and (6.6), the convergence results in (2.13) and (2.14) hold. \hfill \Box
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