Search for neutron dark decay: $n \rightarrow \chi + e^+ e^-$
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Abstract. In January, 2018, Fornal and Grinstein proposed that a previously unobserved neutron decay branch to a dark matter particle ($\chi$) could account for the discrepancy in the neutron lifetime observed in two different types of experiments. One of the possible final states discussed includes a single $\chi$ along with an $e^+e^-$ pair. We use data from the UCNA (Ultracold Neutron Asymmetry) experiment to set limits on this decay channel. Coincident electron-like events are detected with $\sim 4\pi$ acceptance using a pair of detectors that observe a volume of stored Ultracold Neutrons (UCNs). We use the timing information of coincidence events to select candidate dark sector particle decays by applying a timing calibration and selecting events within a physically-forbidden timing region for conventional $n \rightarrow p + e^- + \bar{\nu}_e$ decays. The summed kinetic energy ($E_{e^+e^-}$) from such events is reconstructed and used to set limits, as a function of the $\chi$ mass, on the branching fraction for this decay channel.

1. Introduction

This paper expands on and illustrates different aspects of the analysis described in \cite{1}.

Historically, precision measurements of the neutron lifetime which use two different measurement techniques yield values that disagree at the $4\sigma$ level \cite{2–4}. Fornal and Grinstein proposed a theoretical explanation to this neutron lifetime anomaly by suggesting a new decay channel for the neutron \cite{5}. Instead of undergoing the conventional decay and emitting a proton with 100% branching ratio, the neutron could decay to a proton with 99% branching ratio and a dark sector particle with 1% branching ratio (see Fig. 1 for a simple description). They propose multiple cases where the dark sector particle can be accompanied by different decay products. This work uses the latest data from the Ultracold Neutron Asymmetry (UCNA) experiment to put direct constraints on one of the proposed dark decay channels: $n \rightarrow \chi + e^+ e^-$, where $\chi$ is a dark sector particle.

2. Experimental apparatus

The UCNA experiment, which is located at the Los Alamos Neutron Science Center (LANSCE), has been described previously in \cite{1,6–10}. A schematic of the apparatus is shown in Fig. 2. Here, we provide an overview of the relevant components for identifying, and constraining, a $n \rightarrow \chi + e^+ e^-$ decay channel.

Neutrons, produced from a tungsten spallation target \cite{11–13} and cooled to UCN energies (kinetic energy
Figure 1. Simple decay diagram of the free neutron including a proposed dark decay channel. $\chi$ here represents a dark sector particle. ‘Others’ refer to decay channels involving a dark sector fermion [5].

Figure 2. Schematic diagram of the UCNA experiment.

Figure 3. Schematic of potential backscattering events for a single $\beta$-decay electron [6]. Our analysis focuses on Type 1 backscatters.

<350 neV), are stored within a 3 m long decay trap in the 5 m long superconducting spectrometer (SCS). The SCS has a 1 T magnetic field which directs the decay electrons of the UCNs towards detectors located on either end [14]. We refer to these detectors as ‘East’ and ‘West’ detectors.

Each detector consists of a multiwire proportional chamber (MWPC) [15,16], followed by a 3.5 mm thick plastic scintillator. The MWPC provides position reconstruction and “backscattering” identification, i.e. electrons that scatter and do not deposit all their energy in one detector. The plastic scintillator provides energy reconstruction. The timing information is based on CAEN V775 time-to-digital converters (TDCs). In addition, in order to suppress cosmic ray backgrounds, several veto detectors are placed above, around, and behind the East and West detectors.

3. Analysis

3.1. Overview of analysis method

In attempting to detect a $n \rightarrow \chi + e^+ e^-$ decay, this analysis focuses on the relative timing between triggers in the East and West detectors. In a standard $n \rightarrow p + e^- + \nu_e$ decay, we can identify many types of events based on the aforementioned backscattering. Different examples of the most common event types can be seen in Fig. 3. Due to the design of the experiment apparatus, backscatter events are suppressed, with only $\approx 3.8\%$ of events registering as coincidence events.

For the decay in question, $n \rightarrow \chi + e^+ e^-$, the electron-positron pair can decay and travel in opposite directions towards the East and West detectors. Upon depositing all their energy, they would produce the same signature as a Type 1 single $\beta$-decay electron event, which are single $\beta$-decay electrons that deposit energy in both detectors. However, the main crux of the analysis relies on the relative timing between the two detector signals. A single backscatter event requires a minimum amount of time to traverse the spectrometer. The scintillator-to-scintillator distance is 4.4 m, which corresponds to $>16$ ns travel time given the energies of our $\beta$-decay electrons. However, the electron-positron pairs can have any relative time difference since there is a probability for the decay products to register in the detectors at any time (based on different travel times from the point of decay to either detector). And hence by using the relative timing information between the two detectors, we can identify a set of events that would correspond to the $n \rightarrow \chi + e^+ e^-$ decay. This argument is summarized in Fig. 4 and Fig. 5.

3.2. Calibrating the time

As illustrated in Fig. 4, we expect the timing spectrum of the candidate dark matter decay events to be very different than the conventional $\beta$-decay events (see Fig. 5). Then, in principle, we just need to find the number of decay events that have a crossing time $<16$ ns: our “candidate dark matter” events.

The UCNA experiment uses CAEN TDCs to measure a “common-stop” signal. This means there is a large signal at a self-timing peak (STP), when an event first triggers either East or West detector, and subsequently starts the TDC. If the decay is a multi-trigger event, then there will be a timing spectrum that represents the difference between the first trigger registered in either detector and the second trigger, registered in the opposite detector. A sample TDC spectrum is shown in Figure 6. A conversion from channels to time is given by the electronics.

1 In this paper, coincidence events refer to events that deposit energy above threshold in both the East/West scintillator and wirechamber.
Carlo simulation of the Type 1 events timing spectra window. STPs. We cut this unphysical dead-time from the analysis detector, based on the channel differences between the ≈ detector timing window starts (spectra of the two detectors at the Type 1 backscatter peak Type 1, the hardware triggers). This was calibrated using the full, differences in cable lengths (and hence transit times for "dead-time" included in the timing measurement due to timing error of 2 ns. Furthermore, there was an unphysical the East, West STPs. This gave a rough estimate of the rough estimate of the detector which aligns the Type 1 backscatter peak with that of the West detector. A channel-to-time conversion is applied by setting the self-timing peak channel center to 140 ns, i.e. the electronics setting. After conversion, the Type 1 backscatter peak matches the GEANT4 Monte Carlo. Note that there is a channel offset between the East and West self-timing peaks. This is attributed to additional dead-time in the West detector due to cable length differences. Bin width of ≈50 ps.

Due to electronic jitter, once the TDC data was calibrated to a physical time, there was ≈ 4 ns spread in the East, West STPs. This gave a rough estimate of the timing error of 2 ns. Furthermore, there was an unphysical “dead-time” included in the timing measurement due to differences in cable lengths (and hence transit times for the hardware triggers). This was calibrated using the full, Type 1, β-decay timing spectrum. By aligning the TDC spectra of the two detectors at the Type 1 backscatter peak (≈ 2600 channels, Fig. 6), we identify that the TDC West detector timing window starts ≈ 1.7 ns after the TDC East detector, based on the channel differences between the STPs. We cut this unphysical dead-time from the analysis window.

Next we compare with a full GEANT4 Monte Carlo simulation of the Type 1 events timing spectra [8,18].2 After background-subtracting, and including scaling for differences in live-time between background and foreground runs3, we find good agreement between the GEANT4 simulated timing spectra [8] and our measured Type 1 timing spectra, see Fig. 7.

This validates our timing calibration and allows us to set physical timing window cuts that correspond to candidate dark matter decays.

3.3. Efficiencies

There are three main “loss” methods when considering the total efficiency of the detectors: kinematics, trigger probability, and timing window cuts.

First, the kinematic losses refer to neutron β-decays that produce a e+e− pair that travel in the same direction. These events are rejected because they would not produce the timing signature that we use to greatly reduce background from the standard neutron β-decay: n → p e− νe. We estimate this effect using a toy Monte Carlo simulation which samples the available phase space from a standard three-body decay, $\chi + e^+ e^−$, and selects oppositely-directed e+e−. This loss corresponds to ≈ 60% of all β-decays when integrated over the allowed values of $m_\chi$.

Second, the trigger probability refers to the probability that an electron at a particular energy will be detected by our apparatus. In the UCNA experiment, the trigger probability has been characterized extensively in [7,8,18]. In addition, a reduction must be applied since there is a lower probability of capturing the full energy of a positron compared to an electron. A full GEANT4 simulation of our detector shows that the fraction of positrons that deposit their full energy in our detectors compared to an electron is ≈ 15% smaller, primarily due to escaping annihilation gammas. The trigger function inefficiency, estimated at a conservative 20%, would reduce the acceptance by a negligible amount at high summed kinetic energies (i.e. a 2% effect at 644 keV). At lower energies, it rises:

3 The experiment was optimized for the measurement of the A asymmetry parameter [7] and hence the live-time of foreground to background was 5:1. For this analysis, this live-time difference means the background runs dominate our errors.
kinematic, trigger, and timing window cut efficiencies. This folds together
the particles, given as a fraction of accepted events, over the available
energy range of the produced pair. This is directly related to the proposed
χ mass by \( m_\chi = m_\nu - 2E_{e^+e^-} \), which has a range of
937.900 MeV < \( m_\chi \) < 938.543 MeV. A branching ratio of \( 10^{-3} \),
which would be required to explain the neutron lifetime anomaly
if \( n \rightarrow \chi + e^+e^- \) were the only allowed final state, is shown by
the dashed line.

Fourth, we get the total efficiency of the detector by
multiplying these three effects together. The result can be
seen in Fig. 8.

3.4. “Look-elsewhere” Effect

Final exclusion confidence limits are determined using the
background-subtracted dataset, shown in Fig. 9, binned
into discrete energy bins with width comparable to the
energy resolution, and checked for bin aliasing. Since
we are searching for a peak structure over a range of
energies, fluctuations at other energies must be considered.
This is usually termed the “look-elsewhere effect” - the
probability that a statistically significant fluctuation will
occur given enough samples [20].

This look-elsewhere effect was accounted for numerically,
and correcting for total acceptance, giving us our final confidence
limits.

4. Final Confidence Limits

After calibrating the timing spectrum, applying event type
and timing window cuts, correcting for total acceptance,
and correcting for the look-elsewhere effect, we get the
final confidence limits shown in Fig. 10.

Assuming the neutron dark matter decay channel, \( n \rightarrow \chi + e^+e^- \), exists at the 1% level necessary to resolve the
neutron lifetime anomaly, we exclude this decay channel at
\( \gg 5 \sigma \) for summed kinetic energy \( E_{e^+e^-} > 100\text{keV} \). If it is
not the only decay channel, we set a branching ratio limit

\[
\xi = \sum_i \frac{N_i - \mu_i}{\sigma_i} \quad \text{for} \quad N_i > \mu_i \quad (1)
\]

where \( N_i \) is a normally-distributed random variable for
bin \( i \) with mean \( \mu_i \) and standard deviation \( \sigma_i \), and both
\( \mu_i \) and \( \sigma_i \) are given by the data. \( \xi \) is computed with
a large number of Monte Carlo samples for each final
energy bin, as well as the “single-bin” dataset, i.e. when
all events are considered together. The ratio of the single-bin
\( \xi \) distribution to the \( \xi_i \) distributions provides the look-
elsewhere correction factor. This correction is applied to
the cumulative distribution function (CDF) of the single-bin
confidence levels. The corresponding CDF for the
individual energy bins is solved for numerically to obtain
new confidence levels, giving us our final confidence
limits.
\[ \frac{\Gamma_{\pi^+\nu_e^+e^-}}{\Gamma_{n\text{ total}}} < 10^{-4} \text{ at the 90\% confidence level, over the same energy range of } E_{e^+e^-} > 100 \text{ keV.} \]

5. Further discussion

This analysis, expanding upon [1], investigates Fornal and Grinstein’s proposal of a neutron dark matter decay [5] explanation of the neutron lifetime anomaly [2–4].

We take advantage of an old dataset that was originally optimized to measure the asymmetry parameter of the free neutron, “A”, in order to set limits on candidate dark matter decays. Better characterization of the timing window cuts, the fidelity of the TDC self-timing peak calibration, and incorporating the 2011–2012 dataset (which would require far greater work in calibrating because the TDCs were less stable during the 2011–2012 run) might improve the confidence limits by a factor between 2 and 5. However, given that this analysis already rules out the proposed decay channel (presuming that it is the only dark matter decay channel) as an explanation of the neutron lifetime anomaly at \( \gg 5 \sigma \), we do not anticipate further work on this dataset.
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