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ABSTRACT Today’s computer is often infected by malwares and conventional communication channels such as inter-process communication (IPC) are attractive attack surface for attackers because important information such as user’s personal data and passwords are transmitted between processes over IPC. In addition, there is no other protection other than the access control mechanism provided by the underlying OS, but it is not always sufficient. To improve the situation, this paper proposes a key agreement protocol between processes using a network socket, which is one of the IPC methods. Our protocol provides a means for legitimate processes to cryptographically communicate over the IPC. We use an uncertain channel for secure key agreement over IPC and we found that the IPC channel behaves as the uncertain communication channel due to the process scheduling of the OS. The proposed protocol is based on random number sharing using the messages that the attacker probabilistically fails to obtain and attacker detection who interrupts the protocol. Our protocol provides secure key sharing against an attacker that interrupts the protocol and impersonates legitimate processes. We experiment on the behavior of the uncertain channel on an actual device and confirm that our protocol achieves 128-bit security in a realistic execution time within 8.5 ms. To our best knowledge, our proposal is the first countermeasure for IPC with cryptographic strength under reasonable assumptions.
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I. INTRODUCTION

A. BACKGROUND

Today’s computer systems are composed of hardware such as CPU, memory, and storage, and programs running on them. A special program called an operating system (OS) manages the entire computer so that multiple programs can share a single hardware resource without confliction. The kernel is a core program of the OS and manages the execution and termination of programs (processes) other than itself, the allocation of memory space to processes, and the order of CPU usage of processes. The memory space allocated to a process is isolated from one allocated to other processes by an access control mechanism provided by the OS. In addition, modern OSs enable event-driven execution of processes by switching the execution of processes in a short time. In this way, today’s computer has a stack structure consisting of a hardware layer, an OS layer, and each layer works together to perform complex tasks.

On the OS, there are usually multiple processes running in parallel. General OSs provide the mechanisms called inter-process communication (IPC) such as shared memory, named pipe, and network socket [1]–[5]. They enable the running processes to cooperate each other to perform a single task. Multiple applications also exchange messages using IPC to perform a single task. Typical example of the latter case is a web browser application working with password management applications, music applications, and document management applications.

B. RELATED WORKS

Although IPC is used in many applications, attacks aimed at IPC have not been considered serious threats because data transmissions within a local device were considered secure. However, this is not true nowadays. Most of devices are connected to the Internet and it makes easier to break into...
devices by exploiting vulnerabilities. McAfee reported that COVID-19 increases the threat as the number of remote workers increases [6]. Therefore, it is becoming essential to consider the security of communications within the device in recent years.

For the attacker in the device, IPC is an attractive attack surface because of two reasons. First, IPC is often used to exchange critical data in many applications. For example, in the password manager mentioned above, the password and personal information are exchanged over the IPC channel. Second, the security of IPC depends on access control mechanisms provided by general OSs (e.g., UNIX permission or Windows ACL) and they are not always sufficient.

We describe the problem using Figure 1. Alice and Bob are processes. Alice sends messages over an IPC channel and Bob receives them. Mallory is an active attacker and attempts to impersonate Alice or Bob by eavesdropping on the IPC channel and tampering with the messages. One may consider that the access control mechanism of OSs prevents Mallory to access to the channel, but it is not always true because the access control does not isolate a process from the other, but only isolates a user from the other, or a user group from the other. Interestingly, Android and iOS which run each application on different VMs to isolate them, provide means to exchange messages between VMs using IPC. However, Xing et al. reported the cases on Mac OS X and iOS that the attacker can access resources owned by other applications using IPC [7]. The paper reported the attacks on applications with client-server architecture in cases where access control does not work in IPC. Shao et al. reported same kind of case on Android OS [8]. Succeeding researches [8]–[12] focused on the impersonating attack to the client process (client impersonation). These attacks assume that the attacker runs with a general user privilege in the same user session to server process and client process as the legitimate process, or the attacker runs with a root privilege. The attacker succeeds the client impersonation if the attacker starts communication with the server earlier than the client. The attacker can obtain messages from the server by this attack. The attack is possible because the access control does not work as a defense mechanism and the IPC mechanism does not provide mutual authentication between the processes. Note that it is easy for the attacker to start earlier than the client in the client-server architecture, because the server always waits for a process to start communication over IPC and the client, by contrast, proceeds the communication only when needed. This fact also indicates that it is practically difficult for the attacker to start earlier than the server and impersonate it.

However, Bui et al. proposed in [13] a socket hijacking attack which enables the attacker to succeed the server impersonation even if the attacker starts after the server. The attack targets applications that use network sockets. The main idea of the attack is to interfere with the server’s functionality by occupying the socket opened by the server and then impersonating it. The attacker can obtain data from the client by server impersonation if the attack succeeds. Since the attack is effective even if the server behaves as a daemon, the attack has expanded the range of applications that can be attacked. Their paper confirmed that the attack is effective against several real applications such as password managers.

Although the socket hijacking attack is more powerful than the previous attacks against IPC, the countermeasure is still an open problem. Bui et al. showed that the access control mechanism cannot be applied to a network socket in Windows, macOS, and Linux. One possible mitigation is to replace the implementation from using a network socket to other IPC methods to which Access control can be applied. However, Bui et al. suspect that it is practically difficult to replace because the network socket has following advantages over the other IPC methods: many OSs provide it, the functional differences between OSs are small, and the implementation of intra-process communication can be used without major modifications. As a countermeasure at the OS layer, it is possible to use an OS to manage access control on a per-process basis (e.g., SELinux [14]). However, OSs provide such access control are not yet common, therefore countermeasures effective in common environment are needed.

In [13], Bui et al. stated that cryptographic technology can become the countermeasure at the application layer if legitimate processes can share a cryptographic key. Cryptographic communication between legitimate processes keeps messages secret by encrypting them and message authentication prevents impersonation because the legitimate receiver can verify the sender. The difficult point to realize this idea is to share the cryptographic key between the processes. Conventional key agreement protocols, such as PKI-based key delivery and Diffie-Hellman key exchange, achieve a session key sharing based on a public key certificate issued by a certification authority or a pre-shared secret. Unfortunately, the OS layer does not provide such a mechanism to share the key between processes. Processes within a single application may be able to share the key by using channels that can only be used between processes in a parent-child relationship (e.g., memory passing and anonymous pipe). However, the way to share the key cannot be used between processes in multiple applications (for example, between a password manager process and a web browser extension process).

While IPC has become an attractive attack target, and many attacks have been reported at the research level, the security of IPC still has many challenges, and it is desirable to establish countermeasures that can be used in general environments.
First, we discovered the IPC channel, which has been regarded as a public channel, behaves as an uncertain channel due to a process scheduling mechanism in a general OS when processes repeatedly exchange messages over the IPC channel. We use this fact for KA-IPC. In the proposed KA-IPC, legitimate processes transmit random numbers repeatedly over the uncertain channel, and then generate a key using shared random numbers and detect the attacker. Since the attacker who tries to impersonate the server can only obtain this random number probabilistically, KA-IPC makes it probabilistically difficult for the attacker to obtain the key. KA-IPC is a countermeasure at the application layer, so it can be implemented using any IPC method other than the network socket.

As for the security of public channels such as the Internet, Shannon indicated in [15] that if an attacker can eavesdrop on all messages, i.e., if the attacker can obtain the same messages as a legitimate message receiver, the legitimate message sender and receivers cannot communicate securely without sharing a secret key in advance. On the other hand, Wyner proposed a wiretap channel model in which an attacker eavesdrops on a noisy channel [16]. Wyner’s wiretap channel model assumes that the attacker cannot obtain all messages received by the receiver because of the noise. Wyner showed that when the attacker’s noise is larger than the legitimate receiver’s noise, it is information-theoretically possible to share messages between only legitimate entities due to the uncertainty of the noise channel, even if the legitimate sender and receiver do not share a secret key in advance. Later, Maurer proposed a key sharing method over the wiretap channel using a capability difference between legitimate entities and the attacker, which is effective even when the attacker’s noise is less than the legitimate receiver’s noise [17]. The proposed key sharing consists of random number exchange over a wiretap channel and information reconciliation and privacy amplification over a public channel. Such key sharing, which consists of random number exchange over an uncertain channel and information reconciliation [18], [19] and privacy amplification [18], [20] over a public channel, can be seen in many studies [21]–[23].

Though the attacker in wiretap channel model is weaker than that in Dolev-Yao model or Cannetti-Krawczyk model, it also captures the real world communication channel and many studies from both theoretical and applied aspects have been done since seminal works by Wyner and Maurer. As theoretical studies, Aggarwal et al. [24] and Wang et al. [25], [26] extended the wiretap channel model and proposed a new model that assumes active attacks such as message loss and message transmission as well as eavesdropping. In recent years, there has been a lot of applied studies, especially in the field of wireless communication channels [27]–[29].

The security of KA-IPC is based on the fact that IPC is not an ideal environment for the attacker. When multiple processes repeatedly send and receive messages over the IPC channel, the order of process execution is determined only by the process scheduler in the OS, and the order causes for the attacker to fail to receive some of the messages. Therefore, the IPC channel can be regarded as an uncertain channel. The main idea of the KA-IPC is as follows: First, the legitimate processes repeatedly exchange pairs of a random numbers and an index number as messages for key generation over this channel. As mentioned above, the attacker trying to impersonate the server probabilistically fails to obtain some of them. Then, the legitimate processes repeatedly exchange only the index numbers associated with
the acquired messages over the uncertain channel. This allows the legitimate processes to know obtained random numbers by each other, i.e., they can share the random numbers. The legitimate processes use random numbers to generate a key, which the attacker cannot generate. In addition, even if the attacker sends index numbers to the legitimate processes to impersonate, the legitimate processes can detect the attacker probabilistically because the legitimate receiver receives different index numbers from both the legitimate sender and the attacker. In this way, KA-IPC can make it probabilistically difficult for the attacker, who tries to succeed in sharing the key with the client, to impersonate the server.

Contrary to PKI-based key agreements, KA-IPC is not a perfect countermeasure against arbitrary impersonating attacks. In fact, KA-IPC does not provide a cryptographic means an entity to authenticate the other process to communicate with. This is because IPC does not have functions for authentication and thus cannot inherently prevent impersonating. However, KA-IPC can reduce the success probability of the server impersonation attack to almost zero by correctly setting the number of exchanging messages as a security parameter. This paper examines server impersonating attack scenarios in KA-IPC and shows the security parameter to be secure against these attack scenarios based on experimental evaluations.

In this paper, we assume that the attacker’s target is an application that consists of client-server architecture and uses a network socket as IPC. We evaluate KA-IPC under the assumption that the attacker runs in a different user session than the targets in the same manner as in [13]. However, the proposed KA-IPC can be implemented not only with a network socket but also with other IPC methods in principle and effective against the server impersonating attacks targeting other IPC methods. In addition, we can relax the assumption for the attacker’s privilege. For example, KA-IPC is effective if it can be guaranteed that the IPC channel has an uncertainty for the attacker. This may be true even when the attacker runs in the same user session as the targets, or the attacker has a root privilege. Note that KA-IPC is not effective against an attacker with powerful attack capabilities such as forcibly rewriting the execution orders of processes. In this paper, we exclude such cases to simplify the discussion.

D. ORGANIZATION
The rest of this paper is organized as follows: Section II introduces terms and attacks that we focus on. Section III focuses on properties of the OS and the network socket that are essential to KA-IPC, and Section IV defines our attack model. Section V proposes the KA-IPC protocol. Section VI discusses the attack scenarios. Section VII experimentally characterizes the communication channel used in KA-IPC and shows the recommended security parameters in terms of security. Finally, Section VIII summarizes this paper.

II. PRELIMINARY
A. NETWORK SOCKETS AS IPC
This section describes network sockets as IPC. We explain it using an example of an application with the client-server structure. The client and server create sockets using socket information consisting of an IP address and a port, and they must share the socket information before starting communication via the network socket. The server creates a socket bound to socket information and then waits for the client to connect to the server. If the server uses the loopback interface, i.e., localhost addresses 127.0.0.0/8 or ::1/128 when the server creates the socket, only processes running on the same OS can connect to the server’s socket. The client also creates a socket bound to the same socket information, connects to the server’s socket, and exchanges messages with the server.

The network sockets mainly use TCP or UDP as a transport layer protocol. We call network sockets using TCP TCP sockets and one using UDP UDP sockets.

In the TCP socket communication, two processes establish the connection and communicate one-to-one. Another process cannot interrupt and communicate with these processes after the connection has been established. In addition, the received message is stored in a receive buffer associated with the receiver’s socket, and the OS requests resending of a lost message when the OS finds the lost message by confirming the received buffer. Therefore, there is no message loss in TCP connection in principle, i.e., all messages sent by the sender are received by the receiver. Because of these features, the TCP socket communication used within many applications. However, if a process already takes a port, another process cannot use this port to create the socket. To avoid a process cannot communicate by the socket collision, the process using the TCP socket often has more than one port candidate.

On the other hand, UDP uses a connection-less communication. At the beginning of the communication, the receiver goes into a “waiting” state. The receiver only can receive the message sent during the waiting state. After receiving a message, the receiver is automatically released from the waiting state. If the receiver wants to receive the message again, the receiver needs to go into the waiting state again. Because the receiver can receive messages only when it is in the waiting state, in the UDP socket communication, the sent messages may not be received by the receiver. Therefore, the UDP socket channel can be regarded as a communication channel where message loss occurs. Since no process can basically occupy a port all the time, each process is not necessary to have several port candidates as TCP communication. Another important property of UDP socket is that when multiple receivers receive a message using the same socket, the receiver who accesses the socket first occupies the socket. Another receiver can receive a message using the same socket after the socket is released. Note that a message is received by only one receiver.
B. POTENTIAL VULNERABILITIES OF NETWORK SOCKETS AS IPC

This section describes potential vulnerabilities of network sockets as IPC. Any process that knows the port of the target socket can send to the target socket and receive messages to the target socket by creating a socket with the same port as the target. The port can be easily obtained even by a non-legitimate process through static analysis [13], [30] (e.g., examining an application documentation and a source code) or dynamic analysis (e.g., using a system call “netstat” and a port scan).

One thinks that an access control mechanism and authentication mechanism are naïve countermeasures. However, the network socket as IPC provides neither. Another possible countermeasure could be to establish an authentication mechanism for processes at the application layer. For that, processes must have a public key certificate issued by a certification authority or pre-shared secret, but the OS does not provide the mechanisms for them.

For these reasons, the attacker can easily impersonate legitimate processes. Many applications adopt TCP socket more than UDP socket because of the reliable communication. However, in such applications, an attacker once establishes the connection with a legitimate process before another legitimate process does; the attacker succeeds receiving and sending all messages between the process with the connection. If the applications have a client-server architecture, the attacker can impersonate the client process easily because the client runs only when necessary. On the other hand, most of the server process behaves as a daemon. In such an application, it is difficult for the attacker to start earlier than the server, i.e., the attacker cannot impersonate the server easily.

C. SOCKET HIJACKING IN NETWORK SOCKETS

Bui et al. proposed a socket hijacking attack that allows the attacker to impersonate the server even if the attacker starts after the server [13]. The attack can be a threat to many applications because the attack is effective even against applications where the server runs as a daemon. In this attack, the attacker interrupts the protocol and impersonates the server by taking advantage of the fact that it occupies the socket after the TCP communication establishment and that the legitimate processes have multiple candidate ports. In this paper, we focus on the attack and describe the details below.

First, we describe the attack model assumed in [13]. The attacker’s goal is to obtain the client’s data by impersonating the server. The attacker’s target is the application that has the client-server structure and uses the TCP sockets. The client and server have at least two port candidates (a primary and secondary port). The attacker is a non-privileged process. The server and client run in a same user session and the attacker runs in a different user session. In addition, the attacker does not start before the server.

Next, we explain the way that the attacker impersonates the server by the socket hijacking. At the beginning, the server starts and then creates a socket with the primary port and waits for a connection from the client. The attacker starts after the server and then connects to the primary port where the server is waiting. The attacker establishes the connection with the server. The attacker also creates a socket with the secondary port and waits for a connection from the client. After that, the client starts and then tries to connect to the primary port, but the client cannot because the attacker has taken the primary port. Therefore, the client connects to the secondary port where the attacker is waiting to connect. In this way, the connection between the attacker and client is established, and the attacker can impersonate the server. In [13], Bui et al. reported that the server impersonating attack is effective in real applications (e.g., a password manager and music streaming service) to obtain important information (e.g., user information).

III. FUNCTIONS OF UNDERLYING OS AND CHANNELS REQUIRED FOR KA-IPC

We assume the underlying OS employs preemptive multitasking as same as general OSs such as Linux, macOS and Windows. KA-IPC uses two communication channels, an uncertain channel and a multiple sender detecting channel, that can be constructed by IPC, taking advantage of features of preemptive multitasking. Section III-A describes the features of preemptive multitasking to construct communication channels for KA-IPC. Sections III-B and III-C describe the way to construct the uncertain channel and multiple senders detecting channel using IPC, respectively.

A. PREEMPTIVE MULTITASKING

Most of the current OSs run multiple processes in parallel. There are two mechanisms for this: cooperative multitasking and preemptive multitasking. General OSs such as Linux, macOS, and Windows employ the latter in which the OS manages the executions and interrupts of running processes. For preemptive multitasking, the OS uses the CPU’s interrupt functions to switch between executing and stopping processes in a short time on the CPU. The execution order of processes is controlled by a process scheduler built into the OS kernel. The scheduler periodically determines the order of execution of processes using CPU information such as a hardware timer, process priorities, and CPU utilizations.

Note that in preemptive multitasking, when processes repeatedly access hardware and software resources, the order in which the processes access the resources varies. For example, in the UDP socket communication, we consider the case where multiple senders repeatedly send messages via a fixed UDP socket channel and a receiver receives them. In this case, the order of sent messages means the order of access to the socket by the senders, which is determined only by the OS. Therefore, each sender cannot know the order in which the messages were sent and whether the sent messages were...
received. In addition, the receiver cannot identify the sender from the received message.

**B. COMMUNICATION CHANNEL WITH UNCERTAINTY**

Here we describe the way to construct an uncertain communication channel with UDP sockets. The uncertainty is realized by taking advantage of preemptive multitasking. Let us consider the following communication using the UDP sockets: The sender repeatedly sends different messages each time without disconnecting the socket. The receiver repeats to disconnect and reconnects to the socket for each message reception, not to occupy the socket for a long time. Under this setting, the receiver can receive only messages sent when the receiver is in the waiting state and the execution order of the process is receiver-then-sender because of the characteristic of UDP socket. In addition, neither the sender nor the receiver can know which messages are sent or received by the other. It is because the execution order of processes is determined only by the OS, and the order information is stored in the kernel memory. Therefore, in this case, the communication channel can be regarded as a channel where the receiver receives the message probabilistically, i.e., the communication channel with uncertainty. This is true even when multiple processes, including the attacker, are sending, or receiving messages. We call the channel IPC2. Note that it is also possible to construct IPC1 using other IPC mechanisms in the same way.

**C. COMMUNICATION CHANNEL THAT PROBABILISTICALLY DETECTS MULTIPLE SENDER**s

We describe the way to construct a communication channel that probabilistically detects multiple senders with UDP sockets. The channel can be realized by taking advantage of preemptive multitasking, just like IPC1. Let us consider the following communication using the UDP sockets: The sender and receiver repeatedly send and receive messages. The difference from IPC1 is that the sender always sends the same message. Due to features of preemptive multitasking when multiple senders repeatedly send messages on the same socket, the receiver probabilistically receives the message from each sender. The higher the number of times the receiver receives the message, the higher the probability that the receiver receives at least one message from each sender. If multiple senders send messages with different values, the receiver can probabilistically detect multiple senders. Therefore, we can regard this communication channel as a channel that the receiver can probabilistically detect multiple senders. We call the channel IPC2. Note that it is also possible to construct IPC2 using other IPC mechanisms in the same way.

**IV. ATTACK MODEL**

In this section, we describe the assumed environment and model the communication channel used for KA-IPC, which is proposed in Section V. We also describe an assumed attack model in this paper, which is the same as in [13]. According to the attack model, we organize attack scenarios on KA-IPC and theoretically calculate attack success probabilities in each scenario in Section VI, and experimentally determine the probabilities in Section VII.

**A. SECURITY GOAL**

Current cryptography is considered secure for general use if the computational complexity of any attack is at least $2^{128}$. This is simply called “the security level is at least 128 bits.” We discuss the security in terms of the attack success probability. In this paper, we consider that KA-IPC achieves 128-bit security when the attack success probability is less than $2^{-128}$ for all possible attack scenarios under the attack model described in this section. We describe the details of the attack scenarios in Section VI.

**B. ASSUMED ENVIRONMENT**

In the following, we describe the communication channel as the abstraction of UDP socket. In Figure 3, among the legitimate processes, Alice plays as the sender process and Bob as the receiver process. We assume that Mallory plays as an active attacker, who exchanges messages with the client to impersonate the server. Mallory runs with a non-privileged user in a different user session than Alice and Bob. Mallory only does what a process with a non-privileged user running on the OS can do, i.e., Mallory cannot access memory spaces used by other processes. Mallory creates a socket with the same socket information as Alice and Bob. Note that Mallory cannot eavesdrop directly on the UDP socket channel because of characteristic of the UDP socket channel. Instead, Mallory can receive a message sent by Alice to Bob, and then resend the received message to Bob. It can be regarded as eavesdropping, so we call this behavior eavesdropping in this paper. Mallory can also behave tampering with a message by sending a different message after receiving a message like eavesdropping. However, tampering is not an effective for the server hijacking in KA-IPC, so we consider the attacker who receives, sends (inserts), and eavesdrops. We assume that the attacker does not start earlier than the server. It is a realistic assumption, assuming that the server is running as a daemon.

**C. COMMUNICATION CHANNEL USED IN KA-IPC**

1) MODELING COMMUNICATION CHANNEL

In Section III, we explained that the UDP socket channel could be regarded as IPC1 (Communication channel with
We used Raspberry Pi3 model B [31] for hardware and software holds on Linux. We show the environment used in the experiment and Mallory receives a message within a certain time period. The model in Section IV-C1 implicitly assumes that Alice never occupies the communication channel over the long time period. In the following, we model the uncertain nature of these channels is the same: both these channels take advantage of the uncertainty of the execution order of processes. In the following, we model the uncertain communication channel.

The UDP socket channel between the sender Alice and the receiver Bob is denoted by $C(A, B)$. We divide the time by an execution of Bob and call the interval a period. Alice sends $n(t)$ messages during a period $t$ and they are denoted by $x_i(t)$ ($1 \leq i \leq n(t)$). Bob certainly receives one of the messages $x_i(t)$ during the period $t$. The probability of Bob’s receiving the $i$-th message $x_i(t)$ in the period is denoted by

$$
C^{C(A, B)}_{x_i(t)} = \text{prob}^{C(A, B)}(A \rightarrow x_i(t) \rightarrow B)_i.
$$

2) VALIDITY OF OUR CHANNEL MODEL

The model in Section IV-C1 implicitly assumes that Alice never occupies the communication channel over the long time period. In this paper, we experimentally confirm that this assumption holds on Linux. We show the environment used in the experiment below.

- CPU: BROADCOM BCM2837 ARMv8 4core 1.2GHz
- OS: Raspbian 4.9.2 64bit
- RAM: 1GB
- Language: C
- Compiler: gcc 4.9.2

We used Raspberry Pi3 model B [31] for hardware and software. We explain this reason in Section VII-A.

We run two processes, a sender and a receiver in a same user session. The sender sends 1, 2, 3, ... as messages and the receiver iterates to receive messages. In the experiment, the receiver receives 1,000 messages in a trial, and we execute 100 trials. Figure 4 picks up a part of experimental results. It does not only support the assumption, but also shows that the UDP socket is definitely uncertain.

D. ATTACKER’S ABILITY

1) BASIC ACTIONS

This section describes what the attacker Mallory can do. As described in Section IV-B, Mallory can access the channel and send and receive messages, like Alice and Bob.

We denote the channel between the sender Alice and the receiver Bob with $C(A, B; M)$. Here, Mallory is considered as a noise factor in the channel $C(A, B)$. In the consideration of success probability of attacks, we also use the notations $C(A, M; B)$ and $C(M, B; A)$ to signify the correspondence between the entities and the roles. For example, we use $C(A, M; B)$ when we consider the event that the messages sent by Alice are not received by Bob, but by Mallory.

Figure 5 (a) shows the schematic of the communication channel when Mallory acts as Alice. Mallory sends $n'(t)$ messages, $z_j(t)$ ($1 \leq j \leq n'(t)$), during the period $t$, and at this time, Alice also sends $n(t)$ messages $x_i(t)$ ($1 \leq i \leq n(t)$). Bob receives a message $y(t)$ sent by either Alice or Mallory in period $t$, i.e., $x_i(t)$ or $z_j(t)$. Let $P_{M(s)}[A]$ and $P[M(s)]$ be the probabilities that Bob receives a message from Alice and Mallory during $t$, respectively. They are given by

$$
P_{M(s)}[A] = \sum_i p^{C(A, B; M)}(x_i(t)),
$$

$$
P[M(s)] = \sum_j p^{C(M, B; A)}(z_j(t)),
$$

where $M(s)$ means Mallory acting as a sender. We omit the notation if the roll of Mallory is obvious from the context.

Then the following relationship holds: $P[A] + P[M(s)] = 1$. $P[A]$ and $P[M(s)]$ can be calculated by the sum of the probabilities that Bob receives the message $x_i(t)$ sent by Alice and the message $z_j(t)$ sent by Mallory, respectively. Figure 5 (b) shows the schematic of the communication channel when Mallory acts as Bob. Mallory receives messages $z_j'(t) = x_i'(t)$ ($1 \leq i' \leq n(t)$) according to the probability distribution $p^{C(A, M; B)}_{x_i'(t)}(t)$ in the same manner as in Section IV-C. Note that the period $t$ is defined as the execution of Bob, therefore Mallory may not receive any message or may receive more than a message in the period $t$. In addition, one message is received by only one receiver, therefore messages received by Bob and Mallory are always different in this channel.

2) SPECIFIC ATTACK METHODS

Here, we describe the specific attack methods by Mallory. As mentioned in Section IV-B, Mallory can eavesdrop, which is equal to “receive then resend,” insert (send), and
receive messages. We denote their success probabilities by $p_{\text{eve}}$, $p_{\text{inst}} = P(M(s))$, and $p_{\text{recv}} = P(A)$, respectively. If Bob receives the resent message, it can be considered as the success of eavesdropping. Thus, $p_{\text{eve}}$ is given by $\sum_{i=1}^n \prod_{j \neq i} \text{prob}(A_{i,j}; M_{j} \rightarrow x_i(t)) \cdot \text{prob}(A_i; M \rightarrow x_i(t))$. To simplify the discussion, we consider eavesdropping as a one of message sending. Let $P[A]$ and $P[M(e)]$ be the probabilities that Bob receives a message from Alice and Mallory during $t$, respectively. The following relationship holds: $P[A] + P[M(e)] = 1$. $P[A]$ and $P[M(e)]$ are the sum of the probabilities that Bob receives the message $x_i(t)$ sent by Alice and the message $x_i'(t)$ resent to eavesdrop by Mallory, respectively.

3) CONSTRAINTS ON ATTACKS

As described in Section IV-B, an attacker cannot access information stored in the memory allocated to each process such as intermediate and resulting values of encryption or decryption function during cryptographic communication after KA-IPC, and a cryptographic key generated in KA-IPC. It is because processes with a non-privileged user, including the attacker, cannot access the memory space used by other processes. In addition, we do not assume message leakage by side-channel attacks such as timing attacks and row-hammer attacks as in [13]. We do not either assume that DoS attacks interfere with the protocol execution since the attacker’s goal is to obtain the client’s data by impersonating the server. We also assume that the attacker starts after the server, like the assumption in the socket hijacking attack [13]. The attacker interrupts the protocol and impersonates the server by inserting messages or eavesdropping, as described in Section IV-D2.

E. RELATIONSHIP WITH CONVENTIONAL COMMUNICATION CHANNEL MODELS

We explain the differences between our channel model and the conventional one. Although there is no physical noise on the UDP socket channel, the channel is regarded as a channel where a message probabilistically is lost as described in Section II-A. A remarkable difference between UDP socket and precedent studies is that a message is received by only one receiver when there are multiple receivers. Therefore, our communication channel model is neither compatible with the wiretap channel model [16] where the attacker only eavesdrops nor the broadcast model [17] where multiple entities probabilistically receive broadcasted messages.

V. KEY AGREEMENT OVER IPC CHANNEL

We propose a key agreement protocol over an IPC channel, KA-IPC. This paper describes KA-IPC over a UDP socket channel; note that the socket hijacking [13] does not occur in the UDP socket communication. KA-IPC enables cryptographic communication over a TCP socket channel (or a UDP socket channel) using a key, and it enables IPC between processes while keeping messages secret from the attacker trying to impersonate the server. This section describes the basic concept of KA-IPC and then explains details of each step of KA-IPC.

A. BASIC CONCEPT

KA-IPC uses two channels, the uncertain communication channel IPC1 and the channel that can detect multiple senders IPC2. These channels realizes that the client and server share random numbers to generate a key and detect the attacker. KA-IPC make it probabilistically difficult for an attacker to share a key with the client for the server impersonation. KA-IPC has security parameters, the numbers of sent and received messages, which can be increased to reduce the success probability of the server impersonation attack.

Figure 6 shows a protocol diagram of KA-IPC. KA-IPC consists of the following six steps:

- Step 1: Start
- Step 2: Random number exchange
- Step 3: Index exchange
- Step 4: Key generation
- Step 5: Key verification
- Step 6: Attacker detection

In the following, we describe each step in detail. We denote the numbers of receiving messages over the IPC1 channel and IPC2 channel as $n_{\text{IPC1}}$ and $n_{\text{IPC2}}$, respectively, and similarly, the number of sending messages over the IPC1 channel and IPC2 channel as $n_{\text{IPC1}} = n(t) \cdot m_{\text{IPC1}}$ and $n_{\text{IPC2}} = n(t) \cdot m_{\text{IPC2}}$, respectively. Here, $n(t)$ is the number of sent messages during $t$. These numbers of sending and receiving messages are determined as the specification of the protocol in advance.
B. STEP 1: START
After starting, the server waits until it receives a start signal “HELLO”, (s, c) over the IPC2 channel. The client starts and then sends the start signal.

C. STEP 2: RANDOM NUMBER EXCHANGE
The client and server each repeatedly send and receive a pair of a random number and index over the IPC1 channel. The client sends a pair of a random number \( r^{(c)}_i \) and index \( i \), \( (r^{(c)}_i, i) \), similarly, the client sends a pair of a random number \( r^{(s)}_i \) and index \( i \), \( (r^{(s)}_i, i) \). In this step, the client and server each receive \( m_{IPC1} \) random numbers. If the client and server cannot receive \( m_{IPC1} \) random numbers, they sent an attacker detection signal in Step 6.

D. STEP 3: INDEX EXCHANGE
The client and server each repeatedly send and receive indexes received in Step 2 as index information \( Index^{(c)} \), \( Index^{(s)} \) over the IPC2 channel, respectively. The client and server send an attacker detection signal in Step 6 if they receive different values more than once or cannot receive \( m_{IPC2} \) index information in this step. The client and server can identify random numbers associated with received index information, i.e., they can know random numbers that were successfully shared in Step 2. The client and server share \( 2m_{IPC1} \) random numbers through Steps 2 and 3.

E. STEP 4: KEY GENERATION
The client and server each generate a cryptographic key from a key derivation function (KDF) using \( 2m_{IPC1} \) random numbers shared between them. For example, HKDF based on hash-based message authentication code (HMAC) [32] can be used for KDF. When the client and server successfully share random numbers in Steps 2 and 3, the keys generated by each client and server have the same value.

F. STEP 5: KEY VERIFICATION
The client and server exchange a message authentication code (MAC) value calculated using the key generated in Step 4 over the IPC2 channel and check whether they succeed in generating the same key. In this step, they detect the attacker in the same way as in Step 3. The client and server repeatedly send and receive a pair of nonce, \( nonce^{(c)} \) and \( nonce^{(s)} \), and calculated MAC value \( MAC^{(c)} = MAC(nonce^{(c)}, key) \) and \( MAC^{(s)} = MAC(nonce^{(s)}, key) \), respectively, i.e., they exchange MAC value information \( (MAC^{(c)}, nonce^{(c)}) \) and \( (MAC^{(s)}, nonce^{(s)}) \). After receiving MAC value information, the client and server calculate a MAC value from received nonce and own key, and check whether the MAC value is the same as the received MAC value. If the client or server finds that any of the following is true, the client or server detects an attacker and sends an attacker detection signal in Step 6.

- The values of received \( m_{IPC2} \) MAC value information are not all the same.

- The received MAC value and the calculated MAC value are different.

- \( m_{IPC2} \) MAC value information are received.

G. STEP 6: ATTACKER DETECTION
The client and server each repeatedly send and receive attacker detection signals \( Detect^{(c)} \) and \( Detect^{(s)} \) over the IPC2 channel. They send the attacker detection signal to inform whether an attacker is detected in Step 3 and Step 5. The client and server terminate KA-IPC as the key sharing failed when they detect the attack.

VI. SECURITY OF KA-IPC
In this section, we discuss the security against the server impersonation attack in KA-IPC and estimate the attack success probability. We first define what success in the server impersonation in KA-IPC is. Then, we describe possible attack scenarios based on the attack model defined in Section IV and explain their success probabilities. We do not describe trivial attacks such as brute force attack on the shared key and focus on most likely scenarios for simple discussion. We neither consider the attacks using vulnerabilities outside of KA-IPC, such as to obtain a seed for random number generation by privilege escalation attacks, or similarly to obtain the client’s key by side-channel attacks. As described in Sections IV-C1 and IV-C2, the attacker can eavesdrop, receive, and insert messages. In the following, we use “obtain” to indicate that the attacker uses these actions to obtain a specific message.

A. DEFINITION OF SUCCESSFUL SERVER IMPERSONATION IN KA-IPC
We define the success of the server impersonation attack as the attacker generating the same key as the client’s key without the client detecting the attacker in KA-IPC. The attacker must satisfy following two conditions to success the attack.

Condition 1: Random number sharing
The attacker obtains random numbers used by the client for key generation in Step 2 (Random number exchange) and identifies exactly those used for key generation in Step 3 (Index exchange).

Condition 2: Detection avoidance
The client does not detect the attacker in Steps 3, 5 (Key verification), and 6 (Attacker detection).

Note that even if the server detects the attacker, the server impersonation attack succeeds if the client does not obtain the attacker detection signal from the server. We describe the details of this case in Section VI-B2.

B. ATTACK SCENARIOS
Next, we investigate the attacker’s possible actions concerning the conditions described in Section VI-A and the resulting client’s and server’s states. Sections VI-B1 and Section VI-B1 describe details about Condition 1 and
Condition 2, respectively. Section VI-B3 describes details of attack scenarios as their compositions.

1) RANDOM NUMBER SHARING

Here, we describe the way that the attacker obtains random numbers, which are used to generate the client’s key (Condition 1). First, we explain the random numbers used by the client for key generation. Figure 7 shows the flow of information related to key generation when KA-IPC is performed only by the client and server. To share the random numbers between the client and server, it is necessary to exchange the random number information in Step 2 (Random number exchange) and the index information in Step 3 (Index exchange). In Fig. 7, the same color means the same value, and arrows mean show the flow of information in Step 2 and Step 3. We focus on the client’s key. The key is generated by 2\(m_{IPC}\) random numbers. Half of them, \(m_{IPC}\) random numbers, are received in Step 2. The remaining are a subset of random numbers sent by the client in Step 2 and then identified using received index information in Step 3. Let \(R_{e}\) be the random numbers received in Step 2, and \(R_{s}\) be the remaining.

Next, we explain the way for the attacker to share all random numbers used for a key generation with the client, i.e., to obtain \(R_{e}\) and \(R_{s}\). In the following, we do not consider whether the attacker shares random numbers with the server. As described in Section IV-C1 and Section IV-C2, the attacker can receive, eavesdrop, and insert messages in Step 2 and Step 3 to obtain \(R_{e}\) and \(R_{s}\) with the client. Here, the messages mean random number information in Step 2 and index information in Step 3.

First, we describe the attacker’s actions and the client’s and server’s states caused by the attacker’s actions to obtain \(R_{e}\) and \(R_{s}\) in Step 2.

**Obtaining \(R_{e}\):**

The attacker only can “eavesdrop” and “insert” random number information to obtain \(R_{e}\). This paper only considers that the attacker performs either “eavesdropping” or “insertion” in an attack scenario, but not both. For each action, the following Cases (1-1) or (1-2) must be satisfied.

(1-1): The attacker “eavesdrops.” The attacker obtains at least \(m_{IPC}\) random number information sent by the server, and the client obtains \(m_{IPC}\) random number information eavesdropped by the attacker.

(1-2): The attacker “inserts” random number information. The client obtains \(m_{IPC}\) random number information from the attacker.

**Obtaining \(R_{s}\):**

The attacker must obtain at least \(m_{IPC}\) random number information sent by the client in Step 2 to obtain \(R_{s}\). The attacker can “eavesdrop” or “receive” to obtain random number information. For each action, the attacker must satisfy the following Cases (2-1) or (2-2).

(2-1): The attacker “eavesdrops.” The attacker obtains at least \(m_{IPC}\) random number information sent by the client, and the server obtains \(m_{IPC}\) from the random number information eavesdropped by the attacker.

(2-2): The attacker “receives” \(m_{IPC}\) random number information sent by the client.

Table 1 shows these attacker’s actions in Step 2 for the attacker to obtain \(R_{e}\) and \(R_{s}\). The attacker must perform either of Cases (1-1) and (1-2), and either of Cases (2-1) and (2-2) in Step 2. Therefore, the attacker’s actions in Step 2 can be classified into Cases (a) - (d).

Next, we describe the attacker’s actions, and the client’s and server’s states caused by the attacker’s actions necessary to obtain \(R_{e}\) and \(R_{s}\) in Step 3. The attacker decides the next action in Step 3 under the assumption that he succeeds on the action in Step 2. In the following, we describe the attacker’s actions in Step 3 and the client’s and server’s states caused by the attacker’s action for each action case in Step 2.

**Obtaining \(R_{s}\):**

(1-1): The attacker “receives” index information sent by the client once.

Since the attacker assumes to have obtained the random number information, including the one obtained by the client in Step 2, the attacker tries to obtain the index information sent by the client to identify \(R_{e}\). Unlike the client and server, the attacker does not need to perform attacker detection, so it is sufficient if the attacker obtains the index information once. The possible attacker’s actions to obtain the index information are “eavesdropping” and “receiving.” Due to the characteristics of IPC2, even if the attacker “receives” one index information, the server can obtain \(m_{IPC}\) index information as if there was no attacker. In the following, we do not consider that the attacker “inserts” an obtained message (i.e., “eavesdrops”), but only consider the case of the attacker “receives.”

(1-2): The attacker repeatedly “inserts” index information associated with the random number obtained from the client in Step 2, and the client obtains \(m_{IPC}\) index information sent by the attacker.
TABLE 2. Possibility of detecting attacker.

| Case | (3-1) | (3-2) | (3-3) | (3-4) |
|------|-------|-------|-------|-------|
| (a)  | ✓     | ✓     | ✓     | ✓     |
| (b)  | ✓     | ✓     | ✓     | ✓     |
| (c)  | ✓     | ✓     | ✓     | ✓     |
| (d)  | ✓     | ✓     | ✓     | ✓     |

$R_m$ is the random numbers associated with the index information in Step 3, among the random number information received by the client in Step 2. Therefore, the attacker must repeatedly insert index information, and the client must obtain $m_{IPC2}$ index information from the attacker for the avoidance of the attacker detection by the client. Otherwise, the client receives at least index information from the server so that the client detects the attacker. We discuss the avoidance of the attacker detection in detail in Section VI-B2.

Obtaining $R_m$:

(2-1), (2-2): The attacker “receives” index information sent by the server once.

It is the same as Case (1-1) when the attacker obtains $R_m$.

In the above, we have discussed the cases that the attacker shares random numbers with the client without considering that the attacker shares random numbers with the server, but in Case (a), the attacker shares random numbers with both.

2) DETECTION AVOIDANCE

One of the conditions for the attacker to generate the same key as the client’s key is that the attacker avoids attacker detections by the client (Condition 2). Here, we assume that Condition 1 is satisfied and describe the way the attacker avoids the detections in Steps 3, 5, and 6. The following events are possible for the client to detect the attacker in KA-IPC.

(3-1): The client receives multiple index information with different values in Step 3 (Index exchange).

(3-2): The client receives multiple MAC values with different values in Step 5 (Key verification).

(3-3): The received MAC value does not equal to that calculated by the client in Step 5 (Key verification).

(3-4): The client receives the attacker detection signal from the step in Step 6 (Attacker detection).

Table 2 shows the possibility of detecting the attacker by these events in each case. Case (3-1) occurs probabilistically when the attacker “inserts” index information in Step 3, i.e., in Cases (b) and (d). In addition, Cases (3-2) - (3-4) are probability occur when the client and server share different random numbers, i.e., in Cases (b) - (d). Therefore, the attacker is probabilistically detected by the client, excluding in Case (a).

Next, we describe the attacker’s actions to prevent to be detected by the client, and the client’s and server’s states caused by the attacker’s actions. Case (3-2) is the event that the client receives both the MAC information sent by the server and attacker, and Case (3-3) is the event that the client receives the MAC information sent by the server.

In addition, Case (3-4) is the event that the client receives the attacker detection signal sent by the server. Therefore, the necessary and sufficient condition for the attacker not to be detected is that the client does not receive any of the messages sent by the server in Steps 3, 5 and 6. To achieve this, the attacker must perform and succeed in at least one action among the following two actions: the first one is that the attacker repeatedly obtains messages sent by the server until the server stops to send messages. Then the attacker repeatedly inserts a message over the IPC2, and the client receives the $m_{IPC2}$ messages from the attacker. The second is that the attacker starts the steps earlier than the server and repeatedly inserts a message on IPC2, and the client receives the $m_{IPC2}$ messages inserted by the attacker before receiving those sent by the server. Here, the former always fails because the attacker obtains the message from the server over the IPC2 channel under our assumed attack model, as described in Section IV-C. Therefore, we consider only the latter. The following is a summary of the attacker’s actions to avoid detection in each detection event.

(3-1): In Step 3 (Index exchange), the attacker repeatedly inserts index information, and the client receives $m_{IPC2}$ index information from the attacker.

(3-2), (3-3): In Step 5 (Key verification), the attacker repeatedly inserts a MAC value, and the client receives $m_{IPC2}$ MAC values from the attacker.

(3-4): In Step 6 (Attacker detection), the attacker repeatedly inserts the attacker detection signal to inform the client that there is no attacker, and the client receives $m_{IPC2}$ attacker detection signals from the attacker.

3) ATTACK SCENARIOS IN EACH CASE

We summarize the specific attack scenarios in Sections VI-B1 and VI-B2 below.

Attack Scenario in Case (a):

- In Step 2 (Random number exchange):
  - (a-1): The attacker “eavesdrops.” The attacker obtains at least $m_{IPC1}$ random number information sent by the server, and the client obtains $m_{IPC1}$ random number information eavesdropped by the attacker.
  - (a-2): The attacker “eavesdrops.” The attacker eavesdrops on at least $m_{IPC1}$ of the random number information sent by the client, and the server obtains the $m_{IPC1}$ random number information eavesdropped by the attacker.
- In Step 3 (Index exchange):
  - (a-3): The attacker “receives” index information sent by the server once.
  - (a-4): The attacker “receives” index information sent by the client once.

Attack Scenario in Case (b):

- In Step 2 (Random number exchange):
In Step 2 (Random number exchange):
- (b-1): The attacker “inserts” random number information. The client obtains \( m_{IPC1} \) random number information from the attacker.
- (b-2): The attacker “eavesdrops.” The attacker eavesdrops on at least \( m_{IPC1} \) of the random number information sent by the client, and the server obtains the \( m_{IPC1} \) random number information eavesdropped by the attacker.

Attack Scenario in Case (c):
- (c-1): The attacker “eavesdrops.” The attacker obtains at least \( m_{IPC1} \) random number information sent by the server, and the client obtains \( m_{IPC1} \) random number information eavesdropped by the attacker.
- (c-2): The attacker “receives” \( m_{IPC1} \) random number information sent by the client.

In Step 3 (Index exchange):
- (c-3): The attacker “receives” index information sent by the server once.
- (c-4): It is the same as (b-4).
- (c-5), (c-6): These are the same as (b-5) and (b-6), respectively.

C. ATTACK SUCCESS PROBABILITY

This section explains the attack success probabilities of attack scenarios in Section VI-B3 based on the communication channel model defined in Section IV.

Remind that \( P_{M(e)}[A] \) and \( P[M(s)] \) are probabilities that the receiver Bob receives a message from the sender Alice and the attacker Mallory when Malory eavesdrops, respectively. Similarly, \( P_{M(s)}[A] \) and \( P[M(s)] \) are probabilities that the receiver Bob receives a message from the sender Alice and the attacker Mallory when Malory inserts messages, respectively.

We denote the attack success probabilities in Cases (a) - (d) using these probabilities in the following. Note that we neither use \( P_{M(e)}[A] \) nor \( P_{M(s)}[A] \) in practice because \( P_{M(e)}[A] + P[M(e)] = 1 \) and \( P_{M(s)}[A] + P[M(s)] = 1 \) hold.

Attack Scenario in Case (a):
The success probabilities of each event are given as follows:
- (a-1): \( P[M(e)]^{m_{IPC1}} \)
- (a-2): \( P[M(e)]^{m_{IPC1}} \)
- (a-3): 1
- (a-4): 1

Therefore, the attack success probability is
\[
P_{Case (a)} = P[M(e)]^{2m_{IPC1}}.
\]

Attack Scenario in Case (b):
The success probabilities of each event are given as follows:
- (b-1): \( P[M(s)]^{m_{IPC1}} \)
- (b-2): \( P[M(e)]^{m_{IPC1}} \)
- (b-3): 1
- (b-4): \( P[M(s)]^{m_{IPC1}} \)
- (b-5): \( P[M(s)]^{m_{IPC1}} \)
- (b-6): \( P[M(s)]^{m_{IPC1}} \)

Therefore, the attack success probability is
\[
P_{Case (b)} = P[M(e)]^{m_{IPC1}} \cdot P[M(s)]^{m_{IPC1}} \cdot P[M(s)]^{3m_{IPC2}}.
\]

Attack Scenario in Case (c):
The success probabilities of each event are given as follows:
- (c-1): \( P[M(e)]^{m_{IPC1}} \)
- (c-2): 1
- (c-3): 1
- (c-4) - (c-6): These are the same as (b-4) - (b-6), respectively.

Therefore, the attack success probability is
\[
P_{Case (c)} = P[M(e)]^{m_{IPC1}} \cdot P[M(s)]^{m_{IPC1}}.
\]

Attack Scenario in Case (d):
The success probabilities of each event are given as follows:
- (d-1): \( P[M(s)]^{m_{IPC1}} \)
- (d-2) - (d-6): These are the same as (c-2), (c-3), (b-4) - (b-6), respectively.
Therefore, the attack success probability is

\[ P_{\text{Case}}(d) = P[M(s)]^{m_{\text{IPC}1}} \cdot P[M(s)]^{3m_{\text{IPC}2}}. \]

These attack success probabilities can be reduced by increasing \( m_{\text{IPC}1} \) and \( m_{\text{IPC}2} \), i.e., it indicates that KA-IPC has a trade-off between execution time, which increases proportionally to the number of exchanging messages, and security.

VII. EVALUATION OF KA-IPC IMPLEMENTATION

As described in Sections IV and VI, this paper evaluates the security of KA-IPC in terms of the attack success probability. KA-IPC can set the numbers of sending and receiving as security parameters, respectively. The attack success probabilities are calculated based on the behaviors of the communication channels using KA-IPC and the security parameters. Since the communication channels used in KA-IPC are based on the characteristics of an actual OS, the behavior of the channel is likely to be highly dependent on the OS. In this paper, we experimentally examine the behavior on Linux and estimate the security parameters to perform KA-IPC securely, i.e., to satisfy 128-bit security.

A. EVALUATION ENVIRONMENT

As in Section IV-C2, we chose Raspberry pi 3 and Raspbian [31] as the experimental environment. Raspbian is one of Linux with a full-function like PC Linux, and Raspberry pi 3 and Raspbian are widely used in IoT devices. By experimentally verifying that the overhead of KA-IPC is small on the environment, we demonstrate that the applicable scope of this technology is larger than such a scope of [13], which includes high-end devices such as servers and multi-user PCs.

We run three processes: a sender that repeatedly sends messages, a receiver that repeatedly receives messages, and an attacker that repeatedly eavesdrops or inserts messages. The sender and receiver run with a non-privileged user in the same user session. This is based on the assumption that an actual application using IPC, such as the password manager using IPC, denoted in Section I. The attacker runs with a non-privileged user in a different user session as the sender and receiver.

B. PARAMETERS FOR EXPERIMENT

In KA-IPC, the process priority and the frequency of exchanging messages intuitively seem to influence the attack success probabilities. In Raspbian and other Linux OSs, the process priority can be determined by a nice value set by nice command [33], and the frequency can be set by inserting sleep function [34]. We experimentally examined that whether the priority and frequency affect the attack success probabilities. As a result, we confirmed that the process priority does not essentially affect the attack success probabilities, but whether the insertion of the sleep function does. When the sleep function is not inserted, the values of \( P[M(e)] \) and \( P[M(s)] \) are smaller, i.e., the number of messages sending and receiving messages in each step can be reduced so that the execution time of KA-IPC can be shortened. For this reason, it is better not to insert the sleep function in KA-IPC.

Appendix A shows the details of the experimental results. This section describes the experimental results when the following parameters are used, and then we estimate the security parameters to satisfy 128-bit security under the execution environment using the result.

Process priority:

- The sender, receiver, and attacker are 0.
- Frequency of exchanging messages:
  - The sender, receiver, and attacker do not insert sleep function.

C. EXPERIMENTAL DETAILS

The attack success probabilities in Section VI can be calculated using the security parameters (the numbers of receiving \( n_{\text{IPC}1} \) and \( n_{\text{IPC}2} \)) and the probabilities \( P[M(e)] \) and \( P[M(s)] \). These probabilities are dependent on the behavior of the communication channels. In this section, we experimentally obtain these probabilities.

KA-IPC must be decided both the number of receiving and sending messages as a protocol specification. The numbers of sending \( n_{\text{IPC}1} \) and \( n_{\text{IPC}2} \) over each communication channel IPC1 and IPC2 can be calculated from the numbers of receiving \( m_{\text{IPC}1} \) and \( m_{\text{IPC}2} \) and the number of sending messages during \( t, n(t) \), as follows: \( n_{\text{IPC}1} = n(t) \cdot m_{\text{IPC}1} \) and \( n_{\text{IPC}2} = n(t) \cdot m_{\text{IPC}2} \). Since \( n(t) \) is dependent on the communication channel, we experimentally obtain \( n(t) \) in this section. We explain the details of experiments. We finished the measurement in each experiment when the receiver receives 1,000 messages, and we measured 100 trials.

**Experiment 1 (Measurement of \( P[M(e)] \)):** The attacker repeatedly eavesdropped. The attacker created the same UDP socket as the receiver and eavesdropped on the UDP socket channel. The attacker and the receiver each recorded the received messages. By comparing each received message, we calculated the probability that the receiver’s messages contain attacker’s messages contains, as \( P[M(e)] \).

**Experiment 2 (Measurement of \( P[M(s)] \)):** The attacker repeatedly inserted messages to the receiver. The receiver recorded the received messages. We calculated the probability that the receiver’s messages contain the messages sent by the attacker, as \( P[M(s)] \).

**Experiment 3 (Measurement of \( n(t) \)):** The attacker repeatedly inserted a message to the receiver. The sender sent a value as a message to the receiver while counting the value. The receiver recorded the received messages. We calculated the total number of messages sent by the sender from the received messages, and then calculated the number of sent messages until the receiver receives one message, as \( n(t) \).

D. EXPERIMENTAL RESULTS

Table 3 and Figure 8 show the results of each experiment. In Section VII-E, we estimate the security parameters of KA-IPC using the worst values of \( P[A(e)] \) and \( P[A(s)] \).
TABLE 3. Probabilities obtained from experiments 1-3 in UDP socket.

| Experiment | Average | Worst-case |
|------------|---------|------------|
| 1 (P|M(e)|)   | 0.6099  | 0.021      |
| 2 (P|M(s)|) | 0.45    | 0.51       |
| 3 (n(t))  | 2.70    | 3.88       |

FIGURE 8. Histogram of experimental results.

obtained from each experiment and the smallest integer above the worst value of \( n(t) \), \( n(t) = \lceil 3.88 \rceil = 4 \).

E. SECURITY PARAMETERS

The security of KA-IPC depends on the behaviors of the communication channels and the security parameters, \( m_{IPC1} \) and \( m_{IPC2} \), which are the numbers of receiving over the IPC1 channel and IPC2 channel. We estimate the appropriate security parameters using the experimental results in Section VII-D. This section considers the security parameters for KA-IPC to achieve 128-bit security, as described in Section IV. For simple discussion, we assume that the random numbers are 128 bit in Step 2 and that the attacker fails the attack if the attacker does not know all the random numbers used for the client’s key generation. For KA-IPC to achieve 128-bit security, the attack success probability shown in Section VI must satisfy the following inequality.

- \( P_{\text{Case} \ (a)} \leq 2^{-128} \)
- \( P_{\text{Case} \ (b)} \leq 2^{-128} \)
- \( P_{\text{Case} \ (c)} \leq 2^{-128} \)
- \( P_{\text{Case} \ (d)} \leq 2^{-128} \)

When we focus on the exponential parts of the above equations, they are simultaneous linear inequalities. We consider the way to select security parameters that satisfy the above inequalities while reducing the execution time of the protocol. Since the bottleneck in the execution time is repeatedly exchanging messages, the approximate execution time can be estimated as \( 2m_{IPC1} + 6m_{IPC2} \). Therefore, selecting the optimal security parameters can be regarded as a linear programming problem to find the minimum value of \( 2m_{IPC1} + 6m_{IPC2} \) (and \( m_{IPC1} \) and \( m_{IPC2} \) that gives it) after satisfying the above inequalities. We calculated \( m_{IPC1} \) and \( m_{IPC2} \) using the experimental values in Section VII-D. As a result, \( m_{IPC1} \) is 12, \( m_{IPC2} \) is 40, \( n_{IPC1} \) is 48 and \( n_{IPC2} \) is 160. The execution time for \( 2m_{IPC1} + 6m_{IPC2} \) in this experimental environment was about 8.5 ms. From the results, we confirmed that KA-IPC could be implemented in a sufficiently realistic time.

VIII. CONCLUSION

This paper showed that it is possible to construct an uncertain communication channel using UDP sockets as IPC and proposed a key agreement protocol KA-IPC using this channel. We also experimented on a Raspberry pi, which is not a rich environment, and showed that KA-IPC could realize secure key sharing within 8.5 ms. This result suggests that KA-IPC can be used not only in rich environments but also in mid-range devices such as IoT devices and smartphones. KA-IPC is expected to be useful for applications that work in conjunction with a web browser, such as password managers, where real-time is not essential. Although the way to share a key for cryptographic communication between processes has not been established, KA-IPC has shown it. Using TCP sockets (or UDP sockets) for cryptographic communication between processes using a cryptographic key shared using KA-IPC, it is possible to protect communication messages from the attacker who interrupts the protocol and impersonates the server, such as the socket hijacking attack.

The basic concept of KA-IPC is to utilize the uncertainty of the communication channel caused by a general OS’s characteristics for the key agreement. Although this paper describes the implementation of KA-IPC using UDP sockets, it can be applied to any IPC method. KA-IPC may be effective in situations where access control mechanisms cannot be used for IPC protection. The specific implementation of KA-IPC under other IPC mechanisms and attack models and its evaluation are future works.

This paper suggests the possibility of using various cryptographic techniques in IPC rather than simply enabling cryptographic communication. It is necessary to adjust the security parameters for each OS to use KA-IPC in practice. Future work includes evaluation under more diverse environments to clarify the recommended parameters.

APPENDIX A
PARAMETERS FOR EXPERIMENTS

This section shows the results of some preliminary experiments to investigate an uncertain channel with UDP sockets. We experimentally investigate the influence of the parameters described in Section VII, which are process priority and frequency of exchanging messages, and we reveal whether these parameters affect the security of KA-IPC. From the experiments, we found that only the frequency of exchanging messages affects the security of KA-IPC. In the following, we describe the outline and results of each experiment.
### TABLE 4. Attackers and countenmeasures.

| Application type | Application version | Browser, extension version | Communication channel | Attack                  | Access control | KA-IPC |
|------------------|---------------------|----------------------------|-----------------------|------------------------|----------------|--------|
| Password managers| RoboForm 8.4.4       | Chrome, 8.4.3.6 Firefox, 8.4.3.4 Safari, 8.4.5 | Network socket        | Client impersonation   |                |        |
|                  | Dashlane 5.1.0       | Chrome, 5.5.3 Firefox, 5.5.3 Safari, 5.5 | Network socket        | Server impersonation   |                | ✓      |
|                  | IPassword 6.8.4      | Safari, 4.6.12             | Network socket        | Server impersonation   |                | ✓      |
|                  | F-Secure Key 4.7.114 | Chrome, 1.0.0.3 Firefox, 1.0.3 | Network socket        | Server impersonation   |                | ✓      |
|                  | Password Boss 3.1.34 | Chrome, 3.1.3434 Firefox, 3.31.3434 | Named pipe            | Man in the middle      | ✓              | ✓      |
|                  | Sticky Password 8.0.4| Chrome, 8.0.12.120 Firefox, 8.0.12.130 Safari, 8.0.2.63 | Network socket        | Server impersonation   | Client impersonation | ✓ |
|                  | Backends with       | Bizzard 1.10.1.9799        | Network socket        | Client impersonation   |                |        |
| HTTP API         | Transmission 2.93    | Network socket             | Client impersonation   |                        |                |        |
| Spotify          | 1.0.73.345           | Network socket             | Client impersonation   |                        |                |        |
| Others           | MySQL                | Named pipe                 | Man in the Middle     | ✓                      |                | ✓      |
|                  | Keybase 1.0.40       | Named pipe                 | Server impersonation   | Client impersonation   |                | ✓      |
A. PROCESS PRIORITY

The process priority is one of the parameters that an attacker can set, and may affect the security of KA-IPC by affecting the execution order of the processes. Although a non-privileged user does not control most of the parameters that affect the execution order of processes, the user can set a process priority as a nice value of process using the nice command in Linux OSs. The range of nice value is from $-19$ to $+19$, and the smaller value indicates the higher process priority. The default nice value is $0$. A non-privileged user can set the nice value of processes, which run in their user session, from $0$ to $+19$, i.e., lower the process priority.

We experimentally investigated the effect of the process priority on the behavior of the uncertain communication channel with a UDP socket. We performed Experiments 1 and 2 in Section VII under conditions where the attacker varied his process priority from $0$ to $+19$, and the sender and receiver are default nice value $0$. Figure 9 shows the experimental results. From Fig. 9, we confirmed that the process priority does not affect the behavior of the uncertain communication channel. Therefore, there is no need to consider the process priority for the security of KA-IPC under the environment used in this experiment.

B. FREQUENCY OF EXCHANGING MESSAGES

In KA-IPC, the client and server can set the interval between sending and receiving messages by inserting the sleep function. We experimentally investigate the effect of the frequency of exchanging messages on the uncertain communication channel. We inserted the sleep function for each sending and receiving a message by the sender and receiver, respectively, and performed Experiments 1 and 2 in Section VII while varying the sleep time from $0$ ms to $5$ ms in $1$ ms increments. The sleep function was not inserted for the attacker at this time. We also experimented with the case where the sender and receiver did not insert the sleep function. Figure 10 shows the results of the experiments. From Fig. 10, we confirmed whether inserting sleep function affects the communication channel; without the insertion of the sleep function, $P[A(e)]$ and $P[A(s)]$ are smaller. In other words, the values of the security parameters in Section VII can be made smaller to satisfy 128-bit security, and thus the execution time of KA-IPC can be shortened. Therefore, it is better not to insert the sleep function under the environment used in the experimental environment.

APPENDIX B

USEFULNESS OF KA-IPC

In this section, we describe the usefulness of KA-IPC for real applications. Table 4 shows the applications have vulnerable to impersonating attacks in [13]. While the conventional countermeasure, access control, are effective in few cases, proposed KA-IPC is effective in many cases.
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