A Simple Dual-decoder Model for Generating Response with Sentiment
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Abstract
How to generate human like response is one of the most challenging tasks for artificial intelligence. In a real application, after reading the same post different people might write responses with positive or negative sentiment according to their own experiences and attitudes. To simulate this procedure, we propose a simple but effective dual-decoder model to generate response with a particular sentiment, by connecting two sentiment decoders to one encoder. To support this model training, we construct a new conversation dataset with the form of \((post, resp_1, resp_2)\) where two responses contain opposite sentiment. Experiment results show that our dual-decoder model can generate diverse responses with target sentiment, which obtains significant performance gain in sentiment accuracy and word diversity over the traditional single-decoder model. We will make our data and code publicly available for further study.

1 Introduction
For a long time, building an excellent conversation system which can generate meaningful and natural responses has attracted much attention in both academia and industry. Emotional factor is of great importance for response generation, because response with proper sentiment could motivate people to go on talking (Prendinger and Ishizuka, 2005) while response with wrong sentiment might end the conversation (Martinovski and Traum, 2003).

Recently, there are some works that deal with sentiment or emotional response generation. (Zhou and Wang, 2017) employ Conditional Variational Autoencoder to train an emotional response generation model; (Zhou et al., 2018) utilize emotion category embeddings in the decoding process; (Li and Sun, 2018) firstly generate two keywords and then use a bidirectional-asynchronous decoder to generate sentences. (Shi and Yu, 2018) employ reinforcement learning for training end-to-end dialog systems. Some other works try to avoid generating short, repetitive or meaningless responses (Zhang et al., 2018; Pandey et al., 2018). These existing work adopt a single-decoder architecture to deal with different sentiment and emotions.

There are some approaches trying to improve the RNN model by using multi decoders. Deliberations network has two levels of decoders which are used in turn (Xia et al., 2017). Geng et al. propose a model called adaptive multi-pass decoder for machine translation, where the result is passed thought several decoders in turn (Geng et al., 2018). Moreover, two decoders are also used in the bidirectional-asynchronous decoder architecture, which firstly using some keywords to generate the forward "half" sentence and then generate the backward "half" sentence (Zhou et al., 2018; Mou et al., 2016). As can be seen, these approaches are all in complicated model structures.

Different from the previous work, this paper proposes a simple but effective dual-decoder framework to generate different sentiment responses. According to our statistics on the short text conversation (STC) dataset (Wang et al., 2013), there are 194,305 posts corresponding with 5,648,129 responses, where 58.3% of them (113,297 posts) have at least one pair of response in which one is positive while the other is negative. Figure 1 gives an example extracted from the real data. Unfortunately, there’s little research to deal with generating different responses with target sentiment towards one post.

To model this data distribution, we reconstruct the existing conversation dataset. For one post, we collect \((resp_1, resp_2)\) pairs in which one response is positive and the other is negative. Based on the
new dataset, we propose a new dual-decoder architecture to generate different sentiment responses with respect to one post. We connect two decoders to one encoder, which simulates that after reading the same post different people might have different thought and then generate different responses. The experiment results show that our model has excellent ability to generate responses with target sentiment given the same post, which greatly improves sentiment accuracy and word diversity over the traditional single-decoder model.

2 Dataset Construction

We use the public STC dataset\(^1\) released in NTCIR-12. The form of data is \((post, resp)\) pair. As the preprocessing, we pick up responses which share the same post to form \((post, resp_1, resp_2,...resp_n)\).

2.1 Sentiment Analysis

How to compute the sentiment of a sentence is a difficult task, which is beyond the scope of this paper. We utilize the public Hownet sentiment lexicon\(^2\), which is widely used in Chinese NLP. The positive vocabulary consists of 4,530 words, such as 喜欢/love and 好/good. The negative vocabulary consists of 4,322 words, such as 憎恶/hate and 丑陋/ugly. In either of the vocabulary lists, there exist some monosyllable words, which are ambiguous and frequently used in text and so might create noisy data, such as 是/is, 能/can and 大/big in the positive vocabulary and 老/old, 小/small and 黑/black in the negative vocabulary. In our experiment, we removed these six words from the lexicon.

We calculate the sentiment score of one response sentence by using the following Equation:

\[
    \text{scoreSent} = N_{pos} - N_{neg}
\]

where \(N_{pos}\) denotes the number of words in this sentence containing in the positive vocabulary and \(N_{neg}\) is the number of words in the negative vocabulary. If \(\text{scoreSent} > 0\), this sentence is positive; if \(\text{scoreSent} < 0\), it is negative; when \(\text{scoreSent} = 0\), we consider that this sentence doesn’t contain obvious sentimental meaning.

2.2 Data Selection

We first collect \((post, resp_1, resp_2)\) triples, which meet all the conditions below: 1) these two responses share the same post; 2) \(resp_1\) is positive while \(resp_2\) is negative; 3) the length of both responses is more than 5 tokens. We remove those responses whose length are less than 5 tokens, in order to avoid generating short and meaningless sentences. Finally, we get 278,312 such triples corresponding with 92,733 unique posts, and per post has three triples on average.

In order to feed this data to the sequence-to-sequence neural network, we further change the form of data into \((post, resp, label)\), where sentiment label 1 means positive while \(-1\) is negative. Thus a triple \((post, resp_1, resp_2)\) is rewritten to two instances, and the final size of data is 556,624.

We randomly sample 445,330 instances (80%) as training data, 55,662 (10%) as validation data, and 55,662 (10%) as test data. Different from the previous work, we make a “strict” split. Since a post may appear many times in different instances, we make sure that the post occurring in the training set does not appear in the test data.

3 Model Description

To generate different sentiment responses, instead of adding a sentiment control mechanism on a single decoder (Zhou et al., 2018), we propose a dual-decoder model by connecting two sentiment decoders with one encoder, as shown in Figure 2. Our dual-decoder model enjoys the following advantages: 1) we employ two decoders respectively take responsibility of generating responses with only one particular sentiment, which makes the learning target more clear; 2) there are different
low-frequent sentiment words existing in positive or negative responses separately, which might be ignored by the standard single decoder but can be efficiently captured by our dual decoders.

3.1 Encoder
We adopt the encoder-decoder framework (Sutskever et al., 2014) with attention mechanism (Bahdanau et al., 2014). A post \( p \) is encoded into a series of hidden representations \( h_p \) via a GRU encoder:

\[
h^p_t = \text{GRU}(s_{t-1}, h^p_{t-1})
\]

(2)

3.2 Dual Decoders
Let \( s^{pos}_t, s^{neg}_t \) denote the hidden state of two decoders at time \( t \), which can be respectively computed by:

\[
s^{pos}_t = \text{GRU}_{pos}(s^{pos}_{t-1}, [r_{t-1}, h^{ps}_{pos,t-1}])
\]

(3)

\[
s^{neg}_t = \text{GRU}_{neg}(s^{neg}_{t-1}, [r_{t-1}, h^{ps}_{neg,t-1}])
\]

(4)

where \( r_{t-1} \) is the embedding of input word and \( h^{ps}_{pos,t-1}, h^{ps}_{neg,t-1} \) is the response representation calculated by using the bahdanau attention mechanism.

We use \( s^{pos}_t, s^{neg}_t \) to calculate the probability distribution of vocabulary \( P^{vocab}_{pos,t}, P^{vocab}_{neg,t} \) by respectively feeding them through one linear layer and a softmax function. \( loss^{pos}, loss^{neg} \) is the positive and negative log likelihood of probability respectively. The final loss is then defined as:

\[
loss = \alpha loss^{pos} + \beta loss^{neg}
\]

(5)

where \( \alpha \) and \( \beta \) are two hyper-parameters, which are used to control the relative importance of two loss functions. We set the hyper-parameters as:

\[
(\alpha, \beta) = \begin{cases} 
(1, 0) & \text{if } label = 1 \\
(0, 1) & \text{if } label = -1 
\end{cases}
\]

4 Experiment
4.1 Experiment Setup
We adopt the following evaluation metrics: BLEU (Serban et al., 2017), Average (Serban et al., 2017), distinct-1 & distinct-2 (Li et al., 2015). In order to evaluate the performance of generating sentiment responses, we propose a new evaluation metric. For every generated response we first calculate the sentiment score according to the method described in 2.1, and then compute sentiment accuracy that is defined as the ratio of generated responses with proper sentiment.

In our experiment, the dimension of word embedding is set to 300. Both the encoder and decoder have 100 hidden neurons for a single network. The learning rate is fixed to 0.0002. We use Adam optimizer (Kingma and Ba, 2014) to train the model. We select 30,000 most common used words respectively from posts and responses, which covers 96.2% and 96.5% words appearing in posts and responses.

4.2 Comparison Baselines
**Seq2seq-att** In this baseline model, like most of previous work, we ignore the sentiment label and treat it as a simple sequence-to-sequence generation task.

**Seq2seq-att-sent** We add sentiment information to the classical encoder-decoder framework with a single decoder, like the base model in (Zhou and Wang, 2017). Similar to word embedding, we use a randomly initialized vector to embed sentiment label and put it through a dense layer to get sentiment representation \( h_s \). This model encodes post into \( \{h^p\} \) which is used latter in attention mechanism. The initial hidden state of decoder is the concatenation of encoder’s last hidden state \( h^p_n \) and sentiment representation \( h_s \).

4.3 Experimental Results
Table 1 shows the evaluation results of our experiments. Compared with the traditional single-decoder model, our dual decoders can generate diverse responses with given specific sentiment. The three models obtain comparable results in terms of BLEU score and Average value, but we can observe a big difference in sentiment accuracy and distinct value.

The baseline Seq2seq-att model doesn’t leverage explicit sentiment information and so gets a quite low value in sentiment accuracy. The Seq2seq-att-sent model incorporates explicit sentiment information in its encoding and so improves sentiment accuracy by 34.7 points. Our dual-decoder model further improves sentiment accuracy by 25.1 points over the traditional single-decoder model. Looking at the distinct value, our
| model        | sentiment accuracy | distinct-1 | distinct-2 | bleu-1 | bleu-2 | average |
|-------------|-------------------|------------|------------|--------|--------|---------|
| seq2seq-att | 41.2              | 76.3       | 86.3       | 14.7   | 1.23   | 35.1    |
| seq2seq-att-sent | 75.9            | 76.1       | 84.2       | 14.7   | 1.29   | 38.9    |
| dual-decoder | **91.0**          | **87.7**   | **94.1**   | **14.3** | 1.25   | **39.7** |

Table 1: Experimental results of different models on generating responses with sentiment.

5 Conclusion and Future Work

This paper proposes a new dual-decoder framework to generate response with given sentiment, which yields significant performance gain in sentiment accuracy and word diversity. In the future, we will adopt more sophisticated neural models and feed them to our dual-decoder framework for response generation.
References

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. 2014. Neural machine translation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473.

Xinwei Geng, Xiaocheng Feng, Bing Qin, and Ting Liu. 2018. Adaptive multi-pass decoder for neural machine translation. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, pages 523–532.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980.

Jingyuan Li and Xiao Sun. 2018. A syntactically constrained bidirectional-asynchronous approach for emotional conversation generation. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, pages 678–683.

Jiwei Li, Michel Galley, Chris Brockett, Jianfeng Gao, and Bill Dolan. 2015. A diversity-promoting objective function for neural conversation models. arXiv preprint arXiv:1510.03055.

Bilyana Martinovski and David Traum. 2003. Breakdown in human-machine interaction: the error is the clue. In Proceedings of the ISCA tutorial and research workshop on Error handling in dialogue systems, pages 11–16.

Lili Mou, Yiping Song, Rui Yan, Ge Li, Lu Zhang, and Zhi Jin. 2016. Sequence to backward and forward sequences: A content-introducing approach to generative short-text conversation. arXiv preprint arXiv:1607.00970.

Gaurav Pandey, Danish Contractor, Vineet Kumar, and Sachindra Joshi. 2018. Exemplar encoder-decoder for neural conversation generation. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), volume 1, pages 1329–1338.

Helmut Prendinger and Mitsuru Ishizuka. 2005. The empathic companion: A character-based interface that addresses users’ affective states. Applied Artificial Intelligence, 19(3-4):267–285.

Iulian Vlad Serban, Alessandro Sordoni, Ryan Lowe, Laurent Charlin, Joelle Pineau, Aaron C Courville, and Yoshua Bengio. 2017. A hierarchical latent variable encoder-decoder model for generating dialogues. In AAAI, pages 3295–3301.

Weiyan Shi and Zhou Yu. 2018. Sentiment adaptive end-to-end dialog systems. arXiv preprint arXiv:1804.10731.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014. Sequence to sequence learning with neural networks. In Advances in neural information processing systems, pages 3104–3112.

Hao Wang, Zhengdong Lu, Hang Li, and Enhong Chen. 2013. A dataset for research on short-text conversations. In Proceedings of the 2013 Conference on Empirical Methods in Natural Language Processing, pages 935–945.

Yingce Xia, Fei Tian, Lijun Wu, Jianxin Lin, Tao Qin, Nenghai Yu, and Tie-Yan Liu. 2017. Deliberation networks: Sequence generation beyond one-pass decoding. In Advances in Neural Information Processing Systems, pages 1784–1794.

Ruqing Zhang, Jiafeng Guo, Yixing Fan, Yanyan Lan, Jun Xu, and Xueqi Cheng. 2018. Learning to control the specificity in neural response generation. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), volume 1, pages 1108–1117.

Hao Zhou, Minlie Huang, Tianyang Zhang, Xiaoyan Zhu, and Bing Liu. 2018. Emotional chatting machine: Emotional conversation generation with internal and external memory. In Thirty-Second AAAI Conference on Artificial Intelligence.

Xianda Zhou and William Yang Wang. 2017. Mojitalk: Generating emotional responses at scale. arXiv preprint arXiv:1711.04090.