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Abstract—In this paper we study the problem of information sharing among rational self-interested agents as a dynamic game of asymmetric information. We assume that the agents imperfectly observe a Markov chain and they are called to decide whether they will share their noisy observations or not at each time instant. We utilize the notion of conditional mutual information to evaluate the information being shared among the agents. The challenges that arise due to the interdependence of agents’ information structure and decision-making are exhibited. For the finite horizon game we prove that agents do not have incentive to share information. In contrast, we show that cooperation can be sustained in the infinite horizon case by devising appropriate punishment strategies which are defined over the agents’ beliefs on the system state. We show that these strategies are closed under the best-response mapping and that cooperation can be the optimal choice in some subsets of the state belief simplex. We characterize these equilibrium regions, prove uniqueness of a maximal equilibrium region and devise an algorithm for its approximate computation.
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I. INTRODUCTION

The process of information sharing is important in a wide range of applications of high socio-economic impact, including distributed estimation and detection [1], cybersecurity [2], social networking [3] and viral marketing [4]. In such cases autonomous agents with enhanced decision-making capabilities, disseminate information, in a dynamic fashion, according to individual motives. It then turns out that the processes of information sharing and decision-making are interdependent; the decisions of an agent affect the information structure of their peers, which in turn affect their optimal decision-making. Thus, there is a need for a joint study of information sharing and decision making. This need is addressed in this work.

We consider two self-interested agents who seek to track the state of a Markov Chain. The agents are equipped with sensing capabilities that enable them to obtain noisy observations about the underlying state. Moreover, agents are offered the possibility to share their measurements with other agents; sharing information may enhance estimation performance, while the decision to share information entails some transmission cost. Estimation quality can be assessed by a variety of popular performance measures. We focus on an information utility function that measures the reduction in uncertainty. The transmission cost is assumed exogenous and constant over time. The difference between the expected estimation benefit offered by information sharing and the transmission cost defines the instantaneous reward of each agent. Each agent takes into account not only current payoffs, but also expected future rewards accumulated over time. We refer to the above setup as a Dynamic Information Sharing Game (DISG).

From a technical perspective, DISG is a dynamic game of asymmetric information, since agents have access to different information sets which are unknown to their peers. These games are notoriously hard to deal with, because agents have to reason about the private information of others by forming beliefs [5]–[7]. These beliefs are interdependent with the agents’ strategies, making the computation of optimal behavior challenging. In this complex setting, the question of whether information sharing can be sustained at equilibrium is of relevant importance. We show that this is only possible in the infinite horizon setting and propose a class of punishment strategies that can form information sharing equilibria.

A. Related work

Information sharing has been studied in several research areas. In [8], the problem of interactive communication between users that obtain noisy measurements about a state variable was investigated. The users are allowed to exchange information in the form of quantized symbols. The problem was modelled as a team problem and a dynamic programming algorithm was derived for the computation of the optimal strategies. In [1], [9], strategic information sharing was studied in the context of wireless networks with the agents being interested in a parameter estimation task. The authors utilized the bounded rationality assumption [10] in order to describe the agents’ decision-making process. Bounded rationality can cast the model into a realistic setting that is applicable to real people’s behavior in some cases. In this paper, we study the information sharing process assuming fully rational agents.

Strategic information sharing, with focus on the design of economic incentives to stimulate cooperation among agents, has been studied in [11]–[14]. More specifically, the economic incentives of information exchange for multi-operator service delivery were analyzed in [11]. A game theoretic model was used to show that sharing of information can be sustained at equilibrium given that there is mutual, long-term cooperation among operators. In the context of cyber-security, [12] studied the incentives of competitive firms to share security information through a third-party authority and the impact on social welfare. In the same context, [13] studied strategic information sharing among firms. The authors modelled firms’ interactions...
as an $N$-agents Prisoner’s Dilemma and designed incentives for sustainable cooperation. An excellent survey on strategic information sharing in cyber-security is provided in [14].

In this work, agents are interested in an estimation task and the expected instantaneous rewards depend on the information agents acquire. Hence, the expected value of information is tied to the estimation problem and cannot be treated as an exogenous variable. In turn, the information the agents possess is also endogenous, since it depends on agents’ decisions. The consideration of these coupled dynamics in the context of fully rational agents differentiates our work from the above studies.

Our study entails three key features: (i) decision-making under partial observability of the state, (ii) asymmetric information structure and (iii) punishment strategies.

The study of the single-agent dynamic optimal decision-making has a long history tracing back to the seminal works on stochastic control [15], [16]. If the state evolves as a Markov chain but is partially observed by the agent, strategies are formed as functions of available information and assessed in terms of accumulated expected rewards. The properties of the optimal course of action are studied within the framework of Partially Observed Markov Decision Processes (POMDPs) [17], [18]. It turns out that there is no loss in optimality if strategies are functions over beliefs on the current state, i.e. over probability distributions of the current state given the available information. Optimal strategies can be computed by several exact and approximate algorithms [18], [19].

In the strategic information sharing setup we consider, the POMDP model needs to be extended to capture the fact that two agents are present, who observe the Markov source by proprietary sensors and decide whether to share their data to increase their own rewards. The instantaneous reward of each agent depends on the willingness of the other agent to share information. Indeed sharing enhances in general the quality of estimation since a richer set of observations is available. This dependence introduces a coupling in the agents’ behaviors. Moreover, agents generally have access to different information sets, giving rise to the second feature of DISG, namely asymmetry of information. This asymmetry necessitates a departure from classical information structures which assume all past observations and actions are known to all agents. Thus, dynamic games of asymmetric information constitute a natural framework for the study of optimum information sharing strategies.

In dynamic games of asymmetric information the agents need to form beliefs about other agents’ private information, along with the computation of their optimal strategies. Beliefs and strategies are inter-dependent and sequential decomposition is in general not possible. The study of stochastic games of asymmetric information is an active research area with significant recent developments [6], [7], [30], [32]–[36]. The notion of Common Information-Based Markov Perfect Equilibria (CIB-MPE) was proposed in [6] to capture beliefs over states and on private information of all agents and to use these common beliefs as drivers for policy choice. Under the assumption that the belief update mechanism is strategy independent, a backward induction sequential procedure was developed for the calculation of CIB-MPE in the finite horizon setting rules out information sharing at equilibrium.

More general cases with strategy dependent common beliefs were explored under the presence of signaling [7], [33]–[36]. Signaling occurs when agents reveal part of their private information through their strategies. In [33], [34] the authors introduce a subclass of PBEs, namely Common Information Based Perfect Bayesian Equilibria (CIB-PBE), prove the existence of CIB-PBEs for a subclass of such games and develop a dynamic programming sequential decomposition to compute them. Dynamic games of asymmetric information with delayed information structure and hidden actions are investigated in [35]. Signaling equilibria are investigated in the context of linear quadratic Gaussian games in [36].

Our work comes as a complement to the above references through the study of information structures that are not characterized by a predefined protocol, but are directly affected by the agents’ actions. Furthermore, the agents are interested in estimating an underlying state giving rise to a utility function that is a non-linear function of the belief and captures the expected gain offered by the information exchange. A third differentiating factor is the consideration of novel punishment strategies, inspired by the literature on repeated games [22], [40]. This class of strategies is not a subject of study of the above works.

Punishment strategies have been studied in connection with folk theorems. Folk theorems have been extended to stochastic games with complete state information [23], [24] and private types [25], [26] without recourse to POMDP models that are critically employed in this work. We point out that folk theorems, which are asymptotic results and deal with the issue of whether any feasible individually rational payoff can be attained for sufficiently high discount factor, are beyond the scope of our work.

B. Our work and contributions

In this paper we develop a general model of strategic information sharing, where two agents aim to track a Markov chain based on observations on the state. The proposed approach quantifies the value of received information through the concept of conditional mutual information [37], although more general reward functions can be used without affecting the validity of results. The agents decide to share their measurements on the basis of discounted rewards that tradeoff expected estimation gains and transmission costs. We use the concepts and methodologies of the works on dynamic games with non-classical information structures to show that agents’ beliefs are strategy-dependent and to demonstrate that the finite horizon setting rules out information sharing at equilibrium.
In contrast, we prove that sustainable cooperation can emerge in the infinite-horizon case. This is done by introducing a form of punishment strategies, inspired by grim-trigger, which we call Constrained Grim Trigger (CGT) strategies. CGT strategies are parametrized by subsets of the belief simplex. We prove that CGT strategies are closed under the best-response mapping, which means that an agent can respond against a CGT strategy with a CGT strategy without loss of optimality. We show that under such strategies, cooperation can be sustained in some subsets of the belief state simplex, which we call equilibrium regions. We prove the uniqueness of a maximal equilibrium region and devise a fixed-point-like algorithm for its approximate computation. Finally, results that ensure nonemptiness of the maximal cooperation region are given.

The above results are illustrated experimentally through simulations where the POMCP algorithm [20] is used to visualize the equilibrium region. The findings of this work could find applications in settings where endogenizing the decision to share information is meaningful. Potential applications include Bayesian learning and the study of informational cascades and distributed networks with adversarial agents.

C. Notation

Random variables are denoted by upper case letters; their realizations by the corresponding lower case letters. For $a < b$, the notation $X_{a:b}$ denotes the vector $(X_a, \ldots , X_b)$. For a statement $s$, $\mathbb{I}(s) = 1$ if $s$ is true, while $\mathbb{I}(s) = 0$ if $s$ is false. The $\perp$ symbol is used to denote contradiction and the $\otimes$ symbol is used to denote the Cartesian product.

II. DYNAMIC INFORMATION SHARING

The ingredients of the basic model are presented in this section. We consider two agents seeking to track the state $X_t$ of a Markov chain. For this purpose each agent has access to measurements obtained by private sensors. The agents have the option of sharing information. The decision to share observations assesses the trade off between transmission costs and estimation gains brought by the additional measurements. These statements are made precise below.

State dynamics and observation models. $X_t$ takes values in a finite set $\mathcal{X}$. Each agent $n \in \mathcal{N} = \{1, 2\}$ receives observation $Y^n_t$ at time $t = 0, 1, 2, \ldots$. The random variables $Y^n_t$ take values in the finite sets $\mathcal{Y}$. At each time $t$ agents decide simultaneously whether they will share or not. Thus, the set of possible actions for both agents is $A = \{0, 1\}$. Let $A^n_t$ denote the action of agent $n$ at time $t$. $A^n_t = 1$ means that agent $n$ sends her private observations $Y^n_t$ to the other agent (denoted by $-n$), whereas $A^n_t = 0$ means that agent $n$ sends no data. The state evolves exogenously and is not affected by agents’ actions and observations. More precisely it holds

$$P(X_{t+1}|X_0:X_0, Y^n_0, Y^-n_0, A^n_0, A^-n_0) = P(X_{t+1}|X_t).$$

(1)

Observations are conditionally independent given the current state and are governed by the model

$$P(Y^n_t, Y^{-n}_t|X_0, Y^n_0, Y^{-n}_0, A^n_0, A^{-n}_0) = P(Y^n_t|X_t)P(Y^{-n}_t|X_t).$$

(2)

Data exchange. At each time $t$ agent $n$ (resp. $-n$) receives the signal $Z^n_t$ (resp. $Z^{-n}_t$) which is a deterministic function of the agent’s observation $Y^n_t$ (resp. $Y^{-n}_t$) and the action of agent $-n$ (resp. $n$). Here we shall assume that either the observation is shared error free, or no relevant data is shared. Thus, the data exchange mechanism is described by

$$Z^n_t(Y^n_t, A^n_t) = \begin{cases} Y^n_t, & \text{if } A^n_t = 1, \\ \epsilon, & \text{if } A^n_t = 0. \end{cases}$$

(3)

$\epsilon$ signifies that no information is shared. Clearly, $Z^n_t \in \mathcal{Y}$. The findings of this work could find applications in settings where endogenizing the decision to share information is meaningful. Potential applications include Bayesian learning and the study of informational cascades and distributed networks with adversarial agents.

Information sets. The information available to agent $n$ at time $t$, $I^n_t$ is formed by the private history $I^n_{0:t}$ and the common history $I^n_{0:t}$.

$$I^n_t = (I^n_{0:t}, I^n_{0:t}).$$

(4)

The common history is known to both agents and consists of agents’ actions (i.e., $A^n_{1:t-1}$) and the history of the exchanged signals (i.e., $Z^n_{1:t-1}$); while the private history $I^n_{0:t}$ is known only to agent $n$ and includes all the observations that agent $n$ decided not to share until the present time $t$. These histories at the beginning of time $t$ are defined as follows

$$I^n_t = (Z^n_{0:t-1}, Z^n_{0:t-1}, A^n_{0:t-1}, A^n_{0:t-1}).$$

(5)

$$I^n_{0:t} = (Y^n_{0:t}|A^n_{0:t}, 0 \leq k < t).$$

(6)

Let $I^n_0, I^n_{t-1}, I^n_t$ be the sets of all possible agent’s $n$ histories, agent $n$’s private histories and common histories at time $t$, respectively. Initially, at time $t = 0$ the common information is $I^n_0 = \pi_0$, where $\pi_0$ is the common prior belief on state $X_0$, and evolves as

$$I^n_{t+1} = \begin{cases} (I^n_t, A^n_t, A^n_t, Z^n_t = \epsilon, Z^n_t = \epsilon), & \text{if } A^n_t = A^n_t = 0, \\
(I^n_t, A^n_t, A^n_t, Y^n_t, Z^n_t = \epsilon), & \text{if } A^n_t = 1, A^n_t = 0, \\
(I^n_t, A^n_t, A^n_t, Y^n_t, Y^n_t), & \text{if } A^n_t = 0, A^n_t = 1, \\
(I^n_t, A^n_t, A^n_t, Y^n_t, Y^n_t), & \text{if } A^n_t = 2 = 1. \\
\end{cases}$$

(7)

The private information of agent $n$ at time $t = 0$ is $I^n_0 = \emptyset$ for all $n$ and it is updated as

$$I^n_{t+1} = \begin{cases} I^n_{t+1}, & \text{if } A^n_t = 1, \\
I^n_{t+1}, & \text{if } A^n_t = 0. \\
\end{cases}$$

(8)

If agent $n$ decides $A^n_t = 1$, then $Y^n_t$ is added in the common information $I^n_{t+1}$, otherwise it is added in $I^n_{t+1}$. Note that the two sets $I^n_t$ and $I^n_{t+1}$ never overlap and an observation that belongs to one set does not belong to the other.

Agents’ strategies. Let $g \equiv (g^n_1, g^n_2)$ be a strategy profile consisting of both agents’ strategies. Agent $n$’s strategy $g^n = (g^n_1, \ldots , g^n_\infty)$ in finite horizon or $g^n = (g^n_1, \ldots , g^n_\infty)$ in infinite horizon is a collection of control laws $g^n_t$ which map agent $n$’s available information at time $t$ to a probability distribution over the agent’s actions (behavioral strategies) i.e., $g^n_t : I^n_t \to \Delta(A), n \in \{1, 2\}$, where

$$P(g^n_t(A^n_t = a^n_t|I^n_t = i^n_t) = g^n_t(i^n_t)(a^n_t).$$

(9)

The set of all possible behavioral strategies of agent $n$ at time
The state is \( X_t \) and the agents’ histories are \( I^n_t = (I^n_t, I^c_t) \), \( n \in \{1, 2\} \).

2. Both agents select their actions \( A^n_1, A^n_2 \).

3. Both agents send signals \( Z^n_t \), \( Z^n_t \) according to the selected actions \( A^n_1, A^n_2 \) (see (3)).

4. Common and private histories are updated according to (7) and (8), respectively.

### III. Rewards, beliefs and equilibria

The potential benefits of information sharing are captured by a utility function that balances the instantaneous estimation performance and transmission cost. Agent \( n \) incurs a transmission cost \( c^n > 0 \) when it sends information (i.e., \( a^n_t = 1 \)), and 0 when no information is sent (i.e., \( a^n_t = 0 \)). Thus, the transmission cost is \( a^n_t c^n \). The reception gain can be quantified by several performance metrics. Here, we consider the odds of improving the estimate of the state probability upon receiving the signal \( z^n_t \) against the estimate of the state probability computed without the shared information. Using logs, and for given realizations \( x_t, y^n_t, z^n_t, i^n_t, a^n_t \), the corresponding likelihood ratio for agent \( n \) is

\[
\ell^n_t(x_t, y^n_t, z^n_t, i^n_t) = \log \frac{P(x_t|z^n_t, y^n_t, i^n_t)}{P(x_t|y^n_t, i^n_t)}.
\]

Clearly, \( \ell^n_t(\cdot) \) depends on the history realization \( i^n_t \). To save notation, we drop \( i^n_t \) when it is clear from the context. Since the state \( X_t \), the agent’s observation \( Y^n_t \), as well as the received information from the other agent \( Z^n_{t-1} \) is unknown at time \( t \), agent \( n \) needs to take expectation on (10) given the information it possesses at that time, \( i^n_t \). Thus, the expected instantaneous reception gain becomes

\[
E\{\ell^n_t(X_t, Y^n_t, Z^n_{t-1}|i^n_t)\} = I(X_t; Z^n_{t-1}|Y^n_t, i^n_t) = H(X_t|Y^n_t, Z^n_{t-1}, i^n_t) - H(X_t|Y^n_t, Z^n_{t-1}) \leq 0,
\]

where \( I(X_t; Z^n_{t-1}|Y^n_t, i^n_t) \) is the conditional mutual information of \( X_t \) and \( Z^n_{t-1} \) given \( Y^n_t, i^n_t \), \( H(X_t|Y^n_t, i^n_t) \) and \( H(X_t|Y^n_t, Z^n_{t-1}, i^n_t) \) denote the conditional entropy of \( X_t \) given \( Y^n_t, i^n_t \) and the conditional entropy of \( X_t \) given \( Y^n_t, Z^n_{t-1}, i^n_t \), respectively [37].

**Remark 1.** Eq. (11) shows explicitly the contribution of the other agent (through \( Z^n_{t-1} \)) in the reduction of uncertainty about state \( X_t \). The mutual information belongs to the class of information utility functions [41]–[43]. Information utilities have been successfully employed in applications such as active sequential hypothesis testing [41], [42] and codes for communication channels with feedback [43]. In general, information utility functions employ a suitable measure of uncertainty and model the reduction of uncertainty at each stage. Besides the reduction in entropy employed in this work, several other related uncertainty measures have been used such as the extrinsic Jensen-Shannon divergence [41], the average confidence level [42] and the expected reduction in the KL distance [43].

The mutual information between the channel input and channel output has been used as payoff function in the study of communication in the presence of jamming as a zero sum game [44]–[46]. In these games the encoder tries to maximize the mutual information, while the jammer tries to minimize it by introducing noise in the channel. Power allocation games using the mutual information have been extensively studied in MIMO communications [47]. Mutual information has been utilized in machine learning [48] as a metric of performance and in neurosciences [49] as well. The use of more general reward functions is discussed in subsection III-D.

Based on the above, the expected instantaneous reward for agent \( n \) and a specific action \( a^n_t \) becomes

\[
E\{R^n_t(X_t, Y^n_t, Z^n_{t-1}, a^n_t)|I^n_t = i^n_t\} = E\{\ell^n_t(X_t, Y^n_t, Z^n_{t-1}, a^n_t)|I^n_t = i^n_t\}
= I(X_t; Z^n_{t-1}|Y^n_t, i^n_t) - a^n_t c^n
= H(X_t|Y^n_t, a^n_t) - H(X_t|Y^n_t, Z^n_{t-1}, a^n_t) - a^n_t c^n.
\]

Evaluation of (12) requires the computation of \( P(x_t, y^n_t, z^n_{t-1}|i^n_t) \) and its marginals. Unless specific conditions are imposed, this computation involves a complex intertwining of sharing decisions and beliefs on both the unknown state and the private information of the other agent. This is clarified in the sequel.

### A. Expected instantaneous reward

The expected instantaneous reception gain (11) yields

\[
H(X_t|Y^n_t, I^n_t = i^n_t) - H(X_t|Y^n_t, Z^n_{t-1}, I^n_t = i^n_t) = \sum_{y^n_t} \sum_{y^n_t} \sum_{z^n_{t-1}} P(y^n_t, z^n_{t-1}|I^n_t = i^n_t) H(X_t|y^n_t, z^n_{t-1}, I^n_t = i^n_t)
= \sum_{y^n_t, i^n_t} P(y^n_t|x_t) P(x_t|i^n_t) \log \frac{P(y^n_t|x_t) P(x_t|i^n_t)}{P(y^n_t|x_t) P(x_t|i^n_t)}.
\]
In the above expression, the terms \(\mathbb{P}(x_t|i^n_t)\) and \(\mathbb{P}(z_t^{-n}|x_t, i^n_t)\) need to be further discussed. \(z_t^{-n}\) is a function of \(y_t^{-n}\) and \(a_t^{-n}\) (see (3)). Note that

\[
\mathbb{P}(z_t^{-n} = c|x_t, i^n_t) = \mathbb{P}(a_t^{-n} = 0|x_t, i^n_t), \quad (14)
\]
\[
\mathbb{P}(z_t^{-n} = y_t^{-n}|x_t, i^n_t) = \mathbb{P}(a_t^{-n} = 1|x_t, i^n_t)\mathbb{P}(y_t^{-n}|x_t), \quad (15)
\]

for any \(y_t^{-n} \in Y^{-n}\). Moreover, the distribution of \(a_t^{-n}\) is given by agent \(-n\)’s strategy \(g_t^{-n}(i_t^{-n})(a_t^{-n})\). Even if \(g_t^{-n}\) is known, agent \(n\) needs to reason about the private history of agent \(-n\), as \(g_t^{-n}\) is a function of \(i_t^{-n} = (i_t^1, i_t^{-p}, i_t^{-n})\) (see (9)). Hence, marginalization over agent \(-n\)’s private information \(i_t^{-p}\) yields

\[
\mathbb{P}(a_t^{-n} = a|x_t, i^n_t) = \sum_{i_t^{-p}} \mathbb{P}(a_t^{-n} = a|x_t, i_t^{-n-p}, i_t^{-p}, i_t^n),
\]

\[
\times \mathbb{P}(i_t^{-n-p}|i_t^n, x_t) = \sum_{i_t^{-n-p}} g_t^{-n}(i_t^{-n})(a_t^{-n} = a)\mathbb{P}(i_t^{-n-p}|i_t^n, x_t) = \sum_{i_t^{-n-p}} g_t^{-n}(i_t^{-n})(a_t^{-n}) \frac{\mathbb{P}(x_t|i_t^{-n-p}, i_t^n)\mathbb{P}(i_t^{-n-p}|i_t^n)}{\mathbb{P}(x_t|i_t^n)}. \quad (16)
\]

Thus, in order to calculate the expected instantaneous reward for a given \(g^{-n}\), agent \(n\) needs to form a belief about the state as well as agent \(-n\)’s private information.

In the followingLemma we identify cases where the computation of (11) given the other agent’s strategy, does not require inference on the other agent’s private information and we provide a simpler formula for computing the expected instantaneous reward gain in such cases.

Proofs are relegated to the Appendix.

**Lemma 1.** The expected instantaneous reward gain (11) is given by

\[
\mathbb{E}\left\{r_t^n(X_t, Y_t^n, Z_t^{-n})|i^n_t = i_t^n\right\} = g_t^{-n}(i_t^n)(a_t^{-n} = 1)I(X_t; Y_t^{-n}|Y_t^n, i_t^n), \quad (17)
\]

if either of the following is true:

1) both agents have access to the same information, i.e., \(i_t^1 = i_t^2 = i_t^n\);

2) \(g_t^{-n}(i_t^{-n-p}, i_t^n)(a_t^{-n}) = g_t^{-n}(i_t^{-n-p}, i_t^n)(a_t^{-n})\) for every \(a_t^{-n}\) and for every \(i_t^{-n-p} \neq i_t^{-n-p}\) such that \(i_t^{-n-p}, i_t^{-n-p} \in I_t^{-n-p}\).

Under statement 2), strategies of agent \(-n\) remain invariant for all possible realizations of private information \(I_t^{-n-p}\). The intuition is that the event \(Z_t^{-n} = \epsilon\) does not contribute to the average reward under the stated assumptions; the mutual information between \(X_t\) and \(Z_t^{-n}\) is that between \(X_t\) and \(Y_t^{-n}\) provided that the sharing action \(a_t^{-n} = 1\) is chosen.

**B. Perfect Bayesian Equilibrium**

Agents’ total expected rewards starting from a time \(t\) in the finite horizon case are given by

\[
\mathbb{E}\left\{ \sum_{j=t}^T R_j^n(X_j, Y_j^n, Z_j^{-n}, A_j^n)|i_t^n \right\}, \quad (18)
\]

Discounted total expected rewards in the infinite horizon case are given by

\[
\mathbb{E}\left\{ \sum_{j=t}^\infty \delta^j R_j^n(X_j, Y_j^n, Z_j^{-n}, A_j^n)|i_t^n \right\}, \quad (19)
\]

where \(\delta \in (0, 1)\) is a discount factor, which is common for both agents. The expectation is w.r.t. all random variables, including states, observations, and actions.

The problem formulated above constitutes a dynamic game of asymmetric information. An appropriate solution concept is Perfect Bayesian Equilibrium (PBE) [5]. A PBE is a generalization of Subgame Perfect Equilibrium (SPE) for asymmetric information games that considers a consistent belief system on other agents’ private information so as to verify the sequential rationality of the strategies.

From the history of the game some part is known to agent \(n\) and another part is unknown. The unknown part consists of the system states and the observations that the other agent has decided not to share. Each agent assesses the total expected rewards of a strategy profile (18), (19) by forming beliefs about the unknown parts in the history of the game. The collection of beliefs over the whole time horizon is called belief profile and is denoted as \(\mu = (\mu^t, \mu^n)\), where \(\mu^n = \{\mu^n_t\}_{t \in T}\). For the finite horizon case, it is \(T = (0, \ldots, T)\), while for the infinite horizon case \(T = \mathbb{N}\). \(\mu_n^t\) is defined as

\(\mu_n^t(i^n_t)(X_{0:t}, I_t^{-n-p}) = \mathbb{P}^{g^{-n}}(X_{0:t}, I_t^{-n-p}|I_t^n = i^n_t). \quad (20)\)

A PBE is an assessment i.e., a pair of strategy and belief profiles \((g^n, \mu)\) that requires sequential rationality of the strategies and consistency of beliefs. An assessment \((g^n, \mu)\) is sequentially rational if \(\forall t \in T, i_t^n \in I_t^n, n \in \{1, 2\}, g_t^n(i_t^n)\) is a solution to

\[
\sup_{g_t^n \in \mathcal{G}_{T^n}} \mathbb{E}_{\mu_t^n}^{g_t^n} \left\{ \sum_{j=t}^T R_j^n(X_j, Y_j^n, Z_j^{-n}, A_j^n)|i_t^n \right\}. \quad (21)
\]

The definition of sequential rationality is similar in the infinite horizon case.

Adapting the definition given in [38], [39], we call an assessment \((g^n, \mu)\) consistent if \(\forall t \in T\) and \(n \in \{1, 2\}\), if \(i_{t+1}^n\) and \(i_t^n\) are such that \(\mathbb{P}^{g^n}_{\mu^n_t}(i_{t+1}^n|i_t^n) > 0\), \(\mu_{t+1}^n(i_{t+1}^n)\) must satisfy Bayes’ rule. On the other hand, if \(i_{t+1}^n\) and \(i_t^n\) are such that \(\mathbb{P}^{g^n}_{\mu^n_t}(i_{t+1}^n|i_t^n) = 0\), then

\[
\mu_{t+1}^n(i_{t+1}^n)(x_{0:t+1}, i_t^{-n-p}) > 0, \quad (22)
\]

only if

\[
\mu^n_{t+1}(i_t^n)(x_{0:t+1}, i_t^{-n-p}) > 0. \quad (23)
\]

where

\[
\mu^n_{t+1}(i_t^n)(x_{0:t+1}, i_t^{-n-p}) = \mathbb{P}^{(\mu_{t+1}^n_{t+1}-1), \mu_{t-1}^n}(x_{0:t+1}, i_t^{-n-p}|i_t^n). \quad (24)
\]

The so-called signaling-free belief system [39] \(\bar{\mu} = \{\bar{\mu}_t^1, \bar{\mu}_t^2\}\), where \(\bar{\mu}_t^n = \{\bar{\mu}_t^n\}_{t \in T}\) employs a sequence of actions generated in an open-loop fashion. This way it is ensured that the beliefs off the equilibrium path are consistent with the system dynamics and observations models.

In the context of the DISG model, the Bayes’ rule governing
consistency for on equilibrium path beliefs (i.e., \(i_{t+1}^n \) and \(i_t^p \) \) are such that \(\mathbb{P}_\mu^n(i_{t+1}^n|i_t^p) > 0 \) takes the following form

\[
\mu_{t+1}^n(i_{t+1}^n)(x_{t+1:t+1}, i_{t+1}^p) = \frac{\mathbb{P}_\mu^n(i_{t+1}^n, x_{t+1:t+1}, i_{t+1}^p|n)}{\mathbb{P}_\mu^n(i_{t+1}^p)}
\]

\[
= g_t^{-n}(i_{t-1}^{-p}, i_t^n)\mathbb{P}(x_{t+1}|x_t)\mathbb{P}(y_t^n|x_t)\mathbb{P}(y_t^{-n}|x_t) \\
\times \mu_t^n(i_t^n)(x_{t:0}, i_t^{-p}),
\]

(25)

where \(W_t^n \) is given by

\[
W_t^n = \sum_{i_{t-1}^{n-p}} (g_t^{-n}(i_{t-1}^{-p}; i_t^n)\mathbb{P}(z_t^{-n}|x_t, a_t^{-n})\mathbb{P}(y_t^n|x_t) \\
\times \mu_t^n(i_t^n)(x_{t:0}, i_t^{-p}),
\]

(26)

and \(\mathbb{P}(z_t^{-n}|x_t, a_t^{-n}) \) is given by

\[
\mathbb{P}(z_t^{-n}|x_t, a_t^{-n}) = \frac{1}{\{z_t=-a_t\}} + \sum_{y_t} \mathbb{P}(y_t^n|x_t).
\]

Eqs. (25)-(27) follow by utilizing (4), (7), (8), (9) and by distinguishing between cases \(a_t^{-n} = 0 \) and \(a_t^{-n} = 1 \).

Eqs. (25), (26) and (27) and a simple induction argument demonstrate that agent \(n \)’s belief \(\mu_t^n \) does not depend on her own strategy \(g_{t-1}^n \), but in general depends on the other agent’s strategy given that \(I_{t-1}^{-n-p} \neq 0 \), meaning

\[
\mu_t^n(i_t^n)(X_{0:t}, I_{t-1}^{-n-p}) = \mathbb{P}^{\mu,g^{-n}}(X_{0:t}, I_{t-1}^{-n-p}|I_{t} = i_t^n) \\
= \mathbb{P}^{\mu^{-n}}(X_{0:t}, I_{t-1}^{-n-p}|I_{t} = i_t^n).
\]

(28)

C. Finite horizon

In the finite horizon case, information sharing can never occur under a PBE equilibrium. This is stated in the following theorem.

**Theorem 1.** In the finite horizon DISG, the set of PBEs is fully characterized by

\[ B = \{ (g^{NC}, \mu) | \mu \text{ is a consistent belief profile w.r.t. } g^{NC} \}, \]

where \(g^{NC} \) is a \(\forall n, t, i_t^n \) s.t. for any \(i_t^n \) there exists a consistent belief \((g^*, \mu) \) such that \(\mathbb{P}^{\mu,g^*} = \mathbb{P}^{\mu,g^{NC}} \) and \(\forall t, n \) the belief \(I_{t-1}^{-n-p} \neq 0 \).

We proved that \(g^{NC} \) is optimal for any consistent belief system. Under \(g^{NC} \) the agents’ private histories at every time \(t \) are comprised of all their past observations, meaning

\[
I_{t-1}^{-p} = (Y_{t-1}^n), \forall t, n.
\]

(29)

So, under the \(g^{NC} \) strategy profile agent \(n \) needs to assign at each time \(t \) a probability distribution from every realization \(i_t^n \) over the part of history that is unknown to \(n \) (i.e., \(X_{0:t}, I_{t-1}^{-n} \)) and the belief defined in (20) must be consistent. Starting from initial belief \(\mu_0^n(x_0) = \pi_0^n(x_0) \), (25) yields

\[
\mu_{t+1}^n(i_{t+1}^n)(x_{t+1:t+1}, i_{t+1}^p) = \mathbb{P}^{\mu^n, g^{NC}}(x_{t+1:t+1}, i_{t+1}^p|I_{t+1}^{-n}) \\
= \mathbb{P}^{\mu, g^{NC}}(x_{t+1:t+1}, i_{t+1}^p|I_{t+1}^{-n})\mathbb{P}(y_{t}^n|i_t^n, a_t^n = 0, a_t^{-n} = 0)
\]

for the off-equilibrium paths the signaling-free belief system (24) can be used.

Theorem 1 is in accordance with the intuition behind the result of no sustainable cooperation in finite-horizon repeated Prisoner’s dilemma [40]. The proof of no sustainable cooperation in finite-horizon DISG, however, needs to take into account the dynamics of the beliefs, since in the repeated games framework this element is absent.

D. Extension to more general reward functions

The marginal distributions appearing in the expected instantaneous rewards are determined by the belief \(\mu_t^n(i_t^n) \). Thus, the expected reward function can be expressed in terms of the belief \(\mu_t^n(i_t^n) \) instead of \(i_t^n \). It then turns out that the analysis and results (except for Corollary 1) of the paper hold for more general bounded functions of the form

\[
r^n(x_t, y_t^n, z_t^{-n}; i_t^n),
\]

(31)

under some mild conditions (see A, B below). The expected instantaneous reward at time \(t \) under action \(a_t^n \) becomes

\[
\sum_{x,y_t^n, z_t^{-n}} \mathbb{P}(x_t, y_t^n, z_t^{-n}|i_t^n) r^n(x_t, y_t^n, z_t^{-n}; i_t^n) - a_t^n c_n.
\]

Due to the dependence of the reward function \(r^n(\cdot) \) on the belief, the above function becomes non-linear in \(\mu_t^n(i_t^n) \). Non-linear reward functions incorporating the uncertainty in state estimation are encountered in several fields including controlled sensing [51]. The DISG model introduced here entails an extra layer of complexity associated with the belief about private information of the other agent.

**Lemma 1** extends to reward functions of the form (31) as follows.

\[
\mathbb{E}(r_t^n(X_t, Y_t^n, Z_t^n|i_t^n)) = g_t^{-n}(i_t^n)(a_t^{-n} = 1) \\
\times \sum_{x,y_t^n, z_t^{-n}} \mathbb{P}(x_t, y_t^n, z_t^{-n}|i_t^n) r^n(x_t, y_t^n, z_t^{-n}; i_t^n),
\]

provided that statements 1 and 2 of Lemma 1 are reinforced with the following conditions

(A) \[ \sum_{x,y_t^n, z_t^{-n}} \mathbb{P}(x_t, y_t^n, z_t^{-n}|i_t^n) r^n(x_t, y_t^n, z_t^{-n}; i_t^n) \geq 0, \]

(B) \[ \sum_{x,y_t^n} \mathbb{P}(x_t, y_t^n|i_t^n) r^n(x_t, y_t^n, Z_t^n = c; i_t^n) = 0. \]

We note that the result of Theorem 1 is valid even without conditions (A) and (B), since action \(a_t^n = 0 \) is dominant for agent \(n \) in the static (one-shot) game (note the absence of the action \(a_t^n \) in the expression for the expected instantaneous reception gain).

Note that \(i_t^n \) as well as \(\mu_t^n(i_t^n)(X_{0:t}, I_{t-1}^{-n-p}) \) have a time-increasing domain. We will show that under the class of Constrained Grim Trigger strategies introduced below, the marginal belief over \(X_t \) is a sufficient statistic (in conjunction with another variable defined in the sequel). To avoid confusion we will denote the marginal belief over \(X_t \) as \(\pi_t^n(X_t = x) = \mathbb{P}(y_t^n|x_t|i_t^n) \).
IV. INFINITE HORIZON DISG AND CONSTRAINED GRIM TRIGGER STRATEGIES

In contrast to the finite horizon and the absolute lack of cooperation, infinite horizon problems may enable the emergence of sustainable cooperation in equilibrium.

Punishment strategies are a typical example [5], [40]. One of the simplest such strategies is the grim trigger (GT), which in the context of DISG takes the following form for agent n:

- At time \( t = 0 \) select \( a^n_0 = 1 \) (i.e., share \( Y^n_0 \)).
- For every time \( t > 0 \) select \( a^n_t = 1 \) except if \( a^n_{t-1} = 0 \) or \( a^n_{t-2} = 0 \).

Notice that if agent n follows a GT strategy, a single non-cooperative action of agent \( -n \) at time \( \tau \), results in agent \( n \) not cooperating \( \forall t > \tau \).

A. Constrained grim trigger strategies

Motivated by the above definition, we next introduce the Constrained Grim Trigger (CGT) strategy. CGT strategies are parametrized by the subsets of the simplex \( \Delta(X) \) and are defined over the augmented state space \( S \times \Delta(X) \) where \( S = \{0, 1\} \) represents the information sharing status. More precisely, let the random variable \( S_t: T^n_t \rightarrow \mathcal{S} \) that flags the occurrence of deviation from cooperation. Thus, \( S_t(i^n_t) = 1 \) if \( \forall n, j < t, a^n_j \in i^n_t, a^n_t = 1 \) and \( S_t(i^n_t) = 0 \) otherwise. The dynamics of \( S_t \) are deterministic and given by

\[
P(s_{t+1} = 1 | s_t, a^n_t, s^n_t) = I_{\{s_t = a^n_t = a^n_{t-1} = 1\}}.
\]

**Definition 1.** Let \( \Pi^{n,c} \in \mathcal{P}(\Delta(X)) \) be a subset of the simplex \( \Delta(X) \), where \( \mathcal{P}(\Delta(X)) \) is the power-set of \( \Delta(X) \). The Constrained Grim Trigger (CGT) strategy is defined as follows. Let \( \mathcal{F}_X \) denote the space of mappings \( \sigma: \{0, 1\} \times \Delta(X) \rightarrow \Delta(A) \). Define the CGT mapping \( \sigma^{n,c}: \mathcal{P}(\Delta(X)) \rightarrow \mathcal{F}_X \) for agent n, by

\[
\sigma^{n,\Pi^{n,c}}(s_t, \pi^n_t)(a^n_t) = \begin{cases} 1, & \text{if } s_t = 1 \text{ and } \pi^n_t \in \Pi^{n,c}, \\ 0, & \text{otherwise}, \end{cases}
\]

where \( \pi^n_t \) is the belief over system states with elements \( \pi^n_t(X_t = x) = \mathbb{P}^{\sigma^{n,\Pi^{n,c}},\pi^{n,\Pi^{n,c}}}(X_t = x | i^n_t), x \in X \). The elements of the image of \( \sigma^n \) are called CGT strategies for agent n. \( \Pi^{n,c} \) symbolizes the cooperation region of strategy \( \sigma^{n,\Pi^{n,c}} \).

A CGT strategy \( \sigma^{n,\Pi^{n,c}} \) declares that agent n shares information as long as her belief \( \pi^n_t \) lies in the region \( \Pi^{n,c} \) (hence “Constrained”) and both agents shared information at every instant up to the current epoch (i.e., \( S_t = 1 \)). It can be seen that each CGT strategy, is uniquely defined by an element of \( \Pi^{n,c} \in \mathcal{P}(\Delta(X)) \); the CGT mapping for each agent is injective.

A CGT strategy for agent n corresponding to an arbitrary belief set \( \Pi^{n,c} \) is a stationary deterministic mapping and can be written as

\[
\sigma^{n,\Pi^{n,c}}(s_t, \pi^n_t)(a^n_t) = 1_{\{s_t = 1, \pi^n_t \in \Pi^{n,c}\}}.
\]

In the sequel, we write \( \sigma^{-n} \) instead of \( \sigma^{-n,\Pi^{-n,c}} \) whenever it is clear from the context.

Under CGT strategies, two distinct phases can exist during agents’ interactions. The first phase consists of full data exchange. During this phase there is no private information. The second phase initiates after a deviation from cooperation occurs and during that phase agents’ observations constitute private information.

In the sequel, we examine agents’ optimal behavior under CGT strategies in the infinite horizon DISG.

**Lemma 2.** If agent \( -n \) follows a CGT strategy \( \sigma^{-n,\Pi^{-n,c}} \), the following statements hold:

1) \[ \mathbb{P}^{\sigma^{-n}}(a^n_{t+1} = 1 | s_t, \pi^n_t) = \mathbb{P}^{\sigma^{-n}}(a^n_{t+1} = 1 | \pi^n_t, \pi^n_{t-1}) = \mathbb{P}^{\sigma^{-n}}(a^n_{t+1} = 1 | \pi^n_t, \pi^n_{t-1}) = \mathbb{P}^{\sigma^{-n}}(a^n_{t+1} = 1 | \pi^n_t, \pi^n_{t-1}), \forall t. \] (34)

2) Agent n’s belief \( \pi^n_t \) is updated recursively as \( \pi^n_{t+1} = f(\pi^n_t, \pi^n_t, \pi^n_t, \pi^n_{t-1}). \)

3) Agent n’s reward function for given \( s^n_t \) and action \( a^n_t \) is given by

\[
\tilde{R}^n(s^n_t, \pi^n_t, a^n_t) = r^n(s^n_t, \pi^n_t) - a^n_t e^n,
\]

where

\[
\tilde{r}^n(s^n_t, \pi^n_t) = I_{\{s^n_t = 1, \pi^n_t \in \Pi^{-n,c}\}} \tilde{r}(X_t; Y^{-n}_t, i^n_t).
\]

The next theorem states that if agent \( -n \) follows a CGT strategy, then agent n faces a POMDP with information state \( (s^n_t, \pi^n_t) \). Hence, agent n can choose her best-response from the class of strategies that depend on \( (s^n_t, \pi^n_t) \) without loss of optimality, because in infinite horizon POMDPs stationary strategies that depend on the information state are optimal. We will further show that the CGT strategies are closed under the best response mapping, meaning that if agent \( -n \) follows a CGT strategy, then agent n can optimally respond using a CGT strategy.

**Theorem 2.** Given that agent \( -n \) follows a CGT strategy, agent n’s best-response problem is a POMDP. Moreover, \( (s^n_t, \pi^n_t) \) is an information state.

Since, agent n’s best-response problem corresponds to a POMDP, the Bellman Equation (BE) holds:

\[
V^n(s, \pi^n) = \max_{a^n \in \{0, 1\}} \{r^n(s, \pi^n) - a^n e^n + \delta \mathbb{E}^{\sigma^{-n}}[V^n(s', f(\pi^n, y^n, z^{-n}, a^{-n})) | \pi^n, s] \},
\]

where \( s' \) stands for the future value of s and \( \tilde{r}(s, \pi^n) \) is given by (36). The expectation is w.r.t. all random variables and is computed as

\[
\mathbb{E}^{\sigma^{-n}}[V^n(s', f(\pi^n, y^n, z^{-n}, a^{-n})) | \pi^n, s] \]

\[
= \sum_{y^n, z^{-n}, a^{-n}} \mathbb{P}(s' | s, a^n, a^{-n}) \times \mathbb{P}(y^n | x) \mathbb{P}(z^{-n} | x, a^{-n}) \mathbb{P}(\pi^n, s) (a^{-n}) \times \pi^n(x) V^n(s', f(\pi^n, y^n, z^{-n}, a^{-n})),
\]

where \( \mathbb{P}(z^{-n} | x, a^{-n}) \) is given by (27).

Eq. (37) expresses the total expected sum of discounted rewards for agent n starting from state \( s^n_t, \pi^n_t \), given that agent
−n follows a CGT strategy σ−n(s, πn) and agent n acts optimally. For s = 0, (37) yields
\[ V^n(s = 0, \pi^n) = \max_{a^n} \sum_{t=0}^{\infty} \delta^t \times \mathbb{E}^{\pi-n} \{ r^n(s = 0, \pi^n) - a^n c^n | \pi^n, s = 0 \}. \] (39)
For s = 0, it is σ−n(s = 0, π−n)(a−n = 0) = 1 and as a result r^n(s = 0, π^n) = 0 (see (35), (36)) and s_{t+1} = 0 for every t (see (32)). Thus, (39) yields
\[ V^n(s = 0, \pi^n) = \max_{a^n} \sum_{t=0}^{\infty} -\delta^t c^n a^n, \] (40)
which clearly takes the maximum value when a^n = 0 for all t, π^n. So, for s = 0, the only sequentially rational strategy for agent n is to select a^n = 0 for all t and then, (40) gives
\[ V^n(s = 0, \pi^n) = 0, \quad \forall \pi^n. \] (41)
The expected future rewards for agent n for a given state action pair are given by
\[ q^n(s, \pi^n, a^n) = r^n(s, \pi^n) - a^n c^n + \delta \times \mathbb{E}^{\pi-n} \{ V^n(s', f(\pi^n, y^n, z^n-a^n, a^n)) | \pi^n, s, a^n \}. \] (42)
Utilizing (36), (41), (42), we obtain for every π^n
\[ q^n(s = 0, \pi^n, a^n) = -a^n c^n, \] (43)
\[ q^n(s = 1, \pi^n, a^n = 0) = r(1, \pi^n), \] (44)
\[ q^n(s = 1, \pi^n, a^n = 1) = r(1, \pi^n) - c^n + \delta \mathbb{E}^{\pi-n} \{ V^n(s', f(\pi^n, y^n, z^n-a^n)) | \pi^n, s, a^n = 1 \}. \] (45)

**Theorem 3.** The CGT strategies are closed under the best-response mapping.

Next we demonstrate an important feature of CGT strategies: they give rise to PBEs that can be grouped up into equivalence classes, which are characterized by the strategy profile and π^n for each n. This allows us to ignore the belief on other agent’s private information. Thus, despite the fact that private information is present in the DISG, the PBE solution concept becomes redundant when one considers equilibria consisting of CGT strategies; it will be enough to consider Subgame Perfect Equilibria (SPEs). To show the following result, it will be convenient to define the following marginalization operator π^{n, \mu}(X = x|\pi^n) = \sum_{i_t^{n, \mu}} \mu^n(i_t^{n, \mu})(x_{0:t}; i_0^{n, \mu}) (46)

Note that π^n(X_t = x) = π^{n, \mu}(i_t^{n, \mu})(x_t = x) = \mathbb{P}^{n, \mu}(X_t = x|i_t^{n, \mu}).

**Theorem 4.** Suppose (σ*, µ) is a PBE, such that σ* is a CGT profile. Then, (σ*, µ') where µ' is a consistent belief profile w.r.t. σ* such that π^{n, \mu'}(µ') = π^{n, \mu}(µ) is also a PBE.

**Remark 2.** Theorem 4 states that in order to check whether a pair of CGT strategies are sequentially rational, beliefs on past states and other agent’s private information are irrelevant.

**B. Equilibrium regions**

Let V^{n, C, C'} denote the value function of agent n under the strategy profile (σ^n, C, σ^{n, C'}) and let V^{n, C} denote the optimal value function of agent n when agent −n follows σ^{−n, C}. Similarly, Q^{n, C, C'}(s, π^n, a^n) = r^n(s, π^n) - a^n c^n + \delta V^{n, C, C'}(s', π^n)|s, π^n, a^n. We also define the operator O^n(·): P(\Delta(\mathcal{X})) \to P(\Delta(\mathcal{X})), as
\[ O^n(C) = \{ \pi \in \Delta(\mathcal{X}) | Q^n, C(\pi) = 0 \}, \] (47)
In words, O^n(C) may be thought as an oracle for the POMDP that agent n has to solve to get the optimal CGT strategy when agent −n follows a CGT strategy with cooperation region C. Note that such an optimal strategy for agent n exists from Theorems 2 and 3. Also note that since O^n(C) corresponds to the solution of the aforementioned POMDP, it is determined by the primitives of the problem, c^n, δ, the system dynamics and the agents’ observation models.

**Definition 2.** A pair of regions (Π^{1, c}, Π^{2, c}) ∈ P(\Delta(\mathcal{X})) × P(\Delta(\mathcal{X})) is in cooperation equilibrium, if
\[ \Pi^{n, c} = O^n(\Pi^{n, -c}), \quad n \in \{1, 2\}. \] (48)
The following Proposition characterizes regions that are in cooperation equilibrium.

**Proposition 1.** The following statements are true:
1) ∀ C ∈ P(\Delta(\mathcal{X})), O^n(C) \subseteq C, n = \{1, 2\}.
2) If a pair of regions (Π^{1, c}, Π^{2, c}) is in cooperation equilibrium, then the two regions coincide, that is Π^{1, c} = Π^{2, c}.

In light of part 2) of Proposition 1, we say that a region Π \subseteq P(\Delta(\mathcal{X})) is an equilibrium region if the pair (Π, Π^c) is in cooperation equilibrium. Let E \subseteq P(\Delta(\mathcal{X})) be the set of all equilibrium regions.

**Remark 3.** Regarding part 2) of Proposition 1, we note that the intuition behind this result is the following. It is never favorable for an agent to cooperate in regions of the belief simplex that the other agent will not cooperate for c^n > 0. For example, in the extreme case when c^1 \to \infty and c^2 \to 0, agent 1 will not cooperate (since r^n(s, π^n) is bounded), and thus the other agent will not cooperate either, since she has no gain and pays a small positive cost if she does.

**Proposition 2.** The strategy profile σ* = (σ^{1, \Pi^c}, σ^{2, \Pi^c}) where Π^c ∈ E, is a SPE.

**Theorem 5.** Let C ⊆ C' ⊆ \Delta(\mathcal{X}). Then, the following hold:
1) The value function of agent n is non-decreasing in the other agent’s cooperation region. That is,
\[ V^{n, C, C'}(s, \pi) \leq V^{n, C, C'}(s, \pi), \quad \forall s, \pi. \] (49)
2) Let π ∈ C. Then,
\[ E\{V^{n, C, C'}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} \leq E\{V^{n, C, C'}(s' = 1, \pi')|\pi, s = 1, a^n = 1\}. \] (50)
Lemma 3. Let C be an equilibrium region. Then \( \forall \pi \in C \) the following inequality holds:
\[
\delta E \{ V^{n,\Pi}(s' = 1, \pi') \mid \pi, s = 1, a^n = 1 \} - c^n \geq 0.
\]

It is trivially seen from the definition of a CGT strategy that the empty set \( \emptyset \) is always an equilibrium region and thus \( \emptyset \in \mathcal{E} \). Furthermore, \( \mathcal{E} \) is a partially-ordered set under set inclusion and it is easily seen that any chain \( C_1 \subseteq C_2 \subseteq \ldots \) where \( \forall i, C_i \in \mathcal{E} \) has an upper bound (namely \( \bigcup C_i \)). Thus, by Zorn’s Lemma there exists at least one maximal element. We now argue that in fact there exists a unique maximal element which we will call it the maximal equilibrium region.

Theorem 6. There exists a unique maximal equilibrium region \( \Pi^* \in \mathcal{E}. \) Moreover, the strategy profile \((\sigma^n, \Pi^*, \sigma^{-n}, \Pi^*)\) is optimal in the sense that \( V^{n,\Pi^*,\Pi}(s, \pi) \geq V^{n,\Pi,\Pi}(s, \pi), \) \( \forall C \in \mathcal{E}, n. \)

Next we describe a theoretical algorithmic scheme for calculating \( \Pi^* \). For simplicity define the operator
\[
F^n(C) = O^n(O^n(C)).
\]
Clearly \( \mathcal{E} \) is also the set of all fixed points of \( F \). Also it follows from part 1 of Proposition 1 that \( F^n(C) \subseteq C, \forall C \in \mathcal{P}(\Delta(\mathcal{X})). \)

Iterative Refinement Algorithm (ItRA)

Input: \( k \) (number of iterations), \( \Pi^{n,c} = \Delta(\mathcal{X}) \)
- for \( k \) iterations do:
  - \( \Pi^{n,c} \leftarrow F^n(\Pi^{n,c}) \)
  - if \( \Pi^{n,c} = F^n(\Pi^{n,c}) \), then halt and return \( \Pi^{n,c} \)
- Return \( \Pi^{n,c} \)

The following result states that the operator \( O^n(C) \) always contains the maximal equilibrium region \( \Pi^* \) and as a result, \( \Pi^* \subseteq \text{ItRA}(k) \) for every \( k > 0. \)

Proposition 3. If \( \Pi^* \subseteq C, \) then the following are true:
1) \( \Pi^* \subseteq O^n(C). \)
2) \( \forall k > 0, \Pi^* \subseteq \text{ItRA}(k) \) and \( \text{ItRA}(k+1) \subseteq \text{ItRA}(k). \)

Note that the above result implies that if ItRA halts early, then the computed region is \( \Pi^* \). If not, the algorithm computes an upper bound that becomes finer as \( k \) increases. We wish to point out that the algorithm (as well as the rest of our results except for Corollary 1) is applicable to setups with more general reward functions of the form discussed in Section III-D.

To prove that cooperation can indeed be sustained in the infinite horizon, it remains to show that there are appropriate choices of parameters \( c^n, \delta \) for which the maximal region \( \Pi^* \) is non-empty. To this end, we give the following definition.

Definition 3. For given state transition and observation models of the agents, we say a non-empty set \( C \subseteq \Delta(\mathcal{X}) \) is absorbing if it holds that, if \( \pi \in C \), we have \( \pi' = f(\pi, y^n, y^{-n}, a^{-n} = 1) \in C, \) for all observations \( y^n \in \mathcal{Y}^n, y^{-n} \in \mathcal{Y}^{-n}. \) Moreover, a positive absorbing set \( C \) is an absorbing set for which
\[
r^n_C = \min_{n \in \{1,2\}, \pi \in C} \inf \{ \bar{r}^n(s = 1, \pi) \} > 0.
\]

Note that if \( C \) is absorbing and \( \pi^n_C \in C \), then \( \pi^n_{C+k} \in C \) for every \( k \in \mathbb{N} \) as long as \( s_{t+k} = 1. \) In other words, the set \( C \) traps the belief, in the sense that while no deviation from cooperation has taken place up to time \( t, \) and, the common belief of the agents lies in \( C \) at \( t, \) then the common belief of the agents will continue to lie in \( C \) as long as agents continue to share their observations.

Theorem 7. The following are true:
1) Given a discount factor \( \delta \in (0,1), \) a state transition kernel and the observation models for the agents, a positive absorbing set \( C \) is an equilibrium region given that \( c^n = \bar{c}^n_C, \) \( n = 1,2, \)
\[
\text{where } \delta \geq \bar{c} > 0.
\]
2) Let us define
\[
\lambda_{\min}(x') = \min_{x' \in X} \{ P(x' | x) \}, \quad \lambda_{\max}(x') = \max_{x' \in X} \{ P(x' | x) \},
\]
\[
\Lambda = \bigotimes_{x' \in X} \left[ \lambda_{\min}(x'), \lambda_{\max}(x') \right].
\]

The region \( C = \Lambda \cap \Delta(\mathcal{X}) \) is absorbing. Further, if it is positive absorbing, then given a discount factor \( \delta \in (0,1), \) \( \exists c^n, \) \( n = 1,2 \) such that \( \Pi^* = \Delta(\mathcal{X}). \)

The above result gives us a means to prove lower bounds for \( \Pi^* \) and hence non-emptiness. In particular, identifying a positive absorbing set for the problem at hand gives us an equilibrium region and proves that cooperation can be sustained in the infinite horizon. Moreover, we show that at least one absorbing set always exists and by ensuring this is also positive absorbing, we get that \( \Pi^* \) is non-empty. In the following result we utilize the mutual information utility function to provide conditions under which this set is positive absorbing.

Corollary 1. Let \( C = \Lambda \cap \Delta(\mathcal{X}) \) as above and let
\[
\bar{c}^n_{\pi_{\min}} = \arg \min_{\pi \in C} \{ \bar{r}^n(s = 1, \pi) \}, \quad n = 1,2.
\]

If \( X \in \mathcal{X} \) and \( Y^{-n} \in \mathcal{Y}^{-n} \) are conditionally dependent given \( Y^n \in \mathcal{Y}^n, \) \( \pi_{\min} \) for \( n = 1,2 \) then \( C \) is positive absorbing.

The result is true due to the following. Note that \( C \) is compact as an intersection of compact sets and hence the minimum over \( C \) is well defined since \( \bar{r} \) is continuous. If \( X \) and \( Y^{-n} \) are conditionally dependent given \( Y^n, \) \( \pi_{\min} \) for \( n = 1,2, \) then \( r^C_{\pi_{\min}} > 0, \) since
\[
\bar{r}^n(s = 1, \pi_{\min}) = 0 \Rightarrow I(X; Y^{-n} | Y^n) = 0,
\]
(57) is true if and only if \( X \) and \( Y^{-n} \) are conditionally independent given \( Y^n, \pi_{\min} \) [37]. The distribution of state \( X \) in (57) is given by \( \pi_{\min} \).
Note that if $X$ and $Y_{-n}$ are conditionally independent given $Y^n, \pi^n$, this implies that no information is conveyed from $Y_{-n}$ about state $X$. For instance, this can happen if the observation model of agent $n$ is fully informative (i.e., deterministically reveals the state $X$) or if $Y^n$ is uninformative (i.e., $P(y^n|x) = P(y^n|x')$ for all $x \neq x'$ and for all $y^n \in \mathcal{Y}^n$). Note also that if $\pi^n$ is a vertex of $\Delta(X)$ then $X$ and $Y^n$ are conditionally independent given $\pi^n$. This implies that the transition kernel must be positive (all elements strictly greater than 0) for Corollary 1 to hold.

**Remark 4.** Part 1) of Theorem 7 is intuitively linked to the economic literature on repeated games [40]. Given a positive absorbing set $C$, define a repeated game $\mathcal{L}$ with payoff matrix given by Table 1. If $\delta, c^n$ for $n = 1, 2$, are such that under the classical GT strategy cooperation is sustained in $\mathcal{L}$, then for such $\delta, c^n$, cooperation is also sustained in DISG, if $\pi_0 \in C$, under the CGT strategy where the agents cooperate in $C$. This is because for both agents the payoffs associated with cooperation in DISG are greater or equal than the ones in $\mathcal{L}$. By standard results for repeated games applied in $\mathcal{L}$ [40], cooperation is sustained under classical GT if $\delta \geq \frac{c^n}{\pi_{infty}}$, which is equivalent to (53).

### C. Experiments

The purpose of the experiments discussed next is to empirically illustrate the existence of equilibrium regions in the infinite horizon DISG and demonstrate that cooperation is sustainable. We assume that the Markov chain entails a binary state and that each agent $n \in \{1, 2\}$ has access to a binary symmetric channel (BSC) with observation probabilities parametrized by $p_1 = P(Y^1 = 0|X = 0) = P(Y^1 = 1|X = 1)$ and $p_2 = P(Y^2 = 0|X = 0) = P(Y^2 = 1|X = 1)$. In this setup, we investigate the effect of these parameters and the communication cost on the cooperation region.

We use an online planning algorithm to solve the POMDP that corresponds to agent’s best-response problem. In particular, in our implementation we used a slight modification of the POMCP algorithm [20] to approximate the operator $O^\pi(\cdot)$ in the iRRA algorithm. The particle filter used in the POMCP was replaced with the exact belief update, to be able to calculate the rewards of the agents while running simulations. Moreover, we discretize the belief simplex using a fine grid on which the optimal actions are computed. The results are subject to approximation errors due to the approximate nature of the POMCP, which employs simulated averages instead of expectations, and the discretization grid.

For our experiments, we approximate the optimal equilibrium region for different values of $p_1, p_2, c$ (we set $c^1 = c^2 = c$). The state transition probabilities are given by $P(X_{t+1} = 0|X_t = 0) = 0.8, P(X_{t+1} = 1|X_t = 0) = 0.2, P(X_{t+1} = 0|X_t = 1) = 0.15, P(X_{t+1} = 1|X_t = 1) = 0.85$. Regarding the agents’ emission probabilities, the BSCs are parametrized by $p_1 = p_2 = 0.6$. The rest of the parameters are set to $\delta = 0.9, c = 0.027$.

In Fig. 2 we depict the cooperation regions for three different parameter setups, as computed by the aforementioned scheme. The $x$-axis represents the belief $\pi^n(X = 0)$. We observe (see top line in Fig. 2) that cooperation is sustainable in a subset of the belief simplex $\Delta(X)$.

Next, we show the impact of the transmission cost on the cooperation region by changing $c = 0.027$ to $c = 0.024$. As we observe (see bottom line in Fig. 2), the cooperation region gets larger for smaller transmission cost. This confirms intuition, because cooperation becomes less expensive and thus, agents opt to share information in a larger subset of $\Delta(X)$.

Finally, we show the impact of the observation probabilities in agents’ optimal policy. We assume that agent 1 has more ‘qualitative’ observations (by means of being more discriminating between the two states and thus, providing smaller uncertainty over the system state) and change $p_1$ from 0.6 to 0.65, while keeping the cost at $c = 0.024$. We observe (see the middle line in Fig. 2) that the cooperation region becomes smaller (compared with the bottom line of Fig. 2), as agent 1, now has less incentives to cooperate and acquire information from agent 2.

### V. Conclusion

In this work, the information sharing process between two rational selfish agents interested in an estimation task was studied. We employed the conditional mutual information to quantify the value of information exchanged between the agents. We showed that in the finite horizon DISG, cooperation cannot emerge at equilibrium. This led us to consider CGT strategies to check whether cooperation can be sustained in the infinite horizon setting. We showed that these strategies are closed under the best-response mapping and that cooperation can emerge at equilibrium. Finally, we characterized the equilibrium regions, proved uniqueness of a maximal equilibrium region, devised an iterative algorithm whose output provably contains it and provided results that ensure its non-emptiness.
The DISG model may contribute to the above research areas by endogenizing the information sharing decision. The DISG model could also be applicable to the study of networks with adversarial nodes where the received information might be meaningful, irrelevant, or malicious.

Taking full advantage of the DISG model requires additional work regarding three assumptions made in the paper: (i) information sharing takes place between two agents, (ii) agents have the option to share only the acquired observations instead of sharing arbitrary information (they do not have the option to "lie"), (iii) CGT strategies are sensitive to errors. Models of multiple agent interactions and more general constrained strategies under noisy transmissions are a subject of ongoing research.
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APPENDIX

Proof of Lemma 1

The expected reception gain function (11) yields

$$\sum_{x_t, i_t^n} \mathbb{P}(Z_t^n = \epsilon | x_t, i_t^n) \mathbb{P}(y_t^n | x_t) \mathbb{P}(x_t | i_t^n) \times r_t^n(x_t, y_t^n, Z_t^n = \epsilon, i_t^n) + \sum_{x_t, y_t^n, Z_t^n = y_t^n} \mathbb{P}(Z_t^n = y_t^n | x_t, i_t^n) \mathbb{P}(y_t^n | x_t) \mathbb{P}(x_t | i_t^n) \times r_t^n(x_t, y_t^n, Z_t^n = y_t^n, i_t^n).$$  \hspace{1cm} (58)

Suppose $i_t^n = i_t^n$. Then, (14), (16) imply $P(Z_t^n = \epsilon | x_t, i_t^n) = g^{-n}(i_t^n)(a_t^n = 0)$ and the latter expression does not depend on $x_t$. Then, it is easy to verify from (10), (13) that the first term of the summation in (58) is equal to 0. Eq. (15), (16) imply $P(Z_t^n = y_t^n | x_t, i_t^n) = g^{-n}(i_t^n)(a_t^n = 1) = 0(y_t^n | x_t)$. Replacing it into (58) yields

$$\mathbb{E}\{r_t^n(X_t, Y_t^n, Z_t^n) | I_t^n = i_t^n\} = g_t^n(i_t^n)(a_t^n = 1)I(X_t; Y_t^n | Y_t^n, i_t^n).$$  \hspace{1cm} (59)

To prove part 2 of the Lemma, note that if $g_t^n(i_t^n, p_t^n, i_t^n)(a_t^n) = g_t^n(i_t^n, p_t^n, i_t^n)(a_t^n)$ for every $i_t^n, p_t^n \neq i_t^n, p_t^n$, then (16) yields

$$\mathbb{P}(a_t^n = a | x_t, i_t^n) = g_t^n(i_t^n)(a).$$

Then, by working as in part 1, (17) is obtained.

Proof of Theorem 1

Let $T$ denote the horizon length. Denote,

$$J_{\mu}^{n, g^{\text{NC}}, g^{\text{NC}}}(i_t^n, t) = \mathbb{E}^{g^{\text{NC}}, g^{\text{NC}}}_{i_t^n}(\sum_{j=t}^{T} R_j^n(X_j, Y_j^n, Z_j^n, A_j^n) | i_t^n).$$

Suppose $(g^*, \mu)$ is a PBE. We show by strong induction on $k \in \mathbb{T}$ that $g_{T-k+1}^*(i_{T-k} | i_{T-k-1} = 1) = 0 \forall k, n, i_{T-k-1}$. This proves the result, since $T$ was chosen arbitrarily. For $k = 0$, the sequential rationality condition (21), implies that $\forall n, i_T^n$,

$$J_{\mu}^{n, g^{\text{NC}}, g^{\text{NC}}}(i_T^n, T) = \sup_{g_T^n} J_{\mu}^{n, g^{\text{NC}}, g^{\text{NC}}}(i_T^n, T) = \sup_{g_T^n} \mathbb{E}_{i_T^n} \{g_T^n(i_T^n) - g_T^n(i_T^n) | a_T^n = 1\} c^n = \sup_{g_T^n} \mathbb{E}_{i_T^n} \{g_T^n(i_T^n) - g_T^n(i_T^n) | a_T^n = 1\} c^n (61a)$$

$$= \mathbb{E}_{i_T^n}(g_T^n(i_T^n) | a_T^n = 1) = 0.$$  \hspace{1cm} (61b)

The supremum is attained when $\forall n, i_T^n$ we have that $g_T^n(i_T^n)(a_T^n = 1) = 0$, because the first term in (61a) does not depend on $g_T^n$. Now, suppose that for $j \leq k$ it holds that $g_{T-j}^*(i_{T-j} | i_{T-j-1} = 1) = 0$, for all $j, n, i_{T-j-1}$. By the induction hypothesis the strategies from time $T - k$ onwards are independent of the agents’ private information. Hence, by part 2 of Lemma 1, the expected instantaneous rewards $\forall t \geq T - k$ are 0 and as a result, the expected sum of payoffs from time $T - k$ onwards is 0, as well. Hence, by the sequential rationality condition, $\forall n, i_{T-k-1}^n$,

$$J_{\mu}^{n, g^{\text{NC}}, g^{\text{NC}}}(i_{T-k-1}^n, T - k - 1)$$

$$= \sup_{g_{T-k-1}^n} \mathbb{E}_{i_{T-k-1}^n} \{g_{T-k-1}^n(i_{T-k-1}^n) - g_{T-k-1}^n(i_{T-k-1}^n) | a_{T-k-1}^n = 1\} c^n$$

$$= \sup_{g_{T-k-1}^n} \mathbb{E}_{i_{T-k-1}^n} \{g_{T-k-1}^n(i_{T-k-1}^n) - g_{T-k-1}^n(i_{T-k-1}^n) | a_{T-k-1}^n = 1\} c^n = \mathbb{E}_{i_{T-k-1}^n}(g_{T-k-1}^n(i_{T-k-1}^n) | a_{T-k-1}^n = 1) = 0$$

which is clearly attained when $g_{T-k-1}^*(i_{T-k-1}^n | i_{T-k-1}^n = 1) = 0 \forall n, i_{T-k-1}^n$. This completes the if part of the proof.

Conversely, let $g^* = g^{\text{NC}}$ and $(g^*, \mu)$ an assessment with $\mu$ consistent with $g^*$. Then, that by Lemma 1 we have that $\forall n, t, i_t^n$, $J_{\mu}^{n, g^{\text{NC}}, g^{\text{NC}}}(i_t^n, t) = 0$. The expected instantaneous reward at any time $t$ given $i_t^n$, for a strategy $g^*$, given $g^{-n} = g^{-n, \text{NC}}$, is

$$\mathbb{E}_{i_t^n} \{g_{i_t^n}^{\text{NC}}(i_t^n) - g^*(i_t^n) | a_t^n = 1\} c^n$$

$$= -g^*(i_t^n)(a_t^n = 1) c^n \leq 0.$$  \hspace{1cm} (63)
Hence, the sum of the expected instantaneous rewards from times $t$ to $T$ is a non-positive random variable and its expectation is also non-positive. This implies that $\forall n, t, i^n_t$ and for arbitrary $g^n$:

$$J^n_{\mu.g^n} \leq 0 = J^n_{\mu.g^n} \cdot g^n_{i^n_t, t}.$$  \hspace{1cm} (64)

**Proof of Lemma 2**

By definition, it is $P^n_{\sigma^{-n}}(a^n_t | i^n_t) = \sigma^{-n}(s_t, \pi^{-n}_t)(a^n_t)$ for every $i^n_t : \pi^{-n}_t(X_t) = P^n(X_t | i^n_t)$. Moreover, if $s_t = 1$, then $i^n_t = 0$ and $i^n_t' = i^n_t \Rightarrow \pi^{-n}_t = \pi^{n,n}_t$, while if $s_t = 0$, it is $\sigma^{-n}(s_t, \pi^{-n}_t)(a^n_t = 0) = 1$ for every $\pi^{-n}_t$. Thus, in both cases $i^n_t'$ and as a result $(\pi^{n,n}_t, s_t)$ suffices to compute $\sigma^{-n}(s_t, \pi^{-n}_t)(a^n_t)$.

Regarding part 2 of the Lemma, given agent $-n$ follows a CGT strategy $\sigma^{-n,n-1}$ and for given $\pi^n_t, y^n_t, \tilde{z}^{-n}_t, a^n_0, a^n_1$, where $\tilde{z}^{-n}_t$ is given by (33), agent $n$’s belief $\pi^{n+1}_t(x_{t+1})$ is updated as follows:

$$\pi^{n+1}_t(x_{t+1}) = P^n_{\sigma^{-n}}(X_{t+1} = x_{t+1} | i^n_t)$$

$$= \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t)$$

$$\pi^{-n}_t(x_{t+1}, i^n_t) \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t)$$

$$\pi^{-n}_t(x_{t+1}, i^n_t) \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t)$$

$$\pi^{-n}_t(x_{t+1}, i^n_t) \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t)$$

$$\sum_{s_t} P^n_{\sigma^{-n}}(x_{t+1} | s_t, i^n_t) \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t),$$  \hspace{1cm} (65)

where

$$L^n(x_t) = P^n(y^n_t | x_t) \pi^n_{z^{-n}_t | x_t, a^n_t}.$$  \hspace{1cm} (66)

$P^n(z^{-n}_t | x_t, a^n_t)$ is given by (27). Due to to the first part of the Lemma, (65) yields:

$$\pi^{n+1}_t(x_{t+1}) = \sum_{s_t} P^n_{\sigma^{-n}}(x_{t+1} | s_t, i^n_t) \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t)$$

$$= \sum_{s_t} P^n_{\sigma^{-n}}(x_{t+1} | s_t, i^n_t) \pi^n_{s_t = 0}(x_{t+1} | i^n_t) \pi^n_{s_t = 1}(x_{t+1} | i^n_t),$$  \hspace{1cm} (67)

Note that no assumption on agent $n$’s strategy has been made.

Regarding part 3 of the Lemma, observing the expected instantaneous reward function (13) depends on $\pi^n_t(X_t) = P^n(X_t | i^n_t)$ and $\pi^n_t(Z^{-n}_t | X_t, i^n_t)$. The term $\pi^n_t(Z^{-n}_t | X_t, i^n_t)$ is a function of the other agent’s strategy $g^n$ as can be seen by (14), (15), (16). However, if the other agent follows a CGT strategy then $P^n(A^{-n}_t | X_t, i^n_t)$ is given by $\sigma^{-n}(s_t, \pi^{-n}_t)$ from the first part of the Lemma.

Hence, if $s_t = 1$, then $i^n_t = i^n_t' = i^n_t$ (and as a result, $\pi^n_t = \pi^n_t'$) and by part 1 of Lemma 1 we have:

$$E\{r^n_t(X_t, Y^n_t, Z^{-n}_t, Y^{-n}_t, A^{-n}_t | I^n_t = i^n_t')\}$$

$$= \sigma^{-n}(i^n_t')(a^n_t) = 1 = I(X_t, Y^{-n}_t | Y^n_t, i^n_t')$$

$$\sigma^{-n}(s_t = 1, \pi^{-n}_t)(a^n_t = 0) = 1 = I(X_t, Y^{-n}_t | Y^n_t, i^n_t)$$

$$= I_{s_t = 1, \pi^{n,n}_t}(X_t, Y^{-n}_t | Y^n_t, i^n_t).$$  \hspace{1cm} (68)

On the other hand, if $s_t = 0$, it is $\sigma^{-n}(s_t = 0, \pi^{-n}_t)(a^n_t = 0) = 1$ for every $\pi^{-n}_t$, meaning that the equivalent behavioral strategy is $g^n_{i^n_t}(i^n_t) = 0$, for every $i^n_t'$ and by part 2 of Lemma 1 it is:

$$E\{r^n_t(X_t, Y^n_t, Z^{-n}_t, Y^{-n}_t, A^{-n}_t | I^n_t = i^n_t')\}$$

$$= g^n_{i^n_t} = 0 = 1 = I(X_t, Y^{-n}_t | Y^n_t, i^n_t)$$

$$\sigma^{-n}(s_t = 0, \pi^{-n}_t)(a^n_t = 1) = 1 = I(X_t, Y^{-n}_t | Y^n_t, i^n_t)$$

$$= \sigma^{-n}(s_t = 0, \pi^{-n}_t)(a^n_t = 0) = 1 = I(X_t, Y^{-n}_t | Y^n_t, i^n_t)$$

$$= 0.$$  \hspace{1cm} (69)

Combining (68) and (69), we get (35), (36).

**Proof of Theorem 2**

Define a new system state as $\tilde{X}_t = (X_t, S_t, \Pi^n_t)$ and observation $\tilde{Y}_t = (Y_{t-1}, Z_{t-1}, A_{t-1})$. A POMDP consists of a system state $X_t \in \mathcal{X}$, an observation process $\tilde{Y}_t \in \mathcal{Y}^n$, an action process $A_t \in \mathcal{A}$. To show that agent $n$’s best response problem is a POMDP problem we need the following conditions

1) The state dynamics are Markovian, i.e.,

$$P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}} = P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, A_{t-1}},$$  \hspace{1cm} (70)

2) the observation dynamics satisfy

$$P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}} = P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, A_{t-1}},$$  \hspace{1cm} (71)

3) Agent $n$’s instantaneous utility is a function of the information state $(S_t, \Pi^n_t)$ and action $A_t^n$.

We note that for condition 2, we follow the timing structure of [50] and [29], where agent’s observation is a function of the previous state and action. Also, to save notation we write $P^n_{\tilde{Y}_t | \tilde{X}_{t-1}}$ instead of $P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}}$.

Given the fact that agent $-n$ follows the CGT strategy $\sigma^{-n,n-1}(s_t, \pi^{-n}_t)$, we have:

$$P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{X}_{t-1}, A_{t-1}}$$

$$= P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{X}_{t-1}, A_{t-1}}$$

$$= P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, A_{t-1}}$$

$$= P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, A_{t-1}}$$

We conclude that the next state depends only on the value of the state variables from the previous time instant (i.e., $\tilde{x}_t$) and the previous action $a^n_0$ and as a result, the system dynamics are of the form of (70).

With regards to condition 2, we have:

$$P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}}$$

$$= P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}}$$

$$= P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}}$$

$$= P^n_{\tilde{Y}_t | \tilde{X}_{t-1}, \tilde{Y}_{t-1}, A_{t-1}}$$

Following the same reasoning as in condition 1, we conclude that observation $\tilde{y}_t^n$ is a function of $\tilde{x}_{t-1}$ and as a result of the form of (71). Hence, condition 2 holds.

From part 3 of Lemma 2, we observe that given agent $-n$ follows a CGT strategy, the expected instantaneous reward
function is a function of \(s_t, \pi_t^n, a_t^n\), meaning that it is a function of \(\tilde{x}_t\) and \(q^n_t\) as a result, condition 3 holds.

Moreover, \(\{S_t, \Pi_t^n\}\) is an information state. In order to establish that, we have to show that (1) it can be updated recursively, i.e., \(\{S_{t+1}, \Pi_{t+1}^n\}\) can be updated by the previous \(\{S_t, \Pi_t^n\}\) and the newly acquired information \(Y^n_{t+1}, A^n_t\), (2) that agent \(n\)’s belief on \(\{S_{t+1}, \Pi_{t+1}^n, A^n_t\}\) conditioned on \(\{S_t, \Pi_t^n, A^n_t\}\) is independent of the whole history \(I^n_t\) and (3) it is sufficient to evaluate agent \(n\)’s expected utility for every action \(a^n_t\).

Given that agent \(-n\) follows CGT strategy, (32) yields

\[
s_{t+1} = 1_{\{s_{t} = a^n_t = \pi_t^n | (s_t, \pi_t^n) = 1\}}.
\]

Thus, \(S_{t+1}\) is updated recursively as a function of \(s_t, \pi_t^n\) and \(a^n_t\). The same is true for \(\pi_t^n+1\) (see (67)), as it is \(\pi_t^n+1(x_{t+1}) = f(\pi^n_t, y^n_t, z^n_t, a^n_t, \pi^n_t)\), meaning that \(\pi_t^n+1\) is recursively updated by the previous \(\tilde{x}_t\) and the new information \(y^n_{t+1}\). Thus, condition (1) holds.

Regarding condition (2), we have

\[
\mathbb{P}_f(s_{t+1}, \pi^n_{t+1}, a^n_t | s_t, a^n_t) = \sum \mathbb{P}(s_{t+1} | s_t, a^n_t, a^{n}\neg a^n_t) \\
\times \mathbb{P}(s_t, a^n_t) \mathbb{P}(s_t, a^{n}\neg a^n_t, \pi^n_t) \mathbb{P}(\pi^n_t | s_t, a^n_t, a^{n}\neg a^n_t) \\
= \sum \mathbb{P}(s_{t+1} | s_t, a^n_t, a^{n}\neg a^n_t) \sum \mathbb{P}(s_t, a^n_t, a^{n}\neg a^n_t) \sum \mathbb{P}(s_t, a^n_t) \mathbb{P}(\pi^n_t | s_t, a^n_t) \mathbb{P}(\pi^n_t | s_t, a^n_t, a^{n}\neg a^n_t) \\
\times \mathbb{P}(s_t, a^n_t | s_t, a^{n}\neg a^n_t) \mathbb{P}(s_t, a^n_t | s_t, a^{n}\neg a^n_t, \pi^n_t) \mathbb{P}(\pi^n_t | s_t, a^n_t, a^{n}\neg a^n_t),
\]

which depends on \(s_t, \pi^n_t, a^n_t\) and it is independent of \(i^n_t\).

Condition (3) is true from part 3 of Lemma 2.

**Proof of Theorem 3**

From Theorem 2, we showed that given that agent \(-n\) follows a CGT strategy, agent \(n\) without loss of optimality, can condition her strategy on \((S, \Pi^n)\). We now check whether a CGT strategy for agent \(n\) is sequentially rational.

1) If \(s = 0\), then agent \(n\)’s optimal action is \(a^n = 0\), meaning that agent \(n\) does not have any benefit from deviating from CGT, for all \(\pi^n\). This is because

\[
Q^n(s = 0, \pi^n, a^n = 0) \geq Q^n(s = 0, \pi^n, a^n = 1)
\]

2) If \(s = 1\), then agent \(n\) selects \(a^n = 1\), if the following holds

\[
Q^n(s = 1, \pi^n, a^n = 1) \geq Q^n(s = 1, \pi^n, a^n = 0) \\
\Leftrightarrow -c^n + \delta \mathbb{E}^{-\pi^n} \{V^n(s', \pi^n) | \pi^n, s = 1, a^n = 1\} \geq 0,
\]

while agent \(n\) selects \(a^n = 0\), if the following holds

\[
Q^n(s = 1, \pi^n, a^n = 1) < Q^n(s = 1, \pi^n, a^n = 0) \\
\Leftrightarrow -c^n + \delta \mathbb{E}^{-\pi^n} \{V^n(s', \pi^n) | \pi^n, s = 1, a^n = 1\} < 0.
\]

Inequality (74) defines these \(\pi^n \in \Delta(\mathcal{X})\) that comprise a region \(C \subseteq \Delta(\mathcal{X})\) such that the strategy \(\sigma^n, C(s_t, \pi^n)\) is optimal for agent \(n\). Thus, following a CGT strategy is sequentially rational for agent \(n\), given that agent \(-n\) follows a CGT strategy.

**Proof of Theorem 4**

In Theorem 2, we showed that \((S, \Pi^n)\) is an information state, which is updated recursively and, under a CGT strategy profile \(\sigma\), \(s_{j+1}, \pi^n_{j+1}\) is independent of other agents’ private information given \(s_j, \pi^n_j\) \(\forall j, n\). Thus, given \(\pi^n, \mathbb{E}(\mu)\), we have \(\forall t,\)

\[
E^{\pi^n}_{\mu_n} \{\sum_{j=t}^{\infty} \delta^j \tilde{R}^n(s, \Pi^n_j, a^n_j)|i^n_j]\}
= E^{\sigma} \{\sum_{j=t}^{\infty} \delta^j \tilde{R}^n(s, \Pi^n_j, a^n_j)|\pi^n, \sigma^n, (i^n_j)\}
= E^{\sigma} \{\sum_{j=t}^{\infty} \delta^j \tilde{R}^n(s, \Pi^n_j, a^n_j)|\pi^n, \sigma^n, (i^n_j)\}
= E^{\sigma} \{\sum_{j=t}^{\infty} \delta^j \tilde{R}^n(s, \Pi^n_j, a^n_j)|\pi^n, \sigma^n, (i^n_j)\}
\]

Thus, equality of PBE values under \(\mu, \mu'\) is evident provided that \(\pi^n, \mathbb{E}(\mu) = \pi^n, \mathbb{E}(\mu')\).

Now for sequential rationality, suppose \((\sigma^*, \mu)\) is a PBE with \(\sigma^*\) a CGT profile and that under \(\mu'\), \(\sigma^*\) is suboptimal for \(n\). Then by Theorem 3, there is an optimal CGT response \(\sigma^{n, *}_{\pi^n, \mu} \neq \sigma^{n, *}_{\pi^n, \mu'}\). Thus, from the first part of the Theorem,

\[
E^{\mu'_n} \{\sum_{j=t}^{\infty} \delta^j \tilde{R}^n_j(s, \Pi^n_j, a^n_j)|i^n_j\}
< E^{\mu'_n} \{\sum_{j=t}^{\infty} \delta^j \tilde{R}^n_j(s, \Pi^n_j, a^n_j)|i^n_j\}
\]

since \(\sigma^*\) was sequentially rational with respect to \(\mu\). (a) is true because \((\sigma^{n, *}_{\pi^n, \mu}, \sigma^{n, *}_{\pi^n, \mu'})\) is a CGT profile.

**Proof of Proposition 1**

It is enough to show that for a \(\pi \in \Delta(\mathcal{X})\), such that \(\pi \notin C \Rightarrow \pi \notin O^n(C)\). Let \(\pi \notin C\) and suppose \(\pi \in O^n(C)\). Then from the definition of \(O^n(\cdot)\), we have that \(Q^n(s = 1, \pi, 1) \geq Q^n(s = 1, \pi, 0)\). Moreover, given that \(\pi^n(s = 1, \pi) = 1_{\{s = C, s = 1\}} = 0\), since \(\pi \notin C\), and as a result it is \(\tilde{r}(s, 0) = 0\) and \(s' = 0\). Hence,

\[
Q^n(s = 1, \pi, a^n = 1) \geq Q^n(s = 1, \pi, a^n = 0) \\
-c^n + \delta \mathbb{E}^{-\pi^n} \{V^n(s', \pi^n) | \pi^n, s = 1, a^n = 1\} \geq 0
\]

while agent \(n\) selects \(a^n = 0\), if the following holds

\[
Q^n(s = 1, \pi^n, a^n = 0) < Q^n(s = 1, \pi^n, a^n = 0) \\
\Leftrightarrow -c^n + \delta \mathbb{E}^{-\pi^n} \{V^n(s', \pi^n) | \pi^n, s = 1, a^n = 1\} < 0.
\]
\( \Leftrightarrow -c^n \geq 0 \Rightarrow \perp. \)  

(77)

Therefore, \( \pi \notin O^n(C). \)

For the second part of the Proposition, note that from the first part we have

\( \Pi^{1,c} = O^1(\Pi^2,c) \subseteq \Pi^2,c. \)  

(78)

\( \Pi^2,c = O^2(\Pi^1,c) \subseteq \Pi^1,c. \)  

(79)

Thus, it is \( \Pi^{1,c} \ast = \Pi^2,c. \ast. \)

**Proof of Proposition 2**

In order to check whether a pair of CGT strategies are sequentially rational, beliefs on past states trajectory and other agent’s private information are irrelevant (see Remark 2). To check whether a pair of strategies \( \sigma^* = (\sigma^1.\Pi^c, \sigma^2.\Pi^c) \) forms an SPE, we need to check that \( \forall \lambda, i^n, c^n. \)

\[
E_{\pi_{i^n}}^{\sigma^n, \sigma^{-n}, \Pi^c} = \sum_{j=t}^{\infty} \delta^j \bar{R}_j^n(S_j, \Pi^n, a^n_j)|i^n_j| \\
= E_{\sigma^n, \sigma^{-n}, \Pi^c}^{\sigma^n, \sigma^{-n}, \Pi^c} \sum_{j=t}^{\infty} \delta^j \bar{R}_j^n(S_j, \Pi^n, a^n_j)|\pi^n_j, s_t| \\
\geq E_{\sigma^n, \sigma^{-n}, \Pi^c}^{\sigma^n, \sigma^{-n}, \Pi^c} \sum_{j=t}^{\infty} \delta^j \bar{R}_j^n(S_j, \Pi^n, a^n_j)|\pi^n_j, s_t|. 
\]

(80)

(81)

This is true because (83) is equal to \( V^{n, \sigma^n, \sigma^{-n}, \Pi^c} (s_t, \pi^n_t) \) and (82) is \( V^{n, \sigma^n, \sigma^{-n}, \Pi^c} (s_t, \pi^n_t) \) by definition of an equilibrium region, since \( \Pi^c \in \mathcal{E}. \)

**Proof of Theorem 5**

For the first part, if \( s = 0, \) we have \( V^{n,s,C}(s = 0, \pi^n) = V^{n,s,C} (s = 0, \pi^n) = 0, \forall \pi. \) As such, we need to consider only the case where \( s = 1. \) Let \( C^* = O^n(C) \) and note that by part 1 of Proposition 1, \( C^* \subseteq C \subseteq C'. \)

Under a fixed strategy profile consisting of CGT strategies, by Lemma 2, the agents’ actions are a function of agent \( n \)’s information state. As such, when computing \( V^{n,A,B} \) the expectation is over all possible trajectories of information states \( D. \) Define, for \( X \subseteq \Delta(\mathcal{X}) \) the event \( T_k(X) = \{ \forall t < k, \pi_t \in X \} \cap \{ \pi_k \notin X \}. \) Note that the sets \( T_k(X) \) for any fixed \( X \) and for \( k \geq 0 \) form a partition of \( D. \)

Therefore, we have

\[ V^{n,C^*,C}(s = 1, \pi) = E^{C^*,C} \{ \sum_{i=0}^{\infty} \delta^i \bar{R}^n(s_i, a^n_i, \pi_i)|\pi, s = 1, T_k(C^*) \} \times P(T_k(C^*))|\pi, s = 1) \]

(a)

\[ \sum_{k=0}^{\infty} \sum_{i=0}^{\infty} \delta^i \bar{R}^n(s_i, a^n_i, \pi_i)|\pi, s = 1, T_k(C^*) \]  

\( \times P(T_k(C^*))|\pi, s = 1) \)

(82)

(a) is true by the law of total expectations and (b) is true because under the strategy profile \( (\sigma^n(C^*, \sigma^{-n}, C)) \), given \( T_k(C^*), \sum_{i=0}^{\infty} \delta^i \bar{R}^n(s_i, a^n_i, \pi_i) = 0 \) for any trajectory (since agent \( n \) deviates from cooperation at time \( k \) and thus \( s_i = 0, \forall i \geq k + 1). \) The argument for (c) is as follows. Because only the first \( k \) steps of each trajectory contribute to the conditional expectation given \( T_k(C^*), \) it is enough to consider the expectation over trajectories truncated at length \( k. \) Evidently all such trajectories are equiprobable under \( (\sigma^n(C^*, \sigma^{-n}, C)) \) and \( (\sigma^n(C^*, \sigma^{-n}, C)) \) given \( T_k(C^*), \) since exactly the same actions (cooperation) are taken until (and including) step \( k - 1 \) by both agents. For the same reason, under \( (\sigma^n(C^*, \sigma^{-n}, C)) \) and \( (\sigma^n(C^*, \sigma^{-n}, C)), \) \( P(T_k(C^*)) \) is unchanged. Now, the reward at time \( k \) is non-negative and the trajectories for which the reward at time \( k \) is positive under \( (\sigma^n(C^*, \sigma^{-n}, C)) \) are also trajectories where the reward is positive under \( (\sigma^n(C^*, \sigma^{-n}, C)), \) since \( C \subseteq C'. \) Finally, (d) is true because given \( T_k(C^*), \) and the strategy pair \( C^*, C', \) \( \sum_{i=k+1}^{\infty} \delta^i \bar{R}^n(s_i, a^n_i, \pi_i) = 0. \)

For the second part of the Theorem, by the first part we have that \( V^{n,s,C}(s = 1, \pi) = V^{n,s,C}(s = 1, \pi) \) is a non-negative random variable and hence its expectation is non-negative. Note that the distribution of \( \pi' \) is the same under \( \sigma^{-n,C} \) and \( \sigma^{-n,C}' \) given \( a^n = 1, \pi \in C \) and \( s = 1. \)

**Proof of Lemma 3**

Since \( C \) is an equilibrium region we have \( O^n(C) = C. \)

Hence, from definition of \( O^n(C), \forall \pi \in C \) we have that

\[ Q^{n,s,C}(s = 1, \pi, a^n = 1) \geq Q^{n,s,C}(s = 1, \pi, a^n = 0) \]

\[ \Leftrightarrow \hat{r}(\pi, s = 1) - c + \delta E\{V^{n,s,C}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} \]

\[ \geq \hat{r}(\pi, s = 1) + \delta E\{V^{n,s,C}(s' = 0, \pi')|\pi, s = 1, a^n = 0\} \]

\[ \Leftrightarrow \delta E\{V^{n,s,C}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} - c \geq 0. \]

(83)

Note that \( E\{V^{n,s,C}(s' = 0, \pi')|\pi, s = 1, a^n = 0\} = 0. \)

**Proof of Theorem 6**

We first prove an auxiliary Lemma.

**Lemma 4.** Let \( \Pi_1, \Pi_2 \in \mathcal{E}. \) Then \( \Pi_1 \cup \Pi_2 \in \mathcal{E}. \)

**Proof.** We have from part 1) of Proposition 1 that \( O^n(\Pi_1 \cup \Pi_2) \subseteq \Pi_1 \cup \Pi_2 \) for \( n = \{1, 2\}. \) We first show that \( \Pi_1 \subseteq \mathcal{O}^n(\Pi_1 \cup \Pi_2). \) Suppose for a contradiction that \( \pi \in \Pi_1 \) and \( \pi \notin \mathcal{O}^n(\Pi_1 \cup \Pi_2). \) Then,

\[ Q^{n,s,\Pi_1 \cup \Pi_2}(s = 1, \pi, a^n = 1) < Q^{n,s,\Pi_1 \cup \Pi_2}(s = 1, \pi, a^n = 0) \]

\[ \Rightarrow \hat{r}^n(\pi, s = 1) - c \geq \delta E\{\}

\[ V^{n,s,\Pi_1 \cup \Pi_2}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} < \hat{r}^n(\pi, s = 1) \Rightarrow \]

\[ \delta E\{V^{n,s,\Pi_1 \cup \Pi_2}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} - c < 0. \]

(84)
Because $\Pi_1 \subseteq \Pi_1 \cup \Pi_2$, from the second part of Theorem 5 we have

$$\delta E\{V^{n,*_{\Pi_1}}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} - c^n \leq \delta E\{V^{n,*_{\Pi_1\cup\Pi_2}}(s' = 1, \pi')|\pi, s = 1, a^n = 1\} - c^n < 0,$$

but this is a contradiction because $\Pi_1$ is an equilibrium region and Lemma 3 applies.

For the first part, Zorn’s Lemma guarantees at least one maximal equilibrium region. Now suppose for a contradiction that there exist two distinct maximal equilibrium regions $\Pi_1, \Pi_2$. From Lemma 4 we have $\Pi_1 \cup \Pi_2 \in \mathcal{E}$. Now $\Pi_1 \subseteq \Pi_1 \cup \Pi_2$ and thus by the maximality of $\Pi_1$ we have $\Pi_1 \cup \Pi_2 \subseteq \Pi_1$ and by maximality of $\Pi_2$, $\Pi_1 = \Pi_2 \Rightarrow \bot$. The second part is true due to Theorem 5.

**Proof of Proposition 3**

For the first part of the Theorem, let $\pi \notin O^n(\mathcal{C})$ and suppose $\pi \in \Pi^*$ for a contradiction. We have,

$$Q^{n,*_{\Pi}}(s = 1, \pi, a^n = 1) < Q^{n,*_{\Pi}}(s = 1, \pi, a^n = 0) \Rightarrow -c^n + \delta E\{V^{n,*_{\Pi}}(s' = 1, \pi')|\pi, s, a^n = 1\} < 0. \quad (85)$$

Then from (50), since $\Pi^* \subseteq \mathcal{C}$ we have

$$-c^n + \delta E\{V^{n,*_{\Pi^*}}(s' = 1, \pi')|\pi, s, a^n = 1\} < 0, \quad (86)$$

and since $\Pi^* \in \mathcal{E}$, this contradicts Lemma 3.

**Proof of Theorem 7**

Let $c^n = \bar{c} \cdot c^n_{inf}$ and $\delta \geq \bar{c} > 0$, which is possible since $r^n_{inf} > 0$ as $\mathcal{C}$ is positive absorbing. For this choice we have $r^n_{inf} \geq \frac{c^n}{\delta}$. Now, suppose agent $-n$ cooperates in $\mathcal{C}$. Then, agent $n$ will cooperate at $\pi \in \mathcal{C}$ if the following is true.

$$Q^{n,*_{\mathcal{C}}}(s = 1, \pi, a^n = 1) \geq Q^{n,*_{\mathcal{C}}}(s = 1, \pi, a^n = 0) \Leftrightarrow E\{V^{n,*_{\mathcal{C}}}(s' = 1, \pi')|\pi, s, a^n = 1\} \geq \frac{c^n}{\delta}. \quad (87)$$

Note that

$$E\{V^{n,*_{\mathcal{C}}}(s' = 1, \pi')|\pi, s, a^n = 1\} \geq \frac{c^n}{\delta} \quad (88)$$

where (a) is true because the optimal continuation value

$$E\{V^{n,*_{\mathcal{C}}}(s' = 1, \pi')|\pi, s, a^n = 1\}$$

is greater or equal than the always cooperate strategy. The expected continuation value of the always cooperate strategy is given by

$$\mathbb{E}\{\sum_{t=0}^{\infty} \delta^t (\hat{r}^n(s_t = 1, \pi_t) - c^n)\}$$

because $\mathcal{C}$ is absorbing. Finally, (b) holds because the expected accumulated rewards are lower bounded by the inifmum of the rewards $r^n_{inf} - c^n$ at every time step. Now note that

$$r^n_{inf} \geq \frac{c^n}{\delta},$$

if and only if

$$\frac{r^n_{inf} - c^n}{1 - \delta} \geq \frac{c^n}{\delta}.$$

Thus, (87) is satisfied due to our choice of $c^n$ and hence, agent $n$ cooperates in $\mathcal{C}$. As $n$ was arbitrary, this proves that $\mathcal{C}$ is an equilibrium region for this value of the transmission cost.

Now, for the second part of the theorem, note that while $-n$ cooperates, the following is true

$$\pi^n(x') = f(\pi^n, y^n, a^n = 1)(x') = \sum_x \mathbb{P}(x'|x)\mathbb{P}(y^n|x)\mathbb{P}(y^n|\pi^n(x)) \mathbb{P}(y^n|\pi^n(x^n)),$$

for any $x' \in \chi$. Then, it is easy to verify that the following is true for every $x'$.

$$\lambda_{min}(x') \leq \pi^n(x') \leq \lambda_{max}(x'),$$

since for any $\pi^n, y^n, y^n$,

$$\frac{\sum_x \mathbb{P}(x'|x)\mathbb{P}(y^n|x)\mathbb{P}(y^n|\pi^n(x))}{\sum_x \mathbb{P}(y^n|x)\mathbb{P}(y^n|\pi^n(x))} = \lambda_{min}(x'),$$

and similarly for $\lambda_{max}$.

The above relation implies $C = \Lambda \cap \Delta(\chi)$ is absorbing.

Moreover, if $C$ is positive absorbing, then by choosing $c^n$, as in part 1 of the Theorem ensures that $\Delta(\chi)$ is an equilibrium region (and hence $\Pi^* = \Delta(\chi)$). This is true due to the following. Given that agent $-n$ cooperates in $\Delta(\chi)$, then agent $n$ cooperates in $\Delta(\chi)$ if and only if $\forall \pi \in \Delta(\chi)$,

$$Q^{n,*_{\Delta(\chi)}}(s = 1, \pi, a^n = 1) \geq Q^{n,*_{\Delta(\chi)}}(s = 1, \pi, a^n = 0) \Leftrightarrow E\{V^{n,*_{\Delta(\chi)}}(s' = 1, \pi')|\pi, s, a^n = 1\} \geq \frac{c^n}{\delta}. \quad (92)$$

Note that for any $\pi_0 \in \Delta(\chi)$, if $s_t = 1$, then $\pi_t$ (given by (89)) for all $t > 0$ lies in $\mathcal{C}$. Hence, since $C$ is reached with probability 1 in one step (i.e. $\pi' \in C$) and $C$ is absorbing,

$$E\{V^{n,*_{\Delta(\chi)}}(s' = 1, \pi')|\pi, s, a^n = 1\} = E\{V^{n,*_{\mathcal{C}}}(s' = 1, \pi')|\pi, s, a^n = 1\}. \quad (93)$$

Because (88) holds, the same reasoning as above yields that agent $n$ cooperates in $\Delta(\chi)$.
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