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Abstract—Deep neural networks for survival prediction outperform classical approaches in discrimination, which is the ordering of patients according to their time-of-event. Conversely, classical approaches like the Cox Proportional Hazards model display much better calibration, the correct temporal prediction of events of the underlying distribution. Especially in the medical domain, where it is critical to predict the survival of a single patient, both discrimination and calibration are important performance metrics. Here we present Discrete Calibrated Survival (DCS), a novel deep neural network for discriminated and calibrated survival prediction that outperforms competing survival models in discrimination on three medical datasets, while achieving best calibration among all discrete time models. The enhanced performance of DCS can be attributed to two novel features, the variable temporal output node spacing and the novel loss term that optimizes the use of uncensored and censored patient data. We believe that DCS is an important step towards clinical application of deep-learning-based survival prediction with state-of-the-art discrimination and good calibration.
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I. INTRODUCTION

Survival analysis or, in more general terms, time-to-event analysis, is a branch of statistics that analyses lifetimes of individuals or populations regarding a particular event (e.g. death) and infers what determines the underlying distributions [1]. In biomedical statistics, longitudinal patient data is analysed to predict, for instance, the impact of a specific treatment on patient survival. This population-level analysis can determine which (groups of) patients benefit most from a given treatment and which prognostic features might be responsible for this. Classical statistics-based approaches for survival analysis include Kaplan-Meier (KM) survival curve analysis [2] and the Cox Proportional Hazards model (CoxPH) [3]. While KM analysis can be used to compare different patient groups characterized by one or more properties, the CoxPH model computes the relative risk of an event with respect to a reference population, on the basis of patient features or diagnostic results. Both approaches account for the characteristic right-censoring of patients, which refers to the fact that patients drop out due to unidentified reasons during the study. The use of this partial information of censored individuals distinguishes survival analysis from regression problems [4]. Other forms of censoring are rarely encountered in medical patient data, wherefore we focus on right-censored data in this study. The predictive performance of survival models is commonly evaluated with the Concordance Index (C-index) and Cumulative-Dynamic AUROC (CDAUC), which are measures of discrimination that assess the correct ranking of predicted risks. While discrimination quantifies if a model predicts the correct order of events, it does not take into account if the predicted event occurs at the correct time. Especially in a clinical setting however, the correct prediction of the event time is of high relevance for the patient and medical practitioner, as it guides their decision making. The correct temporal prediction of an event can be measured by the calibration of a model, for example the Distributional Divergence for Calibration (DDC) [5]. Recent work concentrates on the development of deep learning-based (DL) algorithms for survival prediction, including models that produce a continuous time output like DeepSurv [6] and CoxTime [7]. Recent DL approaches such as DRSA [8] focus on the prediction of risk at discrete time points. While these discrete DL models reach state-of-the-art discrimination performance, they disregard model calibration, which makes them of limited value for medical survival prediction. To address this shortcoming, Kamran et al. developed a discrete DL model that focuses on model calibration [9]. In this work we present Discrete Calibrated Survival (DCS), a survival model that extends the work of DRSA and Kamran to reach state-of-the-art discrimination while being well calibrated. We show that DCS outperforms five competing survival models, including DRSA and Kamran, in discrimination on three public medical tabular datasets, while achieving the best overall calibration for all discrete-time models. The performance gain in discrimination (CDAUC of 0.657 on SUPPORT, 0.773 on METABRIC, 0.832 on FLCHAIN) of DCS can be attributed to two novel ideas. First, DCS features a modified DRSA architecture that allows for variable temporal output node spacing in time. Best results were obtained with quantile spacing that ensures a uniform distribution of censoring and real events per discrete time step during model training. Second, DCS features a novel loss term that optimizes the use of uncensored and censored patient data to boost discrimination performance. This work uses the following structure. It starts with an overview of survival analysis and related work in section II, followed by section III that shows our experimental setup. Afterwards, the results are presented in section IV including comparisons to our baselines.
II. THEORY

A. Survival Analysis

Survival analysis focuses on the correct prediction of a future event, for instance the death of a patient or the relapse of a disease. While for some patients the event of interest might be recorded, other patients might leave a given study at any point in time without actually experiencing the event, giving rise to censored and (right-) censored patient data, respectively. Let \( z_i = \min(t_i, c_i) \) be the time where an individual is either censored (\( c_i \)) or experiences the event of interest (\( t_i \)). From here on, let \( d_i \) denote the binary event indicator for each individual \( i : d_i = 1_{z_i = t_i} \).

B. Models

This section describes current state-of-the-art survival prediction models that we compare to in this work and introduces our new DCS model.

1) CoxPH: The classical approach for survival analysis is the CoxPH model [3]. It finds the parameters that best reproduce the time-ordering of the individual events by fitting a logistic regression model that is based on the Proportional Hazards Assumption (that can be checked using Schoenfeld residuals [10]) and assumes linear and independent covariates. The features of each individual are linearly combined \( g(x_i) = \beta^T x_i \) and optimized using a partial likelihood approach. Afterwards, the regression model is joined with a baseline hazard that is equal for the whole population. By design, predicted survival curves have the same shape for all individuals (effectively discarding individual temporal information) of the population and only differ in a unique parametric scaling factor per patient that depends on the individual’s input features.

2) DeepSurv: Since neural networks rather learn the underlying functional dependencies than assuming them, they permit the discovery of non-linear dependencies between the survival model’s covariates [6]. DeepSurv retains the partial likelihood function, such that all predicted survival curves have the same shape with a different scaling factor, just as in the CoxPH model. In other words, the encoding of the predictor \( g(x_i) \) is calculated by a neural network that obtains the covariate information as input.

3) CoxTime: Similar to DeepSurv, CoxTime [7] uses a discriminative partial likelihood objective function, but introduces a time-variant degree of freedom in the survival curves by feeding the desired prediction time into the network as an additional input. This relaxes the proportionality constraint from the model to allow for potentially crossing survival curves that violate the proportional hazards assumption.

4) DRSA: The algorithm abandons the log-likelihood loss and instead computes the conditional probabilities of the event over time [8]. In particular, the architecture includes a Recurrent Neural Network (RNN) which is designed to utilize the sequential characteristic of the survival curve. It evaluates the hazard rate predictions at the discrete output time steps before and at the event time for each individual. Furthermore, the index \( l \in \{1, \ldots, L\} \) of the current time step is an additional input feature to the encoder. Since the model predicts hazard rates \( h_l \) for each discrete time point \( t_l \), the survival curve prediction for individual \( i \) is obtained by

\[
\hat{S}(t_l|x_i) = \prod_{j=1}^{l} (1 - h_j).
\]

5) Kamran: The survival prediction model of Kamran [9] utilizes the architecture of DRSA but implements a novel loss function that emphasized proper model calibration. The first term, \( \mathcal{L}_{RPS} \), uses the Rank Probability Score. Uncensored individuals contribute with a mean-squared-error loss that compares the individual’s estimated survival function to a prediction that drops from one to zero at the discretized event time \( z_i \) at the discrete output time point with index \( l_i \). Moreover, censored individuals (\( d_i = 0 \)) only contribute up to the point of censoring \( z_i \) and are compared to a prediction of one:

\[
\mathcal{L}_{RPS} = \sum_{i=1}^{n} \left[ d_i \sum_{l=1}^{l_i} \left( \hat{S}(t_l | x_i) - 1_{1 < t_l} \right)^2 + (1 - d_i) \sum_{l=1}^{l_i} \left( \hat{S}(t_l | x_i) - 1 \right)^2 \right].
\]

Here, \( \hat{S}(t_l|x_i) \) denotes the estimated survival curve at time \( t_l \) with the individual \( i \)’s feature vector \( x_i \), and the corresponding index \( l_i \) of the discrete event time \( z_i \). The second loss term \( \mathcal{L}_{kernel} \) emphasizes proper discrimination of the model by penalizing the wrong ordering of two uncensored individuals

\[
\mathcal{L}_{kernel} = \sum_{i=1}^{n} \sum_{j=1}^{n} A_{i,j} \cdot \exp \left( -\frac{1}{\sigma} \left( \hat{S}(z_i | x_j) - \hat{S}(z_j | x_i) \right) \right)
\]

where every non-zero entry of \( A_{i,j} = 1_{(i \neq j, d_i = d_j = 1, z_i < z_j)} \) corresponds to one comparison of two non-censored individuals \( i \) and \( j \). Since \( z_i < z_j \), the prediction \( \hat{S}(z_i|x_i) \) should be smaller than \( \hat{S}(z_i|x_j) \) to minimize this loss for all comparisons. Note that large values for \( \sigma \) will emphasize the spreading of predictions for uncensored pairs. Lastly, the two loss parts are combined with a hyperparameter \( \lambda \) for weighting to

\[
\mathcal{L}_{Kamran} = \mathcal{L}_{RPS} + \lambda \mathcal{L}_{kernel}.
\]

Kamran uses a discrete output node per month and \( \mathcal{L}_{RPS} \) is evaluated on the survival curve \( \hat{S}(t_l|x_i) \) directly, instead of the hazard rates \( h_l \) as in DRSA.
6) DCS: Our new DCS model can be divided into an encoder, decoder, and aggregation part and predicts a survival curve $\hat{S}(t|x)$ given a feature vector $x$, as illustrated in Fig. 2. **Model Architecture** - The basic architecture of DCS is an extension and modification of DRSA that we will highlight in this section. **Encoder**: In contrast to DRSA, the encoder network does not append the index $l$ to the encoded feature vector $x$ since it did not improve our results. This leads to a simplified encoding that is the same for every predicted time-step. Compared to DRSA, we also allow multiple fully connected encoder layers. **Decoder**: The LSTM structure is extended to allow a skip connection that concatenates the original encoder output to the LSTM output for every timestep. Additionally, we introduce a bidirectional LSTM to maximize the usage of temporal information forwards and backwards in time. **Aggregation**: To combine the LSTM’s output for each timestep $t_l$ to a scalar hazard rate $h_l$, a fully connected network of one or more layers is used instead of only a single layer. **Loss Function** - DCS features a modified kernel loss term $\mathcal{L}_{\text{kernel}}$ to optimize the use of both censored and uncensored patient data for better discriminative performance. The original kernel loss (3) is extended to not only include event-to-event (EE), but also event-to-censoring (EC) comparisons of two individuals $i$ and $j$ where the individual $j$ with the latter event time ($z_i < z_j$) is censored ($d_j = 0$). This modification increases the number of comparable training data pairs to boost discriminative performance. In more detail, we relax the condition $(d_i = d_j = 1, z_i < z_j)$ of the masking matrix $A$ in (3), that only includes EE comparisons, to our new condition $(d_i = 1, z_i < z_j)$ that adds EC comparisons in the novel masking matrix $B$, resulting in the following kernel loss:

$$
\mathcal{L}_{\text{kernel}} = \sum_{i=1}^{n} \sum_{j=1}^{n} B_{i,j} \cdot \exp \left[ -\frac{1}{\sigma} \left( \hat{S}(z_i \mid x_i) - \hat{S}(z_j \mid x_j) \right) \right],
$$

where $B_{i,j} = 1_{(i \neq j, d_i = 1, z_i < z_j)}$. This increases the maximum number of comparisons for e.g. the SUPPORT dataset from $1.81 \times 10^7$ to $3.41 \times 10^7$, a factor of $F = 1.9$. The factor $F$ depends on the censoring rate and the censoring distribution of each dataset as shown in Tab. I. Moreover, this work analyzes the relation between the censoring rate and the number of comparisons for a dataset in detail in the supplemental material. The second DCS loss term is identical to the RPS calibration loss of Kamran (2). We introduced a normalization step for the two independent losses to achieve better orthogonalization of the hyperparameters batch size and $\lambda$. Without this normalization, the batch size would influence the choice of $\lambda$ since the weighting of the loss terms depends on the number of individuals $n$ and the number of output nodes $L$ that might be included in the hyperparameter search space. While $\mathcal{L}_{\text{RPS}} \in \mathcal{R}^{n \times L}$ is normalized by its width $L$ and height $n$, $\mathcal{L}_{\text{kernel}} \in \mathcal{R}^{n \times n}$ is a sparse matrix that is normalized by the number of actual comparisons $n_{\text{comp}} = |B|$. This normalization step leads to our final objective function:

$$
\mathcal{L}_{\text{ours}} = \frac{1}{nL} \mathcal{L}_{\text{RPS}} + \frac{\lambda}{n_{\text{comp}}} \hat{\mathcal{L}}_{\text{kernel}}
$$

**Temporal Spacing of Predictions** - Kamran and DRSA use equidistant temporal spacing (linear spacing) of survival predictions, such that every consecutive inference predicts the survival of a patient for e.g. another month. While equidistant temporal predictions are a natural choice, they might not be optimal for model learning given the training data distribution. To obtain a model with high-quality predictions for earlier as well as later time-points, we propose two alternative temporal output node spacings to get a more uniform distribution of events per time-point, as outlined in Fig. 3. Histograms for the other datasets in this work can be found in the supplemental material. As a medical motivation, one might argue that the difference between surviving 100 and 200 days should be more important than the difference between 1100 and 1200 days, thus motivating a logarithmic spacing of predictions. To enforce a strictly uniform distribution of training events per time-point, one can ensure that at each time-point an equal amount of individuals either experience the event or are censored, which we call **quantile spacing**.

**C. Metrics**

1) **Discrimination**: Discrimination quantifies if a model predicts the correct order of events, it does not scrutinize if the predicted event occurs at the correct time. An example for the usage of discrimination is an organ transplant waiting list, where the patient with the best survival estimate after transplantation is selected as the most suitable candidate. In this work we measure discrimination with the Time-Dependent

![Fig. 2. Visualization of the DCS network architecture from individual features $x$ to the output of a survival curve prediction $\hat{S}(t|x)$. The red arrows indicate the $\mathcal{L}_{\text{RPS}}$ loss, which minimizes the distance of the prediction to 1, before the event, and 0, after the event. The novel DCS $\hat{\mathcal{L}}_{\text{kernel}}$ loss maximizes the distance between $x_i$ and $x_j$, as shown in orange.](image-url)
Concordance Index (C-index) [11] and the Cumulative-Dynamic AUROC (CDAUC) [12].

**Time-Dependent Concordance Index** - The C-index [13] is the most commonly used metric for discriminative performance of survival models. It is a generalization of the area under the ROC curve (AUC) [11] that evaluates the correct ordering of predictions compared to actual event times. Several models we evaluate allow estimating survival curve predictions (i.e. the order of individuals can change over time). To properly evaluate these time-dependent changes, we use the Time-Dependent Concordance Index [11] (C-index-td), which evaluates the C-index at the event times.

\[ C_{td} = P(\tilde{S}(z_i|x_i) < \tilde{S}(z_j|x_j) \mid z_i < z_j, d_i = 1) \quad (7) \]

**Cumulative-Dynamic AUROC (CDAUC)** - To measure how well a model can distinguish individuals that experience an event before or at time \( z_i \leq t \) from those that did not experience an event yet \( z_i > t \), a time-dependent receiver operating characteristic curve (ROC) and the corresponding area under the curve can be defined as [14]:

\[ AUC(t) = P(\tilde{S}(t|x_i) < \tilde{S}(t|x_j) \mid z_i \leq t, z_j > t) \quad (8) \]

To generate a scalar metric for the whole time span of the dataset, the \( AUC(t) \) is weighted (by the KM estimate \( \tilde{S}(t) \)) and integrated by the inverse probability of censoring:

\[ CDAUC := \frac{1}{\tilde{S}(\tau_1) - \tilde{S}(\tau_2)} \int_{\tau_1}^{\tau_2} AUC(t) d\tilde{S}(t). \quad (9) \]

As opposed to the C-index, the CDAUC is a proper scoring method. No prediction model has a higher discriminative value than the data generating process itself [14].

2) **Calibration**: A patient or medical practitioner might be interested if the prediction reflects the true underlying survival distribution. A relapse time of 2 or 20 years will make a difference for the selected therapy, independent of the ordering of other patients. We measure calibration with the DDC [9], Distributional Divergence for Calibration (DDC) - The estimated survival for each individual at their event time \( \tilde{S}(z_i|x_i) \) is mapped into 10 equally sized bins \( B \) in the unit interval as shown in [5]. For DDC, the KL-Divergence [15] is calculated between the relative frequency \( P \) of the observed intervals compared to the uniform distribution \( Q(b) = 0.1 \):

\[ DDC(P\|Q) = \sum_{b \in B} P(b) \log \left( \frac{P(b)}{Q(b)} \right) \quad (10) \]

| TABLE I |
|---|
| Number of comparisons \(|A|\) and \(|B|\) for each analyzed dataset that corresponds to the number of non-zero entries in \(A\) and \(B\) respectively. Also included is the number of patients, censoring rate and the factor of more comparisons \(F = |B|/|A|\). |
| patients | censoring rate | \(|A|\) | \(|B|\) | \(F\) |
| SUPPORT | 8873 | 32% | \(1.81 \times 10^7\) | \(3.41 \times 10^7\) | 1.9 |
| METABRIC | 1904 | 42% | \(6.08 \times 10^6\) | \(1.25 \times 10^6\) | 2.0 |
| FLCHAIN | 7874 | 72% | \(2.35 \times 10^6\) | \(1.34 \times 10^7\) | 5.7 |

![Fig. 3. Histograms of the number of events per temporal prediction on SUPPORT. Ten predictions in time are made with linear, logarithmic and quantile temporal spacing.](image)
workflows, and datasets. Our code with all datasets, baseline models, pipelines, hyperparameter tuning, and metrics can be found in our repository at https://github.com/imsb-uke/dcsurv.

C. Data Processing

The dataset features are standardized and imputed, where required. Numerical features are standardized to a mean of zero and a standard deviation of one. To impute missing values, we use median imputation for numerical and most frequent imputation for categorical features. Categorical features are one-hot encoded. For the SUPPORT dataset, zeros in some continuous features like heart rate or respiration rate were also treated as missing values and imputed accordingly. To evaluate the continuous and discrete time models as fair as possible, all estimations are projected on the same time-steps. We chose the training set event and censoring times for evaluation. For this purpose, all model predictions were interpolated linearly between their temporal output node time points.

D. Hyperparameter Tuning

For hyperparameter tuning and performance evaluation we split the data into 80% training and 20% test data stratified by the event indicator. The test data was only used during the final evaluation of the model performances. A detailed description of the hyperparameter tuning and the best parameters for each model can be found in the supplements.

IV. RESULTS

We compare the discrimination and calibration performance of CoxPH, DeepSurv, CoxTime, DRSA, Kamran, and three variants of DCS with linear, logarithmic, and quantile output node spacing on the SUPPORT, METABRIC, and FLCHAIN test data. To obtain variance estimations for the model performance, we use 10-fold bootstrapping and report the ‘mean ± standard deviation’. In the evaluation we focus on three scenarios, the overall best model per metric, the performance gains achieved by DCS’s novel kernel loss and our novel linear, logarithmic and quantile spacing approaches. Overall, DCS models reach best discriminative performance for both the C-index-td (Tab. III) and the CDAUC (Tab. IV). More specifically, the DCS model with quantile output node spacing (DCS-quant) displays top performance in four out of six comparisons. DCS-quant shows the best C-index-td on the SUPPORT (0.628) and METABRIC (0.698) datasets, while DCS-linear reaches first place on the FLCHAIN dataset (0.803) (miTab. III). Regarding the CDAUC, DCS-quant exhibits top performance on the METABRIC (0.773) and FLCHAIN (0.832) datasets, while the DCS-log model is best on the SUPPORT data (0.658) (Tab. IV). These results suggest that both, the novel kernel loss (5) and new output spacing, increase discriminative performance as measured with the C-index-td and CDAUC, robustly outperforming all competing models. To specifically understand the influence of the modified kernel loss (5) on discriminative performance, we compare DCS-linear to Kamran. For all three datasets, DCS-linear outperforms Kamran in the C-index-td (SUPPORT 0.628 vs. 0.610, METABRIC 0.694 vs. 0.668, FLCHAIN 0.803 vs. 0.786). Similarly, DCS-linear surpasses Kamran in the CDAUC on METABRIC (0.730 vs. 0.727) and FLCHAIN (0.813 vs. 0.807), while it is slightly worse on the SUPPORT (0.641 vs. 0.652) data. Lastly, it is interesting to observe that the continuous time models CoxPH, DeepSurv, and CoxTime outperform the discrete DRSA and Kamran models in the C-index-td. Continuous time models reach the best calibration as measured by DDC, while DCS-quant reaches the best calibration performance of all discrete time models (Tab. V). For instance, CoxTime features a slightly lower (better) DDC as compared to DCS-quant across all datasets (SUPPORT 0.066 vs. 0.007, METABRIC 0.027 vs. 0.009, FLCHAIN 0.021 vs. 0.006). Among the discrete time models, our DCS-quant shows superior performance compared to DRSA on all datasets (SUPPORT 0.066 vs. 0.193, METABRIC 0.027 vs. 0.296, FLCHAIN 0.021 vs. 0.050) and to Kamran on two out of three datasets (SUPPORT (0.066 vs. 0.139, METABRIC 0.027 vs. 0.065, FLCHAIN 0.021 vs. 0.006). These results provide strong evidence that (quantile) output node spacing can boost both, calibration and discrimination performance of survival models.

V. CONCLUSION

In this work we present a novel DL-based survival model, DCS, with state-of-the-art discrimination and good calibration. Two novel features that are introduced in DCS seem to be primarily responsible for this performance increase. First, we introduce an extension of the Kamran $L_k$ kernel loss [9], which uses event-to-event and event-to-censoring pairs during training to boost discrimination. We show that our $L_k$ increases the number of comparisons for the analyzed datasets by a factor of approximately 2 to 6 as compared to the original implementation by Kamran. These additional comparisons

| TABLE II |
|-----------|
| Number of patients, number of features, censoring rate, percent of missing data, median survival time and ratio of covariates that violate the proportional hazards assumption (non-prop.) for each dataset. |
| SUPPORT | METABRIC | FLCHAIN |
| patients | 8873 | 1904 | 7874 |
| features | 14 | 9 | 8 |
| censoring rate | 32% | 42% | 72% |
| missing data | 0.1% | 0% | 1.7% |
| median surv. | 57 days | 85 months | 71 months |
| non-prop. | 79% | 56% | 25% |

| TABLE III |
|-----------|
| Test set results for C-index-td (†). |
| SUPPORT | METABRIC | FLCHAIN |
| C-index-td | CoxPH | 0.594 ± 0.009 | 0.638 ± 0.020 | 0.798 ± 0.007 |
| | DeepSurv | 0.604 ± 0.012 | 0.679 ± 0.014 | 0.795 ± 0.014 |
| | CoxTime | 0.612 ± 0.007 | 0.675 ± 0.019 | 0.790 ± 0.010 |
| C-index-td | DRSA | 0.598 ± 0.006 | 0.661 ± 0.019 | 0.792 ± 0.018 |
| | Kamran | 0.610 ± 0.006 | 0.668 ± 0.023 | 0.786 ± 0.013 |
| C-index-td | DCS-linear | 0.623 ± 0.009 | 0.694 ± 0.018 | 0.803 ± 0.011 |
| | DCS-log | 0.623 ± 0.009 | 0.674 ± 0.018 | 0.792 ± 0.008 |
| | DCS-quant | 0.628 ± 0.009 | 0.698 ± 0.019 | 0.794 ± 0.015 |
improve the discriminative performance regarding C-index-td as well as CDAUC on the three analyzed datasets. Second, we introduce three temporal output node spacings (linear, logarithmic, and quantile spacing) to increase the model discrimination and calibration. Overall, the quantile approach (DCS-quant) provides the best discriminative performance on the three datasets we investigated. DCS-quant also reaches the best calibration for discrete time models (DRSA and Kamran) for two of three datasets. While DCS-quant shows best calibration for discrete time models, it is slightly worse than the calibration of the continuous time models (CoxPH, DeepSurv, and CoxTime). A reason for the good calibration of continuous time models, at the cost of inferior discrimination, might be that the time-dependent baseline hazard already defines a reasonable population wide survival estimate. This could suggest that continuous models might suffer from bad calibration on datasets with time-dependent underlying baseline hazards. Our results also indicate that the C-index-td might not be the best metric to evaluate discriminative performance in survival prediction. Whereas the C-index-td for the FLCHAIN dataset yields very similar values for all models inspected, the CDAUC shows clear differences in model performance. In the end, DCS provides researchers with a model that reaches best-of-brearm discrimination and good calibration and might pave the way towards future clinical application of deep-learning-based survival prediction.
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