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Abstract

In recent years, we have experienced a flurry of contributions in the multi-label classification literature. This problem has been framed under different perspectives, from predicting independent labels, to modeling label co-occurrences via architectural and/or loss function design. Despite great progress, it is still unclear which modeling choices are best suited to address this task, partially due to the lack of well defined benchmarks. Therefore, in this paper, we provide an in-depth analysis on five different computer vision datasets of increasing task complexity that are suitable for multi-label classification (VOC, COCO, NUSWIDE, ADE20k and Recipe1M). Our results show that (1) modeling label co-occurrences and predicting the number of labels that appear in the image is important, especially in high-dimensional output spaces; (2) carefully tuning hyper-parameters for very simple baselines leads to significant improvements, comparable to previously reported results; and (3) as a consequence of our analysis, we achieve state-of-the-art results on 3 datasets for which a fair comparison to previously published methods is feasible.

1. Introduction

Among all image understanding tasks \cite{21, 44, 14, 37, 36, 30, 18, 13, 3}, image classification has arguably received most of the attention in computer vision, leading to the development of neural network architectures that reach superhuman performance on some datasets (e.g. the classification test error on the ImageNet dataset \cite{40} is now far below 5\% \cite{14}). However, images taken in-the-wild rarely contain a single object, as everyday life pictures are typically complex scenes, which are inherently multi-label. Although tasks such as object detection or semantic segmentation already account for this increased scene complexity, they require detailed annotations, which are usually expensive to obtain. Nevertheless, multi-label annotation is a go-to standard in many social networks platforms (e.g. hashtags) \cite{32} and thus, it equips the research community with large amounts of weak annotations of numerous concepts.

Multi-label classification can be naturally framed as an image-to-set prediction problem, since image labels may exhibit relevant dependencies and the number of labels per image is variable. However, many multi-label classification approaches assume constant set cardinality across images in the dataset \cite{12, 57, 7, 49, 48, 23, 27} and/or are oblivious to label co-occurrences \cite{61, 38, 39}; only a few papers model both characteristics of the image-to-set prediction task \cite{24}. Therefore, there is a need to systematically inquire about the importance of modeling co-occurrences among set elements as well as predicting set cardinality.

Another important question is the image-to-set dataset choice, as different datasets are characterized by different levels of label dependencies and different set cardinality distributions. The most widely used datasets for this task are adapted versions of object detection datasets (Pascal VOC \cite{11}, MS COCO \cite{25}) or hashtag prediction datasets (NUS-WIDE \cite{8}). Object detection-based datasets contain fully or partially visible object classes exclusively (e.g.
dog, table), whereas hashtag prediction datasets may contain classes with higher degree of abstraction (e.g. soccer, party). Moreover, all these datasets have a rather limited number of possible classes (below 100) and a small number of annotations per image (less than 3 on average). Therefore, there is a need to consider more challenging datasets in terms of: (1) class abstraction, (2) number of classes, and (3) number of labels per image. In addition to that, there seems to be no clear consensus among researchers on the metrics to report. On the one hand, some papers report performance in terms of mean average precision [50, 51, 55] (reminiscent of object detection) while, on the other hand, others consider intersection-over-union based metrics such as F1 score [12, 24, 57, 7, 6, 49, 48, 61, 38, 39].

The lack of benchmarks with well defined metrics and the rather constrained datasets may hinder the fair comparison between existing methods and slow down advances in the field. Therefore, in this paper, we argue for a standardized approach to the problem of image-to-set of labels prediction, and present an extensive study of neural network architectures (including feed forward and auto-regressive ones) as well as loss functions (covering binary cross-entropy, soft intersection-over-union, target distribution and cross-entropy) for multi-label classification. We explore different ways of explicitly accounting for class co-occurrences (either through the model architecture or specific loss functions) as well as determining the set cardinality. We compare all tested approaches on five datasets of increasing task complexity, namely Pascal VOC 2007 [11], MS COCO 2014 [25], ADE20k [60], NUS-WIDE [8] and Recipe1M [42] and benchmark all methods in terms of a unified evaluation framework, while ensuring proper and efficient hyperparameter search through the Hyperband algorithm [22]. We make the code, best models and dataset splits publicly available at: http://anonymous.url.

The contributions of this paper can be summarized as:

- We provide an in-depth analysis of the current landscape of image-to-set prediction models, in terms of architectures, loss functions, and their treatment of co-occurrences and set cardinality prediction.
- We evaluate these models using a unified set of metrics on 5 datasets of varying degrees of complexity. Moreover, by carrying extensive hyperparameter tuning for all models, we ensure that differences in performance can be attributed to modeling choices, rather than incomplete hyperparameter optimization.
- Our analysis leads to models that reach state-of-the-art performance on the datasets for which a fair comparison to previous methods is possible.

Our results indicate that auto-regressive models outperform feed-forward ones, with the former models consistently being among the top performers on all of the datasets. This suggests that accounting jointly for both co-occurrences and set cardinality is beneficial. Interestingly, a simple feed-forward network trained with binary cross-entropy loss is also a reasonably good performer in most datasets, reinforcing the importance of proper hyperparameter tuning of baseline models.

2. Related Work

Multi-label classification has been a long lasting problem in computer vision [58, 16, 59, 54]. Traditionally, the problem has been tackled from many different perspectives, from decomposing the problem into independent binary predictions [33, 58] or modeling label correlations [1, 43, 28], to exploiting priors such as label noise and sparsity [16, 19, 45, 54, 59, 2]. More recently, significant effort has been devoted to leveraging deep neural networks for multi-label classification. Approaches in the deep learning realm often use pre-trained (single-label) image classification models (such as VGG [44] or ResNet [14]) as image feature extractors. Then, they decompose the multi-label classification problem into independent single-label classification problems, by either independently classifying features extracted locally from object proposals [55, 51, 29] or by considering global image features and finetuning the pre-trained models with a binary logistic loss [5, 4, 61]. By considering object proposals separately, the former approaches fail to consider potentially relevant object co-occurrence information. However, the latter approaches could implicitly exploit object co-occurrences from the image global features when deciding on each individual class. Yet, by using a per-class binary logistic loss, these models inherently assume independence among labels.

In order to explicitly capture label co-occurrences, powersets [46] and methods learning the joint probability distribution of labels have been introduced in the literature. Although effective, such methods consider all possible label combinations, and thus can quickly become intractable. To overcome the scalability shortcutting while still modeling label co-occurrences, probabilistic classifier chains [9] and recurrent neural network-based approaches [48, 34, 23, 27] decompose the joint distribution into conditionals at the expense of introducing intrinsic label ordering during training. Therefore, recent works propose to train recurrent neural network-based models either by applying a category-wise max-pooling across the time dimension prior to computing the loss [49, 7, 57, 41] or by optimizing for the most likely ground truth label at each time step [6], effectively getting rid of any enforced order. Other solutions to capture label co-occurrences include learning joint input and label embeddings with ranking-based losses [53, 26, 56, 24, 12] as well as designing loss functions such as target distribution mean squared error [50] or target distribution cross-entropy [12, 32, 41], which directly account for those.
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Elements in the set, and (2) whether they explicitly model set dependencies in the architecture is represented by \( \theta \). Notation: FF (feed-forward), LSTM (long short-term memory), TF (transformer), BCE (binary cross-entropy), sloU (soft intersection-over-union), TD (target distribution), CE (categorical cross-entropy), DC dist. (Dirichlet-Categorial) and C dist. (Categorial distribution).

Finally, most state-of-the-art methods are not concerned with estimating the number of labels to be predicted (set cardinality). Instead, they care about evaluating their top-\( k \) predictions \([12, 57, 7, 49, 48]\), by manually fixing \( k \) for all samples, or apply a fixed threshold to label probabilities \([61, 5]\) (allowing for different number of images per sample). Only recently, multi-label classification has been explicitly addressed as a set prediction problem, where both labels and cardinality are predicted. This is the case of \([38, 39, 24]\), which model set cardinality as a categorical distribution, \([24]\), which learns class-specific probability thresholds, and \([52]\), which treats set prediction as a parameterized policy search problem.

### 3. Image-to-Set Prediction Methods

In image-to-set prediction, we are given a dataset of image and set of labels pairs, with the goal of learning to produce the correct set of labels given an image. The set of labels is an unordered collection of unique elements, which may have variable size. Let \( \mathcal{D} = \{d_i\}_{i=1}^N \) be a dictionary of labels of size \( N \), from which we can obtain the set of labels \( S \) for an image \( x \) by selecting \( K \geq 0 \) elements from \( \mathcal{D} \). If \( K = 0 \), no elements are selected and \( S = \{\}\); otherwise \( S = \{s_i\}_{i=1}^K \). Thus, our training data consists of \( M \) image and label pairs \( \{(x^{(i)}, S^{(i)})\}_{i=1}^M \).

Table 1 gives an overview of the image-to-set prediction models considered in this study. A comprehensive overview of set prediction models is out of the scope of this paper; we limit the scope of our study to approaches based on feed forward (FF) architectures as well as auto-regressive ones, since they are currently the state-of-the-art for this task. Overall, the models we consider can be categorized according to: (1) whether they model co-occurrences of elements in the set, and (2) whether they explicitly model set cardinality. All models are composed of an image representation module, followed by a set prediction module, which are stacked together and trained end-to-end.

### Image Representation.

We choose ResNet-50 \([14]\) as image encoder, initialized with pre-trained ImageNet \([40]\) weights, given its ubiquitous role in the literature. The encoder transforms an input image \( x \in \mathbb{R}^{W \times H \times 3} \) into a representation \( r = f_{\phi}(x) \) of dimensions \( w \times h \times 2048 \), where \( w \) and \( h \) are the width and height of the convolutional features, respectively.

### Set Prediction.

In this paper, we consider feed-forward and auto-regressive architectures for image-to-set prediction, which are described in the following subsections.

#### 3.1. Feed-forward Models

**Notation:** We represent \( S \) as a binary vector \( s \) of dimension \( N \), where \( s_i = 1 \) if \( s_i \in S \) and 0 otherwise \(^2\). The goal is to estimate the label probabilities \( \hat{s} \) from an image \( x \). Training data consists of \( M \) image and set pairs.

**Architectures:** Feed-forward models take image features \( r \) as input and output \( \hat{s} = g_\theta(r) \). These models are composed of (1) an optional \( 1 \times 1 \) convolutional block to change the feature dimensionality of the input features, (2) a global average pooling operation to collapse the spatial dimensions, and (3) one or more fully connected layers. Intermediate fully connected layers are followed by dropout, batch normalization and a ReLU non-linearity. The last fully connected layer serves as classifier, and thus, is followed by a sigmoid non-linearity to obtain the vector of estimated probabilities. The architecture used for all feed-forward models is depicted in Figure 2a.

**Loss functions:** The model’s parameters are trained by maximizing the following objective over the dataset:

\[
\arg\max_{\phi, \theta} \sum_{i=0}^{M} \log p(\hat{s}^{(i)} = s^{(i)} | x^{(i)}; \phi, \theta).
\]

where \( \phi \) and \( \theta \) are the image representation and set predictor parameters, respectively. Most state-of-the-art feed-forward methods assume independence among labels, factorizing \( p(s^{(i)} = s_j^{(i)} | x^{(i)}) \) as \( \sum_{j=0}^{N} \log p(s_j^{(i)} = s_j^{(i)} | x^{(i)}) \) and using binary cross-entropy (BCE) as training loss. However, the elements in the set are not necessarily independent. Therefore, we can borrow from the semantic segmentation literature and train the feed-forward set predictor with a soft structured prediction loss, such as the soft intersection-over-union (sIoU) \([10]\), in order to take into account dependencies among elements in the set. Alternatively, we can use the target distribution \( p(s^{(i)} | x^{(i)}) = s^{(i)}/\sum_j s_j^{(i)} \) \([12, 32]\) to model the joint distribution of set elements and train a model by minimizing the cross-entropy loss between
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\(^2\)Recall that \( N \) represents the size of the label dictionary.
$p(s^{(i)}|x^{(i)})$ and the model’s output distribution $p(\hat{s}^{(i)}|x^{(i)})$. Hereinafter, we refer to the feed-forward model trained with BCE as FF\textsubscript{BCE}, the one trained with sloU as FF\textsubscript{sloU}, and the one trained with target distribution as FF\textsubscript{TD}.

**Set cardinality:** Given the estimated probabilities $\hat{s}$ obtained with any of the aforementioned approaches, a set of labels $\hat{S}$ must be recovered. For both FF\textsubscript{BCE} and FF\textsubscript{sloU}, one simple solution is to apply a threshold $th$ to $\hat{s}$, keeping all labels for which $\hat{s}_i \geq th$. Typically, this threshold is set to 0.5. Nonetheless, in the case of the FF\textsubscript{TD}, we adopt the strategy of [41] and recover the label set by greedily sampling elements from a cumulative distribution of sorted output probabilities $p(\hat{s}^{(i)}|x^{(i)})$ and stop the sampling once the sum of probabilities of selected elements is above a threshold $th = 0.5$. Alternatively, the set cardinality $K$ may be explicitly predicted by the feed-forward model through a second output $\hat{K} = g_\theta(r)$, where $\hat{K}$ represents the categorical distribution over possible set cardinalities. At inference time, the top-$K$ labels with highest probability are included in the predicted set. For completeness, in our experiments we also use a variant of FF\textsubscript{BCE} where the set cardinality is modeled with Dirichlet-Categorization distribution, following the model described in [39].

**Empty set prediction:** Images with missing labels (i.e., $S = \{\}$) can be naturally handled by models that assume label independence (e.g. FF\textsubscript{BCE} and FF\textsubscript{sloU}, whose output is a probability distribution for each label). At inference time, the set cardinality is predicted implicitly by applying a threshold value $th$ to each output probability. The set cardinality can also be modeled explicitly (through a second output), where the output of cardinality 0 corresponds to empty set. From the feed-forward models considered, only FF\textsubscript{TD} cannot handle empty sets, since a vector with all zeros is not a valid (categorical) probability distribution.

### 3.2. Auto-regressive Models

**Notation:** When using auto-regressive models, we represent $S$ as a binary matrix $S$ of dimensions $K \times N$. We set $S_{i,j} = 1$ if label $d_j$ is selected at $i$-th position and 0 otherwise (in other words, each row in $S$ contains the one-hot-code representation of one label).

**Architectures:** We explore two auto-regressive architectures, namely a Long Short-Term Memory (LSTM) [15] with spatial attention-based model [31] and a transformer-based (TF) one [47]. Both LSTM and TF take image features $r$ as input and output $\hat{S} = g_\theta(r)$. These models are composed of (1) an optional $1 \times 1$ convolutional block to change the feature dimensionality of the input features, and (2) either a single LSTM layer (following [31]) or several transformer layers (following [47, 41]). The output layer of the model is used as classifier and has a softmax non-linearity. These models predict one element of the set at each time-step. The LSTM and Transformer architectures are depicted in Figures 2b and 2c, respectively.

**Loss functions:** In this scenario, the goal is to predict $\hat{S}$ from an image $x$ by maximizing the following objective.

$$\arg \max_{\phi, \theta} \sum_{i=0}^{M} \log p(\hat{s}^{(i)} = s^{(i)}|x^{(i)}; \phi, \theta), \quad (2)$$

To ensure that labels in $\hat{S}^{(i)}$ are selected without repetition, we force the pre-activation of $p(\hat{S}^{(i)}|x^{(i)}, S^{(j)}_{<k})$ to be $-\infty$ for all previously selected labels at time-steps $< k$. One characteristic of the formulation in Equation 2 is that it inherently penalizes for order, which might not necessarily be relevant for the set prediction task. In order to ignore the order in which labels are predicted, we employ the solution of [41] and aggregate the outputs across different time-steps by means of a max pooling operation. In this case, instead of minimizing the cross-entropy error at each time step, we minimize the BCE between the pooled predicted labels and the ground truth. Hereinafter, we refer to the LSTM and TF models trained with pooled time-steps as LSTM\textsubscript{set} and TF\textsubscript{set}, respectively. It is worth noting that, in all cases, at inference time, we directly sample from the auto-regressive predictor’s output.

**Set cardinality:** Most auto-regressive set predictors in the literature are not concerned with cardinality prediction, and predict a fixed number of elements by default [7, 48]. However, we argue that those models inherently have the mechanism to learn when to stop. Therefore, as commonly done in tasks such as image captioning and machine translation, we introduce an end-of-sequence eos token to the dictionary of labels, which has to be predicted in the last sequence step. Thus, in our case, the eos token’s role is to estimate the cardinality of the set. In the case of LSTM\textsubscript{set} and TF\textsubscript{set}, we learn the stopping criterion with an additional loss accounting for it. The eos loss is defined as the BCE loss between the predicted eos probability at all time-steps and the ground truth (represented as a unit step function, whose value is 0 for the time-steps corresponding to labels and 1 otherwise). In addition to that, we incorporate the cardinality $\ell_1$ penalty of [41]. In this last case, we weight the contribution of the eos-loss and cardinality penalty terms with hyperparameters $\lambda_{eos}$ and $\lambda_{CP}$, respectively.

**Empty set prediction:** We handle images with missing labels by setting the eos token as the first element to be predicted in the sequence.

### 4. Experiments

#### 4.1. Datasets and Metrics

We train and evaluate our models on five different image datasets, which provide multi-label annotations. The
Fig. 2: Set prediction architectures. (a) Feed-forward (FF), (b) LSTM and (c) Transformer. Dashed lines denote optional blocks.

dataset details are presented in Table 2, while the distribution of the training set cardinality is depicted in Figure 3.

Pascal VOC 2007 [11] is a popular benchmark for image classification, object detection and segmentation tasks. It is composed of 9963 images containing objects from 20 distinct categories. Images are divided in 2501, 2510 and 4952 for train, validation and test splits, respectively. We train with 90% of the trainval images, keeping 10% for validation. Models are evaluated on the test set, for which annotations have been released.

MS COCO 2014 [25] is a popular benchmark for object detection and segmentation on natural images, containing annotations for objects of 80 different categories. It is composed of 82783 images for training and 40504 for validation. Since evaluation on the test set can only be done through the benchmark server, which currently does not support the set prediction task, we use 10% of the training set for validation, and evaluate on the full validation set. Note that in our experiments we include images with no annotations as empty sets.

NUS-WIDE [8] is a web image database composed of 161 789 images for training and 107 859 for testing, annotated with 81 unique tags collected from Flickr. While VOC and MS COCO are annotated with visually grounded object tags (e.g. dog, train or person), NUS-WIDE includes a wider variety of tags referring to activities (e.g. wedding, soccer), scenes (e.g. snow, airport) and objects (e.g. car, computer, dog). As in COCO, this dataset includes images with empty sets annotations.

ADE20k [60] is a scene parsing dataset, containing 20210 training, 2000 validation samples, annotated with a dictionary of 150 labels. Since the test set server evaluation is not suited for image to set prediction, we use validation set as a test set and separate a new validation set from the training set. As a result we obtain 18 176, 2020 and 2000 images for train, validation and test splits, respectively.

| Dataset | VOC | COCO | NUS-WIDE | ADE20k | Recipe1M |
|--------|-----|-----|---------|-------|---------|
| Train  | 4509| 74503| 145 610| 18 176| 252 547|
| Val    | 502 | 8 280| 16 179 | 2 020 | 5 000  |
| Test   | 4 952| 40 504| 107 859| 2000 | 54 506 |

N = 20 80 81 150 1486

K = 1.57 2.91 1.56 4 7.99

$\mu = 0.77$ $\sigma = 1.84$

Table 2: Splits, dictionary size (N), and cardinality (K), reported as mean (std) for each dataset.

Recipe1M [42] composed of 1029 720 recipes scraped from cooking websites. The dataset is split in 720 639 training, 155 036 validation and 154 045 test samples, each containing a cooking recipe (from which we only use ingredients) and (optionally) images. In our experiments, we use only those samples containing images. Following [41], we pre-process the ingredient dictionary by (1) removing plurals, (2) clustering together ingredients that share the first or last two words, (3) merge ingredients sharing the first or last word, (4) removing infrequent ingredients (appearing less than 10 times), and (5) remove recipes with less than 2 ingredients. This procedure results in 1 486 unique ingredients and 252 547 training, 54 255 validation and 54 506 test samples. To speed up the training, we use 5 000 randomly chosen validation images.

Metrics. We evaluate all methods by means of F1 score calculated per-class (C-F1), per-image (I-F1) and overall (O-F1). Note that O-F1 and C-F1 are also commonly referred to as macro- and micro-F1, respectively.

4.2. Implementation details

We resize all images to 448 pixels in their shortest side, preserving aspect ratio, and take random crops of 448 × 448 for training. We randomly flip ($p = 0.5$), translate (within a range of ±10% of the image size on each axis) and rotate images (±10°) for data augmentation during training. All models are trained with the Adam optimizer [20] for a maximum of 200 epochs, or until early-stopping criterion is met (monitoring the O-F1 metric and using patience of 50 epochs for VOC and 10 epochs for the remaining datasets). All models are implemented with PyTorch 4 [35]. For autoregressive models, we train on two variants of annotations: (1) we keep the dataset order (e.g. LSTM and TF), and (2) we randomly shuffle the labels each time we load an image (e.g. LSTM_shuffle and TF_shuffle). Additional implementation details and final hyperparameter values for each of the models are provided in the supplementary material, together with the hyperparameters ranges considered and an analysis of the explored hyperparameter space.

4http://pytorch.org/
4.3. Model selection

To tune all model hyperparameters, we used HYPERBAND [22], a bandit-based algorithm that speeds up random search via an aggressive form of early-stopping called SUCCESSIVEHALVING [17]. In SUCCESSIVEHALVING, a set of $n$ different hyperparameter combinations is sampled, each of which is initially allowed to run using $r$ “resources” (e.g., training time, some number of epochs, size used for dataset subsampling). The best $n/\eta$ of these are kept (according to best O-F1 over validation set observed after using $r$ resources) and subsequently run with $\eta r$ resources, where $\eta$ is a parameter controlling the rate at which values are discarded; this elimination process is repeated until a single best configuration is chosen. However, since SUCCESSIVEHALVING might be too aggressive (i.e., it can discard potentially good configurations in early steps), HYPERBAND hedges by repeating the process multiple times. Each repetition—or “bracket”—uses different hyperparameters $n$ and resource limits $r$ to control the level of aggressiveness; moreover, these values are chosen so that the total resource usage across all runs in each bracket is approximately uniform. This approach has theoretical guarantees that don’t rely on strong assumptions about the function to be optimized (in our case best O-F1 over validation set). Moreover, it has been shown to result in substantial computational savings with respect to a random search that does not use SUCCESSIVEHALVING [22]. In our experiments, we used $\eta = 3$, and a maximum value of $r$ equal to $R = 600$, where each resource unit is equivalent to 0.15 training epochs for most datasets, rounding up when necessary (for VOC, equivalent to 0.2 epochs). This translates to roughly 410 hyperparameter configurations evaluated per model, and a maximum budget of 3,200 epochs (400 for VOC) for the complete tuning process (with at most 90 training epochs per model); note that we also used patience for monitoring the O-F1 metric during tuning, so this budget is an upper bound. We used the same random seed for all models instantiated during the tuning process.

4.4. Analysis

Set label prediction. Table 3 reports results for all models and datasets in terms of O-F1, C-F1 and I-F1 metrics. Note that each experiment was run with 5 different seeds (different from the one used for hyper-parameter selection), and thus we report the mean and standard deviation results of each model. Models appear following their average normalized O-F1 score over all datasets (O-F1 scores are normalized using the maximum O-F1 of the corresponding dataset). According to the ranking, auto-regressive models outperform feed-forward ones. This suggests that explicitly considering both label co-occurrences and set cardinality while training is favorable. Surprisingly, a well tuned very simple baseline (FF$_{\text{BCE}}$) achieves a reasonably high ranking, beating all other feed-forward models.

For VOC dataset, FF$_{\text{sIoU}}$ achieves the best performance among feed-forward models, reaching 87.19 O-F1, and closely followed by FF$_{\text{BCE}}$ (86.50 O-F1). Interestingly, their feed-forward counterparts predicting set cardinality achieve slightly worse performance. When it comes to auto-regressive set predictors, LSTM$_{\text{shuffle}}$ trained with shuffled labels achieves the best performance with an O-F1 score of 87.36, whereas the rest of these models obtain performances within 1.5 points of LSTM$_{\text{shuffle}}$. In the case of COCO dataset, LSTM$_{\text{shuffle}}$ is the best performing model (77.19 O-F1), followed by TF$_{\text{shuffle}}$ and TF. The best feed-forward model for this dataset is FF$_{\text{BCE}}$ (76.57 O-F1). Contrary to VOC, auto-regressive models generally outperform feed-forward ones on COCO and, once again, we observe a drop in performance when predicting cardinality in feed-forward models. In the case of NUS-WIDE, auto-regressive models (TF and LSTM) lead the results. It is worth noting that models trained to exploit the dataset order of labels perform better than those trained with shuffled ones. This is not surprising since the label’s order in NUS-WIDE is consistent across all data points (it follows alphabetical order). Similarly to COCO dataset, FF$_{\text{BCE}}$ is the best performing feed-forward model, and most of the feed-forward models which predict cardinality are among the least performing ones. When it comes to ADE20k, FF$_{\text{BCE}}$ achieves the best performance, with an O-F1 of 70.66 O-F1. In contrast to the previous datasets, endowing feed-forward models with a cardinality prediction path tends to have a rather neutral effect. Most auto-regressive models also exhibit good performance in this dataset. While FF$_{\text{BCE}}$ and LSTM perform comparably in terms of O-F1, LSTM reaches better C-F1 (48.67 vs 48.00) than FF$_{\text{BCE}}$. It is worth mentioning that, as in NUS-WIDE, label order is consistent across samples, and thus can be exploited. Finally, in Recipe1M, FF$_{\text{TD,C}}$ has the best overall performance (49.94). Predicting cardinality seems to help some feed-forward models in this dataset; this is the case of FF$_{\text{TD,C}}$ but also FF$_{\text{BCE,C}}$. Except for FF$_{\text{sIoU}}$ and FF$_{\text{sIoU,C}}$, explicitly taking advantage of class co-occurrences seems to be beneficial. We hypothesize that this is due to the nature of the dataset, which entails more abstract classes requiring reasoning beyond the merely visible. It is worth highlight-
Table 3: Results on VOC, COCO, NUS-WIDE, ADE20k and Recipe1M (test set). We report C-F1, O-F1 and I-F1 computed for each model. Models are trained 5 times using different random seeds. We report mean (std) for each metric, model and dataset. The models are ordered according to their average normalized O-F1 score computed over all five tested datasets. Note that FF_TD is not considered to obtain the mean ranking, since it is not used for datasets containing empty sets (COCO and NUS-WIDE).

| Rank | Model  | VOC O-F1 | VOC C-F1 | VOC I-F1 | COCO O-F1 | COCO C-F1 | COCO I-F1 | NUS-WIDE O-F1 | NUS-WIDE C-F1 | NUS-WIDE I-F1 | ADE20k O-F1 | ADE20k C-F1 | ADE20k I-F1 | Recipe1M O-F1 | Recipe1M C-F1 | Recipe1M I-F1 |
|------|--------|----------|----------|----------|-----------|-----------|----------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| 1    | TF_{shuffle} | 86.76    | 85.66    | 88.55    | 77.12     | 73.72     | 80.00    | 69.21        | 53.23        | 68.80        | 70.31        | 46.41        | 69.62        | 48.43       | 19.37        | 46.99        |
| 2    | TF     | 85.79    | 84.16    | 87.78    | 76.91     | 73.71     | 79.69    | 70.81        | 55.56        | 69.47        | 70.29        | 47.44        | 69.16        | 47.53       | 17.98        | 46.20        |
| 3    | LSTM   | 86.36    | 84.77    | 88.23    | 76.66     | 73.04     | 79.47    | 70.60        | 53.22        | 68.71        | 70.60        | 48.67        | 69.96        | 47.22       | 17.57        | 45.75        |
| 4    | LSTM_{shuffle} | 87.36    | 85.87    | 89.07    | 77.19     | 73.68     | 80.07    | 68.08        | 50.70        | 63.25        | 70.27        | 47.44        | 69.51        | 45.43       | 16.72        | 43.47        |
| 5    | LSTM_{fast} | 86.09    | 85.12    | 87.99    | 76.23     | 72.70     | 79.21    | 69.88        | 55.38        | 67.65        | 70.66        | 48.00        | 69.28        | 45.02       | 17.58        | 41.60        |
| 6    | FF_{BCE} | 86.50    | 85.22    | 88.36    | 76.57     | 72.80     | 78.67    | 69.92        | 53.32        | 56.29        | 70.65        | 46.04        | 69.93        | 42.96       | 14.31        | 40.83        |
| 7    | FF_{BCE,DC} | 85.74    | 83.97    | 87.88    | 75.95     | 71.86     | 77.98    | 68.39        | 52.38        | 55.59        | 70.65        | 48.04        | 69.93        | 49.94       | 18.92        | 48.48        |
| 8    | FF_{TD,C} | 84.79    | 83.57    | 87.03    | 70.93     | 68.83     | 69.73    | 68.79        | 47.97        | 49.98        | 69.39        | 48.31        | 68.49        | 49.94       | 18.92        | 48.48        |
| 9    | FF_{BCE,C} | 84.68    | 84.14    | 86.84    | 70.42     | 68.18     | 69.00    | 62.42        | 45.74        | 49.14        | 70.13        | 43.72        | 69.06        | 49.18       | 17.66        | 47.36        |
| 10   | TF_{fast} | 86.31    | 85.05    | 88.13    | 75.10     | 71.33     | 78.07    | 57.90        | 43.71        | 55.83        | 70.11        | 50.16        | 69.21        | 47.54       | 18.90        | 45.60        |
| 11   | FF_{shuffle} | 87.19    | 85.90    | 89.16    | 73.21     | 59.93     | 74.55    | 62.39        | 12.84        | 51.24        | 67.64        | 20.82        | 66.98        | 44.33       | 12.79        | 42.53        |
| 12   | FF_{shuffle,U} | 85.93    | 84.58    | 88.04    | 66.01     | 52.69     | 64.26    | 54.70        | 9.87         | 42.54        | 65.96        | 20.17        | 65.06        | 42.55       | 12.67        | 40.36        |
| -    | FF_{TD}  | 79.24    | 79.05    | 82.95    | 79.24     | 79.05     | 82.95    | -            | -            | -            | 64.74        | 39.33        | 64.69        | 47.85       | 18.34        | 47.90        |

Figure 4 presents the test O-F1 metric and cardinality error per image on each dataset (mean and 95% confidence interval). (b): O-F1 per dataset (mean and 95% confidence interval computed over 5 seeds). We compare the best models for each tested dataset as well as two standard feed-forward models FF_{BCE} and FF_{shuffle}.
Cardinality Prediction. We compare the best models for each dataset in terms of their performance under different set cardinalities (Figure 5). The x-axis represents the test set annotation cardinality, while y-axis reports the mean I-F1 that corresponds to each given cardinality value. As shown in the figure, predicting empty sets is hard, e.g. for Recipe1M there are 1486 possible labels. This performance drop can be attributed to either a higher set cardinality error or wrong label predictions. However, FFIOU and FBCE achieve top performance for certain datasets, they experience significant drops when drastically increasing the output dimensionality space (e.g. for Recipe1M there are 1486 possible labels). This performance drop can be attributed to either a higher set cardinality error or wrong label predictions. However, FFTDC seems to follow a slightly different trend, with improved performance for Recipe1M, the dataset with the largest output dimensionality; this model also achieves notably lower cardinality prediction error than the rest. Interestingly, the put dimensionality; this model also achieves notably lower performance for Recipe1M, the dataset with the largest out-

4.5. Comparison to state-of-the-art

In this subsection, we compare our best models to the state-of-the-art. Table 4 reports the results in terms of O-F1 for VOC, COCO and Recipe1M. Note that state-of-the-art results for NUS-WIDE ignore empty annotations and/or randomly rearrange their splits [6, 61, 24, 27, 29, 23, 57, 12], and thus are not comparable to the results presented in this study. Moreover, to the best of our knowledge, ADE20k has not been used for image-to-set of labels predictions in the past. As shown in the table, we are able to achieve state-of-the-art results in all 3 datasets, even though we challenge our models to predict both the correct labels and the correct set cardinality. This is not the case for the vast majority of methods evaluated on VOC and COCO. Moreover, a well tuned very simple baseline such as FFIBCE is able to out-perform previous state-of-the art, achieving 86.50 O-F1 on VOC and 76.57 on COCO, showcasing the importance of proper hyperparameter tuning.

5. Conclusion

In this work, we presented a comprehensive analysis of methods suitable for image-to-set prediction, evaluating their performance in 5 diverse datasets, using uniform set of metrics and budgets for hyperparameter tuning. Our work reviews the current landscape of image-to-set prediction, and helps elucidate the most promising directions for future research. Our analysis suggests that auto-regressive models are better choices than feed-forward models for the task, performing consistently well across all considered datasets. Moreover, we found that, by exploiting standard ideas of
one-to-many sequence models, we can inherently handle set cardinality prediction, label co-occurrences and images without annotations. Additionally, our work emphasizes the importance of thorough hyperparameter tuning, showing that even simple baselines can achieve close to state-of-the-art performance when properly tuned. Finally, we provide all source code, dataset splits and trained models, which can serve as valuable benchmarks to ground future research.
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6. Implementation Details

For hyperparameter tuning, we allowed Hyperband to sample values from a set of mutually independent categorical distributions, one for each hyperparameter. The hyperparameters considered for all models, and their possible values, are shown in Tables 5 and 6. The hyperparameter values corresponding to the best models found by Hyperband are shown in Tables 7-11.

7. Qualitative Results

Figure 6 includes examples of predicted label sets for images of each of the 5 datasets. Additionally, Figures 7-11 show qualitatively comparisons of models $FF_{BCE}$ and $TF_{shuffle}$ on all datasets. We chose these two models for comparison since: 1) $TF_{shuffle}$ is the first ranked model in terms of overall performance, and 2) $FF_{BCE}$ is the simplest baseline and also the highest ranked feed-forward model.

8. Order in label pairs

Figure 12 depicts the order in label pairs for each dataset. The x-axis is normalized for each dataset. For each label pair $(A, B)$, we compute the number of times that one label precedes the other. Then, we compute order $O = \max(a, b)/(a + b)$, where $a$ accounts for the number of times that $A$ precedes $B$ in the set (and vice versa for $b$). A value of $O = 0.5$ indicates no order (i.e. $A$ precedes $B$ as often as $B$ precedes $A$), and a value of 1.0 indicates total order ($A$ always precedes $B$, or vice versa). In the case of NUS-WIDE and ADE20k, labels always appear in the same order for all samples. For VOC, COCO and Recipe1M, while the plot reveals some degree of order for all label pairs (all values are above 0.5), most values are below 1.0, indicating that label order is not consistent across samples.

9. Capacity of Tuned Models

Figures 13-17 illustrates the capacity of the best models found during the tuning process; in particular, we show the capacity, in terms of base-10 log of the total number of parameters, for the best 10 hyperparameter configurations found for each model. One trend visible in these plots is that the improvement in performance of auto-regressive models cannot be solely explained by having a larger capacity. While this is true for LSTM-based models, which consistently performed better with the highest embedding size, transformer-based models generally performed better with lower capacities. In fact, these results suggest that, for transformer-based models, capacities below our considered range might have achieved better results. On the other hand, for the rest of the models considered, the capacity appears to be less correlated with overall performance.
Here, Table 7: Hyperparameter values chosen by Hyperband for VOC.

| Model       | $L_t$ | $L_f$ | embedding size | $n_{att}$ | $w_C$ | $\lambda_{cos}$ | $\lambda_{CP}$ | scale | dropout rate | weight decay |
|-------------|-------|-------|----------------|-----------|-------|-----------------|----------------|-------|--------------|--------------|
| TF          | 3     | –     | 512            | 8         | $10^{-4}$ | –               | –              | 0.1   | 0            | $10^{-4}$    |
| TF_shuffle  | 1     | –     | 512            | 8         | $10^{-4}$ | –               | –              | 0.1   | 0            | $10^{-4}$    |
| TF_set      | 3     | –     | 512            | 2         | $10^{-4}$ | 0.5             | $10^{-3}$ | 0.1   | 0.1          | $10^{-4}$    |
| LSTM        | –     | –     | 2048           | –         | $10^{-4}$ | –               | –              | 0.1   | 0.5          | $10^{-4}$    |
| LSTM_shuffle| –     | –     | 2048           | –         | $10^{-3}$ | –               | –              | 0.1   | 0.5          | $10^{-4}$    |
| LSTM_set    | –     | –     | 2048           | –         | $10^{-4}$ | 0.1             | 0.5            | 0     | 0            |              |
| FF_BCE      | –     | 0     | 2048           | –         | $10^{-3}$ | –               | –              | 0.1   | 0.3          | $10^{-4}$    |
| FF_BCE.C    | –     | 1     | 2048           | –         | $10^{-4}$ | 10^{-2}         | –              | 0.1   | 0            | $10^{-4}$    |
| FF_BCE,DC   | –     | 0     | 2048           | –         | $10^{-3}$ | 1               | –              | 10^{-2} | 0.3          | 0            |
| FF_sIoU     | –     | 2     | 2048           | –         | $10^{-4}$ | 10^{-2}         | –              | 0.1   | 0.1          | $10^{-4}$    |
| FF_sIoU.C   | –     | 2     | 2048           | –         | $10^{-4}$ | 10^{-2}         | –              | 0.1   | 0            | $10^{-4}$    |
| FF_TD       | –     | 3     | 512            | –         | $10^{-3}$ | –               | –              | 10^{-2} | 0            | 0            |
| FF_TD.C     | –     | 3     | 512            | –         | $10^{-4}$ | 0.1             | –              | 0.1   | 0            | $10^{-4}$    |

Table 7: Hyperparameter values chosen by Hyperband for VOC. Here, $w_C$ refers to the weight for the cardinality loss, $l_r$ to the learning rate, and scale refers to the ratio between the image encoder’s and set predictor’s learning rates.
Table 8: Hyperparameter values chosen by Hyperband for COCO. Here, $w_C$ refers to the weight for the cardinality loss, $l_r$ to the learning rate, and scale refers to the ratio between the image encoder’s and set predictor’s learning rates.

| Model          | $L_l$ | $L_f$ | embedding size | embedding size | $n_{att}$ | $l_r$ | $w_C$ | $\lambda_{cos}$ | $\lambda_{CP}$ | scale | dropout rate | weight decay |
|----------------|-------|-------|----------------|----------------|----------|-------|-------|----------------|----------------|-------|--------------|--------------|
| TF             | 3     | −     | 256            | 4              | $10^{-3}$ | −     | −     | −              | −              | $10^{-2}$ | 0.1           | $10^{-4}$     |
| TF_shuffle     | 3     | −     | 256            | 8              | $10^{-3}$ | −     | −     | −              | −              | $10^{-2}$ | 0             | 0             |
| TF_set         | 2     | −     | 512            | 2              | $10^{-4}$ | −     | 0.1   | 0              | $10^{-2}$     | 0.1               | 0             |
| LSTM           | −     | −     | 1024           | $10^{-3}$      | −         | −     | −     | −              | −              | $10^{-2}$ | 0.1           | $10^{-4}$     |
| LSTM_shuffle   | −     | −     | 2048           | −              | $10^{-4}$ | −     | −     | −              | −              | 0.1               | 0             |
| LSTM_set       | −     | −     | 2048           | −              | $10^{-4}$ | 0.1   | 1     | 0.1            | 0.1            | 0.5               | 0             |
| FF_BCE         | −     | 1     | 256            | $10^{-4}$      | −         | −     | −     | −              | −              | 0.1               | 0             |
| FF_BCE,C       | −     | 2     | 1024           | $10^{-4}$      | $10^{-2}$ | −     | −     | −              | 0.1            | 0.3               | 0             |
| FF_BCE,DC      | −     | 2     | 512            | $10^{-4}$      | 1         | −     | −     | 0.1            | 0.1            | 0.3               | 0             |
| FF_sIoU        | −     | 1     | 2048           | $10^{-4}$      | −         | −     | −     | −              | −              | 0.1               | 0             |
| FF_sIoU,C      | −     | 1     | 2048           | $10^{-4}$      | $10^{-2}$ | −     | −     | −              | 0.1            | 0.3               | 0             |
| FF_TD          | −     | 3     | 512            | $10^{-3}$      | −         | −     | −     | 10$^{-2}$      | 0              | 0.1               | 0             |
| FF_TD,C        | −     | 3     | 1024           | $10^{-4}$      | 0.1       | −     | −     | 0.1            | 0.1            | 0.3               | $10^{-4}$     |

Table 9: Hyperparameter values chosen by Hyperband for NUS-WIDE. Here, $w_C$ refers to the weight for the cardinality loss, $l_r$ to the learning rate, and scale refers to the ratio between the image encoder’s and set predictor’s learning rates.

| Model          | $L_l$ | $L_f$ | embedding size | embedding size | $n_{att}$ | $l_r$ | $w_C$ | $\lambda_{cos}$ | $\lambda_{CP}$ | scale | dropout rate | weight decay |
|----------------|-------|-------|----------------|----------------|----------|-------|-------|----------------|----------------|-------|--------------|--------------|
| TF             | 3     | −     | 256            | 4              | $10^{-3}$ | −     | −     | −              | −              | $10^{-2}$ | 0.1           | $10^{-4}$     |
| TF_shuffle     | 3     | −     | 256            | 8              | $10^{-3}$ | −     | −     | −              | −              | $10^{-2}$ | 0             | 0             |
| TF_set         | 3     | −     | 256            | 4              | $10^{-3}$ | $10^{-2}$ $10^{-2}$ | $10^{-2}$ | 0.1               | 0.3           | 0.3               | 0             |
| LSTM           | −     | −     | 1024           | $10^{-3}$      | −         | −     | −     | −              | −              | $10^{-2}$ | 0.1           | $10^{-4}$     |
| LSTM_shuffle   | −     | −     | 1024           | $10^{-3}$      | −         | −     | −     | −              | −              | $10^{-2}$ | 0.1           | $10^{-4}$     |
| LSTM_set       | −     | −     | 1024           | $10^{-3}$      | −         | −     | −     | −              | −              | $10^{-2}$ | 0.1           | $10^{-4}$     |
| FF_BCE         | −     | 0     | 512            | $10^{-3}$      | 0.1       | −     | −     | 0.1            | 0.1            | 0.3               | 0             |
| FF_BCE,C       | −     | 0     | 1024           | $10^{-3}$      | −         | −     | −     | −              | −              | 0.1               | 0             |
| FF_BCE,DC      | −     | 1     | 1024           | $10^{-4}$      | 1         | −     | −     | 0.1            | 0.1            | 0.3               | 0             |
| FF_sIoU        | −     | 1     | 2048           | $10^{-4}$      | −         | −     | −     | −              | −              | 0.1               | 0             |
| FF_sIoU,C      | −     | 1     | 1024           | $10^{-4}$      | $10^{-3}$ | −     | −     | −              | 0.1            | 0.3               | 0             |
| FF_TD          | −     | 2     | 2048           | $10^{-3}$      | −         | −     | −     | −              | −              | 0.1               | 0             |
| FF_TD,C        | −     | 3     | 2048           | $10^{-4}$      | 0.5       | −     | −     | 0.1            | 0.1            | 0.3               | $10^{-4}$     |
| Model     | $L_t$ | $L_f$ | embedding size | $n_{att}$ | $l_r$ | $w_C$ | $\lambda_{cos}$ | $\lambda_{CP}$ | scale | dropout rate | weight decay |
|-----------|-------|-------|----------------|-----------|------|-------|-----------------|----------------|-------|--------------|--------------|
| TF        | 1     | -     | 256            | 4         | $10^{-3}$ | -     | -               | -              | 0.1   | 0.1          | $10^{-4}$    |
| TF_shuffle| 2     | -     | 256            | 8         | $10^{-3}$ | -     | -               | -              | 0.1   | 0.1          | 0            |
| TF_set    | 3     | -     | 256            | 2         | $10^{-3}$ | -     | -               | $10^{-2}$      | 0.5   | 0            | $10^{-4}$    |
| LSTM      | -     | -     | 2048           | -         | $10^{-3}$ | -     | -               | -              | 0.1   | 0            | $10^{-4}$    |
| LSTM_shuffle| -  | -     | 2048           | -         | $10^{-3}$ | -     | -               | -              | 0.1   | 0            | 0            |
| LSTM_set  | -     | -     | 512            | -         | $10^{-3}$ | -     | -               | -              | 0.1   | 0            | 0            |
| FF BCE    | -     | 0     | 1024           | -         | $10^{-2}$ | -     | -               | -              | 0.1   | 0            | 0            |
| FF BCE,C  | -     | 0     | 2048           | -         | $10^{-3}$ | $10^{-2}$ | -     | -               | $10^{-2}$      | 0.1   | $10^{-4}$    |
| FF BCE,DC | -     | 3     | 2048           | -         | $10^{-4}$ | 1     | -               | -              | 0.1   | 0.1          | 0            |
| FF sIoU   | -     | 1     | 2048           | -         | $10^{-4}$ | -     | -               | -              | 0.1   | 0            | 0            |
| FF sIoU,C | -     | 1     | 2048           | -         | $10^{-4}$ | $10^{-3}$ | -     | -               | 0.1            | 0     | 0            |
| FF TD     | -     | 1     | 2048           | -         | $10^{-2}$ | -     | -               | -              | 0.1   | 0            | 0            |
| FF TD,C   | -     | 2     | 2048           | -         | $10^{-3}$ | $10^{-2}$ | -     | -               | 0.1            | 0     | 0            |

**Table 10:** Hyperparameter values chosen by Hyperband for ADE20k. Here, $w_C$ refers to the weight for the cardinality loss, $l_r$ to the learning rate, and scale refers to the ratio between the image encoder’s and set predictor’s learning rates.

| Model     | $L_t$ | $L_f$ | embedding size | $n_{att}$ | $l_r$ | $w_C$ | $\lambda_{cos}$ | $\lambda_{CP}$ | scale | dropout rate | weight decay |
|-----------|-------|-------|----------------|-----------|------|-------|-----------------|----------------|-------|--------------|--------------|
| TF        | 1     | -     | 2048           | 8         | $10^{-4}$ | -     | -               | -              | 0.1   | 0.3          | $10^{-4}$    |
| TF_shuffle| 2     | -     | 256            | 4         | $10^{-3}$ | -     | -               | -              | 0.1   | 0.1          | 0            |
| TF_set    | 2     | -     | 2048           | 8         | $10^{-4}$ | -     | $10^{-3}$ $10^{-3}$ | 0.1          | 0.5   | 0            | 0            |
| LSTM      | -     | -     | 2048           | -         | $10^{-4}$ | -     | -               | -              | 0.1   | 0.5          | $10^{-4}$    |
| LSTM_shuffle| -  | -     | 2048           | -         | $10^{-4}$ | -     | -               | -              | 0.1   | 0.1          | $10^{-4}$    |
| LSTM_set  | -     | -     | 256            | -         | $10^{-3}$ | -     | $10^{-3}$       | 0.1            | $10^{-2}$ | 0.1          | 0            |
| FF BCE    | -     | 2     | 2048           | -         | $10^{-3}$ | -     | -               | -              | $10^{-2}$ | 0            | 0            |
| FF BCE,C  | -     | 3     | 2048           | -         | $10^{-3}$ | $10^{-3}$ | -     | -               | $10^{-2}$      | 0.1   | 0            | 0            |
| FF BCE,DC | -     | 2     | 1024           | -         | $10^{-3}$ | 1     | -               | -              | $10^{-2}$ | 0.3          | 0            |
| FF sIoU   | -     | 1     | 2048           | -         | $10^{-4}$ | -     | -               | -              | 0.1   | 0.1          | 0            |
| FF sIoU,C | -     | 1     | 1024           | -         | $10^{-3}$ | 0.1   | -               | -              | $10^{-2}$ | 0            | 0            |
| FF TD     | -     | 3     | 1024           | -         | $10^{-4}$ | -     | -               | -              | 0.1   | 0            | $10^{-4}$    |
| FF TD,C   | -     | 2     | 2048           | -         | $10^{-3}$ | $10^{-3}$ | -     | -               | 0.1            | 0     | 0            |

**Table 11:** Hyperparameter values chosen by Hyperband for Recipe1M. Here, $w_C$ refers to the weight for the cardinality loss, $l_r$ to the learning rate, and scale refers to the ratio between the image encoder’s and set predictor’s learning rates.
Figure 6: Additional qualitative results. Each column includes 6 examples for each dataset. True positives, false positives and false negatives are highlighted in blue, red and black, respectively.

Figure 7: Qualitative comparison of models $\text{TF}^{\text{shuffle}}$ and $\text{FF}^{\text{BCE}}$ on VOC. Top row shows the 3 images where $\text{FF}^{\text{BCE}}$ got the most improvement on I-F1 over $\text{TF}^{\text{shuffle}}$. The bottom row shows the 3 images where the converse situation occurs.
Figure 8: Qualitative comparison of models $\text{TF}_{\text{shuffle}}$ and $\text{FF}_{\text{BCE}}$ on COCO. Top row shows the 3 images where $\text{FF}_{\text{BCE}}$ got the most improvement on I-F1 over $\text{TF}_{\text{shuffle}}$. The bottom row shows the 3 images where the converse situation occurs.

Figure 9: Qualitative comparison of models $\text{TF}_{\text{shuffle}}$ and $\text{FF}_{\text{BCE}}$ on NUS-WIDE. Top row shows the 3 images where $\text{FF}_{\text{BCE}}$ got the most improvement on I-F1 over $\text{TF}_{\text{shuffle}}$. The bottom row shows the 3 images where the converse situation occurs.
Figure 10: Qualitative comparison of models $\text{TF}_{\text{shuffle}}$ and $\text{FF}_{\text{BCE}}$ on ADE20k. Top row shows the 3 images where $\text{FF}_{\text{BCE}}$ got the most improvement on I-F1 over $\text{TF}_{\text{shuffle}}$. The bottom row shows the 3 images where the converse situation occurs.

Figure 11: Qualitative comparison of models $\text{TF}_{\text{shuffle}}$ and $\text{FF}_{\text{BCE}}$ on Recipe1M. Top row shows the 3 images where $\text{FF}_{\text{BCE}}$ got the most improvement on I-F1 over $\text{TF}_{\text{shuffle}}$. The bottom row shows the 3 images where the converse situation occurs.
Figure 12: Order in label pairs.

Figure 13: Capacity of best 10 models found by Hyperband, for each model class, in the VOC dataset. Each point corresponds to a combination of hyperparameter values, and the y-axis is the base-10 log of the total number of parameters. Grey rectangles represent the range of model capacities that was considered for a model during tuning. Color scale of the points represents best O-F1 over validation set. Within a box, models are shown in decreasing order of O-F1 score, from left to right.
Figure 14: Capacity of best 10 models found by Hyperband, for each model class, in the COCO dataset. Each point corresponds to a combination of hyperparameter values, and the y-axis is the base-10 log of the total number of parameters. Grey rectangles represent the range of model capacities that was considered for a model during tuning. Color scale of the points represents best O-F1 over validation set. Within a box, models are shown in decreasing order of O-F1 score, from left to right.

Figure 15: Capacity of best 10 models found by Hyperband, for each model class, in the NUS-WIDE dataset. Each point corresponds to a combination of hyperparameter values, and the y-axis is the base-10 log of the total number of parameters. Grey rectangles represent the range of model capacities that was considered for a model during tuning. Color scale of the points represents best O-F1 over validation set. Within a box, models are shown in decreasing order of O-F1 score, from left to right.
Figure 16: Capacity of best 10 models found by Hyperband, for each model class, in the ADE20k dataset. Each point corresponds to a combination of hyperparameter values, and the y-axis is the base-10 log of the total number of parameters. Grey rectangles represent the range of model capacities that was considered for a model during tuning. Color scale of the points represents best O-F1 over validation set. Within a box, models are shown in decreasing order of O-F1 score, from left to right.

Figure 17: Capacity of best 10 models found by Hyperband, for each model class, in the Recipe1M dataset. Each point corresponds to a combination of hyperparameter values, and the y-axis is the base-10 log of the total number of parameters. Grey rectangles represent the range of model capacities that was considered for a model during tuning. Color scale of the points represents best O-F1 over validation set. Within a box, models are shown in decreasing order of O-F1 score, from left to right.