Electronic transport in a shuttle with a discrete energy spectrum
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Abstract. We present a multiscale approach for a molecular nanoelectromechanical shuttle, which takes into account the discrete energy levels and realistic orbitals of a specific molecular system. We deploy a Cu_{13} cluster as a central island and describe the electrodes within the jellium model. The shuttling features are then examined for a wide spectrum of bias voltages. The microscopic data of the cluster are obtained with density functional theory (DFT) while the macroscopic part combines stochastic charge dynamics, based on the microscopically evaluated tunnelling rates, with Newtonian dynamics. We find four transport regimes within the analysed bias voltage interval: a blocked regime ($V_{\text{bias}} \leq 2$ V), a pure shuttling regime ($3 \leq V_{\text{bias}} \leq 4$ V), a mixed regime ($5 \leq V_{\text{bias}} \leq 6$ V) and a direct tunnelling regime ($V_{\text{bias}} \geq 7$ V). In the two latter cases, the shuttling motion leads to a reduced current as compared to an island with a fixed position. The transport characteristics are strongly coupled to the availability of energetically allowed channels and the system therefore depends strongly on the microscopic details and bias voltages. For the setup at hand, however, the shuttling transport of one electron is ubiquitous and stable for all but the blocked regime.
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1. Introduction

In line with the continuous development towards smaller and denser applications, the search for electronic components beyond the mesoscopic limit constitutes a major task for today’s research community [1, 2]. In particular, there is growing interest in hybrid technological solutions, combining molecular electronics with nanomechanics. In these devices, correlation between electronic and mechanical degrees of freedom enhances functionality, allowing for complex and efficient circuit designs [3]–[5]. In this paper we consider a nanoelectromechanical shuttle (NEMS shuttle) [6], which, in its simplest realization, consists of two electrodes and a mobile central island. Previous studies have shown that for a range of parameters the current in the system is greatly enhanced as a consequence of the coupling between the electronic and the vibrational degrees of freedom of the mobile component [7]. The mechanical energy for this shuttling motion arises from the electromechanical coupling, which results in a correlation between the velocity and charge of the central island so that \( \overset{\text{Q}}{\overset{\text{Z}}{\text{'}}} \neq 0 \), and no external driving forces are needed beyond the dc bias voltage [7].

A wide range of theoretical studies have addressed the NEMS shuttle. Due to the difficulties in combining the different length and time scales that are relevant to a molecular application, research has hitherto concentrated mainly on simplified quantum mechanical descriptions of microscopic shuttles [8]–[12] or phenomenological investigations of large metallic shuttles [6], [13]–[15], while the intermediate range has been left almost unchartered.

On the experimental side, the electromechanical shuttle in its simplest version has thus far been realized only in the macroscopic regime [16]. Electronic shuttling driven by an external mechanical force, however, has been achieved also on the nanoscale [17]. Whether it is possible or not to build a self-sustaining molecular shuttle remains an open question. Nevertheless, theoretical insights for this design can be used in many adjacent research fields. Also, many aspects of molecular electronics have reached remarkable refinement over recent years, continuously expanding the basis of experimental setups [18]–[20]. Indeed, during recent years, many circuits based on similar principles as the NEMS shuttle, such as nanotube-based relays, have been built and studied by many experimental groups [21]–[25].

The present work is a continuation of a previous study in which we analysed the effect of atomic orbitals and discrete eigenvalues on the shuttle properties [26] in the extreme microscopic limit where the shuttling object was a single atom. By implementing more efficient calculational methods and by introducing simplifying approximations, supported by results from our previous study [26], we now extend our results to a more realistic system where the shuttling island is a small metal cluster. We consider a range of bias voltages, and identify...
Figure 1. Setup. The electrodes consist of two semi-infinite jellium slabs ($r_s = 3a_0$). The electronic characteristics of the mobile cluster ($\text{Cu}_{13}$) are obtained with DFT. The cluster can move in the direction perpendicular to the electrode surfaces, and the bias voltage is chosen so that the left and right electrodes act as the source and drain, respectively. Note that the geometric surfaces $z_b$ and the effective surfaces $z_0$ are non-equivalent. The former represents the edges of the positive charge background whereas the latter is seen as the effective locations of the metal surfaces. All parameters used in the computations are calculated for the effective surface. The variables $L$ and $Z_c$ are the effective gap and the cluster centre-of-mass relative to the (left) electrode surface, respectively. The distance between the geometrical and effective surfaces is determined to be $\Delta z = 0.34$ Å. 

several transport regimes and behaviours. Our results offer insight into the complexity of the molecular shuttle.

We focus on the setup that is most favourable for a molecular shuttle, and consider only electrode–shuttle pairs that do not exhibit significant chemisorption. In this weak coupling approximation, the electronic structures of the shuttling cluster and the metal electrodes can be regarded as independent of each other and can be evaluated separately. The electronic structure of the shuttling cluster and its effective potential is computed with density functional theory (DFT), while transition probabilities are calculated with the transfer Hamiltonian method. Finally, coupling between the mechanical and charge degrees of freedom are handled by a dynamic Monte Carlo scheme. For the surface–cluster interactions, we use a Born–Mayer short-range repulsion and a classical image charge potential modified for close-range interactions.

The text is organized in three sections. In section 2, we present the model we use for the molecular shuttle. In section 3, we present our main findings for the physical observables, in particular discussing the $I–V$ characteristics and the properties of the shuttling motion. Finally, we summarize our observations in section 4.

2. Method

The shuttle system in this work consists of two electrodes and a mechanically active part as depicted in figure 1. Note that in contrast to e.g. [6], a mechanical restoring force is not
included. The electrodes are modelled as two semi-infinite (in the \( z \)-direction) jellium slabs with a 20 Å gap between their geometrical surfaces. The mobile part, a Cu\(_{13} \) cluster, is situated in the electrode gap and is free to move in the \( z \)-direction perpendicular to the electrode surfaces. In all instances, the intra-cluster atomic positions correspond to those in a relaxed neutral cluster, which has a highly symmetric icosahedral structure. The orientation of the cluster is chosen so that its highest symmetry axis coincides with the \( z \)-axis (see figure 1). This rigidity of the molecule is introduced in order to reduce computational complexity and increase overall method efficiency. However, it should be noted that non-centre-of-mass vibration-assisted electron transport has been shown to be of some importance for similar setups. A more quantitative approach should therefore also include intra-molecular degrees of freedom [27].

Our approach is based on well-established approximations such as the adiabatic approximation, weak coupling between the electrodes and the central island and the treatment of the cluster as a classical particle [7]. The weak coupling allows us to regard the electrons as being localized either on the leads or on the cluster. The electrons in the different subsystems (the cluster and the electrodes) are considered to be in equilibria and the transitions between leads and cluster are regarded as instantaneous. Key molecular features, such as the effective potential and electronic structure, are obtained numerically from the ground-state DFT calculations. (We use the plane-wave DFT code DaCapo with a PW91 exchange correlation functional.) For simplicity, we consider a system operating at zero temperature.

Previous studies have shown that, except for cluster positions very close to the leads, first-order perturbation theory adequately describes the influence of the electrodes on a qualitative level [26], supporting the assumption of weak coupling. Accordingly, the full system Kohn–Sham eigenvalues and wave functions can be written as

\[
\epsilon_j(Z_c) = \epsilon_{j}^{\text{DFT}} + \langle \psi_j^{\text{DFT}} | v_{\text{pert}}(r; Z_c) | \psi_j^{\text{DFT}} \rangle
\]

and

\[
\psi_j = \psi_j^{\text{DFT}},
\]

respectively, where \( v_{\text{pert}} \) is a change in the one-electron potential for the cluster due to the vicinity of the metal electrode, and \( \epsilon_{j}^{\text{DFT}} \) and \( \psi_j^{\text{DFT}} \) are the Kohn–Sham eigenvalues and orbitals for an isolated cluster. The subscript \( j \) denotes the orbital and \( Z_c \) is the centre-of-mass position of the cluster. The electronic structure calculations for the cluster and electrodes can thus be separated and the number of DFT simulations is reduced to one for each integer charge state of the isolated cluster.

The perturbation potential comprises the bias voltage and Coulomb forces from the induced surface charges on the electrodes. Short-range Pauli repulsion, which is a many-body effect, is included in the forces but not in the one-electron perturbation potential. The implementation of van der Waals forces and chemisorption are outside the scope of this work. The former gives a small contribution compared to other system interactions and the latter violates the assumption of weak coupling.

The one-electron perturbation potential for \( z_L^0 < z < z_R^0 \) is given by

\[
v_{\text{pert}}(r) = \frac{e}{4\pi \epsilon_0} \sum_{i=1}^{N} \rho_i(r') \left( \frac{1 - \exp[-\lambda(z' - z_L^0)]}{|r - r'_L|} + \frac{1 - \exp[-\lambda(z_R^0 - z')]}{|r - r'_R|} \right) \, \text{d}r' - \frac{Q e}{4\pi \epsilon_0} \left[ \frac{1}{2L} \left( \psi \left( \frac{Z_c}{L} \right) + \psi \left( 1 - \frac{Z_c}{L} \right) + 2\gamma \right) + \frac{L}{2Z_c(L - Z_c)} \right] + e \, V_{\text{bias}} \left( \frac{z}{L} - \frac{1}{2} \right),
\]
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where

\[ \rho_i(r) = Q_i \delta(r - r_i) - Q_e \left( \frac{\beta}{\pi} \right)^{3/2} \exp\left[-(r - r_i)^2 \beta\right]. \]  

(4)

The first term in (3) is the potential due to the first order of images of the atoms on both sides of the gap. The sum is over the number of atoms, \(N\), and \(r_{iU/R}\) is the location of the image charge. Near the electrode surface the image potential deviates from its classical (divergent) form, and a damping factor \((1 - \exp[-\lambda(z^* - z_0)])\) is introduced following [28]. The two parameters \(\lambda = 1.6 \text{Å}^{-1}\) and \(z_0 = 0.34 \text{Å}\) have been determined by fitting the effective potentials in [29] to the one-electron image potential suggested in [28]. The parameter \(z_0\) can be associated with the effective surface of the jellium slab for the image charge and electrical field calculations [30].

The electron distribution around each nucleus, (4), is approximated by a Gaussian, with the width parameter \(\beta = 1/2\sigma^2\) determined by fitting the electron density of DFT calculations of single Cu atoms to a Gaussian distribution. The effective nuclear charge as seen by the valence electrons is \(Q_v = 11e\), while \(Q_e = Q_v - Q/N\) is the valence electron charge on the copper atoms and \(Q\) is the net charge on the cluster.

The first part of the second line in (3) is the image potential contribution from the higher order terms in the image charge expansion, i.e. images of images. To simplify the calculations, we approximate the higher order terms that arise from image charge quite far from the cluster by their values at the centre-of-mass of the cluster. This allows their closed form expression in terms of the digamma function \(\psi(z)\). The symbol \(\gamma\) denotes Euler’s constant and \(L\) is the effective gap. The final term in (3) is due to the external DC bias voltage. Inside the electrodes, \(z < z_0^L\) and \(z > z_0^R\), the perturbation potential is modified to balance the long-range Coulomb forces from the cluster, giving a total of zero potential (plus bias voltage). The eigenvalue corrections are calculated for a set of centre-of-mass cluster positions, while values for intermediate locations are determined by linear interpolation.

Data concerning the electrodes are extrapolated from a jellium model with Wigner–Seitz radius equal to 3\(a_0\). For parameters beyond the jellium model, such as lattice constants and electrode atom sizes, we use the properties of gold.

In the weak coupling limit, transition rates can be calculated with the transfer Hamiltonian method [31, 32]. Since we consider only lowest order perturbative effects, the two electrode–cluster barriers are treated separately. For the left electrode, the Hamiltonian is

\[ \mathcal{H} = \begin{cases} \mathcal{H}_g, & z > z_0, \\ \mathcal{H}_e, & z < z_0, \end{cases} \]  

(5)

where \(\mathcal{H}_g\) is the Hamiltonian for the free cluster and \(\mathcal{H}_e\) is the Hamiltonian for a free-standing electrode. The corresponding transition rate for one cluster orbital is

\[ \Gamma_j = \frac{V}{(2\pi)^3} \int \frac{2\pi}{\hbar} d\mathbf{k} \langle \psi_j | V_g - V_e | \psi_k \rangle^2 \delta \left( -V_0 + \frac{\hbar^2 k^2}{2m} - \epsilon_j \right). \]  

(6)

In (6), the expectation value is taken over the effective gap. The occupation of orbital \(j\) is \(n_j\), while \(V_g\) and \(V_e\) are the potentials associated with \(\mathcal{H}_g\) and \(\mathcal{H}_e\), respectively. The electronic electrode–vacuum barrier is \(V_0\). The electrode wave functions \(\psi_k\) (\(k\) denotes the wave vector) are calculated using a semi-infinite square potential [33].

Due to the complexity of (6), it is computationally inefficient to repeat the calculation of \(\Gamma_j\) for every cluster position. Instead we use the phenomenological relation \(\Gamma_j = \Gamma_0 \exp[-z/\Lambda]\) [34]. The parameters \(\Lambda\) and \(\Gamma_0\) are determined for each orbital \(j\) by computing (6) for two
different cluster positions. The total transition rate is found by summing over all energetically allowed orbitals for a position \( Z_c \). A number of low-energy unoccupied Kohn–Sham states are included in the summation. These are regarded as excited states of the system [35], and give rise to several channels for the tunnelling of charge onto the cluster.

The mechanical path of the cluster is described with a dynamic Monte Carlo scheme where each simulation gives one possible trajectory \( \{ Q(t), r(t) \} \). The time evolution of the cluster charge \( Q(t) \) is determined by stochastic tunnelling events with tunnelling rates that depend on the position and charge of the cluster. The time evolution of the cluster position \( r(t) \) is determined by the forces acting on the cluster which include interactions with induced surface charges, short-range repulsion and a dissipation source. The first of these forces are calculated through \( F_{\text{int}}(Z_c) = \partial W / \partial Z_c \), where \( W \) is the electrostatic energy deduced from the image potential used in (3) and integrated over the charge distribution of (4). The electrostatic energy from the left lead is thus

\[
W_L = \frac{1}{4\pi\varepsilon_0} \sum_{i=1}^{N} \sum_{i'=1}^{N'} \left( -\frac{1}{2} \int_{\mathbb{R}^2} \rho_i(r_i) \rho_{i'}(r_{i'}) \left( 1 - e^{-\lambda z_{i'}} \right) \, dr_i \, dr_{i'} \right) + \frac{1}{2} V_{\text{h.o.}}(Z_c),
\]

where the last term \( V_{\text{h.o.}}(Z_c) \) is the electrostatic potential due to the higher order terms in the image charge expansion.

For the short-range repulsion we use a Born–Mayer potential. Integrating over the electrode surface and summing over the cluster atoms gives

\[
F_{\text{rep}}(Z_c) = \sum_{i=1}^{N} A_i b_i \left\{ e^{-h z_i} + \frac{4\pi z_i}{b_i a^2} \exp \left[ -b_i \left( z_i^2 + \frac{a^2}{2\pi} \right)^{1/2} \right] \right\}.
\]

The above equation is derived by treating the surface as a continuum except for one atom coinciding with the axis of motion of atom \( i \). We do this to maximize wall repulsion, consequently minimizing the coupling between the systems. The pair-potential-specific Born–Mayer parameters \( A_i \) and \( b_i \) are calculated consistently with [36] for the gold–copper interaction. Lattice spacing, \( a \), is taken from a (100) fcc gold crystal surface.

Dissipation is necessary for the stability of shuttling. For a many-atom specimen impinging on the surface, in the expected range of velocities, phononic emission dissipation dominates loss processes [37]. We employ a simple model of phonon emission, which captures many of the qualitative features of a real system. We model the electrode surface as a mass on a spring and couple it to the cluster motion following standard mechanical analysis (see figure 2). We use the equations

\[
\begin{align*}
\begin{cases}
\dot{m} \ddot{Z}_c &= F_{\text{tot}}(Z_c) + F_{\text{diss}}(Z_c; Z_{\text{surf}}) \Theta(-\dot{Z}_c F_{\text{diss}}), \\
M(T) \ddot{Z}_{\text{surf}} &= -M(T) \dot{Z}_{\text{surf}} - k Z_{\text{surf}} - F_{\text{tot}}(\Delta Z),
\end{cases}
\end{align*}
\]

where the first row of (9) describes the cluster motion and the second equation relates to the surface motion. The variable \( F_{\text{diss}} \) corresponds to the first-order dissipative force on the cluster, \( F_{\text{diss}} = Z_{\text{surf}} \partial F_{\text{tot}} / \partial \Delta Z \). The parameter \( \Delta Z \) is the distance between the surface and the cluster. The right-hand side of the cluster equation of motion is a first-order Taylor expansion of the total force around the zero displacement of the surface, \( Z_{\text{surf}} = 0 \). An Heaviside function \( \Theta(z) \) multiplies the second term in order to prevent energy transfer from the electrodes back to the cluster. This suppression of phononic back-action is motivated by assuming that the emitted phonons thermalize quickly on the time scale of the shuttle motion; since we consider the zero-temperature limit, there are no thermally activated phonons in the electrodes. The effective mass
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Figure 2. A simple phenomenological model for dissipation through energy transfer from the cluster to phonon excitations in the electrodes. The outermost surface layer is treated as a mass connected to the bulk with a spring. Due to the short range of cluster–electrode interactions, the mass is a function of the surface–cluster distance. The cluster and surface interact through a short-range repulsion term and a modified image charge potential.

of the mobile part of the surface, \( M \) in the second equation, is a function of the cluster–surface distance due to the finite range of the cluster–surface interactions, while \( k \) is the spring constant for the single gold atoms that make up the electrodes. The methods we have used to calculate these surface parameters are presented in [26] and will not be discussed here. In contrast to viscous damping, often used in more phenomenological studies, the damping in our model is explicitly attributed to surface–cluster interactions, and is most effective when the cluster is near the electrode surface. Note that the intra-cluster vibrational degrees of freedom not included in this work can play a significant part in energy transfer from the centre-of-mass translational motion.

3. Results

In accordance with Coulomb blockade arguments, the energies of specific orbitals grow linearly with the number of electrons on the system, in a similar fashion for all occupied orbitals. The relative distribution of the occupied eigenvalues within a charge state therefore changes only marginally. For the less bonded excited states, however, the width of the eigenvalue distribution decreases with an increasing number of electrons, as shown in figure 3. This generates an asymmetry between positively and negatively charged clusters. Another asymmetry in the charge spectra is due to the perturbative image potential in (3). Since the potential is repulsive for \( Q > 0 \) and attractive for \( Q < 0 \), the eigenvalues as functions of the cluster position behave differently for positive and negative charges. Finally, the energies of the Kohn–Sham orbitals are distributed in more or less dense bands, so that a small change in the external potential can cause the opening or closing of a large number of transport channels. This sensitivity together with the aforementioned charge asymmetries are the main contributors to the versatility of the system characteristics. These features are typically seen neither in the extreme quantum limit of
Figure 3. The Kohn–Sham eigenvalues as a function of cluster charge. While the relative positions of the occupied states (filled bars) change little with charge, the width of the distribution of the unoccupied states (unfilled bars) decreases as the number of electrons increases. The unoccupied states represent possible excitations and are used as transport channels for electrons tunnelling from the electrodes to the cluster.

A few electron levels in the mechanically active element, nor in the case of macroscopic metallic grains, but are a typical mesoscopic phenomenon.

The form of the wave functions also plays an important role in the system characteristics. Atypical orbitals that extend far from the atomic nuclei along the $z$-axis can give a significant contribution to the transition rates even when the cluster’s centre-of-mass is far from the surface. The activation of such a level can change the system properties substantially in comparison to a somewhat smaller or larger bias voltage in which the specific level is energetically unavailable. Consequently, an interesting feature of the system is a significant probability for long-distance tunnelling. In the left half, specifically for $Q = 1e$ (for larger biases also for $Q = 0e$), a large number of excited states fall below the chemical potential $\mu_R$ of the right electrode, and are therefore available for electrons tunnelling into the cluster from the right. These orbitals are intrinsically quite extended and therefore give a considerable possibility of a charge transfer event when energetically allowed. A similar but weaker effect takes place in the right half, where for $Q = -1e$ the occupied states are very high above $\mu_L$. The highest occupied orbital (HOMO) is considerably extended in the $z$-direction, resulting in a substantial transition probability also far from the left electrode. This is an example of how the detailed characteristics of the electronic structure can determine the traits of the entire system, showing the importance of atomistic modelling of each specific experimental system. The main transition rates and their dependence on charge and position are given in figure 4.

An important feature of the system is the very low probability for transitions to charge states $Q = \pm 2e$. These transitions are often energetically allowed, even for small voltages, but in fact, even for $V_{bias} = 7$ V, there is at least an order of magnitude higher probability of transferring...
Figure 4. Transition rates as a function of cluster position and bias voltage. (a) The transition rate from the drain to the cluster for $Q = 1e \rightarrow Q = 0e$. As the bias voltage increases, more and more channels become energetically available for transport. (b) Transition rates from the cluster to the source for $Q = 0e \rightarrow Q = 1e$. Very close to the electrodes the repulsion allows a large number of occupied states to exceed $\mu_L$. For $V_{\text{bias}} = 1$ V the transition is energetically blocked for almost all cluster positions. The centre-of-mass island position, $Z$, is measured from the left geometrical surface $z_b$.

Figure 5. For forces on the cluster, $V_{\text{bias}} = 0$. The forces include short-range repulsion and interaction with image charges. Note the deeper potential well for the positive cluster.

to $Q = 0e$ before reaching $Q = -2e$ for all island locations so that the highly charged states are dynamically rather than energetically blocked. For lower bias voltages this difference is several orders of magnitude. Transitions to $Q = 2e$ are seen first at $V_{\text{bias}} = 8$ V. Due to the much higher probability of reaching charge neutrality, the number of higher charge events are so few as to be qualitatively negligible for the considered range of bias voltages.
Figure 6. Four regimes of transport. The figures show the time evolutions of the cluster’s position (lower graph) and the corresponding cluster charge (upper graph) for representative Monte Carlo trajectories at different bias voltages. (a) $V_{\text{bias}} = 2\ V$, the blocked shuttling regime. The evenly distributed thin peaks in the charge graph correspond to quick double tunnelling events to and from the left electrode which do not contribute to the current. Instead, the infrequent broader peaks, due to sporadic shuttling events, result in a small, noisy current through the system. The frequency of the shuttling motion visibly drops off during periods without shuttling events due to dissipative processes near the electrodes. (b) $V_{\text{bias}} = 4\ V$, the pure shuttling regime. A steady transport of one electron per cycle. Both the charge and the position of the cluster exhibit clear periodic shuttling. (c) $V_{\text{bias}} = 6\ V$, a mixed regime. For an interval close to the right lead, the cluster acts as a bridge for electron tunnelling between the leads ($Q = -1e \leftrightarrow Q = 0e$). Nevertheless, the shuttling motion is very stable and the shuttling transport from the previous regime is continuously upheld. The contribution from the bridging events that involve tunnelling over long distances increases current fluctuations. (d) The direct tunnelling regime, $V_{\text{bias}} = 7\ V$. A second interval where the cluster acts like an effective bridge opens up in the left part of the gap. Higher charge states ($Q = -2e$) are possible but uncommon and of little relevance for the transport properties. The motion is still stable, except for small, localized variations not seen in the previous regimes. The ubiquitous shuttle transport is present but contributes negligibly to the total current. Instead, the number of charges transferred per revolution varies significantly. Interestingly, in the mixed and direct tunnelling regimes, the shuttling motion reduces the total current through the system as compared with a fixed cluster located in one of the bridging positions.
Figure 7. $I$–$V$ characteristics. The current is calculated for each cluster cycle and the averages are marked in the graph. The inset shows the relative noise for the different bias voltages. Note the remarkable current stability of the pure shuttling regime ($V_{bias} = 3$ V and 4 V).

The force on the central island shows an image charge potential well followed by a sharp repulsion as the cluster closes in on the surface (see figure 5). The attractive well is somewhat sharper for positive island charges. This is partly due to their more compact form deferring the effects of the repulsion, but there is also a contribution from the dispersion of electrons as compared to the point-like localization of the nuclei, decreasing the interaction between the surface and the negative charge. As a consequence, a more shallow potential well is formed for negative $Q$ while the positive charge well deepens. However, these effects are more pronounced only for island charges $|Q| \geq 2e$, and are therefore of little concern for the Cu$_{13}$ setup.

For the chosen nanogap geometry and the investigated range of bias voltages, we identify four separate transport regimes. The differences in paths and transfer characteristics are presented in figure 6. In the first regime, $1 \text{ V} \leq V_{bias} \leq 2$ V, the cluster moves back and forth in the potential well, ‘bouncing off’ the short-range repulsion close to the leads. The current is predominantly zero, but sporadic shuttling events, in the case of $V_{bias} = 2$ V, result in an occasional transport of charge through the system. For all higher bias voltages, one positive charge ($Q = 0e \leftrightarrow Q = 1e$) is shuttled for every revolution. The second regime, $3 \text{ V} \leq V_{bias} \leq 4$ V, represents an (almost) pure shuttling regime with minimal current fluctuation. In this regime, the mesoscopic shuttle behaves very much like the phenomenological models predict [7]. In the third regime, $5 \text{ V} \leq V_{bias} \leq 6$ V, a large part of the electronic transport involves a negatively charged state of the cluster, $Q = 0e \leftrightarrow Q = -1e$. For these events, both charging and de-charging takes place in the right half of the gap. Rather than carrying charge mechanically across the gap, the cluster divides the gap between the electrodes into two shorter segments, effectively operating as a bridge. The number of tunnelling events varies significantly from revolution to revolution, introducing a substantial amount of noise into the system. It is worth noticing that the noise mainly affects the current, while the fluctuations in the mechanical...
motion are extremely small. For the fourth regime, $V_{\text{bias}} \geq 7$ V, a similar bridging process appears also in the left half of the gap. For this regime, non-shuttling transitions dominate transport. Fluctuations in current are large while the mechanical motion start to show some, if still small, variations. This kind of direct tunnelling is a feature of the nanoscopic gap size we use in our setup. Even though larger gaps can be used in theoretical studies to focus on the shuttling process, nanoscale gaps are closer to the experimental reality of molecular electronics [38]. The $I–V$ characteristics and number of electrons transferred per cycle are given in figures 7 and 8.

Except for small variations in the highest and lowest regime, the mechanical motion is impressively stable. For $3 \leq V_{\text{bias}} \leq 7$ V the median amplitudes are nearly identical, showing only a minuscule increase with bias voltage ($A \approx 11.4$ Å with an offset of 0.1 Å towards the right lead). This implies that the location of the turning point is more determined by the sharpness of the short-range repulsion than an effect of the bias voltage acting on the system charge. The oscillation period, instead, varies noticeably also within the Monte Carlo paths ($T \sim 4$ ps): the current increases due to increasing frequency of the mechanical motion rather than due to larger number of charges transported per cycle. Even though the overall trend shows a clear decrease in period as the bias voltage increases, the period is very sensitive to the amount of time the island stays charged during a revolution. Since the latter time scale is strongly dependent on the exact features of the transition rates, it is difficult to make a quantitative prediction about the period from one bias voltage to another.

While the ubiquitous stability of motion also has a stabilizing effect on the current, a minimum of charge transport is needed in order to balance dissipation and stabilize the motion, as can be seen in figure 6(a).

**Figure 8.** The distribution of electrons transferred per shuttle cycle for the first three regimes. The one electron bar denotes a pure shuttling process. More than one event is generally indicative of a region for which the central island acts as a bridge and the shuttling motion reduces the current as compared to a stationary structure.
4. Conclusions

Many of the predictions of more phenomenological studies have proved valid also for the mesoscopic system at hand, in particular in the pure shuttling regime. Central features such as the limitation of charge on the system and the charge dependence of the eigenvalues seem to be comprehensively explained by classical Coulomb blockade arguments, although we find that sometimes states that would be energetically allowed are dynamically blocked by more probable transitions. We find that the self-sustaining shuttling motion is ubiquitous for all but the lowest voltages. From $V_{\text{bias}} = 3$ V to 6 V, a stable shuttling regime develops, where electron shuttling plays a more (low biases) or less (high biases) important role in the transport of charges through the system. However, for the highest voltages, the cluster works more effectively as a bridge than a shuttle; hence, in this regime, the shuttle motion reduces the current that is dominated by bridging events, cf [39]. In experimental implementations, further complications may arise through effects that are beyond the weak coupling approximation such as chemisorption, or more complicated cluster–surface interactions. Such effects are likely to be quite geometry and materials specific, and were not the focus of our study.

The key mechanism of the electronic transport is the energetic availability of transfer channels as a function of position and charge. This dependence renders the system extremely sensitive to small changes in the energetics—potential landscape, applied voltages and electronic spectrum. Together with the complexity of molecular spectra and surface interactions, this sensitivity implies that microscopic energetics must be carefully considered when analysing charge transport in a molecular shuttle system. The details of the electronic structure manifest themselves in, for instance, an asymmetric behaviour of the shuttle system, both in charge and position. Experimental observation of shuttling in this simplest implementation is therefore quite challenging as the shuttling phenomena are sensitive to the details of the system and the shuttle current may be dominated by other current carrying mechanisms. The same technique applied to a single Cu-atom also yields a stable shuttling regime for small voltages above the critical voltage and a noisy regime for higher bias voltages. The atomic high-noise regime, however, is due to other phenomena than the direct tunnelling regimes of the cluster shuttle [40]. This again implies a strong dependence of transport on setup details.

The mechanical motion, on the other hand, shows surprising stability, with almost identical amplitude for all voltages. Specifically the latter is due to the sharpness of the short-range repulsion potential, determining the turning points almost independently of the kinetic energy of the shuttle. Again, a precise treatment of cluster–electrode interactions is fundamental for a precise description of the shuttle. Since the regular mechanical motion persists even when the total current is dominated by other mechanisms, it may be advisable to search for shuttling phenomena using probes that are more directly sensitive to the mechanical motion rather than the overall current.
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