Abstract—The face is often used as a feature of human biometrics which can be categorized as unique. This makes the face image as one of the unique fields that can be used as a key field in the detection of image-based personal information. In the process of verifying the attendance of lectures manually through signature detection, it is still possible for counterfeiting and requires a long time. This condition can be anticipated through verification of college attendance using face detection. The conditions during lectures that affect the accuracy of face detection include students changing seat positions, variations in face poses, classroom lighting and the distance of the camera to the object. This requires a method to improve detection accuracy so that college attendance verification has a high level of validation. The method used in this study is face recognition through matching similarity of shapes, colors and textures. Shape feature extraction using invariant moments, color feature extraction using color moments and texture feature extraction using statistical textures. In this study a lecture attendance verification model was developed through the recognition of many faces in the classroom or lecture hall using a stereo vision camera. The test produces a system that has a detection accuracy level that supports verification of the presence of valid lectures. By using a variety of seating positions, variations in poses, variations in illumination brightness (illumination) and variations in the distance of the camera with the object. Matching testing results achieved an accuracy of more than 75%.
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I. INTRODUCTION

Technology can replace humans in carrying out routine activities with low error rates and is difficult to manipulate because the machine will carry out their duties in accordance with the instructions given. This will support the success of work that requires a high level of honesty such as verification of college attendance. The use of manual presence in college attendance is not safe against manipulation of attendance levels in attending lectures and requires special time to sign.

Biometric characteristics in humans have advantages and disadvantages in its application. The use of face image as the verification key was chosen because the face is a human biometric characteristic that is classified as unique or not the same even if it is born twins. Face detection system is one of the fields of Image Processing and Computer Vision that is currently being developed. This science is the development of a system that approaches the visual system in the human eye. In the face detection system, facial image recognition can be carried out on a still image or a moving recording called a video [2]. Research on facial recognition based on facial symmetry patterns using two-dimensional face images as training images [3]. In this research, a facial image reconstruction with a frontal position through the process of centering and division of the image into two equal parts, namely half the left face image and half the right face image. The reversing process is carried out on one of the facial images and subsequently averaged over the merging of the left image and the right image. The test uses a benchmark database from the Yale database and AR database, but it also compares it with a 3D database from MU-2 stereo imaging from technologies Ltd. (Atlanta, GA). The research shows that facial recognition techniques used are able to work well with each method used. The recognition accuracy reaches a high percentage at the frontal face position or 0° angle. This study did not do a test that discusses the variation of illumination, variations in the distance of the camera with the object and variations in the position of the object.

Some research on face image recognition and verification that has been done still uses a single face image input in the sense of not using a lot of face images in a video recording. In addition, also has not used a stereo vision camera as an input image capture media. The study also has not measured accuracy in variations of illumination, variations in the distance of the camera with the object and variations in the position of the object. Accuracy measurement functions to test and determine a reliable model in the verification process. The lecture attendance verification system through the recognition of many facial images in the classroom built in this study is a verification system that has an accuracy of more than 95% recognition and is reliable for variations in illumination, pose variations, variations in camera distance with objects and variations in object positions. Changes or variations caused by light, pose, and position and distance of student seating will change at each lecture meeting.

II. RELATED WORK

A. Image Acquisition

In the first year of research, image capture was carried out using a camera with 12 Megapixel specifications. The resulting face images have different expressions. Examples of data used in this test can be seen in Table 3.1.
B. Content Based Image Retrieval (CBIR)

Some similar studies relating to image-based image retrieval based on CBIR (Content Based Image Retrieval) using the image feature weighting method include image search using a combination of color features and weighted texture feature vectors [1]. In this research, measurement of image retrieval accuracy has been carried out using Manhattan as a measurement of similarity distance. Weighting 0.1 and 0.2 in color and texture features produces the highest retrieval accuracy.

Search by weighting the texture features using DCT (Discrete Cosine Transform) has also been carried out for CBIR-based image search [8]. The value of the feature will be the weight coefficient of the image that will be used as a basis for searching. Image indexing based on the co-occurrence matrix weighted color feature, results in relatively high search accuracy values [9]. In this research, the weighting of color and indexing feature values is based on the similarity of diagonal and non-diagonal elements.

Preprocessing is the stage of improving image quality before feature extraction with the aim of increasing the accuracy of the image feature extraction results. There are differences in preprocessing in the form feature extraction with the color and texture feature extraction. The difference in preprocessing is to get a quality image before feature extraction. This system has a different preprocessing stage, there are:

C. Preprocessing

1) Preprocessing Shape Features.

a) Resize: The size of the image will affect the length of feature extraction time, the smaller the size, the faster the computation of feature extraction.

b) Grayscale: Especially in calculating the features of color elements are not taken into account, so that the image is changed to grayscale so that the computation process becomes faster.

Fig. 1. Preprocessing Stages of Shape Features, (a) Grayscale Image, (b) Resize

2) Preprocessing color features and texture features.

a) Resize: The larger the image size, the longer the extraction time, so that the resize stage is needed to speed up the computation process. At this stage the image is resized to 200 x 200 pixels.

b) Grayscale: Grayscale preprocessing is done for texture feature extraction so that the texture is more visible, while grayscale color feature extraction is not done because the color value that will be taken into account.

c) Histogram Equalization: At this stage histogram leveling is done so that the image quality becomes more contrasted to get the value of quality color and texture features. Histogram leveling results can be seen in Fig. 2 and Fig. 3.

Fig. 2. Comparison of images before and after the histogram process, (a) Original Image, (b) Image of Histogram Equalization (HE)

Fig. 3. Comparison of histograms, (a) Original Image Histogram, (b) Image Histogram of HE Results

D. Feature Extraction of Shape, Color and Texture

Extraction is carried out on all three features with the following stages:

a) Shape Feature Extraction: Shape feature extraction is done using the invariant moment method. This method is used because it is not susceptible to image changes caused by Rotation, Scale and Translation (RST) [8]. The diversity of face images through shape features are shown in Fig. 4. The result of shape feature extraction in Fig. 5 are seven invariant moment values as in Table II. The seven values represent the shape features of each image in the form of numbers. Testing is done to prove that invariant moment is not susceptible to RST (Rotate-Scale-Translation).

Fig. 4. Diversity of face images with various shapes and types (a) Boxed female image, (b) Female oval image, (c) Male oval image (d) Male square image, (e) Triangle Male image

Fig. 5. Invariant moment feature extraction, (a) Female Boxed image, (b) Female oval image, (c) Male oval image, (d) Male square image, (e) Triangle Male image
Fig. 5. RST face images, (a) Original Image, (b) Translated, (c) Scaled by one-half, (d) Mirrored, (e) Rotated by 45°, (f) Rotated by 90°

TABLE II RESULT OF FEATURE EXTRACTION USING INVARIANT MOMENT

| Moment | Original | Rotate 90° | Scaled by one-half | Translated |
|--------|----------|------------|--------------------|------------|
| M1     | 3.13E-04 | 2.24E-04   | 3.15E-04           | 2.42E-04   |
| M2     | 4.74E-06 | 6.75E-08   | 4.74E-07           | 2.94E-07   |
| M3     | 8.43E-11 | 4.47E-12   | 8.43E-10           | 2.78E-14   |
| M4     | 7.23E-11 | 5.69E-12   | 7.11E-11           | 7.37E-14   |
| M5     | 4.83E-22 | 2.34E-24   | 4.69E-22           | -2.05E-28  |
| M6     | 2.43E-13 | 2.54E-11   | 2.55E-15           | -2.10E-18  |
| M7     | 3.65E-22 | 1.79E-24   | 3.85E-24           | -4.86E-32  |

From the seven feature values above, it can be seen that the moment value 4, 5, 6 and 7 is the moment value which is relatively consistent with the difference in the value of the moment which is relatively small or less than 2 with the existence of rotate, scale and translation. Examples of the results of feature feature extraction in the asset image are shown in Table III.

TABLE III VALUE FEATURES OF FACE IMAGE SHAPES.

| M1     | M2     | M3     | M4     | M5     | M6     | M7     |
|--------|--------|--------|--------|--------|--------|--------|
| 3.48538472 | 0.61889364 | 0.003499 | 0.01303667 | 0.00354173 | 0.00106971 | 0.00316022 |
| 2.68538502 | 0.01398080 | 0.00337031 | 2.35038334 | 5.99036601 | 1.63100638 | 3.3056724 |
| 3.85618303 | 1.06095323 | 1.3533181 | 1.03237620 | 1.00000000 | 0.92700602 | -0.97421513 |
| 2.15338731 | 0.53276485 | 3.27564108 | 0.29938216 | 0.91313901 | 0.53488850 | -0.083348 |
| 2.47225956 | 0.08913204 | 0.2590939 | 2.9037052 | 2.95808166 | 1.37058486 | -0.556924 |
| 2.63773587 | 1.23950949 | 0.55238434 | 2.58964464 | 5.99090633 | 2.94020685 | 2.0647390 |
| 3.00584390 | 0.72765906 | 0.2509482 | 0.15010163 | 0.04848495 | 0.15371054 | -0.09872508 |
| 3.52658895 | 3.29406133 | 2.12895 | 1.74037818 | 2.95120236 | 2.00328668 | -0.35216753 |
| 1.45000939 | 0.58874534 | 0.0524699 | 0.01303667 | 0.00947725 | 0.00366777 | 0.0039303 |

From the seven feature values above, it can be seen that the moment value 4, 5, 6 and 7 is the moment value which is relatively consistent with the difference in the value of the moment which is relatively small or less than 2 with the existence of rotate, scale and translation. Examples of the results of feature feature extraction in the asset image are shown in Table III.

From the seven feature values above, it can be seen that the moment value 4, 5, 6 and 7 is the moment value which is relatively consistent with the difference in the value of the moment which is relatively small or less than 2 with the existence of rotate, scale and translation. Examples of the results of feature feature extraction in the asset image are shown in Table III.

Table III shows that the value of the shape feature components has a long range of values between two moment value and another moment value in one image. This shows the dominance between the components of the moment value. This dominance can result in no other moment playing a role in determining the accuracy of similarity or it can be said that a component of little value has a small role in determining the accuracy of an image’s similarity. To eliminate the dominance between the value of the feature, normalization of the feature value is done in the next step.

b) Color Feature Extraction: Preprocessing with histogram equalization in Figure 3 produces a more contrasting image. The image is an input image for color feature extraction. The extraction method used is the color moment. This method is able to distinguish images based on color features [11].

c) Texture Feature Extraction: Texture is the regularity of certain patterns formed from the arrangement of pixels in an image. Texture value can be used as one of the variables for image similarity measurement.

d) Normalization Feature: Normalization is important to group the ranges or intervals of different feature values in the same scale with smaller ranges. Normalization is carried out to give the same weight to different feature values from the extraction results. Normalization in this study uses equation (1).

\[
D'(i) = \frac{D(i) - \min(D)}{\max(D) - \min(D)}
\]  

where \(D'(i)\) is the normalized i value feature, \(D(i)\) is the i value feature before normalized, \(\min(D)\) is the minimum value of each feature and \(\max(D)\) is the maximum value each feature.

e) Feature weighting: The weighting of the different feature values in this study was used for retrieval accuracy analysis. Weighting varying feature values will result in different levels of accuracy of the retrieval.

E. K-Mean Clustering

The use of clustering in this study aims to speed up the retrieval process. K-Means is a clustering technique using centroid (cluster center point) to represent a cluster [5]. In addition, K-Means is able to group large data quickly [4].

F. Measurement of Similarity

Measurement of query image similarity with database image uses the euclidean distance concept and is done only in one cluster. Measurement of similarity using equation (2) using eleven dimensions or features are three shape features including the invariant moment values of 3, 5 and 7, then 3 color features using Hue values and 5 texture features namely smoothness, standard deviation, skewness, uniformity and entropy.

\[
D(Q,M) = \sqrt{\sum (Q_n - M_n)^2}
\]  

Where \(Q_n\) and \(M_n\) are features of the query image and database image in the nth dimension. The results of the similarity calculation are sorted so that the similarity value near zero has the highest level of similarity.
G. Retrieval Akuration

Retrieval accuracy measurements on images before and after weighting and clustering are done using equation (3).

\[
AK = \frac{AR}{AS} \times 100\%
\]

(3)

AR (Actual Relevant): the amount of data deemed relevant by the user. AS (Actual Search): the amount of data retrieved by the system.

III. METHOD

In this research, a lecture attendance verification model was developed using a stereo vision camera. The use of the camera is to anticipate differences in seating position, face poses, lighting variations and the distance of the camera to the object at each lecture meeting. The use of face image database for college participants is matched with the recording of lectures in the lecture hall attended by students as lecturers. Students in attending lectures do not always sit in the same position or seat, they tend to change seats in each meeting. So are the pose, lighting and distance of the object with the camera at each lecture meeting also changes. It is necessary to measure the level of accuracy of attendance verification so that the verification model has an optimal level of accuracy.

The tools used in this study are equipment in the form of hardware and software. The hardware used is a stereo vision camera, a computer with 8GB RAM specifications, 1 TB of memory and a printer equipped with a scanner. The software used for this research is the operating system Windows XP, C #, OpenCV, Mathlab 2012 and Visual Studio 2010. In a number of studies that have been carried out above, no one has used a combination of feature weighting and clustering methods based on shape, color and texture features for the CBIR-based image search process. In this research, image retrieval has been carried out with the research stages shown in Fig. 6.

![Fig. 6. Overview of Image Search Search Stages](image)

IV. RESULT AND DISCUSSION

A. Retrieval Results

Retrieval testing is done with variations in the number of clusters and variations in the percentage of feature weights. The results of the test with 50% weighting for shape feature weight, 30% color feature weight and 20% texture feature weight with 10 cluster variations are shown in Fig. 7.

![Fig. 7. Retrieval Using the Weight of Shape, Color and Texture (0.5,0.3 and 0.2)](image)

Retrieval testing is done with variations in the number of clusters and variations in the percentage of feature weights. The results of the test with 50% weighting for shape feature weight, 30% color feature weight and 20% texture feature weight with 10 cluster variations are shown in Fig. 7. Fig. 7 shows the results of retrieval ranking of similarities 1 to 5 from the face image database. Tests with weighting variations and variations in the number of clusters will produce different retrieval output on the same data.

B. Before Clustering

Retrieval accuracy analysis at this stage uses a face image database before clustering with weighting variations in shape, color and texture features. The accuracy value of the retrieval results with the same feature weights and varying feature weights can be seen in Table IV.

| Table IV. Percentage of Retrieval Accuracy with Same Feature Weight and Variable Feature Weight in Face Image Database |
|---------------------------------------------------------------|
| Image of Name | Equal Weighted | W2 W3 W4 W5 |
| 11 | 75.5% | 78.5% | 86.7% | 84.3% | 61.3% |
| 12 | 74.6% | 79% | 87% | 83.8% | 60.6% |
| 13 | 75.0% | 79.4% | 87.1% | 83.3% | 60% |
| 14 | 76.9% | 79.1% | 87.5% | 86.7% | 59.3% |
| 15 | 75.6% | 78.7% | 86.6% | 84.3% | 60.6% |
| 16 | 75% | 78.5% | 86.3% | 84% | 60% |
| 17 | 75.7% | 79.4% | 86.6% | 83.8% | 59.3% |
| 18 | 74.8% | 78.6% | 87.3% | 83.3% | 60.6% |
| 19 | 74.8% | 79.5% | 86% | 84% | 61.3% |
| 20 | 75.3% | 79.2% | 87.3% | 84.3% | 60.6% |

Table IV shows that the retrieval accuracy with the variation of W2 produces the highest average accuracy and the variation of the weight of the W4 produces the lowest accuracy. Retrieval accuracy graphs with the same feature...
weights and feature weights vary in the image database before clustering are shown in Fig. 8.

Fig. 8. Retrieval Accuracy Graph with Same and Variable Feature Weighting Before Clustering in the Face Image Database

From Fig. 8, it is shown that the variation in W2 weights yields the highest retrieval accuracy compared to other weight variations.

C. After Clustering

Grouping based on similarity will further narrow the search space for image data information so that it will shorten retrieval time and improve retrieval accuracy. Retrieval accuracy with variations in weights and number of clusters can be seen in Table V.

TABLE V. PERCENTAGE OF RETRIEVAL ACCURACY WITH VARIATION IN FEATURE WEIGHT AND VARIATION IN NUMBER OF CLUSTERS

| Number of Clusters | Same Weight | W1  | W2  | W3  | W4  |
|--------------------|-------------|-----|-----|-----|-----|
| 3                  | 72.55%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 4                  | 72.67%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 5                  | 72.55%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 6                  | 72.67%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 7                  | 72.67%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 8                  | 72.67%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 9                  | 72.67%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 10                 | 72.67%      | 75.59% | 92.07% | 82.38% | 63.33% |
| 11                 | 74.19%      | 76.15% | 93.55% | 84%  | 66.23% |
| 12                 | 74.19%      | 76.15% | 93.55% | 84%  | 66.23% |
| 13                 | 74.19%      | 76.15% | 93.55% | 84%  | 66.23% |
| 14                 | 74.19%      | 76.15% | 93.55% | 84%  | 66.23% |
| 15                 | 74.19%      | 76.15% | 93.55% | 84%  | 66.23% |

From Table V shows that the weighting variation of W2 with a weight of 50% of the shape features, 30% of the color features and 20% of the texture features and variations in the number of clusters 10 results in the highest retrieval accuracy of more than 95%. While the weighting variation of W4 with 30% of the weight of the shape features, 50% of the weight of the color features and 20% of the weight of the texture features with variations in the number of clusters 3 results in the lowest accuracy which is less than 64%. Retrieval accuracy graphs in the face image database using the same and varied feature weights namely W1, W2, W3 and W4 with variations in the number of clusters ranging from 3 to 15 can be seen in Fig. 9.

V. CONCLUSIONS

In testing the retrieval accuracy of feature values before and after the normalization of feature values shows that there is a change in the percentage of retrieval accuracy in normalized image data. The difference in the number of clusters in the image database has a significant effect on the time to search for CBIR-based information in this case using office face data as training and testing data.

D. Attendance Database Design

The use of face detection systems for attendance lectures are built using attendance databases that have 10 tables in them, there are: login tables, face training, photos, students, attendance, minutes, classes, courses, lecturers, and schedules. When the lecturer starts to open the attendance system, the system asks the user to fill in a category from the user, the username that is filled in with nip or the username that has been created and the password. In the future, when taking photos in lectures for attendance systems do face testing by matching face training data for which the photo data has been stored in the face training table. Photos of the faces of each student will be detected by a camera that leads to their faces and displays the attendance link that is connected to the attendance table. The attendance table is linked to the official news table allowing the user to check the attendance of students who attend the lecture meeting at that time by checking their details. The news table seen in Fig. 10 linked to the schedule allows the user to know the classes and courses that are taking place, the capable lecturer.

Fig. 10. Database Design
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