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Abstract. We give a definition of the topological local Laplace transformation for a
Stokes-filtered local system on the complex affine line and we compute in a topological
way the Stokes data of the Laplace transform of a differential system of elementary
type.
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1. Introduction

1.1. Riemann-Hilbert correspondence and Laplace transformation

Let \( M \) be a holonomic \( \mathbb{C}[t][\partial_t] \)-module and let \( \tilde{M} \) be its Laplace transform, which is
a holonomic \( \mathbb{C}[\tau'][\partial_{\tau'}] \)-module through the correspondence \( \tau' = \partial_t \) and \( t = -\partial_{\tau'} \), that
is, given by the kernel \( \exp(-t\tau') \). According to the Riemann-Hilbert correspondence
as stated by Deligne (see \cite{Del07}, \cite{Mal91} and \cite{Sab13a} Chap. 5), the holonomic
\( \mathbb{C}[t][\partial_t] \)-module \( M \) corresponds to a Stokes-\perverse sheaf on the projective line \( \mathbb{P}^1 \)
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with affine coordinate \( t \), which is a Stokes-filtered local system in the neighbourhood of \( t = \infty \). Similarly, \( \hat{M} \) corresponds to a Stokes-perverse sheaf on \( \mathbb{P}^1_\mathbb{C} \), which is a Stokes-filtered local system in the neighbourhood of \( \tau' = \infty \). In the following, we will denote by \( \tau \) the coordinate of \( \mathbb{P}^1_\mathbb{C} \), centered at \( \infty \) such that \( \tau = \frac{1}{\tau'} \) on \( \mathbb{P}^1_\mathbb{C} \setminus \{0, \infty\} \), and we continue to set \( \infty = \{\tau = 0\} \). The topological Laplace transformation is the corresponding transformation at the level of the categories of Stokes-perverse sheaves.

We will use results of [Moc14] to make clear its definition. A topological Laplace transformation can also be defined in the setting of enhanced ind-sheaves considered in [DKT13], which corresponds, through the Riemann-Hilbert correspondence of loc. cit., to the Laplace transformation of holonomic \( \mathcal{D} \)-modules (see also [KS14]).

1.2. Riemann-Hilbert correspondence and local Laplace transformation

In this article, we will consider the local Laplace transformation \( \mathcal{F}^{(0, \infty)} \) from the category of finite dimensional \( \mathbb{C}[[\tau]] \)-vector spaces with connection to that of finite dimensional \( \mathbb{C}[[\tau]] \)-vector spaces with connection. It is defined as follows. A finite dimensional \( \mathbb{C}[[\tau]] \)-vector space with connection \( M \) can be extended in a unique way as a holonomic \( \mathbb{C}[\tau]/(\partial_{\tau}) \)-module \( \hat{M} \) with a regular singularity at infinity and no other singularity at finite distance than \( t = 0 \). Then \( \mathcal{F}^{(0, \infty)}(\hat{M}) \) is by definition the germ \( \hat{M}_\infty \) of \( \hat{M} \) at \( \infty := \{\tau' = \infty\} \). We will regard \( \mathcal{F}^{(0, \infty)}(M) \) as a \( \mathbb{C}[[\tau]] \)-vector space with connection. It is well-known that \( \hat{M} \) has at most a regular singularity at \( \tau' = 0 \) and no other singularity at finite distance. Therefore, giving \( \mathcal{F}^{(0, \infty)}(M) \) is equivalent to giving the localized module \( \mathbb{C}[[\tau', \tau']^{-1}] \otimes_{\mathbb{C}[[\tau]]} \hat{M} \).

The Deligne-Riemann-Hilbert correspondence associates to \( M \) a Stokes-filtered local system \( (\mathcal{L}, \mathcal{L}_e) \) on \( S^1_{\tau=0} \) (the circle with coordinate arg \( t \)). Similarly, we will denote by \( \mathcal{F}^{(0, \infty)}(\mathcal{L}, \mathcal{L}_e) \) the Stokes-filtered local system on \( S^1_{\tau=0} \) associated with \( \mathcal{F}^{(0, \infty)}(\hat{M}) \). In this setting, we will address the following questions:

- To make explicit the topological local Laplace transformation functor \( \mathcal{F}^{(0, \infty)} \).
- To use this topological definition to compute, in some examples, the Stokes structure of \( \mathcal{F}^{(0, \infty)}(M) \) in terms of that of \( \hat{M} \).

1.3. Statement of the results

The first goal will be achieved in §3. As for the second one, we will restrict to the family of examples consisting of elementary meromorphic connections, denoted by El(\( \rho, -\varphi, \mathcal{R} \)) in [Sab08]. Namely, \( \rho : u \mapsto t = u^p \) is a ramification of order \( p \) of the variable \( t \), \( \varphi \) is a polynomial in \( u^{-1} \) without constant term, and \( \mathcal{R} \) is a finite dimensional \( \mathbb{C}[[u]] \)-vector space with a regular connection.

Setting \( \mathcal{E}^{-\varphi} = (\mathbb{C}[[u]], d - d\varphi) \), we define

\[
\mathcal{M} = \text{El}(\rho, -\varphi, \mathcal{R}) := \rho_+(\mathcal{E}^{-\varphi} \otimes \mathcal{R}).
\]

If we extend \( \mathcal{R} \) as a free \( \mathbb{C}[u, u^{-1}] \)-module \( R \) of finite rank with a connection having a regular singularity at \( u = 0 \) and \( u = \infty \) and no other singularity, and set \( E^{-\varphi} = (\mathbb{C}[u, u^{-1}], d - d\varphi) \), the extension \( M \) of \( \mathcal{M} \) considered above is nothing but the free \( \mathbb{C}[t, t^{-1}] \)-module with connection

\[
M = \text{El}(\rho, -\varphi, R) := \rho_+(E^{-\varphi} \otimes R).
\]
Let $q$ be the pole order of $\varphi$. We also encode $R$ as a pair $(V,T)$ of a vector space with an automorphism (the formal monodromy). We call $\varphi$ the exponential factor of $\rho^+M$ and set $\text{Exp} = \text{Exp}(\rho^+M) = \{\varphi\}$.

**Assumption 1.3.1.** We will assume in this article that $p, q$ are coprime.

By the stationary phase formula of \cite{Fan09, Sab08} the formal Levelt-Turrittin type of the local Laplace transform $\mathcal{T}^{(0,\infty)}(M)$ is that of $\El(\hat{\rho}, -\hat{\varphi}, \hat{R})$, where

- the ramification $\hat{\rho} : \eta \mapsto \tau$ has order $\hat{\rho} := p + q$, i.e., $\hat{\rho} \in \eta^{p+q}(c(\rho, \varphi) + \eta C(\eta))$
- for some nonzero constant $c(\rho, \varphi)$; writing $\rho$ and $\varphi$ in the $\eta$ variable, it is expressed as $\hat{\rho}(\eta) = -\rho'(\eta)/\varphi'(\eta)$;
- the exponential factor $\hat{\varphi}(\eta) = \varphi(\eta) - \varphi'(\eta)p(\eta)/\rho'(\eta)$ has pole order $q$;
- the regular part $\hat{R}$ corresponds to the pair $(\hat{V}, \hat{T}) = (V, (-1)^qT)$.

Our goal is then to compute explicitly the Stokes structure of the non-ramified meromorphic connection $\hat{\rho}^+\mathcal{T}^{(0,\infty)}(M)$, which is usually non trivial. It is of pure level $q$. Stokes structures of pure level $q$ can be represented in various ways by generalized monodromy data. We make use of the following description (see Section 2.2 for details).

To the formal data attached to $\hat{\rho}^+\mathcal{T}^{(0,\infty)}(M)$, which consist of the family $\hat{\text{Exp}} := \text{Exp}(\hat{\rho}^+\mathcal{T}^{(0,\infty)}(M)) = \{\hat{\varphi}_\zeta(\eta) \mid \zeta \in \mu_{p+q}\}$ ($\mu_n$ is the group of $n$-th roots of unity and $\hat{\varphi}_\zeta = \hat{\varphi}(\zeta \eta(1+o(\eta)))$ and the pair $(\oplus_{\zeta \in \mu_{p+q}} V, \oplus_{\zeta \in \mu_{p+q}} (-1)^qT)$, we add:

- the choice of a generic argument $\theta_0 \in S_{q=0}$, giving rise to a total ordering of the set $\text{Exp}$, hence an order preserving numbering $\{0,\ldots, p+q-1\}$ $\simeq \mu_{p+q}$;

- a set of unramified linear Stokes data $((L_\ell), (S_\ell^{q+1}), (FL_\ell))_{\ell=0,\ldots,2q-1}$ of pure level $q$, which consists of

  - a family $(L_\ell)_{\ell=0,\ldots,2q-1}$ consisting of $2q$ $\mathbb{C}$-vector spaces,
  - isomorphisms $S_\ell^{q+1} : L_\ell \xrightarrow{\sim} L_{\ell+1}$,
  - for each $\mu \in \{0,\ldots, q-1\}$, a finite exhaustive\(^{(1)}\) increasing filtration $F_\mu L_\mu$ (resp. decreasing filtration $F^+\ell_{2\mu+1}$) indexed by $\{0,\ldots, p+q-1\}$, with the property that the filtrations are mutually opposite with respect to the isomorphisms $S_\ell^{q+1}$, i.e., for any $\mu \in \{0,\ldots, q-1\}$:

$$
L_{2\mu} = \bigoplus_{k=0}^{p+q-1} (F_k L_{2\mu} \cap S_{2\mu-1}^{2\mu}(F_k L_{2\mu-1})),
$$

$$
L_{2\mu+1} = \bigoplus_{k=0}^{p+q-1} (F_k L_{2\mu+1} \cap S_{2\mu}^{2\mu+1}(F_k L_{2\mu})),
$$

with the convention that $L_{-1} = L_{2q-1}$.

---

\(^{(1)}\)We say that an increasing filtration $F_\mu L$ indexed by a totally ordered finite set $O$ is exhaustive if $F_{\max} O L = L$. We then set $F_{<\min} O L = 0$. For a decreasing filtration, we have $F_{\min} O L = L$ and we set $F_{>\max} O L = 0$. 

Note that the opposite filtrations induce uniquely determined splittings, that is, filtered isomorphisms

\[
\begin{align*}
\tau_{2\mu} : L_{2\mu} &\to \text{gr}^F L_{2\mu} := \bigoplus_{k=0}^{p+q-1} \text{gr}_k^F L_{2\mu}, \\
\tau_{2\mu+1} : L_{2\mu+1} &\to \text{gr}^F L_{2\mu+1} := \bigoplus_{k=0}^{p+q-1} \text{gr}_k^F L_{2\mu+1},
\end{align*}
\]

where the right hand side carries its natural increasing (resp. decreasing) filtration. The resulting isomorphisms \(\Sigma_{\ell+1}^1 := \tau_{\ell+1} \circ S_{\ell+1}^1 \circ \tau_{1-}^F : \text{gr}_F L_\ell \to \text{gr}_F L_{\ell+1}\) are upper/lower block triangular – depending on the parity of \(\ell\) – and their blocks \((S_{\ell+1}^1)_{i,j}\) on the diagonal are isomorphisms. These matrices are commonly called the Stokes matrices or Stokes multipliers. We call the family

\[
\mathcal{S} \left( \hat{\rho}^+ \mathcal{F}^{(0,\infty)}(M) \right) := (L_\ell, (S_{\ell+1}^1), (FL_\ell))_{\ell=0, \ldots, 2q-1}
\]

the linear part of the Stokes data of \(\hat{\rho}^+ \mathcal{F}^{(0,\infty)}(M)\). The notion of morphism between such families is obvious.

On the other hand, we will define in §1.4 standard linear Stokes data that we denote by \(\mathcal{S}^{\text{std}}(V, T, p, q)\).

The main result regarding the explicit determination of the Stokes data of the local Laplace transform of \(\text{El}(\rho, -\varphi, R)\) can be stated as follows.

**Theorem 1.3.6.** With the previous notation and assumptions, for a suitable choice of \(\hat{\vartheta}_0\), the linear Stokes data \(\mathcal{S} \left( \hat{\rho}^+ \mathcal{F}^{(0,\infty)}(M) \right)\), for \(M = \text{El}(\rho, -\varphi, (V, T))\), are isomorphic to the standard linear Stokes data \(\mathcal{S}^{\text{std}}(V, T, p, q)\).

**Remarks 1.3.7.**

1. In order to descend from this result to the linear Stokes data of \(\mathcal{F}^{(0,\infty)}(M)\), we would need to identify the \(\mu_{p+q}\)-action on the standard linear Stokes data. This will not be achieved in this article.

2. The arguments in the proof also lead to an explicit computation of the topological monodromy of \(\mathcal{F}^{(0,\infty)}(M)\) up to conjugation (see Proposition 1.4.13).

3. Similar results were obtained by T. Mochizuki in [Moc10 §3], by using explicit bases of homology cycles, while we use here cohomological methods. Also, the results of loc. cit. do not make explicit a standard model for the linear Stokes data, although it should be in principle possible to obtain such a model from these results.

### 1.4. The standard linear Stokes data.

We will now define the set \(\mathcal{S}^{\text{std}}(V, T, p, q)\) attached to a finite dimensional vector space \(V\) equipped with an automorphism \(T\), and to a pair of coprime integers \((p, q) \in (\mathbb{N}^*)^2\). We refer to Section §6 for a geometric motivation which leads to the definitions below. We start by defining two orderings on \(\mu_{p+q}\).

**Definition 1.4.1.** For \(\hat{\zeta}, \hat{\zeta}' \in \mu_{p+q}\), we set

\[
\begin{align*}
\hat{\zeta} <_{\text{odd}} \hat{\zeta}' &\quad \text{if } \text{Re}(e^{-\epsilon i} (\hat{\zeta}' - \hat{\zeta})) < 0 \quad \text{for some } \epsilon \text{ such that } 0 < \epsilon \ll 1 \\
\hat{\zeta} <_{\text{ev}} \hat{\zeta}' &\iff \hat{\zeta} <_{\text{odd}} \hat{\zeta}'.
\end{align*}
\]

We enumerate \(\mu_{p+q}\) according to the even ordering, i.e.,

\[
\mu_{p+q} = \{ \hat{\zeta}_k \mid k = 0, \ldots, p+q-1 \} \quad \text{with } \hat{\zeta}_0 <_{\text{ev}} \cdots <_{\text{ev}} \hat{\zeta}_{p+q-1}.
\]
Since \((p, q) = 1\), we also have \((p + q, q) = 1\) and there exist \(a, b \in \mathbb{Z}\) with \(ap = 1 + b(p + q)\). Set \(\xi := \exp\left(\frac{2\pi i}{p+q}\right) \in \mu_{p+q}\). Then the even ordering on \(\mu_{p+q}\) is expressed by

\[
1 = \xi^0 < \xi < \xi^{-1} < \xi^{-2} < \cdots \quad \text{with} \quad k \in \{1, \frac{p+q}{2}\},
\]

with \(k < \frac{p}{2}\), with

\[
ev \zeta_{\max} = \begin{cases} 
\pm \exp\left(\frac{2\pi i}{p+q}\right) & \text{if } p + q \text{ is odd and } a \text{ is even } (+) \text{ or odd } (-), \\
\exp(\pi i) = -1 & \text{if } p + q \text{ is even}.
\end{cases}
\]

The odd ordering is the reverse ordering.

For \(k \in \mathbb{Z}\) we set

\[
\begin{cases}
ev \in(k) := \left[\frac{qk}{p+q} + \frac{1}{2}\right], \\
ev \out(k) := k - \ev \in(k) = \left[\frac{pk}{p+q} - \frac{1}{2}\right].
\end{cases}
\]

Both are increasing functions of \(k\). If \(k \in \{0, \ldots, p+q-1\}\), we have \(\ev \in(k) \in \{0, \ldots, q\}\) and \(\ev \out(k) \in \{0, \ldots, p\}\). Furthermore, let

\[
\min_{\ev}^\in(k) := \min\left\{k' > -\frac{p+q}{2q} \mid \ev \in(j) = \ev \in(k) \text{ for all } j \in [k', k]\right\}
\]

and

\[
\max_{\ev}^\in(k) := \max\left\{k'' < p + q + \frac{p+q}{2p} \mid \ev \out(j) = \ev \out(k) \text{ for all } j \in [k, k'']\right\}
\]

(see Remark 6.1.3(3) for an explanation). In a similar way we set for \(k \in \mathbb{Z}\):

\[
\begin{cases}
o \in(k) := \left[\frac{qk}{p+q}\right], \\
o \out(k) := k - 1 - o \in(k) = \left[\frac{pk}{p+q} - 1\right] \in \{-1, \ldots, p-1\},
\end{cases}
\]

and if \(k \in \{0, \ldots, p + q - 1\}\) we have \(o \in(k) \in \{0, \ldots, q - 1\}\) and \(o \out(k) \in \{-1, \ldots, p - 1\}\). We define \(\min_{o}^\in(k)\) and \(\max_{o}^\in(k)\) literally as in (1.4.4) and (1.4.5) replacing “even” by “odd”. Note that

\[
\left[\frac{qk}{p+q} - \frac{1}{2}, \frac{qk}{p+q}\right] \cap \mathbb{Z} = \emptyset \iff \ev \in(k) = o \in(k) + 1.
\]

Let \(V\) be a finite dimensional complex vector space together with an automorphism \(T \in \text{Aut}(V)\). Let us denote by \(1_k\) the complex vector space of rank one with chosen basis element \(1_k\). Let us consider direct sum \(V^{p+q}\) of \(p + q\) copies of \(V\) and let us keep track of the indices by writing

\[
V^{p+q} = \bigoplus_{k=0}^{p+q-1} V \otimes \mathbb{C} 1_k.
\]

**Convention 1.4.8.** For any \(j \in \mathbb{Z}\), we will write

\[
v \otimes 1_j := T^{-s}(v) \otimes 1_{j+s(p+q)}
\]

for \(s \in \mathbb{Z}\) such that \(j + s(p + q) \in [0, p + q - 1]\).
**Definition 1.4.9.**

- Assume \( p + q \geq 3 \). Then:

1. The isomorphism \( \sigma_{\text{ev}}^{\text{odd}} : \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \to \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \) is defined as

\[
(1.4.9) \quad \sigma_{\text{ev}}^{\text{odd}}(v \otimes 1_k) := \begin{cases} 
  v \otimes 1_k, & \text{if } \left[ \frac{qk}{p+q} - \frac{1}{2}, \frac{qk}{p+q} \right] \cap N = \emptyset \\
  v \otimes 1_{\min_{\text{out}}^{\text{odd}}(k)-1}, & \text{if } \left[ \frac{qk}{p+q} - \frac{1}{2}, \frac{qk}{p+q} \right] \cap N \neq \emptyset
\end{cases}
\]

2. The isomorphism \( \sigma_{\text{ev}}^{\text{odd}} : \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \to \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \) is defined as

\[
(1.4.9**) \quad \sigma_{\text{ev}}^{\text{odd}}(v \otimes 1_k) := \begin{cases} 
  v \otimes 1_k, & \text{if } \left[ \frac{qk}{p+q} - \frac{1}{2}, \frac{qk}{p+q} \right] \cap N = \emptyset \\
  v \otimes 1_{\min_{\text{in}}^{\text{odd}}(k)-1}, & \text{if } \left[ \frac{qk}{p+q} - \frac{1}{2}, \frac{qk}{p+q} \right] \cap N \neq \emptyset
\end{cases}
\]

- If \( p = q = 1 \), the isomorphism \( \sigma_{\text{ev}}^{\text{odd}} \) is defined as

\[
(1.4.10) \quad \sigma_{\text{ev}}^{\text{odd}}(v \otimes 1) := -v \otimes 1_0 + (\text{Id} + T^{-1})v \otimes 1_1 \quad \text{and} \quad \sigma_{\text{ev}}^{\text{odd}}(v \otimes 1_1) := v \otimes 1_1,
\]

and \( \sigma_{\text{ev}}^{\text{odd}} \) is defined as

\[
(1.4.10*) \quad \sigma_{\text{ev}}^{\text{odd}}(v \otimes 1_0) := v \otimes 1_0 \quad \text{and} \quad \sigma_{\text{ev}}^{\text{odd}}(v \otimes 1_1) := (\text{Id} + T^{-1})v \otimes 1_0 - v \otimes 1_1.
\]

We are now ready to define the following particular set of Stokes data.

**Definition 1.4.11.** The standard linear Stokes data \( \mathcal{S}^{\text{std}}(V, T, p, q) \) are given by

1. the vector spaces \( L_\ell := V_{p+q} \) for \( \ell = 0, \ldots, 2q - 1 \),
2. for each \( \mu = 0, \ldots, q - 1 \), the isomorphisms

\[
S_{2\mu-1}^{2\mu} := \sigma_{\text{ev}}^{\text{odd}} : L_{2\mu-1} \to L_{2\mu} \quad (\text{cf. } (1.4.9**)),
\]

\[
S_{2\mu}^{2\mu+1} := \sigma_{\text{ev}}^{\text{odd}} : L_{2\mu} \to L_{2\mu+1} \quad (\text{cf. } (1.4.9*)).
\]

3. the isomorphism \( S_{2q-1}^{2q} := \text{diag}(T, \ldots, T) \cdot \sigma_{\text{ev}}^{\text{odd}} : L_{2q-1} \to L_0 \).
4. the filtrations \( F_k L_{2\mu} := \bigoplus_{k' \leq k} V \otimes 1_{k'} \) and \( F_k L_{2\mu+1} := \bigoplus_{k' \geq k} V \otimes 1_{k'} \).

Note that the opposedness property \( (1.3.3**) \) for the above data is not obvious. We will not give a direct proof since it follows a posteriori from our main result by which these data are the Stokes data attached to some Stokes structure. The arguments in the proof of Theorem \( (1.3.6) \) also lead to the following explicit computation of the topological monodromy of \( \hat{\rho}^+ \mathcal{F}^{(0,\infty)}(M) \), where we set

\[
(1.4.12) \quad \text{in}(k) := \text{ev}\text{in}(k) = \left[ \frac{qk}{p+q} + \frac{1}{2} \right], \quad \text{max}_{\text{out}}(k) := \text{max}_{\text{out}}^{\text{ev}}(k).
\]

**Proposition 1.4.13.** The topological monodromy of \( \hat{\rho}^+ \mathcal{F}^{(0,\infty)}(M) \) is conjugate to the automorphism of the vector space \( V_{p+q} = \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \) (using the notation \( (1.4.7) \)).
and Convention 1.4.8 given by
\[ \hat{T}_{\text{top}}(v \otimes 1_k) = \begin{cases} v \otimes 1_{k+1} & \text{if } \text{in}(k+1) = \text{in}(k), \\ v \otimes (1_k - 1_{\text{max}_{\text{out}}(k)} + 1_{\text{max}_{\text{out}}(k)+1}) & \text{if } \text{in}(k+1) = \text{in}(k) + 1. \end{cases} \]

**Remark 1.4.14.** The topological monodromy can of course be deduced from the Stokes data by the formula
\[ T_{\text{top}} := S_{0}^{2q-1} \circ S_{2q-2}^{2q-1} \circ \cdots \circ S_{1}^{0} \in \text{Aut}(L_{0}). \]
However, we will give a more direct computation in §6.3. This approach is less involved than the detour over the Stokes data and could perhaps be applied in more general situations without having to understand the full information of the Stokes data.

The article is organized as follows. Section 2 recalls the notion of Stokes-filtered local system and explains the correspondence with that of linear Stokes data – generalized monodromy data – describing Stokes structures of pure level \( q \). In Section 3 the construction of the topological Laplace transformation is discussed in general, and the main tool (Th. 3.3.1) is [Moc14, Cor. 4.7.5]. We then concentrate on the case of an elementary meromorphic connection. A description of the Stokes data for \( \hat{\rho}^{+}(0,\infty)(M) \) in cohomological terms is proved in the subsequent section – Theorem 4.3.3.

The remaining sections provide the proof that these data are isomorphic to the standard linear Stokes data of Definition 1.4.11. Section 5 identifies the filtered vector spaces \((L_{\ell}, F_{L_{\ell}})_{\ell}\) obtained by the cohomological computation of Theorem 4.3.3 with the filtered vector spaces entering in the standard linear Stokes data. This is done by using Morse theory. However, the Morse-theoretic description of the linear Stokes data expressed through Theorem 4.3.3 does not seem suitable to compute the Stokes matrices \( S_{\ell}^{\ell+1} \). This is why, in Section 6, we construct a simple Leray covering giving rise to a basis of the cohomology space \( L_{\ell} \) for each \( \ell \), which allows us to identify the matrices \( S_{\ell}^{\ell+1} \) given by Theorem 4.3.3 to those given by the standard linear Stokes data.

It remains to compare the Stokes filtration obtained in Theorem 4.3.3 with that obtained from the standard linear Stokes data. The problem here is that the simple Leray covering constructed in Section 6 may not be adapted to the Morse-theoretic computation. In Section 7 we change the construction of the Leray covering in order both to keep the same combinatorics to compute the matrices \( S_{\ell}^{\ell+1} \) and to identify the filtration of Theorem 4.3.3 with the standard Stokes filtration 1.4.11(4). This is the contents of Corollary 7.2.5 which concludes the proof of Theorem 1.3.6.
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2. Stokes-filtered local systems and Stokes data

2.1. Reminder on Stokes-filtered local systems. We refer to [Del07], [Mal91] and [Sab13a] Chap. 2 for more details.

Let $\mathbb{A}^1_\mathbb{C} \to \mathbb{A}^1_\mathbb{C}$ be the real blowing-up of the origin in $\mathbb{A}^1_\mathbb{C}$. Then $\mathbb{A}^1_\mathbb{C} = \mathbb{A}^1_\mathbb{C}^* \cup S_{t=0}^1$ is homeomorphic to a semi-closed annulus, with $S_{t=0}^1 := \mathbb{A}^{-1}_\mathbb{C}(0) \subset \mathbb{A}^1_\mathbb{C}$. Similarly, we consider $\mathbb{A}^1_t$, and $\rho$ extends as the $p$-fold covering $\tilde{\rho} : S_{u=0}^1 \to S_{t=0}^1$. For any $\vartheta \in S_{u=0}^1$, the order on $u^{-1}\mathbb{C}[u^{-1}]$ at $\vartheta$ is the additive order defined by

\begin{equation}
\varphi <_\vartheta 0 \iff \exp(\varphi(u)) \text{ has moderate growth in some open sector centered at } \vartheta.
\end{equation}

We set

\begin{equation}
\varphi < 0 \iff \varphi < 0 \text{ and } \varphi \neq 0.
\end{equation}

This is equivalent to $\exp(\varphi(u))$ having rapid decay in some open sector centered at $\vartheta$.

**Definition 2.1.3 (see e.g. [Sab13a] Chap. 2).** A Stokes-filtered local system with ramification $\rho$ consists of a local system $\mathcal{L}$ on $S_{t=0}^1$ such that $\tilde{\rho}^{-1}\mathcal{L}$ is equipped with a family of subsheaves $\mathcal{L}_{\varphi} \subset \tilde{\rho}^{-1}\mathcal{L}$ indexed by a finite subset $\Exp \subset u^{-1}\mathbb{C}[u^{-1}]$ with the following properties:

1. For each $\vartheta \in S_{u=0}^1$, the germs $\mathcal{L}_{\varphi,\vartheta} (\varphi \in \Exp)$ form an increasing filtration of $(\tilde{\rho}^{-1}\mathcal{L})_\vartheta = \mathcal{L}_{\tilde{\rho}(\vartheta)}$.

2. Set $\mathcal{L}_{\varphi,\vartheta} = \bigcup_{\varphi \in \Exp} \mathcal{L}_{\varphi,\vartheta}$, where the sum is taken in $\mathcal{L}_{\tilde{\rho}(\vartheta)}$ (and the sum indexed by the empty set is zero). Then $\mathcal{L}_{\varphi,\vartheta}$ is the germ at $\vartheta$ of a subsheaf $\mathcal{L}_{\varphi}$ of $\mathcal{L}_{\varphi}$.\(\mathcal{L}_{\varphi}\).

3. The filtration is exhaustive, i.e., $\bigcup_{\varphi \in \Exp} \mathcal{L}_{\varphi} = \tilde{\rho}^{-1}\mathcal{L}$ and $\bigcap_{\varphi \in \Exp} \mathcal{L}_{\varphi} = 0$.

4. Each quotient $\gr_{\varphi} \mathcal{L} := \mathcal{L}_{\varphi}/\mathcal{L}_{\varphi'}$ is a local system.

5. $\sum_{\varphi \in \Exp} \gr_{\varphi} \mathcal{L} = \rk \mathcal{L}$.

6. For each $\zeta \in \mu_p$ and $\varphi \in \Exp$, setting $\varphi(\zeta(u)) := (\zeta u)$, we have $\mathcal{L}_{\varphi(\zeta)} \simeq \zeta^{-1}\mathcal{L}_{\varphi}$ through the equivariant isomorphism $\tilde{\rho}^{-1}\mathcal{L} \simeq \zeta^{-1}\tilde{\rho}^{-1}\mathcal{L}$, where $\zeta : S_{u=0}^1 \to S_{u=0}^1$ is induced by the multiplication by $\zeta$.

**Remark 2.1.4.** It is equivalent to start with a family of subsheaves $\mathcal{L}_{\varphi} \subset \tilde{\rho}^{-1}\mathcal{L}$ such that $\mathcal{L}_{\varphi,\vartheta} \subset \bigcap_{\psi \in \Exp} \mathcal{L}_{\psi,\vartheta}$ if $\varphi \leq_\vartheta \psi$, and to define $\mathcal{L}_{\varphi}$ by the formula $\mathcal{L}_{\varphi} = \bigcap_{\psi \in \Exp} \mathcal{L}_{\varphi,\psi,\vartheta}$ with the convention that the intersection indexed by the empty set is $\mathcal{L}_\vartheta$. The family $\mathcal{L}_{\varphi}$ will be simpler to obtain in our computation of Laplace transform.

**Remark 2.1.5 (Extension of the index set).** It is useful to extend the indexing set of the filtration and to define the subsheaves $\mathcal{L}_{\psi} \subset \tilde{\rho}^{-1}\mathcal{L}$ for any $\psi \in u^{-1}\mathbb{C}[u^{-1}]$. For such a $\psi$ and for any $\varphi \in \Exp$, we denote by $S_{u=0}^1_{\varphi \leq_\psi}$ the open subset of $S_{u=0}^1$ defined by

$\vartheta \in S_{u=0}^1_{\varphi \leq_\psi} \iff \varphi \leq_\vartheta \psi$.

We shall abbreviate by $(\beta_{\varphi \leq_\psi})$, the functor on sheaves composed of the restriction to this open set and the extension by zero from this open set to $S_{u=0}^1$. Then $\mathcal{L}_{\psi}$ is
defined by the formula
\[(2.1.5) \quad L_{\leq \psi} = \sum_{\varphi \in \text{Exp}} (\beta_{\varphi \leq \psi}) L_{\leq \varphi}.\]

The germ of \(L_{\leq \psi}\) at any \(\vartheta \in S_{u=0}^1\) can also be written as
\[(2.1.5 \, \ast \ast) \quad L_{\leq \psi, \vartheta} = \sum_{\varphi \in \text{Exp}} L_{\leq \varphi, \vartheta},\]
with the convention that the sum indexed by the empty set is zero. Note also that, if \(\psi\) is not ramified, i.e., \(\psi \in t^{-1}C[t^{-1}]\), then \(L_{\leq \psi}\) is a subsheaf of \(L\). A similar definition holds for \(L_{< \psi}\), but one checks that \(L_{< \psi} = L_{\leq \psi}\) if \(\psi \notin \text{Exp}\). Of particular interest will be \(L_{\leq 0} \subset L\).

2.2. Stokes data of pure level \(q\). In this section, we will define the notion of Stokes data attached to a given Stokes structure \((L, L^\cdot)\), which – after various choices to be fixed a priori – describes the Stokes filtration in terms of opposite filtrations on a generic stalk. After choosing appropriate basis, the passage from one filtration to the other could be expressed by matrices. These matrices are usually referred to as the Stokes matrices or Stokes multipliers in different approaches to Stokes structures (see e.g. [BJL79]). In level \(q = 1\), the following description has already been given in [HS11], section 2.b.

We will restrict to the case of an unramified Stokes-filtered local system, i.e., we assume that, in Definition 2.1.3, \(\rho\) is equal to \(\text{Id}\), and we will work with the variable \(u\). We will set \(S^1 = S^1_{u=0}\). We identify \(S^1 = \mathbb{R}/2\pi \mathbb{Z}\) and will call an element \(\vartheta \in S^1\) an argument.

The description of these data by combinatorial means will highly depend on the various pole orders of the factors \(\varphi \in \text{Exp}\) and their differences \(\varphi - \psi\) as well. The situation we have in mind as an application allows to get rid of many of these difficulties, since we will be able to restrict to a single pole order:

**Definition 2.2.1.** We say that a finite subset \(E \subset u^{-1}C[u^{-1}]\) is of pure level \(q\) if
- the pole order of each \(\varphi \in E\) as well as
- the pole order of each difference \(\varphi - \psi\) for \(\varphi, \psi \in E, \varphi \neq \psi\),
equals \(q\). We say that an unramified Stokes structure \((L, L^\cdot)\) is pure of level \(q\) if the associated set \(\text{Exp}\) of exponential factors is pure of level \(q\).

Let \(E \subset u^{-1}C[u^{-1}]\) be a finite subset of pure level \(q\). In particular, there are exactly \(2q\) Stokes directions for any pair \(\varphi, \psi \in E\), where a Stokes direction is an argument \(\vartheta \in S^1\) at which the two factors \(\varphi, \psi\) do not satisfy one of the two inequalities \(\varphi \leq \vartheta \psi\) or \(\psi \leq \vartheta \varphi\). More precisely, if
\[(\psi - \varphi)(u) = u^{-q} \cdot g(u)\]
with a polynomial \(g(u)\) with \(g(0) \neq 0\), the Stokes directions are
\[
\text{St}(\varphi, \psi) := \{ \vartheta \in S^1 \mid -q\vartheta + \text{arg}(g(0)) \equiv \frac{\pi}{2} \text{ or } \frac{3\pi}{2} \text{ mod } 2\pi \}.\]
At these directions, the asymptotic behaviour of \( \exp(\varphi - \psi) \) changes from rapid decay to rapid growth and conversely.

Let \( \operatorname{StDir}(E) \) denote the set of all Stokes directions \( \operatorname{StDir}(E) := \bigcup_{\varphi \neq \psi \in E} \operatorname{St}(\varphi, \psi) \). An argument \( \vartheta_o \in S^1 \) is said to be generic with respect to \( E \) if

\[
\left\{ \vartheta_o + \frac{\ell \pi}{q} \mid \ell \in \mathbb{Z} \right\} \cap \operatorname{StDir}(E) = \emptyset.
\]

Let us fix a generic \( \vartheta_o \) and let us set \( \vartheta_\ell := \vartheta_o + \ell \pi/q \) (\( \ell = 0, \ldots, 2q-1 \)). Then each of the open intervals \( (\vartheta_\ell, \vartheta_{\ell+1}) \) contains exactly one Stokes direction for each pair \( \varphi \neq \psi \) in \( E \). For \( \varepsilon > 0 \) small enough, the same holds for the intervals \( I_\ell := (\vartheta_\ell - \varepsilon, \vartheta_{\ell+1} + \varepsilon) \) with which we cover the circle \( S^1 = \bigcup_{\ell=0}^{2q-1} I_\ell \).

The category of unramified linear Stokes data of pure level \( q \) indexed by the finite set \( \{1, \ldots, r\} \) over the field \( \mathbb{C} \) is defined by (1.3.3). A morphism of two linear Stokes data of this type is given by \( \mathbb{C} \)-linear maps between the vector spaces which commute with all the \( S_\ell \) and respect the filtrations. We denote this category by \( \mathcal{S}_{\text{data}}(q, r) \).

A similar definition can be given over any field \( k \).

We now fix a finite set \( E \subset u^{-1} \mathbb{C}[u^{-1}] \) of pure level \( q \). Let \( \mathcal{S}_{\text{struct}}(E) \) be the category of unramified Stokes structures \( (\mathcal{L}, \mathcal{L}^\bullet) \) on \( S^1 \) with \( \operatorname{Exp} = E \). After choosing an appropriate argument \( \vartheta_o \) as above, we construct a functor

\[
\Phi_{E, \vartheta_o} : \mathcal{S}_{\text{struct}}(E) \longrightarrow \mathcal{S}_{\text{data}}(q, \#E)
\]
as follows.

We can arrange the elements in \( E \) according to the ordering (2.1.1) with respect to the generic direction \( \vartheta_o \), i.e., we write \( E = \{ \varphi_1 < \vartheta_o \varphi_2 < \vartheta_o \varphi_3 < \vartheta_o \cdots < \vartheta_o \varphi_{\#E} \} \). We then have the same ordering at any \( \vartheta_2 \mu \) with even index and the reverse order for \( \vartheta_2 \mu+1 \). This follows from the fact that each inequality \( \varphi_i < \vartheta \varphi_j \) becomes reversed whenever the argument \( \vartheta \) passes a Stokes direction for the pair \( \varphi_i, \varphi_j \), and there is exactly one Stokes direction for each pair inside \( (\vartheta_\ell, \vartheta_{\ell+1}) \).

We invoke the fundamental result going back to Balser, Jurkat and Lutz:

**Proposition 2.2.4.** For each open interval \( I \subsetneq S^1 \) of width \( \pi/q + 2\varepsilon \) for \( \varepsilon > 0 \) small enough, there is a unique splitting

\[
\tau : \mathcal{L}|_I \simeq \bigoplus_{\varphi \in E} \operatorname{gr}_\varphi \mathcal{L}|_I
\]
compatible with the filtrations.

**Proof.** See [Mal83], Lem.5.1 or [BJL79], Th.A. \( \square \)

In particular, writing \( \operatorname{gr} \mathcal{L} := \bigoplus_{\varphi \in E} \operatorname{gr}_\varphi \mathcal{L} \) for the associated graded sheaf endowed with the Stokes filtration naturally induced by using the order (2.1.1), we have unique filtered isomorphisms

\[
\tau_\ell : (\mathcal{L}, \mathcal{L}^\bullet)|_{I_\ell} \simto (\operatorname{gr} \mathcal{L}, (\operatorname{gr} \mathcal{L})^\bullet)|_{I_\ell}
\]
over the intervals \( I_\ell \) chosen above.
For each \( \ell = 0, \ldots, 2q - 1 \), we let \( L^{(\ell)} := \Gamma(I_{\ell}, \mathcal{L}) \) be the sections of the local system \( \mathcal{L} \) over \( I_{\ell} \). We have canonical isomorphisms
\[
a_\ell : L^{(\ell)} \sim \mathcal{L}_\vartheta_{\ell} \quad \text{and} \quad b_\ell : L^{(\ell)} \sim \mathcal{L}_{\vartheta_{\ell+1}}
\]
between \( L^{(\ell)} \) and the corresponding stalks of \( \mathcal{L} \). Writing \( L_{\ell} := \mathcal{L}_\vartheta_{\ell} \) for the stalk at \( \vartheta_{\ell} \), we define
\[
S^{(\ell+1)}_{\ell} := b_\ell^{-1} \circ a_\ell : L_{\ell} \sim L_{\ell+1}.
\]
We call this isomorphism the clockwise analytic continuation. Additionally, we define, for each \( \mu = 0, \ldots, q-1 \),
\[
\begin{cases}
F_j L_{2\mu} := (\mathcal{L}_{\leq \vartheta_j})_{\vartheta_{2\mu}} \subset L_{2\mu}, \\
F_j L_{2\mu+1} := (\mathcal{L}_{< \vartheta_j})_{\vartheta_{2\mu+1}} \subset L_{2\mu+1}.
\end{cases}
\]
Then the data
\[
((L_{\ell})_{\ell}, (S^{(\ell+1)}_{\ell})_{\ell}, (FL_{\ell})_{\ell})
\]
define a set of linear Stokes data as in (1.3.3).

**Proposition 2.2.6.** Given a finite set \( E \) of pure level \( q \) and a generic \( \vartheta_\circ \in \mathcal{S}^1 \), the construction above defines an equivalence of categories
\[
\Phi_{E, \vartheta_\circ} : \mathcal{G}_{\text{struct}}(E) \longrightarrow \mathcal{G}_{\text{data}}(q, \# E)
\]
between the Stokes structures with exponential factors \( E \) and the Stokes data of pure level \( q \) indexed by \( \{1, \ldots, \# E\} \).

**Proof.** In the case \( q = 1 \), a similar statement is proved in [HS11] or [Sab13b]. The same proof holds in our situation as well. \( \square \)

### 2.3. Reminder on the local Riemann-Hilbert correspondence.

Let \( \mathcal{M} \) be a finite dimensional \( \mathbb{C}\{t\}\)-vector space with connection, and let \( \varrho : u \mapsto u^p = t \) be a ramification such that \( \varrho^+ \mathcal{M} \) has a formal Levelt-Turrittin decomposition
\[
\mathbb{C}\{u\} \otimes \mathbb{C}\{u\} \varrho^+ \mathcal{M} \simeq \bigoplus_{\varphi \in \text{Exp}(\mathcal{M})} (E^{-\varphi(u)} \otimes \mathcal{R}_{\varphi}),
\]
with \( \text{Exp} := \text{Exp}(\mathcal{M}) \subset u^{-1}\mathbb{C}[u^{-1}] \) (we use an opposite sign \( -\varphi(u) \) with respect to the usual notation as it will be more convenient for the Stokes filtration). Moreover, by the uniqueness of the Levelt-Turrittin decomposition, we have, for each \( \zeta \in \mu_p \) (\( p \)-th root of the unity)
\[
\mathcal{R}_{\varphi_{\zeta}} = \mathcal{R}_{\varphi}, \quad \text{with} \quad \varphi_{\zeta}(\eta) := \varphi(\zeta \eta).
\]
It may happen that \( \varphi_{\zeta} = \varphi \) for some \( \varphi \in \text{Exp} \) and \( \zeta \in \mu_p \).

The Riemann-Hilbert correspondence \( \mathcal{M} \mapsto (\mathcal{L}, \mathcal{L}_t) \) goes as follows (see [Del07], [BV89], [Mal91], [Sab13a, Chap. 5]). Let us denote by \( \mathcal{F} \) the local system attached to \( \mathcal{M} \) on a punctured neighbourhood of \( \{t = 0\} \), that we regard as well as a local system on the open annulus \( (\mathbb{A}^1_\mathbb{C})^* \) or on the semi-closed annulus \( \overline{\mathbb{A}^1_\mathbb{C}} \). Similarly, extending \( \varrho \) as a covering map \( (\mathbb{A}^1_\mathbb{C})^* \rightarrow (\mathbb{A}^1_\mathbb{C})^* \) or \( \overline{\mathbb{A}^1_\mathbb{C}} \rightarrow \overline{\mathbb{A}^1_\mathbb{C}} \), we define \( \varrho^{-1} \mathcal{F} \). We also use the notation
\[
\mathcal{L} := \mathcal{F}|_{t = 0}, \quad \varrho^{-1} \mathcal{L} := \mathcal{F}_{|_{t = 0}}.
\]
One can attach to $\mathcal{M}$ the family of subsheaves $\mathcal{L}_{\varphi} := \mathcal{H}^0 \text{DR}^{\text{mod} 0}(\rho^+ \mathcal{M} \otimes \mathcal{E}^\varphi)_{|\tilde{S}_{u=0}^1}$ of $\tilde{\rho}^{-1} \mathcal{L}$ ($\varphi \in \text{Exp}$), where $\text{DR}^{\text{mod} 0}$ denotes the de Rham complex with coefficients in the sheaf of holomorphic functions on $\tilde{A}_u^1 \setminus S_{u=0}^1$ having moderate growth along $S_{u=0}^1$. The equivariance property 2.1.3(6) is obtained through the isomorphisms $\xi^+ \rho^+ \mathcal{M} = \rho^+ \mathcal{M}$. Similarly, we can consider the family of subsheaves $\mathcal{L}_{\leq \varphi} := \mathcal{H}^0 \text{DR}^{\text{rd} 0}(\rho^+ \mathcal{M} \otimes \mathcal{E}^\varphi)$ of $\tilde{\rho}^{-1} \mathcal{L}$ ($\varphi \in \text{Exp}$), where $\text{DR}^{\text{rd} 0}$ denotes the de Rham complex with coefficients in the sheaf of holomorphic functions on $\tilde{A}_u^1 \setminus S_{u=0}^1$ having rapid decay along $S_{u=0}^1$.

**Remark 2.3.2.** The equivalence of categories $\mathcal{M} \leftrightarrow \mathcal{M}$ considered in §1.2 reads as follows, by introducing the notion of Stokes-filtered sheaves. A ramified Stokes-filtered sheaf on $\tilde{A}^1_t$ is defined (in the present setting) as the pair formed by a local system $\mathcal{F}$ on $\tilde{A}^1_t$ and a Stokes-filtration $\mathcal{L}$ of its restriction $\mathcal{L} := \mathcal{F}_{|\tilde{A}^1_{t=0}}$. Since $S_{t=0}^1$ is a deformation retract of $\tilde{A}^1_t$, giving $\mathcal{F}$ is equivalent to giving $\mathcal{L}$, hence the equivalence.

With this notion of Stokes-filtered sheaf, we can define a subsheaf $\mathcal{F}_{\leq 0}$ of $\mathcal{F}$, which coincides with $\mathcal{F}$ away from $S_{t=0}^1$, and whose restriction to $S_{t=0}^1$ is $\mathcal{L}_{\leq 0}$ (see Remark 2.1.5). In the following, we will also consider the real blow-up space $\tilde{\mathbb{P}}^1_t$ of $\mathbb{P}^1_t$ at $t = 0$ and $t = \infty$, which is homeomorphic to a closed annulus, and we will still denote by $\mathcal{F}$ (resp. $\mathcal{F}_{\leq 0}$) the push-forward of $\mathcal{F}$ (resp. $\mathcal{F}_{\leq 0}$) by the open inclusion $\tilde{A}^1_t \hookrightarrow \tilde{\mathbb{P}}^1_t$.

### 3. The topological Laplace transformation $\mathcal{F}^{(0, \infty)}_{\top}$

#### 3.1. Reminder on the local Laplace transformation $\mathcal{F}^{(0, \infty)}$
We keep the notation as in the introduction, and we will focus on the coordinate $\tau$, so that the Laplace kernel is now $\exp(-t/\tau)$. Moreover, since we only want to deal with $\mathcal{F}^{(0, \infty)}(\mathcal{M})$, we only consider the localized Laplace transform $\mathcal{C}[\tau', \tau'^{-1}] \otimes_{\mathcal{C}[\tau]} \tilde{M}$, that we will denote by $\tilde{M}$ from now on. We consider the following diagram:

$$
\begin{array}{ccc}
\tilde{A}^1_t \times \mathbb{G}_{m, \tau} & \xrightarrow{\pi} & \mathbb{G}_{m, \tau} \\
\downarrow & & \downarrow \\
\tilde{A}^1_t & \xrightarrow{\tilde{\pi}} & \mathbb{G}_{m, \tau}
\end{array}
$$

The localized Laplace transform $\tilde{M}$ is defined by the formula

$$
\tilde{M} = \tilde{\pi}_+ (\pi^+ \mathcal{M} \otimes E^{-t/\tau}).
$$

We can regard the $\mathbb{C}[t, \tau, \tau^{-1}]\langle \partial_t, \partial_\tau \rangle$-module $\pi^+ \mathcal{M} \otimes E^{-t/\tau}$ both as a holonomic $\mathcal{D}_{\mathbb{P}^1_t \times \tilde{A}^1_t}$-module and as a meromorphic bundle with connection on $\mathbb{P}^1_t \times \tilde{A}^1_t$ with poles along the divisor $D := D_0 \cup D_\infty \cup D_\infty$ in $\mathbb{P}^1_t \times \tilde{A}^1_t$ (with $D_0 = \{0\} \times \tilde{A}^1_t$, $D_\infty = \{\infty\} \times \tilde{A}^1_t$, and $D_\infty = \mathbb{P}^1_t \times \{\infty\}$). It has irregular singularities along $D$. As indicated in §1.2, the germ of $\tilde{M}$ at $\tau = 0$ only depends on the germ $\mathcal{M}$ of $\mathcal{M}$ at $t = 0$, and it is denoted by $\mathcal{F}^{(0, \infty)}(\mathcal{M})$.

Let $\tilde{\rho} : \eta \mapsto \eta \tilde{\rho} = \tau$ be a ramification such that $\tilde{\rho}^+ \tilde{M}$ is non-ramified at infinity, that is,

$$
\mathbb{C}(\eta) \otimes \mathbb{C}(\eta) \tilde{\rho}^+ \mathcal{F}^{(0, \infty)}(\mathcal{M}) \simeq \bigoplus_{\tilde{\psi} \in \text{Exp}(\tilde{M})} (\tilde{\mathbb{E}}^\tilde{\psi}(\eta) \otimes \mathcal{R}_{\tilde{\psi}}),
$$
with $\hat{\text{Exp}}(\hat{M}) \subset \eta^{-1}C[\eta^{-1}]$. Then $\hat{\rho}^+ T^{(0,\infty)}(M)$ is obtained through the diagram

$$
\begin{array}{c}
\hat{A}^1_\tau \times G_{m,\eta} \\
\pi \\
\hat{\pi} \\
G_{m,\eta}
\end{array}
$$

by the formula

$$
\hat{\rho}^+ T^{(0,\infty)}(M) = C(\{\eta\}) \otimes_{C[\eta,\eta^{-1}]} \hat{\pi}^+(\pi^+ M \otimes E^{-t/\hat{\rho}(\eta)}).
$$

Moreover, by the uniqueness of the Levelt-Turrittin decomposition, we have, for each $\hat{\zeta} \in \mu_\hat{p}$ ($\hat{p}$-th root of the unity)

$$
\hat{\mathcal{K}}_{\hat{\psi}_\zeta} = \hat{\mathcal{K}}_{\hat{\psi}}, \quad \text{with } \hat{\psi}_\zeta(\eta) := \hat{\psi}(\zeta^{-1} \eta).
$$

The stationary phase formula of [Fan09, Sab08] makes explicit the correspondence $(p, \text{Exp}, (\mathcal{R}_\psi)_{\psi \in \text{Exp}}) \mapsto (\hat{p}, \text{Exp}, (\hat{\mathcal{R}}_\psi)_{\psi \in \hat{\text{Exp}}})$.

### 3.2. The monodromy of $T^{(0,\infty)}M$

Let us denote by $\hat{\mathcal{F}}$ the local system attached to $T^{(0,\infty)}M$ on $\Sigma_{\tau=0}$. The local system $\hat{\mathcal{F}}$ can equivalently be regarded as a local system $\hat{\mathcal{F}}$ on $G_{m,\tau}$. Let us denote by $T_{\text{top}}$ the topological monodromy of $M$ around the origin, and by $\hat{T}_{\text{top}}$ the topological monodromy of $T^{(0,\infty)}M$ around $\tau = 0$ (with the notation as in §1.2). Since $\hat{M}$ has no singularity except at $0, \infty$, $\hat{T}_{\text{top}}$ is the topological monodromy of $M$ around $\tau' = 0$. Therefore, there are various ways of calculating the topological monodromy $\hat{T}_{\text{top}}$:

- either by comparing it with the monodromy at $t = \infty$ of $M$, which is nothing, up to changing orientation, but the topological monodromy of $M$ at $t = 0$, since $M$ has no singular point on $(\hat{A}^1_{\text{an}})^*$, and its singular point at $t = \infty$ is regular; this will be done in Proposition 3.2.1;

- or by a direct topological computation at $\tau = \infty$; this is done in §6.3;

- lastly, by obtaining it from the Stokes data at $\tau = \infty$, once we have computed them; this is however not the most economical way.

Given an automorphism $T$, we will denote by $T_\lambda$ ($\lambda \in \mathbb{C}^*$) the component of $T$ with eigenvalue $\lambda$. Since $\hat{M}$ has a regular singularity at $\tau = \infty$, with monodromy equal to $T_{\text{top}}^{-1}$, classical results give:

**Proposition 3.2.1.** For $\lambda \neq 1$, we have $\hat{T}_{\text{top},\lambda} = T_{\text{top},\lambda}$. Moreover, if $M$ is a successive extension of germs of rank-one meromorphic connections, the Jordan blocks of size $k \geq 2$ of $\hat{T}_{\text{top},1}$ are in one-to-one correspondence with the Jordan blocks of size $k - 1$ of $T_{\text{top},1}$.

**Sketch of proof.** Only for this proof, we denote by $\hat{M}$ the non localized Laplace transform of $M$. It has a regular singularity at $\tau' = 0$. The monodromy $T_{\text{top}}^{-1}$ of $M$ at infinity is known to be equal to the monodromy of the vanishing cycles of $\hat{M}$ at $\tau' = 0$, while $\hat{T}_{\text{top}}^{-1}$ is the monodromy of the nearby cycles of $\hat{M}$ at $\tau' = 0$ (cf. e.g. [Sab06] Prop. 4.1(iv)] with $z = 1$). The first assertion follows. For the second assertion, note that, if $M$ is a rank-one meromorphic connection, then $M$ is irreducible as a
\(\mathbb{C}[t]/(\partial_t)\)-module, and thus \(\hat{M}\) is also irreducible, so is the minimal extension at \(\tau' = 0\), which implies the second assertion for \(M\). In general, note that in an exact sequence

\[0 \to \hat{M}' \to \hat{M} \to \hat{M}'' \to 0,\]

if the extreme terms are minimal extensions at \(\tau' = 0\), then so is the middle term. This concludes the proof of the second assertion.

As in Remark 2.3.2, let us consider the real blowing-up map \(\pi : \hat{P}_t^1 \to P_t^1\) of \(\hat{P}_t^1\) at \(t = 0\) and \(t = \infty\) (so that \(\hat{P}_t^1\) is a closed annulus) and let us denote by \(\hat{\pi} : \hat{P}_t^1 \times \mathbb{G}^\text{an}_{m,\tau} \to \mathbb{G}_{m,\tau}\) the projection. Then we have

\[
\hat{\mathcal{F}} \simeq R^1\hat{\pi}_* \mathcal{DR}^{\text{mod} \, (D_0 \cup D_\infty)}(\pi^+ M \otimes E^{-t/\tau})
\]

and all other \(\hat{\mathcal{F}}^k\) vanish. We note that, for \(\tau \neq 0\), twisting with \(E^{-t/\tau}\) has no effect near \(t = 0\). Similarly, since \(M\) is regular at \(\infty\), \(E^{-t/\tau}\) is the only important factor along \(t = \infty\).

**Computation.** Let us use the notation of Remark 2.3.2. Let us fix \(\tau_0 \in \mathbb{C}^+\) and let us compute the fibre \(\hat{\mathcal{F}}_{\tau_0}\). Recall that \(\hat{P}_t^1\) is a closed annulus with boundary components \(S_{t=0}^1\) and \(S_{t=\infty}^1\). Let \(\mathcal{F}_{\leq 0}\) be the sheaf \(\mathcal{H}^0 \mathcal{DR}^{\text{mod} \, 0} M\) on the semi-closed annulus \(\hat{P}_t^1 \setminus S_{t=\infty}^1\). We denote by \(\hat{P}_t^1 \langle \tau_0 \rangle\) the closed annulus \(\hat{P}_t^1\) with the closed interval \(\arg t - \arg \tau_0 \in [-\pi/2, \pi/2]\) mod \(2\pi\) in \(S_{t=\infty}^1\) deleted. This is the domain where the function \(\exp(t/\tau_0)\) has rapid decay. We consider the inclusions

\[
\hat{P}_t^1 \times S_{t=\infty}^1 \xrightarrow{\alpha_{\tau_0}} (\hat{P}_t^1 \langle \tau_0 \rangle) \xrightarrow{\beta_{\tau_0}} \hat{P}_t^1.
\]

We then have (similarly to [Sab13a §7.3]):

**Proposition 3.2.3.** The fibre \(\hat{\mathcal{F}}_{\tau_0}\) is equal to \(H^1(\hat{P}_t^1, \beta_{\tau_0}^{-1}\alpha_{\tau_0,0}^{-1}\mathcal{F}_{\leq 0})\) and the other \(H^k\) vanish. It is isomorphic to the vanishing cycle space at \(t = 0\) of the perverse sheaf \(\pi_* \mathcal{F}_{\leq 0}\) on \(\mathbb{A}_t^1\). The monodromy of \(\hat{\mathcal{F}}\) with respect to \(\tau\) is obtained by rotating the interval \((\pi/2, 3\pi/2) + \arg \tau_0 \subset S_{t=\infty}^1\) in the counterclockwise direction with respect to \(\tau_0\).

**Remark 3.2.4.** We can similarly compute the fibre of \(\hat{\mathcal{F}}\) at any \(\eta_0\) by replacing \(\arg \tau_0\) with \(\hat{\rho}\arg \eta_0\) in the formula above.

### 3.3. The Stokes structure of \(\mathcal{F}^{(0,\infty)} M\)

Let us denote by \(\mathcal{L}\) the Stokes filtration of \(\hat{\mathcal{F}}\), regarded as a family of sub-sheaves of \(\hat{\rho}^{-1}(\hat{\mathcal{F}})\). Due to the ramification \(\hat{\rho}\), we now work with the variable \(\eta\). Let \(\hat{P}_t^1 \times \mathbb{A}_t^1\) be the real oriented blowing-up of \(\hat{P}_t^1 \times \mathbb{A}_t^1\) along the components \(D_0, D_\infty, D_{\infty}\) of \(D\) regarded now in \(\hat{P}_t^1 \times \mathbb{A}_t^1\). We have a similar diagram (see e.g. [Sab13a Chap. 8]):

\[
\begin{array}{ccc}
\hat{P}_t^1 \times \mathbb{A}_t^1 & \xrightarrow{\pi} & \mathbb{A}_t^1 \\
\xrightarrow{\hat{\pi}} & & \xrightarrow{\hat{\eta}} \mathbb{G}_{m,\eta} \\
\end{array}
\]

We note that \(\hat{P}_t^1 \times \mathbb{A}_t^1\) is the product \(\hat{P}_t^1 \times \mathbb{A}_t^1\) of the closed annulus \(\hat{P}_t^1\) by the semi-closed annulus \(\mathbb{A}_t^1\). One defines on such a real blown-up space the sheaf of holomorphic functions with rapid decay near the boundary (i.e., the inverse image by the real
blow-up map of the divisor $D$). There is a corresponding de Rham complex that we denote by $\text{DR}^{\text{mod}}_D$ (see loc. cit.).

**Theorem 3.3.1 (Mochizuki, [Moc14] Cor. 4.7.5).** For each $\hat{\psi} \in \eta^{-1}C[\eta^{-1}]$ the natural morphism

$$
\text{DR}^{\infty}(\rho^+\mathcal{J}^{(0,\infty)}(M) \otimes E^{\hat{\psi}(\eta)}) \longrightarrow R^\infty\text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{\hat{\psi}(\eta)-t/\rho(\eta)}[1]
$$

is a quasi-isomorphism and the natural morphism

$$
R^1\hat{\pi}_*\text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{\hat{\psi}(\eta)-t/\rho(\eta)}) \longrightarrow \hat{\pi}_*R^1\hat{\pi}_*\text{DR}^{\text{mod}}_D(\rho^+(D_0 \cup D_\infty)(\pi^+M \otimes E^{-t/\rho(\eta)}
$$

is injective.

**Remarks 3.3.2.**

1. The result of [Moc14] Cor. 4.7.5 refers to the real blow-up $\mathbb{P}^1_D \times \hat{A}_D$ along $D_\infty$, not along all the components of $D$. The above statement is obtained by using that, with respect to $\varpi : \mathbb{P}^1_D \times \hat{A}_D \rightarrow \mathbb{P}^1_D \times \hat{A}_D$, we have

$$
R^\infty\text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{-t/\rho(\eta)}) = \text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{-t/\rho(\eta)}).
$$

This follows from the identification $R^\infty\text{DR}^{\text{mod}}_D \otimes_{\mathbb{P}^1_D \times \hat{A}_D} = \mathcal{A}_D^{\text{mod}}(\ast D_0 \cup D_\infty)$, as in [Sab13a] Prop. 8.9.

2. Set $\hat{\rho}(\eta) = c_1\hat{\rho}(1 + o(\eta))$ and let us choose a $\hat{\rho}$-th root $e^{1/\hat{\rho}}(1 + o(\eta))$ of $\hat{\rho}(\eta)/\eta\hat{\rho}$. Then the $\hat{\rho}$-th roots of $\hat{\rho}(\eta)$ are written $\hat{\rho}\hat{\rho}^{1/\hat{\rho}}(\eta) = \hat{\zeta} \cdot e^{1/\hat{\rho}}(1 + o(\eta)) (\hat{\zeta} \in \mu_{\hat{\rho}})$. Now, for $\hat{\psi} \in \eta^{-1}C[\eta^{-1}]$, we set $\hat{\psi}_\hat{\rho}(\eta) := \hat{\psi}((\hat{\rho})^{1/\hat{\rho}}(\eta)).$

The $\mu_{\hat{\rho}}$-equivariance is then induced by the isomorphism

$$
\widetilde{\zeta}^+ E^{\hat{\psi}(\eta)-t/\rho(\eta)} \cong E^{\hat{\psi}(\eta)-t/\rho(\eta)},
$$

where we still denote by $\tilde{\zeta}$ the map $\eta \mapsto \hat{\rho}^{1/\hat{\rho}}(\eta)$.

The theorem expresses therefore the Stokes filtration as the push-forward by $\tilde{\eta}$ of a family of complexes indexed by $\hat{\Exp}$. The questions stated in the introduction reduce now to

- expressing, for any $\hat{\psi} \in \hat{\Exp}$, the complex $\text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{\hat{\psi}(\eta)-t/\rho(\eta)})$, together with the isomorphisms

$$
\tilde{\zeta}^{-1} \text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{\hat{\psi}(\eta)-t/\rho(\eta)}) \cong \text{DR}^{\text{mod}}_D(\pi^+M \otimes E^{\hat{\psi}(\eta)-t/\rho(\eta)}),
$$

in terms of the Stokes-filtered local system attached to $M$.

- computing in a topological way the push-forward by $\tilde{\eta}$ once this complex is well understood.

While $\mathcal{H}^0(\text{DR}^{\text{mod}}_D$ is easy to compute from the data $(\mathcal{F}, \mathcal{L}_*)$, it happens in general that the complex $\text{DR}^{\text{mod}}_D$ has higher cohomology, which is not easy to express in terms of $(\mathcal{F}, \mathcal{L}_*)$. The main reason is that the meromorphic connection $\pi^+M \otimes E^{\hat{\psi}(\eta)-t/\rho(\eta)}$ may not be good (in the sense of [Sab00]) at $(0, \infty)$, due to indeterminacy $0/0$ of the functions

$$
(3.3.3) \omega_{\varphi, \varphi}(u, \eta) := \hat{\psi}(\eta) - \rho(u)/\rho(\eta) - \varphi(u)
$$

for $u \rightarrow 0$ and $\eta \rightarrow 0$ ($\varphi \in \hat{\Exp}$, $\hat{\psi} \in \hat{\Exp}$).
**Theorem 3.3.5.** Theorem 3.3.5. \( \tilde{\omega} \) has cohomology in degree zero only.

This result is a particular case of a general result due to Kedlaya [Ked10] and Mochizuki [Moc09a] (see also [Moc09b]), but can be proved in a much easier way in the present setting, since it essentially reduces to resolving the indeterminacy 0/0 of the rational functions \( \omega_{\varphi, \tilde{\psi}}(u, \eta) \) for \( \varphi \in \text{Exp}(M) \) and \( \tilde{\psi} \in \text{Exp}(\tilde{M}) \), and to using [Sab00] Lem. III.1.3.3. A particular case will be made precise in \( \S 3.4 \). The results below do not depend on the choice of \( Z \) satisfying the conclusion of Theorem 3.3.5. We decompose \( D_Z \) as the union of the strict transforms of \( D_0, D_\infty, D_\infty \) that we denote by the same letters, and the exceptional divisor \( E \).

The main tool is then the higher dimensional Hukuhara-Turrittin theorem (originally due to Majima [Maj84], see also [Sab93] Proof of Th. 7.2, [Moc11] Chap. 20, [Sab13a] Th. 12.5 & Cor. 12.7]. We consider the real blow-up space \( \tilde{Z} \) of \( Z \) along the components of \( D_Z \) and the natural lift \( \tilde{\epsilon} : \tilde{Z} \to \mathbb{P}^1 \times \mathbb{A}^1_\eta \) of \( \epsilon : Z \to \mathbb{P}^1 \times \mathbb{A}^1_\eta \).

**Theorem 3.3.5.** If \( Z \) is as in Proposition 3.3.4, then \( DR^{mod D_Z} \epsilon^+(\pi^+ M \otimes \tilde{E}(\tilde{\omega}(n)-t/\bar{\omega}(n))) \) has cohomology in degree zero only.

We can then use a particular case [Sab13a] Prop. 8.9] of [Moc14] Cor. 4.7.5], which is easier to prove because \( e \) is a projective modification, to get:

\[
R\tilde{\epsilon}_* DR^{mod D_Z} \epsilon^+(\pi^+ M \otimes \tilde{E}(\tilde{\omega}(n)-t/\bar{\omega}(n))) = DR^{mod D} (\pi^+ M \otimes \tilde{E}(\tilde{\omega}(n)-t/\bar{\omega}(n))).
\]

We will apply Theorem 3.3.1 through its corollary below.

**Corollary 3.3.6 (of Theorem 3.3.1).** Let \( Z \) be as in Proposition 3.3.4. Then, for each \( \tilde{\psi} \in \eta^{-1} \mathbb{C}[\eta^{-1}] \) the natural morphism

\[
DR^{mod D} (\pi^+ \mathcal{J}^{(0, \infty)}(M) \otimes \tilde{E}(\tilde{\omega}(n))) \to R^1 (\tilde{\pi} \circ \tilde{\psi})_* \mathcal{H}^0 \otimes DR^{mod D_Z} \epsilon^+(\pi^+ M \otimes \tilde{E}(\tilde{\omega}(n)-t/\bar{\omega}(n)))
\]

is a quasi-isomorphism and the natural morphism

\[
R^1 (\tilde{\pi} \circ \tilde{\psi})_* \mathcal{H}^0 \otimes DR^{mod D_Z} \epsilon^+(\pi^+ M \otimes \tilde{E}(\tilde{\omega}(n)-t/\bar{\omega}(n))) \to \tilde{\rho}^{-1} \tilde{\pi}
\]

is injective.

The pull-back \((\tilde{\pi} \circ \tilde{\psi})^{-1}(\{\eta = 0\}) = e^{-1}(D_\infty)\) is the union \( D_\infty \cup E \). Its pull-back in \( \tilde{Z} \), denoted by \( \tilde{D}_\infty \cup \tilde{E} \), is equal to \((\tilde{\pi} \circ \tilde{\psi})^{-1}(S_{n=0}^1)\). We will denote by \( \tilde{\sigma} \) the open inclusion \( \tilde{Z} \setminus (\tilde{D}_\infty \cup \tilde{E}) \hookrightarrow \tilde{Z} \).

Let \( \rho : u \mapsto u^0 = t \) be a ramification such that \( \rho^+ \mathcal{M} \) is non-ramified at \( t = 0 \). Consider the fibre product \( \tilde{Z}' := (\mathbb{P}^1_u \times \mathbb{A}^1_\eta) \times_{\eta} \tilde{Z} \) as a topological space:
Let us write \( \tilde{D}_Z := \tilde{\sigma}^{-1}(\tilde{D}_Z) \) and \( \tilde{f}' : \tilde{Z}' \setminus \sigma^{-1}(\tilde{D}_\infty \cup \tilde{E}) \hookrightarrow \tilde{Z}' \). Note that the restriction of \( \tilde{c}' \) to \( \tilde{Z}' \setminus \tilde{D}_Z \) is a homeomorphism.

Let \( \varpi : \tilde{Z} \to Z \) be the oriented real blow-up map. Below we use the convention of Remark 2.3.2 and for \( \tilde{z}' \in \tilde{Z}' \) we set

\[
\tilde{u} = (\tilde{\rho} \circ \tilde{c}'(\tilde{z}')) \in \tilde{P}_u^1, \quad \text{Exp}_u = \begin{cases} \text{Exp} & \text{if } \tilde{u} \in \mathcal{S}_u^1, \\ 0 & \text{if } \tilde{u} \in \tilde{P}_u^1 \setminus \mathcal{S}_u^1. \end{cases}
\]

and, as usual, for a point \( \tilde{z}' \in \tilde{Z}' \) over \( z := \varpi \circ \tilde{\sigma}(\tilde{z}') \in Z \) and a function \( g(u, \eta) \):

\[
e^{\ast \varphi} \leq \mathcal{E}_{\varphi} \quad e^{\ast \varphi} \leq \mathcal{E}_{\varphi} \iff \text{Re}(e^{\ast \varphi} - e^{\ast g}) < 0 \text{ in some neighb. of } \tilde{z}'
\]

or \( e^{\ast \varphi} - e^{\ast g} \) is bounded in some neighb. of \( \varpi \circ \tilde{\sigma}^{-1}(z) \).

Recall that the Stokes filtration \( (\mathcal{F}', \mathcal{F}'_\psi) \) on the local system \( \tilde{\mathcal{F}} := \tilde{\rho}^{-1} \mathcal{F} \) satisfies the equivariance condition \( \zeta^{-1} \mathcal{F}_{\psi, \tilde{z}} = \zeta^{-1} \mathcal{F}_{\psi} \) inside \( \zeta^{-1} \mathcal{F}' = \mathcal{F}' \) for each \( \zeta \in \mu_p \).

**Definition 3.3.7.**

1. The sheaf \( \mathcal{G}' \) on \( \tilde{Z}' \) is defined as \( \tilde{J}' \mathcal{G}'_{\tilde{z}'} \), where \( \mathcal{G}'_{\tilde{z}'} \) is the subsheaf of \( (\tilde{\rho} \circ \tilde{c}')^{-1} \mathcal{F}' \) on \( \tilde{Z}' \setminus (\tilde{\sigma}^{-1}(\tilde{D}_\infty \cup \tilde{E})) \) whose germ at \( \tilde{z}' \in \tilde{Z}' \setminus (\tilde{\sigma}^{-1}(\tilde{D}_\infty \cup \tilde{E})) \) is defined by

\[
\mathcal{G}'_{\tilde{z}'} := \sum_{\varphi \in \mathcal{P}_u} e^{\ast \varphi} \mathcal{F}_{\tilde{z}'} \subset \mathcal{F}_{\tilde{z}'}.
\]

2. The sheaf \( \mathcal{G}'_{\tilde{z}, \tilde{z}'} \) is the subsheaf of \( \mathcal{G}' \) which coincides with the latter away from \( \tilde{D}_Z \), and whose germ \( \mathcal{G}'_{\tilde{z}, \tilde{z}'} \) at each \( \tilde{z}' \in \tilde{Z}' \) is defined by the formula (same convention as in 2.1.5)

\[
\mathcal{G}'_{\tilde{z}, \tilde{z}'} := \sum_{\varphi \in \mathcal{P}_u} e^{\ast \varphi} \mathcal{F}_{\tilde{z}, \tilde{z}'} \subset \mathcal{F}_{\tilde{z}, \tilde{z}'}.
\]

(We note that the inclusion \( \mathcal{G}'_{\tilde{z}, \tilde{z}'} \subset \mathcal{G}' \) is obvious away from \( \tilde{\sigma}^{-1}(\tilde{D}_\infty \cup \tilde{E}) \) since \( \psi \) plays no role there, and therefore it is also clear on this set, by the definition of \( \mathcal{G}' \) there.)

**Lemma and Definition 3.3.8 (Sheaves \( \mathcal{G} \) and \( \mathcal{G}_{\tilde{z}} \)).** The sheaves \( \mathcal{G}' \) and \( \mathcal{G}'_{\tilde{z}} \) descend with respect to \( \tilde{\sigma} \) to subsheaves \( \mathcal{G} \) and \( \mathcal{G}_{\tilde{z}} \) of \( (\tilde{\rho} \circ \tilde{c})^{-1} \mathcal{F} \) on \( \tilde{Z} \).

**Proof.** Since \( p(u) = u^p \), the group \( \mu_p \) acts transitively on the fibres of \( \tilde{\sigma} \). This action is free on the fibres over \( \tilde{z} \in \tilde{D}_Z \). By definition, for any \( \zeta \in \mu_p \),

\[
e^{\ast \varphi} \leq \zeta \mathcal{E}_{\zeta \varphi} \quad e^{\ast \varphi} (\tilde{\psi}(\eta) - \rho(u)/\tilde{\rho}(\eta)) \iff e^{\ast \varphi} \leq \zeta \mathcal{E}_{\zeta \varphi} \quad e^{\ast \varphi} (\tilde{\psi}(\eta) - \rho(u)/\tilde{\rho}(\eta))
\]

since the right-hand side is invariant with respect to the \( \mu_p \)-action. By the equivariance property of \( \mathcal{F}'_{\tilde{z}} \), we deduce the equality of subspaces of \( \mathcal{F}_{\tilde{z}} \):

\[
\mathcal{G}'_{\tilde{z}, \tilde{z}'} = \sum_{\varphi \in \mathcal{P}_u} \mathcal{F}_{\tilde{z}, \tilde{z}'} = \sum_{\varphi \in \mathcal{P}_u} \mathcal{F}_{\tilde{z}, \tilde{z}'} = \mathcal{G}'_{\tilde{z}, \tilde{z}'}.
\]
where we recall that \( \varphi \in \text{Exp}_p \Leftrightarrow \varphi_\zeta \in \text{Exp}_{p_\zeta} \) for all \( \zeta \in \mu_p \). Therefore, we can define the subsheaf \( \mathcal{G}_{\leq \tilde{\psi}} \subset (\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} \) by requiring its stalk at \( \tilde{z} \) to be \( \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}} := \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}}' \), independent of the choice of the lift \( \tilde{z}' \) of \( \tilde{z} \). The same works for \( \mathcal{G}' \) descending to a subsheaf \( \mathcal{G} \) of \( (\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} \). Obviously, \( \mathcal{G}_{\leq \tilde{\psi}} \subset \mathcal{G} \).

Remark 3.3.9. The indexing condition in the sum defining \( \mathcal{G}'_{\leq \tilde{\psi}, \tilde{z}'} \) can be written as

\[
0 \leq \tilde{z}' e^* \omega_{\tilde{\psi}, \tilde{z}'} \quad \text{where} \quad \omega_{\tilde{\psi}, \tilde{z}'} \text{is defined by (3.3.3)}.
\]

Let \( \tilde{\eta} \in \tilde{\mathcal{P}}^1_\eta \) be the image of \( \tilde{z}' \) by \( \tilde{\pi} \circ \tilde{\psi}' \). We will be mainly interested in the case where \( \tilde{\eta} \in \tilde{\mathcal{S}}^1_{\eta=0} \), in which case we denote it by \( \tilde{\eta} \). Then, when \( \varphi \) is fixed, the condition \( e^* \omega_{\tilde{\psi}, \tilde{z}'} \leq \tilde{z}' e^* \omega_{\tilde{\psi}, \tilde{z}'} \) is equivalent to \( \tilde{\psi} \leq \tilde{\psi}' \).

Therefore, \( \tilde{\psi} \leq \tilde{\psi}' \) implies \( \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}'} \subset \mathcal{G}_{\leq \tilde{\psi}', \tilde{z}'} \subset \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}} \). The theorem below implies then that \( (R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}}) = \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}}' \) is included in \( (R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{G}_{\leq \tilde{\psi}', \tilde{z}}) \) and defines a filtration of \( (R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}}) \).

Theorem and Definition 3.3.10. Let \( (\mathcal{F}, \mathcal{F}_*) \) be a Stokes-filtered sheaf on \( \tilde{\mathcal{P}}^1 \), with trivial Stokes filtration away from \( \tilde{\mathcal{S}}^1_{\eta=0} \) and a Stokes filtration indexed by \( \text{Exp} \) on \( \tilde{\mathcal{S}}^1_{\eta=0} \) having ramification \( \rho \). Define \( \text{Exp} \) and \( \tilde{\rho} \) according to the stationary phase formula, and \( \mathcal{F}, \mathcal{G}_{\leq \tilde{\psi}} \) as in Definition 3.3.8.

- Then, for each \( \tilde{\psi} \in \text{Exp} \), the complexes \( R(\tilde{\pi} \circ \tilde{\psi}) \mathcal{F} \) and \( R(\tilde{\pi} \circ \tilde{\psi}) \mathcal{G}_{\leq \tilde{\psi}} \) have cohomology in degree one at most, and \( R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{G}_{\leq \tilde{\psi}} \) is a subsheaf of \( R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{F} = \tilde{\rho}^{-1} \mathcal{F} \). This family of subsheaves, together with the natural isomorphisms induced by \( \tilde{\rho}^{-1} \mathcal{G}_{\leq \tilde{\psi}} \simeq \mathcal{G}_{\leq \tilde{\psi}, \tilde{z}} \) for \( \tilde{\psi} \in \text{Exp} \), defines a Stokes filtration of \( \mathcal{F} \).

- The Stokes-filtered sheaf obtained by the procedure of the theorem is called the localalized \((0, \infty)\)-Laplace transform of the Stokes-filtered local system \((\mathcal{L}, \mathcal{L}_*)\), and denoted by \( \mathcal{F}_{(0, \infty)}(\mathcal{L}, \mathcal{L}_*) \), or simply by \( (\tilde{\mathcal{L}}, \tilde{\mathcal{L}}_*) \).

Note that the inclusion \( R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{G}_{\leq \tilde{\psi}} \subset R^1(\tilde{\pi} \circ \tilde{\psi}) \mathcal{F} \) is far from obvious from the sheaf-theoretic point of view.

Theorem 3.3.11. If \((\mathcal{L}, \mathcal{L}_*)\) is the Stokes-filtered local system attached to \( \mathcal{M} \), then \((\tilde{\mathcal{L}}, \tilde{\mathcal{L}}_*)\) is the Stokes-filtered local system attached to \( \mathcal{F}_{(0, \infty)}(\mathcal{L}, \mathcal{L}_*) \).

Proof of Theorems 3.3.10 and 3.3.11. Given a Stokes-filtered local system \((\mathcal{L}, \mathcal{L}_*)\) we can choose a finite dimensional \( \mathbb{C}((t)) \)-vector space with connection \( \mathcal{M} \) such that \((\mathcal{L}, \mathcal{L}_*)\) corresponds to \( \mathcal{M} \) by the Riemann-Hilbert correspondence recalled in §2.1. Both results are proved simultaneously, in order to apply Corollary 3.3.6 which reduces the problem to showing that there is, for each \( \tilde{\psi} \in \text{Exp} \), a natural isomorphism

\[
\mathcal{G}_{\leq \tilde{\psi}} \simeq \mathcal{H}^0(DR^\text{mod}^D \mathcal{Z} e^+ (\pi^+ M \otimes E^{(n)-(1/\rho(n)))}.
\]

Naturality means here the following. Let us denote by \( \tilde{\mathcal{J}} \) the open inclusion \( Z \times D_{\mathcal{Z}} \hookrightarrow \tilde{\mathcal{Z}} \). The pull-back \( (\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} \) of the local system \( \mathcal{F} \) on \( \tilde{\mathcal{P}}^1_\zeta \) satisfies \( (\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} = \tilde{\mathcal{J}}^{-1}(\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} \). On \( Z \setminus D_{\mathcal{Z}} \), \( DR^e e^+ (\pi^+ M \otimes E^{(n)-(1/\rho(n)))} \) is naturally identified with \( \tilde{\mathcal{J}}^{-1}(\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} \), and both sheaves considered in the isomorphism above are naturally regarded as subsheaves of \( \tilde{\mathcal{J}}^{-1}(\tilde{\pi} \circ \tilde{\psi})^{-1} \mathcal{F} \). The isomorphism above is nothing but the equality as such.
The question is therefore local on $\tilde{Z}$, and thus on $P^1_t \times \mathbb{A}^1_\eta$, and we can assume that $\pi^+\mathcal{M}$ is decomposed with respect to its Hukuhara-Turrittin decomposition in the neighbourhood of $\tilde{z}$. Then we are reduced to the case where $\text{Exp}$ is reduced to one element, and then the assertion is easy to check.

**Conclusion 3.3.13.** Computing $\mathcal{F}^{(0,\infty)}(\mathcal{L}, \mathcal{L}_*)$ reduces therefore to the following steps:

1. Given the subset $\text{Exp}$ and its “Laplace transform” $\hat{\text{Exp}}$ obtained through the stationary phase formula, to compute a sequence of blowing-ups $e : Z \to P^1_t \times \mathbb{A}^1_\eta$ such that each $e^+(\pi^+M \otimes E^{\hat{\psi}(\eta)} - t/\hat{\rho}(\eta))$ is good.

2. To compute the family of subsheaves $G \leq \hat{\psi}$ of $(\hat{\pi} \circ \hat{e})^{-1}\mathcal{F}$.

3. To compute the push-forwards $R^1(\hat{\pi} \circ \hat{e})_*G \leq \hat{\psi}$ as subsheaves of $\hat{\rho}^{-1}\hat{\mathcal{F}}$.

4. To make explicit, in the formula thus obtained, the $\hat{\mu}_\pi$-action induced by the isomorphisms $\hat{\zeta}^{-1}G \leq \hat{\psi} \simeq G \leq \hat{\psi} \hat{\zeta}$.

**Remark 3.3.14 (Moderate growth versus rapid decay).** One can also determine the Stokes filtered local system $(\hat{\mathcal{L}}, \hat{\mathcal{L}}_*)$ by computing the subsheaves $\hat{\mathcal{L}}_< \hat{\psi}$. The use of the moderate growth condition is mainly dictated by (3.2.2), in order to avoid mixed moderate growth/rapid decay in Theorem 3.3.1. On the other hand, assume that $\mathcal{M}$ is purely irregular. Then

$$\text{DR}^{\text{mod}}(D_0 \cup D_\infty)(\pi^+M \otimes E^{-t/\tau}) = \text{DR}^{\text{rd}}(D_0 \cup D_\infty)(\pi^+M \otimes E^{-t/\tau}).$$

As a consequence, with such an assumption, we can replace everywhere in §3.3 the moderate growth property with the rapid decay property, provided we change $G \leq \hat{\psi}$ with $G_< \hat{\psi}$ and the order $\leq \tilde{z}$ with the strict order $< \tilde{z}$.

### 3.4. The Stokes structure on $\mathcal{F}^{(0,\infty)}\mathcal{M}$ under a simplifying assumption

The main example of this article satisfies the following assumptions.

**Assumption 3.4.1.**

(1) $\mathcal{M}$ is purely irregular,

(2) there exists a ramification $\rho : u \mapsto u^p = t$ of order $p$ and a $\mathbb{C}\{u\}$-module $N$ with connection such that $\mathcal{M} = \rho_+ N$ (equivalently, $\mathcal{M} = \rho_+ N$) and for which the Levelt-Turrittin decomposition of $N$ is not ramified:

$$\mathbb{C}\{u\} \otimes N = \bigoplus_{\phi \in \text{Exp}} (\hat{\mathcal{E}}^{-\nu} \otimes \hat{\mathcal{R}}_\phi),$$

where $\text{Exp}$ is a finite subset in $u^{-1}\mathbb{C}[u^{-1}]$.

Assumption [3.4.1](#) means that no Stokes phenomenon for $\mathcal{M}$ is produced by the ramification. With this assumption, $\hat{\rho}^+ \mathcal{F}^{(0,\infty)}(\mathcal{M})$ is obtained through the diagram

$$\begin{array}{ccc}
\mathbb{A}^1_u \times \mathbb{G}_{m, \eta} & \xrightarrow{\pi} & \hat{\mathbb{G}}_{m, \eta} \\
\pi \uparrow & & \downarrow \hat{\pi} \\
\mathbb{A}^1_u & \xrightarrow{\pi} & \mathbb{G}_{m, \eta}
\end{array}$$

by the formula

$$\hat{\rho}^+ \hat{\mathcal{M}} = \hat{\pi}_+(\pi^+N \otimes E^{-\rho(u)/\hat{\rho}(\eta)}).$$
In other words, we can work directly with the \( u \) coordinate, as if \( M \) were non-ramified, and the only difference with the case where \( M \) is non-ramified is the twist is by \( E^{-\rho(u)/\hat{\rho}(\eta)} \), not by \( E^{-u/\hat{\rho}(\eta)} \). For that reason, we will use the same notations for the maps in the \( u \)-variable, and we will now denote by \((\mathcal{L}, \mathcal{L}_*)\) the non-ramified Stokes-filtered local system attached to \( N \). We regard \( N \) as a holonomic \( \mathcal{D}_{\mathbb{P}^1_u} \)-module which is localized at \( u = \infty \). Considering now the diagram

\[
\begin{array}{ccc}
\mathbb{P}^1_u & \xrightarrow{\pi} & \mathbb{A}^1_{\eta} \\
\downarrow & & \downarrow \\
\mathbb{P}^1_u & \xrightarrow{\pi} & \mathbb{A}^1_{\eta}
\end{array}
\]

we have

\[
\hat{\rho}^+ \mathcal{F}^{(0, \infty)}(M) = \hat{\pi}_+(\pi^+ N \otimes E^{-\rho(u)/\hat{\rho}(\eta)}).
\]

Let \( \hat{\text{Exp}} \subset \eta^{-1} \mathbb{C}[\eta^{-1}] \) be the set of exponential factors of \( \mathbb{C}(\eta) \otimes \hat{\rho}^+ \mathcal{F}^{(0, \infty)}(M) \) as above.

**Definition 3.4.2.** A proper modification \( e : Z \to \mathbb{P}^1_u \times \mathbb{A}^1_{\eta} \) is said to be suitable for \( M \) if

1. it is a succession of point blowing-ups above \((0, \infty) \in \mathbb{P}^1_u \times \mathbb{A}^1_{\eta}\),
2. the indeterminacy at \((0, \infty)\) of each function \( \omega_{\varphi, \hat{\psi}}(u, \eta) \) (\( \varphi \in \text{Exp}, \hat{\psi} \in \hat{\text{Exp}} \)), cf. (3.3.3), is mostly resolved on \( Z \), that is, the components of the divisors of zeros of \( \omega_{\varphi, \hat{\psi}}(u, \eta) \) which have multiplicity \( > 2 \) do not meet the divisor of poles of \( \omega_{\varphi, \hat{\psi}} \circ e \) along \( e^{-1}(0, \infty) \), and those having multiplicity \( \leq 2 \) meet it at most at smooth points.

It is known that such a suitable modification always exists. The results on \( \hat{\rho}^+ \mathcal{F}^{(0, \infty)}M \) obtained in the previous subsection can be adapted in a straightforward way to the present setting, even for a suitable modification, provided that

1. we denote by \((\mathcal{F}, \mathcal{F}_*)\) the Stokes-filtered sheaf attached to \( N \) (in the \( u \)-variable),
2. we replace \( t \) with \( \rho(u) \) and \( \tilde{t} \) with \( \tilde{u} \) in the formulas.

With Assumption 3.4.1(2), we do not have to take care of the ramification of \( M \). With Assumption 3.4.1(1), we can work in the rapid decay setting. The explicit description of the family of subsheaves \( \mathcal{G}_{<\hat{\psi}} \) is then simpler, due to the following lemma.

**Lemma 3.4.3.** If \( Z \) is suitable for \( M \), then it satisfies the conclusion of Theorem 3.3.5 for \( N \) in the rapid decay setting.

**Proof.** Clearly the goodness condition holds away from the intersection of the zero set of the functions \( \omega_{\varphi, \hat{\psi}} \) with the divisor \( D_Z \). We can then argue as in [Sab13b, Lem. A.1] for the zeros of multiplicity \( \leq 2 \). Note that we use the convention that the inequality \( 0 < \epsilon e^* \omega_{\varphi, \hat{\psi}} \) is not satisfied at a point \( \tilde{z} \) whose image in \( Z \) is an indeterminacy point of \( e^* \omega_{\varphi, \hat{\psi}} \). We also use [Sab13b, Lem. A.1] to prove (3.3.12) at these points.
3.5. The case of an elementary meromorphic connection. We now restrict to the case where $M = \text{El}(\rho, -\varphi, \mathcal{R})$, with $0 \neq \varphi \in u^{-1}\mathbb{C}[u^{-1}]$, $\rho : u \mapsto u^p = t$ and $\mathcal{R}$ is a regular connection. We thus have $M = \rho_+\mathcal{N}$ with $\mathcal{N} = \mathcal{E}^{-\varphi} \otimes \mathcal{R}$. Assumption 3.4.1 is thus satisfied. Since $\mathcal{R}$ is a successive extension of rank-one meromorphic connections, the monodromy of $\mathcal{F}^{(0,\infty)}M$ is given by Proposition 3.2.1, where $T_{\text{top}}$ is the monodromy corresponding to $\rho_+\mathcal{R}$, that is, such that $T_{\text{top}}^p = T$, if $T$ is the monodromy of $\mathcal{R}$.

We set $\varphi = \varphi_q u^{-q}(1 + o(u))$ with $\varphi_q \in \mathbb{C} \setminus \{0\}$. According to [Fan09, Sab08], we have $\mathbb{C}(\tau) \otimes \mathcal{F}^{(0,\infty)}M \simeq \text{El}(\hat{\rho}, -\hat{\varphi}, (-1)^q\mathcal{R})$, with

$$
\hat{\rho}(\eta) = -\frac{\rho'}{\varphi'} = \frac{p}{q\varphi_q} \eta^{p+q} (1 + o(\eta)),
$$

(3.5.1)

$$
\hat{\varphi}(\eta) = \varphi(\eta) + \frac{\rho(\eta)}{\hat{\rho}(\eta)} = \frac{p+q}{p} \varphi_q \eta^{-q} (1 + o(\eta)).
$$

We thus have

$$
\mathbb{C}(\eta) \otimes \hat{\mathcal{F}}^{(0,\infty)}M \simeq \bigoplus_{\hat{\zeta} \in \mu_{p+q}} \mathbb{C}(\eta) \otimes (\hat{\mathcal{E}}^{-\hat{\varphi}_\zeta(\eta)} \otimes (-1)^q\mathcal{R}),
$$

with $\hat{\varphi}_\zeta(\eta) = \hat{\varphi}(\hat{\zeta}(\eta) + o(\eta))$. As a consequence, $\text{Exp} = \{ \varphi \}$ and $\hat{\text{Exp}} = \{ \hat{\varphi}_\zeta(\eta) | \hat{\zeta} \in \mu_{p+q} \}$. The blowing-up $\varepsilon : Z \rightarrow \mathbb{P}^1_u \times \mathbb{A}^1_v$ (see §3.4) is obtained by resolving the family of rational functions

$$
\omega_{\zeta}(u, \eta) := \hat{\varphi}_\zeta(\eta) - \varphi(u) - \rho(u)/\hat{\rho}(\eta), \quad \hat{\zeta} \in \mu_{p+q}.
$$

**Blow-up of $\mathcal{R}$.** Let us denote by $\varepsilon$ the single blow-up of the point $\cdots$. In the chart centered at $\cdots$, the divisor $D$ reduces to $D_0 \cup D_\infty$, with $D_0 = \{ u = 0 \}$ and $D_\infty = \{ \eta = 0 \}$ (cf. (3.1) by using the ramified coordinates $u, \eta$). We denote by the same name their strict transforms by the blow-up map $\varepsilon$, and by $E$ the exceptional divisor $\varepsilon^{-1}(\cdots)$.

![Figure 1. The blow-up map $\varepsilon : Z \rightarrow \mathbb{P}^1_u \times \mathbb{A}^1_v$.](image)

The chart $(u, \eta)$ is covered by two charts with respective systems of coordinates $(x, y)$ and $(w, z)$, such that $\varepsilon(x, y) = (xy, y)$ and $\varepsilon(w, z) = (w, wz)$. The strict transform of $D_0$, defined by $x = 0$, is located in the first chart, and that of $D_\infty$, defined by $z = 0$, is located in the second chart. Moreover, $(x:z)$ forms a system of projective coordinates on $E \simeq \mathbb{P}^1$.

In the coordinates $(x, y)$ we find

$$
\varepsilon^*\omega_{\zeta}(x, y) = -\frac{\varphi_q}{p} x^{-q} y^{-q} [q x^{p+q} - (p+q) \hat{\zeta}^{-q} x^q + p + o(xy)].
$$

(3.5.3)
In these coordinates, the indeterminacy locus of \( \omega_\mathcal{E}(x, y) \) consists of the points with coordinate \( x \) on the divisor \( E = \{ y = 0 \} \) which are roots of the polynomial \( f_\mathcal{E}(X) := f(X/\hat{\mathcal{E}}) \) with

\[
(3.5.4) \quad f(X) = qX^{p+q} - (p + q)X^q + p.
\]

**Lemma 3.5.5.** Under Assumption \[\text{3.3.1}\] the polynomial has a single double root at \( X = 1 \) and \( (p + q) - 2 \) simple roots which are all nonzero and whose absolute value is \( > 1 \) for \( p - 1 \) of them and \( < 1 \) for the remaining \( q - 1 \).

As a consequence, the blow-up \( \varepsilon : Z \to \mathbb{P}_u^1 \times \mathbb{A}_q^1 \) of \( (0, \infty) \) is suitable for \( \mathcal{M} \) in the sense of Definition \[\text{3.3.2}\].

4. The case of an elementary connection – cohomological description

Following Conclusion \[\text{3.3.13}\] together with Remark \[\text{3.3.14}\] we are now going to describe the family of subsheaves \( \mathcal{G} < \hat{\mathcal{G}} \) of \( \mathcal{G} \subset (\pi \circ \tilde{\varepsilon})^{-1}\hat{\mathcal{F}} \) and their push-forwards \( R^1(\pi \circ \tilde{\varepsilon})_*\mathcal{G} < \hat{\mathcal{G}} \), where \( \varepsilon : Z \to \mathbb{P}_u^1 \times \mathbb{A}_q^1 \) is the blow-up of \( (0, \infty) \).

4.1. The sheaves \( \mathcal{G} \) and \( \mathcal{G} < \hat{\mathcal{G}} \) on the fibres of \( \tilde{\pi} \).

4.1.1. The real blow-up space \( \tilde{Z} \). Let us first describe the map \( \tilde{\pi} \circ \tilde{\varepsilon} : \tilde{Z} \to \mathbb{P}_u^1 \). It will be enough for us to understand the description of \( (\tilde{\pi} \circ \tilde{\varepsilon})^{-1}(S_{u=0}^1) \). This space lies over \( D_{\infty} \cup E \).

Over the coordinate chart \((x, y)\) of \( Z \) (see Figure 1) is the chart of \( \tilde{Z} \) with polar coordinates \((r_x, \vartheta_x, r_y, \vartheta_y)\). In this chart, the pull-back \( \tilde{E} \) of \( E \) is defined by \( r_y = 0 \) and the map \( \tilde{\pi} \circ \tilde{\varepsilon} \) is given by \((r_x, \vartheta_x, r_y, \vartheta_y) \mapsto (r_y, \vartheta_y)\). Therefore, in this chart, \( (\tilde{\pi} \circ \tilde{\varepsilon})^{-1}(S_{u=0}^1) \) is the product of the annulus \([0, \infty) \times S_{\vartheta=0}^1 \) with the circle \( S_{r=0}^1 = S_{\eta=0}^1 = S_{\vartheta=0}^1 \). The restriction to \( \tilde{E} \) of \( \tilde{\pi} \circ \tilde{\varepsilon} \) takes values in \( S_{u=0}^1 \) and is given by \((r_x, \vartheta_x, \vartheta_y) \mapsto \vartheta = \vartheta_x + \vartheta_y\). Therefore, it will be more convenient for us to use the description \( \tilde{E} = \{0, \infty\} \times S_{u=0}^1 \times S_{\vartheta=0}^1 \), with the coordinate \( \tilde{\vartheta} = \vartheta_y \) on \( S_{u=0}^1 = S_{\vartheta=0}^1 \).

Over the coordinate chart \((w, z)\) of \( Z \) is the chart of \( \tilde{Z} \) with polar coordinates \((r_w, \vartheta_w, r_z, \vartheta_z)\). In this chart, the pull-back \( \tilde{E} \cup \tilde{D}_{\infty} \) of \( E \cup D_{\infty} \) is defined by \( r_w r_z = 0 \) and the map \( \tilde{\pi} \circ \tilde{\varepsilon} \) is given by \((r_w, \vartheta_w, r_z, \vartheta_z) \mapsto (r_w r_z, \vartheta_w + \vartheta_z)\), while the map \( \pi \circ \varepsilon \) is given by \((r_w, \vartheta_w, r_z, \vartheta_z) \mapsto (r_w, \vartheta_w)\). We can therefore identify \( \tilde{D}_{\infty} \) with \( \mathbb{P}_u^1 \times S_{\vartheta=0}^1 \) so that the restriction of the map \( \pi \circ \varepsilon \) (resp. \( \tilde{\pi} \circ \tilde{\varepsilon} \)) is identified with the first (resp. the second) projection.

As a consequence, \( \tilde{D}_{\infty} \cup \tilde{E} \) it obtained by gluing

\[
\tilde{D}_{\infty} = \{(r_u, \vartheta, \tilde{\vartheta}) \mid r_u \in [0, \infty], \vartheta \in S_{u=0}^1, \tilde{\vartheta} \in S_{\vartheta=0}^1\}
\]

\[
\tilde{E} = \{(r_x, \vartheta, \tilde{\vartheta}) \mid r_x \in [0, \infty], \vartheta \in S_{u=0}^1, \tilde{\vartheta} \in S_{\vartheta=0}^1\}
\]

along \( r_u = 0 \) (resp. \( r_x = \infty \)) by the identity on \( S_{u=0}^1 \times S_{\vartheta=0}^1 \).
The sheaf $\mathcal{G}$ on $E \cup \tilde{D}_\infty$. We denote by $\beta: B \hookrightarrow \tilde{E} \cup \tilde{D}_\infty$ the inclusion of the open subset consisting of the union of

- $E \setminus \{r_x = 0\}$, $\tilde{D}_\infty \setminus \{r_u = \infty\}$,
- $\{(0, \vartheta, \bar{\vartheta}) \mid q \vartheta \in \arg(\varphi_q) - (\frac{3\pi}{2}, \frac{3\pi}{2})\} \subset \{r_x = 0\}$,
- $\{(\infty, \vartheta, \bar{\vartheta}) \mid p\vartheta - (p + q)\bar{\vartheta} \in -\arg(\varphi_q) + (\frac{\pi}{2}, \frac{3\pi}{2})\} \subset \{r_u = \infty\}$.

**Lemma 4.1.2.** Let us still denote by $\tilde{\pi} \circ \tilde{c}$ the projection $\tilde{E} \cup \tilde{D}_\infty \to \tilde{P}_u^1$. Then $\mathcal{G}|_{\tilde{E} \cup \tilde{D}_\infty} = \beta(\tilde{\pi} \circ \tilde{c})^{-1} \mathcal{F}$.

**Proof.** By analyzing the map $\tilde{c}: \tilde{Z} \to \tilde{P}_u^1 \times \tilde{A}_q^1$ in the neighbourhood of $\tilde{E} \cup \tilde{D}_\infty$. $\square$

**4.1.c.** The sheaves $\mathcal{G}_{<\zeta}$ on $E \cup \tilde{D}_\infty$. Assume that $\tilde{v} = \tilde{\varphi}_{\zeta}$. According to Definition 3.3.8 (in the rapid decay setting) and recalling that $\text{Exp} = \{\varphi\}$, we obtain:

**Lemma 4.1.3.** The restriction to $\tilde{E} \cup \tilde{D}_\infty$ of the sheaf $\mathcal{G}_{<\zeta}$ is the subsheaf of $\mathcal{G}$ given by

(4.1.3 *) $\mathcal{G}_{<\zeta}|_{E \cup \tilde{D}_\infty} = (\beta_{\zeta>0}) \mathcal{G}|_{E \cup \tilde{D}_\infty}$

where $\beta_{\zeta>0}$ denotes the inclusion of the open subset

(4.1.3 **) $B_{\zeta>0} := \{ \tilde{z} \in \tilde{E} \cup \tilde{D}_\infty \mid 0 < \zeta \varepsilon \omega_{\zeta}(w, \eta) \} \hookrightarrow \tilde{E} \cup \tilde{D}_\infty$.

**Proof.** Let us make precise the reasoning at the points $\tilde{z}$ whose projection on $E \cup \tilde{Z}$ is an indeterminacy point for $\omega_{\zeta}$. On $D_\infty$, the factor $\varepsilon \omega_{\zeta}$ written in the coordinates $(w, z)$ reads as

$$\varepsilon \omega_{\zeta}(w, z) = \frac{1}{w^{\mu+q}} \cdot \lambda_{\zeta}(w, z)$$

for some holomorphic function $\lambda_{\zeta}$ such that $\lambda_{\zeta}(w, 0) = -q\varphi_q/p \neq 0$, a value which is independent of $\tilde{z} \in \mu_{p+q}$. Hence there is no indeterminacy point of $\omega_{\zeta}$ on $D_\infty$. We conclude from Lemma 3.5.5 that these points lie on $E \setminus (D_0 \cup D_\infty)$ and that, in a suitable local coordinate $v$ on $E$ vanishing at such a point, $\varepsilon \omega_{\zeta}$ can be written as $v^a/y^q$ with $a = 1$ or $a = 2$. In any punctured neighbourhood of a point $(v = 0, \bar{\vartheta})$, the argument of $\varepsilon \omega_{\zeta}$ takes all possible values, therefore such a point cannot be inside $B_{\zeta>0}$ (nor inside $B_{\zeta<0}$). It thus lies on the boundary of $B_{\zeta>0}$ and, according to a computation similar to [Sab13b] Lem. A.1, Formula (4.1.3 *) also holds at such a point. $\square$
In other words, we will forget the indeterminacy points in the remaining part of this article.

4.1.d. The sheaf $\mathcal{G}_{\leq \hat{\zeta}}$ on $\tilde{D}_{\infty, \tilde{\varphi}}$. We have

\[(4.1.4) \quad B_{\omega_{\tilde{\zeta}} > 0} \cap \tilde{D}_{\infty} = \left\{ (r_u, \vartheta, \tilde{\vartheta}) \mid p\vartheta - (p + q)\tilde{\vartheta} \in -\arg(\varphi_u) + \left( \frac{\pi}{2}, \frac{3\pi}{2} \right) \right\}.
\]

This is the pull-back under the radial projection $[0, \infty] \ni r_u \mapsto \infty$ of the set $B \cap \{ r_u = \infty \}$ considered before Lemma 4.1.2 and is independent of $\hat{\zeta}$. As a consequence, on $\tilde{D}_{\infty}$, $\mathcal{G}_{\leq \hat{\zeta}}|_{\{ r_u = \infty \}}$ is equal to $\mathcal{G}_{\infty}$ and $\mathcal{G}_{\leq \hat{\zeta}}|_{\{ r_u < \infty \}} \subset \mathcal{G}_{\{ r_u < \infty \}}$.

4.1.e. The sheaf $\mathcal{G}_{\leq \hat{\zeta}}$ on $\tilde{E}_{\tilde{\varphi}}$. From (3.5.2) and (3.5.3), the condition $0 < z^*\omega_{\zeta}$ for the point $\tilde{z} = (r_x, 0, \hat{\vartheta}) \in \tilde{E}$ lying over $(x, 0) \in E \setminus \hat{\zeta}f^{-1}(0)$ reads

$q\vartheta - \arg(f(\hat{\zeta}^{-1}x)) \in \arg(\varphi_u) + \left( \frac{\pi}{2}, \frac{3\pi}{2} \right) \pmod{2\pi}.$

Therefore

\[(4.1.5) \quad B_{\omega_{\zeta} > 0} \cap \tilde{E} = \left\{ (r_x, \vartheta, \hat{\vartheta}) \mid q\vartheta - \arg(f(\hat{\zeta}^{-1}x)) \in \arg(\varphi_u) + \left( \frac{\pi}{2}, \frac{3\pi}{2} \right) \pmod{2\pi} \right\}.
\]

From (4.1.3) it clearly follows:

4.1.6. For each fixed $\hat{\vartheta}$, the fibres $(B_{\omega_{\zeta} > 0} \cap \tilde{E})_{\tilde{\varphi}}$ are increasing with respect to $\zeta \in \mu_{p+q}$ ordered according to the order of the family $(\hat{\zeta}^{-1})_{\zeta}$ at $\hat{\vartheta}$.

Let us observe that for $|x| \gg 1$, we have $q\vartheta_x - \arg(f(\hat{\zeta}^{-1}x)) \sim -p\vartheta_x$, so that in the limit $|x| \to \infty$, we have

\[(4.1.7) \quad B_{\omega_{\zeta} > 0} \cap \tilde{E} \cap \{ x = \infty \} = \left\{ (0, \vartheta, \hat{\vartheta}) \mid p\vartheta - (p + q)\hat{\vartheta} \in -\arg(\varphi_u) + \left( \frac{\pi}{2}, \frac{3\pi}{2} \right) \right\},
\]

which is independent of $\hat{\zeta} \in \mu_{p+q}$ and coincides with $B_{\omega_{\zeta} > 0} \cap \tilde{D}_{\infty} \cap \{ r_u = 0 \}$ (see (4.1.4)).

Similarly, for $|x| \to 0$, we see that $-q\vartheta_x + \arg(f(\hat{\zeta}^{-1}x)) \sim -q\vartheta_x$ and hence

\[(4.1.8) \quad B_{\omega_{\zeta} > 0} \cap \tilde{E} \cap \{ r_x = 0 \} = \left\{ (0, \vartheta, \hat{\vartheta}) \mid q\vartheta \in \arg(\varphi_u) + \left( \frac{\pi}{2}, \frac{3\pi}{2} \right) \right\},
\]

is independent on $\hat{\zeta} \in \mu_{p+q}$, and coincides with $B \cap \{ r_x = 0 \}$.

As a consequence, $\mathcal{G}_{\leq \hat{\zeta}}|_{\tilde{E}}$ is obviously contained in $\mathcal{G}_{\tilde{E}}$, and coincides with $\mathcal{G}$ on $\{ r_x = 0 \}$.

4.2. The Stokes-filtered sheaf $(\tilde{\rho}^{-1}\tilde{\mathcal{F}}, \tilde{\mathcal{L}})$. From Theorems 3.3.10 and 3.3.11 in the rapid decay case and after the ramification of the point $\tilde{x}$, we obtain:

**Corollary 4.2.1.** The Stokes-filtered sheaf $(\tilde{\rho}^{-1}\tilde{\mathcal{F}}, \tilde{\mathcal{L}})$ on $\mathfrak{S}^1_{\eta=0}$ is given by:

- $\tilde{\rho}^{-1}\tilde{\mathcal{F}} = R^1(\tilde{\pi} \circ \tilde{z})_* \mathcal{G}_{\zeta}$
- for each $\zeta \in \mu_{p+q}$, $\tilde{\mathcal{L}}_{\leq \hat{\zeta}} = R^1(\tilde{\pi} \circ \tilde{z})_* \mathcal{G}_{\zeta}$.

In particular, the latter is contained in the former. \[\square\]
We shall simplify the topological situation in order to ease the explicit computation of these objects. We continue to restrict the sheaves to $\hat{E} \cup \hat{D}_{\infty}$. We notice that $B_{\omega,>0} \cap \hat{D}_{\infty}$ defined by \[4.1.4\] is independent of $\hat{\zeta}$. We thus set $B^0 := (B \cap \hat{E}) \cup (B_{\omega,>0} \cap \hat{D}_{\infty})$ (for any $\hat{\zeta}$). We have, for any $\hat{\zeta}$, the inclusions $B_{\omega,>0} \subset B^0 \subset B$. The first inclusion is an equality on $\hat{D}_{\infty}$, while the second one is so on $\{r_n = \infty\}$. We denote by $\beta^0$ the inclusion $B^0 \hookrightarrow E \cap \hat{D}_{\infty}$, and we set $\mathcal{G}^0 := (\beta^0)^{-1}(\hat{\mathfrak{F}})$. We thus have a sequence of inclusions $\mathcal{G}_{<\hat{\zeta}} \hookrightarrow \mathcal{G}^0 \hookrightarrow \mathcal{G}$.

**Lemma 4.2.2.**

1. The inclusion $\mathcal{G}^0 \hookrightarrow \mathcal{G}$ induces an isomorphism $R^1(\hat{\pi} \circ \hat{\varepsilon})_* \mathcal{G}^0 \sim \sim \to R^1(\hat{\pi} \circ \hat{\varepsilon})_* \mathcal{G}$.
2. The natural restriction morphisms

\[ R^1(\hat{\pi} \circ \hat{\varepsilon})_* \mathcal{G}^0 \longrightarrow R^1(\hat{\pi} \circ \hat{\varepsilon})_* \mathcal{G}_{<\hat{\zeta}}^0 \] 

\[ R^1(\hat{\pi} \circ \hat{\varepsilon})_* \mathcal{G}_{<\hat{\zeta}}^0 \longrightarrow R^1(\hat{\pi} \circ \hat{\varepsilon})_* \mathcal{G}_{<\hat{\zeta}} \] 

are isomorphisms.

We can therefore replace, in Corollary 4.2.1, the triple $((\hat{E} \cup \hat{D}_{\infty}, B_{\omega,>0}, B^0 \cap \hat{E})$) with $((\hat{E}, B_{\omega,>0} \cap \hat{E})_{\xi \in \mu_{p+q}}, B^0 \cap \hat{E})$ and the pair $((\mathcal{G}_{<\hat{\zeta}}^0)_{\xi \in \mu_{p+q}}, \mathcal{G})$ with the pair $((\mathcal{G}_{<\hat{\zeta}})_{\xi \in \mu_{p+q}}, \mathcal{G})$.

### 4.3. Stokes data for $\hat{\rho}^+\mathcal{F}^{(0,\infty)}\mathcal{M} - \text{abstract version}$

The computation of the Stokes data can be done with the simplified model above. Namely, we denote by $\overline{A}$ the annulus $[0, \infty] \times S^1_{\eta=0}$ with coordinates $(r, \vartheta)$, where $\vartheta$ now abbreviates $\vartheta_x$. The open annulus $A$ is defined as $[0, \infty) \times S^1_{\eta=0}$ and the boundary components are denoted by $\partial^\text{in} A (r = 0)$ and $\partial^\text{out} A (r = \infty)$. We denote by $\overline{\mathcal{F}}$ the local system on $\overline{A} \times S^1_{\eta=0} \simeq \hat{E}$ pull-back of $\mathcal{F}$ by $\hat{\pi} \circ \hat{\varepsilon}$ and we consider the subsets $B_{\omega,>0}$ and $B$, which now denote the intersection of $B_{\omega,>0}$ (resp. $B^0$) with $\overline{A} \times S^1_{\eta=0}$. We will denote by $\overline{\mathcal{F}}_{\hat{\vartheta}}$ the restriction of $\overline{\mathcal{F}}$ to the fibre $\overline{A} \times \{\hat{\vartheta}\}$ (so $\overline{\mathcal{F}}_{\hat{\vartheta}}$ is canonically equal to $\mathcal{F}$), and similarly for $B_{\omega,>0}$ and $B$, as well as for $\beta_{\omega,>0}$ and $\beta$.

Let us choose an argument $\hat{\vartheta}_0 \in S^1_{\eta=0}$ such that the set $\{\hat{\vartheta}_\ell := \hat{\vartheta}_0 + \ell \pi/q \mid \ell \in \mathbb{Z}\}$ does not contain a Stokes direction for any difference of two exponential factors $\hat{\vartheta}_z$ and $\hat{\vartheta}_{\hat{\vartheta}}$, for $\hat{\vartheta}, \hat{\vartheta} \in \mu_{p+q}$. Let $I_{\ell} := [\hat{\vartheta}_\ell, \hat{\vartheta}_{\ell+1}]$. We then define $L_{\ell} := H^1(\overline{A}, (\beta^\ell)_! \overline{\mathcal{F}}_{\hat{\vartheta}_\ell})$ for $\ell = 0, \ldots, 2q - 1$ and $S_{\ell}^{\ell+1} : L_{\ell} \to L_{\ell+1}$ by the diagram of isomorphisms induced by the restriction isomorphisms

\[ \begin{align*}
H^1(\overline{A} \times I_\ell, (\beta^\ell)_! \overline{\mathcal{F}}) & \sim \sim \to H^1(\overline{A} \times I_{\ell+1}, (\beta^{\ell+1})_! \overline{\mathcal{F}}_{\hat{\vartheta}_{\ell+1}}) \\
S_{\ell}^{\ell+1} & \sim \sim \to H^1(\overline{A} \times I_{\ell+1}, (\beta^{\ell+1})_! \overline{\mathcal{F}}_{\hat{\vartheta}_{\ell+1}})
\end{align*} \]

We arrange the elements of $\mu_{p+q}$, identified with $\overline{\text{Exp}}$ through $\hat{\zeta} \mapsto \hat{\vartheta}_z$, according to the ordering \[2.1.2\] at $\hat{\vartheta}_0$:

\[ \mu_{p+q} = \{\hat{\vartheta}_0 < \hat{\vartheta}_1 < \cdots < \hat{\vartheta}_p = \hat{\vartheta}_{p+q-1}\}. \]
This ordering repeats itself at \( \tilde{\zeta} \) for each even \( \ell = 2\mu \) and is completely opposite for each odd \( \ell = 2\mu + 1 \). From Corollary 4.2.1 in this simplified setting, we conclude that the family

\[
H^1(\mathcal{A}, (\beta_\omega^\theta_{\omega_\ell})_{\ell=0,\ldots,p+q-1})
\]

forms a increasing (resp. decreasing) filtration of \( H^1(\mathcal{A}, (\beta_\omega^\theta)_{\ell=0,\ldots,p+q-1}) \) for \( \ell \) even (resp. \( \ell \) odd) in \( \{0,\ldots,2q-1\} \). We denote by \( FL_\ell \) such an increasing/decreasing filtration. We can conclude:

**Theorem 4.3.3.** The Stokes structure of the de-ramified local Fourier transform \( \mathfrak{\tilde{g}}+\mathfrak{f}(0,\infty)\mathcal{M} \) of the elementary meromorphic connection \( \mathcal{M} = \text{El}(\rho,-\varphi,\mathcal{R}) \) can be represented by the following linear Stokes data:

- the vector spaces \( L_\ell = H^1(\mathcal{A}, (\beta_\omega^\theta)_{\ell=0,\ldots,p+q-1}) \) (see 4.3.1) for \( \ell = 0,\ldots,2q-1 \),
- the isomorphisms \( S^\ell_{\ell+1} \) from 4.3.1,
- the filtrations \( FL_\ell \) given by 4.3.2. \( \square \)

5. **Topology of the support of the sheaves \( \mathcal{G}_x^{\tilde{\zeta}} \) on the annulus**

In this section, we will describe the shape of the support \( B_\omega^{\tilde{\zeta}} \) inside the annulus \( \mathcal{A} \) in order to obtain Corollary 5.1.12 below.

5.1. **Morse theory on the closed annulus.** In this section, it will be more convenient to use the argument \( \arg x = \theta_x \), related to \( \vartheta \) as follows:

\[
\vartheta = \theta_x + \vartheta_x.
\]

We consider the function (cf. \( 3.5.4 \))

\[
\mathcal{A} \setminus \{ x \mid f(x) = 0 \} \xrightarrow{G} \mathbb{S}^1,
\]

\[
x \mapsto \theta = \arg(f(x)/x^q) = -q\theta_x + \arg f(x)
\]

with \( f(x) \) given by \( 3.5.4 \). For \( \tilde{\zeta} \in \mu_{p+q} \) and \( \vartheta_x \in \mathbb{S}^1_{\vartheta = 0} \), we set

\[
G_\vartheta^{\tilde{\zeta}}(x) := G(\tilde{\zeta}^{-1}x) - q(\vartheta_x + \arg(\tilde{\zeta})) + \arg(\vartheta_x) = -q\vartheta_x + \arg(\vartheta_x) + \arg f(\tilde{\zeta}^{-1}x).
\]

We have

\[
B_\omega^{\tilde{\zeta}} = (G_\vartheta^{\tilde{\zeta}})^{-1}(\{\xi, \frac{3\pi}{2}\}).
\]

Let us denote by \( b : \mathcal{A}' \to \mathcal{A} \) the real oriented blow-up of the roots of the polynomial \( f(x) \) (where \( G \) is not defined) and let us set \( \mathcal{A}' = \mathcal{A} \setminus f^{-1}(0) \). We will use classical Morse-theoretic arguments for the extension of \( G \) to the manifold with boundary \( \mathcal{A}' \) (cf. [H173] §3).

**Lemma 5.1.3.** The function \( G \) extends to a differentiable function on \( \mathcal{A}' \). Its restriction to \( \partial \mathcal{A}' \) has no critical point. The set of critical points in \( \mathcal{A}' \), which are all of Morse type of index one, is equal to \( \mu_{p+q} - \{1\} \) embedded in \( \{ x \mid |x| = 1 \} \). To each critical point \( \tilde{\zeta} \in \mu_{p+q} - \{1\} \) corresponds the critical value \( \arg(\tilde{\zeta}^p - 1) = \frac{\pi}{2} + \frac{\pi}{p+q} \text{ mod } 2\pi \) for some \( k = 1,\ldots,p+q-1 \), which belongs to \( \{\frac{\pi}{2}, \frac{3\pi}{2}\} \). The critical value \( \frac{\pi}{2} + \frac{\pi}{p+q} \text{ mod } 2\pi \)
comes from exactly one critical point, which is \( \exp\left(\frac{2\pi i k}{p+q}\right) \) for \( k \in \{1, \ldots, p + q - 1\} \) such that \( k \equiv a \mod (p + q) \), with \( a \) as in (1.4.2).

**Proof.** The assertion on the critical points and their values is obtained by noticing that \( G \) is obtained as the composition of the function \( x \mapsto f(x)/x^q \) from \( A' \) to \( \mathbb{C}^* \) with the projection to \( S^1 \).

Let us consider the local behaviour of \( G \) around a root \( x_o \in \overline{A} \) of \( f(x) \). Let \( \mathbb{S}_{x_o}^1 \) denote the boundary circle over \( x_o \) and assume first that \( x_o \) is a simple root. The function \( G \) then reads

\[
G(x) = \arg(f(x)/x^q) = \arg((x - x_o) \cdot g(x)/x^q)
\]

in a neighborhood \( \mathbb{S}_{x_o}^1 \subset \mathbb{A}' \) for some polynomial \( g(x) \) which does not vanish at \( x_o \).

This shows that \( G \) extends differentiably to \( \mathbb{S}_{x_o}^1 \) and its restriction \( \mathbb{S}_{x_o}^1 \to S^1 \) has maximal rank everywhere. Locally around the double zero \( x = 1 \), the situation amounts to

\[
G(x) = \arg((x - 1)^2 \cdot g(x)/x^q)
\]

with \( g(x) \) non-vanishing at \( x = 1 \). The same arguments as above apply regarding the extension of \( G \) to \( \mathbb{S}_1^1 \). Lastly, the behaviour of \( G \) on \( \partial\overline{A} \) has been given in §4.1. □

As a consequence, we can regard \( G \) as a Morse function on the pair \((\overline{A}', \partial\overline{A})\), and also on the pair \((\overline{A} \setminus f^{-1}(0), \partial\overline{A})\) [cf. [HL73] Th. 3.1.6].

**Proposition 5.1.4.** For each \( \theta \in S^1 \), each connected component of the subset \( B^\theta := G^{-1}(\theta + (\frac{\pi}{2}, \frac{\pi}{2})) \subset \overline{A} \setminus f^{-1}(0) \) is homeomorphic to the union of an open disc with holes (i.e., interior closed discs deleted) and nonempty disjoint open intervals (at least one) in its boundary. It is embedded in \( \overline{A} \) in such a way that the nonempty open intervals in the boundary are contained in \( \partial\overline{A} \).

**Proof.** We will start with the case \( \theta = \pi \).

**Lemma 5.1.5.** The subset \( G^{-1}((-\frac{\pi}{2}, \frac{\pi}{2})) \subset \overline{A} \setminus f^{-1}(0) \) is homeomorphic to a disjoint union of \( (p + q) \) semi-closed discs, each of them being a closed disc with a closed interval in its boundary deleted, embedded in \( \overline{A} \) in such a way that the remaining nonempty open interval in the boundary is contained in \( \partial\overline{A} \).

Consider the annulus \( \overline{A} = [0, \infty) \times S^1 \) with coordinate \((r, \vartheta_x)\). We will use the notation

\[
\begin{align*}
ev_{\text{in}}^m := \{r = 0\} \times \left(\frac{2m\pi}{q} - \frac{\pi}{2p}, \frac{2m\pi}{q} + \frac{\pi}{2p}\right), & \quad m = 0, \ldots, q - 1 \\
\text{odd}_{\text{in}}^m := \{r = 0\} \times \left(\frac{2(m+1)\pi}{q} - \frac{\pi}{2p}, \frac{2(m+1)\pi}{q} + \frac{\pi}{2p}\right), &
\end{align*}
\]

\[
\begin{align*}
ev_{\text{out}}^n := \{r = \infty\} \times \left(\frac{2n\pi}{p} - \frac{\pi}{2p}, \frac{2n\pi}{p} + \frac{\pi}{2p}\right), & \quad n = 0, \ldots, p - 1 \\
\text{odd}_{\text{out}}^n := \{r = \infty\} \times \left(\frac{(2n+1)\pi}{p} - \frac{\pi}{2p}, \frac{(2n+1)\pi}{p} + \frac{\pi}{2p}\right), &
\end{align*}
\]
We then have

\[ \partial^\text{in} G^{-1}\left((-\frac{\pi}{2}, \frac{\pi}{2})\right) = \bigcup_{m=0}^{q-1} \text{ev}_{m}^\text{in}, \quad \partial^\text{out} G^{-1}\left((-\frac{\pi}{2}, \frac{\pi}{2})\right) = \bigcup_{n=0}^{p-1} \text{ev}_{n}^\text{out}. \]

**Proof of Lemma 5.1.5.** By Morse theory (cf. loc. cit.), \( G^{-1}\left((-\frac{\pi}{2}, \frac{\pi}{2})\right) \) is diffeomorphic to the product \( G^{-1}(0) \times (-\frac{\pi}{2}, \frac{\pi}{2}) \). It is therefore enough to check that \( G^{-1}(0) \) is the disjoint union of \((p+q)\) semi-closed intervals with closed end points on \( \partial A \). Since the closure \( \overline{G^{-1}(0)} \) cuts the boundary \( \partial A \) transversally, we conclude that

- in the neighbourhood of \( \text{ev}_{m}^\text{in}, \) \( G^{-1}(0) \) is a smooth curve abutting to \((0, \frac{2m\pi}{q})\) \((m = 0, \ldots, q-1)\),
- in the neighbourhood of \( \text{ev}_{n}^\text{out}, \) \( G^{-1}(0) \) is a smooth curve abutting to \((\infty, \frac{2n\pi}{p})\) \((n = 0, \ldots, p-1)\),
- in the neighbourhood of a simple root of \( f, \) \( G^{-1}(0) \) is a smooth curve with one end in this puncture,
- in the neighbourhood of the double root of \( f, \) \( G^{-1}(0) \) is a smooth curve with two ends in this puncture.

The lemma is then a consequence of the following properties.

**Claims (See Figure 4).**

1. The connected component of \( G^{-1}(0) \) abutting to \((0, \frac{2m\pi}{q})\) \((m = 1, \ldots, q-1)\) is a semi-closed interval with its open end at some simple root of \( f \) with absolute value \(< 1\).
2. The connected component of \( G^{-1}(0) \) abutting to \((\infty, \frac{2n\pi}{p})\) \((n = 1, \ldots, p-1)\) is a semi-closed interval with its open end at some simple root of \( f \) with absolute value \(> 1\).
3. The connected components of \( G^{-1}(0) \) abutting to \((0, 0)\) and \((\infty, 0)\) are semi-closed intervals with open end at \( x = 1 \).
Proof of the claims. Writing $x = re^{i\theta}$ with $r \in (0, \infty)$, one has
\begin{equation}
G(x) \in \{0, \pi\} \iff \frac{f(x)}{x^q} \in \mathbb{R} \setminus \{0\} \iff qr^{p+q} \sin(pq\theta) - p \sin(q\theta) = 0.
\end{equation}
We consider a fixed argument $\vartheta_x$. If $\sin(q\vartheta) = 0 = \sin(p\vartheta)$ - which is the case for
$\vartheta = 0$ or $\vartheta = \pi$ only, since we assume $p, q$ to be co-prime - then all $r > 0$ are solutions to
the last equation. Since $p$ or $q$ is odd, $f(x)/x^q = qx^p - (p + q) + px^{-q}$ is negative for $x < 0$, so $(0, \infty) \times \{\vartheta_x = \pi\}$ is contained in $G^{-1}(\pi)$. On the other hand, $f(x)/x^q$ is
above $0$ on $[(0, 1) \cup (1, \infty)] \times \{\vartheta_x = 0\}$, hence the third claim.

In case $\sin(p\vartheta_x) \neq 0$, the equation reads
\begin{equation}
r^{p+q} = \frac{p}{q} \frac{\sin(q\vartheta)}{\sin(p\vartheta_x)},
\end{equation}
and has exactly one positive solution $r > 0$ whenever $\sin(p\vartheta_x)$ and $\sin(q\vartheta)$ have the
same sign, and no solution otherwise.

Now, for fixed $r$, we see that for small $r \ll 1$, Equation (5.1.8) has exactly $q$
solutions $\vartheta_x$ contributing to $G^{-1}(0)$, given in the limit $r \searrow 0$ by the arguments
$\{\frac{2m\pi}{q} \mid m = 0, \ldots, q - 1\}$. For large $r \gg 1$, it has exactly $p$ solutions $\vartheta_x$
contributing to $G^{-1}(0)$, given in the limit $r \nearrow \infty$ by $\{\frac{2n\pi}{p} \mid n = 0, \ldots, p - 1\}$.

Since $0$ and $\pi$ are the only common zeroes of $\sin(q\vartheta)$ or $\sin(p\vartheta_x)$, i.e., at each other
zero of one of these functions, the corresponding function changes its sign whereas
the other one doesn’t. This means that locally at these arguments there is an open
sector (with the argument as a boundary of it) where equation (5.1.8) does not admit
any solution $r > 0$. As a consequence, between each of the arguments
\[\left\{ \frac{2m\pi}{q} \mid m = 0, \ldots, q - 1 \right\} \cup \left\{ \frac{2n\pi}{p} \mid n = 0, \ldots, p - 1 \right\},\]
there is an open sector such that equation (5.1.8) has no solution $r > 0$ for any
argument $\vartheta_x$ inside this sector.

Lastly, for $|x| = 1$, we get $G(x) = 0$ if and only if $p \sin(q\vartheta) = q \sin(p\vartheta_x)$ and
$q \cos(p\vartheta_x) + p \cos(q\vartheta) - (p + q) > 0$, which cannot occur. Therefore
\begin{equation}
\{ x = e^{i\vartheta} \mid \vartheta \neq 0 \} \cap G^{-1}(0) = \emptyset,
\end{equation}
keeping in mind that $x = 1$ is a root of $f(x)$.

Therefore, a connected component of $G^{-1}(0)$ meeting $\{r = 0\}$ (resp. $\{r = \infty\}$) at a
nonzero argument cannot end at another similar point, either because it cannot cross
a forbidden sector, so cannot end at $\{r = 0\}$ (resp. $\{r = \infty\}$), or because it cannot
cross the circle $r = 1$, so cannot end at $\{r = \infty\}$ (resp. $\{r = 0\}$). Such a component
must then have an end at a simple root of $f$. This gives the first two claims, according
to the last part of Lemma 5.1.5.

End of the proof of Proposition 5.1.4. The proof will be done by induction on the
number of critical points contained in $B^\theta := G^{-1}(\theta + \{\frac{2\pi}{7}, \frac{3\pi}{7}\})$, and Lemma 5.1.5
provides the initial step of the induction. We now consider the subset $B^\theta$ for $\theta$
varying from $\pi$ to $2\pi$. The case from $\pi$ to 0 is very similar. When $\theta$ varies, no critical
An example with $p = 4$ and $q = 5$.

**Figure 5.** The subset $B^\pi$ for the starting value $\pi$ of $\theta$. The green circles are the zeroes of $f(x)$. The small yellow circles are the roots of unity $\mu_{p+q}$, i.e., the critical points of the Morse function.

**Figure 6.** The subset $B^\theta$ when the first critical point enters the picture ($\theta_1 = \pi + \frac{\pi}{p+q}$). We see the gluing of the corresponding discs in the upper half of the picture.

point can go out from $G^{-1}(\theta + \frac{\pi}{2})$, but a critical point may enter in $G^{-1}(\theta + \frac{3\pi}{2})$. This occurs successively for

$$
\theta = \theta_\kappa = \pi + \frac{\kappa \pi}{p+q}, \quad \kappa = 1, \ldots, p+q-1,
$$

with corresponding critical point given by Lemma 5.1.3. Attaching a 1-cell at such a $\theta$ consists in connecting a connected component of $B^{\theta-\varepsilon}$ intersecting $\{r < 1\}$ with one intersecting $\{r > 1\}$.

The behaviour of $B^\theta$ when $\theta$ varies between $\theta_\kappa - \varepsilon$ and $\theta_\kappa + \varepsilon$ ($\varepsilon > 0$ small) is pictured in Figure 7, where the dotted lines are the part of the boundary which do not belong to $B^\theta$. Indeed, for $\theta < \theta_\kappa$, the boundary of $B^\theta$ is contained in $\partial A$ by induction,

**Figure 7.** Local view at the critical point $\zeta = \exp(\frac{2k\pi i}{p+q})$ of the set $B^\theta$ at $\theta = \theta_\kappa - \varepsilon$ and $\theta = \theta_\kappa + \varepsilon$, with dotted lines deleted.

hence far from the critical point and, by Morse theoretic arguments, the properties of $B^\theta$ remain constant away from a neighbourhood of the corresponding critical point. The assertion of the proposition is thus also satisfied for $\theta \in [\theta_\kappa, \theta_\kappa + \varepsilon)$. □
Corollary 5.1.11. Let $\mathcal{K}$ be a local system on $\overline{A}$. Then, for each $\theta \in \mathbb{S}^1$, $H^1(\overline{A}, \beta^0 \mathcal{K}) = 0$ for $j \neq 1$ and
\[
H^1(\overline{A}, \beta^0 \mathcal{K}) \simeq \bigoplus_{\zeta \in B^p \cap \mu_{p+q}} \mathcal{K}_\zeta.
\]

Proof. For the first assertion, we note that the topological boundary of each connected component of $B^\theta$ intersects the component but is not contained in it, according to Proposition 5.1.4. Therefore, $\beta^0 \mathcal{K}$ has no global section, nor has its dual sheaf, hence the conclusion by using Poincaré-Verdier duality.

The second assertion is proved by induction as in Proposition 5.1.4 on the number of critical points contained in $B^\theta$. The case $\theta = \pi$ follows from Lemma 5.1.5 and [Sab13a, Lem. 7.13]. When $\theta$ is in the neighbourhood of a critical value $\theta_\kappa$, we decompose $B^\theta$ in two closed subsets $B^\theta_1 \cup B^\theta_2$, so that $B^\theta_2 \sim (-\varepsilon, \varepsilon)$ are as in Figure 7 and $B^\theta_2 \sim (-\varepsilon, \varepsilon)$ is diffeomorphic to $B^\theta_1 \sim (0, \infty)$ by a Morse-theoretic argument. We then have an exact sequence, according to the first part and with obvious notation,
\[
0 \rightarrow H^1(\overline{A}, \beta^0 \mathcal{K}) \rightarrow H^1(\overline{A}, \beta^0 \mathcal{K}) \oplus H^1(\overline{A}, \beta^0 \mathcal{K}) \rightarrow H^1(\overline{A}, \beta^0 \mathcal{K}) \rightarrow 0
\]
and $H^1(\overline{A}, \beta^0 \mathcal{K})$ remains constant, as well as $H^1(\overline{A}, \beta^0 \mathcal{K})$, when $\theta$ varies around $\theta_\kappa$. The only changes come from $H^1(\overline{A}, \beta^0 \mathcal{K})$, which is zero for $\theta \in (\theta_\kappa - \varepsilon, \theta_\kappa]$ and has dimension $\text{rk} \mathcal{K}$ for $\theta \in (\theta_\kappa, \theta_\kappa + \varepsilon)$. \hfill \Box

Going back to the sets $B^\theta_{\zeta > 0}$, we conclude:

Corollary 5.1.12. Let $\mathcal{K}$ be a local system on the annulus $\overline{A}$. Then, for each $\widetilde{\vartheta} \in \mathbb{S}^1_{q=0}$ and $\zeta \in \mu_{p+q}$, we have
\[
H^1(\overline{A}, (\beta^0_{\zeta > 0}), \mathcal{K}) \simeq \bigoplus_{\zeta \in \mu_{p+q} \setminus \{1\}} \mathcal{K}_{\zeta},
\]
where we regard $\mu_{p+q}$ as embedded in $\overline{A} = [0, \infty] \times \mathbb{S}^1$ as $\{(1, \vartheta) \mid \theta^p \equiv 1\}$. \hfill \Box

5.2. The family $(B^\theta_{\zeta > 0})$ for $\zeta \in \mu_{p+q}$ and $\ell = 0, \ldots, 2q - 1$. We now make precise the choice of an argument $\vartheta_0 \in \mathbb{S}^1_{q=0}$, and so the set $\{\vartheta : \vartheta = \vartheta_0 + \ell \pi / q \mid \ell = 0, \ldots, 2q - 1\}$. Due to the previous results, the choice of a base point $\vartheta_0 \in \mathbb{S}^1_{q=0}$ such that $q \vartheta_0 - \arg(\varphi_0) = \pi$ seems appropriate. However, since $\vartheta_0$ is a Stokes direction for some pair in $(\widetilde{\vartheta}, \zeta_0)_{\zeta \in \mu_{p+q}}$, we modify it and set $\vartheta_0 := \vartheta_0 + \varepsilon / q$ for $\varepsilon > 0$ small enough in such a way that $\vartheta_0$ is not a Stokes direction. We thus have $q \vartheta_0 - \arg(\varphi_0) = \pi + \varepsilon$.

We now fix $\ell \in [0, \ldots, 2q - 1]$. The order on the family $(\widetilde{\vartheta}, \zeta_0)_{\zeta \in \mu_{p+q}}$ at $\vartheta_0$ is defined by
\[
\widetilde{\vartheta} < \widetilde{\vartheta} \iff \Re(e^{-i \vartheta_0} (\widetilde{\vartheta} - \zeta_0^{-1} \zeta_0)) < 0 \text{ in some neighbourhood of } \vartheta_0, \text{ which amounts to } \Re(e^{-i \vartheta_0} (\widetilde{\vartheta} - \zeta_0^{-1} \zeta_0)) < 0 \text{ for } \ell \text{ odd, and the reverse order for } \ell \text{ even, according to Formula (3.5.1) and to the relation } q \vartheta_0 - \arg(\varphi_0) = (\ell + 1) \pi + \varepsilon. \text{ Therefore it corresponds to the even (resp. odd) order of Definition 1.4.1 on } \mu_{p+q} \text{ when } \ell \text{ is even}.
(resp. odd). Recall that, with respect to this order, the family indexed by $\hat{\zeta}$:

$$B_{\hat{\omega} < 0}^{\hat{\vartheta}} = \left\{ x \in \overline{A} \mid G(\hat{\zeta}^{-1} x) \in q \arg \hat{\zeta} + q\hat{\vartheta} - \arg(\varphi_q) + \left( \frac{\pi}{2}, \frac{3\pi}{2} \right) \right\}$$

is increasing. One can also check directly with the formula given in Lemma 5.1.3 that the order on $\mu_{p+q}$ at $\hat{\vartheta}$ coincides with the order by the number of critical points contained in $B_{\hat{\omega} < 0}^{\hat{\vartheta}}$. We thus have

$$\text{(5.2.1)} \quad B_{\hat{\omega} < 0}^{\hat{\vartheta}} = \left\{ \begin{array}{ll}
\begin{array}{ll}
\text{ev} & \text{if } \ell \text{ is even}, \\
\text{odd} & \text{if } \ell \text{ is odd}
\end{array}
\end{array}ight.
\left\{ \begin{array}{l}
\begin{array}{l}
e\left( \hat{\zeta} \cdot G^{-1} \left( q \arg \hat{\zeta} + \varepsilon + \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \right) \right) \\
\quad \begin{array}{l}
\text{ev}_{\text{in}}(\varepsilon) := \text{ev}_{\text{in}} - \varepsilon/q, \\
\text{ev}_{\text{out}}(\varepsilon) := \text{ev}_{\text{out}} + \varepsilon/p,
\end{array}
\end{array}
\end{array}
\right.
$$

Then we have

$$\text{(5.2.2)} \quad \partial_{\text{in}} B_{\hat{\omega} < 0}^{\hat{\vartheta}} = \left\{ \begin{array}{l}
\begin{array}{l}
\text{ev}_{\text{in}}(\varepsilon) := \text{ev}_{\text{in}} - \varepsilon/q, \\
\text{ev}_{\text{out}}(\varepsilon) := \text{ev}_{\text{out}} + \varepsilon/p,
\end{array}
\end{array}
\right.
$$

In the following, $\varepsilon > 0$ will be chosen strictly smaller of any constant quantity like $\pi/(p + q)$, etc.

### 6. Topological model for the standard linear Stokes data

In this section we introduce a “linear model” and we develop a computation of the Stokes data in this model. That this model suffices for the computation of the desired Stokes data will be shown in Section 7.

#### 6.1. Standard filtration on a local system on the annulus

We are given two coprime integers $p, q \in \mathbb{N}$. Recall that we defined two opposite orderings on the set of $(p + q)^{\text{th}}$ roots of unity in Definition 1.4.1. We define the following two subsets related to those constructed in §4.1 (notation as in (5.1.6) and (5.1.7)):

$$\text{ev} B := A \cup \left( \bigcup_{m=0}^{q-1} \text{ev}_{\text{in}}(\varepsilon) \bigcup_{n=0}^{p-1} \text{ev}_{\text{out}}(\varepsilon) \right) \xrightarrow{\text{ev}_{\text{in}}} \overline{A},$$

$$\text{odd} B := A \cup \left( \bigcup_{m=0}^{q-1} \text{odd}_{\text{in}}(\varepsilon) \bigcup_{n=0}^{p-1} \text{odd}_{\text{out}}(\varepsilon) \right) \xrightarrow{\text{odd}_{\text{in}}} \overline{A}.$$
6.1.a. The even case. The combinatorics which will play a role in the following is governed by the following map (cf. (1.4.3) for the notation):

\[
\begin{align*}
(6.1.2) \\
\{0, \ldots, p + q - 1\} &\to \{0, \ldots, q\} \times \{0, \ldots, p\} \\
k &\mapsto (\text{ev}^\text{in}(k), \text{ev}^\text{out}(k)).
\end{align*}
\]

We will also consider the composition \(c^e\) with the projection to \(\mathbb{Z}/q\mathbb{Z} \times \mathbb{Z}/p\mathbb{Z}\), and we will denote by \(m\) (resp. \(n\)) the representative of \(\text{ev}^\text{in}(k)\) mod \(q\) in \(\{0, \ldots, q - 1\}\) (resp. of \(\text{ev}^\text{out}(k)\) mod \(p\) in \(\{0, \ldots, p - 1\}\)), so we also regard \(c^e: k \mapsto (m, n)\) as a map \(\{0, \ldots, p + q - 1\} \to \{0, \ldots, q - 1\} \times \{0, \ldots, p - 1\}\).

Remarks 6.1.3.

1. The map (6.1.2) clearly injective. Moreover, if \(p\) and \(q\) are \(\neq 1\), \(c^e\) is also injective. Indeed, let \(k_1, k_2\) be such that \((m_1, n_1) = (m_2, n_2)\).

   - If \(m_1 = m_2 \neq 0\) and \(n_1 = n_2 \neq 0\), then \(\text{ev}^\text{in}(k_1) = \text{ev}^\text{in}(k_2), \text{ev}^\text{out}(k_1) = \text{ev}^\text{out}(k_2)\), and \(\text{ev}^\text{out}(k_1) = k_1 - \text{ev}^\text{in}(k_1)\), \(\text{ev}^\text{out}(k_2) = k_2 - \text{ev}^\text{in}(k_2)\), so \(k_1 = k_2\).

   - If \(m_1 = m_2 = 0\) and \(n_1 = n_2 \neq 0\), then \(\text{ev}^\text{out}(k_1) = \text{ev}^\text{out}(k_2) =: n \in \{1, \ldots, p - 1\}\) and \(\text{ev}^\text{in}(k_1) = k_1 - n, \text{ev}^\text{in}(k_2) = k_2 - n\). It is thus enough to consider the case \(\text{ev}^\text{in}(k_1) = 0\) and \(\text{ev}^\text{in}(k_2) = q\), which is then equivalent to \(k_1 = n, k_2 = n + q, n/pq < 1/2q\) and \(n/pq \geq 1 - 1/2q\). This implies \(p + q > pq\), which can occur only if \(q = 1\) (since \(p \neq 1\) with our starting assumption).

   - The case \(m_1 = m_2 \neq 0\) and \(n_1 = n_2 = 0\) is treated similarly.

   - Assume \(m_1 = m_2 = 0\) and \(n_1 = n_2 = 0\).

     - If \(\text{ev}^\text{in}(k_1) = \text{ev}^\text{in}(k_2) = 0\), the only case to consider is \(\text{ev}^\text{out}(k_1) = 0\) and \(\text{ev}^\text{out}(k_2) = p\), which implies \(p + q > 2pq\) and cannot occur.

     - If \(\text{ev}^\text{in}(k_1) = \text{ev}^\text{in}(k_2) = q\), we have \(k_1 = \text{ev}^\text{out}(k_1) + q\) and \(k_2 = \text{ev}^\text{out}(k_2) + q\) with \(n_1 = 0\) or \(p\), but \(n_1 = p\) is not possible since \(k_1 < p + q\), so \(\text{ev}^\text{out}(k_1) = \text{ev}^\text{out}(k_2) = 0\), and therefore \(k_1 = k_2\).

     - If \(\text{ev}^\text{in}(k_1) = 0\) and \(\text{ev}^\text{in}(k_2) = q\), then \(k_1 = \text{ev}^\text{out}(k_1), k_2 = \text{ev}^\text{out}(k_2) + q\), so the only problematic cases are \(k_1 = 0, p, \text{ev}^\text{out}(k_2) = 0\) and \(k_2 = q\). But \(\text{ev}^\text{out}(k_2) = 0\) and \(k_2 = q\) imply \(qp/(p + q) < 1/2\), which cannot occur.

2. The map \(c^e\) arises in the following way: \(m\) is the unique element in \(\{0, \ldots, q - 1\}\) such that the rotation of \(\text{ev}^\text{in}_0\) by \(\ell^k\) has non-empty intersection with \(\text{ev}^\text{in}_m(\varepsilon)\) as defined by (5.2.2):

   \[
   \left(\frac{2k\pi}{p + q} + \text{ev}^\text{in}_0\right) \cap \text{ev}^\text{in}_m(\varepsilon) \neq \emptyset \quad \forall \varepsilon > 0 \text{ small enough.}
   \]

   Equivalently, this condition decomposes as

   \[
   \left(\frac{2k\pi}{p + q} + \text{ev}^\text{in}_0\right) \cap \text{ev}^\text{in}_m \begin{cases} \neq \emptyset, \text{ or} \\ \emptyset \end{cases} \begin{cases} \frac{2k\pi}{p + q} + \frac{\pi}{2q} = \frac{2m\pi}{q} - \frac{\pi}{2q} \mod 2\pi, \text{ mod } 2\pi, \end{cases}
   \]

   \[
   \text{and } \frac{2k\pi}{p + q} + \frac{\pi}{2q} = \frac{2m\pi}{q} - \frac{\pi}{2q} \mod 2\pi,
   \]
and the latter case can occur only if \( p + q \) is even. Similarly, \( n \) is the unique element of \( \{0, \ldots, p-1\} \) such that
\[
\left( \frac{2k\pi}{p + q} + \varepsilon \right) \cap \varepsilon \varepsilon_{n}(\varepsilon) \neq \emptyset \quad \forall \varepsilon > 0 \text{ small enough.}
\]

(3) It will be suggestive to write \( k \mapsto (m, n) \) as
\[
\varepsilon_{m}^{\text{in}} \leadsto \xi^{k} \leadsto \varepsilon_{n}^{\text{out}}.
\]

We will construct a family of curves \( \varepsilon_{\gamma} \) in Proposition \ref{prop:family} below such that \( \varepsilon_{\gamma_{k}}^{\text{in}} \) connects \( \varepsilon_{m}^{\text{in}} \) and \( \varepsilon_{n}^{\text{out}} \) passing through \( \xi^{k} \). If \( q \geq 2 \) we can characterize the index \( \min_{m}^{\text{in}}(k) \) in \( \{1.4.4\} \) as the index \( k' \) such that \( \varepsilon_{\gamma_{k'}}^{\text{in}} \) starts from \( \varepsilon_{m}^{\text{in}} \) but not \( \varepsilon_{\gamma_{k'}-1}^{\text{in}} \) (where \( k' \) is understood \( \mod(p + q) \)) – and similarly for \( \max_{n}^{\text{out}}(k) \).

(4) In the remaining part of this section, we will assume that \( p > q \). Otherwise, the same arguments hold by interchanging the roles of the inner and outer circle of the annulus \( \mathbb{A} = [0, \infty) \times S^{1} \) with coordinates \( (r, \vartheta) \) in the following constructions.

The following lemma is straightforward and is illustrated by Figure 8.

**Lemma 6.1.4.** Assuming that \( \varepsilon_{m}^{\text{in}} \leadsto \xi^{k} \leadsto \varepsilon_{n}^{\text{out}} \) one of the following holds:

\[ \begin{align*}
&i) \varepsilon_{m}^{\text{in}} \leadsto \xi^{(k-1)} \leadsto \varepsilon_{n}^{\text{out}} \quad \text{and} \quad \varepsilon_{m}^{\text{in}} \leadsto \xi^{(k+1)} \leadsto \varepsilon_{n+1}^{\text{out}} \\
&ii) \varepsilon_{m}^{\text{in}} \leadsto \xi^{(k-1)} \leadsto \varepsilon_{n-1}^{\text{out}} \quad \text{and} \quad \varepsilon_{m}^{\text{in}} \leadsto \xi^{(k+1)} \leadsto \varepsilon_{n+1}^{\text{out}} \\
&iii) \varepsilon_{m}^{\text{in}} \leadsto \xi^{(k-1)} \leadsto \varepsilon_{n-1}^{\text{out}} \quad \text{and} \quad \varepsilon_{m+1}^{\text{in}} \leadsto \xi^{(k+1)} \leadsto \varepsilon_{n}^{\text{out}}.
\end{align*} \]

Moreover,

\[ \begin{align*}
i) \text{ holds } \iff k & \in \left[ \frac{m}{q}, \frac{m}{q} + \frac{1}{p+q} \right), \\
ii) \text{ holds } \iff k & \in \left[ \frac{m}{q} - \frac{1}{p+q}, \frac{m}{q} + \frac{1}{p+q} \right), \\
iii) \text{ holds } \iff k & \in \left[ \frac{m}{q} + \frac{1}{p+q}, \frac{m}{q} + \frac{2}{p+q} \right).
\end{align*} \]

In particular, \( \#(\varepsilon_{n}^{\text{out}})^{-1}(n) \leq 2 \) for each \( n \in \{0, \ldots, p-1\} \).

\[ \square \]

**Figure 8.** The three possible situations for \( \varepsilon_{c}(k-1), \varepsilon_{c}(k), \varepsilon_{c}(k+1) \).
In the following we use the convention that \((p+q-1)+1 = 0\).

**Proposition 6.1.5.** There exists a closed covering \((e^cS_k)_{k=0,\ldots,p+q-1}\) of \(\overline{A}\) satisfying the following properties:

1. Each \(e^cS_k\) is the homeomorphic image of the unit square with edges denoted successively by \(a, b, c, d\).
2. The image of \(a\) (resp. \(c\)) is a closed interval in the inner (resp. outer) boundary of \(\overline{A}\).
3. For each \(k\), there is exactly one of the intervals \(\text{odd}^\text{in}\) and \(\text{odd}^\text{out}\) which intersects \(\partial(e^cS_k)\), either \(\text{odd}^\text{in}_m\) or \(\text{odd}^\text{out}_n\) with \((m,n) := e^c(k)\), and it is entirely contained in \(\partial(e^cS_k)\).
4. The image of \(b\) (resp. \(d\)) is a smooth curve \(e^c\gamma_k\) (resp. \(e^c\gamma_{k+1}\)) which satisfies
   - (a) \(e^c\gamma_k \cap \partial A \subset \partial(e^c\gamma_k)\),
   - (b) \(e^c\gamma_k \cap \mu_{p+q} = \{\xi^k\}\),
   - (c) \(e^c\gamma_k\) connects \(\text{odd}^\text{in}_m\) with \(\text{odd}^\text{out}_n\), where \((m,n) := e^c(k)\).
5. We have \(e^cS_k \cap e^cS_{k'} = \begin{cases} \emptyset & \text{if } k' \neq k+1, k-1, \\ e^c\gamma_k & \text{if } k' = k-1, \\ e^c\gamma_{k+1} & \text{if } k' = k+1. \end{cases}\)

**Proof.** We will represent \(\overline{A}\) as obtained from \([0, \infty) \times [0, 2\pi]\) by identifying \([0, \infty) \times \{0\}\) with \([0, \infty) \times \{2\pi\}\) through the identity map. We start by considering the closed covering \((e^cS'_k)\) cut out by the line segments \(e^c\gamma'_k = [0, \infty) \times \{\frac{2k\pi}{p+q}\}\). However, properties \([3]\) and \([5c]\) are not satisfied in general by some line segments \(e^c\gamma'_k\) for \(k \neq 0\). We then move the ends of the line segment \(e^c\gamma'_k\), keeping \(\xi^k\) fixed, so that the new

![Figure 9. The closed covering \((e^cS'_k)\) (example with \(p = 4, q = 3\).)](image)

![Figure 10. The closed covering \((e^cS_k)\) (example with \(p = 4, q = 3\).)](image)
curve $\ev_{\gamma_k}$ fulfills (4c). Then, if $q > 1$, (3) is fulfilled, according to Lemma 6.1.4.

The case $q = 1$, which needs a special treatment since $\ev_c$ is not injective in this case, is checked on Figure 11. In the case $q = 1$ and $p \equiv 1 \mod 2$, we use the convention that the curve $\ev_{\gamma_{p+1}}$ is chosen as in Figure 11.

**Corollary 6.1.6.** Let $\mathcal{K}$ be a local system on $\mathcal{A}$. Then the covering $(\ev_{S_k})_{k=0, \ldots, p+q-1}$ is a Leray covering for $\ev_{\beta, \mathcal{K}}$ as in (6.1.1) and the identification $H^0(\ev_{\gamma_k}, \mathcal{K}) \simeq \mathcal{K}_{\xi_k}$ induces an isomorphism

\[
\ev\Psi : H^1(\mathcal{A}, \ev_{\beta, \mathcal{K}}) \xrightarrow{\sim} \bigoplus_{\xi \in \mu_{p+q}} \mathcal{K}_{\xi}.
\]

**Proof.** The Leray property follows from Proposition 6.1.5 together with [Sab13a, Lem. 7.13].

Let us fix the even ordering $\mu_{p+q} = \{\hat{\zeta}_0 <_{ev} \hat{\zeta}_1 <_{ev} \cdots <_{ev} \hat{\zeta}_{p+q-1}\}$ on $\mu_{p+q}$ (cf. Definition 1.4.1).

**Definition 6.1.7.** The even standard Stokes (increasing) filtration on $\bigoplus_{\xi \in \mu_{p+q}} \mathcal{K}_{\xi}$ is defined by the even ordering $F_k(\bigoplus_{\xi \in \mu_{p+q}} \mathcal{K}_{\xi}) := \bigoplus_{j \leq k} \mathcal{K}_{\xi_j}$.

**6.1.b. The odd case.** Similarly to (6.1.2), consider the map (cf. (1.4.6) for the notation):

\[
\begin{align*}
 k &\mapsto (\text{odd in}(k), \text{odd out}(k))
\end{align*}
\]

and we also consider the composition $\text{odd}_c$ with the projection to $\mathbb{Z}/q\mathbb{Z} \times \mathbb{Z}/p\mathbb{Z}$, and we still denote by $m$ (resp. $n$) the representative of $\text{odd in}(k) \mod q$ in $\{0, \ldots, q-1\}$ (resp. of $\text{odd out}(k) \mod p$ in $\{0, \ldots, p-1\}$), so we regard $\text{odd}_c : k \mapsto (m, n)$ as a map $\{0, \ldots, p+q-1\} \to \{0, \ldots, q-1\} \times \{0, \ldots, p-1\}$. We thus have $m = \text{odd in}(k)$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure11.png}
\caption{The closed coverings $(^\circ \mathcal{S}_k'), (^\circ \mathcal{S}_k) (p = 5, q = 1)$.}
\end{figure}
Remark 6.1.9. As in Remark 6.1.3, $(m, n)$ is characterized by the properties
\[
\begin{cases}
\left\{ \frac{2k\pi}{p+q} - \frac{\pi}{2q} \left( \frac{2k\pi}{p+q} + \frac{\pi}{2q} \right) \right\} \cap \text{odd} I_m^{\text{in}}(\varepsilon) \neq \emptyset, \\
\left\{ \frac{2k\pi}{p+q} - \frac{\pi}{2q} \left( \frac{2k\pi}{p+q} + \frac{\pi}{2q} \right) \right\} \cap \text{odd} I_m^{\text{out}}(\varepsilon) \neq \emptyset,
\end{cases}
\forall \varepsilon > 0 \text{ small enough.}
\]
We thus have
\[
(6.1.10) \quad \text{odd} I_m^{\text{in}}(k) \mapsto \xi^k \mapsto \text{odd} I_{k-m-1}^{\text{out}}(k) \quad \text{if} \quad \frac{k}{p+q} \in \left[ \frac{m}{q}, \frac{m}{q} + \frac{1}{q} \right] \text{mod } 1.
\]
Let us denote by $\hat{\text{odd}} \zeta_{\min} = \text{ev} \hat{\zeta}_{\max} \in \mu_{p+q}$ the minimal element with respect to the odd ordering, which is the maximal one with respect to the even ordering. There are two cases to be distinguished.

- If $p+q$ is even, we have $\text{odd} \zeta_{\min} = \xi^{(p+q)/2} = -1$ and we set $\text{odd} \kappa_{\min} := (p+q)/2$.
- If $p + q$ is odd, we have $\text{odd} \zeta_{\min} = \xi^{-a(p+q-1)/2}$ (cf. (1.4.2) for $a$). We set correspondingly $\text{odd} \kappa_{\min} := -a(p+q-1)/2$.

Remark 6.1.11. Although we could proceed as in the even case to define the Leray covering $(\text{odd} \mathcal{S}_k)_{k=0, \ldots, p+q-1}$, it will be convenient for a future use to define it by rotation from the even covering already constructed.

For $k \in \{0, \ldots, p+q-1\}$, let us set $\{0, \ldots, p+q-1\} \ni k' := k + \text{odd} \kappa_{\min} \text{ mod } (p+q)$. We now define
\[
(6.1.12) \quad \text{odd} \mathcal{S}_{k'} := \text{odd} \mathcal{S}_{\hat{\zeta}_{\min}}, \text{ev} \mathcal{S}_k
\]
to be the rotation of $\text{ev} \mathcal{S}_k$ by $\text{odd} \hat{\zeta}_{\min}$.

Proposition 6.1.13. If we assume that the paths $\text{ev} \gamma_k$ satisfy the following supplementary properties when $p + q$ is odd:

\[
(6.1.13*) \quad \{ \text{ev} \gamma_k \cap \text{ev} I_m^{\text{in}} \} \in \text{ev} I_m^{\text{in}} - \frac{\pi}{q(p+q)}, \quad \text{ev} \gamma_k \cap \text{ev} I_m^{\text{out}} \in \text{ev} I_m^{\text{out}} + \frac{\pi}{q(p+q)},
\]
then the odd analogue of Proposition 6.1.5 holds for $(\text{odd} \mathcal{S}_k)_{k=0, \ldots, p+q-1}$ (where we replace $\text{ev} I_{m}^{\text{in}}$ and $\text{ev} I_{m}^{\text{out}}$ in 6.1.5 with the corresponding rotated intervals).

We note that since the length of $\text{ev} I_m^{\text{in}}$ (resp. $\text{ev} I_m^{\text{out}}$) is $\pi/q$, (6.1.13*) can be realized by moving the end points of the paths $\text{ev} \gamma_k$.

Proof. We only need to check (4c). Assume first that $p + q$ is even (so that $p$ and $q$ are odd, $\text{arg} \text{odd} \hat{\zeta}_{\min} = \pi$ and $\text{odd} \kappa_{\min} = (p+q)/2$). We will show
\[
(6.1.14) \quad \text{odd} \hat{\zeta}_{\min} + \text{ev} I_{m}^{\text{in}(k)} = \text{odd} I_{m}^{\text{in}(k')}, \quad \text{odd} \hat{\zeta}_{\min} + \text{ev} I_{m}^{\text{out}(k)} = \text{odd} I_{m}^{\text{out}(k')}.
\]
This amounts to showing 
\[
\frac{2}{q} \left[ \frac{q(k' - (p + q)/2)}{p + q} + \frac{1}{2} \right] + 1 \equiv \frac{2}{q} \left[ \frac{qk'}{p + q} \right] + \frac{1}{q} \mod 2,
\]
\[
\frac{2}{p} \left[ \frac{p(k' - (p + q)/2)}{p + q} - \frac{1}{2} \right] + 1 \equiv \frac{2}{p} \left( \frac{pk'}{p + q} - 1 \right) + \frac{1}{p} \mod 2,
\]
which is easily checked.

Assume now that \( p + q \) is odd. Let us write \( aq = c(p + q) - 1 \) for some \( c \in \mathbb{Z} \) (then \( c - aq \) is odd), so that
\[
\arg \odde_{\min} = -a\pi + \frac{\pi}{p + q} = \frac{(c - aq)\pi}{p + q} \mod q(p + q)
\]
and
\[
\odde_{\min} : \operatorname{ev}_{m} = \odde_{m'} = \frac{\pi}{q(p + q)}, \quad \text{with } \{0, \ldots, q - 1\} \ni m' := m + \frac{c - aq - 1}{2} \mod q,
\]
and therefore, since \( \odde_{m'} \) has length \( \pi/q \), \( \odde_{m'} \cap \odde_{m} \neq \emptyset \). Similarly,
\[
\odde_{\min} : \operatorname{ev}_{n} = \odde_{n'} = \frac{\pi}{p(p + q)}, \quad \text{with } \{0, \ldots, p - 1\} \ni n' := n + \frac{a - cq - 1}{2} \mod p.
\]
Let us check that \( m' = \odd\in(k') \) and \( n' = \odd\out(k) \), therefore proving the odd analogue of (6.1.5). We have
\[
\frac{qk'}{p + q} = \frac{qk}{p + q} - \frac{aq(p + q - 1)/2}{p + q} \in m - \frac{aq(p + q - 1)/2}{p + q} + \left[ -\frac{1}{2}, \frac{1}{2} \right] \mod q
\]
\[
= m' + 1 - \frac{2(p + q)}{p + q} + \left[ -\frac{1}{2}, \frac{1}{2} \right] \mod q
\]
\[
= \left[ m' - \frac{1}{2}, m' + 1 - \frac{1}{2} \right] \mod q,
\]
which implies \( qk'/(p + q) \in [m', m' + 1] \), hence \( \odd\in(k') = m' \). Similarly,
\[
\frac{pk'}{p + q} - 1 = \frac{pk}{p + q} - 1 - \frac{ap(p + q - 1)/2}{p + q}
\]
\[
\in n - 1 - \frac{ap(p + q - 1)/2}{p + q} + \left( -\frac{1}{2}, \frac{1}{2} \right] \mod p
\]
\[
= n' - 1 + \frac{1}{2(p + q)} + \left( -\frac{1}{2}, \frac{1}{2} \right] \mod p
\]
\[
= \left( n' - 1 + \frac{1}{2(p + q)} \right), \odde_{n'} \mod p,
\]
hence \( \odd\out(k') = n' \).

The obvious odd analogues of Lemma 6.1.3 and Corollary 6.1.6 hold, and we have an isomorphism
(6.1.15)\[
\odd\Psi : H^1(\mathcal{A}, \odd\beta_0) \cong \bigoplus_{\odde_{\xi} \in \mu_{p+q}} \mathcal{H}_{\odde_{\xi}}.
\]

Definition 6.1.16. The odd standard Stokes (decreasing) filtration on \( \bigoplus_{\odde_{\xi} \in \mu_{p+q}} \mathcal{H}_{\odde_{\xi}} \) is defined by the odd ordering, i.e. if we number the elements of \( \mu_{p+q} \) by the even ordering on \( \mu_{p+q} = \{ \xi_0 <_{ev} \xi_1 <_{ev} \cdots \} \) we have \( F^k(\bigoplus_{\odde_{\xi} \in \mu_{p+q}} \mathcal{H}_{\odde_{\xi}}) := \bigoplus_{j \geq k} \mathcal{H}_{\odde_{\xi}} \).
6.2. The topological model. We will now mimic the description of §4.3 from which we keep the notation, in the present simplified setting. However we choose the coordinates \((r, \theta_x, \hat{\theta})\) on the product \(\mathcal{A} \times S^1_{\eta=0}\). This will make formulas simpler. We thus introduce the isomorphism

\[
(0, \infty) \times S^1_{u=0} \times S^1_{\eta=0} \xrightarrow{\partial} (0, \infty) \times S^1_{x=0} \times S^1_{\eta=0}
\]

(6.2.1)

The subset \(\beta : B \hookrightarrow \mathcal{A} \times S^1\) contains \(A\) and has its inner (resp. outer) boundary described by (4.1.8) (resp. (4.1.7)). If we fix \(\hat{\theta}_\ell\) \((\ell = 0, \ldots, 2q-1)\) as in §5.2 but with \(\varepsilon = 0\) for simplicity, we obtain

\[
\partial^\alpha B^\hat{\theta}_\ell = \left\{ \begin{array}{ll}
\bigcup_{m=0}^{p-1} e_v r_m & \text{if } \ell \text{ is even} \\
\bigcup_{m=0}^{p-1} o_v r_m & \text{if } \ell \text{ is odd}
\end{array} \right.
\]

\[
= \partial^\text{out} B^\hat{\theta}_\ell.
\]

With this notation, and given a local system \(\mathcal{F}\) on \((0, \infty) \times S^1_{u=0}\), we set \(\mathcal{K} := \varphi_\ast \mathcal{F}\) and \(\mathcal{K}^\ell := \mathcal{K}_{|_{\mathcal{A} \times \{\hat{\theta}_\ell\}}}\). Then (4.3.1) reads

\[
\begin{array}{ccc}
H^1(\mathcal{A} \times I_\ell, (\beta^H)_{|\mathcal{K}^\ell}) & \sim & H^1(\mathcal{A}, (\beta^H)_{|\mathcal{K}^\ell}) \\
\downarrow \Psi^\ell & & \downarrow \Psi^\ell \\
\bigoplus_{\zeta \in \mu_{p+q}} \mathcal{K}^\ell_{\zeta} & \sim & \bigoplus_{\zeta \in \mu_{p+q}} \mathcal{K}^\ell_{\zeta}
\end{array}
\]

(6.2.2)

where \(\Psi^\ell\) (resp. \(\beta^\ell\)) is \(e_v \Psi\) or \(o_v \Psi\) (resp. \(e_v \beta\) or \(o_v \beta\)) according to the parity of \(\ell\).

Let \((V, T)\) be the monodromy pair of the local system \(\mathcal{F}\) on the annulus. Then \(\mathcal{K}^\ell\) can be described as the triple \((V, T, \text{Id})\), where \(T\) is the monodromy with respect to \(S^1_{x=0}\) and \(\text{Id}\) with respect to \(S^1_{\eta=0}\).

Conventional 6.2.3. We fix an identification \(\Gamma(\mathcal{S}^1_{x=0} \setminus \{\partial_x = -\varepsilon\}) \times S^1_{\eta=0}, \mathcal{K}^\ell\) with \(V\), and \(T\) is recovered as usual by going in the positive direction from \(\partial_x = -2\varepsilon\) to \(\partial_x = 0\). This fixes, for each \(\ell\), an identification \(\bigoplus_{\zeta \in \mu_{p+q}} \mathcal{K}^\ell_{\zeta} = \bigoplus_{k=0}^{p+q-1} V \otimes 1_k\), with the notation as in (4.1.7).

Definition 6.2.4. The data \(((\bigoplus_{\zeta \in \mu_{p+q}} \mathcal{K}^\ell_{\zeta}), (\sigma^\ell_{k+1})_{\ell}, F)\) – the last entry being defined by 6.1.7 and 6.1.16 – will be called the topological model for the standard Stokes structure associated to \((V, T)\).

For each \(\ell = 0, \ldots, 2q-1\), let us fix a diffeomorphism \(\mathcal{A} \times I_\ell \sim \mathcal{A} \times I_\ell\) by lifting the vector field \(\partial_\beta\) to \(\mathcal{A} \times S^1_{\eta=0}\) in such a way that the lift is equal to \(\partial_\beta\) away from a small neighbourhood of \(\partial_\mathcal{A}\) and such that the diffeomorphism induces \(B^\ell \sim B^{\ell+1}_{k+1} \times I_\ell\). It also induces a diffeomorphism \(\bigoplus_{\zeta \in \mu_{p+q}} \mathcal{K}^\ell_{\zeta} \to \bigoplus_{\zeta \in \mu_{p+q}} \mathcal{K}^\ell_{\zeta+1}\) and the push-forward of \(\mathcal{K}^\ell\) is isomorphic to \(\mathcal{K}^{\ell+1}\). Moreover, (4.1.8) and (4.1.7) show that

- for \(\ell\) even, \(t^\ell_{m} + t^{\ell+1}_{m-1}\) is sent to \(t^{\ell+1}_{m} + t^{\ell+1}_{m-1}\),
- for \(\ell\) odd, \(t^\ell_{m} + t^{\ell+1}_{m-1}\) is sent to \(t^{\ell+1}_{m} + t^{\ell+1}_{m-1}\).
The Leray covering \((\mathcal{S}_k)_k\) is sent to a Leray covering \((\mathcal{S}_k)_k\) and the curves \((\mathcal{C}_k)_k\) are sent to curves \((\mathcal{C}_k)_k\). The Leray covering \((\mathcal{S}_k)_k\) induces the isomorphism

\[
\widetilde{\psi} : H^1(\mathcal{A}_k, (\mathcal{M}^{\ell+1}), \mathcal{M}^{\ell+1}) \to \bigoplus_{\zeta \in \mu_{p+q}} \mathcal{X}^{\ell+1}_\zeta,
\]

which is transported by the previous isomorphism from \(\psi^\ell\), and the lower part of (6.2.2) reads

\[
H^1(\mathcal{A}_k, (\mathcal{M}^{\ell+1}), \mathcal{M}^{\ell+1}) \to H^1(\mathcal{A}_k, (\mathcal{M}^{\ell+1}), \mathcal{M}^{\ell+1})
\]

(6.5)

\[
\mathcal{X}^{\ell+1}_\zeta \to \mathcal{X}^{\ell+1}_\zeta
\]

6.2.a. Explicit description of \(\sigma^{\ell+1}_\ell\) for \(\ell\) even. Due to Proposition 6.15 we know that (regarding \(m\) resp. \(k - m\) modulo \(q\) resp. \(p\) as indicated above)

\[
ev_{\gamma_k} : \begin{cases} ev_{\gamma_k}^{\text{in}} & : k \to k - m & : \frac{k}{p+q} \in \left[\frac{m}{q}, \frac{m}{q} + \frac{1}{2q}\right] \mod 1, \\ ev_{\gamma_k}^{\text{out}} & : k \to k - m & : \frac{k}{p+q} \in \left[\frac{m}{q} + \frac{1}{2q}, \frac{m}{q} + \frac{1}{q}\right] \mod 1, \end{cases}
\]

and consequently

\[
ev_{\gamma_k}^{\text{odd}} : \begin{cases} ev_{\gamma_k}^{\text{odd}} & : k \to k - m & : \frac{k}{p+q} \in \left[\frac{m}{q} + \frac{1}{2q}, \frac{m}{q} + \frac{1}{q}\right] \mod 1, \end{cases}
\]

From (6.10) we deduce that \(ev_{\gamma_k}^{\text{odd}}\) and \(ev_{\gamma_k}^{\text{out}}\) show the same behaviour whenever \(\frac{k}{p+q} \in \left[\frac{m}{q} + \frac{1}{2q}, \frac{m}{q} + \frac{1}{q}\right] \mod 1\).

Fixing an \(m \in \{0, \ldots, q - 1\}\) and considering the interval \(ev_{\gamma_k}^{\text{odd}}\), we see that the curves \(\text{odd}_{\gamma_k}\) with \(k_{\min}(m) := \left\lfloor \frac{m(p+q)}{q} \right\rfloor \leq k \leq \left\lfloor \frac{(m+1)(p+q) - 1}{q} \right\rfloor =: k_{\max}(m)\) are exactly the ones starting at \(ev_{\gamma_k}^{\text{odd}}\). Additionally, we define \(k_{\mid}(m) := \left\lfloor \frac{(2m+1)(p+q)}{2q} \right\rfloor\).

We have \(k_{\mid}(m) - k_{\max}(m - 1) \geq 2\) and \(k_{\max}(m) - k_{\mid}(m) \geq 1\). Moreover, for fixed \(m\), the curves \(\text{odd}_{\gamma_k}\) and \(ev_{\gamma_k}^{\text{out}}\)

- connect the same intervals if \(k_{\mid}(m) \leq k \leq k_{\max}(m)\) and
- connect different intervals if \(k_{\min}(m) \leq k < k_{\mid}(m)\).

Let us consider the situation between \(k_{\max}(m - 1)\) and \(k_{\mid}(m)\) for a given \(m \in \{0, \ldots, q - 1\}\), as sketched on Figure 13.

We set

\[s := k_{\mid}(m) - k_{\max}(m - 1) \geq 2.\]
Figure 12. The curves $\gamma_k^{\text{odd}}$ starting at $\text{odd fin}_m$ and $\text{odd fin}_{m-1}$ for fixed $m$. Exactly for $k = k_{\text{mid}}(m) \leq k \leq k_{\text{max}}(m)$, the curves $\gamma_k^{\text{ev}}$ have the same behaviour as $\gamma_k^{\text{odd}}$ (we denote $k$ instead of $\xi_k$).

Figure 13. The sector $\mathcal{S}$ and the curves $\gamma_k^{\text{odd}}$ and $\gamma_k^{\text{ev}}$ in the range $[k_{\text{max}}(m-1), k_{\text{mid}}(m)]$.

This picture allows us to define the matrix $\text{evS}(m) \in \text{Mat}_{(s+1) \times (s+1)}(\text{End}(V))$. Writing $1 = \text{Id}_V$, we set

$$
\begin{pmatrix}
1 & 1 & 1 & 1 & \ldots & 1 & 0 \\
0 & -1 & -1 & -1 & \ldots & -1 & 0 \\
0 & 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 1 & 1
\end{pmatrix}
$$

In case $s$ takes its minimal value $s = 2$, the block with diagonal zeros disappears and we obtain

$$
\text{evS}(m) = \begin{pmatrix}
1 & 1 & 0 \\
0 & -1 & 0 \\
0 & 1 & 1
\end{pmatrix}
$$

Remark 6.2.9. The heuristic rule is that, on Figure 13, the red segment going through $k_{\text{max}}(m-1) + 1 + j$ ($j = 1, \ldots, s+1$) oriented from in to out ($j$th column of $\text{evS}(m)$) is written as a sum of black segments oriented from in to out with the same origin and end horizontal segments. The vertical black segments are also regarded to be red.
Lemma 6.2.10. The isomorphism $\sigma_{\ell+1}^{(g)} : \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \to \bigoplus_{k=0}^{p+q-1} V \otimes 1_k$ does not depend on $\ell$ if $\ell$ is even and is the linear map decomposing into diagonal blocks as follows:

1. $\text{Id}_{(k_{mid}(m),k_{max}(m))}$ (maybe empty), $m = 0, \ldots, q - 1$,
2. $\text{ev}(S(m))[k_{max}(m-1),k_{mid}(m)]$ (of size at least 3), $m = 1, \ldots, q - 1$,
3. $\text{diag}(1,T,T,\ldots,T) \cdot \text{ev}(S(0))[k_{max}(q-1),k_{mid}(0)] \cdot \text{diag}(1,T^{-1},T^{-1},\ldots,T^{-1})$.

Proof. We can first replace $\overline{\text{ev}}_k$ with $\text{odd}_k$ when $k_{mid}(m) \leq k < k_{max}(m)$ without changing $\Psi_{\ell}$, and thus identify $\text{ev}_{\gamma_k}$ with $\text{odd}_{\gamma_k}$ when $k_{mid}(m) \leq k \leq k_{max}(m)$. It follows that the restriction of the linear isomorphism $\sigma_{\ell+1}^{(g)}$ to the subspace

$$\bigoplus_{k=k_{max}(m)-1}^{k_{max}(m)} \bigoplus_{k=k_{mid}(m)+1}^{k_{max}(m)} \mathcal{H}_{\ell+1}^{(g)}$$

equals the identity. Note that this block may be empty if $p < 3g$.

Next, let us understand the situation when $k_{max}(m-1) < k < k_{mid}(m)$ (cf. Figure 13). In such a case,

$$(6.2.11) \quad \text{odd}_{\gamma_k} : \text{odd}_{\gamma_k}^{(m-1)} \to \xi^k \mapsto \text{odd}_{\gamma_k}^{(m-1)}$$

Consider the closed sector

$$\mathcal{S}(m) := \bigcup_{k=k_{max}(m-1)-1}^{k_{mid}(m)} \text{odd}_{\gamma_k}^{(m)} = \bigcup_{k=k_{max}(m-1)-1}^{k_{mid}(m)} \text{ev}_{\gamma_k}^{(m)}$$

of the closed annulus between the curves $\text{ev}_{\gamma_k}^{(m)} = \text{odd}_{\gamma_k}^{(m)} \geq 2$ and $\text{ev}_{\gamma_{k_{max}(m-1)}} = \text{odd}_{\gamma_{k_{max}(m-1)}}$, due to our previous identification. Our goal is to replace both Leray coverings on $\mathcal{S}(m)$ with a single one, in order to compute the matrix of $\sigma_{\ell+1}^{(g)}$ in the corresponding basis. Let consider the closed coverings $\mathfrak{A} := (A_j)_{j=1,\ldots,s}$ and $\mathfrak{C} := (E_j)_{j=1,\ldots,s}$, with $A_j = \text{odd}_{\gamma_{k_{max}(m-1)+j}}$ and $E_j = \text{ev}_{\gamma_{k_{max}(m-1)+j}}$ as in Figure 14. We first pass from both coverings to individual refinements. Let us denote by

- $\mathfrak{B} := \{B_{-1}, B_0, B_1 \cup \{B_j^\pm | j = 1, \ldots, s-1\}\}$ the refinement of $\mathfrak{A}$ and
- $\mathfrak{D} := \{D_{-1}, D_{-s-1}, D_s \cup \{D_j^\pm | j = 0, \ldots, s-2\}\}$ the refinement of $\mathfrak{C}$

as shown on Figure 14, so that $B_{-1} = D_{-1} = \text{odd}_{\gamma_{k_{max}(m-1)-1}}$ and $B_s = D_s = \text{odd}_{\gamma_{k_{mid}(m)}}$. From these refinements we again pass back to a common coarser covering $\mathfrak{E} := \{C_j | j = -1, \ldots, s\}$ in the sense of a closed covering which refines to both $\mathfrak{B}$ and $\mathfrak{D}$. The construction of these can be read off Figure 14. The proof of Lemma 6.2.10 consists in a computation of the corresponding base change. \hfill $\Box$

Remark 6.2.12.

1. The above computations have been carried out in the case $q < p$. In the case $q > p$, we can proceed in the same way (which amounts to interchanging the roles of the inner and outer boundary components). The case $p = q = 1$ will be studied in §6.2.e below.
Figure 14. The coverings $\mathfrak{A}$ and $\mathfrak{E}$ of the sector $\mathfrak{S}$, their refinements $\mathfrak{B}, \mathfrak{D}$, themselves being refinements of a common covering $\mathfrak{C}$.

(2) The isomorphism $\sigma_{\ell}^{\ell+1}$ of Lemma 6.2.10 coincides with $\sigma^{\text{odd}}_{\text{ev}}$ defined by (1.4.9*). Let us verify this statement. Recall that $\text{ev}^{\text{odd}}_{\text{in}}(\mathfrak{A}) \in \text{odd}^{\text{in}}_{\text{ev}^{\text{in}}(k)-1}$. By definition of $k_{\min}(m), k_{\text{mid}}(m)$ and $k_{\max}(m)$, we deduce that

$$k \in [k_{\text{mid}}(m), k_{\max}(m)] \iff \text{ev}^{\text{in}}(k) - 1 = \text{odd}^{\text{in}}(k).$$

Then $\sigma_{\ell}^{\ell+1}(v \otimes 1_k) = v \otimes 1_k = \sigma^{\text{odd}}_{\text{ev}}(v \otimes 1_k)$. In the other case, $\sigma_{\ell}^{\ell+1}(v \otimes 1_k)$ is determined by the corresponding column of the block $\text{ev}^{\text{S}}(m)$ (different from the first or last column). The rows with the non-vanishing entries $1, -1, 1$ correspond to the places

$$\min^{\text{odd}}_{\text{in}}(k), \max^{\text{odd}}_{\text{out}}(\min^{\text{odd}}_{\text{in}}(k)) \text{ and } \max^{\text{odd}}_{\text{out}}(k)$$

respectively.
6.2.b. Explicit description for $\sigma_{\ell+1}^\ell$ for $\ell$ odd. The result in this case is similar. In analogy to (6.2.6) and (6.2.7), we now have

\[(6.2.13)\]
\[\text{odd}_\gamma^\ell_k : \begin{cases} \text{odd}_m^\ell \sim \xi^k \sim \text{odd}_m^\ell \text{ if } \frac{k}{p+q} \in \left[ \frac{m}{q}, \frac{m}{q} + \frac{1}{2q} \right] \mod 1 \\ \text{odd}_m^\ell \sim \xi^k \sim \text{odd}_m^\ell \text{ if } \frac{k}{p+q} \in \left[ \frac{m}{q} + \frac{1}{2q}, \frac{1}{2q} \right] \mod 1 \end{cases}\]

and consequently

\[(6.2.14)\]
\[\text{odd}_\gamma^\ell_k : \begin{cases} \text{ev}_m^\ell \sim \xi^k \sim \text{ev}_m^\ell \text{ if } \frac{k}{p+q} \in \left[ \frac{m}{q}, \frac{m}{q} + \frac{1}{2q} \right] \mod 1 \\ \text{odd}_m^\ell \sim \xi^k \sim \text{odd}_m^\ell \text{ if } \frac{k}{p+q} \in \left[ \frac{m}{q} + \frac{1}{2q}, \frac{1}{2q} \right] \mod 1 \end{cases}\]

Hence $\text{ev}_\gamma^\ell_k$ and $\text{odd}^\ell_k$ show the same behaviour whenever $\frac{k}{p+q} \in \left[ \frac{m}{q} + \frac{1}{2q}, \frac{1}{2q} \right] \mod 1$.

Picking up the notation from §6.2.a, we see that for fixed $m \in \{0, \ldots, q-1\}$, the curves $\text{ev}_\gamma^\ell_k$ start at $\text{ev}_m^\ell$ exactly for

\[(6.2.15)\]
\[k_{\text{mid}}(m-1) = \left\lfloor \frac{(2m-1)(p+q)}{2q} \right\rfloor \leq k \leq \left\lfloor \frac{(2m+1)(p+q)}{2q} \right\rfloor - 1 \leq k_{\text{mid}}(m) - 1,\]

and that among these the curves $\text{ev}^\ell_k$ and $\text{odd}^\ell_k$

- connect the same intervals if $k_{\min}(m) \leq k \leq k_{\text{mid}}(m) - 1$ and
- connect different intervals if $k_{\text{mid}}(m) - 1 < k < k_{\min}(m)$.

![Figure 15](image-url)

\[\text{Figure 15. The curves } \text{ev}^\ell_k \text{ starting at } \text{ev}_m^\ell \text{ and } \text{ev}_{m-1}^\ell \text{ for fixed } m. \text{ Exactly for } k_{\min}(m) \leq k \leq k_{\text{mid}}(m) - 1, \text{ the curves } \text{odd}^\ell_k \text{ have the same behaviour as } \text{ev}^\ell_k.\]

Consequently, the situation between $k_{\text{mid}}(m-1) - 1$ and $k_{\min}(m)$ for a given $m$ gives the exact same picture as before, cf. Figure 12 and Figure 15. We now can proceed as in the proof of Lemma 6.2.10.

Replacing $\text{odd}^\ell_k$ with $\text{ev}_\gamma^\ell_k$ when $k_{\min}(m) \leq k < k_{\text{mid}}(m) - 1$ and thus identifying $\text{odd}_\gamma^\ell_k$ with $\text{ev}_\gamma^\ell_k$ for these $k$, we obtain that the restriction of $\sigma_{\ell+1}^\ell$ to the subspace

\[k_{\min}(m) \to k_{\text{mid}}(m) - 1 \bigoplus_{k=k_{\min}(m)} \mathcal{X}_{\ell+1}^\ell \]

is the identity. For $k_{\text{mid}}(m-1) - 1 < k < k_{\min}(m)$, we have

\[\text{ev}^\ell_k : \text{ev}_m^\ell \sim \xi^k \sim \text{ev}_m^\ell \text{ and } \text{odd}_k^\ell : \text{ev}_{m-1}^\ell \sim \xi^k \sim \text{ev}_{m-1}^\ell.\]
Comparing with (6.2.11), we see that the appropriate sector of the annulus reproduces the same situation as in the proof of Lemma 6.2.10, cf. Figure 16.

\[
\begin{align*}
\text{Figure 16.} & \quad \text{The sector } S \text{ and the curves } \text{ev}_{\gamma_k} \text{ and } \text{odd}_{\tilde{\gamma}_k} \text{ in the range } [k_{\text{mid}}(m-1) - 1, k_{\text{min}}(m)].
\end{align*}
\]

Defining
\[
s := k_{\text{min}}(m) - k_{\text{mid}}(m - 1) + 1 \geq 2
\]
the resulting matrix is the matrix \( \text{odd} S(m) \in \text{Mat}_{(s+1)\times(s+1)}(\text{End}(V)) \) with exactly the same design as the one defined in (6.2.8) before. Therefore, we finally obtain the analogous result to Lemma 6.2.10:

**Lemma 6.2.16.** The isomorphism \( \sigma_{\ell+1}^{\text{ev}} : \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \to \bigoplus_{k=0}^{p+q-1} V \otimes 1_k \) does not depend on \( \ell \) if \( \ell \) is odd and is the linear map decomposing into diagonal blocks as follows:

1. \( \text{Id}_{[k_{\text{min}}(m), k_{\text{mid}}(m-1)]} \) (maybe empty), \( m = 0, \ldots, q - 1 \),
2. \( \text{odd} S(m)_{[k_{\text{mid}}(m-1)-1, k_{\text{min}}(m)]} \) (of size at least 3), \( m = 1, \ldots, q - 1 \),
3. \( \text{diag}(1, \ldots, 1, T) \cdot \text{odd} S(0)_{[k_{\text{mid}}(q-1)-1, k_{\text{min}}(0)]} \cdot \text{diag}(1, \ldots, 1, T^{-1}) \)

**Remark 6.2.17.** The case \( q < p \) can again be obtained in an analogous way interchanging the role of the inner and outer boundary (cf. Remark 6.2.12). With the same arguments as in Remark 6.2.12 we verify that \( \sigma_{\ell+1}^{\text{ev}} \) for \( \ell \) odd coincides with \( \sigma_{\text{odd}}^{\text{ev}} \) of (1.4.9∗).

**6.2.c.** *The case \( p = q = 1 \).* Then the Leray coverings \( \text{ev}S \) and \( \text{odd}S \) are given as in Figure 17. The curves \( \text{ev}_{\gamma_k} \) and \( \text{odd}_{\tilde{\gamma}_k} \) obtained by the appropriate isotopy are also given in the picture.

By Remark 6.2.9, the heuristic rule provides an expectation on the form of \( \sigma_{\text{even}} \) and \( \sigma_{\text{odd}} \) (namely to be the one defined in (1.4.9)). These expectations can be verified by the analogous procedure used in the proof of Lemma 6.2.10. Let us denote by \( \mathfrak{A} := (A_0, A_1) \) the closed covering induced by the curves \( \text{ev}_{\gamma_k} \) and by \( \mathfrak{C} := (C_0, C_1) \) the one induced by the curves \( \text{odd}_{\tilde{\gamma}_k} \). Furthermore, let \( \mathfrak{B} \) be the canonical common (ordered) refinement \( \mathfrak{B} = (B_0, B_1, B_-, B_+) \) (cf. Figure 17), such that \( A_0 = B_0 \cup B_+ \), \( A_1 = B_1 \cup B_- \), \( C_0 = B_0 \cup B_- \) and \( C_1 = B_1 \cup B_+ \). This refinement allows to compute the change of the basis from the Čech complex associated to \( \mathfrak{A} \) to the one associated to \( \mathfrak{B} \) as we did in the proof of Lemma 6.2.10. The resulting presentation of the base
change gives the map $\sigma_{ev}^\nu$ as in Definition 1.4.9. The same arguments apply for $\sigma_{ev}^{\nu}$ using the picture on the right hand side of Figure 17.

6.2.d. Standard Stokes data. We have now obtained the following result:  

**Proposition 6.2.18.** Let $p, q \in \mathbb{N}$ be two co-prime numbers and let $(V, T)$ be a vector space with an automorphism. The topological model of Definition 6.2.4 is isomorphic as a set of linear Stokes data to the standard linear Stokes data of Definition 1.4.11.

6.3. Explicit computation of $\hat{T}_{\text{top}}$. We now prove Proposition 1.4.13. In principle, the topological monodromy of the Laplace transform $\hat{\rho}^+\mathcal{F}^{0, \infty}M$ around $\infty$ can be obtained once we determined its Stokes data (see Remark 1.4.14). However, using the techniques developed above in this section, it is possible to compute in a straightforward way the monodromy. In particular, we can work on the space $\mathbb{P}^1_u \times \mathbb{A}^1_\eta$ and do not have to use the blow-up of $(0, \infty)$. Let $\hat{\mathcal{M}}$ be the closed annulus obtained as the real blow up of $0, \infty$ in $\mathbb{P}^1_u$. We set $\vartheta = \arg u$ as in §4.1. The fiber at $\tau_o \neq 0$ of $\hat{\mathcal{M}}$ (cf. §1.1) is obtained as

$$H_1(\hat{\mathcal{M}}, H^0_{\text{DR}} \mod (0, \infty)(E - \varphi(\eta - \eta_o \otimes R)),$$

where $\hat{\mathcal{M}} := \mathcal{H}^0\mathcal{D} \mod (0, \infty)(E - \varphi(\eta - \eta_o \otimes R)$ is the extension $j_*\mathcal{H}$ of the sheaf $\mathcal{H}$ (corresponding to $R$, i.e., defined by the monodromy $T$) on the open annulus $\mathcal{C}_\eta$ to the open part of the boundary defined by

$$-q\vartheta + \arg \varphi_q \in (\pi/2, 3\pi/2) \mod 2\pi,$$

$$p\vartheta - \arg \tau_o \in (\pi/2, 3\pi/2) \mod 2\pi,$$

and extended by zero to the remaining part of the boundary. The action of the monodromy $\tau_o \mapsto e^{2\pi i/\tau_o}$ consists only in moving each of the $p$ open intervals $[6.3.2]_{\text{out}}$ (of length $\pi/p$) of the outer boundary in the positive direction to the next one. The intervals $[6.3.2]_{\text{in}}$ can be written as $\varphi_m^+ (\arg \varphi_q)/q, m = 0, \ldots, q - 1$, and it is possible to choose $\tau_o$ so that the intervals $[6.3.2]_{\text{out}}$ are the intervals $\varphi_n^+ (\arg \varphi_q)/q, n = 0, \ldots, p - 1$. For simplicity we assume below that $\arg \varphi_q = 0$. We can therefore
use the topological model of the annulus $\overline{A}$ with the subset $\text{ev}B$ defined by (6.1.1) and the sheaf $\mathcal{K}$ on $A$, and obtain the isomorphism

$$H^1(\overline{\mathbb{P}^1}_{\mathbb{C}^*}, \mathcal{F}_{\mathbb{P}^1}) \simeq H^1(\overline{A}, (\text{ev}B)_{\mathcal{K}}) = H^1(\text{ev}B, \mathcal{K}).$$

It will be simpler here, since we do not have to control Stokes filtrations, to work with Borel-Moore homology, for which we refer to [BM60], [BH61] and [Bre97]. We have an isomorphism $H^1(\text{ev}B, \mathcal{K}) \simeq H^1_{BM}((\text{ev}B)_{\mathcal{K}})$: On the one hand, by Poincaré duality, $H^1(\text{ev}B, \mathcal{K}) \simeq H^2_{BM}((\text{ev}B)_{\mathcal{K}})$; on the other hand, the cap product (cf. [Bre97] Th.V.10.4) – note that the result in loc. cit. is stated for $\mathcal{K}$ being of rank one but generalizes to local systems of arbitrary rank) induces an isomorphism $H^1_{BM}((\text{ev}B)_{\mathcal{K}}) \simeq H^1((\text{ev}B)_{\mathcal{K}})^\lor$.

The elements of $H^1_{BM}((\text{ev}B)_{\mathcal{K}})$ are represented by Borel-Moore cycles of the form

$$\left[ \sum_{\sigma \in \Delta_1((\text{ev}B))} \sigma \otimes w_{\sigma} \right]$$

where $\Delta_1((\text{ev}B))$ denotes the set of closed simplicial 1-chains, $w_{\sigma} \in H^0(\sigma, \mathcal{K})$, and the sum being locally finite. Note that a curve $\gamma : (0,1) \to \text{ev}B$ such that $\lim_{t \to 0} \gamma(t), \lim_{t \to 1} \gamma(t) \in \partial(\overline{A})$ defines a Borel-Moore cycle $\gamma \otimes w \in H^1_{BM}((\text{ev}B)_{\mathcal{K}})$ if $w \in H^0(\gamma, \mathcal{K})$. In particular, there is a well-defined morphism

$$(6.3.3) \quad \bigoplus_{k=0}^{p+q-1} \mathcal{K}^k \longrightarrow H^1_{BM}((\text{ev}B)_{\mathcal{K}}),$$

defined by $w \mapsto [\text{ev}_{\gamma_k} \otimes w]$ for $w \in \mathcal{K}^k$. The long exact sequence for the open embedding $(\text{ev}B)_{\mathcal{K}} \subset \overline{A}$ (BM60 Th.3.8) or [Bre97 §V.5]) yields that this is a basis for $H^1_{BM}((\text{ev}B)_{\mathcal{K}})$. Let us denote by

$$(6.3.4) \quad \Psi_{BM} : H^1_{BM}((\text{ev}B)_{\mathcal{K}}) \to \bigoplus_{k=0}^{p+q-1} \mathcal{K}^k$$

its inverse. We can therefore use the curves $\text{ev}_{\gamma_k}$ to compute this homology by way of the isomorphism $\Psi_{BM}$.

We fix an isotopy $\overline{A} \times [0,1] \to \overline{A} \times [0,1]$ of the identity to a diffeomorphism $\psi$ of $\overline{A}$ to itself by lifting the vector field $\partial_t$ on $[0,1]$ in a way that the lift equals $\partial_t$ outside a neighbourhood of the outer boundary of $\overline{A}$ and that the diffeomorphism restricted to the outer boundary maps $\text{ev}I_{n}^{\text{out}}$ to $\text{ev}_{\gamma_k}I_{n+1}^{\text{out}}$. Let $\text{ev}_{\gamma_k}$ be the images of the curves $\text{ev}_{\gamma_k}$ by the diffeomorphism $\psi$. We obtain another isomorphism

$$\tilde{\Psi}_{BM} : H^1_{BM}((\text{ev}B)_{\mathcal{K}}) \longrightarrow \bigoplus_{k=0}^{p+q-1} \tilde{\mathcal{K}}^k.$$
where \( k_{\text{mid}}(m) = \lceil \frac{(2m+1)(p+q)}{2q} \rceil \). Therefore, \( \gamma_k \) and \( \gamma_{k+1} \) connect the same boundary intervals \( \gamma_{k}^{\text{in}} \) and \( \gamma_{k+1}^{\text{out}} \) for all
\[
(6.3.5) \quad k \in [k_{\text{mid}}(m-1), k_{\text{mid}}(m) - 2]
\]
(which is possibly empty). Note, that if \( p + q \geq 3 \), there is at least one \( m \) for which this interval is non-empty (cf. Lemma 6.1.4). The case \( p = q = 1 \) was completely determined in §6.2.c. The situation is sketched in Figure 18 and 19.

The Borel-Moore cycles \( \gamma_{k} \) (black) and \( \tilde{\gamma}_{k} \) (red).

**Figure 18.** The case \( q < p \), the interval (6.3.5) always containing at least one integer.

**Figure 19.** The case \( q > p \), the interval (6.3.5) containing at most one integer. Here, it is non-empty only for the values of \( m \) where \( \gamma_{m}^{\text{in}} \) is marked with an (\( * \))

Now, the assertion of Proposition 1.4.13 can directly be read off from these figures, the index \( \max_{\text{out}}(k) \) denoting the index \( k' \geq k \) such that \( \text{out}(k') = \text{out}(k) \), but \( \text{out}(k' + 1) \neq \text{out}(k) \). Note, that in the case \( q < p \), we have
\[
\max_{\text{out}}(k) = \begin{cases} k & \text{if } k \neq k_{\text{mid}}(m) - 1 \\ k_{\text{mid}}(m) & \text{if } k = k_{\text{mid}}(m) - 1 \end{cases}
\]
with \( m = \text{in}(k) \) (cf. Figure 18).

In case \( q > p \), we have \( \max_{\text{out}}(k) = k \) if and only if \( \text{in}(k + 1) = \text{in}(k) \) (where \( k \) is the lower index of the two curves starting at the marked (\( * \)) intervals in Figure 19).

### 7. Stokes data for \( \rho^+ \mathcal{F}^{(0,\infty)} \)

We will now prove Theorem 1.3.6 asserting that the linear Stokes data attached to \( \rho^+ \mathcal{F}^{(0,\infty)} \) are isomorphic to the standard model of §1.4. We are left to proving that for each \( \ell \in \{0, \ldots, 2q - 1\} \), the isomorphism \( \Psi_\ell \) in (6.2.2) is compatible with the filtrations of (6.3.2) and of Definitions 6.1.7 and 6.1.16. For that purpose, we will modify the construction of the Leray coverings \( \gamma_{\tilde{\xi}} \) resp. \( \text{odd} \text{S} \) in such a way that the new Leray coverings moreover induce Leray coverings on each \( \gamma_{\tilde{\xi} > \alpha} \) resp. \( \text{odd} B_{\tilde{\xi} > \alpha} \) (\( \tilde{\xi} \in \mu_{p+q} \)).
7.1. The even case. Throughout this subsection, we use the even order $<_{ev}$ on $\mu_{p+q}$ (cf. Definition 1.4.1) and we simply denote it by $<$. The key observation is the following Lemma:

**Lemma 7.1.1.** There exists a family $\{\gamma_\zeta \mid \zeta \in \mu_{p+q}\}$ of smooth curves in $A$ with the following properties:

1. $\gamma_\zeta$ passes through $\hat{\zeta}$,
2. $\gamma_\zeta \subset \ev B_{\omega_\zeta>0}$,
3. setting $\hat{\zeta} = \exp(\frac{2k\pi i}{p+q})$ with $k \in \{0, \ldots, p+q-1\}$, the end points of $\gamma_\zeta$ belong to the intervals $\ev I^n_{\in} (\epsilon), \ev I^n_{\out}(\epsilon)$ with $(m \mod q, n \mod p) = \ev c(k),$
4. for $\gamma_\zeta \neq \hat{\zeta}$, we have $\gamma_\zeta \cap \gamma_\hat{\zeta} = \emptyset$.

**Proof.** For $\ell$ even, we have $B^\beta_{\omega_\zeta>0} = \ev B_{\omega_\zeta>0}$, according to (5.2.1). Lemmas 5.1.5 shows that there exist exactly two connected components of $G^{-1}((-\frac{\pi}{2}, \frac{\pi}{2}))$ containing the point $x = 1$ in their closure; these are the components containing $\ev I^n_{\in}$ and $\ev I^n_{\out}$ (see Figures 3 and 5). Let us denote by $B$ the union of their closures.

We will construct paths $\gamma_\zeta$ of the form $\gamma_\zeta = \hat{\zeta} : \gamma_\zeta$ for some $\gamma_\zeta$ connecting $\ev I^n_{\in}$ and $\ev I^n_{\out}$ via $x = 1$ (so that [1] will be fulfilled) inside the region $B$ and contained in the fiber $G^{-1}(\theta_\zeta)$ for some argument $\theta_\zeta \in \{ -\frac{\pi}{2}, \frac{\pi}{2} \} \cap (q \arg(\hat{\zeta}) + (-\frac{\pi}{2} + \epsilon, \frac{\pi}{2} + \epsilon))$ (so that [2] will be fulfilled, according to (5.2.1)); note that this intersection is not empty). We will then have

\[
\gamma_\zeta \cap \partial_{\in} A \subset \hat{\zeta} : \gamma_\zeta \cap \partial_{\in} (\ev B_{\omega_\zeta>0}),
\]
and

\[
\gamma_\zeta \cap \partial_{\out} A \subset \hat{\zeta} : \gamma_\zeta \cap \partial_{\out} (\ev B_{\omega_\zeta>0}),
\]

so [3] will be fulfilled according to (5.2.3) and Remark 6.1.3[2].

We are thus reduced to find $(\theta_\zeta)_{\zeta \in \mu_{p+q}}$ in order to fulfill [4]. In the following, we will identify the paths $\gamma$ and their images, and we will consider the set

\[
\arg(\gamma) := \{ \arg(x) \mid x \in \gamma \}.
\]

According to the ordering of $\hat{\partial}_\theta$ (cf. 5.2), we will inductively find $\theta_\zeta$ with the slightly stronger condition (preparing for a variant necessary later) that

\[
(7.1.2) \quad \theta_\zeta \in \left(-\frac{\pi}{2} + \epsilon, \frac{\pi}{2}\right) \cap \left(q \arg(\hat{\zeta}) + \epsilon + \left(-\frac{\pi}{2}, \frac{\pi}{2} - \frac{\pi}{p+q}\right)\right),
\]

assuming that $q \arg(\hat{\zeta}) \neq \pi$ (in which case the intersection is non-empty). The case $q \arg(\hat{\zeta}) = \pi$ appears exactly when $p + q$ is even and $\hat{\zeta} = -1 = \odd \hat{\zeta}_{\max}$ is the maximal element in $\mu_{p+q}$ with respect to the even ordering. Therefore, we can also use Condition (7.1.2) in the inductive argument in the case $p + q \equiv 0 \mod 2$ if we apply the induction hypotheses to all $\zeta < \odd \hat{\zeta}_{\max}$ only (recall that $<$ means $<_{ev}$), and it is enough to construct an appropriate $\theta_{\odd \hat{\zeta}_{\max}}$ at the end of the induction process.

Assuming we already have found $\gamma_{\zeta_i}$ of the above form for $\hat{\zeta} \in \{ \hat{\zeta}_0, \ldots, \hat{\zeta}_{k-1} \}$, the task then is to find an argument $\theta = \theta_{\hat{\zeta}}$ with $\hat{\zeta} = \hat{\zeta}_k$, giving rise to the path $\gamma_{\hat{\zeta}} \subset B$.
(whose image is then uniquely determined by $\gamma_\zeta = G^{-1}(\theta) \cap B$) with the properties:

\begin{align}
(7.1.3)(i) \quad \theta & \in q \arg(\zeta) + \varepsilon + \left( -\frac{\pi}{2}, \frac{\pi}{2} - \frac{\pi}{p+q} \right), \text{ and } \\
(7.1.3)(ii) \quad \theta & \in \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} \right) \bigcup \arg(\zeta^{-1} \cdot \gamma_\zeta).
\end{align}

Condition \((7.1.3)(i)\) ensures that $G^{-1}(\theta) \subset \zeta^{-1} \cdot \epsilon B_{\zeta^{-1}}$ (cf. (5.2.1)) and Condition \((7.1.3)(ii)\) that $\theta$ is such that $\gamma_\zeta := G^{-1}(\theta) \cap B$ does not intersect any of the curves $\zeta^{-1} \gamma_\zeta = \zeta^{-1} \cdot \gamma_\zeta$ for $\zeta < \zeta$, which forces $\gamma_\zeta \cap \gamma_\zeta = \emptyset$ for all these $\zeta$.

To this end, consider a $\zeta' \in \{\zeta_0, \ldots, \zeta_{k-1}\}$. Then by induction, we have $\gamma_\zeta' = G^{-1}(\theta_{\zeta'}) \cap B$ for some $\theta_{\zeta'}$, as desired. In particular, each $x \in \gamma_\zeta'$ satisfies

$$G(x) = \arg(g(x)) = \theta_{\zeta'} \in \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} \right) \quad (g(x) := f(x)/x^q, \text{ cf. (3.5.4)}).$$

Consequently, each point in $\zeta^{-1} \gamma_\zeta'$ is of the form $\zeta^{-1} \cdot x$ for some $x$ and satisfies

$$G(\zeta^{-1} \cdot x) = \arg(g(\zeta^{-1} \cdot x)) = q \arg(\zeta') + \arg(\zeta'^p g(x) + (p+q)(\zeta'^p - \zeta^p)).$$

**Remark 7.1.5.** Since $\zeta' < \zeta$, we know that $\arg(\zeta'^p - \zeta^p) \in (-\frac{\pi}{2}, \frac{\pi}{2}]$. Using the notation of Definition \(1.4.1\), the pairs $(\zeta', \zeta)$ such that $\zeta' < \zeta$ and $\arg(\zeta'^p - \zeta^p) = \pi/2$ are the pairs $(\zeta^{k_a}, \zeta^{-k_a})$ with $k \in \left[1, \frac{p+q}{2}\right) \cap \mathbb{N}$. Indeed, set $\zeta' = \zeta^{k_a}$ and $\zeta = \zeta^{-k_a}$ with $k' \in (-\frac{p+q}{2}, \frac{p+q}{2}) \cap \mathbb{Z}$ and $k \in (-\frac{p+q}{2}, \frac{p+q}{2}) \cap \mathbb{Z}$. Then $\zeta'^p - \zeta^p = \xi'^{k'} - \xi^{-k}$, which has argument $\pi/2$ if and only if the conditions above are fulfilled. We then have $p \arg(\xi) \in (\pi, 2\pi - \frac{\pi}{p+q}]$.

Additionally, since $x \in \gamma_\zeta'$, we know from \((7.1.3)(i)\) that

$$p \arg(\zeta') + \theta_{\zeta'} \in \varepsilon + \left( -\frac{\pi}{2}, \frac{\pi}{2} - \frac{\pi}{p+q} \right).$$

Notice also that if $\arg((\zeta'^p - \zeta^p) \in (-\frac{\pi}{2}, \frac{\pi}{2})$, we have more accurately

$$\arg(\zeta'^p - \zeta^p) \in \left[ -\frac{\pi}{2} + \frac{\pi}{p+q}, \frac{\pi}{2} - \frac{\pi}{p+q} \right].$$

In such a case, the set $\{\zeta'^p g(x) + (p+q)(\zeta'^p - \zeta^p) \mid x \in \gamma_\zeta\}$ is contained in a half-line starting at the point $(p+q)(\zeta'^p - \zeta^p)$ with fixed argument inside $[-\pi + \frac{\pi}{p+q}, \frac{\pi}{2} + \frac{\pi}{p+q}]$ and having direction $p \arg(\zeta') + \theta_{\zeta'} \in \varepsilon + (-\frac{\pi}{2}, \frac{\pi}{2} - \frac{\pi}{p+q})$. Let us set

$$\Theta_{\zeta'} := \{\arg(\zeta'^p e^{i\theta_{\zeta'}} + (p+q)(\zeta'^p - \zeta^p)) \mid r \in \mathbb{R}_{>0}\}.$$

We deduce that there exists $\varepsilon' > 0$ such that

$$\Theta_{\zeta'} \subset \left\{ \varepsilon + \left( -\frac{\pi}{2} + \varepsilon', \frac{\pi}{2} - \frac{\pi}{p+q} - \varepsilon' \right) \text{ if } \arg(\zeta'^p - \zeta^p) \neq \pi/2, \right. \right.$$

$$\left. \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} \right) \text{ if } \arg(\zeta'^p - \zeta^p) = \pi/2. \right.$$
Let us set $\Theta^\hat{\zeta} := \bigcup_{\zeta < \hat{\zeta}} \Theta^\zeta$. Now, there are two cases to distinguish. Let us consider the interval
\[
\Sigma := \left( p \arg(\hat{\zeta}) + \left( -\frac{\pi}{2}, \pi \right) \cup \left( \epsilon + \left( -\frac{\pi}{2}, \pi - \frac{p+q}{p} \right) \right) \right).
\]
Then $\Sigma \neq \emptyset$, and only two cases can occur for the relative position of the two intervals.

**Case 1.** Assume that
\[
\Sigma = \epsilon + \left( p \arg(\hat{\zeta}) - \frac{\pi}{2}, \frac{\pi}{2} - \frac{\pi}{p+q} \right).
\]
In this case we have $p \arg(\hat{\zeta}) < 0$, hence Remark 7.1.5 implies that there is no $\hat{\zeta} < \hat{\zeta}$ such that $\arg(\hat{\zeta}^p - \hat{\zeta}^q) = \pi/2$, so that the first line of (7.1.7) applies for all $\hat{\zeta} < \hat{\zeta}$ and thus there exists $\epsilon' > 0$ such that
\[
\Theta^\hat{\zeta} \subset \epsilon' + \left( -\frac{\pi}{2} + \epsilon', \frac{\pi}{2} - \frac{\pi}{p+q} - \epsilon' \right).
\]
It follows that $\Sigma \nsubseteq \Theta^\hat{\zeta}$ and we can find a $\theta \in q \arg(\hat{\zeta}) + (\Sigma \setminus \Theta^\zeta)$, as desired (cf. (7.1.3)).

**Case 2.** Assume that
\[
\Sigma = \left( -\frac{\pi}{2} + \epsilon, p \arg(\hat{\zeta}) + \frac{\pi}{2} \right),
\]
that is, $\pi + \epsilon < p \arg(\hat{\zeta}) < 2\pi - \frac{\pi}{p+q} + \epsilon$. From the second line of (7.1.7) we deduce that $\Theta^\hat{\zeta} \subset \left( -\frac{\pi}{2} + \epsilon', \frac{\pi}{2} - \frac{\pi}{p+q} - \epsilon' \right)$, so that $\Sigma \nsubseteq \Theta^\zeta$, and we conclude as in Case 1.

It remains to consider the special case when $p+q$ is even and $\zeta = \gamma_{\hat{\zeta}} \equiv \gamma_{\max} = -1$. By the first part of the proof, we can assume that $\theta_{\hat{\zeta}}$, satisfies (7.1.3)(i) and (7.1.3)(ii) for each $\hat{\zeta} < \hat{\zeta}$. The first line of (7.1.7) applies to $\Theta^\hat{\zeta}$. Now, we do not need the stronger condition (7.1.3) to hold for $\hat{\zeta}$ since we do not have to continue with the induction. Therefore, we consider the interval
\[
(7.1.8) \quad \Sigma' := p \arg(\hat{\zeta}) + \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \cap \left( \epsilon + \left( -\frac{\pi}{2}, \frac{\pi}{2} + \epsilon \right) \right) = \left( \frac{\pi}{2}, \frac{\pi}{2} + \epsilon \right)
\]
instead of $\Sigma$. We conclude again that $\Sigma' \nsubseteq \Theta^\hat{\zeta}$ and hence we will find $\theta_{\hat{\zeta}} \in q \arg(\hat{\zeta}) + (\Sigma' \setminus \Theta)$. \hfill \qed

**Remark 7.1.9.** The case $q = 1$ and $p \equiv 1 \bmod 2$ is covered by the special case above. Due to (7.1.8), the resulting picture looks as the one from the topological model in Figure 11 (if $p \neq 1$) or Figure 17 (if $p = 1$).

We will now set $\gamma_k := \gamma_{\varepsilon_k}$ for $k = 0, \ldots, p+q-1$.

**Proposition 7.1.10.** The collection of curves $\{ \gamma_k \mid k = 0, \ldots, p+q-1 \}$ from Lemma 7.1.1 decomposes $\overline{A}$ into $p+q$ pieces, each being homeomorphic to a closed disc. This decomposition is a Leray covering by closed subsets for each of the sheaves $(\beta_\omega)_{\hat{\zeta}}$, $X_{\hat{\zeta}}$ with $\hat{\zeta} \in \mu_{p+q}$. It induces the isomorphism (6.1.6).

**Proof.** According to Lemma 7.1.1 it is clear that the family of curves $(\gamma_k)_k$ decomposes $\overline{A}$ into $p+q$ pieces homeomorphic to closed sectors of $\overline{A}$. Let $\mathcal{G}$ be one of
these. Then $\mathcal{S}$ is bounded on each side by $\gamma_k$ and $\gamma_{k+1}$ for some $k$, and additionally bounded by an interval in the circle $S_{r=0}^1$ and one of the circle $S_{r=\infty}^1$ in $\mathcal{A} = \{(r, \theta) \mid r \in [0, \infty], \theta_k \in S^1\}$, see Figure 8.

Now, for any $\hat{\zeta} \in \mu_{p+q}$, we know the shape of $\ev B_{\omega_k^x}$ due to Proposition 5.1.4 namely, $\ev B_{\omega_k^x}$ emerged from discs with part of the boundary contained in it (namely the intervals $\ev T_{k_1}^m(\epsilon)$ and $\ev T_{n_k}^m(\epsilon)$) which have been glued according at various points $\hat{\zeta} \in \mu_{p+q}$ (depending on the relation $<\). The shape of $\ev B_{\omega_k^x} \cap \mathcal{S}$ is therefore easily determined once we know the shape of the boundary component $\gamma_k \cap \ev B_{\omega_k^x}$ for $\xi_k \in \mathcal{S}$.

If $\xi_k < \xi_k$, it is clear that $\gamma_k \subset \ev B_{\omega_k^x} < \ev B_{\omega_k^x}$. If on the other hand $\hat{\zeta} < \xi_k$, we proceed as in Lemma 7.1.1. For $x \in \gamma_k = \xi - \xi_k$, we have

$$G(\hat{\zeta}^{-1} \xi^k x) = q \arg \hat{\zeta} + \arg (\xi^k g(x) + (p + q)(\xi^k - \hat{\zeta}))$$

The term $g(x) =: e^{\theta_k}$ has fixed argument $\theta_k \in (-\pi, \pi)$ (see the construction of $\gamma_k$ in Lemma 5.2.1). From (5.2.1), we deduce that

$$\arg (\xi^k \cdot e^{\theta_k} + (p + q)(\xi^k - \hat{\zeta})) \in \epsilon + (-\pi, \pi) \iff \xi^k x \in \ev B_{\omega_k^x}.$$  

The summand (ii) in (7.1.12) is a point with argument in $(\frac{\pi}{2}, \frac{3\pi}{2})$ (since $\hat{\zeta} < \xi_k$) and therefore $\eta := (i)+(ii)$ describes a half-line starting from (ii) with direction

$$(i) = \frac{2pk\pi}{p + q} + \theta_k.$$  

Note that $r \to \infty$ both for $|x| \to 0$ or $|x| \to \infty$ and since the starting and endpoint of $\gamma_k$ is contained in $\ev B_{\omega_k^x}$, we see that the latter direction is contained in $\epsilon + (-\frac{\pi}{2}, \frac{\pi}{2})$. Let $t \to \gamma_k(t)$, $t \in [0, 2]$ be a regular parametrization of $\gamma_k$ with $\gamma_k(1) = 1$ and consider the resulting parametrization

$$t \mapsto h(t) := r(t) \cdot e^{\theta_k} + (p + q)(\xi^k - \hat{\zeta})$$

of the half-line $\eta$ with $r(t) := |g(\gamma_k(t))|$.  

**Claim.** The parametrization $h$ of the half-line $\eta$ satisfies

$$h^{-1}(\epsilon + (-\frac{\pi}{2}, \frac{\pi}{2})) = (0, t_0) \cup (t_1, 2)$$

for some $0 < t_0 < 1 < t_1 < 2$.

If this claim is proved, we deduce by (7.1.12) that

$$\xi^k \gamma_k(t) \in \ev B_{\omega_k^x} \iff t \in (0, t_0) \cup (t_1, 2),$$

and therefore $\gamma_k \cap \ev B_{\omega_k^x}$ is homeomorphic to the union $\mathcal{S}_{\text{in}} \cup \mathcal{S}_{\text{out}}$ of two half-closed intervals, $\mathcal{S}_{\text{in}}$ starting at $\ev T_{k_1}^m(\epsilon)$, and $\mathcal{S}_{\text{out}}$ starting at $\ev T_{n_k}^m(\epsilon)$ with $(m \mod q, n \mod p) = \ev c(k)$.  

Proof of the claim. Due to the construction of $\gamma_k$, we know that $G(\gamma_k(t)) = \arg(g(\gamma_k(t))) = \theta_k$ for all $t$ with $\gamma_k(t) \neq \theta_1$ (recall that $G(x)$ is not defined for $x = 1$).

We deduce that
\[
\text{Im}(g(\gamma_k(t))e^{-i\theta_k}) = 0 \quad \text{and} \quad \text{Re}(g(\gamma_k(t))e^{-i\theta_k}) \geq 0
\]
for all $t$. Consequently, $r(t) = |g(\gamma_k(t))| = |g(\gamma_k(t))e^{-i\theta_k}| = g(\gamma_k(t))e^{-i\theta_k}$. Now
\[
\frac{d}{dt}r(t) = \frac{d}{dt}g(\gamma_k(t))e^{-i\theta_k} = g'(\gamma_k(t)) \cdot \frac{d}{dt}\gamma_k(t)e^{-i\theta_k}
\]
and since $g'(x) = 0$ if and only if $x \in \mu_{p+q}$, the real function $r(t)$ is strictly monotone on $(0,1)$ and $(1,2)$ with $\lim_{t \to 0} r(t) = \lim_{t \to 2} r(t) = \infty$ and $\lim_{t \to 1} r(t) = 0$.

We can now finally understand the shape of $\text{ev} B_{\omega > 0} \cap \mathcal{S}$. Let $\gamma_k, \gamma_{k+1} \subset \mathcal{S}$ be the boundary curves. Due to Lemma 6.1.4, we know that, up to interchanging the inner and outer boundaries, the sector $\mathcal{S}$ looks as in Figure 20.

![Figure 20. The typical shape of $\mathcal{S}$.

We have two cases for the boundaries: either $\gamma_k \subset \text{ev} B_{\omega > 0}$ or $\gamma_k \cap \text{ev} B_{\omega > 0} = \mathcal{I}_m \cup \mathcal{I}_o$, and the same for $\gamma_{k+1}$. From our knowledge of the homotopy type of $\text{ev} B_{\omega > 0}$, we deduce that $\text{ev} B_{\omega > 0} \cap \mathcal{S}$ is homeomorphic to one of the three spaces sketched in Figure 21.

We conclude that each connected component of $\text{ev} B_{\omega > 0} \cap \mathcal{S}$ is homeomorphic to a closed disc with a closed interval deleted in its boundary, and each connected component of an intersection $\text{ev} B_{\omega > 0} \cap \mathcal{S} \cap \mathcal{S}'$ is homeomorphic to a closed or a semi-closed interval. There are no triple intersections for this covering. It is thus clear that this covering is Leray for $\left(\beta_{\omega > 0}^{\ell}, \mathcal{I}_m^{\ell} \right)$ ($\ell$ even).

Finally, the properties of the curves $\gamma_k$ proven in Lemma 7.1.1 correspond to the behaviour of the standard Leray covering $\text{ev} \mathcal{S}$ described in Proposition 6.1.5 and we obtain the final assertion.

7.2. The odd case. We now have $B_{\omega > 0}^{\beta_0} = \text{odd} B_{\omega > 0}$ (cf. (5.2.1)). In analogy to the procedure in the standard case as in section 6.1.2, we deduce the odd case from the
even one by rotation by $\hat{\text{odd}}_{\zeta_{\min}}^\ast$ as defined before (6.1.12). Note that

\begin{equation}
q \arg(\hat{\text{odd}}_{\zeta_{\min}}^\ast) = \begin{cases} 
\pi & \text{if } p + q \equiv 0 \mod 2 \\
\pi - \frac{\pi}{p + q} & \text{if } p + q \equiv 1 \mod 2.
\end{cases}
\end{equation}

The minimal subset to be considered is $\text{odd} B_{\omega \hat{\zeta}_{\min}^>0}$ which is contained in $\text{odd} B_{\hat{\zeta}_{\min}^>0}$ for all $\hat{\zeta} \in \mu_{p+q}$:

\begin{equation}
\text{odd} B_{\omega \hat{\zeta}_{\min}^>0} = \begin{cases} 
\hat{\zeta}_{\min}^\ast \cdot G^{-1} \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} + \varepsilon \right) & \text{if } p + q \equiv 0 \mod 2 \\
\hat{\zeta}_{\min}^\ast \cdot G^{-1} \left( \frac{-\pi}{p + q} + \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} + \varepsilon \right) \right) & \text{if } p + q \equiv 1 \mod 2.
\end{cases}
\end{equation}

Since there is no critical value of $G$ inside $-\frac{\pi}{p + q} + \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} + \varepsilon \right)$, the subset

\begin{equation}
G^{-1} \left( \frac{-\pi}{p + q} + \left( -\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} + \varepsilon \right) \right)
\end{equation}

is homeomorphic to $B_{\omega_{1}^<0}^\beta$. Therefore, $\text{odd} B_{\omega \hat{\zeta}_{\min}^>0}$ is either equal to $\text{ev} B_{\omega_{1}^>0}$ rotated by $\hat{\zeta}_{\min}^\ast$ (in the first case), or a small perturbation of it in the sense of applying the flow of the gradient vector field of the Morse function considered for a time interval without critical points.

Furthermore, considering arbitrary $\hat{\zeta} \in \mu_{p+q}$, we have

\begin{equation}
\text{odd} B_{\omega \zeta_{>0}}^> = \hat{\zeta} G^{-1} \left( q \ arg(\hat{\zeta}_{\min}) - q \ arg(\hat{\text{odd}}_{\zeta_{\min}}^\ast) + q \ arg(\hat{\text{odd}}_{\zeta_{\min}}^\ast) + \left( \frac{\pi}{2} + \varepsilon, \frac{3\pi}{2} + \varepsilon \right) \right)
\end{equation}

with $\sigma = 0$ if $p + q \equiv 0 \mod 2$ and $\sigma = 1$ otherwise. This space is again either equal to $\text{odd} B_{\hat{\zeta}_{\min}^>0}$ or a perturbation of it in the same sense as above.

Let us define $\hat{\gamma}_{\zeta} := \hat{\text{odd}}_{\zeta_{\min}}^\ast \cdot \gamma_{(\text{odd} \hat{\zeta}_{\min})^{-1}} \subset \text{odd} B_{\omega \hat{\zeta}_{>0}}$, with $\gamma_{\hat{\zeta}}$ as in Lemma \ref{lem:homo}

If $p + q$ is even, the whole situation to be considered is obtained from the one in the even case by rotation by $\pi$. Therefore, the statements of Lemma \ref{lem:homo} and Proposition

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure21}
\caption{Up to homeomorphism, the three possible shapes of $\text{ev} B_{\omega_{>0}} \cap \mathcal{S}$.}
\end{figure}
Properties (1) and (4) of Lemma 7.1.10 remain true for the curves \( \tilde{\zeta} \) and using \( \text{odd} B_{\tilde{\zeta}} \), \( \text{odd} \beta_{\tilde{\zeta}} \), \( \text{odd} \gamma_{\tilde{\zeta}} \) instead of their even counterparts. We have to verify that this is still true for \( p+q \) being odd.

Furthermore, we have
\[
\tilde{\gamma}_{\tilde{\beta}} = \text{odd} \gamma_{\min} \cdot \tilde{\theta} \cdot (\text{odd} \gamma_{\min})^{-1} \gamma_{\tilde{\beta}} (\text{odd} \gamma_{\min})^{-1} = \tilde{\theta} \cdot \gamma_{\tilde{\beta}} (\text{odd} \gamma_{\min})^{-1}.
\]

Now, each \( z \in \tilde{\gamma}_{\tilde{\beta}} \) is of the form \( z = \tilde{\theta} \cdot x \) for some \( x \in \gamma_{\tilde{\beta}} (\text{odd} \gamma_{\min})^{-1} \) and we deduce from (7.1.2) that
\[
G(\tilde{\theta}^{-1} \cdot z) = G(x) = \theta_{\tilde{\beta}} \cdot (\text{odd} \gamma_{\min})^{-1} \in q \arg(\tilde{\theta} \cdot (\text{odd} \gamma_{\min})^{-1}) + \varepsilon + \left( -\frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{p+q} \right),
\]
and (7.2.2) yields \( z \in \text{odd} B_{\tilde{\omega}} > 0 \). This proves property (2) of Lemma 7.1.1 for the family \( \tilde{\gamma}_{\tilde{\beta}} \).

Property (3) of Lemma 7.1.1 follows due to the fact that (4) holds and therefore
\[
\tilde{\gamma}_{\tilde{\zeta}} \cap \partial_{\text{int}} \tilde{\beta} \subset \text{odd} \gamma_{\min} \cdot \text{ev}_{\text{int}} \cap \partial_{\text{int}} (\text{odd} B_{\omega_{\tilde{\zeta}}}) > 0,
\]
and
\[
\tilde{\gamma}_{\tilde{\zeta}} \cap \partial_{\text{out}} \tilde{\beta} \subset \text{odd} \gamma_{\min} \cdot \text{ev}_{\text{out}} \cap \partial_{\text{out}} (\text{odd} B_{\omega_{\tilde{\zeta}}}) > 0,
\]
with \( (m, n) = \text{ev}(k) \) for \( \tilde{\theta} = \xi^k \) together with (6.1.14).

We also have the analogous statement to Proposition 7.1.10.

**Proposition 7.2.3.** The collection of curves \( \{ \tilde{\gamma}_{\tilde{\beta}} \mid \tilde{\beta} \in \mu_{p+q} \} \) decomposes \( \tilde{\beta} \) into \( p+q \) pieces, each being homeomorphic to a closed disc. This decomposition is a Leray covering by closed subsets for each of the sheaves \( (\beta_{\omega_{\tilde{\zeta}}} > 0), \mathcal{K}_{\tilde{\beta}} \) with \( \tilde{\zeta} \in \mu_{p+q} \). It induces the isomorphism (6.1.15) (\( \ell \) odd).

**Proof.** We only have to consider the case \( p+q \) being odd. The proof goes along the same lines as the one of Proposition 7.1.10 with the following changes. Again, it suffices to understand the shape of \( \tilde{\gamma}_{\xi^k} \cap \text{odd} B_{\omega_{\tilde{\zeta}}} > 0 \) for \( \xi, \tilde{\zeta} \in \mu_{p+q} \).

If \( \xi^k \leq \tilde{\zeta} \), then \( \tilde{\gamma}_{\xi^k} \subset \text{odd} B_{\omega_{\xi^k}} > 0 \subset \text{odd} B_{\omega_{\tilde{\zeta}}} > 0 \). Otherwise, we proceed in the same way. For \( \xi^k x \in \xi^k \cdot \text{odd} \gamma_{\min}^{-1} \equiv \tilde{\gamma}_{\xi^k} \), we have the equality (7.1.11):
\[
G(\tilde{\zeta}^{-1} \xi^k x) = q \arg(\tilde{\zeta} + \arg(\xi^k g(x) + (p+q)(\xi^k - \tilde{\zeta}))).
\]
The term \( g(x) = : \tau e^{i\theta} \) has fixed argument \( \theta := \arg(\xi^k (\text{odd} \gamma_{\min}^{-1})) \). From (7.2.2), we deduce that
\[
(7.2.4) \quad \arg(\xi^k \cdot \tau e^{i\theta} + (p+q)(\xi^k - \tilde{\zeta})) \in \varepsilon - \frac{\pi}{2}, \frac{\pi}{2}, \frac{\pi}{p+q} \Leftrightarrow \xi^k x \in \text{ev} B_{\omega_{\xi^k}} > 0.
\]

The sum (i)+(ii) again describes a half-line in the complex plane. The argument used in the proof (Claim) of Proposition 7.1.10 shows that choosing a regular parametrization of the curve \( \tilde{\gamma}_{\xi^k} \), the half-line \( \mathfrak{h} \) inherits a parametrization \( [0, 2] \to \mathfrak{h}, t \to (i) + r(t)e^{i\theta} \) with \( r(1) = 0 \) such that \( r(t) \) is monotone on \( (0, 1) \) and \( (1, 2) \) and satisfies \( \lim_{t \to 0} r(t) = \lim_{t \to 2} r(t) = \infty \). Since the half-line has to be inside the region determined by (7.2.4) for \( r \) big enough (due to the fact that the endpoints of \( \tilde{\gamma}_{\xi^k} \) lie in \( \text{odd} B_{\omega_{\xi^k}} > 0 \)) and since (ii) cannot be inside this region, we obtain the same conclusion as in the proof of Proposition 7.1.10.
Since the Leray coverings of Proposition 7.1.10 (ℓ even) and 7.2.3 (ℓ odd) respect the filtrations (cf. 4.3.2) given by the subspaces $\mathbb{C}B_{\nu} > 0$ (resp. odd), we finally obtain the following corollary concluding the proof of Theorem 1.3.6:

**Corollary 7.2.5.** The isomorphisms $\Psi_\ell$ (6.2.2) are compatible with the filtration (4.3.2) and the filtration defined in 6.1.7 for ℓ even (resp. 6.1.16 for ℓ odd).
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