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Target and actual sample sizes for studies from two trial registries from 1999 to 2020: an observational study

Adrian Gerard Barnett, 1 Paul Glasziou

ABSTRACT

Objectives To investigate differences between target and actual sample sizes, and what study characteristics were associated with sample sizes.

Design Observational study.

Setting The large trial registries of clinicaltrials.gov (starting in 1999) and ANZCTR (starting in 2005) through to 2021.

Participants Over 280 000 interventional studies excluding studies that were withheld, terminated for safety reasons or were expanded access.

Main outcome measures The actual and target sample sizes, and the within-study ratio of the actual to target sample size.

Results Most studies were small: the median actual sample sizes in the two databases were 60 and 52. There was a decrease over time in the target sample size of 9%–10% per 5 years, and a larger decrease of 18%–21% per 5 years for the actual sample size. The actual-to-target sample size ratio was 4.1% lower per 5 years, meaning more studies (on average) failed to hit their target sample size.

Conclusion Registered studies are more often under-recruited than over-recruited and worryingly both target and actual sample sizes appear to have decreased over time, as has the within-study gap between the target and actual sample size. Declining sample sizes and ongoing concerns about underpowered studies mean more research is needed into barriers and facilitators for improving recruitment and accessing data.

INTRODUCTION

Sample size is a key element of most research study designs. Researchers should aim to collect a large enough sample to answer their research question with a good statistical power, for example, recruiting a sufficient number of patients to demonstrate a hypothesised difference in efficacy between two treatments. However, researchers do not want to collect more data than necessary as this wastes time and resources.

The target sample size should be estimated at the study design stage. Researchers then collect data until that target is achieved or until they run out of time or money. This sounds straightforward, but in practice many studies struggle to recruit their target sample size and difficulties with recruitment are a common reason why trials end early. Recruiting sufficient participants is crucial to a trial’s validity, and in recognition of the difficulties around trial recruitment there is large and ongoing research effort aimed at increasing recruitment and retention.

Inadequate sample sizes mean studies are underpowered and so true associations may be missed or estimated with large uncertainty. Theoretical work has shown how underpowered studies contribute to the ongoing problem of poor quality research. Generally, larger sample sizes are needed to tackle the pervasive problem of studies with low power, although small samples are often appropriate for pilot or feasibility studies.

Sample size calculations depend on a range of assumptions that should reflect current knowledge. The practical application of these assumptions has been criticised in terms of a general lack of understanding of uncertainty, and the approach of reverse-engineering assumptions to get a desired target sample size.

In this paper, we examine sample sizes using two large trial registries containing information on health and medical studies. We examined the difference between the target and actual sample size, what study characteristics were associated with sample size, and if sample sizes have declined over time.

Strengths and limitations of this study

- All analyses were repeated using two trial registries.
- The registries had very large sample sizes with little missing data.
- The registry data are completed by researchers and have some data entry errors and poor reporting.
- There were changes over time in the types of studies of registered, so differences in sample size over time should be interpreted in light of these changes.
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aim is to contribute to the ongoing work on improving study designs and the quality of research.\textsuperscript{11}

**METHODS**

**Trial registries**

Trial registries were introduced to counter the serious problem of unreported trials.\textsuperscript{12} Trials cannot now be published in any high-profile medical journal without a prospective registration, hence there has been good uptake of trial registries, although they have not eliminated the problem of unreported trials or poorly reported trials.\textsuperscript{\textsuperscript{13-18}} For our purposes, the high uptake of registries provides a large and comprehensive data set to study sample sizes.

Trial registries contain details on the study characteristics, including the study design, disease(s), outcome(s), key dates and funding. Researchers are responsible for posting and updating their studies.

We downloaded data from two large trial registries:

- Australian New Zealand Clinical Trials Registry (ANZCTR) started in 2005.
- clinicaltrials.gov run by the US National Library of Medicine started in 1999 and publicly available in 2000.

ANZCTR was chosen because of the authors’ familiarity with the region, and clinicaltrials.gov was chosen because it is the largest international registry. Both registries make their data available for research.

**Ethics approval**

All the data are publicly available and do not involve human participants, hence this study did not require ethics approval.

**Inclusion and exclusion criteria**

We included studies from interventional studies and did not include observational studies. This is because these two study types are unlikely to be comparable and there were many study characteristics (eg, blinding) that are not applicable for observational studies. Interventional studies are those where participants were prospectively assigned to one or more health-related interventions in order to study the intervention’s effects.

We excluded a small number of retrospectively registered trials from ANZCTR before the registry started in 2005, and a small number that were missing the date the study was submitted to ANZCTR (details below).

We excluded studies from clinicaltrials.gov that had a status of ‘withheld’ because the available data for these studies were limited. We excluded studies that were terminated for safety reasons as they may have achieved their objective using a smaller sample size than planned. We excluded expanded access studies because we were not certain that these were comparable to interventional studies. We excluded studies where the type of sample size was not stated, as we had to know if the sample size was the target or actual. We excluded two studies that used a dummy sample size, for example, ‘9 999 999’. To avoid double-counting, we excluded clinical trials.gov studies if they had an ANZCTR number. We preferred data from ANZCTR as it had more detailed information on sample size. The exclusions are shown in online supplemental figure 1.

We included all the available studies that met our inclusion/exclusion criteria and did not use a sample size calculation or formal hypothesis testing.

Data for both registries were downloaded on 1 February 2021 in XML format and then read into R (V.4.0.3).\textsuperscript{17} Updated sample size data for clinicaltrials.gov were downloaded on 5 March 2021. All the code to replicate the data extraction and analyses, and data are openly available on GitHub (https://github.com/agbarnett/registries).\textsuperscript{18} Results are reported using the Strengthening the Reporting of Observational Studies in Epidemiology guidelines for observational studies.\textsuperscript{19}

**Statistical methods**

**Models of sample size**

Both registries had two measures of sample size: the target and actual. We used multiple regression to estimate what study characteristics were associated with the target and actual sample size. See online supplemental table 1 for the list of available study characteristics which differed by registry. For the models of actual sample size, we included the study status (eg, ‘completed’) as an independent variable, but we did not include study status for the models of target sample size as study status occurred after the target sample size and so any association could not be causal.

The clinicaltrials.gov database does not include a variable for whether studies are longitudinal. Hence, we searched each study’s description for ‘longitudinal’ in order to extract this study design variable. We also searched for ‘adaptive’ or ‘platform’ trial to examine whether these study designs impacted sample sizes.\textsuperscript{20}

Sample size had a strong positive skew with a small number of very large studies. To improve model fit and reduce the influence of a few very large studies, we log-transformed sample size (base e). We therefore present the effects of the study characteristics as the percent change in the geometric mean instead of the absolute difference in sample size.

Some study characteristics had a strong positive skew with a small proportion of very large numbers, for example, the number of primary outcomes (median 1, maximum 214 for clinicaltrials.gov). To reduce the potential for a few large studies to overly-influence the results, we log-transformed these variables using base 2, hence the parameters are the percent change in the sample size when the variable is doubled.

Most of the variables we used were mandatory, meaning researchers had to complete them and hence there was little item-missing data. The most amount of missing data was 2% for study purpose. For non-mandatory categorical variables with missing data, we included ‘Missing’ as its own category. Our reasoning was that investigators likely did not complete a question if they felt it was not relevant to their study and hence ‘Missing’ should be akin to ‘Not...
This avoided excluding studies with small amounts of missing data. Details on the item-missing data are in online supplemental appendix 1.

We used the elastic net method to select the key variables from the larger subset of all variables.21 We used 10-fold cross-validation to select the ideal penalty and hence which variables were included in the final model. We used a parsimonious model by choosing the penalty within one SE of the minimum cross-validated mean square error.

Table 1  Selected characteristics of the included studies from the two trial databases

| Variable                | Categories                  | ANZCTR     | clinicaltrials.gov |
|-------------------------|-----------------------------|------------|-------------------|
| Study status            | Active, not recruiting      | 1042 (6)   | 13 370 (5)        |
|                         | Completed                   | 7175 (41)  | 149 721 (55)      |
|                         | Enrolling by invitation     | –          | 2070 (1)          |
|                         | Not yet recruiting          | 4259 (24)  | 13 659 (5)        |
|                         | Recruiting                  | 4072 (23)  | 39 237 (14)       |
|                         | Stopped early               | 581 (3)    | –                 |
|                         | Suspended                   | 78 (0)     | 1393 (1)          |
|                         | Terminated                  | –          | 16 813 (6)        |
|                         | Unknown status              | –          | 27 878 (10)       |
|                         | Withdrawn                   | 303 (2)    | 8019 (3)          |
| Gender                  | All                         | 14 882 (85)| 231 998 (85)      |
|                         | Female                      | 1698 (10)  | 26 451 (10)       |
|                         | Male                        | 926 (5)    | 13 710 (5)        |
|                         | Missing                     | 4 (0)      | 1 (0)             |

| Variable                | ANZCTR     | clinicaltrials.gov |
|-------------------------|------------|-------------------|
| Year submitted          | 2014 (2011–2017) | 2015 (2010–2018) |
| Number of primary outcomes | 1 (1–2)    | 1 (1–2)           |
| Number of secondary outcomes | 3 (1–6)    | 2 (1–5)           |
| Target sample size      | 66 (31–159)| 70 (35–176)       |
| Actual sample size      | 60 (26–140)| 52 (22–139)       |

Target versus actual sample size

We calculated the sample size ratio of the actual divided by target and created a histogram of the ratio. We described
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**Figure 1**  Histogram of the ratio of the actual-to-target sample size. The X-axes are on a log scale.
the range of this ratio using the central 50% and 90% of studies.

To estimate what study characteristics were associated with the sample size ratio, we used the same elastic net method as for the models of sample size. The ratio had a strong positive skew, so it was log-transformed (base e) for the modelling.

We used a Bland–Altman plot of the actual-to-target sample size against the average sample size \((\text{actual + target})/2\). The aim was to see whether the ratio narrowed for small and/or large sample sizes. We log-transformed (base e) the ratio because of the strong positive skew in sample sizes. Because of the very large sample size, a standard Bland–Altman scatter-plot using individual studies was too cluttered, hence we used a tile plot to summarise studies in bins.

We used the Bland–Altman limits of agreement to show the range in observed ratios that covers 95% of the data. However, the standard limits assume that the ratio is constant for all sample sizes which did not appear valid for these data. Hence, we used a Bayesian model and allowed the mean and variance of the limits of agreement to vary by the average sample size using a fractional polynomial approach with the eight powers: \([-2, -1, -0.5, 0, 0.5, 1, 2, 3]\) \(^22\) (see online supplemental appendix 2). We fitted 64 \((8 \times 8)\) separate models to cover all combinations for the mean and variance, and selected the best model using the deviance information criterion (DIC) \(^23\) (see online supplemental figure 2). Because the ratio distribution had long tails, we used a t-distribution with 4 degrees of freedom instead of a Normal distribution, and this gave a far better fit to the data (DIC improvement of over 4000). For the clinicaltrials.gov data, we fitted these Bayesian models using a random sample of 10 000 studies (8% of the total) because of the time needed for the Markov chain Monte Carlo estimates.

The Bayesian models were fitted using the JAGS software (V.4.3.0). \(^24\) We used vague Normal priors for all parameters. We used two chains thinned by three with a burn-in and sample of 2000. We visually checked the convergence and mixing of the chains (see online supplemental figure 3).

**Patient and public involvement**

No patients or members of the public were involved in the design, conduct or reporting of this study.

**RESULTS**

The number of included studies and reasons for exclusion are shown in online supplemental figure 1. The final analyses had 17 510 studies from ANZCTR and 272 160 from clinicaltrials.gov.

Some basic characteristics of the included studies are in table 1. The median target sample size was 66 for ANZCTR and 78 for clinicaltrials.gov. The median actual sample size was 60 for ANZCTR and 52 for clinicaltrials.gov for both databases. Additional summary statistics on the two databases are in online supplemental appendix 1.

---

**Figure 2** Bland–Altman tile plot of the sample size ratio against the average sample size. Both axes are on a log scale. Fifty-two studies (0.04%) with an average sample size over 100 000 were excluded from the plot as otherwise the plot area was compressed for most studies. The dotted lines are the estimated 95% limits of agreement using a t-distribution.
Target versus actual sample size
The number of studies with a target and actual sample size was 5712 in ANZCTR and 121,603 in clinicaltrials.gov.

The histograms of the ratios of the actual-to-target sample sizes are in figure 1. Many studies hit their target and a large proportion were also just below their target. The histograms are asymmetric around 1, with a larger ‘shoulder’ of studies missing their target compared with studies exceeding the target.

For ANZCTR, the central 50% of studies had a ratio of between 22% below their target to equalling their target. The central 90% of studies had a ratio of between 53% below their target to 13% above their target. For clinicaltrials.gov, the central 50% of studies had a ratio of 43% below their target to 2% over target. The central 90% of studies had a ratio of 86% below their target to 23% over target.

The Bland–Altman plot of the sample size ratio against the average sample size is in figure 2. Many studies with an average sample size between 10 and 200 hit their target sample size. The estimated limits of agreement narrowed for larger sample sizes in both databases.

For the ANZCTR data, the 95% limits of agreement for the sample size ratio were 0.58–1.38 for an average sample size of 50, narrowing slightly to 0.64–1.39 for an average sample size of 500. There are a small number of studies that are far above or below the limits of agreement, particularly studies in the 5–500 sample size range that were well below their target.

The 95% limits of agreement were generally wider for the clinicaltrials.gov data. The 95% limits of agreement were 0.37–1.84 for an average sample size of 50, narrowing to 0.63–1.54 for an average sample size of 500. The diagonal strip of studies in the bottom-left of the figure are studies with a small target sample size that recruited no participants.

Models of the actual-to-target sample size ratio
We used multiple variable regression to estimate what study characteristics were associated with the actual-to-target sample size ratio. The estimates are shown in figure 3, expressed as a percent change, and in online supplemental table 2.

Larger target sample sizes were associated with a lower actual-to-target ratio, meaning smaller actual sample sizes (5.7% lower per doubling of the target sample size). The actual-to-target ratio lowered over time (4.3% lower per 5 years).

Studies with more arms and more secondary outcomes were associated with a higher ratio, as were studies that included healthy volunteers.
Table 2  Percent changes in the target and actual sample size for the ANZCTR database

| Group/variable* | Variable/category | Target PC (95% CI) | Actual PC (95% CI) |
|----------------|-------------------|--------------------|--------------------|
| Continuous     | Double the number of primary outcomes | −7.5 (−11.1 to −3.9) | −9.8 (−16.0 to −3.1) |
|                | Double the number of secondary outcomes | 14.2 (12.1 to 16.3) | 10.3 (8.8 to 14.0) |
|                | Number of funders | 14.2 (11.5 to 16.9) | 15.3 (10.4 to 20.4) |
|                | Trend per 5 years | −9.6 (−11.7 to −7.6) | −21.1 (−25.0 to −17.1) |
| Gender         | Females | 4.3 (1.9 to 10.8) | 19.4 (7.0 to 33.2) |
|                | Males | −27.6 (−32.7 to −22.2) | −15.9 (−26.0 to −4.4) |
| Maximum age limit | 18+ | −19.9 (−228 to −17.0) | −18.8 (−23.8 to −13.5) |
|                | Not stated | 17.5 (6.6 to 29.4) | 30.3 (4.2 to 63.0) |
|                | Under 18 | −12.3 (−18.5 to −5.8) |  |
| Minimum age limit | 18+ | −22.0 (−25.7 to −18.2) | −22.4 (−28.0 to −16.4) |
|                | Missing |  | 27.6 (−5.7 to 72.7) |
|                | Not stated | −28.0 (−38.2 to −16.2) |  |
| Healthy volunteers | Yes | 12.3 (7.6 to 17.1) | 26.2 (17.2 to 36.0) |
| Phase          | Missing | −7.8 (−12.9 to −2.5) | −14.0 (−22.9 to −4.0) |
|                | Phase 0 | −55.1 (−65.9 to −41.0) | −73.5 (−85.3 to −52.2) |
|                | Phase 1 | −41.2 (−45.7 to −36.2) | −33.4 (−42.1 to −23.4) |
|                | Phase 1/2 | −40.6 (−47.2 to −33.1) | −40.0 (−53.4 to −22.9) |
|                | Phase 2 | −27.7 (−32.5 to −22.6) | −24.3 (−33.5 to −13.8) |
|                | Phase 2/3 | −20.5 (−30.2 to −9.5) |  |
|                | Phase 3/4 | 31.7 (15.1 to 50.7) | 56.0 (20.5 to 102.1) |
|                | Phase 4 | 4.9 (−1.6 to 11.9) | 10.6 (2.2 to 25.1) |
| Endpoint       | Bioavailability | −48.5 (−59.0 to −35.3) | −32.2 (−53.5 to −1.2) |
|                | Bioequivalence | 32.6 (10.0 to 59.9) | 60.7 (14.2 to 126.2) |
|                | Missing | −7.9 (−13.3 to −2.1) |  |
|                | Pharmacodynamics | −27.3 (−41.1 to −10.2) |  |
|                | Pharmacokinetics | −33.9 (−43.1 to −23.2) | −16.6 (−34.9 to 6.7) |
|                | Pharmacokinetics/pharmacodynamics | −33.4 (−44.3 to −20.5) | −23.9 (−44.6 to 4.6) |
|                | Safety | −17.8 (−24.6 to −10.4) |  |
|                | Safety/efficacy | 2.4 (−1.8 to 6.9) | 9.3 (1.0 to 18.3) |
| Purpose        | Diagnosis | 14.0 (1.6 to 28.0) | 12.9 (9.8 to 41.4) |
|                | Educational/counselling/training | 14.6 (7.6 to 22.1) | 24.7 (11.7 to 39.2) |
|                | Prevention | 27.9 (20.9 to 35.2) | 20.0 (8.6 to 32.7) |
| Masking        | Missing | −2.2 (−11.1 to 7.5) | −12.7 (−26.5 to 3.6) |
|                | Open | 2.1 (−2.0 to 6.4) |  |
| Assignment     | Cross-over | −63.8 (−65.8 to −61.7) | −63.0 (−66.5 to −59.1) |
|                | Factorial | 24.6 (8.4 to 43.2) | 39.5 (8.2 to 79.9) |
|                | Missing | −11.1 (−19.0 to −2.3) | −7.2 (−21.6 to 9.8) |
|                | Other | 4.6 (−3.3 to 13.2) |  |
|                | Single group | −31.1 (−36.5 to −25.3) | −36.9 (−45.6 to −26.9) |
| Allocation     | Non-randomised trial | −34.6 (−38.6 to −30.3) | −31.8 (−39.2 to −23.4) |
| Control        | Dose comparison | −22.1 (−30.6 to −12.5) | −30.9 (−44.1 to −14.6) |
|                | Historical | 41.5 (23.9 to 61.6) | 91.1 (50.3 to 142.9) |
|                | Placebo | −9.8 (−14.0 to −5.4) | −8.7 (−15.9 to −0.8) |
|                | Uncontrolled | −26.5 (−32.1 to −20.5) | −21.6 (−32.6 to −8.7) |
| Intervention   | Behaviour | 7.1 (−5.0 to 20.7) |  |
|                | Diagnosis/prognosis | 21.2 (5.8 to 38.8) | 41.5 (7.8 to 85.7) |
|                | Early detection/screening | 134.0 (107.7 to 163.6) | 193.5 (133.9 to 268.4) |
Studies sponsored by the National Institutes of Health (NIH) or US Federal agencies (including the Food and Drug Administration) had a lower average actual-to-target ratio of 7.0%–10.3%, whereas industry funded studies had a slightly higher ratio, 18.1% higher average ratio.

In terms of study design, studies with some type of masking had a slightly higher actual-to-target ratio, whereas single group studies had a slightly lower ratio.

Compared with completed studies, studies that stopped early had a 73.2% smaller ratio (95% CI –73.5 to –72.9) and withdrawn studies had a 99.9% smaller ratio (95% CI –99.9 to –99.9).

One reason the actual sample size can be smaller than the target sample size is an adaptive trial that may require fewer patients than originally planned. However, there were only 168 (<0.1%) adaptive trials in the clinicaltrials.gov data and hence this variable is unlikely to impact the overall results and was not selected in the elastic net.

### Models of sample size for ANZCTR

Here we examine the non-paired data on the target and actual sample size. The estimated percent differences in sample sizes for the ANZCTR database are shown in table 2 and plotted in figure 4.

| Group/variable* | Variable/category | Target PC (95% CI) | Actual PC (95% CI) |
|----------------|------------------|--------------------|--------------------|
| Lifestyle      | –22.8 (–28.6 to –16.6) |
| Missing        | –31.9 (–52.8 to –1.6) |
| None           | –19.8 (–31.1 to –6.6) |
| Prevention     | 25.4 (17.0 to 34.3)  | 57.1 (39.1 to 77.5) |
| Rehabilitation | –39.9 (–44.3 to –35.1) | –24.2 (–33.9 to –13.2) |
| Treatment: devices | –25.9 (–30.2 to –21.3) | –14.7 (–23.8 to –4.6) |
| Treatment: other | –20.2 (–23.9 to –16.3) | –9.8 (–17.2 to –1.7) |
| Treatment: surgery | –13.9 (–22.2 to –4.7) |

| Area                        | Target PC (95% CI) | Actual PC (95% CI) |
|-----------------------------|--------------------|--------------------|
| Alternative and complementary medicine | –27.9 (–37.1 to –17.3) | –26.4 (–41.7 to –7.0) |
| Anaesthesiology             | –19.9 (–26.2 to –13.0) | 12.0 (–2.4 to 28.5) |
| Cancer                      | 2.7 (–4.3 to 10.3) |
| Diet and nutrition          | –17.9 (–24.6 to –10.7) |
| Emergency medicine          | 80.9 (29.0 to 153.8) | 134.0 (24.7 to 339.1) |
| Eye                         | –28.2 (–36.3 to –19.1) |
| Human genetics and inherited disorders | –47.0 (–57.3 to –34.1) | –37.0 (–57.2 to –7.3) |
| Infection                   | 43.5 (30.7 to 57.6) | 98.7 (69.7 to 132.5) |
| Inflammatory and immune system | –17.5 (–26.8 to –6.9) |
| Injuries and accidents      | –1.5 (–13.3 to 11.8) |
| Mental health               | –3.6 (–9.7 to 3.0) |
| Metabolic and endocrine     | –29.0 (–34.6 to –22.9) | –17.7 (–28.6 to –5.2) |
| Musculoskeletal             | –17.3 (–23.3 to –10.8) | –12.9 (–22.7 to –1.7) |
| Neurological                | –29.3 (–34.7 to –23.3) | –19.2 (–28.8 to –8.2) |
| Oral and gastrointestinal   | –21.0 (–28.1 to –13.1) |
| Physical medicine/rehabilitation | –29.7 (–36.2 to –22.5) | –23.9 (–34.8 to –11.2) |
| Public health               | 61.2 (48.3 to 75.2) | 72.1 (52.3 to 94.5) |
| Reproductive health and childbirth | 34.1 (20.7 to 48.9) | 47.4 (19.8 to 81.3) |
| Respiratory                 | –16.7 (–23.1 to –9.8) |
| Skin                        | –25.5 (–34.5 to –15.2) | –18.9 (–35.4 to 1.7) |
| Surgery                     | –17.2 (–25.9 to –7.6) |

| Status                      | Target PC (95% CI) | Actual PC (95% CI) |
|-----------------------------|--------------------|--------------------|
| Active, not recruiting      | –                  | 49.3 (35.3 to 64.7) |
| Stopped early               | –                  | –62.8 (–66.6 to –58.7) |
| Withdrawn                   | –                  | –97.7 (-99.1 to –93.9) |

*Reference groups are: gender=all; maximum/minimum age limit=no limit; healthy volunteers=no; phase=phase 3; endpoint=efficacy; purpose=treatment; masking=blinded; assignment=parallel; allocation=randomised controlled trial; control=active; intervention=treatment: drugs; area=cardiovascular; status=completed. All other variables are continuous or binary meaning the reference group is ‘no’. The cells show the percent change (PC) and 95% CI.

The cells show the percent change (PC) and 95% CI.

---
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Some associations were as expected. More funders—and hence more resources—meant larger sample sizes. Studies with no age limits were larger than those with any limits. There was a generally increasing sample size for later phases. Bioequivalence studies had an over 30% larger sample size as demonstrating equivalence generally needs more participants than demonstrating efficacy.

Studies that allowed healthy volunteers were larger, likely because it increases the available pool of participants. Factorial designs were over 20% larger than parallel studies, to account for the additional comparisons, while cross-over studies were over 60% smaller because of the key comparison is within-participants. Prevention studies were over 25% larger than treatment studies, and

---

**Figure 4** Percent changes in the target and actual sample size for the ANZCTR database. The dots are means and the solid horizontal lines are 95% CIs.
### Table 3  Percent changes in the target and actual sample size for the clinicaltrials.gov database

| Group/variable* | Variable/category | Target PC (95% CI) | Actual PC (95% CI) |
|-----------------|-------------------|--------------------|--------------------|
| **Continuous*** | Double the number of arms | 37.8 (36.2 to 39.4) | 28.6 (27.0 to 30.1) |
|                 | Double the number of conditions | 7.5 (6.6 to 8.5) | 4.8 (3.7 to 5.9) |
|                 | Double the number of primary outcomes | –4.4 (–5.2 to –3.7) | –1.8 (–2.6 to –0.9) |
|                 | Double the number of secondary outcomes | 7.0 (6.6 to 7.4) | 7.9 (7.4 to 8.3) |
|                 | Trend per 5 years | –7.0 (–7.5 to –6.4) | –18.0 (–18.5 to –17.4) |
| **Gender**      | Females | 15.3 (13.6 to 17.1) | 15.2 (13.2 to 17.2) |
|                 | Males | –21.4 (–23.1 to –19.6) | –20.6 (–22.3 to –18.8) |
| **Maximum age limit** | 18+ | –20.6 (–21.4 to –19.8) | –18.3 (–19.1 to –17.4) |
|                 | Under 18 | –20.8 (–22.7 to –18.9) | –16.6 (–18.7 to –14.4) |
| **Minimum age limit** | 18+ | –14.9 (–16.2 to –13.6) | –15.4 (–16.8 to –14.0) |
| **Healthy volunteers** | Missing | 41.7 (21.3 to 65.6) | 8.3 (6.9 to 9.8) |
|                 | Yes | 5.0 (3.7 to 6.3) | 8.3 (6.9 to 9.8) |
| **Intervention** | Behavioural | 27.3 (25.2 to 29.4) | 29.5 (27.2 to 31.9) |
|                 | Device | –15.0 (–16.2 to –13.7) | –13.7 (–15.2 to –12.2) |
|                 | Diagnostic | 32.3 (26.6 to 38.3) | 32.3 (23.3 to 42.0) |
|                 | Dietary | –23.4 (–25.3 to –21.4) | –23.4 (–25.4 to –21.3) |
|                 | Drug | 4.7 (3.4 to 6.1) | –6.0 (–7.4 to –4.6) |
|                 | Other | 8.2 (5.0 to 11.4) | –4.3 (–5.3 to –3.3) |
| **Phase**       | Early phase 1 | –72.9 (–74.0 to –71.8) | –70.5 (–72.0 to –68.9) |
|                 | Not applicable | –50.9 (–51.8 to –50.0) | –50.7 (–51.7 to –49.6) |
|                 | Phase 1 | –77.3 (–77.8 to –76.9) | –75.3 (–75.9 to –74.8) |
|                 | Phase 1/2 | –70.4 (–71.2 to –69.6) | –70.0 (–70.9 to –69.1) |
|                 | Phase 2 | –61.1 (–61.9 to –60.4) | –60.6 (–61.4 to –59.8) |
|                 | Phase 2/3 | –40.4 (–42.5 to –38.3) | –42.6 (–44.8 to –40.3) |
|                 | Phase 4 | –42.2 (–43.4 to –41.0) | –42.3 (–43.5 to –41.0) |
| **Sponsor**     | Industry | 41.0 (21.3 to 65.6) | 63.6 (61.5 to 65.7) |
|                 | NIH | 38.1 (32.6 to 43.8) | 17.0 (12.9 to 21.3) |
|                 | US federal agencies | 11.3 (6.7 to 16.0) | 7.1 (3.9 to 10.3) |
| **Purpose**     | Basic science | –17.2 (–19.0 to –15.4) | –14.6 (–16.7 to –12.5) |
|                 | Device feasibility | –55.5 (–59.0 to –51.7) | –44.3 (–49.7 to –38.4) |
|                 | Diagnostic | 60.9 (57.3 to 64.6) | 58.4 (54.1 to 62.8) |
|                 | Health services research | 161.1 (153.4 to 169.1) | 153.0 (144.5 to 161.7) |
|                 | Missing | 7.1 (3.9 to 10.3) | 13.5 (11.1 to 16.1) |
| **Masking**     | Double | –7.3 (–8.6 to –5.9) | 18.7 (15.6 to 21.8) |
|                 | Single | –7.5 (–8.8 to –6.2) | –6.0 (–7.5 to –4.5) |
|                 | Triple | –9.0 (–10.7 to –7.3) | –5.3 (–7.1 to –3.3) |
| **Assignment**  | Cross-over | –56.2 (–57.0 to –55.4) | –53.7 (–54.6 to –52.9) |
|                 | Factorial | 32.8 (27.7 to 38.1) | 29.5 (24.2 to 35.0) |
|                 | Missing | 33.4 (23.7 to 44.0) | 32.8 (27.7 to 38.1) |
|                 | Sequential | –13.7 (–16.6 to –10.7) | –18.4 (–22.3 to –14.2) |
|                 | Single group | –44.4 (–45.1 to –43.6) | –24.2 (–25.9 to –22.4) |
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screening studies were over 130% larger. Public health studies were over 60% larger.

Surprisingly, more primary outcomes were associated with smaller sample sizes, although more secondary outcomes were associated with larger sample sizes.

Compared with studies in both genders, actual sample size for studies in men only were around 16% smaller, whereas studies in women only were 19% larger.

Many of the associations for the actual sample size mirrored those from the target sample size. A notable difference was that the decreasing trend in sample size was much larger for the actual sample size, at –21% per 5 years for the actual sample size compared with –10% for the target sample size.

The models of actual sample size included the study status which was a strong determinant of sample size when studies were stopped early or withdrawn.

Models of sample size for clinicaltrials.gov

The estimated percent differences in sample sizes for the clinicaltrials.gov database are shown in table 3 and plotted in figure 5.

As expected studies were larger if they had funding. Studies were also larger if they had more arms or more conditions. Surprisingly, studies with more primary outcomes were associated with a smaller sample size, although the reduction was small at under –4% per doubling in outcomes.

There was a decrease over time in the target sample size of –7% per 5 years, and this decrease was –18% for the actual sample size.

As per the results for the ANZCTR database, women only studies were larger, and men only studies were smaller than studies with both men and women.

Health services research studies were over 150% larger than treatment studies and screening studies were over 250% larger.

Studies using masking were smaller than studies using none, possibly because they are less prone to confounding. Somewhat surprisingly non-randomised studies were around 20% smaller than randomised studies, when these would be more prone to confounding and hence likely need a larger sample size. Adaptive or platform trials were over 50% larger. Longitudinal studies were over 24% larger.

Not surprisingly, studies that were suspended, terminated or withdrawn had a greatly reduced sample size. Those with an unknown study status had larger sample sizes compared with completed studies.

Model checks

The cross-validations for the elastic net selections are plotted in online supplemental figure 4. Only one variable category (an allocation category of ‘Missing’) was removed due to colinearity, it was colinear with an assignment category of single group. The residuals for the final models are plotted in online supplemental figure 5 and are unimodal and approximately symmetric.

DISCUSSION

For the ratio of actual-to-target sample size, although the modal value was on target, the 90th percentiles were asymmetric with more studies below than above target (figure 1). This reflects the many challenges of achieving the target sample size, including difficulties with ethics and governance, difficulties finding and recruiting participants, and running out of time or funding. Larger studies...
were generally closer to their target sample size (figure 2) but not by much.

Results from both databases showed a strong decrease in sample size over time. Interestingly, the target sample size decreased by 7%–10% per 5 years, whereas the actual decrease was 18%–21%, confirming the generally growing difficulty of recruiting research participants. The finding was confirmed in the lower actual-to-target sample size ratios over time. Smaller actual sample sizes mean studies may be underpowered with flow-on effects for the statistical power and uncertainty of meta-analyses.

A recent observational analysis of the health literature shows a clear decrease in average effect sizes over time from 1990 to 2015.26 We would expect larger average sample sizes over time to study these smaller effects with adequate statistical power. Our finding of smaller sample sizes (both actual and target) has implications for statistical power and strongly suggests that the problem of underpowered studies is ongoing. A study of the Cochrane database of systematic reviews from 1975 to 2014 estimated that the percentage of sufficiently powered studies increased from 5% in 1975–1979 to 9% in 2010–2014.8 Another study of clinical trials from the Cochrane database estimated an increase in adequately powered studies over time with an OR of 1.02 per year.27 Our results suggest this small previous increase in power

Figure 5  Percent changes in the target and actual sample size for the clinicaltrials.gov database. The dots are means and the solid horizontal lines are 95% CIs.
may now be at risk given the average decrease in sample sizes.

In both databases, there were more studies that were women only than men only (10% women only vs 5% men only), and in both databases, the women only studies were larger. This difference may partly be due to initiatives to fund women’s health research to make up for the historical shortage of women in trials. To examine other differences, we examined the top 10 words in the brief titles of the clinicaltrials.gov database in studies in women and men only (see online supplemental table 3). ‘Cancer’ and ‘breast’ were the two most common words in studies in women only, and ‘study,’ ‘prostate’ and ‘cancer’ were the top three words in studies in men only. Hence, the difference in sample sizes could be due to differences in the primary outcomes and effect sizes for these two cancers.

A previous study of the clinicaltrials.gov data examined clinical trials between 2007 and 2010 found 62% had 100 or fewer participants. Another study of clinicaltrials.gov found that actual sample sizes for completed studies declined between 2000 and 2019. A study of 114 trials found that only 31% achieved their target sample size. A study of NIH funded clinical trials found that the proportion enrolling more than 500 or 1000 was relatively stable between 2005 and 2015. Studies examining why trials are terminated early found that problems recruiting patients are the most common reason. Trial characteristics that predicted smaller actual than target sample sizes were phase 2 studies compared with phase 3, more eligibility criteria, active control compared with placebo, fewer sites and public funding compared with industry funding. These results match ours for study phase and industry funding, although we found active control did slightly better than placebo (figures 4 and 5).

Strengths and limitations
We analysed two databases and found generally consistent results in terms of what study characteristics were associated with sample size, which increases the robustness of our results.

A key strength is the large sample size available from the trial registry data. There are strong incentives for researchers to register trials before any participants are recruited, which means the registry data should be representative of the target population of all trials. However, there have been documented problems with trials not being updated to include the results and recruitment status. The implication for our study is that actual sample sizes will be missing and there could well be an under-reporting bias for studies where the actual sample size was well below the target. Hence, our results may present a somewhat optimistic picture of the actual-to-target sample size ratio.

The databases record many trial features with little missing data. The completeness of studies on clinicaltrials.gov has increased over time, with over 90% completion since 2007 for key fields such as allocation, masking, gender, enrolment and study arms. A study of the completeness of clinicaltrials.gov of phase 2–3 studies posted by pharmaceutical companies found incomplete data were generally below 5%. The registry data relies on researchers to correctly enter and update their study’s details and there are likely to be data entry errors and poor reporting. For example, we found a study where an age limitation was mentioned in the descriptive text but not in the age limit field. We also found some cluster-randomised studies where the anticipated sample size was the number of clusters and the actual sample size was the number of participants (we excluded these six studies).

Data on the actual amount of funding for each study would have been useful so that an actual dollar value could have been modelled instead of the simpler variables of number of funders and funding class.

Conclusion
Registered studies are more often under-recruited than over-recruited and disappointingly both target and actual sample sizes appear to have decreased over time. If true, this is concerning and deserves attention by both researchers and funders, to examine causes and solutions of the problem. This could include understanding barriers to recruitment, the use of evidence-based recruitment processes and incentives to increase the use of multicentre studies. We recommend ongoing implementation of evidence-based interventions to increase sample size and further monitoring of sample sizes.
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