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1.Introduction

The control of Unmanned Surface Vehicle (USV) is challenging due to the unpredictable disturbances from the complex ocean environment, the model uncertainties, and the signal tremor caused by the controller [1–3]. Among them, the wave disturbance exerted on the unmanned vehicle during the navigation should be paid more attention [4–7]. In order to reduce the influence of waves on the rolling motion of the ship when it is stationary or sailing in the ocean, gyro antirolling technology has become a feasible solution. However, the gyro equipment is mainly supported by the onboard energy system rather than the energy obtained from the ocean [8–10].

With the purpose of extracting energy from the ocean effectively, some researchers focus on the power generation control of inertial sea wave energy converter (ISWEC) [11–14]. For example, Raffero et al. analyzed the influence of the damping of the power take-off (PTO) shaft on the gyroscope and improved the control performance by considering the maximum constraint of PTO torque [15]. Vissio et al. proposed linear quadratic regulator (LQR) to optimize the energy production efficiency of ISWEC device [16]. Bracco et al. introduced the model prediction method into the optimal control of the mooring power generation [17–19]. However, the above research is implemented based on the nominal linear model, and the nonlinear term and the mismatch caused by the time-varying evolution of the model are ignored. Since the controller is developed via treating the linear system as the reference model, it is difficult to overcome the actual wave excitation. In order to study the influence of the nonlinear characteristics on the wave energy converter (WEC), Richter et al. and Mérigaud and Ringwood have exploited the nonlinear represented model of the WEC [20, 21]. Nonetheless, the authors pay more attention to the power generation of WEC in mooring state.

The inertial sea wave energy converter can be incorporated into the floating mooring platform; thus it can provide electrical energy for the wave power stations on the coast. At present, the energy onboard limits the range of the
unmanned ship. When the electricity extracted by the inertial wave energy converter is integrated into the power management system of unmanned ship, a new hybrid power supply system of the unmanned ship can be established. It can enhance the endurance and the ocean energy utilization of unmanned ships effectively.

In the research of Bracco et al., the device’s hull is retained by a slack mooring. Thus, it is capable of adjusting the attitude relative to the waves itself, and the system can extract energy from the wave via pitching the floating vessel back and forth. Whereas the unmanned ship with ISWEC device is sailing in the ocean rather than in a fixed anchored state, the vessel model characteristics are different. On the one hand, unmanned ships are capable of navigating and tracking desired path in the ocean. ISWEC equipment is expected to occupy less space and have low energy consumption. On the other hand, it is not necessary to consider the limitation on the pitch angle of the hull in the mooring floating body. However, the excessive roll angle will affect the navigation safety of the ship. The unique dynamic characteristics of sailing ships bring about more challenges to the design of controllers.

From the perspective of the energy transfer, the gyro stabilizer is a machine that can convert the ocean wave energy to the mechanical kinetic energy of the gyro precession motion. When the ship navigates in the adverse ocean situations, the vessel tends to shake around the boat roll axis due to the fluctuating waves on the surface [22]. The rolling motion of the ship is accompanied by the rotation motion of the flywheel rotor to produce a gyro effect, which generates a torque on the precession axis of the gyro stabilizer. While a PTO is connected to the precession axis as a damper, the torque on the precession axis can be used to drive the electrical generator [23, 24]. The advantage utilizing the gyroscopic system is that the equipment is completely enclosed, and the mechanical parts are not exposed to the harsh marine environment. The wave energy can be extracted via ISWEC with high reliability and safety [25]. Considering the strong coupling between the ship and the ISWEC system, it is not convenient to decouple the equation completely; and the uncertainty of model parameters and external nonlinear disturbance play a great impact on the control performance [26]. To address this problem, the designed controller is expected to deal with the time-varying wave excitation in a predictive way [27–30].

Compared with the linear quadratic regulator optimization method, MPC method can improve the power generation of the wave energy converter significantly while meeting the control torque and precession constraints [31–34]. The predictive control can take into account the future state and the output of the system, and the multistep iterative predictive model is adopted to construct the objective function. It not only pays more attention to the nonlinear characteristics of the system but also considers various constraints in the actual control [35, 36]. Aiming at optimizing the power generation in ISWEC system, the overall performance index of the control can be reflected by introducing the cost function. The physical constraint of the system is defined in terms of mechanical characteristics. The nonlinear model predictive control method has been successfully applied to the optimal estimation of lithium-ion batteries, the safe fatigue design of wind turbines, and the fast response of turboshaft engines [37–39].

In this paper, the motivation is to study the gyro wave power generation to improve the ship energy supply; NMPC method is introduced to cope with the power generation problem of the coupling dynamic system including the ship, gyroscope, and PTO. The limitations of the PTO torque, precession angle, and precession angular velocity are key factors in the actual system. In the existing research, the mathematical model of gyro wave energy converter is mostly based on the linear model of a ship. In this paper, a nonlinear rolling model is derived to decrease the minimum deviation between the predicted output of the controller and the actual result as soon as possible. The effect of the error can be improved via adding appropriate constraints. The CasADi solver is employed to obtain the results of the nonlinear optimization problem online [40]. Numerous simulation tests are carried out to verify the feasibility of the control strategy, and the power generation of shipboard ISWEC with different control methods is compared and analyzed.

The remaining parts of the paper are organized as follows. In Section 2, the dynamic models for each part of the power generation system of ISWEC are described and the mathematical model of the whole system is established. In Section 3, NMPC control method is introduced, and the specific control scheme for NMPC framework is designed. In Section 4, the simulation results and discussions are presented to assess the effectiveness of the proposed method. Finally, the conclusion is given in Section 5.

2. System Model

2.1. Wave Excitation Model. To study the power generation performance of the ISWEC mechanism mounted on an autonomous ship, it is firstly necessary to establish a suitable wave excitation model to simulate the actual hydrological conditions. There are two types of waves generally: the regular wave and the random wave. The regular wave can be described by the wave height $H$ and the wave period $T$. The regular wave is shaped like a sine curve, which can be depicted by the following formula:

$$z(t) = \frac{H}{2} \sin(\omega t),$$

where $z$ is the wave height relative to the still water level and the angular frequency $\omega = 2\pi/T$ defines the periodicity of the wave in time.

The random wave models can be divided into the two-dimensional random sea wave model with long-crested waves and the three-dimensional random sea wave model with irregular short-crested waves. The long-crested waves refer to waves propagating in a certain direction. The crests and valleys are parallel to each other and perpendicular to the forward direction of the wave. The short-crested waves are generated by the wind excitation. Due to the randomness of the wind direction, the waves propagate in all directions randomly. In this paper, two-dimensional irregular long-
crested wave is used as the random wave excitation to study the dynamic characteristics of the ship.

The moment exerted on the ship by ocean waves is the function of the wave surface slope. To describe the slope of wave surface model of random waves, the wave spectrum should be acquired. The commonly used ocean wave spectrum includes Pierson–Moskowitz spectrum (PM spectrum), ITTC dual parameter spectrum (ISSC spectrum), and AK Fung spectrum. Since the PM spectrum is suitable for the infinite water depth, it has been widely used in the fields of ocean engineering and ship engineering. In this article, the PM spectrum corrected in 1969 is selected as the simulated spectrum [41], and it can be listed as follows:

\[ s(\omega) = \frac{173H^2}{\omega^3T^2} \exp\left(\frac{-691}{\omega^4T^4}\right), \]  \hspace{1cm} (2)

where \( H \) is the significant wave height and \( T \) is the average period. According to the wave spectrum function \( s(\omega) \), the spectrum function of the wave surface slope \( \zeta(\omega) \) can be obtained as follows:

\[ \zeta(\omega) = \frac{\omega^4}{g^2} s(\omega), \]  \hspace{1cm} (3)

where \( g \) is the gravitational acceleration. The slope function of wave surface can be regarded as a zero-mean stationary random process, and it is obtained via transforming the frequency domain expression of the wave surface slope into the time domain expression; thus the slope of wave surface at a fixed point in the sea wave can be defined as shown below:

\[ \zeta_\delta(t) = \sum_{n=1}^{N} \left[ \frac{1}{\omega_n} \int_{\omega_n}^{\omega_{n+1}} \zeta(\omega) \omega \cos(\omega t + \epsilon_n) \right] \sin(\psi), \]  \hspace{1cm} (4)

where \( \omega \) is the harmonic angular frequency, \( \epsilon_n \) indicates the uniformly distributed random phase angle within \((0, 2\pi)\), and \( N \) reflects the number of harmonics to be selected. The encounter angular frequency can be obtained from the equation \( \omega_\psi = \omega - kv \cos(\psi) \), where \( k \) is the wave number, \( v \) is the speed of the ship, and \( \psi \) denotes the heading angle.

2.2. Nonlinear Dynamic Model. Autonomous ships moving on the water surface produce various oscillatory motions due to the interference of sea waves [22, 42]. Because the damping in the roll channel is expected to be very small, it brings about larger amplitude oscillations to the vessel. The power generation efficiency of the device can be improved by the help of ISWEC technique. The incident wave is regarded as a two-dimensional long-crested ocean wave, and the coupling effect of the ship motion in different degrees of freedom is neglected. In this paper, the interaction between the incident wave and the equipment is investigated on the plane defined by the vertical axis of the hull and the horizontal axis of the hull [43].

According to the dynamic balance theory, the dynamic equation of the autonomous ship in the roll channel can be given as follows:

\[ (I_\delta + \Delta I_\delta)\ddot{\delta} + A(\dot{\delta}, t) + B(\delta, t) = M_w(\psi, \omega, t), \]  \hspace{1cm} (5)

where \( \delta \) is the roll angle of the ship, \( I_\delta \) is the inertia moment of the hull, \( \Delta I_\delta \) is the additional inertia moment of the hull, and the sum of \( I_\delta \) and \( \Delta I_\delta \) indicates the total inertia moment of the hull. Additionally, \( A(\dot{\delta}, t) \) is the roll damping moment, \( B(\delta, t) \) defines the roll restoring moment, \( M_w(\psi, \omega, t) \) describes the wave excitation moment, and \( \omega \) is the encounter angle frequency.

When the roll angle is small (generally within \( \pm 8° \)), the linear form is selected to describe the roll damping moment of the ship. However, the linear form of the damping moment brings about more errors to the calculation when the roll angle is too large. Therefore, it is necessary to determine the rigor of this treatment when choosing the nonlinear form of the damping moment to replace the linear form. At present, the first common nonlinear form of the damping moment equals the sum of the linear damping and the square damping [44]. Besides, the damping moment can be obtained from the sum of the linear damping and cubic damping [45, 46]. In this paper, the latter damping moment expression is chosen:

\[ A(\dot{\delta}, t) = A_1\dot{\delta} + A_3\dot{\delta}^3, \]  \hspace{1cm} (6)

where the damping coefficient is directly obtained from the ship parameter table in this paper.

The restoring moment is affected by the roll, pitch, and heave of the ship; thus the modeling for the moment is difficult. Since only the roll degree of freedom is considered in this paper, other channels of the ship are ignored in this paper [43]. The stability height of the ship is time-invariant, so the restoring moment can be expressed as

\[ B(\delta, t) = B_1\delta + B_3\delta^3 + B_5\delta^5, \]  \hspace{1cm} (7)

where the restoring moment coefficients \( B_1, B_3, \) and \( B_5 \) are obtained from the ship parameter table.

The wave excitation moment can be expressed as a function of the wave surface slope as follows:

\[ M_w(t) = M_Dh_{\text{GM}}\zeta_\alpha(t), \]  \hspace{1cm} (8)

where \( M_D \) is the displacement of the ship, \( h_{\text{GM}} \) is transverse metacentric height, and \( \zeta_\alpha(t) \) is the slope of the wave surface. Based on the above discussions, substituting the above equation into equation (5), the nonlinear rolling dynamic equation of the ship excited by waves can be obtained as follows:

\[ \frac{(I_\delta + \Delta I_\delta)\ddot{\delta} + A(\dot{\delta}, t) + B(\delta, t)}{(1 + \Delta I_\delta)} = M_Dh_{\text{GM}}\zeta_\alpha(t), \]  \hspace{1cm} (9)

where \( a_i = A_i/(I_\delta + \Delta I_\delta), \) \( (i = 1, 3); \ b_i = B_i/(I_\delta + \Delta I_\delta), \) \( (i = 1, 3, 5). \)

The power generation principle of the ISWEC equipment is as follows: the waves acting on the hull make the ship roll around \( x \)-axis of the vessel frame, and the energy is transmitted to the gyroscopic system inside the boat. The gyroscopic system is mounted on the center of the boat, and the main part is the flywheel that can rotate around a vertical
axis at high speed. When the gyroscopic system is working, the gyro effect is the result of the flywheel rotation speed $w_0$ and the ship roll speed $\delta$, which generates a torque $M$ in the precession axis. The torque is then transmitted to a rotary driven power generator. The power generated can be integrated into the power supply for the ship.

The coordinate system is shown in Figure 1. Firstly, the base coordinate system $O - x' y' z'$ of the gyroscopic device is given, where $O$ is the fixed connection point between the ship and the gyroscopic system, the $O - x'$ axis points to the bow, the $O - y'$ axis points to the port side of the ship, and the $O - z'$ axis points to the vertical direction of hull deck. The roll angle of the hull around the longitudinal axis $O - x'$ is $\delta$. The $O - xyz$ frame coordinate system can be regarded as a rotating coordinate system relative to $O - x'y'z'$, where the Oz axis is the flywheel rotation axis of the rotor and the Oy axis is the gyro precession axis. Regardless of the motion influence of the ship on the gyro antirolling device’s other degrees of freedom, the high-order terms in the equation are omitted. Therefore, the motion equation of the antirolling gyro relative to the rotating coordinate system $O - xyz$ can be established according to the Newton balance method:

$$M_x = J\ddot{\delta} \cos \epsilon + h_0 \dot{\epsilon},$$
$$M_y = J\dot{\epsilon} + J\dot{\delta}^2 \sin \epsilon \cos \epsilon - h_0 \delta \cos \epsilon,$$
$$M_z = I\dot{\omega}_0 = 0,$$

where $I$ is the inertia moment of the flywheel rotor relative to the Oz axis, $J$ represents the inertia moment of the rotor relative to the Ox and Oy axes, the rotor speed is constant with the value $w_0$, and $\epsilon$ defines the precession angle of the rotor around the Oy axis. $M_x$, $M_y$, and $M_z$ are the components of the external moment $M$ in each direction of the $O - xyz$ frame coordinate system, respectively. $h_0 = Iw_0$ indicates the momentum constant of the antirolling gyro. The Oy axis is regarded as the output axis and the moment of gyroscopic subject to the damper is $M_z$; thus the plant output torque $M_y$ is obtained from the Oy axis. The output torque in the $O - xyz$ coordinate system is then represented in the translational coordinate system $O - x'y'z'$. Due to the gyro effect of the high-speed rotating flywheel, the angular velocities $\dot{\delta}$ along with $\dot{\epsilon}$ are extremely small compared with $w_0$, so the second-order term is ignored. Equation (10) can be simplified:

$$M_x = h_0 \dot{\delta} \cos \epsilon,$$
$$M_y = J\dot{\epsilon} - h_0 \delta \cos \epsilon,$$
$$M_z = I\dot{\omega}_0 = 0,$$

where $M$ is the damping torque of the PTO.

In the mentioned model above, when the singular output of the gyroscopic device occurs, the precession angle of the gyroscopic system remains at 90° or −90°. Meanwhile, the precession of the gyroscopic equipment cannot rotate around the precession axis, and finally the device loses its power generation capability. In order to avoid the singular output of the gyroscopic device, the center of gravity of the device should be lower to obtain the gravitational restoring torque. The joint dynamic model can be given:

$$\ddot{\delta} = -a_1 \dot{\delta} - a_2 \dot{\delta}^3 - b_1 \delta - b_2 \delta^3 - b_5 \delta^5$$
$$+ \frac{M_D h_G \dot{z}(t)}{I_\delta + \Delta I_\delta} - \frac{2nh_0 \epsilon \cos \epsilon}{I_\delta + \Delta I_\delta},$$

$$\ddot{\epsilon} = \frac{h_0 \dot{\delta} \cos \epsilon}{J} - \frac{M}{J} x_{\text{offset}} M_G \sin \epsilon,$$

where $M$ is the damping torque of the PTO.

In the previous part of this paper, the wave excitation model, ship roll dynamics model, and gyro device model are listed. The previously mentioned models can be combined to obtain a joint dynamics model of the entire system as follows:

2.3 Linear Dynamic Model. The system motion is described by a nonlinear and coupled equation. In order to evaluate the dynamic characteristics of the system, the equation should be resolved numerically. The nonlinear system is simplified to a linearized equation at the equilibrium point. The linearization approximation is carried out at the steady-state point of the system $\epsilon = 0$. The following formula gives the linear form of the gyroscopic dynamic equation:
In the previous part, the linear damping plus cubic damping proposed by Froude is composed to determine the damping moment of a ship in the roll channel. The polynomial form is used to approximate the restoring moment of the ship. However, when the rolling angle of the ship is small, the damping moment and restoring moment of the ship can be expressed in the linear form, and only the first-order term in the original polynomial is retained [41]. Thus, the simplified rolling dynamics equation is given:

\[ \ddot{\delta} = \frac{-a_1 \dot{\delta} - b_1 \delta + M_D h G M \dot{\zeta}_a (t)}{I_\delta + \Delta I_\delta} \]  

\[ \dot{\epsilon} = h_0 \dot{\epsilon} - M \frac{\zeta_a (t)}{f} - \frac{x_{offset} M_G \epsilon}{f} \]  

3. Control Scheme

3.1. NMPC Method. ISWEC power generation can be controlled by the passive control and the active control approach. When designing the passive controller, the impact of changes in the main parameters of the system on the absorbed power should be analyzed. Then the best parameters of the power generation power equipment under specific hydrological conditions can be determined. Thus, the maximum power generation can be guaranteed. Moreover, the system control parameters remain unchanged during the entire power generation process. The advantage of the passive control is that the parameters are only determined once and the method is simple. However, the boat sail at a changeable hydrological environment, and the passive control system cannot update the parameters in real time, which can only ensure that the determined parameters are the optimal values in the statistical view. The power generation efficiency at each step is not optimized actually. Therefore, many controllers with real-time control capabilities are introduced into the power generation control of ISWEC equipment, which is a kind of active control for power generation equipment. Among them, model predictive control has gained more and more attention in utilization of ocean energy because of its predictive ability and the capability to handle multiple performance indicators and multiple constraints effectively.

The model predictive control method mainly includes three steps: predicting the future state based on the model, solving the optimization problem using the numerical method, and applying the first component of the optimal control sequence to the system. The characteristics of MPC, such as real-time update, rolling optimization, and model prediction, make MPC controller have more robustness, and it still maintains better control performance in the case of the high uncertainty of the controlled object itself and the external disturbance brought by the wave.

3.2. Controller Design. In ISWEC, the electrical energy comes from the precession motion of the gyro device. The precession motion is generated by the gyroscopic effect that is produced by the rolling motion caused by the wave and the rotation of the flywheel. Hence, the power generated by the ISWEC device on the precession shaft equals the product of the precession angular velocity and the damping torque; namely,

\[ P_{PTO} = \epsilon M. \]  

The effective control of the power generation is realized by adjusting the damping torque of PTO. The above formula describes the relationship between the overall controlled object and the control input, and it can be seen that the system optimizes the power generation by adjusting the PTO damping torque. Power is the principal index of
In order to optimize the energy conversion, the power should be maximized in the control design program. $M$ applied to the precession axis by the PTO is also the control input. In order to optimize the energy generation, the control torque must be minimized. Thus, the control input should be treated as a control indicator of the cost function. Furthermore, the importance of the two indicators can be traded off by the weighting coefficients. The state variables are as follows:

$$ x(t) = \begin{bmatrix} x_1 & x_2 & x_3 & x_4 \end{bmatrix}^T = \begin{bmatrix} \delta(t) & \dot{\delta}(t) & \epsilon(t) & \dot{\epsilon}(t) \end{bmatrix}^T \in \mathbb{R}^4. $$

(18)

Thus, the cost function of the NMPC method can be expressed as follows:

$$ \min_{M} J(t) = \sum_{i=0}^{N_T-1} x^T(t + i)PM(t + i) + \sum_{i=0}^{N_c-1} M^T(t + i)RM(t + i), $$

(19)

where $P$ and $R$ are the weighting matrices.

The cost function of the LQR method can be expressed as follows:

$$ \min_{M} J = \int_{t_0}^{t_f} x^T(t)QM(t) + x^T(t)NM(t) + r_T^2M^2(t)dt, $$

(20)

where $Q$, $N$, and $r_T$ are the weighting matrices.

There are generally two types of controller constraints when designing the model predictive controller. The first one is the dynamic constraints. In the above-mentioned joint dynamics model, the design of the controller should consider the electrical and mechanical constraints of the actual system. The precession angle and the angular velocity of precession must conform to the requirements of the physical constraints and the predetermined area cannot be exceeded. The other constraint is the range restriction of the control variables. The opening and closing of the valve are limited and the control variables of the system are not allowed to exceed the mechanical constraints of the valve. Therefore, all of the constraints including the precession angle, precession angular velocity, and the control output range of the ISWEC device should be adjusted reasonably. At time $k$, when the prediction range is $N_p$ and the control range is $N_c$, the precession angle, precession angular velocity, and the control output range of the system can be confirmed, which can be expressed as follows:

$$ |M(k + i|k)| \leq M_{\text{max}}, \quad i = 0, \ldots, N_c - 1, $$

$$ |\epsilon(k + i|k)| \leq \epsilon_{\text{max}}, \quad i = 0, \ldots, N_p - 1, $$

(21)

where $M_{\text{max}}$ is the constraint of the control quantity, while $\epsilon_{\text{max}}$ and $\epsilon_{\text{max}}$ are the state constraints. It should be noted that $N_c \leq N_p$.

Since a discrete time model should be provided for the MPC controller, the order of the approximate dynamic system is determined by the zero-order holder. The state and the ISWEC system are discretized according to the sampling time. In order to simplify the above equation, the time variable $k$ represents the overall sampling time; that is, $k = IT_p, I \in N$. The above cost function and the discrete time state space equation can be expressed in the following forms:

$$ \min_{M} J(k) = \sum_{i=0}^{N_T-1} x^T(k + i|k)PM(k + i|k) + \sum_{i=0}^{N_c-1} M^T(k + i|k)RM(k + i|k) $$

$$ x_2(k) = -a_1 \dot{\delta}(k) - a_2 \dot{\delta}^3(k) - b_1 \delta(k) - b_2 \delta^3(k) - b_3 \dot{\delta}^2(k) + \frac{M_J h_{GM} \alpha(k)}{I_\delta + \Delta I_\delta} - \frac{2nh_0 \epsilon(k) \cos(\epsilon(k))}{I_\delta + \Delta I_\delta}, $$

$$ x_4(k) = \frac{h_0 \dot{\delta} \cos(\epsilon(k))}{f} - \frac{M(k)}{f} - \frac{x_{\text{offset}}M_G \sin(\epsilon(k))}{f}, $$

(22)

subject to

$$ |M(k + i|k)| \leq M_{\text{max}}, \quad i = 0, \ldots, N_c - 1, $$

$$ |\epsilon(k + i|k)| \leq \epsilon_{\text{max}}, \quad i = 0, \ldots, N_p - 1, $$

$$ |\dot{\epsilon}(k + i|k)| \leq \dot{\epsilon}_{\text{max}}, \quad i = 0, \ldots, N_p - 1, $$
where $N_p \in N$ is the prediction range and $x(k+i|k)$ represents the motion prediction of the system state.

4. Results and Discussions

4.1. Parameter Setting. In the simulation experiment, taking the ship parameters of a fishery administration ship as an example [41], the optimization effect of different approaches on ISWEC power generation is investigated. The basic parameters of the ship as well as the gyroscopic system are shown in Table 1.

In the simulation parameters configuration, set the harmonic frequency step $\Delta \omega = 0.1 \text{ rad/s}$, the integration time step $T_s = 0.02 \text{ s}$, the simulation time is 200s, and the heading angle is $\psi = 90^\circ$. The total mass of the designed gyroscopic rotor and the frame is 2800kg, the inertia moment of the flywheel around Oz is $I = 229.7 \text{ kg} \cdot \text{m}^2$, the moment of inertia around the precession axis Oy is $J = 25 \text{ kg} \cdot \text{m}^2$, and the rotating speed of the flywheel is $\omega_0 = 3000 \text{ r/min}$. One pair of gyro is employed to generate power. Because the motor is amounted in the lower part of the gyroscopic device, the gravity center of the gyroscope moves down $x_{\text{offset}} = 12.5 \text{ mm}$. The initial conditions are configured as follows: $\delta = 0, \dot{\delta} = 0, \epsilon = 0, \dot{\epsilon} = 0$.

In MPC method, when the prediction range is set too long, the computational burden of the nonlinear solver can be increased, and when the prediction range is set too short, the MPC method may lose the prediction ability about the system. During the experimental simulation, it can be found that when the prediction range is greater than or equal to 4, the energy conversion efficiency of ISWEC cannot be improved significantly. In addition, the calculation speed can meet the real-time requirements, so the value of the prediction range is 4.

The state feedback controller of LQR method is uniquely determined by the weight matrices $Q, N$, and $r_T$, so the value of $Q, N$, and $r_T$ should be set properly. Improper weight coefficient may lead to the decrease of the control accuracy or even the system instability. In the simulation experiment, the optimal $Q, N$, and $r_T$ matrices are obtained after a lot of repeated testing [18]. The parameters of the controllers are set as follows: $Q = \text{diag}[0, 0, 2 \times 10^7, 0], N = [0, 0, 0, -0.8], \text{ and } r_T = 1$ in the LQR method, while, in the NMPC approach, $P = [0, 0, 0, -40], R = 0$, the prediction range is $N_p = 4$, the control range is $N_c = 4$, the precession angle range is $\pm 70^\circ$, and the precession angular velocity range is $\pm 8 \text{ rad/s}$.

It should be noted that although both LQR and MPC methods obtain the optimal control solution of cost function, their working principles are different, resulting in different cost function description and parameters in the face of the same control index. Structurally, LQR controller cannot get the optimization solution within constraints; hence, the precession angular velocity should be limited in the cost function, which is a soft constraint. In MPC, the precession angular velocity can be listed in the constraint expression, which is a hard constraint. The different working principles of the two control methods make their cost functions different. The soft constraint and hard constraint on the control torque exist simultaneously in MPC, but the hard constraint should be satisfied in any case. Under the normal power generation situation, the torque control can be completely limited by the hard constraint. Therefore, the weight coefficient corresponding to the control torque in the cost function can be set to zero. When the unmanned ship
Figure 3: The precession angle response comparison of the gyroscopic system under the random wave circumstance using LQR and NMPC, respectively. The red curve represents the NMPC controller, and the blue curve represents the LQR controller.

Figure 4: The control torque comparison of the gyroscopic system under the random wave circumstance using LQR and NMPC, respectively. The red curve represents the NMPC controller, and the blue curve represents the LQR controller.
Figure 5: The precession angular velocity response comparison of the gyroscopic system under the random wave circumstance using LQR and NMPC, respectively. The red curve represents the NMPC controller, and the blue curve represents the LQR controller.

Figure 6: The power generation performance comparison of the gyroscopic system under the random wave circumstance using LQR and NMPC, respectively. The red curve represents the NMPC controller, and the blue curve represents the LQR controller.
exists without the wind and waves, the generated power is not enough to compensate for the power consumption of the controller. At this time, the weight coefficient will be set to a large value, and the system stays still.

4.2. Simulation Results and Analysis. Figures 3–6 show the comparison results of the precession angle, the precession speed, the control torque, and the average power under NMPC and LQR controllers, respectively. Figure 3 indicates the response of the gyroscopic precession angle when the height and period of the random wave vary. It can be noted that the change trend of NMPC precession angle is similar to LQR when the input signal is the same, but the change range is larger than that of LQR controller. However, considering that MPC method limits the range of gyro precession angle, the maximum precession angle of NMPC cannot exceed the limit of ISWEC device. Thus, the gyro system can still remain in normal operation.

As is described in Figure 4, the control torque is adjusted according to the changes of the wave height and period parameters of the random wave. By observing the system response performance of two different control systems, it can be drawn that, under a variety of different random wave excitations, the NMPC method can adjust the control damping in a smaller state range, thereby ensuring that the energy cost is smaller.

As is seen in Figure 5, ISWEC gyro precession angular velocity varies when the height and the period of the random wave alter. It can be demonstrated that when the autonomous ship sails in different situations, the gyro precession angular velocity response of NMPC controller varies in a larger range compared with LQR. The air resistance to precession dissipates part of the energy. However, since the precession speed of the gyroscope is far less than the speed of the flywheel, the energy dissipation caused by precession motion can be ignored when compared with the energy consumed by the flywheel motor.

Figure 6 describes the change of the power generated by ISWEC when the height and period of the random wave vary. Under the same wave input conditions, the peak of the energy power generated by NMPC via converting wave energy is much larger than that of LQR controller, which shows that NMPC method has more potential to exploit the ocean energy. However, more attention should be devoted to the selection of the maximum power parameters of the PTO generator to ensure the normal operation of the power generation system.

In order to compare the performances of the MPC method and the LQR approach in terms of power generation, quantitative analysis can be conducted by recording power optimization percentage. Table 2 shows the average power and power optimization percentage of MPC and LQR when exposed to different wave excitation, where $P_r$ is power optimization percentage of NMPC relative to LQR. The expression for $P_r$ is as follows:

$$P_r = \frac{P_{\text{NMPC}} - P_{\text{LQR}}}{P_{\text{LQR}}} \times 100\% \tag{23}$$

The change of ISWEC power generation is indicated in Figure 7 when the significant wave height and average wave period of random waves vary. Under different wave heights and average wave periods, the electric power converted by the MPC method based on the nonlinear model is better than the power generated by the LQR method. In addition, under the condition of random wave stimulation, the power generation of ISWEC is only related to the significant wave height and the average wave period. It can be obtained that as the significant wave height gets larger and the average wave period becomes smaller, the power generation of the ISWEC system can be enhanced.

As is shown in Figure 8, ISWEC power generation varies when the regular wave height and period parameters alter. Similar to the random waves, the power generation efficiency of the NMPC method outperforms the LQR.
Moreover, since the period of the regular wave is constant, it is easier to resonate with the natural frequency of the ship hull. Comprehensively, the overall power generation efficiency under regular waves circumstance is preferable to the one obtained from the random waves.

The energy consumed by the flywheel motor is mainly used to drive the rotor to rotate at high speed, so the energy consumed is mainly related to the angular velocity of the flywheel and the inertia torque of the gyro rotor. The angular momentum of JW-80 (10 kW) gyro rotor from Shanghai Jiwu Technology Co., Ltd. is similar to the angular momentum designed in the experiment. $P_{ISWEC} = \frac{P_{SWEC}}{P_{W80}} \times 100\%$ is used to represent the compensation effect of ISWEC on JW-80 power system, and the gyro generator can compensate about 3% – 8% of the power system energy consumption. The compared power compensation ratio by LQR method and NMPC method is given in Figure 9.

Due to higher power generation efficiency of NMPC, the compensation effect for the ship power system is better than that of LQR controller, as listed in Figure 9. Furthermore, when the wave period gets longer and the wave height becomes smaller, there is an increasing power discrepancy between NMPC and LQR. Thus, it can be drawn that, under different types of wave excitation, NMPC method outperforms LQR approach in improving power generation efficiency.

5. Conclusions

In this paper, a simultaneous dynamic model of the power take-off power generation system, the gyroscopic device, and the ship nonlinear model in roll channel is established, and a nonlinear model predictive control method is introduced to improve the power generation efficiency of the gyroscopic device. The presented control method can achieve online optimization with the help of an efficient nonlinear solver. The objective function and its constraint conditions are determined through comprehensively considering the power output torque, precession angle, and precession angular velocity saturation in the real system. The proposed control method is adopted for the control simulation of the linear and nonlinear dynamic models. The results prove that the control method based on the nonlinear model has higher power generation efficiency than the linear control method when exposed to different types of waves excitation. It is of certain significance to optimize and improve the energy storage structure of unmanned ships in the future.
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