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Abstract—When first principle models cannot be derived due to the complexity of the real system, data-driven methods allow us to build models from system observations. As these models are employed in learning-based control, the quality of the data plays a crucial role for the performance of the resulting control law. Nevertheless, there hardly exist measures for assessing training data sets, and the impact of the distribution of the data on the closed-loop system properties is largely unknown. This paper derives — based on Gaussian process models — an analytical relationship between the density of the training data and the control performance. We formulate a quality measure for the data set, which we refer to as $\rho$-gap, and derive the ultimate bound for the tracking error under consideration of the model uncertainty. We show how the $\rho$-gap can be applied to a feedback linearizing control law and provide numerical illustrations for our approach.

I. INTRODUCTION

Model-based control requires an accurate mathematical description of the plant that is to be controlled. Classical system identification methods postulate parametric models using prior assumptions, and tune their parameters based on observations to achieve high model accuracy [1]. However, these methods are prone to yielding poor models if a wrong parametric structure is assumed, i.e., if insufficient prior knowledge on the system structure is available. This is often the case for highly complex systems, e.g., settings where humans are part of the control loop. In order to overcome these shortcomings, learning-based control employs non-parametric data-driven models, which only require little prior system knowledge in comparison to classical parametric models [2]. Such modeling techniques strongly rely on (potentially noisy) observations, making a formal analysis of the resulting control performance difficult. Hence, these techniques remain too unreliable for safety-critical applications [3].

To overcome this drawback, recent research has focused on the stability of learning-based control approaches using Gaussian process (GP) models [4]. GPs can capture model uncertainty, which allows us to derive probabilistic model error bounds [5]. The applications of GP-based methods range from safe controller optimization for quadrotors [6] to computed torque control in robotics [7] and feedback linearization for aircraft systems [8].

Despite the widespread use of GPs in control, there exist only a few tools to assess the quality of the training set. So far, most measures used to quantify data quality have been based on information-theoretical measures, e.g., information gain [9], [10]. These techniques assess data in global terms, without taking into account locally varying requirements on the data due to the control structure and the task. Since the relationship between data distributions and control performance is largely unknown, random sampling-based approaches have recently been employed to estimate the effect of data on learning-based control systems [11]. However, sampling-based approaches are computationally expensive and provide no direct insight into the interrelation between training data and control error. Therefore, deriving an analytical measure is crucial to improve our understanding of this relationship, and is essential to enhance the efficiency of exploration in active learning, training data selection to implement machine learning with limited computational budget, and cautious control design.

The main contribution of this paper is a novel measure, called $\rho$-gap, to assess training data sets from a control theoretical perspective. Based on the model uncertainty of a GP model, we investigate the uncertainty-dependent Lyapunov stability conditions for a control-affine closed-loop system. This analysis allows insights on how data should be collected, which is becoming particularly useful in exploration tasks where high data-efficiency is required. As an example, we derive a novel uncertainty-dependent ultimate bound of the tracking error for a feedback linearizing control law and show how the density of the training data affects this bound.

The paper is structured as follows: Section II defines the problem setting, after which GP regression and the required model error bounds are introduced in Section III. The control law is presented in Section IV including the derivation of the ultimate bound and the proposed quality measure of the data. The results are numerically illustrated in Section V followed by the conclusion in Section VI.

II. PROBLEM STATEMENT

We consider a single-input system in the canonical form

$$\dot{x}_1 = x_2, \quad \dot{x}_2 = x_3, \quad \ldots \quad \dot{x}_{d_x} = f(x) + g(x)u$$

(1)

with state $x = [x_1 \ldots x_{d_x}]^T \in \mathbb{X}$ in a compact set $\mathbb{X} \subset \mathbb{R}^{d_x}$, input $u \in \mathbb{U} = \mathbb{R}$, and unknown functions $f: \mathbb{X} \to \mathbb{R}$ and $g: \mathbb{X} \to \mathbb{R}$. Note that we restrict the following analysis to single-input systems due to notational convenience, but our
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1Notation: Lower/upper case bold symbols denote vectors/matrices, $\mathbb{R}_{+,0}/\mathbb{R}_{+,0}$ all real positive numbers with/without zero, respectively. $I_n$ denotes the $n \times n$ identity matrix and $\| \cdot \|$ the Euclidean norm.
results directly extend to multi-input control-affine systems. We assume that prior models \( \hat{f} : \mathbb{X} \rightarrow \mathbb{R} \) and \( \hat{g} : \mathbb{X} \rightarrow \mathbb{R} \) of the unknown functions are given, and make the following assumptions on the unknown functions and the available data:

**Assumption 1:** A data set

\[
\mathcal{D} = \left\{ z^{(n)} := \left[ x^{(n)} \ u^{(n)} \right], y^{(n)} = \Delta \left( z^{(n)} \right) + \omega^{(n)} \right\}_{n=1}^{N} \tag{2}
\]

is available, which contains \( N \) pairs of noiselless measurements of the state \( x^{(n)} \) and noisy measurements

\[
\Delta(z) = \Delta(x, u) = f(x) - \hat{f}(x) + (g(x) - \hat{g}(x))u
\]

perturbed by Gaussian noise \( \omega^{(n)} \sim \mathcal{N}(0, \sigma^2_{\omega}) \), where \( z \in \mathbb{X} \times \mathbb{U} \subseteq \mathbb{R}^{d_z} \), and \( d_z = d_x + 1 \).

**Assumption 2:** The unknown functions \( f(\cdot) \) and \( g(\cdot) \) admit Lipschitz constants \( L_f \) and \( L_g \), respectively.

**Assumption 3:** The sign of \( g(\cdot) \) is known and constant.

While Assumptions 1 and 2 guarantee the existence of training data, and ensure that the unknown functions are well-behaved, Assumption 3 guarantees global controllability, and thereby the existence of a stabilizing control law. We consider the task of tracking a bounded reference trajectory

\[
x_d = \left[ x_d \ \dot{x}_d \ \ldots \ \frac{d^{d_x-1}}{dt^{d_x-1}} \ x_d \right]^T,
\]

which can be seen as the generalization of set point regularization, to which our results carry over. We employ a control law \( \pi : \mathbb{X} \rightarrow \mathbb{U} \), whose goal is to stabilize the tracking error \( e = x - x_d \) with the dynamics

\[
\dot{e}_1 = e_2, \ \ldots \ \dot{e}_{d_x} = f(x) + g(x)\pi(x) - \frac{d^{d_x-1}}{dt^{d_x-1}} x_d.
\]

The control law \( \pi(\cdot) \) is based on a model learned by GP regression with a composite kernel

\[
k(z,z') = k_f(x,x') + uk_g(x,x')u',
\]

and covariance functions \( k_f, k_g : \mathbb{R}^{d_z} \times \mathbb{R}^{d_z} \rightarrow \mathbb{R} \) as suggested in [12]. Since this kernel reflects the structure of the LP, it allows us to recover separate models for \( f(\cdot) \) and \( g(\cdot) \) [13]. While other kernel functions can also be used for a learning-based control approach [8], they generally do not allow a separation of model components. Since this separation is beneficial for the interpretability and intuitiveness of the relationship between training data and control performance, we focus on composite kernels in the following. The individual covariance functions represent our prior knowledge about the unknown functions.

**Assumption 4:** Prior knowledge of the function is expressed through prior GPs, i.e., \( f(\cdot) \sim \mathcal{GP}(\hat{f}(x), k_f(x, x')) \) and \( g(\cdot) \sim \mathcal{GP}(\hat{g}(x), k_g(x, x')) \).

This assumption imposes a probability distribution on the function space, which is shaped by the prior mean functions \( \hat{f}(\cdot), \hat{g}(\cdot) \) and the kernel functions \( k_f(\cdot, \cdot), k_g(\cdot, \cdot) \). Thereby, it implicitly requires that the covariance kernels and prior mean functions are chosen suitably, i.e., \( f(\cdot), g(\cdot) \) must be expressible in terms of those functions [5].

While the stability of control laws has been investigated under these assumptions [8], [12], the derived ultimate bounds do not depend on the training data. Hence, the impact of training data on the performance of the learning-based controller is unknown. We address this issue by developing a flexible measure of the quality of training data with respect to the control performance. In order to illustrate the flexibility of the proposed quality measure, we derive a novel uncertainty-dependent ultimate tracking error bound for feedback linearizing control of systems with both \( f(\cdot) \) and \( g(\cdot) \) unknown, and apply our quality measure to this problem.

### III. GAUSSIAN PROCESS REGRESSION

A Gaussian process defines a distribution \( \mathcal{GP}(\mu_0(z), k(z, z')) \) over functions \( h : \mathbb{R}^{d_z} \rightarrow \mathbb{R} \) with prior mean \( \mu_0 \) : \( \mathbb{R}^{d_z} \rightarrow \mathbb{R} \) and covariance \( k : \mathbb{R}^{d_z} \times \mathbb{R}^{d_z} \rightarrow \mathbb{R} \), such that any finite number of evaluation points \( \{z_1, \ldots, z_m\}, m \in \mathbb{N} \) is assigned a Gaussian distribution [14]. The prior mean function incorporates known parametric models into the regression, while the kernel \( k(\cdot, \cdot) \) encodes information about the structure of \( h(\cdot) \).

Due to the structure of the modeling error \( h(\cdot) = \Delta(\cdot) \) in [3], we employ a prior mean function \( \mu_0(z) = f(x) + \hat{g}(x)u \) and the composite kernel \( k(\cdot, \cdot) \) defined in [6]. For the components of the composite kernel \( k(\cdot, \cdot) \), we use squared exponential kernels \( k_f(\cdot, \cdot) \) and \( k_g(\cdot, \cdot) \), defined as

\[
k_{f,g}(x, x') = s^2_{f,g} \exp\left( -\frac{\|x - x'\|^2}{2l^2_{f,g}} \right),
\]

where \( s^2_{f,g}, l_{f,g} \in \mathbb{R}_{+} \) and \( l_f, l_g \in \mathbb{R}_{+} \) denote the signal variances and length scales, respectively. Using the covariance function \( k(\cdot, \cdot) \), the elements of the data covariance matrix \( K \) and the kernel vector \( k(z) \) at a test point \( z \) are given by \( K_{nn'} = k(z^{(n)}, z^{(n')}) \) and \( k_n(z) = k(z^{(n)}, z) \), respectively. Based on these definitions, the probability of \( h(z) \) conditioned on the training data \( \mathcal{D} \) as well as the test point \( z \) is Gaussian with mean and variance

\[
\begin{align*}
\mu(z) &= \mu_0(z) + K^T(z) \left( K + s^2_{\omega} I_N \right)^{-1} y \\
\sigma^2(z) &= k(z, z) - K^T(z) \left( K + s^2_{\omega} I_N \right)^{-1} k(z)
\end{align*}
\]

where the training outputs \( y^{(n)} \) are concatenated in the target vector \( y = \left[ y^{(1)} \ldots y^{(N)} \right]^T \). Due to the definition of the composite kernel \( k \), we can express the kernel vector as \( k(z) = k_f(x) + U k_g(x) u \), where \( U = \text{diag}(\{u^{(1)} \ldots u^{(N)}\}) \) and the elements of \( k_f(\cdot) \) and \( k_g(\cdot) \) are defined as \( k_f(n,x) = k_f(x^{(n)}, x) \) and \( k_g(n,x) = k_g(x^{(n)}, x) \), respectively. By exploiting this structure, it is possible to recover the posterior GPs for \( f(\cdot) \) and \( g(\cdot) \) from the regression, and derive probabilistic uniform error bounds that depend on the posterior standard deviation, as shown in the following theorem:

**Lemma 1:** Consider a GP with composite kernel given by [6], a training data set \( \mathcal{D} \) and functions \( f(\cdot), g(\cdot), \hat{f}(\cdot) \) and \( \hat{g}(\cdot) \) satisfying Assumptions 1, 2 and 4. For any \( \delta \in (0, 1) \) and \( \tau \in \mathbb{R}_{+} \), it holds that

\[
P\left( |f(x) - \mu_f(x)| \leq \sqrt{\lambda} \sigma_f(x) + \gamma(\tau) \sqrt{\nu} \right) \geq 1 - \delta \tag{10}
\]
with mean and variance components
\[\mu_f(x) = f(x) + k_f^T(x)(K + s^2_{on}I_N)^{-1}y\]  
\[\mu_g(x) = g(x) + k_g^T(x)U(K + s^2_{on}I_N)^{-1}y\]
\[\sigma_f^2(x) = k_f^T(x)(K + s^2_{on}I_N)^{-1}k_f(x)\]
\[\sigma_g^2(x) = k_g^T(x)U(K + s^2_{on}I_N)^{-1}UK_g(x),\]
and parameters
\[\beta(\tau) = 2d_x \log (1 + \frac{r_0}{\tau}) - 2 \log(\delta)\]
\[\gamma_f(\tau) = (L_{\mu_f} + L_f)\tau + \sqrt{\beta(\tau)\sigma_f^2}\]
\[\gamma_g(\tau) = (L_{\mu_g} + L_g)\tau + \sqrt{\beta(\tau)\sigma_g^2}.\]

Here, \(L_{\mu_f}, L_{\mu_g}, L_{\sigma_f^2}\) and \(L_{\sigma_g^2}\) are the Lipschitz constants of the mean and variance components, respectively, and \(r_0 = \max_{x,x' \in \mathcal{X}} \|x - x'\|\) denotes the maximum diameter of \(\mathcal{X}\).

**Proof:** It has been shown in [13] that the independent components \(f(\cdot)\) and \(g(\cdot)\) can be inferred by
\[f(x)|\mathcal{D} \sim N(\mu_f(x), \sigma_f^2(x))\]
\[g(x)|\mathcal{D} \sim N(\mu_g(x)u, u^2\sigma_g^2(x))\]
due to the structure of the kernel. Since \(g(x)u\) depends linearly on \(u\), we can extract
\[g(x)|\mathcal{D} \sim N(\mu_g(x), \sigma_g^2(x)).\]

Based on these identities, it is straightforward to adapt [5, Theorem 3.1] to obtain the uniform error bounds (10), (11).

It is well known from scattered data approximation [15] that training data which covers \(\mathcal{X}\) well typically leads to small posterior variances, thereby implying that the learned model has a high accuracy. Lemma 1 also exhibits this behavior, even though it additionally depends on the constants \(\gamma_f(\tau)\) and \(\gamma_g(\tau)\). Since these constants can be made arbitrarily small by reducing the value of \(\tau\), their effect is usually negligible. In fact, bounds (10) and (11) can be shown to converge to 0 under weak assumptions [5].

**IV. QUALITY ASSESSMENT OF TRAINING DATA FOR LEARNING-BASED CONTROL**

**A. Lyapunov-based Quality Assessment**

Although GPs are frequently used in control design, the relationship between training data and the resulting performance of a control law \(u = \pi(x)\) has barely been analyzed. Therefore, there is typically little insight on where training samples should be placed to achieve the highest improvement in control performance. In the sequel, we measure the control performance using a Lyapunov function \(V : \mathbb{R}^{d_x} \rightarrow \mathbb{R}_{+}\).

Therefore, we investigate the time derivative of the Lyapunov function for systems defined in (1) given by
\[\dot{V}(e) = \sum_{i=1}^{d_x-1} \frac{\partial V(e)}{\partial e_i} e_{i+1} + \frac{\partial V(e)}{\partial e_{d_x}} \left( f(x) + g(x)\pi(x) - \frac{d_{d_x} x_d}{dt_{d_x}} \right).\]

By employing a Gaussian process model, as presented in Section III and exploiting the uniform error bound for GPs from Lemma 1, we can bound this derivative by
\[\dot{V}(e) \leq \dot{V}_{nom}(e) + \dot{V}_{\phi_f}(e) + \dot{V}_{\phi_g}(e),\]
where the nominal component of the Lyapunov derivative is computed based on the GP mean function as
\[\dot{V}_{nom}(e) = \sum_{i=1}^{d_x-1} \frac{\partial V(e)}{\partial e_i} e_{i+1} + \frac{\partial V(e)}{\partial e_{d_x}} \left( \mu_f(x) + \mu_g(x)\pi(x) - \frac{d_{d_x} x_d}{dt_{d_x}} \right).\]
The uncertain component of \(\dot{V}(\cdot)\) is separated into components for the uncertainty about \(f(\cdot)\) and \(g(\cdot)\), given by
\[\dot{V}_{\phi_f}(e) = \left| \frac{\partial V(e)}{\partial e_{d_x}} \right| (\sqrt{\beta(\tau)\sigma_f(x)} + \gamma_f(\tau))\]
\[\dot{V}_{\phi_g}(e) = \left| \frac{\partial V(e)}{\partial e_{d_x}} \right| (\sqrt{\beta(\tau)\sigma_g(x)} + \gamma_g(\tau))|\pi(x)|.\]
The nominal component of the Lyapunov function derivative does not depend on the uncertainty. Hence, it does not provide insight into the relationship between training data and control performance. In contrast, \(\dot{V}_{\phi_f}(\cdot)\) and \(\dot{V}_{\phi_g}(\cdot)\) directly depend on the GP posterior standard deviations, and thereby on the training data density. In order to measure this density in a flexible way, we introduce the M-fill distance, inspired by classical concepts from scattered data approximation [15].

**Definition 1:** The M-fill distance \(\phi_{u,M}(x)\) at a point \(x \in \mathcal{X}\) is defined as the minimum radius \(\varphi\) of a ball with center \(x\), such that the ball contains \(M\) training samples \(z^{(n)}\) with control inputs \(u \leq |u^{(n)}| \leq \bar{u}\) for some \(u, \bar{u} \in \mathbb{R}_{+},\) i.e.,
\[\phi_{u,M}(x) = \min_{\varphi \in \mathbb{R}_{+}} \varphi\]
\[\text{s.t. } \left\{z^{(n)} \in \mathcal{D} : \|x - z^{(n)}\| \leq \varphi \wedge u \leq |u^{(n)}| \leq \bar{u}\right\} \geq M.\]

The M-fill distance \(\phi_{u,M}(x)\) measures the distance to the \(M\) closest training samples, where the parameter \(M\) is used to adapt \(\phi_{u,M}(x)\) to the total number of training samples \(N\). Intuitively, one should choose \(M \ll N\), such that only training points in the proximity of \(x\) are relevant for \(\phi_{u,M}(x)\), thereby making it a local measure of the data density. A low M-fill distance implies a high data density and indeed, upper bounds for \(\phi_{u,M}(x)\) can be derived to guarantee a desired behavior \(\xi_f(\cdot)\) and \(\xi_g(\cdot)\) for \(\dot{V}_{\phi_f}(\cdot)\) and \(\dot{V}_{\phi_g}(\cdot)\), respectively.

**Theorem 1:** If the M-fill distance \(\phi_{u,0,M}(\cdot)\) satisfies
\[\phi_{u,0,M}(x) \leq \phi_f^2(x) + \theta_f\]
for all \(x \in \mathcal{X}\), where
\[\phi_f^2(x) = -l_f^2 \log \left( 1 - \frac{\xi_f(e) - \gamma_f(\tau) \left| \frac{\partial V(e)}{\partial e_{d_x}} \right|^2}{\beta(\tau) s_f^2 \left| \frac{\partial V(e)}{\partial e_{d_x}} \right|^2} \right)\]
\[\theta_f = -l_f^2 \log \left( \frac{Ms_f^2 + Ms_r^2u_r^2 + s_{on}}{Ms_f^2} \right)\]
for any \(\bar{u}_f \in \mathbb{R}_{+},\) \(M \in \mathbb{N}\), and \(\xi_f(e) > \gamma_f(\tau)|\partial V(e)/\partial e_{d_x}|,\)
then, $\hat{V}_{\sigma_f}(e) \leq \xi_f(e), \forall e \in \mathbb{R}$.

**Proof:** In order to prove this lemma, we have to bound the posterior standard deviation $\sigma_f(x)$. Following the approach introduced in [16], this is achieved by considering only $M$ training samples $z^{(i)}$ within distance $\phi_{\bar{u},a,M}(x)$ to $x$ such that the posterior variance is bounded by the maximum eigenvalue $\lambda_{\text{max}}$ of $\mathbf{K}_M$.

$$
\sigma_f^2(x) \leq s_f^2 - \frac{\|k_f,M(x)\|^2}{\lambda_{\text{max}}(\mathbf{K}_M) + s_f^2},
$$

where $k_f,M(x)$ and $\mathbf{K}_M$ denote the covariance vector and matrix based on these $M$ samples and $\lambda_{\text{max}}(\mathbf{K}_M)$ denotes the maximum eigenvalue. Application of the Gershgorin theorem allows us to bound the maximum eigenvalue by $\lambda_{\text{max}}(\mathbf{K}_M) \leq M(s_f^2 + \bar{u}^2g^2)$. (31)

Since we have $\|k_f,M(x)\|^2 \geq M^2s_f^2\exp(-\phi_{\bar{u},a,M}(x)/l_f^2)$, we obtain the posterior variance bound.

$$
\sigma_f^2(x) \leq s_f^2 - \frac{s_f^2 \exp(-\phi_{\bar{u},a,M}(x)/l_f^2)}{s_f^2 + \bar{u}^2g^2 + 2Ml_f}.
$$

Substituting this expression into (25) and solving for $\phi_{\bar{u},a,M}^2(x)$ yields the desired result.

**Corollary 1:** If the $M$-fill distance $\phi_{\bar{u},a,M}^2(x)$ satisfies

$$
\phi_{\bar{u},a,M}^2(x) \leq \phi_f^2(x) + \theta_g,
$$

for all $x \in \mathbb{R}$, where

$$
\phi_f^2(x) = -l_f^2 \log \left(1 - \frac{\xi_g(e) - \gamma_g(\tau)|\pi(x)|^2\|\partial V(e)/\partial e_\tau\|^2}{\beta(\tau)s_f^2\|\pi(x)|^2\|\partial V(e)/\partial e_\tau\|^2} \right),
$$

$$
\theta_g = -l_g^2 \log \left(\frac{MS_f^2 + M\bar{u}_a^2s_f^2 + s_a^2}{M^2\bar{u}_a^2s_g^2} \right),
$$

for any $\bar{u}_g, \bar{u}_a \in \mathbb{R}_{+}, u \leq \bar{u}, M \in \mathbb{N}$, and $\xi_g(e) > \gamma_g(\tau)|\pi(x)|\|\partial V(e)/\partial e_\tau\|$, then $\hat{V}_{\sigma_f}(e) \leq \xi_f(e), \forall e \in \mathbb{R}$. 

**Proof:** We can bound the posterior standard deviation $\sigma_f(x)$ analogously to Theorem 1 since

$$
\sigma_f^2(x) \leq s_f^2 - \frac{\|k_{\bar{u},a,M}(x)\|^2}{\lambda_{\text{max}}(\mathbf{K}_M) + s_f^2}.
$$

The remainder of this proof follows directly from a straightforward adaptation of the proof of Theorem 1.

Theorem 1 and Corollary 1 allow to directly investigate if $\hat{V}_{\sigma_f}(x)$ and $\hat{V}_\theta(x)$ satisfy a desired behavior by measuring the $M$-fill distance. Therefore, they provide helpful insight on how the training data should be distributed. The quality of the data for learning the decoupling between $f(\cdot)$ and $g(\cdot)$ is measured by $\theta_f$ and $\theta_g$. It is straightforward to see that $\theta_g$ is close to zero if $\bar{u}_g \approx \bar{u}_g$ is large. This is intuitive since the weight of $g(\cdot)$ in the function $h(x) = f(x) + g(x)u$ grows linearly with $u$. Thus, large control inputs are beneficial for the identification of $g(\cdot)$. In contrast, Theorem 1 shows that small control inputs $u \approx 0$ are advantageous for learning $f(\cdot)$ since the control dependency of $h(\cdot)$

2 We do not state the dependency on $x$ explicitly if it arises from the restriction of the considered training samples for notational simplicity.
define the input to the linearized system as
\[ \nu = -k_c r - \lambda^T e_{2:d_e} + \frac{d^2 x_{d_e}}{dt^2}, \]
where \( k_c \in \mathbb{R}_+ \) denotes the control gain and \( e_{2:d_e} = [e_2 \cdots e_{d_e}]^T \). Following the approach in Section IV-A, we can determine the ultimately bounded set for the system in [1] controlled by \( \hat{f}_c \) as shown in the following theorem.

**Theorem 2:** Consider a system [1], a prior model \( \hat{f}(\cdot) \), \( \hat{g}(\cdot) \) and training data \( \mathbb{D} \) satisfying Assumptions [12]. If
\[ \alpha(x) = \sqrt{\beta(\tau) \sigma_f(x) + \gamma_f(\tau) + \mu_f(x) c(x)} < \eta \quad \forall x \in \mathbb{X} \]
with
\[ \eta = \min \left\{ \frac{k_c \lambda_2}{k_c \lambda_3 + \lambda_4}, \ldots, \frac{k_c}{k_c + \lambda_4 - 1} \right\}, \]
then there exists a control gain \( k_c \), such that the tracking error \( e \) obtained with the feedback linearizing controller [11] with input to the linearized system [42] converges, with probability of at least \( 1 - \delta \), to the ultimately bounded set
\[ \mathbb{B} = \left\{ e^T \Lambda e \leq \sqrt{\beta(\tau) \sigma_f(x) + \gamma_f(\tau) + \alpha(x) c(x)} \right\}, \]
where
\[ \hat{k}_c(x) = k_c \left(1 - \frac{\alpha(x)}{\eta}\right), \quad c(x) = \left| \frac{d^2 x_{d_e}}{dt^2} - \mu_f(x) \right|. \]

**Proof:** It has been shown in [12] that there exists a gain \( k_c \) such that the closed-loop system is ultimately bounded to the compact set \( \mathbb{X} \). Hence, we can restrict our analysis to this set. Consider the Lyapunov function \( V(r) = \frac{1}{2} r^2 \), which allows us to analyze the stability of the tracking error since \( \lambda \) is Hurwitz [17]. The derivative of this Lyapunov function is decomposed into
\[ \dot{V}(r) \leq -k_c r^2 + \dot{V}_{\sigma_f}(r) + \dot{V}_{\sigma_g}(r), \]
where
\[ \dot{V}_{\sigma_f}(r) = \| r \| \left( \sqrt{\beta(\tau) \sigma_f(x) + \gamma_f(\tau)} \right) \]
\[ \dot{V}_{\sigma_g}(r) = \| r \| \left( \sqrt{\beta(\tau) \sigma_f(x) + \gamma_g(\tau)} \right) \| \pi(x) \|. \]

We can separate the bound of the control input into feedback and feedforward components
\[ |\mu_g(x)||\pi(x)| \leq |k_c r + \lambda^T e_{2:d_e}| + \left| \frac{d^2 x_{d_e}}{dt^2} - \mu_f(x) \right|. \]

The feedback component can be bounded by
\[ |k_c r + \lambda^T e_{2:d_e}| \leq \frac{k_c}{\eta} |r|, \]
while the feedforward component is a bounded state dependent function [12]. Hence, we obtain the bound
\[ \dot{V}(r) \leq -\hat{k}_c(x) r^2 + \| r \| \left( \sqrt{\beta(\tau) \sigma_f(x) + \gamma_f(\tau) + \alpha(x) c(x)} \right) \]
due to the definition of \( \alpha(x) \) and \( \hat{k}_c(x) \). The quotient \( \alpha(x)/\eta \) is smaller than one by assumption, such that \( \hat{k}_c(x) > 0 \) and the Lyapunov function derivative becomes negative for all \( r > \left( \sqrt{\beta(\tau) \sigma_f(x) + \gamma_f(\tau) + \alpha(x) c(x)} \right)/\hat{k}_c(x) \).

While the condition on the sufficiently high control gain \( k_c \) is theoretically important to ensure the global ultimate boundedness, it is practically sufficient to analyze the conditions of Theorem 2 on a set \( \mathbb{X} \) and choose \( k_c \) high enough to ensure that all points \( x_d + e \) with \( e \in \mathbb{B} \) are in the interior of \( \mathbb{X} \). Based on this local analysis, an ultimate bound is obtained which holds for initial values \( x(0) \) in a neighborhood of \( x_d(0) \). Moreover, the condition on \( \alpha(\cdot) \) stems from the uncertainty about \( g(\cdot) \) and ensures that its sign is robustly known under the posterior GP distribution. Due to this uncertainty, the effect of the feedback control on the tracking error bound is reduced, resulting in a diminished effective control gain \( \hat{k}_c(\cdot) \). Furthermore, the ultimate error bound can be made arbitrarily small by increasing the effective gain \( k_c \), which is achieved by increasing the nominal gain \( k_c \) or reducing the uncertainty about \( g(\cdot) \). In fact, if the function \( g(\cdot) \) is known exactly, this effect disappears and we recover the ultimate bound which has been proposed in different forms in [5], [12].

**V. NUMERICAL EVALUATION**

**A. Experimental Setting**

We investigate the learning-based controller [11] and the corresponding ultimate bound on the nonlinear system
\[ f(x) = 1 - \sin(x_1) + \frac{1}{1 + \exp(-x_2)} \]
\[ g(x) = 20 \left( 1 + \frac{1}{2} \sin \left( \frac{x_2}{4} \right) \right). \]

This dynamical system is well-suited for illustrating the proposed \( \rho \)-gaps. Both functions are slowly varying, such that the GP is capable of extrapolating to regions without data. Therefore, we do not need well distributed data and can investigate the effect of an increasing distance to training data on the \( \rho \)-gaps. We express prior knowledge about this system using the approximate models \( f(x) = 0, \hat{g}(x) = 20 \). Moreover, we define the reference trajectory \( x_d(t) = 2 \sin(t) \) and generate \( N = 1000 \) training samples by applying a high gain feedback linearizing controller based on the approximate models \( \hat{f}(\cdot), \hat{g}(\cdot) \) to track the reference trajectory. We add zero mean Gaussian noise with standard deviation \( s_{on} = 0.5 \) to the observed accelerations and train a GP using log-likelihood maximization [14]. We approximate the Lipschitz constants \( L_\mu \) and \( L_{\sigma_x} \) of the resulting GP numerically and bound the Lipschitz constant of \( f(\cdot) \) and \( g(\cdot) \) by using twice the nominal value.

In the numerical experiment, we simulate the system for \( T = 30 \) starting at \( x(0) = 0 \) with a control gain of \( k_c = 40 \) and \( \lambda = 1 \). The constants \( \beta(\tau), \gamma_f(\tau) \) and \( \gamma_g(\tau) \) are computed using \( \tau = 10^{-4}, \delta = 10^{-2} \) and the conditions for the ultimately bounded set [45] are investigated on the set \( \mathbb{X} = \{ x \in \mathbb{R}^2 : \| x \| \leq 2.5 \} \). For the definition of the performance specifications, we use [38] with \( \chi_f = \chi_g = 0.25 \), such that their satisfaction ensures stability. We simplify the \( \rho \)-gaps analogously to the proof of Theorem 2 and measure the density of informative points for the identification of \( g(\cdot) \) by defining \( \bar{u}_g = \max_{n \leq N} |u(n)| \). Moreover, we define \( \bar{y}_g \)
such that 90% of the control inputs $|u^{(n)}|$ are smaller than $\bar{u}_f$, and choose $M = 1$. Similarly, we define $\bar{u}_f$ such that 90% of the control inputs $|u^{(n)}|$ are larger than $\bar{u}_f$.

B. Results

The evolution of the observed tracking error $\sqrt{e^T \Lambda e}$ and the maximum extension of the ultimately bounded set $\bar{e}_B$ are depicted in Fig. 1. It can be clearly observed that the tracking error indeed satisfies the ultimate bound for the given confidence level $\delta = 10^{-2}$ after a brief convergence period. The curves for the ultimate error bound $\bar{e}_B$ and the tracking error $\sqrt{e^T \Lambda e}$ exhibit a similar behavior with minima and maxima occurring at almost identical times.

Snapshots of the state trajectory as well as the corresponding ultimate bound are depicted in Fig. 2. On the left hand side the maximum of the ultimate bound occurs at the maximum of $\rho_f(\cdot)$ along the reference trajectory. Taking a closer look at the training data, it can be seen that the training samples exhibit large control inputs $u^{(n)}$ in this area, which leads to high uncertainty in the identification of $f(\cdot)$.

Therefore, there is a lack of training data, as indicated by $\rho_f(\cdot)$. In contrast, the right hand side of Fig. 2 shows the $\rho_g$-gap, which is minimal at the minimum of the ultimate bound $\bar{e}_B$. This minimum of $\rho_g(\cdot)$ is a consequence of the choice of $g(\cdot)$, which is increasing with respect to $x_2$ in the considered state space $X$. Therefore, model uncertainties have a slightly weaker effect in the upper half plane than in the lower half plane. Furthermore, it can be clearly observed that $\rho_g(\cdot)$ exhibits a maximum along the trajectory at $[-2 0]^T$.

In fact, this lack of training data with high control inputs $u^{(n)}$ causes the second local maximum in the ultimate bound at $2\pi m + 4$, $m \in \mathbb{N}$. Finally, both $\rho$-gaps show different behavior with increasing distance to the reference trajectory:

Due to the increasing nominal derivative $V_{\text{nom}}(\cdot)$, $\rho_f(\cdot)$ is strongly decreasing, while a similar growth of the control input $\pi(x)$ compensates this effect, causing a growing $\rho_g(\cdot)$.

VI. CONCLUSION

This paper introduces a quality measure for training sets in data-driven control. We establish a relationship between the distribution of the training data and the ultimate bound of the tracking error for a Gaussian process-based control law. In contrast to state-of-the-art information-theoretical quantities, our measure allows us to determine the most useful data points for control. In future work, this can be used to design exploration algorithms that collect data such that the control performance of the control law is maximized.
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