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Abstract

In the present paper, we introduce so-called operator-stable-like processes. Roughly speaking, they behave locally like operator-stable processes, but they need not to be homogenous in space. Having shown existence for this class of processes, we analyze maximal estimates, the existence of moments, the short- and long-time behavior of the sample paths and p-variation. The class introduced here includes stable-like processes as special case.
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1 Introduction

Let \( X = (X_t)_{t \geq 0} \) be a Lévy process, that is, a process with càdlàg paths in \( \mathbb{R}^d \) having stationary and independent increments (cf. [Sat99]). It is a well-known fact that the characteristic functions of the Lévy process can be written as

\[
E^x \left( e^{i\xi' (X_t - x)} \right) = E^0 \left( e^{i\xi' X_t} \right) = e^{-t \psi(\xi)}
\]

where \( x \) denotes the starting point of the space-homogeneous process. The Lévy exponent \( \psi : \mathbb{R}^d \to \mathbb{C} \) has the following representation:

\[
\psi(\xi) = -i \langle l, \xi \rangle + \frac{1}{2} \langle Q \xi, Q \xi \rangle + \int_{\Gamma} \left( 1 - e^{i\langle y, \xi \rangle} + 1_{\|y\| < 1} i \langle \xi, y \rangle \right) \phi(dy).
\]

Here, \( l \) is a vector in \( \mathbb{R}^d \), \( Q \) is a positive semidefinite \( d \times d \)-matrix and \( \phi \) is the so called Lévy measure; \( \Gamma \) denotes \( \mathbb{R}^d \setminus \{0\} \). The tuple \((l, Q, \phi)\) is called Lévy triplet of the process \( X \).

Among the various subclasses of Lévy processes, so called operator-stable processes are prominent one (cf. [Sha], [MS01] and the references given therein). Operator-stable Lévy processes admit the triplet \((l, Q, \phi)\) where

\[
\phi(A) = \int_{S^{d-1}} \int_0^\infty 1_A(r^E \theta) \frac{dr}{r^2} \sigma(d\theta), \quad A \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}).
\]

Here, \( E \) is a symmetric \( d \times d \)-matrix and \( \sigma \) is a finite measure on the unit sphere \( S^{d-1} \) (cf. [MS01] Theorem 7.2.5.).
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Operator-stable processes have been used in order to model multivariate financial and hydrological data (cf. [Nol03] Section 9 and [BMBS]). In both cases, the datasets appear to be inhomogeneous in space. Hence, model classes which allow for this kind of inhomogeneity are desirable. Our aim is thus to construct a class of processes which behaves locally like operator-stable Lévy processes, but which is inhomogeneous in space and belongs to a class of stochastic processes, which is still analytically tractable.

To this end, we modify the Lévy measure of an operator stable law without normal component in such a way that the exponent, that is, the $d \times d-$ matrix $E$, is no longer constant but depends on the position $x \in \mathbb{R}^d$ in space. If the exponent $E(x)$ satisfies certain conditions, we call the resulting family of Lévy measures $\phi(x,\cdot)$ operator-stable-like Lévy measures. Unlike in the Lévy case, it is by no means clear, that a corresponding process exists. According to the Lévy measure, we construct an associated stochastic differential equation (SDE) and prove that the solution of this SDE is an Itô process in the sense of [CJPS]. Hence it is both: a Markov process and a semimartingale with ‘nice’ characteristics. We show that for symmetric operator-stable-like Lévy measures the symbol of the constructed process can be represented with these Lévy measures.

In the second part we investigate properties of the symbol of the new class of processes. We show a scaling property which is helpful to get lower and upper bounds for the symbol. Then we use these estimates to study the properties of the processes. We will focus on maximal estimates, the existence of moments, the short- and long-time behavior of the sample paths and the $p$-variation.

The notation we are using is more or less standard: We write $\mathbb{N} := \{1, 2, \ldots\}$ and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. We use $\Gamma := \mathbb{R}^d \setminus \{0\}$. For $f, g : \mathbb{R}^d \to \mathbb{R}$ we write $f \sim g$, if there are $C_1, C_2 > 0$ such that $C_1 f(x) \leq g(x) \leq C_2 f(x)$. Vectors in $\mathbb{R}^d$ are column vectors; for the transposed vector we write $^t$ and the components are denoted by $x^{(j)}$ ($j = 1, \ldots, d$). The Euclidean scalar product of $x, y$ is denoted by $\langle x, y \rangle$ and $\| \cdot \| := \| \cdot \|_2$ denotes the Euclidean norm. $| \cdot |$ denotes absolute value respectively the 1-norm on $\mathbb{R}^d$ and $L(\mathbb{R}^d)$ where the latter denotes the set of endomorphisms on $\mathbb{R}^d$, written as matrices. The operator norm on $L(\mathbb{R}^d)$ is written as

$$
\| A \| := \sup_{\| x \| = 1} \| A x \| = \sup_{\| x \| \leq 1} \| A x \|. \tag{1.1}
$$

The matrix exponential

$$
r^A := \exp(A \ln r) = \sum_{k=0}^{\infty} \frac{A^k}{k!} (\ln r)^k \in L(\mathbb{R}^d), \tag{1.2}
$$

plays a vital role in our considerations (for some details and estimates in this context cf. Appendix A.). For a state-space dependent matrix $E(x) \in L(\mathbb{R}^d)$ we define

$$
\lambda(x) := \min\{\Re \sigma(x) : \sigma(x) \text{ is eigenvalue of } E(x)\}
$$

and

$$
\Lambda(x) := \max\{\Re \sigma(x) : \sigma(x) \text{ is eigenvalue of } E(x)\}.
$$

The open Ball is denoted by $B_R(x) := \{ y \in \mathbb{R}^d : \| y - x \| < R \}$. We write $M^b(\mathbb{R}^d)$ for the set of bounded Borel measures on $\mathbb{R}^d$ and $M^1(\mathbb{R}^d)$ for probability measures. We always consider a stochastic basis $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ in the background which satisfies the usual hypotheses.

$B(\mathbb{R}^d) := B(\mathbb{R}^d, \mathbb{R})$ and $B_0(\mathbb{R}^d)$ are the bounded measurable functions $f : \mathbb{R}^d \to \mathbb{R}$ and $B_0(\mathbb{R}^d)$ the bounded Borel measurable functions. Continuous functions are denoted by $C(\mathbb{R}^d)$. Hence, $C_b(\mathbb{R}^d), C_{\infty}(\mathbb{R}^d)$ resp. $C_c(\mathbb{R}^d)$ are the bounded continuous functions, those vanishing at infinity resp. those with
compact support. The upper index $C^i(\mathbb{R}^d)$ resp. $C^\infty(\mathbb{R}^d)$ denotes continuous differentiability. For the Schwartz space we write $S(\mathbb{R}^d)$. For $u \in S(\mathbb{R}^d)$

$$\hat{u}(\xi) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-i\langle x, \xi \rangle} u(x) dx$$

(1.3)

is the Fourier transform and for $v \in S(\mathbb{R}^d)$ the inverse transform is given by

$$\hat{v}(x) = \int_{\mathbb{R}^d} e^{i\langle x, \xi \rangle} v(\xi) d\xi.$$  

(1.4)

The paper is organized as follows: In Section 2 we construct the new class of processes. Section 3 is devoted to properties of this class. Some useful results on matrix exponentials and generalized polar coordinates are postponed to Appendix A.

2 Construction of Operator-stable-like Processes

The class we would like to consider should behave locally like operator-stable Lévy processes, but the transition functions should be state-space dependent. In order to construct such a class, we have to leave the Lévy framework behind. It turns out, that the class of Itô processes in the sense of Cinlar et al. is sufficiently rich for our purpose and it is still analytically tractable [CJPS].

For the readers convenience, we shortly recall that a process

$$(\Omega, \mathcal{A}, \mathbb{P}^x, (X_t)_{t \geq 0})_{x \in \mathbb{R}^d},$$

(2.1)

on $\mathbb{R}^d$ which might start in each point of the state space, is called universal Markov process, if

(MP1) for each $A \in \mathcal{A}$ the mapping $x \mapsto \mathbb{P}^x(A)$ is measurable;

(MP2) for each $x \in \mathbb{R}^d$ we have $\mathbb{P}^x(X_0 = x) = 1$;

(MP3) for all $s, t \geq 0, x \in \mathbb{R}^d$ and $B \in \mathcal{B}^d$ it holds that

$$\mathbb{P}^x(X_{s+t} \in B | F^x_s) = \mathbb{P}^{X_s}(X_t \in B) \quad \mathbb{P}^x \text{-f.s.}$$

Compare in this context the classical monograph [BG68].

Definition 2.1. An Itô process is a stochastic process $(X, \mathbb{P}^x)_{x \in \mathbb{R}^d}$ which is universal Markov and a semimartingale for every $x \in \mathbb{R}^d$ with characteristics of the form

$$B^{(j)}(\omega) = \int_0^t \ell^{(j)}(X_s(\omega)) \, ds, \quad j = 1, \ldots, d$$

$$C^{jk}(\omega) = \int_0^t Q^{jk}(X_s(\omega)) \, ds, \quad j, k = 1, \ldots, d$$

$$\nu(\omega; ds, dy) = N(X_s(\omega), dy) \, ds$$

(2.2)

for every $x \in \mathbb{R}^d$ with respect to the fixed truncation function $y1_{\{\|y\|<1\}}$. Here $\ell(x) = (\ell^{(1)}(x), \ldots, \ell^{(d)}(x))'$ is a vector in $\mathbb{R}^d$, $Q(x)$ is a positive semi-definite matrix and $N$ is a Borel transition kernel such that $N(x, \{0\}) = 0$. We call $\ell$, $Q$ and $N$ the differential characteristics of the process.
Sometimes this class is called *Lévy-type processes*, or, if the Markov property is not demanded, *homogeneous diffusions with jumps*. The differential characteristics of a Lévy process are \((\ell, Q, \phi)\). Like the process, the differential characteristics are homogeneous in space in this simple case. In case of an operator-stable Lévy process, they are \((0, 0, \phi)\) where \(\phi\) is operator stable.

In [CJS81] the authors have proved the close relationship between Itô processes and SDEs of Skorokhod type. We will construct our class of processes via stochastic differential equations of this kind. For other methods of construction cf. Chapter 3 in [BSW13].

There is a close relationship between operator-stable-like Lévy measures and Lévy measures of operator-stable distributions (cf. Chapter 7 in [MS01]). Roughly speaking, operator-stable-like Lévy measures are Lévy measures of operator-stable distributions where the exponent \(E \in GL(\mathbb{R}^d)\) may vary in space. In order to give a rigorous definition we introduce the following linear operators.

**Definition 2.2.** We call admissible exponents the class of linear operators \(E(x) \in GL(\mathbb{R}^d), x \in \mathbb{R}^d\), with the following properties:

(E1) \(E(x)\) is symmetric.

(E2) \(E(x)\) is Lipschitz, that is, there exists a constant \(C > 0\), s.t for every \(x, y \in \mathbb{R}^d\):

\[
\|E(y) - E(x)\| \leq C\|y - x\|. \tag{2.3}
\]

(E3) There is a constant \(a > 1/2\), s.t we obtain for the real part of the eigenvalues of \(E(x)\):

\[
\frac{1}{2} < a \leq \lambda(x) \quad \text{for all } x \in \mathbb{R}^d. \tag{2.4}
\]

If the following property is satisfies in addition, we call \(E(x)\) bounded admissible exponent:

(E4) There is a constant \(b \geq a\), s.t we obtain for the real part of the eigenvalues of \(E(x)\):

\[
\Lambda(x) \leq b < \infty \quad \text{for all } x \in \mathbb{R}^d. \tag{2.5}
\]

If not mentioned otherwise, we will always consider admissible exponents in the remainder of the paper.

**Remark 2.3.** Property (E1) is equivalent to \(E(x)\) being orthogonally diagonalizable. It is used e.g. in Proposition 2.7 to derive bounds for the matrix exponential. Moreover, in this case one can always use the unit sphere \(S^{d-1}\) in the desintegration formula (2.6). For the general case see Theorem 6.1.7 in [MS01]. The second property is needed in order to use the SDE techniques below. Without Property (E3) the process cannot exist. Even in trivial cases the integral under consideration would be infinite. In the PhD-Thesis [Sch18] it is shown that under assumption (E4) the resulting process is Feller. This is advantageous in considering some of the properties. Whenever possible, we will not make use of this assumption.

**Definition 2.4.** Let \(E(x) \in GL(\mathbb{R}^d), x \in \mathbb{R}^d\), be an admissible exponent. We call \(\phi\) operator-stable-like Lévy measure with exponent \(E(x)\), if it admits the following representation with \(A \in B(\Gamma)\) and \(x \in \mathbb{R}^d\):

\[
\phi_x(A) := \phi(x, A) := \int_{S^{d-1}} \int_0^\infty 1_A(r^{E(x)} \theta) \frac{dr}{r^2} \sigma(d\theta) \tag{2.6}
\]

where \(\sigma\) is a finite measure on \(S^{d-1}\) ist. We use OSL Lévy measure as a shorthand.
Remark 2.5. (i) The OSL Lévy measure $\phi_x$ satisfies the following scaling property

$$\left(t^{E(x)}\phi_x\right)(A) = t\phi_x(A)$$

for $t > 0$ and $A \in B(\Gamma)$.

(ii) The measure $\phi_x$ is symmetric, that is, $\phi_x(A) = \phi_x(-A)$ for all $A \in B(\Gamma)$ and $x \in \mathbb{R}^d$, if and only if $\sigma$ is symmetric.

In context of integration with respect to those measures, we obtain:

Lemma 2.6. For all measurable $f : \Gamma \rightarrow \mathbb{R}_+$ it holds that:

$$\int_{\Gamma} f(y)\phi_x(dy) = \int_{S^{d-1}} \int_0^\infty f(r^{E(x)}\theta) \frac{dr}{r^2} \sigma(d\theta).$$

The lemma is proved by a standard monotone class argument. For the matrix exponential we obtain by the boundedness of the eigenvalues the following estimates which are essential for the remainder of the paper:

Proposition 2.7. If $E(x)$ is an admissible exponent, there exists a constant $C > 0$, such that

$$\|r^{E(x)}\| \leq Cr^a$$

for $0 < r < 1$. (2.9)

If $E(x)$ is even a bounded admissible exponent, there exists a constant $C > 0$, such that additionally

$$\|r^{E(x)}\| \leq Cr^b$$

for $r \geq 1$. (2.10)

Proof. Since $E(x)$ is symmetric, this follows directly from Theorem A.1 which can be found in the appendix.

By now, we have defined a state-space dependent family of Lévy measures $(\phi_x(\cdot))_{x \in \mathbb{R}^d}$. Subsequently, we will show that this family gives rise to a stochastic process. In search for SDEs having our class of processes as solutions, we use the SDE related to stable-like processes as a starting point (cf. Example 2.8). Let us consider the $d$-dimensional stochastic differential equation

$$X_t = X_0 + \int_0^t \int_{S^{d-1}} \int_0^1 r^{E(X_s-)}\theta \tilde{N}(ds, d\theta, dr) + \int_0^t \int_{S^{d-1}} \int_1^\infty r^{E(X_s-)}\theta N(ds, d\theta, dr)$$

(2.11)

where $E(x) \in GL(\mathbb{R}^d), x \in \mathbb{R}^d$, is an admissible exponent. Let $N$ denote a Poisson random measure on the product space $\mathbb{R}_+ \times S^{d-1} \times (0, \infty)$ which is adapted to the filtration $\mathcal{F}_t$ and having intensity measure $\lambda_1 \otimes \sigma \otimes \pi$. Here $\sigma$ is the finite measure on $S^{d-1}$ as in Definition 2.4 of the OSL Lévy measure and $\pi(dr) = r^{-2}dr$ on $(0, \infty)$. For the compensated Poisson random measure we write as usual $\tilde{N}$.

Example 2.8. Choose in (2.11) for $\sigma$ the uniform distribution $S^{d-1}$ and $E(x) = \frac{1}{\alpha(x)}id$ where $id$ is the identity matrix and $\alpha(x) \in C^1_b(\mathbb{R}^d)$ Lipschitz continuous with

$$0 < \inf_{x \in \mathbb{R}^d} \alpha(x) \leq \alpha(x) \leq \sup_{x \in \mathbb{R}^d} \alpha(x) < 2.$$

We then obtain the SDE representation of $\alpha$-stable-like processes (cf. Proposition 2.1 in Yan). Stable-like processes were first introduced by R. Bass in Bas.
In order to prove the following theorem we need an upper bound for the difference of two matrix exponentials (cf. Lemma A.5 in the appendix).

**Theorem 2.9.** For each $F_0$ measurable $X_0$ there exists a unique strong solution of the stochastic differential equation \((2.11)\). This solution is càdlàg and adapted.

**Proof.** Due to the interlacing arguments in Theorem 6.2.9 in [App09] it is enough to consider the ‘reduced’ SDE without big jumps

\[
M_t = M_0 + \int_0^t \int_{S^{d-1}} \int_0^1 r^{E(M_s)} \theta \tilde{N}(ds,d\theta,dr). \tag{2.12}
\]

In order to show existence and uniqueness of this SDE we have to verify the Lipschitz condition and linear growth. Hence, it is enough to show that there exist constants $C_1, C_2 > 0$ such that for all $x, y \in \mathbb{R}^d$

\[
\int_{S^{d-1}} \int_0^1 \|r^{E(x)} \theta - r^{E(y)} \theta\| \frac{dr}{r^2} \sigma(d\theta) \leq C_2 \|x - y\|^2. \tag{2.14}
\]

Linear growth follows from the estimate in Proposition 2.7 for $r \in (0,1)$ which yields the existence of a constant $C > 0$ such that

\[
\int_{S^{d-1}} \int_0^1 \|r^{E(x)} \theta\| \frac{dr}{r^2} \sigma(d\theta) \leq C \sigma(S^{d-1}) \int_0^1 r^{2a-2} dr = C_1 \leq C_1 (1 + \|x\|^2).
\]

Since the real parts of the eigenvalues of $E(x)$ are bounded from below by $a > \frac{1}{2}$, the integral is finite. Recall that we tacitly assume that the constant $\delta > 0$ in Lemma A.5 is chosen in a way that $a - \delta > \frac{1}{2}$ is satisfied. The Lipschitz condition is obtained as follows: For $\delta > 0$ there exist constants $C > 0$, such that

\[
\int_{S^{d-1}} \int_0^1 \|r^{E(x)} \theta - r^{E(y)} \theta\| \frac{dr}{r^2} \sigma(d\theta) \leq \int_{S^{d-1}} \int_0^1 \|r^{E(x)} - r^{E(y)}\|^2 \cdot \|\theta\|^2 \frac{dr}{r^2} \sigma(d\theta)
\]

\[
\leq C \sigma(S^{d-1}) \|x - y\|^2 \int_0^1 r^{2a-2\delta-2} dr
\]

\[
\leq C_2 \|x - y\|^2,
\]

since $a - \delta > \frac{1}{2}$. In particular, we have used (A.7) in order to obtain the second inequality.

**Remark 2.10.** (a) It can be easily shown that the solution of the SDE \((2.11)\) is a semimartingale. By the boundedness of the real parts of the eigenvectors,

\[
t \mapsto \int_0^t \int_{S^{d-1}} \int_0^1 r^{E(M_s)} \theta \tilde{N}(ds,d\theta,dr) \tag{2.15}
\]

is even an $(F_t)$-martingale in $L^2$.

(b) In the PhD-thesis [Sch18] it is shown that under the additional hypothesis (E4) the solution is a Feller process and that the test functions $C_c^\infty(\mathbb{R}^d)$ are contained in the domain of the generator of the process (cf. Satz 5.18 and Satz 5.24 in the thesis). Here, in order to be able to deal with a larger class of processes we use semimartingale techniques whenever possible.
Let us first show that the process is universal Markov, cf. Theorem 2.47 in [Sch09].

**Theorem 2.11.** The solution $X^x$ of the SDE (2.11) with starting point $x$ is a universal Markov process.

**Proof.** We consider the solution $M^x$ of the modified SDE (2.12). The extension to the general SDE is straightforward using interlacing. We have to show (MP3), that is, for all $u, t \geq 0, x \in \mathbb{R}^d$ and $B \in \mathcal{B}^d$ we have:

$$
\mathbb{P}^x(M_{u+t} \in B|F_u) = \mathbb{P}^{M_u}(M_t \in B) \quad \mathbb{P}^x \text{-f.s.}
$$

(2.16)

Let $x, y \in \mathbb{R}^d$ be fixed and $u \geq 0$ such that $M_u^y = x$. Then under $\mathbb{P}^y(\cdot|M_u = x)$ we have

$$
M_{u+t} = y + \int_0^{u+t} \int_{S^{d-1}} \int_0^1 r E(M_{s-}) \theta \tilde{N}(ds, d\theta, dr)
$$

$$
= y + \int_u^u \int_{S^{d-1}} \int_0^1 r E(M_{s-}) \theta \tilde{N}(ds, d\theta, dr) + \int_u^{u+t} \int_{S^{d-1}} \int_0^1 r E(M_{s-}) \theta \tilde{N}(ds, d\theta, dr)
$$

$$
= x + \int_u^{u+t} \int_{S^{d-1}} \int_0^1 r E(M_{s-}) \theta \tilde{N}(ds, d\theta, dr).
$$

By stationary increments of Lévy processes we obtain on the other hand under $\mathbb{P}^x$

$$
M_t = x + \int_0^t \int_{S^{d-1}} \int_0^1 r E(M_{s-}) \theta \tilde{N}(ds, d\theta, dr)
$$

$$
= x + \int_u^{u+t} \int_{S^{d-1}} \int_0^1 r E(M_{s-}) \theta \tilde{N}(ds, d\theta, dr)
$$

with solution $M_t^x$. Hence the result

$$
\mathbb{P}^y(M_{u+t} \in B|M_u = x) = \mathbb{P}^x(M_t \in B).
$$

The measurability (MP1) follows directly from the adaptedness of the solution (cf. Theorem 2.49) and (MP2) is obviously satisfied since the process starts almost surely in $x$.

By Theorem 3.33 in [CJS1], we obtain that the solution is an Itô process. There is a 1:1-correspondence between Lévy processes and their characteristic exponent. In [Sch09] it was shown that the probabilistic symbol can be used as a generalization of the characteristic exponent in the more general framework of Itô processes.

**Definition 2.12.** Let $X$ be an Itô process, which is conservative and normal, that is, $\mathbb{P}^x(X_0 = x) = 1$. Fix a starting point $x$ and define $\tau = \tau_k^x$ to be the first exit time from a compact neighborhood $K := K_x$ of $x$:

$$
\tau := \inf\{t \geq 0 : X_t^x \notin K\}.
$$

We call $p : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}$ given by

$$
p(x, \xi) := -\lim_{t \downarrow 0} \mathbb{E}^x e^{i(X_t^x - x) \cdot \xi} - 1
$$

(2.17)

the symbol of the process, if the limit exists and coincides for every choice of $K$.

**Theorem 2.13.** The solution process of (2.11) is an Itô process. Its symbol is:

$$
q(x, \xi) = \int_{S^{d-1}} \int_0^\infty \left(1 - e^{i(r E(x) \theta \xi)} + 1_{\{0 < r < 1\}}i(r E(x) \theta, \xi) \right) \frac{dr}{r^2} \sigma(d\theta).
$$

(2.18)
Proof. This follows directly by [Sch09] Theorem 5.7.

In the PhD-Thesis of D. Schulte, the following is shown in addition (c.f. [Sch18] Satz 5.24 and Satz 5.18). We cite this here, since it is of some interest in its own right.

**Theorem 2.14.** If $E(x)$ is a bounded admissible exponent, the solution of (2.11) is a rich Feller process, that is, a Feller process with the additional property that $C_c^\infty(\mathbb{R}^d) \subseteq D(A)$, where $D(A)$ denotes the (strong) domain of the generator $A$.

By a direct calculation or by using well known facts on the symbol, we obtain the generator of the process. Under the additional assumption $(E4)$, that is, in the Feller framework, it is the domain of the extended generator of $A$.

**Definition 2.15.** Let $X$ be a Markov process. A function $u \in B_b(\mathbb{R}^d)$ is said to belong to the domain of the extended generator of $X$, written as $u \in D(A_{ext})$, if there exists a $w \in (\mathcal{B}^d)^*$, the universally measurable functions, such that the process

$$M_t^{[u]} = u(X_t) - u(X_0) - \int_0^t w(X_s) \, ds$$

is well defined and a local martingale (see Section 2.1) for every $\mathbb{P}^x$. If we choose for every $u \in D(A_{ext})$ one $w$ with this property, we write $A_{ext}u := w$ and call $A_{ext}$ (a version of) the extended generator of $X$.

**Theorem 2.16.** The extended generator of the solution $X^x$ of the SDE (2.11) can be written (for $u \in C^2_b(\mathbb{R}^d)$):

$$Au(x) = \int_{S^{d-1}} \int_0^\infty \left( u(x + rE(x)\theta) - u(x) - 1_{\{0 < r < 1\}}(rE(x)\theta, \nabla u(x)) \right) \frac{dr}{r^2} \sigma(d\theta). \quad (2.19)$$

If $(E4)$ is satisfied, the generator of the Feller process $X^x$ has the same representation (for $u \in C^2_b(\mathbb{R}^d)$).

By now, we have only put restrictions on the exponent $E(x)$ and have allowed for arbitrary finite measures on the unit sphere $S^{d-1}$. However, the aim of the present article is to construct processes whose $x$-dependent Lévy triplet, that is, the differential characteristics, are of the form $(0, 0, \phi_x(\cdot))$. In other words we seek processes, whose symbol can be written by using the operator-stable-like Lévy measure $\phi_x$, that is,

$$q(x, \xi) = \int_{\Gamma} \left( 1 - e^{i(y, \xi)} + 1_{\{\|y\| < 1\}} i(y, \xi) \right) \phi_x(dy)$$

where $\Gamma$ denotes $\mathbb{R}^d \setminus \{0\}$. Recall Lemma 2.14 that is, for $f : \Gamma \to \mathbb{R}_+$ we obtain

$$\int_{\Gamma} f(y) \phi_x(dy) = \int_{S^{d-1}} \int_0^\infty f(rE(x)\theta) \frac{dr}{r^2} \sigma(d\theta). \quad (2.20)$$

Because of the indicator function in the integrand, generator and symbol can not be represented via the OSL Lévy measure. In order to obtain this we have to pose an additional condition on $\sigma$, namely that $\sigma$ is symmetric, that is, $\sigma(A) = \sigma(-A)$ for all $A \in \mathcal{B}(S^{d-1})$.

By this symmetry assumption we obtain the following result. The proof which uses (2.20) is standard and hence omitted.
Theorem 2.17. If $\sigma$ is symmetric on $\mathbb{S}^{d-1}$, the symbol (2.18) admits for $x, \xi \in \mathbb{R}^d$ the representation:

$$q(x, \xi) = \int_{\mathbb{S}^{d-1}} \int_0^\infty \left(1 - \cos((rE(x)\theta, \xi))\right) \frac{dr}{r^2} \sigma(d\theta) = \int_{\Gamma} (1 - \cos((y, \xi))) \phi_x(dy). \quad (2.21)$$

The symmetry of $\sigma$ is by Remark 2.5 equivalent to the symmetry of the OSL Lévy measure $\phi_x$.

Definition 2.18. Let $X = (X_t)_{t \geq 0}$ be a Markov semimartingale with symbol

$$q(x, \xi) = \int_{\Gamma} (1 - \cos((y, \xi))) \phi_x(dy), \quad x \in \mathbb{R}^d, \quad (2.22)$$

where $\phi_x(\cdot)$ is a symmetric operator-stable-like Lévy measure. We call $X$ operator-stable-like process, OSL process, for short.

We have thus constructed an Itô process having the $x$-dependent Lévy-triplet $(0, 0, \phi_x(\cdot))$. Recall that it is even a rich Feller process if the additional boundedness assumption (E4) is satisfied.

Proposition 2.19. The (extended) generator $A$ of an OSL process $X$ admits the representation

$$Au(x) = \int_{\Gamma} (u(x + y) - u(x)) \phi_x(dy) \quad (2.23)$$

for $u \in C^\infty_c(\mathbb{R}^d)$.

Example 2.20. Let us shortly come back to the $\alpha$-stable-like process of Example 2.8. Using $u = r^{1/\alpha(x)}$ the Lévy measure can be written as follows:

$$\phi_x(dy) = \int_{\mathbb{S}^{d-1}} \int_0^\infty 1_{dy}(u\theta) \frac{\alpha(x)}{u^{1+\alpha(x)}} du \sigma(d\theta).$$

Since $\sigma$ is the uniform distribution on $\mathbb{S}^{d-1}$, we obtain

$$\phi_x(dy) = \frac{C_{\alpha(x)}}{\|y\|^{d+\alpha(x)}} dy.$$

The constant $C_{\alpha(x)} > 0$ is chosen such that

$$\|\xi\|^{\alpha(x)} = C_{\alpha(x)} \int_{\Gamma} (1 - \cos((y, \xi))) \frac{dy}{\|y\|^{d+\alpha(x)}}$$

holds, that is,

$$C_{\alpha(x)} = \frac{\alpha(x)^{2\alpha(x) - 1} \Gamma\left(\alpha(x) + \frac{d}{2}\right)}{\pi^{d/2} \Gamma\left(1 - \frac{\alpha(x)}{2}\right)}.$$ 

cf. Exercise 18.23 in [BF75]. The symbol of the stable-like process is hence

$$q(x, \xi) = \int_{\Gamma} (1 - \cos((y, \xi))) \phi_x(dy) = \|\xi\|^{\alpha(x)}.$$ 

In order to derive properties of the symbol, we need the following estimate where $a$ is the lower bound for the real parts of the eigenvectors of $E(x)$ (cf. (E3)):
Lemma 2.21. There is a constant $C > 0$, such that for all $x, \xi \in \mathbb{R}^d$ and $\theta \in \mathbb{S}^{d-1}$:
\[
\left| 1 - e^{i(r E(x) \theta, \xi)} + i(r E(x) \theta, \xi) 1_{\{0 < r < 1\}} \right| \leq C \left( 1 + \|\xi\|^2 \right) (1 \wedge r^{2a}).
\]
(2.24)

Additionally we have
\[
\int_0^\infty (1 \wedge r^{2a}) \frac{dr}{r^2} < \infty.
\]
(2.25)

Proof. Observe that
\[
\left| 1 - e^{i(r E(x) \theta, \xi)} + i(r E(x) \theta, \xi) 1_{\{0 < r < 1\}} \right|
\leq \left| \left( 1 - e^{i(r E(x) \theta, \xi)} \right) 1_{\{r \geq 1\}} \right| + \left| \left( 1 - e^{i(r E(x) \theta, \xi)} + i(r E(x) \theta, \xi) \right) 1_{\{0 < r < 1\}} \right|
\leq 2 \cdot 1_{\{r \geq 1\}} + \left( r E(x) \theta \right)^2 1_{\{0 < r < 1\}}
\leq 2 \cdot 1_{\{r \geq 1\}} + ||r E(x) \theta||^2 ||\xi||^2 1_{\{0 < r < 1\}}
\leq 2 \cdot 1_{\{r \geq 1\}} + (Cr^{2a} ||\xi||^2)^2 1_{\{0 < r < 1\}}
\leq C \left( 1 + ||\xi||^2 \right) (1 \wedge r^{2a}),
\]

where we have used a Taylor expansion in the second summand, Cauchy-Schwarz inequality and the first inequality in Proposition 2.7. Since $a > 1/2$, (2.24) follows. \qed

Subsequently we analyze properties of the symbol. These will help us to derive properties of the process.

Theorem 2.22. The symbol $q(x, \xi)$ of an OSL process has the following properties:

(i) For all $x \in \mathbb{R}^d$ we have $q(x, 0) = 0$;

(ii) The symbol is bounded, that is, there exists a constant $C > 0$ such that
\[
\sup_{x \in \mathbb{R}^d} |q(x, \xi)| \leq C \left( 1 + ||\xi||^2 \right) \quad \text{for all } \xi \in \mathbb{R}^d;
\]

(iii) $x \mapsto q(x, \xi)$ is continuous for all $\xi \in \mathbb{R}^d$;

(iv) The symbol $q(x, \cdot)$ is symmetric in $\xi$ for all $x \in \mathbb{R}^d$.

(v) The symbol satisfies the so called sector condition, that is, there exists a constant $C > 0$ with
\[
|\text{Im } q(x, \xi)| \leq C |\text{Re } q(x, \xi)| \quad \text{for all } x, \xi \in \mathbb{R}^d.
\]
(2.26)

Proof. Property (i) is obvious, since we only consider conservative processes.

Ad property (ii): By Lemma 2.21 we obtain
\[
|q(x, \xi)| \leq \int_{S^{d-1}} \int_0^\infty \left| e^{i(r E(x) \theta, \xi)} - 1 - i(r E(x) \theta, \xi) 1_{\{0 < r < 1\}} \right| \frac{dr}{r^2} \sigma(d\theta)
\leq \int_{S^{d-1}} \int_0^\infty C \left( 1 + ||\xi||^2 \right) (1 \wedge r^{2a}) \frac{dr}{r^2} \sigma(d\theta)
\]

...
\[ \leq C \left( 1 + \| \xi \|^2 \right). \]

Ad property (iii): This follows from Theorem 2.30 in [BSW13], since continuity of \( x \mapsto q(x,0) \) it equivalent to continuity of \( x \mapsto q(x,\xi) \) for all \( \xi \in \mathbb{R}^d \). Properties (iv) and (v) hold by the fact that the symbol is real valued.

The following scaling property of the symbol of an OSL process is essential for analyzing many of its properties.

**Theorem 2.23.** The symbol \( q(x,\xi) \) admits the following scaling property in the second argument for all \( t > 0 \)

\[ q(x,t^{E(x)}\xi) = tq(x,\xi). \]

**Proof.** By the symmetry of the exponent and the scaling property of the Lévy measure \( \phi_x(t^{-E(x)}A) = t\phi_x(A) \) for \( t > 0 \) for \( A \in \mathcal{B}(\Gamma) \), cf. Remark 2.5:

\[
q(x,t^{E(x)}\xi) = \int_{\Gamma} \left( 1 - \cos(\langle y,t^{E(x)}\xi \rangle) \right) \phi_x(dy) \\
= \int_{\Gamma} \left( 1 - \cos(\langle t^{E(x)}\xi,\xi \rangle) \right) \phi_x(dy) \\
= \int_{\Gamma} \left( 1 - \cos(\langle y,\xi \rangle) \right) \left(t^{E(x)}\phi_x \right)(dy) \\
= \int_{\Gamma} \left( 1 - \cos(\langle y,\xi \rangle) \right) t\phi_x(dy) \\
= tq(x,\xi).
\]

By the scaling property we get sharper bounds for the symbol.

**Theorem 2.24.** Let \( K \) be a compact set \( \mathbb{R}^d \) and \( q(x,\xi) \) be the symbol of an OSL process. In this case, there exist constants \( C_1, C_2, C_3, C_4 > 0 \), such that

(i) for all \( x, \xi \in \mathbb{R}^d \):

\[
|q(x,\xi)| \leq \begin{cases} 
C_1 \| \xi \|^{1/\Lambda(x)} & \text{for } \| \xi \| \leq 1, \\
C_2 \| \xi \|^{1/\Lambda(x)} & \text{for } \| \xi \| \geq 1;
\end{cases} \tag{2.28}
\]

(ii) for all \( x \in K \) and every \( \xi \in \mathbb{R}^d \):

\[
|q(x,\xi)| \geq \begin{cases} 
C_3 \| \xi \|^{1/\Lambda(x)} & \text{for } \| \xi \| \leq 1, \\
C_4 \| \xi \|^{1/\Lambda(x)} & \text{for } \| \xi \| \geq 1.
\end{cases} \tag{2.29}
\]

**Proof.** The case \( \xi = 0 \) is because of \( q(x,0) = 0 \) trivially satisfied. For \( \xi \in \Gamma \) we use the representation via generalized polar coordinates:

\[
\xi = \tau_x(\xi)^{E(x)}l_x(\xi),
\]

where \( \tau_x(\xi) > 0 \) and \( l_x(\xi) \in \mathbb{S}^{d-1} \). By the scaling property of the symbol

\[
q(x,\xi) = q(x,\tau_x(\xi)^{E(x)}l_x(\xi)) = \tau_x(\xi)q(x,l_x(\xi)). \tag{2.30}
\]
We first prove the upper bound. By the boundedness of the symbol (cf. Theorem 2.22) there exists a constant $C > 0$ such that

$$|q(x,\xi)| \leq C \left(1 + \|\xi\|^2\right) \quad \text{for all } x, \xi \in \mathbb{R}^d.$$ 

Hence, we derive for $\|\xi\| \leq 1$ by (2.30) and the estimate for $\tau_x(\xi)$ in Lemma A.3 (i):

$$|q(x,\xi)| = \tau_x(\xi)|q(x,l_x(\xi))| \leq \tau_x(\xi)C \left(1 + \|l_x(\xi)\|^2\right) = 2C\tau_x(\xi) \leq C \|\xi\|^{1/\Lambda(x)}.$$

The case $\|\xi\| \geq 1$ follows analogously by Lemma A.3 (ii). For the lower bound we make use of the fact that the symbol $q(.,.)$ is continuous and positive on the compact set $K \times S^{d-1}$. Hence, there exists a constant $C > 0$ such that for all $x \in K$ and $l_x(\xi) \in S^{d-1}$:

$$|q(x,l_x(\xi))| \geq C > 0.$$ 

By the representation (2.30) for the symbol and the lower bound for the growth of the radial component $\tau_x(\xi)$ (cf. Lemma A.3) the claim follows.

Using the boundedness assumptions (E3) and (E4) of Definition 2.2 we get weaker bounds having the advantage that they do not depend on $x$.

**Corollary 2.25.** Let $q(x,\xi)$ be the symbol of an OSL process. Let $K$ be a compact set in $\mathbb{R}^d$.

(i) There exists a constant $C_1$ such that for all $x, \xi \in \mathbb{R}^d$:

$$|q(x,\xi)| \leq C_1 \|\xi\|^{1/a} \quad \text{for } \|\xi\| \geq 1,$$

and if in addition (E4) holds, there exists a constant $C_2$ s.t. for all $x, \xi \in \mathbb{R}^d$:

$$|q(x,\xi)| \leq C_2 \|\xi\|^{1/b} \quad \text{for } \|\xi\| \leq 1.$$

(ii) There exists a constant $C_3$ s.t. for all $x \in K$ and all $\xi \in \mathbb{R}^d$:

$$|q(x,\xi)| \geq C_3 \|\xi\|^{1/a} \quad \text{for } \|\xi\| \leq 1,$$

and if in addition (E4) holds, there exists a constant $C_4$ s.t. for all $x \in K$ and all $\xi \in \mathbb{R}^d$:

$$|q(x,\xi)| \geq C_4 \|\xi\|^{1/b} \quad \text{for } \|\xi\| \geq 1.$$

**Remark 2.26.** Let us mention that, by (2.30), the symbol is because of

$$q(x,\xi) = \tau_x(\xi)q(x,l_x(\xi)), \quad x \in \mathbb{R}^d \text{ and } \xi \in \Gamma,$$

terribly determined by its values on $\mathbb{R}^d \times (S^{d-1} \cup \{0\})$, where $0$ denotes the zero vector on $\mathbb{R}^d$.

### 3 Properties of Operator-stable-like Processes

In the present section we analyze path properties and moment estimates of the new class of processes introduced in Section 2, that is Itô processes having symbol

$$q(x,\xi) = \int_{\Gamma} (1 - \cos(\langle y, \xi \rangle)) \phi_x(dy), \quad x \in \mathbb{R}^d,$$
where $\phi(x)\cdot$ is a symmetric operator-stable-like Lévy measure. As before, $E(x)$ is symmetric, Lipschitz continuous and for the real parts of the eigenvalues we have:

$$\frac{1}{2} < a \leq \lambda(x) \quad \text{for all } x \in \mathbb{R}^d$$

with constant $a > 1/2$. Sometimes we will have to demand in addition

$$\Lambda(x) \leq b < \infty \quad \text{for all } x \in \mathbb{R}^d$$

with constant $b \in \mathbb{R}_+$. Whenever possible, we will work in the more general and hence more flexible framework only demanding (E1) - (E3). Subsequently, we consider maximal inequalities, existence of moments, limits at zero and infinity as well as $p$-variation. Compare in this context Chapter 5 of [BSW13].

### 3.1 Maximal inequalities

For every $x \in \mathbb{R}^d$ and $R > 0$ we denote the first exit time $T$ of the process $X = (X_t)_{t \geq 0}$ from the ball $B_R(x)$ by $T := T_R^x := \inf\{t > 0 : \|X_t - x\| > R\}$. This exit time is closely related to the supremum of the norm of the process via

$$\{ T < t \} \subset \{ \sup_{s \leq t} \| X_s - x \| > R \} \subset \{ T \leq t \} \subset \{ \sup_{s \leq t} \| X_s - x \| \geq R \} \quad (3.1)$$

We will make use of the following general result (c.f. [Schh], Proposition 3.10) , which we recall for the readers’ convenience.

**Theorem 3.1.** Let $X$ be an Itô process with continuous differential characteristics; in case of the measure $N$ this is meant in the sense that the function $n := \int_{y \neq 0} (1 \land \|y\|^2) \, N(dy)$ is continuous.

Then, there exists a constant $C > 0$ (only depending on the dimension) such that

$$\mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > R \right) \leq \mathbb{P}^x (T \leq t) \leq C t \sup_{\|y - x\| \leq R} \sup_{\|\xi\| \leq 1/R} |q(y, \xi)| \quad (3.2)$$

for all $x \in \mathbb{R}^d$ and $R, t > 0$.

Analogously to the proof of Corollary 5.3 in [BSW13] we can derive the following:

**Corollary 3.2.** Let $X$ be an Itô process with continuous differential characteristics as above. Then:

$$\mathbb{E}^x(T) \geq \sup_{\|y - x\| \leq R} \sup_{\|\xi\| \leq 1/R} C \|q(y, \xi)\| \quad \text{for all } x \in \mathbb{R}^d \text{ and } R > 0$$

with constant $C > 0$ of (3.2).

For the case of OSL processes we obtain:

**Corollary 3.3.** Let $X$ be an OSL process. Then, there exists $C > 0$, such that

1. for all $x \in \mathbb{R}^d$, $t > 0$ and $0 < R \leq 1$:

$$\mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > R \right) \leq C t R^{-1/a}.$$
(ii) If (E4) is satisfied in addition, then there exists $C > 0$, such that for all $x \in \mathbb{R}^d$, $t > 0$ and $R > 1$:

$$\mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > R \right) \leq C t R^{-1/b}.$$  

The same upper bound holds for $\mathbb{P}^x (T \leq t)$.

Proof. We will make use of the upper bound in Corollary 2.25, that is, there exist $C_1, C_2 > 0$ such that $|q(x, \xi)| \leq \begin{cases} C_1 \| \xi \|^{1/a} & \text{for } \| \xi \| \geq 1 \\ C_2 \| \xi \|^{1/b} & \text{for } \| \xi \| \leq 1 \end{cases}$ for all $x \in \mathbb{R}^d$. Set $\hat{C} := \max\{C_1, C_2\}$. Here, and in the remainder of the proof, we only consider $b$ in the case where (E4) is satisfied. We obtain for all $x \in \mathbb{R}^d$ and $R > 0$:

$$\sup_{\| x - y \| \leq R} \sup_{\| \xi \| \leq 1/R} |q(y, \xi)| \leq \sup_{\| \xi \| \leq 1/R} \begin{cases} \hat{C} \| \xi \|^{1/a} & \text{for } \| \xi \| \geq 1 \\ \hat{C} \| \xi \|^{1/b} & \text{for } \| \xi \| \leq 1 \end{cases} \quad \text{(**)}. \tag{3.4}$$

Let us now consider $R > 1$ and hence the supremum over $\| \xi \| \leq 1/R \leq 1$. Then

$$\mathbb{E}^x [T] = \sup_{\| \xi \| \leq 1/R} \hat{C} \| \xi \|^{1/b} = \hat{C} R^{-1/b}.$$  

for $0 < R \leq 1$ we obtain

$$\mathbb{E}^x [T] = \sup_{\| \xi \| \leq 1/R} \hat{C} \| \xi \|^{1/a} = \hat{C} R^{-1/a}.$$  

The claim follows by Theorem 3.1. \qed

Combining the previous three results, we obtain for the first exit time:

**Corollary 3.4.** Let $X$ be an OSL process. Then, there is a constant $C > 0$, such that for all $x \in \mathbb{R}^d$:

$$\mathbb{E}^x (T) \geq \begin{cases} C R^{1/a} & \text{for } R \leq 1 \\ C R^{1/b} & \text{for } R \geq 1 \end{cases} \tag{3.5}$$

where the second inequality only holds, if (E4) is satisfied.

The following counterpart of Theorem 3.1 yields an upper bound for the tail probabilities of the first exit time. In order to make use of the following finer result, we demand (E4) and work in the Feller framework. Let us recall first Theorem 5.5 of [BSW13].

**Theorem 3.5.** Let $X$ be a Feller process with generator $(A, D(A))$, symbol $q(x, \xi)$ and $C_c^\infty (\mathbb{R}^d) \subset D(A)$. Then for all $x \in \mathbb{R}^d$ and $R, t > 0$:

$$\mathbb{P}^x (T \geq t) \leq C \left( t \sup_{\| \xi \| \leq 1/(Rk(x, R))} \inf_{\| y - x \| \leq R} \text{Re } q(y, \xi) \right)^{-1} \tag{3.6}$$

as well as

$$\mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| \leq R \right) \leq C \left( t \sup_{\| \xi \| \leq 1/(Rk(x, R))} \inf_{\| y - x \| \leq R} \text{Re } q(y, \xi) \right)^{-1} \tag{3.7}$$
with constant $C > 0$ and
\[
  k(x, R) := \inf \left\{ k \geq \left( \arccos \sqrt{2/3} \right)^{-1} : \inf_{\|\xi\| \leq 1/(kR)} \inf_{\|y-x\| \leq R} \Re q(y, \xi) \geq 2R \right\},
\] (3.7)

if $\Im q(x, \xi) \neq 0$, resp. $k(x, R) = \left( \arccos \sqrt{2/3} \right)^{-1}$, if $\Im q(x, \xi) \equiv 0$.

**Remark 3.6.** It can be shown that, if the sector condition (2.26) is satisfied, the theorem above can be simplified. In this case, the constant $k(x, R)$ is bounded as follows:
\[
k(x, R) \leq \max \left\{ 2C, \left( \arccos \sqrt{2/3} \right)^{-1} \right\}.
\]

In addition one can derive an upper bound for the first exit time (c.f. Corollary 5.8 of [BSW13]).

**Corollary 3.7.** Under the assumptions of Theorem 3.5 we have for $x \in \mathbb{R}^d$ and $R > 0$
\[
  \mathbb{E}^x(T) \leq C \left( \sup_{\|\xi\| \leq 1/(Rk(x, R))} \inf_{\|y-x\| \leq R} \Re q(y, \xi) \right)^{-1}
\]

with constant $C > 0$ and $k(x, R)$ of the previous theorem.

The previous Theorem can be used in particular on real valued symbols satisfying locally the estimate $|q(x, \xi)| \geq C\|\xi\|^\alpha$ with $\alpha \in (0, 2)$ and a constant $C > 0$, hence for OSL processes satisfying (E4):

**Corollary 3.8.** Let $X$ be an OSL process satisfying (E4). Then, there exist $C_1, C_2 > 0$, such that

(i) for all $x \in \mathbb{R}^d$, $t > 0$ and $R \geq \frac{1}{k_0}$:
\[
  \mathbb{P}^x \left( \sup_{s \leq t} \|X_s - x\| \leq R \right) \leq \frac{C_1}{t} R^{1/a};
\]

(ii) for all $x \in \mathbb{R}^d$, $t > 0$ and $0 < R \leq \frac{1}{k_0}$:
\[
  \mathbb{P}^x \left( \sup_{s \leq t} \|X_s - x\| \leq R \right) \leq \frac{C_2}{t} R^{1/b},
\]

where $k_0 = \left( \arccos \sqrt{2/3} \right)^{-1}$. The same estimates hold for $\mathbb{P}^x (T \geq t)$.

**Proof.** The proof is similar to Corollary 3.3. However, here we use 3.5 and bound the symbol from below.

Since the symbol of the OSL process is real valued, the constant in Theorem 3.5 is
\[
k_0 := k(x, R) = \left( \arccos \sqrt{2/3} \right)^{-1}.
\]

By Corollary 3.2 there exist constants $C_3, C_4 > 0$, such that for all $x \in K \subset \mathbb{R}^d$ ($K$ compact set) and all $\xi \in \mathbb{R}^d$:
\[
  |q(x, \xi)| \geq \begin{cases} C_3\|\xi\|^{1/a} & \text{for } \|\xi\| \leq 1, \\ C_4\|\xi\|^{1/b} & \text{for } \|\xi\| \geq 1. \end{cases}
\]
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Now let \( \tilde{C} = C_3 \land C_4 \). Then for all \( R > 0 \):
\[
\sup_{\|\xi\| \leq 1/(Rk_0)} \inf_{\|y-x\| \leq R} q(y, \xi) \geq \sup_{\|\xi\| \leq 1/(Rk_0)} \left\{ \tilde{C} \|\xi\|^{1/a} \quad \text{for } \|\xi\| \leq 1, \right. \\
\left. \tilde{C} \|\xi\|^{1/b} \quad \text{for } \|\xi\| \geq 1. \right\}
\]
Let us first consider \( R \geq \frac{1}{k_0} \), hence \( \frac{1}{Rk_0} \leq 1 \). This lower bound yields with Theorem 3.5:
\[
P_x \left( \sup_{s \leq t} \|X_s - x\| \leq R \right) \leq C \left( t \sup_{\|\xi\| \leq 1/(Rk_0)} \tilde{C} \|\xi\|^{1/a} \right)^{-1} \\
= C \left( t\tilde{C}(Rk_0)^{-1/a} \right)^{-1} \\
= \frac{C_1}{t} R^{1/a}
\]
and hence the result.

The case \( 0 < R \leq \frac{1}{k_0} \) works analogously, but we have to consider \( \frac{1}{Rk_0} \geq 1 \):
\[
P_x \left( \sup_{s \leq t} \|X_s - x\| \leq R \right) \leq C \left( t \sup_{\|\xi\| \leq 1/(Rk_0)} \tilde{C} \|\xi\|^{1/b} \right)^{-1} \\
= C \left( t\tilde{C}(Rk_0)^{-1/b} \right)^{-1} \\
= \frac{C_2}{t} R^{1/b}.
\]

By the same reasoning as 3.2 we obtain as well an upper bound for the expected value of the exit time.

**Corollary 3.9.** Let \( X \) be an OSL process satisfying \((E4)\). Then, there are constants \( C_1, C_2 > 0 \), such that for all \( x \in \mathbb{R}^d \):
\[
\mathbb{E}^x(T) \leq \begin{cases} 
C_1 \cdot R^{1/b} & \text{for } 0 < R \leq \frac{1}{k_0} \\
C_2 \cdot R^{1/a} & \text{for } R \geq \frac{1}{k_0} 
\end{cases}
\]
with \( k_0 = \left( \arccos \frac{\sqrt{2/3}}{3} \right)^{-1} \).

### 3.2 Moments

By the maximal inequality from above we derive the existence of moments of the maximal process. In the present subsection we always have to assume that \((E4)\) holds.

**Theorem 3.10.** Let \( X \) be an OSL process satisfying \((E4)\). For all \( 0 < p < \frac{1}{b} \) we obtain:
\[
\mathbb{E}^x \left( \left( \sup_{s \leq t} \|X_s - x\| \right)^p \right) < \infty.
\]
Proof. The proof goes along the same lines as the proof of Theorem 6.8 in [Sch09]. By a well-known
formula for the expected value of positive random variables, we obtain for $0 < p < \frac{1}{b}$
\[
\mathbb{E}^x \left( \left( \sup_{s \leq t} \| X_s - x \| \right)^p \right) = p \int_0^\infty y^{p-1} \cdot \mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > y \right) dy
\]
\[
= p \int_1^1 y^{p-1} \cdot \mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > y \right) dy + p \int_1^\infty y^{p-1} \cdot \mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > y \right) dy
\]
\[
\leq p \int_0^1 y^{p-1} dy + p \int_1^\infty y^{p-1} \cdot \mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > y \right) dy
\]
\[
\leq 1 + p \cdot C \cdot t \int_1^\infty y^{p-1} \cdot \frac{1}{yp} dy < \infty
\]
with a constant $C > 0$. The last estimate follows from Corollary 3.3.

Now we consider asymptotic bounds of fractional moments of the OSL processes, that is, we
consider the short- and long-time behaviour of
\[
\mathbb{E}^x \left( \sup_{s \leq t} \| X_s - x \| \right)^p \quad \text{for } p > 0.
\]
For $t \in (0, 1)$ we cannot hope for a better result than
\[
\mathbb{E}^x \left( \sup_{s \leq t} \| X_s - x \| \right)^p \leq Ct
\]
with a constant $C > 0$. Otherwise by the Kolmogorov-Chentsov theorem the existence of a continuous modification would follow. The next proof follows an idea of [Kü].

**Theorem 3.11.** Let $X$ be an OSL process satisfying (E4). Then there exists a constant $C > 0$ such that for all $t \geq 1$ and $0 < p < \frac{1}{b}$:
\[
\mathbb{E}^x \left( \sup_{s \leq t} \| X_s - x \| \right)^p \leq Ct^b p.
\]

**Proof.** By Corollary 3.3 for all $t \geq 1$ and $0 < p < \frac{1}{b}$:
\[
\mathbb{E}^x \left( \sup_{s \leq t} \| X_s - x \| \right)^p = \int_0^\infty \mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > y^{1/p} \right) dy
\]
\[
\leq \int_0^{t^b p} 1 \cdot dy + \int_{t^b p}^\infty \mathbb{P}^x \left( \sup_{s \leq t} \| X_s - x \| > y^{1/p} \right) dy
\]
\[
= \int_0^{t^b p} 1 \cdot dy + C_1 \cdot t \cdot \int_{t^b p}^\infty \frac{1}{yp} dy
\]
\[
= t^b p + C_2 \cdot t \cdot \frac{1}{t^{bp-1}} = Ct^b p
\]
with constants $C, C_1, C_2 > 0$. □

The analogous result for the short time behaviour reads:
**Theorem 3.12.** Let $X$ be an OSL process satisfying $(E_4)$. Then there exists a constant $C > 0$, such that for all $t \in (0, 1)$ and $0 < p < \frac{1}{\gamma}$:

$$
\mathbb{E}^x \left( \sup_{s \leq t} \|X_s - x\|^p \right) \leq C (t^{\alpha p} + t).
$$

**Proof.** By 3.3 for all $t \in (0, 1)$ and $0 < p < \frac{1}{\beta}$:

$$
\mathbb{E}^x \left( \sup_{s \leq t} \|X_s - x\|^p \right) = \int_0^\infty \mathbb{P}^x \left( \sup_{s \leq t} \|X_s - x\| > y^{1/p} \right) dy
\leq \int_0^{t^{\alpha p}} 1 dy + \int_{t^{\alpha p}}^1 \mathbb{P}^x \left( \sup_{s \leq t} \|X_s - x\| > y^{1/p} \right) dy
+ \int_1^\infty \mathbb{P}^x \left( \sup_{s \leq t} \|X_s - x\| > y^{1/p} \right) dy
\leq t^{\alpha p} + C_1 \cdot t \cdot \int_{t^{\alpha p}}^1 y^{-1/\gamma} dy + C_2 \cdot t \cdot \int_1^\infty y^{-1/\gamma} dy
= t^{\alpha p} + C_1 t (1 - t^{\alpha p-1}) - C_2 t
= C (t^{\alpha p} + t).
$$

Recall that $0 < \alpha p < 1$ and $b p < 1$.

### 3.3 Asymptotic Properties

In what follows we would like to derive local and global growth properties for the paths of OSL processes. We show for which $\gamma > 0$

$$
\lim_{t \to 0} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} \quad \text{or} \quad \lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}}
$$

is finite or infinite under $\mathbb{P}^x$ for $t \to 0$ respectively $t \to \infty$. Let us first deal with local properties, that is, growth at zero. To this end we use the generalized Blumenthal-Getoor indices (cf. Definition 5.13 in [BSW13] and Definition 3.8 in [Schb]).

**Definition 3.13.** Let $q(x, \xi)$ be a negative definite symbol. Then the generalized Blumenthal-Getoor indices at infinity are

$$
\beta^\infty := \inf \left\{ \gamma > 0 : \lim_{\|\xi\| \to \infty} \frac{\sup_{\|\eta\| \leq \|\xi\|} \sup_{\|y-x\| \leq 1/\|\xi\|} |q(y, \eta)|}{\|\xi\|^\gamma} = 0 \right\},
$$

$$
\beta^- \infty := \inf \left\{ \gamma > 0 : \lim_{\|\xi\| \to \infty} \frac{\sup_{\|\eta\| \leq \|\xi\|} \sup_{\|y-x\| \leq 1/\|\xi\|} |q(y, \eta)|}{\|\xi\|^\gamma} = 0 \right\},
$$

$$
\delta^\infty := \sup \left\{ \gamma > 0 : \lim_{\|\xi\| \to \infty} \frac{\inf_{\|\eta\| \geq \|\xi\|} \inf_{\|y-x\| \leq 1/\|\xi\|} \Re q(y, \eta)}{\|\xi\|^\gamma} = \infty \right\},
$$

$$
\delta^- \infty := \sup \left\{ \gamma > 0 : \lim_{\|\xi\| \to \infty} \frac{\inf_{\|\eta\| \geq \|\xi\|} \inf_{\|y-x\| \leq 1/\|\xi\|} \Re q(y, \eta)}{\|\xi\|^\gamma} = \infty \right\}.
$$

Between the indices the following inequalities hold

$$
0 \leq \delta^- \infty \leq \beta^\infty \leq \beta^- \infty \leq 2 \quad \text{and} \quad 0 \leq \delta^\infty \leq \delta^- \infty \leq \beta^\infty \leq 2.
$$

Indices of stable-like processes have been investigated in Example 5.5 of [Scha].
Example 3.14. For the symbol of a stable-like process \( q(x, \xi) = \|\xi\|^{\alpha(x)} \) the indices are:

\[ \delta_{\infty}^x = \beta_{\infty}^x = \beta_{\infty}^x = \alpha(x). \]

In general the indices are not equal. Using the indices at infinity one can derive the short-time behavior of path of Feller processes. This usually depends on the starting point \( x \).

**Theorem 3.15.** Let \( X \) be an Itô process with symbol \( q(x, \xi) \). Then it holds \( \mathbb{P}^x \)-a.s.

\[
\begin{align*}
\lim_{t \to 0} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} &= 0 \quad \text{for all } \gamma > \beta_{\infty}^x, \\
\lim_{t \to 0} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} &= 0 \quad \text{for all } \gamma > \beta_{\infty}^x
\end{align*}
\] (3.10) (3.11)

and if the sector condition \( (2.26) \) is satisfied,

\[
\begin{align*}
\lim_{t \to 0} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} &= \infty \quad \text{for all } \gamma < \delta_{\infty}^x, \\
\lim_{t \to 0} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} &= \infty \quad \text{for all } \gamma < \delta_{\infty}^x.
\end{align*}
\] (3.12) (3.13)

**Proposition 3.16.** The OSL process admits the indices

\[ \beta_{\infty}^x = \beta_{\infty}^x = \frac{1}{\lambda(x)} \quad \text{and} \quad \delta_{\infty}^x = \delta_{\infty}^x = \frac{1}{\Lambda(x)}. \]

**Proof.** Let us first derive \( \beta_{\infty}^x \):

Because of Theorem \( 2.24 \) there exists a constant \( C > 0 \), such that for all \( y, \eta \in \mathbb{R}^d \) with \( \|\eta\| \geq 1 \):

\[ |q(y, \eta)| \leq C \|\eta\|^{1/\lambda(y)}. \]

Furthermore,

\[ C \sup_{\|\eta\| \leq \|\xi\|} \sup_{\|y-x\| \leq \|\xi\|} \|\eta\|^{1/\lambda(y)} = C \sup_{\|y-x\| \leq \|\xi\|} \|\xi\|^{1/\lambda(y)}. \]

By the Lipschitz continuity of \( E(x) \) the eigenvalues are continuous, too. Hence,

\[ \lim_{n \to \infty} \sup_{\|y-x\| \leq 1/n} \|\xi\|^{1/\lambda(y)} = \lim_{\|y\| \to \|x\|} \|\xi\|^{1/\lambda(y)} = \|\xi\|^{1/\lambda(x)}. \]

We arrive at

\[ \beta_{\infty}^x = \inf \left\{ \gamma > 0 : \lim_{\|\xi\| \to \infty} \sup_{\|\eta\| \leq \|\xi\|} \sup_{\|y-x\| \leq \|\xi\|} \frac{|q(y, \eta)|}{\|\xi\|^\gamma} = 0 \right\} = \frac{1}{\lambda(x)}. \]

Analogously for \( \delta_{\infty}^x \).

Now we come to \( \beta_{\infty}^x \): Since the sector condition holds, we can replace Re \( q(\cdot, \cdot) \) by \( |q(\cdot, \cdot)| \) in the definition of the index under consideration. By Theorem \( 2.24 \) there exists a constant \( C > 0 \), such that for all \( \eta \in \mathbb{R}^d \) with \( \|\eta\| \geq 1 \) and all \( y \in K \), where \( K \subset \mathbb{R}^d \) is compact,

\[ |q(y, \eta)| \geq C \|\eta\|^{1/\lambda(y)}. \]
Furthermore,
\[ C \inf_{\|\eta\| \leq 1/\lambda} \|\eta\|^{1/\lambda} = C \inf_{\|y-x\| \leq 1/\lambda} \|\eta\|^{1/\lambda} \]
and by continuity of eigenvalues we obtain
\[ \lim_{n \to \infty} \inf_{\|y-x\| \leq 1/n} \|\eta\|^{1/\lambda} = \|\xi\|^{1/\lambda}. \]

Summing up
\[ \delta_\infty^x := \sup \left\{ \gamma > 0 : \lim_{\|\xi\| \to \infty} \inf_{\|\eta\| \leq \|\xi\|} \|\eta\|^{1/\lambda} \right\} = \frac{1}{\Lambda(x)}. \]

Analogously for \( \delta_\infty^\eta \).

The short-time behavior can be derived by Theorem 3.15. Since we are dealing with a local property, the boundedness assumption (E4) is not needed. However, compare Corollary 3.22. Even if we proved that this result remains true for the unbounded case, the infimum would be zero and the result would no longer be useful.

**Corollary 3.17.** Let \( X \) be an OSL process. It holds \( \mathbb{P}^x \)-a.s.:
\[
\lim_{t \to 0} \frac{\sup_{s \leq t} \|X_s - x\|}{t^{1/\gamma}} = 0 \quad \text{for all } \gamma > \frac{1}{\lambda(x)},
\]
\[
\lim_{t \to 0} \frac{\sup_{s \leq t} \|X_s - x\|}{t^{1/\gamma}} = \infty \quad \text{for all } \gamma < \frac{1}{\lambda(x)}.
\]

In order to analyze the long-time behavior of the paths we consider the indices at zero (cf. Definition 5.17 in [BSW13] and [Schb] Definition 3.8). Here, we assume (E4), therefore, the processes we are dealing with are Feller.

**Definition 3.18.** Let \( q(x, \xi) \) be a negative definite symbol with bounded coefficients, that is, \( \sup_{x \in \mathbb{R}^d} |q(x, \xi)| \leq C \left( 1 + \|\xi\|^2 \right) \) with constant \( C > 0 \). The generalized Blumenthal-Getoor indices (at zero) are
\[
\beta_0 := \sup \left\{ \gamma \geq 0 : \lim_{\|\xi\| \to 0} \sup_{x \in \mathbb{R}^d} \sup_{\|\eta\| \leq \|\xi\|} \|q(x, \eta)\|^{1/\gamma} = 0 \right\},
\]
\[
\beta_\infty := \sup \left\{ \gamma \geq 0 : \lim_{\|\xi\| \to 0} \sup_{x \in \mathbb{R}^d} \sup_{\|\eta\| \leq \|\xi\|} \|q(x, \eta)\|^{1/\gamma} = 0 \right\},
\]
\[
\delta_0 := \inf \left\{ \gamma \geq 0 : \lim_{\|\xi\| \to 0} \inf_{x \in \mathbb{R}^d} \inf_{\|\eta\| \geq \|\xi\|} \Re q(x, \eta) \|q(x, \eta)\|^{1/\gamma} = \infty \right\},
\]
\[
\delta_\infty := \inf \left\{ \gamma \geq 0 : \lim_{\|\xi\| \to 0} \inf_{x \in \mathbb{R}^d} \inf_{\|\eta\| \geq \|\xi\|} \Re q(x, \eta) \|q(x, \eta)\|^{1/\gamma} = \infty \right\}.
\]

It is easily derived that
\[ 0 \leq \beta_0 \leq \beta_\infty \leq \delta_0 \leq 2 \quad \text{and} \quad 0 \leq \delta_0 \leq \delta_\infty \leq \delta_0 \leq 2. \]

**Example 3.19.** (a) For the stable-like process we obtain
\[ \beta_0 = \beta_\infty = \inf_{x \in \mathbb{R}^d} \alpha(x) \quad \text{and} \quad \delta_0 = \delta_\infty = \sup_{x \in \mathbb{R}^d} \alpha(x). \]
(b) For the $\alpha$-stable Lévy process all indices at infinity and zero are $\alpha$.

**Theorem 3.20.** Let $X$ be a Feller process with symbol $q(x, \xi)$, having bounded coefficients. Then we obtain $\mathbb{P}^x$-a.s.

$$\lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} = 0 \quad \text{for all } \gamma < \beta_0,$$

$$\lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} = 0 \quad \text{for all } \gamma < \beta_0.$$  

and if the sector condition $(2.26)$ is satisfied,

$$\lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} = \infty \quad \text{for all } \gamma > \delta_0,$$

$$\lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} = \infty \quad \text{for all } \gamma > \delta_0.$$  

**Proposition 3.21.** For the OSL process we derive

$$\beta_0 = \beta_0 = \inf_{x \in \mathbb{R}^d} \frac{1}{\Lambda(x)}.$$  

**Proof.** By Theorem 2.24 there is a constant $C > 0$ s.t.

$$|q(x, \eta)| \leq C \|\eta\|^{1/\Lambda(x)} \quad \text{for } x \in \mathbb{R}^d \text{ and } \|\eta\| \leq 1.$$  

Hence for small values of $\xi$ (i.e. $\|\xi\| \leq 1$)

$$\lim_{\|\xi\| \to 0} \sup_{x \in \mathbb{R}^d} \left[ \sup_{\|\eta\| \leq \|\xi\|} \frac{|q(x, \eta)|}{\|\xi\|^\gamma} \right] \leq \lim_{\|\xi\| \to 0} \sup_{x \in \mathbb{R}^d} \frac{\|\xi\|^{1/\Lambda(x)}}{\|\xi\|^\gamma} = \lim_{\|\xi\| \to 0} \frac{\|\xi\|^{\inf_{x \in \mathbb{R}^d} 1/\Lambda(x)}}{\|\xi\|^\gamma} = 0,$$

if $\gamma < \inf_{x \in \mathbb{R}^d} 1/\Lambda(x)$, and hence the desires result. Analogously for $\beta_0$.  

**Corollary 3.22.** Let $X$ be an OSL process satisfying $(E4)$. It holds $\mathbb{P}^x$-a.s.

$$\lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} = 0 \quad \text{for all } \gamma < \inf_{x \in \mathbb{R}^d} \frac{1}{\Lambda(x)},$$

$$\lim_{t \to \infty} \sup_{s \leq t} \frac{\|X_s - x\|}{t^{1/\gamma}} = \infty \quad \text{for all } \gamma > \frac{1}{\alpha}.$$  

**Proof.** The first claim directly follows from 3.20 and the representation of the indices of the OSL process. In order to show the second property we follow the same lines as the proof of Theorem 5.16 in [BSW13]. For the maximal process we write a usual

$$(X - x)^*_t := \sup_{s \leq t} \|X_s - x\|.$$  

We assume $\gamma > \epsilon > \frac{1}{\alpha}$. By Corollary 3.8 it follows for all $t \geq 1$

$$\mathbb{P}^x \left( (X - x)^*_t \leq t^{1/\epsilon} \right) \leq \frac{C}{t^{\frac{1}{\alpha}}} = C t^{\frac{1}{\alpha} - 1}$$
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with a constant \( C > 0 \). We chose \( t = t_k = 2^k, k \in \mathbb{N} \), and sum up the respective probabilities. We obtain:

\[
\sum_{k=1}^{\infty} \mathbb{P}^x \left( (X - x)^*_t \leq t^{1/\epsilon} \right) \leq C \sum_{k=1}^{\infty} 2^k \left( \frac{1}{\epsilon} \right)^{k-1} < \infty,
\]

since \( \epsilon > \frac{1}{\alpha} \). By the Borel-Cantelli lemma:

\[
\mathbb{P}^x \left( \lim_{k \to \infty} \left\{ (X - x)^*_t > t^{1/\epsilon} \right\} \right) = 0
\]

and the result follows since we have chosen \( \epsilon > \frac{1}{\alpha} \).

#### 3.4 \( p \)-Variation

Fine properties of the the paths of the process can be derived in the general framework. The additional hypothesis (E4) is not needed.

**Definition 3.23.** For \( p \in (0, \infty) \) and a càdlàg function \( f : \mathbb{R}_+ \to \mathbb{R}^d \)

\[
V_p(f, t) := V_p(f, [0, t]) := \sup_{\pi_n} \sum_{i=1}^{n} \| f(t_j) - f(t_{j-1}) \|^p
\]

(3.18)

is called (strong) \( p \)-variation of \( f \) on \([0, t]\), where the supremum is taken over all partitions

\( \pi_n = (0 = t_0 < t_1 < \ldots < t_n = t) , n \in \mathbb{N} \).

We say that \( f \) is of finite \( p \)-variation, if \( V_p(f, t) < \infty \) for all \( t \geq 0 \).

A stochastic process \( X \) is called of finite \( p \)-variation, if almost all path are of finite \( p \)-variation.

We make use of the following general result on \( p \)-variation of strong Markov processes (cf. [Man]).

**Theorem 3.24.** Let \( X = (X_t)_{t \geq 0} \) be a strong Markov process. If there exist constants \( \alpha > 0, \beta > (3 - \epsilon)/(\epsilon - 1) \approx 0, 16395 \) and \( C, R_0 > 0 \), such that

\[
a(t, R) := \sup_{x \in \mathbb{R}^d} \sup_{s \leq t} \mathbb{P}^x (\| X_s - x \| \geq R) \leq Ct^\beta R^{-\alpha} \quad \text{for all } t > 0 \text{ and } R \in [0, R_0).
\]

Then it holds

\[
\mathbb{P}^x (V_p(X_t, t) < \infty) = 1 \quad \text{for all } p > \frac{\alpha}{\beta} \text{ and } x \in \mathbb{R}^d.
\]

**Proposition 3.25.** Let \( X \) be an OSL process. Then it holds:

\[
\mathbb{P}^x (V_p(X_t, t) < \infty) = 1 \quad \text{for all } p > \sup_{x \in \mathbb{R}^d} \frac{1}{\lambda(x)} \text{ and } x \in \mathbb{R}^d.
\]
Proof. For all \( t, R > 0 \)

\[
a(t, R) = \sup_{x \in \mathbb{R}^d} \sup_{s \leq t} \mathbb{P}^x(\|X_s - x\| \geq R) \leq \sup_{x \in \mathbb{R}^d} \mathbb{P}^x\left(\sup_{s \leq t} \|X_s - x\| \geq R\right).
\]

By Theorem 3.1 there exists a constant \( C > 0 \), such that for all \( R > 0, x \in \mathbb{R}^d \) and \( t > 0 \):

\[
\mathbb{P}^x\left(\sup_{s \leq t} \|X_s - x\| \geq R\right) \leq Ct \sup_{\|y - x\| \leq R} \sup_{\|\xi\| \leq 1/R} |q(y, \xi)|.
\]

For all \( p > \sup_{x \in \mathbb{R}^d} \beta^x_{\alpha} = \sup_{x \in \mathbb{R}^d} \frac{1}{\lambda(x)} \) there exists due to the representation of \( \beta^x_{\alpha} \) off an OSL process a constant \( R_0 > 0 \) with

\[
a(t, R) \leq Ct \sup_{x \in \mathbb{R}^d} \sup_{\|y - x\| \leq R} \sup_{\|\xi\| \leq 1/R} |q(y, \xi)| \leq \tilde{C}tR^{-p} \quad \text{for all } t > 0 \text{ and } R \in [0, R_0).
\]

for \( \alpha = \sup_{x \in \mathbb{R}^d} \frac{1}{\lambda(x)}, \beta = 1 \) and \( R_0 > 0 \). The claim follows by Theorem 3.2.
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Appendix: Matrix exponential, generalized polar coordinates and estimates

As described in the Introduction, the operator norm on $L(\mathbb{R}^d)$ is written as

$$\|A\| := \sup_{\|x\| = 1} \|Ax\| = \sup_{\|x\| \leq 1} \|Ax\|, \quad (A.1)$$

and the matrix exponential is defined by

$$r^A := \exp(A \ln r) = \sum_{k=0}^{\infty} \frac{A^k}{k!} (\ln r)^k \in L(\mathbb{R}^d), \quad (A.2)$$

furthermore in our considerations for every $x \in \mathbb{R}^d$, $E(x) \in L(\mathbb{R}^d)$ and

$$\lambda(x) := \min\{\Re \sigma(x) : \sigma(x) \text{ is eigenvalue of } E(x)\}$$

and

$$\Lambda(x) := \max\{\Re \sigma(x) : \sigma(x) \text{ is eigenvalue of } E(x)\}.$$

**Theorem A.1.** Let $E : \mathbb{R}^d \to L(\mathbb{R}^d)$ be symmetric. Then, there exists a constant $C > 0$, such that

$$\|r^E(x)\| \leq \begin{cases} Cr^\lambda(x) & \text{for } 0 < r < 1, \\ Cr^\Lambda(x) & \text{for } r \geq 1. \end{cases} \quad (A.3)$$

**Proof.** If $E(x)$ is symmetric, there exist orthogonal matrices $\mathbb{R}^d \ni x \mapsto O(x) \in GL(\mathbb{R}^d)$ and diagonal matrices $\mathbb{R}^d \ni x \mapsto D(x) \in GL(\mathbb{R}^d)$, such that

$$E(x) = O(x)D(x)O(x)^{-1}.$$

For $r > 0$ we get by well know facts on the matrix exponential

$$r^E(x) = O(x)r^D(x)O(x)^{-1}.$$

Hence by the sub-multiplicativity of the operator norm

$$\|r^E(x)\| \leq \|O(x)\|\|r^D(x)\|\|O(x)^{-1}\| = \|r^D(x)\|.$$ 

For diagonal matrices $D(x) := \text{diag}(a_1(x), \ldots, a_d(x))$

$$r^D(x) = \text{diag}(r^{a_1(x)}, \ldots, r^{a_d(x)}),$$

with the taxi norm $|\cdot|$ we get for $0 < r < 1$:

$$|r^D(x)| = \sum_{k=1}^{d} e^{a_k(x)} \leq dr^{\Lambda_D(x)}.$$

Since $D(x)$ and $E(x)$ have the same eigenvalues, the claim follows in this case. The second case is derived by $\max\{a_1(x), \ldots, a_d(x)\} = \Lambda_D(x)$ and $r \geq 1$ in an analogous way. In $\mathbb{R}^d$ resp. $L(\mathbb{R}^d)$ all norms are equivalent. Hence the estimate holds for operator norm with a different constant $C > 0$. \hfill \Box
Next we give a short overview on so called generalized polar coordinates (cf. [BMS] Section 2): Let $E(x) \in L(\mathbb{R}^d)$ with $\lambda(x) > 0$ for all $x \in \mathbb{R}^d$. By Lemma 6.1.5 in [MS01]

$$\|\xi\|_0 := \int_0^1 \|r^{E(x)}(\xi)\| \frac{dr}{r}, \quad x, \xi \in \mathbb{R}^d,$$

defines a norm $\|\cdot\|$ on $\mathbb{R}^d$ such that $\Psi : (0, \infty) \times S_0 \to \Gamma, \Psi(r, \theta) = r^{E(x)}\theta$ is a homeomorphism where $S_0 := \{\xi \in \mathbb{R}^d : \|\xi\|_0 = 1\}$. Since for every $\xi \in \Gamma$ and every $x \in \mathbb{R}^d$ the function $r \mapsto \|r^{E(x)}\xi\|$ is monotonically increasing, every $\xi \in \Gamma$ can be represented uniquely by

$$\xi = \tau_x(\xi)^{E(x)}l_x(\xi)$$

where $\tau_x(\xi) > 0$ is called radial component and $l_x(\xi) \in S_0$ direction. The pair

$$(\tau_x(\xi), l_x(\xi))$$

is called generalized polar coordinates of $\xi$ w.r.t. the matrix $E(x)$. The functions $\tau_x$ and $l_x$ are continuous. They have the properties

(i) $\tau_x(\xi) \to \infty$ for $\|\xi\| \to \infty$ and $\tau_x(\xi) \to 0$ for $\|\xi\| \to 0$;

(ii) $\tau_x(-\xi) = \tau_x(\xi)$ and $l_x(-\xi) = -l_x(\xi)$;

(iii) $\tau_x(r^{E(x)}\xi) = r\tau_x(\xi)$ and $l_x(r^{E(x)}\xi) = l_x(\xi)$ for all $r > 0$.

In addition $S_0 = \{\xi \in \mathbb{R}^d : \tau_x(\xi) = 1\}$ is a compact set.

**Remark A.2.** If $E(x)$ is symmetric, one can chose $\|\cdot\|_0 = \|\cdot\|$ s.t. $S_0 = S^{d-1}$.

The following lemma contains bounds for the growth rate of $\tau_x(\xi)$ which depend on the real part of the smallest eigenvalue of $E(x)$.

**Lemma A.3.** Let $E : \mathbb{R}^d \to L(\mathbb{R}^d)$ be symmetric. Then there exist constants $C_1, \ldots, C_4 > 0$, such that

(i) for all $\|\xi\| \leq 1$ or $\tau_x(\xi) \leq 1$ it holds

$$C_1\|\xi\|^{1/\lambda(x)} \leq \tau_x(\xi) \leq C_2\|\xi\|^{1/\lambda(x)};$$

(ii) for all $\|\xi\| \geq 1$ or $\tau_x(\xi) \geq 1$ it holds:

$$C_3\|\xi\|^{1/\lambda(x)} \leq \tau_x(\xi) \leq C_4\|\xi\|^{1/\lambda(x)}.$$

**Proof.** We only show the first two inequalities, the other to being proved analogously. By the Cauchy-Schwarz inequality an Theorem A.1 we obtain

$$\|\xi\| = \|\tau_x(\xi)^{E(x)}l_x(\xi)\| \leq \|\tau_x(\xi)^{E(x)}\| \cdot \|l_x(\xi)\| \leq C\tau_x(\xi)_{\lambda(x)}$$

for all $\tau_x(\xi) \leq 1$ and a constant $C > 0$. This yields

$$\tau_x(\xi) \geq C_1\|\xi\|^{1/\lambda(x)}$$

for $\tau_x(\xi) \leq 1$. Here, $\tau_x(\xi) \leq 1$ is by definition of the norm $\|\cdot\|_0 = \|\cdot\|$ (cf. Formula A.4) equivalent to $\|\xi\| \leq 1$.

For the upper bound, Theorem A.1 yields:

$$\|\tau_x(\xi)^{-E(x)}\| \leq C\tau_x(\xi)^{-\Lambda(x)}$$
with a constant $C > 0$. Furthermore, it holds $l_x(\xi) = \tau_x(\xi)^{-E(x)}\xi$ and hence it follows
\[
1 = \|l_x(\xi)\| \leq \|\tau_x(\xi)^{-E(x)}\| \cdot \|\xi\| \leq C\tau_x(\xi)^{-A(x)}\|\xi\|.
\]
Writing this in terms of $\tau_x(\xi)$ yields the result. □

In order to establish the subsequent lemma we need the following. (cf. formula (1.3) in [VL]).

**Lemma A.4.** For $A, B \in GL(\mathbb{R}^d)$ and $t \geq 0$ the following identity holds
\[
e^{(A+B)t} = e^{At} + \int_0^t e^{A(t-s)}Be^{(A+B)s} \, ds.
\]

**Lemma A.5.** Let $E(x)$ be an admissible exponent. For $\delta > 0$ there exists constants $C, \tilde{C} > 0$, such that for all $\eta \in (0, 1)$ and $x, y \in \mathbb{R}^d$:
\[
\|r^{E(x)} - r^{E(y)}\| \leq C\|E(x) - E(y)\| \cdot r^{a-\delta} \leq \tilde{C}\|x - y\| \cdot r^{a-\delta}.
\]

**Proof.** The second inequality directly follows from the Lipschitz property of the exponent. It remains to show the first one. We use Lemma A.4 with $A := -E(y), B := E(y) - E(x)$ and $t := -\ln(r) > 0$ for $r \in (0, 1)$. Hence,
\[
r^{E(x)} - r^{E(y)} = e^{(A+B)t} - e^{A t}
\]
\[
= \int_0^t e^{A(t-s)}Be^{(A+B)s} \, ds
\]
\[
= \int_0^{-\ln(r)} e^{(-E(y)(-\ln(r)-s)(E(y) - E(x))e^{-(E(x))s}ds
\]
\[
= \int_0^{-\ln(r)} e^{E(y)(\ln(r)+s)(E(y) - E(x))e^{-E(x)s} \, ds.
\]
This yields that
\[
\|r^{E(y)} - r^{E(x)}\| \leq \|E(y) - E(x)\| \int_0^{-\ln(r)} \|e^{E(y)(\ln(r)+s)}\| \cdot \|e^{-E(x)s}\| \, ds.
\]
By a change of variables $s = -\ln(v)$, this is equal to
\[
\int_r^1 \|e^{E(y)(\ln(r)-\ln(v))}\| \cdot \|e^{E(x)\ln(v)}\| \frac{1}{v} \, dv = \int_r^1 \left\|\left(\frac{r}{v}\right)^{E(y)}\right\| \cdot \left\|v^{E(x)}\right\| \frac{1}{v} \, dv.
\]
Since $v \leq 1$ and $r/v \leq 1$, the integral can be estimated by using Proposition 2.7 with constants $C_1, C_2 > 0$.
\[
C_1C_2 \int_r^1 \left(\frac{r}{v}\right)^a v^a \frac{1}{v} \, dv = C_1C_2 r^a \int_r^1 \frac{1}{v} \, dv
\]
\[
= C_1C_2 r^a (-\ln(r)) \leq C r^{a-\delta}
\]
Here, $r^\delta (-\ln(r))$ is bounded, since $\delta > 0$ and $r \in (0, 1)$. □

**Remark A.6.** In Sections 2 and 3 we tacitly assume that the constant $\delta > 0$ in Lemma A.5 is chosen in such a way that $a - \delta > \frac{1}{2}$ is satisfied.
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