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Abstract: Water pollution is a worldwide problem that needs to be solved urgently and has a significant impact on the efficiency of sustainable cities. The evaluation of water pollution is a Multiple Criteria Decision-Making (MCDM) problem and using a MCDM model can help control water pollution and protect human health. However, different evaluation methods may obtain different results. How to effectively coordinate them to obtain a consensus result is the main aim of this work. The purpose of this article is to develop an ensemble learning evaluation method based on the concept of water quality to help policy-makers better evaluate surface water quality. A valid application is conducted to illustrate the use of the model for the surface water quality evaluation problem, thus demonstrating the effectiveness and feasibility of the proposed model.
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1. Introduction

It has long been recognized that water pollution has negative impacts on human health and ecosystems [1]. Regarding human health, the most immediate and most severe impact is the lack of improved sanitation, associated with the lack of safe drinking water, which currently affects more than one third of the world’s population [2]. Water pollution is caused by industrial and anthropogenic activities, such as industrial accidents [3,4], urbanization [5,6] and natural phenomena like soil erosion [7,8]. Additional threats include, for example, exposure to pathogens or chemical toxicants via the food chain (e.g., as a result of irrigating plants with contaminated water and of the bioaccumulation of toxic chemicals by aquatic organisms, including seafood and fish) or during recreation (e.g., swimming in contaminated surface water) [9,10]. Serious water pollutants will cause different degrees of loss to industry. Therefore, the prevention and control of water pollution is a top priority in all of life and industry [11].

To effectively solve the problem of water pollution at several spatial scales, water quality modeling is of utmost relevance for evaluation. A Multiple Criteria Decision-Making (MCDM) model is developed in this case for evaluating water quality. The measurement of water quality is one way of comparing degrees of water pollution [12]. There have been several works devoted to evaluating water pollution. For example, Reference [13] used MCDM techniques to present different aspects of water pollution control and reported the results of a case study for developing a master plan for water resources pollution control in Isfahan Province in Iran. Reference [14] reported the application of fuzzy MCDM for ranking different types of industries based on water pollution potential in the State of Gujarat, India. Fuzzy analytic hierarchy process, as one of the most versatile MCDM methods, was used for managerial decision-making in complex surface water pollution situations with multiple
and varied measures [15]. An alternative evaluation index system was developed to establish the priorities of a range of water pollution alternatives using MCDM techniques [16].

However, existing methods may obtain different evaluation results in the same case, so it is difficult for policy-makers to decide which method to employ. In this circumstance, ensemble vote, as a kernel of ensemble learning, can represent a good assistant to solve the multi-MCDM model problem [17]. Ensemble learning can not only solve the problem of evaluation result non-conformity in water pollution, but also solve water pollution environmental management issues.

MCDM methods have been applied to a wide range of application areas. For instance, the Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) is used primarily in the manufacturing, industry, and government sectors. Analytic Hierarchy Process (AHP) is used for evaluating weight derivation and it is still the most popular method despite some criticism in recent years [18]. Meanwhile, the hybrid learning style was applied in research suggesting that an integrated TOPSIS model could be used to solve the truck selection problem of a land transportation company [19]. A novel conjunctive MCDM approach that combines AHP and TOPSIS was used to develop an innovation evaluation system for location selection [20]. Similarly, a hybrid ensemble approach was used in a suppliers’ selection problem, applying ensemble methods to obtain a better predictive performance than that achieved by an individual algorithm [21]. A novel hybrid ensemble learning paradigm integrating ensemble empirical mode decomposition was proposed for nuclear energy consumption forecasting, and empirical results demonstrated that the ensemble learning paradigm could outperform some forecasting models in both prediction and directional forecasting [22]. Furthermore, water quality is of great importance to our daily lives and is forecasted by using a multi-task multi-view learning method to blend multiple datasets from different domains [23]. The results of this evaluation are inconsistent between different models even under the same cases. Therefore, the proposed ensemble learning paradigm is used for the evaluation of water quality in this paper.

To address the aforementioned concerns, this paper proposes hybrid ensemble learning for a data-mining evaluation framework, which combines the TOPSIS [24], Grey Relational Analysis (GRA) [25], AHP [26], and Takagi-Sugeno (TS) fuzzy neural network [27,28].

The main objective of this work is to select and combine some algorithms of optimum configuration for an integration of multiple MCDM models in a framework based on multi-criteria evaluation. The main motivation is to evaluate water quality in six sites. Related work is discussed in Section 2. Section 3 proposes the frame and the methodology. The results and discussion are given in Section 4. The conclusions of this work are summarized in Section 5.

2. Related Work

Generally, most of the criteria required in MCDM cannot be evaluated accurately, since it is impossible to obtain precise data concerning the assessment of the decision makers. Moreover, some of the criteria are only evaluated subjectively, leading to incorrect results [29]. MCDM is widely used in many evaluation cases, and it is used in the evaluation of water quality in our research. Therefore, we focus on comparing water quality in different sites to compare the water pollution degree of different sites according to the required water criteria [30]. Water quality evaluation refers to the understanding of water quality conditions, which is a complex problem involving multiple disciplines. Many countries established relevant standards for different types of water systems. Water quality standards for surface waters are established by foundation of the water quality-based pollution control schemes under the Clean Water Act (CWA) in the USA [31]. Meanwhile, China promulgated the surface water quality standards (GB3838-2002) for the surface water quality evaluation of rivers and lakes in 2002 [32]. Evaluation theory and evaluation methods have enjoyed great developments in the recent years. For instance, the index evaluation method [33], fuzzy evaluation method [34], Grey theory evaluation method [35], and neural network evaluation method have been put forth by different researchers [36].
As an active research area, several evaluation methods have been proposed. For example, TOPSIS is used to evaluate the nature of green supplier selection. This is a complex multi-criteria problem, including both quantitative and qualitative factors, and there may be conflicts and uncertainty. The identified components are integrated into a novel hybrid fuzzy MCDM model that combines the TOPSIS with the Analytical Network Process [37]. Meanwhile, the hybrid learning style is applied, and some research has suggested integrating the TOPSIS model to help the industrial practitioners with performance evaluation in a fuzzy environment [38]. Similarly, a novel conjunctive MCDM approach that combines AHP and TOPSIS order was employed to develop an innovation support system that considers the interdependence of higher education institutes to comprehensively evaluate their innovation performance [39]. Another study presented the application of multi-criteria evaluation in the selection of an optimal allocation for an air quality model [40], which was developed to support managers in exploring the strengths and weaknesses of each alternative. This approach identifies a preferred result based on the integration of Bayesian networks and fuzzy logic to rank and evaluate suppliers [41].

MCDM and integrating machine learning algorithms have been developed in recent years, including some hybrid methodology techniques that have effectively been used to conduct multi-attribute inventory analyses. For instance, naive Bayes, Bayesian network, artificial neural network (ANN), and support vector machine (SVM) algorithms [42], they have successfully dealt with inventory classification problems. Financial risk prediction is used by MCDM methods (e.g., TOPSIS) to develop a two-step approach to evaluate classification algorithms, and results show that linear logistics, Bayesian network, and ensemble methods are the top-three classifiers [43]. In the assessment of machine learning algorithms, selecting the appropriate classifier from the list of available candidates is a time-consuming and challenging task. Therefore, an accurate MCDM methodology evaluates and ranks classifiers based on experience, allowing end-users or experts to select the top-ranked classifier for their applications to learn and build classification models for their specific purposes [44].

3. Methods

To demonstrate the above concerns, we propose a hybrid ensemble multi-model for a data-mining evaluation framework combining GRA, TS Fuzzy Neural Network, TOPSIS, and AHP, as shown in Figure 1. We know from Figure 1 that our framework consists of other key phases, including indicator preprocessing, a weights model, and an evaluation training model. In this work, the main contribution is shown in node 3, which have solved different results from multiple model evaluation, that is to say, a consistent result is obtained by ensemble vote. We describe the phases in detail in the following sections.

3.1. Ensemble Learning Approach

Ensemble learning is a learning task by building and combining multiple learners [45]. There are two main advantages in this method. One is multiple training machines which can achieve the same performance if the learning task is large from the perspective of statistics. Also, this multiple model would reduce risk, because it may not lead to the wrong selection compared to a single model. The other one is learning algorithms, which tend to fall into the local minimum, and lead to poor generalization performance from a computational perspective. Meanwhile, a combination of multiple models and learning algorithms can reduce the risk of falling into a bad local minimum. In addition, some learning tasks may not satisfy the current hypothesis learning algorithm, and a single model would definitely be invalid in this case. By combining with multiple models, the corresponding hypothesis space has a better expanded learning better. Therefore, the ensemble learning is often adopted to improve the overall accuracy of regression and classification methods [46]. We used the ensemble vote integration results of a multi-MCDM model evaluation to obtain a more accurate result. The given ensemble includes $T$ model $h_1, h_2, ..., h_T$, where the $h_t$ output is $h_t(x)$ in training set $x$. The voting is involved in the testing stage, when the independent prediction is combined to
predict an invisible instance. Some popular methods of voting include equal voting, weighted voting, and naive Bayesian voting. This paper employs the weighted voting method, in which the weights of each models are the different, as shown in Equation (1).

\[ H(x) = \frac{1}{T} \sum_{t=1}^{T} \omega_t h_t(x) \]  

(1)

where \( h_t(x) \) is a single training model result, \( \omega \) is the model result weights, \( H(x) \) is the ensemble value of each model’s result, and \( T \) is the count.

Figure 1. Our proposed hybrid ensemble multi-model framework.

3.2. Evaluation Based on TS Fuzzy Neural Network System

ZadehLA, an American cybernetics expert at the University of California, pioneered the concept of fuzzy sets in 1965 [47]. Fuzzy theory has captured the characteristics of the ambiguity of human thinking and can thus be used to solve conventional problems.

TS fuzzy systems have a very strong self-adaptive ability, which can automatically update and modify the membership function of fuzzy subsets. Therefore, the error of a model is modified slowly in the running process, and the result is relatively better. A TS fuzzy system has a set of “if-then” rules to be defined. Concerning the rules for the \( R^i \), the fuzzy reasoning is as follows:

\[ R^i : \text{If } x_1 \text{ is } A^i_1, x_2 \text{ is } A^i_2, ..., x_n \text{ is } A^i_n, \text{ then } y_i = p^i_0 + p^i_1 x_1 + ... + p^i_n x_n, \]  

(2)

where \( i = 1, 2, 3, ..., m \), \( j = 1, 2, 3, ..., n \), and so on, hereinafter; \( A^i_j \) is the fuzzy sets for the fuzzy systems; \( p^i_j \) is the parameters of the fuzzy system; and \( y_i \) is the output according to the fuzzy rules. If the input part (i.e., “if”) is fuzzy, then the output part (i.e., “then”) is determined.
For input value \( x = [x_1, x_2, ..., x_n] \), the membership of each input variable is \( x_i \) according to fuzzy rules is:

\[
\mu_{A_i}^j = e^{-\frac{(x_j - c_{ij})^2}{b_{ij}}}, i = 1, 2, ..., m, j = 1, 2, ..., n,
\]

where \( c_{ij}, b_{ij} \) represent the membership function center and width, respectively; \( n \) is the input parameters; \( m \) is the number of fuzzy subsets.

The calculation of the fuzzy degree of membership, fuzzy operator for the multiplication operator is as follows:

\[
\bar{w}_i = \mu_{A_i}^j(x_1) \times \mu_{A_i}^j(x_2) \times ... \times \mu_{A_i}^j(x_n).
\]

According to the fuzzy results, to compute the model output value \( y_i \):

\[
y_i = \frac{\sum_{i=1}^{m} w_i (p_{i0} + p_{i1}x_1 + ... + p_{in}x_n)}{\sum_{i=1}^{m} w_i}.
\]

However, model is lack of ability to learn in the application of the fuzzy comprehensive evaluation, due to complex optimization of the model parameters. The ANNs have self-learning, ability of self-organization and self-adaptation. If the combining them, they can effectively play their respective advantages.

To obtain the evaluation result, the back-propagation (BP) neural network combined with the TS fuzzy system for training was employed. Figure 2 displays a neural network training procedure.

![Figure 2. Neural network training procedure.](image)

There is also a \( \theta_k \) (or threshold \( b_k = -\theta_k \)). The above can be expressed mathematically:

\[
u_k = \sum_{j=1}^{n} w_{kj} x_j, v_k = u_k - \theta_k, y_k = \phi(v_k),
\]

where \( x_1, x_2, x_3, ..., x_n \), are input signals; \( w_{k1}, w_{k2}, w_{k3}, ..., w_{kn} \) are the weights of neurons \( k \); \( u_k \) is a linear combination; \( \theta_k \) is a threshold; \( \phi(*) \) is the activation function; and \( y_k \) is the output of neurons \( k \).

The TS Fuzzy Neural Network is divided into the input layer, the fuzzy classification layer, fuzzy programming to calculate the layer, and output layer. The input layer relates to the input vector \( x_i \), which is the same as the number of nodes and the dimensions of the input vector. The fuzzy classification layer uses the fuzzy degree of the membership function of input values to obtain the fuzzy membership value. The layers of fuzzy rules are based on the fuzzy multiplication formula.
The output layer uses this formula to calculate the output of the fuzzy neural network. The learning algorithm of the fuzzy neural network is as follows.

1. The error computing

\[ e = \frac{1}{2} (y_d - y_c)^2, \quad (7) \]

where \( y_d \) is the network expectation output; \( y_c \) is the actual output of the network; \( e \) is the actual output of the error.

2. The modified coefficient

\[ p'_i(k) = p'_i(k - 1) - \alpha \frac{de}{dc'_i}, \quad (8) \]

\[ \frac{de}{dp'_i} = \frac{(y_d - y_e)^2w^i}{\sum_{i=1}^{m} w^i} x_j, \quad (9) \]

where \( p'_i(k) \) is the coefficient of the neural network; \( \alpha \) is the network learning rate; \( x_y \) is the network input parameters; and \( w^i \) is the product of the degree of membership of input parameters.

3. The modification parameter

\[ c'_i(k) = c'_i(k - 1) - \beta \frac{de}{dc'_i}, \quad (10) \]

\[ b'_i(k) = b'_i(k - 1) - \beta \frac{de}{db'_i}, \quad (11) \]

where \( c'_i, b'_i \) represent the membership function center and width, respectively.

3.3. Evaluation Based on TOPSIS

TOPSIS was first proposed by Hwang and Yoon in 1981 and developed by Chen and Hwang in 1992 [39]. The TOPSIS model was used to evaluate the characteristics of the comprehensive evaluation index system of water quality and the purpose of evaluation in this paper. The basic idea of the TOPSIS method is to calculate the distance between the best scheme and the worst scheme in the continuous time series of samples and use the relative degree of the ideal solution as the standard of comprehensive evaluation. The TOPSIS method is detects the evaluation object and the optimal solution, as well as the worst solution of the distance to sort. It is best when the evaluation object is closest to the optimal solution and as far away as possible from the worst solution, otherwise it is will not be optimal. Firstly, we standardized the original data sets. Then \( R = (r_{ij})_{m \times n} \) was employed as the for normalized dimensionless data matrix, where \( r_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}}, i = 1, 2, ..., m; j = 1, 2, ..., n \).

Secondly, we determined the positive ideal and negative ideal solutions. The best and worst values are respectively represented by \( Y^+ \) and \( Y^- \). Then:

\[ Y^+ = \{ (\max_{i} r_{ij} | j \leq n) \} = \{ y^+_1, y^+_2, ..., y^+_n \}, \quad Y^- = \{ (\min_{i} r_{ij} | j \leq n) \} = \{ y^-_1, y^-_2, ..., y^-_n \}. \quad (12) \]

Thirdly, we determined the relative closeness to the ideal solution. The relative closeness \( C_i \) to the ideal solution can be expressed as follows:

\[ C_i = \frac{D_i^-}{D_i^+ + D_i^-}, \quad (13) \]
where $D_i^+$ and $D_i^−$ are the separation of each alternative from the positive ideal solution and the negative ideal solution, respectively. Each is $D_i^+ = \sqrt{\sum_{j=1}^{n}(r_{ij} - y_j^+)^2}, D_i^- = \sqrt{\sum_{j=1}^{n}(r_{ij} - y_j^-)^2}, i = 1, 2, ..., m$. The larger the $C_i$, the closer the sample is to the optimal sample point.

Fourth, in this paper, the fuse neural network and entropy method was used to determine the weights of the indicators. The main idea can be summarized by the Reference [24].

3.4. Evaluation Based on Grey Relational Analysis

The Grey system theory has been widely applied in various fields [25], and has been proven to be useful in dealing with information on poverty, incompleteness, and uncertainty. We used GRA to evaluate water quality. Firstly, we determined the evaluation matrix, then determined each indicator’s weights, as shown in Section 3.3. We then calculated the Grey relational coefficient:

$$
\xi(x_{0j}, x_{ij}) = \frac{\min \Delta_{ij} + \rho \max \Delta_{ij}}{\Delta_{ij} + \rho \min \Delta_{ij}},
$$

where $\Delta_{ij} = \|x_{0j} - x_{ij}\|$ and $\xi(x_{0j}, x_{ij})$ are the Grey relational coefficients between $x_{ij}$ and $x_{0j}$; $\rho$ is the distinguishing coefficient, $\rho \in [0, 1]$. Finally, the Grey weighting relational was calculated,

$$
r_{X_0,X_i} = \sum_{j} w_j \xi(x_{0j}, x_{ij}),
$$

where $w$ is the weight of attribute $j$; while $r_{X_0,X_i}$ is the Grey relational grade between $X_i$ and $X_0$, which represents the level of correlation between the reference sequence and the comparability sequence.

3.5. Evaluation Based on AHP

AHP was put forth for operations research by Professor Saaty at the University of Pittsburgh in the 1970s [48]. The main indicators of this method reflect the nature of complicated decision-making problems. This process conducts an in-depth analysis of the influencing factors and their relationship with the base station. It also involves less quantitative information to make the decision-making process of mathematical thinking, for the multi-objective and multi-criteria or non-structure decision-making method of simple and complex decision-making problem. It is difficult to completely apply a quantitative decision-making model or method to a complex system.

AHP can be succinctly summarized for water quality modeling as follows: structuring the decision hierarchy of interrelated decision elements, collecting input data by pairwise comparisons of decision elements, evaluating the consistency of managerial judgements, and applying the eigen-vector method to compute relative weights.

Concerning the details of the process reported in the literature [49,50], the main difference that arises is establishment of the matrix. We determined the matrix, in accordance with the theory of scale relation and the relationships between indicators, as shown in Table 1. Similarly, we aimed to overcome the difficulty and discrimination of only expert scoring using this scale.

| Intensity of Importance | Definition                          |
|-------------------------|------------------------------------|
| 1                       | Equal importance/preference        |
| 3                       | Moderate importance/preference      |
| 5                       | Strong importance/preference        |
| 7                       | Very strong or demonstrated importance/preference |
| 2, 4, 6, 8              | In between these two adjacent levels |
| 9                       | Extreme importance/preference       |
4. Case Study

The numerical experiment was performed with surface water quality data. The MCDM method was particularly pragmatic for visualizing the structure of complex causality. MCDM is a comprehensive approach to establishing and analyzing structural models that contain causal relationships among complex factors. It can clearly reveal the standard causality when measuring a problem. MCDM is a good technique for evaluating problems, and the relationship of systems is generally given by crisp values in building a structural model, as shown in node 3 of Figure 1.

4.1. Indicator Description and Data Preprocess

An environmental system is a complex system; therefore, water quality evaluation must also be a result of a multi-factor interaction. The impact of different factors on the degree of pollution varies, and that which has the greatest impact on the role of water pollution is known as the “main factor”. We thus needed to collect data of different action factors, analyze the data, and introduce the quantification index to evaluate the influence degree. According to this quantitative index, we could determine the water pollution degree shadow size. Therefore, based on the relevant water science data, we identified several factors that have a significant impact on water quality.

The relevant indicators surface water quality standard (i.e., GB3095-2002 standard [51]) from Ministry of Environmental Protection of China, combined with indicator selection for water quality. The final selection indicators were: Dissolved Oxygen($F_1$), BOD$_5$(F$_2$), Manganate(F$_3$), Ammonium(F$_4$), Nitrite Nitrogen(F$_5$), Volatile Phenol(F$_6$), Cyanide(F$_7$), Total Mercury(F$_8$), Total Arsenic(F$_9$), and Hexavalent Chromium(F$_{10}$). The standards are shown in Table 2, in which Level 1 is best, Level 5 is worst.

| Level | $F_1$ | $F_2$ | $F_3$ | $F_4$ | $F_5$ | $F_6$ | $F_7$ | $F_8$ | $F_9$ | $F_{10}$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| 1     | 7     | 2.8   | 2     | 0.015 | 0.06  | 0.002 | 0.005 | 5     | 0.05  | 0.01     |
| 2     | 6     | 3     | 4     | 0.02  | 0.1   | 0.002 | 0.05  | 5     | 0.05  | 0.05     |
| 3     | 5     | 4     | 6     | 0.02  | 0.15  | 0.005 | 0.2   | 10    | 0.05  | 0.05     |
| 4     | 3     | 6     | 8     | 0.2   | 1     | 0.01  | 0.2   | 100   | 0.1   | 0.05     |
| 5     | 2     | 10    | 10    | 0.2   | 1     | 0.1   | 0.2   | 100   | 0.1   | 0.1      |

Ten indicators were chosen to be measured for the determination of the best water quality. However, positive and negative values represent different meanings. For instance, Dissolved Oxygen is a positive indicator, while BOD$_5$ is a negative indicator. Therefore, we choose Equations (16) and (17) to normalize the positive and negative values. Data preprocessing was necessary and completed using two methods. The first was the max-minimum method that is used to train the weights, and the second was the standard method that is used to calculate the comprehensive score [52].

Positive indicators:

$$x_{ij} = \frac{u_{ij} - \min(u_{ij})}{\max(u_{ij}) - \min(u_{ij})}$$

(16)

Negative indicators:

$$x_{ij} = \frac{\max(u_{ij}) - u_{ij}}{\max(u_{ij}) - \min(u_{ij})}$$

(17)

where $u_{ij}$ represents the original data, $x_{ij}$ represents the data after normalization.

4.2. Study Area

Ma’anshan, also colloquially written as Maanshan, is a prefecture-level city in the eastern part of Anhui province in Eastern China. It also is an industrial city stretching across the Yangtze River. Maanshan’s rivers mainly include the Ma’anshan Reach of the Yangtze River, Quarry River,
Yushan River, Cihu River, Yushan Lake, and Suoxi River, corresponding to sites 1–6 respectively, all of which belong to the Yangtze River system, and samples were correct from surface water. Location maps are shown in Figure 3.

Figure 3. Numbers 1–6 represent the Ma’anshan Reach of the Yangtze River, Quarry River, Yushan River, Cihu River, Yushan Lake and Suoxi River, respectively.

4.3. Training Weights

Firstly, we used the entropy calculation of the initial weights of each indicator to calculate the values. Next, we calculated the feature value of each indicator, as shown in line A of Table 3. We obtained initial weights by the entropy method, as shown in line B of Table 3. Because none were close to the threshold value, the results did not improve entropy method, and the weights values shown in line C of Table 3 are those obtained by training using the neural networks.
Table 3. List of every indicator training value.

| Line | Explain | F1  | F2  | F3  | F4  | F5  | F6  | F7  | F8  | F9  | F10 |
|------|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| A    | Entropy r | 0.7814 | 0.8269 | 0.7317 | 0.8404 | 0.6184 | 0.7862 | 0.7833 | 0.8598 | 0.7367 | 0.7945 |
| B    | Weights of entropy | 0.0980 | 0.0776 | 0.1158 | 0.0715 | 0.1711 | 0.0956 | 0.0972 | 0.0628 | 0.1180 | 0.0921 |
| C    | Weights after training | 0.0967 | 0.0803 | 0.1367 | 0.0725 | 0.1479 | 0.1045 | 0.0860 | 0.0634 | 0.1227 | 0.0893 |

We found that the Std (standard deviation) was 0.0416, shown in line B of Table 3. A Std of 0.0208 was found in line C of Table 3; this advantage from variance result improved after training by neural networks.

Similarly, we computed four method weights, as shown in Table 4.

Table 4. Weights of every model.

| Indicator | TS-FNN | TOPSIS | GRA | AHP |
|-----------|--------|--------|-----|-----|
| Weights   | 0.2278 | 0.2157 | 0.3093 | 0.2472 |

4.4. TOPSIS Evaluation

Similarly, based on the TOPSIS evaluation scoring system, we calculated the surface water quality scores in each study site, and the comprehensive evaluation scores represented the pre-selection programs. The weighted decision matrix $V = (v_{ij})_{m \times n}$ was constructed after determining the weights, and the results are shown in Table 5.

Table 5. Normalized process table for Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS).

| Site | F1  | F2  | F3  | F4  | F5  | F6  | F7  | F8  | F9  | F10 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| A1   | 0.09016 | 0.09651 | 0.09651 | 0.09651 | 0.09651 | 0.09651 | 0.09651 | 0.09651 | 0.09651 | 0.09651 |
| A2   | 0.08014 | 0.06792 | 0.07227 | 0.08014 | 0.05270 | 0.08014 | 0.07629 | 0.08014 | 0.02008 | 0.08014 |
| A3   | 0.07944 | 0.12922 | 0.04296 | 0.05506 | 0.01922 | 0.13643 | 0.11620 | 0.10370 | 0.03418 | 0.13643 |
| A4   | 0.01176 | 0.02272 | 0.01036 | 0.00015 | 0.00227 | 0.01209 | 0.01088 | 0.04750 | 0.01813 | 0.01359 |
| A5   | 0.00030 | 0.00030 | 0.00030 | 0.09860 | 0.00030 | 0.00030 | 0.00030 | 0.00030 | 0.00030 | 0.00030 |
| A6   | 0.05719 | 0.06863 | 0.05971 | 0.04789 | 0.05388 | 0.06095 | 0.0609 | 0.06486 | 0.06531 | 0.05225 |

Finally, the positive and negative ideal values, $D_i^+$ and $D_i^-$, as well as the optimal sample point $C$ are shown in Table 6. From Table 6, the analysis results show that $A_5$ represents the most serious level of water pollution, and $A_1$ represents best water quality.

Table 6. $D_i^+$, $D_i^-$, $C$ Value and Ranking.

| Site | $D_i^+$ | $D_i^-$ | $C$ | Ranking |
|------|---------|---------|-----|---------|
| A1   | 0.0448  | 0.1102  | 0.7108 | 1       |
| A2   | 0.0677  | 0.1652  | 0.7092 | 2       |
| A3   | 0.2105  | 0.2486  | 0.5415 | 3       |
| A4   | 0.1103  | 0.0613  | 0.3572 | 5       |
| A5   | 0.2949  | 0.0983  | 0.2500 | 6       |
| A6   | 0.0358  | 0.0403  | 0.5293 | 4       |

4.5. GRA Evaluation

GRA is an impact evaluation model used to measures the degree of similarity or difference between two sequences based on the relationship level. The proposed methodology applied GRA to rank water quality with respect to urban water quality [53].

Similarly, we obtained an evaluation result, shown in Table 7, using the GRA method. We know from Table 7 that $A_5$ represents the most serious water pollution, and $A_1$ is the best water quality.
4.6. **TS Fuzzy Neural Networks Evaluation**

In this real-world situations, crisp values are insufficient. Many evaluation criteria are really imperfect and probably influenced by uncertain factors. Fuzzy method is used by many researchers in the literature, as considering human judgement of preferences is often unclear and hard to estimate by exact numerical values. We constructed the fuzzy neural network according to the dimensions of the training samples, and then determined the number of inputs/outputs of the fuzzy neural network and the fuzzy membership function number. Finally, we built membership function using Gauss the function fuzzy reasoning and sum-product. The function center value $b$ and function with value $c$ are shown in Figures 4 and 5, respectively. The ambiguity resolution used the weighted average method.

![Figure 4. Neural network training value b.](image)

![Figure 5. Neural network training value c.](image)

The normalized data was used for the training neural network, and we then used the trained fuzzy neural network to comprehensively evaluate the surface water quality. Results and rankings are shown in Table 8.

| Site | $A_1$ | $A_2$ | $A_3$ | $A_4$ | $A_5$ | $A_6$ |
|------|-------|-------|-------|-------|-------|-------|
| Value | 0.9256 | 0.8173 | 0.6221 | 0.3862 | 0.3527 | 0.5363 |
| Ranking | 1 | 2 | 3 | 5 | 6 | 4 |

### Table 8. Alternatives and ranking according to Takagi-Sugeno Fuzzy Neural Network (TS-FNN).

| Site | Global Performance | Ranking |
|------|-------------------|---------|
| $A_1$ | -0.9959 | 1 |
| $A_2$ | -0.8015 | 2 |
| $A_3$ | -0.2747 | 4 |
| $A_4$ | 0.0138 | 5 |
| $A_5$ | 0.5008 | 6 |
| $A_6$ | -0.3872 | 3 |

### 4.7. AHP Evaluation

One of the advantages of AHP is the possibility to evaluate quantitative and qualitative criteria and alternatives on the same preference scale [54]. Similarly, we used AHP to evaluate all the indicators of surface water quality. In particular, a decision matrix $V = (v_{ij})_{n \times n}$ was first constructed, as shown in Table 9, by the weights size from Table 3, which does not show a diagonal matrix. The final $CI = 0.0126$, obtained through a consistency test, and $CR = 0.0084 < 0.1$. Therefore, its mean value met the requirements.
Table 9. Surface water quality evaluation indicator matrix.

|     | $F_1$ | $F_2$ | $F_3$ | $F_4$ | $F_5$ | $F_6$ | $F_7$ | $F_8$ | $F_9$ | $F_{10}$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| $F_1$ | 1/2   | 3/2   | 1/3   | 5/3   | 7/6   | 2/3   | 1/6   | 4/3   | 5/6   |          |
| $F_2$ |       | 8/3   | 2/3   | 3     | 2     | 4/3   | 1/3   | 7/3   | 5/3   |          |
| $F_3$ |       |       | 2/7   | 8/7   | 5/7   | 3/7   | 1/7   | 6/7   | 4/7   |          |
| $F_4$ |       |       |       | 7/2   | 5/2   | 3/2   | 1/2   | 3     | 2     |          |
| $F_5$ |       |       |       |       | 2/3   | 1/3   | 1/6   | 5/6   | 1/2   |          |
| $F_6$ |       |       |       |       | 1/2   | 1/4   | 5/4   | 3/4   |       |          |
| $F_7$ |       |       |       |       |       | 1/2   | 2     | 3/2   |       |          |
| $F_8$ |       |       |       |       |       |       |       |       | 3     |          |
| $F_9$ |       |       |       |       |       |       |       |       |       | 1/2      |
| $F_{10}$ |      |       |       |       |       |       |       |       |       |          |

Next, we constructed the matrix for each indicator. The indicator *Dissolved* is shown as an example in Table 10.

Table 10. *Dissolved* indicator matrix.

|     | $A_1$ | $A_2$ | $A_3$ | $A_4$ | $A_5$ | $A_6$ |
|-----|-------|-------|-------|-------|-------|-------|
| $A_1$ | 5/6   | 5/4   | 5/2   | 5     | 5     | 5/3   |
| $A_2$ | 3/2   | 3     | 6     | 2     |       |       |
| $A_3$ | 2     | 4     | 4/3   |       |       |       |
| $A_4$ | 2     | 2     | 2/3   |       |       |       |
| $A_5$ | 1/3   |       |       |       |       |       |
| $A_6$ |       |       |       |       |       |       |

$CI = 0$, as obtained through a consistency test, and $CR = 0 < 0.1$, so its mean value also met requirements. Then, the eigenvalues of the criteria layer were found to be 0.2381, 0.2857, 0.1905, 0.0952, 0.0476, and 0.1429. Next, we computed the matrix of all evaluation indicators at criteria layer, as shown in Table 11.

Table 11. Total evaluation indicator matrix at the criteria layer.

| Site | $F_1$ | $F_2$ | $F_3$ | $F_4$ | $F_5$ | $F_6$ | $F_7$ | $F_8$ | $F_9$ | $F_{10}$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| $A_1$ | 0.2381| 0.2857| 0.2857| 0.2381| 0.2857| 0.2500| 0.2857| 0.3000| 0.2500| 0.1818   |
| $A_2$ | 0.2857| 0.1905| 0.2381| 0.2857| 0.2381| 0.2500| 0.2381| 0.2000| 0.1667| 0.2727   |
| $A_3$ | 0.1905| 0.2381| 0.1429| 0.0952| 0.1429| 0.2500| 0.1905| 0.2000| 0.1667| 0.2727   |
| $A_4$ | 0.0952| 0.0952| 0.0952| 0.0476| 0.0952| 0.0833| 0.0952| 0.1500| 0.1667| 0.0909   |
| $A_5$ | 0.0476| 0.0476| 0.0476| 0.1429| 0.0476| 0.0417| 0.0476| 0.0500| 0.0417| 0.0455   |
| $A_6$ | 0.1429| 0.1429| 0.1905| 0.1905| 0.1250| 0.1429| 0.1000| 0.2083| 0.1364|          |

As show in Table 12, final values from high quality to low quality were ordered as follows: $A_1 > A_2 > A_3 > A_6 > A_4 > A_5$.

Table 12. Alternatives and ranking according to Analytic Hierarchy Process (AHP).

| Site | Global Performance | Ranking |
|------|--------------------|---------|
| $A_1$ | 0.2612             | 1       |
| $A_2$ | 0.2355             | 2       |
| $A_3$ | 0.1851             | 3       |
| $A_4$ | 0.1024             | 5       |
| $A_5$ | 0.0531             | 6       |
| $A_6$ | 0.1627             | 4       |
Consistent with the abovementioned final ranking, we found the order of $A_1 > A_2 > A_3 > A_6 > A_4 > A_5$ by weighted voting from Tables 6–8 and 12 according to the ensemble vote, as shown in Table 13.

| Site | TOPSIS | GRA | TS-FNN | AHP | $H$ Value | Ranking |
|------|--------|-----|--------|-----|-----------|---------|
| $A_1$ | 1      | 1   | 1      | 1   | 1.000     | 1       |
| $A_2$ | 2      | 2   | 2      | 2   | 0.881     | 2       |
| $A_3$ | 3      | 3   | 4      | 3   | 0.557     | 3       |
| $A_4$ | 5      | 5   | 5      | 5   | 0.201     | 5       |
| $A_5$ | 6      | 6   | 6      | 6   | 0.000     | 6       |
| $A_6$ | 4      | 4   | 3      | 4   | 0.495     | 4       |

4.8. Discussion

The comprehensive use of the ensemble multi-MCDM method was applied to the trend analysis of surface water quality to provide effective support for governmental implementation of management strategies for reservoir water resources. After detecting the similarity in surface water quality between different sampling sites, a representative sampling site is selected to optimize from each sampling group. For example, the surface water quality of the Ma’anshan Reach of the Yangtze River was found to be best from the results of Table 13, so it may be used as a life water source. The spatial pattern of water quality can also help local governments understand the pollution status of the managed areas and protect their respective aquatic ecosystems. The ensemble multi-MCDM method can avoid inconsistencies among different MCDM methods and help to determine and manage priorities by emphasizing the regional distinctions.

Weights showed that the values of indicators represent the importance of pollution sources. Line C of Table 3 presents the rankings of all the indicators. We can see from line C of Table 3 that Manganese ($F_3$), Nitrite Nitrogen ($F_5$) and Total Arsenic ($F_9$) rank higher than other features, implying that they play a dominant role in water pollution. In particular, the weights of these three factors account for 40.73% of the total, while other seven factors account for the other 59.27%.

5. Conclusions and Future Work

Surface water quality has a major impact on the sustainable development of cities, especially in developing countries. How to efficaciously evaluate the impacts of surface water quality on social and economic development is an important issue for sustainable urban development. Studies have shown that integrating ensemble vote with MCDM is an effective means to improve traditional MCDM technique. This study has illustrated the usefulness of the proposed multi-MCDM approach in combination with ensemble vote as a tool for the evaluation of surface water quality. By comparing the results of four comprehensive evaluation methods, we found that different methods evaluating the same sample can results in different evaluation scores. However, we need same ranking results of various evaluation methods to employ a combined approach. Ensemble vote can solve this problem. According to the characteristics of the comprehensive evaluation index system of water quality and the purpose of the evaluation, this paper has used the TOPSIS, GRA, AHP, and TS Fuzzy Neural Network to evaluate the surface water quality of the study samples.

Although all results of this study illustrate the effectiveness of multi-MCDM methods in extracting characteristics from surface water quality datasets, there are some limitations to be noted. The disadvantage of this study is that the pollution sources are not identified to enable a fully understanding of the temporal and spatial variations of surface water quality. Further studies on surface water quality parameters, including TEMP, pH, and NH$_4^-$N, should be carried out [55]. These parameters can be further monitored for more accuracy and controlled. In addition,
to obtain the contribution of different pollutants in each area, it is necessary to quantitatively evaluate pollution sources.

The purpose of this work is to explore water pollution evaluation, with the additional aim of improving water quality in the future. According to the influence of surface water quality evaluation, we hope that the government can put forward the countermeasures for the management of water pollution in the future. Furthermore, based on the found compatibility between the compliance assessments and the practical surface water quality evaluation, a compatible grading evaluation and management scheme has been developed for better private and public decision-making.
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