Unconstrained optimization based fractional order derivative for data classification
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Abstract. Data classification has several problems one of which is a large amount of data that will reduce computing time. The Fractional gradient descent method is an unconstrained optimization algorithm to train classifiers with support vector machines that have convex problems. Compared to the classic integer-order model, a model built with fractional calculus has a significant advantage to accelerate computing time. In this research it is to conduct a qualitative literature review in order to investigate the current state of these new optimization method fractional derivatives can be implemented in the classifier algorithm.

1. Introduction

Large-scale data classification can be done using artificial intelligence, which is able to detect patterns from data then predict and provide conclusions automatically to users. Artificial intelligence is able to carry out predictive analyses that produce knowledge insights and are used as a basis for decision making. Predictive analysis is part of Knowledge Discovery in Databases (KDD) or Data Mining (DM) activities that use large-scale data sets to identify interesting patterns in past data sets to predict future conditions. In data mining tasks, predictive analysis will involve machine learning methods that conduct supervised learning for large scale data. In some fields of research such as Pattern Recognition [1], Sentiment Analysis [2], Bioinformatics [3], Image Processing [4].

The most interesting topics in the field of machine learning are optimization. Numerical optimization algorithms extensively were finding local optima of any given function. Finding best available values of some objective function given a defined domain (or input), including a variety of different types of objective functions and different types of domains, which works best with convex functions. Types of optimization algorithms for minimize a loss function we used First Order Optimization Algorithms - Gradient descent method is commonly used to train classifiers by minimizing the error function.

[5] Were introduce the classification optimization with the gradient method for large-scale data training and identify how optimization problems arise in machine learning and what makes them challenging. Through case studies on text classification and the training of deep neural networks, he discussed how optimization problems arise in machine learning, what makes them challenging including an investigation of two main streams of research on techniques that diminish noise in the stochastic directions and methods that make use of second-order derivative approximations.
To deal with large scale datasets and to factorize large scale matrices, different algorithms have been proposed. Stochastic gradient descent (SGD) algorithms much simple and efficient and are extensively used for matrix factorization [6] [7]. In the literature, different variants of gradient descent (GD) and stochastic gradient descent (SGD) have been suggested with the aim of increasing performance in terms of accuracy and convergence speed. In both methods, parameters are updated in an iterative manner to minimize the objective function.

In GD, a specific iteration involves running through all the samples in the training set for a single update of a parameter, while in SGD, a single or a subset of samples from the training set is taken for parameter update. This makes GD highly computationally complex for large numbers of training samples. Thus a suitable choice for many classification applications involving large numbers of training samples is the SGD. Update rules for SGD based techniques involve integer order gradient descent. The integer order gradient descent based SGD can be further improved by applying fractional order gradient descent using the concepts of fractional calculus as has been observed in different areas of research [8] recommender system, [9] motion analysis and [10] system identification.

The purpose of this study is to conduct a qualitative literature review to investigate the current state of the optimization method based on fractional order derivative conducted in Neural Network classifier. The paper is organized as follows; Section II is devoted to math preparation for the convergence problem of fractional gradient method. Section III explained dataset for classification task. Section IV shows some numerical examples to verify the proposed methods. At last, conclusion is presented in Section V.

2. Research methodology

Literature review is considered a rigorous scientific inquiry, limiting random biases and errors through planned methods and strategies. These strategies imply the search for all important papers and the adoption of selected criteria, which can be used by other researchers. Literature review is a suitable methodology for conducting research in the field of operations management, which produces a reliable stock of knowledge that can support practical applications. Our research questions are as follows:

Research Question: What are the practical applications of unconstrained optimization based fractional order derivative for data classification?

The optimization problem is generally formulated as a convex optimization problem because is easy to solve the convex optimization problem than non-convex problems because every local optimum is a global optimum in a convex optimization problem [11]. Generally, the categories of convex optimization problem are of two types: unconstrained convex optimization problem and constrained convex optimization problem. Constrained convex optimization problem are further of three types: equality constrained (EC), inequality constrained (IC) and hybrid constrained (HC) [12][13]. Gradient based methods are generally used for solving the unconstrained convex optimization problems. Constrained convex optimization problem can be converted to unconstrained convex optimization problem and then gradient based methods can be applied to them [14] [15].

Definition 1. Let $x: \mathbb{R} \to \mathbb{R} \times [t_0, t_f], \alpha \in (0,1], x \in C^1$then, the Grunwald-Letnikov (G-L) fractional derivative is given by;

$$\frac{\alpha}{\delta} \mathcal{D}^\alpha_x f(x) = \lim_{h \to 0} h^{-\alpha} \sum_{k=0}^{[\frac{x-\alpha}{h}]} \binom{-\alpha}{k} f(x - kh).$$

Definition 2. $\frac{\alpha}{\delta} \mathcal{D}^\alpha_x f(x)$ Denotes the fractional differential operator based on G-L definition, $(x)$ denotes a differintegrable function, $V$ is the fractional order,$[a,x]$ is the domain of $f(x)$, $\Gamma$ is the gamma function, and is the rounding function.

The Riemann-Liouville (R-L) fractional derivative is given by;

$$\frac{\alpha}{\delta} \mathcal{D}^\alpha_x f(x) = \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dx^n} \int_a^x \frac{f(y)}{(x - y)^{\alpha-n+1}} dy.$$
where \( \mathcal{D}_x^y \) denotes the fractional differential operator based on G-L definition; \( n = [v+1] \).

Definition 3. The Caputo fractional derivative is given by:

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y f(x) = \frac{1}{\Gamma(n-v)} \int_a^x (x-y)^{n-v-1} f^{(n)}(y) \, dy
\]

where \( \mathcal{C} \mathcal{D}_x^y \) is the fractional differential operator based on Caputo definition, \( n = [v+1] \).

We can know that for the G-L and R-L definition, the fractional differential of constant function is not equal to 0. Only with the Caputo definition, the fractional differential of constant function equals to 0, which is consistent to the integer-order calculus. Therefore, the Caputo definition is widely used in solving engineering problems and it was employed to calculate the fractional order derivative [16][17]. Fractional Order Derivative Caputo type with \( f(x) = C \), for \( n = 1 \),

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y f(x) = \frac{1}{\Gamma(n-v)} \int_a^x (x-y)^{n-v-1} f^{(n)}(y) \, dy
\]

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y C = \frac{1}{\Gamma(n-v)} \int_0^x (x-y)^{n-v-1} f'(y) \, dy
\]

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y C = \frac{1}{\Gamma(n-v)} \int_0^x (x-y)^{-v} f'(y) \, dy
\]

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y C = \frac{1}{\Gamma(n-v)} \int_0^x (x-y)^{-v} C' \, dy
\]

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y C = \frac{1}{\Gamma(n-v)} \int_0^x (x-y)^{-v} 0 \, dy
\]

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y C = \frac{1}{\Gamma(n-v)} \int_0^x 0 \, dy
\]

\[
\frac{\mathcal{C}}{d} \mathcal{D}_x^y C = \frac{1}{\Gamma(n-v)} (C - C) = \frac{1}{\Gamma(n-v)} \cdot 0 = 0
\]

Fractional Order Derivative Riemann-Liouville (R-L) type with \( f(x) = C \), for \( n = 1 \)

\[
\mathcal{R}_a^L \mathcal{D}_x^y f(x) = \frac{1}{\Gamma(n-v)} \frac{d^n}{dx^n} \int_a^x \frac{f(y)}{(x-y)^{v-n+1}} \, dy
\]

\[
\mathcal{R}_a^L \mathcal{D}_x^y C = \frac{C}{\Gamma(1-v)} \frac{d^n}{dx^n} \lim_{a+\rightarrow x} \int_0^x (x-y)^{-v} \, dy
\]

\[
\mathcal{R}_a^L \mathcal{D}_x^y C = \frac{C}{\Gamma(1-v)} \frac{d^n}{dx^n} \left( \frac{1}{v-1} (x-x)^{1-v} - \frac{1}{v-1} x^{1-v} \right)
\]

\[
\mathcal{R}_a^L \mathcal{D}_x^y C = \frac{C}{\Gamma(1-v)} \frac{d^n}{dx^n} \left( - \frac{1}{v-1} x^{1-v} \right)
\]

\[
\mathcal{R}_a^L \mathcal{D}_x^y C = \frac{C}{\Gamma(1-v)} \left( - \frac{1}{v-1} x^{1-v} \right)
\]
The fractional order derivative type (R-L) for \( f(x) = C \) is not equal to zero so it is not recommended to be used in system modelling because it does not present a natural state or situation. Instead the Caputo type for \( f(x) = C \) is equal to zero so it is considered to be able to present a natural state for system modelling.

3. Literature review

In this section, the basic knowledge of fractional calculus is introduced. Fractional calculus is a branch of mathematical analysis, which studies the several different possibilities of defining real number or complex number powers of the derivative of a function. Different from integer calculus, fractional derivative does not have a unified temporal definition expression up to now \[14\][18]. The commonly used definitions of fractional derivative are Grünwald-Letnikov (G-L), Riemann-Liouville (R-L), and Caputo derivatives.

Aguilar in his research proposed a fractional order neural network (FONN) model with Grünwald-Letnikov fractional derivative \[10\]. Gradient Descent algorithm with a fractional order derivative of Grünwald-Letnikov (G-L) type, have some advantage of the non-locality that the fractional calculus offers. The fractional order learning algorithm can be take several value of the fractional parameters alpha which allow to be more accurate than integer-order version. Improvement in accuracy and reduction of number of parameter was expected, since fractional order derivative have infinite memory and non-locality properties.

Bao in his research proposed a fractional-order deep back propagation (BP) neural network model with Caputo derivative \[19\]. The proposed model had no limitations on the number of layers and the fractional-order was extended to arbitrary real number bigger than 0. The numerical results support that the fractional-order BP neural networks with \( L_2 \) regularization are deterministically convergent and can effectively avoid the over fitting phenomenon.

Khan in his research proposed the radial basis function neural networks with Riemann–Liouville (R-L) derivative-based fractional gradient descent methods \[20\]. For the pattern classification problem, the proposed method demonstrated better accuracy in a fewer number of iterations. The proposed algorithm has shown better performance compared to the conventional RBF-NN in both, training and testing phases. For the problem of nonlinear system identification, the proposed framework achieved high convergence performance.

From the results of the performance of the three types of fractional order derivative methods for classifying optimization, it is clear that the G-L type has the lowest performance. With a value of 94.19\% for training data and 93.65\% for testing data on classification task. Caputo types have the best performance of the three. With a value of 98.84\% for training data and 95.00\% for testing data on large scale data classification activities (data size = 10,000-60,000).
Figure 1. Fractional order gradient descent methods performance

The training accuracy is slightly decreased but the testing accuracy significantly increased, which indicated that Caputo type suppress over fitting and improve the generalization of classifier. Then, the stability and convergence of the classifier converged fast and stably and were finally close to zero.

4. Conclusions and future developments
The purpose of this study was to lead a literature review in order to investigate the current state of the optimization method based on fractional order derivative conducted in Neural Network classifier. Based on the findings of this review, it is possible to establish an overview of the predominant optimization method based on fractional order derivative. The literature review highlights that optimization method based on fractional order derivative is very important to increase accuracy and increase computational time for online learning and dealing with large data sets. For the future study it is possible to implement optimization method based on fractional order derivative for other classifier such SVM.
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