Gene expression noise is affected differentially by feedback in burst frequency and burst size
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Abstract

Inside individual cells, expression of genes is stochastic across organisms ranging from bacterial to human cells. A ubiquitous feature of stochastic expression is burst-like synthesis of gene products, which drives considerable intercellular variability in protein levels across an isogenic cell population. One common mechanism by which cells control such stochasticity is negative feedback regulation, where a protein inhibits its own synthesis. For a single gene that is expressed in bursts, negative feedback can affect the burst frequency or the burst size. In order to compare these feedback types, we study a piecewise deterministic model for gene expression of a self-regulating gene. Mathematically tractable steady-state protein distributions are derived and used to compare the noise suppression abilities of the two feedbacks. Results show that in the low noise regime, both feedbacks are similar in term of their noise buffering abilities. Intriguingly, feedback in burst size outperforms the feedback in burst frequency in the high noise regime. Finally, we discuss various regulatory strategies by which cells implement feedback to control burst sizes of expressed proteins at the level of single cells.

1 Introduction

Stochastic expression of genes drives significant random fluctuations (noise) in protein copy numbers over time in single cells [1–8]. These fluctuations manifest as cell-to-cell variability in level of a protein, even in genetically-identical populations under the same external conditions. Stochastic gene expression poses a challenge for the precise control of cellular function, placing cells under evolutionary pressure to minimize the noise in vital proteins [9–11]. Not surprisingly, cell use diverse regulatory mechanisms to buffer noise in gene expression [12–16]. Negative feedback, by which the synthesis of gene products is switched off in their excess, and switched on in their absence, is a commonly used mechanism for noise control [17,18].

A major contributor to the overall noise in gene expression is the synthesis of proteins in random bursts, and these bursts can occur both at the transcriptional and translation levels. At the transcriptional level, a promoter can slowly
become active, producing a burst of mRNAs before becoming inactive [24–29]. At the translational level, a short-lived unstable mRNA degrades after synthesizing a burst of protein molecules [30–32]. In the context of such burst-like gene expression, negative feedback can act either by reducing the frequency with which bursts occur, or by reducing their size.

Transcriptional control reduces the frequency or the size of transcriptional bursts, the former by hindering promoter activation and the latter by enhancing promoter inactivation. By controlling transcription, the frequency of translational bursts can also be regulated; however, their size needs be regulated post-transcriptionally. For example, many RNA binding proteins reduce the size of translational bursts by shortening the half-life of their own mRNA [33–38]. As a specific example, splicing factors typically bind to their own pre-mRNA to create an alternatively spliced transcript that is degraded via non-sense mediated degradation [36; 38].

In this paper, we present a theoretical comparison of the feedback in burst frequency and burst size with regards to their performance in protein noise reduction. We use a piecewise deterministic mathematical framework according to which any decrease (due to decay) in protein concentration is deterministic and continuous, and any increase (due to synthesis) occurs in randomly timed discontinuous jumps of random size [39–48]. This framework yields explicit formulae for protein probability density functions. We utilize these formulae by (i) calculating key noise characteristics by numerical integration and (ii) perform qualitative analysis of noise reduction performance by asymptotic evaluation of integrals.

The outline of the paper is as follows. First, we introduce the chosen modelling framework in Section 2. This is used to study feedback in burst frequency in Section 3 and burst size in Section 4. Then follows a more technical Section 5 in which strong-feedback asymptotics of protein mean and noise are developed. The results of Sections 2–5, and their implications, are summarised in a non-technical language in Section 6. Finally, Section 7 is devoted to discussing our results, especially in the context of previous theoretical comparisons between different types of negative feedback [18; 23; 49–52].

2 Modelling framework

We study a random telegraph model for stochastic gene expression with feedback in general form,

\[
\text{Off} \xrightarrow{k_{\text{on}}(x)} \text{On} \xrightarrow{k_{\text{off}}(x)} X \xrightarrow{k_p(x)} \text{Off},
\]

according to which the gene transitions between a transcriptionally inactive Off state and an On state, from which the protein X is synthesised, and eventually degraded.

The reaction rates \(k_{\text{on}}(x)\) of activation, \(k_{\text{off}}(x)\) of inactivation, \(k_p(x)\) of protein production, and \(k_d(x)\) of degradation depend on the current amount \(x\) of protein X in the system. We shall treat \(x\) as a continuous quantity, i.e. a concentration, which evolves according to the ODE \(dx/dt = k_p(x) - k_d(x)\) if the gene is On and according to \(dx/dt = -k_d(x)\) if the gene is Off.

We shall assume that the inactivation rate \(k_{\text{off}}(x)\) and the protein synthesis rate \(k_p(x)\) are much faster that the activation rate \(k_{\text{on}}(x)\) and decay rate \(k_d(x)\).
In that case, the gene is mostly Off, while the protein level slowly decays, switch-
ing momentarily into the On state, upon which a short spell of rapid production
of protein ensues, during which the effect of degradation is negligible.

In order to characterise the dynamics of a single burst, we denote by \( y \) the
protein concentration on entering the On state, and let \( G(x, y) \), where \( x > y \),
be the probability that the protein concentration exceeds \( x \) before the burst is
terminated.

For any concentration level \( z \) such that \( x > z > y \), the ratio \( dz/k_p(z) \) gives
the time of gene activity required to produce \( dz \) of protein, while \( k_{off}(z) \) gives
the hazard rate for aborting the burst. The probability that it is not aborted
before \( x \) is reached is then determined by exponentiating the cumulative hazard
rate,

\[
G(x, y) = e^{-\int_y^x \frac{k_{off}(z)}{k_p(z)} dz},
\]

as is customary in survival analysis [53]. If \( k_p(x) \) and \( k_{off}(x) \) are constants,
then (2) implies exponential distribution of burst sizes, cf. [39].

The probability density \( p(x, t) \) of having \( x \) protein at a time \( t \) satisfies a
continuity equation

\[
\frac{\partial p}{\partial t} + \frac{\partial J}{\partial x} = 0,
\]

where the probability flux term is given by

\[
J = -k_d(x)p(x, t) + \int_0^x G(x, y)k_{on}(y)p(y, t) dy.
\]

The total flux \( J \) consists of the advective term \(-k_d(x)p(x, t)\), which is due to
protein degradation and causes the probability mass to move in the direction of
decreasing \( x \), and a non-local term due to production in bursts.

The steady-state probability distribution is found by setting \( J = 0 \) and
\( dJ/dx = 0 \) and is given by (see Supplementary Material)

\[
p(x) = \frac{C}{k_d(x)} \exp \left( \int \frac{k_{on}(x)}{k_d(x)} - \frac{k_{off}(x)}{k_p(x)} dx \right),
\]

where \( C \) is a normalisation constant. Below we study the properties of (5)
separately for negative feedback in burst frequency and in burst size.

3 Feedback in burst frequency

In this section we assume that the burst frequency \( k_{on}(x) \) decreases with in-
creasing protein concentration \( x \), the decay rate \( k_d(x) \) is proportional to the
concentration of protein, and the mean burst size is a constant; specifically, we set

\[
k_{on}(x) = \frac{\varepsilon^{-1}}{1 + (x/K)^H}, \quad k_d(x) = x, \quad \frac{k_p(x)}{k_{off}(x)} = \varepsilon,
\]

where the dissociation constant \( K \) and cooperativity coefficient \( H \) parametrise
the decreasing Hill-type dependence of the burst frequency on the protein level.

Both time and concentration scales are already nondimensionalised in [6].
Time is measured in the units of mean protein lifetime: the decay rate is equal
to the concentration of the protein. Concentration is measured in the units of
its mean in the absence of self-repression ($K \to \infty$): the unpressed (maximal) burst frequency $\epsilon^{-1}$ is the reciprocal of the mean burst size $\epsilon$. The parameter $\epsilon$ characterises the noisiness in the autoregulatory system. Small $\epsilon$ implies frequent and small bursts, large $\epsilon$ implies infrequent and large bursts.

Inserting (6) into (5), we find that the steady-state distribution assumes a Wentzel–Kramers–Brillouin (WKB) form [54]

$$p(x) = \frac{C}{x} e^{-\Phi(x)/\epsilon},$$

where

$$\Phi(x) = -\int \frac{dx}{x(1 + (x/K)^H)} + x = \frac{\ln(1 + (x/K)^H)}{H} - \ln x + x.$$ (8)

The integration constant $C$, mean concentration $\langle x \rangle$ and the variance $\sigma^2$ can be computed by numerical integration of

$$C = \left( \int_0^\infty \frac{e^{-\Phi(x)/\epsilon}}{x} dx \right)^{-1}, \quad \langle x \rangle = \int_0^\infty x p(x) dx, \quad \sigma^2 = \int_0^\infty (x - \langle x \rangle)^2 p(x) dx.$$ (9)

Some care has to be taken when evaluating in the $\epsilon \ll 1$ regime the first integral of (9), which, due to the exponentially small term, can easily become smaller than any absolute error tolerance. Such problems can be circumvented e.g. by multiplying the integrand by a sufficiently large constant, such as $e^{\Phi(x_s)/\epsilon}$, where $x_s$ is defined as detailed below.

A scale-free characteristic of protein noise is the coefficient of variation defined by

$$CV^2 = \frac{\sigma^2}{\langle x \rangle^2}.$$ (10)

We shall compare the coefficient of variation of the regulated protein to that of a constitutively expressed protein with the same mean and burst size; this requires the burst frequency set to $\langle x \rangle / \epsilon$. In the constitutive case, the protein concentration has a gamma distribution with the shape being equal to the burst frequency [39]. The squared coefficient of variation of the gamma distribution is the reciprocal of its shape and hence of the burst frequency. Thus, we define

$$CV^2_{rel} = \frac{\langle x \rangle}{\epsilon} CV^2$$ (11)

as the relative coefficient of variation.

In the small-noise regime ($\epsilon \ll 1$), explicit asymptotic expression for the noise characteristics can be derived using the linear noise approximation (LNA). Below, we derive the LNA easily from the WKB form (7).

The function $\Phi(x)$ in (7) is a Lyapunov function [55] corresponding to the deterministic model

$$\frac{dx}{dt} = \frac{1}{1 + (x/K)^H} - x,$$ (12)

i.e. $\Phi(x)$ is minimal when $x = x_s$, where $x_s$ is the single stable steady state of (12), decreasing for $x < x_s$ and increasing for $x > x_s$ (cf. Fig 1).
Figure 1: Deterministic model and its two Lyapunov functions. The top panel shows the synthesis rate \((1 + (x/K)^H)^{-1}\) and the decay rate \(x\) as functions of \(x\). The point \(x_s\) at which they are equal is the steady state of the deterministic model (horizontal dashed lines). At the same point the Lyapunov functions are minimal (bottom panel). Note the flatness and asymmetry of the Lyapunov function used in the model for regulation via burst frequency in contrast with that used for regulation via burst size.

For \(\varepsilon \ll 1\), the dominant contribution of probability mass in the probability density function \((7)\) comes from the neighbourhood of \(x_s\), around which we have

\[
\Phi(x) \sim \Phi(x_s) + \frac{1}{2} \Phi''(x_s)(x - x_s)^2.
\]

(13)

Substituting the parabolic approximation \((13)\) into \((7)\) and neglecting higher order terms in the usual manner \([56]\), we find that the protein concentration is approximately normally distributed with the moments given by

\[
\langle x \rangle \sim x_s, \quad \sigma^2 \sim \frac{\varepsilon}{\Phi''(x_s)} \quad \text{if} \quad \varepsilon \ll 1.
\]

(14)

Differentiating \((8)\) twice, we find

\[
\Phi''(x_s) = \frac{H(1 - x_s) + 1}{x_s}.
\]

(15)

Using \((14)\) and \((15)\) in \((10)\) and \((11)\) we find that asymptotic expressions

\[
CV^2 \sim \frac{\varepsilon}{x_s(H(1 - x_s) + 1)}, \quad CV_{rel}^2 \sim \frac{1}{H(1 - x_s) + 1}
\]

(16)

hold in the small-noise regime \((\varepsilon \ll 1)\).

4 Feedback in burst size

In this section we focus on the case of

\[
k_{\text{on}}(x) = \varepsilon^{-1}, \quad k_{\text{d}}(x) = x, \quad \frac{k_p(x)}{k_{\text{off}}(x)} = \frac{\varepsilon}{1 + (x/K)^H}.
\]

(17)
In contrast with (6), the burst frequency in (17) is constant, but the burst size is regulated: the burst growth rate \( k_p/k_{off} \) decreases with increasing protein concentration. The functional form of the decrease is again that of a Hill function parametrised by \( H \) and \( K \). Small \( \varepsilon \) corresponds to small-noise regime.

Inserting (17) into (5), we find that the WKB form (7) is still valid for the steady-state distribution, but with a different Lyapunov function

\[
\Phi(x) = \frac{x^{H+1}}{(H+1)K^H} - \ln(x) + x.
\]  

(18)

The differences in the two Lyapunov functions reflect the differences in the two stochastic models. However, both correspond to the same deterministic model (12), whose steady state \( x_s \) is the point at which both Lyapunov functions are minimal (cf. Fig 1).

Formulae (7), (9) and (10) can be reused with the new definition (18) of \( \Phi \) to compute numerically the mean, variance, and the squared coefficient of variation of the protein distribution. However, a modification is due in the definition of the relative coefficient of variation. Since the burst frequency is constant but the burst size is regulated, we compare the CV\(^2\) of a regulated protein to that of a constitutively expressed protein with the same mean \( \langle x \rangle \) and burst frequency \( \varepsilon^{-1} \), adjusting the burst size to \( \varepsilon/\langle x \rangle \) as required.

The reciprocal of the burst frequency, \( \varepsilon \), gives the squared coefficient of variation for the referential constitutively expressed protein. Thus, we define

\[
CV^2_{rel} = \frac{CV^2}{\varepsilon}
\]  

(19)
as the relative coefficient of variation. This differs from (11), in which the CV\(^2\) of a protein with a regulated burst frequency was compared to the CV\(^2\) of a constitutively expressed protein with the same mean and burst size, adjusting the burst frequency as required.

In the small-noise regime (\( \varepsilon \ll 1 \)), the mean and variance satisfy (14), in which the second derivative of the Lyapunov function is given not by (15) but

\[
\Phi''(x_s) = \frac{H(1-x_s) + 1}{x_s^2},
\]  

(20)
as is easily checked by differentiating (18) twice. Using (14) and (20) in the definitions of the CV\(^2\) (10) and the relative CV\(^2\) (19), we find that

\[
CV^2 \sim \frac{\varepsilon}{H(1-x_s) + 1}, \quad CV^2_{rel} \sim \frac{1}{H(1-x_s) + 1}
\]  

(21)

hold in the small-noise regime in the case of regulation via burst size.

5 Strong feedback asymptotics

Here we present an additional asymptotic analysis that yields explicit predictions for mean and CV\(^2\) that hold even in the large-noise regime (\( \varepsilon = O(1) \)), provided that the feedback is very strong (\( K \ll \varepsilon \)). We focus solely on the case of feedback in burst frequency, for which the strong-feedback asymptotics
are more interesting than for feedback in burst size. The latter is nevertheless treated in Supplementary Material.

By (7)–(8), we have

$$p(x) = Ce^{-x/\varepsilon} x^{1-1} \left(1 + (x/K)^H\right)^{-\frac{1}{H}}$$

(22)

for the protein pdf.

The protein moments are given by

$$\langle x^n \rangle = \frac{B_n}{B_0},$$

(23)

where

$$B_n = \int_0^\infty e^{-x/\varepsilon} x^{\frac{1}{\varepsilon} - 1 + n} \left(1 + (x/K)^H\right)^{-\frac{1}{H}} dx.$$  

(24)

Note that $B_0^{-1} = C$ is the normalisation constant. Substituting $x = Ky$ in (24) yields

$$B_n = K^{\frac{1}{\varepsilon} + n} A_n,$$

(25)

where

$$A_n = \int_0^\infty e^{-Ky/\varepsilon} y^{\frac{1}{\varepsilon} - 1 + n} \left(1 + y^H\right)^{-\frac{1}{H}} dy.$$  

(26)

The protein mean and the squared coefficient of variation can be expressed in terms of $A_n$, $n = 0, 1, 2$, as

$$\langle x \rangle = \frac{KA_1}{A_0}, \quad CV^2 = \frac{\langle x^2 \rangle}{\langle x \rangle^2} - 1 = \frac{B_0B_2}{B_1^2} - 1 = \frac{A_0A_2}{A_1^2} - 1.$$  

(27)

Thus, we need to establish the limiting behaviour of Laplace transforms

$$A_n = \int_0^\infty e^{-\lambda y} f_n(y) dy, \quad \text{where} \quad f_n(y) = y^{\frac{1}{\varepsilon} - 1 + n} \left(1 + y^H\right)^{-\frac{1}{H}}$$

(28)

for small values of the Laplace variable $\lambda = K/\varepsilon$.

If $n \geq 1$, then $\lambda \ll 1$ implies $y \gg 1$, so that $f_n(y) \sim y^{-1+n}$, and

$$A_n \sim \int_0^\infty e^{-\lambda y} y^{-1+n} dy = (n-1)!\lambda^{-n}.$$  

(29)

The case of $n = 0$ is an exception because of the divergence of the exponential integral.

For $n = 0$ we write

$$A_0 = \int_0^\infty e^{-\lambda y} f_0(y) dy = \int_0^\delta e^{-\lambda y} f_0(y) dy + \int_\delta^\infty e^{-\lambda y} f_0(y) dy,$$

(30)

where $\delta$ is chosen so that

$$1 \ll \delta \ll \frac{1}{\lambda}$$

(31)

is asymptotically satisfied.
In the second integral of (30), \( y > \delta \gg 1 \) implies \( f_0(y) = y^{e^{-1}}(1 + y^H)^{-1/\varepsilon H} \sim y^{-1} \), i.e.

\[
\int_{\delta}^{\infty} e^{-\lambda y} f_0(y) dy \sim \int_{\delta}^{\infty} \frac{e^{-\lambda y}}{y} dy = E_1(\lambda \delta) \sim -\ln \delta - \ln \lambda - \gamma,
\]

(32)

where \( E_1(z) \) is the exponential integral and the right-hand side of (32) is made of the first two terms of its asymptotic expansion: \( \gamma \approx 0.577 \ldots \) is the Euler–Mascheroni constant [57].

In the first integral on the right-hand side of (30), we have \( \lambda y < \lambda \delta \ll 1 \), so that

\[
\int_{\delta}^{\infty} e^{-\lambda y} f_0(y) dy \sim \int_{\delta}^{\infty} f_0(y) dy
\]

(33)

Substitution \( v = y^H/(1 + y^H) \) in (33) yields

\[
\int_{\delta}^{\infty} y^{\frac{1}{\varepsilon H} - 1}(1 + y^H)^{-1} e^{-\frac{1}{\varepsilon H}} dy = \frac{1}{H} \int_{0}^{\frac{\delta^H}{1 + \delta^H}} v^{\frac{1}{\varepsilon H} - 1}(1 - v)^{-1} dv.
\]

(34)

Next, we extricate the divergent logarithmic part from the right-hand side of (34) and neglect small terms in the convergent remainder (bearing in mind that \( \delta \gg 1 \)),

\[
\frac{1}{H} \int_{0}^{\frac{\delta^H}{1 + \delta^H}} v^{\frac{1}{\varepsilon H} - 1}(1 - v)^{-1} dv
\]

(35)

where \( \gamma \) is the Euler–Mascheroni constant and \( \psi(s) \) is the digamma function (the logarithmic derivative of the gamma function) [57]. Thus, equations (33)–(36) imply that

\[
\int_{\delta}^{\infty} e^{-\lambda y} f_0(y) dy \sim \ln \delta - \frac{1}{H} \left( \gamma + \psi \left( \frac{1}{\varepsilon H} \right) \right)
\]

(37)

holds for the first integral on the right-hand side of (30).

Inserting the approximations (32) and (37) into (30), we obtain

\[
A_0 \sim -\ln \lambda - q,
\]

(38)
where the constant $q$ is given by

$$q = \gamma \left(1 + \frac{1}{H}\right) + \frac{1}{H} \psi \left(\frac{1}{\varepsilon H}\right).$$ (39)

The constant $q$ in (38) asymptotically dominated by the divergent logarithmic term $-\ln \lambda$ as $\lambda$ tends to zero; nevertheless, from a practical viewpoint, the constant is not negligible since the slowly convergent logarithmic term is in most situations comparable in magnitude [59].

Using the asymptotic expressions (29) for $A_1$ and $A_2$ and (38) for $A_0$, together with the definition $\lambda = K/\varepsilon$, in the formulae for the mean and $CV^2$ (27), we find

$$\langle x \rangle \sim \frac{\varepsilon}{\ln K} - q, \quad CV^2 \sim \ln \frac{\varepsilon}{K} - q - 1,$$ (40)

where the constant $q$ is given by (39); these expressions are valid in the strong feedback regime ($K \ll \varepsilon$). Additionally, we have

$$CV^2_{\text{rel}} = \frac{\langle x \rangle}{\varepsilon} CV^2 \sim 1 - \frac{1}{\ln K} - q$$ (41)

for the ratio $CV^2_{\text{rel}}$ of the regulated protein’s $CV^2$ and that of a constitutively expressed protein with an equal mean expression and mean burst size.

It is interesting to compare the ultimate asymptotics (40) in the strong feedback regime to the intermediate asymptotics obtained by taking $K$ small in the LNA results. In the latter case, the protein mean is approximated by the deterministic steady state $x_s$, which is equal to the fixed point of the function

$$(1 + (x/K)^H)^{-1}.$$ (42)

One sees easily that

$$x_s \sim K \frac{\varepsilon}{\psi}, \quad K \ll 1,$$

which suggests a faster, power-law, decrease in the protein mean and, if inserted in (14–16), a power-law increase in the coefficient of variation. However, the power-law mode is applicable only in the low noise scenario for an intermediate range of $K$; as $K$ further decreases, the logarithmic law (40) applies.

6 Results

The methods described in the previous sections are used here to study the protein distributions and noise characteristics as a function of strengthening negative feedback, whereby we shall distinguish and juxtapose two cases, the first being the regulation of the burst frequency and the second the regulation of the burst size.

The feedback strength is determined by one key parameter, the dissociation constant $K$, which is defined as the concentration of protein required to achieve 50% repression. The lower the dissociation constant, the lower the concentration threshold for effective self-control: the stronger the feedback.

The dissociation constant is measured in the units of protein concentration. In this study, the chosen unit of concentration is equal to the mean protein abundance in the absence of regulation. This natural choice of scale helps minimise the dimension of the parameter space of our models.
In addition to the dimensionless dissociation constant $K$, two other key parameters are identified: the cooperativity coefficient $H$ and the noise parameter $\varepsilon$. The cooperativity coefficient determines the steepness of the regulatory response to increasing protein concentrations. All examples in this study use $H = 4$, which we consider a satisfactory representative for any $H > 1$. The noncooperative case $H = 1$ is an exception and is treated in Supplementary Material. Negative cooperativity ($0 < H < 1$) is not considered.

The noise parameter $\varepsilon$ determines the size of bursts of protein synthesis in the chosen units of protein concentration. The burst frequency is therefore $O(\varepsilon^{-1})$ in order that protein concentration be $O(1)$ as stated. In the small-noise regime ($\varepsilon \ll 1$), analytically tractable expressions for protein noise are obtained using linear noise approximation. These will be contrasted with exact (i.e. not asymptotic) numerical results.

**Right tails of protein distributions are narrower for feedback in burst size.** The response of steady-state protein probability densities to increasing strength of either kind of feedback is investigated in Figure 2. The exact result (7), in which the Lyapunov function $\Phi$ is given by (8) for feedback in burst frequency and (18) for feedback in burst size, is shown in solid lines, and is compared to histograms obtained by large-scale Gillespie simulations of a finer-grained discrete stochastic model (description of which is found in Supplementary Material).

Inspecting the distributions in Figure 2 we infer that strengthening negative feedback (decreasing the dissociation constant $K$) of either kind reduces the mode and the width of steady state protein distributions. However, feedback in burst size of medium to high strength ($K = 0.5$) leads to narrower distributions, in particular in their right tail, than feedback in burst frequency.

**Noise increases after an initial decrease in response to strengthening feedback in burst frequency.** The impact of increasing the strength of feedback in burst frequency on protein mean and the squared coefficient of variation (CV$^2$) is examined in Figure 3. The horizontal axis in Figure 3 gives the dissociation constant $K$ on the inverse logarithmic scale, i.e. moving constantly to the right along the axis corresponds to increasing feedback strength exponentially. The values of $K$ range from $K = 10$ (low feedback strength) to $K = 10^{-1}$ (strong feedback).

Solid lines give exact (as opposed to asymptotic) results obtained by numerical integration of the moments of the density (7)–(10) for a selection of values
Figure 3: Protein mean and $\text{CV}^2$ in response to strengthening feedback in burst frequency.

Figure 4: Impact of strengthening feedback in burst frequency on mean and $\text{CV}^2$ of a noisy protein ($\varepsilon = 0.5$). Comparison of exact results (full line) with LNA (dashed line) and small $K$ (dotted line) asymptotics.

of $\varepsilon$. Dashed lines give the linear noise approximation (LNA) results \cite{14-16}, which are valid asymptotically in the small noise regime of $\varepsilon \ll 1$.

Focusing at first on the left panel of Figure 3 we observe that the protein mean $\langle x \rangle$ monotonically decreases from 1 (for $K = \infty$, i.e. without feedback) down to 0 (for $K = 0$, i.e. complete repression). In small- to moderate-noise regimes of $\varepsilon$, the exact protein mean differs little from the LNA, which is equal to the steady state $x_s$ of the deterministic model \cite{12}. The deterministic steady state is computed numerically as a unique fixed point of the production rate function $(1 + (x/K)^H)^{-1}$.

Looking at the right panel of Figure 3 we see that in the absence of regulation ($K = \infty$), we have $\text{CV}^2 = \varepsilon$. In response to lowering the dissociation constant $K$, the $\text{CV}^2$ first decreases and then increases back again. The LNA suggests that $\text{CV}^2$ goes to infinity as $K$ decreases. For $\varepsilon \ll 1$, the minimal $\text{CV}^2$ is achieved for $x_s = (H + 1)/2H$ and is equal to $4H\varepsilon/(H + 1)^2$. Comparing the LNA to the exact results, we observe that larger values of $\varepsilon$ make the initial blip in the $\text{CV}^2$ less pronounced than the LNA predicts.

**LNA underestimates the mean and overestimates $\text{CV}^2$ of a noisy protein subject to strong feedback in burst frequency.** As we pointed out above, the LNA predicts that protein $\text{CV}^2$ diverges to infinity as the dissociation constant $K$ tends to zero. Additionally, it predicts a power-law growth of the
CV$^2$, which is due to a power-law decay of the mean [12]. However, since increasing the feedback strength in burst frequency leads to large levels of noise, the LNA prediction, which assumed little noise, becomes ever less reliable as $K \rightarrow 0$. Hence, even for small $\varepsilon$ the LNA will ultimately fail provided that the feedback is raised to a sufficient strength.

For these reasons, we derived in Section 5 asymptotic expressions for protein mean and CV$^2$ which are valid in the strong feedback regime even at high noise levels. More precisely, they are valid for $K \ll \varepsilon$: noisier proteins require lesser feedback strengths for these results to apply. In contrast with the LNA prediction, a slow logarithmic decrease [40] in the mean and increase in the CV$^2$ is discovered. The LNA power-law prediction can thus only be taken as an intermediate asymptotic result applicable for small $\varepsilon$ for intermediate ranges of feedback strengths.

The exact numerics, the linear-noise, and the strong-feedback asymptotics for protein mean and CV$^2$ are compared in Figure 4 for a relatively noisy protein $\varepsilon = 0.5$ (this value corresponds to a maximum of average two bursts per protein lifetime). Since $K$ is measured on a logarithmic scale, the limiting logarithmic dependence [40] of the CV$^2$ on $K$ (right-panel, dotted line) looks like a straight line, whose slope is $\ln 10$ and intercept is $\ln \varepsilon - q - 1$, where $q$ is defined by [39].

Noise decreases in response to strengthening feedback in burst size. In case of feedback in burst size, equations (7), (9), and (10) are used with the alternative definition [18] of the Lyapunov function $\Phi$ to compute the exact mean and CV$^2$ numerically. The LNA of the mean is again equal to the deterministic steady state $x_s$, and the LNA of the CV$^2$ is given by [21].

In contrast to the previous case, the CV$^2$ decreases monotonically from the value $\varepsilon$ in the absence of regulation to a lower value in the limit of complete repression, which is equal to $\varepsilon/(H+1)$ in the small-noise regime. For moderate values of $\varepsilon$, the decrease in the CV$^2$ is less sigmoidal than predicted by the LNA.

Comparing noise of a regulated protein to that of a constitutively expressed one with the same mean. The ability of negative feedback to suppress protein noise can be evaluated by comparing the regulated protein CV$^2$ to that of a constitutively expressed protein with the same mean level of expression. We refer to the ratio of the regulated CV$^2$ and constitutive CV$^2$ as the relative CV$^2$, or shortly CV$^2_{rel}$.

In our modelling framework, a constitutive expression of a protein is modu-
lulated by two parameters: the average burst size, which is measured in the chosen units of concentration; and the burst frequency, which is measured in the units of protein decay rate constant. Our condition of equal means implies that the product of these two must be equal to the mean of the regulated protein.

Having made requirement of equal means, one degree of freedom still remains in the parameter space of the constitutively expressed protein, and with this breadth of freedom a continuum of values of $\text{CV}^2_{\text{rel}}$ can be attained. Therefore, an extra condition is required on the constitutive protein to arrive at a well-defined comparison.

This extra condition differs depending whether we investigate feedback in burst frequency or feedback in burst size. If feedback is in burst frequency, the average burst size is constant, and we require that the constitutive protein have the same average burst size, adjusting its burst frequency to achieve the required mean. On the other hand, if feedback is in burst size, then the burst frequency is constant, and we require that the constitutive protein has the same burst frequency. This difference leads to different constitutive $\text{CV}^2$’s and hence different definitions of $\text{CV}^2_{\text{rel}}$ in the two cases: compare (11) and (19).

The two feedback types exhibit the same relative noise attenuation in the small noise regime. In the regime of small but frequent bursts ($\varepsilon \ll 1$), linear noise approximation yields an explicit expression for $\text{CV}^2_{\text{rel}}$. Interestingly, the same result is obtained whether feedback is in burst size or frequency, cf. (16) and (21). The asymptotic $\text{CV}^2_{\text{rel}}$ decreases with increasing feedback strength, converging to $1/(H + 1)$ as the dissociation constant $K$ tends to zero (Figure 6, both panels, dashed line).

Feedback in burst size outperforms feedback in burst frequency in reducing relative noise outside of the small noise regime. Unlike in the small-noise regime, at moderate noise levels feedback type influences $\text{CV}^2_{\text{rel}}$. While feedback of either type brings about a decrease of $\text{CV}^2_{\text{rel}}$, feedback in burst frequency is most efficient at intermediate strengths, after which $\text{CV}^2_{\text{rel}}$ begins to increase again (Figure 6, left panel, solid coloured lines); on the other hand, the response of $\text{CV}^2_{\text{rel}}$ to increasing feedback strength is monotone, albeit less sigmoidal than in the LNA regime (Figure 6, right panel, solid coloured lines).
7 Discussion

In this paper we aimed to contribute towards the theoretical understanding of the effects of negative feedback on stochastic gene expression. Previous studies used small-noise approximations to obtain tractable expressions for protein noise characteristics as functions of biochemical parameters [18; 49; 51; 52]. Others obtained exact, but perhaps harder to interpret, results, which are valid even at low molecule copy numbers or large-deviation regimes [50; 60–62]. We decided to combine the two approaches, comparing the exact numerical predictions with asymptotic approximations to obtain a complete characterisation for a minimalistic model for the a protein produced in bursts subject to negative feedback.

Our results reinforce previously made observations that downstream feedback (here feedback in burst size) can better perform than upstream feedback (here regulation of burst frequency) in reducing protein variability [18; 23; 49; 51; 52]. For a protein which regulates its burst frequency, increasing feedback strength tends to increase the coefficient of variation, after an initial decrease. On the other hand, strengthening feedback in burst frequency leads to a monotone decrease in noise.

If instead of focusing on absolute coefficients of variation we measure how does the feedback improve in reducing noise on the performance of an equivalent constitutively expressed protein, we obtain a subtler difference between the two types of feedback, which is indeed indistinguishable in the small-noise regime. However, outside of this regime, even this subtler comparison shows a preference for regulation in burst size, especially in stringent feedback regimes. Hence, our approach suggests a possible role of large deviations in distinguishing between the two regulation mechanisms.

Our paper confirms the useful role asymptotic analysis can play in understanding the minutiae of stochastic gene expression [63–66]. Asymptotics complements numerics, one working well in parameter regimes where the other fails and vice versa. More than one asymptotic regime may be needed to be considered in a given modelling context; our example required two: small noise regime and strong feedback regime. Finding the asymptotics in this two regimes and filling the middle ground with numerical results yielded a satisfactory understanding of the model behaviour across the parameter space.
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