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Abstract

Deep Neural Networks (DNN) often fail in surprising ways, and predicting how well a trained DNN will generalize in a new, external operating domain is essential for deploying DNNs in safety critical applications, e.g., perception for self-driving vehicles or medical image analysis. Recently, the task of Network Generalization Prediction (NGP) has been proposed to predict how a DNN will generalize in an external operating domain. Previous NGP approaches have leveraged multiple labeled test sets or labeled metadata. In this study, we propose an embedding map, the first NGP approach that predicts DNN performance based on how unlabeled images from an external operating domain map in the DNN embedding space. We evaluate our proposed Embedding Map and other recently proposed NGP approaches for pedestrian, melanoma, and animal classification tasks. We find that our embedding map has the best average NGP performance, and that our embedding map is effective at modeling complex, non-linear embedding space structures.

1. Introduction

It is well known that Deep Neural Networks (DNNs) are black box systems that achieve state of the art performance in essentially every perception task proposed in the last decade. DNNs are composed of tens to hundreds of layers with millions of learnable weights, and they excel at tasks such as image classification, object detection, and semantic segmentation. It is also well documented that DNN performance often degrades when DNNs are deployed in operating domains that are different from their training and testing domains [13]. For instance, in perception for self-driving vehicles, differences in camera characteristics, lighting and weather conditions, and foreground and background objects can impact DNN performance. In medical image analysis, the input data distribution can be impacted by choice of scanner vendors, pre- and post-processing algorithms, dose levels, image compression, and patient and disease distributions. Because of this performance degradation, even as DNN performance continues to improve and approach human performance in many benchmark datasets, it is challenging to deploy DNNs in commercial products that perform safety critical tasks in unconstrained environments. In order for DNNs to reach their full potential for commercial use, we need techniques that can predict how a DNN will perform in an external operating domain before it causes automated, harmful failures [28].

While DNNs are different from traditional software in that the learned weights cannot be read and interpreted, there is still structure in the mappings that DNNs learn. Feed-forward DNNs perform a high-dimensional, non-linear projection of input data into an embedding space, and the final prediction is a linear projection of the embedding. We are interested in identifying structure in the DNN embedding space as it relates to the DNN performance.

Our primary contribution is a new NGP approach that can accurately predict DNN performance in a novel operating domain based on how unlabeled images from the novel operating domain map in the DNN embedding space. We evaluate our NGP method on pedestrian, melanoma, and animal classification tasks and demonstrate accurate NGP across different DNN architectures, external datasets, and classification tasks. Additionally, we visualize the DNN embedding space for a pedestrian classification experiment and propose that DNN architecture impacts what NGP ap-
2. Network Generalization Prediction

DNNs are typically trained and tested on different partitions of a labeled, internal dataset before the DNN is used in multiple external operating domains; see Figure 1. In unconstrained environments, e.g., perception for self-driving vehicles, medical image analysis, etc., the external operating domain may vary significantly from the internal test set. Typically, labeled examples from the external operating domain are not available, though some unlabeled data from the external operating domain may be available. Network Generalization Prediction (NGP) is the task of predicting how a DNN will generalize in an external operating domain, without requiring labeled test data from the given operating domain.

NGP has been the focus of growing attention over the last year and has been denoted Automatic Model Evaluation (AutoEval) [6], Accuracy Estimation [8], Network Generalization Prediction (NGP) [27], and Detection Performance Modeling [29] in different prior works. Unlike other ML tasks, the goal of NGP is to accurately predict what the DNN performance will be in a novel, external operating domain; it is not to improve the overall DNN performance.

2.1. Previous NGP Approaches

Prior NGP works have relied on unlabeled operating domain images [6], [8] or expensive context annotations to predict DNN generalization [27], [29]. Deng et al. propose to simulate different labeled test sets by applying sequential image transformations to the internal test images [6]. They modify the image background and foregrounds separately, which is possible in binary images, e.g., MNIST [16], or object detection images with object masks, e.g., MS COCO [20], but it is unclear how these image transformations could be performed on a broad set of natural images. They generate 1600 simulated test datasets, and then they use the Fréchet distance to measure the distribution shift between the unmodified internal test set and the modified test sets. They then fit a regressor, linear or DNN, to learn the generalization gap for a given magnitude distribution shift. This approach requires significant computational time and memory to test the DNN on additional test sets.

Guillory et al. propose a similar approach where they use ImageNet as the internal dataset and ImageNet-V2, ImageNet-VidRobust, ImageNet-Rendition, and ImageNet-Sketch as labeled test sets from different distributions [8]. Again Guillory et al. model the decrease in model accuracy as a function of the magnitude of the distribution shift. They investigate multiple distance metrics to measure distribution shift including the Fréchet distance and several metrics that they propose. The most effective distance metric is the Difference of Confidences (DoC). DoC measures the change in the average predicted softmax score between the internal test sets and the external operating set. The authors train a regressor to predict the change in accuracy based on the magnitude of the distribution shift observed across multiple labeled test sets.

O’Brien et al. proposed an interpretable context subspace (CS) that identifies context features, i.e., metadata, or image statistics like brightness, that are informative for NGP [27]. The previous work can accurately predict DNN performance for changes in context feature distribution, but does not capture changes that occur when moving from one dataset to another, e.g., changes in camera parameters or changes in the image structure. Ponn et al. trained a random forest on image attributes, e.g., pedestrian occlusion, bounding box size, presence of rain, etc., to predict whether a pedestrian would be detected [29].

In contrast to previous NGP methods, we propose the first NGP approach that can predict DNN performance directly from the way in which unlabeled images map in the DNN embedding space.

3. Related Works

NGP is related to the fields of Domain Generalization and Out-of-Distribution detection, that aim to improve the performance of DNNs in unconstrained environments and detect when an input is outside the known distribution, respectively.

3.1. Domain Generalization

DNNs trained using domain generalization algorithms aim to perform well in operating domains that differ from the training or testing domains. While many domain generalization algorithms have been proposed in the last decade [2], none has been shown to consistently out-perform standard Empirical Risk Minimization (ERM) [9].

Jiang et al. demonstrate that the margin distribution of internal layers in a DNN is correlated with the generalization gap between the internal training set and the internal test set [12]. Recent work has proposed that Generalized Reweighting optimization techniques do not out-perform ERM because current DNNs are over parameterized and the optimization techniques carry the same biases as ERM [41]. See [9] for a review of Domain Generalization techniques.

It has been proposed that underspecification can cause DNN performance to degrade when deployed in operating domains different from the training domains [5]. To facilitate domain generalization research, the WILDS benchmark was released to provide datasets with “in-the-wild” distribution shifts between the training and test data [13].

An emerging topic in domain generalization is hidden stratification: the idea that average performance can obscure subpopulations of data where the DNN performs poorly.
This can lead to harm if the task is safety critical, e.g., medical image analysis [25]. Sohoni et al. propose the framework GEORGE that identifies subgroups of data by clustering examples in the DNN embedding space and training classifiers that demonstrate robust performance across subgroups [35].

3.2. Out-of-Distribution Detection

DNNs are trained in limited environments, and are not typically capable of correct predictions for input samples that are unlike the data with which they were trained. Automatically recognizing Out-of-Distribution (OOD) samples is a broad area of research that is relevant to safely deploying DNNs in unconstrained environments. Many prior works use the DNN embedding, i.e., the output from the penultimate DNN layer, or the softmax scores to detect OOD samples [10],[19], [24], [22], [33]. The baseline in [10] uses the softmax scores to predict whether an image is misclassified in addition to OOD detection. Previous work has investigated input sample Euclidean or Mahalanobis distance from training data in the embedding space to identify OOD and adversarial examples [17], [7], [23]. Recent work proposed the Multi-level Out-of-distribution Detection (MOOD) framework for computationally efficient OOD [21].

4. Methods

We consider a trained, feed-forward DNN, \( f \), where \( f(x) \) denotes the DNN prediction. The layers of \( f \), excluding the final layer, are a feature extractor, denoted \( \phi \), that projects the input image \( x \) into a \( D \) dimensional DNN embedding space (embedding space), \( \phi(x) \in \mathbb{R}^D \). The DNN \( f \) is tested with images from an internal test set, i.e., a test set drawn from the same distribution as the training data. The images in the internal test set are denoted \( \mathbf{X} = \{ x_i \}_{i=1}^N \) and are labeled \( \mathbf{y} = \{ y_i \}_{i=1}^N \). Images from an external operating set \( \mathbf{X} = \{ \hat{x}_i \}_{i=1}^M \) are analogous data from a new distribution. However, for the external operating set we assume that labels \( \mathbf{y} \) are unknown.

We are interested in finding structure in the embedding space that provides information about the DNN performance; specifically we aim to link the embedding space to the DNN outcome. Depending on the task, the outcome of interest could be determined by the loss, e.g., success or failure, or by the loss and the label, e.g., True Positive (TP), False Positive (FP), False Negative (FN), True Negative (TN) for binary classification. We use the notation \( o(f(x), y) \) to denote the outcome.

4.1. Decision Tree in Embedding Space

The internal test set embeddings, \( \phi(X) \), lie on some manifold in the high-dimensional embedding space; see Figure 2 Test (1). Decision trees are able to identify a sparse set of the most informative features given high-dimensional feature data [32]. We fit a decision tree on the \( D \)-dimensional test set embeddings, \( \phi(X) \), so that the decision tree can predict the observed test outcomes, \( o(f(X), y) \). We set a maximum depth of the decision tree to prevent the decision tree from overfitting.

The decision tree recursively selects the dimension of the embedding feature that maximizes the information gain about the DNN outcome. After the decision tree is fit, each node in the tree corresponds to a value and a dimension in the embedding space, e.g., value 0.78 at dimension 45. The node in the DT corresponds to a hyper-plane in the embedding space, i.e., images that map above a hyper-plane drawn at 0.78 for dimension 45 follow the left branch, images that map below the hyper-plane follow the right branch. See Figure 2 Test (2) for an illustration of the hyper-planes shown as dashed lines.

Each leaf node in the DT corresponds to a contiguous region in the embedding space, defined using the hyper-planes
in the DT along the path to the leaf node. The leaf nodes are represented by the color boxes in Figure 2 Test (3). The images that map to a leaf node in the tree correspond to images that map to the same region in the embedding space. Each leaf node in the DT is identified using a sparse subset of the embedding dimensions that give the most information (in a greedy sense) about the DNN outcome. We refer to the fitted decision tree as our embedding map, because it maps regions in the embedding space to observed DNN outcomes.

4.2. Approximating Internal Test Set Manifold

The embedding map found in Section 4.1 contains L leaf nodes that define contiguous regions in the embedding space, where leaf l is identified using a sparse subset d-l << D of the embedding space dimensions. Note that the number of dimensions in d-l is less than or equal to the maximum depth of the decision tree. Using the embedding map, we can partition the internal test samples X = \{x_i\}_i=1^N by the leaf to which each sample maps, i.e.,

X = \bigcup_{l=1}^{L} X^l,
X^i \cap X^j = \emptyset \quad \forall i \neq j \tag{1}

where X^l is the set of N^l test samples that map to leaf l.

X^l = \{x_i\}_i=1^{N^l} \tag{2}

The internal test set X has associated labels y. Let y = \bigcup_{l=1}^{L} y^l be the test set labels partitioned by the leaf to which each sample maps and y^l = \{y_i\}_i=1^{N^l} be the labels for the test samples that map to leaf l. Let \|a, b\| be an indicator function that is equal to 1 if a = b and 0 otherwise. Assuming each test sample is equally likely, the probability of outcome a in leaf l can be computed as:

p(a|l) = \frac{1}{N^l} \sum_{i=1}^{N^l} \|o(f(x_i^l), y_i^l), a\) \tag{3}

Note, the boxes in Figure 2 Test (3) are colored to match the most likely test outcome in the leaf region to illustrate linking a region of embedding space to the DNN outcomes observed in testing.

4.3. Network Generalization Prediction

We leverage the embedding map on unlabeled, external operating data; see Figure 2 Operating (1). The external operating samples can be mapped into the DNN embedding space as \phi(\bar{X}); see Figure 2 Operating (2). The external operating samples can then be partitioned to the L leaf nodes:

\bar{X} = \bigcup_{i=1}^{L} \bar{X}^l,
\bar{X}^i \cap \bar{X}^j = \emptyset \quad \forall i \neq j \tag{4}

where \bar{X}^l is the set of M^l external operating samples that map to leaf l.

\bar{X}^l = \{z_i\}_i=1^{M^l} \tag{5}

The probability that a sample in the external operating set maps to leaf l can be approximated by the fraction of the operating samples that map to leaf l:

p(l) = \frac{M^l}{M} \tag{6}

The probability of encountering outcome a in the operating domain is:

p(a) = \sum_{l \in L} p(a|l)p(l) \tag{7}

p(a) can be computed for each outcome a observed in testing (assuming we have discrete outcomes and outcome possibilities) to perform NGP.

5. Experiments

5.1. Classification Tasks

In our experiments we demonstrate that our embedding map can be used to accurately predict DNN performance for unlabeled, external operating datasets for three binary image classification tasks: pedestrian classification, melanoma classification, and animal classification. Figure 3 shows examples of the images for each of these tasks. For pedestrian classification, we classify image patches as including a pedestrian (the positive class) or not (the negative class), where the negative image patches are randomly cropped patches from driving scene images without pedestrians. The Berkeley Deep Drive 100k (BDD) [40] dataset is the internal dataset and Cityscapes [4] and the Joint Attention in Autonomous Driving (JAAD) [30] are the external datasets. For melanoma classification, we classify an image of a skin lesion as melanoma (the positive class), or benign (the negative class). We use the Human Against Machine 10000 (HAM) dataset [36] for our internal dataset and the SIIM-ISIC Melanoma Classification (ISIC) dataset [31] for our external dataset. For animal classification, we classify an image as an animal (the positive class) or an object (the negative class), with STL10 [3] as the internal dataset and the Common Objects Day and Night (CODaN) [18] and CIFAR-10 [15] as external datasets. The internal and external datasets we investigate provide shifts in image statistics like brightness and saturation, shifts in scene structure, changes in image resolution, and unseen conditions like night images.

5.2. Experimental Setup

For each classification task, we fine-tune three classifiers with different DNN architectures: VGG [34], AlexNet [14], and DenseNet [11]; the pre-trained models are available in the PyTorch library. Each round of training considers 100 batches of images with a batch size of 8, where the images are sampled with a uniform probability for each class. The VGG and AlexNet models are trained with 10 rounds of
training, a learning rate of $1e^{-6}$ and a weight decay of $1e^{-3}$. The DenseNet models are trained with 4 rounds of training, a learning rate of $1e^{-4}$, and a weight decay of $1e^{-3}$. VGG and AlexNet have an embedding space of 4,096 dimensions. DenseNet has an embedding space of $W \times H \times 1664$ where $W$ and $H$ depend on the initial image size. Like the full DenseNet architecture, we use a Global Average Pooling (GAP) layer to convert from the 3D embedding to a 1664 dimensional vector for each image.

5.3. Network Generalization Prediction

For each architecture in each task, we fit a decision tree with a maximum depth of 10 to distinguish four outcomes: TP, FP, FN, and TN. We refer to the fitted decision tree as our embedding map. Next, we project the external dataset images to the embedding space, $\phi(\tilde{X})$, and map the external embeddings to leaves in the embedding map. We compute the probability of each outcome in the external dataset according to Equation 7. The predicted DNN accuracy is the sum of the probability of correct outcomes (TP + TN for binary classification).
We compare our NGP results to the DoC NGP approach proposed in [8] and the Context Subspace NGP approach proposed in [27], denoted CS. Guillory et al. propose to measure the DoC and change in prediction accuracy using multiple internal test datasets for a given task and then fit a regressor for NGP. As we use only one internal test dataset for each prediction task, we predict that the change in DNN accuracy between the internal test set and the external operating set will be equivalent to the average difference in softmax score between the external operating dataset and the internal test dataset.

The CS NGP requires distributions of each class and the distribution of context features to make predictions. For pedestrian classification, we use image brightness, scene type, weather, and time of day as available context features, as in the experiments of [27]. For melanoma classification, we use average image hue, saturation, value, patient age, sex, and lesion location as possible context features, as in [26]. Labeled metadata are not available for the animal classification task, so we do not include a comparison to CS NGP for the animal external datasets.

In addition, we compare to an Average Test Performance (ATP) baseline and a baseline Fully Connected (FC) NGP approach. The ATP baseline predicts that the accuracy of the external operating domain will be the same as the internal test set. In FC baseline, an additional FC layer is trained that classifies the embedding as one of the four outcomes. For each DNN model, we trained two FC baselines using the internal test embeddings and outcomes 1) with balanced sampling of examples for each outcome (FC Bal), and 2) without balancing the training sampling by outcome (FC Not Bal).

5.4. NGP Results

The work in [8] presents the NGP results using the Mean Absolute Error (MAB), i.e., the absolute error between the observed model accuracy and the predicted model accuracy. To make the results easier to visualize across multi-
ple datasets and architectures, we present our results using the NGP accuracy, i.e., 1 − MAE. Figure 4 shows the NGP results for all tasks, external operating datasets, and DNN architectures. See Appendix A for F1 scores for the NGP task. The average NGP across all experiments is shown on the right in Figure 4. Overall, our DT Map has the best NGP performance, but it is closely followed by DoC and ATP. The NGP results are heterogeneous, and suggest that different NGP methods are more accurate depending on the DNN architecture and external operating data. To investigate these results further, we inspect the embedding space of the JAAD dataset for each architecture, see Section 5.6.

5.5. Tree Depth Ablation Study

In the previous results, we show our NGP prediction performance for a fixed tree depth of 10. We investigate how the tree depth impacts the NGP results across the different DNN architectures with maximum tree depths of 2, 4, 8, 16, and 32; see Figure 5. Decision trees can terminate before the maximum depth is reached if further splits do not improve the performance; when the maximum depth was set to 32, some decision trees terminated before a depth of 32. We see that the NGP performance is consistent across different tree depths for VGG and AlexNet. For the DenseNet architecture, there is some improvement in NGP when the tree depth is ≥ 16.

5.6. Interpreting the NGP Results

To understand these NGP results, we visualize the internal and external datasets in the embedding space using t-SNE [37]. For each external operating dataset and each DNN architecture, we first perform PCA [1] to reduce the corresponding internal test embeddings and external operating embedding to 50 dimensions. Then we use t-SNE to reduce the embedding dimensionality to 2 and plot the image embeddings, see Figure 6, for the embedding plots for the pedestrian internal test set, BDD100K, and external operating set, JAAD. We see a similar embedding structure in the VGG and AlexNet embedding spaces: a cluster of points with an approximately linear DNN decision boundary (drawn in a white dashed line in Figure 6) with TP to one side of the decision boundary, TN to the other side of the decision boundary, and FN and FP close to the decision boundary. In contrast, we see a more complicated embedding space structure for DenseNet. The embedded images form an “S” shape for both BDD100K and JAAD. We still see a separation of the TP and TN images in the embedding space, and mostly FN images in between them; however, it is not possible to draw a line in the embedding space for the DNN decision boundary.

Our embedding map defines regions in the embedding space associated with a given outcome. It is able to map complicated, non-linear manifolds, and therefore is more accurate in predicting the performance for the JAAD, DenseNet DNN. In fact, our embedding map has the best NGP performance in all DenseNet experiments except for the ISIC dataset. In contrast, DoC is leveraging the softmax scores; in situations with an approximately linear decision boundary, e.g., VGG and AlexNet in the JAAD experiments, the softmax score can effectively measure how close a prediction is to the decision boundary and DoC is an accurate NGP method.

6. Discussion

Our NGP experiments show that our proposed DT embedding map accurately performs NGP across a wide range of classification tasks. In particular, we find that our embedding map leverages the embedding space structure well in non-linear embedding manifolds. This is complimentary to the previously proposed DoC method which performs well with linear decision boundaries. In [8] the authors conclude it is “sobering” that the simple DoC approach outperforms other, more complicated baselines. We find that DoC does outperform our embedding map in some experiments, but the embedding space visualization in Figure 6 provides some insight as to why. If the distance from a linear decision boundary is a good indication for whether a DNN prediction is correct, as in VGG and AlexNet in Figure 6, then DoC will be an accurate NGP approach. In contrast, if the structure in the embedding space is more complicated, as in DenseNet in Figure 6, then our embedding map will be a more accurate NGP approach.

When we examine the results in Figure 4 we see that our embedding map tends to do well for the DenseNet architecture across different external datasets and tasks. We believe this is promising because it indicates there are patterns to the DNN embedding space structure for a given DNN architecture across multiple datasets. In addition, the embedding space structure is similar for AlexNet and VGG in the Figure 6 visualization. This is logical, because both AlexNet and VGG have a series of convolutional layers followed by fully connected layers, and both have the same embedding space dimensionality. This suggests the possibility that
groups of architectures with similar layer structures and embedding space dimensionalities have similar DNN embedding space structures. An interesting avenue for future work is to investigate whether patterns in the embedding space structure are indeed seen across different tasks and datasets.

Our proposed approach is not restricted to binary classification problems, and is applicable for other feed-forward supervised learning problems, such as, multi-class classification and object detection. For example, to apply our embedding map to a multi-class classification problem, the outcomes can be defined as ‘class 1 correct’, ‘class 1 incorrect’, etc. for each class and the decision tree can be fit using the procedure we describe.

### 6.1. Societal Impact

Training DNNs that are fair to all subpopulations is essential to safely deploy DNNs in operation. There is evidence that both pedestrian detection [39] and melanoma classification [38] can have lower performance for some subpopulations, particularly people with darker skin tones. We believe that our approach could be used to recognize if a DNN’s performance will be poor for people from under-represented subpopulations before harmful failures occur.

### 7. Conclusions

We propose an NGP method that maps the structure of the DNN embedding space and achieves the best average NGP performance across different tree depths, classification tasks, DNN architectures, and external operating domains. Our embedding map efficiently maps structure in the embedding space, and through embedding space visualizations, we see that in particular our proposed approach outperforms previous NGP approaches in complex, non-linear embedding space structures. More broadly, we believe that the growing body of work around NGP is a promising direction for further research and can be a step towards dependable and practical DNNs for safety critical tasks in unconstrained environments.
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