Analytical Ground- and Excited-State Gradients for Molecular Electronic Structure Theory from Hybrid Quantum/Classical Methods
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We develop analytical gradients of ground- and excited-state energies with respect to system parameters including the nuclear coordinates for the hybrid quantum/classical multistate contracted variational quantum eigensolver (MC-VQE) applied to fermionic systems. We show how the resulting response contributions to the gradient can be evaluated with a quantum effort similar to that of obtaining the VQE energy and independent of the total number of derivative parameters (e.g., number of nuclear coordinates) by adopting a Lagrangian formalism for the evaluation of the total derivative. We also demonstrate that large-step-size finite-difference treatment of directional derivatives in concert with the parameter shift rule can significantly mitigate the complexity of dealing with the quantum parameter Hessian when solving the quantum response equations. This enables the computation of analytical derivative properties of systems with hundreds of atoms, while solving an active space of their most strongly correlated orbitals on a quantum computer. We numerically demonstrate the exactness the analytical gradients and discuss the magnitude of the quantum response contributions.

I. INTRODUCTION

When performing simulations, computational chemists frequently depend on a toolset of computational methods to provide observables beyond approximations to the state energies for a given arrangement of nuclear cores and electronic quantum numbers. First-order derivatives of the energy and other properties of ground- and excited-state electronic wave functions with respect to various system parameters are frequently sought after quantities. Of particularly broad interest is the nuclear gradient, i.e., the first order derivative of the state energy with respect to the nuclear positions. This nuclear gradient represents the classical force acting on point Born-Oppenheimer nuclei, and is indispensable for the determination of critical points on the potential energy surface, the exploration of reaction landscapes, and the computation of static and dynamic properties of molecular systems.

Due to the necessary layering of different numerical techniques, e.g., the combination of a Hartree-Fock-type method to identify molecular orbitals combined with a post-Hartree-Fock-type method to provide an accurate treatment of the electronic wavefunctions, the usage of intermediate computational parameters is necessary. The values of these parameters often need to be determined by means of nested optimization loops which solve particular sets of nonlinear equations. This makes precise computation of derivatives challenging in both existing classical and forthcoming quantum methods, as “response” cross terms stemming from the chain rule derivatives of the intermediate computational parameters will necessarily contribute to the target total derivatives. In the quantum methods, the difficulty is compounded due to the inability to directly access the wave function.

In classical methods, the efficient computation of the full analytical derivative of an observable with respect to arbitrary system parameters, and particularly including response contributions from the chain-rule terms involving the intermediate computational parameters, has been thoroughly established over the past several decades. A particularly efficient and robust approach for deriving and implementing these gradients is present in the “Lagrangian formalism” promoted by Helgaker and co-workers [1], which itself grew out of several other historical perspectives on the topic, including the Delgarno-Stewart interchange theorem [2], the Handy-Schaefer Z-vector formalism [3], and the coupled-perturbed approach used by Yamaguchi and many others [4]. It remains, however, to fully extend these efficient classical techniques for analytical gradients into the domain of hybrid quantum/classical algorithms for quantum chemistry.

A number of notable studies have already made considerable progress in computing derivatives in hybrid quantum/classical methods for quantum chemistry. In quantum phase estimation (QPE) methods, approaches for the derivative have been considered more than a decade ago [5]. Our manuscript focuses primarily on methods for NISQ-era [6] quantum computing, in which many different variational, semi-variational, or non-variational methods for the state energy have been developed [7–15]. In these cases, depending on the variational nature of the method with regard to the parameter(s) to be differentiated, considerable additional response terms may arise in the computation of the analytical gradient. The earliest days of the variational quantum eigensolver (VQE) approach, it has been known to many authors that if only the ground state energy is targeted, the nuclear gradient is analytically extractable from the active space density matrix elements that are used already in the optimiza-
tion of the VQE entangler parameters, i.e., that the gradient is essentially available simultaneously with the energy due to the variational nature of state-specific VQE [16]. However, when one considers approaches where the VQE entangler parameters are not optimized to minimize the observable to be differentiated, the resulting method will be non-variational, and nonzero chain rule terms will arise to reflect the response of the VQE entangler parameters to the derivative perturbations. This case commonly arises in methods that target ground and excited states simultaneously, e.g., MC-VQE [8] or SS-VQE [9] (in which case the state-averaged energy is optimized by tuning the VQE entangler parameters in an approach denoted SA-VQE), or in cases where an observable other than the energy is differentiated (e.g., in the computation of polarizabilities or non-adiabatic coupling vectors in state-specific VQE). There may also be response terms stemming from parameters other than the VQE entangler parameters, such as orbital parameters.

There seem to be three broad approaches to dealing with the response terms. The first is to simply ignore the response contribution from the VQE entangler parameters, noting that in the limit of a universal entangler circuit, the response terms will decay to zero, and that there will be competing error sources from shot and decoherence noise that may overwhelm the magnitude of the response terms. The second is to redefine the method to eliminate the response terms. This was done, e.g., in [17], where a state-specific CASSCF was performed to simultaneously optimize the state-specific VQE energy with respect to both the VQE entangler parameters and the orbital parameters. This yields a method which is fully variational, and which in particular does not require the solution of the classical coupled-perturbed Hartree-Fock (CPHF) equations to determine the orbital response terms. However, this method will encounter problems if one tries to differentiate observables other than the state-specific energy or if state-specific CASSCF does not provide a reliable treatment of the electronic structure. The third is to consider the response terms as a natural consequence of a non-variational method, and to try to efficiently include their contribution in the computation of the derivative. Varying levels of efficiency are obtained depending on the formalism used. For instance, a pair of studies of analytical gradients in the non-variational SS-VQE method [18, 19] explicitly compute the response terms, achieving a correct analytical gradient but with quantum computational cost scaling linearly in the total number of derivative directions. Another study focusing on the non-variational QSE-VQE approach [20] includes the response contributions through a sum-over-states formalism that also induces significant overhead. Recently, we have begun the exploration of the Lagrangian approach for analytical derivatives in the context of the phenomenological ab initio exciton model (AIEM) solved with MC-VQE [21]. There we showed how the Lagrangian formalism could sever the dependency of the computational scaling of the gradient from the number of derivative parameters being sought. However, we still encountered significant computational complexity increase from the nature of the SA-VQE Hessian matrix, which is seemingly much harder to deal with in quantum methods relative to classical methods. We make some progress to mitigate this issue in the present manuscript.

As we were finalizing the present manuscript, a preprint by Arimitsu et al appeared [22], which derives and implements the gradients of orbital-optimized fermionic SS-VQE and MC-VQE through a Lagrangian formalism. Similar response equations are encountered as in our prior derivative work [21] or as derived below, but the authors consider neither previous approaches introducing the Lagrangian formalism for non-variational gradients in hybrid quantum/classical methods, nor efficient matrix-vector product techniques for mitigating the complexity of working with the SA-VQE parameter Hessian. The latter consideration, together with unavoidable couplings between the quantum VQE parameters and classical orbital parameters manifest as a restriction of the Arimitsu work to small test cases such as 9-atom cis-TPF. A similar Lagrangian-based approach for the non-adiabatic coupling vector has since appeared [23].

In the present manuscript, we explore the deployment of the Lagrangian approach to provide the analytical gradient for non-variational hybrid quantum/classical methods with fermionic Hamiltonians. We particularly consider the case where there are nonzero response terms arising from both classical intermediate systems parameters such as orbitals determined by Hartree-Fock-type methods, as well as quantum intermediate system parameters such as VQE entangler circuit parameters determined by SA-VQE. For concreteness, we demonstrate numerical results for the case where the orbitals are chosen by the fractional occupation molecular orbital restricted Hartree-Fock (FON-RHF) method [24, 25], and then the ground and excited state wavefunctions are simultaneously optimized in an active space picture via the multistate, contracted variant of VQE (MC-VQE). This method is an analog to the popular FOMO-CASCI method [26, 27] of classical electronic structure, for which analytical gradients and non-adiabatic coupling vectors have recently been derived [28, 29]. However, we leave sufficient detail in the theory section to show how the same approach could be adapted to many other combinations of classical and quantum methods, especially including the case where the quantum and classical intermediate system parameters are globally coupled. We also find that our recently developed quantum number preserving (QNP) approach for efficient fermionic VQE entanglers [30] (itself inspired by and derived from a number of other fermionic VQE entangler approaches [31–45]) fits particularly nicely into this framework and allow to obtain high quality ground and excited state properties already at low circuit depth, while also obviating the need to consider any constraints to keep the system responses from falling into symmetry-impure sectors of the qubit Hilbert space.
We also make progress with the SA-VQE Hessian complexity problem encountered in the AIEM gradient manuscript, by showing that a combination of iterative matrix-vector-product-based solution of the SA-VQE response equations with a widely spaced finite difference approach for the SA-VQE matrix-vector products works well in numerical practice. We close by numerically demonstrating the exactness of our method against finite difference, showing the performance of the iterative finite-difference Hessian-vector product method, and exploring the magnitude of the response terms in large test cases.

II. THEORY

A. Lagrangian Formalism for Derivative Properties

As with all gradient theory papers, the topic of the present manuscript is how to efficiently compute derivatives of observables of a quantum system with respect to system parameters, while analytically accounting for any non-physical choices made during the approximate computational description of the quantum system. To simplify the discussion, we will confine ourselves to the common case where the observable in question is the adiabatic (ground or excited) state energy $E^\Theta$ corresponding to an orthonormal adiabatic state $|\Psi^\Theta\rangle$. We will also restrict ourselves to the symmetric and linear ansatz with the property that the adiabatic energy is the expectation value over the Hamiltonian operator $\hat{H}$ [78].

\[
E^\Theta \equiv \langle \Psi^\Theta | \hat{H} | \Psi^\Theta \rangle
\]  

We often require total derivatives of this adiabatic state energy with respect to arbitrary displacements of system parameters of the Hamiltonian $\{\xi\}$. An archetypical example of $\{\xi\}$ is the set of Cartesian positions of the positively-charged nuclei of a molecular system, in which case $E^\Theta,\xi$ represents the nuclear gradient of the energy, i.e., the opposite of the classical Born-Oppenheimer force on the nuclei. The desired derivative is,

\[
E_{\Theta,\xi} \equiv \frac{dE^\Theta}{d\xi} = \langle \Psi^\Theta | \frac{\partial \hat{H}}{\partial \xi} | \Psi^\Theta \rangle + \langle \Psi^\Theta | \hat{H} | \frac{d\Psi^\Theta}{d\xi} \rangle + \text{H.C.}
\]

Here, the first term is the Hellmann-Feynman contribution, and is the only nonzero contribution if all parameters in $|\Psi^\Theta\rangle$ were chosen to make the state energy $E^\Theta$ stationary (definitionally true for all state-specific variational wavefunctions). However, if the wave function contains intermediate computational parameters $\{\theta_g\}$ that were chosen to satisfy other conditions than the stationarity of the state energy, the “wave function response” terms will arise,

\[
E_{\Theta,\xi} \equiv \frac{dE^\Theta}{d\xi} = \langle \Psi^\Theta | \frac{\partial \hat{H}}{\partial \xi} | \Psi^\Theta \rangle + \sum_g \langle \Psi^\Theta | \hat{H} \frac{\partial \Psi^\Theta(\{\theta_g\})}{\partial \theta_g} \frac{\partial \theta_g}{\partial \xi} \rangle + \text{H.C.}
\]

Structurally identical terms arise whenever the quantity of which the derivative is taken is not the one whose optimization yielded the intermediate computational parameters $\{\theta_g\}$.

At the moment, it seems that we will have to solve the parameter response separately for each perturbation $\xi$, which will induce unacceptable rise in complexity of the gradient computation relative to the energy computation. Fortunately, the Lagrangian formalism helps us avoid this. We define,

\[
L^\Theta \equiv \langle \Psi^\Theta | \hat{H} | \Psi^\Theta \rangle + \sum_{g'} \tilde{\theta}_{g'} C_{g'}(\{\theta_g\})
\]

Here $C_{g'}(\{\theta_g\}) = 0$ is the $g'$-th clause of a set of $n_g$ (nonlinear) equations used to define the parameters $\{\theta_g\}$. $\{\theta_g\}$ are Lagrange multipliers. Making the Lagrangian stationary with respect to the Lagrange multipliers specifies the method,

\[
\frac{\partial L^\Theta}{\partial \theta_g} = 0 \Rightarrow C_{g'}(\{\theta_g\}) = 0
\]

Making the Lagrangian stationary with respect to the wave function parameters determines the linear response equations,

\[
\frac{\partial L^\Theta}{\partial \theta_g} = 0 \Rightarrow \sum_{g'} \frac{\partial C_{g'}(\{\theta_g\})}{\partial \theta_g} \tilde{\theta}_{g'} = -\frac{\partial \langle \Psi^\Theta | \hat{H} | \Psi^\Theta \rangle}{\partial \theta_g}
\]

Once the Lagrangian (whose value always equals the energy) is stationary with respect to perturbations in non-variational wave function parameters, the desired derivatives can be taken as partial rather than total derivatives,

\[
E_{\Theta,\xi} = \frac{dE^\Theta}{d\xi} = \frac{\partial L}{\partial \hat{H}} \frac{d\hat{H}}{d\xi}
\]

Here, the first term is the Hellmann-Feynman contribution, and is the only nonzero contribution if all parameters in $|\Psi^\Theta\rangle$ were chosen to make the state energy $E^\Theta$ stationary (definitionally true for all state-specific variational wavefunctions). However, if the wave function contains intermediate computational parameters $\{\theta_g\}$ that were chosen to satisfy other conditions than the stationarity of the state energy, the “wave function response” terms will arise,

\[
E_{\Theta,\xi} \equiv \frac{dE^\Theta}{d\xi} = \langle \Psi^\Theta | \frac{\partial \hat{H}}{\partial \xi} | \Psi^\Theta \rangle + \langle \Psi^\Theta | \hat{H} | \frac{d\Psi^\Theta}{d\xi} \rangle + \text{H.C.}
\]

Structurally identical terms arise whenever the quantity of which the derivative is taken is not the one whose optimization yielded the intermediate computational parameters $\{\theta_g\}$.

At the moment, it seems that we will have to solve the parameter response separately for each perturbation $\xi$, which will induce unacceptable rise in complexity of the gradient computation relative to the energy computation. Fortunately, the Lagrangian formalism helps us avoid this. We define,

\[
L^\Theta \equiv \langle \Psi^\Theta | \hat{H} | \Psi^\Theta \rangle + \sum_{g'} \tilde{\theta}_{g'} C_{g'}(\{\theta_g\})
\]

Here $C_{g'}(\{\theta_g\}) = 0$ is the $g'$-th clause of a set of $n_g$ (nonlinear) equations used to define the parameters $\{\theta_g\}$. $\{\theta_g\}$ are Lagrange multipliers. Making the Lagrangian stationary with respect to the Lagrange multipliers specifies the method,

\[
\frac{\partial L^\Theta}{\partial \theta_g} = 0 \Rightarrow C_{g'}(\{\theta_g\}) = 0
\]

Making the Lagrangian stationary with respect to the wave function parameters determines the linear response equations,

\[
\frac{\partial L^\Theta}{\partial \theta_g} = 0 \Rightarrow \sum_{g'} \frac{\partial C_{g'}(\{\theta_g\})}{\partial \theta_g} \tilde{\theta}_{g'} = -\frac{\partial \langle \Psi^\Theta | \hat{H} | \Psi^\Theta \rangle}{\partial \theta_g}
\]

Once the Lagrangian (whose value always equals the energy) is stationary with respect to perturbations in non-variational wave function parameters, the desired derivatives can be taken as partial rather than total derivatives,
1. Nested Classical/Quantum Ansätze

It is often the case in hybrid quantum/classical methods (or even classical/classical methods) that several sequential computations are concatenated to form a complete method. For one instance, one may perform some classical computations to determine the spatial orbitals (defined in terms of classical intermediate computational parameters \( \{ \theta^c_g \} \)), and subsequently use these orbitals in a VQE-type computation with state-averaged variational entangler circuits (depending on quantum intermediate computational parameters \( \{ \theta^q_g \} \)). The resultant adiabatic energies \( E^\Theta \) will be variational with respect to neither classical nor quantum intermediate computational parameters. However, the Lagrangian formalism will naturally guide us to a set of response equations which are succinct and maximally separated.

\[
\mathcal{L}^\Theta = E^\Theta(\{ \theta^c_g \}, \{ \theta^q_g \}) + \sum_g \bar{\partial}^q_g C^q_g(\{ \theta^q_g \}; \{ \theta^c_g \}) + \sum_g \bar{\partial}^c_g C^c_g(\{ \theta^c_g \}) \tag{10}
\]

The second line indicates that the equations defining the quantum intermediate computational parameters depend on both the quantum and classical intermediate computational parameters, but the equations defining the classical intermediate computational parameters do not depend on the quantum intermediate computational parameters. This leads to a nested and separated set of response equations,

\[
\frac{\partial \mathcal{L}^\Theta}{\partial \theta^q_g} = 0 \Rightarrow \bar{\partial}^q_g \frac{\partial C^q_g}{\partial \theta^q_g} = -\frac{\partial E^\Theta}{\partial \theta^q_g} \tag{11}
\]

and

\[
\frac{\partial \mathcal{L}^\Theta}{\partial \theta^c_g} = 0 \Rightarrow \bar{\partial}^c_g \frac{\partial C^c_g}{\partial \theta^c_g} = -\frac{\partial E^\Theta}{\partial \theta^c_g} - \sum_g \bar{\partial}^q_g \frac{\partial C^q_g}{\partial \theta^c_g}. \tag{12}
\]

Critically, this separates the response computations into quantum and classical portions, with iterative classical/quantum computations avoided in the latter.

In practice, the extra right-hand-side contributions in the classical response equations naturally are accounted for if one uses quantum-relaxed density matrices as input to the classical response equations, as we do below.

Note that if the determination of the classical intermediate computational parameters somehow relied on quantum intermediate computational parameters (e.g., if the orbitals were chosen to minimize the quantum state-averaged energy instead of a classical heuristic), the Lagrangian formalism would guide us to a single, united set of response equations resembling CP-SA-CASSCF equations. This would present no conceptual difficulty, but might require considerable additional hybrid quantum/classical computations to evaluate.

B. Active Space Picture

We begin from a classically-determined active space of \( M \) orthonormal spatial orbitals \( \{ \phi_p(\vec{r}_i) \} \) (defined to be real in this work). For each of these spatial orbitals, we compose a pair of spin orbitals \( \{ \psi_p(\vec{x}_1) = \phi_p(\vec{r}_i)\alpha(s_i) \} \) and \( \{ \psi_p(\vec{x}_1) = \phi_p(\vec{r}_i)\beta(s_i) \} \), for a total of \( 2M \) spin orbitals. When referring to spin orbitals, we use a bar to denote \( \beta \) (spin down) orbitals and no bar to denote \( \alpha \) (spin up) orbitals. We define a set of fermionic composition operators \( \{ \hat{p}^\pm \} \) and \( \{ \hat{p}^{\pm \dagger} \} \) for these spin orbitals obeying the usual fermionic anti-commutation relations.

We are given the classically-determined matrix elements of the active space Hamiltonian, including the self energy \( E_{\text{ext}} \) of the external (classically-determined) system, the one-body integrals, including the kinetic energy integrals and the potential integrals of the external system

\[
(p|\hat{\mathcal{H}}|q) \equiv (p| -\nabla^2/2|q) + (p|\hat{\mathcal{V}}_{\text{ext}}|q), \tag{13}
\]

\[
\equiv \int_{\mathbb{R}^3} d\vec{r}_1 \, \bar{\phi}_p(\vec{r}_1) \left[ -\frac{\nabla^2_1}{2} + \bar{v}_{\text{ext}}(\vec{r}_1) \right] \phi_q(\vec{r}_1) \tag{14}
\]

and the two-body electron repulsion integrals (ERIs),

\[
(pq|rs) \equiv \int_{\mathbb{R}^6} d\vec{r}_1 \, d\vec{r}_2 \, \bar{\phi}_p(\vec{r}_1)\phi_q(\vec{r}_1) \frac{1}{r_{12}} \phi_r(\vec{r}_2)\phi_s(\vec{r}_2) \tag{15}
\]

In the present work these are all real quantities due to the real nature of the spatial orbitals. Specific definitions of these integrals depend on the type of active space embedding used (e.g., Hartree-Fock external particles) and on the definitions of the spatial orbitals as shown in the integrals over spatial orbitals. See Appendices A1 and A2 for specific definitions for the case of FON-RHF spatial orbitals and RHF core orbital embedding, respectively.

For convenience, we define the modified one-electron integrals,

\[
(p|\hat{v}|q) \equiv (p|\hat{\mathcal{H}}|q) - \frac{1}{2} \sum_r (pq|r)q \tag{16}
\]

The Hamiltonian can now be defined as,

\[
\hat{H} \equiv E_{\text{ext}} + \sum_{pq}(p|\hat{v}|q)\hat{E}^+_{pq} + \frac{1}{2} \sum_{pqrs} (pq|rs)\hat{E}^+_{pq}\hat{E}^+_{rs} \tag{17}
\]

where the singlet spin-adapted single substitution operator is,

\[
\hat{E}^+_{pq} \equiv \hat{p}^\dagger q + \hat{p} q \tag{18}
\]

We also define the \( n \) number, \( \beta \) number, and total spin squared quantum number operators as, respectively,

\[
\hat{N}_n \equiv \sum_p \hat{p}^\dagger \hat{p} \tag{19}
\]

\[
\hat{N}_\beta \equiv \sum_p \hat{p}^\dagger \hat{p} \tag{20}
\]

\[
\hat{S}^2 \equiv \hat{S}_-\hat{S}_+ + \hat{S}_z^2 \tag{21}
\]
where
\[ \hat{S}^- = \sum_p \hat{p}^+ p, \quad \hat{S}^+ = \sum_p p^+ \hat{p} \] (22)

We are first tasked with solving the time-independent electronic Schrödinger equation within the active space, subject to strict quantum number constraints \((N_\alpha, N_\beta, S)\),
\[ \hat{H} |\Psi^\Theta\rangle = E^\Theta |\Psi^\Theta\rangle : \] (23)
\[ \langle \Psi^\Theta | \Psi^\Theta\rangle = \delta_{\Theta^\Theta}, \] (24)
\[ \hat{N}_\alpha |\Psi^\Theta\rangle = N_\alpha |\Psi^\Theta\rangle \] (25)
\[ \hat{N}_\beta |\Psi^\Theta\rangle = N_\beta |\Psi^\Theta\rangle \] (26)
\[ \hat{S}^2 |\Psi^\Theta\rangle = S/(2S/2 + 1) |\Psi^\Theta\rangle \] (27)

We will construct the wavefunctions \(|\Psi^\Theta\rangle\) and measure observable properties thereof with the aid of a qubit-based quantum computer. There are many approaches for this hybrid quantum/classical solution of the Schrödinger equation. For concreteness, herein we use the multistate, contracted variant of the variational quantum eigensolver (MC-VQE) for its seamless simultaneous treatment of ground and excited states.

### C. Target Gradient

We are then asked to evaluate the derivative of the state energy \(E^\Theta\) with respect to an arbitrary system parameter \(\xi\) (e.g., the position of one of the nuclei, an external electric field, etc),
\[ E^{\Theta, \xi} = \frac{dE^\Theta}{d\xi} \] (28)

A key intermediate in the mixed quantum/classical methodology used here is the spin-summed active space relaxed density matrix, which has one-particle (OPDM) contribution,
\[ \tilde{\gamma}^{\Theta}_{pq} = \frac{dE^\Theta}{d(p|h|q)} \] (29)

and two-particle (TPDM) contribution,
\[ \tilde{\Gamma}^{\Theta}_{pqrs} = 2 \frac{dE^\Theta}{d(pq|rs)} \] (30)

These quantities should be understood to be relaxed up through all quantum intermediate computational parameters (i.e., to be the doppelgangers of full configuration interaction density matrices in the active space), but do not include or have any context for classical intermediate computational parameters such as orbital definitions.

The reason that these contributions are so important is that the linear, symmetrical expectation value property of our ansatz allows us to write (up through the quantum intermediate computational parameters),
\[ L^{\Theta} = E_{\text{ext}} + \sum_{pq} \tilde{\gamma}^{\Theta}_{pq}(p|h|q) + \frac{1}{2} \sum_{pqrs} \tilde{\Gamma}^{\Theta}_{pqrs}(pq|rs) \] (31)

And therefore, after considering the properties of the Lagrangian, the desired derivative can be found as,
\[ E^{\Theta, \xi} = \frac{d}{d\xi} E_{\text{ext}} + \sum_{pq} \tilde{\gamma}^{\Theta}_{pq} \frac{d}{d\xi} (p|h|q) + \frac{1}{2} \sum_{pqrs} \tilde{\Gamma}^{\Theta}_{pqrs} \frac{d}{d\xi} (pq|rs) \] (32)

Here the total derivative symbol is used when differentiating the active space molecular integrals to emphasize that these contain both intrinsic and orbital response terms (both classical). In practice, this last line represents a call to a classical CASCI gradient computation, with relaxed active space OPDM/TPDM provided as input.

Note also that we will encounter another set of intermediates in the form of the unrelaxed OPDM,
\[ \gamma^{\Theta}_{pq} = \frac{\partial E^\Theta}{\partial (p|h|q)} = \langle \Psi^\Theta | \hat{E}^\Theta_{pq} | \Psi^\Theta \rangle \] (33)

and TPDM,
\[ \Gamma^{\Theta}_{pqrs} = 2 \frac{\partial E^\Theta}{\partial (pq|rs)} = \langle \Psi^\Theta | \hat{E}^\Theta_{pqrs} | \Psi^\Theta \rangle \] (34)

\[ -S \delta_{qr} \langle \Psi^\Theta | \hat{E}^\Theta_{pqrs} | \Psi^\Theta \rangle \]

Here the symmetrization operator (a convention) acts as,
\[ ST_{pqrs} = \frac{1}{4} [T_{pqrs} + T_{pqsr} + T_{qprs} + T_{qsp}] \] (35)

These do not include any relaxation terms within the active space, e.g., SA-VQE response terms.

### D. Fermion-to-Qubit Operator Mapping

Within any hybrid quantum/classical approach for the electronic Schrödinger equation, we require a mapping between the spin orbitals and fermionic composition operators of the electronic structure problem to the qubits and distinguishable two-level composition operators of the quantum computer. There are myriad approaches for this mapping, including (variants of) the Jordan-Wigner, parity, and Bravyi-Kitaev maps. For concreteness, we use the Jordan-Wigner mapping in the present work, as previously outlined by many authors and as previously used within our local quantum-number-preserving (QNP) ansatz for MC-VQE in [30]. This leads directly to the rather verbose representation of the Hamiltonian and quantum number operators as specific linear combinations of Pauli operators in the qubit basis, as detailed...
in Appendix B. Many techniques have been developed to reduce the verbosity of the representation, notably including the double factorization approach [45–53], composing the Hamiltonian as a sum of groups of simultaneously observable Pauli operators, with each leaf in the sum corresponding to a specific spin-adapted spatial orbital rotation obtained by tensor factorization of the ERIs. For our purposes herein, it is conceptually sufficient to be able to compute the density matrix in the natural representation of the qubit–basis operators, e.g., to be able to compute the expectation value of each Pauli word for a representation of the operators in terms of a linear combination of Pauli operators. In numerical practice, it would surely be advantageous to use a more advanced representation such as double factorization to reduce the measurement cost for each observable. This could be seamlessly adopted to the framework presented here, with the caveat that additional classical response terms might arise if an approximate tensor factorization scheme is used to represent the Hamiltonian operator. We defer such considerations to a later study.

E. MC-VQE Active Space Wavefunctions

We formally parametrize the MC-VQE active space wavefunctions as,

\[ |\Psi^\Theta\rangle := \sum_{\Theta'} \hat{U}(\{\theta_g\}) |\Phi^\Theta\rangle_{\Theta} := \sum_{\Theta'} |\Gamma^{\Theta'}\rangle V_{\Theta'}^{\Theta} \]  

Here \{|\Phi^\Theta\rangle\} are reference states which are classically and quantumly efficiently describable and preparable. The specific construction of \{|\Phi^\Theta\rangle\} is a user choice, subject to the following requirements: (1) the reference states must have definite and proper \(N_\alpha, N_\beta,\) and \(S\) quantum numbers and (2) the procedure used to define the reference states must either contain no auxiliary parameters or must be describable in terms of the solutions of a set of nonlinear equations. For concreteness, herein we choose these reference states to be configuration state functions (CSFs), and they therefore have no additional internal computational parameters. If reference states with auxiliary internal parameters are used, additional quantum response equations may arise below, as occurred when we used configuration interaction singles (CIS) reference states instead of CSFs in our AlEM work.

\( \hat{U}(\{\theta_g\}) \) is a VQE entangler circuit with quantum circuit parameters \(\{\theta_g\}\). The specific construction of \(\hat{U}(\{\theta_g\})\) is a user choice, subject to the following two requirements: (1) The circuit operator \(\hat{U}(\{\theta_g\})\) must commute with the \(N_\alpha, N_\beta,\) and \(S^2\) quantum number operators for all parameter choices \(\{\theta_g\}\) and (2) The parameters of the circuit must be simultaneously optimized as described below. For concreteness, herein we use the quantum number preserving gate fabric circuits defined in our prior work [30], though many other choices that satisfy (1) and (2) could be used within the formalism derived below.

Once the construction of the VQE entangler circuit is established, the circuits parameters \(\{\theta_g\}\) are optimized to minimize the state-averaged VQE energy,

\[ \theta^*_g := \arg\min_{\theta_g} \left( \sum_{\Theta} w_{\Theta} \langle \Gamma^{\Theta} | \hat{H} | \Gamma^{\Theta} \rangle \right) \]  

Here \(\{w_{\Theta}\}\) are user-defined non-increasing state averaging weights. In the above two equations, we define the “entangled reference states” \( |\Gamma^{\Theta}\rangle := \hat{U}(\{\theta_g\}) |\Phi^\Theta\rangle \). \(\hat{H}\) is the molecular Hamiltonian of the system, and can be written in terms of second quantized operators or Pauli operators as linear combinations of the one and two body integrals \((p|h|q)\) and \((pq|rs)\).

The weak form of the SA-VQE energy minimization condition is the first-order stationary condition,

\[ \frac{\partial}{\partial \theta_g} E = \frac{\partial}{\partial \theta_g} \sum_{\Theta} w_{\Theta} \langle \Gamma^{\Theta} | \hat{H} | \Gamma^{\Theta} \rangle = 0 \]  

In practice, this condition is used to define the SA-VQE entangler circuit parameters \(\{\theta_g\}\).

The MC-VQE subspace eigenvectors \(V_{\Theta'}^{\Theta}\) are chosen to diagonalize the MC-VQE subspace Hamiltonian \(H_{\Theta\Theta'} := \langle \Gamma^{\Theta} | \hat{H} | \Gamma^{\Theta'} \rangle\),

\[ \sum_{\Theta'} H_{\Theta\Theta'} V_{\Theta'}^{\Theta} = V_{\Theta}\Theta' E^{\Theta} \]  

additionally subject to the orthonormality constraints,

\[ \sum_{\Theta'} V_{\Theta'}^{\Theta} V_{\Theta'}^{\Theta'} = \delta_{\Theta\Theta'}, \sum_{\Theta'} V_{\Theta'}^{\Theta} V_{\Theta'}^{\Theta'} = \delta_{\Theta\Theta'} \]  

and the MC-VQE state energies \(E^{\Theta}\) satisfy,

\[ E^{\Theta} = \langle \Psi^\Theta | \hat{H} | \Psi^\Theta \rangle \]  

Note that it is sometimes convenient to define the rotated reference state,

\[ |\Omega^{\Theta}\rangle \equiv \sum_{\Theta'} V_{\Theta'}^{\Theta} |\Phi^\Theta\rangle : |\Psi^\Theta\rangle = \hat{U}(\{\theta_g\}) |\Omega^{\Theta}\rangle \]  

As a linear combination of classical reference states, this is usually an efficient classically and quantumly representable state. The utility of this rotated reference state is that a given MC-VQE eigenstate can be prepared with a single quantum circuit, and therefore observables, derivatives, and unrelaxed properties can be evaluated from observations of a single quantum circuit, e.g.,

\[ E^{\Theta} = \langle \Omega^{\Theta} | \hat{U}^\dagger(\{\theta_g\}) \hat{H} \hat{U}(\{\theta_g\}) |\Omega^{\Theta}\rangle \]  

All in all, MC-VQE can be thought of as a procedure that adjusts the parameters of the entangler circuit such that the subspace spanned by the chosen reference states is rotated into the lowest energy corner of the Hilbert
space reachable with the chosen entangler ansatz. The Hamiltonian in this subspace can then be measured and classically diagonalized. This yields variational ground and excited state energies and also recipes to prepare explicitly orthogonal corresponding wave functions, without having to enforce this orthogonality via measurements of overlaps or higher powers of the Hamiltonian. Even if one is not interested in excited state properties MC-VQE can be an attractive method because its multireference nature also means that its ground state energy may be lower than the energy of any individual state that is preparable via the entangler ansatz from a single reference state.

F. MC-VQE Active Space Lagrangian

The “quantum” part of the Lagrangian is,

\[ \mathcal{L}^\Theta = E^\Theta + \sum_{g} \frac{\partial E}{\partial \theta_g} \lambda_g \]  (44)

Here \( \{ \lambda_g \} \) are Lagrange multipliers that enforce the use of the SA-VQE stationary conditions to choose the VQE entangler circuit parameters \( \{ \theta_g \} \),

\[ \frac{\partial \mathcal{L}^\Theta}{\partial \lambda_g} = 0 \Rightarrow \frac{\partial E}{\partial \theta_g} = 0 \]  (45)

Note that one may additionally choose to add terms corresponding to the subspace eigendecomposition (i.e., Lagrangian terms to define \( V_{\theta \theta'} \) as diagonalizing the subspace Hamiltonian and being orthonormal), but the response terms stemming from these contributions are zero due to the variational nature of the eigendecomposition.

G. MC-VQE Active Space Gradient

The target of the “quantum” part of the gradient are the spin-summed relaxed OPDM and TPDM [first defined in Eqs. (29) and (30)] in the active spatial orbitals, for which it holds that

\[ \gamma^\Theta_{pq} = \frac{dE^\Theta}{d(p|h|q)} = \frac{\partial \mathcal{L}^\Theta}{\partial (p|h|q)} \]  (46)

and

\[ \Gamma^\Theta_{pqrs} = 2 \frac{dE^\Theta}{d(pq|rs)} = 2 \frac{\partial \mathcal{L}^\Theta}{\partial (pq|rs)} \]  (47)

Due to the properties of the Lagrangian formalism, we do not need to compute the parameter response portions of the following chain rule derivatives explicitly,

\[ \gamma^\Theta_{pq} = \sum_g \frac{\partial E^\Theta}{\partial \theta_g} \frac{\partial \theta_g}{\partial (p|h|q)} \]  (48)

and

\[ \Gamma^\Theta_{pqrs} = 2 \sum_g \frac{\partial E^\Theta}{\partial \theta_g} \frac{\partial \theta_g}{\partial (pq|rs)} \]  (49)

Instead, the properties of the Lagrangian formalism allow us to compute, e.g.,

\[ \gamma^\Theta_{pq} = \frac{\partial E^\Theta}{\partial (p|h|q)} + \sum_g \frac{\partial^2 E}{\partial (p|h|q) \partial \theta_g} \lambda_g \]  (50)

\[ \equiv \gamma^\Theta_{pq} + \gamma^\Theta_{pq} \]  (51)

directly. The last line shows the popular partition of the density matrix into unrelaxed and response contributions.

H. Quantum Observables Required for MC-VQE Energies and Gradients

Inspection of the above reveals that the following classes of quantum observables are needed to compute MC-VQE energies and gradients:

1. **Diagonal Expectation Values:**

\[ \mathcal{O}^\Theta = \langle \Phi^\Theta | \hat{U}^\dagger \{ \{ \theta_g \} \} \hat{O} \hat{U}^\dagger \{ \{ \theta_g \} \} | \Phi^\Theta \rangle \]  (52)

Here \( \hat{O} \) is usually the Hamiltonian, but could optionally be a quantum number operator or any other symmetric operator. \( | \Phi^\Theta \rangle \) can be either a reference state or a rotated reference state.

2. **Off-Diagonal Expectation Values:**

\[ \mathcal{O}^{\Theta \Theta'} = \langle \Phi^\Theta | \hat{U}^\dagger \{ \{ \theta_g \} \} \hat{O} \hat{U}^\dagger \{ \{ \theta_g \} \} | \Phi^{\Theta'} \rangle \]  (53)

\[ = \langle \chi_+^{\Theta \Theta'} | \hat{U}^\dagger \{ \{ \theta_g \} \} \hat{O} \hat{U}^\dagger \{ \{ \theta_g \} \} | \chi_+^{\Theta \Theta'} \rangle /2 \]

\[ -\langle \chi_-^{\Theta \Theta'} | \hat{U}^\dagger \{ \{ \theta_g \} \} \hat{O} \hat{U}^\dagger \{ \{ \theta_g \} \} | \chi_-^{\Theta \Theta'} \rangle /2 \]

Where the classically and quantumly tractable interfering combinations of reference states are,

\[ | \chi^{\Theta \Theta'}_\pm \rangle \equiv \frac{1}{\sqrt{2}} \left[ | \Phi^\Theta \rangle \pm | \Phi^{\Theta'} \rangle \right] \]  (54)

3. **Diagonal Density Matrix Expectation Values:**

\[ \gamma_{i} = \frac{\partial \mathcal{O}^\Theta}{\partial O_i} = \langle \Phi^\Theta | \hat{U}^\dagger \{ \{ \theta_g \} \} \hat{\Pi}_i \hat{U}^\dagger \{ \{ \theta_g \} \} | \Phi^\Theta \rangle \]  (55)

For cases where the operator \( \hat{O} \) is composed as a weighted linear combination of “basis operators.”

\[ \hat{O} \equiv \sum O_i \hat{\Pi}_i \]  (56)

Here the basis operators \( \{ \hat{\Pi}_i \} \) could be, e.g., Pauli words, spin-summed single substitution operators \( \hat{E}_p \), etc. Note
in particular that one can classically obtain the density matrix in terms of spin-summed single substitution operators (or products thereof) from the corresponding density matrix in terms of Pauli words if the details of the mapping of the second quantized composition operators to Pauli words is known. We refer to this process as “backtransforming” the density matrix, and refer the reader to Appendix B for more details on the procedure. This procedure can also be adapted to the case where the density matrix is expressed in double factorized representation instead of Pauli word representation.

(4) Diagonal Parameter Gradients:

\[
\frac{\partial O^\theta}{\partial \theta_g} = \sum_{P} v_{P} O^\theta(\{\theta_g + \delta_{g^P} t_P\})
\]  

(57)

This usually refers to the case where \{\theta_g\} are the parameters of the SA-VQE entangler circuit. The equality shows the analytical expression of parameter gradients for quantum circuits in terms of the well-known parameter shift rule or one of its generalizations [54–58]. Within such rules the derivative of the expectation value with respect to each circuit parameter can be analytically computed as a weighted linear combination of separate observable expectation values evaluated along a widely spaced stencil of displacements of that parameter. The fact that the displacements are widely spaced (e.g., not finite difference) implies that statistical noise does not specifically magnify in this process. The parameter shift displacements and weights \{< t_P, v_P >\} are specific to the eigenstructure of each gate element, and in particular to the corresponding number of unique frequencies in the trigonometric polynomial of the observable tomography along the gate parameter. E.g., simple \(R_y(\theta)\) gates require a 2-point parameter shift rule, a diagonal pair substitution gate \(QNP_{\chi}(\theta)\) requires a 4-point parameter shift rule, and a spin-adapted orbital rotation \(QNP_{OR}(\theta)\) requires an 8-point parameter shift rule [30]. Two notes of emphasis are appropriate here for contrast with the later section on approximate parameter shift rules for directional derivatives: (1) for gradients evaluated along single parameter directions, the parameter shift rule is exact with a constant number of stencil points but (2) as soon as a directional derivative that involves a linear combinations of parameter directions is involved, it appears that an exact parameter shift rule requires a linear number of stencil points (essentially computing the full gradient with the original parameter shift rule, and then classically contracting with the desired direction vector).

(5) Diagonal Parameter Hessians:

\[
\frac{\partial^2 O^\theta}{\partial \theta_g \partial \theta_{g'}} = \sum_{P} \sum_{Q} v_{P} v_{Q} O^\theta(\{\theta_{g'} + \delta_{g'Q} t_P + \delta_{g'Q} t_Q\})
\]  

(58)

I.e., a double application of the parameter shift rule. It should be noted that evaluation of the diagonal elements of the Hessian can be obtained in essentially the same linear-scaling effort as the gradient, but the evaluation of the full Hessian requires quadratic-scaling effort [57, 58]. Below we consider an approach to try to reduce the scaling of computations involving the Hessian by considering a Hessian matrix-vector product formalism in concert with widely-spaced finite difference stencils for directional derivatives. The connection between finite difference and parameter-shift gradients have recently been discussed in [57, 59], albeit in the context of single parameter gradients and not directional derivatives. Note that off-diagonal density matrix elements and/or observable derivatives are also easily obtained by a combination of appropriate rule and the off-diagonal observable expectation value rule.

I. SA-VQE Response Equations

In order to obtain the target relaxed density matrices of the quantum gradient, we must first solve the SA-VQE response equations,

\[
\frac{\partial \mathcal{L}^\theta}{\partial \theta_{g'}} = 0 \Rightarrow \sum_g \frac{\partial^2 \bar{E}}{\partial \theta_{g'} \partial \theta_{g}} \lambda_g = -\frac{\partial E^\theta}{\partial \theta_g}
\]  

(59)

As written, the SA-VQE response equations appear to require evaluation and storage of the \(O(N_\theta^2)\) SA-VQE Hessian matrix,

\[
A_{gg'} = \frac{\partial^2 \bar{E}}{\partial \theta_{g'} \partial \theta_{g}}
\]  

(60)

Note that there are a few important limits in which the RHS of the SA-VQE response equations,

\[
b_g = -\frac{\partial E^\theta}{\partial \theta_g}
\]  

(61)

will be zero and where we can avoid the solution of the SA-VQE response equations: (1) In the case that we only include a single state in the SA-VQE optimization, i.e., using VQE instead of MC-VQE. In this case, the state averaged gradient that is optimized is equivalent to the state-specific RHS gradient, and is therefore zero at the conclusion of the VQE parameter optimization. (2) In the limit that we use a powerful enough entangler circuit to exactly solve the Schrödinger equation for the targeted states. (3) In the limit that we are not at the complete entangler circuit limit, but where the state-specific RHS gradient is accidentally zero for all states sought due to external considerations such as the targeted states being in different spatial symmetry irreps.

J. Iterative Solution of the SA-VQE Response Equations

Over the next two sections we will introduce an approach to remove the explicit need for the generation, storage, and manipulation of the SA-VQE Hessian. The
aim is to remove the need for a double application of the parameter shift rule, which currently scales as $O(N^2_\theta)$. This is formally higher scaling than the single application of the parameter shift rule needed for the SA-VQE energy gradient, $O(N_\theta)$, i.e., as needed in gradient-based optimization of the SA-VQE entangler circuit parameters. Put another way, the computation of the gradient of the energy gradient, $O(N_\theta)$, due to the cost of evaluating the SA-VQE Hessian before the solution of the response equations. In most classical electronic structure methods, the same scaling can be achieved in both the energy and the gradient. The following procedure is one approach to realizing this scaling reduction for SA-VQE response:

The first step needed in this scaling reduction is to replace the explicit solution of the SA-VQE response equations with an iterative method based on matrix-vector products, e.g., a Krylov-type method. There are many possible and common choices to accomplish this, including but not limited to GMRES, MINRES, BiCGSTAB, SOR, Jacobi, or Gauss-Seidel approaches. Note that we cannot use standard conjugate gradient (CG or PCG) methods here, as the SA-VQE Hessian might be indefinite for numerical reasons. Here we focus on the particularly simple choice of a fixed-point iteration accelerated by Pulay’s Direct Inversion of the Iterative Subspace (DIIS) extrapolation method [60, 61], as is often used in the solution of response equations (and also nonlinear parameter optimization equations) in classical electronic structure methods.

The specific procedure is as follows for solving $\hat{A}\vec{\lambda} = \vec{b}$, with a symmetric indefinite linear operator $\hat{A}$ (the SA-VQE Hessian), a RHS of $\vec{b}$ (the negative to the state-specific VQE parameter gradient), a LHS of $\vec{\lambda}$ (the target Lagrangian vector), and an easily obtained and pseudoinverted symmetric preconditioner $\hat{P}$ that approximates $\hat{A}$ in a spectral sense:

1. Initialize the solution vector to the trivial initial guess $\vec{\lambda} = \vec{0}$.
2. Compute the residual $\vec{r} \equiv \vec{b} - \hat{A}\vec{\lambda}$.
3. If the maximum residual is less than a user specified convergence threshold $\delta$, i.e., if $\|\vec{r}\|_\infty < \delta$, exit the procedure with the current $\vec{\lambda}$ as the converged Lagrangian solution vector.
4. Compute the preconditions residual $\vec{d} \equiv \hat{P}^{-1}\vec{r}$.
5. Compute the updated solution vector $\vec{\lambda} \leftarrow \vec{\lambda} + \vec{d}$.
6. Add the current values of the state vector $\vec{x}$ and error vector $\vec{r}$ to the DIIS history (note that some implementations may prefer to use $\vec{d}$ as the error vector).
7. Query the DIIS protocol for an extrapolated guess to the solution vector $\vec{\lambda}$.

8. Repeat from Step 2 until convergence is achieved in Step 3 or a maximum number of iterations is reached and the iterative procedure reports failure.

Note the key dependence on the SA-VQE Hessian matrix-vector product operation $\vec{\sigma}(\vec{x}) \equiv \hat{A}\vec{x}$ in Step 2. For the preconditioner, herein we use the diagonal of the Hessian (obtainable in $O(N_\theta)$ scaling via the double parameter shift rule [54–58] as sketched for simpler entangler circuits in our previous derivative work [21]), conditioned to remove elements with extremely small magnitude. The use of more-advanced preconditioners to improve convergence is an important topic for future research.

The well-known DIIS extrapolation protocol holds a limited history of state and error vector pairs. At each step in the fixed point iteration, the DIIS procedure builds a linear error model, and solves norm-constrained least-squares equations to provide an extrapolated prediction of the converged limit of the fixed-point iteration. The DIIS protocol is easily constructed with a handful of classical linear algebra operations, and can be made to be completely agnostic of the details of the fixed point iteration being considered. DIIS can solve nonlinear systems equations effectively in many cases, and when applied to linear indefinite systems of equations in the manner described above, has been shown to be a form of GMRES. For more information on DIIS, the reader is referred to a number of articles on the classical use of DIIS in classical electronic structure methods [60–68], as well as our hybrid quantum/classical Jacobi parameter optimization approach which uses DIIS as a convergence accelerator [69]. A complete numerical recipe for the DIIS protocol is laid out in the last of these papers.

K. Finite-Difference Approximation of SA-VQE Hessian-Vector Products

Now that we have transformed the SA-VQE response equations into a matrix-vector product formalism, we have a chance at reducing the scaling by considering the specifics of the SA-VQE Hessian-vector product, shown here for an arbitrary trial vector $x_g$,

$$\sigma_g[x_g'] \equiv \sum_{g'} A_{gg'} x_g' = \sum_{g'} \frac{\partial^2 E}{\partial \theta_g \partial \theta_{g'}} x_g' \quad (62)$$

Considering the specific normalized linear combination of parameters along an auxiliary parameter $t$,

$$\theta_{g'}(t) = \theta_{g'}^0 + \frac{x_{g'}}{\|x\|_2} t \quad (63)$$

Then our task is to compute the gradient of the scaled directional derivative of the state-averaged energy in the direction of the trial vector,

$$\sigma_g[x_g'] = \frac{\partial}{\partial \theta_g} \frac{\partial E}{\partial t} ||x||_2 \quad (64)$$
It would be ideal to express the directional derivative \( \frac{\partial E}{\partial t} \) as a widely-spaced parameter-shift-rule-type stencil in \( t \),

\[
\frac{\partial E}{\partial t} \approx \sum_p v_p E(\{\theta_g^p + i\bar{\theta}_p x^g_g / \|\bar{x}\|_2\})
\]

(65)

Here \( \{i\bar{\theta}_p, v_p \} \) are the points and weights of the parameter-shift-rule-type stencil. If such a stencil is possible with a constant number of points for the directional derivative, the complete SA-VQE Hessian matrix-vector product could be formed in \( \mathcal{O}(N_\theta) \) effort by then applying the usual first-derivative parameter shift rule \( \{<t_Q, v_Q>\} \) to each point in the directional derivative stencil to obtain the second derivative in \( \theta_g \),

\[
\sigma_g[x_g^g] \approx \sum_Q \sum_p v_Q \bar{v}_p E(\{\theta_g^p + i\bar{\theta}_p x^g_g / \|\bar{x}\|_2 + \delta_{g_g} t_Q\}) \|\bar{x}\|_2
\]

(66)

I.e., for each needed SA-VQE Hessian matrix-vector product, we first parameter shift in a constant-scaling stencil along the normal direction of the trial vector \( \bar{x} \), and then perform a second parameter shift along each parameter direction to obtain the needed second derivative vector. The second shift can be performed with the usual exact parameter shift rule appropriate for the parameter/gate in question. The first proposed parameter shift rule along the arbitrary trial vector direction does not appear to have an exact solution in less than exponential effort, due to the exponential number of combinations of trigonometric functions in an arbitrary direction in the \( N_\theta \)-dimensional trigonometric landscape of \( E(\{\theta_g\}) \). However, we argue that it is plausible that a widely-spaced-finite-difference stencil in \( t \) may provide for a highly accurate approximation computation of the directional derivative due to the directionally bandlimited nature of the \( N_\theta \)-dimensional trigonometric landscape of \( E(\{\theta_g\}) \). In particular, if we consider the case of gates all with maximum angular frequency oscillation (i.e., trigonometric polynomial basis function) in parameter space in parameter space of \( M(\theta) = \exp(-i\omega \theta) \), where \( \omega \) is the maximum angular frequency, then the cut through the parameter space along \( t \) is composed of a linear combination of an exponential number of trigonometric polynomial basis functions, but with a maximum angular frequency oscillation of \( M'(t) = \exp(-i\omega \|\bar{x}\|_1 / \|\bar{x}\|_2) \). I.e., the maximum angular frequency oscillation along \( t \) is \( \omega \|\bar{x}\|_1 / \|\bar{x}\|_2 \leq \omega \sqrt{N_\theta} \). The worst case is achieved for the major diagonal trial vector \( x_g = 1 \forall g \). Overall, the \( \sqrt{N_\theta} \) worst-case scaling of the maximum frequency of \( \tilde{E}(t) \) indicates that the function is significantly bandlimited along any direction. This leads to the ability to apply widely-spaced finite difference stencils without significant loss of accuracy.

In future work, it may be worth considering an adaptive form of finite difference stencil that changes the step size as a function of \( \|\bar{x}\|_1 / \|\bar{x}\|_2 \). However, we have empirically found that the application of a simple Newton-Cotes symmetric finite difference stencil with a large and isotropic step size for all \( \bar{x} \) works surprisingly well for this application in the numerical examples encountered below.

### L. Procedure for MC-VQE Energies and Gradients

For clarity, we provide this section to explicitly enumerate the full time-ordered procedure for MC-VQE energies and gradients. Many of these operations have been discussed mathematically above, but the time order and preferred approach for each required quantum observable are highlighted in this section.

**MC-VQE Energies:**

1. Classically obtain a description of the active space spatial orbitals \( \{\phi_p(\bar{r}_1)\} \).
2. Classically obtain the active space matrix elements \( E_{\text{ext}} \{\langle p|\bar{h}|q\rangle, \{\langle pq|rs\rangle\} \).
3. Determine the details of the fermion-to-qubit mapping of the composition operators, Hamiltonian operator, and quantum number operators.
4. Construct the quantum number pure reference states \( \{|\Phi^{\Theta}\rangle\} \) for the \( N_\Theta \) target states and for the target quantum numbers \( N_\alpha, N_\beta, \) and \( S \) (the quantum numbers may vary from state to state, though this is not explicitly considered in this work). This includes classically determining the ansatz any internal parameters of the reference states, and also designing quantum circuits to efficiently prepare these reference states from the qubit fiducial state \( |\bar{0}\rangle \).
5. Construct the conceptual design of a quantum number preserving SA-VQE entangler circuit \( \hat{U}(\{\Theta_g\}) \), including gate layout and composition and initial parameter guess.
6. Optimize the SA-VQE energy \( \tilde{E}(\{\Theta_g\}) \) with user-supplied state averaging weights \( \{w_{\Theta}\} \) with respect to the entangler circuit parameters \( \{\Theta_g\} \). There are myriad iterative approaches for this parameter optimization which may rely on quantum expectation values of the Hamiltonian over the diagonal entangled reference states \( \tilde{E}(\{\Theta_g\}) \equiv \sum_{\Theta} w_{\Theta} \langle \Theta|\hat{H}|\Theta\rangle \), or/and gradients thereof \( \partial_{\Theta_g} \tilde{E} \) as computed by the parameter shift rule.
7. Compute the off-diagonal elements of the MC-VQE subspace Hamiltonian \( \{\hat{H}_{\Theta\Theta'}\} \equiv \{\langle \Theta|\hat{H}|\Theta'\rangle\} \) by using differences of Hamiltonian expectation values over entangled interfering combinations of reference states.
8. Classically diagonalize \( \hat{H}_{\Theta\Theta'} \) to obtain the eigenvectors \( V_{\Theta\Theta'} \) and the corresponding eigenvalues \( E^{\Theta} \). The diagonal elements of the subspace Hamiltonian will likely already be available from the
SA-VQE energy computation in the previous parameter optimization step. Note that the entangled reference states are defined as \( \{|\Gamma^{\theta}\{(\theta_i)\} \equiv \hat{U}(\{(\theta_i)\}|\Phi^{\theta})\} \).

9. Optionally classically compute the rotated reference states \( \{|\Omega^{\theta}\} \equiv \sum_{\theta'} \hat{V}_{\theta'}|\Phi^{\theta'}\rangle \), including classical composition and description of corresponding quantum circuit.

MC-VQE Gradients:

1. Compute the state-specific VQE entangler parameter gradient \( \partial_{\theta_p} E^{\theta} \), e.g., using the parameter shift rule in concert with Hamiltonian expectation values over the entangled rotated reference state for state \( \Theta \).

2. Solve the SA-VQE response equations for RHS of \( b_p \equiv -\partial_{\theta_p} E^{\theta} \) to obtain the Lagrangian \( \lambda_g \). This can be accomplished by any combination of the explicit, iterative, or iterative + finite difference SA-VQE Hessian-vector product methods described in Sections IIJ or IIK above.

3. Compute the unrelaxed state-specific OPDM and TPDM \( \gamma_{pq}^{\theta} \equiv \partial_{(p|h|q)} E^{\theta} \) and \( \Gamma_{pqrs}^{\theta} \equiv \partial_{(pq|rs)} E^{\theta} \), e.g., using Pauli word expectation values over the entangled rotated reference state for state \( \Theta \) followed by backtransformation of the Pauli word expectation values to the spin-summed spatial orbital density matrices.

4. Compute the SA-VQE response contributions to the OPDM and TPDM, e.g., \( \tilde{z}_{pq}^{\theta} \equiv \sum_g \partial_{\theta_p} \partial_{(p|h|q)} E^{\theta} \lambda_g \). This can be done efficiently with a combination of the Pauli-word-type procedure for the unrelaxed OPDM/TPDM and a single application of the parameter shift rule.

5. Add the unrelaxed and SA-VQE response contributions to form the “quantum” relaxed OPDM and TPDM, e.g., \( \bar{\gamma}_{pq}^{\theta} \equiv \tilde{z}_{pq}^{\theta} + \gamma_{pq}^{\theta} \).

6. Send the relaxed quantum OPDM and TPDM to the classical electronic structure code to determine the classical response (e.g., orbital response), basis set (e.g., Pulay term), and intrinsic contributions to the gradient. Formally this computes \( d_\zeta E^{\theta} = d_\zeta E_{\text{ext}} + \sum_{pq} \bar{\gamma}_{pq}^{\theta} d_\zeta (\{p|h|q\}) + \frac{1}{2} \sum_{p q r s} \hat{\Gamma}_{pqrs}^{\theta} d_\zeta (pq|rs) \).

Note that double factorization or other Hamiltonian compression approaches could be substituted anywhere Hamiltonian expectation values or Pauli-to-orbital density matrix computations are encountered.

### III. COMPUTATIONAL DETAILS

For the classical orbital determination, Hamiltonian matrix element evaluation, and gradient evaluation steps, we used RHF and FON-RHF methods in atom-centered Gaussian atomic orbital basis sets as implemented in the LIGHTSPEED + TERAChem code stack. The quantum portions of the MC-VQE energy and gradient approaches defined above were implemented in two independent code stacks: An in-house C++/Python quantum circuit simulator code. This code is capable of evaluating Hamiltonian expectation values via either Pauli expectation value expansion or by direct application of the Hamiltonian to an arbitrary qubit statevector with known \( N_0 \) and \( N_1 \) via a Knowles-Handy matrix-vector product method. This is similar in spirit to other implementations proposed recently [70, 71], though we choose to retain the full \( 2^N \) statevector memory during the computation of the quantum circuit simulation to allow for arbitrary gate decompositions (including intermediate non-number-preserving gates) to be simulated. A code stack leveraging PennyLane [56] for automatic differentiation and and OpenFermion [72] for Hamiltonian transformations. Both implementations were cross-checked against each other. As the focus of the present work is to enumerate the complete response-including analytical gradient and to probe the size of response terms for realistic systems, we perform the quantum circuit simulations in the limit of infinite statistical sampling and without decoherence noise channels. Consideration of shot and decoherence noise within the complete MC-VQE energy + gradient workflow is an important topic that we leave for future study.

### IV. RESULTS

#### A. Moderate-Scale Test Case

To validate our analytical gradient methodology within a challenging and physically relevant system, we consider the case of cyclohexadiene (specifically cyclohexa-1,3-diene) near one of its minimal energy conical intersections (MECI). Cyclohexadiene exhibits an interesting electrocyclic ring opening reaction with strong enantomeric selectivity upon photoexcitation with UV light near 267 nm. This photochemical reaction is likely representative of general electrocyclic ring-opening reactions in generic 1,3-cycloadiene compounds such as terpenine, pro-vitamin-D3, and many others. Understanding of the non-adiabatic dynamics of this reaction, including yields, timescales, stereochemistry and mechanisms involves significant efforts on both the dynamics and electronic structure.

Herein, we take the geometry of the “ring-closing” MECI from SA-2-\( \alpha \)-CASSCF(6e, 4o)/6-31G* from Ref [73]. We then treat the system with FOMO-CASCI(6e, 4o, \( \beta = 0.3 \))/6-31G* (Gaussian blurring and same active space and \( N_{\text{FOMO}} \) as forthcoming CASCI during the FON-RHF procedure). As FON-RHF and SA-\( \alpha \)-CASSCF use different metrics for determining the orbitals, the FOMO-CASCI \( S_0 \) and \( S_1 \) states are not exactly at a conical intersection - this is useful as it pro-
vides a sort of “canonicalization” of the $S_0$ and $S_1$ states and allows us to robustly consider FCI vs. MC-VQE treatments within the active space without considering degenerate rotations between states.

![Cyclohexadiene MECI](image)

**FIG. 1:** Geometry of “ring-closing” cyclohexadiene MECI computed at SA-2-α-CASSCF(6e, 4o)/6-31G* in Ref. [73] and used as a test case within the present manuscript. The lower-right C-H bond is distorted well out of plane, bringing $S_0$ and $S_1$ states into coincidence without promoting ring-opening photochemistry. A different MECI is responsible for the ring-opening channel of the dynamics.

**B. Finite Difference Validation**

To validate the correctness of the derived and implemented methodology, we performed finite difference computations with and without SA-VQE response, with finite difference perturbations performed at the level of second-quantized Hamiltonian matrix elements $(\hat{p}|\hat{h}|\hat{q})$ and $(pq|rs)$ and at the level of nuclear gradient computations. These computations indicate that the complete gradient, including SA-VQE response, is concordant with the analytical gradient.

For instance, for the MC-VQE nuclear gradient of the ground state for the cyclohexadiene system considered above, with one “double layer” of QNP entangler gates (one complete layer of even- and odd-pairing QNP gates between spatial orbitals) and two states considered in SA-VQE, the maximum absolute deviation (defined for two nuclear gradients $\vec{G}_1$ and $\vec{G}_2$ as $M \equiv \|\vec{G}_1 - \vec{G}_2\|_{\infty}$) between the analytical or finite difference CASCI and MC-VQE gradients is $0.016$ a.u., reflecting the incompleteness of the MC-VQE entanglers at this rather coarse level of theory. The maximum absolute deviation between the bare (not including SA-VQE response) MC-VQE gradients and analytical or finite difference MC-VQE gradients is $0.0016$ a.u., indicating that the bare and response-including MC-VQE gradients agree internally to about $10\times$ better than the CASCI and MC-VQE gradients, but that there are still nontrivial response contributions to the gradient. Finally, the SA-VQE-response-including MC-VQE gradients agree with the finite difference MC-VQE gradients to a maximum absolute deviation of $4.6 \times 10^{-5}$. This last $\sim 35\times$ reduction in maximum absolute deviation reveals the need for the SA-VQE response contributions to produce the analytical gradient. Further analysis indicates that the conservative maximum magnitude of the response contribution for this case is $\Gamma \equiv \|\vec{G}^{\text{VQE-Resp}} - \vec{G}^{\text{VQE-Bare}}\|_{\infty}/\|\vec{G}^{\text{VQE-Resp}}\|_{\infty} = 0.02$, i.e., that the response contribution for this case is $\sim 2\%$ of the maximum analytical gradient entry. This contribution is small but already nontrivial, and will likely become more important in larger cases where VQE entangler is further from completeness, and/or in other derivative contributions that are less stationary than the state energy, e.g., the polarizability or non-adiabatic coupling vector.

**C. SA-VQE Hessian Matrix-Vector Product Response Methodology**

To probe the potential utility of the iterative solution of the SA-VQE response equations with finite-difference Hessian matrix-vector products and DIIS acceleration, we consider the application of this method to the cyclohexadiene test case with various finite difference stencil sizes $n_{FD}$ ranging from 2 to 10 by even integers and various large finite difference stencil sizes $\Delta_{FD} \in [0.05, 0.1, 0.2, 0.3]$. As a preliminary, solving the SA-VQE response equations with DIIS without any approximation in the matrix-vector product yields essentially double precision machine epsilon agreement with the explicit pseudoinversion of the full SA-VQE response equation, and requires 5 full iterations of DIIS to reach a convergence in the SA-VQE residual of $\|r\|_{\infty} < 10^{-9}$.

As Figure 2 shows, the addition of finite difference approximations in the matrix vector products does not appear to significantly affect the accuracy of the resultant gradient, even with small $n_{FD}$ or large $\Delta_{FD}$. The maximum absolute errors in the total $S_0$ gradient appear to converge roughly geometrically in both the size of the finite difference stencil $n_{FD}$ and the inverse of the finite difference spacing $\Delta_{FD}^{-1}$. Remarkably coarse finite difference grids with, e.g., $(n_{FD}, \Delta_{FD}) = (4, 0.2)$ already exhibit maximum absolute deviations in the gradient of $< 10^{-6}$, i.e., far smaller than the magnitude of the response terms.

One additional potential concern is that the extrinsic introduction of finite difference matrix-vector product formalism might significantly inhibit the convergence of the DIIS iterative procedure. This is addressed in Figures 3 and 4. Here it is found that medium-quality finite difference stencils all show the same convergence behavior, which is qualitative indistinguishable from that of ideal matrix-vector products. Only the coarsest finite differ-
ence grids in $\Delta_{FD}$ and $n_{FD}$ exhibit noticeable deviations from the ideal convergence behavior. These require only 1 to 2 additional iterations to converge, and the early convergence behavior that this most relevant for the shot-noise limited deployment of VQE is quite similar for all cases.
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**FIG. 2:** Maximum absolute error in complete nuclear gradient for $S_0$ state of cyclohexadiene ring-closing MECI computed with FOMO-CAS-MC-VQE(6e, 4o)/6-31G* with 1 complete layer in the QNP entangler circuit. Here the error is shown as a function of finite difference stencil sizes ($n_{FD}$) and finite difference step sizes ($\Delta_{FD}$).
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**FIG. 3:** Convergence in the SA-VQE response equations for $S_0$ state of cyclohexadiene ring-closing MECI computed with FOMO-CAS-MC-VQE(6e, 4o)/6-31G* with 1 complete layer in the QNP entangler circuit. Here the SA-VQE response residual is shown as a function of DIIS iteration for various finite difference stencil sizes $n_{FD}$ for finite different step size of $\Delta_{FD} = 0.3$. The DIIS equations terminate at a convergence criterion of $|r|_{\infty} < 10^{-9}$.

**D. Large-Scale Test Case**

For a large-scale test case we consider octatetraene solvated by 50 MeOH solvent molecules, with the geometry from [74], with 318 atoms. We compute the orbitals with FON-RHF($\beta = 0.15$, Gaussian broadening)/6-31G, which comprises 1392 atomic orbitals. This level of theory for classical orbital determination and active space integral preparation/derivative postprocessing is tractable within a few minutes of GPU-accelerated compute time. An active space of (6e, 6o) orbitals is used - note that the intuitively-preferred active space of (8e, 8o) orbitals experiences orbital instabilities between the LUMO+4 and LUMO+5 orbitals with this basis set and geometry.

**E. Large-Scale Results**

Figure 5 depicts the ground-state gradients of the octatetraene@MeOH$_5$0 test case with a (6e, 6o) active space. Particularly, we compare FCI treatment of the active space wavefunction (red), MC-VQE with two states averaged in SA-VQE and three total layers of QNP entangler gates (blue), and the same MC-VQE without response terms (turquoise). The full Hessian is used in the computation of the response terms, i.e., no finite difference approximations are used. Generally, all three layers of theory agree qualitatively, with some exceptions on the nearest OH group in the prominent lower right MeOH solvent molecule (where an FON-RHF active orbital is hybridizing with those on the octatetraene). The
agreement between SA-vQE-response-including and bare MC-VQE gradients are generally within $\sim 2\%$ of the maximum gradient element, and this agreement is much tighter than the agreement between CASCI and MC-VQE for this short depth of SA-VQE entangler. The main conclusion is that external classical system size is not a major issue in computing analytical MC-VQE gradients.

V. SUMMARY AND OUTLOOK

In the present work, we have laid out a complete procedure for the efficient evaluation of analytical first-order derivative properties for nonstationary VQE-type methods with active space embeddings. The use of the Lagrangian formalism is found to remove formal scaling dependencies on the number of derivative perturbations in the computation of the response terms, and also maximally separates the quantum and classical response contributions. Importantly it makes the quantum computational effort independent of the total number of derivative properties, which, e.g., enables the computation of analytical gradients of systems of hundreds of atoms, whose few most important orbitals are accurately simulated on a quantum computer.

The use of a novel iterative SA-VQE Hessian matrix-vector product formalism with widely-spaced finite difference approximations for the needed matrix-vector products is found to remove the need for explicit treatment of the SA-VQE Hessian while retaining an accurate solution of the SA-VQE response equations. Taken together, the Lagrangian approach and iterative matrix-vector product formalism appear to yield a method with similar computational resource requirements for the energy and gradient. Such methodology can be relatively easily adapted to other hybrid quantum/classical approaches, including other non-stationary algorithms such as certain variants of QSE-VQE, SS-VQE, NO-VQE, QFD, or VQPE, and can be extended to other underlying classical methods such as CIS-NO [75, 76] or UNO [77] orbital determination. Additionally many other target observables and derivative perturbations can be efficiently accessed with this methodology, including polarizabilities, non-adiabatic coupling vectors, and NMR chemical shifts.

There are many interesting directions to pursue from this point. One is an obvious need for a thorough quantification and mitigation of shot-noise and decoherence-noise errors in all steps of the energy and gradient computation. It may well be that much more efficient procedures can be developed if consideration of quantum circuit shot cost is woven throughout the methodology, as has been explored by a number of authors in other context. e.g., Bayesian methods. Another straightforward direction to consider is the use of more-advanced representations of the qubit-basis Hamiltonian operator to reduce measurement burden. Double factorization is surely an interesting direction to pursue along these lines, though additional classical response terms may arise to reflect the approximate nature of the truncated, tensor factorized Hamiltonian in such cases. Higher derivatives could be considered, though it should be noted that in classical electronic structure methodology, higher derivatives are much less prevalent than first derivatives due to the verbosity of implementation and necessary increase in computational scaling when pursuing second and higher-order derivatives.

Another important question is where exactly the SA-VQE response terms need to be explicitly computed. For small systems with deep SA-VQE entangler circuits on very near-term hardware, the shot noise and decoherence noise channels will surely dominate the error, and the simple expedient of using unrelaxed VQE density matrices can be sufficient. I.e., in the simple cases considered

FIG. 5: Gradients of singlet ground state of (6e, 6o) active space of octatetraene@MeOH$_{50}$ with orbitals computed at FON-RHF($\beta = 0.15$, Gaussian broadening)/6-31G. Within the active space, gradients are computed with FCI (red), MC-VQE including SA-VQE response (blue) and MC-VQE without SA-VQE response (turquoise). Three total layers of QNP entangler gates are used in SA-VQE response. (Upper panel) Full system. (Lower panel) Inset zoomed in on octatetraene.
herein, the response terms constituted only \( \sim 2\% \) of the total gradient. In the longer term, in our opinion (based on numerous experiences with classical methods where response terms can become quite significant in larger systems), it is likely that response terms in VQE methods will eventually become required.
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Appendix A: Technical Notes: Specific FON-RHF-MC-VQE Ansatz Choices

1. Orbital Determination: Fractional Occupation Number Restricted Hartree Fock (FON-RHF)

The fractional occupation number restricted Hartree Fock (FON-RHF) method constructs the real spatial molecular orbitals \( \{ \phi_p(\vec{r}_1) \} \equiv \sum_{\mu} C_{p\mu} \chi_{\mu}(\vec{r}_1) \) from the real non-orthogonal atomic orbitals \( \{ \chi_{\mu}(\vec{r}_1) \} \), subject to constraints to diagonalize the Fock matrix,\[ f_{pq} \equiv \langle p|\hat{h}|q \rangle + \sum_r 2(pq|rr)n_r - \sum_r (pr|qr)n_r = \delta_{pq} \epsilon_p \]to keep the orbitals orthonormal,\[ (p|q) = \delta_{pq} \]and to preserve a target total number of occupied electrons,\[ \sum_r n_r = N_{\text{FOMO}} \]Note that \( N_{\text{FOMO}} \) is a user-specified parameter that in practice may be different than the total number of electrons in a subsequent CASCI procedure. However, herein, we use the simple choice of \( N_{\text{FOMO}} = N_T \).

The fractional orbital occupation number \( n_r \in [0,1] \) for each orbital index \( r \) is determined by a strictly non-increasing function in the orbital energy \( \epsilon_r \). Several popular occupation number functions are used, including the Fermi-Dirac cutoff function,\[ n^\text{Fermi-Dirac}_r \equiv \frac{1}{1 + \exp[\beta(\epsilon_r - \mu)]} \]and the Gaussian smearing cutoff function,\[ n^\text{Gaussian}_r \equiv \frac{1}{2} \text{erfc}[\beta(\epsilon_r - \mu)] \]In both of these cases, the constant \( \beta \) is supplied by the user, and may be roughly interpreted as inverse electronic temperature. The wavefunction parameter \( \mu \) is varied to conserve the total electron number constraint, and may be roughly interpreted as the Fermi energy. The FON-RHF occupation numbers may be applied within an active space picture, i.e., the user may elect to clamp the occupation numbers to 1 for a set of core orbitals, the occupation numbers to 0 for a set of virtual orbitals, and to let the smooth cutoff procedure provide fractional occupation numbers for a set of active orbitals. Note that the partitions into core/active/virtual subsets may be different from those used in any subsequent CASCI operations, though herein we use the simple choice of coincident core/active/virtual partitions for both the FON-RHF and CASCI/MC-VQE portions of the method.

The FON-RHF orbitals are fully analytically differentiable (except at a topologically small subset of parameter cases involved edge core/active and active/virtual degeneracies in occupation numbers), as shown in several works by other authors. Typically a CASCI analytical gradient procedure built on FON-RHF orbitals involves the following steps: (1) determination of the relaxed density matrix in the active space (e.g., including SA-VQE response) (2) determination of the diagonal relaxed CASCI OPDM and TPDM contributions to the gradient (3) construction and solution of the CP-FON-RHF equations (i.e., classical orbital response) (4) accumulation of the orbital response contributions to the gradient through modified Fock matrix gradients. In particular, once the active-space relaxed MC-VQE TPDM is determined (relaxed to include SA-VQE response), the existing classical FOMO-CASCI gradient code stack handles all of the rest of the computation of the gradient, including all details of the chain-rule gradient contributions of the FON-RHF orbital response, spatial molecular integrals, and nuclear positions. The interested reader is referred for example to Hohenstein’s FOMO-CASCI gradient paper for more details [28].

2. External System Embedding: Restricted Hartree-Fock

Once the orbitals \( \{ \phi_p(\vec{r}_1) \} \) have been determined, we partition them into core \((i,j,k,l)\), active \((p,q,r,s)\) and virtual \((a,b,c,d)\) subsets. Using conventional RHF-level embedding of the core orbitals, the active space molecular integrals are,\[ E_{\text{ext}} \equiv E_{\text{Nuc}} + \sum_i 2(i|i\hat{h}i) + \sum_{ij} 2(i|i\hat{J}j) - \sum_{ij} (ij|ij) \]and the one-body Hamiltonian is,\[ (p|\hat{h}|q) = (p|\hat{h}|q) + \sum_i (pq|ii) - \sum_i (pq|ii) \]Here \( E_{\text{Nuc}} \) is the nuclear-nuclear self interaction energy, and \( v_{\text{Nuc}}(\vec{r}_1) \) is the electrostatic potential of the nuclei.

3. MC-VQE Reference State Determination: Configuration State Functions

With the spatial orbitals defined and partitioned, we now need to define a pragmatic set of active-space reference states for MC-VQE. Desired characteristics of these states include:

- Classical tractability: These states must be efficiently able to be determined and represented by a polynomial number of classical operations.
- Quantum tractability: These states should be preparable by simple/short quantum circuits, with
all needed quantum circuit gate parameters determined \textit{a priori} by classical computation.

- Orthogonality: For the specific flavor of MC-VQE used here, we require that the reference states be orthonormal. This restriction could be lifted in future work by using a metric-based variant of MC-VQE.

- Physical Relevance: Insofar as possible, these states should approximately span the space of the target Hamiltonian eigenfunctions.

- Quantum number preservation: These states must all be proper eigenfunctions of \( N_\alpha, N_\beta, \) and \( S^2 \) with the target quantum numbers as eigenvalues.

One pragmatic (but certainly not unique) choice for MC-VQE in fermionic systems is the set of certain configuration state functions (CSFs) in the given qubit orbital basis (i.e., the FON-RHF orbital basis). For instance, for singlet states, we will include the RHF CSF,

\[
|\Phi_0\rangle \equiv \sum_i N_i \, |i^\uparrow \bar{i}^\downarrow\rangle \tag{A8}
\]

the set of singlet singly-excited CSFs,

\[
|\Phi^S_{i \rightarrow a}\rangle \equiv \frac{1}{\sqrt{2}} \left[ a^\dagger i + \bar{a}^\dagger \bar{i} \right] |\Phi_0\rangle \tag{A9}
\]

and the set of diagonal doubly-excited CSFs,

\[
|\Phi^D_{i \rightarrow a}\rangle \equiv a^\dagger i \bar{a}^\dagger \bar{i} |\Phi_0\rangle \tag{A10}
\]

For a given target number of MC-VQE states, we limit ourselves to a discrete subset of these via a selection procedure. For instance, we may elect to sort the energies of the reference states and then take lowest few sorted reference states to be the working set for MC-VQE. We may also choose the reference states according to character, i.e., by choosing those that maximize the overlap with states from a nearby geometry during dynamics or geometry optimization.

**Appendix B: Technical Notes: Jordan Wigner Hamiltonian**

For complete details on the logically \( \alpha \)-then-\( \beta \) and physically interleaved flavor of the Jordan-Wigner mapping used herein, and for additional definitions of the Jordan-Wigner forms of the fermionic composition, substitution, \( N_\alpha, \) \( N_\beta, \) and \( S^2 \) operators, the reader is referred to Appendix B of our manuscript on quantum number preserving entangler circuit.

In order to provide a completely closed procedure for the computation of the active space density matrices, we must provide a differentiable mapping between the second-quantized Hamiltonian operator and corresponding qubit compatible operators such as Pauli operators.

The primary reason for this is to provide a closed recipe for the backtransformation from qubit-basis observables to the unrelaxed OPDM/TPDM. E.g., if the Hamiltonian is written in Pauli words \( \{\Pi_I\} \) as \( \hat{H} \equiv \sum_I \mathcal{H}_I \Pi_I \), and we define the Pauli-basis unrelaxed density matrix elements \( \{\Gamma_I\} \) as,

\[
\Gamma_I \equiv \langle \Psi^\Theta | \Pi_I | \Psi^\Theta \rangle \tag{B1}
\]

then we can exploit the equality of the energy trace formulae,

\[
E^\Theta = E_{\text{ext}} + \sum_{pq} \gamma^\Theta_{pq} (p | \hat{h} | q) + \frac{1}{2} \sum_{pqrs} \Gamma^\Theta_{pqrs} (pq | rs) \tag{B2}
\]

and

\[
\Rightarrow \gamma^\Theta_{pq} = \sum_I \frac{\partial \mathcal{H}_I}{\partial (p | \hat{h} | q)} \Gamma^\Theta_I \tag{B3}
\]

and,

\[
\Rightarrow \Gamma^\Theta_{pqrs} = 2 \sum_I \frac{\partial \mathcal{H}_I}{\partial (pq | rs)} \Gamma^\Theta_I \tag{B4}
\]

These backtransformation formulae are highly sparse, and are easily performed in classical postprocessing. Below, we show the simplified definition of the Hamiltonian operator in terms of qubit Pauli operators under the Jordan-Wigner mapping.

As discussed in the main text, such a laborious enumeration in Pauli operators is conceptually straightforward, but has been superseded in numerical practice by more advanced techniques such as double factorization (DF). This does not present any theoretical barrier to computing the active space density matrices, so long as the qubit basis operators of the more advanced representation are fully differentiable with respect to \((p | \hat{h} | q)\) and \((pq | rs)\).

After expansion in labelled spin orbitals, the Hamiltonian is,

\[
\hat{H} = \sum_{pq} (p | \hat{h} | q) \left( p^\dagger q + \bar{p}^\dagger \bar{q} \right) \tag{B5}
\]

\[
+ \frac{1}{2} \sum_{pqrs} (pq | rs) \left[ p^\dagger r^\dagger s q + p^\dagger \bar{r}^\dagger \bar{s} \bar{q} \right]
\]

\[
= \sum_{pq} (p | \hat{h} | q) \left( p^\dagger q + \bar{p}^\dagger \bar{q} \right)
\]

\[
+ \frac{1}{2} \sum_{pqrs} (pq | rs) \left[ 2 p^\dagger \bar{q} r^\dagger s + p^\dagger \bar{r}^\dagger \bar{s} q + \bar{p}^\dagger \bar{r}^\dagger \bar{s} \bar{q} \right]
\]
The following terms enter the Jordan-Wigner Hamiltonian:

One-particle $\alpha$,

$$\hat{H} \leftarrow +\frac{1}{2} \sum_p (\hat{p}\hat{p}) \hat{I} - \frac{1}{2} \sum_p (\hat{p}\hat{p}) \hat{Z}_p \quad (B6)$$

$$+\frac{1}{2} \sum_{p<q} (\hat{p}\hat{q}) \hat{X}_p \otimes \hat{Z}_{p+1,q-1} \otimes \hat{X}_q$$

$$+\frac{1}{2} \sum_{p<q} (\hat{p}\hat{q}) \hat{Y}_p \otimes \hat{Z}_{p+1,q-1} \otimes \hat{Y}_q$$

One-particle $\beta$,

$$\hat{H} \leftarrow +\frac{1}{2} \sum_p (\hat{p}\hat{p}) \hat{I} - \frac{1}{2} \sum_p (\hat{p}\hat{p}) \hat{Z}_p \quad (B7)$$

$$+\frac{1}{2} \sum_{p<q} (\hat{p}\hat{q}) \hat{X}_p \otimes \hat{Z}_{p+1,q-1} \otimes \hat{X}_q$$

$$+\frac{1}{2} \sum_{p<q} (\hat{p}\hat{q}) \hat{Y}_p \otimes \hat{Z}_{p+1,q-1} \otimes \hat{Y}_q$$

Two-particle $\alpha-\beta$,

$$\hat{H} \leftarrow -\frac{1}{4} \sum_p \sum_r (\hat{p}\hat{r}) - \frac{1}{4} \sum_p \sum_r (\hat{p}\hat{r}) \hat{Z}_r \quad (B8)$$

$$-\frac{1}{4} \sum_p \sum_r (\hat{p}\hat{r}) \hat{Z}_p + \frac{1}{4} \sum_p \sum_r (\hat{p}\hat{r}) \hat{Z}_p \otimes \hat{Z}_r$$

$$+\frac{1}{4} \sum_p \sum_{r<s} (\hat{p}\hat{r}) \hat{X}_r \leftrightarrow \hat{X}_s + \frac{1}{4} \sum_p \sum_{r<s} (\hat{p}\hat{r}) \hat{Y}_r \leftrightarrow \hat{Y}_s$$

$$-\frac{1}{4} \sum_p \sum_{r<s} (\hat{p}\hat{r}) \hat{Z}_p \hat{X}_r \leftrightarrow \hat{Z}_s \hat{X}_r - \frac{1}{4} \sum_p \sum_{r<s} (\hat{p}\hat{r}) \hat{Z}_p \hat{Y}_r \leftrightarrow \hat{Y}_s$$

$$+\frac{1}{4} \sum_p \sum_{r<s} [(\hat{pq})rs - (\hat{ps})qr] \hat{X}_r \leftrightarrow \hat{X}_s \hat{X}_r \leftrightarrow \hat{X}_s$$

$$+\frac{1}{4} \sum_p \sum_{r<s} [(\hat{pq})rs - (\hat{ps})qr] \hat{Y}_r \leftrightarrow \hat{Y}_s \hat{Y}_r \leftrightarrow \hat{Y}_s$$

The same-spin terms are, e.g., for $\alpha \alpha$,

$$\hat{H} \leftarrow \frac{1}{4} \sum_{p<q} \langle pq|pq \rangle$$

$$-\frac{1}{4} \sum_p \left[ \sum_{q} \langle pq|pq \rangle \right] \hat{Z}_p$$

$$+\frac{1}{4} \sum_{p<q} \langle pq|pq \rangle \hat{Z}_p \otimes \hat{Z}_q$$

$$\frac{1}{4} \sum_{q<r} \left[ \sum_{p} \langle pq|pr \rangle \right] \hat{X}_q \leftrightarrow \hat{X}_r$$

$$+\frac{1}{4} \sum_{q<r} \left[ \sum_{p} \langle pq|pr \rangle \right] \hat{Y}_q \leftrightarrow \hat{Y}_r$$

$$-\frac{1}{4} \sum_{q<r} \left[ \sum_{p} \langle pq|pr \rangle \right] \hat{Z}_p \hat{X}_q \leftrightarrow \hat{Z}_r \hat{X}_q$$

$$-\frac{1}{4} \sum_{q<r} \left[ \sum_{p} \langle pq|pr \rangle \right] \hat{Z}_p \hat{Y}_q \leftrightarrow \hat{Z}_r \hat{Y}_q$$

$$-\frac{1}{4} \sum_{q<r} \left[ \sum_{p} \langle pq|pr \rangle \right] \hat{Z}_p \hat{Z}_q \hat{X}_r \leftrightarrow \hat{Z}_r \hat{Z}_q \hat{X}_r$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{X}_r \leftrightarrow \hat{X}_s \hat{X}_r \leftrightarrow \hat{X}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Y}_r \leftrightarrow \hat{Y}_s \hat{Y}_r \leftrightarrow \hat{Y}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Z}_r \hat{X}_q \leftrightarrow \hat{Z}_s \hat{X}_q \leftrightarrow \hat{Z}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Z}_r \hat{Y}_q \leftrightarrow \hat{Z}_s \hat{Y}_q \leftrightarrow \hat{Z}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Z}_r \hat{Z}_s \hat{X}_q \leftrightarrow \hat{Z}_s \hat{Z}_s \hat{X}_q \leftrightarrow \hat{Z}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Z}_r \hat{Z}_s \hat{Y}_q \leftrightarrow \hat{Z}_s \hat{Z}_s \hat{Y}_q \leftrightarrow \hat{Z}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Z}_r \hat{Z}_s \hat{Z}_q \leftrightarrow \hat{Z}_s \hat{Z}_s \hat{Z}_q \leftrightarrow \hat{Z}_s$$

$$+\frac{1}{4} \sum_{p<q} \sum_{r<s} \langle pq|rs \rangle \hat{Z}_r \hat{Z}_s \hat{Z}_q \leftrightarrow \hat{Z}_s \hat{Z}_s \hat{Z}_q \leftrightarrow \hat{Z}_s$$
\[
\frac{1}{4} \sum_{p < q < r < s} [(pq|rs) - (pr|qs)]Y_p \leftrightarrow Y_q X_r \leftrightarrow X_s
\]

\[
\frac{1}{4} \sum_{p < q < r < s} [(pq|rs) - (ps|qr)]Y_p \leftrightarrow Y_q Y_r \leftrightarrow Y_s
\]

And similarly in \( \beta \beta \) by “barring” of indices.

Here, the antisymmetrized two-electron integrals are,

\[
\langle pq||rs \rangle \equiv \langle pq||rs \rangle - \langle pq||sr \rangle = \langle pr|qs \rangle - \langle ps|qr \rangle \tag{B10}
\]

Note the 8-fold antisymmetry,

\[
\langle pq||rs \rangle = -\langle pq||sr \rangle = -\langle qp||rs \rangle = \langle qp||sr \rangle \tag{B11}
\]

\[
\langle rs||pq \rangle = -\langle rs||qp \rangle = -\langle sr||pq \rangle = \langle sr||qp \rangle
\]

Also note that the antisymmetry mandates,

\[
\langle pp||rs \rangle = \langle pq||rr \rangle = 0 \tag{B12}
\]

1. Detailed Derivation of Same-Spin Two-Electron Hamiltonian Term

The same-spin two-electron component of the Hamiltonian can be written (e.g., in \( \alpha \)) as,

\[
\hat{H}^{\alpha \alpha} = \sum_{pqrs} \frac{1}{4} \langle pq||rs \rangle p^+ q^+ s r
\]

\[
= \sum_{p < q < r < s} \langle pq||rs \rangle p^+ q^+ s r
\]

First up, the cases with full contraction, \( p = r \), \( q = s \), and \( p = s \), \( q = r \), but (enforced by the antisymmetrized integrals) \( p \neq q \) and \( r \neq s \).

\[
\hat{H}^{\alpha \alpha} \leftarrow \frac{1}{4} \sum_{pq} \langle pq||pq \rangle p^+ q^+ q p + \langle pq||qp \rangle p^+ q^+ q p \tag{B14}
\]

\[
= \frac{1}{2} \sum_{pq} \langle pq||pq \rangle p^+ q p^+ q
\]

\[
= \frac{1}{8} \sum_{pq} \langle pq||pq \rangle (\hat{I}_p - \hat{Z}_p)(\hat{I}_q - \hat{Z}_q)
\]

\[
= \frac{1}{4} \sum_{p < q} \langle pq||pq \rangle - \frac{1}{4} \sum_{p} \left( \sum_{q} \langle pq||pq \rangle \right) \hat{Z}_p
\]

\[
\left. + \frac{1}{4} \sum_{p < q} \langle pq||pq \rangle \hat{Z}_p \otimes \hat{Z}_q \right.
\]

Now, let us consider the case with a single contraction.

There are four cases:

\[
p = r \neq q, r \neq s \Rightarrow p \neq s
\]

\[
p = s \neq q, r \neq s \Rightarrow p \neq r
\]

\[
q = r \neq q, r \neq s \Rightarrow q \neq s
\]

\[
q = s \neq q, r \neq s \Rightarrow q \neq r
\]

Below \( \sum_{pq} = \sum_{p \neq q \neq r} \),

\[
\hat{H}^{\alpha \alpha} \leftarrow \frac{1}{4} \sum_{pqrs} \langle pq||ps \rangle p^+ q^+ s p + \frac{1}{4} \sum_{pq} \langle pq||rp \rangle p^+ q^+ p r \tag{B15}
\]

\[
+ \frac{1}{4} \sum_{pqrs} \langle pq||qs \rangle p^+ q^+ q s + \frac{1}{4} \sum_{pq} \langle pq||rq \rangle p^+ q^+ q r
\]

\[
= \frac{1}{4} \sum_{p} \sum_{q < r} \langle pq||pr \rangle (\hat{I}_p - \hat{Z}_p)(\hat{I}_q + \hat{Y}_q - \hat{Y}_r)
\]

\[
= \frac{1}{4} \sum_{q < r} \left[ \sum_{p} \langle pq||pr \rangle \hat{X}_q \leftrightarrow \hat{X}_r + \frac{1}{4} \sum_{q < r} \left[ \sum_{p} \langle pq||pr \rangle \hat{Y}_q \leftrightarrow \hat{Y}_r \right. \right.
\]

\[
- \frac{1}{4} \sum_{q < r} \sum_{p \neq q,r} \langle pq||pr \rangle \hat{Z}_p \hat{X}_q \leftrightarrow \hat{X}_r - \frac{1}{4} \sum_{q < r} \langle pq||pr \rangle \hat{Z}_p \hat{Y}_q \leftrightarrow \hat{Y}_r
\]

Note how the \( \hat{Z}_p \) puts a hole in the \( \leftrightarrow \) string if \( q < p < r \). Finally, let us consider the case with no contraction, \( p \neq q \neq r \neq s \).

\[
\hat{H}^{\alpha \alpha} \leftarrow \sum_{p < q < r < s} 2 \langle pq||rs \rangle p^+ q^+ s r \tag{B16}
\]

\[
+ 2 \langle pr|qs \rangle p^+ r^+ s q + 2 \langle ps|qr \rangle p^+ s^+ r q
\]

This can be obtained by enumerating all 24 permutations of \( p q r s \) and then simplifying to 3 terms by the 8-fold antisymmetry of the integrals/composition operators, or by enumerating all 24 permutations of \( p q r s \) and sieving by \( p' < q' \) and \( r' < q' \) restrictions in the bra/ket of the antisymmetrized integrals. Expanding the antisymmetrized integrals,

\[
\hat{H}^{\alpha \alpha} \leftarrow 2 \sum_{p < q < r < s} [(pr|qs) - (ps|qr)] p^+ q^+ s r \tag{B17}
\]

\[
+ [(pq|rs) - (ps|qr)] p^+ r^+ s q + [(pq|sr) - (pr|qs)] p^+ s^+ r q
\]

\[
2 \sum_{p < q < r < s} (pq|rs) [p^+ r^+ s q + p^+ s^+ r q]
\]
\[ +(p|q)[p^+ q^+ s^+ r^{-1} + p^+ s^+ r q] \]
\[ +(p|s)[q^+ r^+ s^+ p^{-1} - p^+ q^+ r^{-1} s q] \]
\[ = \frac{1}{4} \sum_{p < q < r < s} (p|q)[X_p \leftrightarrow X_q X_r \leftrightarrow X_s + X_p \leftrightarrow X_q Y_r \leftrightarrow Y_s] \]
\[ + Y_p \leftrightarrow Y_q X_r \leftrightarrow X_s + Y_p \leftrightarrow Y_q Y_r \leftrightarrow Y_s \]
\[ + (p|q)[X_p \leftrightarrow X_q Y_r \leftrightarrow Y_s + X_p \leftrightarrow Y_q Y_r \leftrightarrow X_s] \]
\[ + Y_p \leftrightarrow X_q X_r \leftrightarrow Y_s - Y_p \leftrightarrow Y_q X_r \leftrightarrow X_s \]
\[ + (p|s)[X_p \leftrightarrow X_q X_r \leftrightarrow X_s - X_p \leftrightarrow Y_q Y_r \leftrightarrow X_s] \]
\[ - Y_p \leftrightarrow X_q X_r \leftrightarrow Y_s - Y_p \leftrightarrow Y_q Y_r \leftrightarrow Y_s \]
\[ = \frac{1}{4} \sum_{p < q < r < s} [(p|q) - (p|q)] X_p \leftrightarrow X_q X_r \leftrightarrow X_s \]
\[ + [(p|q) - (p|q)] X_p \leftrightarrow X_q Y_r \leftrightarrow Y_s \]
\[ + [(p|q) - (p|q)] X_p \leftrightarrow Y_q Y_r \leftrightarrow X_s \]
\[ + [(p|q) - (p|q)] Y_p \leftrightarrow X_q X_r \leftrightarrow Y_s \]
\[ + [(p|q) - (p|q)] Y_p \leftrightarrow Y_q Y_r \leftrightarrow X_s \]
\[ + [(p|q) - (p|q)] Y_p \leftrightarrow Y_q Y_r \leftrightarrow Y_s \]

Aggregating,

\[ \hat{H}_{\alpha\alpha} = \quad (B18) \]

\[ \frac{1}{4} \sum_{p < q} (p|q) \]
\[ - \frac{1}{4} \sum_p \left[ \sum_q (p|q) \right] \hat{Z}_p \]
\[ + \frac{1}{4} \sum_{p < q} (p|q) \hat{Z}_p \otimes \hat{Z}_q \]
\[ \frac{1}{4} \sum_{q < r} \left[ \sum_p (p|q) \right] \hat{X}_q \leftrightarrow \hat{X}_r \]