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Abstract
With the development of various mobile social applications, video data has already occupied a dominant proportion of mobile Internet traffic, and is still growing rapidly, which not only brings economic pressure to users, but also causes traffic explosion on Internet. Data delivery through mobile opportunistic networks is regarded as an efficient way to deal with this problem. But, due to the characteristics of video data and the mode of multi-copy routing, video opportunistic delivery will consume large amount of network resources, resulting in excessive transmission overhead and lower delivery quality. Fortunately, the strong aggregation of human activity gives us some inspiration, which can provide more space of deep optimization on video opportunistic transmission. Thus, in this paper, taking fully advantage of the connectivity of cluster formed by the gathering crowds, we propose a Video Opportunistic Replication scheme based on multi-player cooperative games, named VideoOR, which can achieve the double optimizations of transmission overhead and video delivery quality by scheduling the replication and forwarding of video packets under the guidance of Nash Equilibrium solution. Extensive simulations have been done based on the synthetic and real mobility traces, and the results show that our scheme can maximize the quality of reconstructed video and minimize the average replication times of each video packet.
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1 Introduction

The past decade has witnessed the rapid development of mobile Internet all over the world, which has reached into every corner of our daily life. For common users, benefiting from the seamless access to mobile Internet, everyone can perceive the physical world anytime and anywhere, share the interesting information instantly with others through the social platforms, such as Twitter and Facebook, and have voice or video conversations with their family, friends or colleagues conveniently. For the governments and enterprises, with the help of mobile Internet, they can manage the city more effectively and provide more convenient services to the public. On the one hand, the mobile Internet makes our life more informative and the production more efficient, and ordinary people are not only passive consumers of information, but also active producers of information. On the other hand, although wireless communication technology has made huge progress in recent years, the mobile Internet is still unable to withstand the pressure brought by the rapid growth of data. Massive amounts of data generated by large scale mobile users transmitting on mobile Internet brings serious problem, known as data explosion, which decreases the performance of mobile networks greatly and puts the network operators in a very embarrassing position [1].

Video data has always been a perfect information carrier due to its readability and the content richness. With the development of wireless communication technologies and the emergence of various mobile social applications and platforms, services based on live video streaming on mobile Internet, such as video conversation, video conference, online movies, and live TV, are becoming more and more popular. Therefore, video traffic is growing much faster than other data types, and has become the dominant part on the mobile Internet. According to forecast data of Cisco, the proportion of video data is 75%, and will eventually increase to 84% by 2020 [2]. Thus, the huge growth of video data is the main factor of traffic explosion on mobile Internet, and the key to deal with the issue of traffic explosion is to reduce video data traffic as much as possible.

Mobile data offloading is regarded by academia as the most ideal and effective way to solve the above problems [3, 4], which utilizes the complementary wireless network technologies to deliver data originally targeted to mobile cellular networks, such as 3G/4G, LTE, and the incoming 5G. Among the complementary wireless communication technologies, Wi-Fi is the commonly used one to provide service of mobile data access to Internet other than mobile cellular networks [5, 6]. However, due to the factors of technologies and costs, it is hard to build fully covered Wi-Fi networks which can support mobile user’s handover among different access points. Thus, up to now, mobile traffic transmission still depends on the mobile cellular networks, and how to offload mobile video data efficiently and cheaply is still an urgent problem to be solved for academic and industrial communities [7–10]. On the other hand, with the activities of human, mobile intelligent terminals, which are resource redundant in storage and computing, and have the ability of device-to-device communication, are spread all over the urban area, but ignored and not fully utilized. Therefore, inspired by this, in this paper, we fully utilize the ubiquitousness and aggregation of mobile users, and propose to achieve mobile data offloading by the means of mobile opportunistic communications among mobile devices which deliver data directly through short-range wireless communication interface when they encounter with each other. Figure1 illustrates a intuitive scenario sample, in which user A delivers a video clip to user B by a sequence of device-to-device communications among opportunistically encountered mobile users other than through mobile cellular networks. Thus, video data transmission
is accomplished through the mode of wireless multi-hop, and mobile traffic is successfully offloaded from the cellular networks correspondingly.

Although the idea proposed above looks very promising, there are still some challenges that need to be addressed before it is implemented. Opportunistic communication has been extensively studied in mobile opportunistic networks, however these efforts just focus on the delivery of general data, such as periodic measurements, temperature, and humidity [11, 12]. If opportunistic communication is utilized to offload video data, it will be another different story. The first reason is that, for opportunistic delivery of video data, the construction of objective function and the guarantee of performance indexes are far more complicated. High delivery rate and small transmission delay are the main metrics for general data transmission, and can be counted directly from the packets delivered. But the metric which can evaluate the opportunistic delivery quality of video data involves more factors including data itself and the network, and must be carefully elaborated. Furthermore, the construction of objective function which can guarantee the video delivery quality is also very challenging. The other main reason is that, for opportunistic delivery of video data, the transmission overhead and resource consumption are excessively high. Due to the uncertainty of user contact, to increase the delivery rate and decrease the transmission delay, multi-copy routing schemes are usually used, in which a packet will be replicated many times and all the copies will be transmitted over the network simultaneously until one of them is successfully delivered. For regular scalar data transmission, such as the measurements of periodic sampling, multi-copy schemes can bring significant performance improvements. But for video data, due to its persistence and volume, the huge number of copies of video packets will exhaust the network resources (such as nodal memory and bandwidth), congest the network, and on the contrary decrease the video delivery quality. Thus, how to maximize the opportunistic delivery quality of video data while
minimizing the average number of copies is the key to the successful offloading of mobile video data by the means of opportunistic communication.

Therefore, in view of the above problems, in this paper we investigate the issue from the perspective of data diffusion, and propose an optimal Video packet Opportunistic Replication scheme for video transmission based on multi-player cooperative game, namely VideoOR, which can optimally determine the process of video packet replications among encountered mobile users under the guide of Nash Equilibrium solution. More specifically, in our scheme, all the encountered mobile users are regarded as a fully connected subnetwork, each user in the subnetwork is regarded as a player, and the process of video packet replication and forwarding among them is modeled as a cooperative game. Based on the maximization of utility function which is designed on the purpose to optimize the opportunistic delivery quality of video data, the Nash Equilibrium solution of the cooperative game can be achieved. And then, the replication and forwarding of the video packets in the subnetwork are all scheduled uniformly according to the solution. Thus, in each cluster of mobile users at any time during video data transmission, the replication scheme proposed can minimize the average copy number of video packets while maximizing the video delivery quality. Due to that the video data offloading is achieved through a sequence of opportunistic communications among different subnetworks, the video delivery quality is optimized perfectly.

In summary, the main contributions of our work in this article can be described as follows:

- Fully utilizing the aggregation of mobile users, we regard the cluster of encountered uses as a subnetwork and propose to optimize the data diffusion among them as a whole to achieve further performance improvements;
- Fully considering the characteristics of video data itself and networks, we elaborate a novel model for opportunistic transmission of video data, by which the expected contribution of each video packet to the video delivery quality can be quantified when they are replicated or forwarded;
- Based on the above model, we propose a replication scheme VideoOR, which regards the process of data replication and forwarding among the users in a subnetwork as a multi-player cooperative game, and use Nash Equilibrium solution to schedule the video packet in subnetwork so as to achieve the optimization of video data diffusion;
- We evaluate the performance of VideoOR through extensive simulations, and prove its usefulness and efficiency by comparison with other schemes.

The rest of the paper is organized as follows. A brief survey of the related works is given in Sect. 2. The network model and problem formulation are introduced in Sect. 3, and the process of model formulation for reconstructed video quality is detailed in Sect. 4. Next, the replication scheme is described in Sect. 5. The simulation setting and evaluation are introduced in Sect. 6, followed by the conclusion in Sect. 7.

## 2 Related Works

Mobile opportunistic transmission which achieves the end-to-end data delivery through a sequence of device-to-device communications among pairs of encountered mobile users with short wireless interface, has been extensively studied in Delay Tolerant Networks and opportunistic networks over the last two decades. Generally speaking, the research on this transmission mode has gone through two stages. The first one is called single-copy
opportunistic transmission, in which the data will not be replicated and there is no copy delivered other than the message itself during its transmission. The typical works belonging to this category are [13–15]. Because there is no redundant data in network, the resource assumption and network cost are very small, and the only key problem in this state is to find the appropriate intermediate nodes which can relay data to its destination with high efficiency. Due to the uncertainty of contacts among mobile users, it is hard to greatly improve the delivery quality only depending on the relay node selection. Thus, the research on mobile opportunistic transmission has entered into the second stage, namely multi-copy opportunistic transmission.

During multi-copy opportunistic transmission, each data can be replicated, thus there will be more than one copies for each of them in the network, and if one of the copies is transmitted to its destination, the data is regarded delivered successfully. Multiple copies and their independent transmission bring great improvement of network performance, but performance growth comes at the expense of network and equipment resources. The large amount of redundant data is saved and transmitted in the network, which consumes the buffer and bandwidth, and even worse, congests the networks and reduces the network performance instead. The typical example is Epidemic [16], which utilizes the pattern like infectious disease spreading to transmit data in the network, and gives no restrictions on data replication. Thus, in this stage, how to design replication scheme to control the data reproduction so as to decrease the transmission overhead is the key problem. As for the existed works related with replication schemes, they can be divided into the following two categories.

**Pre-determined Replication Schemes** In this category of replication schemes, in order to increase the delivery ratio and decrease the transmission cost, before the data delivery, the maximum number of the copies for each piece of data is defined in advance. The only difference among them is how to replicate their data before the number of copies reaching to their thresholds respectively. The works of [17–19] are typical ones in this category. The authors of [17] proposed the Spray-and-Wait scheme, which combines the diffusion speed of Epidemic and the simplicity of direct transmission, and reduces the overhead of blooding-based schemes by the means of predefining the total number of nodes that data can be forwarded to. The authors of [18] proposed a improved one named Spray-and-Focus based on Spray-and-Wait. The two schemes have the same spray phase, but the difference between them is that, in the focus phase of Spray-and-Focus, the node carrying data only selects the contacted node which has a bigger utility value than that if itself as relay node. The authors of [19] proposed the scheme of OPF, on the purpose to maximize the expected delivery rate while satisfying a certain constant on the number of forwardings per message. In addition to these, there are many replication schemes belonging to this category, such as [20, 21].

**Adaptive Replication Schemes** If there is too much redundant data in the network, the performance of data delivery will be degraded due to network congestion; on the other hand, if the number of replicas in the network is too small, the network performance can not be optimized. In other words, there should be a best value for the number of copies, and this value will also change with the progress of data transmission due to the dynamic of the networks. Therefore, it is obvious that the pre-determined replication schemes can not achieve the optimal delivery quality, and the category of adaptive replication schemes are proposed, in which the number of copies can be adaptively adjusted dynamically according to the optimization progress of data delivery. The scheme of Delegation Forwarding proposed in [22] is the typical one in this class, which makes timely replication decisions based on optimal stopping theory to achieve the optimizations of transmission overhead.
and delivery quality. The scheme of OPPO proposed in [23] spray data copies based on the transient contact ratio of nodes so as to optimize the delivery delay. The scheme of GameR proposed in [24] models the data forwarding among nodes as a bargaining game, and uses Nash solution to guide the data replication.

Consideration from the comprehensive performance, the kind of adaptive replication schemes is more suitable for data transmission in opportunistic networks, but the existing schemes can hardly satisfy the requirements of video data transmission in opportunistic networks. The first reason, which has been mentioned, is that the formulations of the metric to quantify the delivery quality and the utility function to guarantee the optimization of the metric are complex. The other reason is that, there is strong correlation among video packets during video reconstruction, and different video packets should have different priorities in transmission, which complicates the the first reason further. However, these factors are not considered in above schemes which were designed for opportunistic transmission of general data.

3 System Model and Problem Formalization

In this section, we will firstly give the system model in which our replication scheme works, and then formalize the problem that we want to resolve.

3.1 System Model Description

In order to offload video data from mobile Internet, the video clips which are originally targeted to the mobile cellular networks are transmitted through a sequence of direct device-to-device communications among mobile users. From the perspective of data transmission, the mobile users form an opportunistic network unconsciously, which is usually called mobile opportunistic network. Thus, the contacts among mobile users are the opportunities to transmit data. Due to the human aggregation, in urban area, multi-user contacts are more common than two-user encounters. The multi-contacting users form a cluster, which can be regarded as a fully connected subnetwork, and during opportunistic transmission of video data, the entire opportunistic network is composed of many such clusters in each snapshot. In each cluster, every mobile user must know which video packet carried by itself needs to be replicated and which one in cluster the copy should be transmitted to so as to optimize the metric desired. In other words, multi-user meeting gives better opportunity to data transmission, which also makes the data diffusion more complex. Thus, the replication scheme is needed.

Figure 2 gives the system model of a specific application scenario of video data offloading, which is composed of platform side and user side. The platform can be regarded as a server which can communicate with mobile users through cellular base station and is mainly responsible for video request management, and packet information collection. Each user have two wireless interfaces, one of which is for device-to-device communication and the latter is for cellular networks. On the purpose to accurately compute the utility of video packets in real time, each mobile user must report and acquire video information to or from the platform through cellular networks, which is usually called “control messages” and used to assist video transmission through opportunistic networks. Video data offloading in this scenario is illustrated by the following steps. A mobile user wants a video clip, and firstly sends a requesting message to the platform through cellular networks (the steps:
Then, the platform informs the user who has the video clip (the steps: ③ – ④). Finally, the user sends video clip to its requester by a sequence of opportunistic device-to-device communication (the step: ⑤).

During the modeling, the accurate information such as the number of replicas the nodes carrying them is needed, thus after each contact, all the nodes participating in data forwarding much report the change of video packets in their buffers through cellular networks immediately. In addition, during our modeling, it is assumed that the contact between two mobile nodes, \( u_i \) and \( u_j \), can be regarded as a homogeneous Poisson process with a contact frequency of \( \lambda_{ij} \). This assumption is the theoretical basis of our formulations, and has been validated in [26].

### 3.2 Problem Formulation

The multi-meeting users form a fully connected subnetworks or cluster, in which each one can replicate or forward the video packets in his buffer to any other mobile user if he want to do so. In other words, a subnetwork or cluster provides a excellent opportunity for video data transmission. However, uncontrolled data diffusion cannot bring good network performance, and the actions of each mobile users must be done under the unified guidance. In our replication scheme, the decisions on whether a video packet should be replicated or forwarded and which user a video packet should be replicated or forwarded to are based
on the following optimization criteria: maximizing the quality of recovered video data and minimizing the network costs.

On the purpose to formulize the problem, some assumptions are given as follows. There are \( N \) mobile users in a subnetwork at time \( t \), and they totally carry \( M \) video packets. The packets are from \( X \) video clips which are transmitted concurrently by the means of opportunistic communication. The vector \( s_i = (s_{i,1}, s_{i,2}, \ldots, s_{i,m}, \ldots, s_{i,M}) \) denotes the packet information in the buffer of user \( i \), in which each element is a binary number, and indicates whether a particular video packet is in this buffer. For example, if \( s_{i,m} \) is equal to 1, the \( m \)-th packet of \( M \) video packets is in the buffer of user \( i \). Thus, we can use the vector \( s = (s_1, s_2, \ldots, s_n, \ldots, s_N) \) to indicate the distribution of video packets in the cluster or subnetwork. Each video packet has an expected contribution on the quality of recovered video data if it is not successfully delivered yet. The contribution is called Marginal Gain, which is denoted by \( G \), and determined by the number of copies and the mobile users carrying them. Our purpose is to optimize the delivery quality and cost, thus we hope the actions of mobile users in the subnetwork can maximize the sum of marginal gains of all the video packets while increase the number of replications as much as possible. Therefore, our problem can be formulized as the following formula:

\[
S^\star \leftarrow \arg \max \sum_{n=1}^{N} (G_n \times S_n - \overline{G_n} \times \overline{S_n})
\]

where, \( G_n = (G_{n,1}, G_{n,2}, \ldots, G_{n,m}, \ldots, G_{n,M}) \) is a vector, which denotes the values of marginal gains of video packets in the buffer of user \( n \) after replications, and \( \overline{G_n} \) is the marginal gain vector of user \( n \) before replications. \( S_n \) and \( \overline{S_n} \) are the packet vector of user \( n \) after and before replications respectively. Therefore, the main task in our work is to find the optimal packet vector \( S^\star \), and schedule the replications of video packets among mobile users in the subnetwork according to the vector \( S^\star \).

4 Modelling of Marginal Gain for Video Packets

From the problem formulization above, it is known that, we must be able to accurately calculate the packets’ expected contributions on the recovered video data, namely marginal gains if we want to find the best packet vector \( S^\star \) to guide the replications of video packets. Thus, in this section, we show how to construct the model of marginal gain for video packets during their opportunistic transmissions.

4.1 Preliminary Knowledge of Video Data

According to [25], any video clip can be divided into a sequence of GoPs (Group of Pictures), and all the GoPs in the same video clip have the same structure. Each Gop consists of I-frames, B-frames, P-frames which are arranged in a specific order, and the numbers of I-frames, B-frames, P-frames are all fixed. Figure 3 gives a structure example of GoP, in which there are totally 9 frames. Actually, the number of frames in a GoP can be other positive integer, but for convenience, in the following derivation, we assume that all the GoPs have the same structure as shown in the figure. Furthermore, to describe them easily, we identify each frame as \( I_1, B_1, B_2, P_1, B_3, B_4, P_2, B_5, B_6 \) consequently. For convenience of preservation and transmission, compression coding technology is used in video data, which
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makes strong local correlation among frames in a GoP. Due to the correlation, the frames must be decoded in the side of receiver in a particular order as shown in Fig. 3. Specifically, the I-frame in the structure is used as a reference frame, and can be decoded independently. P-frame is the term used to define the forward Predicted pictures, and its decoding depends on the successfully decoding of the previous I-frame or P-frame. B-frame is the term for bidirectionally predicted pictures, and its decoding depends on not only the the previous I-frame or P-frame, but also the following I-frame or P-frame. Thus, due to the decoding dependence, different frames in the GoP have the different importance on the video data construction. For example, the decoding of frame $P_2$ depends on the successfully decoding of $P_1$, while the decoding of $B_2$ depends on the $I_1$ and $P_1$.

### 4.2 Derivation of Reconstructed Video Quality

When a video clip is transmitted in network, each frame of it must be fragmented into pieces which are encapsulated into many video packets and injected into network. With the transmission going on, more and more video packets will be received by the receiving end, and intuitively the quality of video reconstruction will be better and better. In order to compute the marginal gain of these video packets in transmitting, we must be able to calculate the quality of the reconstructed video during video data transmission. Up to now, the metric which be used to accurately quantify the quality of video data is PSNR (Peak Signal to Noise Ratio), but it cannot be used in opportunistic transmission. The reason is that, PSNR is based on the level of video frame, and the evaluated video data must be recovered. In our scenario, the evaluation must be based on the level of video packet, and the transmission is ongoing. Therefore, we use the Frame Delivery Rate to quantify the reconstructed video quality, which is denoted by $R_F$ and defined as the number of frames that can be rebuilt successfully at destination node to the number of all the frames transmitted.

On the purpose to calculate the frame delivery ratio of video clip, the following assumptions are given. The symbol $Q_G$ denotes the number of GoPs in the video clip. The symbols of $Q_I$, $Q_B$, and $Q_P$ denote the expected number of I-frames, B-frames, and P-frames which can be decoded in receiver side respectively. Each I-frame, B-frame, and P-frame can be fragmented into $M_I$ I-packets, $M_B$ B-packets, and $M_P$ P-packets on average, respectively. $p_I$, $p_B$, and $p_P$ are the successful delivery probability of I-packets, B-packets, and P-packets, respectively.

![Fig. 3 The frame structure of a GoP (group of pictures)](image)
Thus, according to the decoding dependence among frames, we can derive the following expressions:

\[ Q_I = (p_I)^M Q_G. \]  

\[ Q_P = (p_P)^M (p_P)^{M_P} \left[ 1 + (p_P)^{M_P} \right] Q_G. \]  

\[ Q_B = 2(p_I)^M (p_P)^{M_P} (p_B)^{M_B} \times \left[ 1 + (p_P)^{M_P} + (p_I)^M (p_P)^{M_P} \right] Q_G. \]  

Thus, the metric of FDR can be calculated as following:

\[ R_F = \frac{p_I^M (1 + p_P^{M_P} (1 + p_P^{M_P})) + 2p_P^{M_P} p_B^{M_B} (1 + p_P^{M_P} + p_I^M p_P^{M_P})}{9}. \]  

When video data is transmitted, the parameters of \( M_I, M_B, \) and \( M_P \) are all known, thus the equation above can be abbreviated as the following function:

\[ R_F = f(p_I, p_P, p_B). \]  

Thus, the variables of \( p_I, p_P, \) and \( p_B \) should be specified. Next, taking \( p_I \) as an example, we give the derivation process in detail.

During the opportunistic transmission of the video clip, we assume that, there are \( K_I(t) \) distinct I-packets totally at time \( t \) in the whole network, and all the packets have the same lifetime \( LT \). For an I-packet \( i \in [1, K_I(t)] \), we use \( T_{I,i}(t) \) to denote the time it has been in the network at time \( t \), use \( S_{I,i}(t) \) to denote the time to survive. \( M_I(T_{I,i}(t)) \) denotes the number of users which received a copy of this video packet at one time (excluding the source user), and \( N_{I,i}(T_{I,i}(t)) \) is the number of users which still have a copy of this video packet at time \( t \). Additionally, \( U_T \) is the total number of mobile users in the whole network. According to [26, 27], the inter-contact time follows exponential distribution with \( \lambda \), thus the probability that the I-packet \( i \) can be delivered successfully before its expiration, which is denoted by \( P_{I,i} \), can be derived as following:

\[ P_{I,i} = \left[ 1 - \exp(-\lambda N_{I,i}(T_{I,i}(t)) S_{I,i}(t)) \right] \times \left[ 1 - \frac{M_{I}(T_{I,i}(t))}{U_S-1} \right] + \frac{M_{I}(T_{I,i}(t))}{U_S-1}. \]  

Thus, the average delivery probability of I-packets in the whole network at time \( t \) can be computed as following:

\[ P_I = \frac{\sum_{i=1}^{K_I(t)} \left( 1 - \exp(-\lambda N_{I,i}(T_{I,i}(t)) S_{I,i}(t)) \right) \times \left( 1 - \frac{M_{I}(T_{I,i}(t))}{U_S-1} \right) + \frac{M_{I}(T_{I,i}(t))}{U_S-1}}{K_I(t)}. \]  

In the same way, we can calculate the \( P_P \) and \( P_B \) respectively as follows:

\[ P_P = \frac{\sum_{i=1}^{K_P(t)} \left( 1 - \exp(-\lambda N_{P,i}(T_{P,i}(t)) S_{P,i}(t)) \right) \times \left( 1 - \frac{M_{P}(T_{P,i}(t))}{U_S-1} \right) + \frac{M_{P}(T_{P,i}(t))}{U_S-1}}{K_P(t)}. \]  

\[ P_B = \frac{\sum_{i=1}^{K_B(t)} \left( 1 - \exp(-\lambda N_{B,i}(T_{B,i}(t)) S_{B,i}(t)) \right) \times \left( 1 - \frac{M_{B}(T_{B,i}(t))}{U_S-1} \right) + \frac{M_{B}(T_{B,i}(t))}{U_S-1}}{K_B(t)}. \]
where, the symbols with subscript P and B are the parameters related with P-packets and B-packets respectively, and have the same meanings with the symbols in Eq. (8).

### 4.3 Calculation for Marginal Gain

As mentioned above, for a video clip in delivery, each video packet which has not been received will have a contribution to the video quality if it is received at the receiver side. From Eqs. (6), (8), (9) and (10), it is can be seen that, the expected quality of a delivered video $R_F$ is a function of the copies of each video packets $N_{I,i}(T_{I,i}(t))$, and the number of mobile users that the packets have traversed $M_{I,i}(T_{I,i}(t))$. Thus, for video packet, if the replication occurs at time $t$, the number of its copies will change, then the value of $R_F$ will change also. Therefore, the amount of change of $R_F$ can be regarded as the marginal gain of each copy of this video packet, which can be computed by partial derivative and discretization. Due to the dynamic of network, the copies of each video packets will change, thus the values of marginal gains of them will change over time. Thus, for the $i$-th I-packet in the network, its marginal gain $G_{I,i}$ at time $t$ can be calculated as following:

\[
G_{I,i} = \left( \frac{\partial R_F}{\partial p_I} \right) \left( \frac{\partial p_I}{\partial N_{I,i}(T_{I,i}(t))} \right).
\]  

(11)

Similarly, we can get marginal gain $G_{B,i}$ and $G_{P,i}$ for a B-packet $i$ and P-packet $i$ as follows:

\[
G_{B,i} = \left( \frac{\partial R_F}{\partial p_B} \right) \left( \frac{\partial p_B}{\partial N_{B,i}(T_{B,i}(t))} \right).
\]  

(12)

\[
G_{P,i} = \left( \frac{\partial R_F}{\partial p_P} \right) \left( \frac{\partial p_P}{\partial N_{P,i}(T_{P,i}(t))} \right).
\]  

(13)

### 5 Replication Scheduling Based on Multi-play Cooperative Game

In a subnetwork at a snapshot, on the purpose to maximize the opportunistic transmission quality of video data while maximizing the transmission overhead, which video packet should be replicated or forwarded to which mobile users is the key problem to be resolved. Because each mobile user will receive a certain amount of revenue which is quantified by the marginal gains of the video packets he/she transmits after delivery of the video data, thus they will not to replicate or forward video packets to others for free. In other words, all the users in the subnetwork have the same goal, but compete with each other. To deal with this paradoxical situation, we model the video packet replications among mobile user in a subnetwork as multi-player cooperative game, and seek help from Nash Pareto-optimal theory.
5.1 Introduction to Multi-player Cooperative Game

The multi-play cooperative game is a non-zero-sum game, and the players participating in the game are selfish but rational. Conflicts of interest exist among all the players, but agreement can be reached through compromise. All the players participating in the game are denoted by a set $H = \{1, 2, \cdots i \cdots N\}$. All the possible strategies taken by player $i$ consist of its strategy space denoted by $s_i$. Thus, $S = s_1 \times s_2 \times \cdots s_N$ is the joint strategy set of the $N$ players. In addition, each player in the game has a gain function denoted by $F_i$ which will change if different strategy is taken. Each player wants to take the strategy which can maximize its gain function, thus they will come to an equilibrium through compromise and there is no other possible agreement that allows each player to have the high gain simultaneously [28]. Thus, we have the following theorem:

**Theorem 1 Nash Theorem [28]:** The solution for multi-player cooperative game, which satisfies four axioms: invariance, symmetry, independence, and Pareto optimality, is given by Eq. (14).

$$
(U_1^*, U_2^*, \ldots, U_n^*) = \arg \max_{i \in H} \prod \left( U_i - U_i^0 \right),
$$

where $(U_1^*, U_2^*, \ldots, U_n^*)$ is the optimal gain space, which is also called Nash Equilibrium Solution; $U_i^*$ is the gain of player $i$ in Nash Equilibrium Solution; $U_i^0$ is the status quo point, which is usually defined as the utility gain of no cooperation, and the expression of $\arg \max_{i \in H} \prod \left( U_i - U_i^0 \right)$ is called Nash Product.

5.2 Utility Function for Replication Scheduling Strategy

During the opportunistic delivery of video clips, data transmission is done based on the contact among mobile users, thus a subnetwork formed by some encountered users provides a excellent opportunity to transmit video packets. Thus, to formalize our problem, the variable $N$ is used to denote the number of mobile users in the subnetwork at time $t$, and $M$ is the total number of all the distinct video packets in the subnetwork. The symbol $V$ is the number of video clips transmitted concurrently, and each of them has its different destination user. As mentioned, each video packet which is not received yet has a expected contribution to the quality of recovered video clip, thus the marginal gain be be used to design utility function for mobile users. Because different video packet has different destination, and each mobile user in the subnetwork has different contacting probability with the destination of each video packet, thus the utility function for mobile user is constructed as following:

$$
U_n = \sum_{m=1}^{M} G_{v,m} * Pr_{n,v} * s_{n,m}
$$

where $G_{v,m}$ denotes the marginal gain of the $m$-th of $M$ video packets in the subnetwork (the video packet from video clip $v$), and $Pr_{n,v}$ is the contacting probability between mobile user $n$ and the destination of video clip $v$. $s_{n,m}$ is the $m$-th element of $s_n$, which should be 0 or 1.
Due to some incentive scheme, all the mobile users participating in the opportunistic transmission of video data want to increase their contribution to the quality of recovered video clips as much as possible, thus every one want to maximize their contribution increments in every contact with others. Thus, in the subnetwork, the purpose of any user denoted as $n$ is to maximize the value of $(U_n - \overline{U}_n)$, in which $U_n$ and $\overline{U}_n$ are the utility values of user $n$ after and before data replications respectively. However, if a video packet is replicated to others, the number of its copies will increase, and the marginal gain $G_{v,m}$ of each copy will decrease. Then, as a result, the utility value of the mobile use who carries the video packet before replication will decrease. Similarly, data forwarding can lead to the same result. In other words, the mobile users in the subnetwork conflict with each other in interests, but have the same goal to maximize the video delivery quality. Thus, the replication among them can be regarded modeled as multi-player cooperative game, and the key problem is to find a equilibrium which can make the sum of utility increments of all the users to achieve maximum. Therefore, according to Theorem 1, we have the following formulation:

$$S^* \leftarrow \max \arg \prod_{n=1}^{N} (U_n - \overline{U}_n) = \max \arg \prod_{n=1}^{N} \left( \sum_{m=1}^{M} G_{v,m} \ast P_{r_{n,v}} \ast s_{n,m} - \sum_{m=1}^{M} \overline{G}_{v,m} \ast P_{r_{n,v}} \ast \overline{s}_{n,m} \right)$$

where $G_{v,m}$ and $\overline{G}_{v,m}$ denote the marginal gains of the $m$-th of $M$ video packets after and before replications, respectively; $s_{n,m}$ and $\overline{s}_{n,m}$ are the values of the $m$-th element in $s_n$ and $\overline{s}_n$, respectively.

In the equation above, $S^* = (s_1^*, s_2^*, \ldots, s_n^*, \ldots, s_N^*)$ is the optimal packet vector which indicates the distribution of video packets among all the users in the subnetwork when the replications are completed. In other words, which each video packet should be replicated or forwarded to whom is decided by $S^*$, and all the actions of users is guided by the optimal strategy to maximize the video delivery quality. However, the equation above just gives the requirement that the optimal solution should satisfy, and does not show how to find it. Next, we will show to achieve the solution $S^*$ efficiently.

### 5.3 Solution Based on Geometrical Spatial Representation

The cooperative game is actually a bargaining problem in essence, and can be resolved by the means of traversing all the possible strategy sets if the computational complexity is not taken into account. However, the method of traversal is unrealistic because its computation will increase exponentially with the increase of the number of video packets $M$. Fortunately, the authors of [29] proposed an efficient method of Geometrical Spatial Representation to deal with such kind problems, in which, the utility of item to the player is modeled as a distance in geometric space, and the principle of leverage balance is used to allocate the items among players. The detailed steps are given as follows.

**Step 1: Utility-Distance Calculation.** Specific to our model, due to that each video packet $m$ has a utility to any mobile user $n$ in the subnetwork, thus we use a distance to a player to denote the utility value of this packet to the player, which is named as Utility-Distance and denoted by $d_{n,m}$. According to [29], the smaller the distance, the closer the packet is to the player. Thus, the distance is defined as a decreasing function
of the utility, and the inverse proportionality function is usually used for simplicity. As mentioned, the utility of a video packet to some mobile user can be defined as the product between the marginal gain of this packet and contacting probability of the user with packet’s destination. Then, we have the formula used to computing the Utility-Distance which is normalized as following:

\[ d_{n,m} = \frac{1}{u_{n,m}} \times \frac{1}{\sum_{n=1}^{N} \frac{1}{u_{n,m}}} \]  

in which, \( u_{n,m} = Pr_{n,v}G_{v,m} \) is the utility value of video packet \( m \) to the mobile user \( n \), and \( N \) is the number of users in the subnetwork.

**Step 2: Video Packet Sorting** From the formula of utility distance, it can be seen that, the larger the utility value of the packet to the mobile user, the shorter the utility distance between the packet and the user, which means that this video packet has a bigger priority to this user during allocations. Thus, for each node \( n \) participating in the game, we can have a packet list \( L_n \), in which the total \( M \) video packets are arranged in increasing order in terms of their utility distances to the mobile user, as following:

\[ \forall n \in \{1, 2, \ldots, N\}, L_n = \{m : d_{n,m} \leq d_{n,m}\}, \forall(m,m) \in (1, 2, \ldots, M), m \neq m \}. \]  

**Step 3: Utility-Distance Product** According to [29], the authors regard the equilibrium of the Pareto-optimality as a balance of leverage, and assigning a video packet which has a slightly too high or too low utility to a player can break the balance and shift the equilibrium away from the Pareto-optimality. Assignment by traversing these video packets from the highest priority to the lowest one can solve this problem, but computational complexity is what we want. To deal with this problem, the authors introduced the concept of Utility-Distance Product. Specifically, in our model, the Utility-Distance Product for an video packet \( m \) to mobile user \( n \), denoted by \( udp_{n,m} \), can be computed as following:

\[ udp_{n,m} = \frac{1}{\sum_{n=1}^{N} \frac{1}{u_{n,m}}} \]  

**Step 4: Equilibrium Condition Decision** For the formula of utility-distance product, we can see that, every video packet has the same Utility-Distance Product for each mobile user. Thus, according to [29], for user \( n \), to achieve the equilibrium of the Pareto-optimality, the sum of utility-distances of video packets which are allocated to him, should satisfy the following requirement:

\[ D_n = \frac{1}{N} \sum_{m=1}^{M} udp_{n,m} \]  

where, \( M \) is the total number of video packets in the subnetwork, and \( D_n \) is used to determine the video packet which corresponds to the pivot location.

**Step 5: Video Packet Allocation** The sum of utility-distances of video packets, denoted by \( D_n \), is known, thus, we can assign the video packets in the list \( L_n \) to the mobile user \( n \) one by one in increasing order in terms of their utility distances until the \( k \) video packets allocated satisfy the following requirement:
where, \(d_j\) is the utility distance of the \(j\)-th video packet of list \(L_n\) to node \(n\). According to the assignment, each mobile user \(n\) can select video packets from the \(M\) ones, and construct packet vector \(s^*_n\). In other words, according the steps above, we can get the \(S^* = (s^*_1, s^*_2, \ldots, s^*_n, \ldots, s^*_N)\), which is utilized to schedule the video packet replications among mobile users in a subnetwork.

Please note that, it is possible that a video packet is assigned to several users, thus, the video packet must be replicated to these mobile users and the exact number of replications of this video packet is determined by the solution \(S^*\). On the other hand, it is also possible that, a video packet with low utility is placed at the bottom of each user’s list, then it will be dropped and not assigned to any user any more.

### 6 Simulation and Evaluation

Because there is very little work on the issue of video data transmission in mobile opportunistic networks, thus research on the replication schemes for video data is even more limited. Although some works claim that they can be used to control data diffusion for video, the characteristics of video data are not fully considered during their design, and they can not achieve the optimal performance. The closest work to ours is the scheme of GameR proposed in [24], which also considers the scenario of multi-node meeting during data diffusion, but is designed for common data. Another work is the scheme of CbR proposed in [30], which also considers the data replication in a cluster, but is also designed for common data. To verify the effectiveness of optimization, we also compare our scheme VideoOR with its variant VideoOR-v which only considers the video data replication between two contacting users other than the situation of multi-user meeting. In addition, to evaluate the adaptive replication of video packets, we also compare our scheme with Epidemic.

#### 6.1 Simulation Environment Setup

On the purpose to evaluate the performance of the scheme proposed, we integrate the tool of myEvalvid [31] into network simulator NS-2, and setup a simulation framework, in which the simulation can be driven by synthetic mobility datasets and real-life mobility datasets. The number of mobile nodes is same with the number of mobile users in the dataset. During simulations, each node can communicate with others using 802.11b, and the communication range is 100 meters; each node has two queues to save video packets, and the first one is used to store the video packets generated by itself, and the other one is used to cache the video packets received from other nodes. The two queues have the same length, which can store up to 128 video packets. In order to simulate the transmission of video data, we use the the standard video sequence of “foreman qcif” as source data. With the help of myEvalvid, the source data can be easily divided into 659 video packets and injected into the network strictly according to their location and time interval in the original video sequence. Thus, based on the received video packets at the destination node, the video data can be constructed, and the evaluation can be done.
6.2 Performance Evaluation Based on Synthetic Mobility Traces

The synthetic mobility traces are generated based on the mobility model of Random Way-point, which consist of 60 mobile nodes moving in the region of $1000 \times 1000$ m$^2$. For each node, its maximal speed is 10m/s, and the waiting time is 0s. During each time of simulation, all the video packets have the same TTL (Time-to-Live). During our simulations, we also change the value of TTL as to obtain extensive comparison results. In each simulation, the pair of source and destination nodes is selected randomly.

Figure 4 gives the simulation results of the five schemes in terms of FDR and PSNR. Specifically, it can be seen in Fig. 4a that: (1) with the change of TTL, the scheme of Epidemic always has the lowest FDR, and our scheme VideoOR has the biggest one among the five schemes; (2) although the performance of CbR is better than that of Epidemic, it is worse than that of GameR; (3) the performances of VideoOR and VideoOR-v are obviously better than the performances of Epidemic, CbR, and GameR; (4) the FDRs of all the schemes increase with the increase of TTL. The reasons are as follows. Due to the unlimited replication, Epidemic exhausts the resource quickly, and many video packets are dropped during video delivery, which results in the worst performance. The schemes of CbR and GameR have strict controls on the process of data replication, but they are designed for general data delivery, and the characteristics of video data are not considered. Thus, it is not surprising that the performances of VideoOR and VideoOR-v are better than the performances of CbR and GameR. As for the performance gap between VideoOR and VideoOR-v, the main reason is that, the replication process in a subnetwork has much more optimization space than that between two mobile users. On the purpose to show the performance difference among them more intuitive, the comparison results of PSNR of reconstructed video clips are also given in in Fig. 4b. It can be seen that, the performances of the five schemes in term of PSNR have the same tendency with the ones illustrated in Fig. 4a.

6.3 Performance Evaluation Based on Real-life Mobility Traces

On the purpose to validate our scheme’s practicability, we also do simulations based on real-life mobility traces of KAIST [32], which are collected by the 92 mobile students in the region of $10,000 \times 10,000$ m$^2$. The total duration time is one week, and we just extract the mobility traces of one day.

The simulation results based on real-life traces are illustrated in Figs. 5 and 6. In these simulations, on the purpose to observe the effect of concurrent video transmission to the performance of replication schemes, the number of video clips transmitted concurrently

---

![Fig. 4](image-url) Comparisons of performance Based on synthetics dataset (a Average FDR, b Average PSNR)
is set to 1, 5, and 10, respectively. From these figures, we can find the same results as observed in Fig. 4. In addition to these, we can also find that the replication schemes have different extensibility to concurrent video transmissions. More specifically, when the number of concurrent video clips is changed from 1 to 10, all the five schemes have a performance drop, but the drop of CbR, GameR, VideoOR-v, and VideoOR are slight, is about 0.05 and 0.8dB in terms of FDR and PSNR, respectively, while that of Epidemic is about 0.08 and 2.5dB respectively. This phenomenon can be explained as follows. With the increase of the concurrent video clips, the storage resources of the network are becoming more and more scarce, the network can not accommodate the unlimited replicas of Epidemic, and more video packets are dropped due to the overflow of nodal buffer, which will certainly reduce its performance. However, the other four schemes have strict control on the replication of video packets, thus the influence of concurrent transmissions on them is not very obvious.

On the purpose to compare the resource consumptions of the five schemes more intuitively, Fig. 7 illustrates the the statistics of the average maximum number of replications for each of them. It can be observed that, the maximum number of replications for Epidemic is close to 80 times on average, the values of GameR and VideoOR are 13 and 15 respectively, and the values of CbR and VideoOR-v are 21 and 24 respectively. Thus, the simulation result is in line with our expectation of the five schemes.

### 6.4 Performance Evaluation Based on Mobility Traces with Different Characteristics

In order to further investigate the influence of mobility traces with different characteristic on the performance of VideoOR, we generate two sets of mobility traces based on the mobility models of TVCM and Random Waypoint, namely TVCM and RandomWay,
respectively. The two synthetic datasets have the same parameters, such as the number of nodes, moving speed, moving region, and communication range, with the real-life mobility traces KAIST. We firstly give an analysis on the characteristics of the three datasets, and then do a set of simulations using VideoOR based on the them. The comparison results are illustrated in Fig. 8.

Figure 8a is the comparison of meeting times among different nodes in the the datasets. We extract the data of 3600 s, then count the number of node encounters every 30 s, and then accumulate the number of encounters according to the different number of meeting nodes. The X-axis represents the number of nodes that meet, and the Y-axis represents the total number of times that \( x \) nodes meet. Due to the large different of meeting times, in order to better render, the \( \lg \) operation is done on the \( y \). From the figure, it can be seen that, as the number of nodes increases, the total number of contacts decreases, but the rates of decline are different, which means that, the nodal aggregation of KAIST is better than TVCM, and TVCM is better than RandomWay. For example, the numbers of encounters among 3, and 4 nodes are 372 and 119, respectively; while the numbers for TVCM are 120

Fig. 6 PSNR comparisons based on real-life dataset (a the number of video clips is 1; b the number of video clips is 5; c the number of video clips is 10)

Fig. 7 The average maximum number of replication based on real-life dataset
and 38, and for RandomWay are 49 and 18. Figure 8b, c give the comparisons of average PSNR and average maximum number of replications based on the the datasets. In each simulation, the duration is 3600 s, and number of video clips transmitted concurrently is 5. The values of average PSNR for KAIST, TVCM, and RandomWay are 31.45 dB, 30.41 dB, and 28 dB, respectively, and the values of average maximum number of replications are 12.1, 14.9, and 16.4. From these results, we can see that: (1) the characteristics have great influence on the performance of our scheme VideoOR; (2) the stronger the aggregation of nodes, the better their indicators will be, and vice versa. But in the same dataset, our scheme has the best performance than the others, which means that the scheme of VideoOR has better adaptability than the other ones when video data is transmitted.

7 Conclusions

Opportunistic transmission is regarded as an ideal way to achieve mobile data offloading, but also faces many challenges. To deal with the resource overconsumption incurred by too many copies, we propose a quality oriented replication scheme named VideoOR for video transmission in mobile opportunistic networks, which models the replication among mobile users as a double optimization problem, and use the multi-player cooperative game to find optimal solution. The decision of whether a video packet should be replicated or forwarded to which nodes is made entirely based on the solution. Therefore, the scheme can maximize the video delivery quality of video data while minimizing the delivery cost. The performance of VideoOR is validated through extensive simulations driven by the synthetic and real-life mobility traces.
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