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Abstract

We propose an integral formulation of the equations of motion of a large class of field theories which leads in a quite natural and direct way to the construction of conservation laws. The approach is based on generalized non-abelian Stokes theorems for $p$-form connections, and its appropriate mathematical language is that of loop spaces. The equations of motion are written as the equality of an hyper-volume ordered integral to an hyper-surface ordered integral on the border of that hyper-volume. The approach applies to integrable field theories in $(1+1)$ dimensions, Chern-Simons theories in $(2+1)$ dimensions, and non-abelian gauge theories in $(2+1)$ and $(3+1)$ dimensions. The results presented in this paper are relevant for the understanding of global properties of those theories.
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1 Introduction

Symmetries play a central role in the understanding of physical phenomena. The laws governing the fundamental interactions in gauge theories and general relativity are strongly based on symmetry principles. On the other hand the developments of non-perturbative methods to study strongly coupled system rely on symmetries revealed by deep structures like the weak-strong coupling dualities in gauge theories. Even though the Noether symmetries of Lagrangians and equations of motion are very important in many aspects of a given theory, it is perhaps correct to say that the hidden symmetries are the ones that have proved to be most efficient in the development of exact methods for non-linear and non-perturbative phenomena. The best examples of that are low dimensional theories with applications in many areas of physics like condensed matter, integrable field theories and solitons. The hidden symmetries responsible for the solvability of those \((1+1)\)-dimensional theories appear in general as gauge symmetries of an auxiliary flat one-form connection \(A_\mu\). In fact, the connection is a functional of the physical fields, and the zero curvature condition for \(A_\mu\) is equivalent to the classical equations of motion of the theory. The crucial fact here is that the flatness condition imply that the path ordered integral of the connection between two given points is independent of the choice of the path joining them. That statement is a conservation law, and the conserved quantities are given by the eigenvalues of the operator obtained by the path ordered integral of \(A_\mu\) over the entire one dimensional space sub-manifold. The exact developments in soliton theories and in many non-linear phenomena in low dimensions, over the last decades, were a direct consequence of that very important and simple fact.

If higher dimensional theories present similar structures or not is an open and interesting problem. There have been several approaches to tackle that question, and we want to discuss here one which is a quite straightforward generalization of the ideas described above. One should expect the conserved quantities of a \(d+1\) dimensional theory to be associated to integrals of quantities on the \(d\)-dimensional space sub-manifold. However, that space can be seen as a path in a generalized loop space in the following way. Choose a reference point \(x_R\) in the \((d+1)\)-dimensional space-time \(M\), and defined the space of maps \(LM\) from the \((d-1)\)-dimensional sphere \(S^{d-1}\) into \(M\), such that the north pole of \(S^{d-1}\) is always mapped into \(x_R\), i.e. \(LM = \{\gamma : S^{d-1} \to M \mid \gamma(0) = x_R\}\). The images of those maps are \((d-1)\)-dimensional closed hyper-surfaces \(\Sigma\) in \(M\) based at \(x_R\), and each one of them corresponds to a point of \(LM\). Given a \(d\)-dimensional hyper-volume in \(M\), one can scan it with a collection of those closed hyper-surfaces \(\Sigma\). Such collection is a path in \(LM\), and so the hyper-volume in \(M\) can be seen as a path in the loop space \(LM\). The idea now is, for a given theory in \(M\), to look for a one-form connection \(\mathcal{A}\) in \(LM\), such that the conditions for its curvature to vanish are equivalent to the classical equations of motion of that physical theory. The flatness condition
for \( \mathcal{A} \) implies that its path ordered integral between two given points in \( LM \) (hyper-surfaces in \( M \)) is independent of the choice of path (hyper-volume in \( M \)) joining them. That would lead, in a similar way to \((1 + 1)\)-dimensional theories, to conserved quantities as the eigenvalues of the path ordered integral of \( \mathcal{A} \) over the paths corresponding to the \( d \)-dimensional space sub-manifold. That is the approach put forward in [1] and implemented in several examples of field theories in \((d + 1)\) dimensions. See [2] for a review of the interesting results obtained.

Among the difficulties of the approach are those associated to the non-locality and to the reparameterization invariance of the physical quantities. Note that a given hyper-volume in \( M \) corresponds in fact to an infinite number of paths in \( LM \), which is a consequence of the infinity of ways of scanning it with hyper-surfaces. So, the physical phenomena should not depend upon the change of scanning. Despite those difficulties it was possible to impose local conditions in \( M \) which lead to the vanishing of the curvature of the connection \( \mathcal{A} \) in the loop space \( LM \), and made the physical quantities reparameterization invariant [1, 2].

In this paper we want to use the very same ideas proposed in [1, 2] to construct conserved quantities for a large class of theories, which include integrable field theories in \((1 + 1)\) dimensions, Chern-Simons theories with sources in \((2 + 1)\) dimensions, and Yang-Mills theories in \((2 + 1)\) and \((3 + 1)\) dimensions. However, instead of looking for a connection in loop space which zero curvature condition is equivalent to the classical equations of motion, we propose an integral form of those equations, related to generalizations of the non-abelian Stokes theorem, and which lead in a quite simple and direct way to the conservation laws. Consider a physical theory in a \((d + 1)\)-dimensional simply connected space-time \( M \), and let \( \Omega \) be any (in some sense topologically trivial) \( d \)-dimensional hyper-volume in \( M \), and suppose that the dynamics of such theory can be described by integral equations of the form

\[
P_{d-1} e^\int_{\partial \Omega} F = P_d e^\int_{\Omega} J
\]

where \( \partial \Omega \) is the border of \( \Omega \), and where \( P_{d-1} \) and \( P_d \) stand for hyper-surface and hyper-volume ordering integrations respectively. The quantities \( F \) and \( J \) are built out of \( d-1 \) and \( d \) forms in \( M \) respectively, and which are functionals of the physical fields. The details of the construction will be given in the examples discussed in the next sections. However, we deal with local field theories and the equations (1.1) are a direct consequence of the local differential equations of motion of the theory and of some generalization of the non-abelian Stokes theorem. On the other hand, since (1.1) is valid on any hyper-volume \( \Omega \), it turns out that (1.1) imply those local differential equations when \( \Omega \) is taken to be infinitesimally small. In order to define the ordered integrations in (1.1) we scan \( \Omega \) with \((d - 1)\)-dimensional closed hyper-surfaces based on a reference point \( x_R \) on its border \( \partial \Omega \). Therefore, the equations (1.1) are not really defined on each \( \Omega \), but on the generalized loop space \( L\Omega = \{ \gamma : S^{d-1} \rightarrow \Omega \mid \gamma(0) = x_R \} \), i.e. the space
of mappings from the \((d - 1)\)-dimensional sphere \(S^{d-1}\) to \(\Omega\), such that its north pole is always mapped into \(x_R\). Consequently, \(\Omega\) can be seen as a path in \(L\Omega\), and the r.h.s. of (1.1) is defined on such a path, with the l.h.s. of (1.1) being evaluated on its end points. But there is an infinite number of paths in \(L\Omega\) corresponding to the same \(\Omega\). When one changes the choice of path representing \(\Omega\), both sides of (1.1) change. However, the non-abelian Stokes theorem leading to (1.1) guarantees that the changes are such that both sides of (1.1) remain equal. Therefore, (1.1) transforms “covariantly” under change of parameterization of \(\Omega\). In addition, we show in the next sections that (1.1) transforms covariantly under gauge transformations associated to the differential forms leading to the quantities \(F\) and \(J\).

An important consequence of the integral form of the equations of motion (1.1) is that if one considers a closed hyper-volume \(\Omega_c\), i.e. without border, then the l.h.s of (1.1) becomes trivial and one gets that

\[
P_d e^{\int_{\Omega_c} J} = 1
\]  

(1.2)

Note that \(\Omega_c\) corresponds to a closed path in \(L\Omega_c\). Then let us choose an intermediate point on that path, i.e. a closed \((d - 1)\)-dimensional hyper-surface \(\Sigma\), such that \(\Omega_c = \Omega_1 + \Omega_2\), with \(\Omega_1\) being the part of \(\Omega_c\) going from the infinitesimal hyper-surface \(\Sigma_R\) around the reference point \(x_R\) to \(\Sigma\), and \(\Omega_2\) to the part going from \(\Sigma\) back to \(\Sigma_R\). Then, the ordered integration implies that \(P_d e^{\int_{\Omega_2} J} P_d e^{\int_{\Omega_1} J} = 1\). The order may be reversed depending upon the definition of the ordered integration. By reverting the sense of integration along the path one gets the inverse operator, and so one can rewrite that relation as \(P_d e^{\int_{\Omega_1} J} = P_d e^{\int_{\Omega_2^{-1}} J}\), with \(\Omega_2^{-1}\) being the path \(\Omega_2\) in reversed order. Since that is valid for any closed path passing through \(\Sigma_R\) and \(\Sigma\), one concludes that the operator \(P_d e^{\int_{\Omega} J}\) is independent of the path \(\Omega\) joining \(\Sigma_R\) and \(\Sigma\). That path independency is a conservation law, and by choosing appropriate boundary conditions as we explain in the next sections, one gets that the conserved charges are the eigenvalues of the operator obtained by the path ordered integral \(P_d e^{\int_{\Omega} J}\), with \(\Omega\) corresponding to the whole space sub-manifold. In the examples we discuss such conserved charges are shown to be gauge invariant, and independent of the parameterization of the hyper-volumes as well as of the choice of the reference point \(x_R\). In the case where the space-time is of the form \(\mathcal{S} \times \mathbb{R}\), with \(\mathbb{R}\) being the time, and \(\mathcal{S}\) being a space sub-manifold without border, i.e \(\partial \mathcal{S} = 0\), then one gets from (1.2) that \(P_d e^{\int_{\mathcal{S}} J} = 1\). Therefore, such operator is not only constant in time but trivial. In many cases, that topological property of the space-time leads to quantization of charges. That is a very important consequence of our construction.

Even though we have not introduced a one-form connection in the loop space \(L\Omega\), that concept is hidden in the quantity \(\mathcal{J}\). In addition, since we use generalizations of the non-abelian Stokes theorem, the quantity \(\mathcal{J}\) corresponds to some sort of curvature of the quantity \(\mathcal{F}\), now seen as a connection on a lower loop space \(L\partial\Omega\), made of the space of maps of the
(d − 2)-dimensional sphere \(S^{d-2}\) to the border \(\partial \Omega\) of \(\Omega\). Therefore, there must be some sort of Poincaré lemma playing a role here, implying that the curvature of a connection which is already a curvature should vanish. So, in that sense \(J\) would play the role of the flat connection in the approach proposed in [1, 2]. Note however that the integral form of the equations of motion (1.1) does not require the introduction of a connection in loop space to obtain conserved quantities for the theories we consider in this paper.

The paper is organized as follows: in section 2 we implement our construction for integrable field theories in \(1 + 1\) dimensions re-obtaining well known results in that research area using the integral form of the equations of motion (1.1). In section 3 we discuss the cases of the Chern-Simons theory in the presence of a source as well as the Yang-Mills theories, both in \(2 + 1\) dimensions. An important result of this section is the quantization of the charges in the case where the two dimensional space sub-manifold has no border. In section 4 we discuss the interesting case of non-abelian gauge theories in \(3 + 1\) dimensions, in the presence of matter currents. An important result here is an integral formulation of the Yang-Mills equations, and the construction of gauge invariant conserved charges. In the appendices A and B we give the proofs of the non-abelian Stokes theorems used in our constructions.

2 The case of curves: theories in \(1 + 1\) dimensions

In a \(1 + 1\) dimensional space-time \(M\) we establish a dynamical equation relating a field \(g(x)\), element of a Lie group \(G\), to another field \(C_{\mu}(x)\), a 1-form taking values in the Lie algebra \(\mathcal{G}\) of \(G\). The relation between those two fields is built as follows. Consider a path \(\gamma\) in \(M\), parametrized by \(\sigma\), and define a quantity \(W\) through the differential equation

\[
\frac{dW}{d\sigma} + C_\mu \frac{dx^\mu}{d\sigma} W = 0
\]

(2.1)

where \(x^\mu, \mu = 0, 1\), are the Cartesian coordinates in \(M\) of the points of \(\gamma\). Integration of (2.1) can be formally written as

\[
W = P_1 e^{\int_{\gamma} d\sigma C_\mu(x) \frac{dx^\mu}{d\sigma}} \cdot W_R,
\]

where \(P_1\) stands for the path-ordering, and \(W_R\) is an integration constant corresponding to the value of \(W\) at the initial point \(x_R\) of the path \(\gamma\).

Given any smooth path \(\gamma\) in \(M\), with initial and final points denoted by \(x_R\) and \(x_f\) respectively, we impose the following equation for the fields \(g(x)\) and \(C_\mu(x)\)

\[
g(x_f) \cdot g(x_R)^{-1} = P_1 e^{\int_{\gamma} d\sigma C_\mu(x) \frac{dx^\mu}{d\sigma}}
\]

(2.2)

with \(g(x_R)\) and \(g(x_f)\) corresponding to the values of \(g(x)\) at the end points \(x_R\) and \(x_f\), and the
Figure 1: The two paths $\gamma_1 = \gamma_L \cdot \gamma_0$ and $\gamma_2 = \gamma_t \cdot \gamma_{-L}$, connecting the points $x_R$ and $x_f$, which are used to construct the conserved charges as the eigenvalues of the operator (2.4). The horizontal paths are parallel to the space axis and the vertical ones to the time axis.

The r.h.s. of (2.2) is obtained by integrating (2.1) along the path $\gamma$, assuming that the integration constant is unit. Note that (2.2) has the form of (1.1) since the border of $\gamma$ corresponds to its end points, i.e. $\partial \gamma = \{x_R, x_f\}$, and $g(x_f) \cdot g(x_R)^{-1}$ stands for the integration of $F$ on $\partial \gamma$, which in this case would be a zero-form.

The first important consequence of (2.2) is that the path ordered integral of $C_\mu(x)$ is independent of the path. Indeed, if $\gamma_1$ and $\gamma_2$ are two paths in $M$ with the same end points $x_R$ and $x_f$, then (2.2) implies that $P_1 e^{-\int_{\gamma_1} d\sigma C_\mu(x) \frac{d\sigma}{\delta}} = P_1 e^{-\int_{\gamma_2} d\sigma C_\mu(x) \frac{d\sigma}{\delta}}$. That fact together with some appropriate boundary conditions is a conservation law as we now explain. Consider the space-time as being $M = \mathbb{R} \times \mathbb{R}$, and let $x^0 \equiv t$ and $x^1 \equiv x$ be the time and space coordinates respectively. We choose the coordinates of $x_R$ as being $(t, x) = (0, -L)$ and of $x_f$ as $(t, x) = (t, L)$, with $L$ being a length scale which will be taken to infinity at the end of calculations. We choose two paths joining $x_R$ and $x_f$ as shown in Figure 1, i.e. the first path is $\gamma_1 = \gamma_L \cdot \gamma_0$ and the second $\gamma_2 = \gamma_t \cdot \gamma_{-L}$. Note that $\gamma_t$ and $\gamma_0$ are paths at constant time at $t = t$ and $t = 0$ respectively. On the other hand $\gamma_L$ and $\gamma_{-L}$ are paths at constant space at $x = L$ and $x = -L$ respectively. If one assumes that the time component of the one-form satisfies the boundary condition $C_0(t, -L) = C_0(t, L)$, for all values of $t$, then the path ordered integrals of $C_\mu$ along $\gamma_L$ and $\gamma_{-L}$ are the same, i.e. $P_1 e^{-\int_{\gamma_{-L}} d\sigma C_\mu(x) \frac{d\sigma}{\delta}} = P_1 e^{-\int_{\gamma_L} d\sigma C_\mu(x) \frac{d\sigma}{\delta}} \equiv U(t)$. Therefore, the equality of the path ordered integrals of $C_\mu$ along $\gamma_1$ and $\gamma_2$ leads to the iso-spectral evolution equation

$$P_1 e^{-\int_{\gamma_1} d\sigma C_\mu(x) \frac{d\sigma}{\delta}} = U(t) P_1 e^{-\int_{\gamma_2} d\sigma C_\mu(x) \frac{d\sigma}{\delta}} U(t)^{-1} \quad (2.3)$$

Consequently the eigenvalues of the operator

$$Q = P_1 e^{-\int_{\gamma} d\sigma C_\mu(x) \frac{d\sigma}{\delta}} = g(t, L) g^{-1}(t, -L) \quad (2.4)$$

where in the last equality we have used (2.2), are constant in time. Similarly, one can express
those constants of motion as $\text{Tr} Q^N$, for any integer $N$. When we take the limit $L \to \infty$, one observes that the conserved charges are determined by the asymptotic values of the field $g(x)$, which is a known result in soliton theory [3].

Let us now consider the case where the space-time is of the form $M = S \times \mathbb{R}$, where the space submanifold $S$ has no border, like for instance the circle $S = S^1$. It then follows from (2.2) that the path ordered integral of $C_\mu$ on the whole space $S$ must be unity, i.e.

$$P_1 e^{-\int_S d\sigma C_\mu(x) \frac{dx^\mu}{d\sigma}} = 1$$

(2.5)

since the initial and final points are the same and so $g(x_R) = g(x_f)$. That is true for any value of time, and consequently (2.5) can be interpreted as a conservation law, where the conserved charges are in fact trivial. However, depending upon the theory under consideration, one gets (topological) quantization conditions for some quantities. A simple example would be that of an abelian pure imaginary connection, $C_\mu \equiv i J_\mu$, where (2.5) leads to $\int_S d\sigma J_\mu(x) \frac{dx^\mu}{d\sigma} = 2\pi n$, with $n$ integer.

Note that (2.2) transforms covariantly under the gauge transformations

$$C_\mu \to h C_\mu h^{-1} - \partial_\mu h h^{-1} \quad g \to h g$$

(2.6)

since (2.1) implies that $P_1 e^{-\int_{\gamma} d\sigma C_\mu(x) \frac{dx^\mu}{d\sigma}} \to h(x_f) P_1 e^{-\int_{\gamma} d\sigma C_\mu(x) \frac{dx^\mu}{d\sigma}} h(x_R)^{-1}$, with $x_R$ and $x_f$ being the end points of $\gamma$. Therefore, the conserved charges given by the eigenvalues of (2.4) are invariant under those gauge transformations satisfying $h(t, -L) = h(t, L)$.

If $\gamma$ is taken to be a path infinitesimally short, so that its end points approach each other, then $g$ at $x_f$ can be written as an approximation of the value it has at $x_R$ by using a Taylor expansion: $g(x_f) = g(x_R) + \partial_\mu g(x_R) \delta x^\mu$, with $\delta x^\mu$ being the infinitesimal displacement between $x_f$ and $x_R$. Therefore, the l.h.s. of (2.2), up to first order in $\delta x^\mu$, becomes $g(x_f) g(x_R)^{-1} \sim 1 + \partial_\mu g(x_R) g(x_R)^{-1} \delta x^\mu$. In addition, the path-ordering effects in the integration of $C_\mu$ are of higher order in $\delta x^\mu$, and therefore the r.h.s of (2.2), up to first order, becomes simply $1 - C_\mu \delta x^\mu$. Since that is valid for any infinitesimal path located anywhere in the space-time $M$, we get that (2.2) implies the following differential equation for the fields $g(x)$ and $C_\mu(x)$

$$C_\mu(x) = -\partial_\mu g(x) g^{-1}(x)$$

(2.7)

Therefore $C_\mu$ is of the form of a pure gauge field, and consequently its curvature vanishes, i.e.

$$\partial_\mu C_\nu - \partial_\nu C_\mu + [C_\mu, C_\nu] = 0$$

(2.8)

The relation (2.8) is the so-called Lax-Zakharov-Shabat equation [4] or the zero curvature
condition, which is the basic structure used in the development of exact methods in soliton theory and two dimensional integrable field theories. The equation (2.2) is therefore an integral formulation of the Lax-Zakharov-Shabat equation. One can in fact obtain one from the other. However, there are some subtleties in the integral formulation, since it works with the two fields $C_\mu$ and $g(x)$ and a relation between them, namely (2.2). That approach leads in a quite natural way, as shown in (2.4), to the fact that the conserved charges come from boundary terms. Such result is known for a large class of soliton theories [3], but it is not so certain that it holds for integrable field theories not possessing solitons. It would be interesting to investigate that issue further. In addition, the integral formulation leads to the triviality of the charges, or its topological quantization, in the case where the space sub-manifold has no border.

3 The case of surfaces: theories in 2 + 1 dimensions

In the case of theories defined on a (2 + 1)-dimensional space-time $M$ the basic ingredient of our construction is the so-called non-abelian Stokes theorem for a one-form connection $C_\mu$. Let $\Sigma$ be a two dimensional smooth surface on $M$, and let $\partial \Sigma$ be its border, i.e. a closed curve on $M$. The theorem states that the path-ordered integral of $C_\mu$ around $\partial \Sigma$ is equal to the surface ordered integral on $\Sigma$, of the curvature of $C_\mu$, i.e.

$$P_1 e^{-\oint_{\partial \Sigma} d\sigma C_\mu \frac{dx^\mu}{d\sigma}} \cdot W_R = W_R \cdot P_2 e^{\int_{\Sigma} d\tau d\sigma W^{-1} G_{\mu\nu} W \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau}}$$  \hspace{1cm} (3.1)

where

$$G_{\mu\nu} = \partial_\mu C_\nu - \partial_\nu C_\mu + [C_\mu, C_\nu]$$  \hspace{1cm} (3.2)

A proof of (3.1) is given in the appendix A, but its meaning is the following. One chooses a reference point $x_R$ on the border of $\Sigma$ and scan it with closed loops starting and ending at $x_R$. The loops are labelled by $\tau$ such that $\tau = 0$ corresponds to the infinitesimal loop around $x_R$, and $\tau = 2\pi$ corresponds to the border $\partial \Sigma$. Each closed loop is parametrized by $\sigma$ such that $\sigma = 0$ and $\sigma = 2\pi$ corresponds to $x_R$. The l.h.s. of (3.1) is obtained by integrating the differential equation (2.1) along $\partial \Sigma$, and $W_R$ is the integration constant corresponding to the value of $W$ at $x_R$. The meaning of $P_1$ is that such integration has to be path ordered. As shown in the appendix A, the r.h.s. of (3.1) is obtained by integrating on $\Sigma$ the differential equation

$$\frac{dV}{d\tau} - V J = 0$$  \hspace{1cm} (3.3)
with
\[ J \equiv \int_0^{2\pi} d\sigma W^{-1} G_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \] (3.4)
and the meaning of \( P_2 \) is that such integration has to be surface ordered according to the scanning of \( \Sigma \) with loops as explained above. Again \( W_R \) is the integration constant and corresponds to the value of \( V \) on the infinitesimal loop around \( x_R \). That the two integration constants have to be the same can be understood by shrinking \( \Sigma \) to the reference point \( x_R \).

We now show how to use the non-abelian Stokes theorem (3.1) to define an integral formulation of the Chern-Simons and Yang-Mills theories, both in the presence of sources, and on a space-time of \( 2 + 1 \) dimensions. We then show how to use (3.1) to construct conserved charges for those theories.

### 3.1 Integral formulation of Chern-Simons theory with matter source

Consider a theory on a \((2 + 1)\)-dimensional space-time \( M \) for a vector field \( A_\mu \) and a current \( J_\mu \), with \( \mu = 0, 1, 2 \), and let its classical equations of motion be defined as follows. On any two dimensional smooth surface \( \Sigma \) on \( M \), with border \( \partial \Sigma \), the fields must satisfy the integral equations
\[ P_1 e^{ie \oint_{\partial \Sigma} A_\mu \frac{dx^\mu}{d\sigma}} = P_2 e^{ie \int_\Sigma d\tau d\sigma \tilde{J}_{\mu\nu} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}}. \] (3.5)
where \( \tilde{J}_{\mu\nu} \) stands for the Hodge dual of the matter current i.e., \( \tilde{J}_{\mu\nu} \equiv \epsilon_{\mu\nu\rho} J^\rho \), and where \( e \) and \( \kappa \) are coupling constants of the theory. The meaning of the path ordered \( (P_1) \) and surface ordered \( (P_2) \) integrals in (3.5) is the same as those in (3.1), i.e. the l.h.s. of (3.5) is obtained by integrating (2.1) with \( C_\mu = ie A_\mu \), and its r.h.s. by integrating (3.3) with \( G_{\mu\nu} = \frac{ie}{\kappa} \tilde{J}_{\mu\nu} \).

Since (3.5) is valid on any \( \Sigma \), then it has to hold true when \( \Sigma \) is taken to be an infinitesimal surface. It then follows that (3.5) implies local differential equations for the fields as we now explain. Indeed, take \( \Sigma \) to be a planar surface of rectangular shape on the plane defined by two axis of the Cartesian coordinates, let us say \( x^\mu \) and \( x^\nu \), with \( \mu \) and \( \nu \) fixed. The border \( \partial \Sigma \) is then a rectangle of infinitesimal sides \( \delta x^\mu \) and \( \delta x^\nu \). We evaluate both sides of (3.5) by Taylor expanding the integrands around one given corner of the rectangle, and keeping things at the lowest non-trivial order. One can check that the l.h.s. of (3.5) becomes \( 1 + ie \int F_{\mu\nu} \delta x^\mu \delta x^\nu \), with no sum in \( \mu \) and \( \nu \), and where
\[ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + ie [A_\mu, A_\nu] \] (3.6)
The r.h.s. of (3.5) in lowest order is given by \( 1 + \frac{ie}{\kappa} \tilde{J}_{\mu\nu} \delta x^\mu \delta x^\nu \) (no sum in \( \mu \) and \( \nu \)). Therefore,
for an infinitesimal surface, (3.5) implies the local differential equations for $A_{\mu}$

$$F_{\mu\nu} = \frac{1}{\kappa} \tilde{J}_{\mu\nu} = \frac{1}{\kappa} \epsilon_{\mu\nu\rho} J^{\rho}$$

(3.7)

which are the equations of motion of the Chern-Simons theory in the presence of an external current $J_{\mu}$.

On the other hand one observes that if one takes $C_{\mu}$ in (3.1) as $C_{\mu} = i e A_{\mu}$, and therefore $G_{\mu\nu} = i e F_{\mu\nu}$, and uses (3.7), then one obtains (3.5). In other words, (3.5) is a direct consequence of the non-abelian Stokes theorem (3.1) and the Chern-Simons equations of motion (3.7). Since (3.5) implies (3.7), we see that (3.5) is indeed an integral formulation of the Chern-Simons theory.

Note that in obtaining (3.5) from the non-abelian Stokes theorem (3.1) we have dropped the integration constant $W_R$. That has to do with the covariance of (3.5) under gauge transformations, as we now explain. The Chern-Simons equation (3.7) transforms covariantly under the gauge transformations $A_{\mu} \rightarrow g A_{\mu} g^{-1} + i e \partial_{\mu} g g^{-1}$, since $F_{\mu\nu} \rightarrow g F_{\mu\nu} g^{-1}$, and $\tilde{J}_{\mu\nu} \rightarrow g \tilde{J}_{\mu\nu} g^{-1}$.

From (2.1) we have that under a gauge transformation $W \rightarrow g_f W g_i^{-1}$, where $g_i$ and $g_f$ are the values of $g$ at the initial and final points of the curve where $W$ is defined. Consequently, on a closed curve one has that $W^c \rightarrow g_R W^c g_R^{-1}$, where $g_R$ is the value of $g$ at the reference point $x_R$, where the curve starts and ends. In addition, $J$ defined in (2.1), with $G_{\mu\nu}$ replaced by $\frac{ie}{\kappa} \tilde{J}_{\mu\nu}$, transforms as $J \rightarrow g_R J g_R^{-1}$, and so from (3.3) we have that $V \rightarrow g_R V g_R^{-1}$. However, if $W^c_1$ and $V_1$ are solutions of (2.1) and (3.3) respectively, so are $W^c_2 = W^c_1 k$ and $V_2 = h V_1$, with $k$ and $h$ constant group elements. Under a gauge transformation one would then have $W^c_1 \rightarrow g_R W^c_1 g_R^{-1}$, and $V_1 \rightarrow g_R V_1 g_R^{-1}$, with $i = 1, 2$. But since $k$ and $h$ are arbitrary group elements one should not expect them to depend upon $A_{\mu}$, and so be insensitive to its gauge transformations. Therefore, one could as well conclude that $W^c_2 \rightarrow g_R W^c_1 g_R^{-1} k$, and $V_2 \rightarrow h g_R V_1 g_R^{-1}$. The only way to establish a compatibility is to assume that $k$ and $h$ should belong to the center of the gauge group $G$, since $g_R$ can be any element of $G$. Since the integration constants $W_R$ in (3.1) have the same status in this discussion, as $k$ and $h$, we have to take them to lie in the center of $G$ to have the gauge covariance of the integral Chern-Simons equation (3.5). However, when that is done they drop out from (3.5) since they commute with the path and surface ordered integrals. So, when integrating (2.1) and (3.3) to construct the l.h.s. and r.h.s. respectively of (3.5) one should keep in mind that those operators can carry an integration constant lying in the center of $G$ without destroying the gauge covariance of (3.5). That fact may be important in some applications.

Note that both sides of (3.5) depend upon the choice of the reference point $x_R$ and also on the choice of the scanning of $\Sigma$ with loops. However, when one changes the scanning and the reference point, the non-abelian Stokes theorem (3.1) guarantees that both sides of
change in a way that they remain equal to each other. In that sense one can say that (3.5) transforms “covariantly” under the change of scanning and reference point. In fact, even though we have defined the equation (3.5) on any surface Σ in \( M \), it is formally defined on the loop space \( \mathcal{L} \Sigma = \{ \gamma : S^1 \rightarrow \Sigma \mid \text{north pole} \rightarrow x_R \in \partial \Sigma \} \), consisting of maps from the circle \( S^1 \) into \( \Sigma \), such that the north pole of \( S^1 \) is mapped into \( x_R \). The images of such maps are closed loops in \( \Sigma \), starting and ending at \( x_R \). Since \( \Sigma \) is scanned by a collection of such loops, and the loops are points in \( \mathcal{L} \Sigma \), one can see \( \Sigma \) as a path in \( \mathcal{L} \Sigma \). Therefore, a change in the scanning of \( \Sigma \) corresponds to a change of path in \( \mathcal{L} \Sigma \) representing the same physical \( \Sigma \).

Despite the fact that (3.5) is defined on loop space, it leads to very physical consequences, like conservation laws as we now explain. Consider the case where the surface \( \Sigma \) is a closed surface \( \Sigma_c \), i.e. with no border. Then, the l.h.s. of (3.5) is trivial and we are lead to

\[
P_2 e^{i \kappa \int_{\Sigma_c} d\tau d\sigma W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} = 1
\]  

(3.8)

Being a closed surface, \( \Sigma_c \) corresponds to a closed path in the loop space \( \mathcal{L} \Sigma_c \), starting and ending at the reference point \( x_R \). Consider now a point on that path corresponding to a loop \( \gamma \) in \( \Sigma_c \). It divide the path in two parts corresponding to two surfaces, i.e. we have \( \Sigma_c = \Sigma_1 + \Sigma_2 \).

From the ordering defined by (3.3) we have that

\[
P_2 e^{i \kappa \int_{\Sigma_1} d\tau d\sigma W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} P_2 e^{i \kappa \int_{\Sigma_2} d\tau d\sigma W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} = 1
\]  

(3.9)

By reverting the sense of the integration along the path, one obtains the inverse operator when integrating (3.3). Then, \( \Sigma_1 \) and \( \Sigma_2^{-1} \) are two surfaces corresponding to two paths starting and ending at the same points, namely the reference point \( x_R \) and the loop \( \gamma \), which is their common border. Therefore, (3.9) implies that the integration along two paths with the same end points gives the same operator. Since that is valid for any closed surface \( \Sigma_c \) and any partition of it into two surfaces, we conclude that the quantity \( P_2 e^{i \kappa \int_{\Sigma} d\tau d\sigma W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} \) is independent of the surface \( \Sigma \). It depends only on the initial and final points of the path corresponding to \( \Sigma \) in loop space, i.e. the border \( \partial \Sigma \) and the reference point \( x_R \) on it. Note that such independency corresponds to the change of the reparameterization (scanning) of the surface, as well as to the change of the surface itself, but keeping the border and reference point fixed. Such surface independency leads to conservation laws as we now explain.

First we consider the topology of space-time to be \( M = S \times \mathbb{R} \), with time being the real line \( \mathbb{R} \), and the space being the closed two dimensional surface with no boundary \( S \). A simple case is when \( S \) is the two-sphere, i.e. \( S = S^2 \). Then if we evaluate (3.8) in space (i.e., \( \Sigma_c = S \)) we get that the quantity \( Q_S \equiv P_2 e^{i \kappa \int_S d\tau d\sigma W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} = 1 \), is conserved in time and equal to unity. That is an interesting relation since it may imply that the net charge on the whole
space vanishes, or then that the charge must satisfy some quantization condition.

For simplicity, let us consider the case of an abelian theory, with gauge group $G = U(1)$, where the path and surface orderings are irrelevant. In such a case one has $Q_S = e^{i\kappa q} = 1$, where $q$ is the total charge in space, i.e. $q = \int_S d\tau \, d\sigma \, \tilde{J}_{\mu\nu} \frac{d\sigma}{d\tau} \frac{dx^\nu}{d\tau}$. Those equations establishes a quantization condition involving the total amount of charge in space and the Chern-Simons coupling constants, i.e.

$$\frac{q e}{\kappa} = 2\pi n$$

with $n$ integer \hspace{1cm} (3.10)

Such result has two important consequences for Chern-Simons theory on the space-time $M = S \times \mathbb{R}$. The equations of motion (3.7) imply that the time component $J^0$ of the current, namely the charge density $\rho$, is proportional to the space components of the field tensor, which is the pseudo-scalar magnetic field $B$, i.e. $\rho = \kappa B$. So, the effect of the Chern-Simons equation of motion is to attach magnetic flux to the electric charge \cite{5}. For a point particle we have $\rho = e \delta(\vec{x} - \vec{x}_1)$, with $\vec{x}_1$ being the position vector of the particle. Therefore, the magnetic flux associated to such a particle is $\Phi = \frac{\pi}{\kappa}$, and (3.10) implies it is quantized as $\Phi = \frac{2\pi n}{q}$. The second consequence of (3.8) and the topology $M = S \times \mathbb{R}$, is that the phase gained by a non-relativistic particle that moves around another, due to a Aharonov-Bohm type interaction, is no longer dependent on the Chern-Simons coupling constant $\kappa$. For $N$ such particles the charge density reads $\rho = e \sum_a^N \delta(\vec{x} - \vec{x}_a)$ and the attached magnetic field $B = \frac{\pi}{\kappa} \sum_a^N \delta(\vec{x} - \vec{x}_a)$. After a double interchange of two particles, their phase exchange is given by $\Delta \theta = \frac{\pi e^2}{4\kappa}$ \cite{5}. Due to the quantization condition (3.10) and using that $q = Ne$ we get $\Delta \theta = \frac{\pi}{2N}$, which is a rational number, and not any number as would be the case if (3.8), and so (3.10), was not used.

Let us now consider the case where space-time is $\mathbb{R}^3$, and discuss how conserved charges can be constructed using (3.8). As we have seen, as a consequence of (3.8), the quantity

$$V(\Sigma) \equiv P_2 \, e^{ie} \int_\Sigma d\tau \, d\sigma \, W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau}$$

is independent of the surface $\Sigma$, as long as its border $\partial\Sigma$ is kept fixed and also the reference point $x_R$ on it. In addition it is independent of the scanning (parameterization) of $\Sigma$ with loops. We shall consider two surfaces, $\Sigma_1$ and $\Sigma_2$, with the same borders as follows. The first one, shown in figure 2, is made of two parts. The first part is a disk $D_{\infty}^{(0)}$ on the plane $x^1 \, x^2$ at time $x^0 = 0$, and of a radius which will be taken to be infinite. The second part is a cylinder $S_{\infty}^1 \times I$, where $I$ is a segment of the $x^0$-axis going from $x^0 = 0$ to $x^0 = t$, and $S_{\infty}^1$ is a circle of infinite radius parallel to the plane $x^1 \, x^2$. We take the reference point $x_R$ to be on the border of the disk $D_{\infty}^{(0)}$, as shown in 2, and scan $\Sigma_1 = D_{\infty}^{(0)} \cup (S_{\infty}^1 \times I)$, with loops starting and
Surface $\Sigma_1 = D_\infty^{(0)} \cup (S_{\infty}^1 \times I)$

Surface $\Sigma_2 = (S_0^1 \times I) \cup D_\infty^{(t)}$

Figure 2: The surfaces $\Sigma_1$ and $\Sigma_2$, with the same border $S_{\infty}^{1,(t)}$, and reference point $x_R$, used in the construction of conserved charges.

ending at $x_R$, labeled by $\tau$, such that for $\tau \in [0, \pi]$ we scan $D_\infty^{(0)}$, with $\tau = 0$ corresponding to the infinitesimal loop around $x_R$, and $\tau = \pi$ corresponding to $S_{\infty}^1$, the border of $D_\infty^{(0)}$. For $\tau \in [\pi, 2\pi]$ we scan $S_{\infty}^1 \times I$ with loops, which start at $x_R$, go up in the $x^0$ direction upon to $x^0 = t' \in I$, go round $S_{\infty}^1$, and come down to $x_R$ again. By varying $t'$ within $I$ we scan the cylinder $S_{\infty}^1 \times I$. Following the notation of (3.11), and the ordering defined by (3.3), one gets

$$V(\Sigma_1) = V(D_\infty^{(0)}) V(S_{\infty}^1 \times I) \quad (3.12)$$

The second surface $\Sigma_2$, as shown in figure 2, is also made of two parts. The first part is a cylinder $S_0^1 \times I$, with $I$ being the same time interval as above, and $S_0^1$ a circle parallel to the $x^1 x^2$ plane with infinitesimal radius. The reference point $x_R$ is on the border of the base of such cylinder at $x^0 = 0$. The second part is a disk $D_\infty^{(t)}$ on the plane $x^1 x^2$ at time $x^0 = t$, and of a radius which will be taken to be infinite. The surface $\Sigma_2 = (S_0^1 \times I) \cup D_\infty^{(t)}$ is scanned with loops starting and ending at $x_R$, labelled by $\tau$, such that for $\tau \in [0, \pi]$, we scan $S_0^1 \times I$ with loops, which start at $x_R$, go up in the $x^0$ direction upon to $x^0 = t' \in I$, go round $S_0^1$, and come down to $x_R$ again. By varying $t'$ within $I$ we scan the cylinder $S_0^1 \times I$. For $\tau \in [\pi, 2\pi]$ we scan $D_\infty^{(t)}$ with loops which start at $x_R$, go up to $x^0 = t$, go round a closed loop on $D_\infty^{(t)}$, and come down to $x_R$ again. By keeping the two legs going up and down fixed and varying the closed loops on $D_\infty^{(t)}$, we scan it entirely. Again, following the notation of (3.11), and the ordering defined by (3.3), one gets

$$V(\Sigma_2) = V(S_0^1 \times I) V(D_\infty^{(t)}) \quad (3.13)$$

Since $\Sigma_1$ and $\Sigma_2$ have the same reference point and the same border, namely $S_{\infty}^1$ at $x^0 = t$, we have from the surface independency of (3.11) that $V(\Sigma_1) = V(\Sigma_2)$. We now impose the
following boundary condition on our system

\[ \tilde{J}_{12} = J_0 \sim \frac{1}{r^{2+\delta}} T (\hat{r}) \quad \text{for} \quad r \to \infty \]  

(3.14)

with \( \delta > 0 \), \( r^2 = (x^1)^2 + (x^2)^2 \), and \( T (\hat{r}) \) being an element of the Lie algebra of \( G \), depending on the spatial direction defined by \( \hat{r} = \frac{\vec{r}}{r} \). That condition implies that the quantity \( \tilde{J} \equiv \frac{i e}{\kappa} \int_0^{2\pi} d\sigma \ W^{-1} \tilde{J}_{\mu\nu} Wdx^\mu dx'^\nu \), vanishes on loops at spatial infinity, and therefore from (3.3) one gets that \( V (S_\infty^1 \times I) = 1 \). In addition, since the circle \( S_0^1 \) has vanishing radius we also get that \( V (S_0^1 \times I) = 1 \). Therefore, from the equality of (3.12) and (3.13) we get that \( V (D_\infty^{(t)}) = V (D_0^{(t)}) \). Those two operators are calculated using the same reference point \( x_R \), which lies at the border of \( D_\infty^{(t)} \). Consider now a reference point \( x_R^{(t)} \), which have the same space coordinates as \( x_R \), but at a time \( x^0 = t \), i.e. it lies on the border of \( D_\infty^{(t)} \), just above \( x_R \) (see figure 2). By changing the reference point the quantity \( \tilde{J} \) changes as \( \tilde{J} \to W^{-1}(x_R^{(t)}, x_R) \tilde{J} W(x_R^{(t)}, x_R) \), where \( W(x_R^{(t)}, x_R) \) is obtained by integrating (2.1) on the path joining \( x_R \) to \( x_R^{(t)} \). Therefore, if one now integrates (3.3) on \( D_\infty^{(t)} \) with this new reference point, one gets that \( V_{x_R}(D_\infty^{(t)}) = W^{-1}(x_R^{(t)}, x_R) V_{x_R}(D_0^{(t)}) W(x_R^{(t)}, x_R) \). Therefore, one gets that

\[ V_{x_R^{(t)}}(D_\infty^{(t)}) = W \left( x_R^{(t)}, x_R \right) V_{x_R}(D_0^{(t)}) W^{-1} \left( x_R^{(t)}, x_R \right) \]  

(3.15)

where the subindices indicate which reference point is being used in the integration of (3.3). Note that in this way \( V_{x_R^{(t)}}(D_\infty^{(t)}) \) and \( V_{x_R}(D_0^{(t)}) \) correspond to surface ordered integrals over the entire space at times \( x^0 = t \) and \( x^0 = 0 \) respectively, and with reference points at spatial infinity (border of the infinite disks) and at the same times. Consequently (3.15) constitute an iso-spectral time evolution for the operator

\[ V_{x_R^{(t)}}(D_\infty^{(t)}) = P_2 \ e^{i e \int_{D_\infty^{(t)}} d\sigma} W^{-1} \tilde{J}_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx'^\nu}{d\sigma} = P_1 e^{-i e \int_{S_\infty^1} d\sigma} \frac{A_\mu}{d\sigma} \frac{dx^\mu}{d\sigma} \]  

(3.16)

where in the last equality we have used the Chern-Simons integral equation (3.5), and where the spatial circle with infinite radius \( S_\infty^1 \) stands for the border of \( D_\infty^{(t)} \). Therefore, its eigenvalues, or equivalently \( \text{Tr} \left[ V_{x_R^{(t)}}(D_\infty^{(t)}) \right] \), are constant in time. Those are the conserved quantities for the Chern-Simons theory. Note that such conserved quantities are gauge invariant, since under a gauge transformation we have that \( V_{x_R^{(t)}}(D_\infty^{(t)}) \to g \left( x_R^{(t)} \right) V_{x_R^{(t)}}(D_\infty^{(t)}) g \left( x_R^{(t)} \right)^{-1} \), where \( g \left( x_R^{(t)} \right) \) is the element of the gauge group, performing the gauge transformation, evaluated at the reference point \( x_R^{(t)} \). The conserved quantities are also independent of the way we scan \( D_\infty^{(t)} \), since we have already shown above that the operators of the type (3.11) are scanning independent. In fact, it was that property that lead to the conservation laws. In addition, the conserved quantities are independent of the choice of the reference point on the
That has to with the fact that by changing the reference point, \( V_{x(t)} \left( D_\infty \right) \) changes by conjugation by an element \( W \) obtained by integrating (2.1) along a path on the border joining the two reference points. Consequently, its eigenvalues are unchanged.

3.2 Integral formulation of Yang-Mills theory with matter source

We now consider another theory on a \((2 + 1)\)-dimensional space-time \( M \), with the same field content, i.e. a vector field \( A_\mu \) and a current \( J_\mu \), with \( \mu = 0, 1, 2 \), and with its classical equations of motion being defined as follows. On any two dimensional smooth surface \( \Sigma \) on \( M \), with border \( \partial \Sigma \), the fields must satisfy the integral equations

\[
P_1 e^{-i e \int_{\partial \Sigma} d\sigma \left( A_\mu + \beta \tilde{F}_\mu \right) \frac{d\sigma}{\partial \sigma}} = P_2 e^{i e \int_{\Sigma} d\tau d\sigma W^{-1} \left( F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + i e \beta^2 \left[ \tilde{F}_\mu, \tilde{F}_\nu \right] \right) W \frac{d\tau}{\partial \tau} \frac{d\sigma}{\partial \sigma}},
\]

where \( e \) is the coupling constant of the theory, \( \beta \) is a free parameter, \( \tilde{J}_{\mu\nu} \) is the Hodge dual of the matter current i.e., \( \tilde{J}_{\mu\nu} \equiv \varepsilon_{\mu\nu\rho} J^\rho \), \( \tilde{F}_\mu \) is the Hodge dual of the curvature of the connection, i.e. \( \tilde{F}_\mu = \frac{1}{2} \varepsilon_{\mu\nu\rho} F^{\nu\rho} \), and \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + i e \left[ A_\mu, A_\nu \right] \). The meaning of the path ordered \((P_1)\) and surface ordered \((P_2)\) integrals in (3.17) is the same as those in (3.1), i.e. the l.h.s. of (3.5) is obtained by integrating (2.1) with

\[
C_\mu = i e \left( A_\mu + \beta \tilde{F}_\mu \right)
\]

and its r.h.s. by integrating (3.3) with

\[
G_{\mu\nu} = i e \left( F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + i e \beta^2 \left[ \tilde{F}_\mu, \tilde{F}_\nu \right] \right)
\]

In order to obtain the corresponding local equations of motion we consider the integral equation (3.17) on an infinitesimal surface \( \Sigma \) of a rectangular shape, on the plane defined by two axis of the Cartesian coordinates, let us say \( x^\mu \) and \( x^\nu \), with \( \mu \) and \( \nu \) fixed. The border \( \partial \Sigma \) is then the rectangle of infinitesimal sides \( \delta x^\mu \) and \( \delta x^\nu \). Evaluating the r.h.s. of (3.17) in lowest order, and Taylor expanding around one given corner of the rectangle, we get \( 1 + i e \left( F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + i e \beta^2 \left[ \tilde{F}_\mu, \tilde{F}_\nu \right] \right) \delta x^\mu \delta x^\nu \), with no sum in \( \mu \) and \( \nu \). Analogously, evaluating the l.h.s. of (3.17) in lowest order, and Taylor expanding around the same corner, one gets \( 1 + \left( \partial_\mu C_\nu - \partial_\nu C_\mu + \left[ C_\mu, C_\nu \right] \right) \delta x^\mu \delta x^\nu \), again with no sum in \( \mu \) and \( \nu \), and with \( C_\mu \) given by (3.18), and so

\[
\partial_\mu C_\nu - \partial_\nu C_\mu + \left[ C_\mu, C_\nu \right] = i e \left( F_{\mu\nu} + \beta \left( D_\mu \tilde{F}_\nu - D_\nu \tilde{F}_\mu \right) + i e \beta^2 \left[ \tilde{F}_\mu, \tilde{F}_\nu \right] \right)
\]
Therefore, equating both sides of (3.17), in lowest order, one gets

\[ D_\mu \tilde{F}_\nu - D_\nu \tilde{F}_\mu = -\tilde{J}_{\mu\nu} \]  

(3.21)

where \( D_\mu^* = \partial_\mu^* + ie [A_\mu, \cdot] \). Taking the Hodge dual one gets the Yang-Mills equations in (2 + 1) dimensions in the presence of matter currents

\[ D_\nu F^{\nu\mu} = J^\mu \]  

(3.22)

Note that if one takes the non-abelian Stokes theorem (3.1) with the connection \( C_\mu \) given by (3.18), and so its curvature \( G_{\mu\nu} \) given by (3.20), one gets the integral equation (3.17) by using the Yang-Mills equations (3.21). Therefore, (3.17) is a direct consequence of the non-abelian Stokes theorem (3.1) and the Yang-Mills equations. In this sense, (3.17) is an integral formulation of the Yang-Mills theory in (2+1) dimensions in the presence of matter currents.

We have put therefore the Yang-Mills theory in the same footing as the Chern-Simons theory in the presence of matter currents, with its integral equation being given by (3.5). Consequently, most of the results we obtained for Chern-Simons are also valid for the Yang-Mills using the same techniques. For instance, the integral equation (3.17) transform covariantly under the gauge transformations \( A_\mu \to g A_\mu g^{-1} + \frac{i}{e} \partial_\mu g g^{-1} \), and \( J_\mu \to g J_\mu g^{-1} \). In addition, it transforms covariantly under re-parameterization of the surface \( \Sigma \) with loops, and change of the reference point, as explained in section 3.1. But the most important result following from (3.17) is that if \( \Sigma \) is a closed surface with no border, then its l.h.s. is trivial and so

\[ P_2 e^{ie \int_{\Sigma_c} d\tau d\sigma W^{-1}(F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + ie \beta^2 \tilde{F}_\mu \cdot \tilde{F}_\nu) W \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\sigma} = 1 \]  

(3.23)

That is the equivalent for Yang-Mills of the equation (3.8) for Chern-Simons, and it leads to conservation laws. In particular, for a space-time of the form \( M = S \times \mathbb{R} \), with \( S \) being the space sub-manifold, assumed closed with no border, like for instance the two-sphere \( S^2 \), one gets that \( Q_S = P_2 e^{ie \int_S d\tau d\sigma W^{-1}(F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + ie \beta^2 \tilde{F}_\mu \cdot \tilde{F}_\nu) W \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\sigma} = 1, \) is constant in time and equal to unity. Again, it implies that the total charge in space vanishes, or then it may lead to quantization conditions. In the case of an abelian gauge group, for instance \( U(1) \), one gets that

\[ \Phi - \beta q = 2 \pi n e \]  

(3.24)

where \( \Phi = \int_S d\tau d\sigma F_{\mu\nu} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \) is the total magnetic flux (or magnetic charge), and \( q = \int_S d\tau d\sigma \tilde{J}_{\mu\nu} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \), is the total electric charge in space.

Again following the reasoning used in the case of the Chern-Simons theory in section 3.1,
we get that (3.23) implies that the quantity

\[ V(\Sigma) = P_2 e^{ie \int_{\Sigma} d\tau d\sigma W^{-1}(F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + ie \beta^2 [\tilde{F}_\mu, \tilde{F}_\nu]) W^{\frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\sigma}}} \]  

(3.25)

is invariant under smooth deformations of the surface \( \Sigma \) as long as its boundary and reference point \( x_R \) are kept fixed. In addition, it is also invariant under the change of the scanning of \( \Sigma \) with loops based at \( x_R \). Those facts can be used to construct conserved charges for the Yang-Mills theory. Let us consider space-time to be \( \mathbb{R}^3 \), and let us assume that the space components of the field tensor and time component of the currents satisfy the boundary conditions

\[ \tilde{J}_{12} = J_0 \sim \frac{1}{r^{2+\delta}} T(\tilde{r}) \quad F_{12} \sim \frac{1}{r^{2+\delta'}} T'(\tilde{r}) \quad \text{for} \quad r \to \infty \]  

(3.26)

with \( \delta, \delta' > 0 \), \( r^2 = (x^1)^2 + (x^2)^2 \), \( T(\tilde{r}) \) and \( T'(\tilde{r}) \) being elements of the Lie algebra of the gauge group \( G \), depending on the spatial direction at infinity defined by \( \tilde{r} = \frac{\hat{r}}{r} \). Consider now a disk \( \mathcal{D}_{\infty}^{(t)} \), of infinite radius on the plane \( x^1 x^2 \), at a given time \( t \), and let it be scanned with closed loops starting and ending at a reference point \( x_R^{(t)} \) on its border. Consider the following operator obtained by integrating (3.3) on \( \mathcal{D}_{\infty}^{(t)} \), with \( G_{\mu\nu} \) given by (3.19)

\[ V_{x_R^{(t)}} (\mathcal{D}_{\infty}^{(t)}) = P_2 e^{ie \int_{\mathcal{D}_{\infty}^{(t)}} d\tau d\sigma W^{-1}(F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + ie \beta^2 [\tilde{F}_\mu, \tilde{F}_\nu]) W^{\frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\sigma}}} = P_1 e^{-ie \int_{S_1^{\infty}} d\sigma (A_\mu + \beta \tilde{F}_\mu) \frac{dx^\mu}{d\sigma}} \]  

(3.27)

where in the last equality we have used the integral equation (3.17), and where \( S_1^{\infty} \) is the border of \( \mathcal{D}_{\infty}^{(t)} \), i.e. a circle at spatial infinity. Then following the arguments used in section 3.1, leading to (3.16), one concludes that the eigenvalues of the operator (3.27) are constant in time. Equivalently, one can write those conserved charges as \( \text{Tr} \left[ V_{x_R^{(t)}} (\mathcal{D}_{\infty}^{(t)}) \right]^N \). Again following those same arguments one concludes that such conserved charges are gauge invariant, and independent of the scanning of \( \mathcal{D}_{\infty}^{(t)} \) with loops, and also on the choice of the reference point \( x_R^{(t)} \) on its border.

### 3.3 Zero curvature representation for gauge theories

We now comment on the connection of our integral formulation of Chern-Simons and Yang-Mills theories in \( (2 + 1) \) dimensions and the approach of [1, 2] using flat connections on loop spaces.

Given the Lie algebra-valued 1-form \( C = C_\mu dx^\mu \) and the 2-form \( B = \frac{1}{2} B_{\mu\nu} dx^\mu \wedge dx^\nu \) on \( M \), we construct a 1-form connection \( A \) in the loop space \( LM = \{ \gamma : S^1 \to M \, | \, \text{north pole} \to x_R \} \),
\[ A = \int_{0}^{2\pi} d\sigma \ W^{-1} B_{\mu\nu} W \frac{dx^\mu}{d\sigma} \delta x^\nu \] (3.28)

where \( \delta \) stands for the exterior derivative on the space of all parametrized loops with base point \( x_R \), with \( \delta^2 = 0 \) and \( \delta x^\mu(\sigma) \wedge \delta x^\nu(\sigma') = -\delta x^\nu(\sigma') \wedge \delta x^\mu(\sigma) \). The curvature \( F = \delta A + A \wedge A \) is given by

\[
F = -\frac{1}{2} \int_{0}^{2\pi} d\sigma \ W(\sigma)^{-1} \left[ D_\lambda B_{\mu\nu} + D_{\mu} B_{\nu\lambda} + D_{\nu} B_{\lambda\mu} \right] (x(\sigma)) W(\sigma) \frac{dx^\lambda}{d\sigma} \delta x^\mu(\sigma) \wedge \delta x^\nu(\sigma) \\
+ \frac{1}{2} \int_{0}^{2\pi} d\sigma \int_{0}^{2\sigma} d\sigma' \left( \theta(\sigma - \sigma') \left[ B^W_{\kappa\mu}(x(\sigma')) - G^W_{\kappa\mu}(x(\sigma')) , B^W_{\lambda\nu}(x(\sigma)) \right] \right) \frac{dx^\kappa}{d\sigma} \frac{dx^\lambda}{d\sigma'} \delta x^\mu(\sigma') \wedge \delta x^\nu(\sigma)
\]

where \( G_{\mu\nu} \) is the curvature of \( C_\mu \), i.e. \( G_{\mu\nu} = \partial_\mu C_\nu - \partial_\nu C_\mu + [C_\mu, C_\nu] \), and \( W \) is constructed out of \( C_\mu \) by integration of (2.1).

In the case of Chern-Simons theory we consider

\[ C_\mu = ieA_\mu \quad \text{and} \quad B_{\mu\nu} = \frac{1}{\kappa} \tilde{J}_{\mu\nu}. \]

Lemma 2.1 of [2] claims that if

\[ B_{\mu\nu} - G_{\mu\nu} = 0 \]

then \( F = 0 \). Then, for our choice of \( C_\mu \) and \( B_{\mu\nu} \) given above we see that

\[ F = 0 \Leftrightarrow \text{Chern-Simons equation is satisfied}. \]

For Yang-Mills theory we take

\[ C_\mu = ie \left( A_\mu + \beta \tilde{F}_\mu \right) \quad \text{and} \quad B_{\mu\nu} = i e \left( F_{\mu\nu} - \beta \tilde{J}_{\mu\nu} + i e \beta^2 \left[ \tilde{F}_\mu , \tilde{F}_\nu \right] \right). \]

The condition \( B_{\mu\nu} - G_{\mu\nu} = 0 \) leads to the Yang-Mills equation \( D_\nu F^{\nu\mu} = J^\mu \), and therefore gives the zero curvature representation of this theory in loop space.

Therefore, for the cases of Chern-Simons and Yang-Mills theories in (2 + 1) dimensions, the integral formulation approach and zero curvature on loop space lead to the same results, and also to the same conserved charges.
4 The case of volumes: theories in 3 + 1 dimensions

For 3+1 dimensional theories we consider the generalization of the non-abelian Stokes theorem for a 2-form connection proved in appendix B. Given a three dimensional volume $\Omega$ and its two dimensional border $\partial\Omega$, a closed surface, the theorem relates the surface-ordered integral of the connection $W^{-1}B_{\mu\nu}W$ along $\partial\Omega$ with the volume-ordered integral of the connection $\mathcal{K}$ in $\Omega$:

$$V_R P_2 e^{\int_{\partial\Omega} d\tau d\sigma W^{-1}B_{\mu\nu}W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\sigma}} = P_3 e^{\int_{\Omega} d\zeta \mathcal{K} V_R}.$$ (4.1)

In the next few lines we summarize the construction of the above equation. A reference point $x_R$ is defined on the border of $\Omega$, and around it we construct an infinitesimal volume, whose border is the infinitesimal closed surface $\Sigma_R$. We then scan $\Omega$ with closed surfaces based at the reference point $x_R$. In doing so, we define the parameter $\zeta$, such that $\zeta = 0$ stands for the infinitesimal surface $\Sigma_R$ and $\zeta = 2\pi$, for the boundary $\partial\Omega$. During this variation the quantities $V$ are calculated for each surface, in each step, through equation

$$\frac{dV}{d\tau} - V A = 0$$ (4.2)

with $A = \int_0^{2\pi} d\sigma W^{-1}B_{\mu\nu}W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\sigma} d\sigma$. The surface $\Sigma$ is scanned with loops parametrized by $\sigma \in [0, 2\pi]$, starting and ending at the reference point, and the parameter $\tau$ labels these loops. The Wilson lines $W$ are calculated on the loops using equation (A.1). The l.h.s of (4.1) is therefore obtained after integrating (4.2) over the surface $\partial\Omega$, with the ordering given by the way we scan it with loops. The quantity $V_R$ is the integration constant (the value of $V$ for the infinitesimal surface $\Sigma_R$).

Once the surface $\Sigma$ is closed, $V$ can also be obtained from the equation (as we show in the appendix)

$$\frac{dV}{d\zeta} - \mathcal{K} V = 0$$ (4.3)

and this result is expressed in the r.h.s of the theorem above.
We now proceed to show how to formulate an integral version of Yang-Mills theory through this non-abelian Stokes theorem, and also, how it leads to conserved charges.

4.1 Integral formulation of Yang-Mills theory with source

We consider the Yang-Mills theory in (3 + 1) dimensions for a gauge group \( G \) and in the presence of matter currents \( J_\mu \). The classical equations of motion are given by

\[
D_\nu \tilde{F}^{\nu\mu} = 0 \quad D_\mu F^{\nu\mu} = J_\mu
\]  

(4.4)

where \( F^{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + ie [A_\mu, A_\nu] \), and \( \tilde{F}^{\mu\nu} \) is the Hodge dual of the field tensor, i.e., \( F^{\mu\nu} \equiv \frac{1}{2} \varepsilon^{\mu\nu\rho\lambda} \tilde{F}_{\rho\lambda} \).

One can obtain an integral equation for the Yang-Mills theory using the Stokes theorem (4.1) as follows (see [6] for more details). Take \( B_{\mu\nu} = ie \left( \alpha F^{\mu\nu} + \beta \tilde{F}^{\mu\nu} \right) \), with \( \alpha \) and \( \beta \) being arbitrary constants, and using Yang-Mills differential equations (4.4) to replace \( D_\rho B_{\mu\nu} + D_\mu B_{\nu\rho} + D_\nu B_{\rho\mu} \) by \((-ie\beta \tilde{J}_{\mu\nu\lambda})\). With that, the quantity \( K \) above is now given by

\[
K = \int_0^{2\pi} d\tau V J^{V^{-1}} - 1,
\]

with \( V \) is constructed by integrating (4.2) with \( A = ie \int_0^{2\pi} d\sigma W^{-1} \left[ \alpha F^{\mu\nu} + \beta \tilde{F}^{\mu\nu} \right] W d\sigma \), and where we have used the notation \( X^W \equiv W^{-1} X W \). Then we have [6]:

\[
P_3 e^{ie} \int_0^{2\pi} d\sigma d\tau d\sigma' \left[ \alpha F^{\mu\nu} + \beta \tilde{F}^{\mu\nu} \right] W d\sigma d\sigma' = P_3 e^{ie} \int_0^{2\pi} d\zeta d\tau V J^{V^{-1}}.
\]  

(4.5)

which is a direct consequence of the generalized non-abelian Stokes theorem (4.1) and the Yang-Mills equations (4.4). On the other hand, the integral equation (4.5) implies the differential equations (4.4), as we now explain.

Equation (4.5) is defined for an arbitrary volume \( \Omega \), and in particular, for an infinitesimal one. Take \( \Omega \) as an infinitesimal cube of sides \( \delta x^\mu, \delta y^\nu \) and \( \delta z^\lambda \), with the indices fixed (see Figure 3). We choose the reference point \( x_R \) to be at one of the vertices, and when opposite surfaces are scanned with loops based on \( x_R \) one has to pay special attention to the fact that
the signs of the velocities in \( \tau \)-direction changes.

Now, considering only first order contributions to equation (4.5), the integrand in its l.h.s can be evaluated at any point on the cube’s face, since the differences will be of higher order, and therefore, evaluating it on the face \( \delta z = 0 \) one gets

\[
\int \left[ \alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu} \right]_{x_R} \delta x^\mu \delta y^\nu. 
\]

For this term we have to expand both the Wilson line and the field strength so that their values at \( x_R + \delta z \) are approximated to their values in \( x_R \). The equation for the Wilson line gives for an infinitesimal variation \( \sigma \rightarrow \sigma + \delta \sigma \) along the \( z \) direction,

\[
W(x_R + \delta z) \sim 1 - ieA_\lambda (x_R) \delta x^\lambda \]

Taylor expanding the field strength in this direction,

\[
F_{\mu\nu}(x_R + \delta z) = F_{\mu\nu}(x_R) + \partial_\lambda F_{\mu\nu}(x_R) \delta z^\lambda,
\]

we end up with

\[
ie D_\lambda \left[ \alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu} \right]_{x_R} \delta x^\mu \delta y^\nu \delta z^\lambda. 
\]

Doing the same for the other two pairs of faces one gets

\[
P_2 e^{ie \int_{S_{3d}} d\pi d\sigma \left[ \alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu} \right] \frac{d\pi}{d\sigma} \frac{d\nu}{d\tau}} \approx 1 + ie \left( D_\lambda \left[ \alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu} \right] \right)_{x_R} \delta x^\mu \delta y^\nu \delta z^\lambda.
\]

For the r.h.s of (4.5), considering only the first order contributions, we notice that the commutator term is of higher order with respect to the first term involving only the current, for it has one more integration along the loop. Then, up to lowest order

\[
P_3 e^{ie \int_{S_{1d}} d\pi d\sigma \left[ \alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu} \right] \frac{d\pi}{d\sigma} \frac{d\nu}{d\tau}} \approx 1 + ie \beta \tilde{J}_{\mu\nu\lambda} \delta x^\mu \delta y^\nu \delta z^\lambda 
\]

and clearly equating the previous result with this one, we get the set of Yang-Mills equations (4.4), as the coefficients of the parameters \( \alpha \) and \( \beta \).

Comparing the integral equation (4.5) with (4.1) one notices that the integration constants \( V_R \) are missing. One has to keep in mind that while (4.1) is a mathematical relation, (4.5) is a physical equation, and therefore gauge covariance is important, and in order to guarantee that those integration constants must lie in the center of the gauge group, as we now explain in detail. Consider the gauge transformation of the Yang-Mills field \( A_\mu \rightarrow gA_\mu g^{-1} + \frac{i}{e} \partial_\mu gg^{-1} \),

\[\text{Equation (4.5)}\]

\[\text{Equation (4.1)}\]

\[\text{Parameter} \alpha \text{ and } \beta\]

\[\text{Integration constants} V_R\]

\[\text{Gauge covariance}\]

\[\text{Center of gauge group}\]

\[\text{Gauge transformation}\]
which implies the following transformations of the field strength $F_{\mu \nu} \rightarrow g F_{\mu \nu} g^{-1}$, and the matter current transforms in the same way, $J_{\mu} \rightarrow g J_{\mu} g^{-1}$. From (A.1), the Wilson line changes as

\[ W \rightarrow g R W g^{-1} \]

where $g_i$ and $g_f$ stand for the value the gauge group element takes at the points $x_i$ and $x_f$ respectively; for the reference point we denote as $g_R$ the value of the gauge group element there. Then it is direct to see (by replacing $W$, $F_{\mu \nu}$ and $J_{\mu}$ by the respective gauge transformed quantities given before) that all the important quantities related to the integral Yang-Mills equation (4.5) (such as $V$, $J$, $K$ and $A$) transform as

\[ V \rightarrow g_R V g^{-1}_R, \]
\[ J \rightarrow g_R J g^{-1}_R, \]
\[ K \rightarrow g_R K g^{-1}_R \]
\[ A \rightarrow g_R A g^{-1}_R. \]

The l.h.s of (4.5) comes from the l.h.s of the non-abelian Stokes theorem previously presented, which, in turn, is the result of the integration of equation (4.2). We notice that if $V$ is a solution of this equation, then $V' = kV$ is also a solution, where $k$ is a constant element of the gauge group. Under a gauge transformation one gets $V' \rightarrow g_R V' g^{-1}_R = g_R k V g^{-1}_R$. On the other hand, since $k$ is an arbitrary constant, and so insensitive to transformations of the gauge field, one could have written it as $V' \rightarrow k g_R V g^{-1}_R$, and the only way to guarantee the compatibility is to have $g_R k = k g_R$, i.e., to have $k$ in the center $Z(G)$ of the group. The same argument can be applied to the r.h.s of (4.5), which comes from the r.h.s of the non-abelian Stokes theorem, which, in turn, is the solution of equation (4.3). In that case, if $V$ is a solution, so is $V' = V h$, with $h$ a constant element of $G$. Finally we conclude that (4.5) is gauge covariant only if the integration constants are in the center of the gauge group. Then they can be cancelled trivially, since they commute with the surface and volume integrals, and that is the reason why they do not appear in the integral Yang-Mills equation (4.5).

An important issue concerns the fact that equation (4.5) is formulated in a way that it depends on the particular choice of the reference point $x_R$ and of the scanning of the volume with surfaces. Although it is at first sight unwanted, the Stokes theorem (4.1) guarantees that if one changes any of these things, each side of (4.5) will change in a way to remain equal to each other; in this sense, this equation transforms “covariantly” under reparametrization. This can be better understood once we realize that this equation is formulated in the loop space $L\Omega = \{ \gamma : \mathcal{S}^2 \rightarrow \Omega | \text{north pole} \rightarrow x_R \in \partial \Omega \}$, formed by maps from $\mathcal{S}^2$ into $\Omega$, such that the north pole of $\mathcal{S}^2$ is mapped into the reference point $x_R$. The images of this map are closed surfaces in $\Omega$, starting and ending at $x_R$. The volume $\Omega$ is scanned by a family of these closed surfaces, which are points in $L\Omega$, thus, $\Omega$ is a path in the loop space $L\Omega$. Then, a change in the scanning of $\Omega$ corresponds to a change on the parametrization of the path in $L\Omega$, which does not change the path, nor the physical results from it.

Equation (4.5) does not only describes the Yang-Mills theory in loop space, but also leads to a conservation laws as we now discuss. For a closed path in loop space, corresponding to a closed volume $\Omega_c$ in space-time, with no boundary, the l.h.s of equation (4.5) becomes trivial.
and we get
\[ P_3 e^{\int_{\Omega_c} d\zeta d\tau V J V^{-1}} = 1. \] (4.6)

Consider now a given point in that path, in space-time, the surface \( \Sigma \), which divides it into two parts: \( \Omega_c = \Omega_1 + \Omega_2 \). Then, we can split equation (4.6) as
\[ P_3 e^{\int_{\Omega_2} d\zeta d\tau V J V^{-1}} \cdot P_3 e^{\int_{\Omega_1} d\zeta d\tau V J V^{-1}} = 1. \] (4.7)

Each term of this equation is obtained from integration of (4.3). It can be written as \( V(\Omega_2) \cdot V(\Omega_1) = 1 \). Now, reverting the order of integration for the second path \( \Omega_2 \), one gets equivalently \( V^{-1}(\Omega_2^{-1}) \cdot V(\Omega_1) = 1 \), which implies that \( V(\Omega_1) = V(\Omega_2^{-1}) \). In other words, the integration of (4.3), for the volumes \( \Omega_1 \) and \( \Omega_2^{-1} \), with the same boundary \( \Sigma \) and reference point \( x_R \), leads to the same operator. In fact, since equation (4.7) holds for any closed volume \( \Omega_c \) and for any partition of it into two other volumes, what we just saw is that not only the integration of (4.3) along two volumes with the same boundary gives the same operator but also that \( P_3 e^{\int_{\Omega} d\zeta d\tau V J V^{-1}} \) is independent of the volume, for any volume \( \Omega \). This means that as long as the border is kept fixed, one can change the volume and there will be no consequences to \( V(\Omega) \). The fact that this operator depends only on the border \( \partial \Omega \) and on the reference point \( x_R \) on it, leads to conservation laws as we now explain.

Consider first the case in which space-time \( M \) has the topology \( S \times \mathbb{R} \), with \( S \) being a closed unbounded spatial submanifold and \( \mathbb{R} \) the time. Then, equation (4.6) can be evaluated for \( \Omega_c = S \), giving that the quantity
\[ Q_S \equiv P_3 e^{\int_S d\zeta d\tau V J V^{-1}} = 1. \] (4.8)
is conserved in time and is equal to the unit. This has two main implications: the first is that the net charge on the whole space vanishes, and the other is that it might lead to some quantization condition. In particular, for the case of the Maxwell theory, where the (abelian) gauge group is \( G = U(1) \), this equation for \( Q_S \) is satisfied if \( q \equiv \int_S d\zeta d\tau d\sigma \tilde{J}_{\mu\nu\lambda} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \frac{dx^\lambda}{d\zeta} \), is such that
\[ q = \frac{2\pi n}{e\beta} \]
with \( n \) integer. If for some reason \( \beta \) can be fixed at the quantum level, then (4.8) express the quantization of electric charge [7].

Next we consider the space-time \( M \) to have the topology \( \mathbb{R}^3 \times \mathbb{R} \). Lets take two points in the loop space, which correspond in space-time to the following two surfaces (see figure 4): the infinitesimal 2-sphere \( S^2_0 \) around \( x_R \), at time \( x^0 = 0 \) and the 2-sphere which is the border of the entire space at time \( x^0 = t \); and which we denote as \( S^2_{\infty(t)} \). Now, these two points
in \( L\Omega \) are joined by two different paths (volumes in space-time) and each of these paths are composed by two parts as we now explain. The first part of the first path is the infinitesimal hyper-cylinder \( S^2_0 \times I \), with \( I \) being the interval in \( \mathbb{R} \) from 0 to \( t \) and \( S^2_0 \) the infinitesimal sphere around \( x_R \). The second part of this path is the volume inside the sphere \( S^2_0 \), which we make by “blowing up” the infinitesimal sphere \( S^2_0 \) when we reach the point \( x^0 = t \); we denote this volume by \( \Omega^{(t)}_\infty \). This first path is then the composition \( \Omega_1 = (S^2_0 \times I) \cup \Omega^{(t)}_\infty \). The second path has a first part, which in space-time corresponds to the whole spatial volume \( \Omega^{(0)}_\infty \), inside \( S^2_{\infty} \), at \( x^0 = 0 \), and its second part is the hyper-cylinder \( S^2_{\infty} \times I \). This path is the composition \( \Omega_2 = \Omega^{(0)}_\infty \times (S^2_{\infty} \times I) \). Basically we are dealing with different paths (volumes) which boundaries - \( S^2_0 \) and \( S^2_{\infty} \) - are common, and thus, following our previous result, the operator \( V(\Omega) = P_3 e^{\int_\Omega d\zeta d\tau V J V^{-1}} \), is independent of the volume, and should depend only on the boundaries of \( \Omega \). Therefore, it follows that \( V(\Omega_2) = V(\Omega_1) \), and this can be written as

\[
V(S^{(2)}_\infty \times I) V(\Omega^{(0)}_\infty) = V(\Omega^{(t)}_\infty) V(S^2_0 \times I). \tag{4.9}
\]

In order to obtain \( V(\Omega) \) for each step it is necessary to evaluate \( \mathcal{K} = \int_0^{2\pi} d\tau V J V^{-1} \) on the surfaces scanning each volume \( \Omega \). We shall scan a hyper-cylinder \( S^2 \times I \) with surfaces, based at \( x_R \), of the form given in figure (5.b), with \( t' \) denoting a time in the interval \( I \). Each one of such surfaces are scanned with loops, labelled by \( \tau \), in the following way. For \( 0 \leq \tau \leq \frac{2\pi}{3} \), we scan the infinitesimal cylinder as shown in figure (5.a), then for \( \frac{2\pi}{3} \leq \tau \leq \frac{4\pi}{3} \) we scan the sphere \( S^2 \) as shown in figure (5.b), and finally for \( \frac{4\pi}{3} \leq \tau \leq 2\pi \) we go back to \( x_R \) with loops as shown in figure (5.c). Then, we can split \( \mathcal{K} \) in three parts: \( \mathcal{K}_a + \mathcal{K}_b + \mathcal{K}_c \), each of them corresponding to one of the three surfaces, defined by the \( \tau \) intervals.

From the physical point of view it is very reasonable to take the current and the field...
strength to satisfy the boundary conditions
\[ J_\mu \sim \frac{1}{R^{2+\delta}} \quad F_{\mu\nu} \sim \frac{1}{R^{\frac{3}{2}+\delta'}} \]

for \( R \to \infty \), with \( \delta \) and \( \delta' \) bigger than zero. With that, integration of \( J \) over \( S_\infty^2 \) vanishes and we get \( \mathcal{K}_b = 0 \) for the path \( \Omega_2 \). We notice that for the path \( \Omega_1 \), the infinitesimal sphere \( S_0^2 \) does not contribute to \( \mathcal{K}_b \), and we have also \( \mathcal{K}_b = 0 \) in this case. Then we conclude that \( \mathcal{K} \) calculated in both spheres \( S_\infty^2 \) and \( S_0^2 \) gives the same result and therefore
\[ V(S_\infty^{(2)} \times I) = V(S_0^2 \times I). \]

It is now possible to contract the cylinders into a line, so that the loops scanning them in the intervals \( \tau \in [0, \frac{2\pi}{3}] \) and \( \tau \in [\frac{4\pi}{3}, 2\pi] \) become exactly the same. However, since one set of loops is "going up", and the other is "going down" (the sign of the velocity \( \frac{dx_\mu}{dt} \) changes), the contributions \( \mathcal{K}_a \) and \( \mathcal{K}_c \) exactly cancel. Note that \( V \) inside \( \mathcal{K} \), obtained from (4.2) does not change sign since it does not see the direction the loops are going to but only takes into account the profile of the loop for each \( \tau \).

Finally what remains is exactly \( V \) calculated on \( \Omega^{(t)} \), whose border is the sphere \( S_{\infty}^{2,(t)} \), where we need to evaluate \( \mathcal{K} \). In order to scan the sphere, we establish the point \( x^{(t)}_R \), on its boundary. This is the point \( x_R \) at time \( x^0 = t \), so that the path starts at \( x_R \), goes up to \( x^{(t)}_R \), and from this point we scan the sphere with loops. Then, we go back to \( x_R \). So, we construct the Wilson line composed of the two parts: \( W = W(x, x^{(t)}_R)W(x^{(t)}_R, x_R) \) the one corresponding to the "leg" that goes up from \( x_R \) to \( x^{(t)}_R \), denoted by \( W(x^{(t)}_R, x_R) \), and the one that corresponds to the path from \( x^{(t)}_R \) to the point \( x(\sigma) \), on the sphere. Using this decomposition we can re-write every needed quantity in terms of the new reference point \( x^{(t)}_R \).

In particular, \( A \) in equation (4.2) is decomposed as \( A_{x_R} = W(x^{(t)}_R, x_R)^{-1} A_{x^{(t)}_R} W(x^{(t)}_R, x_R) \).
This leads to \( V_{x_R} = W^{-1}(x_R(t), x_R)V_{x_R}(x_R)W(x_R, x_R) \); In the same way the quantities \( \mathcal{K}_b \) and \( \mathcal{J} \) transform as \( \mathcal{K}_{b,x_R} = W^{-1}(x_R, x_R)\mathcal{K}_{b,x_R}W(x_R, x_R) \) and \( \mathcal{J}_{x_R} = W^{-1}(x_R, x_R)\mathcal{J}_{x_R}W(x_R, x_R) \), so that \( V(\Omega) \) obtained from (4.3) becomes

\[
V_{x_R}(\Omega^{(t)}_\infty) = W^{-1}(x_R(t), x_R)V_{x_R}(\Omega^{(t)}_\infty)W(x_R(t), x_R).
\]

Plugging this into the equation (4.9) we finally get

\[
V_{x_R}(\Omega^{(t)}_\infty) = U(t) \cdot V(\Omega^{(0)}_\infty) \cdot U^{-1}(t) \tag{4.10}
\]

with \( U(t) = W(x_R(t), x_R) \cdot V(S^2_0 \times I) \).

Therefore, the operator \( V_{x_R}(\Omega^{(t)}_\infty) \) has an iso-spectral evolution in time, and thus, its eigenvalues, or equivalently \( \text{Tr} \left( V_{x_R}(\Omega^{(t)}_\infty) \right)^N \), are conserved in time. Using Yang-Mills integral equation one can write \( V_{x_R}(\Omega^{(t)}_\infty) \) as a volume or a surface ordered integral:

\[
V_{x_R}(\Omega^{(t)}_\infty) = P_2 e^{i \int_{S^{(t)}_\infty} d\sigma \left( \alpha F_{\mu\nu}^W + \beta \tilde{F}_{\mu\nu}^W \right) \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\sigma}} = P_3 e^{\int_{\Omega^{(t)}_\infty} d\zeta \, d\tau \, V \mathcal{J} V^{-1}}. \tag{4.11}
\]

The fact that this operator is independent of the parameterization of the volume guarantees that the conserved charges constructed from it are also independent of this parametrization. One can, however, argue about the dependence of our results with respect to the choice of the reference point. As we saw above, by changing \( x_R(t) \) to \( \tilde{x}_R(t) \), \( V_{x_R}(t) \) changes under conjugation with respect to \( W(\tilde{x}_R(t), x_R(t)) \), and so its eigenvalues (conserved charges) are invariant under change of reference point. In addition, the reference point is placed at the border of \( \Omega_{x_R} \) (the spatial infinity), and the field strength is supposed to vanish there, which implies that the gauge field \( A_{\mu} \) is asymptotically flat, and therefore the Wilson line depends only on the points and not on the path joining them. The conserved charges are also gauge invariant, since under a gauge transformation we have seen that \( V_{x_R}(\Omega^{(t)}_\infty) \rightarrow g_R V_{x_R}(\Omega^{(t)}_\infty) g_R^{-1} \), with \( g_R \) being the group element, performing the gauge transformation, at \( x_R(t) \). Note in addition that if \( V_{x_R}(\Omega^{(t)}_\infty) \) has an iso-spectral evolution so does \( g_c V_{x_R}(\Omega^{(t)}_\infty) \), with \( g_c \) and element of the centre \( Z(G) \) of the gauge group \( G \). That fact has to do with the freedom we have to choose the integration constants to lie in \( Z(G) \), without spoiling the gauge covariance of (4.5).

Note that there are several integral and loop space formulations of Yang-Mills theories [8]. Our approach shares some of the ideas of those formulations in the sense of using ordered integrals of the gauge potential and of the field strength tensor. However, it differs in an essential way because it is based on the new eq. (4.5). In addition, it leads in a quite novel and direct way to gauge invariant conserved charges.
4.2 The conserved charges for Dyons

Consider a theory where the gauge group $G$ is spontaneously broken into a Higgs field in the adjoint representation. Consider a BPS dyon solution:

$$E_i = -F^{0i} = \sin \theta \, D_i \phi \quad \quad B_i = -\frac{1}{2} \epsilon^{ijk} F_{jk} = \cos \theta D_i \phi$$

with $\theta$ an arbitrary constant angle.

At spatial infinity ($r \to \infty$, $\hat{r}^2 = 1$), we have

$$D^i \phi \to \frac{\hat{r}^i}{4 \pi r^2} G(\hat{r})$$

where $G(\hat{r})$ is an element of the Lie algebra of $H$, covariantly constant $D_\mu G(\hat{r}) = 0$[9]. Also, the field strength goes to zero there, which leads to a asymptotically flat gauge field

$$A_\mu = \frac{i}{e} \partial_\mu W W^{-1}$$

and therefore, at $S^2(t)$ we get

$$G(\hat{r}) = W G_R W^{-1}$$

where $G_R$ stands for the value of $G(\hat{r})$ at $x_R$.

Then, the operator $V(\Omega)$ discussed previously becomes

$$V_{x_R}(\Omega) = P_2 e^{ie \int_{S^2} d\tau d\sigma [\alpha F^W + \beta \tilde{F}^W] \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\sigma}} = e^{-ie(\alpha \cos \theta + \beta \sin \theta) G_R}$$

and the conserved charges are given by the eigenvalues of $G_R$, which contain the magnetic and electric charges of the dyon solution. It is important to remark that since $G_R$ is at spatial infinity, according to our observations a change of the reference point makes it change by conjugation with the Wilson line of the path between the new point and the old one; this changes nothing in the eigenvalues of $G_R$.
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Appendices

We give in the next two appendices the proofs, following the arguments of [1, 2], of the standard non-abelian Stokes theorem for a 1-form connection and then its generalization for a 2-form connection.

A The “standard” non-abelian Stokes theorem

Consider a Lie algebra valued 1-form $\omega = \omega_\mu(x) dx^\mu$, defined in a $d+1$ dimensional simply connected space-time $M$. Given a path $\gamma$ parametrized by $\sigma \in [0,2\pi]$, such that $x^\mu(\sigma = 0) \equiv x_R$ and $x^\mu(\sigma = 2\pi) \equiv x_f$, the Wilson line is constructed from

$$dW_{\gamma}[\sigma,0] + \omega_\mu(x) \frac{dx^\mu}{d\sigma} W_{\gamma}[\sigma,0] = 0,$$

with initial condition $W[0,0] = W_R$. 

After integrated, equation (A.1) gives the path-ordered integral

$$W_{\gamma}[\sigma,0] = P_1 \exp \left( - \int_0^\sigma \omega_\mu(x) \frac{dx^\mu}{d\sigma'} d\sigma' \right) \cdot W_R. \quad (A.2)$$

There are many paths one can choose to link $x_R$ to $x_f$, and a natural question is whether the Wilson line depends upon this choice. Being $M$ simply connected, a different path $\gamma'$ with the same end points $x_R$ and $x_f$ is related to $\gamma$ by continuous transformations and the Wilson line reads $W_{\gamma'}[2\pi,0]$.

Let's introduce a new parameter, $\tau \in [0,2\pi]$, labeling the path one chooses to go from $x_R$ to $x_f$. For $\gamma$ we set $\tau = 0$, and for $\gamma'$, $\tau = 2\pi$. All other values give intermediary paths between these two, that arise due to the variation process $\gamma \to \gamma + \delta\gamma$. With that, each point is now characterized by two parameters, $\tau$ and $\sigma$: the first tells in which curve the point is, while the second, where in this curve.

The variation is performed as follows. At a given point, immediately after $x_R$ we define a vector $T^\mu = \frac{dx^\mu}{d\tau}$, joining $\gamma$ and $\gamma + \delta\gamma$. Basically we are defining a way to map one point of the curve at $\tau = 0$ to a point of the curve at $\tau \neq 0$. In order to answer if this holds for every other point, we need to parallel transport the vector $T^\mu$ along $\gamma$, i.e., along the direction of $S^\mu = \frac{dx^\mu}{d\sigma}$; the Lie derivative of $T^\mu$ in the direction of $S^\mu$ gives $\mathcal{L}_S T^\mu = S^\nu \partial_\nu T^\mu - T^\nu \partial_\nu S^\mu = \frac{d^2 x^\mu}{d\sigma d\tau} - \frac{d^2 x^\mu}{d\tau d\sigma} = 0$ and therefore if we define the variation to be orthogonal to the curve $\gamma$ at a given point, this

\footnote{The notation $W_{\gamma}[\sigma,0]$ says that the quantity $W$ is evaluated on the path $\gamma$ from the point with $\sigma = 0$ to the point $x^\mu(\sigma)$.}
Figure 6: The variation of a path with fixed end points.

will be the case for every other point. A variation of the path implies a variation of the holonomy, which can be calculated taking the variation of the equation (A.1):

$$
\delta \left( \frac{dW_\gamma}{d\sigma} + C_\mu(x) \frac{dx_\mu}{d\sigma} W_\gamma \right) = 0.
$$

Computing this explicitly\(^5\) (omitting some symbols that we shall reintroduce at the end):

$$
W^{-1} \frac{d}{d\sigma} (\delta W) + W^{-1} C_\mu \frac{dx_\mu}{d\sigma} \delta W + W^{-1} \delta \left( C_\mu \frac{dx_\mu}{d\sigma} \right) W = 0
$$

where after the variation was performed we multiplied the equation by \(W^{-1}\) from the left (line 1), used the chain rule in order to rewrite the first term (line 2), and with the identity \(\frac{dW^{-1}}{d\sigma} = -W^{-1} \frac{dW}{d\sigma} W^{-1}\) and equation (A.1), two terms were mutually canceled (line 3). This last equation can be integrated from \(x^\mu(\sigma = 0)\) to \(x^\mu(\sigma)\), a point of \(\gamma\). Taking into account the fact that the holonomy does not change at the initial point (\(\delta W_0 = 0\)), we get

$$
\delta W_\gamma[\sigma, 0] = -W_\gamma[\sigma, 0] \int_0^\sigma d\sigma' W^{-1}_\gamma[\sigma', 0] \delta \left( C_\mu \frac{dx_\mu}{d\sigma'} \right) W_\gamma[\sigma', 0].
$$

\(^5\)We introduced a new, but obvious, notation: \(\delta W_\gamma[\tau; \sigma, 0]\). This stands for the variation of the Wilson line at a point \(x^\mu(\sigma)\) in the curve \(\tau\).
The final step is to compute the variation appearing inside the integral above:

\[
\int_0^\sigma d\sigma' W^{-1} \delta \left( C_\mu \frac{dx^\mu}{d\sigma'} \right) W =
\]

\[
W^{-1}(\sigma)C_\mu \left( x(\sigma) \right) W(\sigma)\delta x^\mu(\sigma) + \int_0^\sigma d\sigma' \left\{ W^{-1} \delta C_\mu \frac{dx^\mu}{d\sigma} W - \frac{d}{d\sigma'} \left( W^{-1} C_\mu W \right) \delta x^\mu \right\} =
\]

\[
W^{-1}C_\mu W \delta x^\mu + \int_0^\sigma d\sigma' W^{-1} \left\{ \partial_\nu C_\mu \delta x^\nu \frac{dx^\mu}{d\sigma'} - \frac{dC_\mu}{d\sigma'} \delta x^\mu + \left[ C_\mu, \frac{dW}{d\sigma'} W^{-1} \right] \delta x^\mu \right\} W =
\]

\[
W^{-1}C_\mu W \delta x^\mu + \int_0^\sigma d\sigma' W^{-1} \left\{ \partial_\nu C_\mu \delta x^\nu \frac{dx^\mu}{d\sigma'} - \partial_\nu C_\mu \frac{dx^\nu}{d\sigma'} \delta x^\mu - \left[ C_\mu, C_\nu \frac{dx^\nu}{d\sigma'} \right] \delta x^\mu \right\} W =
\]

\[
W^{-1}(\sigma)C_\mu \left( x(\sigma) \right) W(\sigma)\delta x^\mu(\sigma) - \int_0^\sigma d\sigma' W^{-1} F_{\mu\nu} W \frac{dx^\mu}{d\sigma'} \delta x^\nu
\]

where \( F_{\mu\nu} = \partial_\mu C_\nu - \partial_\nu C_\mu + [C_\mu, C_\nu] \) is the curvature of \( C_\mu \).

From line 1 to line 2 we performed an integration by parts and used the fact that \( \delta x^\mu(0) = 0 \). Then, since the variation in the connection is due to a variation in the space-time point \( (x \rightarrow x + \delta x) \), we took \( \delta C_\mu = \partial_\nu C_\mu \delta x^\nu \) in line 3, and performed the derivative. After that, we used chain rule for the derivative of the connection in \( \sigma' \), and equation (A.1) inside the commutator, which gives line 4. Then, relabeling the indices we get a curvature, showed in line 5.

Finally, the variation of the Wilson line due to a variation of the path \( \gamma \) to another path, labeled by \( \tau \) reads

\[
\delta W_\gamma[\tau; \sigma, 0] = -C_\mu W_\gamma[\tau; \sigma, 0] \delta x^\mu(\sigma) +
\]

\[
W_\gamma[\tau; \sigma, 0] \int_0^\sigma d\sigma' W_\gamma^{-1}[\tau; \sigma', 0] F_{\mu\nu} W_\gamma[\tau; \sigma', 0] \frac{dx^\mu}{d\sigma'} \delta x^\nu \tag{A.3}
\]

Notice that this is a general result for the variation is not specified: one can do it in both directions, tangent to the path, or orthogonal to it. Of course, in the tangent direction, a variation is just a reparametrization \( \sigma \rightarrow \tilde{\sigma} = f(\sigma) \), which, from equation (A.1), changes nothing as long as \( f(\sigma) \) is monotonic. On the other hand, in the orthogonal direction one has \( \delta x^\mu = T^\mu \) and \( \delta W[\tau] = W[\tau + \delta \tau] - W[\tau] = \frac{dW}{d\tau} \delta \tau \), which, in (A.3) (with \( \sigma = 2\pi \)), so that the end points are the same for both paths, and therefore \( \delta x^\mu(0) = \delta x^\mu(2\pi) = 0 \) gives a differential equation for \( W \):

\[
\frac{d}{d\tau} W_\gamma[\tau; 2\pi, 0] - W_\gamma[\tau; 2\pi, 0] \int_0^{2\pi} d\sigma W_\gamma^{-1}[\tau; \sigma, 0] F_{\mu\nu} W_\gamma[\tau; \sigma, 0] \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} = 0. \tag{A.4}
\]
What we conclude is that there are two possible ways to calculate the Wilson line of a given curve. Consider, for instance, the path $\gamma'$. The Wilson line $W_{\gamma'}[\tau = 2\pi; x_f, x_R]$ can be obtained, first, from equation (A.1), after integration over $\gamma'$. The second possibility is to think of $\gamma'$ as obtained from $\gamma$, using the variations we discussed above. Then the holonomy there is given after integrating (A.4) from $\tau = 0$ to $\tau = 2\pi$:

$$W_{\gamma'}[2\pi; 2\pi, 0] = W_\gamma[0; 2\pi, 0] \cdot P_2 \exp \left( \int_0^{2\pi} d\tau \int_0^{2\pi} d\sigma \ W_{\gamma'}^{-1} F_{\mu\nu} W_{\gamma'} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \right)$$

where $P_2$ stands for the “surface-ordering”, i.e., the ordering due to the non-abelian character of the fields, according to the way we vary $\tau$.

It is clear that the quantity appearing in the r.h.s of the above equation is the flux of $F_{\mu\nu}^W \equiv W^{-1} F_{\mu\nu} W$ through the space-time surface $\Sigma \subset M$, whose boundary is $\partial \Sigma = \Gamma \equiv \gamma^{-1} \cdot \gamma$; lets call it $\Phi(F^W, \Sigma)$, and rewrite the equation as

$$W_{\gamma'} = W_\gamma \cdot P_2 \ e^{\Phi(F^W, \Sigma)}. \quad (A.5)$$

Consider the case where the path discussed above is a loop $\Gamma$ with no self intersections:

$$x^\mu: \sigma \in [0, 2\pi] \to \mathcal{M} \quad \sigma \mapsto x^\mu(\sigma); \quad x^\mu(0) = x^\mu(2\pi).$$

Then, integration of (A.1) for the whole loop gives

$$W_\Gamma = P_1 \ e^{\int_\Gamma C_\mu dx^\mu} \cdot W_R. \quad (A.6)$$

Being $\Gamma$ the boundary of a two dimensional submanifold $\Sigma \subset M$, we also have that this same Wilson line can be calculated taking a variation from the point loop $P_{x_R} = x_R \ \forall \ \sigma \in [0, 2\pi]$ (whose Wilson line is $W_R$)

$$W_\Gamma = W_R \cdot P_2 \ e^{\Phi(F^W, \Sigma)}. \quad (A.7)$$

The fact that it is possible to calculate $W_\Gamma$ integrating the connection $C$ over $\Gamma$, or integrating the curvature $F(C)$ over the area bounded by $\Gamma$ is exactly the statement of the Stokes theorem:

$$P_1 \ \exp \left( \oint_{\partial \Sigma} C_\mu dx^\mu \right) \cdot W_R = W_R \cdot P_2 \ \exp \ (\Phi(F^W, \Sigma)). \quad (A.8)$$
A generalization of the non-abelian Stokes theorem for a 2-form connection

Let us consider the antisymmetric field $B_{\mu\nu}(x)$, defined in the $d + 1$ dimensional space-time $M$. A family of (homotopically equivalent) loops with base point $x_R$ can be used to scan the two-dimensional hypersurface $\Sigma$, starting from the infinitesimal loop around $x_R$ and taking variations along the $T^\mu$ direction, as explained in the previous section.

A new quantity $V$ is introduced in analogy with the Wilson line in equation (A.4), defined by

$$\frac{dV_\Sigma[\tau,0]}{d\tau} - V_\Sigma[\tau,0] \int_0^{2\pi} d\sigma \ W^{-1}_\Gamma[\tau;\sigma,0]B_{\mu\nu}W_\Gamma[\tau;\sigma,0]\frac{dx^\mu}{d\sigma}\frac{dx^\nu}{d\tau} = 0,$$

(B.1)

with the initial condition $V[0,0] \equiv V_{\Sigma_R}$, being $\Sigma_R$ the infinitesimal surface around $x_R$.

The surface-holonomy $V_\Sigma[\tau,0]$ is defined on the surface whose boundary is the loop labeled by $\tau$. The quantity

$$T_{2\pi}(B, C, \tau) \equiv \int_0^{2\pi} d\sigma \ W^{-1}_\Gamma[\tau;\sigma,0]B_{\mu\nu}W_\Gamma[\tau;\sigma,0]\frac{dx^\mu}{d\sigma}\frac{dx^\nu}{d\tau}$$

plays the role of a “non-local connection”\(^7\), defined on each loop. The Wilson lines appearing inside the integral are calculated from (A.1), running from $x_R$ to $x^\mu(\sigma)$ on the loop $\tau$.

After integrating (B.1) one gets the surface-ordered integral

$$V_\Sigma[\tau,0] = V_R \cdot P_2 \exp \left( \int_0^\tau d\tau' T_{2\pi}(B, C, \tau') \right).$$

(B.2)

In analogy with the fact that the Wilson line is defined over the path that links two (boundary) points, the surface-holonomy is defined over the surface that links two (boundary) loops. Take these two loops to be those at $\tau = 0$ and $\tau = 2\pi$, fixed. Clearly one can use different surfaces to link them. Consider $\Sigma$ and $\Sigma'$, two possibilities. Each of these choices might lead to a different solution of (B.1). Since $\Sigma'$ can be obtained from $\Sigma$ after a variation in the $Z^\mu \equiv \frac{dx^\mu}{d\xi}$ direction\(^9\) ( $\xi \in [0, 2\pi]$ ) we can calculate the difference $\delta V = V[\zeta + \delta \zeta] - V[\zeta] = \frac{dV}{d\xi}\delta \zeta$ in analogy with what we did for the path-holonomy, taking first the variation of the defining equation (B.1):

$$\delta \left( \frac{dV_\Sigma[\tau,0]}{d\tau} - V_\Sigma[\tau,0]T_{2\pi}(B, C, \tau) \right) = 0$$

\(^6\)The 2-form $B = \frac{1}{2}B_{\mu\nu}(x)dx^\mu \wedge dx^\nu$ is not necessarily exact.
\(^7\)For future reference we call it surface-holonomy.
\(^8\)It was shown in [1, 2] that it is in fact a 1-form connection in the loop space.
\(^9\)This direction is in the normal direction to the surface $\Sigma$. 
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Making it explicitly:

\[
\frac{d}{d\tau} (\delta V V^{-1}) - \delta V \left( \frac{dV^{-1}}{d\tau} + T_{2\pi}(B, C, \tau)V^{-1} \right) - V\delta T_{2\pi}(B, C, \tau)V^{-1} = 0
\]

\[
\frac{d}{d\tau} (\delta V V^{-1}) - V\delta T_{2\pi}(B, C, \tau)V^{-1} = 0
\]

We took the variation, and multiplied by \( V^{-1} \) from the right. After that the chain rule was used to get the first two terms in line 1. Then, using the identity \( \frac{dV^{-1}}{d\tau} = -V^{-1} \frac{dV}{d\tau} V^{-1} \) and equation (B.1) the term inside the parenthesis in line 2 vanishes. The next step is to expand the term \( V\delta T_{2\pi}(B, C, \tau)V^{-1} \) appearing above.

\[
V\delta T_{2\pi}(B, C, \tau)V^{-1} = V \int_0^{2\pi} d\sigma \left( \delta W^{-1} B_{\mu\nu} W + W B_{\mu\nu} \delta W^{-1} + W \delta B_{\mu\nu} W^{-1} \right) \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} V^{-1}
\]

\[
+ V \int_0^{2\pi} d\sigma \ W^{-1} B_{\mu\nu} W \frac{d\delta x^\mu}{d\sigma} \frac{dx^\nu}{d\tau} V^{-1} + V \int_0^{2\pi} d\sigma \ W^{-1} B_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{d\delta x^\nu}{d\tau} V^{-1}
\]

\[
= V \int_0^{2\pi} d\sigma \ ( [B_{\mu\nu}^W, W^{-1} \delta W] + W^{-1} \partial_{\rho} B_{\mu\nu} W \delta x^\rho ) \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} V^{-1}
\]

\[- V \int_0^{2\pi} d\sigma \left( \left[ B_{\mu\nu}^W, W^{-1} \frac{dW}{d\sigma} \right] \frac{dx^\nu}{d\tau} + W^{-1} \partial_{\rho} B_{\mu\nu} W \frac{dx^\rho}{d\sigma} \frac{dx^\nu}{d\tau} + B_{\mu\nu}^W \frac{d^2 x^\nu}{d\sigma d\tau} \right) \delta x^\mu V^{-1}
\]

\[
+ \frac{d}{d\tau} (VT_{2\pi}(B, C, \delta)V^{-1}) - \frac{dV}{d\tau} T_{2\pi}(B, C, \delta)V^{-1} - VT_{2\pi}(B, C, \delta) \frac{dV^{-1}}{d\tau}
\]

\[- V \int_0^{2\pi} d\sigma \frac{d}{d\tau} \left( W^{-1} B_{\mu\nu} W \frac{dx^\mu}{d\sigma} \right) V^{-1} \delta x^\nu.
\]

When the integration by parts of the second term was performed we used the fact that \( \delta x^\mu(\sigma) \) vanishes at the boundaries. For the commutators we use \( \delta W \) given by (A.3) and \( \frac{dW}{d\sigma} \) given by (A.1). In line 5 we can use the identity \( \frac{dV^{-1}}{d\tau} = -V^{-1} \frac{dV}{d\tau} V^{-1} \) and we calculate the derivative in the last term using equation (B.1).
Plugging the result back into the equation we started with, and integrating gives

\[
\delta V_\Sigma[\tau, 0] = (VT_{2\pi}(B, C, \delta)V^{-1}) \left[ \int_0^\tau V_\Sigma[\tau, 0] + \right.
\]

\[
+ \int_0^\tau d\tau' V \left\{ \int_0^{2\pi} d\sigma W^{-1} (D_\rho B_{\mu\nu} + D_\mu B_{\nu\rho} + D_\nu B_{\rho\mu}) W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau'} \delta x^\rho + \right.
\]

\[
+ \int_0^{2\pi} d\sigma \left[ B^W_{\mu\nu}, T_\sigma(F, C, \delta) \right] \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau'} - \int_0^{2\pi} d\sigma \left[ B^W_{\mu\nu}, T_\sigma(F, C, \tau') \right] \frac{dx^\mu}{d\sigma} \delta x^\nu + \right.
\]

\[
+ \left[ T_{2\pi}(B, C, \delta), T_{2\pi}(B, C, \tau') \right] \left\} V^{-1} V_\Sigma[\tau, 0]. \right.
\]

The second term will be called \( \mathcal{K} \), so that we can write

\[
\delta V_\Sigma[\tau, 0] = (VT_{2\pi}(B, C, \delta)V^{-1}) \left[ \int_0^\tau V_\Sigma[\tau, 0] + \mathcal{K}V_\Sigma[\tau, 0]. \right.
\]

(B.3)

Taking \( \tau = 2\pi \), the first term on the RHS vanishes and we get

\[
\delta V_\Sigma[2\pi, 0] - \mathcal{K}V_\Sigma[2\pi, 0] = 0. \quad \text{(B.4)}
\]

Then, taking the variation to be along the \( Z^\mu \) direction so that \( \delta V = \frac{dV}{d\zeta} \delta \zeta \), we get the differential equation for \( V \) (now we drop some of the symbols that have being used so far):

\[
\frac{d}{d\zeta} V - \mathcal{K} V = 0, \quad \text{(B.5)}
\]

where all \( \delta x^\mu \) in \( \mathcal{K} \) is replaced by \( \frac{dx^\mu}{d\zeta} \delta \zeta \), and we write it in the nicer form:

\[
\mathcal{K} = \int_0^{2\pi} d\tau V \left\{ \int_0^{2\pi} d\sigma W^{-1} (D_\rho B_{\mu\nu} + D_\mu B_{\nu\rho} + D_\nu B_{\rho\mu}) W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \frac{dx^\rho}{d\zeta} + \right.
\]

\[
- \int_0^{2\pi} d\sigma \int_0^\sigma d\sigma' \left[ B^W_{\kappa\lambda}(\sigma') - F^\mu_{\kappa\lambda}(\sigma'), B^W_{\mu\nu}(\sigma) \right] \frac{dx^\kappa}{d\sigma'}(\sigma') \frac{dx^\mu}{d\sigma}(\sigma) \times \right.
\]

\[
\times \left( \frac{dx^\lambda}{d\tau}(\sigma') \frac{dx^\nu}{d\zeta}(\sigma) - \frac{dx^\lambda}{d\zeta}(\sigma') \frac{dx^\nu}{d\tau}(\sigma) \right) \left\} V^{-1}. \right.
\]
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Now let us consider a closed surface $\Sigma_\circ$, so that the solution of the equation (B.1) reads

$$V_{\Sigma_\circ} = V_R \cdot P_2 \exp \left( \int_0^{2\pi} d\tau \, T_{2\pi}(B, A, \tau) \right).$$

(B.6)

The surface $\Sigma_\circ$ is the boundary of the three-dimensional submanifold (volume) $\Omega$, so the surface-holonomy $V_{\Sigma_\circ}$ can be calculated from variations in the $Z^\mu$ direction starting at the infinitesimal surface $\Sigma_R$ around the reference point $x_R$, using (B.5):

$$V_{\Sigma_\circ} = P_3 \exp \left( \int_0^{2\pi} d\zeta \, K \right) V_{\Sigma_R}.$$  

(B.7)

The fact that there are two ways to compute the surface-holonomy $V_{\Sigma_\circ}$ is the statement of the Stokes theorem:

$$V_{\Sigma_R} P_2 \exp \left( \int_0^{2\pi} d\tau \, T_{2\pi}(B, A, \tau) \right) = P_3 \exp \left( \int_0^{2\pi} d\zeta \, K \right) V_{\Sigma_R}$$

(B.8)

being the l.h.s computed over the surface $\Sigma$ which is the boundary of the volume $\Omega$, where we integrate the r.h.s. In order to make it more explicit we rewrite this as

$$V_{\Sigma_R} P_2 \exp \left( \int_{\partial \Omega} d\tau \, d\sigma \, W^{-1} B_{\mu \nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \right) = P_3 \exp \left( \int_0^{2\pi} d\zeta \, K \right) V_{\Sigma_R}.$$
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