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Abstract: Optimal power flow (OPF), a mathematical programming problem extending power flow relationships, is one of the essential tools in the operation and control of power grids. To name but a few, the primary goals of OPF are to meet system demand at minimum production cost, minimum emission, and minimum voltage deviation. Being at the heart of power system problems for half a century, the OPF can be split into two significant categories, namely optimal active power flow (OAPF) and optimal reactive power flow (ORPF). The OPF is spontaneously a complicated non-linear and non-convex problem; however, it becomes more complex by considering different constraints and restrictions having to do with real power grids. Furthermore, power system operators in the modern-day power networks implement new limitations to the problem. Consequently, the OPF problem becomes more and more complex which can exacerbate the situation from mathematical and computational standpoints. Thus, it is crucially important to decipher the most appropriate methods to solve different types of OPF problems. Although a copious number of mathematical-based methods have been employed to handle the problem over the years, there exist some counterpoints, which prevent them from being a universal solver for different versions of the OPF problem. To address such issues, innovative alternatives, namely heuristic algorithms, have been introduced by many researchers. Inasmuch as these state-of-the-art algorithms show a significant degree of convenience in dealing with a variety of optimization problems irrespective of their complexities, they have been under the spotlight for more than a decade. This paper provides an extensive review of the latest applications of heuristic-based optimization algorithms so as to solve different versions of the OPF problem. In addition, a comprehensive review of the available methods from various dimensions is presented. Reviewing about 200 works is the most significant characteristic of this paper that adds significant value to its exhaustiveness.
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1. Introduction
1.1. Background and Definitions

Over the years, optimal power flow (OPF) problem has been the backbone of the operation and control of any power network since the early 1960s. However, nowadays, it is widely used to dispatch the available generation of power plants so that a particular
objective function or a set of objectives are optimized simultaneously [1]. In addition, the OPF problem can fully represent and handle the network equations and nodal power balance. It also maintains acceptable boundaries on bus voltage, power flow of branches, and the output power of generators. It should be noted that conventional OPF formulation entails minimizing total operation cost and network losses. However, solving the OPF problem only from an economic stance cannot take care of other significant, inevitable, and unbridled issues connected with modern-day power networks. As an illustration of this, in the past few years, the US environmental protection agency coerced the generation power factories to serve the demand not only at minimum cost but also with the minimum amount of contaminations. In this regard, to address the aforementioned issues, the OPF problem has to be considered as a Multi-Objective Optimization Problem (MOOP) capable of satisfying all expectations at the same time. To this end, all of the other important and well-known objective functions in this avenue of research are classified and scrutinized in detail in this paper. Moreover, optimal reactive power dispatch (ORPD), another type of the OPF problem, is also an inevitable and crucially important problem to ensure the secure operation of power networks due to the fact that controlling the voltage profile is highly related to regulating reactive power flow, which is the cornerstone of ORPD study.

Research on solution techniques for both the OPF and the ORPD problems has been active since Carpentier first introduced it in 1962 [2]. In this connection, quite a few mathematical programming methods [3] such as the Newton method [2], Quadratic Programming (QP) [4], Linear Programming (LP) [5], Non-Linear Programming (NLP) [6], and Interior Point (IP) methods [7] have been utilized to handle the problems, which are quite difficult optimization problems in realistic and practical power grids. However, mathematical approaches have some counterpoints, such as suitability to specific OPF problems and applicability to only continuous problems, to name just two [8,9]. Furthermore, the mathematical optimization methods that use derivatives and gradients can give the optimal solution only when the objective function is completely continuous and, as a result, a differentiable one. As an illustration, the gradient and Newton methods suffer from counterpoints in satisfying inequality constraints. Moreover, the input–output function is written as a set of linear functions when LP methods are applied to solve the problem, which may eventuate in loss of preciseness. Nevertheless, both OPF and ORPD problems are inherently non-convex and non-smooth due to their variables and characteristics of the generator’s cost function. In this regard, all aforementioned drawbacks can be completely covered if apt evolutionary methods are implemented to solve the problem.

Evolutionary Algorithms (EAs) have become popular tools to cope with a variety of complicated optimization problems. EAs solve the problems by generating a random, initial population in which each member is assessed by the numeral value of the objective function. Therefore, they can handle every kind of optimization problem irrespective of their qualitative discrepancies [10,11]. In general, the best methods for solving different models of the OPF problem can be categorized as (a) mathematical-based methods and (b) evolutionary-based algorithms, the detailed classifications of which are elaborated upon in Figure 1. In this connection, it should be noted that this paper is focused on evolutionary-based methods for solving the problem from different standpoints (e.g., algorithms, objectives, and test systems, to name just a handful).
As pointed out earlier, the primary objective of OPF problems is minimizing the overall operation cost of the system. Nevertheless, there are other fitness functions that can be considered rather than or beside the cost function, such as minimizing the active power losses, bus voltage deviation, and emission, etc. [2]. In addition, the static OPF usually results in undesirable and imprecise costs in a multi-period context; thus, to prevent this issue, the OPF must be solved as dynamic optimal power flow (DOPF) that extends over multiple time slots.

The basic OPF problem can be extended simply to solve other optimization problems in the power industry. In this connection, all applications of the OPF and the ORPD problems are demonstrated in Figure 2.

**Figure 1.** Classification of the optimal power flow solution methodologies.
1.2. Motivation
The annually constant influx of new, innovative optimization methods entail heuristic and meta-heuristic algorithms for solving various versions of the OPF problem, which motivates us to feel that a comprehensive job in reviewing these evolutionary algorithms implemented to handle the problem is inevitable so much so that it is becoming a broad avenue of research. Moreover, no complete and comprehensive literature review has been introduced thus far on the problem to provide researchers with a united reference. To this end, it is necessary to classify all employed EAs applied to the OPF problem from different stances, which can be considered as the main contribution of this study.

1.3. Scope
It is notable that there are quite a few benchmarks to opt for references so as to prepare for reviewing papers. For instance, a paper can be cited according to a variety of criteria such as its topic, objectives, contributions, publication year, and place of publication, to name but a few. This paper reviews and compares all the available solving approaches from various aspects as well as their performance on minimizing the cost objective function. With this in mind, this paper develops a comprehensive review of the OPF problem oriented to the subject, objective functions, constraints and limitations, solver and algorithms, test systems, obtained values of the objective function, integration of renewable energy resources and energy storage systems, and finally contributions.

1.4. Organization of the Paper
The rest of the paper is elaborated upon hereunder.
Section 2 presents the OPF problem formulation in detail that entails introducing the problem, objective functions, and all constraints and limitations. In Section 3, all heuristic and meta-heuristic approaches applied to different versions of the OPF problem are reviewed in detail. Elaborating the recent researches from various aspects is scrutinized in Section 4, and conclusions of the paper are briefly summarized in Section 5.

2. Thorough Representation of OPF and ORPD
This section initially introduces AC Power Flow (ACPF), and then the mathematical modeling of the OPF problem is scrutinized. The ACPF is according to complex quantities such as voltage, current, apparent power, and admittance, to name just a handful. The aforementioned characteristics are inextricably interwoven based on (1) Krichhoff’s Current

![Figure 2. Important applications of OPF and ORPD problems in power systems.](image-url)
Law (KCL), (2) Ohm’s law, (3) the definition of apparent power, and finally, (4) and (5), the backbone of AC power flow [12]. They are elaborated as follows:

\[ I_i^G - I_i^D = \sum_{j \in \Omega_i} I_{ij} \]  
(1)

\[ I_{ij} = Y_{ij} \times (V_i - V_j) \]  
(2)

\[ S_{ij} = V_i \times I_{ij}^* \]  
(3)

\[ S_i^G - S_i^D = \sum_{j \in \Omega_i} S_{ij}; \forall i \]  
(4)

\[ S_{ij} = Y_{ij}^* \times V_i \times V_j^* - Y_{ij}^* \times V_i \times V_j^*; \forall j \]  
(5)

where \( \Omega_i \) is the set of buses directly connected to bus \( i \).

In this regard, (1)–(5) should be solved subject to many constraints and restrictions on the operational side, the most conspicuous of which are elaborated upon hereunder.

- **Capabilities of generation units**: The active and reactive power production of all generators are bounded between the minimum and maximum boundaries.
- **Boundaries for flowing of line**: All AC power lines have thermal restrictions in VA unit in order to prevent sagging and unexpected activation of protection equipment [1,3].
- **Boundaries for voltage magnitude of buses**: All voltage magnitudes in power networks should not change exceptionally and must be close to their nominal values.
- **Phase angle difference**: A difference of phase angles should be small, even less than ten degrees.
- **Other constraints**, such as limits of active power/apparent power (i.e., MW/MVA) flowing between different areas, are not considered most of the time due to the nature of available test systems, which consider only one region.

The OPF problem is principally an ACPF with considering several extra constraints and limitations, which is elaborated upon in detail in this section. Moreover, the OPF problem can be split into two major sub-problems, OPF and ORPD, both of which are completely covered in this section. It should be noted that different objective functions can be taken into account in both OPF and ORPD problems; Figure 3 portrays an outline and classification of the objective functions.
2.1. Single-Objective Approach

This version of the OPF problem is formulated to minimize only one fitness function, which almost always is total generation cost with and without considering practical constraints, different versions of emission function and function of power losses, voltage deviation and voltage stability index so as to enhance the stability of power grids. On the other hand, for solving the single-objective version of the ORPD problem, the favorable objective functions entail power losses and VAR cost, voltage deviation, and voltage stability index, to name but three.

2.1.1. Optimal Power Flow

In the realm of OPF study, the generation cost function accompanied by control variables can be mathematically expressed as (6)–(12) where \( X \) indicates the vector of control variables. It should be noted that the objective function is minimized subject to satisfying (49) and (50) and also (54)–(61) as equality and inequality constraints, respectively (see Section 2.1.4).

\[
C_Q(X) = \min \sum_{i=1}^{N_G} \left( a_i P_{gi}^2 + b_i P_{gi} + c_i \right) \quad (6)
\]

\[
X = [P_g, V_g, TAP, Q_c]_{1 \times n} \quad (7)
\]

\[
P_g = [P_{g1}, P_{g2}, \ldots, P_{g(N_G-1)}]_{1 \times (N_G-1)} \quad (8)
\]

\[
V_g = [V_{g1}, V_{g2}, \ldots, V_{gN_G}]_{1 \times N_G} \quad (9)
\]

\[
TAP = [TAP_1, TAP_2, \ldots, TAP_{NT}]_{1 \times NT} \quad (10)
\]

\[
Q_c = [Q_{c1}, Q_{c2}, \ldots, Q_{cN_c}]_{1 \times N_c} \quad (11)
\]

\[
n = (NT + N_c + N_G + (N_G - 1)) \quad (12)
\]

In this connection, the vectors of control variables as well as state variables are elaborated upon hereunder.

Control variables entail output active power at PV buses apart from the slack bus, voltage amplitude at PV buses, settings of transformers’ tap, and shunt VAR compensators. State variables involve output active power at the slack bus, voltage amplitude at PQ buses, output reactive power of all generators, and transmission line flow.

For having a holistic view, all of the variables in the area of solving the OPF problem can be outlined in Table 1, which is based on types of variables.

| Variables | Variable Types |
|-----------|----------------|
| Active power generation | \( C^1 \) |
| Reactive power generation | \( C \) |
| Voltage amplitude of buses | \( C \) |
| Voltage control setting of generators | \( C \) |
| Position of the transformer tap | \( C/D^2 \) |
| Position of the transformer phase shifters | \( C/D \) |
| Control of power electronic (FACTS devices and HVDC systems) | \( C/D \) |
| Load shedding | \( C/D \) |
| Statues of the switched shunt reactive components | \( B^3 \) |
| Switching the transmission lines | \( B \) |
| Start-up generators | \( B \) |
Table 1. Classification of OPF and ORPD variables.

| Variables                                      | Variable Types |
|------------------------------------------------|----------------|
| State variables                                |                |
| Active power of slack bus except for PV buses, which are decision variables | C              |
| Output reactive power of generators            | C              |
| Amplitude of bus voltages                      | C              |
| Phase angle of bus voltage except for the slack bus | C              |
| Real and imaginary parts of bus voltage        | C              |
| Power flow of system                           | C              |
| Currents of transmission lines                 | C              |
| Control variables                              |                |
| Active power generation                        | C              |
| Reactive power generation                      | C              |
| Voltage amplitude of buses                     | C              |
| Voltage control setting of generators          | C              |
| Position of the transformer tap                | C/D            |
| Position of the transformer phase shifters     | C/D            |
| Control of power electronic (FACTS devices and HVDC systems) | C/D            |
| Load shedding                                  | C/D            |
| Statues of the switched shunt reactive components | B              |
| Switching the transmission lines               | B              |
| Start-up generators                            | B              |

1 C: Continuous; 2 D: Discrete; 3 B: Binary.

- Cost function considering the valve-point effect

In reality, the input flow of vapor in thermal power plants should be adjusted to control the output power. Regulating the flow of vapor is carried out by implementing a set of valves, which augment some ripples into the conventional cost function, Equation (6). In this connection, Figure 4 portrays the aforementioned phenomenon termed as Valve-Point Effect (VPE), which can be modeled as (13).

\[
C_{VPE}(X) = \min \sum_{i=1}^{N_G} (a_i P_G^2 + b_i P_G + c_i, 1 + |d_i \sin(e_i (P_G^\text{min} - P_G))|)
\]  

(13)

Figure 4. Curves of the cost function with and without the presence of Valve-Point Effect.

- Cost function considering the Multi-Fuel Operation

Generally, power plants consist of various kinds of production units that might utilize different types of fuels such as fossil fuels and natural gas, to name just two. In these conditions, power plants objective function with multiple fuels, namely the Multi-Fuel Operation (MFO), which is a piecewise polynomials function (see Figure 5). The MFO can be mathematically written as (14) and (15) without and with considering VPE, respectively.
\[ C_{MFO}(X) = \min \left\{ \begin{array}{ll}
\text{Fuel Type 1: } & \frac{N_G}{\sum_{i=1}^{N_G} \left(a_{i,1} P_G^2 + b_{i,1} P_G + c_{i,1}\right)} \\
\text{Fuel Type 2: } & \frac{N_G}{\sum_{i=1}^{N_G} \left(a_{i,2} P_G^2 + b_{i,2} P_G + c_{i,2}\right)} \\
\vdots & \\
\text{Fuel Type } N_F: & \frac{N_G}{\sum_{i=1}^{N_G} \left(a_{i,N_F} P_G^2 + b_{i,N_F} P_G + c_{i,N_F}\right)}
\end{array} \right. \]

\[ C_{VPE_{MFO}}(X) = \min \left\{ \begin{array}{ll}
\text{Fuel Type 1: } & \frac{N_G}{\sum_{i=1}^{N_G} \left(a_{i,1} P_G^2 + b_{i,1} P_G + c_{i,1}\right)} + \mu_{i,1} \sin \left(c_{i,1} (P_{G,i} - P_G)\right) \\
\text{Fuel Type 2: } & \frac{N_G}{\sum_{i=1}^{N_G} \left(a_{i,2} P_G^2 + b_{i,2} P_G + c_{i,2}\right)} + \mu_{i,2} \sin \left(c_{i,2} (P_{G,i} - P_G)\right) \\
\vdots & \\
\text{Fuel Type } N_F: & \frac{N_G}{\sum_{i=1}^{N_G} \left(a_{i,N_F} P_G^2 + b_{i,N_F} P_G + c_{i,N_F}\right)} + \mu_{i,N_F} \sin \left(c_{i,N_F} (P_{G,i} - P_G)\right)
\end{array} \right. \]

**Figure 5.** Cost function with multiple fuels.

It is incontrovertibly axiomatic that apart from generating active power in thermal power plants, some contaminants, perilous gases, are emitted into the atmosphere (e.g., \(SO_2, NO_x,\) and \(CO_2\)). It should be noted that the emission function can be formulated as two different versions, linear and non-linear emission functions, each of which is elaborated hereunder.

- Linear emission function
  The linear version for the emission function is written as (16), whose control and state variables are as follows: control variables include the output active power at PV buses apart from the slack one, voltage amplitude at PV buses, settings of transformers’ taps, and shunt VAR compensators, while state variables entail the output active power at the slack bus, voltage amplitude at PQ buses, output reactive power of all generators, and transmission line flow.

\[ E_L(X) = \min \sum_{i=1}^{N_G} (e_i P_G) \]  

- Non-linear emission function.
The non-linear emission functions can be written as (17) and (18).

\[
E_{NL}(X) = \min_{i=1}^{N_G} \left( \gamma_i P_{G_i}^2 + \beta_i P_{G_i} + \alpha_i + \xi_i e^{\lambda_i P_{G_i}} \right)
\] (17)

\[
E_{NL}(X) = \min_{i=1}^{N_G} \left( \gamma_i P_{G_i}^2 + \beta_i P_{G_i} + \alpha_i + \xi_{i1} e^{\lambda_{i1} P_{G_i}} + \xi_{i2} e^{\lambda_{i2} P_{G_i}} \right)
\] (18)

The point that constraints and limitations oriented to minimizing emission functions can be written as (49) and (50) and also (54)–(61) as equality and inequality constraints and restrictions, respectively.

Recently, power loss has become a pivotal concern in the power industry. The amount of wasted power in the transmission network has been increased by power systems expansion and increasing system demand. Therefore, many researchers have paid a great deal of attention to power transmission loss as an independent objective function in copious studies, which can be formulated as (19).

\[
P_{\text{Loss}} = \min_{l=1}^{N_L} \sum_{l=1}^{G} \left( V_i^2 - V_j^2 - 2V_i V_j \cos(\theta_i - \theta_j) \right)
\] (19)

To minimize the active power losses in the OPF studies, vectors of control and state variables are as follows.

Control variables entail the output active power at PV buses, output reactive power at PV nodes, voltage amplitudes at PV buses, settings of transformer’s tap, and shunt VAR compensators.

State variables consist of output active power at the slack bus, voltage magnitude at PQ buses, and transmission line flow.

Analogous to previous objectives, in the realm of solving the OPF problem considering power loss, (19) is minimized subject to (49) and (50) as equality constraints and (54)–(57) as inequality limitations (see Section 2.1.4).

In order to enhance the system security by modifying the voltage profile and also for improving the voltage stability margin, (54)–(57) are considered as equality constraints, and (54)–(60) are considered as inequality constraints in the OPF procedure (see Section 2.1.4).

- **Voltage deviation index**

Another function that plays a pivotal role in maintaining the power network’s security at an acceptable level is voltage deviation. Electrical equipment is designed to function normally in an optimum operation at their nominal voltage, which is equal to 1.00 p.u. Any deviation from this amount can eventuate in decreasing the efficiency, increasing the rate of damage of electronic devices, and severely reducing the life of these implements, to name but a few. Accordingly, voltage deviation is considered to streamline the system’s voltage profile by minimizing the sum of voltage deviations at PQ buses from the predefined reference value, which can be expressed as (20).

\[
VDI = \min \sum_{k=1}^{N_{PQ}} |V_k - V_{ref}|
\] (20)

In this connection, to handle the OPF problem and minimize the amount of voltage deviation, vectors of control and state variables are elaborated upon as follows: control variables include the output active power of generators and voltage magnitude of buses, while state variables comprise voltage amplitudes and voltage phase angles of PQ buses.

- **Voltage stability index**

The static voltage stability index is formulated as (21)–(29). It is worth mentioning that (22) is relevant to the Y-bus matrix; (23) indicates network equation according to node admittance matrix; based on (24)–(26), all nodes are classification into two groups, including PV and PQ buses; (27) is voltage in \(k^{th}\) PQ bus based on superposition theorem; (28) is an important index associated with VSI, in which the static voltage stability margin is obtained using minimal this index; and finally, (29) develops the objective function for enhancing the VSI.

\[
L = \left| 1 - \sum_{l=1}^{N_L} M_{ij} \times \frac{V_i}{V_j} \right| ; f = N_G + 1, \ldots, n
\] (21)

\[
[M] = -[Y_{LL}]^{-1}[Y_{LG}]
\] (22)
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It is necessary to note that the vectors of control and state variables are the same as the power flow (DOPF), in which an inter-temporal relation between quantities in different time intervals voltage phase angles of the PQ buses.

In addition, this objective function minimizes total operation cost in only one parochial area. Therefore, to solve the voltage stability-oriented OPF problem, the vectors of control variables as well as the vector of state variables are introduced as follows: control variables include the output power of generators and voltage amplitudes of buses, while state variables comprise voltage amplitudes and voltage phase angles of the PQ buses.

By extending the OPF problem over multiple time slots, the problem turns into dynamic optimal power flow (DOPF), in which an inter-temporal relation between quantities in different time intervals is taken into consideration, which is introduced in detail in Section 2.1.2.

2.1.2. Dynamic Optimal Power Flow

The mathematical model for the DOPF problem, which is a complex optimization problem in short-term planning by deciphering the power generation schedule in 24 h [13], can be written as (30)–(40). It is necessary to note that the vectors of control and state variables are the same as the OPF problem, which has been extended over multiple time intervals. In this connection, equality and inequality constraints and limitations are as (49)–(61), which are presented in Section 2.1.4.

- Simplified dynamic cost function

The cost function for solving the DOPF problem without practical constraints can be represented as (30).

\[
F(X) = \min \sum_{i=1}^{N_i} \sum_{j=1}^{N_j} \left( a_i \left( p_{gi}^i \right)^2 + b_i \left( p_{gi}^i \right) + c_i \right)
\]

\[
X = [P_g, V_g, TAP, Q_c]^T
\]

\[
P_g = [P_{g1}, P_{g2}, \ldots, P_{g(N_g-1)}]_{1 \times (N_g-1) \times T}
\]

\[
P_{gi} = [p_{g1}, p_{g2}, \ldots, p_{g(N_g-1)}]_{(N_g-1) \times T}
\]

\[
V_g = [V_{g1}, V_{g2}, \ldots, V_{gN_g}]_{1 \times (N_g \times T)}
\]

\[
V_{gi} = [V_{g1}, V_{g2}, \ldots, V_{gN_g}]_{(N_g \times T)}
\]

\[
TAP = [TAP_1, TAP_2, \ldots, TAP_{N_T}]_{1 \times (N_T \times T)}
\]

\[
TAP_m = [TAP_{m1}, TAP_{m2}, \ldots, TAP_{mT}]_{1 \times T}
\]

\[
Q_c = [Q_{c1}, Q_{c2}, \ldots, Q_{cN_c}]_{1 \times (N_c \times T)}
\]

\[
Q_{cn} = [Q_{cn1}, Q_{cn2}, \ldots, Q_{cN_c}]_{1 \times T}
\]

\[
r = (N_T + N_c + N_G + (N_G - 1)) \times T
\]

- Dynamic cost function with VPE

As pointed out earlier, in practice, thermal power plants are equipped with several valves to regulate the pressure of vapor, which consequently culminate in a tangible loss of power [11]. In addition, this objective function minimizes total operation cost in only one parochial area. Therefore,
an accurate model in this realm of study should take the VPE into account. In this connection, the
cost function is modified to include the aforementioned phenomenon; (41) expresses this function.

\[
f(X) = \min_{T} \sum_{t=1}^{T} \sum_{i=1}^{N_G} \left( a_i \left( P_{gi}^t \right)^2 + b_i \left( P_{gi}^t \right) + c_i + \left| d_i \times \sin \left( e_i \times \left( \frac{p_{min}}{g_i} - (P_{gi}^t) \right) \right) \right| \right)
\] (41)

2.1.3. Optimal Reactive Power Dispatch

For many years, in modern-day power systems, this sub-problem of the OPF problem has been
solved to obtain a trade-off between security and economic conditions. In addition, the reactive
power dispatch problem deals with the allocation of reactive power sources aiming at minimizing the
power losses and keeping all of the voltage magnitudes within their acceptable limits while satisfying
multiple equality and inequality constraints [14]. It is notable that quite a few objective functions are
considered by researchers in this avenue of research (see Figure 3), few of which are introduced in
the sequel. In this regard, it is worth stating that these objectives are optimized subject to (49) and
(50) and also (55) and (58)–(61) as equality and inequality constraints, respectively (see Section 2.1.4).

In addition, the vector of control and state variables are elaborated upon as follows: control variables
consist of output active power of generators, tap ratio of transformers, and switched shunt reactive
deVICES, while state variables entail voltage amplitudes at load buses, voltage phase angle at every
bus, output reactive power of generators, and line flows.

- **VAR cost**

A conventional model for the cost of VAR resources, which is a more practical format for VAR
cost, can be written as (42), in which \( C_0 \) is fixed cost (USD/h) and \( C_1(Q_C) \) incremental/variable cost
\( \frac{\$}{MVAR \cdot hour} \).

\[
C_{VAR} = \min \left\{ C_0 + C_1(Q_C) \right\}
\] (42)

- **VAR cost and total fuel cost**

Minimizing the VAR cost cannot individually satisfy the other aspects, such as minimizing the
total fuel cost. As a cogent alternative in this connection, the later function can be added to (42) to
cope with the aforementioned issue at the same time, which is written hereunder as a combination of
(5) and (42).

\[
C_{Fuel, VAR} = \min \left\{ C_0 + C_1(Q_C) + \sum_{i=1}^{N_G} \left( a_i P_{gi}^2 + b_i P_{gi} + c_i \right) \right\}
\] (43)

It should be noted that in order to minimize (43), some extra practical constraints (e.g., VPE
and MFO) can be considered as well, which is handled by implementing other versions of the cost
function rather than (5), which are introduced in the sequel.

- **VAR cost and cost of active power losses**

The objective function for solving the ORPD problem by optimizing the VAR cost and also cost
of active power losses at the same time can be written as (44).

\[
C_{Loss, VAR} = \min \left\{ C_0 + C_1(Q_C) + \sum_{h=0}^{NOC} C_2(P_{loss}) \right\}
\] (44)

where \( C_2(P_{loss}) \) is the cost of active power losses, \( NOC \) is number of operation cases, and \( h = 0 \) is
related to base case.

- **Active power transmission losses**

The active power transmission losses as an objective function in solving the ORPD problem can
be mathematically written as (45), which is the same as OPF problems.

\[
Loss(X) = \min \sum_{I=1}^{NL} G_I \left( V_i^2 - V_j^2 - 2V_iV_j\cos(\theta_{ij}) \right)
\] (45)

- **Voltage deviation**

The VDI in the ORPD studies is the same as OPF studies, which is represented here as (46).

\[
VDI = \min \sum_{k=1}^{NOC} (V_{max}^k - V_k)
\] (46)
where \( S_k^n \) and \( S_k^c \) are loads (MVA) in \( k \)th PQ bus at normal and critical states, respectively, which are depicted in Figure 6, points A and B, correspondingly.

\[
SM = \frac{\sum_{k=1}^{N_{pq}} (S_k^c - S_k^n)}{S_k^n} \tag{47}
\]

\[
VSI = \min (1 - SM) \tag{48}
\]

where \( S_k^n \) and \( S_k^c \) are loads (MVA) in \( k \)th PQ bus at normal and critical states, respectively, which are depicted in Figure 6, points A and B, correspondingly.

\[\text{Figure 6. The plot of voltage stability characteristics.}\]

It is necessary to note that Figure 6 is known as the voltage stability curve in which the nose point of the P-V plot is termed as point of collapse (POC). In the POC, the voltage is dropped very fast with an increase in system load. In this regard, and according to Figure 6, the black plot shows the curve of voltage stability in the initial state and before any VAR compensation processes. Further, the red curve illustrates the curve of voltage stability after VAR compensation. In addition, POCs are portrayed for both operations, before and after VAR compensations, by \( POC_{old} \) and \( POC_{new} \), respectively.

2.1.4. Constraints and Limitations
This section introduces a set of constraints and restrictions to be considered for solving each of the presented problems (e.g., OPF, DOPF, and ORPD), which are approximately the same with the exception that for solving OPF and ORPD, the time interval \( t \) must not be considered in the constraints, which are elaborated upon in the following sub-sections.

* Equality constraints

Equality constraints reflect the physics of the power grid, which can be expressed as (49)–(53).

\[P_i^t = P_i^t - P_i^{t, old} = \sum_{j=1}^{N_B} V_i^t V_j^t (G_{ij} \cos(\theta_{ij}^t) + B_{ij} \sin(\theta_{ij}^t)) \tag{49}\]

\[Q_i^t = Q_i^t - Q_i^{t, old} = \sum_{j=1}^{N_B} V_i^t V_j^t (G_{ij} \sin(\theta_{ij}^t) - B_{ij} \cos(\theta_{ij}^t)) \tag{50}\]

\[i, j = 1, 2, \ldots, N_B \tag{51}\]

\[t = 1, 2, \ldots, T \tag{52}\]

\[\theta_{ij}^t = \theta_{ij, old}^t - \theta_{ij}^t \tag{53}\]
• Inequality constraints

Inequality constraints represent technical obligations dealt with power systems and equipment, which can be expressed as (54)–(61).

\[ p_{g_i}^{\text{min}} \leq p_{g_i}^t \leq p_{g_i}^{\text{max}}; \quad i = 1, 2, \ldots, N_G \]  \hspace{0.5cm} (54)

\[ Q_{g_i}^{\text{min}} \leq Q_{g_i}^t \leq Q_{g_i}^{\text{max}}; \quad i = 1, 2, \ldots, N_G \]  \hspace{0.5cm} (55)

\[ |p_{ij}^t| \leq p_{ij}^{\text{max}} \]  \hspace{0.5cm} (56)

\[ V_{j}^{\text{min}} \leq V_{j}^t \leq V_{j}^{\text{max}}; \quad i = 1, 2, \ldots, N_G \]  \hspace{0.5cm} (57)

\[ V_{k}^{\text{min}} \leq V_{k}^t \leq V_{k}^{\text{max}}; \quad k = 1, 2, \ldots, N_{RQ} \]  \hspace{0.5cm} (58)

\[ V_{b}^{\text{min}} \leq V_{b}^t \leq V_{b}^{\text{max}}; \quad b = 1, 2, \ldots, N_B \]  \hspace{0.5cm} (59)

\[ Q_{cn}^{\text{min}} \leq Q_{cn}^t \leq Q_{cn}^{\text{max}}; \quad n = 1, 2, \ldots, N_c \]  \hspace{0.5cm} (60)

\[ TAP_{m}^{\text{min}} \leq TAP_{m}^t \leq TAP_{m}^{\text{max}}; \quad m = 1, 2, \ldots, N_T \]  \hspace{0.5cm} (61)

• Prohibited operating zones

Power plants might not be capable of functioning in specific operating regions, which are termed as prohibited operating zones (POZs). This aforementioned phenomenon is due to metal fatigue in turbine blades and/or progressive manner of vibrations in the shaft bearing at certain operating regions. Typically, the input–output curve of the output power of generators with POZ is not absolutely continuous, which is illustrated in Figure 7.

![Figure 7. Cost function with disjoint operating zones.](image)

According to Figure 7, the POZs can be mathematically written as (62).

\[ P_{G_{ij}} \in \begin{cases} p_{G_{ij}}^{\text{min}} \leq P_{G_{ij}} \leq p_{G_{ij}}^{\text{max}} \\ P_{G_{ij}}^{(t)} \leq P_{G_{ij}} \leq p_{G_{ij}}^{\text{max}} \\ P_{G_{ij}}^{(t-1)} \leq P_{G_{ij}} \leq p_{G_{ij}}^{\text{max}} \\ \vdots \\ P_{G_{ij}}^{(t-1)} \leq P_{G_{ij}} \leq p_{G_{ij}}^{\text{max}} \\ p_{ij}^t - p_{ij}^{(t-1)} \leq UR_i \\ p_{ij}^{(t-1)} - p_{ij}^t \leq DR_i \end{cases} \]  \hspace{0.5cm} (62)

\[ i = 1, 2, \ldots, N_G \]  \hspace{0.5cm} (63)

\[ z = 2, 3, \ldots, Z \]  \hspace{0.5cm} (64)

• Generator ramp-rate

Inasmuch as the output power of practical generators cannot be regulated instantaneously, the functioning range of all in-service units must be circumscribed by their Ramp-Rate (RR) limits. As a result, the output power of generators in consecutive time slots depends on one another, which can be written as follows.

\[ p_{ij}^t - p_{ij}^{(t-1)} \leq UR_i \]  \hspace{0.5cm} (65)

\[ p_{ij}^{(t-1)} - p_{ij}^t \leq DR_i \]  \hspace{0.5cm} (66)
In this regard, modified production boundaries considering RR are provided in (67).

\[
\max \left( P_{\text{gi}}^{\text{min}}, UR_i - P_{\text{gi}}^t \right) \leq P_{\text{gi}}^t \leq \min \left( P_{\text{gi}}^{\text{max}}, P_{\text{gi}}^{(t-1)} - DR_i \right)
\]  

(67)

### 2.2. Multi-Objective Approach

The environmental issues due to the US environmental protection agency and also restructuring process in the power industry have resulted in reconfiguring the operation policy of power networks, which must consider different objectives at the same time. To cope with the aforementioned issue, the under-studied problems should be scrutinized as Multi-Objective Optimization Problems (MOOPs), which cover different dimensions and recognize an acceptable trade-off among them [15,16]. In this connection, for getting closer to the real circumstances of power grids, all reviewed objective functions in this paper, which are presented in detail in Section 2.1, can be optimized simultaneously as two-, three-, and four-dimensional problems (refer to Section 4 for more information). Notwithstanding, different objective functions may not be in accord with one another and even may be conflicting with each other. Generally speaking, two common tactics are utilized to solve the MOOPs with conflicting objective functions, which are as follows.

- Weighted sum or penalty factor technique;
- Pareto optimal technique.

### 3. Heuristic Algorithms Applied to the OPF and ORPD Problems

This section tries to introduce and concisely review all of the available evolutionary algorithms that have been employed by researchers to solve one of the problems of the OPF family. A detailed investigation has been accomplished accordingly, which is elaborated upon in Section 4. It should be noted that all of the reviewed algorithms start their iterative procedures by randomly generating a matrix of the initial population, each member of which indicates a valid solution for the OPF problem and has a dimension based on the number of decision variables of the problems. To have a better perspective, interested readers are directed to [10] for an illustrative example about the relationship between decision variables of a typical optimization problem and the population size. After generating the initial population associated with a typical optimization algorithm (e.g., PSO, HBMO, SFLA, etc.), each member of the population (e.g., bird in PSO, bee in HBMO, frog in SFLA, etc.) moves toward the optimal solution in the search space until the acceptable convergence occurs of one of the stopping criteria reaches. The evolution process is accomplished by applying a set of laws/equations/inequalities, which are different from algorithm to algorithm based on their qualitative differences. For example, in PSO algorithm, each member (e.g., bird) of the initial population tries to update its position and velocity toward the optimal solution in the search space; hence, two equations related to position and velocity are assigned to each member to model the behavior of birds in finding the destination [1]. However, in SFLA, first the initial population is divided into several subsets called memeplexes, which is also considered as an independent culture of members (i.e., frogs) performing a local search for food. Then, the information about the location of food is exchanged between different memeplexes through the shuffling process. Therefore, in SFLA, only one equation (i.e., the position of frogs) is assigned to each member [10]. To obtain a better perspective, Figure 8 demonstrates a generic flowchart of a heuristic/metaheuristic algorithm to the OPF problem.

- Genetic Algorithm

One of the most well-known and efficient optimization algorithms employed to solve a variety of optimization problems is the Genetic Algorithm (GA). The GA strives to find an optimal solution to any OPF and ORPD problems using methods that imitate the natural evolution existing in the real world, such as inheritance, mutation, selection, and crossover.

Efficient Parallel GA (EPGA) combined with practical rules was successfully implemented in [17] to improve the quality of optimal solutions of the OPF problem with non-smooth cost function under different loading circumstances. Enhanced GA (EGA) was proposed in [18] to solve the OPF, taking into account the concept of incremental power flow model, which is based on sensitivities, leading to a noticeable reduction in the CPU time. An EGA-oriented computation algorithm for handling the Multi-Objective OPF (MOOPF) problem has been proposed in [19], where a new Decoupled Quadratic Load Flow (DQLF) was combined with EGA to find better optimal solutions. The proposed multi-objective method managed to determine diverse Pareto Optimal Front (POF) for the OPF problem in a reasonable CPU time. An Improved GA (IGA) was proposed in [20] for
solving the OPF problem under both normal and contingent operation periods. The proposed IGA, with the dynamical hierarchy of the coding system, was capable of coding a copious number of control variables in real power networks within a reasonable length string. A comparative study of MOOPF problem based on Particle Swarm Optimization (PSO), Evolutionary Programming (EP), and GA was developed in [21], where different objective functions (e.g., cost, active power loss, voltage stability index, and emission) were considered. Moreover, a new approach combining Newton–Raphson and Fast-Decouple was employed to decrease the execution time of the calculations. A voltage stability constrained optimal power flow model using Non-Dominated Sorting GA-II (NSGA-II) was introduced in [22], where different effective genetic operations, crossover, and mutation operators are employed. An OPF for large-scale power systems with shunt Flexible Alternating Current Transmission Systems (FACTS) devices using EPGA was presented in [23]. Since the main counterpoints of GAs are the high execution time and deteriorating the quality of the solution with practical large-scale OPF problems, the aforementioned study proposed an EPGA in which the length of the original chromosome was reduced successively according to the decomposition level and adjusted with the topology of the new partition. Furthermore, GA has been employed to solve the FACTS allocation using the OPF problem. Allocation of Thyristor Controlled Phase Shifting Transformer (TCPST) was carried out using the GA algorithm and OPF equations [24]. In a similar study, a GA was applied to allocate capacitors and Voltage Regulators (VRs) at distribution networks using the OPF problem [25]. The specification for the kind of capacitor bank, which can be fixed or automatic, and the reactive power (KVAR), as well as the allocation of the VRs were handled by GA such that the OPF was responsible for the solution of the power balance equations and tap adjustments of the VRs. An ORPD in the AC-DC power system, including High Voltage Direct Current (HVDC), was investigated in detail in [26]. It was shown that the GA converges reliably and rapidly to the reasonable optimal solutions in comparison with other methods.

- Particle Swarm Optimization

Inspired by the social behavior of animals (e.g., fish schooling or bird flocking), Particle Swarm Optimization (PSO) as a swarm intelligence-based optimization algorithm was introduced by Eberhart and Kennedy in 1995 [27]. Over the years, PSO has been applied to solve both discrete and continuous optimization problems since its presentation.

A PSO algorithm was employed to solve the OPF problem in [28], where the global and local exploration capability of the PSO algorithm was used to attempt in recognizing the most cogent and optimal setting of the control variables. PSO with an Aging Leader and Challengers (ALC-PSO) was implemented in [29] to find a high-quality solution to the OPF problem in a system equipped with FACTS components. A fuzzy evolutionary and swarm optimization was presented in [30] to handle OPF problems. This approach employed an integration of the Fuzzy Interface System (FIS) along with GA and PSO algorithms for the optimal setting of the problem’s control variables. The performance of a novel configuration of a Fuzzy Adaptive Heterogeneous Comprehensive-Learning PSO (FAHCLPSO) to solve the ORPD problem was studied in detail in [31], considering different objective functions, including active power transmission losses and total voltage deviations of the system. In [32], a PSO was implemented as a potent tool for loss reduction study. The proposed approach in [32] comprises a developed version of the traditional OPF problem with loss minimization objective function aiming at improving the voltage stability index. A fuzzy-based hybrid PSO approach for solving the OPF problem with uncertainties was introduced in [33], where the forecast load demand and also wind speed errors have been taken into account so as to handle the OPF problem more accurately. In [34], an Evolutionary PSO (EPSO) approach was proposed to handle the OPF problem considering up- and down-spinning reserves and the operational constraints of the generation unit. The effects of wind generation on power system operation and planning were investigated, as well. An Evolving Ant Direction PSO (EADPSO) Algorithm for solving the OPF problem with non-smooth and non-convex generator cost coefficients was presented in [35], where an ant colony search approach was used to find a suitable velocity updating operator for PSO. In order to update the velocities for PSO, five velocity updating operators were implemented, as well.
Figure 8. Flowchart associated with all of the reviewed optimization algorithms.

- Honey Bee Mating Optimization

Inspired by the foraging behavior of bees, bee algorithms are a class of meta-heuristic optimization algorithms. A few variants exist in the literature, including Honey Bee Algorithm, Artificial Bee Colony, Bee Algorithm, Virtual Bee Algorithm, and Honeybee Mating Algorithms. In this section, various bee algorithms are reviewed.

Modified Honey Bee Mating Optimization (MHBMO) was presented in [36] to solve the Dynamic OPF (DOPF) problem in power systems. Non-linear characteristics of the generators and also practical restrictions, such as ramp rate constraints, transmission constraints, valve point effect, and non-linear cost functions, were considered for simulating realistic conditions. A fuzzy-based Modified Artificial Bee Colony (MABC) Algorithm was proposed in [37] to deal with the OPF problems, including both discrete and continuous variables. The OPF problem was formulated as a Multi-Objective Optimization Problem (MOOP), where four objective functions such as fuel cost, emission, power losses, and voltage deviation were considered individually and simultaneously. An Artificial Bee Colony (ABC) Algorithm was implemented in [38] as the main basic optimizer to solve the OPF problem, where the control variables consist of both continuous and discrete variables. In addition, different objective functions such as convex and non-convex fuel costs, active power loss, voltage profile improvement, voltage stability, and emission were scrutinized in this study. An efficient OPF model including an offshore wind farm and Plug-in Electric Vehicles (PEVs) connected to the grid was solved by Gbest guided ABC (GABC) Algorithm in [39]. The stochastic nature of wind power and uncertainties in the EV owner’s behavior were suitably modeled by statistical models available in the literature. Moreover, the same approach was used in [40] to solve the OPF problem incorporating stochastic wind power. In [41], a MOOPF problem was solved by two popular meta-heuristics algorithms, namely, the ABC and the Teaching-Learning-Based Optimization (TLBO) Algorithm. The proposed multi-objective method was based on a decomposition approach, where the MOOPF was decomposed into a number of scalar optimization sub-problems that were simultaneously optimized. An enhanced version of the ABC (EABC) Algorithm was implemented in [42] to solve a Dynamic Security Constrained OPF (DSCOPF) problem as an extension of the SCOPF problem over multiple time intervals. The proposed EABC has high exploration capability and could discover different areas of the search space. The authors in [43] proposed a Multi-Hive Multi-Objective Bee Algorithm (M²OBA) to solve OPF problems. This algorithm extended the original ABC algorithm to handle the multi-objective and cooperative mode by combining external archive, comprehensive-learning, greedy selection, crowding distance, and cooperative search strategy. The proposed algorithm used the concept of Pareto dominance and comprehensive learning mechanisms to determine the flight direction of a bee and maintain non-dominated solution vectors in an external archive based on greedy selection and crowding distance strategies. An improved Hybrid Multi-Objective ABC algo-
The shuffled frog leaping algorithm (SHFLOC) was presented in [44] for solving the multi-objective OPF problem. The main idea of HMOABC was to extend the original ABC algorithm to the multi-objective and cooperative mode by combining the Pareto dominance and also the divide-and-conquer approach. A Security and Transient Stability Constrained OPF (STSCOPF) problem was solved by a Chaotic ABC (CABC) Algorithm in [45]. The STSCOPF can be illustrated as an extended OPF problem with additional line loading and rotor angle inequality constraints. An ABC algorithm with Quantum Theory and the Chaotic Local Search Strategy (QCABC) was proposed in [46] to solve the OPF problem. A new multi-objective Chaotic Parallel Vector Evaluated Interactive Honey Bee Mating Optimization (CPVEIHBMO) was proposed in [47] to find the feasible optimal solution for the multi-objective ORPD problem considering operational constraints of the generators. The proposed algorithm was applied to find the settings of continuous and discrete control variables such as tap positions in the transformers, generator voltages, and the size of reactive compensation components to optimize three different objective functions with qualitative differences including voltage deviation, the total voltage stability, and active power loss. ABC algorithm was implemented in [48] to solve the ORPD problem aiming at minimizing the active power loss in power systems. The authors stated that the advantage of the ABC algorithm is that it does not require parameter tuning because it is challenging to determine external parameters such as cross-over rate and mutation rate, as in the case of GA and Differential Evolution (DE) method. The other advantage is that the global search ability of the algorithm is implemented by introducing a neighborhood source production mechanism that is similar to the mutation process.

• **Shuffled Frog Leaping Algorithm**

Shuffle Frog Leaping Algorithm (SFLA) mimics the metaphor of natural biological evolution that is based on the population of frogs in nature searching for food. This algorithm was introduced by Eusuff, Lansey, and Pasha in 2006 for the first time [49]. The SFLA is a stochastic search algorithm in which the iterative process begins with an initial population of frogs, whose characteristics represent the decision variables of the optimization problem.

A Modified SFLA (MSFLA) was proposed in [50] for solving the MOOPF problem. This study targeted economic and emission issues that privileged a mutation operator in order to reduce the processing time and improve the quality of the solutions. An MSFLA for MOOPF problem with FACTS devices was studied in [51]. The algorithm employed a new mutation strategy to increase the efficiency of the original SFLA. The SFLA was also applied to solve the OPF in an AC-DC power system, including both High Voltage Alternating Current (HVAC) and HVDC transmission lines [52]. A hybrid SFLA has been implemented to solve the ORPD problem in [53]. In order to fully exploit the promising solution region, a local search algorithm termed as Nelder–Mead (NM) Algorithm was integrated with SFLA. The most important benefit of the proposed method, based on the authors’ claim, was with higher speed of convergence to a better solution.

• **BAT Algorithm**

The bat-inspired algorithm is a meta-heuristic optimization algorithm developed by Xin-She Yang [54]. It is according to the echolocation behavior of micro bats with varying pulse rates of emission and loudness.

A BAT algorithm was presented in [55] to solve the OPF problem for generation reallocation with Unified Power Flow Controller (UPFC). The objective of this study was to minimize active power losses in a power system with/without considering the UPFC devise. Further, minimization of active power losses was realized by considering the generator output, voltage magnitude at generator buses, and reactive power injection of compensators. A security-constrained economic load dispatch at the presence of an Interline Power Flow Controller (IPFC) was investigated by a modified BAT algorithm in [56]. In this approach, detailed mathematical modeling of IPFC and the impact of its optimal location were studied.

• **Firefly Algorithm**

Firefly Algorithm (FA) is a nature-inspired optimization algorithm that functions according to the flashing behavior of fireflies. This algorithm was proposed by Yang for the first time [56].

An Enhanced FA (EFA) was proposed in [57] to solve a multi-objective optimal active/reactive power dispatch with considering uncertainties, where active and reactive power dispatches were considered at the same time. Load tap changer positions of transformers, reactive power injection of capacitor banks, and voltage amplitudes of slack bus and also all of the PV buses were controlled to reduce the transmission line losses and voltage deviations of load buses in reactive power dispatch. A mutation strategy and a local random search were implemented to improve the algorithm’s
searching performance. The application of FA on the OPF problem in the presence of a simplified impedance UPFC model was presented in [58]. In [59], authors utilized an FA so as to overcome the nonlinearity of the OPF problem integrated with static VAR compensator. Different objective functions, including total fuel cost, total power losses, total voltage deviation, and loading margin stability, were considered in the mentioned study. A hybrid FA and NM simplex algorithm was presented in [60] to solve the ORPD problem in the power system. NM simplex is an efficient local search method that was implemented in this study in order to overcome the counterpoints of FA, such as trapping in local optima, for instance. The proposed search algorithm was scrutinized in detail to find optimal settings of generator voltages, tap positions of tap changing transformers, and VAR output of shunt capacitors so as to minimize two different and conflicting objective functions.

- **Gravitational Search Algorithm**

  Gravitational Search Algorithm (GSA) is a heuristic optimization method oriented toward the law of gravity and mass interactions [61]. According to Newtonian gravity, “Every particle in the universe attracts every other particle with a force that is directly proportional to the product of their masses and inversely proportional to the square of the distance between them”.

  A Non-Dominated Sorting Multi-Objective Opposition-Based GSA (NSMOOGSA) was presented in [61] to handle different versions of the OPF problem, single- and multi-objective optimal OPF. The oppositional learning concept was utilized to enhance the convergence acceleration process, while the non-dominated sorting with crowding distance algorithm was employed to manage the obtained Pareto optimal fronts. In [62,63], the GSA was implemented to recognize the optimal solution to the OPF problem, where different objective functions such as fuel cost, loss, and voltage deviation were considered in these approaches. A GSA-based approach was proposed in [64] to solve the OPF problem in a distribution network with several Distributed Generation (DG) sources. Further, the OPF problem was formulated as a non-linear optimization problem to minimize different objective functions, including the fuel cost of DG sources and power loss in the network. An Opposition-Based GSA (OGSA) was introduced in [65] to solve the OPF problem integrated with FACTS devices (i.e., Thyristor Controlled Series Capacitor (TCSC) and Thyristor Controlled Phase Shifter (TCPS)) in order to optimize three objective functions (i.e., cost of generation, emission, and active power transmission loss).

- **Imperialistic Competition Algorithm**

  Imperialist Competitive Algorithm (ICA) is a computational method for solving different types of optimization problems. From a specific point of view, ICA can be thought of as the social counterpart of GAs. This algorithm has two main operators, including Assimilation and Revolution, both of which were elaborated upon in [66].

  The ICA and Artificial Neural Network (ANN) were employed in [67] to develop a robust and efficient two stage-scheme for solving the Transient Stability Constrained OPF (TSC-OPF) problem. ANN was utilized to predict the rotor-angle transient stability margin, while ICA was used as the main optimizer. A novel hybrid ICA and TLBO method was presented in [68] to solve the OPF problem with non-smooth cost functions. A series of modifications were applied to the assimilation policy rule of ICA to increase the solution quality. A new Multi-Objective Modified ICA (MOMICA) was presented in [69] to solve the MOOPF problem, where different objective functions, including generation cost, emission, and voltage deviation, were studied in detail. The Modified ICA (MICA) was applied to the MOOPF problem in [70]. The interaction effects of colonies on each other were modeled to enhance the local search near the global optima. Furthermore, a series of modifications were implemented to the assimilation policy rule of the ICA method in order to increase the efficiency of ICA.

- **Cuckoo Search Algorithm**

  Cuckoo Search (CS) Algorithm is an optimization method developed by Xin-she Yang and Suash-Deb in 2009 [71]. This algorithm is based on the obligate brood parasitic behavior of some cuckoo species in combination with the levy flight behavior of some birds.

  A Cuckoo Optimization Algorithm (COA) was utilized in [72] for solving the OPF problem considering three types of fuel cost such as quadratic cost function, cost function with valve point effect, and multiple fuels. A hybrid CS algorithm was implemented to solve the OPF problem in [73] to find the steady-state operating point, which minimizes the fuel cost. A cross-over method was used to increase the efficiency of the CS algorithm. Improved CS (ICS) Algorithm was presented in [74] for solving the Multi-Objective ORPD (MOORPD) problem. Loss minimization and maximization
of voltage stability margin were taken as objective functions. A proper strategy for tuning the CS parameters was proposed to increase the efficiency of the algorithm.

- **Bacterial Foraging Algorithm**

  Bacteria Foraging Algorithm (BFA) is a class of biologically stochastic global heuristic search technique, which is oriented toward mimicking the foraging behavior of *E. coli* bacteria [75].

  A Dynamic BFA (DBFA) was introduced in [76] to solve OPF in a dynamic environment. The importance of dynamic optimization comes under the spotlight due to the fact that the demand of the system, the capacity of the generation side, and transmission networks in a power network are almost always in a variable status. Consequently, the static-based methods show deficiency for dynamic environments. A modified BFA was proposed in [77] to solve the OPF problem integrated with wind power penetration. Owing to the intermittent nature of wind flow, solving the OPF problem in a power system with a significant amount of wind power penetration can be challenging, which was thoroughly studied in this study. An Enhanced BFA (EBFA) approach was developed in [78] to handle the OPF problem for power systems equipped with FACTS devices. The BFA was streamlined by including the Nelder–Mead (NM) simplex algorithm for having a better performance. In another study [79], the BFA was applied for solving the multi-objective multivariable OPF problem in the presence of UPFC. The UPFC location, its series injected voltage, and the transformer tap positions were considered as the control variables. Moreover, working out the solution of the Security-Constrained OPF (SCOPF) problem with wind-thermal generation system was studied by Modified BFA (MBFA) in [80] wherein the main objective was operating the wind-thermal generation system in a cost-effective manner.

- **Harmony Search Algorithm**

  The concept of Harmony Search Algorithm (HSA) has been introduced from the musical process of searching for a “perfect state” of harmony; as an illustration, jazz improvisation searches the best state determined by aesthetic estimation, just as the optimization algorithm explores the search space for finding the best state determined by computing the fitness functions [81].

  An Improved Harmony Search (IHS) Algorithm was proposed in [82] for solving different models of the OPF problem, considering both smooth and non-smooth fuel-cost functions. Moreover, the proposed methodology was successfully tested on five different scale test systems. A Multi-Objective HS (MOHS) Algorithm was presented in [83] for solving a nonlinear constrained multi-objective OPF problem, where a fast elitist non-dominated sorting was implemented to recognize and manage the Pareto optimal fronts. A mixed-integer nonlinear ORPD problem has been solved by HSA in [84]. The continuous and discrete control variables in this paper include the voltage amplitude of generators (PV buses), tap positions of transformers, and the number of reactive compensation components. Different fitness functions, power transmission loss, voltage stability, and voltage profile were optimized individually in this study.

- **Ant Colony Optimization**

  Ant Colony Optimization (ACO) Algorithm, which was proposed by Dorigo for the first time, is capable of handling various combinatorial complex problems [85]. The ACO algorithms were developed according to the surveillance of real ants, especially their foraging behavior. It is notable that they are almost always blind animals with circumscribed capacities; nevertheless, they are able to find the close proximity between their nest(s) and a source of food without visual clues.

  In this connection, the ACO algorithm was implemented in [86] to solve the OPF in an economic dispatch setting. The proposed methodology was introduced to be utilized for maintenance planning with 48 to 24 h of anticipation. The main strong point of this approach was its low CPU time to handle the OPF problem that allows the use of OPF while a large set of scenarios have to be scrutinized.

- **Simulated Annealing**

  The Simulated Annealing (SA) Approach was first presented by Metropolis [87], which is a randomized gradient descent algorithm that permits probable ascending; therefore, it is able to get rid of undesirable local minima. In addition, this optimization algorithm functions on the basis of the behavior of condensed material at low temperatures, which in reality intimidates the annealing process in both natural freezing/crystallizing liquid or cooling/annealing metal.

  The SA algorithms were applied to solve the OPF problem in [88] where the main objective of this study was to confirm the ability to use SA in solving the OPF problem. It should be noted that usually the SA, which has strong local search ability, is hybridized by other optimization algorithms to increase their searching abilities. In this connection, a hybrid PSO-SA algorithm was proposed.
in [11] to solve the OPF problem considering practical restrictions. Interested readers are directed to “Hybrid Algorithms” at the end of this section for extra information regarding different combinations of optimization algorithms to solve the OPF problem.

- **Black Hole Algorithm**

  The Black Hole Algorithm (BHA) is a new population-based optimization algorithm that was first developed as a new mechanism for increasing the efficiency of the PSO algorithm [89]. Afterward, Hatamlou introduced a novel version of the BHA in [90]. The main idea behind the BHA is the Black Hole (BH) phenomenon, which is an area in the space with a high gravitational force that absorbs any substances (i.e., stars) and even light while they get close to it. In the BHA, stars are considered as a population, the best of which are chosen as the BH absorbing populations in its vicinity.

  An Enhanced Binary BHA (EBBHA) was introduced to solve the probabilistic OPF problem. The $2m + 1$ point estimated method was utilized for handling power system uncertainties in the problem. In this connection, the correlation between input and random variables was considered by a correlation matrix. The correlation and fluctuation of system load, photovoltaic (PV), and wind power plants (WPPs), which have a significant impact on transmission lines and voltage amplitude of buses, were taken into account. Moreover, the effect of combined heat and power (CHP) units, VPPs, multiple fuels, and POZs of thermal units were also considered [91]. The BH-Based Optimization (BHBO) approach was implemented to solve the different models of the OPF problem considering various kinds of constraints and limitations [92]. The BHBO is a simple algorithm since it involves only two mathematical equations, which are elaborated upon as follows. The first one indicates how to update the position of stars, and the second one is oriented to how to check whether a star has crossed the event horizon of the BH or not. Further, the BHBO algorithm has no inherent parameter to be tuned.

- **Teaching–Learning-Based Optimization Algorithm**

  The Teaching–Learning-Based Optimization (TLBO) algorithm was developed by Rao [93]. It is designed on the basis of the communication behavior of students in a classroom. In this regard, the teacher plays the role of the best solution obtained so far. Generally, the algorithm is split into two basic operations that are teacher phase and the learner phase, such that the output solutions of the teacher phase are used as the input for the other phase, the learner phase [94].

  An improved version of the TLBO algorithm was utilized for solving the non-smooth OPF problem in [95], in which the Levy mutation strategy was implemented to enhance the efficiency of the original algorithm. Another similar study has been conducted for solving the OPF problem by a Modified TLBO (MTLBO) Algorithm, which profits from a self-adapting wavelet mutation strategy that makes the proposed algorithm seek a larger area in the search space for finding the optimal solutions [96]. Moreover, the TLBO algorithm was applied to solve the MOOPF problem in [97]. In order to enhance the convergence speed and also the quality of optimal obtained solution, Quasi-Oppositional-Based Learning (QOBL) was incorporated into the original TLBO algorithm in the aforementioned study where different fitness functions, fuel cost, power loss, voltage stability index, and emission of pollutions were considered. In addition, in another study, the TLBO was proposed to solve the OPF problem with different objective functions such as generation fuel cost, voltage profile enhancement, as well as voltage stability improvement [98]. A Multi-Objective TLBO (MOTLBO) Algorithm based on the non-dominated sorting principle was proposed in [99] for solving the OPF problem where different objective functions, including fuel cost, transmission losses, and voltage stability index, were taken into account. A new TLBO algorithm was proposed in [100] to solve the MOORPD problem for optimizing three different and conflictive objective functions such as active power loss, voltage deviation, and voltage stability index. In this work, the QOBL concept was incorporated in the basic TLBO algorithm to accelerate the convergence speed and improve the quality of the optimal solutions.

- **Artificial Immune System**

  Inspired by the fundamentals and processes of the vertebrate immune system, Artificial Immune Systems (AIS) represent a class of computationally intelligent algorithms, which typically exploit the immune system’s characteristics of both learning and memory to solve an optimization problem.

  Accordingly, probabilistic constrained AIS was proposed in [101] to solve the OPF problem in which an improved evolutionary algorithm based on Cluster-and-Gradient-based AIS (CGbAIS) was implemented to reduce the execution time. A Multi-Objective Adaptive Immune Algorithm (MOAIA) was presented in [102] to solve the ORPD problem. The main idea of the introduced algorithm was to augment two parts to an original immune procedure. The first part marked both
partial and global facilities to evaluate the antibody affinity to the multi-objective environment. The second part utilized an adaptive crossover, mutation and clone rates, for antibodies to keep the diversifications of the antibodies.

Accordingly, the proposed algorithm managed to establish a dynamic equilibrium between both individual diversity and population convergence.

- **Differential Evolution**

One of the most popular and efficient EAs to deal with a variety of optimization problems is Differential Evolution (DE) that was first developed by Price and Storn in [103]. In the DE algorithm, the position of each individual is modified according to the difference vector of randomly chosen individuals of the population [103]. Three main operators, namely mutation, crossover, and selection, are incorporated in the DE algorithm. The main tuning parameters, inherent parameters, are only the size of the population, mutation factor, and crossover rate.

A Self-Adaptive DE (SADE) Algorithm for solving the OPF problem in a UPFC equipped power system was proposed in [104], aiming at improving and controlling the power flowing using the UPFC component and under practical security constraints. In addition, new formulae for tuning the algorithm’s parameters were designed in such a way that they became automatically adaptive throughout the course of iterations. Furthermore, this work introduced a unique mathematical modeling of the cost function, considering practical security constraints. Multi-Agent-based DE (MADE) Algorithm oriented toward Multi-Agent Systems (MAS) was proposed in [105] for solving the OPF problem considering both non-smooth and non-convex cost functions. Regarding this approach, it should be noted that an agent in the MADE marks a member of the DE algorithm as well as a candidate solution to the current optimization problem in which for obtaining the optimal solution swiftly, each agent competes and cooperates with its counterparts in the close vicinity. A new robust DE algorithm was presented in [106] to solve the SCOPF problem considering a detailed model of the generation unit that includes active/reactive power generation constraints, VPE, multiple fuels, as well as POZs of the units. In addition, security constraints, including restrictions on the voltage amplitude of buses and flow of power in branches in both steady-state and post-contingency states of credible contingencies, were also considered in the proposed problem formulation. A comprehensive optimization algorithm that is oriented to the DE algorithm was successfully evaluated in [107] to solve the constrained version of the OPF problem. In comparison with the available alternatives in the literature, a novel two-stage initialization procedure was proposed in this approach. A Multi-Objective DE (MODE) Algorithm was presented in [108] to minimize the total cost of generation, emission of contaminations, and active power transmission losses in the OPF problem considering FACTS components. Further, a DE-based algorithm was introduced for solving the multi-objective environmental OPF problem in the presence of wind power penetration and shunt-FACTS elements [109]. A fusion optimization algorithm, Sequential Quadratic Programming (SQP) and DE algorithm, was proposed in [110] to solve the OPF problem in which the SQP was implemented to produce individuals, members of an initial swarm, for the DE algorithm that enhanced the efficiency of the resultant algorithm. In another study, the original version of the DE was employed in [111] for solving the OPF problem with different objective functions, including fuel cost, voltage profile, and voltage stability. A robust and efficient DE-based evolutionary algorithm was proposed in [112] for solving the Transient Stability Constrained OPF (TSCOPF) problem. This is a nonlinear optimization problem with both algebraic and differential equations, which is one of the trickiest even in a small power network. In this regard, several policies were suggested for initialization, assessment, and selection processes to decrease the computational burden and improve the efficiency of the resultant algorithm. A modified DE algorithm in order to handle the OPF problem (MDE-OPF) with both non-smooth and non-convex kinds of the fuel cost function was presented in [113], where some modifications in the mutation rule were introduced to improve the convergence rate and also the quality of the obtained optimal solutions. Moreover, the DE algorithm was applied to solve the OPF problem in an equipped power network with FACTS components, TCSC and TCPS elements [114]. A Cooperative Co-Evolutionary DE (CCDE) approach accompanied by a power system decomposition was implemented in [115] to solve the ORPD problem, where a novel decomposition and coordination method was proposed to increase the algorithm’s efficiency. The aforementioned method was according to the cooperative co-evolutionary configuration and also the voltage-VAR sensitivity-based power system decomposition technique. In another study in the realm of solving the ORPD problem, a DE algorithm was successfully implemented to solve the problem and improve the controllability of voltage profile in power systems [116] in which the problem was formulated as a mixed-integer nonlinear programming problem, which considered both continuous and discrete control variables. Furthermore, operational inequality limitations
were handled by the “penalty parameter-less” approach that showed a significant improvement in avoiding the time-consuming trial and error processes to fix the penalty parameter.

- **Evolutionary Programming**

  Evolutionary Programming (EP) was initially proposed by Fogel in 1960 to optimize finite state machines, where the inheritance relationship and behavior between parents and offspring was highlighted [117]. As the EP simulates the evolution at the species level, no crossover operator is employed.

  A comparative study of the MOOPF problem based on DE algorithms, including EP, was conducted in [21] where a Self-Adaptive EP (SAEP) Algorithm was presented to solve the multi-objective optimal operation of the power system [118]. This approach was based on a combination of general EP and random search techniques that involved a self-adaptive mutation operator. An SAEP algorithm was employed to solve the OPF integrated with wind power generators in [119], considering small signal stability constraints. In another study, an EP-based OPF was introduced in [120]. Based on the author’s discussion, classical methods are highly sensitive to starting points in optimization problems with a non-monotonic solution surface; consequently, they frequently converge to an optimal local solution rather than a very high-quality solution (or the global one) or even diverge altogether. Therefore, it will be much better to solve these kinds of problems with an EP algorithm. Further, an efficient and reliable EP algorithm was introduced in [121] for solving the OPF problem. The proposed algorithm managed to solve the OPF problem properly regardless of the class of cost function. In addition, to improve the convergence speed of the resultant algorithm and its ability to handle large-scale systems, the algorithm was equipped with gradient information.

- **Tabu Search**

  Tabu Search (TS), a meta-heuristic optimization algorithm, was originally introduced by Glover [122]. The main characteristic of the TS is the use of an adaptive memory accompanied by a responsive exploration. In this connection, a simple model of the TS algorithm combines a local search procedure and anti-cycling memory-based rules to preclude the search from becoming trapped in undesirable local optima. In particular, TS has the ability to avoid reverting to recently explored regions by making a list, namely Tabu List. In addition, TS produces many trial solutions in the vicinity of the current solution and chooses the best one. It is notable that the best trial solution among the generated solutions becomes a current solution.

  An efficient and reliable TS-based approach was proposed in [123] for solving the OPF problem. One of the main merits of the proposed approach was conspicuous robustness to its own parameter settings as well as the initial solution.

- **Group Search Optimizer**

  Inspired by animal searching behavior, the Group Search Optimizer (GSO) is a framework based on the producer–scrounger model, which supposes that the individuals of a group make a quest either for “finding” (producer) or for “joining” (scrounger) opportunities. Therefore, each member in a GSO algorithm is considered as a producer, scrounger, or ranger according to the numerical value of its fitness function, each of which is elaborated upon hereunder [124].

  A producer is the member with the best fitness among all individuals in the current generation, which leads the direction of searching for the next generation. Scroungers are usually 80% of the remaining individuals, which are fortuitously chosen as scroungers to follow the producer to join its resource. Rangers are the rest part in the GSO algorithm, which are responsible for discovering distributed resources in the search space by randomly moving.

  An Adaptive GSO (AGSO) Algorithm with improved convergence characteristics was proposed in [125] to solve the OPF problem where different dimensions of the OPF problem were studied to make a precise multi-objective model. In another study, an Improved GSO (IGSO) Algorithm was introduced in [126] to solve the discontinuous non-convex transient stability constrained OPF problem. This algorithm used a backward searching strategy, namely, the Cauchy mutation and inheritance operator, and thus was tailored to cope with the challenges arisen by discontinuous and non-convex properties.

- **Biogeography-Based Optimization**

  The Biogeography-Based Optimization (BBO) Algorithm that was developed by Simon in [127] functions according to the theory of biogeography, and the concept behind is mainly based on migration and mutation.
An Adaptive Real Coded BBO (ARCBBO) Algorithm was proposed in [128] to solve the OPF problem in a deregulated power system where different objective functions, including fuel cost, voltage profile, and voltage stability, were studied thoroughly. A new version of the BBO algorithm with an adaptive mutation scheme and the concept of predator–prey optimization technique—an enhanced version of the original BBO with much better exploitation and exploration capabilities—was introduced in [129] for solving the MOOPF problem in which the predators carry out a big search to find the best prey in a concentrated manner, while the prey explore the solution space to stay away from the predators. A BBO algorithm was implemented in [130] to solve the multi-constraint OPF problem by considering emission and non-smooth cost function, different constraints.

- Charged System Search Algorithm

Charged System Search Algorithm (CSSA) is another population-based optimization algorithm initially introduced by Kaveh and Talatahari in 2010 in [131] whose mechanism is oriented toward Coulomb Gauss laws.

An Enhanced CSSA (ECSSA) was presented in [132] to solve the reserve constrained DOPF problem subject to VPE, POZs, as well as MFO. The proposed algorithm was equipped with a novel mutation operator to improve the diversity of the initial population and also the convergence characteristics.

- Invasive Weed Optimization

Invasive Weed Optimization (IWO) is also a population-based optimization algorithm that was proposed by Mehrabian and Locus [133].

A Chaotic IWO (CIWO) Algorithm was proposed to solve the nonlinear, non-smooth, and non-convex versions of the OPF problem in [134], in which the proposed approach managed to obtain high-quality solutions for each one of these cost functions.

- Backtracking Search Algorithm

Backtracking Search Algorithm (BSA), a relatively new evolutionary algorithm, was proposed by Pınar Civicioglu for the first time, which uses selection, mutation, and crossover operators such as the DE algorithm [135].

In this regard, the BSA was successfully implemented in [136] to solve the OPF with VPE and POZs. In order to authenticate the ability of the proposed approach in finding a very high-quality solution, it was applied to four different case studies. It was observed that the BSA could reach a very high-quality solution quickly.

- Symbiotic Organisms Search

Inspired by the symbiotic interactions observed between two organisms in the ecosystem, Symbiotic Organisms Search (SOS) is a population-based algorithm initially developed by Cheng and Prayogo [137]. This algorithm privileges two phases, including mutualism and commensalism, for solving any types of optimization problems, and does not require any procedure to specify its control parameters.

The SOS algorithm was applied to solve the OPF problem in a FACTS devices-equipped power system where different objective functions, fuel cost, transmission active power loss, and emission were considered [138]. Further, two different test systems with different scales were employed to demonstrate the ability of the proposed approach.

- League Championship Algorithm

League Championship Algorithm (LCA), a population-based optimization algorithm inspired by the competition of the sports teams that provides an artificial sports league for several weeks, iteration, and over a number of seasons, was developed by Hüsüz and Kavak for the first time [139]. Each team, individual in the algorithm, in the league that is defined as a population represents a feasible solution to the given optimization problem to be solved [140].

The aforementioned LCA was proposed in [141] to solve the OPF problem with different objective functions in the Algerian power grid in which a cogent comparison with the available alternatives in the literature was conducted in terms of the effectiveness of the obtained results.

- Clonal Selection Algorithm

Like most of the previous ones inspired by the natural mechanisms in the real-world clonal selection, Clonal Selection Algorithms (CSAs) are a class of optimization algorithms oriented to the clonal theory of acquired immunity that explains how A and B lymphocytes improve their response to antigens over time, called affinity maturation, which focuses on the Darwinian attributes of the theory [142].
An Adaptive Clonal Selection Algorithm (ACSA) was presented in [143] for solving the MOOPF problem considering multi-type FACTS devices—UPFC, IPFC, and GUPFC—and load uncertainty. Different objective functions, total generation cost, transmission losses, and voltage stability index (L-index), were considered as well.

- **Flower Pollination Algorithm**

Flower Pollination Algorithm (FPA) is also a relatively new meta-heuristic optimization algorithm that is based on the nature pollination process of flowers, which was initially introduced by Yang [144].

Modified FPA (MFPA) was successfully implemented in [145] to solve the practical constraint OPF problem with total cost objective function and provide a comparative study with other heuristic algorithms.

- **Jaya Algorithm**

Jaya is a novel population-based optimization algorithm that was introduced by Rao in 2016 [146]. It consists of only two controlling parameters, i.e., the size of the population and the maximum number of generations.

In the realm of OPF studies, the Jaya algorithm was suggested in [147] to solve the OPF problem with three different objective functions, including generation cost, active power losses, and voltage stability, which are almost always in stark contrast to one another. In addition, the impact of Distributed Generation (DG) resources was scrutinized in detail in the aforementioned study, where DG allocation was executed by a sensitivity-based approach.

- **Grey Wolf Optimizer**

Grey Wolf Optimizer (GWO) is a novel, powerful swarm-based and meta-heuristic optimization algorithm that was initially introduced by Mirjalili et al. [148], which is based on the leadership hierarchy of a category of grey wolves while they are hunting a prey [149].

A GWO was proposed in [150] to solve the single and multi-objective versions of the OPF problem in detail in which objective functions were minimizing the total generation cost in the presence of VPE, minimizing the total active and reactive power losses of the network, and finally improving the Voltage Security Index (VSI).

- **Whale Optimization Algorithm**

Like the GWO, Whale Optimization Algorithm (WOA) is a relatively new optimization algorithm based on a bubble-net hunting strategy (hunting behavior of humpback whales), which was also introduced by Mirjalili in 2015 [151].

Accordingly, WOA was introduced in [152] to solve a multi-objective OPF problem with different objective functions, including total fuel cost, active power losses, and reactive power losses, which are not in accord with one another. Therefore, the optimization problem might be kind of tricky. In this connection, the obtained optimal results were compared with those available in the literature to corroborate the ability of the proposed WOA in recognizing a much better optimal solution for the OPF problem.

- **Hybrid Algorithms**

Recently, the hybridization of EAs has been becoming popular due to their capabilities in handling optimization problems with high complexity, noisy environment, imprecision, and uncertainty. Hybrid EAs profit from the merits of different EAs and that is why they have gotten popular for solving a variety of complex optimization problems [153].

To date, various hybrid configurations with different mechanisms have been introduced to solve the different versions of the OPF and the ORPD problems. In this connection, the most conspicuous ones of which are elaborated upon hereunder. A Multi-Objective Hybrid Evolutionary Strategy (MOHES) was presented in [154] for solving a comprehensive model of the OPF problem considering total generation cost, emission, active power transmission losses, and voltage deviation. The proposed OPF formulation was organized as both single- and multi-objective optimization problems. A Hybrid TS-SA approach was proposed in [155] to solve the OPF problem in the presence of FACTS devices. From FACTS devices, TCSC and TCPS were integrated in the OPF formulation. A combination of the Improved EP (IEP) and non-linear Interior Point (IP) method was introduced in [156] to solve the ORPD problem. In addition, a hybrid DE-EP algorithm (DEEP) was proposed in [157] for solving the ORPD problem in four different power systems. A powerful hybrid optimization algorithm based on SFLA and SA algorithms was introduced in [10] for solving the non-smooth and non-convex models
of the OPF problem considering VPE, POZs, and some other practical constraints. A combination of DE and ABC algorithms, namely DE-ABC, was implemented in [158] for solving the ORPD problem, whose objective function was active power transmission losses. A hybrid evolutionary algorithm based on harmony search and ant algorithm was proposed in [159] to solve the OPF problem in a FACTS devices-equipped power system in which three different and conflicting objective functions including active power losses, index of active power flow, and voltage deviation were investigated in detail.

4. Evaluation of the Research Works from Various Standpoints

All of the reviewed aforementioned references are classified into different categories from various standpoints in this section to determine the fastest way to find a specific paper.

To begin with, Table 2 provides a classification from the optimization algorithm stance in which all of the OPF studies are categorized according to implemented solvers (i.e., optimization algorithms). From this table, it is inferable that the hybrid optimization algorithms are trending, which can be due to the following reasons: (1) they can be simply implemented to solve a variety of optimization problems, (2) they have a combination of the strong points associated with at least two separate optimization algorithms, and (3) they can significantly reduce the computational complexity of the OPF problem. However, the aforementioned advantages are highly dependent on the hybridizing approaches based on which more than one optimization algorithms are combined. As a case in point, three different algorithms were first modified via a self-adaptive mutation operator and then hybridized in a parallel fashion to solve a transmission expansion planning problem integrated with wind farms [10]. The developed hybrid algorithm in [10] resulted in zero standard deviation, meaning that the algorithm converged to the same optimal solution even after 30 independent trials, which is a stupendous achievement in the field of heuristic algorithms.

Table 2. Classification of references based on optimization algorithms.

| Optimization Algorithm | Ref.                  |
|------------------------|-----------------------|
| GA                     | [17,19–26,30]         |
| PSO                    | [1,12,21,28–33,35]    |
| HBMO                   | [36,47]               |
| ABC                    | [37–46,48]            |
| SFLA                   | [15,50–52]            |
| BAT                    | [55]                  |
| FA or FFA              | [57,58]               |
| GSA                    | [61–65]               |
| ICA                    | [67,69,70]            |
| CS or COA              | [72–74]               |
| BFA                    | [76–80]               |
| HSA                    | [82–84]               |
| ACO                    | [86]                  |
| SA                     | [88]                  |
| BHA                    | [91,92]               |
| TLBO                   | [94–100]              |
| AIS                    | [102]                 |
| DE                     | [104–106,108,109,111–116] |
| EP                     | [118–121]             |
| TS                     | [123]                 |
| GSO                    | [125,126]             |
| BBO                    | [128–130]             |
| CSSA                   | [132]                 |
| IWO                    | [134]                 |
| BSA                    | [136]                 |
| SOS                    | [138]                 |
| LCA                    | [141]                 |
| CSA                    | [143]                 |
| FPA                    | [145]                 |
| Jaya                   | [147]                 |
| GWO                    | [149,150]             |
| WOA                    | [152]                 |
| Hybrid                 | [10,11,15,19,33,35,39,60,68,110,153–159] |

Another compelling classification of references can be based on their under-studied objective functions. In this connection, in order to compare obtained results, researchers tend to look for congruous papers that have considered the same objective function. Therefore, the best shortcut
to find such resources can be a comprehensive review paper that classifies different studies based on their objective functions. To this end, all papers in the avenue of solving the OPF and ORPD problems are categorized hereunder based on their objective functions, which Table 3 tabulates this comparison. According to this table, one can infer that (1) total generation cost and power loss are the most conspicuous objective functions in the OPF studies and (2) ramp rate (RR) constraint is barely considered in the OPF problem formulation, which can be a good candidate to be considered in the OPF problem for the future works.

Table 3. Classification of references based on objective functions and practical limitations as well.

| Objective and Constraints | Ref. |
|---------------------------|------|
| Objective functions       | [1,12,13,15–17,25,28–30,33–46,50–52,57–59,61–65,67–70,72,73,76–80,82,83,86,88,91,92,94–99,104–114,118–123,125,126,128–130,132,134,136,138,141,143,145,147,150,152,154,155] |
| Emission                  | [15,21,29,33,38,43,44,45,50,61,65,69,95–97,108,109,118,125,128,130,138,141,154] |
| Losses of power           | [15,16,18,19,21,26,29,31–33,37,38,43,44,47,48,51–53,55,57,59,61,63–65,68–70,73,74,79,83,84,94,95,97–100,108,110,115,116,118–128] |
| Voltage deviation         | [18,19,21,22,28,38,41,47,51,61,73,79,83,84,97–100,102,125,128,129,141,143,145,147,150] |
| Practical constraints     | [1,11,15,18,29,33,35–38,40,42–44,46,61–63,65,68,72,82,95–97,108] |
| VPE                       | [110,113,114,123,126,130,132,134,136,138,141,145,150,154] |
| POZ                       | [1,15,17,18,23,68,91,126,132,134,136] |
| MFO                       | [1,15,35,38,40,42,61,62,68,72,91,95,98,111,113,132,134] |
| RR                        | [11,36] |

It is also worth stating that some test systems are well known for OPF and ORPD studies. Therefore, a classification based on under-studied test systems can be a valuable tool to help researchers to find their desired paper. To this end, Table 4 categorizes all test systems implemented in the realm of handling the OPF and ORPD problems.

Table 4. Classification of references based on test systems.

| Test System        | Ref. |
|--------------------|------|
| IEEE 5-bus         | [39,52,55] |
| IEEE 6-bus         | [82,105,113,118] |
| IEEE 9-bus         | [38,39,42,130] |
| IEEE 14-bus        | [26,36,58,82,104,107,116,137,158] |
| IEEE 26-bus        | [17,42,63,106] |
| IEEE 30-bus        | [1,12,15–23,26,28–31,23–48,50–53,55–57,62,68,69,72–74,76–78,80,82–84,86,88,92,95–100,102,104–106,108–111,113,114,116,118,120,121,123,125,128–130,132,134,136,138,143,145,150,152,154,155,157–159] |
| IEEE 354-bus       | [15,17,18,23,31–33,36,37,42,46–48,53,60,63,72,76,82,91,97–101,104,106,110,115,116,132,147,150,153,154,156,157] |
| IEEE 354-bus       | [15,18,23,31–33,36,37,42,46–48,53,60,63,72,76,82,91,97–101,104,106,110,115,116,132,147,150,153,154,156,157] |
| IEEE 145-bus       | [126] |
| IEEE 300-bus       | [18,42] |
| IEEE 354-bus       | [31] |
| WSCC 9-bus         | [126] |
| New England 39-bus | [26,45,79,106,112,119,126] |
| Algerian 59-bus    | [92,141] |
| Indian 62-bus      | [97] |
| 17 unit 162-bus    | [112] |
From Table 4, it is clear that among all of the tabulated test systems, there are three power networks that are appealing to many researchers, which include IEEE 30-, 57-, and 118-bus test systems. In this connection, in order to provide more clarity, the corresponding data associated with IEEE 30-, 57-, and 118-bus test systems are, respectively, provided in Appendix A, Appendix B, Appendix C. Moreover, the IEEE 30-bus test system has received a lot of attention for OPF studies compared to the other two networks, i.e., the IEEE 57- and 118-bus systems, since researchers can investigate different versions of the OPF problem on this test system, such as OPF considering multiple energy carriers, valve point effect, prohibited operating zones, etc. (see Appendix A).

Elementally, solving the optimization problems in general and miscellaneous models of OPF problems can be divided into two completely different kinds, including single- and multi-objective methodologies. In this regard, it is worth stating that there are two major, different approaches to solve the OPF problem as a Multi-Objective Optimization Problem (MOOP), including penalty and Pareto optimal methods, the merits and demerits of which are elaborated upon hereunder.

- **Penalty method**: There are some advantages to penalty methods. For example, it is very simple and effective since they do not need a Pareto ranking routine. However, there are disadvantages, as well. For instance, it may be tough to recognize suitable coefficients. This issue becomes bold when there is not enough information about the problem to be optimized, which is a crucial concern, especially in dealing with real circumstances [128,129].

- **Pareto optimal method**: There are many merits to the Pareto optimal method. For example, power system operators can readily obtain their desirable trade-offs between different objective functions by adopting weight factors. There are some drawbacks as well, such as increasing the execution time and requiring a powerful optimizer to handle the problem and find well-distributed Pareto fronts [160–165].

Accordingly, with all this taken into account, Table 5 classifies all references based on their implemented optimization methodologies in order to have a comprehensive view. From this table, one can infer that different types of multi-objective approaches in the field of OPF problems have received lower attention compared to the single-objective frameworks, which is due to the fact that a multi-objective OPF problem is oriented toward optimizing more than one objective function at the same time; hence, such problems impose more complications to the OPF problem compared to single-objective OPF problems. Moreover, it is challenging for optimization algorithms to find a suitable trade-off between different objective functions, which may not be in accord with each other.

| Optimization Methodology                  | Ref.                                      |
|-------------------------------------------|-------------------------------------------|
| Single-objective                          | [1,15–24,26,28–48,50–53,55,57–65,67–70,72– |
|                                           | 74,76–80,82–84,86,88,91,92,94–           |
|                                           | 101,104,105,116,118–123,125,126,128–130,132, |
|                                           | 134,136,138,141,143,145,147,149,150,152–159 |
| Multi-objective by penalty method          | [25,29,63,64,68,70,76,79,95,98,100,102,128– |
|                                           | 130,141,143,149]                         |
| Multi-objective by Pareto optimal method   | [15,16,21,22,43,44,47,50,51,59,61,69,83,94,96,97, |
|                                           | 99,108,109,125,150,154]                 |
| Multi-objective by SPEA                    | [18,19,118]                              |
| Multi-objective by Fuzzy techniques        | [15,37,52,59,65]                          |

Inasmuch as loads of the system increase rapidly, controlling the transmission network has been much trickier in modern-day power systems. In this regard, the application of Flexible Alternating Current Transmission Systems (FACTS) devices is one of the most appropriate and apt alternatives to prevent such aforementioned issues. Thanks to enjoying the appropriate power electronic technologies, FACTS devices have key roles in power systems. To name but a few, reducing the generation costs, reducing the power losses, improving the voltage stability, and increasing the security of the power system are the most conspicuous ones. Table 6 categorizes all affected references utilizing different forms of the FACTS devices and scrutinizing the OPF problem with and without considering FACTS components.
Table 6. Classification of references based on implementing FACTS devices.

| FACTS Device                                      | Ref.            |
|---------------------------------------------------|-----------------|
| High Voltage Direct Current (HVDC) [26]            |                 |
| Static VAR compensator (SVCs) [17,23,51,59,78,159]|                 |
| Static compensator (STATCOM) [80,109]             |                 |
| Thyristor-controlled series compensator (TCSC) [1,51,52,65,78,114,138,155,159] |                 |
| Thyristor-controlled phase shifter transformer (TCPST) [24,65,114,138,155,159] |                 |
| Thyristor-controlled voltage regulator (TCVR) [159] |                 |
| Unified power flow controller (UPFC) [15,52,55,58,79,104,143] |                 |
| Interline power flow controller (IPFC) [143]       |                 |
| Generalized unified power flow controller (GUPFC) [143] |                 |

Utilizing different types of FACTS devices can be considered a double-edged sword, and their merits and demerits are inextricably interconnected. For instance, power system operators need to determine the optimal location of FACTS components in order to improve the controllability of the power grid; however, as long as they are optimally allocated, they have a drastic impact on the operation of power systems, e.g., reducing the power loss and improving the voltage profile, to name but two, by providing rapid responses. On the flip side, FACTSs are expensive, which makes them unreasonable to be utilized for the sole purpose of power system stability enhancement. Thus, it is crucial to find a trade-off between the aforementioned aspects of the FACTS components.

Last but certainly not least, hastening the power industry reregulation juxtaposed with the unrivaled implementation of uncertain renewable resources as well as smart grid utilization faces power system operation with severe uncertainties. Therefore, harnessing the uncertainties in power system optimization problems integrated with renewable resources is an obligation [166,167].

Renewable energy resources have been employed in different parts of power systems [168–170]. However, classifying OPF and ORPD problems from the renewable energy implementation point of view is less studied. To this end, OPF and ORPD studies integrated with renewable energy resources are classified in Table 7. It should be noted that photovoltaic (PV) and wind resources have been the most utilized resources in this regard; therefore, the proposed classification has been established based on these resources [171–177]. Nevertheless, the biggest challenge for integrating PV modules and wind turbines into the power grids is their intermittent nature; therefore, the generated power from these resources are uncertain, meaning that in some time intervals, the output power might be more than or less than the scheduled power, which may lead to over/underestimation of the available level of electrical energy in the system. As a result, the power system operator should be ready to address the aforementioned challenges upon occurrence. In this connection, providing the way to migrate from deterministic to stochastic approaches, probabilistic analysis is gaining more attention in providing robust optimal solutions [91]. One common method to approach the problem is scenario-based stochastic programming handling the uncertainties associated with different power sources and system’s demand in the OPF problem. Hence, the uncertain optimization problem is turned into an equivalent number of deterministic problems by providing various scenarios via roulette wheel mechanism, for instance. It is, therefore, inferable that the higher the number of scenarios, the higher the accuracy; however, a large number of scenarios may result in computational inefficiency. Hence, it is essential to reduce the number of scenarios by removing the less important ones through scenario reduction methods [178].

Table 7. Classification of references based on the renewable energy resources used in them.

| Renewable Energy Resources | Ref.                                      |
|----------------------------|-------------------------------------------|
| Wind power                 | [33,34,39,40,80,91,119,171–175]            |
| Photovoltaic               | [91,171,175,176,177]                      |

Recently, power system restructuring accompanied by introducing a new generation of renewable energy sources into the power industry have transformed the traditional, passive distribution networks into real-time, active systems, which can be a target of different kinds of cyberattacks, above all false data injection (FDI) attacks [12]. For example, in [12], the OPF problem was approached by a
hacker to generate a model of FDI cyberattack leading to (1) system congestions and (2) higher value of voltage profile. Interested readers are directed to [179–181] for more information (i.e., frameworks and formulations) about cyberattacks targeting smart transmission and distribution systems. Finally, Table 8 presents a comprehensive review of the most recent advancement in the field of cybersecurity, i.e., false data injection (FDI) attack model and remedial action scheme (RAS) to mitigate the negative impacts of cyberattacks in modern power systems.

Table 8. Overview of the recent publications in the field of cybersecurity.

| Ref. | Framework | Objective |
|------|-----------|-----------|
| [182] | ✔ | Coordination between load redistribution (LR) attack and current-carrying elements (i.e., lines and generators) to show the potential damaging impacts of the coordinated attacks on IEEE 14-bus test system |
| [183,184] | ✔ | Injecting arbitrary errors into certain state variables by FDIs against state estimation, which bypass the bad data detection |
| [185] | ✔ | Formulizing the economic impacts of FDIs on IEEE 14-bus test system in real-time market operation |
| [186] | ✔ | Targeting a single day of the (1) Australian electricity market trading mechanism and (2) IEEE 118-bus test system using an extended FDI cyberattack |
| [187] | ✔ | Changing the price of electricity in a desirable direction as well as defending the system to react to FDIs on PJM 5-bus test system |
| [188] | ✔ | Making cascade outages as well as imposing large damages into the 118-bus test system |
| [189] | ✔ | Injecting false data into the process of security-constrained economic dispatch (as a trilevel model) on IEEE 14-bus test system |
| [190] | ✔ | Targeting multiple tie-lines at the same time in economic dispatch problem (as a bilevel FDI and a mixed-integer linear programming problem) on IEEE 118-bus test system |
| [191] | ✔ | • Manipulating the state variables based on only the data associated with the susceptance of tie-lines • Presenting suitable countermeasures to keep all buses hidden to the attackers on IEEE 9-, 14, 30, and 118-bus test systems |
| [192] | ✔ | Reacting (in the form of real-time smart distribution network reconfiguration) to the detected FDIs over retailers in the electricity market (distributed generation retailers as well as electric vehicle and demand response retailers) on the 136-bus distribution system |
| [193] | ✔ | Recovering the manipulated data on IEEE 30- and 118-bus test systems using a defense mechanism based on a statistical physical model and a generative adversarial network-based cyber model simultaneously |
| [194] | ✔ | Responding to the FDIs expeditiously by re-dispatching the generation units on IEEE 24- and 118-bus test systems using OPF aiming at optimizing the system security |
| [195] | ✔ | Proposing a cyber-secured unit commitment problem that is reliable against LR attacks on IEEE 118-bus tests system |
Table 8. Cont.

| Ref. | Framework | Objective |
|------|-----------|-----------|
| [196] | FDI | Improving the transient stability of WECC 179-bus system broken into several islands as a result of FDIs and supporting the islands provide their services independently |
| [197] | FDI | Scrutinizing the vulnerability of the IEEE 14-bus test system via fault chain theory as well as proposing a new vulnerability index as a RAS to diminish the vulnerability and reinforce the system against future attacks |
| [198] | FDI | Detecting the coordinated FDI attacks as well as performing the best RAS in a timely manner on IEEE 39-bus test system via a multi-agent-based system protection and emergency control mechanism |
| [199] | FDI | Presenting a bilevel FDI framework leading to severe undervoltage in a distribution system modified by PV modules |
| [200] | FDI | Developing a hardware-in-the-loop (HIL) testbed to scrutinize the impacts of cyber attacks targeting lab-scale microgrids |
| [201] | FDI | Introducing a three-level framework: (1) planning phase, where strategic location/number of TCSCs were determined, (2) operation phase, where the enhanced system in the previous phase was the target of different scenarios of FDI attacks leading to tie-line congestions, and (3) reaction phase, where power system operator took advantage of the pre-installed TCSCs to rapidly alleviate the congestions caused by FDIs |

Contrary to most studies, this paper provides a comparison between different methods in optimizing the cost, one of the most important objective functions in the OPF studies, which is from an economic standpoint. As an illustration, a comparison between different EAs for solving the OPF problem in the most popular and conventional test systems, i.e., IEEE 30-, 57-, and 118-bus test systems, are depicted in Figures 9–11, respectively. This is due to the fact that these three test systems have been under the spotlight of researchers for many years and a great deal of attention has been paid to these systems to solve the different versions of the OPF and ORPD problems—Table 4 approves this fact. It should be noted that the reported costs in Figures 9–11 are associated with minimizing objective function (6) considering (7)–(12) as decision variables. Moreover, in the provided comparisons in Figures 9–11, (49)–(53) are considered as equality constraints (i.e., the power balance constraints) and (54)–(61) are considered as inequality constraints. It is noted that constraints (49)–(53) and also (54)–(61) are the basic constraints in any OPF problem.

Referring to Figures 9–11, it is obvious that the IEEE 30-bus test system is more popular than the other IEEE systems in the field of OPF studies. In addition, the IEEE 30-bus test system is usually considered by researchers to examine the performance of their proposed algorithms in solving different versions of the OPF problem (e.g., OPF considering VPE, POZs, MFO, etc.). Moreover, from Figure 9, one can perceive that the hybrid and enhanced version of the optimization algorithms (e.g., [1,15,19,68]) could converge to a better optimal solution compared to the original algorithms (e.g., [86,120]). Interested readers are directed to Table 2 for more information about the type of optimizers presented in each reference. Therefore, it is vital to improve the performance of such algorithms when it comes to power system operation since power system operators need to be decisive in decision-making; that is to say, power system operators should be able to expeditiously solve the OPF problem and update the schedule of power dispatch while satisfying the constraints, especially power balance. Furthermore, the performance of the same optimization algorithm might be different when it is applied to different optimization problems with qualitative discrepancies. For example, in the field of OPF studies, the objective function (15) is more complicated than the objective function presented in (6); hence, the search space of the optimization problem associated with (15) has much more local optima compared to the search space of (6). From the practical point of view, local optima are low-quality optimal solutions and should be avoided by improving the searching capability of the optimization algorithms (e.g., by implementing fuzzy systems [1], mutation operators [10], and hybrid structures [163,164]).
Figure 9. Comparison of cost obtained by different algorithms for IEEE 30-bus test system based on objective function (6).
Figure 10. Comparison of cost obtained by different algorithms for IEEE 57-bus test system based on objective function (6).

(a) 54-generator

(b) 19-generator

Figure 11. Comparison of cost obtained by different algorithms for IEEE 118-bus test system based on objective function (6):
(a) 54-unit test system, (b) 19-unit test system.

5. Conclusions

In the literature, the optimal power flow (OPF) problem has been solved using different optimization methods ranging from mathematical to meta-heuristic algorithms. In this connection, heuristic algorithms have numerous merits in solving complicated optimization problems to such an extent that a copious number of these algorithms have been introduced and implemented to solve a variety of OPF problems. In this regard, selection and application of the best algorithm among all presented for a typical problem have been a challenge in the realm of OPF studies because the one that is labeled as a paragon must show a cogent performance in both celerity and preciseness directions. To this end, a comparative analysis is quite a useful and essential reference to find the best algorithm thus far. In this paper, we have tried our best to cover the most popular optimization algorithms utilized in OPF studies, which have been profoundly reviewed and scrutinized from many various standpoints. Accordingly, a broad classification juxtaposed with detailed comparison has been proposed from different aspects, including, as an illustration, optimization algorithms, case studies, objective functions, and constraints, to name but a few. Finally, the presented review article could definitely help researchers be on the right track of understanding new concepts and employing new materials that they might need in dealing with the OPF problem.
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**Nomenclature**

**Symbols and indexes**

- $i, j$: Controlled buses (PV buses)
- $k$: Load buses (PQ buses)
- $l$: Transmission lines
- $m$: Transformers
- $n$: Capacitors
- $t$: Time slot
- $z$: Prohibited operating zones

**Constants**

- $N_B$: Number of the buses
- $N_c$: Number of the compensation capacitor
- $N_G$: Total number of generators
- $N_L$: Number of transmission lines
- $N_{PQ}$: Number of PQ buses
- $N_T$: Number of transformer’s tap
- $p_{max}^i$: Maximum active power value of $i^{th}$ generator
- $p_{min}^i$: Minimum active power value of $i^{th}$ generator
- $p_{max}^{ij}$: Maximum power flows through the branch
- $Q_{max}^i$: Maximum reactive power value of $i^{th}$ bus
- $Q_{min}^i$: Minimum reactive power value of $i^{th}$ bus
- $V_{max}^i$: Maximum valid voltage for bus $i$
- $V_{min}^i$: Minimum valid voltage for bus $i$
- $V_{ref}^k$: Voltage magnitude at the $k^{th}$ load bus, which is usually set to 1.00 p.u.
- $T$: Total number of intervals
- $Z$: Number of prohibited operating zones

**Variables and Parameters**

- $a_i, b_i, c_i, d_i, e_i$: Cost coefficients of the $i^{th}$ generators
- $C_{MFO}(X)$: Cost function considering multi-fuel operation in ($$/h)
- $C_Q(X)$: Quadratic cost function in ($$/h)
- $C_{VAR}$: Cost of compensator resources
- $C_{Fuel}$: Cost of compensator resources and generation cost
- $C_{Loss}$: Cost of compensator resources and the cost of active power losses
- $C_{VAR}(X)$: Cost function considering valve-point effect in ($$/h)
- $DR_i$: Ramp down bound of $i^{th}$ generator in (MW/h)
- $E_L(X)$: Linear model for emission function in (ton/h)
- $E_{NL}(X)$: Non-linear model for emission function in (ton/h)
- $F_{\text{Loss}}$: Real power transmission losses in MW
- $G_i$: Conductance of the $i^{th}$ transmission line
- $L_i$: The index to measure the static voltage stability margin
- $n$: Dimension of problem
- $P_{gi}$: Output active power of $i^{th}$ generator
- $P_{gi}^t$: Output active power of $i^{th}$ unit at $t^{th}$ time interval
- $P_{gi}^{(t-1)}$: Output power of $i^{th}$ unit at time $(t-1)$ in (MW)
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\( P_{Gi}^L \)  
Lower bound of \( z^{th} \) prohibited zone of \( i^{th} \) generator

\( P_{Gi}^U \)  
Upper bound of \( z^{th} \) prohibited zone of \( i^{th} \) generator

\( P_{ij} \)  
Transferred power between bus \( i \) and bus \( j \) at \( t^{th} \) time interval

\( P_{Loss} \)  
Active power transmission losses in (MW)

\( Q_{cn} \)  
Reactive power of \( n^{th} \) capacitor bank

\( Q_{cn}^t \)  
Reactive power of \( n^{th} \) capacitor bank at \( t^{th} \) time interval

\( SM \)  
Stability margin

\( TAP_m \)  
Tap ratio of the \( m^{th} \) transformer

\( TAP_m^t \)  
Tap ratio of \( m^{th} \) transformer at \( t^{th} \) interval, which is a discrete control variable

\( UR_i \)  
Up ramp-rate limits of \( i^{th} \) unit in (MW/h)

\( V_{Gi} \)  
Voltage magnitude of the \( i^{th} \) generator

\( V_{Gi}^t \)  
Voltage magnitude of \( i^{th} \) generator at \( t^{th} \) interval

\( V_j \)  
Voltage magnitude of the \( j^{th} \) bus

\( VDI \)  
Total voltage deviation of the test system in p.u.

\( VSJ \)  
Voltage stability index

\( Y \)  
Y-bus matrix

\( a_{ij}, \beta_{ij}, \gamma_{ij}, \xi_{ij} \) and \( \lambda_{ij} \)  
Non-linear emission coefficients of the \( i^{th} \) generator

\( \sigma_{ij} \)  
Linear emission coefficients of the \( i^{th} \) generator

\( \theta_i \) and \( \theta_j \)  
Bus voltage angle at the two end of \( l^{th} \) transmission line (between buses \( i \) and \( j \))

\( \theta_i^t \) and \( \theta_j^t \)  
Voltage angle of buses \( i \) and \( j \) at \( t^{th} \) interval

**Acronyms**

**Related to problem formulation**

CHP  
Combined heat and power

DFIG  
Doubly fed induction generator

DG  
Distributed generation

DOPF  
Dynamic optimal power flow

DSCOPF  
Dynamic security-constrained optimal power flow

FACTS  
Flexible alternating current transmission system devices

GUPFC  
Generalized unified power flow controller

HVDC  
High voltage direct current

HVAC  
High voltage alternating current

IPFC  
Interline power flow controller

MFO  
Multi-fuel operation

MOOPF  
Multi-objective optimal power flow

MOORPD  
Multi-objective optimal reactive power dispatch

OPF  
Optimal power flow

ORPD  
Optimal reactive power dispatch

ORPF  
Optimal reactive power flow

PEV or EV  
Plugged-in electric vehicle or electric vehicle

POZ  
Prohibited operating zone

PV  
Photovoltaic

RR  
Ramp rate

SCOPF  
Security constraints optimal power flow

STSCOPF  
Security and transient stability optimal power flow

SVC  
Static VAR compensator

TCPS  
Thyristor controlled phase shifter

TCPST  
Thyristor controlled phase-shifting transformer

TSCC  
Thyristor controlled series capacitor

TSCOPF  
Transient stability optimal power flow

UPFC  
Unified power flow controller

VD  
Voltage deviation
| Acronym   | Description                                                      |
|----------|------------------------------------------------------------------|
| VDI      | Voltage deviation index                                          |
| VPE      | Valve-point effect                                               |
| VR       | Voltage regulator                                                |
| VSI      | Voltage stability index                                          |
| VSL      | Voltage stability limit                                          |
| WPP      | Wind power plant                                                 |

**Related to optimization algorithms**

| Acronym | Description                                                      |
|---------|------------------------------------------------------------------|
| EAs     | Evolutionary Algorithms                                          |
| EEA     | Efficient Evolutionary Algorithms                                |
| GA      | Genetic Algorithm                                                |
| EGA     | Enhanced Genetic Algorithm                                       |
| EPGA    | Efficient Parallel Genetic Algorithm                              |
| PSO     | Particle Swarm Optimization                                      |
| NSGA-II | Non-Dominated Sorting Genetic Algorithm-II                       |
| ALC-PSP | Aging Leader And Challengers Particle Swarm Optimization         |
| EPSO    | Evolutionary Particle Swarm Optimization                          |
| EADPSO  | Evolving Ant Direction Particle Swarm Optimization               |
| HBMO    | Honey Bee Mating Optimization                                    |
| MABC    | Modified Artificial Bee Colony                                    |
| GABC    | Gbest Guided Artificial Bee Colony                                |
| TLBO    | Teaching–Learning-Based Optimization                             |
| EABC    | Enhanced Version of Artificial Bee Colony                        |
| M^2OBA  | Multi-Hive Multi-Objective Bee Algorithm                          |
| HMOABC  | Hybrid Multi-Objective Artificial Bee Colony                      |
| CABC    | Chaotic Artificial Bee Colony                                     |
| QCABC   | Quantum-Theory and the Chaotic-Local Search Strategy of Artificial Bee Colony |
| CPVEIHMO| Chaotic Parallel Vector Evaluated Interactive Honey Bee Mating Optimization |
| SFIA    | Shuffled Frog Leaping Algorithm                                  |
| MSFLA   | Modified Shuffled Frog Leaping Algorithm                          |
| NM      | Nelder–Mead Method                                               |
| FA      | Firefly Algorithm (usually known as FFA)                         |
| EFA     | Enhanced Firefly Algorithm                                       |
| FA-PS   | Hybrid Firefly Algorithm and Pattern Search                      |
| HFA     | Hybrid Firefly Algorithm                                          |
| GSA     | Gravitational Search Algorithm                                   |
| NSMOOGSA| Non-Dominated Sorting Multi-Objective Opposition-Based Gravitational Search Algorithm |
| OGSA    | Opposition-Based Gravitational Search Algorithm                  |
| ICA     | Imperialist Competitive Algorithm                                |
| ANN     | Artificial Neural Network                                        |
| TLA     | Teaching–Learning Algorithm                                      |
| MOMICA  | Multi-Objective Modified Imperialist Competitive Algorithm        |
| MICA    | Modified Imperialist Competitive Algorithm                       |
| CSA     | Cuckoo Search Algorithm (usually known as CS Or COA)             |
| ICS     | Improved Cuckoo Search                                           |
| BFA     | Bacteria Foraging Algorithm                                      |
| DBFA    | Dynamic Bacteria Foraging Algorithm                              |
| EBFA    | Enhanced Bacteria Foraging Algorithm                             |
| MBFA    | Modified Bacteria Foraging Algorithm                             |
| HSA     | Harmony Search Algorithm (usually known as HS)                   |
| Abbreviation | Description                                           |
|--------------|-------------------------------------------------------|
| IHS          | Improved Harmony Search                               |
| MOHS         | Multi-Objective Harmony Search                        |
| ACO          | Ant Colony Optimization                               |
| SA           | Simulated Annealing                                   |
| BHA          | Black Hole Algorithm                                  |
| BH           | Black Hole                                            |
| EBBHA        | Enhanced Binary Black Hole Algorithm                  |
| BHBO         | Black Hole-Based Optimization                         |
| MTLBO        | Modified Teaching–Learning-Based Optimization         |
| QOBL         | Quasi-Oppositional-Based Learning                     |
| MOTLBO       | Multi-Objective Teaching–Learning-Based Optimization  |
| AI           | Artificial Intelligence                               |
| AIS          | Artificial Immune Systems (usually known as IS)       |
| CGbAIS       | Cluster-and-Gradient-Based Artificial Immune Systems  |
| MOAIA        | Multi-Objective Adaptive Immune Algorithm              |
| DE           | Differential Evolution                                |
| SADE         | Self-Adaptive Differential Evolution                  |
| MADE         | Multi-Agent-Based Differential Evolution               |
| MAS          | Multi-Agent Systems                                   |
| RDEA         | Robust Differential Evolution Algorithm                |
| MODE         | Multi-Objective Differential Evolution                 |
| SQP-DE       | Hybrid Sequential Quadratic Programming and Differential Evolution |
| MDE-OPF      | Modified Differential Evolution Algorithm for OPF Problem |
| CCDE         | Cooperative Co-Evolutionary Differential Evolution     |
| EP           | Evolutionary Programming                              |
| SAEP         | Self-Adaptive Evolutionary Programming                |
| TS           | Tabu Search                                           |
| TL           | Tabu List                                             |
| GSO          | Group Search Optimization                             |
| AGSO         | Adaptive Group Search Optimization                    |
| IGSO         | Improved Group Search Optimization                    |
| BBO          | Biogeography-Based Optimization                       |
| ARCCBBO      | Adaptive Real Coded Biogeography-Based Optimization   |
| CSSA         | Charged System Search Algorithm                       |
| ECSSA        | Enhanced Charged System Search Algorithm              |
| IWO          | Invasive Weed Optimization                            |
| CIWO         | Chaotic Invasive Weed Optimization                    |
| BSA          | Backtracking Search Algorithm                         |
| SOS          | Symbiotic Organisms Search                            |
| LCA          | League Championship Algorithm (usually known as LC)   |
| CSA          | Clonal Selection Algorithm                            |
| ACSA         | Adaptive Clonal Selection Algorithm                   |
| MOACSA       | Multi-Objective Adaptive Clonal Selection Algorithm   |
| FPA          | Flower Pollination Algorithm                          |
| MFPA         | Modified Flower Pollination Algorithm                 |
| GWO          | Grey Wolf Optimizer                                   |
| WOA          | Whale Optimization Algorithm                          |
| MOHES        | Multi-Objective Hybrid Evolutionary Strategy          |
| HTS-Sa        | Hybrid Tabu Search and Simulated Annealing            |
| IEP          | Improved Evolutionary Programming                     |
| IP           | Interior Point                                        |
| DEEP         | Hybrid Differential Evolution and Evolutionary Programming |
| HSFLA-SA     | Hybrid Shuffled Frog Leaping Algorithm and Simulated Annealing |
| HSFLA-MPSO   | Hybrid Shuffled Frog Leaping Algorithm and Modified Particle Swarm Optimization |
| DE-ABC       | Hybrid Differential Evolution and Artificial Bee Colony |
Appendix A  Data for Test System 1 (IEEE 30-bus Test System)

The single-line diagram of the IEEE 30-bus test system is portrayed in Figure A1, and its essential data are utterly tabulated in Tables A1–A5.

Figure A1. Single-line diagram of the IEEE 30-bus test system.

Table A1. System data of units with single-fuel coefficients considering valve-point effect and emission coefficients.

| Unit | \(a_i\) | \(b_i\) | \(c_i\) | \(d_i\) | \(e_i\) | \(f_i\) | \(g_i\) | \(h_i\) | \(i_i\) | \(j_i\) | \(k_i\) | \(l_i\) | \(m_i\) | \(n_i\) |
|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| G_1  | 0.00375| 2.00   | 0.0    | 18.0   | 0.037  | 0.04091| -0.0005554| 0.000006490| 0.000200 | 0.02857 | 50    | 250   |
| G_2  | 0.01750| 1.75   | 0.0    | 16.0   | 0.038  | 0.02543| -0.0006047| 0.000005638| 0.000500 | 0.03333 | 20    | 80    |
| G_5  | 0.06250| 1.00   | 0.0    | 14.0   | 0.040  | 0.04258| -0.0005094| 0.000004586| 0.000001 | 0.08000 | 15    | 50    |
| G_8  | 0.00830| 3.25   | 0.0    | 12.0   | 0.045  | 0.05326| -0.0003550| 0.000003380| 0.000200 | 0.02000 | 10    | 35    |
| G_11 | 0.02500| 3.00   | 0.0    | 13.0   | 0.042  | 0.04258| -0.0005094| 0.000004586| 0.000001 | 0.08000 | 10    | 30    |
| G_13 | 0.02500| 3.00   | 0.0    | 13.5   | 0.041  | 0.06131| -0.0005555| 0.000005151| 0.000010 | 0.06667 | 12    | 40    |

Table A2. Multi-fuel quadratic cost coefficients and output power boundary of units.

| Unit Number | \(a_i\) | \(b_i\) | \(c_i\) | \(P_{\text{min}}\) (MW) | \(P_{\text{max}}\) (MW) |
|-------------|--------|--------|--------|------------------------|------------------------|
| G_1         | 0.0050 | 0.70   | 55.0   | 50                      | 140                    |
|             | 0.0075 | 1.05   | 82.5   | 140                     | 200                    |
| G_2         | 0.0100 | 0.30   | 40.0   | 20                      | 55                     |
|             | 0.0200 | 0.60   | 80.0   | 55                      | 80                     |
Table A3. Prohibited operating zones of units.

| Units | Zone 1   | Zone 2   |
|-------|----------|----------|
| G₁    | [55–66]  | [80–120] |
| G₂    | [21–24]  | [45–55]  |
| G₅    | [30–36]  |          |
| G₈    | [25–30]  |          |
| G₁₁   | [25–28]  |          |
| G₁₃   | [24–30]  |          |

Table A4. Branches data.

| From Bus | To Bus | R (p.u.) | X (p.u.) |
|----------|--------|----------|----------|
| 1        | 2      | 0.02     | 0.06     |
| 1        | 3      | 0.05     | 0.19     |
| 2        | 4      | 0.06     | 0.17     |
| 3        | 4      | 0.01     | 0.04     |
| 2        | 5      | 0.05     | 0.20     |
| 2        | 6      | 0.06     | 0.18     |
| 4        | 6      | 0.01     | 0.04     |
| 5        | 7      | 0.05     | 0.12     |
| 6        | 7      | 0.03     | 0.08     |
| 6        | 8      | 0.01     | 0.04     |
| 6        | 9      | 0.00     | 0.21     |
| 6        | 10     | 0.00     | 0.56     |
| 9        | 11     | 0.00     | 0.21     |
| 9        | 10     | 0.00     | 0.11     |
| 4        | 12     | 0.00     | 0.26     |
| 12       | 13     | 0.00     | 0.14     |
| 12       | 14     | 0.12     | 0.26     |
| 12       | 15     | 0.07     | 0.13     |
| 12       | 16     | 0.09     | 0.20     |
| 14       | 15     | 0.22     | 0.20     |
| 16       | 17     | 0.08     | 0.19     |
| 15       | 18     | 0.11     | 0.22     |
| 18       | 19     | 0.06     | 0.13     |
| 19       | 20     | 0.03     | 0.07     |
| 10       | 20     | 0.09     | 0.21     |
| 10       | 17     | 0.03     | 0.08     |
| 10       | 21     | 0.03     | 0.07     |
| 10       | 22     | 0.07     | 0.15     |
| 21       | 22     | 0.01     | 0.02     |
| 15       | 23     | 0.10     | 0.20     |
| 22       | 24     | 0.12     | 0.18     |
| 23       | 24     | 0.13     | 0.27     |
| 24       | 25     | 0.19     | 0.33     |
| 25       | 26     | 0.25     | 0.28     |
| 25       | 27     | 0.11     | 0.21     |
| 28       | 27     | 0.00     | 0.40     |
| 27       | 29     | 0.22     | 0.42     |
| 27       | 30     | 0.32     | 0.60     |
| 29       | 30     | 0.24     | 0.45     |
| 8        | 28     | 0.06     | 0.20     |
| 6        | 28     | 0.02     | 0.06     |
Table A5. Loads data.

| Bus Number | Active Power (MW) | Reactive Power (MVAr) |
|------------|------------------|-----------------------|
| 2          | 21.7             | 12.7                  |
| 3          | 2.40             | 1.20                  |
| 4          | 7.60             | 1.60                  |
| 5          | 94.2             | 0.00                  |
| 6          | 0.00             | 0.00                  |
| 7          | 22.8             | 10.9                  |
| 8          | 30.0             | 30.0                  |
| 9          | 0.00             | 0.00                  |
| 10         | 5.80             | 2.00                  |
| 11         | 0.00             | 0.00                  |
| 12         | 11.2             | 7.50                  |
| 13         | 0.00             | 0.00                  |
| 14         | 6.20             | 1.60                  |
| 15         | 8.20             | 2.50                  |
| 16         | 3.50             | 1.80                  |
| 17         | 9.00             | 5.80                  |
| 18         | 3.20             | 0.90                  |
| 19         | 9.50             | 3.40                  |
| 20         | 2.20             | 0.70                  |
| 21         | 17.5             | 11.2                  |
| 22         | 0.00             | 0.00                  |
| 23         | 3.20             | 1.60                  |
| 24         | 8.70             | 6.70                  |
| 25         | 0.00             | 0.00                  |
| 26         | 3.50             | 2.30                  |
| 27         | 0.00             | 0.00                  |
| 28         | 0.00             | 0.00                  |
| 29         | 2.40             | 0.90                  |
| 30         | 10.6             | 1.90                  |

Appendix B Data for Test System 2 (IEEE 57-bus Test System)

The single-line diagram of the IEEE 57-bus test system is portrayed in Figure A2, and its essential data regarding generators are tabulated in Table A6.

Table A6. System data of units with single-fuel coefficients considering valve-point effect and emission coefficients.

| Unit | $a_i$ | $b_i$ | $c_i$ | $d_i$ | $e_i$ | $f_i$ | $g_i$ | $h_i$ | $i_i$ | $j_i$ | $k_i$ | $l_i$ | $P_{\text{min}}$ (MW) | $P_{\text{max}}$ (MW) |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------------------|----------------------|
| G1   | 0.00375 | 2.00  | 0.0   | 18.00 | 0.037 | 0.04091 | −0.05554 | 0.06490 | 0.0002 | 0.286 | 0      | 575.88 |
| G2   | 0.0175  | 1.75  | 0.0   | 16.00 | 0.038 | 0.02543 | −0.06047 | 0.05638 | 0.0005 | 0.333 | 0      | 100    |
| G3   | 0.025   | 3.00  | 0.0   | 13.50 | 0.041 | 0.06131 | −0.05555 | 0.05151 | 0.0001 | 0.667 | 0      | 140    |
| G6   | 0.00375 | 2.00  | 0.0   | 18.00 | 0.037 | 0.03491 | −0.05754 | 0.06390 | 0.0003 | 0.266 | 0      | 100    |
| G8   | 0.0625  | 1.00  | 0.0   | 14.00 | 0.040 | 0.04258 | −0.05094 | 0.04586 | 0.0001 | 0.800 | 0      | 550    |
| G9   | 0.0195  | 1.75  | 0.0   | 15.00 | 0.039 | 0.02754 | −0.05847 | 0.05238 | 0.0004 | 0.288 | 0      | 100    |
| G12  | 0.00834 | 3.25  | 0.0   | 12.00 | 0.045 | 0.05326 | −0.03555 | 0.03380 | 0.0002 | 0.200 | 0      | 410    |
Figure A2. Single-line diagram of the IEEE 57-bus test system.

Appendix C Data for Test System 3 (IEEE 118-bus Test System)

The single-line diagram of the IEEE 118-bus test system is portrayed in Figure A3, and its essential data regarding emission coefficients of generators are tabulated in Table A7.
Figure A3. Single-line diagram of the IEEE 118-bus test system.

Table A7. Emission coefficients of units for linear model of emission function.

| Unit Number | $\sigma_i$ | Unit Number | $\sigma_i$ |
|-------------|------------|-------------|------------|
| G4          | 0.0000     | G66         | 0.2000     |
| G6          | 0.0000     | G69         | 0.2000     |
| G8          | 0.0000     | G70         | 0.2000     |
| G10         | 0.0000     | G72         | 0.2000     |
| G12         | 0.0000     | G73         | 0.1500     |
| G15         | 0.0000     | G74         | 0.1500     |
| G18         | 0.0000     | G76         | 0.1500     |
| G19         | 0.3500     | G77         | 0.1500     |
| G24         | 0.3500     | G80         | 0.1500     |
| G25         | 0.3500     | G82         | 0.0000     |
| G26         | 0.3500     | G85         | 0.0000     |
| G27         | 0.0000     | G87         | 0.0000     |
| G31         | 0.0000     | G89         | 0.0000     |
| G32         | 0.0000     | G90         | 0.0000     |
| G34         | 0.3000     | G91         | 0.0000     |
| G36         | 0.3000     | G92         | 0.0000     |
| G40         | 0.3000     | G99         | 0.0000     |
| G42         | 0.3000     | G100        | 0.0000     |
| G46         | 0.0000     | G103        | 0.0000     |
| G49         | 0.0000     | G104        | 0.0000     |
| G54         | 0.2500     | G105        | 0.0000     |
| G55         | 0.2500     | G106        | 0.0000     |
| G56         | 0.2500     | G110        | 0.0000     |
| G59         | 0.2500     | G111        | 0.0000     |
| G61         | 0.0000     | G112        | 0.0000     |
| G62         | 0.0000     | G113        | 0.0000     |
| G65         | 0.0000     | G116        | 0.0000     |
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