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Highlights
Nucleus position biases the cell fate decision by controlling the transcription factors

Apical nuclei prefer symmetric division and basal nuclei favor asymmetric division

Noise in the nucleus position leads to more differentiated cells
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SUMMARY
We study a population-based cellular model that starts from a single stem cell that divides stochastically to give rise to either daughter stem cells or differentiated daughter cells. There are three main components in the model: nucleus position, the underlying gene-regulatory network, and stochastic segregation of transcription factors in the daughter cells. The proportion of self-renewal and differentiated cell lines as a function of the nucleus position which in turn decides the plane of cleavage is studied. Both nuclear position and noise play an important role in determining the stem cell genealogies. We have observed both long and short genealogies in model simulation, and these compare well with experimental results from neuroblast and B-cell division. Symmetric divisions are observed in apical nuclei, while asymmetric division occurs when the nucleus is toward the base. In this model, the number of clones decreases over time, although the average clone size increases.

INTRODUCTION
A fundamental question in developmental biology concerns the manner in which genetically similar cells give rise to distinct fates during development, and the balance between self-renewal and differentiation, which in turn maintains homeostasis. One prominent mechanism for maintaining long-term homeostasis is through asymmetric cell division that results in one stem and one differentiated daughter cell at each division (Venkei and Yamashita, 2018; Zakrzewski et al., 2019). The alternative is either uncontrolled growth with possible tumorigenesis or tissue degeneration (Morrison and Kimble, 2006; Chen et al., 2016; Berika et al., 2014). Symmetric cell division, on the other hand, leads to two daughter cells that have the same fate, both stem or both differentiated (Lee et al., 2006; Albertson and Doe, 2003; Caussinus and Gonzalez, 2005). Two distinct regulatory pathways appear to play a role in deciding whether daughter cells are self-renewing or differentiated (Horvitz and Herskowitz, 1992; Broadus and Doe, 1997; Inaba and Yamashita, 2012). Specific proteins in the intrinsic mechanism determine cell fate by segregating unevenly in daughter cells; this process is stochastic (Doe and Bowerman, 2001; Yu et al., 2006; Venkei and Yamashita, 2018). Alternately, external factors can decide cell fate by delivering short-range molecules (proteins) (Losick et al., 2011) that communicate between cells by activating or blocking specific transcriptional networks that decide cell fate (Venkei and Yamashita, 2018; Morrison and Spradling, 2008; Losick et al., 2011). Through the so-called intrinsic mechanism (Neumüller and Knoblich, 2009), daughter cells appear to be different in shape, size, and concentration of transcription factors while in the niche mechanism (Morrison and Spradling, 2008; Losick et al., 2011) daughter cells have the same shape, size, and transcription factors. Cell division is an extremely well-studied and complex process that consists of several steps (Betschinger and Knoblich, 2004; Li, 2013). A polarity axis is set up due to the localization of specific types of proteins along the apical-basal axis of cell (El-Hashash and Warburton, 2011; Doe and Bowerman, 2001; Knoblich, 2001; Yu et al., 2006; Yuan et al., 2012; Götz and Huttner, 2005). This axis controls the interactions between microtubules and the cortex, resulting in differential torques on the mitotic spindles and this leads to different shapes and orientation of the spindles (El-Hashash and Warburton, 2011; Gönçzy, 2002; Grill et al., 2001; Neumüller and Knoblich, 2009; Abrash and Bergmann, 2009). Transcription factors segregate differentially in different parts of the parent cell, and this results in different concentrations of proteins in daughter cells (El-Hashash and Warburton, 2011; Kaltschmidt et al., 2000; Konno et al., 2008; Delaunay et al., 2014, 2015; Haydar et al., 2003).

Cell fate is controlled, in general, by a combination of gene expression and intrinsic or extrinsic noise. In considering the dynamics of the process, a useful and early suggestion made by Waddington...
Viewed as a dynamical system, the gene-regulatory network (GRN) can have examples being genetic switches (Gardner et al., 2000; Zhou and Huang, 2011; Huang et al., 2007; Perez-Carrasco et al., 2016, 2018; Pokhilko et al., 2018; Zhou and Huang, 2011). As a dynamical system, the gene-regulatory network (GRN) can have several attractors in the phase space, each corresponding to a different cell type, and each cell type is decided by a different set of genes/proteins at the population level. From a dynamical systems point of view, therefore, differentiation can be considered as a transition from one attractor to another, the transition being driven by several factors. Many regulatory networks can show complex dynamical states – simple examples being genetic switches (Gardner et al., 2000; Zhou and Huang, 2011; Huang et al., 2007; Perez-Carrasco et al., 2018) that can even show multistability, namely the coexistence of several distinct dynamical states. Another determinant of the outcome is the position of the nucleus. Recent studies of an early mouse embryo (Ajduk et al., 2014; Wodarz and Huttner, 2003), for example, suggest that the position of the nucleus can alter cell fate by controlling the division plane. When toward the apical side, divisions tend to be more symmetric. Indeed, the role of noise in deciding cell fate is known, for example, by altering gene expression levels in the cell division boundary which either activates or blocks particular pathways to switch the cell identity (Elowitz et al., 2002; Maamar et al., 2007). In the model (Serbanescu et al., 2020), it has observed that cell size variability depends on the balance between ribosomes and division protein which depends on nutrient availability. Gene expression boundary sharpening controlled by morphogens shows that mutual repressed self-activation network is more robust than others against parameter perturbation (Li et al., 2018). A noise-driven cell differentiation model (Safdari et al., 2020) that uses a GRN with two mutually inhibiting transcription factors shows an increasing number of differentiated cells as division plane deviate from center of the cell. And the differentiation reduces as noise level decreases. Noise also shows spatiotemporal heterogeneity (Safdari et al., 2020). Several models of noise-driven transitions have been investigated, for instance the control of stem cell and progenitor populations by noise intensity (Hoffmann et al., 2008), transitions in a toggle switch controlled by noise with different spectral characteristics such as white noise, colored noise, Lévy noise (Wang et al., 2007, 2015; Xu et al., 2016), as well as transitions driven by external signals (Perez-Carrasco et al., 2018; Lai et al., 2004; Stockholm et al., 2010).

Thus the factors that play a crucial role in deciding cell fate are intrinsic noise, nucleus position, segregation of transcription factors in daughter cells and the GRN play a crucial role in deciding cell fate.

Indeed, the role of noise in deciding cell fate is known, for example, by altering gene expression levels in daughter cells which either activate or block particular pathways to switch the cell identity (Elowitz et al., 2002; Maamar et al., 2007). In the model (Serbanescu et al., 2020), it has observed that cell size variability depends on the balance between ribosomes and division protein which depends on nutrient availability. Gene expression boundary sharpening controlled by morphogens shows that mutual repressed self-activation network is more robust than others against parameter perturbation (Li et al., 2018). A noise-driven cell differentiation model (Safdari et al., 2020) that uses a GRN with two mutually inhibiting transcription factors shows an increasing number of differentiated cells as division plane deviate from center of the cell. And the differentiation reduces as noise level decreases. Noise also shows spatiotemporal heterogeneity (Safdari et al., 2020). Several models of noise-driven transitions have been investigated, for instance the control of stem cell and progenitor populations by noise intensity (Hoffmann et al., 2008), transitions in a toggle switch controlled by noise with different spectral characteristics such as white noise, colored noise, Lévy noise (Wang et al., 2007, 2015; Xu et al., 2016), as well as transitions driven by external signals (Perez-Carrasco et al., 2018; Lai et al., 2004; Stockholm et al., 2010).

Thus the factors that play a crucial role in deciding cell fate are intrinsic noise, nucleus position, segregation of transcription factors in daughter cells and the GRN. In the present work, we propose a population-based stochastic model of cell division starting from a single stem cell which includes these components such as nucleus position, the stochastic partitioning of transcription factors and GRN. The model is fully driven by intrinsic noise. In the model, we explore how nucleus position regulates symmetric and asymmetric cell division, as well as the plane of cleavage which is controlled by nucleus position, and how these change the relative fractions of cell types. We also study the effect of noise in nucleus position on the relative fractions of cell types. Different types of genealogies have been studied along with cell line behavior in individual generation of cell division as a function of nucleus position and generation. We also study as is the average number of clones and average clone size as a function of time (Stine and Matunis, 2013; Klein and Simons, 2011; Hara et al., 2014). Coarse graining gives a simpler Markov model which shares some important features of the full dynamical model.

The paper is organized as follows. Below we first discuss some experimental evidence for the different aspects of the model, namely the GRN, as well as the internal dynamical processes such as cell growth, division, and segregation of transcription factors. The dynamical model is presented, and the coarse-graining procedure to obtain the simpler Markov model is discussed. We then discuss the bimodal distribution of stem cells obtained from the present model simulations. This is followed by a discussion and conclusions of our results.
**Evidences supporting model components**

In the study of mouse embryo, it has observed that nucleus position is an import factor in deciding the division plane which divides the transcription factors in daughter cells respective to their volume (Ajduk et al., 2014). Based on equal and unequal distribution of transcription factors, daughter cells meet their fate. Apical positioning of nucleus enhances symmetric division and basal positioning lead to more asymmetric divisions. There is experimental evidence for a high-dimensional stable attractor in a model of transcription (Huang et al., 2005); the attractor represents a distinct cell fate with different level of transcription factors, with differentiation being seen as a transition from one attractor to another. The synthetic toggle switch first proposed (Gardner et al., 2000) consisted of two transcription factors (X, Y) mutually repressing each other, with overexpression of either suppressing the expression of other, which in turn influence the outcome. This system can thus be seen as an example of two coexisting attractors. An instance where there are three different cell states is in the case of PU.1 and GATA-1 transcription factors in blood cells: different levels of these proteins (Okuno et al., 2005; Tsai et al., 1991) leads to different cell states: (a) myeloid cells, with PU.1 > GATA-1, (b) erythroid cells, with GATA-1 > PU.1 and (c) common myeloid progenitor cells, with GATA-1 ≈ PU.1 (Huang et al., 2007; Enver et al., 2009). The synthetic circuits of these two transcription factors are inhibited by each other while being self-activating (Okuno et al., 2005; Tsai et al., 1991; Huang et al., 2007). A regulatory network consisting of Cdx2/Oct4, GATA6/Nanog, Ptf1a/Nkx6, and Pax3/Foxc2 (Zhou and Huang, 2011) also shows three different cell states. It has observed (Elowitz et al., 2002) that in the presence of intrinsic and extrinsic noise (measured by cyan fluorescent protein and yellow fluorescent protein), in a single cell, results in the variation of gene expression and in another experiment (Maamar et al., 2007) it has showed that variation in gene expression can lead to transitions between alternative states of gene expression.

**The dynamical model**

The regulatory network that we have used here (Figure 1A) has three different cell states and can be considered as representative. We consider a pair of transcription factors denoted X and Y that mutually inhibit each other while being self-activating. The stoichiometric equations are straightforward to obtain (Table 1) and through standard analysis, it can be seen that in this system there are a large number of dynamical attractors for any set of parameters. Three are of special importance here and are indicated in Figure 1B; they are fixed point attractors and correspond to two distinct cell fates. When the asymptotic values X* and Y* are identical, this corresponds to the cell type S, and when the asymptotic values of X and Y are unequal, one has type A (X* > Y*) or type B (Y* > X*). In our interpretation, type S corresponds to a stem cell, while types A and B are differentiated cells. The basins of attraction for these three types of cells are shown in Figure 1C for a typical choice of parameters. Other regulatory networks can also be incorporated in such models (Perez-Carrasco et al., 2016, 2018; Pokhilko et al., 2018); combinations of the toggle switch (Perez-Carrasco et al., 2018) and repressilator (Perez-Carrasco et al., 2018) which can have different steady states, showing richer dynamics.

The dynamical equations corresponding to the above model are studied in the usual manner. Starting from an initial volume $V_0$, we take a single initial stem cell with nucleus at position $P_0$ and a random initial concentrations of X and Y corresponding to stem cell attractor. Assuming the presence of sufficient chemicals for proper cell growth, the cell can be taken to grow at an exponential rate whereas in the absence of adequate nutrients, the rate of growth seems to be linear. We have used the Gillespie algorithm (Lu et al., 2004) in our simulations with the volume depends on time as $V = V_0 \exp(\mu t)$. The decay rate $\mu$ is independent of volume, but the other rates (the autocrine and paracrine terms) are volume dependent (see Table 1). The volume-dependent rates give rise to additional complexity in the dynamics (Lu et al., 2004).

The plane of cleavage is decided by the position of the nucleus at the time of cell division, as well as by the segregation of transcription factors (Betschinger and Knoblich, 2004; Li, 2013; Ajduk et al., 2014; Wodarz and Huttner, 2003). The parameter $P$ (Figure 2 top box) is the fraction of the distance along the principal axis of the cell (measured from the base) at which the nucleus is situated. As soon as the volume reaches a threshold $V_C$, the cell divides, with probability $P$ along the vertical plane, and with probability $1-P$ along the horizontal. Transcription factors are also distributed stochastically in the two daughter cells, proportional to the relative volumes, and the nucleus position is set at random in the newly created daughter cells as well. Starting from a single stem cell as the root of the genealogical tree, the system is propagated in time as follows. The cell grows in size as described above and once the volume exceeds $V_C$, division takes

**VC**
Equations 1 and 2 of the regulatory network are used for the evolution of transcription factors in each of the daughter cells. If the daughter cells are stem, then further division can take place. Data for each cell are collected and summarized in a genealogical tree with averaging over 500 cell divisions; see Figure 2 for a representative result.

The average clone size and clone number as a function of time is also monitored. We consider a simple case of clonal competition (heterogeneous evolution of clones) in which a stem cell is replaced, based on its division time, in the different pool of clones. The stem cell with the earliest time of division is stochastically lost and will be replaced by daughter cells, via symmetric renewal (gain in stem cell by one), symmetric

Figure 1. Gene regulatory network and basin of attraction
(A) Gene regulatory network with two transcription factors X, and Y inhibiting each other and self-activating. (B) Nullcline showing three different attractor corresponding to three different cell type S, A, and B. (C) Basin of attraction in which three different shaded region correspond to three different cell types S, A, and B in phase space (X and Y are concentration). Blue arrow from S to S represents self-renewal, while arrow toward A, and B region correspond to differentiation due to internal or external noise. S represents stem cell, and A and B represent differentiated cells. (D) shows three different time course of transcription factors X, and Y corresponding to (C). See Figure S9 for quasi-potential.
differentiation (loss in stem cell by one), and asymmetric renewal (no loss or gain). In this competition, there is no interaction among members of the set.

RESULTS

We study the dynamics of the proposed population model for different nucleus positions such as 0.1, 0.5, and 0.8. We have taken four different cases of cell division namely horizontal, vertical, mixed, and random. (1) Horizontal: in each cell division, plane of cleavage will be horizontal through nucleus. (2) Vertical: irrespective of the nucleus position plane of cleavage will be vertical. Each daughter cell will be having half of mother cell volume. (3) Mixed case: in each cell division plane of cleavage will be decided by nucleus position \( P \). Volume and transcription factors will also be decided by nucleus position. (4) Random case:

![Figure 2. Cell division and segregation of transcription factors (top box)](image)

Schematic diagram of a stem cell for horizontal and vertical division for different nucleus positions (red dots) and segregation of transcription factors in daughter cells (top box). Horizontal and vertical dashed (blue) line through the nucleus correspond to horizontal and vertical division of cell, respectively. \( P \) is the height of nucleus from the base, and \( 1-P \) is from the apex. For \( P = 0.1 \), horizontal division (A) is more favorable than vertical division (B), whereas for \( P = 0.9 \), vertical division (C) is more favored than symmetric division (D). Possible combinations of daughter cell fate in each cell division (bottom box). (E) and (H) correspond to symmetric renewal and symmetric differentiation respectively whereas (F) and (G) correspond to asymmetric division and (I) corresponds to cell death (though we did not count cell death throughout the model). S indicates stem cell, A and B indicate differentiated cell, and C indicates a dead cell. See Figure S8 for Markov chain.

### Table 1. Reactions pertaining to the regulatory network shown in Figure 1A

| No. | Reaction | Model parameters |
|-----|----------|------------------|
| 1.  | \( S \rightarrow X \) | \( r_1 = \frac{\alpha_1 X^n + \beta_1 Y^m}{1 + X^n + Y^m} \) |
| 2.  | \( S \rightarrow Y \) | \( r_2 = \frac{\alpha_2 Y^n + \beta_2 X^m}{1 + X^n + Y^m} \) |
| 3.  | \( X \rightarrow P \) | \( r_3 = \mu_X \) |
| 4.  | \( Y \rightarrow P \) | \( r_4 = \mu_Y \) |

\( X \) and \( Y \) are transcription factors, \( S \), and \( P \) are substrate and products, respectively.
In this case, horizontal and vertical both will be having same probability. We have also introduced noise in nucleus position in each case and compared the results.

Model simulation

Short and non-terminating genealogies

Short and long non-terminated genealogies were first observed in the central nervous system with symmetric and asymmetric trees and in neural stem cells (Qian et al., 1998, 2000; Costa et al., 2011). Long (non-terminated) genealogies were the result of symmetric division (self-renewal), whereas short genealogies were the result of asymmetric division or symmetric differentiation. The proposed model also mimics the behavior of genealogies for different nucleus position, plane of cleavage, and noise showing symmetric and asymmetric division pattern (Figure 3). Red, blue, and green nodes correspond to cell type A, and type B, and stem cell, respectively. Figures 3A–3C are the genealogies terminating after the first generation in which Figures 3A and 3B are symmetric having differentiated daughter cells with similar fates, whereas Figure 3C is asymmetric with two different differentiated daughter cells. Figures 3D–3I are the genealogies terminating after two generations being Figures 3D–3F asymmetric, and Figures 3G–3I symmetric. Figures 3J–3M are terminating trees after three to five generation being all asymmetric. The remaining Figures 3N–3T represent non-terminating genealogies having stem cells as leaf nodes. With increasing tree size the probability of having symmetric genealogies decreases due to three different cell types. Few genealogies go beyond 50 generations (in case of horizontal division with noise in nucleus position). We have also observed that vertical division leads to more non-terminating genealogies than horizontal division because of an increase in the number of stem cells. In every short terminated genealogy, the number of stem cells goes to zero.

Figure 3. Genealogies obtained from model simulation

Short terminated and non-terminated genealogies pattern for different cases with symmetric and asymmetric division. Panel (A–M) are the short terminated genealogies, while rest (N–T) are the larger genealogies which further divide. We have shown here maximum 7 generations. Red, blue, and green nodes correspond to cell type A, and type B, and stem cell, respectively.
Figure 4. Bimodal behavior of probability distribution
Top row (A–C) shows probability distribution of stem cell for different set of a, b, and g calculated over 5000 samples from model simulation. Second row (D–F) represents stem cell population as a function of cell division count corresponding to the parameter used in top row for 100 trials. Third row (G–I) represents same probability distribution for same set of a, b, and g from Markov simulation calculated in top row, and bottom row (J–L) represents stem cell population as a function of cell division count from Markov simulation corresponding to the parameters calculated in top row. Blue and red color correspond to non-terminating, and terminating genealogies. Gaussian fit for top and third row is shown in red color for standard parameters N0, μ, σ. See Figure S8 for Markov chain.

Bimodal distribution of stem cell
Observing short and non-terminating genealogies from experiments suggests that there is possibility of two modes of cell distribution each with different mean and variance. We have plotted stem cell distribution for different cases which shows bimodal distribution (Figures 4A–4C) and also observed increasing pattern of stem cell population as a function of division count (Figures 4D–4F). In the cell division, there are three different possibilities self-renewal, symmetric differentiation, and asymmetric differentiation. We can define three parameters (a, b, g) which corresponds to these events, respectively. To compare the above results (model simulation), we device an another simpler model (Markov) which can give the probability of a state having certain number of stem cells after n such cell divisions (STAR Methods), and the parameters can be found for large samples obtained from model simulation. So from coarse graining we have calculated these three sets of a, b, g such as (0.416, 0.279, 0.305), (0.557, 0.223, 0.22), and (0.813, 0.088, 0.099) from 5000 samples (Figures 4A–4C, respectively). For same three sets of a, b, g, we have plotted probability distribution from Markov process (Figures 4G–4I, respectively). Stem cell distribution in Figures 4A and 4B are in very good agreement with distribution in Figures 4G and 4H in the probability of stem cell, and in the range of cells numbers (fitted Gaussian distribution), whereas distribution in Figure 4C gives good agreement in the cell numbers with panel Figure 4I but not in the probability. Cell counts, from model (Figures 4D–4F), is also in good agreement with Markov process (Figures 4J–4L, respectively). Markov approach gives a very simple picture of cell distribution having no nucleus position, while the purposed model gives much rich behavior because of having different types of plane of cleavage, nucleus position, and GRN.

Nucleus position and noise altering cell fate decision
Cell distribution comparison among similar plane of cleavage
The proposed stochastic model and Markov process both result bimodal distribution of stem cells which are in good agreement. We have plotted the distribution of differentiated cell type A, B, and stem cells for 4 cases (with and without noise in nucleus position) for each 0.1, 0.5, and 0.8 nucleus position (Figure 5 only for nucleus position 0.1, see Figures S1 and S2 for 0.5 and 0.8). In each case of cell division probability and range of cell type A against B is similar in case of noise in nucleus position such as Figure 5A3 has same range and probability distribution as A2, same for B3 vs B2, C3 vs C2, D3 vs D2. It is due to the same parameters (n = m = 3.0) taken in GRN, which gives the symmetrical nature of cell type A and B from the stem cell attractor (Figures 1B and 1C). In this case, the same noise level results in the same chance of transition, whereas for a different set of parameter values (n ≠ m), the chance of transitions biases toward one cell type than the other. Noise in nucleus position results in different stem cell range with different probabilities (Figures 5A3–5B3, 5C3, and 5D3) then cell type A and B. Second peak in the cell distribution of stem cells range from 20–70 (Figures 5A5, 320–400 (B5), 125–290 (C5), and 130–220 (D5) for asymmetric, vertical, mixed, and random case with noise in nucleus position, respectively, while there is sharp peak at zero (first peak) with different probabilities.

The absence of noise in nucleus position, results in the distribution with same probability and range (40–120) of cell type A against B such as Figures 5A5, 5B5, 5C5, and 5D5 against Figures 5A6, 5B6, 5C6, and 5D6, respectively. And stem cells also range (second mode) from 320–400 (Figures 5A6, 5B6, 5C6, and 5D6) in all four cases and also give a sharp peak at zero (first mode). These results suggest that noise in the nucleus position gives lower number of stem cells due to short genealogies, where no-noise results in long non-terminated genealogies with less differentiated cells. There is a larger range of stem cells (second mode, Figure 5B3) because noise does not change the plane of cleavage as vertical division is independent of nucleus position. Red, blue, and green color in Figure 5 represents differentiated type A, type B, and stem cells, respectively. Similar behavior has observed for nucleus position p = 0.5 and 0.8 shown in Figure S1 and S2, respectively.

Cell distribution comparison among different plane of cleavage
In case of noise in the nucleus position, there are different ranges of cell type A, B, and stem cells (Figures 5A1–5A3, 5B1–5B3, and 5C1–5C3). Random case gives similar range as mixed case (Figures 5C1–5C3 and...
Horizontal division gives the largest range of cells A and B (first mode: 0–140, second mode: 140–270) with the lowest range of stem cells (first mode: 0, second mode: 20–70), whereas vertical division gives the lowest range of cells A, and B (first mode: 0–10, second mode: 40–100) with highest range of stem cells (first mode: 0, second mode: 300–400). In case of no-noise, the range of A, B, and stem cells are the same across all four different cases (Figures 5A4–5A6, 5B4–5B6, 5C4–5C6, and 5D4–5D6).

Fraction of stem and differentiated cell as a function of nucleus position and noise. We study the fraction of stem cells, Figure 6, for three different nucleus positions (0.1, 0.5, 0.8) for each case discussed above. Introducing noise in nucleus position results in more differentiated cells and fewer stem cells (Figure 6A). When noise is suppressed, fewer differentiated cells are created (Figure 6E). Highest number of stem cells are created for nucleus position p = 0.5. Vertical divisions, where the nucleus position does not play a role, lead to two similar daughter cells. We find a similar fraction of stem cells for different nucleus positions, as well as differentiated cells irrespective of noise in the nucleus position (Figures 6B and 6F). When there is noise in the nucleus position, the population of stem cells increases. Differentiated cells tend to decrease when the nucleus moves toward the apex (Figure 6C). We have also observed that in this case, the population of differentiated cells tends to be greater than the number of stem cells regardless of nucleus position, indicating more asymmetric division than self-renewal. Similarly, when the nucleus is moved from the basal to apical position (Figure 6G), removing the noise increases stem cells, suggesting that in general, the suppression of noise results in more self-renewal (compare to the nucleus at center Figure S10). In the case of random division there is no significant changes in the population of differentiated and stem cells for different values of nucleus position (Figures 6D and 6H). When the nucleus is close to the apex, there are more daughter cells with similar transcription factors (Figures 6I and J) and therefore eventually similar fates.
Population dynamics of cell over time and generation
We have studied the cell dynamics in different generations as a function of time. Figures 7A–7C represent similar qualitative cell dynamics as observed in experimental studies (Mitchell et al., 2018; Hawkins et al., 2009; Roy et al., 2019; Shokhirev et al., 2015). The dynamic shows that cell counts, green dashed line, starts increasing after

Figure 6. Number of differentiated and stem cells for different plane of cleavages with different nucleus position
Bar plot for number of total differentiated cells (A + B, red color), and total S cells (leaves, green color) for nucleus position 0.1, 0.5 and 0.8 for 8 different cases, averaged over 5000 samples. First and second text on top right in each panel represent plane of cleavage and noise in the cell division respectively. Panels represent the following cases: (A) horizontal (with noise), (B) vertical (with noise), (C) mixed (with noise), (D) random (with noise), (E) horizontal (no-noise), (F) vertical (no-noise), (G) mixed (no-noise), (H) random (no-noise) case. Increasing nucleus position increases symmetric cell division: Number of symmetric cell division (symmetric fate) from total number of vertical division for nucleus position 0.1, 0.5, and 0.8 for mixed cases with (I) and without noise (J), averaged over 5000 samples. If both daughter cells are differentiated (either cell type A, B or combination of A and B) or stem cells, are counted as symmetric division (same fate). First and second text on top right in each panel represent plane of cleavage and noise in the cell division, respectively. See also Figure S10.

Population dynamics of cell over time and generation
We have studied the cell dynamics in different generations as a function of time. Figures 7A–7C represent similar qualitative cell dynamics as observed in experimental studies (Mitchell et al., 2018; Hawkins et al., 2009; Roy et al., 2019; Shokhirev et al., 2015). The dynamic shows that cell counts, green dashed line, starts increasing after
initial cell divisions and reaches up to a certain level followed by a decreasing cell line, Figures 7A–7C for three different nucleus position 0.1, 0.5, and 0.8, respectively. The observations indicate that initially there are more symmetric divisions for certain time intervals, which give more stem cells to divide (overall number of cell increases) and later more symmetric differentiation and asymmetric division, which eventually leads to more specialized cells that do not divide further. For nucleus position 0.1, 0.5, and 0.8 (Figures 7A–7C), the peak value of cell count increase as nucleus position shifts toward apical (55, 64, 81 cell count), and the time where peak has observed shifts toward left side (193, 152, 128). These results suggest that there is an increase in the number of symmetric divisions as nucleus position shifts toward apical portion. Figures 7D–7F represent stacked area plot for individual generation, up to 20 generations, as a function of time. We have observed that cell dynamics in individual generation, Figures 7G–7I, follow Gaussian distribution with different maximum cell number at different time, which are qualitatively similar to experimental observation.
To study the effect of different nucleus position, plane of cleavage, and noise in the nucleus position on cell dynamics, we have plotted cell dynamics for all 24 different conditions (Figures S3). Cell dynamics (thick black line) show common behavior across all panel, that is initially increasing pattern of cell counts followed by a decreasing pattern after attaining a certain threshold. It also suggests that the presence of the noise in nucleus position, keeping nucleus position and plane of cleavage similar, leads to more number of generations and time taken to achieve a certain population level. Such as the number of generations is going beyond 50 in Figure S3A1 whereas, in Figure S3A5, a number of generations have observed 17 and time for these two conditions are 747 days and 235 days, respectively. Similar scenario can be observed across different panels of Figure S3. There is no variability in the cell dynamics in each panel across second column and fourth row of Figure S3. Vertical division is independent of nucleus position, and noise so there will be no variability in the cell dynamics (second row), whereas in Figures S3B5, S3B7, and S3B8, p = 0.5 behave as an attractor in which nucleus position will be 0.5 in daughter cells throughout the divisions which will lead to no variability in cell dynamics. We have also plotted cell dynamics (Figure S4) in an individual generation for different cases, which shows Gaussian distribution. In summary, we have observed three behavior, more symmetric division for apical nuclei, symmetric division takes lesser time to achieve a certain threshold than asymmetric division, and noise increases number asymmetric division (larger number of generations are possible through asymmetric division for certain carrying capacity).

We have plotted the dynamics of maximum cell count in an individual generation for all 24 conditions have shown in Figure S6, giving similar observations. In our model, to study clonal competition, we have taken the simplest case such as non-competitive evolution of clones (heterogeneous evolution of clones). In this competition, a stem cell stochastically divides and replaced by its daughter cells. We have started from 50 clones and observed that number of clones reduces with time and dominated by fewer clones (Figure 8A). These dominated clones (Figure 8B) increase their sizes with time. Figures 8C1–8C6 show the number of clones at different-different events, and each colored slice represents the size of the clone. So this supports the hypothesis that in clonal competition number of clones reduces with time and average clone size increases.

Heterogeneous evolution of clones: Survival clones and average size

Clonal competition has been observed in different types of stem cells in earlier experiments (Klein and Simons, 2011; Hara et al., 2014; Nakagawa et al., 2007; Lopez-Garcia et al., 2010). It has observed that in clonal competition of mouse spermatogonial stem cells (activated with GFR x1 gene) the number of clones reduces with time, while average clone sizes increases with time (Hara et al., 2014). Similar qualitative behavior of stem cell has been observed in other different experimental studies as well (Klein and Simons, 2011; Nakagawa et al., 2007; Lopez-Garcia et al., 2010). In our model, to study clonal competition, we have taken the simplest case such as non-competitive evolution (heterogeneous evolution of clones). In this competition, a stem cell stochastically divides and replaced by its daughter cells. We have started from 50 clones and observed that number of clones reduces with time and dominated by fewer clones (Figure 8A). These dominated clones (Figure 8B) increase their sizes with time. Figures 8C1–8C6 show the number of clones at different-different events, and each colored slice represents the size of the clone. So this supports the hypothesis that in clonal competition number of clones reduces with time and average clone size increases.

DISCUSSION

Maintenance of homeostasis results from a delicate balance between cellular proliferation and differentiation, and this diversity is regulated by key mechanisms which can be either intrinsic and niche. It is well known that stem cells are stochastically lost in tissue formation and replaced by daughter cells, although it is not understood how a cell decides to either keep the same identity or adapt to a new identity. Factors that play crucial role in cell fate decisions have been suggested and verified by experiments and here we examine these questions from a modeling perspective.

We propose a population-based stochastic cell division model having key components: nucleus position, segregation of transcription factors in daughter cells, and gene-regulatory network. The proposed model starts from a single stem cell which grows from an initial volume, with specific nucleus position and transcription factors, to a critical volume and divides. The growth is governed by a GRN, which is inherited by the daughter cells which can either be stem cells or differentiated cells. The GRN consists of three different attractors in which two correspond to differentiated and third represent stem state. Daughter cells also inherit transcription factors respective to their volumes. Inherent noise drives the stem cell to either retain or change its identity. In the model, we considered irreversible differentiation such that
differentiated cell cannot retain stem cell property. Stochastic simulations that were carried out suggest that factors such as the nucleus position are important since biasing toward the apex makes cell division symmetric division, while biasing to the basal position leads to asymmetric division, which results in a greater proportion of differentiated cells. Asymmetric cell division takes longer time to reach up to a certain cell number while lesser time is taken by symmetric division. The model results are qualitatively in good agreement with experimental observations.

The stochasticity always remains an important aspect of generating phenotypic diversity either by activating or suppressing specific genes that ultimately leads to different or same cell commitment. The role of stochasticity has been studied well from experimental as well as modeling perspective (Elowitz et al., 2002; Maamar et al., 2007; Safdari et al., 2020; Hoffmann et al., 2008; Wang et al., 2007, 2015; Xu et al., 2016). Consistent with these studies, our model also confirms that stochasticity alone can generate phenotypic variability without cell-cell interaction and this variability is greatly affected by stochasticity due to low copy number of transcription factors in cells. Two principal types of genealogies have been experimentally observed in different cells which were intrinsically programmed: short and non-terminating (Qian et al., 1998, 2000). The model also provides similar types of genealogies driven by inherent noise. Along with inherent noise, we also explored different factors which can regulate the size of these genealogies. These factors may give deeper insight about the regulatory mechanism of controlling the size of genealogies. In the model, we observed that division plane can control the size of genealogies such as vertical division leads to more genealogies which are non-terminating because of symmetric division (self-renewal). On the other hand, asymmetric division provides more short genealogies with zero stem cells in horizontal division.

**Figure 8. Heterogeneous evolution of clones**

(A) displays decreasing behavior of clone numbers over event (time) showing that clonal competition is dominated by few clones.

(B) displays increase in average clone size over event (time).

(C1–C6) pie chart represents the number clones at different events where each slice is showing the size of individual clone.
The role of division plane in cell fate decision is well studied which indirectly regulate symmetric and asymmetric division (Morrison and Kimble, 2006). The division plane is mainly controlled by the nucleus position which ultimately bias the cell fate (Ajduk et al., 2014). Such as in NDD model (Safdari et al., 2020), the deviation of division plane from central nuclei leads to more differentiated cells. And the fraction of these differentiated cells is high for low copy number of transcription factors and the fraction tend to be low for high copy number. To better understand how nucleus position bias the cell fate decision by regulating division plane, we consider different types of division plane which are controlled by nucleus and also explored the role of noisy nucleus. The model finds that nucleus position toward apex shows a pool of large stem cells due to symmetric division, whereas large differentiated cells are observed when nucleus moves to basal portion (compared with the center of cell). Introducing noise in the nucleus, we find that there are more symmetric differentiation which results in increased pool of differentiated cell in case of apex nuclei. In case of basal nuclei, more asymmetric differentiation has been observed resulting in more differentiated cells. This might provide an insight that suitable interactions between the nucleus and transcription factors can regulate the balance between symmetric and asymmetric cell division. For example in developing tissue or wound healing process self-renewal is the prominent mechanism while adult tissues are maintained my asymmetric division (Morrison and Kimble, 2006). The model provides an insight that asymmetric cell division can be obtained by two factors basal nuclei and noise in the nucleus position. Interestingly, we observe an increasing pattern of cell population which is followed by decreasing pattern. Cell distribution in individual generation follows Gaussian distribution, which has been observed in the proliferation of B lymphocyte (Mitchell et al., 2018).

The present studies have focused on the role of internal noise, namely the intrinsic mechanism. Cell-cell communication is an influence in the niche mechanism and it will be important to study the effect of external noise in the model: the internal noise of one cell acts as an external source of noise for others. Another aspect that is important to explore is the role of dimensionality and the dependence of average clone size on on different tissue types (Klein and Simons, 2011). The minimal requirement for the number of attractors in the GRN is two, so it is likely that some of these results may be obtained with a simpler bistable switch, and this needs to be examined. We hope to pursue some of these directions in future work.

Limitations of the study
This study provides a mechanism of single cell division based on Waddington energy landscape which includes some key components. In this study, we considered only one type of synthetic GRN for each cell and did not include cell-cell interaction and also kept the noise level high, which have limitations in the interpretation of results. First, although the bimodal distribution of cell is independent form GRN type (Markov chain), changing the GRN may results in the different distributions. Second, changing the noise level may alter the fraction of symmetric and asymmetric cell division which may result in the different population of cells i.e. number of transitions from stem state to different state may reduce in presence of low noise. Third, in case of cell-cell interaction and different type of tissues, there is possibility of specific trend in the survival clones and average clone size.
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KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| Software and algorithms | Gillespie algorithm | (Lu et al., 2004) [https://digital-library.theiet.org/content/journals/10.1049/sb_20045016](https://digital-library.theiet.org/content/journals/10.1049/sb_20045016) |
| Numpy 1.16.2 | Numpy | [https://numpy.org/](https://numpy.org/) |
| Scipy 1.2.1 | Scipy | [https://scipy.org](https://scipy.org) |
| NetworkX 2.4 | NetworkX | [https://pypi.org/project/networkx/2.4/](https://pypi.org/project/networkx/2.4/) |
| Python 3.7.4 | Python | [https://python.org](https://python.org) |
| Custom code for simulation and analysis | This paper | [https://github.com/AmitJangid/Cell-Division](https://github.com/AmitJangid/Cell-Division) |

RESOURCES AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Amit Jangid (amitjangid050@gmail.com).

Materials availability
This study did not generate new unique reagents.

Data and code availability
- All data produced in this study are included in the published article and its supplementary information, or are available from the lead contact upon request.
- The code generated during this study are available at GitHub [https://github.com/AmitJangid/Cell-Division](https://github.com/AmitJangid/Cell-Division)
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Rules of cell division
The following is the process of cell division which consists varies steps:

1. **Gene regulatory network**: The gene regulatory network consists two transcription factors $X$, and $Y$ which inhibit each other and activate itself. The system exhibits three different attractors, each corresponds to a different cell type.

   \[
   \frac{dX}{dt} = a_1 \frac{X^n}{1 + X^n} + \beta_1 \frac{1}{1 + Y^m} - \mu_X X \tag{Equation 1}
   \]

   \[
   \frac{dY}{dt} = a_2 \frac{Y^m}{1 + Y^m} + \beta_2 \frac{1}{1 + X^n} - \mu_Y Y \tag{Equation 2}
   \]

   a) Type A ($X > Y$). b) Type B ($X < Y$). c) Type S ($X = Y$). $X$ and $Y$ are concentration of transcription factors, $a_1 = 0.6$, and $a_2 = 0.6$ are autocrine parameters, $\beta_1 = 0.3$, and $\beta_2 = 0.3$ are paracrine parameters, $n = 3$, and $m = 3$ are hill coefficient, $\mu_X = 0.3$, and $\mu_Y = 0.3$ are death rates of transcription factors $X$, and $Y$ respectively.

2. Initialize with nucleus position $P_0 \in (0, 1)$, volume $V_0$, and a tree with root $S$. We have fixed $V_0 = 2$ (initial volume of stem cell) through out the model.
3. Start with population of $X_0$ and $Y_0$ for regulatory network which corresponds to stem state (Step: A stochastic model of homeostasis: the roles of noise and nuclear positioning in deciding cell fate).

4. Simulate Gillespie algorithm for $V \rightarrow 2V_0$ with $V = V_0 \exp(\lambda t)$, where $\lambda = \frac{\ln(2)}{T_0}$.

5. Partition during cell division (Plane of cleavage and segregation of transcription factors):
   (a) Pick the cell based on $P$ (in the first step it will be $P_0$) value.
   (b) If $r_1 > P$: Horizontal division, else: Vertical division.
   (c) Divide the cell into two daughter cells with volume $V_1$, and $V_2$ as volume reaches up to $2V_0$. If division is horizontal then $V_1 = P$ and $V_2 = (1-P)$, else $V_1 = V_2 = V/2$ (vertical division).
   (d) If $r_2 > \frac{V}{V_1+V_2}$ then one molecule of $X$ will be going in cell $V_2$ else in $V_1$. Repeat the process upto number of molecules of $X$ and similar for $Y$.
   (e) Track deterministic division time of each daughter cell by $T = T_0 + \frac{1}{\lambda} \ln \left( \frac{2V}{V_1} \right)$. $T_0$ is birth time, $2V_0$ is the final volume (always 4 in this model), and $V_1$ is the initial volume of that cell.

6. Normalize the nucleus position of daughter cells after each division.

**Horizontal division case:**
   (a) If $P \leq 0.5$ then nucleus position for first cell is (say $P_1$) $\frac{3}{2}$ and for second other cell it is (say $P_2$) $\frac{P_1}{2}$.
   (b) If $P > 0.5$ then nucleus position for first cell is (say $P_1$) $\frac{P_1}{2}$ and for second cell it is (say $P_2$) $\frac{1}{2}$.

**Vertical division case:**
   (a) No change in the nucleus position.

**Introducing noise in nucleus position:**
   (a) For cell 1:
   $P_1 = P_1 + \text{uniform random number between } \frac{\max(P_1, 1-P_1)}{2} \text{ to } \frac{\max(P_1, 1-P_1)}{2}$.
   (b) For cell 2:
   $P_2 = P_2 + \text{uniform random number between } \frac{\max(P_2, 1-P_2)}{2} \text{ to } \frac{\max(P_2, 1-P_2)}{2}$.

Note: Follow Step: A stochastic model of homeostasis: the roles of noise and nuclear positioning in deciding cell fate to check horizontal or vertical division case in each division.

7. Convert population $X$, and $Y$ into concentration by dividing volume $V_1$, and $V_2$ respectively. Update the tree by simulating ODEs for the cell type (to know which cell type it is).

8. After division track each cell [T+1 (next division time), T (birth time), V, P, X, Y, parent node, daughter node, daughter fate], and update genealogical tree.

9. Go to Step: A stochastic model of homeostasis: the roles of noise and nuclear positioning in deciding cell fate and repeat up to a desired generation or number of cell division.

Note: $r_1, r_2 \in (0,1)$ (Uniform random number)

**Markov chain**

In the Markov chain (Hartfiel and Seneta, 1994; Joseph and Jessica, 2015) (Figure S8) $\alpha$ is the transition probability from state $q_i$ to state $q_{i+1}$ when both daughter cells are stem. Correspondingly, $\beta$ is the transition probability from state $q_i$ to state $q_{i-1}$ when the daughter cells are differentiated cells, and $\gamma$ is the stay put transition probability which arises when one daughter cell is stem cell and the other is differentiated.
We have a set of states, \( Q = \{ q_0, q_1, q_2, \ldots, q_k \} \), where \( q_i \) is a state having \( i \) number of stem cells and also \( Q_0 = \{ 0, 1, 0 \ldots 0 \} \) as we always start from a single stem cell. State \( q_0 \) and \( q_k \) are absorbing states such that it is impossible to leave these states \( (a, b, \gamma = 0.0, 0.0, 1.0) \) and the transition probabilities from state \( i \) to \( j \) is 0 \( \forall \ j \neq i \pm 1 \). So the transition probability matrix for the Markov model is as follows. \( T = \)

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\beta & \gamma & a & 0 & \cdots & 0 & 0 \\
0 & \beta & \gamma & a & \cdots & 0 & 0 \\
0 & 0 & \beta & \gamma & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \ddots \\
0 & 0 & 0 & 0 & \beta & \gamma & a \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

where row and column represents states from \( q_0 \) to \( q_k \). Probability being in state \( q_j \) from state \( q_i \) after \( n \) divisions is \( P_{i,j}^{n+1} \) element of \( T^n \) \( \forall \ i, j \in (0,k) \). In this model \( i \) is always fixed at 1 as we have started from single stem cell, so each element of second raw in the matrix \( T^n \) corresponds to the probability of getting state \( q_j \) (\( j = 0 \ldots k \)) from \( q_1 \) (having one stem cell). See Figure S8 for probability distribution for three different sets of parameter values.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

**Comparison of stochastic model versus Markov chain**

The stochastic model has total 24 cases (Table S1) and for each case there are total \( N = 5000 \) samples. To compare the stochastic model with Markov chain three parameters, \( a, b, \gamma \), are needed. These parameters are calculated from \( N \) samples i.e. \( a \) is the fraction of how many cells divide symmetrically (both daughter cells are stem), \( b \) is the fraction of how many cells divide symmetrically (both daughter cells are differentiated), and \( \gamma \) is the fraction of how many cells divide asymmetrically (one daughter as stem and another differentiated cell) (Figure 4 and S8 for \( a, b, \gamma \)). After finding values of \( a, b, \gamma \), Markov chain was plotted. We fit a Gaussian for both model and find the values of mean \( (\mu) \) and variance \( (\sigma) \) for comparison between the model. Scipy library was used for Kolmogorov-Smirnov test (Figure S7).

**Cell count for different plane of cleavage over nucleus position**

To find the cell count of different cells for different nucleus position and plane of cleavage. We calculated differentiated and stem cells as leaf nodes for different nucleus position for each plane of division (Figures 6A–6H). And for 6I-J how many cell divisions lead to symmetric fate from vertical division for mixed case with and without noise was calculated.