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ABSTRACT
Code review is an essential part to software development lifecycle since it aims at guaranteeing the quality of codes. Modern code review activities necessitate developers viewing, understanding and even running the programs to assess logic, functionality, latency, style and other factors. It turns out that developers have to spend far too much time reviewing the code of their peers. Accordingly, it is in significant demand to automate the code review process. In this research, we focus on utilizing pre-training techniques for the tasks in the code review scenario. We collect a large-scale dataset of real-world code changes and code reviews from open-source projects in nine of the most popular programming languages. To better understand code diffs and reviews, we propose CodeReviewer, a pre-trained model that utilizes four pre-training tasks tailored specifically for the code review scenario. To evaluate our model, we focus on three key tasks related to code review activities, including code change quality estimation, review comment generation and code refinement. Furthermore, we establish a high-quality benchmark dataset based on our collected data for these three tasks and conduct comprehensive experiments on it. The experimental results demonstrate that our model outperforms the previous state-of-the-art pre-training approaches in all tasks. Further analysis shows that our proposed pre-training tasks and the multilingual pre-training dataset benefit the model on the understanding of code changes and reviews.
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1 INTRODUCTION
Code review, a process of manually inspecting source code by teammates other than the code author, is recognized as a critical part of the software development lifecycle [13]. Studies have shown the huge benefits of code reviews [1, 3, 31, 32]. Compared with the traditional code review process formalized by Fagan in 1976 [12], which avoids introducing errors and defects but is cumbersome, modern code review activities involve fewer formal requirements and aim at fully understanding code changes [4]. Given its benefits, code review has been widely adopted in both open-source and industrial projects. As shown by Yang et al. [45], in open-source projects, such as Qt, there are ten thousand reviews taking place every month (~22k reviews in case of Qt). However, it’s not free to take all advantages of code reviews. To make a correct judgement whether to accept the pull request, developers have to put much time and effort into code reviewing, checking code from every aspect, including logic, functionality, complexity, code style, documentation, etc. For example, Yang et al. [45] report that only 1,437 reviewers have given more than 1M reviews in 4 years in project Qt. Accordingly, it is in significant demand to automate the code review process.

Many researchers have explored ways to assist reviewers and committers (i.e., code authors) to reduce their workload in the code review process, such as recommending the best reviewer [9, 37], recommending or generating the possible review comments [18, 40, 41] and even revising the code before submitting it for review [40]. This paper shares the same goal to automate some specific tasks related to code review. We target three scenarios from both reviewers’ and committers’ perspectives. The first is called code change quality estimation, aiming to predict whether a code diff needs a review comment. It assists reviewers to pick a code diff chunk that might have issues among a large number of code chunks. The second task is review generation which can dramatically reduce the time cost for the reviewer. The last scenario is for committers, which is code refinement according to the previous code and reviewer’s comment.

Motivated by the wide adaptation of deep learning (DL) techniques for software engineering and the rapid development of pre-training techniques, we leverage pre-training for automating code review activities. Recently, researchers have proposed many pre-trained models on source code [7, 14, 17, 43]. However, they can hardly handle the code review process. Chen et al. [7] propose Codex, a large scale pre-trained model based on GPT-3 [6]. Codex has been proven to be the most powerful model for code generation tasks. Since it is trained on the source code files in raw format, it knows very little about code review. We demonstrate that it cannot generate any meaningful comment in the review generation task based on our evaluation. Tufano et al. [40] attempt to use a pre-trained model for code review automation. However, their
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pre-training dataset is collected from Stack Overflow and CodeSearchNet [21], which is not directly related to code review process. Furthermore, they take the normal form of source code as the model input, ignoring the special format of code diff that can help the model better understand code changes.

To tackle the problems, we pre-train CodeReviewer, an encoder-decoder transformer model. Different from Tufano et al. [40]’s work, CodeReviewer is pre-trained on a large dataset in code review scenario, consisting of code diff hunks and code review comments. We propose four pre-training tasks, including diff tag prediction, denoising code diff, denoising review comment, and review comment generation to make CodeReviewer better understand code diffs and generate review comments. Figure 1 shows the overview of the workflow of our CodeReviewer.

To make CodeReviewer more suitable for the code review process, we build a large-scale dataset of code changes and corresponding review comments. Such code review data is collected from GitHub pull requests in high-quality projects with high stars covering nine of the most popular programming languages. Using GitHub code review data, we create pre-training and benchmark datasets for three tasks related to the code review process. To the best of our knowledge, it is the largest multilingual code review dataset with complete information of code changes and reviews.

We further evaluate our CodeReviewer model on our benchmark dataset. Compare with previous state-of-the-art (SOTA) generative models for code, experimental results show that our model outperforms previous works on all three tasks. Further analysis proves the effectiveness of our proposed pre-training tasks and the multilingual high-quality dataset.

To summarize, the contributions of this work are:

- A pre-trained model for automating three different tasks in the code review process.
- Novel pre-training tasks for code changes understanding and generation.
- A large-scale code review related pre-training dataset and a high-quality benchmark dataset for evaluation in nine programming languages.
- Our dataset, code, and model will be open-sourced to facilitate the development of code review automation.

2 CODE REVIEW AUTOMATION TASKS

In this section, we give a formulated description of the code review process, provide the formal definitions of three key tasks abstracted from the code review process, and clarify the data format of the tasks. The employed symbols are listed in Table 1.

2.1 Code Review

In the code review process, contributors (code change author, $P_C$) update the source code to accomplish new features or fix bugs in the old version. The original code and updated code are denoted as $C_0$ and $C_1$. Once the code changes ($D : C_0 \rightarrow C_1$) are ready for review, the author of these changes creates a pull request to start the code review process. Other peer contributors (reviewers, $P_R$) will review the code changes and provide comments or suggestions ($R_{nl}$) on them if necessary. Based on the comments, the author makes revisions and provides a newer version of code $C_2$. We call the activities up to now as a review round. Note that the review process is not finished yet. The reviewers can further give suggestions on the revisions. And the author may also revise the code again. After a few review rounds, a pull request will finally be approved (changes are merged into the main branch) or discarded.

There are usually multiple commits in a pull request, and each commit may be related to multiple code changes across different files. Thus, to model the whole review process is difficult and challenging [19]. As an early step, we focus on automating the review process of a single commit. In the review round, two distinct roles are involved – contributor $P_C$ who commits a code change ($D : C_0 \rightarrow C_1$), and reviewer $P_R$ who gives advice and comments ($R_{nl}$). The goal of code review automation is not to replace these two roles by machine but to help reduce their workload. To that end, we focus on three specific code review automation tasks in both scenarios of different roles. An overview of all three tasks is shown in figure 2.

2.2 Code Change Quality Estimation

Code change quality estimation task is to predict whether a code change is high-quality and ready to be accepted in the review process. This is a binary classification task, i.e., $Y \in \{0, 1\}$. The input is a code change, i.e., $X = (D(C_0, C_1))$. As stated before, there are usually lots of changes across different source code files in a pull request. It takes reviewers a large amount of time to review all the
changes. But it always turns out that most of the changes are minor and don’t need a comment or suggestion. To improve the efficiency of code review, we define and advance to automating the code change quality estimation task. Given the estimates, reviewers can give questionable code changes a higher priority to review and pay more attention to them, saving time and effort. Contributors can also leverage the estimates to improve low-quality code changes before submitting them to reviewers.

2.3 Code Review Generation

Code review generation is a sequence generation task. The output is a predicted review comment, i.e., \( Y = \{ w_1, \cdots, w_n \} \) where \( w_i \) is a natural language word and \( n \in \mathbb{N} \) is the length of review comment. The input is still a code change, i.e., \( X = \{ D(C_0, C_1) \} \), with its context. In some previous works [18, 40, 41], researchers use the changed code as input but not the code diff, without taking into account that review comments have to focus on the changed part. It’s not recommended for reviewers to give suggestions to the code context which has not been revised. In the code review process, there are usually common issues in some code changes. For example, reviewers often write “This method should be private” to suggest the contributor add a private decorator to a method. We attempt to learn these patterns and generate such comments automatically to lighten the burden of reviewers. In the real-world scenario, the model generates a few review comment candidates and the reviewers may choose an ideal one from them, being rescued from writing comments manually.

2.4 Code Refinement

In the code refinement task, the model takes as input both the original code \( C_1 \) written by the contributor and the review comment \( R_{nl} \) from the reviewer, and targets to generate the revised version code \( C_2 \) implementing the requirements mentioned in \( R_{nl} \). Different from the code refinement task in other software development scenarios where only source code is taken as input [39], we design specifically for the code review process to utilize the review comment as guidance for refining. Code refinement is a task designed for assisting contributors. When they open pull requests and get review comments as feedback, the model helps to revise the submitted code automatically based on the comments.

2.5 Data Format

All three tasks are related to source code or code changes. In the code review process, there are usually multiple related files and functions [19]. A source code file or a function/method is too large to process, because there may be multiple review comments and code revisions spreading across a file or function/method. Instead, we define the inputs of the three tasks at diff hunk level.

In pull requests, the original version and revised version of code are shown in a special format: diff (Figure 2). The diff file is generated by comparing two files before and after the change. The diff tool finds sequences of lines common to both files, interspersed with groups of differing lines called hunks. Specifically, a diff hunk is a sequence of source code lines surrounded by a few unchanged lines. Diff hunk includes the lines deleted from the original file and added to the new file. The diff format is frequently used by programmers to show the changes in the code clearly. Moreover, the diff format is an efficient representation for code changes because the unchanged lines occur only once, and the changes are aligned with “-” and “+” tags at the begging of each line. In the first two tasks, we formulate the input as a diff hunk representing the code change. In the code refinement task, we extract the input lines (\( C_1 \)) and output lines (\( C_2 \)) from the revision diff hunk.

Table 1: Summary of notations and symbols in this paper.

| Notation | Definition                  |
|----------|-----------------------------|
| \( P_C, P_R \) | Author and reviewer of the code change |
| \( C_0, C_1, C_2 \) | Different versions of source code |
| \( D \) | Code change between \( C_0 \) and \( C_1 \) |
| \( R_{nl} \) | Review comment written in natural language |
| \( X, Y \) | Model input and output space |
| \( c_1, c_2, \cdots, c_n \) | Source code tokens |
| \( w_1, w_2, \cdots, w_m \) | Review comment tokens |
| \( L \) | Training loss function |
3 CODE REVIEW DATASET

Nowadays, many developers use collaborative software development platforms like GitHub\(^1\) and Gerrit\(^2\) not only to share their code but also to perform code review activities. GitHub platform allows contributors to make all these review details publicly available, including the exact content of code changes, review comments and their authors, and happening time in each pull request, which makes it possible to collect and analyze code review data from open-source projects. Hence, we build our CodeReview dataset based on pull requests data collected from open-source projects, covering nine programming languages, in GitHub.

3.1 Project Selection

To ensure the quality of our dataset, we collect pull request data from publicly available high-quality open-source repositories. We first sort the projects by "popularity" as indicated by the number of stars. To improve the generalizability of the models trained on our dataset, we collect projects in nine of the most popular programming languages in GitHub, including C, C++, C#, Go, Java, JavaScript, PHP, Python, and Ruby. Then, we keep the top 10,000 projects for each of the nine programming languages and remove those projects that do not explicitly permit the redistribution of their data. To be specific, all repositories with popular licenses such as Apache-2.0 license and MIT license\(^3\) are kept. If the contributors write in the license file that they allow for redistribution of their data, their projects are also collected. In order to ensure the quality of the project and acquire code review data as much as possible, we further sort the projects by the number of pull requests and filter out projects with less than 1,500 pull requests. This process keeps only active projects with many contributors and removes repositories that are forked from other projects as the pull request number is not inherited. Then we start crawling pull request information of the projects.

3.2 Review Data Collection

We use GitHub REST API to collect pull requests data from the projects. GitHub API offers an HTTP request-based API for accessing repository information. By sending HTTP requests to GitHub, we can access the branches, commits, pull requests, code diff, review comments, etc in JSON format conveniently. Many researchers have used GitHub API to collect and analyze pull request data in their work [20, 34]. To advance the research of code review, Heumüller et al. [20] develop the ETCR infrastructure for mining code review datasets from any GitHub project which practices pull-request-based development. ETCR tool can be set up requiring only a GitHub API key and repository name. The ETCR uses a Kotlin-based web crawler and works in four stages to collect data of pull requests, commits, comments and source files via the GitHub API. All the data is stored in a relational database and thus can be accessed conveniently. We first use the ETCR tool [20] to collect meta-information of pull requests and review comments, including the git commit hash and changed file name related to the comments. Using the meta-information, we can further query GitHub API to get code changes (including the original file, new file, and the code diff) corresponding to the review comments. These code changes and comments make up our CodeReview data. By now, we have collected all required data for building datasets for the three downstream tasks.

3.3 Dataset Construction

The pre-training dataset is a set of code changes with or without review comments. However, it requires further data processing to build datasets for the three downstream tasks:

1. Code change quality estimation: All commented code changes are regarded as suspicious code that introduces bugs or conflicts with code specifications. Other code changes without comments are labeled as correct. As the number of code changes without comments is about 2-3 times the number of commented code changes, we perform random down-sampling on the changes without review comments to build a balanced dataset.
2. Review comment generation: Code changes with review comments will be used for this task. We filter out those comments written by the code changes author. When there is more than 1 comment related to a diff hook, we only keep the earliest one.
3. Code refinement: We traverse each pull request in the projects. For each commented code change, we check all the commits in this pull request to find whether there is a later commit that updates this part of code again. To be specific, when the reviewer writes a comment on the code diff \(D: C_0 \rightarrow C_1\) and the revised source code lines in \(C_1\) are further modified to a newer version \(C_2\) in a later commit, we assume that the comments on the early change helped the contributor to make the later updates. Then the triplets \((C_1, R_{nl}, C_2)\) are collected to build the code refinement dataset. In some cases, a comment is related to multiple future code revisions or multiple comments contribute to a revision together. All these samples are removed from the dataset because modeling the interactions between multiple comments and multiple changes is beyond the discussion of this paper. Even though we collect data from projects with high star numbers and PR numbers, the dataset quality still varies, especially when it comes to review comments. To filter out low-quality comments, we clean the pre-training and

\(^1\)https://github.com/
\(^2\)https://www.gerritcodereview.com/
\(^3\)Apache-2.0, GPL-3.0, MIT, BSD-2.0, BSD-3.0, BSL-1.0, GPL-2.0 license, etc.
downstream datasets carefully following the steps described in Appendix A.

3.4 Data Split
We use the CodeReview data to build the pre-training dataset and the benchmark dataset for the three downstream tasks. To prevent the dataset from information leakage, we split the data in project level. The code repositories with more than 2,500 pull requests are used to build the pre-training dataset and training set of the benchmark dataset. Other code repositories with [1, 500, 2, 500] pull requests are used to build the validation and test dataset.

4 CODEREVIEWER
In this section, we describe our CodeReviewer model in detail, including the model architecture, the input-output representations of the model, and the pre-training tasks designed for code review.

We develop CodeReviewer based on Transformer [42] and design four pre-training tasks related to the code review process to improve the model’s capacity for automating code review activities.

4.1 Model Architecture
The CodeReviewer is an encoder-decoder model based on Transformer [42]. We adopt the same architecture as Text-To-Text-Transfer Transformer (T5) model [30]. The CodeReviewer model consists of 12 Transformer encoder layers and 12 decoder layers. There are 12 attention heads in each layer and the hidden size is 768. The total parameter size of the model is 223M.

We initialize CodeReview with the parameters of CodeT5 [43]. We further pre-train the model with our four pre-training tasks. Once pre-trained, CodeReviewer is finetuned and evaluated on the downstream tasks respectively.

4.2 Input-Output Representations
CodeReviewer takes different inputs and outputs for different tasks. For code understanding tasks or comment generation tasks, the model takes code diff as input. For the code refinement task, the model takes as input both the original source code and the review comment.

Following the standard way of input processing in Transformer, the input is treated as a token sequence. We use the same RoBERTa [25] tokenizer as CodeT5 to split the source code and review comment to the tokens. A special token [CLS] is prepended to the sequence, forming the input as \{[CLS], c_1, c_2, \ldots, c_n\} where \(c_i\) is source code token and \(n\) is the sequence length. To help our model understand the diff format better, the special line tags “+” and “-” in diff file indicating line deletion and line insertion are replaced with special tokens [DEL] and [ADD]. We also insert a [KEEP] before each unchanged line. When there are both source code tokens and review comment tokens in the input, a [MSG] token is inserted to separate the two sequences. Thus the input is \{[CLS], c_1, c_2, \ldots, c_n, [MSG], w_1, w_2, \ldots, w_m\}.

The model outputs consist of two components: token representations from the encoder and generated token sequence from the decoder. For classification tasks, the representation of [CLS] token is used to generate the predictions. For sequence generation tasks, the decoder outputs the predicted token sequence.

4.3 Pre-training Tasks
The key challenge of automating code review activities is to understand code changes and capture the relationship between code changes and corresponding review comments. Therefore, we design four pre-training tasks to improve the abilities of CodeReviewer.

4.3.1 Diff Tag Prediction. As mentioned in Section 2.5, diff is a special format containing rich information in code changes. Compared with encoding both the original and new version code, the diff format prevents duplicates of unchanged lines. Thus, learning code diff as a special format of source code is critical for the model in the code review scenario.

We use Diff Tag Prediction (DTP) task to equip the model with the ability to understand the special line tags in code diff. Note that we replace “+” and “-” tags at the beginning of diff lines by special tags [ADD], [DEL] and involve [KEEP] in the model input. In DTP training, the three kinds of special tags are replaced by [MASK] tokens in the model input. We train our model to predict special tokens [ADD], [DEL] or [KEEP] at corresponding positions. By training on DTP, the model learns to distinguish whether a line is unchanged or updated. This helps CodeReviewer to understand the code diff format. Concretely, model predicts a probability distribution \(p^{(i)}\) for the \(i\)-th masked tag position and a standard cross-entropy loss is used to train our model:

\[
L_{DTP} = - \sum_{i} \left( y_0^{(i)} \log p_0^{(i)} + y_1^{(i)} \log p_1^{(i)} + y_2^{(i)} \log p_2^{(i)} \right) \tag{1}
\]

4.3.2 Denoising Objective. Denoising objective is an unsupervised pre-training objective introduced by Lewis et al. [23] to acquire a general understanding of a corpus. The original denoising objective randomly masks spans in the input sentence with a corrupted rate of 15% and predicts these spans. By learning to predict masked spans, the model gains general knowledge about the corpus distribution.

To better understand code diff and review comments, we design two denoising objectives for CodeReviewer: denoising code diff (DCD) and denoising review comment (DRC). In the DCD task, we randomly select 15% code lines and mask them. We corrupt inputs on line-level but not span-level in order to keep the integrity format of code diff. It’s worth noting that to reduce the difficulty of this task, the line tags ([ADD], [DEL] and [KEEP]) are preserved to inform the model whether a line is updated or removed. The DCD task aims to help the model learn the distribution of code changes, augmenting both the encoder and decoder. Encoder producing a better representation of code changes benefits both understanding and generation tasks. Pre-training the decoder on DCD helps the model generate better source code in the code refinement task.

In DRC task, the model is given a corrupted review comment as input and is required to recover the masked spans. Specifically, we randomly mask spans with 20% corrupted rate and train the decoder to generate them. Training with the DRC task is expected to benefit comment-related tasks. We describe the loss of DCD and DRC tasks as:

\[
L_{DCD} = \sum_{i=1}^{k} - \log P_\theta(c_i | e^{\text{mask}}, c_{<i}) \tag{2}
\]
Figure 4: Pre-training tasks of CodeReviewer.

\[ L_{DRC} = \sum_{t=1}^{k} -\log P(w_t|w_{<t}) \]  

(3)

where \( e_{\text{mask}}, w_{\text{mask}} \) are masked code diff and masked review comment, and \( c_{<t}, w_{<t} \) are the span sequence of code diff and review comment generated so far.

4.3.3 Review Comment Generation. In each pre-training task mentioned above, only one modal is involved, which means that the model only learns to understand source code or review comments in one task. However, the most challenging part of code review is to capture the relationship between code changes and review comments. To equip our model with this capability, we utilize bi-modal data (code changes in programming languages and related review comments in natural language) in the pre-training task. For generalizability, we use a simple conditional generation task: review comment generation (RCG). In RCG, the model is given a code change as input and asked to generate the review comment written by the human reviewer. We use the negative log-likelihood loss:

\[ L_{RCG} = \sum_{t=1}^{k} -\log P(w_t|c, w_{<t}) \]  

(4)

where \( c \) is code change and \( w_{<t} \) is the comment generated so far.

5 STUDY DESIGN

To investigate the performance of our CodeReviewer model on the code review tasks, we perform a large-scale study to answer the following research questions (RQ):

**RQ1:** How does CodeReviewer perform on the code change quality estimation task? We provide as input to CodeReviewer a code change \( D_1: C_0 \rightarrow C_1 \), and ask the model to give a binary prediction whether the code change needs a review.

**RQ2:** How does CodeReviewer perform on the review generation task? In this RQ, CodeReviewer is also provided a code change \( D_1: C_0 \rightarrow C_1 \), but we assess the ability of CodeReviewer to generate a natural language comment \( R_{nl} \) as the reviewers would do.

**RQ3:** How does CodeReviewer perform on the code refinement task? Given a few lines of source code submitted for code review and the feedback from reviewers written in natural language, the model is required to refine the submitted code to implement the requirements of the review comments.

In RQ1-RQ3, we evaluate CodeReviewer on different code review tasks. To assess the contribution of each pre-training task and our multilingual dataset, we further investigate RQ4 and RQ5.

**RQ4:** What role does each pre-training task play in CodeReviewer? In RQ1-RQ3, the evaluated CodeReviewer model is pretrained on all four pre-training tasks before being applied to the downstream tasks. We remove the pre-training tasks one by one and evaluate the resulting models again to expose the influence of each pre-training task on different downstream tasks.

**RQ5:** Can multilingual dataset benefit model performance on understanding single programming language? Existing research show that multilingual training dataset can benefit for model performance compared with monolingual dataset on neural machine translation and code translation [8, 48], especially for low-resource languages. We evaluate the performance of CodeReview
with the model trained on the full dataset to show the influence of T5 for code review. Tufano et al. [40] attempt to use pre-trained Transformer. Transformer [42] is a SOTA model architecture for T5 for convenience later. Transformer is the multi-head attention module and the parameterized linear transformation layers. We use the same model setting as CodeT5-base, with a 12-layer encoder and a 12-layer decoder.

5.1 Baseline Models

To demonstrate the superiority of our multilingual code review related pre-training dataset and carefully designed pre-training tasks, we compare our CodeReviewer model with three baselines, including a state-of-the-art (SOTA) model architecture Transformer [42] trained from scratch and two pre-trained models: T5 for code review [40] and CodeT5 [43].

Transformer. Transformer [42] is a SOTA model architecture for many classification and generation tasks. The key component of Transformer is the multi-head attention module and the parameterized linear transformation layers. We use the same model setting as CodeT5-base, with a 12-layer encoder and a 12-layer decoder.

T5 for code review. Tufano et al. [40] attempt to use pre-trained model for code review automation. They pre-train a small version of T5 model with the denoising objective proposed by Raffel et al. [30] on their own dataset including Stack Overflow dumps and CodeSearchNet [21]. The model consists of 61M parameters, with 6 layers for both encoder and decoder. We refer to this model with T5 for convenience later.

CodeT5-base. CodeT5 is a SOTA unified pre-trained encoder-decoder model for code understanding and generation tasks proposed by Wang et al. [43]. They propose to pre-train CodeT5 with identifier-aware denoising tasks and bimodal dual generation objective, which makes CodeT5 the SOTA model for multiple code-related downstream tasks including code summarization, code generation, code translation and code refinement. The base version of CodeT5 consists of 12 encoder layers and decoder layers with the parameter size 220M. We use CodeT5 to refer to this model.

5.2 Evaluation Metrics

We provide a brief description of the evaluation metrics used for the three downstream tasks in this section.

**Code change quality estimation.** It is a binary classification task. We use accuracy, precision, recall, and F1 to evaluate the model predictions. Note that when computing the later 3 metrics, the code changes with issues (requires for comments and updates) are treated as the positive class.

**Review comment generation.** We compute the BLEU (Bilingual Evaluation Understudy) [29] score of the predictions. BLEU is widely used to assess the quality of automatically generated text in generation tasks such as machine translation and code generation. We use the BLEU-4 variant, which computes the overlap of n-grams between the generated text and the reference text with n from 1 up to 4. As review comments are diverse and non-unique, we further apply human evaluation on generated comments from two perspectives: information and relevance. 📒 Information: in this metric, we evaluate how informative the comment is for the contributor to revise the source code. Comments like “declare this variable as private” are more informative than those like “why do we need this?”. 📒 Relevance: in this metric, we evaluate to what extent the review comment is related to the corresponding code change. The comments point out the issues in the code changes will get high scores, while those not related or disobey the logic in the code changes should get low scores. The comments are labeled with a 1-5 score for each metric. We describe in detail of the two metrics in the Appendix B.

**Code refinement.** For this task, we compute the BLEU score between generated code and target code and the exact match (EM) rate. BLEU only evaluates the similarity between the prediction and the target, while a small change in source code can result in compile error and execution error. So exact match is a more important metric in this task. Only if a prediction is exactly the same as the target, will it be considered as correct.

5.3 Implementation Details

We implement our model with the popular deep learning framework PyTorch [4] and the python package transformers developed by HuggingFace [5]. We pre-train our CodeReviewer model with 2 DGX-2 servers with 16 NVIDIA V100-32G GPUs on each server. The learning rate and batch size in the pre-training stage are set to 0.0002 and 768. We use AdamW optimizer with linear warmup to optimize the model for 250k steps. The warmup step number is set to 2500. When fine-tuning our CodeReviewer and baseline models on the three downstream tasks, we use batch size 8.

---

**Table 2: Statistics of pre-training dataset.**

| Language | Project # | PRs | Data Size | w/ comment | w/o comment |
|----------|-----------|-----|-----------|------------|-------------|
| Python   | 195       | 1,451k | 72.8G | 887k | 518k |
| Java     | 175       | 1,073k | 54.8G | 876k | 467k |
| Go       | 146       | 951k | 40.4G | 728k | 410k |
| C++      | 133       | 999k | 82.1G | 474k | 202k |
| JavaScript | 194    | 1,354k | 30.6G | 425k | 293k |
| C        | 77        | 441k | 135.4G | 292k | 110k |
| C#       | 77        | 463k | 28.2G | 324k | 199k |
| Php      | 92        | 574k | 16.9G | 215k | 157k |
| Ruby     | 72        | 626k | 3.8G | 90k | 126k |

| Total    | 1,161     | 7,933k | 463.2G | 4,311k | 2,481k |

† Pull request numbers of the projects in total.

**Table 3: Statistics of benchmark datasets.**

| Dataset                    | Train # | Valid # | Test # | LOC   |
|----------------------------|---------|---------|--------|-------|
| Quality Estimation         | ~266k   | ~31k    | ~31k   | ~11M  |
| Review Comment Generation  | ~118k   | ~10k    | ~10k   | ~1.8M |
| Code Refinement            | ~150k   | ~13k    | ~13k   | ~1.3M |

We use accuracy, precision, recall, and F1 to evaluate the model predictions. Note that when computing the later 3 metrics, the code changes with issues (requires for comments and updates) are treated as the positive class.
we perform a human evaluation on their predictions. The performance of T5 is inferior to the other models, including CodeReviewer. Table 5 shows the results on the review generation task. CodeReviewer produces a higher BLEU score than the baseline models. Besides, the performance of CodeReviewer model improves F1 and accuracy by 8.24% and 7.07% compared with T5. The improvement over CodeT5 is also over/about 7%, which demonstrates that our pre-training tasks help CodeReviewer understand code changes better. Besides, the performance of Transformer trained from scratch is inferior to the other three models, indicating the importance of pre-training and multilingual dataset.

6 RESULTS ANALYSIS

In this section, we answer each research question based on our experiment results. We first focus on three research questions concerning our model’s performance in each task and how it compares to other state-of-the-art baseline models. We further demonstrate the effects of our pre-training tasks and multilingual dataset.

6.1 RQ1: Performance on code change quality estimation

Table 4 shows the results on the code change quality estimation task. From the table, we can see that whether the baselines are trained from scratch or pre-trained models, CodeReviewer outperforms them significantly on all four metrics. Specifically, our CodeReviewer model improves F1 and accuracy by 8.24% and 7.07% compared with T5. The improvement over CodeT5 is also over/about 7%, which demonstrates that our pre-training tasks help CodeReviewer understand code changes better. Besides, the performance of Transformer trained from scratch is inferior to the other three models, indicating the importance of pre-training.

6.2 RQ2: Performance on review generation

Table 5 shows the results on the review generation task. CodeReviewer produces a higher BLEU score than the baseline models. However, the BLEU score of our model is still lower than 10, indicating it is a hard task. As mentioned before, review comments are diverse and non-unique. Referring to the example illustrated in Figure 5a, our model prediction conveys similar intent as the ground truth. But their words differ greatly so that the BLEU score is lower than Codex. To investigate the models’ performance better, we perform a human evaluation on their predictions.

We firstly choose 300 random samples in Java from the test set and manually select 100 of them with high-quality code changes and review comments. For the selected samples, we invite 6 professional sophisticated programmers to score the reference comment and generated comments of each model as described in Section 5.2. Results are listed in Table 5. Our model improves the information score and relevance score of the generated comments by about 20% relatively compared with the baseline models, which means comments generated by CodeReviewer are more useful and adequate. The performance of T5 is inferior to the other models, including the Transformer baseline. Because the parameter size of T5 (61M) is about 1/4 of the other models (223M). We conjecture that it is too challenging for a small model to generate the review comments.

In this task, we also conduct a qualitative analysis of the world’s largest language model on source code, Codex [7], which has been proven to be the most powerful code generation model and capable of zero-shot task transfer. Since we don’t get access to the model and can’t fine-tune it, we alternately use GitHub Copilot [15] which is powered by Codex. By providing several code diff and review comment pairs as prompt, we find that Codex can’t generate any meaningful reviews but copying comments in the given examples. Figure 5a shows an example of outputs generated by different models including Codex. More cases are shown in the Appendix C.

6.3 RQ3: Performance on code refinement

Table 6 shows the results on the code refinement task. The NaiveCopy method directly copy the input code as the refinement result. It produces a decent BLEU score but 0.00 Exact Match (EM). CodeReviewer successfully generates the repaired code exactly the same as ground truth for more than 30% cases, which is two times as the result of T5 and 25% more than CodeT5 relatively, demonstrating the superior ability of CodeReviewer to understand the review comments and refine code based on them. The BLEU score of CodeReviewer is also higher than T5 and CodeT5. Figure 5b shows an example of a perfect prediction generated by our model. Note that the Transformer model failed to converge in 10 epochs, producing about 0 BLEU score, so the result is not listed in the table.

6.4 RQ4: Influence of pre-training tasks

We demonstrate the superior performance of CodeReviewer on different downstream tasks in RQ1-RQ3, proving that the well-designed pre-training tasks benefit for automating code review activities. In this RQ, we dive deeper and expose the contribution of each pre-training task. We further pre-train three models, each
public class DockerOptions {
    for (int i = 0; i < maxContainerCount; i++) {
        node.add(caps, new DockerSessionFactory(clientFactory, docker, image, caps));
    }
    LOG.info(String.format(
        "Mapping %s to docker image %s %d times", caps, name,
    )

    LOG.finest(String.format(
        "Mapping %s to docker image %s %d times", caps, name,
    )

    System.out.println("Mapping %s to docker image %s %d times", caps, name,

    Config.UnitMap = Config.UnitMap.OrderBy(o => o.Key.Length).ToDictionary(o => o.Key, p => p.Value);
    foreach (var unit in Config.UnitMap.Keys)
    {
        resultText = resultText.Replace(unit, Config.UnitMap[unit]);
    }
    ...
}

(a) An example of the review generation task. The Codex output is obtained by Copilot.

Review comment: This should only happen once in initialization, can you move it out of this method?

CodeReview:
private string ReplaceUnit(string resultText)
{
    var unitMap = Config.UnitMap.OrderBy(o => o.Key.Length).ToDictionary(o => o.Key, p => p.Value);
    foreach (var unit in Config.UnitMap.Keys)
    {
        resultText = resultText.Replace(unit, Config.UnitMap[unit]);
    }
    ...
}

(b) An example of the code refinement task. To make clear, we show the code diff between the inputs and model outputs instead of their original form.

Figure 5: Examples of the review generation task and the code refinement task.

Table 7: Ablation study on code change quality estimation.

| Model     | Precision | Recall | F1    | Accuracy |
|-----------|-----------|--------|-------|----------|
| CodeReviewer | 78.60     | 65.63  | 71.53 | 73.89    |
| -CMT      | 77.14     | 66.35  | 71.34 | 73.35    |
| -ENC      | 79.59     | 62.64  | 70.10 | 73.29    |
| -DEC      | 79.87     | 60.94  | 69.13 | 72.80    |

Table 8: Ablation study of multi-lingual dataset on the code change quality estimation task.

| Metric | Java | C# | Ruby |
|--------|------|----|------|
|        | Multi | Single | Multi | Single | Multi | Single |
| Accuracy | 74.04  | 72.45 | 74.80  | 72.21  | 82.70 | 79.92 |
| F1      | 70.53  | 69.34 | 76.52  | 75.53  | 89.23 | 88.10 |

of which is trained with some pre-training tasks removed, and evaluate their performance on the code change quality estimation task. The models CodeReviewer-DTP, CodeReviewer-DCD and CodeReviewer-CMT represent CodeReviewer trained without the Diff Tag Prediction task, the Denoising Code Diff task, and the other two comment related tasks (Denoising Review Comment and Review Comment Generation) respectively.

Table 7 shows the results. The drop of the model performance demonstrates the importance of the pre-training tasks. For the code change quality estimation task, all the pre-training tasks help our model understand the code diff better. But the diff tag prediction task and the denoising code diff task are more important. The results are consistent with our motivation in Section 4.3.

6.5 RQ5: Influence of multilingual dataset

In the previous experiments, CodeReviewer is trained on the datasets consisting of nine programming languages. To investigate whether multilingual datasets help our model better understand a single programming language, we build monolingual datasets for Java, C# and Ruby language, respectively. Java represents popular languages and Ruby represents the low-resource languages as shown in Table 2. For each of the three languages, we pre-train and finetune the CodeReviewer on the monolingual datasets and compare the performance on the code change quality estimation task with the original CodeReviewer pre-trained and finetuned on full multilingual datasets. The results are listed in Table 8.

The multilingual CodeReviewer outperforms the three monolingual models consistently, improving the accuracy by 2.32% and the F1 score by 1.10% on average. We conclude that our multilingual dataset benefits the CodeReviewer for understanding specific languages significantly. This reveals the superiority of our multilingual dataset over the datasets for single programming language.
7 RELATED WORKS
7.1 Pre-training for code-related tasks
Deep Learning techniques have been widely adopted in software engineering research [10, 44]. In recent years, motivated by the great impact of pre-training technique in natural language (NL) processing area [6, 11, 23, 30], researchers have made attempts to investigate whether pre-trained models for programming language (PL) can further facilitate software development.

Since pre-trained models can address several downstream tasks by fine-tuning, previous works target at different scopes of code-related tasks with their models. Kanade et al. [22] pre-train CuBERT in a Python code corpus mostly for classification tasks like variable-misuse classification, wrong binary operator, etc. CodeBERT [14] and GraphCodeBERT [17] are bi-directional transformer models pre-trained on NL-PL pairs in six programming languages, the latter introduces new pre-training tasks designed for source code data flow. Both models have shown effectiveness on code-text crossing tasks like NL code search and code summarization, and other code understanding tasks like code clone detection and defect detection thanks to bi-directional attention mechanism. CodeGPT [26], GPT-C [36] and Codex [7] focus on generative tasks like code completion and code generation because they are pre-trained with decoder-only transformer architecture. As for encoder-decoder models like PLBART [2] and CodeT5 [43] and unified models like UniXcoder [16], they can be applied for both understanding and generation tasks that take source code or text as inputs.

All the above models pay no attention to tasks in the code review process. A distinct feature of code review tasks is that code changes should be considered as inputs. Recently, Tufano et al. [40] pre-trained a T5 model for automating code review activities. However, their work is different from ours on two points. First, they just use the pre-training objectives of T5 [30] and don’t take into consideration how to integrate code changes into pre-training. Second, their pre-training data is not directly related to code review, but we collect data from GitHub pull requests for pre-training.

7.2 Automating code review activities
As indicated by previous empirical studies, code review is an important part in the software development lifecycle and involves a significant amount of effort and time of reviewers [5, 32]. Researchers are paying more attention to automating code review activities, including reviewer recommendation [38, 47], comment location prediction [19, 33], review comment recommendation [18, 34] and code refinement [41].

Thongtanunam et al. [38] reveal that 4%-30% of reviews have code reviewer assignment problems. Thus, they propose a file location-based tool RevFinder to recommend appropriate code reviewers. To tackle the same problem, Zanjani et al. [47] design the system cHRev which utilizes code review histories to recommend reviewers for a code change. While these researchers aim at improving code review at an early stage, others are devoted to solving the more challenging tasks during the code review process. Shi et al. [33] propose the DACE framework based on CNN and LSTM to predict whether a hunk in the code change will be accepted by the reviewers. Hellendoorn et al. [19] use the Transformer architecture to solve this task. Furthermore, they also attempt to capture the relation of different hunks in a pull request by encoding each hunk and computing attention scores across diff hunks to fuse the information. Li et al. [24] formalize automatic code review as a multi-instance learning task, in which each hunk is an instance and the target is to predict whether a pull request will be accepted.

Other researchers focus on tasks related to review comments. To save the time reviewers spent on writing reviews related to common issues such as coding style and documentations, Gupta and Sundaresan [18] propose the LSTM-based model DeepMem. DeepMem learns the relations between code changes and review comments, and recommends review comments automatically based on existing code reviews and code changes. Siow et al. [34] also recommend code reviews in a retrieval-based manner. They propose an LSTM-based multi-level embedding attentional model CORE aiming at capturing the semantic information in both source code and reviews. Tufano et al. [41] use deep learning techniques to automate a different task in code review. They train a Transformer model to revise the contributors’ code to implement the requirements from the review comments. In the previous work, the researchers usually train a small model for a specific task in the code review process. Differently, we propose a large model pre-trained on four general pre-training tasks for code review, producing superior performance across three different code review tasks.

7.3 Code review datasets
To advance the research of automating code review activities, researchers also make effort to collect and publish code review datasets. Tufano et al. [41] create two datasets with 17k abstracted code changes for predicting method-level code changes. The Code Review Open Platform (CROP) by Paixao et al. [28] is a dataset based on specific Gerrit projects consisting of 507k comments. The dataset from Mukadam et al. [27] has fewer comments (106k) and provides only metadata of source code. Yang et al. [46] propose the dataset with the largest number of comments. But they also provide only metadata of source code. Compared with them, we propose the largest, multilingual code review dataset with completed information collected from over 1k GitHub repositories with more than 7.9M pull requests in total.

8 THREATS TO VALIDITY
Threats to internal validity relate to the roles played by the model architecture and hyper-parameters setting. We do a small-range grid search on learning rate and batch size settings, leaving other hyper-parameters the same as those in CodeT5 [43]. It is expected that more hyper-parameter tuning would bring more improvements.

Threats to external validity are mostly related to the dataset we collect and use in this paper. Since the dataset is collected from GitHub, it is built upon only open-source projects, not industrial projects. Besides, even though we explore many ways to do filtering, in the high-quality projects, there still exists review comments that have little to do with the code change, leading noises in our dataset.

Threats to construct validity include the rationality of evaluation metrics. We argue that the BLEU score which is widely used in
text generation tasks is not suitable for the review generation task. So we conduct a human annotation to better evaluate the results.

9 CONCLUSION
In this paper, we focus on pre-training techniques for automating code review activities. We start by formulating three tasks in the code review process with the code change format. We collect and organize a large-scale dataset from GitHub for code review pre-training and a benchmark for evaluation on the three tasks. It is the largest dataset in code review scenario, covering nine of the most popular programming languages in GitHub. Based on this, we introduce CodeReviewer, a transformer-based encoder-decoder model pre-trained on our dataset with four designed pre-training tasks for code review. The experimental results demonstrate that our model outperforms the state-of-the-art models pre-trained with source code in all three tasks.
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We perform the following cleaning steps in both pre-training and fine-tuning:

1. **Handling Source Code Changes**:
   - Remove short comments (less than 3 words).
   - Remove comments longer than 200 words.
   - Remove comments longer than 20 lines in the corresponding patch.

2. **DATA FILTERING**
   - **Filter Out Low-Quality Comments**:
     - Handwritten rules can be used to filter most of the low-quality comments. Applying such rules to the pre-training dataset is satisfying. However, it is not good enough to build a high-quality benchmark dataset for downstream tasks like review generation.
     - Reviewers are likely to write comments on a wide range of topics, some comments have limited relation to code or convey little information, e.g., “What is this change about?”. To eliminate such data, we train a simple comment classification model in our internal projects with 37k review comments. These comments are manually labeled by professional software engineers.
     - Tags of comments include UNIT_TESTING, NULL_HANDLING, CODE_REFACCTOR_RENAME, and so on. Then we use a SOTA sentence embedding pre-trained model for natural language – MPNet [35] to encode all the comments. Considering comments are also natural language, we do not fine-tune MPNet. Thus we have a sentence embedding for each comment. A simple SVM (Support Vector Machine) is applied to train a classifier with the sentence embedding as input. Finally, we use the comment classification model to label all the comments in downstream datasets. Comments which are tagged as UNKNOWN or classified to some class with confidence less than 50% are removed. This process helps us filter about 5% comments in downstream datasets. Additionally, to reduce the difficulty of the review generation task and code refinement task, we filter out code changes longer than 20 lines in the corresponding tasks.

3. **Human Evaluation**
   - **A.1 Data Filtering**
     - **General Data Filtering**
       - We perform the following cleaning steps in both pre-training and downstream datasets. First, we eliminate Emojis, non-ASCII characters, trailing spaces, and multiple white spaces from comments to keep the dataset in a unified normalized format. We further remove comments that contain external URLs as they are often related to other commits or pull requests. In the comment generation task, comments containing source code as suggestions are also removed because we focus on generating natural language comments. Note that these comments are kept in the code refinement task, as the code suggestions in the comment may be direct guidance for contributors to revise the code. Comments that are too short/long (less than 3 words / more than 150 words) are considered non-informative/lengthy and removed. Besides, in our human investigation, we notice that some comments are not written in English and some comments are praises to the author (such as “Nice change!” or “LGTM.”) that are not helpful for the code review process. We use the Python package ‘langdetect’ and a finetuned BERT-base sentiment analysis model to detect comment language and to detect the sentiment of comments. Comments that are not written English, that are both short and positive are also removed.
       - At last, we apply some handwritten rules [40] to remove comments not related to the code review process. As for code changes, we believe most of the changes are meaningful and only remove the hunks longer than 200 words (split by spaces) because they are too long for the model to understand (usually more than 512 tokens after tokenization).

   - **A.2 Data Filtering For Downstream Tasks**
     - Handwritten rules can be used to filter most of the low-quality comments. Applying such rules to the pre-training dataset is satisfying. However, it is not good enough to build a high-quality benchmark dataset for downstream tasks like review generation. Since reviewers are likely to write comments on a wide range of topics, some comments have limited relation to code or convey little information, e.g., “What is this change about?”. To eliminate such data, we train a simple comment classification model in our internal projects with 37k review comments. These comments are manually labeled by professional software engineers.
     - Tags of comments include UNIT_TESTING, NULL_HANDLING, CODE_REFACCTOR_RENAME, and so on. Then we use a SOTA sentence embedding pre-trained model for natural language – MPNet [35] to encode all the comments. Considering comments are also natural language, we do not fine-tune MPNet. Thus we have a sentence embedding for each comment. A simple SVM (Support Vector Machine) is applied to train a classifier with the sentence embedding as input. Finally, we use the comment classification model to label all the comments in downstream datasets. Comments which are tagged as UNKNOWN or classified to some class with confidence less than 50% are removed. This process helps us filter about 5% comments in downstream datasets. Additionally, to reduce the difficulty of the review generation task and code refinement task, we filter out code changes longer than 20 lines in the corresponding tasks.

   - **B Human Evaluation**
     - We introduce the standards in our human evaluation process of the review generation task.

   - **B.1 Information metric**
     - We score the comment with 1-5 (1,2,3,4,5) according how much information the author can get from the comment.
     - **Score 5**: If a comment gives a clear and concrete suggestion, it should be scored with 5.
     - **Score 4**: If a comment is about a concrete suggestion but in a euphemistic tone, or the suggestion has small logic errors, it should be scored by 4.
     - **Score 3**: If a comment is not about a suggestion but only raising a concrete question, it should be scored with 3.
     - **Score 2**: If a comment raises a vague question or suggestion, it should be scored by 2.
     - **Score 1**: Comments that are praising the code change, or suitable for any scenario, or hard to understand should get a low score of 1.

   - Examples are shown in Table 9.
B.2 Relevance metric

We score the comment with 1-5 (1,2,3,4,5) according to the relevance between comment and code change. A good comment is strongly related to the code change. And the logic of the comment matches the code change.

Score 5: Comments that talk about the code change only and are logically correct should be given a high score of 5.

Score 4: If the comment is highly related to this code change while the logic of a comment doesn’t match the code change, the score should be 4. The score should be lower if the logic is quite wrong.

Score 3: If the comment is related to the code change, but it cannot be inferred by the context, e.g., it contains information from other contexts that are not included in this code diff, the score should be 3.

Score 2: If the comment is related to the code diff context but not the code change itself, it should be scored with 2.

Score 1: Comments that are not related to the code change, or can be suitable for any code change, or are hard to understand, should get a low score of 1.

Examples are shown in Figure 6.

C CASE STUDY

In this section, we show more examples generated by our CodeReviewer model and other baseline models in the review generation task and the code refinement task.

Figure 7 shows two examples of the review generation task. In the first example, only CodeReviewer generates a comment similar to ground truth, while other models generate useless comment that is not specific for this code change. In the second example, comments generated by CodeT5 and Codex are not related to the code change. Our model generates a comment which is highly related to the code change, but it is totally different from the ground truth, which indicts that there might be different perspectives to review the code changes.

Figure 8 and Figure 9 show two examples of the code refinement task. In Figure 8, CodeReviewer follows the instruction in the review comment and moves the assignment statement out of this method. So does CodeT5, but it alters other aspects that are not mentioned in this review. T5 doesn’t get the meaning of the comment and makes no changes to the original code. In Figure 9, CodeReview performs exactly as what the reviewer asks to do. CodeT5 incorrectly changes the operator. T5 makes numerous adjustments that are unrelated to the review.
buf.WriteInt32(0);
- buf.WriteString(message);
+
+ // auto inject saylinks (say)
+ if (RuleB(Chat, AutoInjectSaylinksToSay)) {
  + std::string new_message =
  EQ::SayLinkEngine::InjectSaylinksIfNotExist(message);
  + buf.WriteString(new_message.c_str());
  + }
  + else {
  + buf.WriteString(message);
  + }
auto outapp = new EQApplicationPacket(OP_SpecialMesg, buf);

Review comment: `c_str()` is not needed. You can just use `buf.WriteString(new_message);`

from functools import reduce
import scapy.modules.six as six
from scapy.modules.six.moves import filter, range, zip

Review comment: why did you remove `zip`? It is used!

importedname = node.modname
else:
  importedname = node.names[0][0].split('.')[0][0]
+
+ if node.as_string().startswith('from .'):
  + importedname = '.' + importedname
  self._imports_stack.append((node, importedname))

@staticmethod
Review comment: What if the imported name already starts with `from __future__ import unicode_literals`?

import java.util.logging.LogRecord;
* @author Wouter Zelle
+ * @deprecated This class will be completely removed in 7.0.0
*/
+@Deprecated
public class ConsoleLogHandler extends Handler

Review comment: So, the culprit was actually this class "ConsoleLogHandler", correct?

import flatbuffers
from flatbuffers.compat import import_numpy
+from tests.namespace_test.NamespaceC.TableInC import TableInC, TableInCT
np = import_numpy()
class SecondTableInA(object):

Review comment: These changes will need to be made in the code generator

Figure 6: Examples of different scores for the relevance metric.
| Class/Method                                                                 | Comments                                                                 |
|-----------------------------------------------------------------------------|--------------------------------------------------------------------------|
| public class MockExecutorLoader implements ExecutorLoader {                 |                                                                          |
|     public void unassignExecutor(int executionId) throws ExecutorManagerException { |
|     executionExecutorMapping.remove(executionId);                          |                                                                          |
|     }                                                                        |                                                                          |
|     @Override                                                               |                                                                          |
|     public List<ExecutableFlow> fetchRecentlyFinishedFlows(long lifeTimeMs) |                                                                          |
|     throws ExecutorManagerException {                                       |                                                                          |
|     return null;                                                            |                                                                          |
| }                                                                           |                                                                          |

**Ground truth:** I think we should return an empty list instead of null here.

**TS:** I don’t think we need this.

**CodeTS:** I don’t think this class belongs here.

**Codex:** I think this is a good idea.

**CodeReviewer:** return empty list instead?

| public abstract class Directory implements Closeable {                      |                                                                          |
|     * @throws AlreadyClosedException if this Directory is closed           |                                                                          |
|     */                                                                      |                                                                          |
|     protected void ensureOpen() throws AlreadyClosedException {}            |                                                                          |
|     +                                                                        |                                                                          |
|     /**                                                                     |                                                                          |
|     * Implementations can override this if they are capable of reporting modification time |
|     * of a file in seconds since the epoch.                                 |                                                                          |
|     */                                                                      |                                                                          |
|     public long fileModified(String name) throws IOException {              |                                                                          |
|     throw new UnsupportedOperationException();                                |                                                                          |
|     }                                                                      |                                                                          |

**Ground truth:** I think we should avoid changing any lucene classes for the moment - fileModified() can probably stay where it is.

**TS:** Why do we need this method? I don’t see it being used anywhere else.

**CodeTS:** Shouldn’t this be synchronized as well?

**Codex:** should we make this abstract?

**CodeReviewer:** I think this should throw `FileNotFoundException` instead of `IOException`.

---

**Figure 7:** Examples of the review generation task.
Original Code:
```csharp
private string ReplaceUnit(string resultText)
{
    var unitMap = Config.UnitMap.OrderBy(o => o.Key.Length).ToDictionary(o => o.Key, p => p.Value);
    foreach (var unit in unitMap.Keys)
    {
        resultText = resultText.Replace(unit, Config.UnitMap[unit]);
    }
    ...
}
```

Review comment: This should only happen once in initialization, can you move it out of this method?

CodeReviewer: (also the ground truth)
```csharp
private string ReplaceUnit(string resultText)
{
    foreach (var unit in Config.UnitMap.Keys)
    {
        resultText = resultText.Replace(unit, Config.UnitMap[unit]);
    }
    ...
}
```

CodeT5:
```csharp
private string ReplaceUnit(string resultText)
{
    foreach (var unit in Config.UnitMap.OrderBy(o => o.Key.Length).ToDictionary(o => o.Key, p => p.Value))
    {
        resultText = resultText.Replace(unit, Config.UnitMap[unit]);
    }
    ...
}
```

T5:
```csharp
private string ReplaceUnit(string resultText)
{
    var unitMap = Config.UnitMap.OrderBy(o => o.Key.Length).ToDictionary(o => o.Key, p => p.Value);
    foreach (var unit in unitMap.Keys)
    {
        resultText = resultText.Replace(unit, Config.UnitMap[unit]);
    }
    ...
}
```

Figure 8: An example of the code refinement task.
try {
    wallpaperManager.setBitmap(bitmap);
    ViewUtil.showToast(context, context.getString(R.string.wallpaper_set_successfully));
    if (progressDialog.isShowing() && progressDialog != null) {
        progressDialog.dismiss();
    }
} catch (IOException e) { ... }

Review comment: flip the conditions, null check should be done before

CodeReviewer: (also the ground truth)
try {
    wallpaperManager.setBitmap(bitmap);
    ViewUtil.showToast(context, context.getString(R.string.wallpaper_set_successfully));
    if (progressDialog != null && progressDialog.isShowing()) {
        progressDialog.dismiss();
    }
} catch (IOException e) { ... }

CodeT5:
try {
    wallpaperManager.setBitmap(bitmap);
    ViewUtil.showToast(context, context.getString(R.string.wallpaper_set_successfully));
    if (progressDialog.isShowing() || progressDialog != null) {
        progressDialog.dismiss();
    }
} catch (IOException e) { ... }

T5:
try {
    GoogleApiClientManager.setBitmap(bitmap);
    ViewUtil.showToast(context, context.getString(R.string.GoogleApiClient_set_successfully));
    if (progressDialog.isShowing()) {
        a.dismiss();
    }
} catch (IOException e) { ... }

Figure 9: Another example of the code refinement task.