ON TOPOLOGICAL AND METRICAL PROPERTIES OF STABILIZING FEEDBACK GAINS: THE MIMO CASE
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Abstract. In this paper, we discuss various topological and metrical aspects of the set of stabilizing static feedback gains for multiple-input-multiple-output (MIMO) linear-time-invariant (LTI) systems, in both continuous and discrete-time. Recently, connectivity properties of this set (for continuous time) have been reported in the literature, along with a discussion on how this connectivity is affected by restricting the feedback gain to linear subspaces. We show that analogous to the continuous-time case, one can construct instances where the set of stabilizing feedback gains for discrete time LTI systems has exponentially many connected components.
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1. Introduction. The precise determination of topological and metrical properties of stabilizing feedback gains is of fundamental importance in classical and modern control theory [3, 8, 16, 21]. These properties have recently received renewed interest due to the emergence of learning type algorithms for control synthesis; in fact, these properties can identify some of the limitations of such algorithms. For example, when the set of stabilizing feedback gains contains two or more path-connected components, the performance of gradient-based algorithms for control synthesis is highly dependent on the selection of the initial gain, and the algorithm may converge to a “poor” local minimum.

Despite the longstanding interest in the set of stabilizing feedback gains, their topological and metrical properties have received limited attention in the literature. For example, differential geometric structures of stable state feedback gains for MIMO systems have been studied using information geometry in [16]. An elegant geometric approach has also shown that the sets of stabilizing feedback gains for continuous and discrete single-input-single-output (SISO) and dyadic systems are bounded by two hyperplanes and three hyperplanes, respectively in [18] and [6]. Most of the geometric properties of stabilizing gains can not be easily extended from SISO to MIMO systems, as the proposed geometric approach is applicable when the coefficients of the corresponding characteristic polynomials are linear functions of the entries of the feedback gain. Moreover, it is shown that the set of stable SISO systems of order \( n \) can not only be non-convex but also disconnected with \( n+1 \) connected components in the Euclidean topology [15]. In fact, for a special class of MIMO systems, one can end up with an exponential number of connected components [7].\(^1\) We note that the aforementioned results, e.g., [7, 15], are for continuous-time systems.

This paper discusses the topological, metrical, and geometric properties of the set of stabilizing feedback gains for both continuous-time and discrete-time MIMO LTI systems. Some results are generalizations from the SISO case, while most of them require different lines of reasoning. In addition, we discuss properties of the set of structured stabilizing controllers. First, we review the connectedness of the set of stabilizing state-feedback gains for a continuous MIMO system, as recently reported

---

*Technical Report; Robotics, Aerospace, and Information Networks Laboratory, Department of Aeronautics and Astronautics, University of Washington, April 4, 2019
†Department of Electrical & Computer Engineering, University of Washington, Seattle, WA 98195
‡Department of Aeronautics and Astronautics, University of Washington, Seattle, WA 98195
§Department of Aeronautics and Astronautics, University of Washington, Seattle, WA 98195
\(^1\)That is, exponential in the number of states.
in [7] and discuss their topological and metrical properties: open, contractible and unbounded. In the meantime, the set of stabilizing output-feedback gains is shown to be open, unbounded, and in general, not connected.\footnote{Some of our results are presented as “observations” as we suspect they might have been observed in the earlier system theory literature.}

It should be noted that the separate treatment for continuous and discrete time systems is warranted; in fact, in contrast to the folklore expectation of unified properties for continuous and discrete time systems, there are counterexamples to show that the analogies between the two are far from complete \cite{10, 23}. The distinct difference between continuous and discrete LTI systems might be due to the fact that the generalized bilinear transform has poles and thus not continuous \cite{9, 14}. Therefore, generalizing the proposed topological properties of the set of stabilizing feedback gains from continuous LTI systems to discrete ones is not straightforward. This is especially the case for the structured case. For example, it was proposed \cite{7} that by employing Schwarz matrices, one may generate an instance where the set of structured Hurwitz stabilizing feedback gains has exponentially many path-connected components. However, as far as we know, there is no counterpart of this phenomena for the set of Schur stable matrices. Nevertheless, we show that for discrete MIMO systems, the set of stabilizing state-feedback system is open, unbounded and contractible in the Euclidean topology. For output-feedback system, the set is open, but could be either bounded or unbounded and not path-connected. Furthermore, we present a simple construction to demonstrate that the number of connected components also depends exponentially on the number of states for discrete LTI MIMO systems for structured feedback gains.

The paper is structured as follows: §2 provides preliminary background and notation; §3 discusses various topological and metrical properties of the set of Hurwitz stabilizing set; §4 is devoted to the set-theoretic properties of the set of Schur stabilizing feedback gains for discrete LTI systems; §5 provides concluding remarks.

2. Notation and Preliminaries. We denote by $\mathbb{M}_n(\mathbb{R})$ the set of $n \times n$ real matrices and $\text{GL}_n(\mathbb{R})$ as its subset of invertible matrices; $\chi_A$ denotes the characteristic polynomial of a square matrix $A \in \mathbb{M}_n(\mathbb{R})$; $\mathbb{R}^n$ and $\mathbb{C}^n$ denote the $n$-dimensional real and complex Euclidean spaces with $n = 1$ identified with real and complex numbers. For a vector $v \in \mathbb{R}^n$, we use $v_j$ to denote the $j^{\text{th}}$ entry of $v$, where $v = (v_1, \ldots, v_n)^\top$.

The spectrum of a matrix $M$, denoted by $\text{Sp}(M)$ consists of $n$ complex numbers $\{\lambda_1, \ldots, \lambda_n\}$, where each eigenvalue is repeated by its multiplicity. Mind that $\text{Sp}(M)$ is not a well-defined object in $\mathbb{C}^n$ as we do not impose a natural ordering amongst the complex $n$-tuple. Thus if $\text{Sp}(M) = \{\lambda_1, \ldots, \lambda_n\}$ with each $\lambda_j \in \mathbb{C}$, $\sigma \text{Sp}(M) = \{\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)}\}$ denotes the same set of eigenvalues of $M$ for every permutation $\sigma$ in the permutation group $S_n$. Hence $\text{Sp}(M)$ is more naturally viewed as an element of the quotient space $\mathbb{C}^n/S_n$, where the underlying equivalence relation $u \sim v$ is via,

$$u = (u_1, \ldots, u_n)^\top = (v_{\sigma(1)}, \ldots, v_{\sigma(n)})^\top,$$

for some $\sigma \in S_n$; endow this quotient space $\mathbb{C}^n/S_n$ with a quotient topology induced by the canonical projection $\pi: \mathbb{C}^n \to \mathbb{C}^n/S_n$.

The following result will subsequently be used.

**Theorem 2.1.** (Theorem 5.2 in \cite{19}) The map $M \mapsto \text{Sp}(M)$ is continuous.

A matrix $M \in \mathbb{M}_n(\mathbb{R})$ is Hurwitz stable if $\max \text{Re}[\text{Sp}(M)] < 0$ and $M$ is Schur stable.
if \( \rho(M) < 1 \), where \( \rho(M) \) denotes the spectral radius of \( M \).\(^3\) We denote the open unit disk of \( \mathbb{C} \) by \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \) and the left half plane by \( \mathbb{H}_- = \{ z \in \mathbb{C} : \text{Re}(z) < 0 \} \); \( \mathbb{H}_n \) will be the \( n \)-dimensional version of \( \mathbb{H}_- \). The notation \(|z|\) denotes the modulus of the complex number \( z \in \mathbb{C} \) and \( \bar{z} \) denotes the complex conjugate of \( z \in \mathbb{C} \). We use \( \mathbb{C}[z] \) and \( \mathbb{R}[z] \) to denote polynomials with complex coefficients and real coefficients, respectively, where \( z \) is the corresponding indeterminant. For a polynomial \( p(z) \in \mathbb{C}[z] \) or \( p(z) \in \mathbb{R}[z] \), we use \( p'(z) \) to denote its derivative with respect to \( z \).

We consider a continuous LTI MIMO system,

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cu(t),
\end{align*}
\]

and discrete LTI MIMO system,

\[
\begin{align*}
\dot{x}(k) &= Ax(k) + Bu(k), \\
y(k) &= Cu(k),
\end{align*}
\]

where \( A \in \mathbb{M}_n(\mathbb{R}) \), \( B \in \mathbb{M}_{nxp}(\mathbb{R}) \) and \( C \in \mathbb{M}_{p\times n}(\mathbb{R}) \). We will abbreviate a system by the triple \((A,B,C)\). We say that a system is controllable and observable if it satisfies the Kalman Rank Condition, namely, \( \text{rank}([B, AB, \ldots, A^{n-1}B]) = n \) and \( \text{rank}([C^T, C^T A, \ldots, C^T A^{n-1}]) = n \), respectively [24]. For the problem of designing static feedback gains, we are interested in the feedback gain \( K \in \mathbb{M}_{m\times n}(\mathbb{R}) \) with \( u(t) = Kx(t) \); in terms of designing static output feedback controller, we are interested in the feedback gain \( K \in \mathbb{M}_{m\times p}(\mathbb{R}) \) with \( u(t) = Ky(t) = KCx(t) \). For a controllable and observable triplet \((A,B,C)\), we denote the set of Hurwitz stabilizing output-feedback gains by

\[
\mathcal{H} = \{ K \in \mathbb{M}_{m\times p}(\mathbb{R}) : A - BK \text{ is Hurwitz stable} \},
\]

and the set of Schur stabilizing output-feedback gains by

\[
\mathcal{S} = \{ K \in \mathbb{M}_{m\times p}(\mathbb{R}) : A - BK \text{ is Schur stable} \}.
\]

When we are concerned with a state-feedback system with same parameters \((A,B)\), \( \mathcal{H}_s \) and \( \mathcal{S}_s \) are defined as,

\[
\begin{align*}
\mathcal{H}_s &= \{ K \in \mathbb{M}_{m\times n}(\mathbb{R}) : A - BK \text{ is Hurwitz stable} \}, \\
\mathcal{S}_s &= \{ K \in \mathbb{M}_{m\times n}(\mathbb{R}) : A - BK \text{ is Schur stable} \},
\end{align*}
\]

where we have used the subscript \( s \) to denote the state-feedback controller.

**Remark 2.2.** We note that if \( C \in GL_n(\mathbb{R}) \), then \( \mathcal{H} = C^{-1}\mathcal{H}_s \), namely the set is precisely \( \mathcal{H}_s \) under a change of coordinates. All topological and metrical properties will be identical to \( \mathcal{H}_s \) in the case \( C \in GL_n(\mathbb{R}) \). Hence, it is natural to categorize \((A,B,C)\) with \( C \in GL_n(\mathbb{R}) \) as “state-feedback” systems.

In the analysis of SISO systems [2], the canonical controller form is proven to be useful in simplifying proofs in many cases. For MIMO systems, we shall employ the Brunovsky controller form [1]. Any controllable system pair \((A,B)\) can be transformed into the Brunovsky form through a change of basis and translation. So the set

\(^3\)max and \( \text{Re} \) denote the usual set functions.
of Hurwitz (Schur) stabilizing controllers for a Brunovsky pair amounts to a change of basis of the original set of Hurwitz stabilizing set, as we shall show next.

For a controllable system pair \((A, B)\), if \(\text{rank}(B) = r \leq m\), there exists \(T \in GL_n(\mathbb{R})\), \(V \in GL_m(\mathbb{R})\) and \(F \in \mathbb{M}_{m \times n}(\mathbb{R})\) such that,

\[
(A^\flat, B^\flat) = (T(A + BF)T^{-1}, TB),
\]

where \(A^\flat\) and \(B^\flat\), respectively, admit the form,

\[
A^\flat = \begin{pmatrix}
A_{k_1} & 0 & \cdots & 0 \\
0 & A_{k_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{k_r}
\end{pmatrix},
\]

where each \(A_{k_j} \in \mathbb{M}_{k_j \times k_j}(\mathbb{R})\) is of the form,

\[
\begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\cdots & \cdots & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}
\]

such that \(k_1 \geq k_2 \geq \cdots \geq k_r\) with \(k_1 + k_2 + \cdots + k_r = n\) and \(B^\flat\) assumes the structure,

If the set of Hurwitz stabilizing state-feedback gains for \((A^\flat, B^\flat)\) is denoted by \(\mathcal{H}_s^\ell\) (respectively, the set of Schur stabilizing state-feedback gains is denoted by \(\mathcal{S}_s^\ell\)), we observe that \(\mathcal{H}_s^\ell\) amounts to a change of coordinates and translation of \(\mathcal{H}_s\).

**Observation 2.3.** Suppose that \((A, B)\) is controllable and \((A^\flat, B^\flat)\) is the corresponding Brunovsky form. Then,

\[
\mathcal{S}_s = \{V\hat{K}T^{-1} - F : \hat{K} \in \mathcal{S}_s^\ell\},
\]

\[
\mathcal{H}_s = \{V\hat{K}T^{-1} - F : \hat{K} \in \mathcal{H}_s^\ell\}.
\]

**Proof.** We prove the relation between \(\mathcal{S}_s\) and \(\mathcal{S}\); the proof for \(\mathcal{H}_s\) and \(\mathcal{H}\) can proceed similarly.

By definition of the feedback equivalence, there is \(T \in GL_n(\mathbb{R})\), \(V \in GL_m(\mathbb{R})\) and \(F \in \mathbb{M}_{m \times n}(\mathbb{R})\) such that,

\[
A^\flat = T(A + BF)T^{-1}, \quad B^\flat = TBV.
\]
If $K \in S$, i.e., $\rho(A^t - B^t \hat{K}) < 1$, it follows that,
\[
\rho(A^t - B^t \hat{K}) = \rho(T(A + BF - BVKT)T^{-1}) = \rho(A - B(VKT^{-1} - F)) < 1.
\]
This implies that $S = VS^tT^{-1} - F = \{VKT^{-1} - F : K \in S^t\}$.

Remark 2.4. Since change of coordinates and translation are diffeomorphic in $\mathbb{M}_{m \times n}(\mathbb{R})$, the above observation suggests that the topological properties of stabilizing feedback gains are identical between $(A, B)$ and $(A^t, B^t)$. This observation has many consequences; for example, when $(A, B)$ is in the Brunovsky form, $A - BK$ has special structure and this structure will be useful in proving that $S^t$ is contractible and regular open (see Lemmas 4.5, 4.4, and 4.6).

We now observe that the topological properties of the sets of Hurwitz and Schur stabilizing feedback gains are independent of the column rank of $B$.

Observation 2.5. Suppose that $(A, B)$ is a controllable pair and $(A^t, B^t)$ is the corresponding Brunovsky form. If $\text{rank}(B) = r < m$, we define $\hat{B}^t \in \mathbb{M}_{n \times r}(\mathbb{R})$ by,

\[
\begin{array}{cccccc}
& & & & & \\
k_1 \text{ rows} & 0 & 0 & \ldots & 0 & \\
& \vdots & \vdots & \ddots & \vdots & \\
1 & 0 & \ldots & 0 & \\
0 & 0 & \ldots & 0 & \\
k_2 \text{ rows} & \vdots & \vdots & \ddots & \vdots & \\
0 & 1 & \ldots & 0 & \\
& \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & \ldots & 0 & \\
& \vdots & \vdots & \ddots & \vdots & \\
k_r \text{ rows} & 0 & 0 & \ldots & 1 & \\
\end{array}
\]

and let $\hat{S}^t$ denotes the set of Schur stabilizing controllers for $(A^t, \hat{B}^t)$. Then $S$ is diffeomorphic to $\hat{S}^t \times \mathbb{R}^n \times \cdots \times \mathbb{R}^n$.

Proof. It suffices to observe that $S^t$ is exactly $\hat{S}^t \times \mathbb{R}^n \times \cdots \times \mathbb{R}^n$.

According to Observation 2.5, without loss of generality, we may consider a full column rank matrix $B$ in studying the topological properties of the sets of Hurwitz and Schur stabilizing feedback gains.

2.1. On structured feedback gains. In decentralized control systems, structured feedback gains, reflecting the underlying interaction network are of particular interest. For example, if the underlying interaction network is modeled by a communication graph $\mathcal{G} = (V, E)$ and only a subset of agents are accessible to be controlled upon and the control law must only utilize the information of an agent and its neighbors, the feedback gains must have a zero pattern that is compatible with this communication graph, i.e., $K_{ij} = 0$ if $(i, j) \notin E(\mathcal{G})$. More generally, if $U \in \mathbb{M}_{m \times p}(\mathbb{R})$ is a linear subspace, the sets of structured output-feedback stabilizing feedback gains is given by

$\mathcal{K}_H = \{K \in U : A - BK C \text{ is Hurwitz stable}\}$,

$\mathcal{K}_S = \{K \in U : A - BK C \text{ is Schur stable}\}$. 
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Accordingly, the set of structured state-feedback stabilizing feedback gains are given by,
\[
\mathcal{K}_H = \{ K \in \mathcal{U} : A - BK \text{ is Hurwitz stable} \}, \\
\mathcal{K}_S = \{ K \in \mathcal{U} : A - BK \text{ is Schur stable} \},
\]
where \( \mathcal{U} \) is a linear subspace of \( \mathbb{M}_{n \times m}(\mathbb{R}) \).

We shall emphasize that in this scenario, the interaction network is modeled by a graph \( G = (V, E) \). Each agent can only have direct control over its own dynamics, using information from own sensors and from communicating with neighboring agents, i.e., \( B \) has a diagonal structure. If all agents have control over their own dynamics, without loss of generality, we can assume that \( B = I \). In the case that only a subset of agents has direct control over their respective dynamics, without loss of generality, by permuting the agents, we can assume that \( B \) has the form,
\[
B = \begin{pmatrix} I_{m \times m} \\ 0_{(m-n) \times m} \end{pmatrix}.
\]

Depending on the structure of the linear subspace \( \mathcal{U} \), the sets of state-feedback stabilizing gains, \( \mathcal{K}_H \), and \( \mathcal{K}_S \), will no longer be path-connected. It has been reported in [7] that \( \mathcal{K}_H \) can have exponentially many connected components (in the dimension of the underlying state). In this direction, a sufficient condition (\( B = I \) and \( C \in GL_n(\mathbb{R}) \)) has been proposed in [7] in order to guarantee that \( \mathcal{K}_H \) is connected. We shall review this result and provide another construction to show the exponential dependence of number of connected components on the state dimension. Moreover, we provide results pertaining to the properties of \( \mathcal{K}_S \).

3. Properties of Hurwitz Stable Feedback Controllers \( \mathcal{H} \). In this section, we shall observe some of the properties of the sets \( \mathcal{H} \) and \( \mathcal{H}_s \):

a. \( \mathcal{H} \) and \( \mathcal{H}_s \) are both open in the Euclidean topology.

b. \( \mathcal{H}_s \) is contractible\(^4\) while \( \mathcal{H} \) is not connected in general.

c. \( \mathcal{H}_s \) is unbounded while \( \mathcal{H} \) could be either bounded or unbounded. We also observe sufficient conditions under which \( \mathcal{H} \) is unbounded.

**Lemma 3.1.** \( \mathcal{H} \) is open in \( \mathbb{M}_{m \times p}(\mathbb{R}) \) and \( \mathcal{H}_s \) is open in \( \mathbb{M}_{m \times n}(\mathbb{R}) \).

**Proof.** We note that the map \( \tilde{\varphi} : \mathbb{C}^n / S_n \to \mathbb{R} \) given by \( v \mapsto \max_i \text{Re}(v_i) \) is continuous where \( v_i \) denotes the \( i \)th component of \( v \). It is clear that the map \( \varphi : \mathbb{C}^n \to \mathbb{R} \) given by \( v \mapsto \max_i \text{Re}(v_i) \) is continuous. Based on the properties of quotient topology (Theorem 3.73 in [12]), \( \tilde{\varphi} \) is the unique continuous map such that \( v = \tilde{\varphi} \circ \pi \):

\[
\begin{array}{ccc}
\mathbb{C}^n & \xrightarrow{\tilde{\varphi}} & \mathbb{R} \\
\downarrow{\pi} & & \\
\mathbb{C}^n / S_n & \xrightarrow{\varphi} & \mathbb{R};
\end{array}
\]

We observe that the map \( f : \mathbb{M}_{m \times p}(\mathbb{R}) \to \mathbb{R} \) defined by,
\[
K \mapsto A - BK C \mapsto \text{Sp}(A - BK C) \mapsto \text{Re} (\text{Sp}(A - BK C)) \\
\mapsto \max \left( \text{Re} (\text{Sp}(A - BK C)) \right),
\]
\(^4\)Note that every contractible set is simply connected and path-connected.
is continuous as a composition of continuous maps. Since \( H = f^{-1}((-\infty, 0)) \), \( H \) is open.

For \( H_s \), we only need to observe that the function \( f_s : \mathbb{M}_{mxn}(\mathbb{R}) \rightarrow \mathbb{R} \) given by

\[
K \mapsto A - BK \mapsto \text{Sp}(A - BK) \mapsto \text{Re}(\text{Sp}(A - BK)) \\
\mapsto \max(\text{Re}(\text{Sp}(A - BK)))
\]

is continuous.

Next, we prove that the set \( H_s \) is contractible. We first observe that the linear matrix inequality (LMI) parametrization of static feedback gains \( [5] \) is a diffeomorphism between \( H_s \) and a convex set. In this direction, suppose that \( Q \succ 0 \) is a positive definite matrix. By Lyapunov matrix theory \( [5] \), \( K \in H_s \) if and only if there exists \( P \succ 0 \) such that,

\[
(A - BK)P + P(A - BK)^T + Q = 0 \quad \text{(3.1)}
\]

Consider the change of variable \( Y = KP \) that yields,

\[
AP + PA^T - BY - Y^TB^T + Q = 0 \quad \text{(3.2)}
\]

We denote by \( L \) as the solution set \((P,Y)\) of \((3.2)\), i.e.,

\[
L = \{(P,Y) : P \succ 0, AP + PA^T - BY - Y^TB^T + Q = 0\}.
\]

**Lemma 3.2.** The map \( \varphi_Q : L \rightarrow H_s \) is a diffeomorphism.

**Proof.** By definition, \( \varphi_Q \) is surjective. In order to prove that it is bijective, it suffices to show that for every \( K \in H_s \), there is a unique pair \((P,Y)\) \( \in L \) such that \( \varphi_Q((P,Y)) = K \). For every \((P,Y)\) \( \in \varphi_Q^{-1}(K) \), we must have,

\[
AP + PA^T - BY - Y^TB^T + Q = 0 \quad \Leftrightarrow \quad AP + PA^T - BKP - PK^TB^T + Q = 0.
\]

Note that the solution \( P \) of \((3.1)\) is unique if \( A - BK \) is stable. Hence, \( \varphi_Q \) is bijective. The map \( (P,Y) \mapsto YP^{-1} \) and \( K \mapsto (P(K), KP) \) are both \( C^\infty \) (real analytic). Thereby, \( \varphi_Q \) is a diffeomorphism.

As diffeomorphism preserves topological properties, we immediately conclude the following.

**Lemma 3.3.** The set \( H_s \) is contractible.

**Proof.** It suffices to observe that \( L \) is a convex set and thus contractible; hence, \( H_s \) is contractible.

**Remark 3.4.** In \([17]\), another diffeomorphism was proposed under the assumption that \( B \) has full column rank.\(^5\) In \([7]\), the same LMI formulation of \( H_s \) was employed to show that the set \( H_s \) is path-connected, where it was observed that \( H_s \) is the continuous image of \( L \) under \( \varphi_Q \).

For output-feedback system \((A,B,C)\), the set \( \mathcal{H} \) will be no longer connected and this is not even true for SISO systems \([2]\).

\(^5\)It is possible to conclude the set is contractible if combining with Observation 2.5.
In the SISO case [2], the set $\mathcal{H}_s$ for SISO systems is regular open and the boundary can be characterized. However for MIMO systems, it becomes rather intricate to determine whether the boundary of $\mathcal{H}_s$ is exactly

$$B_s = \{ K \in \mathbb{M}_{m \times n}^* : \max Re(\text{Sp}(A - BK)) = 0 \}.$$  

We observe a sufficient condition under which $M \in B_s$ is on the boundary $\partial \mathcal{H}_s$. Define $g: \mathbb{M}_{m \times n}(\mathbb{R}) \to \mathbb{R}^n$ by $K \mapsto \chi_{A-BK} \equiv \mathbb{R}^n$, which maps $K \in \mathbb{M}_{m \times n}(\mathbb{R})$ to the coefficients of the characteristic polynomial of $A-BK$.  

**Proposition 3.5.** For $M \in B_s$, if $\text{rank}(Dg(M)) = n$ then $M \in \mathcal{H}_s$.

**Proof.** If rank($Dg(M)$) = $n$, then by Constant Rank Theorem [20], there are open neighborhoods of $U$ about $M$, and $V$ about $g(M)$, and diffeomorphisms $\varphi$ of $U$ sending $M$ to the origin of $\mathbb{M}_{m \times n}(\mathbb{R})$, $\phi$ of $V$ sending $g(M)$ to the origin of $\mathbb{R}^n$, such that $\phi \circ g \circ \varphi^{-1}$ is a projection, i.e.,

$$\phi \circ g \circ \varphi^{-1}(M_{11}, \ldots, M_{1n}, M_{21}, \ldots, M_{2n}, \ldots, M_{mn}) = (M_{11}, \ldots, M_{1n}),$$

where $M_{ij}$'s denote the entries of $M$. Now it is clear that we may perturb the entries of $M$ to get a sequence in $\mathcal{H}_s$ converging to $M$ and a sequence in $\mathcal{H}_s^c$ converging to $M$.

It should be noted that Proposition 3.5 only provides a sufficient condition since the differential does not always have full rank. For example, if we take $(A, B)$ in the Brunovsky form with $A \in \mathbb{M}_4(\mathbb{R})$ having 2 blocks of size 2, then $A-BK$ has the form,

$$\begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & a_1 & a_2 & a_3 & a_4 \\
0 & 0 & 0 & 1 \\
0 & b_1 & b_2 & b_3 & b_4
\end{pmatrix}.$$

Direct computation reveals that rank of $Dg$ will be greater than 2; as such, $M \in B_s$ and rank($Dg(M)$) < 4. It is thereby unclear whether $M$ is on the boundary.

We now proceed to examine the boundedness of $\mathcal{H}_s$ and $\mathcal{H}$.

**Observation 3.6.** $\mathcal{H}_s$ is unbounded.

**Proof.** This is a consequence of Pole Shifting Theorem [24]: for every $n$-tuple numbers $\{-j, \ldots, -j\}$ with $j \in \mathbb{R}$, there exists $K_j$ such that the spectrum of $A-BK_j$ is exactly $\{-j, \ldots, -j\}$.

In the output feedback case, the set can be either bounded or unbounded. We first provide an example where $\mathcal{H}$ is bounded.

**Example 1.** Consider a controllable and observable triplet given by,

$$A = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
-1 & -8 & -28 & -56 & -70 & -56 & -28 & -8
\end{pmatrix}, \quad B = \begin{pmatrix}
0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}^\top.$$

\[\chi_{A-BK} \equiv \mathbb{R}^n\] means that we are identifying the characteristic polynomial with $\mathbb{R}^n$ by the natural bijection between a monic $n$th degree polynomial and its coefficients.
The gain $K$ will then be parameterized by two scalars. The characteristic polynomial of the closed-loop system is given by,

$$
\chi_{A-BKC} = z^8 + (8 - k_2)z^7 + (56k_1 + 28 + k_2)z^6 + (-29k_1 + 56)z^5 + (-27k_1 + 70)z^4 \\
+ (-27k_1 + 56)z^3 + (-29k_1 + 28)z^2 + (-k_2 - 14k_1 + 8)z + 1 + 70k_1 + k_2.
$$

If $K \in \mathcal{H}$, the coefficients of $\chi_{A-BKC}$ are necessarily positive [24]; from which, we conclude that both $k_1$ and $k_2$ are bounded.

We shall now observe sufficient conditions under which $\mathcal{H}$ is unbounded. First, if either $B$ or $C$ do not have full column/row rank, then the set $\mathcal{H}$ is unbounded.

**Observation 3.7.** If rank$(B) < m$ or rank$(C) < p$, then $\mathcal{H}$ is unbounded.

**Proof.** If rank$(B) < m$, the product $BE_c$ has a zero column by performing elementary column operations encoded by $E_c$. Then the corresponding column of $K$ can be arbitrarily chosen without affecting the characteristic polynomial of $A-BKC$.

We now observe that if $B$ and $C$ have full rank, and the dimensions $m$ and $p$ are large enough, then $\mathcal{H}$ is unbounded.

**Observation 3.8.** If $n \leq m + p - 1$, then $\mathcal{H}$ is unbounded.

**Proof.** By Theorem 3 in [11], for any $n$ tuple of complex numbers $\Lambda$, invariant under complex conjugation, there is $K$ such that the spectrum of $A-BKC$ is arbitrarily close to $\Lambda$. This implies that $\mathcal{H}$ is nonempty and unbounded.

The necessary condition for unboundedness of $\mathcal{H}$ in Observation 3.8 can be relaxed if we only require that the statement holds for “almost every” triplet $(A, B, C)$.

**Observation 3.9.** Suppose that $(A, B, C)$ is controllable and observable, where $B$ and $C$ have full ranks $m$ and $p$, respectively. If $n < mp$, then for almost very controllable and observable triplet $(A, B, C)$, the set $\mathcal{H}_s$ is unbounded.

**Proof.** If $n < mp$, by Proposition 2.8 in [22], for “almost every” controllable and observable triplet, we may arbitrarily assign poles by the output feedback gain $K$; the conclusion thus follows.

### 3.1. Connectedness of Structured Hurwitz Stabilizing Feedback Gains

In designing gradient-based algorithms that evolve directly on the set of structured stabilizing feedback gains, connectedness of this set plays an important role. If the set has several path-connected components, the outcome of gradient-based algorithms will be dependent on the initialization process. A sufficient condition to guarantee connectedness is proposed in [7]. For completeness, we provide a transparent proof here which shares the essence of the proof in [7].

**Lemma 3.10.** (Lemma 2 in [7]) Suppose $\mathcal{U}$ is a linear subspace in $M_{n \times n}(\mathbb{R})$. If $B = I$ and $I \in \mathcal{U}$, then the set $\mathcal{K}_{\mathcal{H}_s} = \{ K \in M_{n \times n}(\mathbb{R}) : K \in \mathcal{U}, K \in \mathcal{H}_s \}$ is connected.

**Proof.** For $K_1, K_2 \in \mathcal{K}$, note that the map $\gamma : [0, 1] \rightarrow \mathbb{R}$ given by

$$
t \mapsto (1 - t)K_1 + tK_2 \mapsto \max \text{Re}(\text{Sp}((1 - t)(A - K_1) + t(A - K_2)))
$$

is continuous. As $[0, 1]$ is compact, $\gamma$ achieves its maximum value at $c$. If $c < 0$, $(1 - t)K_1 + tK_2$ is a continuous path between $K_1$ and $K_2$. If $c \geq 0$, we first connect $K_1$ to $K_1 + cI$ and $K_2$ to $K_2 + c'K_2$ with $c' > c$ by convex paths, i.e., $t \mapsto (1 - t)K_j + \ldots$

\(^7\)“Almost every” means that the property is valid except on an algebraic (Zariski closed) set.
Note that these paths stay in \( \mathcal{K}_H \) if \( c' > 0 \). Then the convex path \( t \mapsto (1 - t)(K_1 + c'I) + t(K_2 + c'I) \) stays in \( \mathcal{K}_H \) as the maximum of \( \gamma' : [0,1] \to \mathbb{R} \) defined by

\[
t \mapsto \max \Re(\text{Sp}((1 - t)(A - K_1 - c'I) + t(A - K_2 - c'I))),
\]

is exactly \( c - c' < 0 \). Hence, \( K_1 \to K_1 + c'I \to K_2 + c'I \to K_2 \) is a continuous path in \( \mathcal{K} \), where each arrow is connected by a convex path.

As discussed in [7], one may generate \( 2^{n-1} \) connected components in the set of structured stabilizing feedback gains by employing the properties of Schwarz matrix (see Theorem 2 in [7] for details). Here, we present a conceptually simple construction to show the exponential dependence of the number of connected components on the dimension of the state; in fact, this example leads to a lower bound of \( 2^{\lfloor n/2 \rfloor} \). One salient feature of our construction is that a similar idea can be extended to discrete-time systems (see Lemma 4.11).

**Proposition 3.11.** Suppose \( U \subseteq \mathbb{M}_{2 \times 2}(\mathbb{R}) \) is a linear subspace given by

\[
U = \{ U \in \mathbb{M}_{2 \times 2}(\mathbb{R}) : u_{12} = -u_{21}, u_{11} = u_{22} = 0 \}.
\]

If

\[
A = \begin{pmatrix} -1 & -1 \\ 1 & 0 \end{pmatrix}, \quad B = I,
\]

then the set \( \mathcal{K} = \{ K \in \mathbb{M}_{2 \times 2}(\mathbb{R}) : K \in \mathcal{U}, K \in \mathcal{H}_s \} \) has exactly two connected components.

**Proof.** We note that for \( K \in \mathcal{U} \), \( A - BK \) has the form,

\[
\begin{pmatrix}
-1 & -(1 - t) \\
1 - t & 0
\end{pmatrix},
\]

with the characteristic polynomial \( \chi_{A-BK}(\lambda) = (\lambda+1)^2 \lambda + (1-t)^2 \). By Routh-Hurwitz criterion, \( \chi_{A-BK} \) is stable if and only if \( t \neq 1 \). Hence, \( \mathcal{K} \) has two connected components: \((-\infty, 0)\) and \((0, \infty)\).

We now construct an instance of the structured synthesis problem that leads to \( 2^{\lfloor n/2 \rfloor} \) connected components in the set of stabilizing feedback gains. In the following, we will provide an explicit construction for the case where \( n \) is even. When \( n \) is odd, we consider a block diagonal matrix for \( A \) with an even dimension of \( n - 1 \) and a constant \(-1\) on its diagonal.

**Lemma 3.12.** For \( n = 2k \), suppose that

\[
A = \begin{pmatrix}
-1 & -1 & \cdots & -1 \\
1 & 0 & \cdots & 0 \\
-1 & -1 & \cdots & 0 \\
1 & 0 & \cdots & -1 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & -1 & \cdots & -1 \\
1 & 0 & \cdots & 1
\end{pmatrix}, \quad B = I,
\]
and let \( \mathcal{U} \subseteq M_{n \times n}(\mathbb{R}) \) be a linear subspace defined by

\[
\mathcal{U} = \{ U \in M_{n \times n}(\mathbb{R}) : u_{12} = -u_{21}, \ldots, u_{2k-1,2k} = -u_{2k,2k-1}, \text{ other entries are 0's} \}.
\]

Then the set \( \mathcal{K} = \{ K \in M_{n \times n}(\mathbb{R}) : K \in \mathcal{U}, K \in \mathcal{S}_{s} \} \) has exactly \( 2^k \) connected components.

**Proof.** We only need to observe that \( \mathcal{K} \) is the Cartesian product of the intervals obtained in Proposition 3.11. \( \square \)

### 4. Properties of Schur Stable Feedback Controllers \( \mathcal{H} \)

In this section, we discuss topological properties of Schur stabilizing feedback gains. These properties include:

a. The set \( \mathcal{S} \) and \( \mathcal{S}_{s} \) are both open.  

b. The set \( \mathcal{S}_{s} \) is contractible and regular open, i.e., \( \mathcal{S}_{s} = \mathcal{S}_{s}^o \). In general, the set \( \mathcal{S} \) is not connected.

c. \( \mathcal{S}_{s} \) is not bounded and \( \mathcal{S} \) could be either bounded and unbounded.

d. If \( K \) is constrained to linear subspaces, sufficient conditions are proposed to guarantee that the set of structured stabilizing gains is path-connected. We also show that there exists an instance such that the set \( \mathcal{S} \) has \( 2^\lfloor \frac{n}{2} \rfloor \) connected components.

For single-input state-feedback systems, given a controllable pair \((A,b)\), it was observed in [2] that the bilinear transformation \( z \mapsto (z+1)(z-1)^{-1} \) provides a homeomorphism between the set of Hurwitz stabilizing gains and the set of Schur stabilizing gains. It was also observed in [2] that the bilinear transformation does not provide a homeomorphism between the set of Hurwitz stabilizing output-feedback gains and the set of Schur stabilizing output-feedback gains. For MIMO case, bilinear transformation does not yield a homeomorphism even for state-feedback case. For example, if

\[
A = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad B = \begin{pmatrix}
0 & 0 \\
1 & 0 \\
0 & 0 \\
0 & 1
\end{pmatrix},
\]

then \( 0 \in \mathcal{S}_{s} \). However, under the bilinear transformation \( X \mapsto (X-I)^{-1}(X+I) \), \( A-B0 \) will be mapped to

\[
\begin{pmatrix}
-1 & -2 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & -2 \\
0 & 0 & 0 & -1
\end{pmatrix},
\]

(4.1)

It is clear there is no \( K \in \mathcal{H}_{s} \) such that \( A-BK \) will yield the matrix (4.1). Therefore, it is necessary to study the set-theoretic properties for discrete LTI systems independently.

**Lemma 4.1.** \( \mathcal{S} \) is open in \( M_{m \times p}(\mathbb{R}) \) and \( \mathcal{S}_{s} \) is open in \( M_{m \times n}(\mathbb{R}) \).

**Proof.** The proof proceeds similar to the continuous case in Lemma 3.1. We only need to observe that the map \( f_S : \mathbb{C}^n/S_n \rightarrow [0,\infty) \) is continuous by passing to the quotients (see details in Lemma 3.1) and \([0,1)\) is open in \([0,\infty)\). \( \square \)

Contrary to the discrete SISO system [2], the set of stabilizing state-feedback gains for MIMO systems is unbounded.
Observation 4.2. \( \mathcal{S}_3 \) is generally unbounded.

Proof. It suffices to assume that \( (A, B) \) is in the Brunovsky form since changing of coordinates and translation do not change boundedness. Without loss of generality, if \( B \) does not have full column rank, then the statement of this observation is valid since we can choose the last row of \( K \) arbitrarily. Now suppose that \( B \) has full column rank. This on the other hand, allows constructing a sequence of stabilizing feedback gains with an unbounded norm. Since \( (A, B) \) is controllable, according to Pole-Shifting Theorem, for any polynomial of degree \( n^{th} \), there is a \( K \) such that \( p(t) = \chi_{A-BK}(t) \).

By taking \( \chi_{A-BK}(t) = t^4 + (-k_2 + 2)t^3 + (-k_1 - k_2 - k_4 + 2)t^2 + (1 - \frac{k_2}{2} - k_1 - k_3)t + \frac{1}{4} - \frac{k_1}{2} \).
By Vieta’s formula, the coefficients are symmetric polynomials in zeros of the closed-loop system \( A - BK \). It follows that all coefficients of \( \chi_{A-BK} \) are bounded since \( A - BK \) is Schur stable. To see that \( S \) is bounded, we only need to observe that \( k_1, k_2, k_3, k_4 \) are bounded by the triangle inequality.

For part \((b)\), \( K \in \mathbb{M}_{3 \times 3}(\mathbb{R}) \), i.e., \( K \) is parametrized by four parameters with,

\[
K_c = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & c \\ 0 & c & 0 \end{pmatrix},
\]

with \( c \in \mathbb{R} \), we observe that,

\[
BK_c = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ c & 0 & 0 \end{pmatrix}.
\]

It thus follows that \( K_c \in S \) for every \( c \in \mathbb{R} \). Hence, in this case, \( S \) is not bounded.

Next, we shall show that the set of state-feedback stabilizing controllers is contractible and regular open. This follows from an important observation: if \((A, B)\) is in the Brunovsky norm, then under a nonlinear scaling of the entries of \( K \), the eigenvalues of the corresponding \( A - BK \) will be scaled accordingly. The precise statement of this property is as follows.

**Lemma 4.3.** Suppose that \((A, B)\) is in the Brunovsky form where \( B \) has full column rank. For every \( K \in \mathbb{M}_{m \times n}(\mathbb{R}) \), denote the spectrum of \( A - BK \) by \( \sigma(A - BK) = \{\lambda_1, \ldots, \lambda_n\} \) and put \((K)_\alpha\) as follows: for each \( j \), the \( j^{th} \) row of \((K)_\alpha\) is given by

\[
(K)_j = \left( \alpha^{k_1}(K)_{j1}, \alpha^{k_1-1}(K)_{j2}, \ldots, \alpha(K)_{jk_1}, \ldots, \alpha^{k_r}(K)_{jk_{r+1}}, \ldots, \alpha(K)_{jk_r} \right).
\]

Therefore, \((\lambda, v) = (\lambda, (v_1, \ldots, v_n)^T)\) is a left eigenvalue-eigenvector pair of \( A - BK \), if and only if \((\alpha \lambda, \bar{v})\) is a left eigenvalue-eigenvector pair of \( A - B(K)_\alpha \), where \( r \neq 0 \) and

\[
\bar{v} = \left( \frac{\alpha^{k_1-2}v_1, \alpha^{k_1-3}v_2, \ldots, v_{k_1-1}, \frac{v_{k_1}}{\alpha}, \ldots, \alpha^{k_r-2}v_{k_1+k_{r-1}+1}, \ldots, v_{k_r-1}, \frac{v_{k_r}}{\alpha}}{k_1} \right);
\]

consequently \( \sigma(A - BK)_\alpha = \{\alpha \lambda_1, \ldots, \alpha \lambda_n\} \).
Proof. We note that the first $k_1$ rows of $A - B(K)_s$ have the following form,

$$
\begin{pmatrix}
0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\alpha^{k_1}(K)_{11} & -\alpha^{k_1-1}(K)_{12} & \cdots & -\alpha(K)_{1k_1} \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
-\alpha^{k_r}(K)_{1(n-k_r+1)} & -\alpha^{k_r-1}(K)_{1(n-k_r+2)} & \cdots & -\alpha(K)_n
\end{pmatrix}
$$

Now if $(\lambda, v) = (\lambda, (v_1, \ldots, v_n)^\top)$ is a left eigenvalue-eigenvector pair of $A - BK$, it suffices to check the equality of $\tilde{v}^\top(A - B(K)_s) = \alpha \lambda \tilde{v}$ for each component of the vector. We can similarly check the second and other components component of $\tilde{v}$:

$$
\begin{align*}
\alpha^{k_r-2} v_1 & = \alpha^{k_1-2} \frac{(K)_{12} v_{k_1}}{\alpha} - \cdots - \frac{(K)_{k_r-2} v_{k_2}}{\alpha} \\
& = \alpha^{k_1-1} \frac{v_1}{\alpha} - \cdots - \frac{(K)_{k_r-2} v_{k_2}}{\alpha} \\
& = \alpha^{k_r-2} \lambda v_2 = \lambda \alpha (\alpha^{k_r-3} v_2) \\
& = \lambda \alpha \tilde{v}_2.
\end{align*}
$$

Lemma 4.3 immediately implies that $S_s$ is contractible.

**Lemma 4.4.** $S_s$ is contractible.

**Proof.** According to Observation 2.5, it suffices to assume that $B$ has full column rank. We only need to observe that the map $H : S_s \times [0, 1] \to S_s$ given by $(K, t) \to (K)_{1-\alpha} + t0$ yields a homotopy between the identity map and the constant map $0$ by Lemma 4.3.

Indeed, Lemma 4.3 allows us to characterize the boundary of $S_s$ as well. Putting $B_s = \{K \in \mathbb{M}_{m \times n}(\mathbb{R}) : \rho(A - BK) = 1\}$, we show next that $B_s$ coincides with the boundary $\partial S_s$.

**Lemma 4.5.** $\partial S_s = B_s \text{ and } S_s$ is regular open.

**Proof.** If $K \in B_s$, it is clear that $(K)_{1-1/n} \in S_s$ is a sequence converging to $K$ and $(K)_{1+1/n} \in S_s^c$ converges to $K$ as well. It thus follows that,

$$
S_s^c = (S_s \cup B_s)^c = S_s.
$$

Next we show that $S_s$ is path-connected. This is straightforward by Lemma 4.4 since contractible sets are path-connected and simply connected. We shall include an independent proof with a similar flavor to the proof of Lemma 3.3, i.e., we will identify the set $S_s$ as a continuous image of the solution set of an LMI.

**Lemma 4.6.** $S_s$ is path-connected.

**Proof.** By Theorem 3 in [4], $K \in S$ if and only if there exists $X > 0$, $G \in \mathbb{M}_{m \times n}(\mathbb{R})$ and $L \in \mathbb{M}_{m \times n}(\mathbb{R})$ such that the following LMI is feasible

$$
\begin{pmatrix}
X \\
G^T A^T + L^T B^T \\
G + G^T - X
\end{pmatrix} > 0.
$$

\[This is not immediate. We certainly have $\partial S_s \subseteq B_s$; however it is now clear that every point of $B_s$ is a boundary point of $S_s$.\]
Note that $S$ is the image of the continuous map $\psi : (X, L, G) \mapsto LG^{-1}$. But the solution set is convex (since if $(X_1, L_1, G_1)$ and $(X_2, L_2, G_2)$ are feasible, then $(1 - \lambda)(X_1, L_1, G_1) + \lambda(X_2, L_2, G_2)$ is also feasible for the LMI when $\lambda \in (0, 1)$). Hence $S$ is connected.

Remark 4.7. One is tempted to use the LMI to get a diffeomorphism as Lemma 3.2. However, such a construction is not straightforward; the LMI devised in [4] involves a linear inequality that leads to a non-injective $\psi$.

4.1. Connectedness of Structured Feedback Gains. If $K$ is constrained to a linear subspace $U$ with $B = I$ (corresponding to the case where agents have direct control over their own dynamics; see §2.1), a sufficient condition for the set of stabilizing feedback gains to be connected is that $A \in U$.

Lemma 4.8. If $B = I$ and $A \in U$, then the set $\{K \in M_{n\times n}(\mathbb{R}) : \rho(A - K) < 1, K \in U\}$ is connected.

Proof. By translation, without loss of generality, we suppose that $K = 0$. We only need to observe that $K \in \mathcal{K}, t \mapsto (1 - t)K + t0$ is a continuous path between $K$ and $0$. In the case where only a subset of agents have direct control over their own dynamics, a sufficient condition to guarantee connectedness of $\mathcal{K}$ is that the structure of the corresponding system $A$ matches the graph topology and the entries of $A$ are nonnegative. Moreover, the closed-loop system $A - BK$ is constrained to be a nonnegative (feedback) system [13].

Lemma 4.9. Suppose that $B = \begin{pmatrix} I_{m\times m} \\ 0_{(n-m)\times m} \end{pmatrix}$, $U \subseteq M_{m\times n}(\mathbb{R})$ is a linear subspace, $A$ is nonnegative and the first $m$ rows $A_{1:m} \in U$. The set $\{K \in M_{m\times n}(\mathbb{R}) : K \in U, \rho(A - BK) < 1, A - BK \text{ is nonnegative}\}$ is connected.

Proof. We may first choose $K_0$ such that the first $m$ rows of $A - BK_0$ is 0. Hence without loss of generality, we assume that the first $m$ rows of $A$ are zero. If $K \in \mathcal{K}$, then $A - BK$ has the form,

$$A - BK = \begin{pmatrix} K \\ A_{m:n} \end{pmatrix}.$$ 

We consider the convex path $t \mapsto (1 - t)K + t0 =: K_t$. But according to Gelfand’s formula, putting $A_t = A - BK_t$ results in,

$$\rho(A_t) = \lim_{k \to \infty} \|A_t^k\|_F^\frac{1}{2} \leq \lim_{k \to \infty} \|A_0^k\|_F^\frac{1}{2} = \rho(A_0) < 1.$$ 

Thereby, the convex path $t \mapsto (1 - t)K + t0$ is contained in $\mathcal{K}$. As such, $\mathcal{K}$ is connected. In [7], an instance was constructed to show that the set of stabilizing structured feedback gains for continuous systems could have exponentially many connected components. We shall provide an analogous construction for discrete-time systems.

Proposition 4.10. If $A = \begin{pmatrix} 0 & a^2 \\ 0 & 0 \end{pmatrix}$ with $|a| > 2$, $B = I$ and a subspace $U = \{U \in M_{2\times 2}(\mathbb{R}) : u_{ii} = 0 \text{ for } i = 1, 2\}, -a^2u_{21} = u_{12}$, then the set $\mathcal{K} = \{K \in M_{2\times 2}(\mathbb{R}) : K \in U, \rho(A - K) < 1\}$ has two connected components.
Proof. We observe that $K$ can be parametrized by 1 parameter $\alpha$, i.e., if $K \in \mathcal{K}$, then $K = \begin{pmatrix} 0 & a^2\alpha \\ -\alpha & 0 \end{pmatrix}$. It follows that $A - K$ has the affine form,

\[
\begin{pmatrix}
0 & a^2(1 - \alpha) \\
\alpha & 0
\end{pmatrix}.
\]

The modulus of the eigenvalues of this matrix is given by $\kappa = \frac{a}{\sqrt{a^2 - \alpha^2}}$. In particular, if $|a| > 2$, the inequality $\kappa < 1$ holds over,

\[
\alpha \in \left(\frac{|a| - \sqrt{a^2 + 4}}{2|a|}, \frac{|a| - \sqrt{a^2 - 4}}{2|a|}\right) \cup \left(\frac{|a| + \sqrt{a^2 - 4}}{2|a|}, \frac{|a| + \sqrt{a^2 + 4}}{2|a|}\right).
\]

We will now extend the above construction to show that over an instance of the pair $(A, B)$, the set $\mathcal{K}$ will have $2^\left\lfloor \frac{n}{2} \right\rfloor$ connected components. We consider the case where $n$ is even in Lemma 4.11. When $n$ is odd, we consider a block diagonal matrix by using $A$ with an even dimension of $n-1$ and a constant 0 on its diagonal.

**Lemma 4.11.** Suppose that

\[
A = \begin{pmatrix}
0 & a_j^2 \\
0 & 0 \\
0 & a_k^2 \\
. & . & . \\
0 & a_k^2 \\
0 & 0
\end{pmatrix}, \quad B = I,
\]

where $|a_j| > 2$, for every $j = 1, \ldots, k$. Let $\mathcal{U} \subseteq \mathbb{M}_{n \times n}(\mathbb{R})$ be a linear subspace defined by

$$
\mathcal{U} = \{U \in \mathbb{M}_{n \times n}(\mathbb{R}) : u_{12} = -a_1^2 u_{21}, \ldots, u_{2k-1,2k} = -a_k^2 u_{2k,2k-1}\}.
$$

Then the set $\mathcal{K} = \{K \in \mathbb{M}_{n \times n}(\mathbb{R}) : K \in \mathcal{U}, K \in S_x\}$ has exactly $2^k$ connected components.

**Proof.** By Proposition 4.10, each block has exactly two connected components. We only need to observe that $\mathcal{K}$ is the Cartesian product of the intervals defined in Proposition 4.10.

5. Conclusion. In this paper, we have provided topological and metrical insights into the set of stabilizing state feedback gains and MIMO output feedback gains for continuous and discrete time LTI systems for unstructured and structured synthesis. The motivation for this work stems from recent interest in devising learning type algorithms for control synthesis, which evolve over the set of stabilizing feedback gains. This in turn, has inspired the need to further examine the topological properties of these sets. We envisage that some of these properties might have been observed in the earlier literature in the system theory and known to experts; however, this work is an attempt to gather and prove these properties in a concise and rigorous manner using basic topology. This paper is an extension of our work on SISO LTI (output feedback) systems that more heavily relies on the theory of polynomials for its analysis [2].
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