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Abstract
Neural architecture search (NAS) is an approach for automatically designing a neural network architecture without human effort or expert knowledge. However, the high computational cost of NAS limits its use in commercial applications. Two recent NAS paradigms, namely one-shot and sparse propagation, which reduce the time and space complexities, respectively, provide clues for solving this problem. In this paper, we propose a novel search strategy for one-shot and sparse propagation NAS, namely AdvantageNAS, which further reduces the time complexity of NAS by reducing the number of search iterations. AdvantageNAS is a gradient-based approach that improves the search efficiency by introducing credit assignment in gradient estimation for architecture updates. Experiments on the NAS-Bench-201 and PTB dataset show that AdvantageNAS discovers an architecture with higher performance under a limited time budget compared to existing sparse propagation NAS. To further reveal the reliabilities of AdvantageNAS, we investigate it theoretically and find that it monotonically improves the expected loss and thus converges.

1 Introduction
Deep neural networks (DNNs) have achieved remarkable performance improvements in various domains. Finding a suitable DNN architecture is critical for applying a DNN to a new task and achieving higher performance. However, as the architecture is defined by a combination of tens to hundreds of hyperparameters (filter sizes of convolutional layers, existence of connections between some layers, etc.), improving such a combination requires considerable human effort and expert knowledge. Neural architecture search (NAS) has been studied as a promising approach for automatically identifying sophisticated DNN architectures and overcoming the problems in applying DNNs to previously unseen tasks.

However, the high computational cost (time and space complexity) of NAS is a bottleneck in its applications, especially commercial applications that do not involve multiple high-spec GPUs. Hence, reducing the computational cost of NAS is an important research direction.

One-shot NAS reduces the time complexity of NAS by simultaneously optimizing the architecture and the parameters (weights) in a single training process or a few training processes. It maintains a redundant deep learning model comprising numerous layers and connections, called the parent network, which can represent all possible architectures in the search space as its sub-network. All the parameters required by candidate architectures are possessed by the parent network and shared among different architectures. The goodness of an architecture is evaluated using the shared parameters, which drastically reduces the computational time for the architecture search compared to conventional approaches that require the parameters to be trained from scratch for each candidate architecture evaluation.

From the viewpoint of GPU memory consumption, one-shot NAS can be categorized into dense propagation NAS (DP-NAS) and sparse propagation NAS (SP-NAS). DP-NAS requires the entire parent network to be loaded in the GPU memory to perform forward and/or backward propagation, whereas SP-NAS requires only a sub-network to be loaded. DP-NAS is more popular owing to the success of DARTS and its successors (Liu, Simonyan, and Yang 2019; Xie et al. 2019; Yao et al. 2020). However, because of its high memory consumption, its search space is limited. SP-NAS overcomes this limitation and provides more flexible search spaces on a standard GPU with limited memory. Hence, we focus on SP-NAS in this study.

To further reduce the computational cost of one-shot SP-NAS, we propose a novel one-shot SP-NAS, namely AdvantageNAS. Although various factors affect the performance of NAS (performance estimation, search space, etc.) and state-of-the-art (SOTA) performance may require a search for the best combination of these factors, this study focuses on the search strategy. We emphasize that the objective of this study is not to obtain the SOTA architecture but to investigate the efficiency of the search strategy.

AdvantageNAS is a gradient-based SP-NAS.¹ This cate-
category of NAS includes ENAS (Pham et al. 2018), ProxylessNAS (Cai, Zhu, and Han 2019), PARSEC (Casale, Gordon, and Fusli 2019), and GDAS (Dong and Yang 2019). These methods introduce a family of parametric probability distributions from which an architecture is sampled, and the distribution parameter is updated with a gradient of the objective function estimated using the Monte Carlo method, which indirectly optimizes the architecture itself. As the gradient is estimated, reducing the variance of the gradient estimate intuitively improves the search efficacy. Inspired by the actor-critic approach (Konda and Tsitsiklis 2000), we adopt the notion of advantage, which has been introduced to solve the well-known credit assignment problem of policy gradients (Minsky 1961).

We investigate AdvantageNAS both theoretically and empirically. Empirical studies show that it performs well on different tasks with different search spaces, whereas theoretical studies guarantee its performance on empirically unforeseen tasks. Theoretical studies are relatively scarce in NAS research; however, they are important for investigating search strategies for NAS.

Our contributions are summarized as follows:

- We propose a novel SP-NAS, namely AdvantageNAS. Our analysis of a test scenario demonstrates that the estimation variance of the gradient is reduced compared to REINFORCE (Williams 1992), which is a baseline search strategy for ENAS.

- The theoretical investigation reveals that the estimated gradient in AdvantageNAS is an unbiased estimator of the gradient of the expected loss. From the unbiasedness, we find that AdvantageNAS monotonically improves the expected loss and thus converges. Further, we confirm that reducing the gradient variance contributes to an improved lower bound of the loss improvement in each iteration.

- We compared AdvantageNAS with various gradient-based NAS methods in three different settings to demonstrate its efficacy on different search spaces. Our experiments were performed on the same code base to compare the search strategies\footnote{NAS approaches using different components such as search spaces and training protocols have been compared in the literature. However, it has been reported, e.g., in (Yang, Esperança, and Carlucci 2020), that such differences in the components make it difficult to fairly compare the contributions of each component. Our code: https://github.com/madoibito80/advantage-nas} The results showed that AdvantageNAS converges faster than existing SP-NAS approaches.

2. One-shot Neural Architecture Search

DAG Representation of DNNs

We formulate a deep neural network as a directed acyclic graph (DAG) following previous studies (Pham et al. 2018; Liu, Simonyan, and Yang 2019). In the DAG representation, each node corresponds to a feature tensor \( x \) and each edge corresponds to an operation \( \mathcal{O} \) applied to the incoming feature tensor, e.g., convolution or pooling. The adjacency matrix of the DAG is pre-defined.

Let \( \mathcal{I} \) be a set of edges. The input and output nodes are two special nodes; the feature tensor at the input node is the input to the DNN and the input node has no incoming edge, while the feature tensor at the output node is the output of the DNN and the output node has no outgoing edge.

The feature tensor \( x_i \) at node \( i \), except for the input node, is computed as follows. Let \( \mathcal{E}_i \subseteq \mathcal{I} \) be a subset of the edges that point to node \( i \). Let \( Q(i) \) be the input node of edge \( i \) \( \in \mathcal{I} \). For each edge \( i \in \mathcal{E}_i \), the operation \( \mathcal{O}_i \) is applied to \( x_{Q(i)} \), and output \( y_i = \mathcal{O}_i(x_{Q(i)}) \). The feature tensor \( x_i \) is computed by aggregating the outputs \( y_i \) of the incoming edges \( i \in \mathcal{E}_i \) with some pre-defined aggregation function \( F_i : \{ y_i : i \in \mathcal{E}_i \} \mapsto x_i \) such as summation or concatenation.

Search Space for Neural Architecture

For each edge \( i \in \mathcal{I} \) of the DAG, a set of candidate operations is prepared. Let \( \mathcal{J}_i \) be the indices of the candidate operations at edge \( i \), and each candidate operation is denoted as \( \mathcal{O}_i^j \) for \( j \in \mathcal{J}_i \). Each candidate operation may have its own real-valued parameter \( \mathbf{w}_i^j \), often referred to as a weights, and \( \mathcal{O}_i^j \) is assumed to be differentiable w.r.t. the weights. The operation \( \mathcal{O}_i \) of edge \( i \) is then defined as a weighted average of the candidate operations with weight \( \mathbf{a}_i = (a_{i1}, \ldots, a_{i|\mathcal{J}_i|}) \):

\[
\mathcal{O}_i(x_{Q(i)}) = \sum_{j \in \mathcal{J}_i} a_{i1} \mathcal{O}_i^j(x_{Q(i)}; w_i^j),
\]

where \( \sum_{j \in \mathcal{J}_i} a_i^j = 1 \). The vector \( \mathbf{a}_i = (a_{i1}, \ldots, a_{i|\mathcal{J}_i|}) \) is referred to as the architecture.

The objective of NAS is to locate the best architecture under some performance criterion. The aim of our study, as well as many related studies (Liu, Simonyan, and Yang 2019; Xie et al. 2019; Cai, Zhu, and Han 2019; Dong and Yang 2019; Yao et al. 2020; Casale, Gordon, and Fusli 2019), is to find the best architecture such that \( a_i \) for each \( i \in \mathcal{I} \) is a one-hot vector. In other words, we choose one operation at each edge.

Weight Sharing and One-shot NAS

One-shot architecture search is a method for jointly optimizing \( \mathbf{a} \) and \( \mathbf{w} \) during a single training process.

Let \( R \) be a performance metric (referred to as reward in this study) that takes an architecture \( \mathbf{a} \) and weights \( \mathbf{w}_a \) required to compute the DAG defined by \( \mathbf{a} \). The reward is typically the negative expected loss \(-\mathbb{E}_{d \sim \mathcal{P}(\mathcal{L}(\mathbf{a}, \mathbf{w}_a; d))}\), where \( \mathcal{L} \) is a data-wise loss, \( \mathcal{P} \) is a data distribution, and \( d \) represents data. For example, in the image classification task, \( d \) is a set of an image and its label, and \( \mathcal{L} \) is the cross-entropy loss using \( d \). The objective of NAS is written as \( \max_{\mathbf{w}_a} R(\mathbf{a}, \mathbf{w}_a^*) \), where \( \mathbf{w}_a^* = \arg \max_{\mathbf{w}_a} R(\mathbf{a}, \mathbf{w}_a) \) is the optimal weights for architecture \( \mathbf{a} \). The expected reward \( R \) is often approximated by the average over the validation dataset \( \mathcal{V} \) for optimization of \( \mathbf{a} \) and the training dataset \( \mathcal{D} \) for optimization of \( \mathbf{w}_a \). The difficulty in simultaneously optimizing \( \mathbf{a} \) and \( \mathbf{w}_a \) is that the domain of \( \mathbf{w}_a \) changes with \( \mathbf{a} \) during the training process. The time complexity of conventional NAS approaches (e.g., (Zoph and Le 2017)) is extremely high because they require \( \mathbf{w}_a \) to be trained for each \( \mathbf{a} \) from scratch.

Weight sharing (Pham et al. 2018) is a technique for simultaneous optimization. All the weights appearing in the candidate operations are stored in a single weight set, \( \mathbf{w} = \{ w_i^j : i \in \mathcal{I}, j \in \mathcal{J}_i \} \). The reward function is extended to
Table 1: Properties of various gradient-based NAS methods. The “Propagation” column indicates whether the method belongs to DP-NAS or SP-NAS discussed in Section 3. TG: Theoretical Guarantee.

Method | Propagation | $\alpha_i$ | Stochastic | TG
-------|-------------|-------------|-------------|------
DARTS  | dense       | n-hot       | no          | ✓    
SNAS   | dense       | n-hot       | yes         |     
NASP   | dense$^*$   | 1-hot       | no          | ✓    
ProxylessNAS | sparse | 2-hot       | yes         |     
PARSEC | sparse       | 1-hot       | yes         |     
GDAS   | sparse       | 1-hot       | yes         |     
ENAS   | sparse       | 1-hot       | yes         |     
AdvantageNAS | sparse | 1-hot       | yes         | ✓    

accept $w$ by defining $R(a, w) = R(a, w_a)$. Then, the objective of NAS is to find $(a, w)$ that maximizes $R(a, w)$. A disadvantage of the weight sharing approach is that a large parameter set $w$ is required during the search. However, this set can be stored in the CPU memory and only a subset $w_a \subseteq w$ is required to be loaded in the GPU, which typically involves much smaller memory. Moreover, if $\alpha$ is sparse during the training, the GPU memory consumption is limited.

3 Gradient-based One-shot NAS

The major stream of search strategies for one-shot NAS is gradient-based search (Pham et al. 2018; Liu, Simonyan, and Yang 2019; Xie et al. 2019; Cai, Zhu, and Han 2019; Dong and Yang 2019; Yao et al. 2020; Casale, Gordon, and Fusi 2019). The architecture $\alpha$ is either re-parameterized by a real-valued vector $\theta$ through some function $\alpha = \mu(\theta)$ or sampled from a probability distribution $\alpha \sim p_\theta$ parameterized by $\theta$. Gradient steps on $\theta$ as well as on $w$ are taken alternatively or simultaneously to optimize $\alpha$ and $w$.

A comparison of related studies is shown in Table 1.

Dense Propagation NAS (DP-NAS) DP-NAS has been popularized by DARTS (Liu, Simonyan, and Yang 2019), where the architecture is re-parameterized by the real-valued vector $\theta \in \mathbb{R}^{\sum_{i \in I}|J_i|}$ through the softmax function $\mu(\theta) = (\mu_1(\theta_1), \ldots, \mu_{|I|}(\theta_{|I|}))$, where $\mu_i(\theta_i) = \left(\mu_1^i(\theta_i), \ldots, \mu_{|J_i|}^i(\theta_i)\right)$ and

$$\mu_i^j(\theta_i) = \frac{\exp(\theta_i^j)}{\sum_{k \in J_i} \exp(\theta_i^k)}.$$  \hspace{1cm} (2)

In other words, the output of the $j$th edge in $I$ is a weighted sum of the outputs of all candidate operations. The architecture $\alpha = \mu(\theta)$ is optimized with the gradient $\nabla_\theta R(\mu(\theta), w)$.

Several follow-up works have been conducted. SNAS (Xie et al. 2019) uses a concrete distribution (Maddison, Mnih, and Teh 2017) to represent $\alpha$. NASP (Yao et al. 2020) introduces a proximal iteration to update $\theta$.

Sparse Propagation NAS (SP-NAS) SP-NAS introduces a parametric probability distribution $p_\theta$ over the architecture space and optimizes $\alpha$ indirectly through the optimization of $\theta$. Thus, all of the SP-NAS is the stochastic algorithm shown in Table 1. The objective is to maximize the reward function expected over the architecture distribution $J(\theta, w) = E_{\alpha \sim p_\theta}[R(a, w)]$. Different distributions and different update rules have been proposed. ENAS (Pham et al. 2018) uses LSTM (Hochreiter and Schmidhuber 1997) to represent $p_\theta$ and REINFORCE (Williams 1992) to estimate $\nabla_\theta J(\theta, w)$:

$$\nabla_\theta J(\theta, w) = \nabla_\theta E_{\alpha \sim p_\theta(\alpha)}[R(a, w)]$$

$$= E_{\alpha \sim p_\theta(\alpha)}[R(a, w) \nabla_\theta \log(p_\theta(\alpha))].$$  \hspace{1cm} (3)

Note that REINFORCE does not need to execute a backward process to update $\theta$ and $\alpha$ can be approximated using the Monte Carlo method with $\alpha \sim p_\theta$.

Different follow-up studies have been conducted to accelerate the optimization of $\theta$. PARSEC (Casale, Gordon, and Fusi 2019) replaces LSTM with a categorical distribution, where $\mu(\theta)$ is a probability vector. ProxylessNAS (Cai, Zhu, and Han 2019) and GDAS (Dong and Yang 2019) aim to incorporate the gradient information $\nabla_\theta R(a, w)$ rather than a single reward value $R(a, w)$ to update $\theta$, as in the case of DP-NAS. To avoid dense architecture evaluation, they require different approximation techniques (Courbariaux, Bengio, and David 2015) and (Maddison, Mnih, and Teh 2017), respectively and the resulting parameter update procedures require only sparse architecture evaluation.

Characteristics of DP-NAS and SP-NAS The dense forward or backward propagation is a major drawback of DP-NAS. The forward propagation results of all the candidate operations at all the edges need to be obtained to compute $\nabla_\theta R(\mu(\theta), w)$. Thus, the GPU memory consumption in each iteration is approximately proportional to $\sum_{i \in I}|J_i|$, which prevents the construction of a large parent network.

A popular approach for overcoming this limitation is to optimize the architecture of a smaller network on a proxy task (Zoph et al. 2018) consisting of a similar to the original dataset but smaller one. For example, CIFAR (Krizhevsky 2009) is used as a proxy task for ImageNet (Deng et al. 2009). The obtained architecture is expanded by repeating it or increasing the number of nodes to construct a larger network. Approaches based on proxy tasks rely on transferability. However, the architectures obtained on the proxy task do not necessarily perform well on other tasks (Dong and Yang 2020). In addition, constructing a proxy task for DP-NAS requires human effort, and the incurred cost prevents practitioners from using NAS in commercial applications.

The advantage of SP-NAS over DP-NAS is that it needs to perform forward (and backward) propagation only in one operation at each edge. Therefore, its GPU memory consumption in each iteration is independent of the number of operations $|J_i|$ at each edge. As its GPU memory consumption is comparable to that of a single architecture, it does not need any proxy task even when a search space designed for a task requires a large parent network. The advantage of such a search space with a large parent network is demonstrated by, for example, ProxylessNAS (Cai, Zhu, and Han 2019), which achieves SOTA accuracy on ImageNet under mobile latency constraints.

$^*$NASP performs sparse propagation in the weight update step and dense propagation in the architecture update step.
4 AdvantageNAS

We propose a novel search strategy for one-shot SP-NAS. Inspired by the credit assignment problem of policy gradients, we improve the convergence speed of the REINFORCE algorithm, i.e., the baseline search strategy for ENAS, by introducing the so-called advantage function. As with other SP-NAS, our proposed approach, AdvantageNAS, has low GPU memory consumption.

4.1 Framework

The probability distribution for \( a \) is modeled by an independent categorical distribution. Each \( a_i \) for \( i \in I \) independently follows a categorical distribution \( p_{\theta} \), parameterized by \( \theta \). The probability mass function for \( a \) is written as the product \( p_{\theta}(a) = \prod_{i \in I} p_{\theta_i}(a_i) \), where \( \theta = (\theta_1, \ldots, \theta_{|I|}) \).

The domain of \( \theta_i \) is \( \mathbb{R}^{|J_i|} \) and the probability of \( a_i \) being 1 in the \( j \)th category is \( p_{\theta_i}^j(\theta_i) \) defined by \( (3) \).

The objective function of AdvantageNAS is the reward function expected over the architecture distribution, i.e., 
\[
J(\theta, w) = \mathbb{E}_{a \sim p_{\theta}}[R(a, w)],
\]

It is easy to see how the maximization of \( J(\theta, w) \) leads to the maximization of \( R(a, w) \mid J(\theta, w) \leq \max_{\theta} R(a, w) \) and \( \sup_{\theta} J(\theta, w) = \max_{\theta} R(a, w) \), where \( p_{\theta} \) represents the Dirac delta function concentrated at \( \text{argmax}_{\theta} R(a, w) \).

AdvantageNAS update \( w \) and \( \theta \) alternately. The weights \( w \) are updated by estimating the gradient \( \nabla_w J(\theta, w) \) using the Monte Carlo method with an architecture sample \( a \sim p_{\theta} \) and a minibatch reward \( r(a, w; D) = -\frac{1}{|D|} \sum_{d \in D} L(a, w; d) \), where \( D \subseteq D \). Then, \( \theta \) is updated by estimating the policy gradient \( \nabla_\theta J(\theta, w) \) using the Monte Carlo method with another architecture sample \( a \sim p_{\theta} \) and a minibatch reward \( r(a, w; V) \), where \( V \subseteq V \).

Next, we discuss how to estimate the policy gradient to improve the convergence speed while maintaining the time and space complexities at levels similar to those in previous studies. The algorithm of AdvantageNAS is described in Algorithm 1 using pseudocode.

4.2 Estimation Variance of Policy Gradient

The REINFORCE algorithm estimates the gradient using a simple Monte Carlo method,
\[
\nabla_\theta J(\theta, w) = \mathbb{E}_{a \sim p_{\theta}}[R(a, w)\nabla_\theta \log(p_{\theta}(a))] \\
\approx r(a, w; V)\nabla_\theta \log(p_{\theta}(a)), \tag{4}
\]

where \( a \) is an architecture sampled from \( p_{\theta} \). In general, this gradient is called a policy gradient, where \( p_{\theta} \) is regarded as a policy that takes no input (i.e., no state) and outputs the probability of selecting each architecture (as an action). For our choice of \( p_{\theta} \), the gradient of the log-likelihood is \( \nabla \log(p_{\theta}(a)) = a - \mu(\theta) \). In other words, the probability vector \( \mu(\theta) \) is updated to approach \( a \) if the minibatch reward \( r(a, w; V) \) is positive. A higher reward results in a greater shift of \( \mu(\theta) \) towards current sample \( a \).

Intuitively, a high estimation variance will lead to slow convergence. This is indeed theoretically supported by the subsequent result, whose proof follows \( (\text{Akimoto et al. 2012}) \); the details are presented in Appendix A.1. The lower the estimation variance \( \text{Var}_\delta [\delta] \) of policy gradient \( \delta \), the greater is the lower bound of the expected improvement in one step. Therefore, reducing the estimation variance is key to speed up the architecture update.

Theorem 4.1. Let \( J(\theta, w) = \mathbb{E}[R(a, w)] \) and \( \delta \) be an unbiased estimator of \( \nabla_\theta J(\theta, w) \). Suppose that \( R(a, w) > 0 \) for any \( a \). Then, for any \( \epsilon > 0 \),
\[
\mathbb{E}_d[\log J(\theta + \epsilon \cdot \delta, w)] - \log J(\theta, w) \geq \left( \frac{\epsilon}{J(\theta, w)} - \frac{\epsilon^2}{2} \right) \| \nabla_\theta J(\theta, w) \|^2 - \frac{\epsilon^2}{2} \text{Var}_\delta [\delta]. \tag{5}
\]

Credit assignment in reinforcement learning tasks is a well-known cause of slow convergence of policy gradient methods \( (\text{Minsky 1961}) \). The reward is the result of a set of consecutive actions (in our case, the choice \( a_i \) at each edge \( i \in I \)). A positive reward for \( a = (a_1, \ldots, a_I) \) does not necessarily mean that all the actions \( a_i \) are promising. However, since \( (4) \) updates \( \theta \) based on a single reward, it cannot recognize the contribution of each edge. To understand this problem, consider a situation in which we have two edges with two candidate operations for each edge. The reward is assumed to be the sum of the contributions of the choices on the two edges, \( r_i^j \) for \( a_i = e_j \) for \( i = 1 \) and \( 2 \) and \( j = 1 \) and \( 2 \). If \( r_1^1 \gg r_1^2 > 0 \) and \( r_2^1 < r_2^2 < 0 \), i.e., the contribution of the first edge dominates, the sign of the reward is determined by \( a_1 \). The update direction of \( \mu_1(\theta_2) \) is determined by \( a_1 \); it is not based on whether \( a_2 \) is a better choice. This results in a high variance for the \( \mu_2(\theta_2) \) update, leading to slow convergence.

4.3 Advantage

We introduce the notion of advantage, used in policy gradient methods, to address the issue of credit assignment \( (\text{Minsky 1961}) \). We regard \( s_i = (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_I) \) as a state and \( a_i \) as an action. By introducing the advantage, we evaluate the goodness of the choice \( a_i \) at each edge \( i \) rather than evaluate the goodness of successive actions \( a \) by a scalar reward \( r \). We expect to reduce the estimation variance of the policy gradient by the advantage.
We define the advantage of $a_i$ as (by letting $a = (s_i, a_i))$

$$A_i(a, w; V) = r(a, w; V) - r(s_i, 0), w; V). \quad (6)$$

It is understood as follows. Given the state $s_i$, the advantage of the action $a_i$ is the rewards improvement over $a = (s_i, 0)$, where the output of the ith edge is zero. We replace the reward with the advantage in the policy gradient estimation in (4). If we replace the second term on the right-hand side of (6) with a single scalar independent of $s_i$, the resulting policy gradient is known to be an unbiased estimator (Evans and Swartz 2000). However, a state-dependent advantage such as (6) is not unbiased in general. The following result states that the policy gradient estimate using this advantage is an unbiased estimate of (4). Its proof is presented in Appendix A.2.

**Theorem 4.2.** Let $a \sim p_0(a)$ and $d \in V$ be i.i.d. from $\mathcal{P}$. Then, with $A_i$ defined in (6), $A_i(a, w; V)\ln p_0(a)$ is an unbiased estimate of $\nabla_\theta J(\theta, w)$, i.e., $\nabla_\theta J(\theta, w) = \mathbb{E}_{a, V}[A_i(a, w; V)\ln p_0(a)]$. Thus, we can use $|J|$ different advantage values rather than a single reward value. A shortcoming of the above approach is that it requires an additional reward to compute $r((s_i, 0), w; V)$ for each $i \in J$; hence, it requires $|J|$ additional forward propagation to estimate (4).

As our objective is to reduce the time complexity by improving the convergence speed of SP-NAS, we aim to compute an advantage with ideally no additional computational cost.

To reduce the computational cost, we approximate the advantage function (6) as (dropping $w$ and $V$ for short)

$$A_i(a) \approx \nabla_{a} r(a)_{a=(s_i,a_i)}^{T} \frac{\partial r(a)}{\partial O_i} O_i(x_Q(i)) \quad (7)$$

where $O_i$ and $O_i^j$ are as in (1) and $j \in J_i$ is the index of the selected operation at edge $i$, i.e., $a_i$ is the one-hot vector with 1 at $j$th. The above approximation follows the first-order Taylor approximation of the reward around $a$. Compared to a naive policy gradient computation that uses only a single reward $r(a, w; V)$, the policy gradient estimate with the above approximate advantage additionally requires only one reward computation, $\nabla_\theta r(a, w; V)^{T} O_i(x_Q(i); w_i)$. The output $O_i(x_Q(i); w_i)$ of the selected operation is computed in the forward process and $\nabla_\theta r(a, w; V)$ is computed in the backward process. Therefore, our advantage involves no additional computational cost.

AdvantageNAS uses the gradient information of the reward rather than a scalar reward. Existing works on SP-NAS also use the gradient (Cai, Zhu, and Han 2019) and AdvantageNAS aims to reduce the estimation variance while keeping the policy gradient unbiased, whereas the previous methods simply try to incorporate the gradient information of the reward and do not consider the estimation bias.

### 4.4 Variance Reduction Effect: An Example

We know from Theorem 4.2 that the advantage (6) provides an unbiased estimator of the gradient $\nabla_{\theta} J(\theta, w)$ and from Theorem 4.1 that reducing the variance in an unbiased estimator of the gradient contributes toward improving the lower bound of the expected improvement. Since (7) is an approximation of (6), we expect that our advantage contributes toward reducing the estimation variance, resulting in faster convergence.

To understand the variance reduction effect of the proposed advantage, we consider a simple situation in which the reward is given by $r^T a = \sum_{i=1}^{|I|} r_i^a_i$ for some vector $r = (r_1, \ldots, r_2)$. In this example, neither $V$ nor $w$ is introduced. In this linear objective situation, the advantages (6) and (7) are equivalent and $A_i(a) = r_i^a_i a_i$. The square norm of the gradient component $\nabla_{\theta} J(\theta)$ is $\sum_{i \in J} (r_i^a_i)^2 (1 - \mu_i^2)^2$. The estimation variance of the policy gradient $\delta_{adv}$, using the advantage (6) or (7) is $\text{Var}[\delta_{adv}] = \sum_j \mu_j^2 (r_j^T)^2 (1 - 2 \mu_j^2 + ||\mu_i||^2)$. Meanwhile, the estimation variance of the policy gradient $\delta_{base}$, using a reward value (i.e., (4)) is $\text{Var}[\delta_{base}] = \text{Var}[\delta_{adv}] + (1 - ||\mu_i||^2) \sum_{k \neq j} j (r_j^T)^2 \mu_k^2$. In other words, the variance reduction effect for each gradient component typically scales linearly with $|I|$ (because $\sum_{k \neq j}$), whereas $||\nabla_{\theta} J(\theta)||^2$ and $\text{Var}[\delta_{adv}]$ do not. In light of Theorem 4.1, the proposed advantage potentially contributes toward improving the search performance, especially when the number of edges is $|I| \gg 1$.

### 5 Experiments

We performed three experiments to compare the search efficiency of AdvantageNAS with that of existing gradient-based search strategies for NAS. Note that our objective is not to obtain the SOTA architecture; hence, the search spaces used in the experiments were relatively small for convenience. To compare the search strategies for NAS fairly, we implemented all the baseline NAS methods on the same code base and imposed the same setting except for the search strategy.

#### 5.1 Toy Regression Task

**Motivation** Whereas one-shot NAS methods optimize the weights and architecture simultaneously, to solely assess the performance improvement due to the differences in the architecture updates, we evaluate the performance of the architecture optimization while the weights are fixed. In particular, we confirm that the variance reduction by our advantage contributes toward accelerating the architecture search by comparing the performance of REINFORCE and AdvantageNAS, which are different only in terms of the reward computation for each edge as described in Section 4.3.

---

4When a zero operation (returns zero consistently) is included in the search space, we replace the advantage of the zero operation with the worst expected advantage of the other operations estimated by a moving average. The rationale for this modification is as follows. First, (6) for the zero operation is always zero, resulting in no architecture update, which is not preferred. Second, the zero operation can mostly be represented by other operations with specific weights. Hence, there is no reason to prefer it unless we consider a latency constraint. See Appendix B for further details.
Task Description We prepare two networks: teacher-net $\phi_\alpha$- and student-net $\phi_\alpha$. Both networks are represented by the same DAG. The two networks have $|I| = 10$ intermediate nodes, and there are edges from one input node to all the intermediate nodes. For each edge $i \in I$, $|J_i| = 10$ different convolutional filters are prepared as the candidate operations. These filters have a filter size of $7 \times 7$, stride of 2, and output channels of 1 followed by tanh activation. The architecture variable $a^*$ of teacher-net is such that $a^*_i$ are one-hot vectors, i.e., one convolutional filter per edge which connects the input node and the intermediate node. For each edge from an intermediate node to the output node, a convolution with filter size of $4 \times 4$, stride of 1, and output channels of 1 is applied. The average of the outputs is taken as the aggregation function for the output node. A minibatch $V$ with batch size of 100 is sampled randomly for each iteration, where the input data $x$ is generated by the uniform distribution over $[-1,+1]^{13 \times 13 \times 1}$ and its ground truth is given by $\phi_\alpha^*(x)$. The reward function is defined as the negative loss; the squared error between the ground truth $\phi_\alpha^*(x)$ and the student prediction $\phi_\alpha(x)$. The weights for the convolutions are fixed to be the same ($w^*$) for both networks during the architecture optimization process. The $w^*$ and $a^*$ are defined randomly before the optimization process. The loss is consistently zero if and only if student-net learns the optimal architecture $a^*$. We optimize $\theta$ using the Adam optimizer (Kingma and Ba 2015) with a learning rate of 0.001 and $\beta = (0.9, 0.999)$. The implementation details of gradient-based methods are presented in Appendix C.

Results Figure 1 shows the results. The test loss is computed for the architecture obtained by selecting the operation at each edge such that $\mu_i(\theta_i)$ is maximum. We observe that AdvantageNAS converges faster than existing SP-NAS such as REINFORCE, PARSEC and GDAS. Moreover, it is more stable than ProxylessNAS when the number of iterations is large. Existing DP-NAS approaches such as DARTS, SNAS and NASP converge faster than AdvantageNAS. However, as mentioned above, these methods require nearly $|J|$ times the memory space to perform the architecture search, which prevents their application to a large-scale task requiring a large architecture.

5.2 Convolutional Cell on CIFAR-10

Motivation We compare AdvantageNAS with existing SP-NAS by searching for a convolutional cell on the CIFAR-10 (Krizhevsky 2009) dataset and evaluating them on the NAS-Bench-201 (Dong and Yang 2020).

Search Settings The CIFAR-10 dataset contains 50000 training data and 10000 test data. We split the original training data into 25000 training data $D$ and 25000 validation data $V$, as in the case of NAS-Bench-201. We use $D$ to optimize $w$ and $V$ to optimize $\theta$. Our architecture search space is the same as NAS-Bench-201 except that the zero operations are removed. We search for the convolutional cell architecture and stack it 15 times to construct a macro skeleton. All the stacked cells have same architecture. The cell structure has a total of $|I| = 6$ edges. In each cell, there are $|J| = 5$ candidate operations such as $1 \times 1$ convolution, $3 \times 3$ convolution, $3 \times 3$ average pooling and identity map. The total procedure was conducted in 100 epochs; however, $\theta$ was fixed in the first 50 epochs for pre-training $w$. The other settings are presented in Appendix D.

Evaluation Settings To evaluate the performance of one-shot NAS, the weights for the architectures obtained by the search process are often retrained for longer epochs; then, the test performances are compared. To minimize the influence of the quality of retraining on the performance metric, we use NAS-Bench-201 (Dong and Yang 2020) for evaluation. It is a database containing average accuracy for all architectures in the search space. The accuracy was computed after 200 epochs of training on CIFAR-10 with each architecture. Each architecture was trained three times independently and its average accuracy is recorded in the database. We use this average accuracy for the performance metric.

There are different ways for determining the final architecture after architecture search. One way is to choose the

---

Figure 1: Results of the toy regression task. Median (solid line) and 25th—75th percentile area (colored area) over 10 trials.

Figure 2: Improvement progress of search process. All the lines represent the median for three search trials. The values are obtained by querying NAS-Bench-201.
Tables 2 and 3 present the results on CIFAR-10 and PTB, respectively. AdvantageNAS outperforms all the existing SP-NAS in terms of both test perplexity and accuracy. It can be inferred that AdvantageNAS outperforms the existing SP-NAS and was more stable at the high accuracy.

**Table 2**: Results on CIFAR-10. Average ± std accuracy over three search trials as well as the parameter size associated with the final architecture. Note that process best for ProxylessNAS is missing as it samples two operations at each edge and the one-hot architecture is never evaluated during the architecture search process, as described in Table 1.

| Method                     | argmax         | process best         |
|----------------------------|----------------|----------------------|
| REINFORCE (Pham et al. 2018, Williams 1992) | 93.01 ± 0.47  | 92.69 ± 0.52         |
| PARSEC (Casale, Gordon, and Fusi 2019) | 93.68 ± 0.12  | 92.51 ± 0.65         |
| ProxylessNAS (Cai, Zhu, and Han 2019) | 93.22 ± 0.08  | 0.74 ± 0.10          |
| GDAS (Dong and Yang 2019) | 93.46 ± 0.13  | 92.53 ± 0.98         |
| AdvantageNAS               | 93.76 ± 0.00  | 93.29 ± 0.21         |

Table 3: Results on PTB. Average ± std accuracy over five search trials as well as the parameter size associated with the final architecture.

| Method                     | validation perplexity | test perplexity | params(MB) |
|----------------------------|-----------------------|-----------------|------------|
| REINFORCE (Pham et al. 2018, Williams 1992) | 99.48 ± 1.51 | 95.50 ± 1.73 | 7.40 ± 0.07 |
| PARSEC (Casale, Gordon, and Fusi 2019) | 99.68 ± 1.49 | 95.51 ± 1.01 | 7.33 ± 0.09 |
| ProxylessNAS (Cai, Zhu, and Han 2019) | 95.12 ± 0.22 | 90.76 ± 0.23 | 7.33 ± 0.09 |
| GDAS (Dong and Yang 2019) | 99.28 ± 2.00 | 95.40 ± 2.01 | 7.33 ± 0.09 |
| AdvantageNAS               | 94.90 ± 0.18 | 91.18 ± 0.13 | 7.44 ± 0.00 |

**Results**: Table 2 presents the results. AdvantageNAS achieves an improvement over REINFORCE solely owing to the introduction of the advantage described in Section 4.3. Moreover, AdvantageNAS outperforms all the existing SP-NAS in terms of both argmax and process best. Although process best was adopted in ENAS and GDAS, argmax delivered better performances in all the algorithms including AdvantageNAS. A comparison with DP-NAS is shown in Appendix G for reference.

The search progress in the initial steps is shown in Figure 2. The median of the average accuracy on NAS-Bench-201 is shown for each method with argmax over three independent search trials. At the early stage in the search process, AdvantageNAS achieved a higher accuracy than that of the existing SP-NAS and was more stable at the high accuracy. It can be inferred that AdvantageNAS outperforms the existing SP-NAS in terms of convergence speed.

To further assess the convergence speed, we analyzed the entropy of categorical distribution $\mu(\theta)$ in the search process. The details are presented in Appendix H.

**5.3 Recurrent Cell on Penn Treebank**

**Motivation**: We confirm that the usefulness of AdvantageNAS for recurrent cell architecture search as well as for convolutional cells.

**Settings**: We use Penn Treebank (Marcus, Santorini, and Marcinkiewicz 1993) (PTB) dataset to search for the recurrent cell architecture. Most of the settings is the same as those of DARTS (Liu, Simonyan, and Yang 2019). See Appendix I for the details. The recurrent cell structure has $|Z| = 6$ edges. They have $|J| = 5$ operation candidates, namely ReLU, tanh, sigmoid, identity, and zero operation, after linear transformation is applied. The parameters of the linear transformation are trainable weights. In the search process, we use the training data of PTB to optimize both the weights and $\theta$ for 30 epochs. Finally, the obtained architectures are retrained in 100 epochs. According to previous studies, we chose the final architecture by argmax in ProxylessNAS and PARSEC and by process best for REINFORCE(ENAS) and GDAS. The final architecture of AdvantageNAS is determined by argmax. The validation and test data of PTB are used to measure the final performance.

**Results**: The performances of the retrained architectures are shown in Table 3. AdvantageNAS achieved highest performance in validation data. In addition, AdvantageNAS achieved the competitive result obtained by ProxylessNAS in test data. This result implies that AdvantageNAS can be applied to various domains. The architectures obtained by AdvantageNAS and ProxylessNAS were similar, as shown in Appendix I.

**6 Conclusion**

We proposed AdvantageNAS, a novel gradient-based search strategy for one-shot NAS. AdvantageNAS aims to accelerate the architecture search process while maintaining the GPU memory consumption as in the case of sparse propagation NAS. For this purpose, we introduced the notion of credit assignment into the architecture search to reduce the variance of gradient estimation. A unique aspect of our study is the theoretical guarantee of the monotonic improvement of the expected loss by AdvantageNAS. Empirical evaluations were performed on different datasets and search spaces, confirming the promising performance of AdvantageNAS. To compare only the search strategies, we imple-
mented the existing approaches on the same publicly available code base. To make an important contribution to the NAS community, we focused on investigating only the efficacy of the search strategy. Finding SOTA architectures, which requires searching for best combinations of different NAS components, is beyond the scope of this study. Further investigation of larger search spaces is an important direction for future research.
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A Proofs

A.1 Proof of Theorem 4.1

Let $D_{KL}(q \parallel q') = \int q(x) \log\frac{q(x)}{q'(x)}dx$ be the K-L divergence between $q$ and $q'$. Let

$$q_{\theta}(a; w) = R(a, w)p_{\theta}(a)/J(\theta, w),$$

$$q_{\theta'}(a; w) = R(a, w)p_{\theta'}(a)/J(\theta', w).$$

It has been shown in [Akimoto et al. 2012] that

$$\log J(\theta', w) - \log J(\theta, w) = D_{KL}(q_{\theta}(a; w) \parallel q_{\theta'}(a; w)) + \int q_{\theta}(a; w) \log p_{\theta'}(a)da - \int q_{\theta}(a; w) \log p_{\theta}(a)da,$$

where the first term is the K-L divergence and is guaranteed to be non-negative. Letting $\theta' = \theta + \epsilon \cdot \delta$, the second and third terms reduce to

$$\int q_{\theta}(a; w) \log p_{\theta'}(a)da - \int q_{\theta}(a; w) \log p_{\theta}(a)da
\begin{align*}
&= \int_{0}^{\epsilon} \frac{\partial}{\partial \tau} \left( \int q_{\theta}(a; w) \log p_{\theta + \tau \delta}(a)da \right) d\tau \\
&= \delta^T \int_{0}^{\epsilon} \left( \nabla_{\theta} \int q_{\theta}(a; w) \log p_{\theta}(a)da \right) \delta \cdot d\tau.
\end{align*}$$

The integrand is

$$\nabla_{\theta} \int q_{\theta}(a; w) \log p_{\theta}(a)da
\begin{align*}
&= \int q_{\theta}(a; w) \nabla_{\theta} \log p_{\theta}(a)da \\
&= \int q_{\theta}(a; w) \left( a - \mathbb{E}_{\theta}[a] \right) da \\
&= \frac{1}{J(\theta, w)} \int R(a, w)p_{\theta}(a) \left( a - \mathbb{E}_{\theta}[a] \right) da \\
&\quad + \frac{1}{J(\theta, w)} \int R(a, w)p_{\theta}(a) \left( \mathbb{E}_{\theta}[a] - \mathbb{E}_{\theta}[a] \right) da \\
&= \frac{\nabla_{\theta} J(\theta, w)}{J(\theta, w)} + \left( \mathbb{E}_{\theta}[a] - \mathbb{E}_{\theta}[a] \right)
\end{align*}$$

Hence,

$$\int q_{\theta}(a; w) \log p_{\theta'}(a)da - \int q_{\theta}(a; w) \log p_{\theta}(a)da
\begin{align*}
&= \frac{\epsilon}{J(\theta, w)} \nabla_{\theta} J(\theta, w) \cdot \delta + \int_{0}^{\epsilon} \left( \mathbb{E}_{\theta}[a] - \mathbb{E}_{\theta + \tau \delta}[a], \delta \right) d\tau.
\end{align*}$$

The mean value theorem in the integral form leads to

$$\langle \mathbb{E}_{\theta}[a] - \mathbb{E}_{\theta + \tau \delta}[a], \delta \rangle = \langle \nabla_{\theta} \log Z_i(\theta_i) - \nabla_{\theta_i} \log Z_i(\theta_i), |_{\theta = \theta + \tau \delta} \rangle \delta
\begin{align*}
&= - \int_{0}^{\tau} \delta^T \left( \nabla_{\theta_i} \nabla_{\theta_i} \log Z_i(\theta_i) \right) \cdot \delta ds \\
&= - \delta^T \left( \int_{0}^{\tau} \nabla_{\theta_i} \log Z_i(\theta_i) \right) \cdot \delta
\begin{align*}
&\ge -\tau \| \delta \|^2.
\end{align*}$$

We have

$$\int q_{\theta}(a; w) \log p_{\theta'}(a)da - \int q_{\theta}(a; w) \log p_{\theta}(a)da
\begin{align*}
&\ge \frac{\epsilon}{J(\theta, w)} \nabla_{\theta} J(\theta, w) \cdot \delta - \frac{\epsilon^2}{2} \| \delta \|^2.
\end{align*}$$

Taking the expectation on the right-hand side, we obtain

$$\mathbb{E}_{\delta} \left[ \frac{\epsilon}{J(\theta, w)} \nabla_{\theta} J(\theta, w) \cdot \delta - \frac{\epsilon^2}{2} \| \delta \|^2 \right]
\begin{align*}
&= \frac{\epsilon}{J(\theta, w)} \| \nabla_{\theta} J(\theta, w) \|^2 - \frac{\epsilon^2}{2} \mathbb{E}_{\delta} \| \delta \|^2.
\end{align*}$$

This completes the proof.

A.2 Proof of Theorem 4.2

Since $r(a, w; V)$ is an unbiased estimate of $R(a, w)$, it suffices to show that

$$\mathbb{E}_{a, V} [r(a_{|a_{i} \to b_{i}}; w, V) \nabla_{\theta_i} \log p_{\theta}(a)] = \mathbb{E}_{a} [R(a_{|a_{i} \to b_{i}}; w) \nabla_{\theta_i} \log p_{\theta}(a)] = 0.$$

Note that $\nabla_{\theta_i} \log p_{\theta}(a) = a_i - \mu_i(\theta_i)$. Since $a_i$ and $a_{|a_{i} \to b_{i}}$ are independent, the expectation of the product of $R(a_{|a_{i} \to b_{i}}; w)$ and $a_i - \mu_i(\theta_i)$ is the product of the expectations $\mathbb{E}_{a_{|a_{i} \to b_{i}}} [R(a_{|a_{i} \to b_{i}}, w)]$ and $\mathbb{E}_{a_{i}} [a_i - \mu_i(\theta_i)] = 0$. This completes the proof.

B Advantage for Zero Operation

The zero operation, which outputs a zero tensor consistently, is often included in the candidate operations to represent sparse architectures. As the advantage for the zero operation is consistently 0 by definition, no update $\theta$ occurs when the zero operation is selected in the architecture search step.

Typically, the zero operation can be represented by non-zero operations by optimizing their weight parameters. Therefore, there is no need to prefer zero operation to other operations and include it in search space. However, latency constraint techniques [Cai, Zhu, and Han 2019; Xie et al. 2019] constitute an important research direction for NAS.

Therefore, in the future, to introduce latency regularization into AdvantageNAS, we will provide the modified advantage value for the zero operation as follows.

The advantage for the zero operation is computed using the exponential moving average of advantages. Let $EMA \in \mathbb{R}^{\sum_{i \in \mathcal{J}} |\mathcal{J}|}$ be the vector of exponential moving averages,
initialized as 0, and let $\gamma > 0$ be the decay factor. In each iteration, we update the moving average as

$$EMA(i) \leftarrow EMA(i) + \gamma(A_i(a, w; V)a_i - EMA(i) \odot a_i),$$

(9)

for all $i \in I$, where $EMA(i) \in \mathbb{R}^{[\mathcal{U}]}$ is a part of $EMA$ corresponding to edge $i$, and $\odot$ denotes the Hadamard product. Suppose that $j = 1$ corresponds to the zero operation at edge $i$ and it is selected. Then, its advantage is replaced with $\min_{j \in \mathcal{U}, j \neq \{i\}} EMA(i, j)$, where $EMA(i, j)$ is the element of $EMA$ corresponding to the $j$th operation at edge $i$. In other words, we replace the advantage of the zero operations with the worst expected advantage at each edge. If no regularization is introduced, the zero operation will not be selected as the final architecture.

### C Implementation Details

For fair comparison of the related gradient methods, we reimplemented all the related methods. We used the original implementations of GDAS\(^6\), ProxylessNAS\(^7\), and DARTS\(^8\) as references.

According to the default settings in each method, we set the initial temperature of the Gumbel softmax in GDAS to 10 and linearly reduced it to 0.1. We set the initial temperature of the Gumbel softmax in SNAS to 1 and reduced it to 0 with the cosine schedule. We set the number of Monte Carlo samples in PARSEC to 8. We applied the baseline term for REINFORCE. The reward in REINFORCE is modified as $R(a, w) - b$, where $b$ is $\mathbb{E}_{\alpha \sim p_0(a)}[R(a, w)]$, but approximated by the element-wise moving average as in Equation (3). We set the decay factor $\gamma$ of the exponential moving average in Equation (2) and the baseline term of REINFORCE to 0.05. Our implementation of the gradient methods is consistent with all our experiments.

### D Settings for Convolutional Architecture Search

The macro skeleton design follows the NAS-Bench-201\(^9\) [Dong and Yang 2020]. The main body is composed of three stages. Each stage has five cells; hence, the main body has 15 cells in total, and they have the same architecture. A basic residual block was inserted between successive stages, has 15 cells in total, and they have the same architecture. A three stages. Each stage has five cells; hence, the main body

$i$ to $j$ for all $i < j$. Hence, this cell structure has 6 edges in total.

We initialize $\theta$ by ones, i.e., equal probability for all candidate operations. Furthermore, we applied a gradient clipping of 1.0 to both $w$ and $\theta$ for optimization stability.

Following previous studies [Liu, Simonyan, and Yang 2019] [Dong and Yang 2020], we configured the search strategy as follows. $\theta$ and the weights are optimized alternately. According to [Dong and Yang 2020], the weights were optimized using Nesterov SGD with a momentum of 0.9, weight decay rate of $5 \times 10^{-4}$, and learning rate initialized to 0.1 and annealed down to 0 with a cosine schedule. According to [Liu, Simonyan, and Yang 2019], we optimized $\theta$ using Adam with $\beta = (0.5, 0.999)$, weight decay rate of $3 \times 10^{-5}$, and learning rate initialized to $3 \times 10^{-4}$ and annealed down to 0 with a cosine schedule. The batch size was 64 for both $D$ and $V$. We applied random horizontal flip with a probability of 0.5 and randomly cropped $32 \times 32$ pixels from an image of size $40 \times 40$ after 4-pixel padding on each side of the original image of size $32 \times 32$.

### E Settings for Recurrent Architecture Search

Most of the settings are the same as those in [Liu, Simonyan, and Yang 2019]. Our macro skeleton is constructed in three steps. An input vector of each timestep is converted by a word embedding layer and fed into a recurrent cell. Finally, the output of the recurrent cell is transformed by a fully connected layer, which is the final output of the macro skeleton. The recurrent cell has one input node indexed as $0$, $N$ intermediate nodes indexed as $1, 2, \ldots, N$, and one output node indexed as $N + 1$. There are edges between node indices $i$ to $j$ where $i < j < N + 1$. We set the number $N$ of intermediate nodes to 3. The feature $x_0$ of the input node is calculated as $x_0 = h + c_{in} \odot (\tanh(W_i^h(x_c, h)) \odot h)$, where $c_{in} = \text{sigmoid}(W_{in}^c(x_c, h))$, $h$ is the output of the recurrent cell at the previous timestep, $x_c$ is the output feature of the embedding layer, $\oplus$ and $\odot$ denote the element-wise plus and minus, respectively, and $\odot$ denotes the Hadamard product. The feature $x_{N+1}$ of the output node is calculated as the element-wise-average of the features of all the intermediate nodes. Further, note that $W_c^c$ and $W_i^h$ for any $i$ are the learnable weights. For each edge, we calculated the output $y_i$ of edge $i$ as $y_i = x_{Q(i)} \oplus c_i \odot (\text{act}(W_i^h x_{Q(i)} \odot x_{Q(i)}))$, where $c_i = \text{sigmoid}(W_i^c x_{Q(i)})$, $x_{Q(i)}$ is the input feature of edge $i$, and $\text{act}$ is an operation selected at edge $i$. We set the feature size of each nodes to 300.

We used SGD with an initial learning rate of 20, which is annealed down to 0 with a cosine schedule for the weight optimization, with a batch size of 256, gradient clipping of 0.25, and BPTT length of 35. We used the Adam optimizer to update $\theta$ with the learning rate initialized to $3.0 \times 10^{-3}$ and annealed down to 0 with a cosine schedule, and $\beta = (0.9, 0.999)$. We applied dropout for embeddings and recurrent cell outputs with a probability of 0.5. Furthermore, we applied gradient clipping of 1 to the architecture optimization. The optimization strategy in the retraining phase for evaluation was the same as that in the above search settings.
Table 4: Results on CIFAR-10 including zero operation. See Table 2 for details.

| Method               | argmax accuracy | process best accuracy | argmax params(MB) | process best params(MB) |
|----------------------|-----------------|-----------------------|-------------------|-------------------------|
| GDAS (Dong and Yang 2019) | 88 ± 0.00       | 92 ± 0.00             | 0.34 ± 0.00       | 0.71 ± 0.14             |
| AdvantageNAS         | 93.63 ± 0.18    | 93.18 ± 0.19          | 1.46 ± 0.10       | 0.86 ± 0.20             |
| ProxylessNAS         | 90 ± 0.00       | 92 ± 0.00             | 0.34 ± 0.00       | 0.71 ± 0.14             |
| REINFORCE            | 88 ± 0.00       | 92 ± 0.00             | 0.34 ± 0.00       | 0.71 ± 0.14             |
| PARSEC               | 90 ± 0.00       | 92 ± 0.00             | 0.34 ± 0.00       | 0.71 ± 0.14             |
| GDAS (Cai, Zhu, and Han 2019) | 90 ± 0.00       | 92 ± 0.00             | 0.34 ± 0.00       | 0.71 ± 0.14             |
| AdvantageNAS         | 93.63 ± 0.18    | 93.18 ± 0.19          | 1.46 ± 0.10       | 0.86 ± 0.20             |

Figure 4: Transition of the entropy of distribution in the CIFAR-10 search process. The lines represent the averages over three search trials.

H Convergence Analysis by Entropy of Distribution

We claim that AdvantageNAS converges faster than the existing SP-NAS. To assess the convergence speeds of SP-NAS, we analyze the transition of the entropy of architecture distribution. Specifically, in Figure 4 we show the progress of $\sum_{i \in I} H(\mu_i(\theta_i))$, where $H$ is a function that returns the entropy of the distribution. In our problem setting, the goal of NAS is to select one operation from the candidate operations. Hence, if the search process converges, then the categorical distribution over candidate operations seems to become a Dirac delta after the entropy of categorical distribution decreases. We observe that the entropy decreases more quickly in AdvantageNAS than it does in REINFORCE, GDAS, and PARSEC. In the initial steps of the search process, the entropy of ProxylessNAS decreases faster than that of AdvantageNAS. However, the entropy of ProxylessNAS increases after around 25 epochs and thus does not converge.

I Visualization of Search Result

Figures 5, 6a, and 6b shows some architectures obtained in our experiments. The circles correspond to nodes and the number in each circle denotes the index of the node.
Figure 5: Architecture obtained by AdvantageNAS on CIFAR-10. It is the best architecture in terms of the test accuracy over three trials. It achieved a test accuracy of 93.76.

Figure 6: Architecture obtained on PTB. (a) The best architecture obtained by AdvantageNAS in terms of validation perplexity over five trials. It achieved a validation perplexity of 94.66 and test perplexity of 91.12. (b) The best architecture obtained by ProxylessNAS in terms of test perplexity over five trials. It achieved a validation perplexity of 95.00 and test perplexity of 90.42.