Road extraction in vague images on gray scale consistency and improved MSR and D-S evidence
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Abstract

Road detection on aerial and remote sensing vague images is a hard task. In this paper, an automatic road detection method for the vague images is proposed. The method firstly uses an improved MSR algorithm to enhance image, and it automatically takes different scales in different image regions, based on the image depths obtained by the dark channel prior algorithm. Then the enhanced image is roughly segmented on the principle of the local gray scale consistency, in that, an eight-neighborhood template is considered as a processing unit in which a threshold is utilized for all the neighboring pixels of the detecting pixel. Finally, the Dempster-Shafer (D-S) evidence for road features is applied to finalize road tracing in the binary image, where, the road features include length, width, aspect ratio and fullness rate, all the parameters are obtained in the least external rectangle of a road segment, and then the detected roads are regulated. In experiments, 300 vague road images were selected for testing, by comparing to several traditional algorithms and recent semantic methods, the testing results show that the new method is satisfactory, and the detection accuracy is up to 89%.

Keywords Vague aerial image · Road detection · MSR · Dark channel prior · Gray scale consistency · D-S evidence

1 Introduction

It is important to retrieve the earth surface information from aerial images. High spatial resolution aerial and remote sensing images provide the more accurate information, which
offers the advantages over urban planning, geometrics, military monitoring, object extraction, changes monitoring and GIS data updating. The fast and accurate useful information extraction from the images has become a hot research topic, and the road detection in vague aerial and remote sensing images is one of the hardest tasks in this research field.

In the past three decades, a lot of efforts have been made for developing road detection algorithms. As our literature review [20, 38], many researchers have done a lot of research work in this area, and the research content includes the traditional image segmentation algorithms and the recent semantic segmentation methods, such as Fractional differential and Graph based image segmentation algorithms [38], and Neural network and Deep learning semantic segmentation methods [20]. No matter what kind of algorithms and methods are applied, the automatic road detection is still difficult for vague aerial and remote sensing images due to the poor image quality.

There are many similar applications related to road detection in a vague image. Since a road is a linear object which is similar to the pavement crack in the road construction, the pavement surface is rough and the illumination on an image is uneven in most cases, the studied algorithms for crack detection are similar to that for road detection. For the road construction, there are a lot of new algorithms, such as the algorithms based on Level set, Hydrodynamics and the methods by using Deep learning [12, 36, 39, 40, 42], but until now, there is still no standard for road detection. Therefore, the algorithms and methods need to be continually studied and improved.

In general, the surface of the road is uniform with similar colors in a certain length of road segment, which is good for road detection if a road image is not vague. As the traditional classification, the road extraction algorithms can be divided into two types: semi-automatic algorithms and full-automatic ones. At present, there is no breakthrough with the full-automatic algorithms for vague aerial and remote sensing images, but some successes on the semi-automatic ones have been achieved [34, 45]. For automatic ones, in 2010, reference [24] presented an algorithm based on the particular combination of EKF and PF as a road-tracing approach, it is valuable for normal road detection, but it might fail to the vague images. After then, many algorithms for road extraction are studied based on spectral or textures [8, 30, 37, 47], such as the algorithm for image segmentation based on a multi-resolution application of a wavelets transform and feature distribution [18], and a number of the recent road detection algorithms based on color information [13].

Currently, the semantic segmentation methods in theory and practice have been applied into different applications, such as Network for scene segmentation [7], Network for RGBD semantic segmentation [16], the semantic segmentation for remote sensing images [5] and Scale channel attention network for image segmentation [3], U-net: convolutional networks for biomedical image segmentation [43], and SegNet for image segmentation [21], etc. There are many researchers have applied the those semantic segmentation methods into the road extraction, e.g., Xin et al. (2019) made the road extraction in high-resolution remote sensing images by DenseUNet [31]; and Liu (2021) studied road extracting network in high resolution remote sensing images [1].

But most of the previous algorithms/methods are not for the images under extreme weather that make image vague much. Hence, there are a lot of researchers made contributions for image dehazing/defogging and image enhancement, such as Non-local method [27], Linear depth model [33], Multi-scale deep residual learning algorithm [44], and Color attenuation prior model [25]. Although there are some research work on vague road image processing, most of them are only for special situations, there is no standard for vague aerial and remote
sensing road image processing. In addition to the vague image processing, some algorithms were studied by combining the road shape features and environment characteristics, e.g., the algorithm in reference [6] preliminarily applies the road shape features and other road features to detect roads, which is good for the binary images in some cases, but it is lacking of versatility.

For a vague aerial and remote sensing image, before road detection, an image should be enhanced for sharpening roads and smoothing away noise [10, 11, 28], which is needed in the first step [17, 22]. One of examples for road detection in a vague aerial image is to utilize Fractional differential to sharpen the road edges [41, 46], which is useful for the image with many textures in a blur image, but the algorithms might not be effective for very dark and vague road images. So, the new method/algorithm study for automatic road detection in a vaguer image is still significant.

To detect roads automatically and accurately in a vague aerial and remote sensing image, and to overcome the deficiencies of the previous algorithms/methods for vaguer aerial images, a new method is proposed in this paper. For a vague image, it firstly does image enhancement based on the combination of Multiple scale Retinex (MSR) and Dark channel prior, then makes road detection roughly on the principle of the local gray scale consistency, finally, accurately finalizes roads by applying the road shape features with D-S evidence [4]. The method mainly includes three parts: (1) Image enhancement on MSR with variable scale; (2) Image segmentation on gray scale image; (3) Road tracing and regulating by using road features with D-S evidence.

2 Image enhancement on improved MSR algorithm

2.1 Introduction of Retinex

When there are either spatial or spectral variations caused by bad weather condition, aerial and remote sensing images suffer from significant losses in visual quality compared to the direct observation by human vision. The visibility of colors and details in shadows is quite poor for recorded images, and a spectral shift in illumination either toward to the blue color or to the red color reduces the overall visibility of scene details and colors. These lighting defects are quite common. Likewise for scenes with some white surfaces (clouds or snow, for example), the visibility of colors and details in the non-white zones of the image is poor. Therefore, a general purpose for automatic computation is needed to routinely improve those aerial and remote sensing images. In some cases, some traditional algorithms might be applied for making image enhancement, and they may only be applicable in some special cases, but not available for many cases. As enhancement algorithm study and test in our Lab., the Retinex based method is one of more valuable algorithms than others in vague aerial and remote sensing road images.

The Retinex algorithm was introduced in 1971 by Edwin, who formulated “Retinex theory” to explain it. Many researchers demonstrated the great dynamic range compression, increased sharpness and colors and accurate scene rendition, which are produced by the Multiscale Retinex with color restoration, specifically in aerial images under smoke/haze conditions [29]. Overall, Retinex performs automatically and consistently superior to any of the other methods. While the other methods might work well on occasion cooperative images, it is easy to find images where they perform poorly. The Retinex performs well on the cases where the other
methods are clearly not appropriate. In order to use Retinex algorithms into the studied vague aerial and remote sensing images, a single scale Retinex algorithm is extended into a multiple scale Retinex algorithm by referring previous research work [49].

The simple description of a single scale Retinex algorithm (SSR) can be expressed as:

\[ R_i(x, y) = \log \left[ I_i(x, y) - F(x, y) \ast I_i(x, y) \right] \quad (1) \]

\[ R_i(x, y) = \log \left( \frac{I_i(x, y)}{F(x, y) \ast I_i(x, y)} \right) = \log \left( \frac{I_i(x, y)}{I_i(x, y)} \right) \quad (2) \]

Where, \( I_i(x, y) \) is the image in the \( i \)th spectral band; \( R_i(x, y) \) is Retinex output in the \( i \)th spectral band; Gaussian function: \( F(x, y) = Ke^{-\left(\frac{x^2+y^2}{\sigma^2}\right)} \); and \( K \) is determined by \( \iint F(x, y) \, dx \, dy = 1 \); and \( \sigma \) is the Gaussian surround space constant.

Because of the trade off between dynamic range compression and color rendition, one has to choose a good scale in the eq. \( F(x, y) \) in SSR. If one does not want to sacrifice either dynamic range compression or color rendition, the multiscale Retinex algorithm, which is a combination of weighted different scales of SSR, called MSR, is a good solution,

\[ R_{MScI} = \sum_{n=1}^{N} \omega_n R_{ni} \quad (3) \]

Where, \( N \) is the number of scales, \( R_{ni} \) is the \( i \)th component of the \( n \)th scale, and \( \omega_n \) is the \( i \)th component’s weight. The obvious question about MSR is the number of scales, scale values, and weight values. Experiments showed that three scales are enough for most of images, and weights can be equal to each other. Generally the fixed scales of 15, 80 and 250 are used, or the scales of the fixed portion can be utilized. But these are more experimental than theoretical, because the scale of an image is unknown to the real scenes. The weights can be adjusted to weigh more on dynamic range compression or color rendition.

### 2.2 Improved Retinex

Hence in our enhancement algorithm, the scale in the Retinex algorithm is not a constant value for an image. It takes different values in different regions, and the scale values are determined by the image depths [9]. First of all, we get a dark channel image [9] using a 15 × 15 mask, and calculate the transmission map \( t(x, y) \). The value of \( t(x, y) \) is between 0 to 1, and which represents a region how far away from the camera. In the transmission map, the dark region is far away from the camera and the bright region is opposite. In our algorithm, it is doing the small scale transformation where far from the camera, and doing the large scale transformation where near the camera. We assume that it has a linear relationship between the scale parameter \( c(x, y) \) and the transmission map \( t(x, y) \).

\[ c(x, y) = \frac{t(x, y) - \min(t(x, y))}{\max(t(x, y)) - \min(t(x, y))} \times 100 + 10 \quad (4) \]

Where, \( \max(t(x, y)) \) and \( \min(t(x, y)) \) are the maximum and minimum values of \( t(x, y) \). Thus, we obtain the scale \( c(x, y) \), and its range is in 10 to 110, from a small scale to a large scale.
According to the scale parameters obtained, we do a Gauss filter to a haze image, and then calculate Retinex results. The algorithm flow chart is illustrated in Fig. 1.

For the above transmission map \( t(x, y) \), the reference [9] has the detailed description, the brief explanation can be presented as the follows. The dark primary color of an image can be defined as [9]:

\[
J_{\text{dark}}(x) = \min_{y \in \Omega(x)} \left( \min_{c \in \{r, g, b\}} J_c^c(y) \right)
\]  

(5)

Where, \( J_c \) is the \( c \)th color channel of Image \( J \), \( \Omega(x) \) represents the block centered on pixel \( x \). Through a large number of statistical experiments, for a clear image:

\[
\min_{\Omega} \left( \min_{c} (J^c) \right) \to 0
\]  

(6)

Assuming that in a local block, the propagation graph \( t(x) \) is constant, according to the imaging model of blurred image, make dark primary color transformation on both sides of Eq.(5) to obtain:

\[
\min_{c} \left( \min_{y \in \Omega(x)} \left( \frac{I^c(y)}{A^c} \right) \right) = t(x) \min_{c} \left( \min_{y \in \Omega(x)} \left( \frac{J^c(y)}{A^c} \right) \right) + (1-t(x))
\]  

(7)

According to the theory of dark primary color, the first term on the right of the equal sign of Eq.(7) is about 0, so Eq.(7) is equivalent to:

\[
t(x) = 1 - \min_{c} \left( \min_{y \in \Omega(x)} \left( \frac{I^c(y)}{A^c} \right) \right)
\]  

(8)

According to the dark primary color defogging algorithm, the restoration formula of scene light intensity \( J \) is as follows:

\[
J(x) = \frac{I(x) - A}{\max(t(x), t_0)} + A
\]  

(9)

Eq. (9) can be transformed into the following form. Note that \( \max(t(x), t_0) \) is less than 1.

\[
J(x) = \frac{I(x)}{\max(t(x), t_0)} - A \frac{1 - \max(t(x), t_0)}{\max(t(x), t_0)}
\]  

(10)

---

**Fig. 1** Flow chart of vagueness removal procedure
In the above equations, $I$ refers to the observed image, i.e. haze image, $J$ refers to the intensity of scene light, and $A$ refers to atmospheric light; $t$ is called propagation diagram, which is used to describe the part of light that is not scattered when it is transmitted to the camera through the medium. The goal of removing haze is to recover $J$, $A$ and $t$ from $I$.

3 Road detection on gray scale consistency

Based on the surveys of various roads and the analyses of the actual situations, the road characteristics can be described as:

1) Generally, a road is a belt, the width of the same road has the small variable values at a certain length range, therefore the road width varies slowly.
2) The gray scales of a road differ much from that of the background (non-road areas).
3) Roads in an image have obvious edges that can be easily detected by a normal edge detector.
4) Each road has certain of length and it is a linear object, which differs from other objects that are not elongated much.
5) A road can be divided into different segments according to its curvature, such as line segments and curved segments. The curvatures of the curved segments are quite different each other.
6) There is connectivity among the roads in a road network.
7) There might be disruptions in a retrieved road image because of the local disturbances of cars, lane lines, trees etc.

According to the road characteristics above, this paper proposes a new algorithm for road detection roughly in a gray scale image. Figure 2 shows the flow chart of the algorithm procedure. The details of image segmentation are discussed in the following.

A traditional gray scale based image segmentation algorithm is studied mainly based on edge detection and/or regional similarity. An edge detection algorithm is greatly dependent on the object boundary information and is often sensitive to noise. There exists a number of irregular objects in an aerial or remote sensing image, and the quality of a processed image is uncertain (such as image distortion, spectral differences etc.), therefore, the edge based segmentation algorithms will breed too many partitions of lines as well as difficulties to form a full target region in a vague image.

In a regional similarity based image segmentation algorithm, an image is divided into internal connected and external unconnected regions, according to the similarity and uniformity of objects. The segmented regions are suitable for the subsequent feature extraction. For a simple image segmentation algorithm [15, 19, 26, 35], such as Otsu thresholding [19, 26] and iterative thresholding [38], it is often to extract “background” and “targets” separately to make image binarization, the more recent algorithm is that Hu et al. used neutrosophic cross-entropy thresholding for object tracking [15]. However, it is not possible for the complex vague images. Another way is that different segments/regions can be retrieved through a $K$-means clustering method [35, 38], which is easy to perform the subsequent operations for road characteristic extraction, but the outcome depends on the initial number of classes. In addition to these, in some cases, the different objects in an image can be split/merged into a connected region based on split and merge rules, which might make image segmentation or road
Roads, houses and artificial target surfaces in an aerial or remote sensing image have their own higher gray scale consistency, so this study improves a global threshold algorithm for road extraction based on the gray scale consistency on the road surfaces, by combining the gray-scale mutation of the road edges.

In the algorithm, an eight-neighborhood template is considered as a processing unit in which a threshold is utilized for all the neighboring pixels, rather than for the entire image. In
this procedure, a large target with a uniform gray scale will be well extracted into a target region. While the edge information, which does not meet the similarity of the road due to the gray scale mutation, is considered as the background information. To achieve the better segmentation result, an image processing filter (i.e. eight-neighborhood kernel median filter) is needed to make image smooth. The specific segmentation algorithm using an eight-neighborhood template comprises the following steps.

**Step 1** For a pixel \( f(x, y) \) in an image, retrieve its neighborhood pixels \( f(x + \Delta x, y + \Delta y) \), where \( \Delta x \) and \( \Delta y \in (-1, 0, 1) \). The gray scales of the pixels \( f(x + \Delta x, y + \Delta y) \) are denoted as \( G_f(\Delta x, \Delta y) \).

**Step 2** Obtain RGB difference between \( G_f(\Delta x, \Delta y) \) and \( G_f(x, y) \), which is denoted as \( M_{fi}(\Delta x, \Delta y) = \text{absolute value} (G_f(\Delta x, \Delta y) \text{ and } G_f(x, y)) \), where \( i = R, G, B \). If \( M_{fi}(\Delta x, \Delta y) < T_0 \), then set \( flag_{fi} = 1 \), else \( flag_{fi} = 0 \), where \( T_0 \) is a threshold. The value of \( T_0 \) depends on the human visual capability for the gray scale variation. Generally, the human visual capability is valuable to a gray scale range between 6%–10% of the average gray scale value of the image, hence, in our case, based on a number of image testing, \( T_0 \) is given in (12, 22) to obtain the visual effect. Do Step 2 until all the neighborhood pixels of \( f(x, y) \) are handled.

**Step 3** Compute each \( flag_f \) of the neighborhood pixels and the center pixel.

\[
flag_f = \begin{cases} 
1 & \text{if } \prod flag_{fi} = 1 \\
0 & \text{other}
\end{cases}
\]  

(11)

**Step 4** Calculate the gray scale of the pixel \( f(x, y) \) by using its neighboring pixels’ flags.

\[
f(x,y) = \begin{cases} 
255 & \text{if } \prod flag_f = 1 \\
0 & \text{if } \prod flag_f = 0
\end{cases}
\]  

(12)

**Step 5** Do step 1 to step 4, until all the pixels in the processed gray scale image are handled, then a binary image is obtained.

Figure 3a shows an aerial road image that is vague, and the roads cannot be seen clearly. Figure 3b presents the gray scale histogram equalization result; and the enhancement effect is not satisfactory. Figure 3c illustrates the improved Retinex algorithm enhancement result, where, the roads are enhanced clearly, and other objects are enhanced too. Figure 3d presents the image segmentation result after image enhancement, where, \( T_0 = 10 \), the main road is
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**Fig. 3** Original aerial road image and its Retinex enhancement and segmentation results. a Original image b Histogram equalization c Improved Retinex d Segmentation on c
obviously shown up, although the result includes noise, the result can be enhanced after the operations of erosion and thinning, so on.

The single central line of a road may be retrieved by a thinning processing step, before which, the morphological closing and opening operations are applied to eliminate the small holes and spot noises.

### 4 Road finalizing in binary image

The theory of Dempster-Shafer (D-S) Evidence was firstly brought up by Dempster [32], was extended to form the theory by Shafer [23], and the current art status of the theory study and application development are described in [23, 32, 50]. The theory of D-S Evidence can grasp the uncertainty problems better than traditional probability theories. In the D-S evidence theory, let $\Theta$ be the universal set: the set of all states under consideration. The power set $2^\Theta$ is the set of all subsets of $\Theta$, including the empty set $\Phi$. The theory of evidence assigns a belief mass to each element of the power set. Formally, a function $m: 2^\Theta \rightarrow [0, 1]$ is called a basic belief assignment (BBA), when it has the two properties. Firstly, the mass of the empty set is zero: $m(\Phi) = 0$. Secondly, the masses of the remaining members of the power set are added up to 1 totally:

$$\sum_{A \in 2^\Theta} m(A) = 1,$$

(13)

Where, $A$ is a given member set of the power set.

The D-S evidence theory defines a belief function called $Bel$ and a plausibility function called $Pls$ to express the problem of uncertainty, which can be represented as:

$$Bel(A) = \sum_{B \subseteq A} m(B)$$

(14)

$$Pls(A) = \sum_{B : A \cap \Phi} m(B)$$

(15)

In the case of multiple evidences, the Dempster combination rule can be used to synthesize multiple BPAF, that is:

$$m(A) = K^{-1} \times \sum_{\cap A_i = A} \prod_{1 \leq i \leq n} m_i(A_i)$$

(16)

Where, $K = \sum_{\cap A_i \neq \Phi} \prod_{1 \leq i \leq n} m_i(A_i)$.

The D-S evidence theory is of a great value in data fusion. In the case of multiple characteristics, each characteristic threshold selection is determined based on image classification, resulting in a lack of interoperability in practical applications. Through the integration of D-S theory, the versatility of the shape features in road extraction can be improved. In accordance with the road model and D-S theory, the framework of road identification is constructed: $\Theta = \{Y, N\}$, where, $Y$ represents the roads and $N$ is for the non-roads. Let $T_L$, $T_W$, $T_R$, $T_F$ represent the basic thresholds for which the road must meet. Respectively, they are the thresholds of length, width, aspect ratio and fullness rate. Their definitions and calculations are based on the least circumscribed (external) rectangle for a road segment, as follows:

The main idea of the algorithm procedure for the least external rectangle of an object is:
First, a simple circumscribed rectangle is a circumscribed rectangle whose edges are parallel to the $X$ or $Y$ axis in a $XY$ coordinate system.

The algorithm of rotating a certain angle around a fixed point on a plane is realized. The mathematical basis is that if the point $(x, y)$ on the plane rotates counterclockwise around another point $(x_0, y_0)$ and the point after the angle $\alpha$ is $(x_2, y_2)$, then

$$
x_2 = (x_1-x_0)sin\alpha + (y_1-y_0)cos\alpha + x_0
$$

$$
y_2 = (x_1-x_0)sin\alpha + (y_1-y_0)cos\alpha + y_0
$$

When clockwise, $\alpha$ can be changed to $-\alpha$.

(1) It rotates the original object (0°-90°, set the start angle $\alpha_0 = 1^\circ$ and the angle spacing $\alpha$ step), find the simple circumscribed rectangle of the object after each degree of rotation, and record the area of the simple circumscribed rectangle, vertex coordinates and the degree of rotation at this time.

(2) By comparing all the simple circumscribed rectangles of the object obtained by the rotation process, the simple circumscribed rectangle with the smallest area are got, and the vertex coordinates $(x_3, y_3)$ and rotation angle $\beta$ of the simple circumscribed rectangle are obtained.

(3) It rotates the angle $\beta$ of the minimum rectangle and the object in the opposite direction, then, the minimum circumscribed rectangle is got.

After the rectangle is taken for each of road segments, we set up the road parameters as the follows.

(a) Object size $S$: The smaller interfering targets can be filtered out by using this feature, which can reduce the execution time for the subsequent processes. $Ts$ is the threshold value of this feature and is selected according to the image spatial resolution and the object size, i.e., the circle equivalent diameter of the object is less than the average road width in the image (for our images in this study, $Ts = 30$).

(b) Length $L$ and Width $W$ of the rectangle: A road has certain of length and width, which cannot be too short. The longer the length is, the greater possibility of the road is. The width feature also plays an important role for filtering out objects, the wider an objects is, the smaller possibility of the road. The probability distribution function of length $L$ is defined:

$$
L = MERL, W = MERW
$$

$$
m_1(Y) = \begin{cases} 
(1-T_L/L) \times (1-\alpha_1) & \text{if } (L > T_L)0.1 \text{if } (L \leq T_L)
\end{cases}
$$
\[ m_1(N) = \begin{cases} (T_L/L) \times (1-\alpha_1) & \text{if} \ (L > T_L)0.9\text{if}(L \leq T_L) \\
\end{cases} \] (21)

\[ m_1(Y, N) = \{ \alpha_1 \text{ if } (L > T_L)0\text{if}(L \leq T_L) \} \] (22)

Similarly, the probability distribution function of width \( W \) is defined as:

\[ m_2(Y) = \begin{cases} (T_W/W) \times (1-\alpha_2) & \text{if} \ (W > T_W)0.1\text{if}(W \leq T_W) \\
\end{cases} \] (23)

\[ m_2(N) = \begin{cases} (1-T_W/W) \times (1-\alpha_2) & \text{if} \ (W > T_W)0.9\text{if}(W \leq T_W) \\
\end{cases} \] (24)

\[ m_2(Y, N) = \{ \alpha_2 \text{ if } (W > T_W)0\text{if}(W \leq T_W) \} \] (25)

(c) **Aspect ratio (object elongation) \( R \):**

\[ R = \frac{MER_W}{MER_L} \] (26)

Where, \( MER_L \) is the minimum length of the exterior rectangle; \( MER_W \) is the minimum width of the exterior rectangle. If \( R < 1 \), and the less \( R \) is, the greater possibility the road is. The probability distribution function of \( R \) is defined as:

\[ m_3(Y) = \begin{cases} (1-R) \times (1-\alpha_3) & \text{if} \ (R < T_R)0.1\text{if}(R \geq T_R) \\
\end{cases} \] (27)

\[ m_3(N) = \begin{cases} R \times (1-\alpha_3) & \text{if} \ (R < T_R)0.9\text{if}(R \geq T_R) \\
\end{cases} \] (28)

\[ m_3(Y, N) = \{ \alpha_3 \text{ if } (R < T_R)0\text{if}(R \geq T_R) \} \] (29)

(d) **Fullness rate \( F \):**

\[ F = \frac{S}{S_{MER}} \] (30)

Where, \( S \) is the object area and \( S_{MER} \) is the area of the smallest circumscribed rectangle.

The following is the probability distribution function:

\[ m_4(Y) = \begin{cases} (1-F) \times (1-\alpha_4) & \text{if} \ (F < T_F)0.1\text{if}(F \geq T_F) \\
\end{cases} \] (31)

\[ m_4(N) = \begin{cases} F \times (1-\alpha_4) & \text{if} \ (F < T_F)0.9\text{if}(F \geq T_F) \\
\end{cases} \] (32)
\[ m_4(Y, N) = \{ \alpha_4 \text{ if } F < T_F \} 0.0 \text{ if } F \geq T_F \]  \hspace{1cm} (33)

Where, \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \) are the input parameters of attribute weights. According to several hundreds of road testing in our images, the thresholds for all the characteristics are set as: \( T_L = 30, T_W = 4, T_R = 0.2, \) and \( T_F = 0.3 \) (in pixels).

References [6] adopt the shape features in object extraction, but the shape features summarized are simple, resulting in the low detecting probability and the difficulties in adapting to the specific roads.

For the two different models above, the aspect ratio and the fullness rate perform differently. With the aspect ratio feature, a road line can be detected well. The fullness rate feature is more suitable for a curved road than for a line road. Therefore, it must be handled separately. Finally, an improved scheme combining a road line with a curved road is presented, which makes a great improvement for the comprehensiveness and accuracy of the road extraction. The process procedure is shown in Fig. 4.

Feature fusion process steps: (1) Fuse road length, width and aspect ratio by the Dempster combination rule, through which one can get the information of a line-liked road; (2) Fuse road length, fullness rate to obtain the information of a curved road or a road network; and (3) Merge the two kinds of the fusion results above to do the final road extraction. For the road segment connection, firstly, some seed pixels are selected in the road segment that has been extracted. This paper treats all the border pixels as the seed points. And then the region growing operation is carried out to connect the road segments. As local excessive growth might occur, it is necessary to do the further regulative processing operations. The region-growing algorithm includes: search for the four-neighborhood pixels for each seed pixel, and use centroid-based region growing for each seed pixel. If the region growing encounters a pixel that satisfies the consistency, the pixel is marked as a road pixel (the growing region pixel) candidate, then the algorithm starts from the pixel to continually search until no road pixel can be found out. This function can achieve the maximum similarity region merging and road segment connecting. After region-growing, the following steps are applied.

1) Regulation processing on edge information

It is often that the region-growing might lead to some excessive region growing; therefore, the post-processing is quite necessary. In the post processing, the edge detection information (including edge gradient magnitude and direction information) is important for the region
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boundary judgment. In this step, the region-growing results are checked and repaired based on the edge detection information and the results from the morphological operations, which can detect the over-growing regions and then make the corrections for the over-growing regions. In this study, the traditional derivative operator Sobel (edge detector) is applied:

\[ f(x,y) = \begin{cases} 255 & \text{if } D(x,y) < T_D \\ 0 & \text{if } D(x,y) \geq T_D \end{cases} \]  

where, \( T_D \) is the gradient magnitude threshold, and \( D(x,y) \) refers to the gradient magnitude at the pixel \( f(x,y) \) of the gradient magnitude image.

2) Road center structure

The road information which has been extracted can be operated by a morphological thinning operation so as to obtain the road centerline. If there is a hole in the extracted road, to some extent, there will be a closed cycle. This can be solved by utilizing morphological closing and opening operations simply. Firstly the hole filling operation is carried out, and then the filled hole is refined further, so that the extraction of the road centerline cannot be affected by holes. In this procedure, all the lines and/or the curves are detected and measured, and the short lines/curves are eliminated after the thinning operation is carried out. Fig. 5 shows the example of road tracing on Fig. 3f.

5 Experiments and analyses

The data source in experiment comes from the vaguer aerial images taken by the authors. All the algorithms or operators mentioned above are coded under the VC++ (version 6 or above) environment of Windows (version 8 and above) in a PC computer, and the hardware name and parameters are: DELL, CPU Intel Core i7–10,700, Ram 8GB. In this kind of environment, for a gray scale image of 1600 × 1200 pixels, the algorithm spends about 0.5 s. In this study, we choose 200 aerial images captured from airplane (about 8000 m height from ground), and 100 public remote sensing images from the dataset referencing [31, 43]. According to more 300 image testing and theoretical analysis, we set different thresholds in this study; the threshold value in the image thresholding segmentation algorithm is set to \( T_0 = 10 \), and the threshold in the region-growing is \( T_R = 12 \) (for all the images in this study). And the other four parameters based on a number of image testing are set as \( a_1 = 0.55 \), \( a_2 = 0.5 \), \( a_3 = 0.8 \), and \( a_4 = 0.7 \) respectively, according to road parameter statistical analysis.

In general, after image segmentation on gray scale, we have to remove non-road objects, identify the main roads for road tracing. To do the two kinds of the work, our procedure includes a number of functions such as thinning, endpoint detection, small line or curve

![Fig. 5 Post processing result after thinning operation on the image in Fig. 3d. a Filling road gaps b Deleting noise (L<10) c Irregular object removal d Final road tracing result](image-url)
removal, road gap linking, and other morphological operations. Most of the functions are performed according to the above rules of D-S evidence in this study.

In Fig. 6, the original image (a) is a gray scale image with uneven illumination, the illumination difference between horizontal middle parts and other parts are large, including two roads and different noises, the whole image is very vague. After image enhancement by the improved Retinex algorithm in this study, the image contrast is increased, and the roads are much sharper than before, as shown in (b). Since the image illumination is uneven, when Otus thresholding [19, 26] is applied on the image in (b), the result (c) is not satisfied, where, since a large black area appears in the middle of the image, the roads cannot be extracted. In addition to the similarity algorithms, the discontinuity based algorithms [2, 48] still cannot make image segmentation well, as shown in (d) and (e). If the image in (b) is operated by the new image segmentation algorithms in this study (gray scale consistency with D-S evidence), the road extraction results are satisfactory as shown in (g) and (h).

The original image in Fig. 7a is a color road image, comparing to the original image in Fig. 6a, the illumination difference between left part and right part is large, as shown in (c). Anyhow, after image enhancement by the improved Retinex algorithm (b), the road extraction is good by using our new algorithm, as shown in (f-h).

It is much different to the both original images in Figs. 6a and 7a, the original image in Fig. 8a is a heavy hazed aerial image, the roads almost are invisible. After image enhancement and image segmentation by applying the algorithms in this study, the results are satisfied except for lost some small roads, as presented in (b-d).

The original image in Fig. 9a is a fog aerial road image, the image is blur, the several roads cannot be fully visible. When we use Clustering analysis algorithm to process this image, the image is separated into two large areas with some short segments, the boundary between the two areas might be a road, and three short segments are the parts of roads, but the whole result is not satisfied as shown in (b). If we use Fuzzy C-Means algorithm (FCM) [17, 38] on the image, the result (c) is still not satisfied except for more regions than (b). By using studied algorithms in this paper, after image enhancement, the image contrast is increased a lot and the roads are much sharper then before (d). The gray scale consistency operation result shows that the most road segments are detected, but there are many noise spots and gaps on roads (e).

---

**Fig. 6** Road extraction on vague and uneven illumination gray scale aerial road image by different algorithms. a Original image b Enhancement c Otus d Laplacian e Canny f Gray scale consistency g D-S evidence h Final result
When we use the operation on D-S evidence on (e), the most of noise are removed and all the gaps are filled, as shown in (h).

In Fig. 10, the original image is a more complicated and the vague aerial image including a main road and other small roads in Fig. 10a. If an edge detector [2, 50] is utilized, the most edges can be detected, but a lot of them belong to spurious edges, and it is difficult to identify the main road (b). If a similarity based algorithm [15, 19, 26, 35] is applied, the result image is presented (c), where, a large bright region appears in the middle part of the image because of uneven illumination and non-road object effects. In order to overcome the problem, FCM [35], Clustering analysis and Minimum Spanning Tree (MST) algorithms [35, 38] are operated respectively, but all the results are not good (d, e, f). When the original image is processed by the improved Retinext algorithm, the main road (in the diagonal direction) can be enhanced well, as shown in Fig. 10g. Then, when the new image segmentation algorithm based on gray scale consistency plus D-S evidence is performed, the processing result is very good, in which, the main road is clearly detected with the light color.

For the multiple roads tracing, Fig. 11 shows an example. Where, the original image in Fig. 11a is a vague aerial image, because the illumination is uneven and clouds and fog are included, the road network is unclear. The image involves a road network which consists of seven roads as shown in (b). The image in (b) is the manual segmentation result (Ground

![Fig. 7 Road extraction on vague and uneven illumination color aerial road image by our algorithms. a Original image b Enhancement c Otus d Gray scale consistency e D-S evidence f Final result](image7)

![Fig. 8 Road extraction on heavy hazed vague color aerial road image by our algorithms. a Original image b Enhancement c Gray scale consistency d Final result](image8)
truth), where, four vertical road lines (1, 2, 3, 4) are marked by the green color digits, and three horizontal road lines (5, 6, 7) are marked by the blue color digits. The road lines cut the network area into 13 blocks, which are marked by the red colors. In order to compare the different algorithms for road extraction in details in Fig. 11, Table 1 lists the detection results by using the percentages of roads’ lengths and the number of blocks in the images (Fig. 11). The more percentage is for a road line, it means that the road line detection by the corresponding algorithm is better, and the more blocks are, the detection result is better for the road network.

As shown in Table 1, the simple similarity based algorithm Otsu thresholding [19, 26] separates the whole image into three main areas, the white color area is almost fitting block

---

**Fig. 9** Complex road extraction on fog color aerial road image by different algorithms. a Original image b Clustering c FCM d Enhancement e Gray scale consistency f D-S evidence

**Fig. 10** Single road tracing on a complicated fuzzy aerial image by different algorithms. a Original image b Canny c Otsu d FCM e Clustering f MST g Improved Retinex h Tracing result on g
No.1; the black color area covers blocks No. 4, 5, 6, 7, 10, 13 partly, without line shown up distinctly; and the blue color area includes six full blocks and distinct six road lines, since the result includes three large areas, there are only two lines are detected completely, and the other lines are just partly detected in the blue color area. The typical discontinuous algorithm Canny [2, 48] is not affected by uneven illumination, but the noise is too much in the result image (c), the road lines cannot be sown up clearly, e.g. some lines are shown up only 30–70% roughly, the more complicated post processing might be needed for road line/curve extraction completely.

When Dynamic thresholding [38], FCM, Clustering analysis and Minimum Spanning Tree algorithms [35, 38] are applied on the image respectively, Dynamic thresholding makes the segmentation result worst; FCM and Clustering analysis only extract two road lines which is not better that that by Otsu [19, 26], that means no matter if the algorithm is complicated or not, it is not available to this kind of vague images, and they cannot perform well as shown in Table 1, which might be affected by the image vague degree, which means that the more vague the image is, the road lines are harder detected. On contrast to the above algorithms, if the new image segmentation method performs on the vague road image, the processing results in the middle steps and the final step are satisfactory as shown in Fig. 11i-l and Table 1, even the length of road line 7 is shorter than that in manual segmentation result (b), which makes block number less than the real number, but this does not affect road line extraction much.

The original image in Fig. 12a is taken from public dataset [43], the images in (c) and (d) are the results of two Deep learning methods [21, 43]. Comparing to the ground truth in (b), the result image has the extra three segments at the image bottom, and the right part of the top

---

**Fig. 11** Multiple road tracing by different algorithms. a Original image b Manual c Otsu d Canny e Dynamic f FCM g Clustering h MST i Improved Retinex on (a) j Segmentation on (i) k Pre-D-S on (j) l Final result on (k)
road is missing; and in the result image in (c), from top to bottom, there is an extra section at the intersection of the second horizontal road and the vertical road. So, the results by Unet [43] and Liu’s method [21] are not satisfactory. The algorithm in this study can achieve the satisfactory result, in the result image (e), a part of vertical road is missing at the bottom, and the reason is that in the original image, there is no that part which may be created by manual drawing.

In Fig. 13, the original image is taken from a public dataset [31], and it is processed by the semantic segmentation methods U-Net [31] and SegNet [1]. Comparing to ground truth, the result images in (c-d) have some parts missing. The result by the new algorithm has no missing part road, but has an extra short road at the top horizontal long road, which may be caused by tree noise at the roads.

In order to illustrate the extraction result better, a comprehensive evaluation routine is set up by counting correct road pixels, detected road pixels, error-detected road pixels and by utilizing artificial interpretation to determine the reference images. The reference images are as follows:

- The detection rate can be set as $P_D = \frac{\text{correct detected road length}}{\text{reference road length}}$; the error-detected rate $P_F = \frac{\text{error detected road length}}{\text{reference road length}}$ and the test quality $\theta = \frac{\text{correct detected road length}}{\text{detected road length} + \text{non-detected road length}}$, which is referred to [14].

Judging from the preliminary test results, the approach in this paper can extract most of the roads in high-resolution aerial vague images and the results are satisfactory, and the detection accuracy (quality) is up to 89%. For the normal aerial image (non-vague), the detection rate is relatively high on average (over 92%), but the false alarm rate is also high, resulting in the decrease of the accuracy (quality) in some parts.

| Algorithm/Line | Line1 (%) | Line2 (%) | Line3 (%) | Line4 (%) | Line5 (%) | Line6 (%) | Line7 (%) | Blocks (Number) | Goodness Rank No. |
|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------------|-----------------|
| (b) Manual    | 100       | 100       | 100       | 10        | 100       | 100       | 100       | 13(1–13)       | 1-best          |
| (c) Otsu      | 20        | 90        | 90        | 0         | 80        | 72        | 85        | 7(2,3,9,8,11–13) | 4-fair          |
| (d) Canny     | 30        | 60        | 60        | 60        | 60        | 70        | 70        | 4(3,7,8,12)    | 5-fair          |
| (e) Dynamic   | 30        | 0         | 20        | 0         | 0         | 0         | 0         | 8-worst        |                 |
| (f) FCM       | 0         | 95        | 95        | 0         | 0         | 0         | 0         | 6-bad          |                 |
| (g) Clustering| 0         | 95        | 95        | 0         | 0         | 0         | 0         | 7-worse        |                 |
| (h) MST       | 80        | 100       | 95        | 0         | 85        | 78        | 86        | 7(1–3,9,8,11,12) | 3-good          |
| (i) New       | 100       | 100       | 100       | 10        | 100       | 100       | 95        | 11(1–11)       | 2-better        |

Table 1 Eight algorithm comparison of road network detection for the 200 images, an example in Fig. 11

Fig. 12 New algorithm and recent deep learning methods for complex road detection. a Original [5] b Ground truth [5] c U-Net [5] d Liu’s method [3] e New algorithm
6 Conclusion

Based on the analyses and classification of the road features in vague aerial and remote sensing images, this paper proposes a new method (including several algorithms) for road detection. The first step is to combine the MSR algorithm and the Dark channel prior algorithm, then the dynamic scales in MSR for different image regions are obtained, and in this way the vague image can be enhanced well. The second step is to segment the enhanced image with two procedures: the segmentation based on the principle of the local gray scale consistency and shape feature fusion on the D-S evidence. In the new enhancement algorithm, the scale is not constant in the enhancing image, it takes different values in different regions, and the scale values are determined by the image depths obtained by using the algorithm of the Dark channel prior. For the image segmentation on local gray scale consistency, an eight-neighborhood template is considered as a processing unit in which a threshold is utilized for all the neighboring pixels. After roughly gray scale image segmentation, in the binary image, the road features are used based on D-S evidence theory, and the road feature parameters are determined according to the least external rectangle of a road segment. For the algorithm testing, the three hundreds of the typical vague aerial and remote sensing road images were selected, and the new method is compared to a number of traditional algorithms and recent semantic methods, and the experimental results show that the new method is satisfactory and much better than other exiting algorithms, and the road detection accuracy can be up to 89%.

In the near future, the multi-spectral and color image analyses will be studied to improve the quality and accuracy of the road detection results for more vague and complicated images. Besides, for the more complex vague images even with different resolutions, the thresholds for road detection in the algorithms in this study should be systematically and mathematically setup based on image quality and resolution, the accurate and quick road segment gap filling will be further studied.
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