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ABSTRACT. For the relativistic Boltzmann equation in $\mathbb{R}^3_x$, this work proves the
global existence, uniqueness, positivity, and optimal time convergence rates to
the relativistic Maxwellian for solutions which start out sufficiently close under
the general physical soft potential assumption proposed in 1988 [13].

1. Introduction and statement of the main results

In the study of fast moving particles the relativistic Boltzmann equation is a funda-
mental physical model [5, 6, 21]. In early work of Glassey & Strauss [23, 25] from
1991, 1993, and 1995 global existence and uniqueness of nearby equilibrium solu-
tions, and their large time convergence rates were shown in the torus ($\mathbb{T}^3_x$) and also
in the whole space ($\mathbb{R}^3_x$). On the torus the convergence rates are exponentially fast,
and in the whole space the convergence rates are polynomial. Their assumptions on
the differential cross-section, $\sigma(g, \theta)$, fell into the regime of hard potentials. Further
results for the hard potential case can be found in [19]. However, for relativistic
interactions, when one considers particles that are fast moving, a very important
physical regime is the soft potential case; see [12] for a physical point of view.
In recent work [46], the global existence, uniqueness, and rapid time convergence
rates for nearby equilibrium solutions to the soft potential relativistic Boltzmann
equation was shown on the torus ($\mathbb{T}^3_x$). However the difficult whole space case has
remained a challenging open problem. In this work we prove the global existence,
uniqueness, and optimal time convergence rates for nearby equilibrium solutions to
the relativistic Boltzmann equation in $\mathbb{R}^3_x$ under the general physical soft potential
assumption proposed in 1988 by [13].

The relativistic Boltzmann equation is given by

$$\partial_t F + \hat{p} \cdot \nabla_x F = Q(F, F).$$

The solution, $F = F(t, x, p)$, is a function of time $t \in [0, \infty)$, space $x \in \mathbb{R}^3$ and
momentum $p \in \mathbb{R}^3$. It is conventional to denote the normalized velocity as

$$\hat{p} = \frac{p}{|p|} = \frac{p}{\sqrt{1 + |p|^2}}.$$

Steady states of the relativistic Boltzmann equation are the Jüttner solutions, which
are commonly called relativistic Maxwellians. They are given by

$$J(p) = \frac{e^{-p^0}}{4\pi}.$$
The collision operator, $Q(F, F)$, is defined in (1.4). For the sake of simplicity but without loss of generality we have normalized the physical constants to be one.

The entropy of the relativistic Boltzmann equation is physically defined as

$$H(t) \overset{\text{def}}{=} - \int_{\mathbb{R}^3} dx \int_{\mathbb{R}^3} dp \; F(t, x, p) \ln F(t, x, p).$$

Boltzmann’s H-Theorem then corresponds to the formal differential inequality

$$\frac{d}{dt} H(t) \geq 0,$$

which predicts that the entropy of solutions will be non-decreasing as time passes. It is well known that the steady state relativistic Maxwellians (1.3) maximize the entropy which grants the intuition of convergence to (1.3) in large time.

It is this physical reasoning that our main results, as stated below, make mathematically rigorous in the context of perturbations of the relativistic Maxwellian for a general class of soft potential cross-sections in the whole space $\mathbb{R}^3_+$.

1.1. Notation. In this section we define several notations which will be used throughout the article. We first introduce the center of momentum expression for the collision operator, as presented in [47]. In particular we have

$$(1.4) \quad Q(f, h) = \int_{\mathbb{R}^3} dq \int_{S^2} d\omega \; v_\alpha \sigma(g, \theta) \left[ f(p') h(q') - f(p) h(q) \right].$$

where $v_\alpha = v_\alpha(p, q)$ is the Møller velocity given by

$$(1.5) \quad v_\alpha = v_\alpha(p, q) \overset{\text{def}}{=} \sqrt{\frac{p - q}{p^0 q^0}} = \sqrt{\frac{p^0 q^0 - p \cdot q - 1}{p^0 q^0}}.$$

Here a relativistic particle has momentum $p = (p^1, p^2, p^3) \in \mathbb{R}^3$, with its energy defined by $p^0 = \sqrt{1 + |p|^2}$ where $|p|^2 \overset{\text{def}}{=} p \cdot p$. The post-collisional momentum in the expression (1.4) can then be written as:

$$(1.6) \quad p' = \frac{p + q}{2} + \frac{g}{2} \left( \omega + (\gamma - 1)(p + q) \cdot \frac{p + q}{|p + q|^2} \right),$$

$$(1.7) \quad q' = \frac{p + q}{2} - \frac{g}{2} \left( \omega + (\gamma - 1)(p + q) \cdot \frac{p + q}{|p + q|^2} \right),$$

where $\gamma = (p^0 + q^0)/\sqrt{s}$. These will satisfy (1.7). The angle further satisfies $\cos \theta = k \cdot \omega$ with $k = k(p, q)$ and $|k| = 1$. The unit vector, $k$, has a complicated expression as given in [47, Eq. (14)] but its precise form will be inessential.

Now conservation of momentum and energy is given as

$$(1.7) \quad p^0 + q^0 = p^0 + q^0,$$

$$(1.8) \quad p + q = p' + q'.$$

Furthermore, the relative momentum, $g$, is denoted

$$g = \sqrt{2(p^0 q^0 - p \cdot q - 1)}.$$  

Then the quantity “$s$” is defined as

$$(1.9) \quad s \overset{\text{def}}{=} 2(p^0 q^0 - p \cdot q + 1) \geq 0.$$

Notice that $s = g^2 + 4$. Also $\sigma(g, \theta)$ is the differential cross-section or scattering kernel; it is designed to measure the interactions between particles. We give a
standard warning to the reader that this notation, which is used in [6], sometimes differs from other authors notation by a constant factor.

For an integrable function \( g : \mathbb{R}^3_x \to \mathbb{R} \), its Fourier transform is defined by

\[
\hat{g}(k) = \mathcal{F} g(k) = \int_{\mathbb{R}^3} e^{-2\pi i x \cdot k} g(x) \, dx, \quad x \cdot k = \sum_{j=1}^3 x_j k_j, \quad k \in \mathbb{R}^3,
\]

where \( i = \sqrt{-1} \in \mathbb{C} \) is the imaginary unit. For two complex vectors \( a, b \in \mathbb{C}^3 \), \( (a \mid b) = a \cdot \overline{b} \) denotes the dot product over the complex field, where \( \overline{b} \) is the ordinary complex conjugate of \( b \).

For a function \( f(t, x, p) \) with \( x \in \mathbb{R}^3_x, p \in \mathbb{R}^3_p, t \in [0, \infty) \), we define the norm

\[
\| f \|_{L_t^{r_1} L_x^{r_2} L_p^{r_3}} \overset{\text{def}}{=} \left( \int_0^\infty \left( \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} |f(t, x, p)|^{r_3} \, dx \right)^{\frac{r_2}{r_2}} \, dp \right)^{\frac{1}{r_1}} \right). 
\]

Here \( r_i \in [1, \infty) \). In the above expression, it is understood that if \( r_i = \infty \) for some \( i \), then the expression is modified accordingly by replacing the \( L^{r_i} \) norm by the \( L^\infty \) norm as usual. In particular for any \( r_i \in [1, \infty) \) we have

\[
\| f \|_{L_t^{r_1} L_x^{r_2} L_p^{r_3}} = \left\| \left\| \| f \|_{L^{r_3}(\mathbb{R}^3_x)} \right\|_{L^{r_2}(\mathbb{R}^3_p)} \right\|_{L^{r_1}([0, \infty))}.
\]

The norm \( \| f \|_{L_t^{r_1} L_x^{r_2} L_p^{r_3}} \) is defined similarly (and it is a function in \( t \)). The norm \( \| f \|_{L_t^{r_3}} \) is also defined similarly (and it is analogously function in \( t \) and \( p \)).

To study the linear and non-linear time decay rates we introduce \( \sigma_{r,m} \) as

\[
(1.10) \quad \sigma_{r,m} \overset{\text{def}}{=} \frac{3}{2} \left( \frac{1}{r} - \frac{1}{2} \right) + \frac{m}{2}, \quad m \geq 0.
\]

Above the parameter \( r \) satisfies \( r \in [1, 2] \). This \( \sigma_{r,m} \) is the standard notation for studying time decay rates for kinetic equations in the whole space.

We also use the norms \( \| \cdot \|_{L_t^2(\mathcal{H}^m_{\gamma})} \) and \( \| \cdot \|_{L_t^2(\mathcal{H}^m_{\nu})} \) with \( m \geq 0 \). In this definition \( \mathcal{H}^m_{\gamma} = \mathcal{H}^m(\mathbb{R}^3_x) \) is the standard homogeneous \( L^2_x \) based Sobolev space. The \( L^2(\mathbb{R}^3_p) \) inner product in the momentum variable \( p \) is denoted \( \langle \cdot, \cdot \rangle \). Now, for \( \ell \in \mathbb{R} \), we define the following weight function

\[
(1.11) \quad w_\ell = w_\ell(p) \overset{\text{def}}{=} (p^\ell)^{1/2}.
\]

The constant \( b > 0 \) is defined for the soft-potentials in [1,18] below. For the soft potentials, we will observe later on that \( w_1(p) \approx 1/\nu(p) \) (Lemma 2.2).

We also define the important temporal weight:

\[
(1.12) \quad \varpi_k = \varpi_k(t) \overset{\text{def}}{=} (1 + t)^k, \quad k \geq 0.
\]

Lastly, the notation \( A \lesssim B \) will imply that a positive constant \( C \) exists such that \( A \leq CB \) holds uniformly over the range of parameters which are present in the inequality and moreover that the precise magnitude of the constant is unimportant. The notation \( B \gtrsim A \) is equivalent to \( A \lesssim B \), and \( A \approx B \) means that both inequalities \( A \lesssim B \) and \( B \lesssim A \) hold simultaneously.

Throughout this paper, furthermore \( C \) denotes some positive (generally large) constant and \( c \) denotes some positive (generally small) constant, where both \( C \) and \( c \) may take different values in different places.
1.2. Perturbation equation and statement of the main results. We will now explain in detail the main results of this paper. We define the standard perturbation \( f(t, x, p) \) to the relativistic Maxwellian \( \rho_0 \) as

\[
F \overset{\text{def}}{=} J + \sqrt{J} f.
\]

With \( J \) we observe that the quadratic collision operator \( (1.4) \) satisfies

\[
\mathcal{Q}(J, J) = 0.
\]

Then the relativistic Boltzmann equation \( (1.1) \) which will be satisfied by the perturbation \( f = f(t, x, p) \) is given by

\[
\partial_t f + \hat{p} \cdot \nabla_x f + L(f) = \Gamma(f, f), \quad f(0, x, p) = f_0(x, p).
\]

The linear operator \( L(f) \) is defined in \( (1.14) \). And the non-linear operator \( \Gamma(f, f) \) is defined in \( (1.17) \). They are derived from an expansion of the relativistic Boltzmann collision operator \( (1.4) \). In particular, the linearized collision operator is given by

\[
L(h) \overset{\text{def}}{=} -J^{-1/2} \mathcal{Q}(J, \sqrt{J} h) - J^{-1/2} \mathcal{Q}(\sqrt{J} h, J) = \nu(p) h - K(h).
\]

Above the multiplication operator takes the form

\[
\nu(p) \overset{\text{def}}{=} \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_o \ \sigma(g, \theta) \ J(q).
\]

The remaining integral operator is

\[
K(h) \overset{\text{def}}{=} \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_o \ \sigma(g, \theta) \sqrt{J(q)} \left\{ \sqrt{J(q')} h(p') + \sqrt{J(p')} h(q') \right\}
\]

\[
- \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_o \ \sigma(g, \theta) \sqrt{J(q) J(p)} h(q) = K_2(h) - K_1(h).
\]

The non-linear part of the collision operator is defined as

\[
\Gamma(h_1, h_2) \overset{\text{def}}{=} J^{-1/2} \mathcal{Q}(\sqrt{J} h_1, \sqrt{J} h_2)
\]

\[
= \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_o \ \sigma(g, \theta) \sqrt{J(q)} [h_1(p) h_2(q') - h_1(p) h_2(q)].
\]

For these operators, we use the following general conditions on the kernel.

**Hypothesis on the collision kernel**: For soft potentials we assume the collision kernel in \( (1.4) \) satisfies the following growth/decay estimates

\[
\sigma(g, \theta) \lesssim g^{-b} \sigma_0(\theta),
\]

\[
\sigma(g, \theta) \gtrsim \left( \frac{g}{\sqrt{s}} \right)^{-b} \sigma_0(\theta).
\]

We consider angular factors \( 0 \leq \sigma_0(\theta) \lesssim \sin^\gamma \theta \) with \( \gamma > -2 \). Additionally \( \sigma_0(\theta) \) should be non-zero on a set of positive measure. We suppose \( 0 < b < \min(4, 4 + \gamma) \).

For hard potentials we make the assumption

\[
\sigma(g, \theta) \lesssim (g^a + g^{-b}) \sigma_0(\theta), \quad \sigma(g, \theta) \gtrsim \left( \frac{g}{\sqrt{s}} \right)^a \sigma_0(\theta).
\]

In addition to the previous parameter ranges we consider \( 0 \leq a \leq 2 + \gamma \) and also \( 0 \leq b < \min(4, 4 + \gamma) \) (in this case we allow the possibility of \( b = 0 \)).
This hypothesis contains the general physical assumption on the kernel which was introduced in [13] (and we add the corresponding necessary lower bounds).

We are now ready to state our main result:

**Theorem 1.1.** Choose $\ell \geq \max\{0, 3/b - 1\}$, $r \in [1, 6/5)$ and $k \in (1/2, \sigma_{r,0}]$ where $\sigma_{r,0}$ is given by (1.10). Consider initial data $f_0 = f_0(x, p) \in L^2_p L^r_x \cap L^\infty_p (L^2_x \cap L^\infty_x)$. There is an $\eta > 0$ such that if $\|f_0\|_{L^2_x} + \|w_{\ell+k} f_0\|_{L^\infty_x (L^2_x \cap L^\infty_x)} \leq \eta$, then there exists a unique global in time mild solution (1.13) with a soft potential kernel (1.18) which satisfies

$$\|w_{\ell} f\|_{L^p_x (L^2_x \cap L^\infty_x)}(t) \leq C_{\ell,k} (1 + t)^{-k} \left( \|f_0\|_{L^2_x} + \|w_{\ell+k} f_0\|_{L^\infty_x (L^2_x \cap L^\infty_x)} \right).$$

These solutions are continuous if it is so initially. We furthermore have the positivity, in other words $F = \mu + \sqrt{\rho} f \geq 0$, if $F_0 = \mu + \sqrt{\rho} f_0 \geq 0$.

In the next sub-section we will discuss some historical results related to our main theorem to explain what has been done in the past in connection with our result. Explanations about why the convergence rates in Theorem 1.1 are said to be optimal can be found for instance in [10, 48].

1.3. **Historical discussion.** The relativistic Boltzmann equation is the primary model in relativistic collisional Kinetic theory. In the next few paragraphs, we will provide a short review of the mathematical theory of this equation. We mention a few books on relativistic Kinetic theory as for instance [5, 6, 21].

In 1988, Dudyński and Ekiel-Jeżewska [13] proved that the linear relativistic Boltzmann equation admits unique solutions in $L^2$. Afterwards, Dudyński [11] studied the long time and small-mean-free-path limits of these solutions.

In the context of large data global in time weak solutions, the theory of DiPerna-Lions [8] renormalized solutions was extended to the relativistic Boltzmann equation in 1992 also by Dudyński and Ekiel-Jeżewska [14]. This result uses the causality of the relativistic Boltzmann equation [15, 16]. Results on the regularity of the gain term are given in [15, 51]; the strong $L^1$ compactness is studied by Andréasson [1]. These are generalizations of Lions [37] result in the non-relativistic case. Further developments on renormalized weak solutions can be found in [34, 35].

Notice also the studies of the Newtonian limit [44, 46] for the Boltzmann equation. We further mention theories of unique global in time solutions with initial data that is near Vacuum as in Glassey [22] and [22, 15].

Note further the study of the collision map and the pre-post collisional change of variables from [23]. Then [18] provides uniform $L^2$-stability estimates for the relativistic Boltzmann equation. Now there is a mathematically rigorous result connecting the relativistic Euler equations to the relativistic Boltzmann equation via the Hilbert expansion as in [41].

We point out results on global existence of unique smooth solutions which are initially close to the relativistic Maxwellian for the relativistic Landau-Maxwell system [12], and then for the relativistic Landau [20] equation as well. Further [53] proves the smoothing effects for relativistic Landau-Maxwell system. And [52] proves time decay rates in whole space for the relativistic Boltzmann equation (with certain hard potentials) and the relativistic Landau equation as well.

Further previous results for unique strong solutions to the hard potential relativistic Boltzmann equation are as follows. In 1993 Glassey and Strauss [24] proved...
asymptotic stability similar to Theorem 1.1 in $L^\infty_{\ell}$ with $\ell > 3/2$ in $T^3_T$. They consider collisional cross-sections which satisfy (1.19) for the parameters $b \in [0, 1/2)$, $a \in [0, 2 - 2b)$ and either $\gamma \geq 0$ or $|\gamma| < \min\left\{\frac{1}{2}, \frac{1}{2} - b, \frac{2}{3} - 2b - a\right\}$, which restricts to $\gamma > -\frac{1}{2}$ if $b = 0$ say. They further assume a related growth bound on the derivative of the cross-section $|\partial \sigma/\partial g|$. In [19] this growth bound was removed while the rest of the assumptions on the cross-section from [24] remained the same. These results also sometimes work in smoother function spaces, and we note that we could also include space-time regularity to our solutions spaces. For the Cauchy problem, under similar assumptions on the collisional cross section, Glassey & Strauss [25] in 1995 proved the global existence and uniqueness of nearby equilibrium solutions, and their large time polynomial convergence rates.

However, it has been noted that for relativistic interactions, when one considers particles that are fast moving, a very important physical regime is the soft potential case [12]. Recently [46], the global existence, uniqueness, and rapid time convergence rates for nearby equilibrium solutions to the soft potential relativistic Boltzmann equation was shown on the torus ($T^3_T$). However the difficult problem of determining the optimal convergence rates in the whole space case under the full soft potential assumption from (1.18) remained an open problem open prior to the main theorem of this paper. We also believe that the methods used in this paper can be used to to treat the full hard potential assumption from (1.19), however we consider it to be worthwhile to carry out this extension.

We reference other related and important previous work such as [2,3,7,21,23,26–28,30,31,33,38–40,43,44,46,48–50]. We refer the reader to the discussions in [9, 10, 48] for more detailed explanations of historical developments and mathematical methods used. We will discuss key new ideas and approaches during the course of the paper at the appropriate mathematical places below.

The remainder of this article is organized as follows. In Section 2 we give the proof of $L^2_pL^2_\gamma$ decay for solutions to the linearized equation (2.1). Then in Section 3 we prove the linear $L^\infty_pL^2_\gamma$ time decay. Section 4 briefly explains the linear $L^\infty_pL^\infty_\gamma$ time decay. Lastly, in Section 5 we use the results from the previous sections to establish the non-linear time decay rates and the global existence of solutions.

2. Linear decay theory in $L^2_pL^2_\gamma$

Our main goal in this section is to prove time decay of solutions to the linearized relativistic Boltzmann equation with the soft potentials (1.18) in $L^2_pL^2_\gamma$. We consider the linearized equation with a microscopic source $g = g(t, x, p)$:

\[
\begin{cases}
\partial_t f + \hat{p} \cdot \nabla_x f + Lf = g, \\
f|_{t=0} = f_0.
\end{cases}
\]

For the nonlinear system (1.13), the non-homogeneous source takes the form of

\[
g = \Gamma(f, f).
\]
In this case \( g = \{ I - P \} \), is microscopic as in \((1.3)\). Then it is standard to observe that solutions of \((2.1)\) formally take the following form

\[
(2.3) \quad f(t) = U(t)f_0 + \int_0^t ds \, U(t-s) \, g(s), \quad U(t) \overset{\text{def}}{=} e^{-t(L+p \cdot \nabla_x)}.
\]

Here \( U(t) \) is the linear solution operator for the Cauchy problem corresponding to \((2.1)\) with \( g = 0 \). The main result of this section is stated as follows.

**Theorem 2.1.** Fix \( 1 \leq r \leq 2, \ m \geq 0, \ \text{and} \ \ell \in \mathbb{R} \). Consider the Cauchy problem \((2.1)\) with \( g = 0 \). For the soft potentials \( \{1.18\} \) with \( j \geq 0 \), the solution of the linearized homogeneous system satisfies the following time decay estimate

\[
(2.4) \quad \|w_t U(t)f_0\|_{L^2_x(H^r)} \lesssim (1 + t)^{-\sigma_{r,m}} \|w_{t+j} f_0\|_{L^2_x L^{1+\ell}_t} (1 + t)^{-j/2} \|w_{t+j} f_0\|_{L^2_x(H^r)},
\]

for any \( \delta > 2\sigma_{r,m} \). Recall that \( \sigma_{r,m} \) is given by \((1.10)\).

We will prove this main theorem in the following few sub-sections. In Section \((2.1)\) we develop the theory of the different components of the solution to the linear equation \((2.5)\). The main point of this section is to derive a collection balance law equations and high-order moment equations for the coefficients of the different components of the linear solution to the relativistic Kinetic equation. Section \((2.2)\) then provides the relevant weighted instantaneous time-frequency Lyapunov inequality. Finally Section \((2.3)\) contains the proof of the time decay of solutions to the linear equation as stated in Theorem \((2.1)\) using the previous developments combined with an interpolation technique and the standard Hölder and Hausdorff-Young argument.

### 2.1. Linear \( L^2 \) Bounds and Decay

We consider \((2.1)\) with \( g = 0 \) as

\[
(2.5) \quad \partial_t f + \rho \cdot \nabla_x f + L(f) = 0, \quad f(0, x, p) = f_0(x, p),
\]

For the relativistic Maxwellian, \( J \), we have the normalization \( \int_{\mathbb{R}^3} J(p) dp = 1 \). Initially, we introduce the notation for some integrals as follows

\[
\begin{align*}
\mu^0 & \overset{\text{def}}{=} \int_{\mathbb{R}^3} p^0 J dp, & \mu^{00} & \overset{\text{def}}{=} \int_{\mathbb{R}^3} (p^0)^2 J dp, & \mu^{01} & \overset{\text{def}}{=} \int_{\mathbb{R}^3} p^1 J dp, \\
\mu^{11} & \overset{\text{def}}{=} \int_{\mathbb{R}^3} p^2 J dp, & \mu^{12} & \overset{\text{def}}{=} \int_{\mathbb{R}^3} (p^1)^2 J dp, & \mu^{111} & \overset{\text{def}}{=} \int_{\mathbb{R}^3} p^3 J dp, \\
\mu^{111} & \overset{\text{def}}{=} \int_{\mathbb{R}^3} \frac{p^4}{(p^0)^2} J dp.
\end{align*}
\]

Note that the constants introduced above can be expressed in terms of the Bessel functions but, since we have no need to explore the delicate properties of Bessel functions, we will only utilize the expressions above.

We list some of the results in \( [16] \), which will be useful below.

**Lemma 2.2.** \( [16] \). Consider \((1.15)\) with the soft potential kernel \((1.18)\). Then

\[
\nu(p) \approx (p^0)^{-b/2}.
\]

More generally, \( \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \, v_{qv} \sigma(g, \theta) \, J^0(q) \approx (p^0)^{-b/2} \) for any \( \alpha > 0 \).

Given a small \( \epsilon > 0 \), choose a smooth cut-off function \( \chi = \chi(g) \) satisfying

\[
(2.6) \quad \chi(g) = \begin{cases} 
1 & \text{if } g \geq 2\epsilon \\
0 & \text{if } g \leq \epsilon.
\end{cases}
\]
Lemma 2.4. \[46\]

Here, for any \( f \) (2.10) with \( \zeta \)

Define (2.7)

We define the orthogonal projection from \( L \) \( k \) \( h \), further have the following estimate for the small part

With this decomposition we have the coercive estimate:

Define \( K^1_{1-x}(h) \) similarly. We use the splitting \( K \equiv K^{1-x} + K^x \). The following representation is derived in the Appendix of \[46\]:

\( K^x_i(h) = \int_{\mathbb{R}^3} dq \, k^x_i(p, q) \, h(q), \quad i = 1, 2. \)

Here is an estimate of \( k^x_i(p, q) \):

**Lemma 2.3.** [46]. For the soft potentials (1.18), the kernel enjoys the estimate

\[ 0 \leq k^x_i(p, q) \leq C_x (p^0 q^0)^{-\zeta} (p^0 + q^0)^{-b/2} e^{-|p-q|}, \quad C_x, c > 0, \]

with \( \zeta \) similar to (2 - \( |\gamma| \), 4 - \( b \), 2) / 4 > 0. This estimate also holds for \( K^x \).

We will also use the following estimate:

**Lemma 2.4.** [46]. Fix any small \( \eta > 0 \), we may decompose \( K \) from (1.16) as

\[ K = K_s + K_c. \]

Here, for any \( \ell \geq 0 \), and for some \( R = R(\eta) > 0 \) sufficiently large we have

\[ |\langle w^2 K_s h_1, h_2 \rangle| \leq C_R \| 1 \leq R h_1 \| L^2_p \| 1 \leq R h_2 \| L^2_p, \]

where \( 1 \leq R \) is the indicator function of the ball of radius \( R \) centered at zero. We furthermore have the following estimate for the small part

\[ |\langle w^2 K_s h_1, h_2 \rangle| \leq \eta \| w_i h_1 \| L^2_p \| w_i h_2 \| L^2_p. \]

For every fixed \( (t, x) \) the null space of \( L \) from (1.14) is given by the five dimensional space [21]:

\[ N \equiv \text{span} \left\{ \sqrt{J}, p_1 \sqrt{J}, p_2 \sqrt{J}, p_3 \sqrt{J}, p^0 \sqrt{J} \right\}. \]

We define the orthogonal projection from \( L^2(\mathbb{R}^3_p) \) onto the null space \( N \) by \( P \). Further expand \( Ph \) as a linear combination of the basis in (2.8):

\[ Ph \equiv \left\{ a^h(t, x) + \sum_{j=1}^{3} b^j_h(t, x) p_j + c^h(t, x) p^0 \right\} \sqrt{J}, \]

where

\[ a^h = \int_{\mathbb{R}^3} h \sqrt{J} dp - \mu^0 c^h, \]

\[ b^h = \frac{\int_{\mathbb{R}^3} h p \sqrt{J} dp}{\mu^{11}}, \]

\[ c^h = \frac{\int_{\mathbb{R}^3} h (p^0 \sqrt{J} - \mu^0 \sqrt{J}) dp}{\mu^{00} - (\mu^0)^2}. \]

We can then decompose \( f(t, x, p) \) as

\[ f = Pf + \{I - P\} f. \]

With this decomposition we have the coercive estimate:
Lemma 2.5. \[\text{(2.5)}\] \[\text{If } L \geq 0, \text{ then } Lh = 0 \text{ if and only if } h = Pf. \text{ And } \exists \delta_0 > 0 \text{ such that}\]
\[\text{Re}(Lh, h) \geq \delta_0\|\mu^{1/2}\{I - P\}h\|^2_{L^2}.\]
We will see that for a solution to (2.5), the coefficients of $Pf$ satisfy balance laws:
\[\begin{align*}
\text{(2.11)} \quad & \partial_t a^f \left(1 - \left(\frac{\mu_0^0}{\mu_{00}}\right)^2\right) + \nabla_x \cdot b^f \left(\frac{\mu_{01}}{\mu_{00}} - \frac{\mu_{11}}{\mu_{00}}\right) + \sum_{m=1}^{3} \partial_m \Lambda_m(\{I - P\}f) = 0, \\
\text{(2.12)} \quad & \partial_t b^f \mu_{11} + \partial_j a^f \mu_{01}^j + \partial_j c^f \mu_{11} + \sum_{m=1}^{3} \partial_m \Theta_{mj}(\{I - P\}f) = 0, \quad 1 \leq j \leq 3, \\
\text{(2.13)} \quad & \partial_t c^f \left(\mu_0 - \frac{\mu_{00}}{\mu^0}\right) + \nabla_x \cdot b^f \left(\mu_{11} - \frac{\mu_{11}}{\mu^0}\right) + \sum_{m=1}^{3} \partial_m \Lambda_m(\{I - P\}f) = 0.
\end{align*}\]
These will be derived in the following developments.

Now we are using the notation $\partial_m = \frac{\partial}{\partial x_m}$. The high order moment functions, $\Theta_{mj}(h)$, which are included in the above balance laws, are given by
\[\Theta_{mj}(h) \overset{\text{def}}{=} \int_{\mathbb{R}^3} \left(\frac{pm}{p^0} - \alpha_1\right) \sqrt{J(p)} h(p) dp,\]
for $1 \leq m, j \leq 3$, and $\alpha_1$ satisfies
\[\mu_{11}^0 (\mu_{11}^0 - \alpha_1) - \mu_{122}^0 + \alpha_1 \mu_{01} = 0.\]
Our choice of $\alpha_1$ is for a simpler expression in (2.25). Furthermore $\Lambda_m(h)$ is
\[\Lambda_m(h) \overset{\text{def}}{=} \int_{\mathbb{R}^3} p_m \left(\frac{1}{p^0} - \alpha_2\right) \sqrt{J(p)} h(p) dp\]
for $1 \leq m \leq 3$, and $\alpha_2 = \frac{\mu_{11}^0}{\mu_{01}^0}$. Our choice of $\alpha_2$ is for a simpler expression in (2.27).

We apply the decomposition (2.9) and (2.10) to the equation (2.5). Multiplying (2.5) by $\sqrt{J}, p_i \sqrt{J}, p_i^0 \sqrt{J}$ for $1 \leq i \leq 3$ and integrating over $\mathbb{R}^3$, one can get
\[\begin{align*}
\text{(2.17)} \quad & \partial_t \int_{\mathbb{R}^3} f \sqrt{J} dp + \int_{\mathbb{R}^3} \dot{p} \cdot \nabla_x f \sqrt{J} dp = 0, \\
\text{(2.18)} \quad & \partial_t \int_{\mathbb{R}^3} f \sqrt{J} p_i dp + \int_{\mathbb{R}^3} \dot{p} \cdot \nabla_x f \sqrt{J} p_i dp = 0, \quad 1 \leq i \leq 3, \\
\text{(2.19)} \quad & \partial_t \int_{\mathbb{R}^3} f \sqrt{J} p_i^0 dp + \int_{\mathbb{R}^3} \dot{p} \cdot \nabla_x f \sqrt{J} p^0_i dp = 0.
\end{align*}\]
Using (2.10) and plugging (2.9) into the above equation (2.19) gives
\[\partial_t a^f \mu^0 + \partial_t c^f \mu_{00} + \nabla_x \cdot b^f \mu_{11} = 0.\]
Plugging (2.9) and (2.10) into the above equation (2.18) gives (2.12) using (2.20).

Plugging (2.9) into the above equation (2.17) gives
\[\partial_t a^f + \partial_t c^f \mu^0 + \nabla_x \cdot b^f \mu_{11} + \sum_{m=1}^{3} \partial_m \Lambda_m(\{I - P\}f) = 0,\]
where recall $\Lambda_m(h)$ from (2.16). Then combining (2.21) and (2.20) gives (2.11).
Similarly, combining (2.11) with (2.20) grants (2.13). This completes our derivation of the balance laws.
To continue, we rewrite $(2.5)$ as

$$\partial_t f + \hat{p} \cdot \nabla_x (P f) = -L(|I - P|f) - \hat{p} \cdot \nabla_x (|I - P|f) \overset{\text{def}}{=} R.$$  

Using (2.22), we get

$$\partial_t \Theta_{jj}(\{I - P\} f) = \Theta_{jj}(R - \hat{p} \cdot \nabla_x (P f) - \partial_t (P f))$$

$$= \Theta_{jj}(R) - \int_{\mathbb{R}^3} \left( \frac{p_j^2}{p^0} - \alpha_1 \right) \sqrt{J} (\hat{p} \cdot \nabla_x (P f) + \partial_t (P f)) \, dp$$  

Using (2.22), we get

$$\partial_t \Theta_{jj}(\{I - P\} f) = \Theta_{jj}(R) - \sum_{k \neq j} \partial_k b_k^f (\mu_{00}^{1122} - \alpha_1 \mu_0^{11}) - \partial_j b_j^f (\mu_{00}^{1111} - \alpha_1 \mu_0^{11})$$

$$- \partial_t a^j (\mu_0^{11} - \alpha_1) - \partial_t c^j (\mu_1^{11} - \alpha_1 \mu_0^0).$$

Combining (2.23), (2.24) and (2.15), we get

$$\partial_t \Theta_{jj}(\{I - P\} f) = \Theta_{jj}(R) + \partial_t c^j \left( \frac{\mu_0^{00} (\mu_0^{11} - \alpha_1)}{\mu_0^0} \right) + \nabla_x : b^f P \mu_0^{11} (\mu_0^{11} - \alpha_1 - \mu_1^{11} - \alpha_1 \mu_0^0)$$

$$+ \partial_j b_j^f (\mu_0^{1122} - \mu_0^{1111}) .$$

For $j \neq m$, using (2.22), we get

$$\partial_t \Theta_{mj}(\{I - P\} f) = \Theta_{mj}(R - \hat{p} \cdot \nabla_x (P f) - \partial_t (P f))$$

$$= \Theta_{mj}(R) - \int_{\mathbb{R}^3} \left( \frac{p_j p_m}{p^0} - \alpha_1 \right) \sqrt{J} (\hat{p} \cdot \nabla_x (P f) + \partial_t (P f)) \, dp$$

Combining (2.22), (2.19) and (2.14), we get

$$\partial_t \Lambda_m(\{I - P\} f) = \Lambda_m(\{I - P\} f)$$

$$= \Lambda_m(R - \hat{p} \cdot \nabla_x (P f) - \partial_t (P f))$$

Again using (2.22), (2.19) and our choice of $\alpha_2$, we get

$$\partial_t \Lambda_m(\{I - P\} f) = \Lambda_m(R - \hat{p} \cdot \nabla_x (P f) - \partial_t (P f))$$

$$= \Lambda_m(R) - \int_{\mathbb{R}^3} p_m \left( \frac{1}{p^0} - \alpha_2 \right) \sqrt{J} (\hat{p} \cdot \nabla_x (P f) + \partial_t (P f)) \, dp$$

$$= \Lambda_m(R) - \partial_m a^f (\mu_0^{11} - \alpha_2 \mu_0^{11}) - \partial_m c^f (\mu_0^{11} - \alpha_2 \mu_1^{11})$$

$$- \partial_j b_j^f (\mu_0^{11} - \alpha_2 \mu_0^{11})$$

By (2.14) and (2.8), we have

$$\sum_{j=1}^3 \partial_t \partial_m \Theta_{jj}(\{I - P\} f) = \int_{\mathbb{R}^3} \left( \frac{|\hat{p}|^2}{p^0} - 3 \alpha_1 \right) \sqrt{J} \partial_t \partial_m (\{I - P\} f) \, dp$$

$$= \int_{\mathbb{R}^3} \frac{-1}{p^0} \sqrt{J} (\{I - P\} \partial_t \partial_m f) \, dp.$$  

With this calculation in mind, we introduce the definition:

$$A(h) \overset{\text{def}}{=} \int_{\mathbb{R}^3} \frac{\sqrt{J} (p)}{p^0} h(p) \, dp.$$
On the other hand, by (2.25), we have

\[
\sum_{j=1}^{3} \partial_{t} \partial_{m} \Theta_{jj} \{I - P\} f = \sum_{j=1}^{3} \partial_{m} \Theta_{jj} (R) + 3 \partial_{m} \partial_{t} c f \left( \frac{\mu_{00}^{11}}{\mu_{0}^{01}} (d_{0} - \alpha_{1}) - \mu_{11}^{11} + \alpha_{1} \mu_{0}^{01} \right) + \partial_{m} \nabla_{x} \cdot b f \left( \mu_{00}^{122} - \mu_{00}^{111} \right). \tag{2.29}
\]

Combining (2.28) and (2.29) gives

\[
\sum_{j=1}^{3} \partial_{m} \Theta_{jj} (R) + 3 \partial_{m} \partial_{t} c f \left( \frac{\mu_{00}^{11}}{\mu_{0}^{01}} (d_{0} - \alpha_{1}) - \mu_{11}^{11} + \alpha_{1} \mu_{0}^{01} \right) + \partial_{m} \nabla_{x} \cdot b f \left( \mu_{00}^{122} - \mu_{00}^{111} \right) = -A \{I - P\} \partial_{t} \partial_{m} f. \tag{2.30}
\]

By (2.25) and (2.26), for any constant \( \beta \) we have

\[
\partial_{t} \sum_{j=1}^{3} \partial_{j} \Theta_{jm} \{I - P\} f + \beta \partial_{t} \partial_{m} \Theta_{mm} \{I - P\} f = \sum_{j=1}^{3} \partial_{j} \Theta_{jm} (R) + \beta \partial_{m} \Theta_{mm} (R) - \Delta_{x} b_{m}^{122} \mu_{00}^{122} - \partial_{m} \nabla_{x} \cdot b f \mu_{00}^{122} + (\beta + 1) \partial_{m} \partial_{t} c f \left( \frac{\mu_{00}^{11}}{\mu_{0}^{01}} (d_{0} - \alpha_{1}) - \mu_{11}^{11} + \alpha_{1} \mu_{0}^{01} \right) + (\beta + 1) \partial_{m} \partial_{t} b_{m}^{122} \mu_{00}^{122} - \alpha_{1} \sum_{j \neq m}^{3} \partial_{j} \partial_{k} \Lambda_{k} \{I - P\} f. \tag{2.31}
\]

Choose \( \beta \) such that

\[
\frac{\beta + 1}{3} = \frac{-\mu_{00}^{122}}{\mu_{00}^{122} - \mu_{00}^{111}}.
\]

Then (2.31) becomes

\[
\partial_{t} \sum_{j=1}^{3} \partial_{j} \Theta_{jm} \{I - P\} f + \beta \partial_{t} \partial_{m} \Theta_{mm} \{I - P\} f = \sum_{j=1}^{3} \partial_{j} \Theta_{jm} (R) + \beta \partial_{m} \Theta_{mm} (R) - \Delta_{x} b_{m}^{122} \mu_{00}^{122} - \partial_{m} \nabla_{x} \cdot b f \mu_{00}^{122} + (\beta + 1) \partial_{m} \partial_{t} c f \left( \frac{\mu_{00}^{11}}{\mu_{0}^{01}} (d_{0} - \alpha_{1}) - \mu_{11}^{11} + \alpha_{1} \mu_{0}^{01} \right) + \beta \sum_{j \neq m}^{3} \partial_{j} \partial_{k} \Lambda_{k} \{I - P\} f. \tag{2.32}
\]
time and frequency variables, and takes the form of Lemma 2.6.

We are now ready to prove the following lemma. This lemma is a key step in creating a time-frequency Lyapunov function later on.

**Lemma 2.6.** There is a free energy functional $E_{\text{free}}(\hat{f}(t,k))$ which is local in the time and frequency variables, and takes the form of

$$E_{\text{free}}(\hat{f}(t,k)) \overset{\text{def}}{=} \kappa_1 \sum_m \left( \sum_j \frac{ik_j}{1+|k|^2} \Theta_{jm}(\{|I-P|\hat{f}| - b_{\hat{m}}^j \right)

$$

for some constant $\kappa_1 > 0$, such that one has

$$\partial_t \text{Re} E_{\text{free}}(\hat{f}(t,k)) + \lambda \frac{|k|^2}{1+|k|^2} \left( |a^\flat|^2 + |b^\flat|^2 + |c^\flat|^2 \right) \leq C \|\{I-P\}\hat{f}\|^2_{L^2_x}$$

(2.36)

for any $t \geq 0$ and $k \in \mathbb{R}^3$.

**Proof.** The proof of this Lemma 3.1 uses the overall strategy in [9], even though significant new difficulties arise because we are incorporating the effects of special
relativity. We shall make estimates on $\hat{b} \hat{f}$, $\hat{a} \hat{f}$ and $\mu_0^{11} a \hat{f} + \mu^{11} c \hat{f}$ individually and then take the proper linear combination to deduce the desired free energy inequality \eqref{2.36}. Firstly, notice that

$$\mathcal{F} a \hat{f} = a \hat{f} = \hat{a} f, \quad \mathcal{F} b \hat{f} = b \hat{f} = \hat{b} f, \quad \mathcal{F} c \hat{f} = c \hat{f} = \hat{c} f,$$

and likewise for the high-order moment functions $\Theta_{jm} (\cdot)$, $\Lambda_j (\cdot)$ and $A (\cdot)$.

**Estimate on $\hat{b} \hat{f}$.** We claim that for any $0 < \delta_1 < \mu_0^{11}$, it holds that

$$\partial_t \text{Re} \sum_m \left( \sum_j i k_j \Theta_{jm}(\{I - P\} \hat{f}) + \beta i k_m \Theta_{mm}(\{I - P\} \hat{f}) \right. \left. + \frac{\beta + 1}{3} i k_m A(\{I - P\} \hat{f}) \right) + \left( |k|^2 b^\dagger_m + \mu_0^{11} - \delta_1 \right) |k|^2 |b^\dagger_m|^2 \right.$$

$$\leq \delta_1 |k|^2 \left( \mu_0^{11} a^\dagger f + \mu^{11} c^\dagger f \right)^2 + \delta_1 |k|^2 |a^\dagger f|^2$$

$$\left. + \frac{C}{\delta_1} (1 + |k|^2) \|\{I - P\} \hat{f} \|^2_{L_p} \right).$$

(2.37)

In fact, the Fourier transform of \eqref{2.34} gives

$$-\partial_t \text{Re} \sum_m \left( \sum_j i k_j \Theta_{jm}(\{I - P\} \hat{f}) + \beta i k_m \Theta_{mm}(\{I - P\} \hat{f}) \right. \left. + \frac{\beta + 1}{3} i k_m A(\{I - P\} \hat{f}) \right)$$

$$+ \left( |k|^2 b^\dagger_m + \mu_0^{11} - \delta_1 \right) |k|^2 |b^\dagger_m|^2$$

$$= \alpha_1 \sum_{j \neq m} \sum_{l=1}^3 k_l k_l \Lambda_l(\{I - P\} f)$$

$$+ \frac{\beta + 1}{3} \sum_{j \neq m} i k_m \Theta_{jj}(\hat{R}) - \sum_j i k_j \Theta_{jm}(\hat{R}) - \beta i k_m \Theta_{mm}(\hat{R}).$$

Taking further the complex inner product with $b^\dagger_m$ gives

$$\partial_t \left( \sum_j i k_j \Theta_{jm}(\{I - P\} \hat{f}) + \beta i k_m \Theta_{mm}(\{I - P\} \hat{f}) \right. \left. + \frac{\beta + 1}{3} i k_m A(\{I - P\} \hat{f}) \right)$$

$$+ \left( |k|^2 b^\dagger_m + \mu_0^{11} - \delta_1 \right) |k|^2 |b^\dagger_m|^2$$

$$= I_1 + I_2,$$

(2.38)
where

\[
I_1 = \left( \alpha_1 \sum_{j \neq m} \sum_{l=1}^{3} k_j k_l \Lambda_l(\{I - P\}f) + \frac{\beta}{3} \sum_{j \neq m} i k_m \Theta_{jm}(\hat{R}) \right.
- \sum_j i k_j \Theta_{jm}(\hat{R}) - \beta i k_m \Theta_{mm}(\hat{R}) | \tilde{b}_m^\mu \right),
\]

\[
I_2 = \left( \sum_j i k_j \Theta_{jm}(\{I - P\} \hat{f}) + \beta i k_m \Theta_{mm}(\{I - P\} \hat{f}) \right.
+ \frac{\beta}{3} i k_m A(\{I - P\} \hat{f}) | - \partial_t b_m^\mu \right).
\]

Then \( I_1 \) is bounded by

\[
|I_1| \leq \delta_1 |k|^2 \left| b_m^\mu \right|^2 + \frac{C}{\delta_1} \sum_{j,m} \left| \Theta_{jm}(\hat{R}) \right|^2 + \frac{C}{\delta_1} \sum_{l=1}^{3} (1 + |k|^2) \left| \Lambda_l(\{I - P\}f) \right|^2.
\]

For \( I_2 \), one can use the Fourier transforms of (2.12):

\[
(2.39) \quad \partial_t b_j^\mu \mu_1^{11} + i k_j (a^\mu_{00} \mu_1^{11} + c^\mu \mu_{00}^{11}) + \sum_m i k_m \Theta_{jm}(\{I - P\} \hat{f}) = 0,
\]

to estimate it as

\[
|I_2| \leq \delta_2 |k|^2 \left| \mu_0^{11} a^\hat{f} + \mu_0^{11} c^\hat{f} \right|^2
+ \frac{C}{\delta_1} |k|^2 \left( \sum_{j,m} \left| \Theta_{jm}(\{I - P\} \hat{f}) \right|^2 + \left| A(\{I - P\} \hat{f}) \right|^2 \right).
\]

On the other hand, notice from (2.22) that

\[
\hat{R} = -\hat{p} \cdot i k \{I - P\} \hat{f} + L \{I - P\} \hat{f},
\]

which implies

\[
\sum_{j,m} \left| \Theta_{jm}(\hat{R}) \right|^2 + \left| A(\hat{R}) \right|^2 \leq C(1 + |k|^2) \left\| \{I - P\} \hat{f} \nu^2 \right\|^2_{L^2}. \]

Thus we see that (2.37) follows from taking the real part of (2.38) and plugging the estimates for \( I_1 \) and \( I_2 \) into that.

**Estimate on \( a^\hat{f} \).** We claim that for any \( 0 < \delta_2 < \mu_{00}^{11} - \alpha_2 \mu_0^{11} \), it holds that

\[
\partial_t \text{Re} \sum_j \left( \Lambda_j(\{I - P\} \hat{f}) + i k_j a^\hat{f} \right) + (\mu_{00}^{11} - \alpha_2 \mu_0^{11} - \delta_2) |k|^2 \left| a^\hat{f} \right|^2 \leq \delta_2 |k|^2 \left| a^\hat{f} \right|^2 + \frac{C}{\delta_2} (1 + |k|^2) \left\| \{I - P\} \hat{f} \nu^2 \right\|^2_{L^2}.
\]

In fact, similarly as before, from the Fourier transform of (2.39)

\[
\partial_t \Lambda_j(\{I - P\} \hat{f}) + i k_j a^\hat{f} (\mu_{00}^{11} - \alpha_2 \mu_0^{11}) = \Lambda_j(\hat{R}),
\]

where
one can get
\[
\partial_t \left( \Lambda_j (\{| - \mathbf{P} \} \hat{f}) \mid ik_j a \hat{f} \right) + |k_j|^2 \left| a \hat{f} \right|^2 (\mu_{10}^{11} - \alpha_2 \mu_1^{11})
\]  
(2.41) 
\[
= \left( \Lambda_j (\hat{R}) \mid ik_j a \hat{f} \right) + \left( \Lambda_j (\{| - \mathbf{P} \} \hat{f}) \mid ik_j \partial_t a \hat{f} \right) = I_3 + I_4.
\]

Now \(I_3\) is bounded by
\[
|I_3| \leq \delta_2 |k_j|^2 \left| a \hat{f} \right|^2 + \frac{C}{\delta_2} \sum_j \left| \Lambda_j(\hat{R}) \right|^2,
\]
and from the Fourier transform of (2.11)
\[
\partial_t a \hat{f} + ik \cdot b \hat{f} \mu_{00}^{11} \mu_{10}^{00} - \mu_{11}^{11} \mu_0^{00} + \sum_j ik_j \Lambda_j(|\mathbf{I} - \mathbf{P}) \hat{f}) \frac{\mu_{00}^{00}}{\mu_{10}^{00} - (\mu_0^{00})^2} = 0,
\]
where \(I_4\) is bounded by
\[
|I_4| \leq \delta_2 |k|^2 \left| b \hat{f} \right|^2 + \frac{C}{\delta_2} (1 + |k|^2) \sum_j \left| \Lambda_j(|\mathbf{I} - \mathbf{P}) \hat{f}) \right|^2.
\]

Notice that similar to \(\Theta_{j,m}\), it holds that
\[
\left| \Lambda_j(\hat{R}) \right|^2 \leq C(1 + |k|^2) \left\| \mathbf{I} - \mathbf{P} \right\| \hat{f} \nu \hat{f} \left\|^2_{L^2_x}.
\]

Then, (2.40) follows from (2.41) by taking summation over \(i\), taking the real part and then applying the estimates of \(I_3\) and \(I_4\).

**Estimate on \(\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma \).** We notice that \(\gamma \) is a linear combination of \(\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma \) and \(a \hat{f} \). So our estimates on \(\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma \) and \(a \hat{f} \) imply the estimate of \(\gamma \).

We claim that for any \(0 < \delta_3 < \frac{1}{\mu_{11}}\), it holds that
\[
(2.42) \quad \partial_t \text{Re} \sum_m \left( \hat{f}_{\gamma} \mid ik_m (\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma) \right) + \left( \frac{1}{\mu_{11}} - \delta_3 \right) |k|^2 \left| \mu_0^{11} a \hat{f} + \mu_1^{11} \gamma \right|^2
\]
\[
\leq C|k|^2 \left| b \hat{f} \right|^2 + \frac{C}{\delta_3} |k|^2 \left\| \mathbf{I} - \mathbf{P} \right\| \hat{f} \nu \hat{f} \left\|^2_{L^2_x}.
\]

In fact, by taking the complex inner product with \(ik_j (\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma) \) and then taking summation over \(1 \leq j \leq n\), it follows from (2.39) that
\[
\partial_t \sum_j \left( \hat{f} \mid ik_j (\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma) \right) + \frac{|k|^2}{\mu_{11}} \left| \mu_0^{11} a \hat{f} + \mu_1^{11} \gamma \right|^2
\]
\[
= \sum_{j,m} \left( -ik_m \Theta_{j,m} (\{| - \mathbf{P} \} \hat{f}) \mid ik_j (\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma) \right)
\]
\[
+ \sum_j \left( \hat{f} \mid ik_j \partial_t (\mu_0^{11} a \hat{f} + \mu_1^{11} \gamma) \right)
\]
(2.43) 
\[
= I_5 + I_6.
\]

Now \(I_5\) is bounded similar to previous estimates as
\[
|I_5| \leq \delta_3 |k|^2 \left| \mu_0^{11} a \hat{f} + \mu_1^{11} \gamma \right|^2 + \frac{C}{\delta_3} |k|^2 \left\| \mathbf{I} - \mathbf{P} \right\| \hat{f} \nu \hat{f} \left\|^2_{L^2_x}.
\]
For $I_0$, it holds that

$$|I_0| \leq C |k|^2 |\hat{b}\hat{f}|^2 + C |k|^2 \|\{I - P\} \hat{f}\nu^{1/2} \|_{L^2_p}^2,$$

where we have used the Fourier transform of (2.41) as

$$\partial_t \hat{f} + ik \cdot b \hat{f} \frac{\mu^{11} \mu^{00} - \mu^{11} \mu^0}{\mu^{00} - (\mu^0)^2} + \sum_j ik_j \Lambda_j (\{I - P\} \hat{f}) \frac{\mu^{00}}{\mu^{00} - (\mu^0)^2} = 0,$$

and the Fourier transform of (2.13)

$$\partial_t \hat{c} + ik \cdot b \hat{c} \frac{\mu^{11} \mu^0 - \mu^{11} \mu^0}{\mu^0 (\mu^0)^2 - \mu^{00}} + \sum_j ik_j \Lambda_j (\{I - P\} \hat{f}) \frac{\mu^0}{(\mu^0)^2 - \mu^{00}} = 0.$$

Therefore, (2.36) follows from the proper linear combination of (2.37), (2.40) and (2.42) by taking $0 < \delta_1, \delta_2, \delta_3 < 1$ small enough and also $\kappa_0 > 0$ large enough. This completes the proof of Lemma 2.6.

2.2. Weighted time-frequency Lyapunov inequality. In this subsection, we shall construct the desired time-frequency Lyapunov functional.

2.2.1. Estimate on the microscopic dissipation. The first step in our construction of the time-frequency Lyapunov functional is to estimate the microscopic dissipation on the basis of the coercivity property in Lemma 2.5 of $L$.

Consider (2.3), taking the Fourier transform in $x$ grants us

$$\partial_t \hat{f} + ip \cdot k \hat{f} + L \hat{f} = 0. \tag{2.44}$$

Then we multiply equation (2.44) with $\overline{\hat{f}}(t, k)$ and integrate over $\mathbb{R}_p^3$ to achieve

$$\frac{1}{2} \partial_t \|\hat{f}\|_{L^2_p}^2 + \text{Re} \left( L \hat{f}, \hat{f} \right) = 0.$$

By Lemma 2.5 one has that

$$\partial_t \|\hat{f}\|_{L^2_p}^2 + \lambda \|\nu^{1/2} \{I - P\} \hat{f}\|_{L^2_p}^2 \leq 0. \tag{2.45}$$

This is the first main estimate which we will use in the following.

2.2.2. Macroscopic time-frequency weighted inequality. In this section we prove the following instantaneous Lyapunov inequality with a velocity weight $\ell \in \mathbb{R}$:

$$\frac{1}{2} \frac{d}{dt} \|w_\ell \{I - P\} \hat{f}\|_{L^2_p}^2 + \lambda \|\nu^{1/2} w_\ell \{I - P\} \hat{f}\|_{L^2_p}^2 \leq C \lambda |k|^2 \|\nu^{1/2} \hat{f}\|_{L^2_p}^2 + C \|1_{\{I - P\}} \hat{f}\|_{L^2_p}^2. \tag{2.46}$$

We split the solution $\hat{f}$ to equation (2.44) into $\hat{f} = P \hat{f} + \{I - P\} \hat{f}$, take the Fourier transform as in (2.44), and then apply $\{I - P\}$ to the resulting equation:

$$\partial_t \{I - P\} \hat{f} + ip \cdot k \{I - P\} \hat{f} + L \{I - P\} \hat{f} = -(I - P)(ip \cdot k \hat{f}) + (ip \cdot k \{I - P\} \hat{f}).$$

Multiply the last equation by $w_{2\ell} \{I - P\} \overline{\hat{f}}$ and integrate in $\mathbb{R}_p^3$ to obtain

$$\frac{1}{2} \frac{d}{dt} \|w_\ell \{I - P\} \hat{f}\|_{L^2_p}^2 + \text{Re} \left( w_{2\ell} L \{I - P\} \hat{f}, \{I - P\} \hat{f} \right) = \Gamma_1. \tag{2.47}$$
where

$$\Gamma_1 = -\text{Re} \left( \langle I - P \rangle (ip \cdot k \hat{f}), w_{2\ell} \{I - P\} \hat{f}\right) + \text{Re} \left( P(ip \cdot k \{I - P\} \hat{f}), w_{2\ell} \{I - P\} \hat{f}\right).$$

As a result of the rapid decay in the coefficients of (2.39) we obtain

$$|\Gamma_1| \leq \eta \|1/2w_{t\ell} \{I - P\} \hat{f}\|^2_{L^2_x} + C_\eta |k|^2 \left(\|w_{-j} \{I - P\} \hat{f}\|^2_{L^2_x} + \|1/2P \hat{f}\|^2_{L^2_x}\right),$$

which holds for any small $\eta > 0$ and any large $j > 0$.

By (1.14) and Lemma 2.4 we have

$$\text{Re} \langle w_{2\ell} E \{I - P\} \hat{f}, \{I - P\} \hat{f} \rangle \geq \lambda \|w_{t\ell} \{I - P\} \hat{f}\|^2_{L^2_x} - C \|1 \leq \lambda \{I - P\} \hat{f}\|^2_{L^2_x}.$$

This holds for a small $\lambda > 0$ and a large $C > 0$. (We have used the fact that Lemma 2.4 indeed holds for any $\ell \in \mathbb{R}$, as can be seen from the proofs in [46, Lemma 3.3] and [46, Lemma 3.6].) Plugging the last few estimates into (2.47) proves (2.46).

We furthermore remark, following the same procedure as above, that we obtain

$$\frac{1}{2} \frac{d}{dt} \|w_{t\ell} \hat{f}\|^2_{L^2_x} + \lambda \|1/2w_{t\ell} \hat{f}\|^2_{L^2_x} \leq C \|1 \leq \lambda \{I - P\} \hat{f}\|^2_{L^2_x}.$$ 

In other words, if we multiply (2.49) by $w^{2\ell} \hat{f}(t, k)$, integrate in $\mathbb{R}^3$ and use the same estimates as in the last case it follows that we obtain (2.48).

2.2.3. Derivation of time-frequency Lyapunov inequality. Now we prove

**Theorem 2.7.** Fix $\ell \in \mathbb{R}$. Let $f$ be the solution to the Cauchy problem (2.1) with $g = 0$. Then there is a time-frequency functional $E_\ell(t, k)$ such that

$$E_\ell(t, k) \approx \|w_{t\ell} \hat{f}\|^2_{L^2_x}$$

where for any $t \geq 0$ and $k \in \mathbb{R}^3$ we have

$$\partial_t E_\ell(t, k) + \lambda \|1 \geq \lambda \{I - P\} \hat{f}\|^2_{L^2_x} \leq 0.$$

Here $1 \geq \lambda |k|^2 \triangleq \min\{1, |k|^2\}$.

**Proof.** We first define

$$E(t, k) \triangleq \|\hat{f}\|^2_{L^2_x} + \kappa_3 E_{\text{free}}(t, k),$$

for a constant $\kappa_3 > 0$ to be determined later, where $E_{\text{free}}(t, k)$ is given in (2.35). One can fix $\kappa_3 > 0$ small enough such that $E(t, k) \approx \|\hat{f}\|^2_{L^2_x}$.

A linear combination of (2.45) and (2.36) implies that

$$\partial_t E(t, k) + \lambda \|1/2 \{I - P\} \hat{f}\|^2_{L^2_x} + \frac{\lambda |k|^2}{1 + |k|^2} \left(\|\hat{a}\|^2 + \|\hat{b}\|^2 + |\hat{c}|^2\right) \leq 0,$$

where note further that one has $\|\hat{a}\|^2 + \|\hat{b}\|^2 + |\hat{c}|^2 \leq \|P \hat{f}\|^2_{L^2_x}$.

To do the weighted estimates, in particular for the soft potentials (1.18), we need to use the energy splitting as follows. With (2.51) we define

$$E_1^\ell(t, k) \triangleq \mathbf{1}_{|k| \leq 1} \left( E(t, k) + \kappa_4 \|w_{t\ell} \{I - P\} \hat{f}\|^2_{L^2_x}\right),$$

$$E_2^\ell(t, k) \triangleq \mathbf{1}_{|k| > 1} \left( E(t, k) + \kappa_5 \|w_{t\ell} \hat{f}\|^2_{L^2_x}\right).$$
Again \( \kappa_4, \kappa_5 > 0 \) will be determined later.

We prove estimates for each of these individually. For \( \mathcal{E}^j_{\ell}(t, k) \) we combine (2.52) with (2.48) for \( |k| > 1 \) to obtain for a suitably small \( \kappa_5 > 0 \) that

\[
\partial_t \mathcal{E}^j_{\ell}(t, k) + \lambda \| \nu^{1/2} w_{t f} \|^2_{L_p^2} 1_{|k| > 1} \lesssim 0.
\]

Here we have used the fact that when \( |k| > 1 \) then \( \frac{|k|^2}{1 + |k|^2} \geq \frac{1}{2} \).

Furthermore, when \( |k| \leq 1 \) it holds that \( \frac{|k|^2}{1 + |k|^2} \geq \frac{|k|^2}{2} \). In this case we combine (2.52) with (2.46) on \( |k| \leq 1 \) to obtain for a small \( \kappa_4 > 0 \) that

\[
\partial_t \mathcal{E}^0_{\ell}(t, k) + \lambda |k|^2 \| \nu^{1/2} w_{t f} \|^2_{L_p^2} 1_{|k| \leq 1} \lesssim 0.
\]

Lastly we define \( \mathcal{E}_{\ell}(t, k) \) as follows. Then (2.50) follows from adding the previous two differential inequalities.

\[
\mathcal{E}_{\ell}(t, k) = \mathcal{E}^0_{\ell}(t, k) + \mathcal{E}^1_{\ell}(t, k)
\]

Proof of time-decay of linear solutions. Our proof of Theorem 2.1 is based on Theorem 2.7 and the interpolation argument given below.

**Proof of Theorem 2.1** We define \( \hat{\rho}(k) \) as follows. By (2.40) we have that

\[
\mathcal{E}_{\ell}(t, k) \leq \mathcal{E}_{\ell}(0, k),
\]

for any \( \ell \in \mathbb{R} \). Now we use the interpolation technique as in [43], but in a different context. In particular, for \( j > 0 \), using (2.49) we have

\[
\mathcal{E}_{\ell}(t, k) \lesssim \mathcal{E}^{j_{\ell+1}}_{\ell+1}(t, k) \lesssim \| \nu^{1/2} w_{t f} \|^2_{L_p^2} \mathcal{E}^{1/(j+1)}_{\ell+1}(t, k).
\]

We therefore conclude that

\[
\mathcal{E}^{(j+1)/j}_{\ell}(t, k) \lesssim \| \nu^{1/2} w_{t f} \|^2_{L_p^2} \mathcal{E}^{1/j}_{\ell+1}(t, k) \lesssim \| \nu^{1/2} w_{t f} \|^2_{L_p^2} \mathcal{E}^{1/j}_{\ell+1}(0, k).
\]

Now we can rewrite (2.50), for any \( k \in \mathbb{R}^3 \), as

\[
\partial_t \mathcal{E}_{\ell}(t, k) + \lambda \hat{\rho}(k) \mathcal{E}^{(j+1)/j}_{\ell}(t, k) \mathcal{E}^{-1/j}_{\ell+1}(0, k) \leq 0.
\]

To prove (2.4), one can bound \( \mathcal{E}(t, k) \) as follows

\[
\partial_t \mathcal{E}_{\ell}(t, k) \mathcal{E}^{-1/j}_{\ell+1}(t, k) \lesssim -\hat{\rho}(k) \mathcal{E}^{-1/j}_{\ell+1}(0, k).
\]

Integrating this over time, we obtain

\[
j \mathcal{E}^{-1/j}_{\ell}(0, k) - j \mathcal{E}^{-1/j}_{\ell}(t, k) \lesssim -t \hat{\rho}(k) \mathcal{E}^{-1/j}_{\ell+1}(0, k).
\]

For any \( \ell \in \mathbb{R} \) and \( j > 0 \), uniformly in \( k \in \mathbb{R}^3 \), we have shown that

\[
\mathcal{E}_{\ell}(t, k) \lesssim \mathcal{E}_{\ell+1}(0, k) \left( \frac{t \hat{\rho}(k)}{j} + 1 \right)^{-j}.
\]

We also just used the estimate \( \mathcal{E}_{\ell}(0, k) \lesssim \mathcal{E}_{\ell+1}(0, k) \).

As before, we integrate over \( k \) and split into \( |k| \leq 1 \) and \( |k| > 1 \) to achieve

\[
\int_{|k| > 1} dk \ |k|^{2m} \mathcal{E}_{\ell}(t, k) \lesssim \left( \frac{t}{j} + 1 \right)^{-j} \int_{|k| > 1} dk \ |k|^{2m} \mathcal{E}_{\ell+1}(0, k).
\]
Alternatively, when $|k| \leq 1$ we choose $j$ to be any number $j = \delta > 2\sigma_{r,m}$ and obtain

$$
\int_{|k| \leq 1} dk \ |k|^{2m} \mathcal{E}_\ell(t, k) \lesssim \int_{|k| \leq 1} dk \ |k|^{2m} \mathcal{E}_{\ell+\delta}(0, k) \left( \frac{t|k|^2}{\delta} + 1 \right)^{-\frac{\delta}{2}} \lesssim (t + 1)^{-2\sigma_{r,m}} \|w_{\ell+\delta}f_0\|_{L_x^2 L_t^\infty}^2.
$$

For $1 \leq r \leq 2$, this uses the same Hölder and Hausdorff-Young argument.

### 3. Linear decay theory in $L_p^\infty L_x^2$

Now we work on the linear $L_p^\infty L_x^2$ bounds and time decay. As is customary, we express solutions, $f(t, x, p)$, to (2.5) with the semigroup $U(t)$ as

$$
(3.1) \quad f(t, x, p) = \{U(t)f_0\}(x, p),
$$

with initial data given by

$$
\{U(0)f_0\}(x, p) = f_0(x, p).
$$

Then we have the following result.

**Theorem 3.1.** Fix $\ell \geq 0$, $r \in [1, 2]$ and $k \in [0, \sigma_{\ell,0}]$. Suppose $w_{\ell+k}f_0 \in L_p^\infty L_x^2$, then under (1.15) the semi-group satisfies the estimate

$$
\|w_\ell\{U(t)f_0\}\|_{L_p^\infty L_x^2} \leq C(1 + t)^{-k} \left( \|w_{\ell+k}f_0\|_{L_p^\infty L_x^2} + \|f_0\|_{L_x^2 L_t^\infty} \right).
$$

Above the positive constant $C = C_{\ell, k}$ only depends on $\ell$ and $k$.

A key idea in the proof is that, instead of placing everything in the $L_p^\infty L_x^\infty$ space as in the proof of Theorem 4.1 in [46], we use the $L_p^\infty L_x^2$ space. The crucial new element that we now use is Minkowski’s inequality in the following form

$$
\left\| \int_\Omega f(y) \nu(dy) \right\|_{L_p^p} \lesssim \int_\Omega \|f(y)\|_{L_p^p} \nu(dy), \quad 1 < p < \infty,
$$

where $\Omega$ is any measure space with sigma-finite measure $\nu$. This allows for substantial simplifications over previous work. Also since the inequalities used to deal with the term $H_{\text{low},2}^5$ (which will be defined in the following discussion) in the proof of [46] Theorem 4.1 do not work well in our setting, and we use a completely different approach. The term $H_{\text{low},2}^5$ was estimated with a complicated change of variables in the proof of [46] Theorem 4.1. Our new approach does not need to use any such change of variables as a result of our utilization of Minkowski’s inequality.

Now we first consider solutions to the linearization of (2.5) with the compact operator $K$ removed from (2.5). This equation is given by

$$
(3.2) \quad (\partial_t + \tilde{p} \cdot \nabla_x + \nu(p)) f = 0, \quad f(0, x, p) = f_0(x, p).
$$

Let the semigroup $G(t)f_0$ denote the solution to this system (3.2). Explicitly

$$
G(t)f_0(x, p) \overset{\text{def}}{=} e^{-\nu(p)t}f_0(x - \tilde{p}t, p).
$$
For the solution \( \{U(t) f_0\} (x, p) \), by iterating twice (as did Vidav [30]) we have

\[
\{U(t) f_0\} (x, p) = G(t) f_0(x, p) + \int_0^t ds_1 G(t - s_1) K^{1 - \chi} \{U(s_1) f_0\} (x, p) \\
+ \int_0^t ds_1 \int_0^{s_1} ds_2 G(t - s_1) K^\xi G(s_1 - s_2) K^{1 - \chi} \{U(s_2) f_0\} (x, p) \\
+ \int_0^t ds_1 \int_0^{s_1} ds_2 G(t - s_1) K^\xi G(s_1 - s_2) K^\xi \{U(s_2) f_0\} (x, p).
\]

(3.3)

Equivalently

\[
\{U(t) f_0\} (x, p) \overset{\text{def}}{=} H_1(t, x, p) + H_2(t, x, p) + H_3(t, x, p) + H_4(t, x, p) + H_5(t, x, p),
\]

where

\[
H_1(t, x, p) \overset{\text{def}}{=} e^{-\nu(p) t} f_0(x - \hat{p} t, p),
\]

\[
H_2(t, x, p) \overset{\text{def}}{=} \int_0^t ds_1 e^{-\nu(p) (t - s_1)} K^{1 - \chi} \{U(s_1) f_0\} (y_1, p),
\]

\[
H_3(t, x, p) \overset{\text{def}}{=} \int_0^t ds_1 e^{-\nu(p) (t - s_1)} \int_{\mathbb{R}^3} dq_1 K^\xi(p, q_1) e^{-\nu(q_1) s_1} f_0(y_1 - \hat{q}_1 s_1, q_1). \]

Just above and below we will be using the following short hand notation

\[
y_1 \overset{\text{def}}{=} x - \hat{p} (t - s_1),
\]

\[
y_2 \overset{\text{def}}{=} y_1 - \hat{q}_1 (s_1 - s_2) = x - \hat{p} (t - s_1) - \hat{q}_1 (s_1 - s_2).
\]

We are also using the notation \( q_1^0 = \sqrt{1 + \|q_1\|^2} \) and \( q_1 = (q_{11}, q_{12}, q_{13}) \in \mathbb{R}^3 \) with \( \hat{q}_1 = q_1 / q_1^0 \). Furthermore the next term is

\[
H_4(t, x, p) \overset{\text{def}}{=} \int_{\mathbb{R}^3} dq_1 K^\xi(p, q_1) \int_0^t ds_1 \int_0^{s_1} ds_2 e^{-\nu(p) (t - s_1)} e^{-\nu(q_1)(s_1 - s_2)} \times K^{1 - \chi} \{U(s_2) f_0\} (y_2, q_1).
\]

Lastly, we may also expand out the fifth component as

\[
H_5(t, x, p) = \int_{\mathbb{R}^3} dq_1 K^\xi(p, q_1) \int_{\mathbb{R}^3} dq_2 K^\xi(q_1, q_2) \int_0^t ds_1 e^{-\nu(p) (t - s_1)} \times \int_0^{s_1} ds_2 e^{-\nu(q_1)(s_1 - s_2)} \{U(s_2) f_0\} (y_2, q_2).
\]

We have the following estimates for the \( H_i \) terms above (1 \( \leq i \leq 5 \)).

**Lemma 3.2.** Given \( \ell \geq 0 \), for any \( k \geq 0 \) we have

\[
\| w_t H_1 \|_{L^\infty_t L^2_x} + \| w_t H_3 \|_{L^\infty_t L^2_x} \leq C \ell, k (1 + t)^{-k} \| w_{k + \ell} f_0 \|_{L^\infty_t L^2_x}.
\]

**Lemma 3.3.** Fix \( \ell \geq 0 \). For any small \( \eta > 0 \) and any \( k \geq 0 \) we have

\[
\| w_t H_2 \|_{L^\infty_t L^2_x} + \| w_t H_4 \|_{L^\infty_t L^2_x} \leq \eta (1 + t)^{-k} \| \omega_k w_{\ell} f \|_{L^\infty_t L^2_x}.
\]
Lemma 3.4. Fix \( \ell \geq 0 \), choose any (possibly large) \( j > 0 \). For any small \( \eta > 0 \) and any \( k \geq 0 \) we have the estimate

\[
\| w_{tH_0} \|_{L^\infty_{p,t} L^2_x} \leq \eta(1 + t)^{-k} \| \varpi_k w_{t} f \|_{L^\infty_{p,t} L^2_x} \\
+ C_\eta \int_0^t ds \ e^{-\eta(t-s)} \| w_{-j} f \|_{L^2_{p,t}}(s) + \| w_{t} R_1(f)(t) \|_{L^\infty_{p,t} L^2_x}.
\]

By the \( L^2_{p,t} L^2_x \) decay theory from Theorem 2.7 and Proposition 3.5 (below), we can choose \( j > \max \{ 2\sigma_r, 6/b + k \} \) and take \( k \in [0, \sigma_r] \) to have

\[
\int_0^t ds \ e^{-\eta(t-s)} \| w_{-j} f \|_{L^2_{p,t}}(s)
\leq C_\eta(1 + t)^{-k} \| w_{2k-j} f_0 \|_{L^2_{p,t} L^2_x} + C_\eta(1 + t)^{-k} \| f_0 \|_{L^2_{p,t} L^2_x}
\leq C_\eta(1 + t)^{-k} \left( \| w_{t+k} f_0 \|_{L^\infty_{p,t} L^2_x} + \| f_0 \|_{L^2_{p,t} L^2_x} \right).
\]

The above estimates hold for any \( k \in [0, \sigma_r] \) and \( \ell \geq 0 \). On the other hand, for the last term involving \( R_1(f) \) if we restrict \( k \in [0, 1] \) then \( \forall \eta > 0 \) we have

\[
\| w_{t} R_1(f) \|_{L^\infty_{p,t} L^2_x} \leq \eta(1 + t)^{-k} \| \varpi_k w_{t} f \|_{L^\infty_{p,t} L^2_x}.
\]

This term \( R_1 \) is defined in \((3.13)\) during the course of proof.

Combining Lemma 3.2, Lemma 3.3 and Lemma 3.4 gives Theorem 3.1. Actually, Lemma 3.2, Lemma 3.3 and Lemma 3.4 imply that for any \( \eta > 0 \) and \( k \in [0, \sigma_r] \) we have

\[
\| w_{t} f \|_{L^\infty_{p,t} L^2_x(t)} \leq C_{\ell, k, \eta}(1 + t)^{-k} \| w_{t+k} f_0 \|_{L^\infty_{p,t} L^2_x} + \\eta(1 + t)^{-k} \| \varpi_k w_{t} f \|_{L^\infty_{p,t} L^2_x} + C_\eta(1 + t)^{-k} \| f_0 \|_{L^2_{p,t} L^2_x}.
\]

Equivalently

\[
\| \varpi_k w_{t} f \|_{L^\infty_{p,t} L^2_x} \leq C_{\ell, k, \eta} \| w_{t+k} f_0 \|_{L^\infty_{p,t} L^2_x} + C_\eta \| f_0 \|_{L^2_{p,t} L^2_x}.
\]

With this inequality, we have proved Theorem 3.1 subject to Lemmas 3.2, 3.3 and 3.4. We now prove those lemmas.

We will use the following known basic decay estimate, as in [46, Proposition 4.5]:

Proposition 3.5. Suppose without loss of generality that \( \lambda \geq \mu \geq 0 \). Then

\[
\int_0^t \frac{ds}{(1 + t - s)^{\lambda}(1 + s)^{\mu}} \leq C_{\lambda, \mu}(t) \frac{(1 + t)^{\rho}}{(1 + t)^{\rho}},
\]

where \( \rho = \rho(\lambda, \mu) = \min\{ \lambda + \mu - 1, \mu \} \) and

\[
0 \leq C_{\lambda, \mu}(t) = C \left\{ \begin{array}{ll}
1 & \text{if } \lambda \neq 1, \\
\log(2 + t) & \text{if } \lambda = 1.
\end{array} \right.
\]

Furthermore, we will use the following basic estimate from the Calculus

\[
e^{-a_0(1 + y)^k} \leq \max\{ 1, e^{a_0 - k} a^{-k} \}, \quad a, y, k \geq 0.
\]

We are now ready to prove the lemmas above.
Proof of Lemma 3.2. We first look at $H_1$. The following result is shown in the proof of Lemma 4.2 in [46]:

\begin{equation}
(3.7) \quad e^{-\nu(p)t} \leq C_k p_0^{\frac{k}{2}} (1 + t)^{-k} \leq C_k w_k(p)(1 + t)^{-k}, \quad \forall t, k > 0.
\end{equation}

So we have

$$|w_t(p)H_1(t, x, p)| = |w_t(p) e^{-\nu(p)t} f_0(x - \hat{p}t, p)| \leq C_k |w_t(p)w_k(p)(1 + t)^{-k} f_0(x - \hat{p}t, p)|.$$ 

So

$$\|w_t H_1\|_{L^2_R} \leq C_k \|w_t w_k w_{-k} f_0\|_{L^2_R}.$$ 

Thus

$$\|w_t H_1\|_{L^p_R L^2_R} \leq C_k (1 + t)^{-k} \|w_k + f_0\|_{L^p_R L^2_R}.$$ 

Now we turn to $H_3$. Since

$$e^{-\nu(p)(t-s_1)} e^{-\nu(q)s_1} \leq e^{-\nu(\max\{|p|, |q|\}) t},$$ 

where $\nu(\max\{|p|, |q|\})$ is $\nu$ evaluated at $\max\{|p|, |q|\}$, we have

$$|w_t(p)H_3(t, x, p)| \leq w_t(p) \int_0^t ds_1 e^{-\nu(p)s_1} \int_{|p| \geq |q|} dq_1 |k^\chi(p, q_1)| |f_0(x - \hat{p}(t - s_1) - \hat{q}_1 s_1, q_1)| + w_t(p) \int_0^t ds_1 \int_{|p| < |q|} dq_1 |k^\chi(p, q_1)| e^{-\nu(q_1)s_1} |f_0(x - \hat{p}(t - s_1) - \hat{q}_1 s_1, q_1)|.$$ 

So by Minkowski’s inequality, we have

$$\|w_t H_3\|_{L^2_R} \leq w_t(p) \int_0^t ds_1 e^{-\nu(p)s_1} \int_{|p| \geq |q|} dq_1 |k^\chi(p, q_1)| \|f_0\|_{L^2_R} (q_1) + w_t(p) \int_0^t ds_1 \int_{|p| < |q|} dq_1 |k^\chi(p, q_1)| e^{-\nu(q_1)s_1} \|f_0\|_{L^2_R} (q_1).$$ 

We will estimate the second term, and we remark that the first term can be handled in exactly the same way. As in Lemma 4.2 in [46], and similar to (3.7), we have

$$e^{-\nu(q_1)s_1} \|f_0\|_{L^2_R} (q_1) \leq C_k (1 + t)^{-k-1} w_{k+1}(q_1) \|f_0\|_{L^2_R} (q_1).$$ 

Next we use the estimate for $k^\chi(p, q)$ from Lemma 2.3. When using this estimate we may suppose $|q_1| \leq 2|p|$. For otherwise, if say $|q_1| \geq 2|p|$, then we have $|p - q_1| \geq |q_1|/2$ which leads directly to

\begin{equation}
(3.8) \quad w_{k+1}(q_1)w_t(p)e^{-c|p-q_1|/2} \leq C w_{k+1}(q_1)e^{-c|q_1|/4} \leq C.
\end{equation}

In this case we easily obtain the following estimate:

$$\int_0^t ds_1 w_t(p) \int_{|p| < |q|} dq_1 1_{|q_1| \geq 2|p|} \|k^\chi(p, q_1)| e^{-\nu(q_1)s_1} \|f_0\|_{L^2_R} (q_1) \lesssim (1 + t)^{-k} \|w_{-j} f_0\|_{L^p_R L^2_R}, \quad \forall k > 0, \ j > 0.$$
Thus in the following we assume \(|p| < |q_1| \leq 2|p|\). On this region we have

\[
(3.9) \quad \int_0^t ds_1 \ w_t(p) \int_{|p|<|q_1|\leq 2|p|} dq_1 \ |kX(p, q_1)| \ e^{-\nu(q_1)t} \|f_0\|_{L^2(x)} \\
\leq C_k \frac{t}{(1+t)^{k+1}} \int_{|p|<|q_1|\leq 2|p|} dq_1 \ w_t(q_1) \ w_{t+k}(q_1) \ |kX(p, q_1)| \ \|f_0\|_{L^2(x)} \\
\leq C_k (1+t)^{-k} \|w_{t+k}f_0\|_{L^\infty_p L^2_x} \ w_1(p) \int_{|p|<|q_1|\leq 2|p|} dq_1 \ |kX(p, q_1)|.
\]

Then from Lemma 3.6 we clearly have the following bound

\[
w_1(p) \int_{|p|<|q_1|\leq 2|p|} dq_1 \ |kX(p, q_1)| \leq C.
\]

This completes the time decay estimate for \(H_3\) and our proof of the lemma. \(\square\)

**Proof of Lemma 3.6.** As in the proof of Lemma 4.3 in [40], we will use the following lemma (Lemma 4.6 in [40]).

**Lemma 3.6 ([40]).** Fix any \(\ell \geq 0\) and any \(j > 0\). Then given any small \(\eta > 0\), which depends upon \(\chi\) in (2.6), the following estimate holds

\[
|w_t(p)K_i^{1-\chi}(h)(p)| \leq \eta e^{-cp^\theta} \|w_{-j}h\|_{L^\infty_q}.
\]

Above the constant \(c > 0\) is independent of \(\eta\) and \(i = 1, 2\).

From (2.7) and Minkowski’s inequality, we have

\[
\|K_i^{1-\chi}(h)(p)\|_{L^2_x} \leq K_i^{1-\chi}(\|h\|_{L^2_x})(p).
\]

So with the lemma above, we have

\[
(3.10) \quad \|w_t(p)K_i^{1-\chi}(h)(p)\|_{L^2_x} \leq \eta e^{-cp^\theta} \|w_{-j}h\|_{L^\infty_q L^2_x}.
\]

Notice that in the result above, we use \(\|w_{-j}h\|_{L^\infty_q L^2_x}\) instead of \(\|w_{-j}h\|_{L^\infty_p L^2_x}\) to avoid confusion, since \(p\) is a variable in the left-hand-side. From now on, we always use \(q\) to denote the momentum variable in the norm expression whenever \(p\) has been used to denote a particular momentum value in an inequality. For \(H_2\), with the result above, for any small \(\eta' > 0\) we have

\[
\|w_t H_2\|_{L^2_x}(t, p) = w_t(p) \left\| \int_0^t ds_1 \ e^{-\nu(p)(t-s_1)} K^{1-\chi} \left\{ U(s_1) f_0 \right\} (y_1, p) \right\|_{L^2_x} \\
\leq \eta' e^{-cp^\theta} \|w_{-j} f\|_{L^\infty_q L^2_x} \int_0^t ds_1 \ e^{-\nu(p)(t-s_1)} (1 + s_1)^{-k}, \ \forall j > 0.
\]

For any \(\lambda > \max\{1, k\}\) we have

\[
\|w_t H_2\|_{L^2_x}(t, p) \\
\leq \eta' w_\lambda(p) e^{-cp^\theta} \|w_{-j} f\|_{L^\infty_q L^2_x} \int_0^t ds \ (1 + t - s)^{-\lambda(1 + s)^{-k}} \\
\leq \eta (1 + t)^{-k} \|w_{-j} f\|_{L^\infty_q L^2_x},
\]

\[
\leq \eta (1 + t)^{-k} \|w_{-j} f\|_{L^\infty_q L^2_x},
\]
Lemma 2.3. We now further split $M > M_3$. This is the desired estimate for $H_2$. For $H_4$ we once again use (3.10), for any small $\eta' > 0$, to obtain

$$
\| w_t H_4 \|_{L^2_t} (t, p) \leq \int_R^t dq_1 k^\chi(p, q_1) \int_0^t ds_1 \int_0^{s_1} ds_2 \ e^{-\nu(p) (t-s_1)}
\times e^{-\nu(q_1)(s_1-s_2)} w_\ell(p) \| K^{1-\chi} (\{ U(s_2) f_0 \} (y_2, q_1) \|_{L^2_t} 
\leq \eta' \| \mathcal{W}_k f \|_{L^\infty_t L^2_x} \int_R^t dq_1 k^\chi(p, q_1) \frac{w_\ell(p)}{w_\ell(q_1)} e^{-c q_1^0}
\times \int_0^t ds_1 \int_0^{s_1} ds_2 \ e^{-\nu(p)(t-s_1)} e^{-\nu(q_1)(s_1-s_2)} (1 + s_2)^{-k}.
$$

For the time decay, from Proposition 3.5 we notice that

$$
\left| \int_0^t ds_1 \int_0^{s_1} ds_2 \ e^{-\nu(p)(t-s_1)} e^{-\nu(q_1)(s_1-s_2)} (1 + s_2)^{-k} \right|
\lesssim w_\lambda(p) w_\lambda(q_1) \int_0^t ds_1 (1 + t - s_1)^{-\lambda} \int_0^{s_1} ds_2 (1 + s_1 - s_2)^{-\lambda} (1 + s_2)^{-k}.
$$

Above we have taken $\lambda > \max \{1, k\}$. Combining these estimates yields

$$
\| w_t H_4 \|_{L^2_t} \lesssim \eta' (1 + t)^{-k} \| \mathcal{W}_k w_\ell f \|_{L^\infty_t L^2_x} \int_R^t dq_1 k^\chi(p, q_1) w_{\ell+\lambda}(p) w_{-\ell+\lambda}(q_1) e^{-c q_1^0}.
$$

To estimate the remaining integral and weights we split into three cases. If either $2|q_1| \leq |p|$, or $|q_1| \geq 2|p|$, then we bound all the weights and the remaining momentum integral by a constant as in (3.3). Alternatively if $\frac{1}{2}|q_1| \leq |p| \leq 2|q_1|$, then the desired estimate is obvious since we have strong exponential decay in both $p$ and $q_1$. In either of these cases we have the estimate for $H_4$. \hfill \Box

Proof of Lemma 2.3. We will utilize rather extensively the estimate for $k^\chi$ from Lemma 2.3. We now further split $H_5(t, x, p)$ as

\begin{equation}
H_5(t, x, p) = H_5^{high}(t, x, p) + H_5^{low}(t, x, p),
\end{equation}

and estimate each term on the right individually. For $M >> 1$ we define

\begin{equation}
1_{high} \overset{\text{def}}{=} 1_{|p| > M} 1_{|q_1| \leq M} + 1_{|q_1| > M}.
\end{equation}

Notice $1_{high} + 1_{|p| \leq M} 1_{|q_1| \leq M} = 1$. Now the first term in the expansion is

$$
H_5^{high}(t, x, p) \overset{\text{def}}{=} \int_R^t dq_1 k^\chi(p, q_1) \int_R^t dq_2 k^\chi(q_1, q_2) 1_{high} \int_0^t ds_1 e^{-\nu(p)(t-s_1)}
\times \int_0^{s_1} ds_2 e^{-\nu(q_1)(s_1-s_2)} \{ U(s_2) f_0 \} (y_2, q_2).
$$
The proof of Lemma 4.4 in [40], and also [47], shows that for any \( \lambda \geq 0 \) we have

\[
\int_0^t ds_1 \, e^{-\nu(p)(t-s_1)} \int_0^{s_1} ds_2 \, e^{-\nu(q_1)(s_1-s_2)} \leq C_{\lambda} w_{\lambda}(p) w_{\lambda}(q_1) \int_0^t ds_1 \int_0^{s_1} ds_2 \, (1 + (t - s_1))^{-\lambda} (1 + (s_1 - s_2))^{-\lambda}.
\]

When either \( |p| > M \) or \( |q_1| > M \), by Lemma 2.3 we have the bound

\[
|k^{\chi}(p, q_1)| \leq CM^{-\zeta} (p^0 + q_1^0)^{-b/2} e^{-c|p-q_1|}.
\]

If either \( |p| \geq 2|q_1| \) or \( |q_1| \geq 2|p| \) then as in (3.8) we have

\[
w_{\ell+\lambda}(p) w_{\lambda}(q_1) e^{-c|p-q_1|} \leq C.
\]

Thus by combining the last few estimates we have

\[
w_{\ell}(p) \int_{\mathbb{R}^3} dq_1 \, |k^{\chi}(p, q_1)| \int_{\mathbb{R}^3} dq_2 \, |k^{\chi}(q_1, q_2)| \, 1_{\text{high}} \left( 1_{|p| \geq 2|q_1|} + 1_{|p| \leq \frac{4}{3}|q_1|} \right)
\]

\[
\times \int_0^t ds_1 \, e^{-\nu(p)(t-s_1)} \int_0^{s_1} ds_2 \, e^{-\nu(q_1)(s_1-s_2)} \| \{ U(s_2) f_0 \} \{ q_2 \} \|_{L^2_x}
\]

\[
\leq \frac{C_{\lambda}}{M^{\zeta+b/2}} ||w_{\ell} f||_{L^\infty_{q,t} L^2_x} \int_{\mathbb{R}^3} dq_1 \, e^{-c|q_1-q_2|} \int_{\mathbb{R}^3} dq_2 \, e^{-c|q_1-q_2|}
\]

\[
\times \int_0^t ds_1 \int_0^{s_1} ds_2 \, \frac{(1 + s_2)^{-k}}{(1 + (t - s_1))^{\lambda} (1 + (s_1 - s_2))^{\lambda}}.
\]

With Proposition 3.9 for any \( k \geq 0 \) and \( \lambda > \max\{k, 1\} \) the previous term is bounded from above by

\[
\leq \frac{C_{k,\lambda}}{M^{\zeta+b/2}} (1 + t)^{-k} ||w_{\ell} f||_{L^\infty_{q,t} L^2_x}.
\]

This is the desired estimate for \( M \gg 1 \) chosen sufficiently large. We now consider the remaining part of \( H^\text{high}_{\ell} \). As in the previous estimates and (3.8), if either \( |q_2| \geq 2|q_1| \) or \( |q_1| \geq 2|q_2| \) then for any \( k \geq 0 \) we have

\[
w_{\ell}(p) \int_{\mathbb{R}^3} dq_1 \, |k^{\chi}(p, q_1)| \int_{\mathbb{R}^3} dq_2 \, |k^{\chi}(q_1, q_2)| \left( 1_{|q_2| \geq 2|q_1|} + 1_{|q_2| \leq \frac{2}{3}|q_1|} \right)
\]

\[
\times 1_{|p| \leq |q_1| \leq 2|p|} 1_{\text{high}} \int_0^t ds_1 \, e^{-\nu(p)(t-s_1)} \int_0^{s_1} ds_2 \, e^{-\nu(q_1)(s_1-s_2)}
\]

\[
\times || \{ U(s_2) f_0 \} \{ q_2 \} \|_{L^2_x}
\]

\[
\leq \frac{C_{k,\lambda}}{M^{2\zeta+b}} ||w_{\ell} f||_{L^\infty_{q,t} L^2_x} \int_{\mathbb{R}^3} dq_1 \, e^{-c|q_1-q_2|} \int_{\mathbb{R}^3} dq_2 \, e^{-c|q_1-q_2|}
\]

\[
\times \int_0^t ds_1 \int_0^{s_1} ds_2 \, \frac{(1 + s_2)^{-k}}{(1 + (t - s_1))^{\lambda} (1 + (s_1 - s_2))^{\lambda}}
\]

\[
\leq \frac{C_{k,\lambda}}{M^{2\zeta+b}} (1 + t)^{-k} ||w_{\ell} f||_{L^\infty_{q,t} L^2_x}.
\]

Above we have used exactly the same estimates as in the prior case. Both of the last two terms have a suitably small constant in front if \( M \) is sufficiently large.
Thus the remaining part of \( H^\text{high}_5 \) to estimate is \( R_1(f)(t) \) which is defined by
\[
R_1(f)(t) \overset{\text{def}}{=} \int_{\mathbb{R}^3} dq_1 \ k^X(p, q_1) \int_{\mathbb{R}^3} dq_2 \ k^X(q_1, q_2) \ \mathbf{1}_{\frac{1}{2}|\rho| \leq |q_1| \leq 2|p|} \ \mathbf{1}_{\frac{1}{2}|q_1| \leq |q_2| \leq 2|q_1|} \ \times \ \mathbf{1}_{\text{high}} \int_0^t ds_1 \ e^{-\nu(p)(t-s_1)} \int_{s_1}^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \ U(s_2)f_0(y_2, q_2).
\]
(3.13)

Since all the momentum variables are comparable, we have
\[
\|R_1(f)(t)\|_{\mathcal{L}^2} \leq \int_{\mathbb{R}^3} dq_1 \ |k^X(p, q_1)| \int_{\mathbb{R}^3} dq_2 \ |k^X(q_1, q_2)| \ \times \ \mathbf{1}_{\frac{1}{2}|\rho| \leq |q_1| \leq 2|p|} \ \mathbf{1}_{\frac{1}{2}|q_1| \leq |q_2| \leq 2|q_1|} \ \mathbf{1}_{\text{high}} \ \times \ \int_0^t ds_1 \ e^{-\nu(q_1)(t-s_1)} \int_{s_1}^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \ \|\ U(s_2)f_0\|_{\mathcal{L}^2} (y_2, q_2) \|
\]

Next using similar techniques as in the previous two estimates, including \( (3.7) \), we obtain the following upper bound for any \( k \in [0, 1] \):
\[
w_k(p)\|R_1(f)(t)\|_{\mathcal{L}^2} \leq \frac{C_{k, \lambda}}{M^{2k}} \|\varpi_k w_k f\|_{\mathcal{L}^\infty_{\rho}, \mathcal{L}^2} \int_{\mathbb{R}^3} dq_1 \ (q_1^0)^{-b/2-\zeta} e^{-c|\rho|-q_1|} \ \times \ \int_{\mathbb{R}^3} dq_2 \ (q_1^0)^{-b/2-\zeta} e^{-c|q_1-q_2|} \ \|w_{2+2\delta}(q_1)\|_{\mathcal{L}^\infty_{\rho}, \mathcal{L}^2} \int_0^t ds_1 \ \frac{ds_2}{(1+(s_1-s_2))^{1+\delta}(1+s_2)^k} \leq \frac{C_{k, \lambda}}{M^{2k}} (1+t)^{-k} \|\varpi_k w_k f\|_{\mathcal{L}^\infty_{\rho}, \mathcal{L}^2}.
\]

In this computation we have chosen \( \delta > 0 \) to satisfy \( \delta < \zeta \) where \( \zeta > 0 \) is defined in the statement of Lemma \( \ref{lem:3.1} \). This choice guarantees that \( \|w_{2+2\delta}(q_1)\|_{\mathcal{L}^\infty_{\rho}, \mathcal{L}^2} \leq C \).

We are ready to define the second term in our splitting of \( H_5 \). It must be
\[
H_5^\text{low}_5(t, x, p) \overset{\text{def}}{=} \mathbf{1}_{|p| \leq M} \int_{|q_1| \leq M} dq_1 \ k^X(p, q_1) \int_{\mathbb{R}^3} dq_2 \ k^X(q_1, q_2) \ \times \ \int_0^t ds_1 \ e^{-\nu(p)(t-s_1)} \int_{s_1}^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \ U(s_2)f_0(y_2, q_2).
\]

For any small \( \kappa > 0 \), we further split this term into two terms, one of which is
\[
H_5^\text{low,}\kappa(t, x, p) \overset{\text{def}}{=} \int_{|q_1| \leq M} dq_1 \ k^X(p, q_1) \int_{\mathbb{R}^3} dq_2 \ k^X(q_1, q_2) \ \int_{0}^{\kappa} ds_1 \ e^{-\nu(p)(t-s_1)} \ \times \ \mathbf{1}_{|p| \leq M} \ \int_0^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \ U(s_2)f_0(y_2, q_2)
\]
\[+ \ \int_{|q_1| \leq M} dq_1 \ k^X(p, q_1) \ \int_{\mathbb{R}^3} dq_2 \ k^X(q_1, q_2) \ \int_{\kappa}^{t} ds_1 \ e^{-\nu(p)(t-s_1)} \ \times \ \mathbf{1}_{|p| \leq M} \ \int_{s_1-\kappa}^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \ U(s_2)f_0(y_2, q_2).
\]

The other term in this latest splitting is defined just below as \( H_5^\text{low,2} \). Since \( p \) and \( q_1 \) are both bounded by \( M \), from Lemma \( \ref{lem:2.2} \) we have
\[
\mathbf{1}_{|p| \leq M} \mathbf{1}_{|q_1| \leq M} \ e^{-\nu(p)(t-s_1)-\nu(q_1)(s_1-s_2)} \leq e^{-C(t-s_2)/M^{b/2}}.
\]
(3.14)
Since we obtain the desired estimate for the above terms by first choosing previous display is further bounded above as $H^1$ in the last step we have used Proposition 3.5. We conclude the desired estimate second choosing

Then for the first term in $H^1_{5, \kappa}$ above multiplied by $w_t(p)$ we have the bound

$$w_t(p) \int_{|q_1| \leq M} dq_1 \ |k^\kappa(p, q_1)| \int_{\mathbb{R}^3} dq_2 \ |k^\kappa(q_1, q_2)| \int_0^s ds_1 \ e^{-\nu(p)(t-s_1)} \times 1_{|p| \leq M} \int_0^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \{U(s_2)f_0\} (q_2) \|_{L^\infty_t L^2_x}$$

$$\leq C_M \|w_t f\|_{L^\infty_t L^2_x} \int_0^s ds_2 \ e^{-C(t-s_2)/M^{b/2}} \leq C_M \kappa^2 \|w_t f\|_{L^\infty_t L^2_x} e^{-Ct/M^{b/2}} e^{C\kappa/M^{b/2}} \leq C_M \kappa^2 (1 + t)^{-k} \|\varpi_k w_t f\|_{L^\infty_t L^2_x}.$$  

We obtain the desired estimate for the above terms by first choosing $M$ large, and second choosing $\kappa = \kappa(M) > 0$ sufficiently small. For the second term in $H^1_{5, \kappa}$ multiplied by $w_t(p)$ for any $k \geq 0$ we have

$$w_t(p) \int_{|q_1| \leq M} dq_1 \ |k^\kappa(p, q_1)| \int_{\mathbb{R}^3} dq_2 \ |k^\kappa(q_1, q_2)| \int_0^s ds_1 \ e^{-\nu(p)(t-s_1)} \times 1_{|p| \leq M} \int_{s_1 - \kappa}^{s_1} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \{U(s_2)f_0\} (q_2) \|_{L^\infty_t L^2_x}$$

$$\leq C_M \|\varpi_k w_t f\|_{L^\infty_t L^2_x} \int_0^s ds_2 \ e^{-C(t-s_2)/M^{b/2}} e^{-C(s_1-s_2)/M^{b/2}} (1 + s_2)^{-k}.$$  

Since $s_2 \in [s_1 - \kappa, s_1]$ and $\kappa \in (0, 1/2)$, we know $(1 + s_2) \geq \left(\frac{1}{2} + s_1\right)$. Then the previous display is further bounded above as

$$\leq C_M \kappa \|\varpi_k w_t f\|_{L^\infty_t L^2_x} \int_0^s ds_1 \ e^{-C(t-s_1)/M^{b/2}} (1 + s_1)^{-k}$$

$$\leq C_M \kappa (1 + t)^{-k} \|\varpi_k w_t f\|_{L^\infty_t L^2_x}.$$  

In the last step we have used Proposition 3.5. We conclude the desired estimate for $H^1_{5, \kappa}$ by first choosing $M$ large, and then $\kappa > 0$ sufficiently small. The only remaining part of $H^1_{5, \kappa}(t, x, p)$ to be estimated is given by

$$H^1_{5, \kappa}(t, x, p) \overset{\text{def}}{=} \int_{|q_1| \leq M} dq_1 \ k^\kappa(p, q_1) \int_{\mathbb{R}^3} dq_2 \ k^\kappa(q_1, q_2) \int_0^s ds_1 \ e^{-\nu(p)(t-s_1)} \times 1_{|p| \leq M} \int_0^{s_1 - \kappa} ds_2 \ e^{-\nu(q_1)(s_1-s_2)} \{U(s_2)f_0\} (y_2, q_2).$$
Now for $H^\text{low,2}_s(t, x, p)$, we notice using Cauchy-Schwartz that
\[
\left| \int_{|q_1| \leq M} dq_1 \ k^\chi(p, q_1) \int \ R^3 dq_2 \ k^\chi(q_1, q_2) \ ||\{U(s_2)f_0\}||_{L^2_{s_2}(q_2)} \right|
\leq \int_{|q_1| \leq M} dq_1 \ k^\chi(p, q_1) \left( \int \ R^3 dq_2 \ |w_j(q_2)k^\chi(q_1, q_2)|^2 \right)^{1/2} \\
\times \left( \int \ R^3 dq_2 \ |w_j(q_2)k^\chi(q_1, q_2)|^2 \right)^{1/2} \\
\leq CM||w_jf||_{L^2_{s_2}(s_2)}.
\]
These estimates hold $\forall j > 0$. Above we used the splitting as in \((3.8)\). Then furthermore, as in the previous estimates including \((3.13)\), we have
\[
\|w_t H^\text{low,2}_s\|_{L^\infty_p L^2_x} \leq CM \int_0^t ds_1 \int_0^{s_1-K} ds_2 \ e^{-C(t-s_1)/M^{b/2}} e^{-C(s_1-s_2)/M^{b/2}} \\
\times \|w_j \{U(s_2)f_0\}\|_{L^2_{p,x}} \\
\leq CM \int_0^t ds_1 \ e^{-\frac{C}{2}(t-s_1)/M^{b/2}} \int_0^t ds_2 \ e^{-\frac{C}{2}(t-s_2)/M^{b/2}} e^{-\frac{C}{2}(s_1-s_2)/M^{b/2}} \\
\times \|w_j \{U(s_2)f_0\}\|_{L^2_{p,x}}.
\]
Notice that the first exponential controls the $s_1$ time integral, and the second and third exponential control the remaining time integral as follows
\[
\|w_t H^\text{low,2}_s\|_{L^\infty_p L^2_x} \leq CM \int_0^t ds_2 \ e^{-\frac{C}{2}(t-s_2)/M^{b/2}} \|w_j \{U(s_2)f_0\}\|_{L^2_{p,x}} \\
\leq CM \int_0^t ds_2 \ e^{-\frac{C}{2}(t-s_2)/M^{b/2}} \|w_j \{U(s_2)f_0\}\|_{L^2_{p,x}}.
\]
This completes the proof of Lemma \((3.3)\) by first choosing $M$ large. \hfill \Box

4. Linear decay theory in $L^\infty_p L^\infty_x$

Now we work on the linear $L^\infty_p L^\infty_x$ bounds and decay. The argument that we will use in this short section is not new. By Lemma 4.2, Lemma 4.3 and Lemma 4.4 from \cite{46}, for $\ell \geq 0, k \geq 0$, small $\eta$ and (possibly large) $j > 0$, we have
\[
\|w_{\ell}\{U(t)f_0\}\|_{L^\infty_p L^\infty_x} \leq C(1 + t)^{-k} \|w_{\ell+k}f_0\|_{L^\infty_p L^\infty_x} + \eta(1 + t)^{-k} \|\nabla_k w_{\ell}f\|_{L^\infty_{p,x}} \\
+ C_{\eta} \int_0^t ds \ e^{-\eta(t-s)} \|w_{\ell}f\|_{L^2_{p,x}}(s).
\]
Note that even though the lemmas just cited from \cite{46} were proven in the context of $\mathbb{T}^3_{x}$, they generalize directly to $\mathbb{R}^3_{x}$ without modification.

Using the same upper bound for $\int_0^t ds \ e^{-\eta(t-s)} \|w_{\ell}f\|_{L^2_{p,x}}(s)$ as in Lemma \((3.3)\) we then have the following result.
The last inequality above follows directly from Lemma 2.2 since both the semi-group satisfies
\[ \|w_l\{U(t)f_0\}\|_{L^\infty_r(L^\infty_x)} \leq C(1 + t)^{-k} \left( \|w_{l+k}f_0\|_{L^\infty_r(L^2_x \cap L^\infty_x)} + \|f_0\|_{L^\infty_rL^\infty_x} \right). \]
Above the positive constant \( C = C_{\ell,k} \) only depends on \( \ell \) and \( k \).

5. Nonlinear decay theory and global existence

Suppose \( f = f(t, x, p) \) solves (1.13) with initial condition \( f(0, x, p) = f_0(x, p) \).
We may express mild solutions to this problem (1.13) in the form
\[ f(t, x, p) = \{U(t)f_0\}(x, p) + N[f, f](t, x, p), \]
where we have used the notation
\[ N[f_1, f_2](t, x, p) \stackrel{\text{def}}{=} \int_0^t ds \{U(t - s)\Gamma[f_1(s), f_2(s)]\}(x, p). \]
Here as usual \( U(t) \) is the semi-group (5.1) which represents mild solutions to the linear problem (2.3). The purpose of this section is to prove Theorem 1.1.

As a first step, we will use the following non-linear estimate.

Lemma 5.1. Considering the non-linear operator defined in (1.17) with (1.18), we have the following pointwise estimates
\[ \|w_\ell \Gamma(h_1, h_2)\|_{L^\infty_r(L^\infty_x)}(p) \lesssim \nu(p) \|w_\ell h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)} \|w_\ell h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)}. \]
These hold for any \( \ell \geq 0 \). Furthermore,
\[ \|w_{\ell+1} \Gamma(h_1, h_2)\|_{L^\infty_r(L^2_x \cap L^\infty_x)} \lesssim \|w_\ell h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)} \|w_\ell h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)}. \]

Note that just as in the previous section, we use \( q \) to denote the momentum variable in \( \|w_\ell h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)} \|w_\ell h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)} \) to avoid possible confusion, since \( p \) is a variable in this inequality. The lemma above combined with Proposition 3.10 will be important tools in our proof of Theorem 1.1.

Proof of Lemma 5.1. We recall (1.15), (1.17), and (1.11). For \( \ell \geq 0 \), it follows from (1.17) that
\[ w_\ell(p) \lesssim (p^0)^{\ell/2} \lesssim (p^0)^{\ell/2}(q^0)^{\ell/2} \lesssim w_\ell(p')w_\ell(q'). \]
A proof of this estimate above was given in [24 Lemma 2.2]. Thus
\[ w_\ell(p)\|\Gamma(h_1, h_2)\|_{L^\infty_r(L^\infty_x)} \]
\[ \lesssim \int_{\mathbb{R}^3 \times S^2} dw dq \, v_\sigma(g, \theta, \sqrt{J(q)} \, w(p')w_\ell(q'))\|h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)}(p')\|h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)}(q') \]
\[ + \int_{\mathbb{R}^3 \times S^2} dw dq \, v_\sigma(g, \theta, \sqrt{J(q)} \, w(p))\|h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)}(p)\|h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)}(q) \]
\[ \lesssim \nu(p) \|w_\ell h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)}\|w_\ell h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)} \int_{\mathbb{R}^3 \times S^2} dw dq \, v_\sigma(g, \theta, J^{1/2}(q)) \]
\[ \lesssim \nu(p) \|w_\ell h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)}\|w_\ell h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)}. \]

The last inequality above follows directly from Lemma 5.2 since both the integral and \( \nu(p) \) have the same asymptotic behavior at infinity. That yields the first estimate. For the second estimate we notice from the first estimate that
\[ \|w_{\ell+1} \Gamma(h_1, h_2)\|_{L^\infty_r(L^\infty_x)} \lesssim w_1(p)\nu(p) \|w_\ell h_1\|_{L^\infty_r(L^2_x \cap L^\infty_x)}\|w_\ell h_2\|_{L^\infty_r(L^2_x \cap L^\infty_x)}. \]
But \( w_1(p)\nu(p) \lesssim 1 \) from Lemma 2.11. This completes the proof.  

**Proof of Theorem 4.1.** We will prove Theorem 4.1 in three steps. The first step gives existence, uniqueness and time decay via the contraction mapping argument. The second step will establish continuity, and the last step shows positivity.

**Step 1. Existence and Uniqueness.** When proving existence of mild solutions to (5.1) it is natural to consider the mapping

\[
M[f] \overset{\text{def}}{=} \{ U(t)f_0 \}(x,p) + N[f](t,x,p).
\]

We will show that this is a contraction mapping on the space

\[
M^R_{k,\ell} \overset{\text{def}}{=} \{ f : [0,\infty) \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R} \mid \| \varpi_k w f \|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} \leq R \}, \quad R > 0.
\]

Here we recall the temporal weight (1.12). We first estimate the non-linear term \( N[f,f] \) defined in the equation display below (5.1). We apply Theorem 3.1 and Theorem 1.1 with \( \ell \geq 0 \), and \( k \in (1/2, \sigma_r, 0) \) to obtain

\[
w_t(p)\|N[f_1,f_2]\|_{L_{p,t}^2 \cap L_2^\infty}(t,p)
\leq \int_0^t ds \, w_t(p)\|\{U(t-s)\Gamma[f_1(s),f_2(s)]\}\|_{L_{p,t}^2 \cap L_2^\infty}(p)
\leq \int_0^t \frac{ds}{(1+t-s)^k} \left(\|w_{t+k}\Gamma(f_1(s),f_2(s))\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} + \|\Gamma[f_1(s),f_2(s)]\|_{L_{p,t}^2 L_2^\infty}\right).
\]

When \( \ell > 3/b - 1 \) (since \( k \leq 1 \)), using interpolation the above is bounded by

\[
\int_0^t \frac{ds}{(1+t-s)^k} \|w_{t+1}\Gamma[f_1(s),f_2(s)]\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)}.
\]

Next Lemma 5.1 allows us to bound the above by

\[
\lesssim \int_0^t \frac{ds}{(1+t-s)^k} \|w\Gamma[f_1(s)]\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} \|w[f_2(s)]\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)}.
\]

From Proposition 3.5 and (1.12) we see that the last line is

\[
\lesssim \|\varpi_k w f_1\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} \|\varpi_k w f_2\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} \int_0^t \frac{ds}{(1+t-s)^k(1+s)^{2k}}.
\]

We have shown

\[
\|\varpi_k w f N[f_1,f_2]\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} \lesssim \|\varpi_k w f_1\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} \|\varpi_k w f_2\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)}.
\]

To handle the linear semigroup, \( U(t) \), we again use Theorem 3.1 and Theorem 4.1 to obtain

\[
\|\varpi_k w f M[f]\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)}
\leq C_{k,\ell} \left(\|w_{t+k} f_0\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} + \|f_0\|_{L_2^2 L_2^\infty} + \|\varpi_k w f\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)}\right).
\]

We conclude that \( M[\cdot] \) maps \( M_{k,\ell}^R \) into itself for \( 0 < R \) chosen sufficiently small and e.g. \( \|w_{t+k} f_0\|_{L_{p,t}^\infty(L_2^2 \cap L_2^\infty)} + \|f_0\|_{L_2^2 L_2^\infty} \leq \frac{R}{M_{k,\ell}^R} \). To obtain a contraction, we consider the difference

\[
M[f_1] - M[f_2] = N[f_1 - f_2, f_1] + N[f_2, f_1 - f_2].
\]
Then as in the previous estimates we have

\[
\|\varpi_k w_f(M[f_1] - M[f_2])\|_{L^\infty_{\rho,t}(L_2^\infty \cap L_\infty^\infty)} \leq C_{k,k}' \left( \|\varpi_k w_f f_1\|_{L^\infty_{\rho,t}(L_2^\infty \cap L_\infty^\infty)} + \|\varpi_k w_f f_2\|_{L^\infty_{\rho,t}(L_2^\infty \cap L_\infty^\infty)} \right) \times \|\varpi_k w_f (f_1 - f_2)\|_{L^\infty_{\rho,t}(L_2^\infty \cap L_\infty^\infty)}.
\]

With these estimates, the existence and uniqueness of solutions to (2.5) follows from the contraction mapping principle on \(M_{k,\ell}^R\) when \(R > 0\) is suitably small.

**Step 2. Continuity.** We perform the estimates from Step 1 on the space

\[
M_{k,\ell}^{R,0} \overset{\text{def}}{=} C^0([0, \infty) \times \mathbb{R}^3_x \times \mathbb{R}^3_p) \cap M_{k,\ell}^R, \quad R > 0.
\]

As in Step 1, we have a uniform in time contraction mapping on \(M_{k,\ell}^{R,0}\) for suitable \(R\). Furthermore \(M[f]\) is continuous if \(f \in M_{k,\ell}^{R,0}\) and \(f_0\) is continuous. Since the convergence is uniform, the limit will be continuous globally in time. This argument is standard and we refer for instance to [21, 24, 31] for full details.

**Step 3. Positivity.** We use the standard alternative approximating formula

\[
(\partial_t + \hat{\rho} \cdot \nabla_x) F^{n+1} + R(F^n)F^{n+1} = Q_+(F^n, F^n).
\]

with the same initial conditions \(F^{n+1}|_{t=0} = F_0 = J + \sqrt{J} f_0\), for \(n \geq 1\) and for instance \(F^1 \overset{\text{def}}{=} J + \sqrt{J} f_0\). Here we have used the standard decomposition of the collision operator \(Q = Q_+ - Q_-\) into gain and loss terms with

\[
Q_-(F^{n+1}, F^n) = \int_{\mathbb{R}^3_x} dq \int_{\mathbb{S}^2} d\omega \, v_\theta \, \sigma(g, \theta) \, F^{n+1}(p)F^n(q) = R(F^n)F^{n+1},
\]

and \(R(F^n) \overset{\text{def}}{=} Q_- (1, F^n)\). If we consider \(F^{n+1}(t, x, p) = J + \sqrt{J} f^{n+1}(t, x, p)\), then related to Step 1 we may show that \(w_f(p)f^{n+1}(t, x, p)\) is convergent in \(L^\infty_{\rho,t}(L_2^\infty \cap L_\infty^\infty)\) on a local time interval \([0, T]\) where \(T\) will generally depend upon the size of the initial data. In particular \(f^{n+1}(t, x, p) = \frac{f^{n+1} - f}{\sqrt{J}}\) satisfies the equation

\[
(\partial_t + \hat{\rho} \cdot \nabla_x + \nu(p)) f^{n+1} = K(f^n) + \Gamma_+(f^n, f^n) - \Gamma_-(f^{n+1}, f^n).
\]

Here again we use the standard definition \(\Gamma_+ - \Gamma_- = \Gamma\) where

\[
\Gamma_-(f^{n+1}, f^n) = \int_{\mathbb{R}^3_x} dq \int_{\mathbb{S}^2} d\omega \, v_\theta \, \sigma(g, \theta) \sqrt{J(q)} f^{n+1}(p) f^n(q).
\]

We rewrite this equation using the solution formula to the system \((3.2)\) as

\[
f^{n+1} = G(t) f_0 + \mathcal{L}(f^{n+1}, f^n).
\]

This solution formula \(G(t)\) is defined just below \((3.2)\). Furthermore

\[
\mathcal{L}(f^{n+1}, f^n) \overset{\text{def}}{=} \int_0^t \, ds \, G(t - s) K(f^n)
\]

\[
+ \int_0^t \, ds \, G(t - s) \Gamma_+(f^n, f^n) - G(t - s) \Gamma_-(f^{n+1}, f^n).
\]

For given \(T > 0\) and \(R > 0\) we consider the space \(M_{k,\ell}^R([0,T])\) defined by

\[
\left\{ f : [0,T] \times \mathbb{R}^3_x \times \mathbb{R}^3_p \rightarrow \mathbb{R} | \|\varpi_k w_f f\|_{L^\infty_{[0,T]} L^\infty_{\rho,t}(L_2^\infty \cap L_\infty^\infty)} \leq R \right\}.
\]
We can do something precisely similar to Step 1 to prove the existence of $f^{n+1} \in M^R_k([0, T])$. Instead of using Theorem 3.1 and Theorem 4.1 to deal with the operator $U$, we use in particular Lemma 3.2 in this paper and Lemma 4.2 in [36] to deal with the operator $G$. Then we have estimates similar to those in Step 1 for our mapping in the space $M^R_k([0, T])$. Now given $f^n \in M^R_k([0, T])$ and 

\[ \|w_{k+1} f^n\|_{L^p_t(L_x^2 \cap L_p^\infty)} + \|f^n\|_{L^2_t L_x^2} \leq \frac{R}{2\pi L} \]

with $R > 0$ chosen sufficiently small, as in Step 1, we can prove the existence of $f^{n+1} \in M^R_k([0, T])$.

With the estimates established in this paper, it is now not hard to show that

\[ \|w_t(f^{n+1} - f^n)\|_{L^\infty_t L^p_t(L_x^2 \cap L_p^\infty)} \leq CT \|w_t(f^n - f^{n-1})\|_{L^\infty_t L^p_t(L_x^2 \cap L_p^\infty)}. \]

Here $T > 0$ is sufficiently large, and the constant $C > 0$ can be chosen independent of any small $T$. Therefore there exists a $T^* > 0$ such that $w_t f^n \to w_t f$ uniformly in $L^\infty_t (L^2_x \cap L^\infty_p)$ on $[0, T^*]$. This will be sufficient to prove the positivity globally in time.

Indeed if $F^n \geq 0$, then so is $Q_+(F^n, F^n) \geq 0$. With the representation formula

\[
F^{n+1}(t, x, p) = e^{-\int_0^t ds R(F^n)(s, x - \tilde{p}(t-s), p)} F_0(x - \tilde{p}, p) + \int_0^t ds e^{-\int_s^t d\tau R(F^n)(\tau, x - \tilde{p}(t-\tau), p)} Q_+(F^n, F^n)(s, x - \tilde{p}(t-s), p).
\]

Induction shows $F^{n+1}(t, x, p) \geq 0$ for all $n \geq 0$ if $F_0 \geq 0$, which implies in the limit $n \to \infty$ that $F(t, x, p) = J + \sqrt{T} f(t, x, p) \geq 0$. Using our uniqueness, this is the same $F$ as the one from Step 1 on the time interval $[0, T^*]$. We extend this positivity for all time intervals $[0, T^*] + T^* k$ for any $k \geq 1$ by repeating this procedure and using the global uniform bound in $M^R_k$ from Step 1.

\[ \square \]
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