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Abstract—In the fifth-generation and beyond era, reconfigurable intelligent surface (RIS) and dynamic metasurface antennas (DMAs) are emerging metamaterials keeping up with the demand for high-quality wireless communication services, which promote the diversification of portable wireless terminals. However, along with the rapid expansion of wireless devices, the electromagnetic (EM) radiation increases unceasingly and inevitably affects public health, which requires a limited exposure level in the transmission design. To reduce the EM radiation and preserve the quality of communication service, we investigate the spectral efficiency (SE) maximization with EM constraints for uplink transmission in hybrid RIS and DMA assisted multiuser multiple-input multiple-output systems. Specifically, alternating optimization is adopted to optimize the transmit covariance, RIS phase shift, and DMA weight matrices. We first figure out the water-filling solutions of transmit covariance matrices with given RIS and DMA parameters. Then, the RIS phase shift matrix is optimized via the weighted minimum mean square error, block coordinate descent and minorization-maximization methods. Furthermore, we solve the unconstrained DMA weight matrix optimization problem in closed form and then design the DMA weight matrix to approach this performance under DMA constraints. Numerical results confirm the effectiveness of the EM aware SE maximization transmission scheme over the conventional baselines.

I. INTRODUCTION

A LONG with the increasing demand for the quality of communication service, future wireless systems are required to support a peak rate of thousands of megabits per second and service density of hundreds of multi-antenna devices per square meter [2]. To this end, a large number of wireless terminals and base stations (BSs) will be deployed for greater data traffic [3]. However, these ubiquitous communication services are often accompanied by great challenges, in not only technical implementations but also environmental considerations. On the one hand, the deployment of plenty of BSs with a large number of radio frequency (RF) chains will immensely increase the power consumption and impose a great burden on the shape design of antenna arrays [4], [5]. On the other hand, the surge in the number of network connections engenders the substantial growth of electromagnetic (EM) radiation that is nonnegligible to the public health [6].

To reduce the hardware cost of deploying large-scale antennas at the BS, we resort to the dynamic metasurface antenna (DMA). DMA is proposed as a brand-new concept for the realization of antenna arrays, where metamaterials are used in the aperture antenna design [7], [8]. A simple DMA-based array is composed of several microstrips in parallel, each of which consists of a set of subwavelength and frequency selective resonant metamaterial elements [9]. They are capable of tailoring the beams and processing signals in a dynamically configurable way [10]. The application of DMAs enables a large number of adjustable elements, which are reconfigurable owing to the introduction of solid-state switchable components in each metamaterial, to be set in a small physical area [11]. In addition, the number of RF chains required for DMA assisted communication is equal to that of microstrips, which is usually far less than that required in conventional antenna systems [8]. Hence, both the physical size and the power consumption will be greatly reduced. Instead of a passive configurable metasurface that only reflects the signals, DMA array performs as an active transceiver that inherently implements signal processing techniques such as analog beamforming and combining [12]. The flexible architecture of metasurface as an active antenna array makes DMAs attractive for
multiple-input multiple-output (MIMO) transceivers in future wireless networks [7].

However, the application of DMAs usually restricts the achievable system spectral efficiency (SE) due to the reduction of the RF chains at the BS. To compensate for this defect, adopting reconfigurable intelligent surface (RIS) is proposed as an effective method to improve the system SE with low hardware complexity [13]. Unlike DMAs which perform as active metamaterials equipped at BS, RIS is a two-dimensional metamaterial surface composed of ultra-thin composite material layers that can programatically reflect the incident EM waves to the desired directions [14], [15]. RIS contains a plurality of reflecting elements that are usually constituted by positive-intrinsic-negative diodes to tune the phase of the incident signal in a software defined manner [16]. With the reconfigurable intelligent property, RIS can superimpose the incident waves by adjusting the phase shifts and then reflect them to the appropriate directions, which provides excellent flexibility for cellular mobile communications with complex propagating scenes [17]–[19]. Consequently, by optimizing the phase shifts of RIS reflecting elements in the system design, it is possible to enhance the designed signal power while suppressing interference so as to improve the system SE. In addition, with low hardware footprints, RIS assisted communication has become a valuable wireless transmission strategy in the next generation network [13], [16].

As for the concern that the public is vulnerable to the increasing EM radiation, EM exposure is quantified at the user side and specified at a low level by communication regulatory agencies, which calls for new transmission strategy designs for MIMO uplink [20], [21]. EM exposure refers to the radiation exposure generated by the propagation of EM waves, which usually comes from the power electronic devices and various kinds of artificial and natural lights [6]. Recently, the swift development of wireless networks and the gradual maturity of the Internet of Things technology have made EM exposure a critical issue [22]. Therefore, many government departments require that the EM radiation emitted by qualified electronics be kept at a low dose. To this end, specific absorption rate (SAR), which denotes the absorbed power per unit mass of human tissues with the unit W/kg, has become a standard metric to measure the exposure level of the public [21]. According to the Federal Communications Commission (FCC) standard, for wireless devices with frequencies in the range of 100 kHz to 6 GHz, the peak SAR on partial-body EM exposure should be limited to 1.6 W/kg [23]. As a time-averaged quadratic metric, SAR mainly relates to the near-field of transmitting antenna in uplink communication, where the peak value of SAR is much higher than the average [24]. Then, SAR is considered to comply with the worst-case. In single antenna cases, SAR can be naturally complied for the worst-case by reducing the transmit power. However, for multi-antenna systems, it is inefficient to ensure the worst-case compliance in the same way, which brings the demand for the transmitter adaptive design that is actively satisfying different SAR constraints [25], [26].

In the fifth-generation (5G) cellular systems, the prevalence of wireless handsets with multiple antennas has evoked the EM aware optimization design for the transmission SE. For example, authors in [27] proposed the matrix constraint form of EM radiation in the uplink transmission design with multi-antenna user terminals. Then, the SAR constrained sum-rate maximization precoding at users was investigated in [28] for the uplink multiuser MIMO systems. Recently, due to the proposal of the controllable intelligent radio environment [29], RIS and DMA have been paid enormous attention to the next generation wireless networks. In [30], [31], the phase shifts of RIS and transmit precoding at BS were jointly optimized to obtain the maximum energy efficiency (EE) and resource efficiency of the downlink multiuser MIMO system. In addition to the RIS assisted system, which can dynamically adjust the propagation environment, DMAs can be adopted at the BS to reduce the energy consumption and implementation cost of massive antenna arrays. The impact of DMAs on the capacity of wireless systems was investigated in [8], [11], where the corresponding weights of DMAs at the BS are optimized to maximize SE and EE, respectively. Note that although most studies focus on the power allocation algorithms of RIS or DMA assisted systems under power constraints, the introduction of EM exposure constraints poses new challenges to the optimization. Furthermore, the fast time-varying channel is a common scenario in wireless communication systems, where instantaneous channel state information (CSI) is difficult to obtain and becomes outdated easily [32], [33]. Compared with instantaneous CSI, the statistical CSI, e.g., the spatial correlation and channel mean, is more likely to be stable for a longer period, thus bringing the lower cost for acquisition. In this case, efficient utilization of statistical CSI is promising for transmission design. In addition, the CSI is usually not perfectly available in practical systems, which might degrade the transmission performance. Robust transmission design which incorporates the imperfect CSI effect is of practical interest [34].

In this article, we investigate the EM aware SE maximization design in RIS and DMA assisted multiuser MIMO uplink transmission. Specifically, the transmit precoding, RIS phases, and DMA weights are jointly designed to maximize the system SE under both power and SAR constraints at users. We consider the practical scenario where RIS and DMAs are statically deployed, and hence full CSI between RIS and DMA is available in the considered system. On the other hand, both full CSI and partial CSI cases from users to RIS are considered in the optimization design. We intend to figure out the impact of EM exposure on the SE performance of hybrid RIS and DMA assisted systems by comparing with conventional systems, then compare our proposed algorithm with the conventional backoff algorithms. The main contributions of this paper are outlined as follows:

- We investigate the hybrid RIS and DMA assisted multiuser MIMO system for practical interest, where RIS and DMA are actually complementary in wireless transmissions. In particular, RIS is adopted to dynamically adjust the propagation environment. Meanwhile, DMA is adopted as a new form of BS antennas to reduce the energy consumption and implementation cost.
- The SAR constraints are taken into account to protect users from the high dose of EM radiation in hybrid RIS and
DMA assisted transmissions. To address the EM aware problem, we propose a modified water-filling algorithm to optimize the transmit covariances, apply the minimum mean square error (MMSE), block coordinate descent (BCD) and minorization-maximization (MM) methods to optimize RIS phase shifts in closed form, and design the DMA weights by approaching the performance of unconstrained DMA problems.

- The partial CSI case is studied in the transmission scenario. To reduce the complexity of the Monte Carlo method in dealing with partial CSI, we apply the deterministic equivalent (DE) method to asymptotically approximate SE. Then, we propose the AO-based SE maximization algorithm with the utilization of the channel eigenmode coupling matrices from users to RIS.

The rest of the article is organized as follows: Section II elaborates the model of RIS and DMA assisted system, specifies the representation of EM exposure, and formulates the problem of SE maximization for two cases of available CSI. Based on the AO framework, Section III provides SE maximization algorithms of the optimization variables separately under full CSI scenario. Section IV address the same problems with partial CSI. Section V analyzes the convergence and complexity of the overall AO-base algorithm. In Section VI, numerical results are presented to analyze the performance of the proposed algorithms. Lastly, Section VII concludes the study.

**Notations:** Suppose matrix $A = \text{diag} \{A_k\}_{k=1}^K$ is the block diagonal matrix composed of $K$ sub-matrices, and the element on the $k$th diagonal block sequenced from the upper left is $A_k$. $A_{[1:k]}$ is the matrix obtained by truncating the first $k$ column vectors of matrix $A$. $A_{m,n}$ denotes the element located in row $m$ and column $n$ of matrix $A$. $E\{\cdot\}$ means calculating the expected value. $0$ denotes zero vector. $\mathbb{C}$, $\mathbb{R}$, $\mathbb{R}^+$ represent complex, real and positive real number sets, respectively. $\odot$ denotes the Hadamard product. $\text{tr}\{\cdot\}$ means the trace. $(x)^+ = \text{max}\{x, 0\}$. $\mathbb{R}\{\cdot\}$ means taking the real part of a complex number. $\| \cdot \|_F^2$ is the Frobenius norm. $j = \sqrt{-1}$ is the imaginary unit.

## II. System Model

Consider the hybrid RIS and DMA assisted multiuser MIMO uplink transmission with $K$ users in the single cell transmitting signals to a $M$-antenna BS simultaneously, as shown in Fig. 1. Denote the user set as $K = \{1, \ldots, K\}$, and the number of antennas for user $k \in K$ is $N_k$. We assume that the encoded transmit signal from user $k$ is $x_k \in \mathbb{C}^{N_k \times 1}$, which is zero mean and independent of signals from other users, i.e., $E\{x_k\} = 0, \forall k \in K$ and $E\{x_k x_k^H\} = 0, \forall i \neq j \in K$. Denote the covariance matrix corresponding transmit signal $x_k$ as $Q_k \triangleq E\{x_k x_k^H\}, \forall k \in K$. As the elements of $x_k$ are spatially correlated, $Q_k$ is essentially a non-diagonal matrix.

### A. RIS Assisted Model

In Fig. 1, the signals from transmitters are reflected in the channel with the deployment of RIS consisting of $N_R$ reflecting elements, each of which can tune the phase of the incident signal separately by applying the programmable controller [15], [18]. As the enormous increase of the RF weakens the diffraction and scattering effect, electromagnetic waves are prone to blockage by obstacles such as buildings in urban areas [35]. In this paper, we assume the typical model that the direct channel from users to the BS is blocked, i.e., only the paths that users to the BS via RIS are considered in our system [35]. In addition, the cases that signals experience multiple reflections by RIS are ignored due to the tremendous path loss [15], [36]. We suppose the channel matrix from user $k$ to RIS as $H_{2,k} \in \mathbb{C}^{N_R \times N_k}$, and that from the RIS to BS as $H_1 \in \mathbb{C}^{M \times N_R}$. Then, the received signal gathered at the BS side can be formulated as

$$y = \sum_{k=1}^K H_1 \Phi H_{2,k} x_k + n \in \mathbb{C}^{M \times 1},$$

(1)

where $n$ is the additive noise following $CN(0, \sigma^2 I_M)$, and $\Phi = \text{diag}\{\phi_1, \ldots, \phi_{N_R}\}$ denotes the phase shift matrix of RIS, whose diagonal elements are the reflection coefficients.

Suppose that RIS can achieve total reflection, which means for any $n \in \{1, \ldots, N_R\}$, the reflection coefficients can be written as $\phi_n = e^{j\theta_n}$, where $\theta_n$ is the phase shift introduced by the $n$th element of RIS. In addition, we adopt the ideal assumption that the reflecting elements can perform continuous phase shift, i.e., [37]

$$\phi_n \in F_1 \triangleq \{\phi | \phi = e^{j\theta}, \theta \in [0, 2\pi)\},$$

(2)

where $F_1$ denotes the feasible set of the reflection coefficients.

### B. DMA Assisted Model

Suppose that the DMA array is equipped at the BS consisting of $M$ metamaterial units. These DMAs are composed of $S$ microstrips, each of which contains $L$ metamaterial units, i.e., $M = S \cdot L$. In practice, DMA array can be regarded as a two-dimensional antenna array composed of a set of one-dimensional microstrips, and its configurable weight matrix $\Xi \in \mathbb{C}^{S \times M}$ can be written as [11]

$$\Xi_{s_1,s_2} \triangleq \begin{cases} \xi_{s_1,l} & s_1 = s_2 \\ 0 & s_1 \neq s_2 \end{cases} \in \mathbb{F}_3^{S \times M},$$

(3)

where $s_1, s_2 \in \{1, \ldots, S\}, l \in \{1, \ldots, L\}, \{\xi_{s_1,l}\}_{s_1,l}$ are the weights of the DMA elements and the feasible set of weight matrices is denoted as $\mathbb{F}_3$. Please note that $\xi_{s_1,l}$ often satisfies

**Fig. 1. Hybrid RIS and DMA assisted multiuser MIMO system.**
certain constraints, e.g., its feasible set represented by $\mathcal{F}_2$ may have the following forms [38]:

1) $\mathcal{F}_2 = \mathbb{C}$ for unconstrained DMA weights.
2) $\mathcal{F}_2 = [x, y]$ where $0 < x < y \in \mathbb{R}$ for amplitude only.
3) $\mathcal{F}_2 = c \cdot [0, 1]$ where $c \in \mathbb{R}^+$ for binary amplitude.
4) $\mathcal{F}_2 = \{ e^{j\varphi} | \varphi \in [0, 2\pi) \}$ for Lorentzian phase.

As shown in Fig. 1, the input of DMAs is comprised of the received signal $y \in \mathbb{C}^{S \times 1}$ in (1) at the BS side. Consider the case where the response of metamaterial elements is frequency flat as adopted in [39], the process that the signal propagates inside the corresponding microstrips can be modeled as an equivalent causal filter with the finite impulse response, and the corresponding taps are expressed by [39]

$$f_{s,l} = e^{-r_{s,l}(\alpha_s + \beta_s)}, \quad \forall s \in \{1, \ldots, S\}, \quad l \in \{1, \ldots, L\},$$

where $r_{s,l}$ denotes the location of the $l$th meta-material unit in the $s$th microstrip, $\alpha_s$ and $\beta_s$ represent the waveguide attenuation coefficient and the wave number, respectively. Note that (4) is based on the assumption that the elements of each microstrip do not perturb the waveguide mode and do not interact with each other [38]. Then, the mutual coupling effect inside the microstrip is weak and can be ignored for simplicity [38]. Denote $\mathbf{F} \in \mathbb{C}^{M \times M}$ as the designed matrix form of the equivalent impulse response where $(\mathbf{F})_{(s-1)L+l, (s-1)L+l} = f_{s,l}$. Then, the output radiation observed on DMAs can be expressed as [39]

$$z = \mathbf{F} \mathbf{y} \in \mathbb{C}^{S \times 1}.$$  

(5)

It is worth emphasizing that the output of each microstrip is obtained as the linear combination of the radiation observed by the metamaterial elements of the corresponding microstrip. In this paper, we consider the scenario that all the metamaterial elements introduce the same frequency response, i.e., $f_{s,l} = f; \forall s, l$ and $\mathbf{F} = \mathbf{I}_M \cdot f$, as that in [11]. By combining (1) into (5), the input-output relationship of the system between the transmit signals and DMAs output can be written as

$$z = f \sum_{k=1}^{K} \sigma_{H}\phi_{H_{2,k}}x_k + \mathbf{n} \in \mathbb{C}^{S \times 1},$$

where $\mathbf{n} = f \mathbf{F} \mathbf{y}$ is the equivalent channel noise.

C. System SE

The maximum achievable SE of the communication is related to the CSI available in the considered system. In the following, we consider two scenarios as follows:

a) Full CSI: $\mathbf{H}_1, \{\mathbf{H}_{2,k}\}_{vk}$ are available as the perfect instantaneous CSI in transmission.

b) Partial CSI: The considered system has access to the instantaneous CSI for the RIS-to-DMAs channel $\mathbf{H}_1$, but only the statistical CSI for the users-to-RIS channels $\{\mathbf{H}_{2,k}\}_{vk}$.

Note that the second scenario is realistic in situations that RIS-to-DMAs channel is slowly time-varying, whereas the users-to-RIS channels are rapidly time-varying [31]. According to [11], the general SE model encompassing these scenarios can be expressed as

$$\eta_{SE}(\mathbf{Q}, \mathbf{\Phi}, \Xi) = E[\mathbf{H}_{2,k}] \left\{ \log \det \left( \mathbf{I}_S + \frac{1}{\sigma^2} \sum_{k=1}^{K} \Xi \right) \right\} bps/Hz,$$  

(7)

where $\Xi \equiv \mathbb{E} \{ \mathbf{Q}_{vk}^H \mathbf{H}_{2,k} \mathbf{H}_{2,k}^H \mathbf{Q}_{vk} \}$ represents the aggregated covariance matrices. When perfect knowledge of CSI for all channels is available, $\{\mathbf{H}_{2,k}\}_{vk}$ in (7) become determined values and the expectation therein can be removed. On the other hand, when we consider the system SE with partial CSI, such as scenario (b), (7) degenerates into the representation of ergodic achievable SE with statistical CSI of $\{\mathbf{H}_{2,k}\}_{vk}$.

D. Electromagnetic Exposure Model

In practical wireless uplink communications, both the power and EM exposure level can place restrictions on the transmission rate from users to the BS [28]. Generally, the constraints exerted on the power consumption are expressed as $\mathbb{E} \{ |q_k| \leq P_{\text{max},k} \}, \forall k \in K$, where $P_{\text{max},k}$ denotes the power budget of the $k$th user. In addition, the EM exposure at the users is usually measured by the SAR, which can be modeled as a quadratic function of the transmitted signal $x_k$ [24]. Typically, due to the variation of mass density and conductivity for different parts of tissues, there will be multiple SAR constraints for a single user [25]. For the transmitter with multiple antennas, we can model the SAR with the time-averaged quadratic constraints given by [25]

$$\text{SAR}_{k,i} = E \{ \mathbb{E} \left\{ |r_{k,i}^H r_{k,i} x_k^H| \right\} \} = \mathbb{E} \{ |r_{k,i}^H Q_{k} x_k^H| \} \leq D_{k,i}, \quad i \in \{1, 2, \ldots, A_k\},$$

(8)

where $A_k$ denotes the number of SAR constraints for user $k$, $D_{k,i}$ is the maximum SAR value that the $i$th body part of the $k$th user can be exposed to EM field, and $\mathbf{R}_{k,i}$ is the $i$th SAR matrix of user $k$ describing the radiation coefficients of transmit signals with the unit of each entry as $\text{kg}^{-1}$. Commonly, the SAR matrix is dependent on the conductivity and frequency, as well as the employed instrument that dictates the surrounding boundary conditions [40]. However, work in [41] shows that the SAR measurements do not vary significantly over a fairly wide range of carrier frequencies (1.8–2 GHz). Note that for narrowband communication with a bandwidth less than 200 MHz, SAR measurements are almost the same for the given angle of antennas so that only a single pointwise SAR matrix is required for an orthogonal frequency division multiplexing system. Therefore, it is reasonable to assume all the sub-carriers in the systems share the same SAR matrix.

E. Problem Formulation

In this article, we investigate strategy design for the RIS and DMA assisted multiuser MIMO uplink transmission with EM exposure constraints, where we aim to optimize the adjustable parameters $\{\mathbf{Q}_{vk}\}_{vk}$, $\mathbf{\Phi}$ and $\Xi$ to maximize the system
SE. Applying the relevant constraints to (7), our work can be formulated as

\[
P_1 : \max_{\{Q_k\}, \Phi, \Xi} \gamma_{\text{SE}}(Q, \Phi, \Xi),
\]

subject to

\[
\begin{align*}
\text{tr} \{Q_k\} &\leq P_{\text{max},k}, \quad Q_k \succeq 0, \quad \forall k, \quad \tag{9b} \\
\text{tr} \{R_{k,i}Q_k\} &\leq D_{k,i}, \quad \forall k, i, \quad \tag{9c} \\
\phi_n &\in F_1, \quad \forall n, \\
\Xi &\in F_3^{S \times M}. \quad \tag{9d}
\end{align*}
\]

The constraints (9b) and (9c) keep the transmission power and EM exposure level below some specified values, and (9d), (9e) prescribe the formats of RIS phase shift matrix \( \Phi \) and DMA weight matrix \( \Xi \), respectively.

Note that it is difficult to tackle with \( P_1 \) directly. Firstly, due to the introduction of SAR constraints, the optimization of transmission covariance matrix \( \{Q_k\}_{k=1}^K \) can not be transformed into the traditional power allocation problem, which brings challenges in handling \( Q_k \). Secondly, calculating (9a) in the scenario of partial CSI will bring expensive computational cost. Thirdly, the non-convex constraints of (9d) and (9e) further complicate the joint optimization problem. With these in mind, we intend to investigate approaches to address these difficulties.

III. EM AWARE SE OPTIMIZATION WITH FULL CSI

With full CSI of \( H_1 \) and \( \{H_{2,k}\} \), the expectation operation in (7) is removed. Note that the variables of (9a) are tightly coupled in \( P_1 \). It is complicated to optimize \( Q, \Phi, \) and \( \Xi \) jointly, especially for the case with high dimensional matrix and non-convex constraints. To reduce complexity, we apply the AO method, which is commonly used for problems with numerous optimization variables [8], [31], to optimize \( Q, \Phi, \) and \( \Xi \) separately so that the problem can be handled in an alternating manner.

A. Transmit Covariance Matrices Design

Suppose \( \Phi \) and \( \Xi \) are fixed values in the feasible set that satisfy the corresponding constraints. Then (9d) and (9e) can be regarded as irrelevant constraints when independently optimizing the transmit covariance matrices. By applying Sylvester’s determinant theorem [42], we rewrite (7) as

\[
\gamma_{\text{SE}}(Q) = \log \det \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^K H_1^H \Phi H_{2,k}^H Q_k H_{2,k}^H \Phi^H H_1 \Xi^H (\Xi \Xi^H)^{-1} \Xi \right),
\]

where \( \Xi^H (\Xi \Xi^H)^{-1} \Xi \) is the projection matrix [42, Ch. 5.9]. Denote the compact singular valued decomposition of \( \Xi \) as

\[
\Xi = U_1 \tilde{\Xi} \tilde{V}_1^H,
\]

where \( U_1 \in \mathbb{C}^{S \times S} \) is the unitary matrix, \( \tilde{\Xi} \in \mathbb{C}^{S \times S} \) is the diagonal matrix with singular values in the descending order, and \( \tilde{V}_1 \in \mathbb{C}^{M \times S} \) is the matrix consisting of the first \( S \) columns, which are mutually orthonormal, of the right singular vector matrix of \( \Xi \). According to [42], the projection matrix can be simplified as \( \Xi^H (\Xi \Xi^H)^{-1} \Xi = \tilde{V}_1 \tilde{V}_1^H \). Then, (10) is equivalent to

\[
\gamma_{\text{SE}}(Q) = \log \det \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^K \tilde{V}_1^H H_1^H \Phi H_{2,k} Q_k H_{2,k}^H \Phi^H H_1 \tilde{V}_1 \right).
\]

Denote \( G_k = \tilde{V}_1^H H_1^H \Phi H_{2,k} \in \mathbb{C}^{S \times N_k} \) as the equivalent channel matrix, then \( P_1 \) for the optimization design of \( \{Q_k\} \) with full CSI can be formulated as

\[
P_2^1 : \max_{\{Q_k\}_{k=1}^K} \log \det \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^K G_k Q_k G_k^H \right), \quad \tag{13a}
\]

subject to

\[
\begin{align*}
\text{tr} \{Q_k\} &\leq P_{\text{max},k}, \quad Q_k \succeq 0, \quad \forall k, \quad \tag{13b} \\
\text{tr} \{R_{k,i}Q_k\} &\leq D_{k,i}, \quad \forall k, i, \quad \tag{13c}
\end{align*}
\]

It is noteworthy that (13a) is concave on \( \{Q_k\}_{k=1}^K \) and (13b), (13c) are linear constraints. Then, \( P_2^1 \) is a semidefinite programming problem. To this end, we consider its Lagrange function written as

\[
\mathcal{L}(Q, \{\mu_k\}, \{\lambda_{k,i}\}) = \gamma_{\text{SE}}(Q) - \sum_{k=1}^K \mu_k (\text{tr} \{Q_k\} - P_{\text{max},k}) - \sum_{k=1}^K \sum_{i=1}^{A_k} \lambda_{k,i} (\text{tr} \{R_{k,i}Q_k\} - D_{k,i}),
\]

where \( \mu_k \geq 0, \lambda_{k,i} \geq 0, \forall k, i \) are Lagrange multipliers. As elaborated in [43], the strong dual problem of \( P_2^1 \) can be expressed as

\[
\min_{\{\mu_k\}_{k=1}^K, \{\lambda_{k,i}\}_{k=1}^K} \max_{\{Q_k\}_{k=1}^K} \mathcal{L}(Q, \{\mu_k\}, \{\lambda_{k,i}\}). \quad \tag{15}
\]

Proposition 1: Assume the optimal dual values for power and SAR constraints of the problem (15) are \( \{\mu_{k,\text{opt}}\}_{k=1}^K \) and \( \{\lambda_{k,i,\text{opt}}\}_{k=1}^K \), respectively. Denote \( K_{k,\text{opt}} = \mu_{k,\text{opt}} I_{N_k} + \sum_{i=1}^{A_k} \lambda_{k,i,\text{opt}} R_{k,i} \) and \( C_{ij,\text{opt}} = \sigma^2 I_S + \sum_{k=1}^K G_k G_k^H \).

Then, the optimal \( Q_k \) can be expressed by

\[
Q_{k,\text{opt}} = K_{k,\text{opt}}^{-1/2} U_k \Lambda_k U_k^H K_{k,\text{opt}}^{-1/2},
\]

where \( U_k \) is the eigenvector matrix derived by

\[
K_{k,\text{opt}}^{-1/2} G_k^H C_{ij,\text{opt}} G_k K_{k,\text{opt}}^{-1/2} = U_k \Sigma_k U_k^H.
\]

Assume that \( \Sigma_k = \text{diag} \{p_{k,1}, \ldots, p_{k,N_k}\} \) and \( p_{k,1} \geq p_{k,2} \geq \ldots \geq p_{k,N_k} \) for all \( k \in K \). Then, the optimal power allocation matrix is obtained by

\[
\Lambda_k = \text{diag} \{(1 - 1/p_{k,1})^+, \ldots, (1 - 1/p_{k,N_k})^+\}. \quad \tag{18}
\]

The proof of Proposition 1 is similar to that in [25, Th. 3.6], thus is omitted in this paper. The EM aware transmit covariance matrices optimization with \( \Phi \) and \( \Xi \) fixed is detailed in Algorithm 1.
Algorithm 1: Covariance Matrices Design With Full CSI.

1: Initialize $\mu_k^{(0)}, \lambda_k^{(0)} \forall k, i$, iteration index $\ell = 0$.
2: repeat
3: Calculate $U_k^{(i)}$ and $A_k^{(i)} \forall k$ by (17) and (18).
4: Obtain $Q_k^{(i+1)} \forall k$ by (16).
5: Set $\ell = \ell + 1$.
6: Update $\mu_k^{(i)}, \lambda_k^{(i)} \forall k, i$ by minimizing $\mathcal{L}$ in (15).
7: until $\{\mu_k\}_{\forall k}, \{\lambda_{k,i}\}_{\forall k,i}$ converge.

B. RIS Phase Shift Matrix Design

Consider the optimization of variable $\Phi$ with $Q$ and $\Xi$ being fixed. Based on the process similar to the previous section, problem $P_1$ regarding the optimization target $\Phi$ is formulated as

$$
\mathcal{P}_2^\Phi: \max_{\Phi} \log \det \left( I_S + \frac{1}{\sigma^2} \tilde{V}_1 H_1 \Phi P \Phi^H H_1^H \tilde{V}_1 \right), \quad (19a)
$$

s.t. $\phi_n \in F_1, \ \forall n,$ \hspace{1cm} (19b)

where $P = \sum_{k=1}^K H_k Q_k H_k^H$. Because of the non-convexity on both the objective function (19a) and the constraint (19b), there exist great challenges to deal with $\mathcal{P}_2^\Phi$ directly. Actually, it can be observed that $\mathcal{P}_1$ can be regarded as the SE expression of an equivalent communication system with the channel matrix $\tilde{V}_1 H_1 \Phi P^{1/2}$. Specifically, the hypothetical input-output system is expressed as

$$
y_c = \tilde{V}_1 H_1 \Phi P^{1/2} x_c + n_c \in C^{S \times 1}, \quad (20)
$$

where $x_c \sim \mathcal{CN}(0, I_{N_R})$, $y_c$ and $n_c \sim \mathcal{CN}(0, \sigma^2 I_S)$ are the equivalent transmit signal, receive signal and thermal noise, respectively. Denote $U_c \in C^{S \times N_R}$ as the equivalent receiving matrix, the MMSE matrix of the received signal after passing the linear decoder is

$$
E_c = E \left\{ (U_c^H y_c - x_c) (U_c^H y_c - x_c)^H \right\} = \sigma^2 U_c^H U_c
$$

$$
+ (U_c^H \tilde{V}_1 H_1 \Phi P^{1/2} - I_{N_R}) (U_c^H \tilde{V}_1 H_1 \Phi P^{1/2} - I_{N_R})^H.
$$

(21)

According to the weighted MMSE (WMMSE) method elaborated in [44, Th. 1], $\mathcal{P}_2^\Phi$ is equivalent to a WMMSE minimization problem formulated by

$$
\mathcal{P}_{2\Phi}^{\text{MSE}}: \min_{W_c, U_c, \Phi} h(W_c, U_c, \Phi) \triangleq \text{tr} \{ W_c E_c \}
$$

$$
- \log \det(W_c), \quad (22a)
$$

s.t. $\phi_n \in F_1, \ \forall n,$ \hspace{1cm} (22b)

where $W_c \in C^{N_R \times N_R}$ is employed as the auxiliary variable. Note that (22a) is convex on each optimization variable with the other two variables fixed. To this end, we adopt the BCD method [45], which is the generalization of AO, to minimize (22a) by iteratively updating $W_c, U_c$ and $\Phi$ until converging. When other variables are fixed, it is clear to obtain the closed form solutions of the optimal $W_c$ and $U_c$, which are expressed by

$$
W_c^{\text{opt}} = E_c^{-1}, \quad (23)
$$

$$
U_c^{\text{opt}} = (\sigma^2 I_S + \tilde{V}_1 H_1 \Phi P \Phi^H H_1^H \tilde{V}_1)^{-1} \tilde{V}_1 H_1 \Phi P^{1/2}.
$$

(24)

With given $W_c$ and $U_c$, $\mathcal{P}_{2\Phi}^{\text{MSE}}$ is reduced to

$$
\mathcal{P}_{2,\Phi}^{\text{MSE}}: \min_{\phi} \text{tr} \left\{ \Phi^H A \Phi P \right\} - \text{tr} \left\{ \Phi^H B^H \right\} - \text{tr} \left\{ \Phi B \right\},
$$

(25a)

$$
s.t. \phi_n \in F_1, \ \forall n,$$ \hspace{1cm} (25b)

where $A = H_1^H \tilde{V}_1 U_c W_c U_c^H \tilde{V}_1 H_1 \in C^{N_R \times N_R}$, and $B = P^{1/2} W_c U_c^H \tilde{V}_1 H_1 \in C^{N_R \times N_R}$. Considering that $\Phi$ is a diagonal matrix where the modulus of each element is unity, we denote diagonal element vectors $\phi = [\phi_1, \ldots, \phi_n]^T$, and $b = [B_{11}, \ldots, B_{N_R,N_R}]^T$. Then, by employing matrix identity derivation, we get [42]

$$
\text{tr} \left\{ \Phi^H A \Phi P \right\} = \phi^H (A \odot P^T) \phi,
$$

(26)

$$
\text{tr} \left\{ \Phi^H B^H \right\} = b^H \phi^*, \quad \text{tr} \left\{ \Phi B \right\} = \phi^T b.
$$

(27)

Therefore, the equivalent problem of $\mathcal{P}_{2,\Phi}^{\text{MSE}}$ can be written as

$$
\mathcal{P}_{2,\Phi}^{\text{MSE}}: \min_{\phi} g(\phi) = \phi^H (A \odot P^T) \phi - 2 \text{Re} \{ \phi^* b^* \},
$$

(28a)

$$
s.t. \phi_n = 1 \ n = 1, \ldots, N_R,$$ \hspace{1cm} (28b)

**Proposition 2:** Denote $\Delta = A \odot P^T$ and its maximum eigenvalue as $\lambda_{\max}$. The suboptimal solution of $\mathcal{P}_{2,\Phi}^{\text{MSE}}$ can be obtained by the iterative MM procedure, where each surrogate subproblem constructed from the previous iteration result can be written as

$$
\mathcal{P}_{2,\Phi}^{(\zeta+1)}: \phi^{(\zeta+1)} = \arg \max_{\phi} G(\phi|\phi^{(\zeta)}) = \mathbb{R} \{ \phi^H c^{(\zeta)} \}, \quad (29a)
$$

$$
s.t. \ |\phi_n| = 1 \ n = 1, \ldots, N_R,$$ \hspace{1cm} (29b)

where

$$
c^{(\zeta)} = (\lambda_{\max} I_{N_R} - \Delta) \phi^{(\zeta)} + b^*, \quad (30)
$$

and $\zeta \in \mathbb{N}$ is the iteration index of MM method. Recover $\phi^{(\zeta)} = \text{diag}(\phi_1^{(\zeta)}, \ldots, \phi_{N_R}^{(\zeta)})$, then $\{\Phi^{(\zeta)}\}_{\zeta=0}^\infty$ will converge to the suboptimal solution of the problem (25) where each point represents the local minimizer of the problem.

**Proof:** Refer to Appendix A.

Please notice that if we express $c^{(\zeta)} = |c^{(\zeta)}| e^{j\theta^{(\zeta)}}$ as the $n$th element of $c^{(\zeta)}$, it is obvious to obtain the closed form solution of $\Phi^{(\zeta)}$ where

$$
\phi_n^{\text{opt}} = \phi_n^{(\zeta)} = e^{j\theta^{(\zeta)}}, \quad (31)
$$

Therefore, the RIS phase shift matrix optimization with $Q$ and $\Xi$ fixed is proposed in Algorithm 2.
Algorithm 2: RIS Phase Shift Matrix Design With Full CSI.

1: Initialize $\Phi^{(0)}, U^{(0)}, W^{(0)}$, iteration indices $t = 0, \zeta$, thresholds $\epsilon_1, \epsilon_2$, and calculate $h^{(0)}$ by (22a).
2: repeat
3: Obtain $W_{k}^{(t+1)}$ and $U_{k}^{(t+1)}$ by (23) and (24).
4: Set $\zeta = 0, \Phi^{(0)} = \Phi^{(0)}$, and obtain $g(\Phi^{(0)})$ by (28a).
5: repeat
6: Calculate $c^{(C)}$ by (30) and express its phase.
7: Update $\Phi^{(t+1)}$ with the element obtained by (31).
8: Set $\zeta = \zeta + 1$.
9: Calculate $g(\Phi^{(C)})$ by (28a).
10: until $|g(\Phi^{(C)}) - g(\Phi^{(C-1)})| \leq \epsilon_1$.
11: Return $\Phi^{(t+1)}$ with the element $\phi^{(C)}$.
12: Set $t = t + 1$.
13: Update $h^{(t)}$ by (22a).
14: until $|h^{(t)} - h^{(t-1)}| \leq \epsilon_2$.

C. DMA Weight Matrix Design

We suppose both $Q$ and $\Phi$ are fixed when optimizing the weight matrix $\Xi$. Therefore, $P_1$ is degenerate into

$$P_2 \Delta \max_{\Xi} \eta_{SE}(\Xi),$$

subject to $\Xi \in F_{S \times M} \otimes C$. (32b)

Due to the difficulty caused by the non-convexity of constraints, we start from the unconstrained problem as

$$P_2^{\text{unconstrained}}: \max \log \det \left( I_S + \tilde{V}_1^H S \tilde{V}_1 \right)$$

where $S = \frac{1}{\pi} \sum_{k=1}^{K} H_1 \Phi H_{2,k} Q_k H_{1,k}^H \Phi^H H_{1,k}^H \in C^{M \times M}$, and $\tilde{V}_1$ is denoted in Section III-A. For problem $P_2^{\text{unconstrained}}$, [11, Corollary 2] indicates the closed form of the optimal solution. Denote the eigenvalue decomposition $S = VSV^H$ where the diagonal element of $S$ is arranged in the decending order, then $\tilde{V}_1$ can achieve maximum sum rate of (33) when $\tilde{V}_1$ is the first $S$ columns of $V$, i.e.,

$$\tilde{V}_1^{\text{opt}} = V_{[1:S]}.$$ (34)

Substituting (34) into (11), we derive the optimal $\Xi$ without the constraint. It is noteworthy that this result is independent of $U_1$ and $\tilde{\Xi}$ in (11), thus arbitrary values of $U_1$ and $\tilde{\Xi}$ exert no effect on the unconstrained maximal SE. With this in mind, we intend to approximate the optimal weight matrix $\Xi$ satisfying the constraints by reasonably configuring these two values, which is formulated by

$$P_2^{\text{opt}}: \min_{\Xi, U_1, \tilde{\Xi}} \left|\Xi - U_1 \tilde{\Xi} \tilde{V}_1^H\right|^2_F$$

subject to $\Xi \in F_{S \times M}, U_1 \in U_S, \tilde{\Xi} \in D_S \otimes C$.

Algorithm 3: DMA Weight Matrix Design With Full CSI.

1: Initialize $U_1^{(0)}, \Xi^{(0)}$, iteration index $p = 0$, thresholds $\epsilon_3$.
2: Calculate $V_1^{\text{opt}}$ by (34) and then get $\Xi^{(0)}$ by (36).
3: repeat
4: Obtain $U_1^{(p)}$ by (37).
5: Obtain the diagonal entries of $\Xi^{(p)}$ by (39).
6: Set $p = p + 1$.
7: Update the diagonal entries of $\Xi^{(p)}$ by (36).
8: until $\left|\Xi^{(p)} - \Xi^{(p-1)}\right|^2_F \leq \epsilon_3$.

First, as $U_1$ and $\tilde{\Xi}$ are fixed, it is obvious that the optimal $\Xi$ of (35) is dependent on $T = U_1 \Xi \tilde{V}_1^H$, specifically,

$$\Xi^{\text{opt}}_{s_1,(s_2-1)L+1} = \left\{ \begin{array}{ll} \arg \min_{\Xi, U_1 \in U_S} |\Xi - U_1 T_1|^2_F = U_S V_S^H, \end{array} \right.$$ (37)

Third, as $\Xi$ and $U_1$ are fixed, we denote $T_2 = \Xi V^H U_1 = [t_{2,1}, \ldots, t_{2,S}], \tilde{V}_1 = [\tilde{v}_1, \ldots, \tilde{v}_S]$ for the equivalent problem

$$\bar{\Xi}^{\text{opt}} = \arg \min_{\Xi \in D_S} \left| T_2^H - \Xi V^H \right|^2_F.$$ (38)

Then, the diagonal entries of optimal $\bar{\Xi}$ can be written as

$$\Xi^{\text{opt}}_{s_1,s} = \max \left\{ \Re \left( \frac{t_{2,s} \tilde{v}_s}{|\tilde{v}_1, \ldots, \tilde{v}_S|} \right), \forall s \in \{1, \ldots, S\}, \delta \right\}.$$ (39)

where $\delta$ is an infinitesimal positive number [11, Lemma 2]. The DMA weight matrix optimization with $Q$ and $\Phi$ fixed is detailed in Algorithm 3.

IV. EM AWARE SE OPTIMIZATION WITH PARTIAL CSI

As for the RIS-aided uplink, it is often the case that users are moving at high speed while RIS and BS are static in the system. Thus the rapid time-varying of the transmission from users to RIS is nonnegligible, which requires more accurate channel estimation and more frequent updates of the transmission design [33]. To this end, we assume that the RIS-to-DMA channels $H_1$ is perfectly known while only statistical CSI of the users-to-RIS channels $\{H_{2,k}^{(k)}\}_{k=1}^N$ is available.

As presented in [32], $H_{2,k}$ can be decomposed with the adoption of Weichselberger’s model as

$$H_{2,k} = U_{2,k} \tilde{H}_{2,k} V_{2,k}^H \in C^{N_R \times N_k},$$ (40)

where $U_{2,k} \in C^{N_R \times N_R}$ and $V_{2,k} \in C^{N_k \times N_k}$ are deterministic unitary matrices, and $\tilde{H}_{2,k} \in C^{N_R \times N_k}$ is a random matrix.
with elements obeying zero-mean independent distribution. The statistics of CSI is presented by the eigennode coupling matrix [47], i.e.,

\[
\Omega_{2,k} = E \left\{ \hat{H}_{2,k} \odot \hat{H}_{2,k}^H \right\} \in \mathbb{R}^{N_R \times N_k}. \tag{41}
\]

In addition, (7) indicates the ergodic SE formulated by

\[
\eta_{\text{SE}}(Q, \Phi, \tilde{V}_1) = E_{\{H_{2,k}\}} \left\{ \log \det \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^{K} \tilde{V}_1^H H_1 \Phi H_{2,k} Q_k \Phi^H H_{2,k}^H \tilde{V}_1 \right) \right\}. \tag{42}
\]

Note that the existence of expectations introduces significant computational overhead. Especially for the Monte Carlo method, by which channel states are exhausted for the calculation of the average SE [48]. A low complexity approach for addressing the expectation operations without averaging is the DE method. Via utilizing the large-dimensional random matrix theory, the DE method can provide deterministic approximations of functionals of random matrices, which are asymptotically accurate as the matrix dimensions grow to infinity at a fixed rate [47], [49]. In this way, the accurate approximation of (42), which is defined as \( \overline{\eta}_{\text{SE}} \), can be obtained at a low computational level by using \( \Omega_{2,k}, \forall k \). Similar to Section III, we adopt AO method to iteratively optimize \( Q, \Phi \) and \( \Xi \).

A. Transmit Covariance Matrices Design

1) Deterministic Equivalent Method: Assume that \( G_k = \tilde{V}_1^H H_1 \Phi U_{2,k} H_{2,k} V_{2,k}^H \), the ergodic SE in (42) is equivalent to (13a) with the expectation of \( \{G_k\}, \forall k \), i.e.,

\[
\eta_{\text{SE}}(Q) = E_{\{G_k\}} \log \det \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^{K} G_k Q_k G_k^H \right). \tag{43}
\]

Denote by \( U_{G_k} = \tilde{V}_1^H H_1 \Phi U_{2,k} \in \mathbb{C}^{S \times N_k} \). Then, following closely to the proof of [47, Prop. 1], the asymptotic approximation of (43) can be expressed by

\[
\overline{\eta}_{\text{SE}}(Q) = \sum_{k=1}^{K} \log \det \left( I_{N_k} + \frac{1}{\sigma^2} \Gamma^a_k \Psi^a_k \right) + \log \det \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^{K} \Psi^a_k \right) - \frac{1}{\sigma^2} \sum_{k=1}^{K} (\gamma^a_k)^T \Omega_{2,k} \psi^a_k, \tag{44}
\]

where \( \gamma^a_k \triangleq [\gamma^a_{k,1}, \ldots, \gamma^a_{k,N_k}]^T \), \( \psi^a_k \triangleq [\psi^a_{k,1}, \ldots, \psi^a_{k,N_k}]^T \) are DE parameters. The other two parameters \( \Gamma^a_k \) and \( \Psi^a_k \) are calculated by

\[
\Gamma^a_k = V_{2,k} \text{diag}\{\Omega^a_{2,k} \gamma^a_k\} V_{2,k}^H \in \mathbb{C}^{N_k \times N_k}, \tag{45}
\]

\[
\Psi^a_k = U_{G_k} \text{diag}\{\Omega^a_{2,k} \psi^a_k\} U_{G_k}^H \in \mathbb{C}^{S \times S}. \tag{46}
\]

Assume that \( r \in \{1, \ldots, N_R\} \) and \( n_k \in \{1, \ldots, N_k\} \), \( u_{G_k} \) and \( v_{2,n_k} \) represent the \( r \)th column and \( n_k \)th column vectors of \( U_{G_k} \) and \( V_{2,k} \), respectively, then

\[
\gamma^a_{k,r} = u_{G_k}^H v_{2,n_k}^H \left( I_S + \frac{1}{\sigma^2} \sum_{k=1}^{K} \Psi^a_k \right)^{-1} u_{G_k}^H v_{2,n_k}, \tag{47}
\]

\[
\psi^a_{k,r,n_k} = \frac{1}{\sigma^2} \mu_{k,r,n_k} Q_k (\sigma^2 I_{N_k} + \Gamma^a_k) \Psi^a_k \psi^a_{k,r,n_k}, \tag{48}
\]

With an initial point of \( \psi^a_0 \), the DE parameters \( \Gamma^a_k \) and \( \Psi^a_k \) that are used to approximate the ergodic SE can be obtained by cyclically updating \( \gamma^a_k \) and \( \psi^a_k \) through (45)–(48), which inspires us to propose an iterative algorithm as shown in Algorithm 4.

2) EM-Aware Modified Water-Filling Algorithm: Note that \( \overline{\eta}_{\text{SE}} \) in (44) is a tight approximation even when \( N_k, N_R \) are small [47]. Replacing (13a) by (44), we arrive at the asymptotic SE optimization problem as follows:

\[
\mathcal{P}_3^a: \max_{\{Q_k\}} \overline{\eta}_{\text{SE}}(Q), \tag{49a}
\]

\[
s.t. \quad \sigma^2 \ln \det Q_k \leq P_{\text{max},k}, \quad Q_k \succeq 0, \tag{49b}
\]

\[
\sigma^2 \ln \det R_{k,i} \leq D_{k,i}, \quad \forall k, i. \tag{49c}
\]

Similar to Proposition 1, the optimal \( Q_k \) with partial CSI is also available by a modified water-filling algorithm.

Proposition 3: Assume \( \{\mu^a_{k,\text{opt}}\} \) and \( \{\lambda^a_{k,i,\text{opt}}\} \) are optimal dual values of power and SAR constraints, respectively, and \( K_{k,\text{opt}} = \mu^a_{k,\text{opt}} N_k + \sum_{i=1}^{N_R} \lambda^a_{k,i,\text{opt}} R_{k,i} \). Denote the eigenvalue decomposition

\[
K_{k,\text{opt}}^{-1/2} \Gamma^a_k K_{k,\text{opt}}^{-1/2} = U_k \Sigma_k U_k^H. \tag{50}
\]

Then, \( Q_{k,\text{opt}} \) can be obtained by the same method as (16) and (18) in Proposition 1.

Proof: Refer to Appendix B.

Please note that \( \Gamma^a_k \) in (50) also depends on \( \{Q_{k,\text{opt}}\} \). We also applies the AO method, i.e., cyclically calculating \( Q_{k,\text{opt}} \) in Proposition 3 with given \( \Gamma^a_k \), then update \( \Gamma^a_k \) through the newly adjusted \( Q_{k,\text{opt}} \), which is reflected in steps 4–10 of Algorithm 5.

B. RIS Phase Shift Matrix Design

With fixed \( Q \) and \( \Xi \), the asymptotic approximation of SE, represented by \( \overline{\eta}_{\text{SE}}(\Phi) \), has the same form as (44). In the DE method, we obtain the DE parameter \( \Gamma^a_k \) and \( \Psi^a_k \) with fixed \( \gamma^a_k \) and \( \psi^a_k \), thus only the second term of (44) is the function of \( \Phi \) while the other terms are considered as constants in the optimization of \( \Phi \) [31]. Substituting (46) into (44), we express

\[
\text{Algorithm 4: Deterministic Equivalent Algorithm.}
\]

1: Initialize \( \{\psi^a_0\} \), iteration index \( q = 0 \), threshold \( \epsilon_4 \).
2: for \( k = 1 \) to \( K \) do
3: \hspace{1cm} repeat
4: \hspace{1.5cm} Calculate \( (\gamma^a_k)^{(q+1)} \) by (46) and (47).
5: \hspace{1.5cm} Update \( (\psi^a_k)^{(q+1)} \) by (45) and (48) with \( \{Q_k\}_{\forall k} \).
6: \hspace{1.5cm} Set \( q = q + 1 \).
7: \hspace{1cm} until \( ||(\psi^a_k)^{(q)} - (\psi^a_k)^{(q-1)}||^2 \leq \epsilon_4 \).
8: Calculate \( \Gamma^a_k \) and \( \Psi^a_k \) by (45) and (46) with \( (\gamma^a_k)^{(q)} \) and \( (\psi^a_k)^{(q)} \).
9: end for
Algorithm 5: Optimization of \( \{Q_k\}_{vk} \) With Partial CSI.

1: Initialize dual variables \( \mu_k^{(0)}, \gamma_k^{(0)}, \forall k, i \), feasible \( Q_{k}^{(0)}, \forall k, \) iteration indices \( u_1 = 0, u_2 = 0 \).

2: repeat
3: \quad Set \( \{Q_k(u_1^{(u)})\}_{vk} = \{Q_k(u_2^{(u)})\}_{vk}, u_2 = 0 \).
4: \quad repeat
5: \quad \quad Calculate DE parameters \( \Gamma_{k,(u_2)}^a \) and \( \Psi_{k,(u_2)}^a \) \( \forall k \) by Algorithm 4 with given \( Q_{k(u_1^{(u)})}, \forall k \).
6: \quad \quad Obtain \( U_{k,(u_2)} \) and \( A_{k,(u_2)} \) \( \forall k \) by (50) and (18).
7: \quad \quad Calculate \( Q_{k(u_1^{(u)})}, \forall k \) by (46).
8: \quad \quad Set \( u_2 = u_2 + 1 \).
9: \quad until \( |\eta_{SE}(Q_{k(u_1^{(u)})}) - \eta_{SE}(Q_{k(u_1^{(u-1)})})| \leq \varepsilon_5 \).
10: Return \( \{Q_k(u_1^{(u)})\}_{vk}, \{\lambda_k^{(u)}\}_{vk,i} \) converge.

Algorithm 6: AO-Based Method for SE Maximization With Partial CSI.

Input: Initial \( Q^{(0)}, \Phi^{(0)}, \Xi^{(0)} \), iteration index \( \ell \), threshold \( \epsilon_6 \).

Output: Approximation solutions \( \hat{Q}^{\text{opt}}, \Phi^{\text{opt}} \) and \( \Xi^{\text{opt}} \).

1: Set \( \ell = 0 \) and calculate \( \eta_{SE}^{(0)} \) by (44).
2: repeat
3: \quad Obtain \( Q^{(\ell+1)} = \text{diag}[\{Q_{k}^{(\ell+1)}\}_{k=1}^K] \) by Algorithm 5.
4: \quad Get \( \psi_{k}^{(\ell)} \) by Algorithm 4 and calculate \( \hat{P}^{(\ell)} \) by (52).
5: \quad Obtain \( \Psi^{(\ell+1)} \) by Algorithm 2.
6: \quad Get \( \psi_{k}^{(\ell)} \) by Algorithm 4 and calculate \( \hat{S}^{(\ell)} \) by (54).
7: \quad Obtain \( \Xi^{(\ell+1)} \) by Algorithm 3.
8: \quad Update \( \ell = \ell + 1 \).
9: \quad Calculate \( \eta_{SE}^{(\ell)} \) with \( Q^{(\ell)}, \Phi^{(\ell)} \) and \( \Xi^{(\ell)} \) by (44).
10: until \( |\eta_{SE}^{(\ell)} - \eta_{SE}^{(\ell-1)}| \leq \varepsilon_6 \).
11: Return \( \hat{Q}^{\text{opt}} = Q^{(\ell)}, \Phi^{\text{opt}} = \Phi^{(\ell)} \) and \( \Xi^{\text{opt}} = \Xi^{(\ell)} \).

the problem as
\[
\mathcal{P}_3^b: \max_{\Phi} \log \det \left( I_S + \sum_{k=1}^K \tilde{V}_1^H H_1 \Phi U_{2,k} \text{diag} \{\Omega_{2,k} \psi_k^a \} U_{2,k}^H \Phi H_1^H \tilde{V}_1 \right),
\]
subject to \( \phi_n \in F_1, \forall n \). \hspace{1cm} (51a)
\[
\mathcal{P}_3^b: \max_{\Phi} \log \det \left( I_S + \sum_{k=1}^K \tilde{V}_1^H H_1 \Phi P \Phi H_1^H \tilde{V}_1 \right),
\]
subject to \( \phi_n \in F_1, \forall n \). \hspace{1cm} (51b)

We denote by
\[
P = \sigma^2 \sum_{k=1}^K U_{2,k} \text{diag} \{\Omega_{2,k} \psi_k^a \} U_{2,k}^H,
\]
then problem \( \mathcal{P}_3^b \) is equivalent to \( \mathcal{P}_2^b \) that just replaces \( P \) by \( \hat{P} \), i.e.,
\[
\mathcal{P}_3^b: \max_{\Phi} \log \det \left( I_S + \sum_{k=1}^K \tilde{V}_1^H H_1 \Phi \hat{P} \Phi H_1^H \tilde{V}_1 \right),
\]
subject to \( \phi_n \in F_1, \forall n \). \hspace{1cm} (53a)
\[
\mathcal{P}_3^b: \max_{\Phi} \log \det \left( I_S + \sum_{k=1}^K \tilde{V}_1^H H_1 \Phi \hat{P} \Phi H_1^H \tilde{V}_1 \right),
\]
subject to \( \phi_n \in F_1, \forall n \). \hspace{1cm} (53b)

Therefore, the optimal \( \Phi \) with partial CSI will be derived by the same method in Section III-B. Above we consider the case where \( \psi_k^a \) is fixed. However, as \( U_{2,k}^a \) is one of the matrices for calculating DE parameters, the value of \( \psi_k^a \) is required to be updated along with the variation of \( \Phi \).

C. DNA Weight Matrix Design

Similar to Section III-C, we firstly consider the unconstrained problem and utilize the decomposition of (11). Based on the DE method, the asymptotic approximation of the system SE \( \eta_{SE}(V_1) \) can also be expressed by (44), where only the second term that contains \( U_{2,k}^a \) is related to \( V_1 \) while the others are constants. On this condition, we obtain the same objective function as (51a). Note that when denoting \( \tilde{S} = H_1 \Phi U_{2,k} \text{diag} \{\Omega_{2,k} \psi_k^a \} U_{2,k}^H \Phi H_1^H \),

\[
\text{the optimization problem of } \Xi \text{ without the constraint is expressed by}
\[
\mathcal{P}_3^{\text{uncst}}: \max_{\hat{V}_1} \log \det \left( I_S + \bar{V}_1^H \bar{S} \bar{V}_1 \right) ,
\]

which is converted to the same problem form as (33). In the following, the optimization process of constrained \( \Xi \) is similar to the method in Section III-C, thus omitted here. Note that when \( \psi_k^a \) is considered un fixed, the value of \( S \) is related to \( V_1 \), which inspires us to update the value of \( \tilde{S} \) in the overall AO method.

V. OVERALL ALGORITHM AND ANALYSIS

Now that we have studied the optimization of covariance matrices \( \{Q\}_{vk} \), RIS phase shift matrix \( \Phi \) and DMA weight matrix \( \Xi \) separately under both full and partial CSI. In this section, we propose the overall EM aware SE maximization algorithm and then analyze its convergence and complexity. Note that whether with full or partial CSI, the overall algorithm shares the same AO-based framework. Therefore, we focus our analysis on the case with partial CSI, which has been studied in Section IV. Then the convergence performance and the complexity with full CSI can be obtained in a similar way.

Compared with Section III that consider the full CSI case, Section IV adopts the DE method to approximate the system SE without requiring time-consuming expectation operation. The DE parameters used for asymptotic approximation can be obtained by using iteration in Algorithm 4 until \( \gamma_k^a \) and \( \psi_k^a \) converge to the unique solution point [47]. By using the AO-based framework, the overall transmission strategy with partial CSI is detailed in Algorithm 6. Similarly, we get the AO-based algorithm with full CSI i.e., iterating Algorithms 1, 2, 3 until the system performance converges.

In general, Algorithm 6 adopts the method that \( Q, \Phi, \Xi \) are optimized alternatively. Due to the fact that (13) and (49) are convex problems, the solutions of Propositions 1 and 3 are essentially the results of solving their strong dual problems like (15). Therefore, the water-filling algorithm by iterating dual variables
in Algorithms 1 and 5 will definitely converges to the global optimal solutions of problems (13) and (49), respectively [43]. In addition, Algorithm 2 solve the WMMSE problem in (22) by adopting BCD method, of which the convergence is ensured according to [44]. Algorithm 3 utilizes the AO method for problem (35) with multiple optimization variables. As the object function in (35a) is differentiable over all the variables, the AO algorithm is ensured to converge [50]. Therefore, the value of system SE will not reduce through steps 3, 5, 7 in Algorithm 6, which guarantees the convergence of the overall algorithm. Likewise, the convergence under full CSI scenario can be ensured by the fact the optimization objective is upper-bounded and does not decrease after each AO process.

Notice that the complexity of the proposed algorithm is related to the number of iterations, which can be adjusted by varying the input thresholds. As the result of the fast convergence of DE parameters, the complexity of Algorithm 4 can be almost ignored [47]. In Algorithm 5, the major complexity of steps 5–8 locates in (50) and can be expressed by \( O(N_k^3) \). Moreover, step 12 updates dual variables through minimizing \( \mathcal{L} \), which has the complexity of \( O((K + \sum\limits_k A_k)^2) \), where \( 1 \leq x \leq 4 \) for the convex program [33]. Suppose the numbers of iterations for the inner AO and the outer water-filling are \( I_A \) and \( I_W \), respectively. Then, the complexity of Algorithm 5 is estimated with \( O(I_W(I_A \sum\limits_k N_k^3 + (K + \sum\limits_k A_k)^2)) \). As Algorithm 1 has no need to obtain the optimal DE parameters \( F_1^k \), its complexity can be written as \( O(I_W(I_A \sum\limits_k N_k^3 + (K + \sum\limits_k A_k)^2)) \). Algorithm 2 is composed of the outer BCD and the inner MM algorithms, which are assumed to go through \( I_B \) and \( I_M \) iterations, respectively. Because of the matrix inversion operations in (23) and (24), their complexity are \( O(N_R^3) \) and \( O(S^3) \), respectively. In step 6, the eigenvalues of \( \Delta \) need to be pre-calculated, which introduces the complexity of \( O(N_R^3) \). In addition, the complexity of MM algorithm mainly centers at the calculation of \( c^{(i)} \), which is \( O(S^3) \). Considering that usually \( N_R^3 \gg S^3 \), the complexity of Algorithm 2 can be estimated as \( O(I_B(N_R^3 + I_M N_R^3)) \). The calculation of each iteration in Algorithm 3 is concentrated in (37), which has the complexity of \( O(S^3) \). Assume the number of iterations of Algorithm 3 is \( I_O \), its complexity is estimated with \( O(I_O S^3) \). Based on the analysis above, the complexity of Algorithm 6 is expressed as \( O(I_{AO}(I_W(I_A \sum\limits_k N_k^3 + (K + \sum\limits_k A_k)^2) + I_B(N_R^3 + I_M N_R^3) + I_O S^3)) \), where \( I_{AO} \) is the number of iterations of the overall AO. Adopting the same notations, the AO-based algorithm with full CSI has the above complexity form removing the number of iterations, \( I_A \).

### VI. Numerical Results

In this section, the simulation results are given to appraise the SE performance of the EM aware transmission strategy in which RIS and DMAs are considered in the multiuser MIMO system. Our simulation focuses on the main contributions of the proposed algorithm, i.e., the SE maximization method under both full CSI and partial CSI. In practical scenarios, \( F_{SX,M}^{\text{BCD}} \) in (9e) is determined by the ability to externally control the response of each element, which comprises of four classical DMA weights [11], [12], i.e.,

| Parameter | Value |
|-----------|-------|
| Channel model | 3GPP SCM |
| Values of \( U_{2,k} \) and \( V_{2,k}, \forall k \) | DFT matrices |
| Noise covariance | -96 dBm |
| Path loss | 120 dB |
| Number of users | \( K = 4 \) |
| Number of antennas at users | \( N_k = 4, \forall k \) |
| Number of SAR constraints | \( A_k = 1, \forall k \) |
| Number of RIS phase shift units | \( N_B = 16 \) |
| Number of DMA microstrips | \( S = 8 \) |
| Number of metamaterial units per microstrip | \( L = 8 \) |

1) UC: \( \mathcal{F}_2 = \mathbb{C} \).
2) AO: \( \mathcal{F}_2 = [0.001, 2] \).
3) BA: \( \mathcal{F}_2 = [0, 0.1] \).
4) LP: \( \mathcal{F}_2 = \{ \frac{\phi}{\pi} \mid \phi \in [0, 2\pi] \} \).

Notice that our simulations are mainly based on unconstrained DMA weights, i.e., \( \mathcal{F}_2 = \mathbb{C} \), unless explicitly mentioned otherwise. The parameters used in the simulation are listed in Table I [28], [51].

Without loss of generality, the power constraints and SAR constraints are set to be the same for all users for the clarity of the simulation results [28]. Therefore, we assume that \( P_{\text{max}, k} = P_{\text{max}, \forall k} \) and \( D_{k,i} = D = 0.8 \text{ W/kg, } \forall k, i \) in our simulation. The SAR matrix corresponding to the SAR budget \( D \) is assigned as [25]

\[
R_{k,i} = \begin{bmatrix}
8 & -6j & -2.1 & 0 \\
6j & 8 & -6j & -2.1 \\
-2.1 & 6j & 8 & -6j \\
0 & -2.1 & 6j & 8
\end{bmatrix}.
\] (56)

#### A. Convergence Performance

Fig. 2 evaluates the number of iterations required for the proposed EM aware SE maximization method in RIS and DMA assisted system, where we jointly optimize the covariance matrix \( \mathbf{Q} \), RIS phase shift matrix \( \Phi \) and DMA weight matrix \( \Xi \) to maximize system SE with the determined values of SAR matrix \( \mathbf{R} \) and SAR budget \( D \). Note that Fig. 2(b) presents the iteration state in Algorithm 6 and Fig. 2(a) corresponds to the overall algorithm with full CSI. The results illustrate the rapid convergence rates of the partial CSI scenario in specific power budget regions compared with the full CSI scenario. However, when the perfect CSI of \( \mathbf{H}_{2,k} \) is available, the computational complexity of the overall algorithm is greatly reduced, which leads to the fast running speed of the overall algorithm.

#### B. Impact of EM Exposure and RIS on SE Optimization

Fig. 3 sketches the trend of overall SE performance versus the variation of power budget \( P_{\text{max}} \) in the presence and absence of EM exposure constraints, respectively. It can be observed that the system SE in our work is not positively correlated with the transmit power as traditional ways, but first increases
Fig. 2. Convergence of the AO-based method for EM exposure constrained SE maximization design in hybrid RIS and DMA assisted system. (a) Full CSI; (b) Partial CSI.

Speedily with the increase of $P_{\text{max}}$, then become constant when $P_{\text{max}}$ is relatively large. This is mainly due to the EM exposure constraints introduced into the problem, i.e., (9c). When there is a tiny power budget, $P_{\text{max}}$ is the main factor limiting the growth of system SE where SAR constraints are easily satisfied even all the power is used. With the increase of $P_{\text{max}}$, SAR constraints gradually become the main restriction of the system SE and eventually lead to the saturation of the curves. Actually, this process is affected by the SAR budget $D$. As shown in Fig. 3, the larger SAR budget means more relaxed SAR constraints, which brings higher SE performance and requires more power budget to achieve the saturation of the curves.

Fig. 4 compares the SE performance of the proposed approach in the RIS assisted system with the non-RIS assisted system when DMAs are configured at the BS. As expected, for both full CSI and partial CSI, optimization without RIS results in the reduction on the system SE compared to that with optimized RIS shift matrix $\Phi$. In fact, if the $\Phi_{\text{opt}}$ optimized by Algorithm 6 is an identity matrix, the system with or without RIS assist will achieve the same SE. In addition, the optimization of the RIS phase shift matrix is related to the optimal transmission covariance matrix, as shown in steps 4, 5 of Algorithm 6. Therefore, the solution $\Phi_{\text{opt}}$ under different power budgets will not be unified and require independent optimization, which emphasizes the necessity of joint optimization design.

C. Comparison With Conventional Antennas

Fig. 5 compares the SE performance of two scenarios when the BS is equipped with DMAs and that with conventional antennas. In the conventional system, the BS uses uniform linear arrays (ULAs) with antenna spacing of half-wavelength, where...
Fig. 6. SE performance comparison between the proposed and baseline approaches with partial CSI.

each antenna is associated with an independent RF chain [31]. Suppose the same condition that the BS is placed with $M = SL = 64$ antennas, which constitute a total of 64 RF chains, and then the system SE is denoted by

$$\eta_{SE} = E_{H_{2,k}} \left\{ \log \det \left( I_M + \frac{1}{\sigma^2} \sum_{k=1}^{K} H_k \Phi H_{2,k}^H \Phi^H H_{1}^H \right) \right\} \text{bps/Hz}. \quad (57)$$

It is evident in Fig. 5 that due to more RF chains at the BS side, the conventional antenna assisted system achieves higher SE compared with the DMA assisted system. However, the significant demand for RF chains tremendously increases the power consumption and the hardware cost, which are commendably reduced by applying DMAs.

In Fig. 5, we consider four classical kinds of feasible sets of DMA weights, including unconstrained weights, amplitude only, binary amplitude, and Lorentzian phase. As depicted, system SE is achieved to the maximum when DMA weights range at a complex plane, followed by the SE performance of SEAO, and SEBA. It is reasonable because the feasible set of unconstrained DMA weights contains the other three conditions. On the conditions of the Lorentzian phase, the optimal value of DMA weights is searched in a portion of the complex plane, which makes the optimized SE close to the SEUC. By comparison, cases amplitude only and binary amplitude optimize DMA weights only on the one-dimensional real axis, which reduces the upper bound of the system SE and achieves almost the same performance. In practice, implementing DMA with binary amplitude has lower hardware costs, which makes it more attractive than the DMA with amplitude only.

D. Comparison With Baseline Approaches

To further demonstrate the effectiveness of the active design that considers EM exposure constraints, we compare the system SE of the proposed algorithm with baseline approaches in Fig. 6, which contain worst-case power backoff and adaptive backoff approach. Both two baseline approaches only consider the power constraints in $P_3^3$, i.e., (49c) is not taken into account, and then make the solution in $P_3^3$ satisfy the SAR constraints by introducing the backoff factor $\rho$. The specific process of the two baseline approaches is detailed as follows:

- **Worst-Case Power Backoff** [25]: Denote the worst-case power backoff factor as

$$\rho_1 = \min \left\{ 1, D/SAR^{\text{worst}} \right\}, \quad (58)$$

where $SAR^{\text{worst}}$ is the worst SAR given by

$$SAR^{\text{worst}} = \max_k \max \frac{\text{tr}\{Q^k\}}{P_{\text{max},k}} \eta_{SE}(Q), \forall k. \quad (59)$$

This approach only considers the power constraints and then makes the final result satisfy the SAR constraints by reducing the power budgets as

$$Q^{wc}_{\text{opt}} = \arg \max_{\text{tr}\{Q^k\} \leq P_{\text{max},k}} \eta_{SE}(Q), \forall k. \quad (60)$$

- **Adaptive Backoff** [25]: By omitting the SAR constraints, problem $P_3^3$ degenerates into

$$Q^0 = \arg \max_{\text{tr}\{Q^k\} \leq P_{\text{max},k}} \eta_{SE}(Q), \forall k. \quad (61)$$

Then, the adaptive backoff factor $\rho_2$ is introduced to make the result meet the SAR constraints.

$$\rho_2(k) = \min \left\{ 1, \frac{D}{\text{tr}\{Q^0_k\}} \right\}, \forall k. \quad (62)$$

Finally, the corresponding transmit covariance can be expressed as

$$Q^{\text{dp}}_{k,\text{opt}} = \rho_2(k) Q^0_k, \forall k. \quad (63)$$

It can be observed that when $P_{\text{max}}$ is lower than a certain threshold, the three methods achieve the same SE performance. Under this condition, SAR constraints can be naturally satisfied even when the power budget is fully used to transmit signals, which means (13c) or (49c) is actually negligible, and all the backoff factors $\rho_1$, $\rho_2(k), \forall k$ are equal to one. When $P_{\text{max}}$ is higher than a threshold, SAR constraints start to restrict the increase of system SE in a different way from power constraints. Since the backoff methods only consider the SAR constraint as the additional power constraint and ignore the correlation between SAR and the phase differences of transmit antennas, our proposed method, which considers both the power and SAR constraints, can achieve higher SE.

VII. CONCLUSION

To summarize, we investigated the EM exposure constrained uplink strategy design of the hybrid RIS and DMA assisted multiuser MIMO system. We considered a practical scenario where instantaneous CSI is always available for the RIS-to-DMAs channel and discussed the instantaneous and statistical CSI of users-to RIS channel, respectively. To obtain the maximal SE under full or partial CSI, we proposed the corresponding algorithm to jointly optimize the transmit covariance matrices, RIS phase shift matrix, and DMA weight matrix, where power and SAR constraints were included in the optimization. Especially, for the reduction of the computational complexity under partial CSI, we adopted the DEs to asymptotically approximate the
ergodic SE and then proposed a SE maximization algorithm that is applicable for partial CSI of users-to-RIS channels. In the numerical simulations, we verified the convergence performance of the overall algorithm and figured out the impact of EM exposure, RIS and DMA on the system SE by comparing with conventional systems. Then, numerical results substantiated the superior SE performance of the EM aware joint optimization design over the backoff approaches.

**APPENDIX A**

**PROOF OF PROPOSITION 2**

According to [52], MM method is an iterative optimization method used to find the approximate solution, where the key is using the local minimizer points of each iteration $\phi^{(i)}$ to construct a series of upper bound functions $\overline{g}(\phi|\phi^{(i)})$ of the original objective $g(\phi)$ satisfying

i) $\overline{g}(\phi|\phi^{(i)}) \geq g(\phi), \forall \phi_n, \phi_n^{(i)} \in F_1,$

ii) $\overline{g}(\phi|\phi^{(i)}) = g(\phi^{(i)}), \forall \phi_n^{(i)} \in F_1,$

iii) $\nabla \overline{g}(\phi|\phi^{(i)}) = \nabla \overline{g}(\phi^{(i)}), \forall \phi_n^{(i)} \in F_1.$

Based on this condition, the sequence $\{\overline{g}(\phi|\phi^{(i)})\}_{i=0}^\infty$ is monotonically non-increasing and finally converge to the approximation minimum value of $F_{2,\phi}$ with the solution $\phi_{opt}$ fulfilling the first order Lagrangian conditions. In the following, we prove that the function constructed in Proposition 2 satisfies the above conditions.

Notice $\Delta$ is a positive semidefinite matrix as $A$ and $P$ are both positive semidefinite, so is $\lambda_{max} I_N - \Delta$. Applying that $|\lambda_{max} I_N - \Delta|^2 \phi - \lambda_{max} I_N - \Delta \| \phi \|^2 \geq 0$, i.e.,

$$\phi^H (\lambda_{max} I_N - \Delta) \phi + (\phi^{(i)})^H (\lambda_{max} I_N - \Delta) \phi^{(i)} - 2R\{\phi^H (\lambda_{max} I_N - \Delta) \phi^{(i)}\} \geq 0,$$

(64)

we obtain the upper bound function

$$g(\phi) \leq \overline{g}(\phi|\phi^{(i)}) = 2\lambda_{max} I_N - (\phi^{(i)})^H \Delta \phi^{(i)} - 2R\{\phi^H b^*\}.$$

(65)

In addition, the identities in conditions (ii) and (iii) also hold referring to [35]. As the properties of MM method, we aims to address the subproblem iteratively as follows:

$$P^{(i)}: \phi^{(i+1)} = \arg \min_{\phi} \overline{g}(\phi|\phi^{(i)}),$$

(66a)

s.t. $\phi_n \in F_1, \forall n,$

(66b)

which is equivalent to $P_{2,\phi}^{(i)}$. This concludes the proof.

**APPENDIX B**

**PROOF OF PROPOSITION 3**

By approximating $\eta_{SE}(Q)$ as $\overline{\eta}_{SE}(Q)$ in (14), we can obtain the Lagrange dual function of $P_3^\eta$ represented by $L(Q)$. Thus the dual problem is expressed by (15). As shown in [47], the derivative of $\overline{\eta}_{SE}(Q)$ in (44) over $Q_k$ is given by

$$\frac{\partial \overline{\eta}_{SE}(Q)}{\partial Q_k} = (\sigma^2 I_{N_k} + \Gamma_k^a Q_k)^{-1} \Gamma_k^a.$$

(67)

Consider the Karush-Kuhn-Tucker (KKT) conditions:

$$\frac{\partial L}{\partial Q_k^{opt}} = (\sigma^2 I_{N_k} + \Gamma_k^a Q_k^{opt})^{-1} \Gamma_k^a - K_k^{opt} = 0.$$

(68)

Therefore, with fixed $\Gamma_k^{opt}$ and given $\mu_k, \lambda_{k,i} \forall k, i$, we can obtain the equivalent inner optimization of (15) as

$$\max Q_k \log \det (I_{N_k} + \frac{1}{\sigma^2} \Gamma_k^a Q_k) - \text{tr} \{K_k^{opt} Q_k\}.$$

(69)

Then, the optimal $Q_k$ can be obtained as (16) referring to the proof of [25, Theorem 3.6], thus omitted here. This concludes the proof.

**ACKNOWLEDGMENT**

The authors would like to thank the editor and anonymous reviewers for their constructive comments and suggestions.

**REFERENCES**

[1] H. Jiang, L. You, J. Wang, W. Wang, and X.-Q. Gao, “EM exposure aware transmission design for hybrid RIS and DMA assisted multiuser MIMO uplink,” in Proc. IEEE Glob. Commun. Conf., 2022, pp. 1–6.

[2] J. Zhang, E. Björnson, M. Matthaiou, D. W. K. Ng, H. Yang, and D. J. Love, “Prospective multiple antenna technologies for beyond 5G,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1637–1660, Aug. 2020.

[3] V. W. S. Wong, R. Schober, D. W. K. Ng, and L.-C. Wang, Key Technologies for 5G Wireless Systems. Cambridge, MA, USA: Cambridge Univ. Press, 2017.

[4] S. Zhang, Q. Wu, S. Xu, and G. Y. Li, “Fundamental green tradeoffs: Progresses, challenges, and impacts on 5G networks,” IEEE Commun. Surv. Tut., vol. 19, no. 1, pp. 33–56, Jan.–Mar. 2017.

[5] W. Zheng, X. Zhang, Y. Wang, M. Zhou, and Q. Wu, “Extended coprime array configuration generating large-scale antenna co-array in massive MIMO system,” IEEE Trans. Veh. Technol., vol. 68, no. 8, pp. 7841–7853, Aug. 2019.

[6] M. A. Jamshed, F. Héliot, and T. W. C. Brown, “A survey on electromagnetic risk assessment and evaluation mechanism for future wireless communication systems,” IEEE J. Electromagn. RF Microw. Med. Biol., vol. 4, no. 1, pp. 24–36, May 2020.

[7] N. Shlezinger, G. C. Alexandropoulos, M. F. Imani, Y. C. Eldar, and D. R. Smith, “Dynamic metasurface antennas for 6G extreme massive MIMO communications,” IEEE Wireless Commun., vol. 28, no. 2, pp. 106–113, Apr. 2021.

[8] L. You, J. Xu, G. C. Alexandropoulos, J. Wang, W. Wang, and X.-Q. Gao, “Dynamic metasurface antennas for energy efficient massive MIMO uplink communications,” Jun. 2021, arXiv:2106.09442.

[9] J. Hunt et al., “Metamaterial apertures for computational imaging,” Science, vol. 339, no. 6117, pp. 310–313, Jan. 2013.

[10] T. Sleasman et al., “Waveguide-fed tunable metamaterial element for dynamic apertures,” IEEE Antennas Wireless Propag. Lett., vol. 15, pp. 606–609, Jan. 2016.

[11] N. Shlezinger, O. Dicker, Y. C. Eldar, I. Yoo, M. F. Imani, and D. R. Smith, “Dynamic metasurface antennas for uplink massive MIMO systems,” IEEE Trans. Commun., vol. 67, no. 10, pp. 6829–6843, Oct. 2019.

[12] H. Wang et al., “Dynamic metasurface antennas for MIMO-OFDM receivers with bit-limited ADCs,” IEEE Trans. Commun., vol. 69, no. 4, pp. 2643–2659, Apr. 2021.

[13] Q. Zhang, Y.-C. Liang, and H. V. Poor, “Reconfigurable intelligent surface assisted MIMO symbiotic radio networks,” IEEE Trans. Commun., vol. 67, no. 7, pp. 4832–4846, Jul. 2019.

[14] C. Liaskos, S. Ne, A. Tsiofliaridou, A. Pitsilides, S. Ioanidis, and I. Akyildiz, “A new wireless communication paradigm through software-controlled metasurfaces,” IEEE Commun. Mag., vol. 56, no. 9, pp. 162–169, Sep. 2018.
[15] S. Abeywickrama, R. Zhang, Q. Wu, and C. Yuen, “Intelligent reflecting surface: Practical phase shift model and beamforming optimization,” IEEE Trans. Commun., vol. 68, no. 9, pp. 5849–5863, Sep. 2020.

[16] Y. Chen et al., “Reconfigurable intelligent surface assisted device-to-device communications,” IEEE Trans. Wireless Commun., vol. 20, no. 5, pp. 2792–2804, May 2021.

[17] J. Mirza and B. Ali, “Channel estimation method and phase shift design for reconfigurable intelligent surface assisted MIMO networks,” IEEE Trans. Cogn. Commun. Netw., vol. 7, no. 2, pp. 441–451, Jun. 2021.

[18] Z. Chen, X. Ma, C. Han, and Q. Wen, “Towards intelligent reflecting surface equipped 6G terahertz communications: A survey,” China Commun., vol. 18, no. 5, pp. 93–119, May 2021.

[19] H. Zhang, B. Di, L. Song, and Z. Han, Reconfigurable Intelligent Surface-Empowered 6G, Cham, Switzerland: Springer, 2021.

[20] M. R. Castellanos, Y. Liu, D. J. Love, B. Peleato, J. Jin, and B. M. Hochwald, “Signal-level models of pointwise electromagnetic exposure for millimeter wave communication,” IEEE Trans. Antennas Propag., vol. 68, no. 5, pp. 3963–3977, May 2020.

[21] R. F. Cleveland, “Compliance with FCC exposure guidelines for radiofrequency electromagnetic fields,” in Proc. IEEE Int. Symp. Electromagn. Compat., 2004, pp. 1030–1035.

[22] A. Al-Fuqaha, M. Guizani, M. Mohammadi, M. Aledhari, and M. Ayyash, “Internet of Things: A survey on enabling technologies, protocols, and applications,” IEEE Commun. Surv. Tut., vol. 17, no. 4, pp. 2534–2576, Jun. 2015.

[23] IEEE Standard for Safety Levels With Respect to Human Exposure to Electric, Magnetic, and Electromagnetic Fields, 0 Hz to 300 GHz, IEEE Standard C95.1-2019, pp. 1–321, Oct. 2019.

[24] B. M. Hochwald, D. J. Love, S. Yan, and J. Jin, “SAR codes,” in Proc. Inf. Theory Appl. Workshop, 2013, pp. 1–9.

[25] D. Ying, D. J. Love, and B. M. Hochwald, “Closed-loop precoding and capacity analysis for multiple-antenna wireless systems with user radiation exposure constraints,” IEEE Trans. Wireless Commun., vol. 14, no. 10, pp. 5859–5870, Oct. 2015.

[26] H. Jiang, L. You, W. Wang, and X.-Q. Gao, “Multiuser MIMO uplink transmission with electromagnetic exposure constraints: Spectral efficiency and energy efficiency tradeoff,” IEEE Commun. Lett., vol. 26, no. 5, pp. 1096–1100, May 2022.

[27] B. M. Hochwald, D. J. Love, S. Yan, P. Fay, and J. Jin, “Incorporating specific absorption rate constraints into wireless signal design,” IEEE Commun. Mag., vol. 52, no. 9, pp. 126–133, Sep. 2014.

[28] D. Ying, D. J. Love, and B. M. Hochwald, “Sum-rate analysis for multi-user MIMO systems with user exposure constraints,” IEEE Trans. Wireless Commun., vol. 16, no. 11, pp. 7376–7388, Nov. 2017.

[29] C. Huang et al., “Holographic MIMO surfaces for 6G wireless networks: Opportunities, challenges, and trends,” IEEE Wireless Commun., vol. 27, no. 5, pp. 118–125, Oct. 2020.

[30] Y. You et al., “Reconfigurable intelligent surfaces-assisted multiuser MIMO uplink transmission with partial CSI,” IEEE Trans. Wireless Commun., vol. 20, no. 9, pp. 5613–5627, Sep. 2021.

[31] L. You, J. Xiong, D. W. K. Ng, C. Yuen, W. Wang, and X.-Q. Gao, “Energy efficiency and spectral efficiency tradeoff in RIS-aided multiuser MIMO uplink transmission,” IEEE Trans. Signal Process., vol. 69, pp. 1407–1421, 2021.

[32] X.-Q. Gao, B. Jiang, X. Li, A. B. Gershman, and M. R. McKay, “Statistical eigenmode transmission over jointly correlated MIMO channels,” IEEE Trans. Inf. Theory, vol. 55, no. 8, pp. 3735–3750, Aug. 2009.

[33] J. Wang, M. Matthaiou, S. Jin, and X.-Q. Gao, “Precoder design for multiuser MISO systems exploiting statistical and outdated CSI,” IEEE Trans. Commun., vol. 61, no. 11, pp. 4551–4564, Nov. 2013.

[34] T. H. Nguyen, T. V. Chien, H. Q. Ngo, X. N. Tran, and E. Björnson, “Pilot assignment for joint uplink-downlink spectral efficiency enhancement in massive MIMO systems with spatial correlation,” IEEE Trans. Veh. Technol., vol. 70, no. 8, pp. 8292–8297, Aug. 2021.

[35] C. Huang, A. Zappone, G. C. Alexandropoulos, M. Debbah, and C. C. Huang, “Reconfigurable intelligent surfaces for energy efficiency in wireless communication,” IEEE Trans. Wireless Commun., vol. 18, no. 8, pp. 4157–4170, Jun. 2019.

[36] C. Pan et al., “Multicell MIMO communications relying on intelligent reflecting surfaces,” IEEE Trans. Wireless Commun., vol. 19, no. 8, pp. 5218–5233, Aug. 2020.

[37] S. Wang, Q. Li, S. X. Wu, and J. Lin, “Sum rate maximization for multiuser MISO downlink with intelligent reflecting surface,” Oct. 2020, arXiv:1912.0915.
Jue Wang (Member, IEEE) received the B.S. degree in communications engineering from Nanjing University, Nanjing, China, in 2006, and the M.S. and Ph.D. degrees from National Mobile Communications Research Laboratory, Southeast University, Nanjing, in 2009 and 2014, respectively. From 2014 to 2016, he was a Postdoctoral Research Fellow with the Singapore University of Technology and Design, Singapore. He is currently with the School of Information Science and Technology, Nantong University, Nantong, China. His research interests include MIMO/Massive MIMO wireless communications and machine learning in communication systems. Dr. Wang was the Technical Program Committee member of a number of IEEE conferences, and reviewer for various IEEE journals. He was awarded as Exemplary Reviewers of IEEE TRANSACTIONS ON COMMUNICATIONS in 2014 and IEEE WIRELESS COMMUNICATIONS LETTERS in 2021.

Wenjin Wang (Member, IEEE) received the Ph.D. degree in communication and information systems from Southeast University, Nanjing, China, in 2011. From 2010 to 2014, he was with the School of System Engineering, University of Reading, Reading, U.K. He is currently a Professor with the National Mobile Communications Research Laboratory, Southeast University. His research interests include advanced signal processing for future wireless communications and satellite communications. He was the recipient of the Best Paper Award at IEEE WCSP’09 and First Grade Technological Invention Award of the State Education Ministry of China in 2009.

Xiqi Gao (Fellow, IEEE) received the Ph.D. degree in electrical engineering from Southeast University, Nanjing, China, in 1997. In April 1992, he joined the Department of Radio Engineering, Southeast University. Since May 2001, he has been a Professor of information systems and communications. From September 1999 to August 2000, he was a Visiting Scholar with the Massachusetts Institute of Technology, Cambridge, MA, USA, and Boston University, Boston, MA. From August 2007 to July 2008, he visited the Darmstadt University of Technology, Darmstadt, Germany, as a Humboldt Scholar. His current research interests include broadband multicarrier communications, massive MIMO wireless communications, satellite communications, optical wireless communications, information theory, and signal processing for wireless communications. From 2007 to 2012, he was the Editor of IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS. From 2009 to 2013, he was the Editor of IEEE TRANSACTIONS ON SIGNAL PROCESSING. From 2015 to 2017, he was the Editor of IEEE TRANSACTIONS ON COMMUNICATIONS. Dr. Gao was the recipient of the Science and Technology Awards of the State Education Ministry of China in 1998, 2006, and 2009, National Technological Invention Award of China in 2011, Science and Technology Award of Jiangsu Province of China in 2014, and 2011 IEEE Communications Society Stephen O. Rice Prize Paper Award in the Field of Communications Theory.