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Abstract

Deep neural networks and other machine learning systems, despite being extremely powerful and able to make predictions with high accuracy, are vulnerable to adversarial attacks. We proposed the DeltaBound attack: a novel, powerful attack in the hard-label setting with $\ell_2$ norm bounded perturbations. In this scenario, the attacker has only access to the top-1 predicted label of the model and can be therefore applied to real-world settings such as remote API. This is a complex problem since the attacker has very little information about the model. Consequently, most of the other techniques present in the literature require a massive amount of queries for attacking a single example. Oppositely, this work mainly focuses on the evaluation of attack’s power in the low queries regime ($\leq 1000$ queries) with $\ell_2$ norm in the hard-label settings. We find that the DeltaBound attack performs as well and sometimes better than current state-of-the-art attacks while remaining competitive across different kinds of models. Moreover, we evaluate our method against not only deep neural networks, but also non-deep learning models, such as Gradient Boosting Decision Trees and Multinomial Naïve Bayes.

1 Introduction

Machine learning systems are not robust against adversarial examples, meticulously crafted perturbation of the inputs that fool the classifier \cite{1, 11, 21, 27, 28}. As Deep Neural Networks and other machine learning models become more and more important in everyday life and safety-critical applications such as autonomous navigation, surveillance systems, medical diagnosis, and malware analysis, it is fundamental to understand their robustness in the worst-case scenario. Evaluating the robustness of models is extremely challenging, so it is critical to develop stronger adversarial attacks to better understand the limits and capabilities of machine learning models. Many adversarial attacks have been proposed, however, many of them focus on the white-box setting, where the attacker has full knowledge of the victim model. However, in the real world scenario, generally, the attacker knows neither the kind of models used nor the weights and parameters of the models. To overcome the limitations of the white-box setting various black-box settings were defined. In the black-box settings, generally, the attacker has limited information about the model and the defender architecture, for example, it might not know the weights of the model or it has no access to the gradient of the model. In addition, adversarial attacks can be targeted (in this case the goal is to cause the model to classify the samples to a chosen class) or untargeted (in this case the goal is to cause the model to classify the samples to a different class from the initial ones).

This work presents a black-box hard-label attack with $\ell_2$ norm bounded perturbations. Particularly, it focuses on the low queries budget, about 1000 queries. In summary, the contributions of our work are:
• We propose DeltaBound a new attack that achieves results comparable or better than the other state-of-the-art attacks in the low query regime.

• We integrate and propose various techniques to improve queries efficiency.

• We conduct extensive experiments and ablation studies on our method.

2 Related works

We will first introduce different types of threat models and then we analyze the most related attacks in the literature.

White-box attack. In this setting, the attacker has full knowledge about the victim model, in particular on the learned weights, parameters and training data of the model. Many gradient-based algorithms can be found in the literature such as PGD [19], which uses projected gradient descent and Carlini & Wagner Attack [6], which performs gradient descent on a well-designed custom function.

Black-box attack. In the black-box setting, the attacker has no direct knowledge of the model and it only knows very limited information. There exist various black-box settings such as transfer-based attack [15, 18, 22], where the attack has generally access to some information about the structure of the model or the training data, and soft-label [11, 13], where the attack has access to the class distribution output of the model. This work focuses on an even stricter setting, called hard-label [9], where only the final decision is available, i.e. the top-1 predicted class. The first work to analyze the hard-label setting was the Boundary Attack [5], where they perform rejection sampling along the decision boundary. Other works were proposed exploiting different proprieties of the decision boundary [7, 8, 24]. The vast majority of the methods tries to find better way to estimated the local hyperplane of the decision boundary, and only a few of them tried different approaches [2, 20].

Cheng et al. [8] proposed Opt-attack based on a novel reformulation of the classical hard-label black-box attack into an optimization problem that finds a direction that minimizes the distance between the sample and the decision boundary. For a given example $x_0$, a correct label $y_0$ and a black-box function $f: \mathbb{R}^d \mapsto \{1, ..., K\}$.

Untargeted attack:

$$g(\theta) = \arg \min_{\lambda > 0} f(x_0 + \lambda \frac{\theta}{\|\theta\|}) \neq y_0$$

(1)

Targeted attack (given target $t$):

$$g(\theta) = \arg \min_{\lambda > 0} f(x_0 + \lambda \frac{\theta}{\|\theta\|}) = t$$

(2)

$$\min_{\theta \in \mathbb{R}^d} g(\theta)$$

(3)

$\lambda$ is the distance from $x_0$ to the decision boundary given the direction $\theta$. Therefore, the resulting adversarial example is $x_0^* = x_0 + g(\theta) \frac{\theta}{\|\theta\|}$. Opt-attack solves the optimization problem by using a zeroth-order approximation optimizer. Moreover, they decided to evaluate $g(\theta)$ using a binary search like algorithm.

An improvement of Opt-attack was proposed by Cheng et al. [9] called Sign-opt attack. They applied a single query oracle to compute $\text{sign}(g(\theta_1) - g(\theta_0))$.

$$\text{sign}(g(\theta_1) - g(\theta_0)) = \left\{ \begin{array}{ll} +1, & \text{If } f(x_0 + g(\theta_0) \frac{\theta_1}{\|\theta_1\|}) = y_0, \\ -1, & \text{Otherwise.} \end{array} \right.$$

(4)

This single query oracle allows estimating the gradient of $g(\theta)$ more efficiently.

Another important black-box hard-label attack is Surfree proposed by Maho et al. [20]. This work exploits the geometrical proprieties of the Convolution Neural Networks. In
particular, two of the main contributions are the sampling method based on DCT (Discrete Cosine Transformation), which allows making the perturbation less perceptible, and a geometrical mechanism based on the assumption of a hyperplane decision boundary, which is a common assumption in large Deep Neural Networks.

3 Problem statement

We introduce the following notations. We consider \( x_0 \) the initial sample, \( y_0 \) the ground truth label, \( K \) the number of classes, \( d \) is the number of dimensions in the input space and \( f: \mathbb{R}^d \to \{1, \ldots, K\} \) the black-box classifier. Moreover, we consider \( \|x\| \) as the \( \ell_2 \) norm of the vector \( x \). The attacker does not know the function \( f(x) \), but it can observe the function \( f(x) \) a limited number of times, depending on the budget (maximum number of queries). Our goal (in the untargeted case) is to find an adversarial example in \( \ell_2 \) norm that is defined as

\[
x_0^* = \arg\min_{x^* \in \mathbb{R}^d} \|x_0 - x^*\| \quad \text{s.t.} \quad f(x^*) \neq y_0.
\]

(5)

In this work, we use the same optimization formulation proposed in Cheng et al. \cite{8}. In particular, we consider the hard-label black-box attack setting as an optimization problem that finds a direction that minimizes the distance between the sample and the decision boundary, given a limited budget (a maximum number of queries). Thus, in \cite{9} we optimize \( \theta \), which is the current perturbation direction.

\[
\min_{\theta \in \mathbb{R}^d} g(\theta) \quad g(\theta) = \arg\min_{\lambda > 0} f(x_0 + \lambda \frac{\theta}{\|\theta\|}) \neq y_0
\]

(6)

The resulting adversarial example from the initial problem formulation is \( x_0^* = x_0 + g(\theta) \frac{\theta}{\|\theta\|} \).

4 Proposed method

Our method uses an iterative local random search, at every iteration, it tries to slightly modify the current best direction \( \theta_{t-1} \) and checks whether the function \( g \) is smaller by at least a factor \( \delta_t \) compared with the current best direction (therefore \( \delta \) is the minimum factor of improvement). The main idea behind this approach is that an exact evaluation of \( g(\theta) \) is very expensive (it generally requires between 4 and 8 queries to obtain a good approximation), while a comparison, which means asking whether \( g(\theta) \) smaller or greater than a specific value, can be done with just one query.

In particular, the method works in the following way, at every iteration, as long as it has not exceeded the maximum number of queries available, the attacker tries to add a small perturbation \( u \) to the current best direction \( \theta_{t-1} \). We call \( v \) the new candidate direction, that is generated by first summing \( \theta_{t-1} \) and \( u \), a randomly generated vector. Then, a Gram-Schmidt procedure is applied to make it orthogonal with the previous directions \( \{\theta_k\}_{k=0}^{t-2} \). We accept a candidate vector \( v \) only if \( g(v) \leq g(\theta_{t-1}) \delta_t \). Therefore, \( \delta_t \) can be defined as the factor of improvement, which means that we accept a new vector, only if it is better by at least a factor \( \delta_t \). In order to check whether \( g(v) \leq g(\theta_{t-1}) \delta_t \), we used a variation of the single query oracle proposed in Cheng et al. \cite{9}. Particularly, \( \text{sign}(g(v) - g(\theta_{t-1}) \delta_t) = -1 \) is equivalent to \( g(v) \leq g(\theta_{t-1}) \delta_t \). Thus, we update the direction \( \theta_{t-1} \) only if

\[
f(x_0 + g(\theta_{t-1}) \delta_t \frac{v}{\|v\|}) \neq y_0.
\]

(7)
Algorithm 1 shows one iteration of the DELTABOUND attack. The first direction $\theta_0$ is randomly generated, and therefore the first $g_{\text{best}}$ is equal to $g(\theta_0)$. Additionally, a 2D example of the algorithm can be seen in \cite{2}.  

**Algorithm 1:** One iteration of the DELTABOUND Attack. 

**Input:** best distance $g_{\text{best}}$, best direction $\theta_{t-1}$, current iteration $t$  
**Output:** $\theta_t$  

\begin{verbatim}
\text{u} \leftarrow \text{Sample a random vector} \\
\text{v} \leftarrow \text{proj}_{\text{span}\{\theta_k\}_{k=0}^{t-2}} \perp (\theta_{t-1} + \text{u}) // \text{Gram-Schmidt orthogonalization} \\
\text{if } f(x_0 + g_{\text{best}}\delta_{1/\|v\|}) \neq y_0 \text{ then } // \text{equivalent to } g(v) \leq g_{\text{best}}\delta_t \\
\quad \begin{cases} \\
\quad \theta_t \leftarrow v \\
\quad g_{\text{best}} \leftarrow g(\theta_t) \\
\quad \text{else} \\
\quad \theta_t \leftarrow \theta_{t-1} \\
\end{cases} \\
\text{return } \theta_t 
\end{verbatim}

4.1 How to evaluate $g(\theta_t)$  

We evaluate $g(\theta_t)$ by using a binary search like algorithm, however compared to previous works \cite{5,6} in our attack we have an upper bound on $g(\theta_t)$, which is $g(\theta_t) \leq g(\theta_{t-1})\delta_t$, therefore we do not need a fine-grained search and hence reducing the number of queries required to evaluate $g(\theta)$.  

Moreover, the number of queries for a single function evaluation is $O(\log \epsilon^{-1}g(\theta_{t-1}))$, where $\epsilon$ is the wanted precision. If we set the precision to $(1 - \delta_t)g(\theta_{t-1})$, we not only have the guarantees to obtain a smaller value at the end of the binary search, but also we achieve $O(\log (1 - \delta_t)^{-1})$ queries per function evaluation. 

It is possible to further reduce the number of queries by noticing that $\frac{g(\theta_t)}{g(\theta_{t-1})}$ is generally close to 1 (see Appendix A). So we can reduce the number of queries by estimating the distribution of $\frac{g(\theta_t)}{g(\theta_{t-1})}$ (see Appendix C). We estimate the distribution of $\frac{g(\theta_t)}{g(\theta_{t-1})}$ as an empirical distribution function by keeping a list of previous ratios. In particular, for our method we need $G(p)$ the inverse cumulative distribution function (ICDF) of the empirical distribution of $\frac{g(\theta_t)}{g(\theta_{t-1})}$.  

The modified algorithm (see Algorithm 2) is quite similar to the classical binary search, but first of all it bisects based on the $f(x_0 + g(\theta_{t-1})G(mid) \frac{\theta_t}{\|\theta_t\|}) \neq y_0$, which is equivalent to $g(\theta_t) \leq g(\theta_{t-1})G(mid)$ and it does not test the middle point in the distance space, but it finds the point to test by using the ICDF of the empirical distribution function. The result of Algorithm 2 is the value of $g(\theta_t)$.  

**Algorithm 2:** Improved Binary Search. 

**Input:** $x_0, y_0$ The original value and label, $\theta_t$ Perturbation, $\epsilon$ Precision  
**Data:** $G(p)$ The estimated ICDF of $\frac{g(\theta_t)}{g(\theta_{t-1})}$, $f(x)$ Classifier 

\begin{verbatim}
l \leftarrow 0 \\
r \leftarrow 1 \\
\text{while } G(r) - G(l) > 1 - \epsilon \text{ do} \\
\quad mid \leftarrow \frac{l+r}{2} \\
\quad \text{if } f(x_0 + g(\theta_{t-1})G(mid) \frac{\theta_t}{\|\theta_t\|}) \neq y_0 \text{ then} \\
\quad \quad l \leftarrow mid \\
\quad \text{else} \\
\quad r \leftarrow mid \\
\text{return } g(\theta_{t-1})G(r) 
\end{verbatim}
4.2 How to choose $u$

In this section, we discuss how to sample and scale $u$ the randomly generated vector used in Algorithm 1. To simplify our analysis, we consider $u$ in the form of $u := zp(t)$, where $z$ is a vector sampled from some distribution and $p(t)$ is a function $p: \mathbb{N} \rightarrow \mathbb{R}^+$, which depends on the current iteration $t$.

4.2.1 Sampling distribution of $z$

$z$ is the nonscaled random vector of a candidate modification in the perturbation direction $\theta$. The sampling strategy for $z$ is crucial for the efficiency of the attack, even more, if the number of queries is two orders of magnitude smaller than the image space, such as in the ImageNet case where the image space has $3 \times 224 \times 224 = 150528$ dimensions compared to 1000 queries available.

As suggested by recent works [3, 17, 20], the normal distribution is not the most suited kind of perturbation in the image settings for attacking current computer vision models, such as ResNet [16]. We evaluate two kinds of techniques, the first one is sampling $z$ from a normal distribution and the second one exploits some image properties to make the attack less perceptible. The latter is a method similar to the one proposed by Maho et al. [20] and it is a random process in which samples $z$ from a particular distribution according to Algorithm 3. Firstly, it creates a 0/1 filtering mask and only keeping the $\rho\%$ of the lowest frequency subband (in order to create a low pass filter), then it is multiplied by a random vector $r$ where each element is sampled uniformly over $\{-1, 0, 1\}$. Finally, the resulting vector is converted back to pixels space using an Inverse Discrete Cosine Transformation ($DCT^{-1}$). Figure 1 shows some examples of perturbation directions for different values of $\rho$.

**Algorithm 3: DCT sampling strategy.**

$U \leftarrow$ 0/1 filtering mask of the $\rho\%$ of the lowest frequency subband  
$d \leftarrow U_{(-1,0,1)}$  // Same shape of $U$ and independent for each dimension

$u \leftarrow DCT^{-1}(d \cdot U)$

**return** $u$

Figure 1: Various perturbation directions using DCT sampling strategy and different low pass filtering rate. From left to right: $\rho = \{0.1, 0.5, 0.9\}$.

4.2.2 How to choose $p(t)$

The scale factor $p(t)$ is also an important parameter. This parameter can be seen as a trade-off between exploitation (local search with smaller changes of the current direction $\theta_t$) and exploration (searching with larger changes of the current direction $\theta_t$).

**Theorem 4.1** (Probability of updates). Let $\Phi(x)$ be the cumulative distribution function of the standard normal distribution. If $g(x)$ is differentiable, the vector $u \sim \mathcal{N}(0, Ip(t)^2)$ and
\[ \|\nabla g(\theta_t)\| \neq 0, \text{ then} \]
\[ P[g(\theta_t) \leq g(\theta_t + u)\delta_t] = 1 - \Phi \left( \frac{g(\theta_t)(1 - \delta_t) + o(\|u\|)}{\|\nabla g(\theta_t)\| p(t)} \right) \quad (8) \]

**Proof.** See Appendix A.1 \qed

By Theorem 4.1, in order to keep the probability of finding a better value for \( g(\theta_t) \) greater than a constant, we must ensure that \( \frac{g(\theta_t)(1 - \delta_t) + o(\|u\|)}{\|\nabla g(\theta_t)\| p(t)} \leq C \) for a constant \( C \in \mathbb{R} \). Therefore, we have to choose \( \delta_t \) and \( p(t) \) (\( \|u\| \)) is strongly correlated with \( p(t) \) such that \( g(\theta_t)(1 - \delta_t) + o(\|u\|) \) has an upper bound. First of all, we know that if the algorithm converges to a local minimum, then \( \|\nabla g(\theta_t)\| \to 0 \). Thus, both \( p(t) \to 0 \) and \( \delta_t \to 1 \) must hold, as \( t \to \infty \), in order to guarantee the probability of updates lower bounded. In practice, when we analyze the problem in the low queries regime it is not necessary to have \( p(t) \to 0 \) (see Appendix B).

We tried various schedule functions for \( p(t) \).
- **const** \( p(t) = 1 \)
- **linear** \( p(t) = \frac{1}{t+1} \)
- **sqrt** \( p(t) = \frac{1}{\sqrt{t+1}} \)
- **log** \( p(t) = \frac{1}{\log(t+2)} \)

### 4.3 How to choose \( \delta_t \)

First of all, we must choose \( \delta_t \) such that \( 0 < \delta_t < 1 \), as \( \delta_t \) represents the factor of improvement required. Moreover, if the algorithm finds a local minimum then \( \|\nabla g(\theta_t)\| \to 0 \). Therefore, as describe in subsection 4.2.2, we must design \( \delta_t \) such that \( \delta_t \to 1 \).

**Theorem 4.2 (Gradient Bound).** Let \( g(x) \) be differentiable, \( \delta_t = 1 - \|\nabla g(\theta_t)\| \) and \( g(\theta_{t+1}) \leq \delta_t g(\theta_t) \).
\[
\|\nabla g(\theta_t)\| \leq o \left( \frac{1}{\cos \angle(\nabla g(\theta_t), \theta_{t+1} - \theta_t)} + \frac{\|\theta_{t+1} - \theta_t\|}{g(\theta_t)} \right) \quad (9) \]

**Proof.** See Appendix A.2 \qed

Moreover, Theorem 4.2 gives us a bound on the gradient of \( g(\theta_t) \), however it is still not obvious how to choose \( \delta_t \). Because, \( \|\nabla g(\theta_t)\| \) is not trivial to estimate, various previous works tried to analyze it \[12\] \[13\], however, we are not aware of any common proprieties across different types of machine learning models.

In our work, we test several approaches, each of them mainly differs from one another on how fast it converges to 1. Let \( C \in \mathbb{R} \) be the factor of \( \delta_t \) and let the functions below be possible schedule rate of \( \delta_t \).
- **linear** \( \delta_t = 1 - \frac{C}{t+1} \)
- **sqrt** \( \delta_t = 1 - \frac{C}{\sqrt{t+1}} \)
- **log** \( \delta_t = 1 - \frac{C}{\log(t+2)} \)

### 5 Experimental work and results

Firstly, we specify the experimental setup and parameters, then we perform an ablation study on the various components, lastly, we compare our attack to recent state-of-the-art hard-label black-box attacks in \( \ell_2 \).
5.1 Experimental setup

Datasets and models We use three image datasets (MNIST, CIFAR10, ImageNet), we choose these because they are the most used datasets for adversarial attack benchmarks and one tabular dataset (Breast Cancer Wisconsin dataset[11]), we choose this dataset because it is simple (all tested models achieve high accuracy on the test set) and it is a classification task.

For MNIST, we use a pre-trained multilayer perceptron with 2 fully connected layers with 256 neurons with RELU. We randomly choose a subset of 150 correctly classified images for the evaluation.

CIFAR10 dataset is tackled by using WideResNet-28-10 architectures both for standard and robust ResNet model for Robust model. We employ the pre-trained model available in the RobustBench library[10]. For the Robust model, we use Rebuffi et al. [24], because it shows high robust accuracy performance. We randomly select a subset of 100 correctly classified images for the evaluation.

For ImageNet, we use a pre-trained ResNet18, made available for the PyTorch environment. We randomly selected 100 correctly classified images with size $3 \times 224 \times 224$.

The Breast Cancer Wisconsin dataset is a classical binary classification dataset. It has a total of 569 samples, each sample has 30 dimensions. We evaluate different kinds of models from the sklearn library[23]. In particular, we use the following classes GradientBoostingClassifier, LogisticRegression, RandomForestClassifier, MultinomialNB, AdaBoostClassifier, DecisionTreeClassifier, in order to give a wide range of different kind of models. We randomly sample 86 data points from the dataset.

Setup and Code Unless differently stated we use the following parameters $p(t) = 1$, $\delta_t = \frac{0.05}{\log(t+1)}$. For the sampling strategy, we use DCT with $\rho = 0.1$ in the MNIST, Robust CIFAR10 and ImageNet cases, while $\rho = 0.9$ for the Standard CIFAR10 case. In the Breast Cancer Wisconsin dataset it is not possible to use the DCT sampling strategy, therefore, we used the normal sampling strategy. We develop DELTABOUND on top of the FoolBox library [25].

5.2 Evaluation metrics

The core evaluation metrics is the average $\ell^2$ distance between the initial image $x_0$ and the adversarial example $x_0^*$ (equation 10). For the image datasets, we give a budget of 1000 queries, while we give a budget of 500 queries for the Breast Cancer Wisconsin dataset due to its smaller input space.

$$\text{avg}_{l^2} := \frac{1}{n} \sum_{i=1}^{n} \|x_0 - x_0^*\|_2$$

(10)

5.3 Ablation study

In this subsection, we evaluate the various components, and we analyze how important each component is. We tested the various hyper-parameters on CIFAR10 with the standard model and the results of this analysis are in Table [1]. Therefore, we show that choosing a good $p(t)$ and $\delta_t$ schedule and factor are extremely important, and different choices of those parameters could significantly change the performance and effectiveness of DELTABOUND.

5.4 Benchmark

Image datasets In our benchmark, we compare the performance of our method with several state-of-the-art attacks: HSJA[7], Boundary Attack[5] and SurFree[20]. Moreover, despite not being part of our setting, we also compare with Carlini & Wagner Attack[6], which is a white-box attack. For HSJA[7], Boundary Attack[5] and Carlini & Wagner

---

1 Model weights: [http://ml.cs.tsinghua.edu.cn/~chenxi/pytorch-models/mnist-b07bb66b.pth](http://ml.cs.tsinghua.edu.cn/~chenxi/pytorch-models/mnist-b07bb66b.pth)
| \( p(t) \) | \( \delta_t \) schedule | \( \delta_t \) factor | \( u \) distribution | average \( \ell_2 \) |
|------------|----------------|----------------|----------------|----------------|
| linear     | log            | 0.01           | normal         | 2.04           |
| sqrt       | log            | 0.01           | normal         | 1.06           |
| log        | log            | 0.01           | normal         | 0.87           |
| const      | log            | 0.01           | normal         | 0.79           |
| const      | linear         | 0.01           | normal         | 1.09           |
| const      | sqrt           | 0.01           | normal         | 0.87           |
| const      | log            | 0.01           | DCT            | 0.79           |
| const      | log            | 0.05           | DCT            | 0.72           |
| const      | log            | 0.1            | DCT            | 0.88           |

Table 1: Average \( \ell_2 \) using the standard model on CIFAR10 dataset with a budget of 1000 queries.

Figure 2: Initial image (top row) and Adversarial example (bottom row) on CIFAR10 with the standard model.

ATTACK\[6\] we used the implementation directly available in the FoolBox library \[25\]. While for SURFREE \[20\], we use the official GitHub implementation\[2]. Table 2 shows a comparison of the different methods across various models and datasets. Our work remains competitive across different kinds of computer vision models and datasets while being better on MNIST and CIFAR10 with a robust model. Figure 2 displays some attacked images with the DeltaBound attack on CIFAR10 with the standard model.

**Tabular dataset** In Table 3, we show our method compared with HSJA\[7\] on the breast cancer Wisconsin dataset\[11\]. Our method is consistently better than HSJA, across a wide and diverse range of machine learning methods. We exclude BOUNDARY ATTACK\[5\] because it has been proven to be less efficient than HSJA\[7\]. We also do not consider CARLINI &

![Tabular dataset](image)

Table 2: Average \( \ell_2 \) with a budget of 1000 queries. **bold** the best. *underlined* the second best.

| Attack         | MNIST | Standard - CIFAR10 | Robust - CIFAR10 | IMAGENET |
|----------------|-------|-------------------|------------------|----------|
| Our method     | **1.19** | 0.72              | **2.84**         | 8.15     |
| HSJA           | 1.30  | 0.72              | 3.77             | 10.70    |
| BOUNDARY ATTACK| 4.95  | 4.55              | 8.97             | 34.22    |
| SURFREE        | 1.63  | **0.68**          | 3.71             | **6.73** |
| C&W (white-box)| 0.95  | 0.11              | 0.88             | 0.45     |
| Model                  | const - log 0.1 (ours) | const - sqrt 0.1 (ours) | HSJA |
|------------------------|------------------------|-------------------------|------|
| Gradient Boosting Tree | 0.58                   | 0.51                    | 0.67 |
| Logistic Regression    | 5.86                   | 5.88                    | 6.15 |
| Random Forest          | 0.19                   | 0.28                    | 0.62 |
| Multinomial Naive Bayes| 16.45                  | 16.49                   | 17.22|
| AdaBoost               | 2.41                   | 2.54                    | 2.79 |
| Decision Tree          | 0.52                   | 0.52                    | 0.92 |

Table 3: Average $\ell_2$ with a budget of 500 queries using the breast cancer Wisconsin dataset\cite{11}. \(\text{const - log 0.1}\) means that \(p(t) = 1\) and \(\delta_t = 1 - \frac{0.1}{\log(t+2)}\), while for \(\text{const - sqrt 0.1}\) means that \(p(t) = 1\) and \(\delta_t = 1 - \frac{0.1}{\sqrt{t+2}}\). **bold** the best.

Wagner Attack\cite{6} as it is a white-box attack and it requires access to the model gradient, which many models we analyze do not have. Moreover, we cannot evaluate SURFREE\cite{20} as their work focuses on the images settings and particularly their sampling strategy it is not trivially adaptable to the tabular settings.

### 6 Conclusions

We propose the **DeltaBound** attack, an adversarial attack in the black-box hard-label setting with a very limited amount of queries ($\leq 1000$). Overall, our attack achieves better results than the other considered attacks from literature in at least one of its configurations.
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A Theorem proofs

**Theorem A.1** (Probability of updates). Let $\Phi(x)$ be the cumulative distribution function of the standard normal distribution. If $g(x)$ is differentiable, the vector $u \sim \mathcal{N}(0, \mathcal{I}p(t)^2)$ and $\|\nabla g(\theta_t)\| \neq 0$, then

$$P[g(\theta_t) \leq g(\theta_t + u)\delta_t] = 1 - \Phi\left(\frac{g(\theta_t)(1 - \delta_t) + o(\|u\|)}{\|\nabla g(\theta_t)\|p(t)}\right)$$

(11)

**Proof.** From first order Taylor expansion,

$$g(\theta_t) \leq g(\theta_t + u)\delta_t = (g(\theta_t) + \nabla g(\theta_t)^T u + o(\|u\|))\delta_t$$

After reordering the terms, we obtain

$$\nabla g(\theta_t)^T u \leq g(\theta_t)(\delta_t - 1) + o(\|u\|)$$

Since $u \sim \mathcal{N}(0, \mathcal{I}p(t)^2)$, we get

$$\nabla g(\theta_t)^T u = \sum_{i=1}^{d} \nabla g(\theta_t)_i u_i \sim \mathcal{N}(0, \|\nabla g(\theta_t)\|^2 p(t)^2)$$

Thus we will have,

$$P[g(\theta_t) \leq g(\theta_t + u)\delta_t] = P[\nabla g(\theta_t)^T u \leq g(\theta_t)(\delta_t - 1) + o(\|u\|)] = 1 - \Phi\left(\frac{g(\theta_t)(1 - \delta_t) + o(\|u\|)}{\|\nabla g(\theta_t)\|p(t)}\right)$$

\[\square\]

**Theorem A.2** (Gradient Bound). Let $g(x)$ be differentiable, $\delta_t = 1 - \|\nabla g(\theta_t)\|$ and $g(\theta_{t+1}) \leq \delta_t g(\theta_t)$

$$\|\nabla g(\theta_t)\| \leq o\left(\frac{1}{\cos \angle(\nabla g(\theta_t), \theta_{t+1} - \theta_t)} + \frac{\|\theta_{t+1} - \theta_t\|}{g(\theta_t)}\right)$$

(12)

**Proof.** Let

$$\delta_t = 1 - \|\nabla g(\theta_t)\|$$

From first order Taylor expansion,

$$g(\theta_{t+1}) = g(\theta_t) + \|\nabla g(\theta_t)\|\|\theta_{t+1} - \theta_t\| \cos \angle(\nabla g(\theta_t), \theta_{t+1} - \theta_t) + o(\|\theta_{t+1} - \theta_t\|)$$

We can substitute $g(\theta_{t+1})$ with $g(\theta_{t+1}) \leq \delta_t g(\theta_t)$,

$$g(\theta_t) + \|\nabla g(\theta_t)\|\|\theta_{t+1} - \theta_t\| \cos \angle(\nabla g(\theta_t), \theta_{t+1} - \theta_t) + o(\|\theta_{t+1} - \theta_t\|) \leq \delta_t g(\theta_t)$$

We can substitute $\delta_t$ and rearrange the terms and we obtain,

$$\|\nabla g(\theta_t)\| \leq o\left(\frac{1}{\cos \angle(\nabla g(\theta_t), \theta_{t+1} - \theta_t)} + \frac{\|\theta_{t+1} - \theta_t\|}{g(\theta_t)}\right)$$

\[\square\]
B Estimation of $\frac{g(\theta_t)}{g(\theta_{t-1})}$

For the figure below, we see that the ratio of $\frac{g(\theta_t)}{g(\theta_{t-1})}$ converges toward 1. Moreover, we can better see the trade-off between a smaller value of $\delta_t$ (log 0.01 - const) with many, but small improvements, compared with a bigger $\delta_t$ (log 0.1 - const) with fewer, but larger improvements.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{ratio.png}
\end{figure}

C Analysis of the modified binary search

We considered the common binary search ($\lfloor \log (1 - \delta_t)^{-1} + 1 \rfloor$ queries) and our improved binary search. To prove the effectiveness of our technique, we run our method with different hyperparameters. We can see, from the figure below, that it permits to reduce the number of queries by a large factor.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{queries.png}
\end{figure}

D 2D example of the DELTABOUND attack

To better understand the behavior of our attack, we plot some iterations on different functions and situations. The target point is always set at (0, 0) and we define all functions as a binary
classifier based on the result of the respective conditions. We use the following functions to explore the behavior of our method across easy and complex functions.

- $f_1(x, y) = x + y + 0.1$
- $f_2(x, y) = \sin(100x + 100y + 1)$
- $f_3(x, y) = \sin(20x + 0.5)^2 + \cos(10y + 0.1)^2 - 0.7$
- $f_4(x, y) = \sum_{a=0}^{10} \sin(15(a + 5)x + 1) + \sin(15(a + 2)y + 4)$
(a) $f_4(x, y) \leq 0$

(b) $f_4(x, y) \leq 0$