Neural responses to reflection symmetry for shapes defined by binocular disparity, and for shapes perceived as regions of background
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1. Introduction

The visual system organises images projected on the retina into coherent scenes, a crucial step in perceptual organisation and figure-ground segmentation. Extensive work has been done on the rules which govern perceptual organisation (Wagemans et al., 2012). Fundamental cues include symmetry, convexity and closure.

The human visual system is extremely sensitive to symmetry. Studies have shown that the detection of symmetry is fast, accurate, and robust. Symmetry detection happens efficiently even with brief presentations (Barlow and Reeves, 1979; Rampone et al., 2016). Symmetry detection happens efficiently even with brief presentations (Barlow and Reeves, 1979; Rampone et al., 2016). Symmetry in 2D refers to self-similarity under rigid transformations. Although rotation and repetition are possible transformations, mirror reflection is the most salient for human observers (Mach, 1897), and perhaps the most biologically relevant (Little et al., 2011). Symmetrical 3D objects only project a symmetrical 2D image when observed from a non-generic viewpoint (Swaddle, 1999; Szyk et al., 1995, Chen et al., 2007). Affine and perspective transformations (Makin et al., 2015; Sawada and Pizlo, 2008; Wagemans et al., 1991) do not abolish symmetry perception, although they can be disruptive. In the current study we focus on brain responses to 3D images with both vertical and horizontal axes of reflection.

The neural response to visual symmetry has been extensively studied in the last two decades (Bertamini et al., 2018; Bertamini and Makin, 2014; Cattaneo, 2017). An EEG study by Norcia et al. (2002) reported that symmetry selectivity emerges about 220 ms after stimulus onset. Further ERP studies have consistently reported negative amplitude at posterior electrodes when participants view symmetrical patterns (Jacobsen & Höfel, 2003, 2003, 2003; Makin et al., 2012a,b; Martinovic et al., 2018). This ERP signal has been termed the Sustained Posterior Negativity (SPN). The SPN is a relative measure, given by the difference between symmetry and asymmetry waves. The SPN can be recorded during active symmetry discrimination or during a secondary task (Höfel and Jacobsen, 2007; Jacobsen and Höfel, 2003; Makin et al., 2013). In addition, Palumbo et al. (2015) found a linear increase in SPN amplitude with the proportion of symmetrical elements in the display (see also Makin et al., 2020). Makin et al. (2016) reported that SPN...
amplitude closely correlates with perceptual goodness across a range of regularity types, including Glass patterns, repetition, and reflexional symmetry.

Source localization suggests that the SPN is generated by the extrastriate cortex (Kohler et al., 2016; Makin et al., 2012a,b). This is in line with functional MRI work which has found symmetry activation in a network of areas in the extrastriate cortex (V3, V3a, V4, and LOC), with the strongest responses in the shape-sensitive Lateral Occipital Complex (LOC) and V4 (Sasaki et al., 2005; Tyler et al., 2005). This is also consistent with Transcranial Magnetic Stimulation (TMS) studies, which have shown that the LOC plays a causal role in symmetry perception (Cattaneo et al., 2014).

To date, neuroimaging work has measured brain responses to symmetrical objects or patterns. However, it has not directly addressed the importance of symmetry in figure-ground segmentation. Several different psychophysical studies have suggested that symmetry processing is directly involved in the grouping and segmentation of visual input. Bahnsen (1928) was the first to illustrate the importance of symmetry as a cue for perceptual grouping. His subjects reported seeing regions with symmetric contours as figures with asymmetric ground spaces on 90% of the trials. However, Kanizsa and Gerbino (1976) found symmetry to be less powerful as a grouping factor when compared to convexity. More recently, Mojica and Peterson (2014) demonstrated that symmetry and convexity are equally effective cues, but symmetry plays a role in perceptual organisation only when it is close to fixation. Machisen et al. (2009) used co-alignment in Gabor stimuli to explore the role of symmetry in object perception. Thresholds for detecting a shape in noisy displays were significantly lower for symmetrical shapes, indicating a role for symmetry in perceptual organisation.

Another line of research has explored the relative salience of symmetry when it is a property of an object compared to when it is a property of a region between two objects (i.e., in the ground). A common finding is that bilateral symmetric contours are more efficiently perceived when they belong to a single object compared to when they are between two different objects. For repetition this is reversed: repetition is more efficiently detected when the contours belong to two objects (Baylis and Driver, 1995; Bertamini et al., 1997, 2002; Corballis and Roldan, 1974; Koning and Wagemans, 2009; Makin et al., 2012a,b; Treder and van der Helm, 2007). A study by Treder and van der Helm (2007) showed that detection of symmetry (but not of repetition) is poor when the corresponding elements of symmetrical contours are placed on different planes (i.e., at different depths). This further supports the claim that bilateral symmetry is a cue for the presence of a single object.

2. Current study

Stereoscopic 3D shape processing involves a complex set of mechanisms in both dorsal and ventral streams (Neri, 2005; Orban et al., 2006; Parker, 2007). With respect to binocular disparity, almost all regions of the visual cortex contain neurons that respond to disparity (Parker, 2007). Several neurophysiological studies have shown early responses to disparity (DeAngelis and Newsome, 1999; Livingstone and Hubel, 1988) and a recent EEG study by Duan et al. (2021) showed disparity sensitive responses arise 150 ms post stimulus presentation. Object processing areas in the inferotemporal cortex can respond to shape defined solely by early stereoscopic disparity cues (Gilaie-Dotan et al., 2002). However, it is less clear whether stereoscopic information modulates higher-level perceptual processing like symmetry perception. The SPN may differ in magnitude or in latency if the symmetrical stimulus is defined solely using binocular information (disparity-defined contours, also known as cyclopean contours). In these stimuli, symmetry information is absent at the monocular level.

Furthermore, cyclopean contours specified in a random-dot stereogram (RDS) allow for direct figure-ground manipulation. The same region can be seen as in front (figure) or behind (ground) (Julesz, 1986). The second issue we investigated was whether the SPN would be altered by the figure-ground status of symmetrical stimuli. One possibility is that the SPN is reduced, or even abolished, when regularity is represented by a gap between two surfaces, because the symmetry is now not a property of an object, and the contours of the ground region belong to the outer objects. This would be consistent with the findings from speeded discrimination tasks (Bertamini et al., 1997) where symmetrical gaps between surfaces are discriminated less efficiently that symmetrical objects (the reverse is true for repetition).

The current study recorded the SPN for disparity-defined stimuli. In the experiments, depth separation was the only information available to define the shape of objects in the critical conditions. Experiment 1 compared the SPN waves for three types of stimuli defined by: binocular disparity; monocular contrast; and disparity and contrast. We predicted a similar SPN for the binocular and monocular cue conditions, and an additive effect on the SPN of having the two cues in the combined condition. The relationship between bilateral symmetry and contour ownership was the focus of Experiment 2. Bilateral symmetry may produce a different SPN when it is the property of an object than when it is a gap between contours belonging to other objects (round).

We predicted that the SPN amplitude for contour in RDS will be large and like the SPN produced by contrast defined contours in both experiments (figure condition). In the ground condition of Experiment 2, we predicted a reduction in SPN amplitude, and a change in the sustained response (faster decay). These effects would suggest that symmetry and object representation are mutually supportive. These predictions were pre-registered (https://osf.io/2sv5z/).

3. Experiment 1: binocular disparity defined contours

Experiment 1 investigated whether symmetry defined by stereoscopic information produces an SPN. Participants judged whether the contours presented were symmetrical or asymmetrical. Contours were specified by binocular disparity, monocular contrast or both cues combined (Fig. 1). In all conditions, shape was specified at a suprathreshold level. The critical region containing information about the regularity was in the centre of the screen. The hypothesis was that disparity-defined contours produce an SPN of similar magnitude as contours defined by monocular cues. We included a combined condition (monocular + binocular) to see whether this combined wave is the additive result of the waves in the other two conditions.

4. Experiment 1 methods

4.1. Participants

Twenty-eight individuals took part in Experiment 1 (age 18–30, mean age = 19.6, 8 male, 0 left-handed). All participants had normal or corrected-to-normal vision. They were also screened for stereo acuity using a standard TNO test. Their stereo acuity varied between 30 and 120 arc sec. The TNO test has been shown to overestimate the stereopsis thresholds (Vanelleef et al., 2017), however here it was used only as a screening tool, to confirm that participants were not stereo blind. TNO estimates are not included in the analysis. The study had local ethics committee approval and was carried out in accordance with the 2008 version of the declaration of Helsinki. All participants signed an informed consent form.

4.2. Apparatus

EEG data was recorded continuously from 64 scalp electrodes arranged by the international 10–20 system. We used the BioSemi active-two EEG system, sampling at 512 Hz. Stimuli were presented to participants on a 54.4 × 33.2 cm monitor. HEOG and VEOG were monitored online to check for unwanted blinks and eye movements. The distance from the screen was constrained with a chinrest at 57 cm. The images and presentation were programmed in Python using PsychoPy libraries.
The stereo monitor (SONY) used a passive stereo system and had a resolution of 1920 × 1080 pixels at 60 Hz. Because of the polarized glasses, the effective vertical resolution was halved (540 pixels). Passive stereo was preferred to shutter glasses to avoid any interference with the EEG recordings.

### 4.3. Stimuli

The stimuli were random dot stereograms with light and dark grey squares, presented on a grey background (as in Fig. 2). Each stimulus had a matrix of 128 × 128 squares, and a side of 13.5° of visual angle. Therefore, each square was approximately 0.1° wide. The background region had zero disparity and the stimulus always appeared on the front plane with a disparity of 0.06°. In the binocular condition the luminance of each square was chosen at random between 22.0 cd/m² to 125 cd/m² on our monitor. The Michelson contrast (or visibility) for this condition was 0.70. For the contrast and combined condition, the luminance of the background plane ranged from 98.0 cd/m² and 47.0 cd/m², giving approximately the same average luminance value, but reducing the contrast to 0.34. Background grey was set at 35 cd/m². The plane containing the critical contour and the background plane were matched in luminance in each condition. The average luminance in each condition was approximately 73 cd/m². Our stimuli had regions that differed in disparity and in contrast, but the luminance was only approximately matched.

A red fixation dot (radius 0.43°) was present in the centre of the screen during fixation and during stimulus presentation. In half of the trials the stimulus was an irregular polygon. In the other half it had vertical and horizontal reflectional symmetry. Two axes of reflection were used because of the larger neural response that is generated by the presence of two axes (Makin et al., 2016).

The symmetrical and asymmetrical polygons were generated starting from a standard circle with a 2.16° radius. Along this circle we randomly selected 28 vertices. For each vertex, the radius could take values between 1.08° (minimum radius) and 3.24° (maximum radius). Different vertices were selected in each trial and therefore no trial repeated images used before. Each vertex was equally spaced (360°/28) except that this position varied for each vertex randomly by ±1° (to add variability).

### 4.4. Procedure

Participants completed a TNO test to assess their stereo acuity.
4.5. ERP analysis

EEG analysis and pre-processing were based on previous EEG work on perception of symmetry (Makin et al., 2016). EEG data was recorded continuously and then processed offline using eeglab 13.4.4b (Delorme and Makeig, 2004) in Matlab. Data was first referenced to the scalp average, downsampled to 128 Hz, low pass filtered at 25Hz with the IIRFILT function, and then broken into epochs from −0.5 to +1.5 s around stimulus onset, with a −200 ms pre-stimulus baseline. Epoched data was cleaned with Independent Component Analysis (Jung et al., 2000). This process removed blink, movement, and other gross artefacts. An average of 17.18 components were removed from each participant. Where participants entered the incorrect response were removed. On average 2% of the trials were excluded per participant. After this, trials with amplitude more extreme than ±100 µV (µV) at any scalp electrode were excluded. The average overall exclusion rate was 8.3% for Binocular, 7.4% for Contrast and 6.1% for Combined. SPN was defined as the amplitude difference between symmetrical and asymmetrical conditions at the posterior electrode cluster [P07 O1 O2 P08] from 400 to 1500 ms post stimulus onset. The left [P07 O1] and right pair [O2 P08] from this cluster were used when comparing SPN across hemispheres. The electrodes were chosen a-priori, based on previous research. The SPN at these electrodes has been consistently associated with the extrastriate symmetry response and is a measure of persistent activation of the symmetry network (Makin et al., 2020).

5. Experiment 1 results and discussion

5.1. P1 and N1 analysis

Fig. 3A shows grand average ERP waves in each condition. The P1 was the same across both conditions, while N1 was larger in Binocular and Combined conditions. To explore P1 and N1, we obtained peak amplitude during the 100–180 ms and 180–260 ms time window, respectively. The time-windows for analysis were chosen based on previous studies looking at the effects of stereoscopic disparity on Visually Evoked Potentials (VEPs; Pegna et al., 2018). Peak amplitudes were analysed with mixed omnisub ANOVAs [Contour (Binocular, Contrast, Combined) X 2 Regularity (Symmetrical, Asymmetrical) X 2 Hemisphere (Left, Right)]. There were no significant effects or interactions for P1 amplitude (p > .213). For N1, there was no main effect of Regularity (F (1, 27) = 0.97, p = .387, η² = 0.028). However, there was a significant main effect of Hemisphere (F (1, 27) = 5.68, p = .024, η² = 0.174) because N1 peak was reduced in the left hemisphere (mean = −0.39 µV, SD = 3.43) compared to the right hemisphere (mean = −1.67 µV, SD = 3.50). There was also a significant main effect of Contour (F (2, 54) = 19.24, p < .001, η² = 0.416). There was a significant difference between Contrast and Binocular (t (27) = −4.666, p < .001, dz = −0.88) and Contrast and Combined (t (27) = 4.352 < .001, dz = 0.82) conditions. There was no significant difference between Binocular and Combined conditions (t (27) = −0.080, p = .937, dz = 0.02). There were no significant interactions.

These results confirmed that the stereo manipulation in the experiment was sufficient to elicit an early response to the onset of the disparity defined shape. Our findings are in line with previous research examining the effects of stereo input on the VEPs. For instance, Oliver et al. (2018) showed that stereo viewing affects activation early in the visual stream.

5.2. SPN analysis

The SPN was defined as the difference between symmetry and asymmetry waves, see plot on the right in Fig. 3A. The plot on the right in Fig. 3B illustrates 95% Confidence intervals around these waves. When these cross zero, there is a significant SPN. For statistical analysis, the SPN was defined as the amplitude of the difference wave in the 400–1500 ms interval. Trials where participants pressed the wrong button were excluded from analysis. SPN amplitude on correct trials was examined with 3 × 2 ANOVA [3 Contour (Binocular, Contrast, Combined) X 2 Hemisphere (Left, Right)]. There was no main effect of Contour (F (2, 54) = 0.30, p = .739, η² = 0.011), therefore the SPN produced by disparity-defined contours does not differ from SPN produced by contrast-defined contours. There was no main effect of hemisphere (F (1, 27) = 0.63, p = .434, η² = 0.023) and no significant interactions. The average SPN was significant in each condition: Binocular (mean = −0.56 µV, SD = 0.71, t (27) = −4.174, p < .001, dz = −0.79), Contrast (mean = −0.65 µV, SD = 0.97, t (27) = 3.565, p = .001, dz = −0.67) and Combined (mean = −0.70 µV, SD = 0.90, t (27) = 4.266, p < .001, dz = −0.81). These effects also illustrated with 95% CI in Fig. 3D.

Our findings indicate that the symmetry-sensitive ERP component is equivalent for contrast-defined and stereo-defined contours. Contour can be specified in different ways, and they are equivalent in terms of the symmetry response once a shape is clearly visible. Previous research has
shown that at supra-threshold level, low and mid-level visual information contribute to symmetry perception (Bertamini et al., 2018). For instance, our results are consistent with Martinovic et al. (2018) who reported similar SPN for different supra-threshold luminance and colour defined symmetries. Symmetry perception is indifferent to low level properties of the symmetrically arranged elements.

The most important result from Experiment 1 is a null result: There was no significant difference in SPN amplitude across the three contour types. However traditional null hypothesis significance testing (NHST) cannot be used to confirm this. ANOVAs give the probability of
obtaining the observed data given the null hypothesis (pD|H0), not the probability of a null hypothesis being true given the observed data (pH0|D). We thus used Bayesian alternatives to NHST to estimate pH0|D (Masson, 2011), using the supplementary materials provided (for the workings see https://osf.io/zv5t2/). For the main effect of Contour, pH0|D = 0.964, and thus PH1|D = 1 - 0.964 = 0.036. This confirms that the evidence is a better fit to the null hypothesis, and the SPN was not influenced by contour type.

6. Experiment 2: figure-ground segmentation

A common finding in the psychophysical literature is that symmetry is more easily detected when it is a property of a single object than a gap between two objects (Baylis and Driver, 1995; Bertamini et al., 1997). In Experiment 2 we tested whether this influences the SPN. Participants judged whether the contours presented in the central region were symmetrical or asymmetrical. Contours were specified by binocular disparity only. The disparity levels were tested and were above threshold levels, therefore participants performed the task accurately. The central region contained information about regularity, but this region could be defined as foreground (a single surface) or background (a gap between two outside surfaces). Thus, because of unidirectional contour ownership, the contours could belong to the central region or to the two outside regions.

Fig. 4. Stimuli and procedure for Experiment 2. A) Example of stimuli in each of four conditions: Symmetry in the figure, Symmetry in the ground, Asymmetry in the figure, Asymmetry in the ground. The foreground region is darker for illustration. There was no brightness difference in the actual stimuli and therefore the shape could only be seen after fusion. In the experiment no polygonal shape was repeated in different trials. B) The sequence of images presented during a trial included a preview, a stimulus, and a response screen.
7. Experiment 2 method

7.1. Participants

Twenty-eight participants took part in Experiment 2 (age 18–36, mean age = 21.1, 11 male, 1 left-handed). Their stereo acuity was measured using the TNO test and it was between 15 and 120 arcsec.

7.2. Stimuli

In Experiment 2, two depth planes were used, one with zero disparity and one with crossed disparity to bring one surface nearer in depth. The surface in front had a disparity of 0.09°, and the background region had zero disparity. To make the surfaces visible in Fig. 4 we have decreased the luminance of the front plane. Stereograms are shown in Fig. 5. The luminance of each square was chosen at random between 22.0 cd/m² to 125 cd/m² giving an average luminance value of from 73.5 cd/m² on our monitor and contrast visibility of 0.70. Background grey was set at 125 cd/m².

To minimise the delay necessary to fuse the two images, each stimulus was preceded by a preview. The preview included a vertical region that was either a figure or a ground, matched to the conditions in the experiment, as illustrated in Fig. 4 B. This stimulus changed by the addition of a more complex polygon at stimulus onset. To minimise the luminance change at stimulus onset, only 50% of the squares changed luminance from preview to stimulus (randomly selected). This was the case for both planes. As in Experiment 1, there was a red fixation dot (radius 0.22°) in the centre of the stimulus. The radius increased to 0.43° when the stimulus was presented. This manipulation was designed to help participants maintain fixation.

In half of the trials the stimulus was an irregular polygon. In the other half it had vertical and horizontal reflective symmetry. The polygons were generated the same way as in Experiment 1. Two squares (1.59° × 1.59°) were removed from the top left and top right corners of the stimuli in the ground condition, to avoid the two outside shapes having their own horizontal axis of symmetry. In the figure condition, two squares were added (1.59° × 1.59°) (see Fig. 4).

7.3. Procedure

The procedure was similar to that of Experiment 1. However, in Experiment 2 each trial began with a 1.5 s preview that included a red fixation dot (0.22°) in the middle. This was followed by a 1.5 s presentation of the stimulus (see Fig. 4B). When the stimulus was presented, there was also a 50% (0.43°) expansion of the fixation dot. After the stimulus disappeared, participants entered their responses with unpredictable key mapping. This experiment consisted of 480 trials, split into 24 blocks. Thus, there were 120 trials in each condition (Symmetry (Symmetrical, Asymmetrical) X Figure-ground (Figure, Ground) X Response screen (Left, Right)). The conditions were fully interleaved in each block and presented in a different randomised order for each participant.

7.4. ERP analysis

Pre-processing of the data was conducted in the same way as in Experiment 1. In this experiment an average of 12.25 components were removed from each participant (min = 0, max = 21). Trials where participants entered the incorrect response and where the amplitude exceeded ±100 μV were excluded. The overall exclusion rate was 14.17% (6.73% errors) for figure condition and 22.14% (15.27% errors) for ground condition. SPN was defined a-priori as the amplitude difference between symmetrical and asymmetrical conditions at the posterior electrode cluster [PO7 O1 O2 PO8] from 400 to 1500 ms post stimulus onset (as in Experiment 1). After observing the ERPs, it was decided to analyse the SPN in two separate time windows, Early (400–750 ms) and Late (750–1500 ms).

8. Experiment 2 results and discussion

8.1. P1 and N1 analysis

Fig. 6A shows grand average ERP waves in each condition. The P1 was the same across conditions, but there were differences for N1. To explore these effects statistically, we obtained P1 and N1 extreme peak amplitude during the 100–180 ms and 180–400 ms windows, respectively. These effects were examined with a mixed 2 × 2 × 2 ANOVA (2 Figure-ground (Figure, Ground) X 2 Regularity (Symmetry, Asymmetry) X 2 Hemisphere (Left, Right)) for P1 and N1 separately.

For P1, there was only a significant effect of Figure-ground (F (1,27) = 5.08, p = .032, η²p = 0.158). Amplitude was higher in the figure condition (mean = 2.16, SD = 1.50) compared to the ground condition (mean = 1.88, SD = 1.20).

For N1, there was no main effect of Regularity (F (1,27) < 0.01, p = .999, η²p < 0.001). However, there was a significant main effect of Hemisphere (F (1,27) = 9.21, p = .005, η²p = 0.254). Amplitude was more negative in the right (mean = −5.83 μV, SD = 2.72) compared to the left hemisphere (mean = −4.58 μV, SD = 2.35). N1 amplitude was also affected by Figure-ground manipulation (F (1,27) = 6.58, p = .016, η²p = 0.196). N1 was larger in the Ground condition (mean = −5.55 μV, SD = 2.55) compared to the Figure condition (mean = −4.87 μV, SD = 2.46). This difference was larger in the right hemisphere. However, the interaction was non-significant.

These results are consistent with the literature. For example, Makin et al. (2014) showed N1 sensitivity to object manipulation. In Makin et al. (2014), the ground configuration involves a larger foreground area (more dots in the foreground), and that is likely to generate a larger N1. N1 may represent the orienting of attention to a task-relevant stimulus (Casco et al., 2005). Luck et al. (1990) showed that N1 attention effect was reduced when the preceding stimulus contained elements in the attended field. This might explain the smaller N1 amplitude in the figure...
Fig. 6. A) Grand average ERPs and SPN difference waves: Waves were taken from bilateral posterior electrode cluster [PO7 O1 O2 PO8] annotated in B. The first plot shows the average ERPs, and the second plot shows the SPN as a difference from the asymmetry wave. B) Inter-subject Variability. The first plot shows individual-subject ERPs behind grand averages. The second plot shows 95% CI around the SPN as well as individual-subject SPNs. When the coloured ribbons do not cross zero, the SPN is significant. C) Topographic difference maps: These illustrate the difference between symmetrical and asymmetrical maps in Early (400–750 ms) and Late (750–1500 ms) time intervals for figure and ground. Here the SPN appears as blue at posterior electrodes. D) SPN amplitude: Bars show difference from asymmetry (400–1500 ms) in figure and ground split by interval (early and late). Error bars = 95% confidence intervals. The fact that error bars do not cross zero indicates the presence of a significant SPN. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
condition since the change, in terms of surface from preview to stimuli was smaller compared to the ground condition.

8.2. SPN analysis

The SPN is defined as the difference from the asymmetry wave, in the 400–1500 ms interval, as in Experiment 1. Behavioural filtering of the data revealed that on average participants responded correctly to 93.08% of trials in the Figure condition and 85.99% of trials in the Ground condition. A score above 75% correct responses was a condition for inclusion in the analysis, which all 28 participants satisfied.

Fig. 6 suggests SPN onset is delayed in the Ground condition. As no previous research has recorded a delay in SPN onset, we split analysis by time Window: Early (400-750 ms) and Late (750-1500 ms). SPN amplitude was then examined with $2 \times 2 \times 2$ ANOVA (2 Figure-ground (Figure, Ground) X 2 Hemisphere (Left, Right) X 2 Interval (Early, Late)). There was no main effect of Figure-ground (F(1, 27) = 3.16, $p = .087$, $\eta_p^2 = 0.105$). There was no main effect of Hemisphere (F(1, 27) = 1.38, $p = .250$, $\eta_p^2 = 0.049$). However, there was a significant interaction between Interval and Figure-ground (F(1, 27) = 4.81, $p = .037$, $\eta_p^2 = 0.151$). In the Early interval the SPN was significantly larger in the Figure condition (mean = −0.86 $\mu$V, SD = 0.96) compared to the Ground condition (mean = −0.24 $\mu$V, SD = 0.99) (t (27) = −2.23, $p = .029$, dz = −0.44). This difference between conditions was not apparent in the Late interval (mean (Figure) = −0.75 $\mu$V, SD = 1.04, mean (Ground) = −0.48 $\mu$V, SD = 1.08, t (27) = −1.05, $p = .301$, dz = −0.20).

This interaction can also be demonstrated by testing whether SPN amplitude is significantly below than zero (see 95% CI in Fig. 6B and D). In the Early interval (400-750 ms) the SPN was significant for Figure (t (27) = −4.72, $p < .001$, dz = −0.89) but not for Ground (t (27) = −1.31, $p = .203$, dz = −0.25). Conversely, in the Late interval (750-1500 ms) the SPN was significant for both Figure (t (27) = −3.79, $p = .001$, dz = −0.72) and Ground (t (27) = −2.34, $p = .027$, dz = −0.44).

8.3. Explanations for SPN delay in the ground condition

Our analysis of early and late windows provides some support for an interaction between symmetry and objecthood. Symmetrical shapes tend to be seen as figures, so when symmetry is a property of a gap between objects, it creates a conflict. This delay in SPN onset may be due to object information interfering with the processing of shape information in the ground region.

One possibility is that stereo fusion was delayed in the ground condition, and this caused the SPN delay. We cannot rule this out completely, but we believe that it is unlikely. This possibility can be addressed indirectly by comparing P1 amplitude across Experiments 1 and 2. Specifically, we compared P1 from the binocular condition of Experiment 1 and the Figure condition of Experiment 2 because in these two cases the stimuli are the same. In Experiment 1 there was no preview, so stimulus onset involved the appearance of a large foreground object. This large change would generate a large P1. In Experiment 2 figure condition, the difference was the presence of a preview with a central vertical strip. Stereo fusion had already occurred before stimulus onset, and stimulus onset only involved a small increase in object surface area around fixation (Fig. 4). This small change in shape would generate a small P1. P1 amplitude was far higher in binocular condition of Experiment 1 (mean = 4.25, SD = 3.56) than in the Figure condition of Experiment 2 (mean = 1.72, SD = 1.20, t (33.082) = 3.550, $p = .001$, equal variance not assumed). Crucially, this suggests that the preview manipulation was successful in facilitating fusion, and that stereo fusion had already occurred at stimulus onset in Experiment 2. We thus think it is less likely stereo fusion delays are responsible for SPN delays.

The sign of the disparity was confounded with figure-ground manipulation. In Experiment 2, we manipulated the figure-ground status of the background. Experiment 1 confirmed the same SPN for stimuli with binocular, monocular and combined information. Previous ERP experiments have shown that supra-threshold colour and luminance signals produce the same neural response to symmetry (Martinovic et al., 2018). Our results extend these findings, showing that stereoscopic depth signals are just as efficient as monocular signals. This suggests that symmetry perception mechanisms operate at a level that is insensitive to such differences, in higher stages of visual processing. This is consistent with other work showing that the symmetry response is independent of the visual channels that carry object position information: for instance, the symmetry response does not distinguish between black and white elements (Makin et al., 2021). In Experiment 2, we manipulated the figure-ground status of the

8.4. Time course analysis

Experiment 2 found a novel SPN latency modulation, and this was examined indirectly, by comparing amplitude in early and late windows. We therefore decided to analyse the latency of SPN onset directly using a jackknife-based method (Miller et al., 1998). Onset estimates were retrieved using the protocol described in Smulders (2010). This was implemented using the protocol outlined by Liesefeld (2018). The procedure estimated SPN onset somewhere in 200–1500 ms interval for each participant and condition. Onset latency was defined as the time-point when the component has reached 20% of its peak amplitude.

As shown in Fig. 7A, average onset for the Figure condition was 337 ms (SD = 95) and average onset for the Ground condition was 672 ms (SD = 224). These estimates are consistent with our selection of 400 ms for the Early and 750 ms for the Late time windows.

Next, onset estimates obtained from the jackknife method were analysed statistically. A repeated measures ANOVA [Figure-Ground X Hemisphere] confirmed that onset was later in the Ground condition (F (1, 27) = 10.48, $p = .003$, $\eta_p^2 = 0.280$). Onset was similar in both Hemispheres (F (1, 27) = 0.01, $p = .941$, $\eta_p^2 = <0.001$) and there was no Figure-Ground by Hemispheric interaction (F (1, 27) = 0.08, $p = .778$, $\eta_p^2 = 0.003$). This latency analysis is more systematic than the initial amplitude analysis and uses established criteria for onset estimation. This increases confidence that the apparent SPN delay in the ground condition is not a false positive.

Scrubtion of Fig. 6A gives two impressions that require further comment. The N1 and P2 peaks appear delayed by approximately 50 ms in the Ground condition, and there is a ~0.31 $\mu$V dip between 400 and 600 ms in the Ground condition difference wave. If this dip is taken as SPN onset, then our claims that the SPN is uniquely delayed in the Ground condition would not be tenable. However, there is no evidence that this 400–600 ms dip should be considered signal rather than noise. Analysis of the 450–550 ms window shows no significant effect (t (27) = −1.464, $p = .155$, d = 0.277). Furthermore, confidence intervals in Fig. 6B only reveal a persistent effect after 800 ms in the Ground condition (pink ribbon). Conversely, the wave remained significantly below zero from around 400 ms onwards in the Figure condition (blue ribbon). Overall, the several converging analyses suggest SPN onset is substantially delayed in the Ground condition.

8.5. General discussion

In this study we analysed ERPs recorded when participants viewed symmetrical or asymmetrical shapes defined within random dot stereograms as surfaces separated in depth. In Experiment 1 we compared binocular and monocular cues. In Experiment 2 we compared two configurations in which the same region was presented as foreground or background. Experiment 1 confirmed the same SPN for stimuli with binocular, monocular and combined information. Previous ERP experiments have shown that supra-threshold colour and luminance signals produce the same neural response to symmetry (Martinovic et al., 2018). Our results extend these findings, showing that stereoscopic depth signals are just as efficient as monocular signals. This suggests that symmetry perception mechanisms operate at a level that is insensitive to such differences, in higher stages of visual processing. This is consistent with other work showing that the symmetry response is independent of the visual channels that carry object position information: for instance, the symmetry response does not distinguish between black and white elements (Makin et al., 2021).
symmetrical regions. Identical regions were presented, which could be symmetrical or asymmetrical, and in one condition this region was a foreground, and in the other condition it was background. As shape information becomes available only after fusion, we can be sure we are comparing conditions with different depth stratification (Bertamini and Farrant, 2006). We found that the amplitude of the SPN was not significantly affected by the figure-ground manipulation, however the onset of the SPN was delayed when symmetry was the property of the ground. In future work, different combinations of monocular and binocular depth cues could be manipulated. If multiple congruent cues support depth stratification, then the latency difference between the figure and ground conditions might be reduced or eliminated.

In psychophysical research, bilateral symmetry is most salient when it is a property of a single object. Our findings somewhat support this, as the SPN signal had a delayed onset when symmetrical contours were between two objects. Previous work has addressed effects of objectness on the EEG response to symmetry. Makin et al. (2014) found no interaction between type of symmetry and objectness on the SPN amplitude. However, in that study, contour closure supported objecthood, and this cue might not have been as strong as our disparity-defined figure and ground regions.

The SPN delay is in line with theoretical work proposing that symmetry is useful for shape detection and object recognition. Based on its ubiquity as an object property, symmetry can help to establish an object-centred coordinate frame, and aid object recognition (Barlow and Reeves, 1979). Studies investigating how observers construct a general, object-centred representation of an object from a viewer-centred representation have concluded that one of the critical steps is to determine the axis orientation of the object (Marr and Nishihara, 1978). Symmetry was found to be a clue to the coordinate system of the object. There is a bidirectional link between objecthood and symmetry: Objecthood aids symmetry discrimination and symmetry aids object identification. It is no surprise that symmetry and objecthood congruence effects are found at the neural level.

Processing of binocular disparity is widespread throughout the cortex, highlighting its importance for perception (Preston et al., 2008; Tsao et al., 2003). Extrastriate areas, particularly area V3a (Backus et al., 2001) and the LO (lateral occipital area) show remarkable sensitivity to stereoscopic stimuli (Preston et al., 2008). The LO activations show preferential disparity selectivity, suggesting encoding of perceptually relevant information, in contrast to activations in early visual areas (Preston et al., 2008). Imaging evidence also indirectly supports the idea that symmetry interacts with object detection. fMRI results show that visual symmetry selectively activates extrastriate areas including V3a, V4 and the LOC (Keefe et al., 2018; Sasaki et al., 2005; Tyler et al., 2005), regions that are also sensitive to object formation (Desimone, 1991; Kourtzi and Kanwisher, 2000; Pasupathy and Connor, 2002). Indeed, the LOC is functionally defined as a shape-selective area that integrates different perceptual organisation principles (Grill-Spector, 2003; Treder and van der Helm, 2007). It is possible that the LOC response to symmetry is delayed when object and symmetry cues are incongruent.

The delay in SPN for the ground condition may have emerged as an indirect consequence of conflictual information about figure-ground. This is still consistent with an association between symmetry and objecthood, but it suggests that when other cues such as size, closure and convexity are inconsistent with binocular disparity, information about the presence of an object, processing of symmetry for that object is also delayed.

These results speak to a broader question. Do different perceptual operations causally affect each other, so that the outcome of one perceptual operation alters the outcome of another? This is a question about the interdependence of perceptual operations, discussed by Hochberg (2003), Szply et al. (1995) and others. In our case, the first perceptual operation uses disparity cues to determine whether the central region is a foreground object. A second perceptual operation determines whether contours are mirror symmetric. These two perceptual operations are interdependent: Symmetry discrimination may be facilitated when contours are owned by one foreground object. However, our Experiment 2 shows that ownership by a single object is not a necessary condition for the presence of the SPN. This just one example of perceptual interdependence that can be fruitfully studied with ERP in future studies.

The focus of this study was the SPN, but we can also briefly comment on for N1. N1 is sensitive to stereoscopic depth information, as shown by previous research (Oliver et al., 2018). Experiment 2 found that N1 was also sensitive to figure-ground manipulation, with enhanced N1 when shapes were in the background. However, this may have been due to the larger overall area. Furthermore, N1 was right lateralized, and although we did not predict this, it is consistent with the right hemisphere dominance for many visual operations. Unlike the N1, the SPN was not significantly right lateralized here. However, symmetry processing is often stronger in the right hemisphere (Van Meel et al., 2019; Bonf et al., 2015), and the SPN is right lateralized when pooling data across multiple experiments (Bertamini et al., 2018).

9. Conclusion

We found a symmetry-specific response (SPN) for shapes defined by binocular disparity within random-dot stereograms. The SPN did not differ in either latency or amplitude for binocular or monocular cues.
This suggests that symmetry sensitive networks engage mechanisms that process shape independently of the source of information. In a second study, we compared foreground and background regions. Previous psychophysical work indicated a link between bilateral symmetry and objectness. The SPN was delayed when symmetry is formed by a gap between two objects (a region of background). This may be because object formation may interfere with the processing of shape information in the ground region.
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