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Abstract

We study the full time evolution of one- and two-mode bosonic quantum systems that interact through single- and two-mode squeezing Hamiltonians. We establish that the single- and two-mode cases are formally equivalent, leading to the same differential equations encoding the full time evolution. These differential equations can be easily employed in any application. We analytically predict a dramatic transition in the population of the modes when the coupling takes a specific critical value, leading to exponential growth of the excitation population. We discuss the validity, scope and generality of our results.
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1 Introduction

In this work we investigate the equivalence between time evolution induced by single- and two-mode squeezing. We employ recently developed techniques to obtain differential equations that govern the full time evolution of the mode operators, which are decoupled, linear and of second order [1]. This allows for immediate numerical integration for any specific scenario of interest. We apply our results to study a variety of parameter regimes, and periodic drives, which lead to exponential population growth.

Our results can be applied to setups with harmonic oscillators, as well to setups that contain modes of a quantum field. Applications of these techniques range from the theory of parametric down-conversion [2], models of light coupled to nano-mechanical resonators [3] and quantum optics [4] to single modes of a bosonic field interacting with a large ensemble of two-level systems [5], quantum field theory [6] and cosmology [7].

This work is organised as follows. In section 2 we introduce the necessary tools to be used in this work. In section 3 we present the analytical results of the time evolution. In section 4 we discuss applications of our techniques to cases that have been studied or are of interest. Finally, in section 6 we discuss the outlook and possible future directions of this work.

Our conventions are the following: the symbol $T_p$ stands for transposition and, in places, we abbreviate cosh by $ch$, sinh by $sh$ and tanh by $th$ for a better reproduction of results when convenient. We work in the Heisenberg picture.

2 Tools

Bosons can be used to model a wide variety of physical systems, from the electromagnetic field propagating in superconducting circuits [8,9] and light coupled to nano-mechanical resonators [3] to phonons in a Bose-Einstein Condensate [10,11] and radiation emitted by black holes [12]. For the sake of clarity and simplicity, in this work we choose to focus our model on harmonic oscillators rather than quantum fields, which have risen as core elements within recent advances in relativistic and quantum information [13]. It is important to note, however, that our techniques and results apply directly and in a straightforward fashion to coupled...
quantum fields, as has been argued before [1] (see [14] for connected results).

2.1 One and two-mode quadratic Hamiltonians

2.1.1 One-mode quadratic Hamiltonians

We start with one harmonic oscillator, or bosonic mode. We characterise it with (possibly time dependent) frequency $\omega_+$ and annihilation and creation operators $\hat{a}, \hat{a}^\dagger$ that satisfy the canonical commutation relations $[\hat{a}, \hat{a}^\dagger] = 1$. The most general time-dependent quadratic Hamiltonian $\mathcal{H}_1$ for one mode is

$$\mathcal{H}_1 = \hbar \omega_+(t) \hat{N}_+ + 2\hbar g_+(t) \hat{G}_+ + 2\hbar g_-(t) \hat{G}_-,$$

where $g_{\pm}$ are time dependent driving functions of dimension frequency and we have defined the basic operator algebra elements $\hat{N}_+ := \frac{1}{2} \hat{a}^\dagger \hat{a}$, $\hat{G}_+ := \frac{1}{2} [\hat{a}^\dagger \hat{a}^\dagger + \hat{a}^2]$ and $\hat{G}_- := i (\hat{a}^\dagger \hat{a}^\dagger - \hat{a}^2)$ for notational convenience. Notice that $\omega_+ = 2\omega_c$ for one mode.

We note here that this Hamiltonian, known in quantum optics as the single mode squeezing Hamiltonian [15], appears, for example, in degenerate parametric down conversion [2].

We choose to introduce the dimensionless time $\eta := \frac{\omega_c}{\hbar} t$, where $\omega_c$ is a convenient normalisation frequency whose choice will depend on the situation at hand, and to normalise the Hamiltonian [1] by $\hbar$, which allows us to obtain the dimensionless Hamiltonian $\hat{H}_1(t)$, which reads

$$\hat{H}_1(\eta) = 4 \left( \Omega_+(\eta) \hat{N}_+ + h_+(\eta) \hat{G}_+ + h_-(\eta) \hat{G}_- \right),$$

where we have introduced the dimensionless functions $\Omega_+ := \omega_+ / \omega_c$ and $h_{\pm}(t) := g_{\pm}(t) / \omega_c$. This choice will prove extremely convenient for our following work.

Notice that we have allowed $\Omega_+$ to be a function of the dimensionless time $\eta$.

2.1.2 Two-mode quadratic Hamiltonians

Let us consider here two harmonic oscillators, with frequencies $\omega_a$ and $\omega_b$ respectively, and with annihilation and creation operators $\hat{a}, \hat{a}^\dagger$ and $\hat{b}, \hat{b}^\dagger$ which satisfy the canonical commutation relations $[\hat{a}, \hat{a}^\dagger] = [\hat{b}, \hat{b}^\dagger] = 1$, while all others vanish. The most general quadratic time-dependent Hamiltonian $\hat{H}_2(t)$ of these two modes contains 10 independent elements, i.e., 10 independent quadratic Hermitian operators with appropriate, perhaps time-dependent, coefficients [1]. Among all possible interaction Hamiltonians $\mathcal{H}_2(t)$, we focus here on a simple yet interesting quadratic time-dependent interacting Hamiltonian $\hat{H}_2(t)$ of the form

$$\hat{H}_2(t) = \hbar \omega_a \hat{a}^\dagger \hat{a} + \hbar \omega_b \hat{b}^\dagger \hat{b} + \hbar g_+(t) \hat{G}_+ + \hbar g_-(t) \hat{G}_-,$$

where $g_{\pm}$ are time dependent driving functions of dimension frequency and we have defined the basic operator algebra elements $\hat{G}_+ := \frac{1}{2} [\hat{a}^\dagger \hat{b}^\dagger + \hat{a} \hat{b}]$ and $\hat{G}_- := \frac{i}{2} [\hat{a}^\dagger \hat{b}^\dagger - \hat{a} \hat{b}]$ for notational convenience. This Hamiltonian, known in quantum optics as the two mode squeezing Hamiltonian [15], appears, for example, in parametric down conversion [2].

We now introduce the operators $\hat{N}_\pm := \frac{1}{2} [\hat{a}^\dagger \hat{a} \pm \hat{b}^\dagger \hat{b}]$ and note that $\hat{N}_-$ commutes simultaneously with $\hat{N}_+, \hat{G}_+$ and $\hat{G}_-$. Therefore, the number difference of excitations is a constant of motion. This is a well known result and is a consequence of the fact that the two mode squeezing operation always creates (or annihilates) pairs of excitations coherently [1].
interaction can be engineered in the laboratory by employing nonlinear crystals \([15]\). We can rewrite the Hamiltonian \([3]\) as
\[
\hat{H}_2(t) = \hbar \omega_+ \hat{N}_+ + \hbar \omega_- \hat{N}_- + \hbar g_+(t) \hat{G}_+ + \hbar g_-(t) \hat{G}_- ,
\]
where we have introduced the frequencies \(\omega_\pm := \omega_a \pm \omega_b\).

We now choose to introduce the dimensionless time \(\eta := \frac{1}{g_c} t\), where we have introduced an appropriate critical coupling \(g_c\). This critical value of the coupling plays an important role in interacting systems within quantum optics \([3, 5]\). The interaction Hamiltonian \([4]\), normalised by \(\hbar\), reduces to
\[
\hat{H}_2(\eta) = 4 \left[ \Omega_+ \hat{N}_+ + \hbar_+ (\eta) \hat{G}_+ + \hbar_- (\eta) \hat{G}_- + \Omega_- \hat{N}_- \right].
\]
Here have introduced the dimensionless frequencies \(\Omega_\pm := \omega_\pm / g_c\) and we have defined \(\hbar_\pm := g_\pm / g_c\).

From now on, since \(\hat{N}_-\) is a constant of motion, we will drop it from any consideration about time evolution of the system.

### 2.2 Symplectic geometry and Covariance Matrix formalism

In quantum mechanics, the initial state \(\rho_i\) of a system of \(N\) bosonic modes with operators \(\{a_n, a_n^\dagger\}\) evolves to a final state \(\rho_f\) through the standard Heisenberg equation \(\rho_f = U^\dagger \rho_i U\), where \(U\) implements the transformation of interest, such as time evolution. If the state \(\rho\) is Gaussian and the Hamiltonian \(H\) is quadratic in the operators, it is convenient to introduce the vector \(X = (a_1, \ldots, a_N, a_1^\dagger, \ldots, a_N^\dagger)^T\), the vector of first moments \(d := \langle X \rangle\) and the covariance matrix \(\sigma\) defined by \(\sigma_{nm} := \langle \{ X_n, X_m^\dagger \} \rangle - 2 \langle X_n \rangle \langle X_m^\dagger \rangle\), where \(\{,\}\) stands for anticommutator and all expectation values of an operator \(A\) are defined by \(\langle A \rangle := \text{Tr}(A \rho)\).

In this language, the canonical commutation relations read \([X_n, X_m^\dagger] = i \Omega_{nm}\), where the \(2N \times 2N\) matrix \(\Omega\) is known as the symplectic form \([16]\). We then notice that, while arbitrary states of bosonic modes are, in general, characterised by an infinite amount of degrees of freedom, a Gaussian state is uniquely determined by its first and second moments, \(d_\pm\) and \(\sigma_{nm}\) respectively \([16]\). Furthermore, quadratic (i.e., linear) unitary transformations, such as Bogoliubov transformations \([8]\), preserve the Gaussian character of the Gaussian state and can always be represented by a \(2N \times 2N\) symplectic matrix \(S\) that preserves the symplectic form, i.e., \(S^\dagger \Omega S = \Omega\). All of this can be used to show that the Heisenberg equation can be translated in this language to the simple equation \(\sigma_t = S^\dagger \sigma_t S\), which shifts the problem of usually untreatable operator algebra to simple \(2N \times 2N\) matrix multiplication. In addition, Williamson’s theorem guarantees that any \(2N \times 2N\) hermitian matrix, such as the covariance matrix \(\sigma\), can be decomposed as \(\sigma = S^\dagger \nu_\oplus S\), where \(S\) is an appropriate symplectic matrix, the diagonal matrix \(\nu_\oplus = \text{diag}(\nu_1, \ldots, \nu_N, \nu_1, \ldots, \nu_N)\) is known as the Williamson form of the state and \(\nu_n := \coth(\frac{2 \hbar \omega_n}{k_B T}) \geq 1\) are the symplectic eigenvalues of the state \([17]\).

Williamson’s form \(\nu_\oplus\) contains information about the local and global mixedness of the state of the system \([16]\). The state is pure when \(\det(\sigma) = \det(\nu_\oplus) = \prod_n \nu_n = 1\) and is mixed otherwise. As an example, the thermal state \(\sigma_{th}\) of a \(N\)-mode bosonic system is simply given by its Williamson form, i.e., \(\sigma_{th} = \nu_\oplus\).

Finally, in the context of symplectic geometry, one has that a quadratic Hamiltonian \(H(t)\) can be always represented by the symplectic matrix
\[
S = \int_0^t e^{\Omega f(t') dt'} H(t'),
\]

4
where the matrix $H$ can be obtained by $H(\tau) = X^\dagger H X$.

### 2.3 Sub-algebra of the squeezing Hamiltonian

Here we discuss some properties of the sub-algebra generated by $\hat{N}_+$, $\hat{G}_+$ and $\hat{G}_-$ for both single- and two-mode Hamiltonians.

We note that, for both single- and two-mode cases, the commutation of the operators reads

\[
\left[\hat{G}_+, \hat{N}_+\right] = i \hat{G}_-, \quad \left[\hat{N}_+, \hat{G}_-\right] = i \hat{G}_+, \quad \left[\hat{G}_+, \hat{G}_-\right] = i \hat{N}_+,
\]

(7)

a part from an additional constant to the commutator $[\hat{G}_+, \hat{G}_-]$ which reads $i/2$ for the single-mode case and $i$, for the two-mode case. This constant is irrelevant for all purposes of interest to us since contributes to the time evolution through a phase, which has no physical relevance.

The fact that the algebra of the two systems is identical implies that the two Lie groups are homomorphic [18]. We can therefore forget about which system we are investigating and treat them both at the same time. Interestingly, we note that this algebra is the same that of the Pauli matrices, i.e, the angular momentum algebra.

To see this explicitly we note that the matrices involved in the following, which come from the representation of the generators in matrix form, will be $\Omega$, $\text{ad}_{\Omega}$ and $\text{ad}_{\Omega} \Omega$, where $\text{ad}_{\Omega}$ is the anti-diagonal identity. Note that, in the one mode case we have $\sigma_x = \text{ad}_{\Omega}$, $\sigma_y = -\text{ad}_{\Omega} \Omega$ and $\sigma_z = i \Omega$.

In [Appendix D] we discuss issues relative to the stability of the vacuum, i.e., the existence of negative eigenvalues.

### 3 Time evolution of the system: main solution

Our main goal is to find an explicit expression for the symplectic representation of the operator

\[
U(\eta) = T \exp \left[ -i \int_0^\eta d\eta' \hat{H}(\eta') \right].
\]

(8)

In this section we will avoid printing the explicit expressions of all matrices in order to streamline the discussion. All missing expressions can be found in [Appendix B]

We start by using the techniques introduced above and we map the problem to the symplectic domain, therefore constructing the symplectic matrix $S(\eta)$ defined by

\[
S(\eta) = T \exp \left[ \Omega \int_0^\eta d\eta' \hat{H}(\eta') \right].
\]

(9)

The Hamiltonian matrix $H$ can be diagonalised by a time-independent orthogonal matrix when the coupling is real. This is an important feature of the Hamiltonian matrix which we now proceed to exploit. The coupling $h(\eta)$ can be written as $|h(\eta)| \exp[i \phi(\eta)]$. We then use
the results of Appendix A to obtain

\[
S(\eta) = T \exp \left[ \Omega \int_0^\eta d\eta' H(\eta') \right]
= T \exp \left[ \Omega \int_0^\eta d\eta' (H + H_\phi - H_\phi) \right]
= S_{\phi}(\eta) T \exp \left[ \Omega \int_0^\eta d\eta' S_\phi^\dagger(\eta') (H - H_\phi) S(\eta') \right]
= S_{\phi}(\eta) T \exp \left[ \Omega \int_0^\eta d\eta' H_r(\eta') \right],
\]

(10)

where we have introduced the diagonal Hamiltonian \(H_\phi = \omega_\phi 1\) and \(\omega_\phi = \frac{d}{d\eta} \phi(\eta)\).

The matrix \(H_r\) has been defined as \(H_r := S_\phi^\dagger(\eta) (H(\eta) - H_\phi) S_{\phi}(\eta)\), which has the simple expression \(H_r = \Omega 1 + h(\eta) \text{ad}_1\). The dimensionless frequency parameter \(\Omega\) is \(\Omega := \Omega_+ - \Omega_\phi\), while \(\Omega_\phi\) is the dimensionless normalised frequency \(\omega_\phi\) normalised by the critical value. The matrix \(H_r\) can be put in diagonal form by a time-independent, orthogonal matrix \(M\), where 

\[
M M^T H_r M = D_r
\]

where \(D_r\) is diagonal. In particular, it can be easily checked that it reads 

\[
D_r = \Omega 1 + i h(\eta) \Omega.
\]

Therefore, we have

\[
S(\eta) = S_{\phi}(\eta) T \exp \left[ \Omega \int_0^\eta d\eta' H_r(\eta') \right]
= S_{\phi}(\eta) T \exp \left[ \Omega \int_0^\eta d\eta' M D_r(\eta') M^T \right]
= S_{\phi}(\eta) T \exp \left[ M K \int_0^\eta d\eta' D_r(\eta') M^T \right]
= S_{\phi}(\eta) M T \exp \left[ K \int_0^\eta d\eta' D_r(\eta') \right] M^T,
\]

(11)

where \(K := M^T \Omega M = i \text{ad}_1\) is anti-diagonal and we could move the orthogonal matrix \(M\) out of the integral, and therefore out of the time-ordered exponential, because it is time independent.

Let us introduce

\[
S_{AD}(\eta) := T \exp \left[ \int_0^\eta d\eta' K D_r(\eta') \right].
\]

(12)

The fact that \(K D_r(\eta)\) is anti-diagonal allows us to write

\[
S_{AD}(\eta) := P + \int_0^\eta d\eta' K D_r P,
\]

(13)

where the diagonal matrix \(P\) is our new unknown. The formal expression for \(P\) is discussed in Appendix C.

We use the fact that \(S_{AD}(\eta) = K D_r S_{AD}(\eta)\) to find the equation

\[
K D_r \int_0^\eta d\eta' K D_r P = \dot{P}.
\]

(14)
The dot is a short notation for derivative with respect to time.

The matrix $K D_t$ is invertible\footnote{This is true as long as $\Omega \neq h(\eta)$. We will see that one of the analytical solutions considers this case separately.}, therefore we can employ some algebra and obtain

$$\ddot{P} - K D_t D_t^{-1} K^\dagger \dot{P} - (K D_t)^2 P = 0,$$

(15)

which collects our main set of differential equations in a compact form. We have used the fact that $K^\dagger = K^{-1}$. As a consistency check we note that both $K D_t D_t^{-1} K^\dagger$ and $(K D_t)^2$ are diagonal matrices.

We also note that, since $P$ is diagonal, the differential equations for the elements $P_{nn}$ of the matrix $P$, which are the only non-zero elements, are all decoupled.

The differential equation (15) needs to be complemented with two initial conditions. The first one simply requires that $P(0) = 0$, while the second can be obtained by taking the first derivative of (13), equating it to the time derivative of the definition of $S_{AD}(\eta)$ and then evaluating at $t = 0$. This condition reads $\dot{P}(0) = 0$.

We can look at Appendix B and at the form of the Hamiltonian matrices (38) and (40). We note that, whatever the number of modes, we have $(K D_t)^2 = -\rho^2 1$, where $\rho^2 := \Omega^2 - h^2(\eta)$ and we have defined $\Omega(\eta) := \rho \cosh \chi$ and $h(\eta) := \rho \sinh \chi$. The variables $\rho$ and $\chi$ are functions of $\eta$. Furthermore, it is easy to check that

$$K D_t D_t^{-1} K^\dagger = \frac{\dot{\rho}}{\rho} 1 - i \frac{\Omega h - \Omega \dot{h}}{\rho^2} \Omega = \frac{\dot{\rho}}{\rho} 1 + i \dot{\chi} \Omega.$$  

(16)

Putting all together, and using some algebra, it is easy to check that main differential equations (15) reduce to the following two uncoupled, second order, linear differential equations

$$\ddot{p}_1 - \left( \frac{\dot{\rho}}{\rho} + \dot{\chi} \right) \dot{p}_1 + \rho^2 p_1 = 0$$

$$\ddot{p}_2 - \left( \frac{\dot{\rho}}{\rho} - \dot{\chi} \right) \dot{p}_2 + \rho^2 p_2 = 0.$$  

(17)

Note also that, for the two mode case, one has $p_{22} = p_{11} = p_1$ and $p_{44} = p_{33} = p_2$. The expressions (17) complement and complete the expression

$$S(\eta) = S_\phi(\eta) M S_{AD}(\eta) M^T \rho,$$

(18)

and are the only non-analytical features of this work. We can write the expression $S(\eta) = S_\phi(\eta) S_{sq}(\eta)$, where the explicit expression for matrix $S_{sq}$ can be found in Appendix B for both cases.

We can introduce $p_1(\eta) = p_1(y(\eta))$, and $p_2(\eta) = p_2(y(\eta))$, where $y(\eta) := \int_0^\eta d\eta' \rho(\eta')$. Then, the main differential equations (17) take the alternative form

$$\ddot{p}_1 - \dot{\chi} \dot{p}_1 + p_1 = 0$$

$$\ddot{p}_2 + \dot{\chi} \dot{p}_2 + p_2 = 0,$$

(19)

where the derivatives are now with respect to $y$ and we have introducde the implicit definition

$$\frac{d}{dy} \chi = \frac{1}{\rho} \frac{d}{d\eta} \chi.$$
It is easy to show that by introducing $p_\pm := p_1 \pm p_2$ and
\[
I_\pm := I_1 \pm I_2 = \int_0^\eta d\eta' \left[ p_1 (\Omega + h(\eta')) \pm p_2 (\Omega - h(\eta')) \right]
\]
(20)

it follows that the symplectic matrix $S(\eta)$ is then defined uniquely by the two Bogoliubov coefficients
\[
\alpha = \frac{1}{2} e^{-i \phi} \left[ p_+ + i I_+ \right]
\]
\[
\beta = \frac{1}{2} e^{-i \phi} \left[ p_- - i I_- \right],
\]
(21)

which satisfy the Bogoliubov identity $|\alpha|^2 - |\beta|^2 = 1$, which reads
\[
1 = p_1 p_2 + I_1 I_2,
\]
(22)

while the second identity $\alpha \beta^{TP} - \beta \alpha^{TP} = 0$ is automatically satisfied.

As a consistency check, note that when $h = 0$ we have that $S(\eta) = 1$, $p_1 = p_2 = \cos(\Omega \eta)$
and therefore from [15] or [40] we find that [18] reduces to just the free evolution symplectic matrix, as expected.

These expression cannot be simplified further, but we will show it has solutions for situations of interest.

4 Time evolution of the system: solutions for cases of interest

We now proceed to show that the main solution (17) has analytical expression for cases of broad interest.

4.1 Parametric drive

Here we assume that $h(\eta) = h_0 \Omega_+ \cos(2 \Omega_d \eta)$, that $\Omega = \Omega_+ - h(\eta)$ and that $\Omega_+$ is constant. It is easy to show that the main differential equations (17) reduce to
\[
0 = \ddot{p}_1 + \Omega_+^2 \left( 1 - 2 h_0 \cos(2 \Omega_d \eta) \right) p_1
\]
\[
0 = \ddot{p}_2 + 4 \Omega_d h_0 \frac{\sin(2 \Omega_\eta)}{1 - 2 h_0 \cos(2 \Omega_d \eta)} \dot{p}_2 + \Omega_+^2 \left( 1 - 2 h_0 \cos(2 \Omega_d \eta) \right) p_2.
\]
(23)

We note that the first equation is the well known Mathieu equation which naturally arises in the context of parametrically driven harmonic oscillators and whose solutions for different parameter regimes are known [19].

4.2 Periodic drive

Let us assume that the coupling is time dependent and that the time dependence is periodic, i.e., the system is driven with a coupling of the form $h(t) = h_0 e^{-i \Omega_d \eta}$, which oscillates with dimensionless drive frequency $\Omega_d$ and that $\Omega_+$ is time-independent. In this case $\rho_0^2 = \Omega^2 - h_0^2$ and is time independent.
Some algebra allows us to solve (17) and obtain
\begin{align*}
\alpha &= e^{-i \Omega \eta} \left[ \cos(\rho_0 \eta) + i \frac{\Omega}{\rho_0} \sin(\rho_0 \eta) \right] \\
\beta &= i e^{-i \Omega \eta} \frac{h_0}{\rho_0} \sin(\rho_0 \eta).
\end{align*}
(24)

As an application, we know that the time evolution of the operator \( \hat{a} \) is \( \hat{a} = \alpha(\eta) \hat{a} + \beta(\eta) \hat{a}^\dagger \) and therefore we can compute the time-dependent expectation value of the number operator \( \langle \hat{a}^\dagger \hat{a} \rangle(\eta) \), which reads
\begin{align*}
\langle \hat{a}^\dagger \hat{a} \rangle(\eta) &= \left( 1 + 2 |\beta|^2 \right) \langle \hat{a}^\dagger \hat{a} \rangle + |\beta|^2 + \alpha^* \beta \langle \hat{a}^{12} \rangle + \alpha \beta^* \langle \hat{a}^2 \rangle.
\end{align*}
(25)

In the present case we have
\begin{align*}
\langle \hat{a}^\dagger \hat{a} \rangle(\eta) &= \left( 1 + 2 \frac{h_0^2}{\rho_0^2} \sin^2(\rho_0 \eta) \right) \langle \hat{a}^\dagger \hat{a} \rangle + \frac{h_0^2}{\rho_0^2} \sin^2(\rho_0 \eta) + \frac{1}{2} i \frac{h_0}{\rho_0} \sin(2 \rho_0 \eta) \left( \langle \hat{a}^{12} \rangle - \langle \hat{a}^2 \rangle \right) \\
&\quad + \frac{h_0 \Omega}{\rho_0^2} \sin^2(\rho_0 \eta) \left( \langle \hat{a}^{12} \rangle + \langle \hat{a}^2 \rangle \right).
\end{align*}
(26)

4.3 Degenerate coupling

Let us assume that the coupling is such that of the form \( h(\eta) = \Omega(\eta) \). This case includes the one where the Hamiltonian reduces to a pure \( \hat{x}^2 \) or \( \hat{p}^2 \)-like expression.

The main solution (17) cannot be computed in the way that we have presented. Instead, we trace back to the definition (12) of which we reprint here
\begin{align*}
S_{\text{AD}}(\eta) = \mathcal{T} \exp \left[ \int_0^\eta d\eta' \mathbf{K} D_r(\eta') \right].
\end{align*}
(27)

We note that \( \mathbf{K} D_r \) has the expression \( 2 h(\eta) \mathbf{T} \), which is diagonal and cannot be inverted. Given this expression, and the fact that \( \mathbf{T}^2 = 0 \), we can easily show that
\begin{align*}
S_{\text{AD}}(\eta) = 1 + 2 i H(\eta) \mathbf{T},
\end{align*}
(28)

where we have defined \( H(\eta) := \int_0^\eta d\eta' h(\eta') \).

This allows us to easily find the explicit expression for \( S(\eta) \) in our case. Namely, we have that
\begin{align*}
\alpha &= e^{-i \phi} [1 + i H(\eta)] \\
\beta &= -e^{-i \phi} H(\eta).
\end{align*}
(29)

We can compute again the time evolution of the operator \( \hat{a} \), which in the present case reads
\begin{align*}
\langle \hat{a}^\dagger \hat{a} \rangle(\eta) &= \left( 1 + 2 H^2(\eta) \right) \langle \hat{a}^\dagger \hat{a} \rangle + H^2(\eta) + (1 - i H(\eta)) \ H(\eta) \langle \hat{a}^{12} \rangle + (1 + i H(\eta)) \ H(\eta) \langle \hat{a}^2 \rangle.
\end{align*}
(30)

5 Considerations on the results

Here we address a few important issues that relate to our work.
5.1 Population “explosion” with Periodic drive

We have found that, for the periodic drive case,

\[
\alpha = e^{-i \Omega d \eta} \left[ \cos(\rho_0 \eta) + i \frac{\Omega}{\rho_0} \sin(\rho_0 \eta) \right], \\
\beta = i e^{-i \Omega d \eta} \frac{\hbar_0}{\rho_0} \sin(\rho_0 \eta). \quad (31)
\]

Notice that, if we had \( \Omega < \hbar_0 \), then we would have that \( \rho_0 = i \sqrt{\hbar_0^2 - \Omega^2} = i \tilde{\rho}_0 \). This would imply that (31) become

\[
\alpha = e^{-i \Omega d \eta} \left[ \cosh(\tilde{\rho}_0 \eta) - i \frac{\Omega}{\tilde{\rho}_0} \sinh(\tilde{\rho}_0 \eta) \right], \\
\beta = e^{-i \Omega d \eta} \frac{\hbar_0}{\rho_0} \sinh(\tilde{\rho}_0 \eta) \quad (32)
\]

and expectation values such as the mean occupation number \( \langle \hat{a}^\dagger \hat{a} \rangle(\eta) \) would diverge with time. This transition point is known in Dicke-like models [5].

5.2 Validity and scope of the results

The results of our work are general, in the sense that they apply to arbitrary quadratic, squeezing-like Hamiltonians of bosonic fields or modes. The results do not depend on the quantisation scheme and can therefore employed also when dealing with relativistic quantum fields in the framework of quantum field theory in curved spacetime [13]. In this context, one needs to pay particular attention and care to the canonical commutation relations, which formally give rise to Dirac-deltas. This issue can be circumvented by using localised quantum fields, such as bosonic fields of light confined in cavities [13].

Our results are analytical, although the central quantities that appear in the Bogoliubov coefficients have to be obtained by solving a differential equation which generally does not admit an exact solution. This implies that solutions must be found numerically. We stress here, however, that the main differential equations [17], or any variation that can be obtained by other manipulations, are ordinary, linear, un-coupled and second order. This allows for extremely efficient numerical integration.

6 Conclusion

In this work we studied the time evolution of coupled one- and two-mode bosonic systems that interact with a time dependent squeezing Hamiltonian. We discussed the formal equivalence between these two Hamiltonians and we provided a set of simple uncoupled, second-order differential equations that allow for immediate numerical integration. We have applied our results to cases of interest, such as periodic drive and parametric drives, and we have discussed the existence of parameter values where there is a dramatic transition in the average population of the modes. Our results can be used to obtain better understanding in the study of quadratic bosonic systems.
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A Splitting of a time ordered exponential operator

Here we show that, given time ordered operator

$$\hat{U}(t) = \mathcal{T} \exp \left[ -\frac{i}{\hbar} \int dt' \hat{G}(t') \right], \quad (33)$$

and given any decomposition of the Hermitian operator $\hat{G}$ as $\hat{G} = \hat{G}_0 + \hat{G}_1$, we can write (33) as

$$\hat{U}(t) = \mathcal{T} \exp \left[ -\frac{i}{\hbar} \int dt' \hat{G}_0(t') \right] \times \mathcal{T} \exp \left[ -\frac{i}{\hbar} \int dt' \hat{U}_0^\dagger(t') \hat{G}_1(t') \hat{U}_0(t') \right], \quad (34)$$

where we have defined

$$\hat{U}_0(t) := \mathcal{T} \exp \left[ -\frac{i}{\hbar} \int dt' \hat{G}_0(t') \right]. \quad (35)$$

Notice that the choice of the split of the operator $\hat{G}$ is arbitrary, and that the expression (34) is exact.

This is easy to prove. We first take the time derivative of the operator $\hat{U}$ and use the expression (33) to find

$$\frac{d}{dt} \hat{U}(t) = -\frac{i}{\hbar} \hat{G}(t) \hat{U}(t). \quad (36)$$

which proves that the time derivative of the two expressions is the same. Given that the solution of two identical first order equations with the same initial conditions (i.e., $\hat{U}(0) = 1$) is the same, we have proven that (34) is an alternative expression for (33), which was our claim.

Notice that our relation is valid for time-ordered exponentials of matrices as well. This is not surprising given that matrices are, in the end, a particular representation of linear operators.
Finally, we add a remark. The Hermitian conjugate $\hat{U}^\dagger(t)$ of $\hat{U}(t)$ has the expression

$$\hat{U}^\dagger(t) = \mathcal{T} \exp \left[ \frac{i}{\hbar} \int dt' \hat{G}(t') \right].$$

(37)

Notice that the ordering of the operators, in the expansion, needs to be reversed, i.e., ordered from left to right instead of right to left with increasing time. This is symbolized by the reversed arrow.

B Definitions of matrix quantities used in this work

Here we list explicit expressions for the one- and two- mode quantities used throughout the paper that have not been listed in the text to avoid cumbersome notation.

The matrix representation of the full one- and two-mode Hamiltonians is

$$H = \begin{pmatrix} \Omega_+ & h(\eta) \\ h^*(\eta) & \Omega_+ \end{pmatrix}$$

(38)

and

$$H = \begin{pmatrix} \Omega_+ + \Omega_- & 0 & 0 & h(\eta) \\ 0 & \Omega_+ - \Omega_- & h(\eta) & 0 \\ 0 & h^*(\eta) & \Omega_+ + \Omega_- & 0 \\ h^*(\eta) & 0 & 0 & \Omega_+ - \Omega_- \end{pmatrix}$$

(39)

respectively. For the purpose of the time evolution calculations, we drop the $\hat{N}_-$ term of the Hamiltonian and we are left with

$$H = \begin{pmatrix} \Omega_+ & 0 & 0 & h(\eta) \\ 0 & \Omega_+ & h(\eta) & 0 \\ 0 & h^*(\eta) & \Omega_+ & 0 \\ h^*(\eta) & 0 & 0 & \Omega_+ \end{pmatrix},$$

(40)

which we will be analysing in the text.

An arbitrary symplectic matrix $S$ has the expression

$$S = \begin{pmatrix} \alpha & \beta \\ \beta^* & \alpha^* \end{pmatrix},$$

(41)

where the $N \times N$ matrices $\alpha$ and $\beta$ collect the well-known Bogoliubov coefficients.

The orthogonal rotation matrix $M$ reads

$$M = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$$

(42)

and

$$M = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & -1 \\ 0 & 1 & -1 & 0 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix}.$$  

(43)
The matrix \( P \) has the general expression

\[
P = \begin{pmatrix} p_{11} & 0 & 0 & 0 \\ 0 & p_{22} & 0 & 0 \\ 0 & 0 & p_{33} & 0 \\ 0 & 0 & 0 & p_{44} \end{pmatrix},
\]

(44)

and the differential equations for the two-mode case show us that \( p_{22} = p_{11} \) and \( p_{44} = p_{33} \).

The matrix \( S_{sq} \) reads

\[
S_{sq} = \frac{1}{2} \begin{pmatrix} p_+ - i I_+ & p_- - i I_- \\ p_- + i I_- & p_+ + i I_+ \end{pmatrix}
\]

(45)

and

\[
S_{sq} = \frac{1}{2} \begin{pmatrix} p_+ - i I_+ & 0 & 0 & p_- - i I_- \\ 0 & p_- - i I_- & 0 & p_+ + i I_+ \\ 0 & p_+ + i I_+ & 0 & p_- - i I_- \\ p_- + i I_- & 0 & 0 & p_+ + i I_+ \end{pmatrix}
\]

(46)

for the two cases respectively.

The degenerate matrix \( T \) reads

\[
T = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}
\]

(47)

for the two cases respectively.

C Time ordered exponentials

We now look at (12), which we reprint here

\[
S_{AD}(\eta) := \stackrel{\leftrightarrow}{\mathcal{T}} \exp \left[ \int_0^\eta d\eta' \mathbf{K} D_t(\eta') \right].
\]

(48)

This has the formal expression

\[
S_{AD}(\eta) = \mathbb{1} + \int_0^\eta d\eta' \mathbf{K} D_t(\eta') + \int_0^\eta d\eta' \mathbf{K} D_t(\eta') \int_0^{\eta'} d\eta'' \mathbf{K} D_t(\eta'') + \int_0^\eta d\eta' \mathbf{K} D_t(\eta') \int_0^{\eta'} d\eta'' \mathbf{K} D_t(\eta'') \int_0^{\eta''} d\eta''' \mathbf{K} D_t(\eta''') + \ldots
\]

(49)
By introducing the matrix $P$ with the expression
\begin{equation}
P := 1 + \int_0^\eta d\eta' K D_t(\eta') \int_0^{\eta'} d\eta'' K D_t(\eta'') + \int_0^\eta d\eta' K D_t(\eta') \int_0^{\eta'} d\eta'' K D_t(\eta'') \int_0^{\eta''} d\eta''' K D_t(\eta''') + \ldots
\end{equation}

it is easy to see that
\begin{equation}
S_{\text{AD}}(\eta) = P + \int_0^\eta d\eta' K D_t(\eta') P(\eta')
\end{equation}

which is our claim in the main text.

D Stability of the vacuum

We discuss here another important issue that arises when studying arbitrary Hamiltonians and stability of classical and quantum systems. An arbitrary Hamiltonian is a Hermitian operator with real eigenvalues, however, in order for it to represent a physical process characterised by a spectrum of energies bounded from below (or, equivalently, with a stable vacuum state), the eigenvalues must be positive [20]. It is well known that the presence of one (or more) points where the Hamiltonian ceases to have only positive real eigenvalues is a signature of quantum phase transitions [5]. Furthermore, the question of the stability of the ground state of bosonic systems with time dependent potentials is of great importance for the understanding of the dynamics of these systems. Conditions on the stability in experimentally meaningful potentials, such as a periodic monochromatic wave, have been found in the literature [21].

D.0.1 Stability of the vacuum: single mode

Let us look at our Hamiltonian (5). It can be easily put in matrix form, i.e., it is immediate to find the matrix $H$ that represents it from the relation $\mathcal{H} = \mathbb{X}^\dagger H \mathbb{X}$. This has the expression (38), where we have introduced the complex strength $h(\eta) := h_+ + i h_-$. We compute the eigenvalues $\lambda_\pm$ of the matrix (38) which take the expression
\begin{equation}
\lambda_\pm = \Omega_\pm \pm |h(\eta)|.
\end{equation}

It is immediate to see that $\lambda_+ > 0$ for any value of the parameters, however, $\lambda_-$ is positive only when the renormalised dimensionless coupling $h$ satisfies $|h| \leq 1$, which translates to the well known bound $g(\eta) \leq g_c$ for the dimensional coupling $g(\eta)$.

We conclude that, also in our case, the Hamiltonian (5) can be used only for couplings that do not exceed the critical value $g_c$.

D.0.2 Stability of the vacuum: two modes

We proceed in the same fashion as for one mode. We look at the Hamiltonian (5) and put in matrix form. The expression is (40), where we have introduced the complex strength
\[ h(\eta) := h_+ + i h_- \] We compute the eigenvalues \( \lambda \) of the matrix (40) which are doubly degenerate and take the expression

\[ \lambda = \Omega_+ \pm \sqrt{\Omega_+^2 + |h(\eta)|^2}. \] (53)

It is immediate to see that \( \lambda_+ > 0 \) for any value of the parameters, however, \( \lambda_- \) is positive only when the renormalised dimensionless coupling \( h \) satisfies \( |h| \leq \sqrt{\Omega_+^2 - \Omega_-^2} \).
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