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Abstract

The purpose of this paper is to obtain rigorous numerical enclosures for solutions of Lane–Emden’s equation $-\Delta u = |u|^{p-1}u$ with homogeneous Dirichlet boundary conditions. We prove the existence of a nondegenerate solution $u$ nearby a numerically computed approximation $\hat{u}$ together with an explicit error bound, i.e., a bound for the difference between $u$ and $\hat{u}$. In particular, we focus on the sub-square case in which $1 < p < 2$ so that the derivative $p|u|^{p-1}$ of the nonlinearity $|u|^{p-1}u$ is not Lipschitz continuous. In this case, it is problematic to apply the classical Newton-Kantorovich theorem for obtaining the existence proof, and moreover several difficulties arise in the procedures to obtain numerical integrations rigorously. We design a method for enclosing the required integrations explicitly, proving the existence of a desired solution based on a generalized Newton-Kantorovich theorem. A numerical example is presented where an explicit solution-enclosure is obtained for $p = 3/2$ on the unit square domain $\Omega = (0, 1)^2$.
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1 Introduction

Over the last several decades, active studies have been conducted on solutions of the Dirichlet problem for Lane-Emden’s equation:

\[
\begin{align*}
-\Delta u &= f(u) := |u|^{p-1} u & \text{in } \Omega, \\
\quad u &= 0 & \text{on } \partial \Omega
\end{align*}
\] (1)

where \( \Omega \subset \mathbb{R}^n (n = 2, 3, \cdots) \) is a bounded domain and \( p \) is a subcritical exponent that satisfies \( 1 < p < p^* \); \( p^* = \infty \) when \( n = 2 \) and \( p^* = (n + 2)/(n - 2) \) when \( n \geq 3 \). Here we are interested in proving the existence of a positive solution of problem (1).

Throughout this paper, we denote the \( k \)th order \( L^2 \)-Sobolev space over \( \Omega \) by \( H^k(\Omega) \). We define \( \mathcal{H} = \{ u \in H^1(\Omega) : u = 0 \text{ on } \partial \Omega \text{ in the trace sense} \} \) with inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} := (\nabla \cdot, \nabla \cdot)_{L^2} \) and norm \( \| \cdot \|_{\mathcal{H}} := \| \nabla \cdot \|_{L^2} \). Moreover, \( H^{-1} \) denotes the dual space of \( \mathcal{H} \) with the usual supremum norm.

Positive solutions of problem (1) have been analytically investigated from various points of view — uniqueness, multiplicity, nondegeneracy, symmetry, and so on [5, 7, 10, 11, 14, 15]. On the other hand, several investigations have been conducted to obtain existence proofs via rigorous numerical enclosures for solutions of problem (1) [17, 18, 23, 27, 31, 33, 34]. Such approaches are known as computer-assisted proofs, numerical verification, validated numerics, or verified numerical computations and have been applied to various problems, including some for which purely analytical methods have failed (see, for example, [11, 2, 6, 8, 9, 22, 28, 36]). In the survey book [21], these topics are summarized and extended. In [27], a nontrivial solution on the unit square \( \Omega = (0, 1)^2 \) was enclosed for \( p = 2 \) using the quadratic triangular finite element method. For the same domain, existence and – more important – uniqueness was proved with explicit error bounds when \( p = 2 \) [17] and \( p = 3 \) [18], even when a linear term is added. In [31], for the L-shaped domain \( \Omega = (-1, 1)^2 \setminus [-1, 0]^2 \) where a singularity arises at the re-entrant corner, a nontrivial solution was enclosed for \( p = 2 \) via the classical Newton-Kantorovich’s theorem close to an approximate solution constructed by a quadratic finite element basis on a non-uniform triangulation. In [23], the existence of a non-trivial solution to Lane-Emden’s equation was proved on an unbounded L-shaped domain, where purely analytical methods were unable to give existence. Subsequently, in [34], nontrivial solutions on the unit square were very sharply enclosed for integers \( p = 2, 3, 4, 5, 6 \) and applied to inclusions of the best constant for Sobolev embeddings. In the recent study [33], methods for proving the positivity of enclosed solutions of elliptic problems were proposed and applied to problem (1) with \( p = 3, 5 \). Despite such successes for integers \( p \), no explicit solution enclosure has been shown when \( p \) is a noninteger.

From this background, we pay attention to problem (1) with \( p \in (1, 2) \). Among the cases in which \( p \) is noninteger, this case is especially challenging because the derivative \( p|u|^{p-1} \) of the nonlinearity \( |u|^{p-1}u \) is not Lipschitz continuous but singular at the points where \( u = 0 \). Moreover, the amplitude of a solution of (1) is much larger than when \( p \geq 2 \), raising as \( p \to 1 \). These features give rise to some difficulties in rigorous computations for (1).

Our purpose is to prove the existence of a nondegenerate positive solution of (1).
nearby a numerically computed approximate solution \( \hat{u} \in H^1_0(\Omega) \cap L^\infty(\Omega) \) together with an explicit error bound in terms of the norm \( \| \cdot \|_{H^1_0(\Omega)} \). The existence proof is based on Theorem 2.1 below, an improved version of Newton-Kantorovich’s theorem \[21, 27, 28\]. This theorem was derived by applying a fixed point argument to Newton’s operator for the error \( u - \hat{u} \) (see Remark 2.4 for more information). Because the condition on the Lipschitz continuity for \( f' \) is relaxed from the original version, Theorem 2.1 is well applicable to even the case in which \( p \in (1, 2) \). After the existence proof in terms of an enclosure in the \( H^1_0 \)-norm, we further obtain a ball including the solution in terms of the norm \( \| \cdot \|_{L^\infty(\Omega)} \) in the regular case \( u \in H^1_0(\Omega) \cap H^2(\Omega) \) by considering a norm bound for the embedding \( H^2(\Omega) \hookrightarrow L^\infty(\Omega) \).

Rigorously enclosing integrals is required at many points in the above-mentioned process, e.g., when estimating the norm of the residual norm \( \| \Delta \hat{u} + f(\hat{u}) \|_{H^{-1}} \) and when computing the operator norm bound of the inverse of the linearized operator \( -\Delta - f'(\hat{u}) : H^1_0(\Omega) \rightarrow H^{-1} \). The integrands contain \( f'(\hat{u}) \) or \( f(\hat{u}) \), and the smoothness of derivatives of \( f \) is useful for avoiding technical difficulties in computing the integrals. However, in our situation where \( f(u) = |u|^{p-1}u \) (\( 1 < p < 2 \)), such integrations are difficult to calculate with high-precision as well as rigorous estimates because the second derivative of \( f(v) \) is not bounded around the points at which \( v = 0 \) even for smooth functions \( v \).

One of this paper’s main contributions is to develop enclosure methods for such irregular integrations required in the process of existence proofs.

We quote \[37\] where a rigorous enclosure was obtained for a solution of \( -\Delta u = \lambda \max\{0, u\} \) (\( \lambda \geq 0 \)) subject to the boundary condition \( u = -1 \). Although the non-linearity \( t \in \mathbb{R} \mapsto \lambda \max\{0, t\} \in \mathbb{R} \) is not differentiable, the operator \( u \in H^1_0(\Omega) \mapsto \lambda \max\{0, u\} \in H^{-1} \) is Fréchet differentiable at functions that are non-zero almost everywhere. The enclosure was obtained by a method called FN-Int based on a fixed-point argument for an infinite-dimensional Newton-type operator, which is split into a finite-dimensional part, treated by verifying numerical linear algebra, and an infinite-dimensional remainder, which is captured by a projection error bound (see \[21\] for details). Because the effectiveness of both Theorem 2.1 and FN-Int depends on the evaluation of several constants and computational implementations, it is very tough to compare them at a general level. However, the dominant feature of Theorem 2.1 is that it directly handles the infinite-dimensional Newton’s operators without splitting (see Remark 2.4) and can be applied to unbounded domains.

The rest of this paper is organized as follows. Section 2 shows methods to obtain solution enclosures for problem (1). Section 3 discusses rigorous numerical integration methods required for implementing actual computation to obtain the enclosures. In Section 4 we present a numerical example where a positive solution of (1) is enclosed when \( p = 3/2 \) and \( \Omega = (0, 1)^2 \).

### 2 Enclosure methods for elliptic problems

We begin by introducing the required notation. We denote \( V = H^1_0(\Omega) \), and \( V^* = H^{-1} \). The \( L^2 \)-inner product and norm are simply denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \), respectively, if no
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confusion arises. For two Banach spaces $X$ and $Y$, the space of bounded linear operators from $X$ to $Y$ is denoted by $\mathcal{B}(X, Y)$. The norm of $T \in \mathcal{B}(X, Y)$ is defined by

$$
\|T\|_{\mathcal{B}(X, Y)} := \sup_{0 \neq u \in X} \frac{\|Tu\|_Y}{\|u\|_X}.
$$

We define the operator $F : V \to V^*$ by $F(u) := -\Delta u - |u|^{p-1}u$, which satisfies

$$(F(u), v) = (\nabla u, \nabla v) - (|u|^{p-1}u, v) \quad \text{for } u, v \in V.$$  

The Fréchet derivative $F'_\varphi$ of $F$ at $\varphi \in V$ is given by

$$(F'_\varphi u, v) = (\nabla u, \nabla v) - p(|\varphi|^{p-1}u, v) \quad \text{for all } u, v \in V.$$  

We look for a solution $u \in V$ of

$$F(u) = 0,$$  

which is equivalent to the weak form of (1). A norm bound for the embedding $V \hookrightarrow L^p(\Omega)$ is denoted by $C_p$, a positive number that satisfies

$$\|u\|_{L^p(\Omega)} \leq C_p \|u\|_V \quad \text{for all } u \in V.$$  

Note that $\|u\|_{H^{-1}} \leq C_p \|u\|_{L^{p'}}$, $u \in L^{p'}(\Omega)$, holds for $p'$ satisfying $p^{-1} + p'^{-1} = 1$ (see, for example, [28, Section 4]). Calculating an explicit upper bound for $C_p$ is important for our enclosure method. Corollary A.2 provides a formula that gives an upper bound given a bounded domain $\Omega$. Another alternative formula can be found in [21, Lemma 7.10].

In the following, we discuss a method for enclosing solutions to (5) near a numerically computed approximate solution $\hat{u} \in V$ in terms of the norms $\|\cdot\|_V$ and $\|\cdot\|_{L^\infty}$. Although in some place of this section, the regularity $\hat{u} \in L^\infty(\Omega)$ is additionally assumed, this assumption impairs little of the flexibility of actual numerical computation methods. Moreover, in Subsection 2.2 we assume the further regularity $\Delta \hat{u} \in L^2(\Omega)$ to obtain an $L^\infty$-error bound using a norm bound for the embedding $H^2(\Omega) \hookrightarrow L^\infty(\Omega)$, and the fact that solutions of problem (1), with $p = 3/2$, are in $H^2(\Omega)$.

### 2.1 $H_0^1$-error estimation

We use the following theorem, a generalization of the classical Newton-Kantorovich theorem, for obtaining an $H_0^1$ error estimation of solutions to (5), given an approximation $\hat{u} \in V$.

**Theorem 2.1** ([21][27][28]). Let $\hat{u} \in V$ be some numerical approximate solution to (1). Suppose that some $\delta > 0$, $K > 0$, and a non-decreasing function $g$ are known to satisfy

$$
\|\mathcal{F} (\hat{u})\|_{V^*} \leq \delta,
$$

$$
\|u\|_V \leq K \|\mathcal{F}' \hat{u} u\|_{V^*} \quad \text{for all } u \in V,
$$

$$
\|\mathcal{F}' \hat{u} u - \mathcal{F}' \hat{u}\|_{\mathcal{B}(V, V^*)} \leq g (\|u\|_V) \quad \text{for all } u \in V,
$$

where $\mathcal{F}' \hat{u}$ denotes the Fréchet derivative of $\mathcal{F}$ at $\hat{u}$.
and
\[ g(t) \to 0 \quad \text{as} \quad t \to 0. \quad (10) \]
Moreover, suppose that, for some \( \alpha > 0 \),
\[ \delta \leq \frac{\alpha}{K} - G(\alpha) \quad \text{and} \quad Kg(\alpha) < 1, \quad (11) \]
where \( G(t) := \int_0^t g(s)ds \). Then, there exists a solution \( u \in V \) to the equation \( F(u) = 0 \) satisfying
\[ \|u - \hat{u}\|_V \leq \alpha. \quad (12) \]
The solution is moreover nondegenerate and unique under the side condition \((12)\).

**Remark 2.2.** In [21, Theorem 6.2] an improved uniqueness-condition is provided, which gives a larger uniqueness area.

**Remark 2.3.** The classical Newton-Kantorovich theorem requires the Fréchet derivative of \( F \) to be Lipschitz continuous for any two points in \( D \subset V \), a ball centered at \( \hat{u} \). In other words, this theorem needs a positive constant \( L \) such that \( \|F_u' - F_v'\|_{B(V,V^*)} \leq L\|u - v\|_V \) for all \( u, v \in D \). However, when \( u = 0 \) in some parts of \( \Omega \), such \( L \) does not exist for \( p \in (1,2) \) because \( D \) includes functions that vanish in subdomains of positive measure. Therefore, it is at least very problematic to use the classical version for the sub-square case. On the other hand, Theorem 2.1 with the relaxed Lipschitz-continuity condition \((9)\) is well applicable to this case.

**Remark 2.4.** Theorem 2.1 was obtained by applying Banach’s fixed-point theorem to the following fixed-point equation for the error \( v = u - \hat{u} \)
\[ v = -F_u^{-1}[F(\hat{u}) + \{F(\hat{u} + v) - F(\hat{u}) - F_u'[v]\}] =: T(v). \quad (13) \]
Therefore, we can interpret that, under the required conditions \((7)–(11)\), the existence of a fixed point \( v \) of Newton’s operator \( T \) is ensured nearby \( 0 \). Another version of the theorem based on Schauder’s fixed-point theorem was also proposed in [21,28]. This requires the continuity and the compactness of \( T \), but does not need the second inequality assumption in \((11)\). See [21] for a more detailed discussion.

By adding a further condition to Theorem 2.1, the positivity of the enclosed solution \( u \) can be confirmed. Before describing the condition, we define the positive and the negative parts \( v_+, v_- \in V \) of a function \( v \in V \) by
\[ v_+ = \max\{v,0\} \quad \text{and} \quad v_- = \max\{-v,0\}, \]
respectively. The following result is obtained by unifying Theorem 2.1 and [33, Corollary 2.5].

**Corollary 2.5.** Let \( \hat{u} \in V \) be some approximate solution to \((1)\). Suppose that some \( \delta > 0, K > 0 \), and a non-decreasing function \( g \) satisfying \((7)–(10)\) are known, and that some \( \alpha > 0 \) exists satisfying \((11)\). If we have
\[ C_{p+1}^2(\|\hat{u}_-\|_L^{p+1} + C_{p+1}\alpha)^{p-1} < 1 \quad (14) \]
then there exists a positive solution \( u \in V \) to \((5)\) satisfying \((12)\). Furthermore, this solution is nondegenerate and unique under the side condition \((12)\).
Proof. The existence, nondegeneracy, and local uniqueness of the solution \( u \) satisfying (12) is ensured by Theorem 2.1. The positivity follows from [33, Corollary 2.5].

Remark 2.6. The norm \( \| \hat{u}_- \|_{L^{p+1}} \) is small when \( \hat{u} \) is close to a nonnegative function. Therefore, if a solution enclosure derived from Theorem 2.1 is sufficiently accurate for almost nonnegative \( \hat{u} \), the positivity of \( u \) can be confirmed because the left-hand side of (14) is “small”.

In the rest of this subsection, we discuss the computation of \( \delta, K \), and \( g \) required in Theorem 2.1.

Residual bound \( \delta \)

For \( \hat{u} \in V \) satisfying \( \Delta \hat{u} \in L^2(\Omega) \), the residual bound \( \delta \) can be computed as

\[
C_2 \left\| \Delta \hat{u} + |\hat{u}|^{p-1} \hat{u} \right\|_{L^2},
\]

where \( C_2 \) is an embedding constant satisfying (6) for \( p = 2 \). Our numerical experiment discussed in Section 4 uses this evaluation, and we calculate the \( L^2 \)-norm rigorously via the numerical integration method described in Section 3.

The condition \( \Delta \hat{u} \in L^2(\Omega) \) is not satisfied, e.g., when we construct \( \hat{u} \) with a piecewise linear finite element basis. We use the method in [21, Subsection 7.2] to evaluate the residual norm in such a case. The following is a brief description of the evaluation method.

First, we find an approximation \( \rho \in H(\text{div}, \Omega) = \{ \tau \in L^2(\Omega) : \text{div} \tau \in L^2(\Omega) \} \) to \( \nabla \hat{u} \).

Then, the residual norm is evaluated as

\[
\| F(\hat{u}) \|_{H^{-1}} = \| -\Delta \hat{u} - |\hat{u}|^{p-1} \hat{u} \|_{H^{-1}},
\]

\[
= \| -\Delta \hat{u} + \text{div} \rho - |\hat{u}|^{p-1} \hat{u} \|_{H^{-1}},
\]

\[
\leq \| \text{div}(-\nabla \hat{u} + \rho) \|_{H^{-1}} + \| \text{div} \rho + |\hat{u}|^{p-1} \hat{u} \|_{H^{-1}},
\]

\[
\leq \| -\nabla \hat{u} + \rho \|_{L^2} + C_2 \| \text{div} \rho + |\hat{u}|^{p-1} \hat{u} \|_{L^2},
\]

where we used \( \| \text{div} \omega \|_{H^{-1}} \leq \| \omega \|_{L^2} \) for \( \omega \in H(\text{div}, \Omega) \). Note that \( \rho \) can be computed without additional computational resources when we use mixed finite element methods to construct \( \hat{u} \).

Bound \( K \) for the operator norm of \( F_{\hat{u}}^{-1} \)

We compute a bound \( K \) for the operator norm of \( F_{\hat{u}}^{-1} \) via the following theorem, proving simultaneously that this inverse operator exists and is defined on the whole of \( V^* \).

Theorem 2.7. Let \( \Phi : V \to V^* \) be the canonical isometric isomorphism, that is, \( \Phi \) is given by

\[
\langle \Phi u, v \rangle := (u, v)_V = (\nabla u, \nabla v) \quad \text{for } u, v \in V.
\]

Suppose that \( \hat{u} \neq 0 \) a.e. in \( \Omega \). Then, there exists an orthonormal basis \( \{ \psi_k \}_{k \in \mathbb{N}} \) of \( V \) consisting of eigenfunctions of \( \Phi^{-1} F_{\hat{u}}^{-1} \) and the associated eigenvalues \( \mu_k \) form a monotonically non-decreasing sequence in \((-\infty, 1)\) converging to 1. If

\[
\mu_0 := \min \{|\mu_k| : k \in \mathbb{N}\} > 0,
\]
then the inverse of \( F'_{\hat{u}} : V \rightarrow V^* \) exists, and

\[
\| F'_{\hat{u}}^{-1} \|_{B(V^*, V)} \leq \mu_0^{-1}.
\]  

(16)

**Proof.** We prove this theorem by adopting a theory of Fredholm operators; that is, we have recourse to the fact that the injectivity and the surjectivity of a Fredholm operator are equivalent.

The operator \( N := \Phi - F'_{\hat{u}} \) from \( V \) to \( V^* \) is given by \( \langle Nu, v \rangle = p(\hat{u}|p-1 u, v) \) for all \( u, v \in V \). Thus, \( N \) maps \( V \) into \( L^2(\Omega) \); note that \( p \leq 2 \) and \( n \leq 3 \). Hence, \( N : V \rightarrow V^* \) is compact due to the compactness of the embedding \( L^2(\Omega) \hookrightarrow V^* \). Therefore, \( \Phi^{-1} N : V \rightarrow V \) is compact, and furthermore, for \( u, v \in V \),

\[
(\Phi^{-1} Nu, v)_V = \langle Nu, v \rangle = p(\hat{u}|p-1 u, v),
\]

implying that \( \Phi^{-1} N \) is \( (\cdot, \cdot)_V \)-symmetric and positive, since \( \hat{u} \neq 0 \) a.e. in \( \Omega \). Thus, there exists an orthonormal basis \( \{ \psi_k \}_{k \in \mathbb{N}} \) of \( V \) consisting of eigenfunctions of \( \Phi^{-1} N \), such that the associated eigenvalues \( \nu_k \) form a monotonically non-increasing sequence in \((0, \infty)\) converging to 0. Because \( \Phi^{-1} F'_{\hat{u}} = \text{id}_V - \Phi^{-1} N \) the first part of the assertion follows with \( \mu_k := 1 - \nu_k \) \((k \in \mathbb{N})\). Moreover, the eigenfunctions of \( \Phi^{-1} F'_{\hat{u}} \) associated with the eigenvalues \( \mu_k \) are the functions \( \psi_k \) again. Therefore, for \( u \in V \),

\[
\| F'_{\hat{u}} u \|^2_{V^*} = \| \Phi^{-1} F'_{\hat{u}} u \|^2_{V} = \sum_{k=1}^{\infty} \mu_k^2 |(u, \psi_k)_V|^2 \geq \mu_0^2 \| u \|^2_V.
\]

Thus, \( F'_{\hat{u}} \) is one-to-one, and (16) follows as soon as we have proved the surjectivity of \( F'_{\hat{u}} \). Indeed, the compactness of \( \Phi^{-1} N \), together with the identity \( \Phi^{-1} F'_{\hat{u}} = \text{id}_V - \Phi^{-1} N \), shows that \( \Phi^{-1} F'_{\hat{u}} \) is a Fredholm operator. Hence, its surjectivity, and thus surjectivity of \( F'_{\hat{u}} \), follows from injectivity.

The eigenvalue problem \( \Phi^{-1} F'_{\hat{u}} u = \mu u \) in \( V \) is equivalent to

\[
(\nabla u, \nabla v) - p(\hat{u}|p-1 u, v) = \mu (\nabla u, \nabla v) \quad \text{for all} \quad v \in V.
\]

Setting \( \lambda_k = (1 - \mu_k)^{-1} \), we see that \( (\lambda_k, \psi_k) \) \((k \in \mathbb{N})\) are the eigenpairs of the problem

Find \( u \in V \) and \( \lambda \in \mathbb{R} \) s.t. \( (\nabla u, \nabla v) = \lambda (p|\hat{u}|p-1 u, v) \) for all \( v \in V \).  

(17)

To compute \( K \) using Theorem 2.7, we explicitly enclose the eigenvalue \( \lambda \) of (17) that minimizes the corresponding absolute value of \( |\mu| = |1 - \lambda^{-1}| \) by considering the following approximate eigenvalue problem

Find \( u \in V_N \) and \( \lambda^N \in \mathbb{R} \) s.t.

\[
(\nabla u_N, \nabla v_N) = \lambda^N (p|\hat{u}|p-1 u_N, v_N) \quad \text{for all} \quad v_N \in V_N,
\]

where \( V_N \) is a finite-dimensional subspace of \( V \). Note that (18) amounts to a matrix eigenvalue problem, the eigenvalues of which can be enclosed by rigorous numerical linear algebra (see, for example, [4, 19, 29]).

To estimate the error between the \( k \)th eigenvalue \( \lambda_k \) of (17) and the \( k \)th eigenvalue \( \lambda^N_k \) of (18), we consider the weak formulation of the Poisson equation

\[
(\nabla u, \nabla v) = (g, v) \quad \text{for all} \quad v \in V.
\]

(19)
given \( g \in L^2(\Omega) \). This equation has a unique solution \( u \in V \) for each \( g \in L^2(\Omega) \). Moreover, we introduce the orthogonal projection \( P_N : V \to V_N \) defined by
\[
(P_N u - u, v_N)_V = 0 \quad \text{for all } u \in V \text{ and } v_N \in V_N.
\]
The following theorem enables us to estimate the error between \( \lambda_k \) and \( \lambda_k^N \).

**Theorem 2.8** ([16][35]). Suppose that \( \hat{u} \in H^1_0(\Omega) \cap L^\infty(\Omega) \), and let \( C_N \) denote a positive number such that
\[
\| u_g - P_N u_g \|_V \leq C_N \| g \|
\]  
(20)
for any \( g \in L^2(\Omega) \) and the corresponding solution \( u_g \in V \) to (19). Then,
\[
\frac{\lambda_k^N}{C_N^2 \| p|\hat{u}|^{p-1} \|_{L^\infty}} + 1 \leq \lambda_k \leq \lambda_k^N.
\]

The right inequality is well known as Rayleigh-Ritz bound, which is derived from the min-max principle:
\[
\lambda_k = \min_{H_k \subset V} \left( \max_{v \in H_k \setminus \{0\}} \frac{\| \nabla v \|^2}{\| av \|^2} \right) \leq \lambda_k^N,
\]
where we set \( a = \sqrt{p|\hat{u}|^{p-1}} \) and the minimum is taken over all \( k \)-dimensional subspaces \( H_k \) of \( V \). Moreover, the proof of the left inequality can be found in [16][35]. Assuming the \( H^2 \)-regularity of solutions to (19) (given, e.g., when \( \Omega \) is convex [12]), [35 Theorem 4] ensures the left inequality. A more general statement that does not require the \( H^2 \)-regularity can be found in [16 Theorem 2.1].

**Remark 2.9.** When the \( H^2 \)-regularity of solutions to (19) is confirmed a priori, e.g., when \( \Omega \) is convex [12], (20) can be replaced by
\[
\| u - P_N u \|_V \leq C_N \| -\Delta u \| \quad \text{for all } u \in H^2(\Omega) \cap V.
\]
(21)
The computation of an explicit value of \( C_N \) for a given subspace \( V_N \) is discussed in Section 4.

**Remark 2.10.** Another effective approach to calculating lower bounds for the eigenvalues \( \lambda \) of (17) is the homotopy-based method proposed by the second author of this paper [21][24][26]. This approach does not require the constant \( C_N \) and thus is applicable even to unbounded domains \( \Omega \). Moreover, the accuracy of eigenvalues can be further improved using the Temple-Lehmann-Goerisch method; see [26] and [21 Theorem 10.31]. This refinement can be applied using the rough lower bound from Theorem 2.8 if more accuracy is required.

**Lipschitz bound-function \( g \) for \( F_\hat{u} \)**

Explicitly constructing \( g \) that satisfies (9) and (10) in Theorem 2.1 is required for our enclosure method. The following lemma is used for the construction.
Lemma 2.11. For \( a, b \in \mathbb{R} \) and \( q \in (0, 1) \),

\[
||a + b|^q - |a|^q| \leq |b|^q.
\]

Proof. For \( \alpha, \beta \in [0, \infty) \) we have

\[
(\alpha + \beta)^q - \alpha^q = q \int_0^\beta (\alpha + t)^{q-1} dt \leq q \int_0^\beta t^{q-1} dt = \beta^q,
\]

which readily gives

\[
||a + b|^q - |a|^q| \leq |b|^q \quad \text{for } a, b \in \mathbb{R}.
\]

Redefining terms, this inequality also implies

\[
||a|^q - |a + b|^q| = (|a + b| + (-b))^q - |a + b|^q \leq |b|^q \quad \text{for } a, b \in \mathbb{R}
\]

and hence the assertion. \( \square \)

The following theorem gives us an explicit function \( g \) in Theorem 2.1 for the nonlinearity \( f(u) = |u|^{p-1}u \) \( (1 < p < 2) \).

Theorem 2.12. For \( 1 < p < 2 \), the function

\[
g(t) = pC_rC_sC_{(p-1)}^{p-1}t^{p-1}
\]

satisfies (10) and (11) in Theorem 2.1, where \( q, r, s \) are positive numbers that satisfy \( q^{-1} + r^{-1} + s^{-1} = 1 \) and \( q(p-1) \geq 1 \).

Proof. For fixed \( \hat{u} \in V \), the left-hand side of (10) is written as

\[
\|F'_{\hat{u}+u} - F'_{\hat{u}}\|_{\mathcal{B}(V,V^*)} = p \sup_{v,\phi \in V \setminus \{0\}} \frac{|(\hat{u} + u)^{p-1} - |\hat{u}|^{p-1}v, \phi|}{\|v\|_V \|\phi\|_V}.
\]

We have

\[
|((\hat{u} + u)^{p-1} - |\hat{u}|^{p-1})v, \phi| \leq \|\hat{u} + u\|^{p-1}_{L^q} \|v\|_{L^r} \|\phi\|_{L^s}
\]

\[
\leq C_rC_s \|\hat{u} + u\|^{p-1}_{L^q} \|v\|_{V} \|\phi\|_{V},
\]

and Lemma 2.11 ensures that

\[
\|\hat{u} + u\|^{p-1}_{L^q} - |\hat{u}|^{p-1}_{L^q} = \left( \int_{\Omega} |\hat{u}(x) + u(x)|^{p-1} - |\hat{u}(x)|^{p-1} |^q dx \right)^{1/q}
\]

\[
\leq \left( \int_{\Omega} |u(x)|^{q(p-1)} dx \right)^{1/q} = \|u\|^{p-1}_{L^{q(p-1)}}.
\]

Therefore,

\[
\|F'_{\hat{u}+u} - F'_{\hat{u}}\|_{\mathcal{B}(V,V^*)} \leq pC_rC_sC_{(p-1)}^{p-1} \|u\|_{V}^{p-1} = g(\|u\|_V).
\]

\( \square \)
2.2 $L^\infty$-error estimation

In this subsection, we discuss a method that gives an $L^\infty$-error bound for a solution of (1) from a known $H^1_0$ error bound. More precisely, we compute an explicit bound for $\|u - \hat{u}\|_{L^\infty}$ for a solution $u \in V$ of (1) satisfying

$$\|u - \hat{u}\|_V \leq \alpha,$$

(23)
given $\alpha > 0$ and $\hat{u} \in V$. We now assume that $\Omega \subset \mathbb{R}^2$ is convex and polygonal. This condition gives the $H^2$-regularity of solutions to (1) and therefore ensures their boundedness a priori (see, for example, [12]). A solution $u$ satisfying (23) can be written in the form $u = \hat{u} + \alpha \omega$ with some $\omega \in V$, $\|\omega\|_V \leq 1$. Moreover, $\omega$ satisfies

$$\begin{cases}
-\Delta \alpha \omega = |\hat{u} + \alpha \omega|^{p-1} (\hat{u} + \alpha \omega) + \Delta \hat{u} & \text{in } \Omega, \\
\omega = 0 & \text{on } \partial \Omega,
\end{cases}$$

and therefore has the $H^2$-regularity if $\Delta \hat{u} \in L^2(\Omega)$. We use the following theorem to obtain an $L^\infty$-error bound.

**Theorem 2.13 ([25, Theorem 1]).** For all $u \in H^2(\Omega)$,

$$\|u\|_{L^\infty} \leq c_0\|u\| + c_1\|\nabla u\| + c_2\|u_{xx}\|$$

with

$$c_j = \frac{\gamma_j}{\|\Omega\|} \left[ \max_{x_0 \in \Omega} \int_{\Omega} |x - x_0|^{2j} dx \right]^{1/2}, \quad (j = 0, 1, 2),$$

where $u_{xx}$ denotes the Hesse matrix of $u$, $|\Omega|$ is the measure of $\Omega$, and

$$\gamma_0 = 1, \quad \gamma_1 = 1.1548, \quad \gamma_2 = 0.22361.$$

For $n = 3$, other values of $\gamma_0, \gamma_1, \gamma_2$ have to be chosen (see [25, Theorem 1]).

**Remark 2.14.** The norm of the Hesse matrix of $u$ is precisely defined by

$$\|u_{xx}\| = \left[ \sum_{i,j=1}^2 \left| \frac{\partial^2 u}{\partial x_i \partial x_j} \right|^2 \right]^{1/2}.$$

Especially when $\Omega$ is polygonal, we have $\|u_{xx}\| = \|\Delta u\|$ for all $u \in H^2(\Omega) \cap V$ (see, for example, [12]). More general domains $\Omega$ are considered in [21, Section 6.2.7].

**Remark 2.15.** Explicit values of each $c_j$ are provided for some special domains $\Omega$ in [25, 27]. E.g., when $\Omega = (0, 1)^2$, we can choose

$$c_0 = \gamma_0 = 1, \quad c_1 = \sqrt{\frac{2}{3}} \gamma_1 \leq 0.9429, \quad \text{and} \quad c_2 = \frac{\gamma_3}{3} \sqrt{\frac{28}{5}} \leq 0.1764.$$

Applying Theorem 2.13, we obtain the following corollary.
Corollary 2.16. Let $u$ be a solution of (1) satisfying (23) with $\hat{u} \in V$ such that $\Delta \hat{u} \in L^2(\Omega)$. Moreover, let $c_0$, $c_1$, and $c_2$ be the constants in Theorem 2.13 and $p' := 2(p-1)$.

We have
\[
\|u - \hat{u}\|_{L^\infty} \leq c_0 C_2 \alpha + c_1 \alpha + c_2 \left\{ \max\{1, 2^{p'-1}\} p\alpha c q \left( \|\hat{u}\|_{L^{p'}} + \frac{c \alpha p'}{p' + 1} C_{r p'} \right) + \|\Delta \hat{u} + |\hat{u}|^{p-1} \hat{u}\| \right\}
\] (24)

for any $q$ and $r$ satisfying $q \geq 2$, $r \geq (p-1)^{-1}$, and $2q^{-1} + r^{-1} = 1$.

Proof. Using Theorem 2.13 we have
\[
\|u - \hat{u}\|_{L^\infty} = \alpha \|\omega\|_{L^\infty} \\
\leq \alpha (c_0 \|\omega\| + c_1 \|\omega\|_{V} + c_2 \|\Delta \omega\|) \\
\leq \alpha (c_0 C_2 + c_1 + c_2 \|\Delta \omega\|).
\]
The last term $\|\Delta \omega\|$ is estimated via
\[
\alpha \|\Delta \omega\| = \left\| |\hat{u} + \alpha \omega|^{p-1} (\hat{u} + \alpha \omega) + \Delta \hat{u} \right\| \\
= \left\| |\hat{u} + \alpha \omega|^{p-1} (\hat{u} + \alpha \omega) - |\hat{u}|^{p-1} \hat{u} + |\hat{u}|^{p-1} \hat{u} + \Delta \hat{u} \right\| \\
\leq \left\| |\hat{u} + \alpha \omega|^{p-1} (\hat{u} + \alpha \omega) - |\hat{u}|^{p-1} \hat{u} \right\| + \|\Delta \hat{u} + |\hat{u}|^{p-1} \hat{u}\|.
\]
The mean value theorem ensures that
\[
\int_{\Omega} \left( |\hat{u}(x) + \alpha \omega(x)|^{p-1} (\hat{u}(x) + \alpha \omega(x)) - |\hat{u}(x)|^{p-1} \hat{u}(x) \right)^2 \, dx
\]
\[
= \int_{\Omega} \left( p\alpha \omega(x) \int_0^1 |\hat{u}(x) + \alpha t \omega(x)|^{p-1} \, dt \right)^2 \, dx
\]
\[
\leq p^2 \alpha^2 \int_{\Omega} \omega(x)^2 \int_0^1 |\hat{u}(x) + \alpha t \omega(x)|^{p'} \, dt \, dx
\]
\[
= p^2 \alpha^2 \int_0^1 \int_{\Omega} \omega(x)^2 |\hat{u}(x) + \alpha t \omega(x)|^{p'} \, dx \, dt
\]
\[
\leq p^2 \alpha^2 \|\omega\|_{L^q}^2 \int_0^1 \|\hat{u} + \alpha t \omega\|_{L^{p'}} \, dt
\]
\[
= p^2 \alpha^2 \|\omega\|_{L^q}^2 \int_0^1 \|\hat{u} + \alpha t \omega\|_{L^{p'}}^p \, dt
\]
\[
\leq p^2 \alpha^2 \|\omega\|_{L^q}^2 \int_0^1 (\|\hat{u}\|_{L^{r p'}} + \alpha t \|\omega\|_{L^{r p'}})^{p'} \, dt
\]
\[
\leq \max\{1, 2^{p'-1}\} p^2 \alpha^2 \|\omega\|_{L^q}^2 \left\{ \|\hat{u}\|_{L^{r p'}}^{p'} + \int_0^1 (\alpha t \|\omega\|_{L^{r p'}})^{p'} \, dt \right\}
\]
\[
= \max\{1, 2^{p'-1}\} p^2 \alpha^2 \|\omega\|_{L^q}^2 \left( \|\hat{u}\|_{L^{r p'}}^{p'} + \frac{c \alpha p'}{p' + 1} \|\omega\|_{L^{r p'}} \right)
\]
\[
\leq \max\{1, 2^{p'-1}\} p^2 \alpha^2 C_q \left( \|\hat{u}\|_{L^{r p'}}^{p'} + \frac{c \alpha p'}{p' + 1} C_{r p'} \right).
\]
Therefore, it follows that
\[
\alpha \|\Delta \omega\| \leq \max\{1, 2^{p' - 1/2}\} p\alpha C q \sqrt{\|\hat{u}\|_{L^{p'}}^p + \frac{\alpha p'}{p' + 1} C \|\hat{u}\|_{L^{p'}}^p} + \|\Delta \hat{u}\| + \|\hat{u}\|_{L^{p'-1}}^{p'-1} \hat{u} \|
\]

As a result, the $L^\infty$-error of $u$ is estimated as asserted in (24).

Remark 2.17. The right-hand side of (24) is small when the residual $\|\Delta \hat{u}\| + \|\hat{u}\|_{L^{p'-1}}^{p'-1} \hat{u} \|$ and also the $H^1_0$-error bound $\alpha$ are small.

3 Rigorous integration method

To apply Theorem 2.1 to problem (1), we have to construct a “good” approximate solution $\hat{u} \in V$ of (1) such that $\delta$ in (7) is sufficiently small. In this section, we assume that such an approximation $\hat{u}$ is constructed by a finite linear combination of basis functions $\{\phi_i\}_{i=1}^\infty$ that span $V$, and each $\phi_i$ is in $C^\infty(\overline{K_j})$ (and therefore, $\hat{u} \in C^\infty(\overline{K_j})$) for all $j = 1, 2, \ldots, M$, where $\{K_j\}_{j=1}^M$ is a rectangular or triangular “mesh” of $\Omega$ that satisfies $\bigcup_j K_j = \Omega$ and measure $(\bigcap_j K_j) = 0$. This restriction remains applicable to several numerical approximation methods for (1) such as finite element methods and Fourier-Galerkin methods. The “mesh” here is not necessarily reasonable for constituting $\hat{u}$, but can be set artificially finer for good integration accuracy. Indeed, in the numerical example presented in Section 4, we construct $\hat{u}$ to be smooth over the entire of $\Omega = (0, 1)^2$ using a Fourier basis. However, we divide $\Omega$ into several smaller rectangles as shown in Subsection 3.1 for integration purposes.

To obtain explicit bounds for $\delta$ and $K$ required in Theorem 2.1, we have to compute rigorously, in particular, $(\Delta \hat{u}, |\hat{u}|^{p-1} \hat{u})$ and $(\phi_i, |\hat{u}|^{p-1} \phi_j)$; recall that $p \in (1, 2)$ which makes this integration nontrivial. In the following subsections, we discuss rigorous integration methods for rectangular and triangular cases. More precisely, we propose methods for computing the integral
\[
I = \int_{K_j} \{\eta(x, y)\}^q \xi(x, y) dxdy
\]
for $q \in (0, 1)$ and $\eta, \xi \in C^\infty(\overline{K_j})$ ($j = 1, 2, \ldots, M$) in a rigorous enclosure form. Here, we assume that $\eta > 0$ in $\Omega$ and $\eta = 0$ on $\partial \Omega$; indeed, we later select $\eta = \hat{u}$, an approximate solution to (1), which has these properties. The nonnegativity of $\hat{u}$ in $\Omega$ is proved through the procedures described in Subsections 3.1 and 3.2.

Some rigorous integration methods can be applied to such an integration, under the assumption that $\eta > 0$ on the whole closure of a domain $\Omega \subset \mathbb{R}^2$ (see, for example, [30]). However, because here the derivative of $\{\eta(\cdot, \cdot)\}^q : \Omega \to \mathbb{R}$ is generally not bounded near the boundary $\partial \Omega$, where $\eta$ vanishes, previous methods cannot be applied in our situation. To overcome this difficulty, we use a Taylor expansion based approach as follows.

3.1 Rectangular mesh

We consider integration over $\Omega = (0, 1)^2$, which is used in our numerical experiment in Section 4. We first divide $\Omega$ into four sub-squares and consider the integration over
Integration over the three other parts can be carried out similarly after translation and rotation such that \( \eta = 0 \) on both the left and the lower edge. Moreover, we divide \((0, 0.5)^2\) into closed rectangles that are grouped into four types \((S_{1,1}, S_{1,0}, S_{0,1}, \text{and } S_{0,0})\) as in Fig. 1. These types of rectangles have the following properties:

- **\( S_{1,1} \):** a square where \( \eta \) is zero on both the left and the lower edge;
- **\( S_{0,1} \):** rectangles where \( \eta \) is zero only on the lower edge;
- **\( S_{1,0} \):** rectangles where \( \eta \) is zero only on the left edge;
- **\( S_{0,0} \):** squares where \( \eta > 0 \).

The integration over \((0, 0.5)^2\) can be expressed by the summation of integrations over the above four types of rectangles. Hereafter, we use the notation \( \Lambda_{n}^{1,1} = \{(i, j) \in \mathbb{N}^2 : i \leq n, j \leq n\} \), \( \Lambda_{n}^{0,1} = \{(i, j) \in \mathbb{N} \times \mathbb{N} : i \leq n, j \leq n\} \), \( \Lambda_{n}^{1,0} = \{(i, j) \in \mathbb{N} \times \mathbb{N} : i \leq n, j \leq n\} \), and \( \Lambda_{n} = \{(i, j) \in \mathbb{N}^2 : i \leq n, j \leq n\} \), where \( \mathbb{N} = \{1, 2, 3 \ldots\} \) and \( \mathbb{N}_0 = \{0, 1, 2 \ldots\} \). We discuss rigorous integration methods for the four types of domains \( S_{1,1}, S_{0,1}, S_{1,0}, \text{and } S_{0,0} \) in the following.
3.1.1 Integration over $S_{1,1}$

Using the Taylor expansion around the lower-left corner $(0, 0)$, we enclose $\eta(x, y)$ as

$$\eta(x, y) \in \sum_{(i,j) \in \Lambda_{n-1}^{1,1}} a_{i,j} x^i y^j + \sum_{(i,j) \in \Lambda_{n-1}^{1,1} \setminus \Lambda_{n-1}^{1,1}} [\overline{a}_{i,j}, \underline{a}_{i,j}] x^i y^j,$$

for $(x, y) \in S_{1,1}$, where $a_{i,j}, \overline{a}_{i,j}, \underline{a}_{i,j} \in \mathbb{R}$, $\underline{a}_{i,j} \leq \overline{a}_{i,j}$. In Appendix [B] we discuss a numerical method (Type-II PSA) for deriving such an enclosure. We then denote

$$[\eta_{1,1}(x, y)] := \sum_{(i,j) \in \Lambda_{n-1}^{1,1}} a_{i,j} x^{i-1} y^{j-1} + \sum_{(i,j) \in \Lambda_{n-1}^{1,1} \setminus \Lambda_{n-1}^{1,1}} [\overline{a}_{i,j}, \underline{a}_{i,j}] x^{i-1} y^{j-1},$$

which more precisely means the set of all continuous functions $w$ over $S_{1,1}$ such that $w(x, y) \in [\eta_{1,1}(x, y)]$ for all $(x, y) \in S_{1,1}$. Therefore, $\eta(x, y) \in xy[\eta_{1,1}(x, y)]$.

We moreover assume that $[\eta_{1,1}(x, y)]$ is positive in $S_{1,1}$ (that is, $z > 0$ for all $z \in [\eta_{1,1}(x, y)]$), $(x, y) \in S_{1,1}$; if $S_{1,1}$ is sufficiently small and $n$ is sufficiently large, this positivity condition is expected to hold for $\eta = \hat{u}$. In the actual computation, this condition will be numerically checked by suitable interval arithmetic techniques [13, 20, 29].

If the positivity of $\eta_{1,1}$ holds, we use Type-II PSA first to enclose $[\eta_{1,1}(x, y)]^q$, and then, in a second step, to enclose $[\eta_{1,1}(x, y)]^q \xi(x, y)$ as

$$[\eta_{1,1}(x, y)]^q \xi(x, y) \in \sum_{(i,j) \in \Lambda_{n-1}^{1,1}} b_{i,j} x^i y^j + \sum_{(i,j) \in \Lambda_{n-1}^{1,1} \setminus \Lambda_{n-1}^{1,1}} [\overline{b}_{i,j}, \underline{b}_{i,j}] x^i y^j,$$

where $b_{i,j}, \overline{b}_{i,j}, \underline{b}_{i,j} \in \mathbb{R}$, $\underline{b}_{i,j} \leq \overline{b}_{i,j}$. Thus, the integration over $S_{1,1}$ is enclosed as

$$\int_{S_{1,1}} \{\eta(x, y)\}^q \xi(x, y) dxdy \leq \sum_{(i,j) \in \Lambda_{n-1}^{1,1}} \int_{S_{1,1}} b_{i,j} x^i y^j dxdy + \sum_{(i,j) \in \Lambda_{n-1}^{1,1} \setminus \Lambda_{n-1}^{1,1}} \int_{S_{1,1}} [\overline{b}_{i,j}, \underline{b}_{i,j}] x^i y^j dxdy.$$

(26)

**Remark 3.1.** We remark on integration of a set of continuous functions in (26): that is, we explain rigorous integration of

$$\int_{y_1}^{y_2} \int_{x_1}^{x_2} ax^p y^q dx dy,$$

where generally, $a, p, q, x_1, x_2, y_1, and y_2$ are real intervals. Note that $ax^p y^q$ precisely means the set of all continuous functions $w$ over $(x_1, x_2) \times (y_1, y_2)$ such that $w(x, y) \in ax^p y^q$ for all $(x, y) \in (x_1, x_2) \times (y_1, y_2)$, where we denote $z = \inf z$ and $\bar{z} = \sup z$ for an interval $z$. Whereas formally the integral is simply computed as

$$\int_{y_1}^{y_2} \int_{x_1}^{x_2} ax^p y^q dx dy = \frac{a}{(p+1)(q+1)} y_2^{q+1} x_2^{p+1} - \frac{a}{(p+1)(q+1)} y_1^{q+1} x_1^{p+1} - \left( \frac{a}{(p+1)(q+1)} y_2^{q+1} x_1^{p+1} - \frac{a}{(p+1)(q+1)} y_1^{q+1} x_1^{p+1} \right),$$

for $(x, y) \in S_{1,1}$, where $a, p, q, x_1, x_2, y_1, and y_2$ are real intervals.
We then enclose \( \eta \) because the distributive law does not hold in interval arithmetics. For example, \( \int_{-1}^{1} [0.8, 1] x dx \) is not zero but is correctly computed as
\[
\int_{-1}^{1} [0.8, 1] x dx = [[0.4, 0.5] x^2]_{-1}^{1} = [0.4, 0.5] - [0.4, 0.5] = [-0.1, 0.1].
\]

### 3.1.2 Integration over \( S_{0,1} \) and \( S_{1,0} \)

Let \( (x_0, 0) \) be the midpoint of the lower edge of \( S_{0,1} \). We denote \( \eta^*(x, y) := \eta(x + x_0, y) \), \( \xi^*(x, y) := \xi(x + x_0, y) \), and \( S_{0,1}^{*} := S_{0,1} - (x_0, 0) \). Because we have
\[
\int_{S_{0,1}} \{ \eta(x, y) \}^q \xi(x, y) dxdy = \int_{S_{0,1}^*} \{ \eta^*(x, y) \}^q \xi^*(x, y) dxdy,
\]
we consider the right integral.

By Taylor expanding \( \eta^*(x, y) \) around the midpoint \((0,0)\) of the lower edge of \( S_{0,1}^* \), we enclose \( \eta^*(x, y) \) as
\[
\eta^*(x, y) \in \sum_{(i,j) \in \Lambda_{n-1}} a_{i,j} x^i y^j + \sum_{(i,j) \in \Lambda_{n-1} \setminus \Lambda_{n-1}} [\bar{a}_{i,j}, \underline{a}_{i,j}] x^i y^j,
\]
for \((x, y) \in S_{0,1}^* \), where \( a_{i,j}, \bar{a}_{i,j}, \underline{a}_{i,j} \in \mathbb{R} \), \( a_{i,j} \leq \bar{a}_{i,j} \). We then denote
\[
[\eta_{0,1}^*(x, y)] := \sum_{(i,j) \in \Lambda_{n-1}} a_{i,j} x^i y^j + \sum_{(i,j) \in \Lambda_{n-1} \setminus \Lambda_{n-1}} [\bar{a}_{i,j}, \underline{a}_{i,j}] x^i y^j^{-1},
\]
(therefore, \( \eta^*(x, y) \in y[\eta_{0,1}^*(x, y)] \)), and again assume that \( [\eta_{0,1}^*(x, y)] \) is positive in \( S_{0,1}^* \). We then enclose \( [\eta_{0,1}^*(x, y)]^q \xi^*(x, y) \) as
\[
[\eta_{0,1}^*(x, y)]^q \xi^*(x, y) \in \sum_{(i,j) \in \Lambda_{n-1}} b_{i,j} x^i y^j + \sum_{(i,j) \in \Lambda_{n-1} \setminus \Lambda_{n-1}} [\bar{b}_{i,j}, \underline{b}_{i,j}] x^i y^j,
\]
where \( b_{i,j}, \bar{b}_{i,j}, \underline{b}_{i,j} \in \mathbb{R} \), \( \underline{b}_{i,j} \leq \bar{b}_{i,j} \). Thus, we can enclose the integral over \( S_{0,1}^* \) as
\[
\int_{S_{0,1}^*} \{ \eta^*(x, y) \}^q \xi^*(x, y) dxdy
\]
\[
\in \sum_{(i,j) \in \Lambda_{n-1}} \int_{S_{0,1}^*} b_{i,j} x^i y^j + \int_{S_{0,1}^*} [\bar{b}_{i,j}, \underline{b}_{i,j}] x^i y^j + \int_{S_{0,1}^*} [\bar{b}_{i,j}, \underline{b}_{i,j}] x^i y^j + \int_{S_{0,1}^*} \{ \eta^*(x, y) \}^q \xi^*(x, y) dxdy.
\]

The integration over \( S_{1,0} \) is carried out similarly by exchanging the roles of the variables \( x \) and \( y \).

### 3.1.3 Integration over \( S_{0,0} \)

Although integration over \( S_{0,0} \) without irregularity can be realized using standard methods (see, for example, [30]), we here introduce an enclosure method along with Subsubsections 3.1.1 and 3.1.2 for the sake of consistency.
Let \((x_0, y_0)\) be the center of \(S_{0,0}\), and we re-define 
\[
\eta^*(x, y) := \eta(x + x_0, y + y_0), \quad \xi^*(x, y) := \xi(x + x_0, y + y_0), \quad \text{and} \quad S^*_0 := S_{0,0} - (x_0, y_0).
\]
Because we have
\[
\int_{S^*_0} \{\eta(x, y)\}^q \xi(x, y)dxdy = \int_{S^*_0} \{\eta^*(x, y)\}^q \xi^*(x, y)dxdy,
\]
we consider the right integral.

By Taylor expanding \(\eta^*(x, y)\) around the center \((0, 0)\) of \(S^*_0\), we have
\[
\eta^*(x, y) \in [\eta^*_{0,0}(x, y)] := \sum_{(i,j)\in\Lambda_{n-1}} a_{i,j} x^i y^j + \sum_{(i,j)\in\Lambda_{n-1}\setminus\Lambda_n} [a_{i,j}, \bar{a}_{i,j}] x^i y^j,
\]
for \((x, y) \in S^*_0\), where \(a_{i,j}, \bar{a}_{i,j} \in \mathbb{R}, \ a_{i,j} \leq \bar{a}_{i,j}\). Assuming that \([\eta^*_{0,0}(x, y)]\) is positive on \(S^*_0\) (because \(\eta > 0\) on \(S^*_0\), this property is expected to hold if \(n\) is sufficiently large), we have
\[
[\eta^*_{0,0}(x, y)]^q \xi^*(x, y) \in \sum_{(i,j)\in\Lambda_{n-1}} b_{i,j} x^i y^j + \sum_{(i,j)\in\Lambda_{n-1}\setminus\Lambda_n} [b_{i,j}, \bar{b}_{i,j}] x^i y^j,
\]
where \(b_{i,j}, \bar{b}_{i,j} \in \mathbb{R}, \ b_{i,j} \leq \bar{b}_{i,j}\). Thus, it follows that
\[
\int_{S^*_0} \{\eta^*(x, y)\}^q \xi^*(x, y)dxdy \leq \sum_{(i,j)\in\Lambda_{n-1}} \int_{S^*_0} b_{i,j} x^i y^j dxdy + \sum_{(i,j)\in\Lambda_{n-1}\setminus\Lambda_n} \int_{S^*_0} [b_{i,j}, \bar{b}_{i,j}] x^i y^j dxdy.
\]

### 3.2 Triangular mesh

For the triangular case where \(\Omega\) is divided into a union of triangles \(\bigcup_{i=1}^M K_i\) without overlap, we add a further assumption to the mesh \(\{K_i\}_{j=1}^M\) so that \(\eta = 0\) on at most one edge of \(K_i\). The exceptional situation, where \(\eta = 0\) on two edges, can be avoided by an additional division of the triangle; see Fig. 3. Recall that the refined mesh does not need to be a triangulation required for finite element methods. Indeed, the new “mesh” displayed in Fig. 4 cannot be used for the usual finite element method because of a lack of division for the second left triangle. However, this is applicable for the purpose of integration.

For a target triangle \(K\), let \(A(1, A_2), B(B_1, B_2),\) and \(C(C_1, C_2)\) be the vertices. If \(K\) is strictly inside \(\Omega\) so that no edge is shared with \(\partial\Omega\) and \(\eta > 0\) thereon, we can use standard integration methods. Moreover, the method described below can be extended to such a “regular” situation as we did in Subsubsection 3.1.3 Therefore, we consider the case where \(\eta = 0\) on the segment \(\Gamma := AB\). Let \(K^*\) be another triangle over new coordinates \((s, t)\) with the vertexes \(A^*(-0.5, 0), \ B^*(0.5, 0), \) and \(C^*(0.5, 1)\). We define the affine transformation \(\phi\) for \(K\) to \(K^*\) by
\[
\phi(A) = A^*, \ \phi(B) = B^*, \ \phi(C) = C^*
\]
so that the center of segment \(\Gamma^* := \phi(\Gamma)\) is located at the origin of coordinates \((s, t)\); see Fig. 3. The transformation \(\phi\) is explicitly given by
\[
\phi \begin{pmatrix} x \\ y \end{pmatrix} = \frac{1}{D} \begin{pmatrix} (C_2 - B_2)(x - A_1) - (C_1 - B_1)(y - A_2) \\ -(B_2 - A_2)(x - A_1) + (B_1 - A_1)(y - A_2) \end{pmatrix} - \begin{pmatrix} 0.5 \\ 0 \end{pmatrix}
\]
for \((x, y) \in K\), where \(D := (C_2 - B_2)(B_1 - A_1) - (C_1 - B_1)(B_2 - A_2)\). Using the transformation \(\phi\), we denote \(\eta^* (s, t) := \eta(\phi^{-1}(s, t))\), \(\xi^* (s, t) := \xi(\phi^{-1}(s, t))\) and have

\[
\int_K \{\eta(x, y)\}^q \xi(x, y) dxdy = \frac{1}{|D|} \int_{K^*} \{\eta^*(s, t)\}^q \xi^*(s, t) dsdt,
\]

By Taylor expanding \(\eta^*(s, t)\) around the origin \((0, 0)\) on the new coordinates, we obtain the enclosure of \(\eta^*(s, t)\) as

\[
\eta^*(s, t) \in \sum_{(i, j) \in \Lambda_{n-1}^{0,1}} a_{i,j}s^it^j + \sum_{(i, j) \in \Lambda_{n-1}^{0,j} \setminus \Lambda_{n-1}^{0,1}} [a_{i,j}, \pi_{i,j}]s^it^j.
\]

Therefore, we enclose the desired integration in the same manner described in Subsubsection 3.1.2 in the following form of integration over \(K^*\)

\[
\int_0^1 \int_{-0.5}^{t-0.5} as^it^j dsdt,
\]

where \(a\) is a real interval and \(i, j\) are integers. Specifically, this integration is computed
Figure 3: Affine transformation $\phi$ for triangles.

via

$$
\int_0^1 \int_{-0.5}^{t-0.5} a s^i t^j dsdt \\
= \int_0^1 \left\{ \frac{a}{i + 1} (t - 0.5)^{i+1} t^j - \frac{a}{i + 1} (-0.5)^{i+1} t^j \right\} dt \\
= \int_0^1 \left\{ \frac{a}{i + 1} \sum_{k=0}^{i+1} \binom{i+1}{k} (-0.5)^{i+1-k} t^j k^k - \frac{a}{i + 1} (-0.5)^{i+1} t^j \right\} dt \\
= \frac{a}{i + 1} \sum_{k=0}^{i+1} \frac{1}{j + k + 1} \binom{i+1}{k} (-0.5)^{i+1-k} - \frac{a}{(i + 1)(j + 1)} (-0.5)^{i+1}.
$$

4 Numerical result

In this section, we present a numerical result where a positive solution of (1) is enclosed explicitly for $p = 3/2$ and $\Omega = (0, 1)^2$. All computations were carried out on a computer with Intel Xeon E7-4830 at 2.20 GHz×4, 2 TB RAM, CentOS 7, and MATLAB 2019b. All rounding errors were strictly estimated using toolboxes for rigorous numerical computations—INTLAB version 11 [29] and kv library version 0.4.49 [13]. Therefore, the correctness of all results was mathematically guaranteed.

We are interested in finding a reflection symmetric solution, and therefore replaced the solution space $V$ to the following subspace:

$$V^0 := \left\{ u \in V : u \text{ is symmetric with respect to } x = \frac{1}{2} \text{ and } y = \frac{1}{2} \right\}$$

endowed with the same inner product as $V$. This restriction helped us to reduce the calculation quantity somewhat. Moreover, because eigenfunctions of (17) are also restricted
to symmetric functions, eigenvalues associated with anti-symmetric eigenfunctions drop out of the minimization in (15). Therefore, $K$ can be reduced. We calculated the other required constants $C_p$ and $\delta$ without exploiting such a restriction.

We selected a finite-dimensional subspace $V^0_N$ of $V^0$ as

$$V^0_N := \left\{ \sum_{(i,j) \in \Lambda^1_{N} \setminus \Lambda^1_1} a_{i,j} \varphi_{i,j} : a_{i,j} \in \mathbb{R}, i,j \text{ are odd} \right\},$$

where $\varphi_{i,j}(x,y) = \sin((i\pi)x)\sin((j\pi)y)$. For this $V^0_N$, we have $C_N = (N + 1)^{-1}\pi^{-1}$ satisfying (21) because, for $u \in H^2(\Omega) \cap V^0$,

$$\|u - P_N u\|^2_V = \|(u - P_N u)_x\|^2 + \|(u - P_N u)_y\|^2 = \sum_{(n,m) \in \Lambda^2 \setminus \Lambda^1_{N}} a^2_{m,n} \frac{(m^2\pi^2 + n^2\pi^2)^2}{(N + 1)^2\pi^2} \|\varphi_{m,n}\|^2 \leq \frac{1}{(N + 1)^2\pi^2} \|\Delta u\|^2,$$

where $m$ and $n$ in the summations may be restricted to odd numbers, but the value of $C_N$ remains the same.

By setting $q = r = 4$ and $s = 2$ in Theorem 2.12, we obtain

$$g(t) = \frac{3}{2} C_2^3 C_4 t^{\frac{1}{2}}$$

satisfying (9) and (10) in Theorem 2.1. Moreover, by selecting $q = 4$ and $r = 2$ in Corollary 2.16, we have

$$\|u - \hat{u}\|_{L^\infty} \leq c_0 C_2 \alpha + c_1 \alpha + c_2 \left\{ \frac{3}{2} \alpha C_4 \sqrt{\|\hat{u}\|} + \frac{\alpha}{2} C_2 + \left\|\Delta \hat{u} + |\hat{u}|^{\frac{1}{2}} \hat{u}\right\| \right\}.$$

Here, we can use the best constant $C_2 = (\sqrt{2}\pi)^{-1}$ for the square $\Omega = (0,1)^2$. Moreover, we computed $C_4 \leq 0.318309887$ using Corollary A.2.

An approximate solution $\hat{u} \in V^0_{N_u}$ ($N_u = 60$), which is displayed in Fig. 4, is computed by solving the following finite-dimensional system:

$$\left( \nabla \hat{u}, \nabla v_N \right)_{L^2} = \left( |\hat{u}|^{\frac{1}{2}} \hat{u}, v_N \right)_{L^2}$$

for all $v_N \in V^0_{N_u}$ (29) via the usual Newton method with sufficient accuracy.

To rigorously compute the integrals required in the enclosing process, we divided $\Omega$ into some rectangles as displayed in Fig. 1 and used the integration method provided in Section 3.1. Using Theorem 2.1, Corollary 2.5, and Corollary 2.16, we proved the existence of a solution $u$ to (1) in an $H^1_{N_u}$-ball $B(\hat{u}, \alpha; \|\cdot\|_V^1)$ and an $L^\infty$-ball $B(\hat{u}, \beta; \|\cdot\|_{L^\infty})$. Table 1 shows the result of the solution enclosure. One confirms inequality (14) and, therefore, the positivity of the enclosed solution $u$. 


Figure 4: Approximate solution of (1) for $p = 3/2$ on $\Omega = (0, 1)^2$, the amplitude of which is proved to be in the interval [575.15, 575.61].

5 Conclusion

We proposed a method for proving the existence of a positive solution $u$ of Lane–Emden’s equation (1) close to a numerically computed approximation $\hat{u}$ together with an explicit error bound. In particular, we focused on the sub-square case in which $p \in (1, 2)$ so that the classical Newton-Kantorovich theorem cannot be applied, and a difficulty arises in rigorous numerical integrations. Our method was designed based on Theorem 2.1, a generalization of the classical Newton-Kantorovich theorem, and thus well applicable in the sub-square case. Also, a rigorous integration method was proposed to solve the difficulty caused by the singularity. We presented a numerical example where an explicit solution-enclosure is obtained for $p = 3/2$ on the unit square domain $\Omega = (0, 1)^2$.

A Simple bounds for embedding constants

The following theorem provides the best constant in the classical Sobolev inequality with critical exponents.

Theorem A.1 ([3, 32]). Let $u$ be any function in $W^{1,q}(\mathbb{R}^n)$ $(n \geq 2)$, where $q$ is any real number such that $1 < q < n$. Moreover, set $p = nq/(n - q)$. Then, $u \in L^p(\mathbb{R}^n)$ and

\[
\left( \int_{\mathbb{R}^n} |u(x)|^p \, dx \right)^{\frac{1}{p}} \leq T_p \left( \int_{\mathbb{R}^n} |\nabla u(x)|^q \, dx \right)^{\frac{1}{q}}
\]
\[ \| \Delta \hat{u} + |\hat{u}|^{1/2} \hat{u} \| \quad \delta \quad K \quad (N = 14) \quad \alpha \quad \beta \quad C^2_2 \left( \| u - \| L_2 \| + C_3 \alpha \right)^{1/2} \]

| \[0.8311, 0.83150\] | 0.1871518 | 2.0000005 | 0.3909190 | 1.1462318 | 0.0227223 (< 1) |

\( \delta, K \): the constants required in Theorem 2.1

The value of \( \| \Delta \hat{u} + |\hat{u}|^{1/2} \hat{u} \| \) is proved to be in the displayed interval. The other numerical values represent upper bounds of the corresponding constants.

holds for

\[ T_p = \pi^{-1/2} n^{-1/2} \left( \frac{q-1}{n-q} \right)^{1/2} \left\{ \frac{\Gamma \left( 1 + \frac{n}{q} \right) \Gamma (n)}{\Gamma \left( \frac{n}{q} \right) \Gamma \left( 1 + n - \frac{n}{q} \right)} \right\}^{1/2}, \quad (30) \]

where \( |\nabla u|_2 \) = \( ((\partial u/\partial x_1)^2 + (\partial u/\partial x_2)^2 + \cdots + (\partial u/\partial x_n)^2)^{1/2} \), and \( \Gamma \) denotes the Gamma function.

The following corollary, obtained from Theorem A.1, provides a simple bound for the embedding constant from \( H^1_0 (\Omega) \) to \( L^p (\Omega) \) for a bounded domain \( \Omega \).

**Corollary A.2** ([34 Corollary A.2]). Let \( \Omega \subset \mathbb{R}^n \) \((n \geq 2)\) be a bounded domain. Let \( p \) be a real number such that \( p \in (n/(n-1), 2n/(n-2)] \) if \( n \geq 3 \) and \( p \in (2, \infty) \) if \( n = 2 \). Moreover, set \( q = np/(n+p) \). Then, (31) holds for

\[ C_p = |\Omega|^{2-q/2} T_p, \]

where \( T_p \) is the constant in (30).

In [21 Lemma 7.10], another formula is provided to obtain an explicit bound \( C_p \).

## B Power series arithmetic

Two types of Power Series Arithmetic (called Type-I PSA and Type-II PSA) have been packaged in [13]. Although describing PSAs in detail increases this paper’s capacity, we explain here them to guarantee the self-containedness of this paper. The other reason is that there are few detailed English documents about PSAs to which can be referred. Both PSAs were originally designed to perform operations for sets of continuous functions defined on a closed interval \( D = [d, \bar{d}] \) with \( d, \bar{d} \in \mathbb{R} \), written in the form

\[ [u(x)] = \sum_{i=0}^{n} u_i x^i := \left\{ v \in C(D) : v(x) \in \sum_{i=0}^{n} u_i x^i \ \forall x \in D \right\}, \quad (31) \]

where each \( u_i \) \((i = 0, 1, 2, \cdots, n)\) is a real number or a real interval \([u_i, \bar{u}_i]\), \( u_i \leq \bar{u}_i \). Type-I PSA performs such operations with neglecting terms of degree higher than \( n \).
Therefore, Type-I PSA gives approximate results of the operations. On the other hand, Type-II PSA gives a rigorous result of such operations; that is, an operation result from Type-II PSA always includes the correct operation result in a strict mathematical sense.

In the following, we introduce the original Type-II PSA in the one-dimensional case. Subsequently, we present a generalization of Type-II PSA to higher-dimensional cases to obtain rigorous enclosures such as \cite{25}.

**B.1 Type-II PSA in the one-dimensional case**

We consider rigorous operations for a set of continuous functions written in the form \cite{31}.

The addition and the subtraction are respectively performed as

\[
[u(x)] + [v(x)] = \sum_{i=0}^{n} (u_i + v_i)x^i
\]

and

\[
[u(x)] - [v(x)] = \sum_{i=0}^{n} (u_i - v_i)x^i.
\]

The multiplication is performed as follows. We first multiply \([u(x)]\) and \([v(x)]\) without degree omissions:

\[
[u(x)] \times [v(x)] = \sum_{i=0}^{2n} w_i x^i, \quad w_k = \sum_{i=\max(0,k-n)}^{\min(k,n)} u_i v_{k-i}.
\]

Then, we reduce its degree from \(2n\) to \(n\) on the basis of the degree reduction defined as follows.

**Definition B.1 (Degree reduction).** For a power series \([u(x)] = u_0 + u_1 x + \cdots + u_m x^m\) over \(D\), the degree reduction \([v(x)]\) to \(n\) \((n < m)\) is defined by

\[
[v(x)] = \sum_{i=0}^{n} v_i x^i,
\]

where

\[
v_i = u_i \ (i = 0, 1, \cdots, n - 1) \quad \text{and} \quad v_n = \left\{ \sum_{i=n}^{m} u_i x^{i-n} : x \in D \right\}.
\]

Thus, the terms of degree more than \(n\) are resorbed in the term of degree \(n\). As a result, the multiplication by Type-II PSA includes the correct multiplication result.

**Remark B.2.** When computing

\[
\left\{ \sum_{i=n}^{m} u_i x^{i-n} : x \in D \right\},
\]

we have to evaluate the range of the polynomial \(u_n + u_{n+1} x + \cdots + u_m x^{m-n}\) and the ordinary interval arithmetic occasionally over-estimates the range. A more accurate method that evaluates the range, such as the Horner scheme, is required to obtain a precise multiplication result.
We then apply Type-II PSA to general $C^\infty$-functions using the Taylor expansion with a remainder term. For a $C^\infty$-function $f$, $f(u_0 + u_1 x + \cdots + u_n x^n)$ is computed as

$$f(u_0 + u_1 x + \cdots + u_n x^n) \subset f(u_0) + \sum_{i=1}^{n-1} \frac{1}{i!} f^{(i)}(u_0)(u_1 x + \cdots + u_n x^n)^i + \frac{1}{n!} f^{(n)}(u_0) \left( \operatorname{hull} \left( \left\{ \sum_{i=0}^{n} u_i x^i : x \in D \right\} \right) \right) (u_1 x + \cdots + u_n x^n)^n,$$

(32)

by Taylor expanding $f$ around $u_0$, where $\operatorname{hull} (a, b)$ denotes the convex hull of real numbers or real intervals $a$ and $b$. Here, additions, subtractions, and multiplications in the above process are operated by Type-II PSA defined so far, and the expression

$$\left\{ \sum_{i=0}^{n} u_i x^i : x \in D \right\}$$

is similarly computed as mentioned in Remark B.2. The division can be operated as $[u]/[v] := [u] \times f([v])$ with $f(x) = 1/x$ using the above method.

**Remark B.3.** In our examples, the interval $D$ in (32) contains zero in all cases. Indeed, in the integration procedures described in Section 3, the domains $S_{0,1}$, $S_{1,0}$, and $S_{0,0}$ of integrations are translated to contain $(0, 0)$ (Type-II PSA in the two-dimensional case will be introduced in Appendix B.2). Hence, in our examples,

$$\operatorname{hull} \left( u_0, \left\{ \sum_{i=0}^{n} u_i x^i : x \in D \right\} \right) = \left\{ \sum_{i=0}^{n} u_i x^i : x \in D \right\}$$

always holds in (32).

**Remark B.4.** Type II-PSA is designed so that the coefficients of degree less than $n$ are not intervals but real numbers, and only the coefficient of degree $n$ is an interval. However, to strictly guarantee all results from Type II-PSA in actual computation, the coefficients of degree less than $n$ often become intervals that arise only from rounding errors.

### B.2 Type-II PSA in the higher-dimensional cases

One-dimensional Type-II PSA is originally designed for power series that have real or real-interval coefficients. However, the set of coefficients in Type-II PSA can be generalized to any set equipped with the four arithmetic operations. Therefore, Type-II PSA can be generalized to two-dimensional cases by replacing its coefficients with one-dimensional power series because the set of power series itself is endowed with the four arithmetic operations by Type-II PSA. To be more precise, by replacing each coefficient $u_i$ in

$$[u(x)] = \sum_{i=0}^{n} u_i x^i, \ x \in D_u$$

(33)
with one-dimensional power series

\[ v_i(y) = \sum_{j=0}^{n} v_{i,j} y^j, \quad y \in D_v, \]

we can regard \([u]\) as a two-dimensional power series

\[ u(x, y) = \sum_{i=0}^{n} [v_i(y)] x^i = \sum_{i=0}^{n} \sum_{j=0}^{n} v_{i,j} x^i y^j, \quad (x, y) \in D_u \times D_v. \quad (34) \]

Thus, Type-II PSA for the one-dimensional case is naturally carried over to the two-dimensional case. In the same way, Type-II PSA can be applied to higher-dimensional cases; that is, the \((n+1)\)-dimensional power series with the four arithmetic operations are defined by replacing each coefficient \(u_i\) in (33) with an \(n\)-dimensional power series.
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