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ABSTRACT

A large variance exists in the amplitude of the Stellar Mass – Halo Mass (SMHM) relation for group and cluster-size halos. Using a sample of 254 clusters, we show that the magnitude gap between the brightest central galaxy (BCG) and its second or fourth brightest neighbor accounts for a significant portion of this variance. We find that at fixed halo mass, galaxy clusters with a higher magnitude gap have a higher BCG stellar mass. This relationship is also observed in semi-analytic representations of low-redshift galaxy clusters in simulations. This SMHM-magnitude gap stratification likely results from BCG growth via hierarchical mergers and may link assembly of the halo with the growth of the BCG. Using a Bayesian model, we quantify the importance of the magnitude gap in the SMHM relation using a multiplicative stretch factor, which we find to be significantly non-zero. The inclusion of the magnitude gap in the SMHM relation results in a large reduction in the inferred intrinsic scatter in the BCG stellar mass at fixed halo mass. We discuss the ramifications of this result in the context of galaxy formation models of centrals in group and cluster-sized halos.

Subject headings: galaxies: clusters: general – galaxies: elliptical and lenticular, cD – galaxies: evolution

1. INTRODUCTION

At the heart of galaxy clusters lie brightest central galaxies, or BCGs. These galaxies are bright, often 10L⋆, where L⋆ is the characteristic luminosity of the galaxy luminosity function (e.g., Schombert 1986), and extremely massive as shown by dynamical mass estimates (e.g., Bernardi et al. 2007; von der Linden et al. 2007; Brough et al. 2011; Proctor et al. 2011). Studies have also shown that BCGs can account for a substantial fraction of the total light emitted from a galaxy cluster (e.g., Jones et al. 2000; Lin & Mohr 2004; Aguerri et al. 2011; Proctor et al. 2011). Additionally, BCGs are often found near the X-ray centers of galaxy clusters (e.g., Jones & Forman 1984; Rhee & Lauter 1991; Lin & Mohr 2004; Lauer et al. 2014). These massive central galaxies can also be more spatially extended than similarly massive elliptical galaxies (Bernardi et al. 2007; Lauer et al. 2007) and are often surrounded by halos of diffuse intracluster light (e.g., Zwicky 1951; Welch & Sastry 1971; Oemler 1976; Lin & Mohr 2004).

We note that not all central galaxies match the standard definition of a BCG. Skibba et al. (2011) and Lange et al. (2018) suggest that as many as 40% of massive, low redshift clusters have the equivalent of a satellite galaxy as their central. In contrast, Lauer et al. (2014) find that only 15% of all BCGs in their low redshift sample have a separation between the x-ray center and BCG greater than 100 kpc. While these results differ, it is likely that some fraction of BCGs are not always located at the cluster center-of-mass.

Researchers have been studying BCGs to understand their growth history for over forty years (e.g., Ostriker & Tremaine 1975; Ostriker & Hausman 1977; Hausman & Ostriker 1978; Malumuth & Richstone 1984; Merritt 1985; Fabian 1994; Aragon-Salamanca et al. 1998; Dubinski 1998; De Lucia & Blaizot 2007; Ruszkowski & Springel 2009; Ledman et al. 2012; Laporte et al. 2013; Lin et al. 2013; Lauer et al. 2014; Nipoti 2017). Under the hierarchical structure formation paradigm, we might naturally expect some trends in the observable properties of BCGs to be caused by growth mechanisms that are not characteristic of the wider galaxy population. For instance, Lauer et al. (2014) conclude that the extended envelopes present in many BCGs are formed by processes within the cluster core region. They also suggest that especially bright BCG luminosities stem from accretion into more massive clusters.

In practice, a property used to differentiate BCGs from non-BCGs is the “magnitude gap,” a measure of the difference in brightness between the BCG and some lesser galaxy within the cluster. Early on, it was suggested that BCGs and their magnitude gaps evolve through a process that differs from normal galaxies (e.g., Tremaine & Richstone 1977; Schneider et al. 1983; Bhavsar & Barrow 1985; Postman & Lauer 1995; Bernstein & Bhavsar 2001; Vale & Ostriker 2008). However, some recent studies, which use large cluster samples, argue that BCGs are simply statistical draws from the extreme bright end of the galaxy luminosity function (e.g., Lin et al. 2010; Paranjape & Sheth 2012). While this debate is not entirely settled, there exists a growing consensus that at least some component of the BCG population is distinct from the nominal distribution of elliptical galaxies (e.g., Loh & Strauss 2006; Vale & Ostriker 2008; Collins et al. 2009; Lin et al. 2010; Lauer et al. 2014; Shen et al. 2014; Zhang et al. 2016).

From a theoretical perspective, Milosavljević et al. (2006) showed that excursion-set merger probabilities and the standard theory of dynamical segregation can explain the distribution of BCG magnitude gaps in low red-
shift clusters. At the same time, state-of-the-art cosmological simulations with semi-analytic and semi-empirical prescriptions for the growth of the stellar properties of galaxies also support the observational consensus of standard hierarchical mechanisms as the dominant influence on the growth of BCGs (e.g., Croton et al. 2006; De Lucia & Blaizot 2007; Tonini et al. 2012; Shankar et al. 2015). In other words, both the theory and data are converging onto a scenario that links the growth of BCGs to the earliest formation environments of their host halos.

Recently, Solanes et al. (2016) used dissipationless simulations of young and pre-rialized groups to show that the magnitude gap between the BCG and second brightest cluster galaxy correlates with the initial stellar mass fraction of the parent cluster halo. This correlation suggests that the observed magnitude gap can inform us about the underlying normal mass (both stellar and baryonic) of a cluster. For example, by identifying clusters with large magnitude gaps, we may simultaneously be identifying clusters with high stellar mass fractions during the epoch of BCG formation. Additionally, Solanes et al. (2016) found that the magnitude gap contains information about the BCG’s merger history. In agreement with hierarchical growth, they found that a BCG’s stellar mass increases with the number of progenitor galaxies (i.e., the number of mergers). Moreover, Solanes et al. (2016) found that BCGs grow at the expense of the second brightest galaxy in the cluster. Thus, as the BCG brightens, the cluster member identified as the 2nd brightest galaxy becomes fainter, relative to the BCG, leading to an increase in the magnitude gap. Combining these results implies that the magnitude gap not only correlates with the stellar mass of the BCG, but also provides information about the BCG’s merger history.

One way to extend our understanding of how BCG properties relate to the host halo is to utilize the observed stellar mass–halo mass (SMHM) relation for clusters, which directly compares the amount of stellar mass within the central galaxy of the halo (i.e., the BCG) to the overall halo mass, including the baryonic and dark matter within the cluster. One of the earlier cluster-scale SMHM relations, presented in Figure 3 of Lin & Mohr (2004), illustrates that the BCG luminosity, which relates to the BCG stellar mass, linearly correlates with the halo mass. Since the work of Lin & Mohr (2004), there have been many different characterizations of the SMHM relation (e.g., Yang et al. 2009; Moster et al. 2010; Behroozi et al. 2013; Moster et al. 2013; Tinker et al. 2016; Kravtsov et al. 2018) across a much larger range in halo mass.

When one compares the high-mass end of the SMHM relation from Lin & Mohr (2004), Hansen et al. (2009), Behroozi et al. (2010, 2013; Bernard et al. 2013; Moster et al. 2013; Tinker et al. 2016), and Kravtsov et al. (2018) there are differences in the inferred amplitude as large as an order of magnitude in stellar mass at fixed halo mass (see Figure 17). One challenge when comparing published cluster-scale SMHM relations is that they use different cluster/BCG samples with different selection criteria. Additionally, there are differences in how BCG stellar masses are inferred (i.e., different Initial Mass Functions (IMFs), Stellar Population Synthesis (SPS) models, and Star Formation Histories), and how cluster (halo) masses are measured. There can even be differences in how the BCG stellar masses are measured (e.g., Kravtsov et al. 2018). A fair comparison between the previously published cluster-scale SMHM relations has yet to be reported.

Harrison et al. (2012) presented a cluster-scale SMHM relation and compared a sample of high magnitude gap X-ray clusters, fossil galaxies, to a normal-magnitude gap cluster population. In both cases, clusters were X-ray selected to minimize selection variations, and the BCG stellar masses were inferred using the same model. Instead of halo masses, cluster X-ray temperature was used as a halo mass proxy. In other words, Harrison et al. (2012) compared the SMHM relation for two cluster samples whose only difference was the magnitude gap. They found that for a given halo mass, galaxy clusters with larger magnitude gaps have BCGs with higher stellar masses than clusters with smaller magnitude gaps. This bifurcation between large-gap and small-gap clusters has also been previously observed for both cluster and group size halos in both simulations (Díaz-Giménez et al. 2008; Kundert et al. 2017) and in other observed samples (Zarattini et al. 2014; Trevisan et al. 2017). In addition, the Harrison et al. (2012) results suggest that perhaps as much as half of the scatter in BCG stellar mass at fixed halo mass may be accounted for by the magnitude gap. These previous results and studies lead us to explore the possibility that the SMHM relation contains the magnitude gap as a latent variable which, if properly accounted for, could reduce the intrinsic scatter in the stellar mass at fixed halo mass and simultaneously inform us about the formation history of both the BCG and the parent halo.

The outline for the remainder of the paper is as follows. In Sections 2 and 3 we describe the observational and simulated data used to determine the stellar masses, halo masses, and magnitude gaps that are used in our analysis of the SMHM relation. In Section 4 we describe the Bayesian MCMC model used to evaluate the SMHM relation. In Section 5 we present the results of our analysis for both the observations and simulations, which includes a quantitative measure on the impact of incorporating the magnitude gap. Lastly, we discuss our results in the context of galaxy formation scenarios in Section 6.

Except for the case of the simulated data, in which the cosmological parameters are previously defined (Springel et al. 2005), for our analysis, we assume a flat ΛCDM universe, with $\Omega_m = 0.30$, $\Omega_\Lambda = 0.70$, $H = 100\ h\ km/s/Mpc$ with $h = 0.7$.

2. THE DATA

We use data from the Sloan Digital Sky Survey data release 12 (SDSS DR12; Alam et al. 2015) to identify the clusters, measure the cluster masses, identify the BCGs, characterize their magnitude gaps, and estimate their stellar masses. We discuss each of these in the following subsections.

2.1. The SDSS-C4 Clusters and Dynamical Masses

We use galaxy clusters identified using the C4 algorithm (Miller et al. 2005) on the SDSS DR12 data (Alam et al. 2015). The algorithm identifies 970 clusters between $0.03 \leq z \leq 0.18$. As described in detail in Miller et al. (2005), the C4 algorithm uses the four colors from the SDSS galaxy main sample and applies
presented in Jones et al. (2003) and Dariush et al. (2010). It is the standard radius used in the definitions of fossil galaxies.

We then use the spectroscopically confirmed clusters to create radius/velocity phase-spaces of the galaxies projected along the line-of-sight to the clusters and relative to the mean velocity of the cluster members. We calculate “caustic” masses according to the algorithm defined in Gifford et al. (2013) for each cluster. Specifically, we identify the phase-space edge as a proxy for the projected escape velocity profile of each cluster individually. To infer masses from the projected escape velocity, the “caustic” technique requires a calibration term based on the unknown velocity anisotropy $\beta$. This term is typically referred to as $F_\beta$ and we choose a value that calibrates “caustic” masses in N-body simulations, $F_\beta = 0.65$ (Gifford et al. 2013). The uncertainty on $F_\beta$ results from the projection of the three-dimensional velocities along the line-of-sight and is the dominant component of the error on the caustic cluster masses. Gifford et al. (2013) used simulations to also calculate the scatter in the true mass versus the “caustic” mass as a function of the number of galaxies used to construct the phase-spaces. This scatter, caused by the line-of-sight projection is the dominant component of the error in the caustic masses (Gifford & Miller 2013; Gifford et al. 2017). The mass error can be large for poorly sampled phase-spaces (e.g., 0.9 dex when $N_{\text{gal}}=10$) and has a floor of about 0.3 dex for well-sampled phase-spaces ($N_{\text{gal}} > 150$). Therefore, we use heteroskedastic cluster mass errors based on Table 1 of Gifford et al. (2013).

2.2. Candidate Cluster Sample

To construct the cleanest SMHM relation for our C4 clusters, we applied additional cuts to the cluster sample. These cuts are summarized in Table 1. We require $\log(M_{\text{caustic}}/h) \geq 14.0$ to ensure higher completeness of our sample. This cut reduces the total number of clusters from 970 to 420. We then further reduce our sample by analyzing the caustic phase space, velocity histogram, and red sequence within $R_{vir}$, from the cluster center for each cluster. We removed 32 clusters which had either a broad and unpeaked velocity histogram, indistinguishable red sequence within $R_{vir}$, or poorly defined caustic phase space, leaving us with a sample of 388 clusters. The number of galaxies used to construct the cluster phase-spaces ranged from 31 to 1074 with a median of 122 for the remaining clusters. Additionally, 6 more clusters were removed due to photometric issues in the SDSS pipeline, leaving us with 382 clusters.

For the purpose of measuring the magnitude gap between the BCG and 2nd or 4th brightest galaxies, we also require that each cluster contain 4 members identified using the red sequence within 0.5 $R_{vir}$. Our process of identifying cluster members will be described in further depth in Section 2.4. This cut reduced our final sample by 12 clusters, leaving us with an initial sample of 370 clusters. Additional cuts were made based solely on BCG photometry, which we describe below.

2.3. BCG Identification and Characterization

For the majority of clusters the BCG is clearly the brightest galaxy and can be easily identified algorithmically using the red-sequence: however, not all clusters have a clear and distinctive BCG (von der Linden et al. 2007; Lauer et al. 2014). Therefore, we visually inspect images of each cluster in regions out to 0.5 $R_{vir}$ radial. For approximately 70% of our galaxy clusters, the visual inspections confirm the BCGs through a simple selection algorithm (e.g., von der Linden et al. 2007). In the other cases, the BCGs are identified after allowing for positional offsets from the originally defined cluster centers (still within 0.5 Mpc$^{-1}$), or by allowing for BCG colors that are bluer than the red sequence (by up to 0.2 magnitudes in $g - r$ color). In these cases, we select elliptical BCGs that had positions, redshifts, and colors which matched the cluster and red sequence. To estimate BCG stellar masses, we require accurate extinction corrected BCG apparent magnitudes. The SDSS DR12 photometric pipeline overestimates the light contribution from the local background for large, extended objects, and crowded fields. Therefore, BCGs are likely to be affected by this background overestimation, which would lead to an under-approximation of the stellar mass (e.g., Bernardi et al. 2007; von der Linden et al. 2007; Harrison et al. 2012; Bernardi et al. 2013). We correct the BCG Petrosian magnitudes using the prescription outlined in the appendix of von der Linden et al. (2007) applied to the SDSS DR12 apparent g, r, and i-band magnitudes of our BCGs. The von der Linden et al. (2007) correction works by adding a fraction of the difference between the SDSS local and global sky backgrounds to each individual galaxy’s light profile. Since the original von der Linden et al. (2007) correction was calibrated using SDSS DR1 data, we re-calibrate the algorithm to correct SDSS DR12 data.

Postman & Lauer (1995) utilize deep imaging to create precise light-profiles to measure BCG total magnitudes for a small subset of our cluster sample. In Figure 1 we compare the results of our corrected BCG magnitudes against the Postman & Lauer (1995) BCG magnitudes. We find that our background corrected magnitudes recover the more carefully measured Postman & Lauer (1995) BCG magnitudes to within 0.1 magnitudes, which we define as the statistical floor for all of our BCG magnitudes. Note that we only apply the re-calibrated von der Linden et al. (2007) correction to our galaxies when the difference between the local sky background and the global sky background is positive and when the correction itself is greater than our baseline precision (0.1 mags) in each of the bands used in our final analysis (r and i).

---

Footnote:

4 We use 0.5 $R_{vir}$ to determine these magnitude gaps because it is the standard radius used in the definitions of fossil galaxies presented in Jones et al. (2003) and Dariush et al. (2010).
Fig. 1.— We compare our background corrected Petrosian BCG magnitudes to the total magnitudes in the Postman & Lauer (1995) sample, which is based on deeper imaging and has a more accurate background. The red distribution shows the difference between our BCG Petrosian magnitudes and the Postman & Lauer (1995) background. The blue distribution shows the level of the correction to the SDSS Petrosian magnitude r-band that we apply based on our algorithm. Of note, 81% of the matches to the Postman & Lauer (1995) sample required a correction.

Fig. 2.— The distribution of the von der Linden et al. (2007) r-band corrections. Of our 370 BCGs, we find that 28% require a von der Linden et al. (2007) correction of greater than 0.1 magnitudes in both the r and i-bands. Additionally, the median r-band von der Linden et al. (2007) correction is 0.51 magnitudes as shown in Figure 2, which underscores the importance of correcting the SDSS photometric measurements prior to estimating stellar masses. Also, we find that the BCG magnitude corrections are uncorrelated with their magnitude gaps.

To estimate stellar masses, we used the color-dependent M/L ratio from Bell et al. (2003) using the r-i color. Our choice of a color-dependent M/L ratio (Bell et al. 2003) makes the stellar mass and associated error measurement used in our model, described in Section 4, dependent on the identification of “red and dead” elliptical galaxies. To verify that this description matches our selected BCGs, we compare the color of each individual BCG to the color of a fiducial BCG, which we model using the EzGal SED modeling software (Manccone & Gonzalez 2012), assuming a Bruzual & Charlot (2003) SPS model, a Chabrier (2003) IMF, a formation redshift of 4.9, and a redshift matching the individual BCG’s. However, neither the choice of IMF or zform strongly impacts the modeled color. We confirm that our selected BCGs are “red and dead” if their measured color is within 0.1 magnitudes of the color of our fiducial BCG at the same redshift.

We apply this criteria based on our fiducial BCG because the Bell et al. (2003) M/L ratio we use to estimate the stellar mass is color dependent. Therefore, we remove BCGs whose colors do not match the fiducial BCG model colors because such colors resulted in non-physical stellar mass determinations based on our nominal SED analysis. If we naively incorporate this data, we see strong deviations from Gaussianity, in that 30 of the BCGs that don’t match the fiducial model are outliers in the SMHM versus M14 relation. Instead of selectively removing just the outliers, we chose to exclude all BCGs that do not match our fiducial model from the analysis, even though the majority fit the relation. Another approach would be to fit an additional outlier component in our model and an even better solution would be to conduct a detailed SED modeling analysis of all of the BCGs, investigating which dust models and star formation histories best fit the colors. Both of these approaches are beyond the scope of this effort. Our sample is large enough to be selective against the quality of the SED model fits. We note that removing a random selection of 25% of the BCGs of our final sample does not change our results. Applying this color restriction removed 90 clusters, reducing our total sample to 280 clusters. Therefore, roughly three-quarters of the BCGs can be characterized as agreeing with our fiducial “red and dead” model; of the BCGs that were not used in our final stellar mass estimates.

2.4. Quantifying the Magnitude Gap

For our analysis, we chose to measure the magnitude gap between the BCG and fourth brightest cluster member (M14) and the BCG and second brightest cluster member (M12). To do this, after identifying the BCG in each cluster, we identify red sequence galaxies within 0.5 $R_{vir}$ to determine the cluster membership and magnitude gap. We used M14 and M12 as well as the 0.5 $R_{vir}$ for our membership and magnitude gap measurements because these were the magnitude gaps and radial extent used in the standard definitions of fossil group galaxies.

We only use the r-i color to estimate stellar mass, so the requirement that the von der Linden et al. (2007) corrections be > 0.1 magnitudes is only applied to the r and i-bands. The g-band was not used in our final stellar mass estimates.
from Jones et al. (2003) and Dariusch et al. (2010). We fit the individual cluster red sequences in six distinct SDSS colors (u-g, g-r, g-i, i-r, i-z, and r-z) for all galaxies with an r-band magnitude brighter than $m_r = 19$ within the 0.5 $R_{vir}$ region.

We then characterize the magnitude gap using galaxies within 3σ of the fit to the red sequence for the u-g, g-r, and g-i colors and 2σ for the i-r, i-z, r-z colors. We note that we do not require galaxy spectroscopy for cluster membership; however, whenever possible, we do utilize available SDSS spectroscopic redshifts and remove any potential cluster member with $|z_{gal} - z_{clus}| > 3σ/c$. In Figure 3 we present an example color magnitude diagram for one of our clusters to highlight the impact of incorporating the available spectroscopic redshifts to further remove remaining foreground contaminants (the point with an x through it in Figure 3). Doing so leads to a fainter 4th brightest galaxy and an increase in the magnitude gap. We note that spectroscopic information is not available for all red sequence candidates and that the incorporation of available spectroscopic redshifts only changes the 4th brightest galaxy for 5% of our clusters.

We further address the use of galaxy redshifts and redsequence membership in Section 3, where we use a simulated sky survey to constrain systematic uncertainties due to projection effects in the magnitude gaps. Additionally, we do not require the BCG to have a spectrum to place it within the spectroscopically confirmed cluster. Since the measurement of the magnitude gap is dependent upon fitting a red sequence, as previously noted, we remove the 12 clusters from our sample which either had fewer than 4 members or for which we are unable to fit a red sequence for the cluster members within 0.5 $R_{vir}$.

After we identified the second and fourth brightest cluster members, we apply k-corrections using the cluster redshifts and kcorrect (v 4.1.4) code (Blanton & Roweis 2007) to obtain our final fourth and second brightest member apparent magnitudes. We then measure the two unique magnitude gaps, M14 and M12, in the r-band. Unlike the BCGs the majority of second and fourth brightest galaxies are neither extended nor located in dense regions; therefore, we do not apply a von der Linden et al. (2007) correction.

Using the final sample of 280 clusters, we ran a completeness analysis following a similar approach to what is described in Colless (1989), Garilli et al. (1999), La Barbera et al. (2010), and Trevisan et al. (2017). To determine the completeness, we first convert the apparent magnitudes for our BCGs and 4th (2nd) brightest members to R-band absolute magnitudes, then bin the absolute magnitudes by apparent magnitude, and calculate the 95% limit in each bin. Using this upper limit, we fit a linear relation between the upper limit and apparent magnitude of each bin and determine the absolute magnitude that corresponds to an apparent magnitude of $m_r = 19$, the upper limit we applied to our SDSS galaxy catalogs. We chose this rather bright upper limit to minimize additional photometric measurement uncertainties in our analysis. We note that the absolute magnitude limit for the 2nd brightest galaxies is dimmer than the limit for the 4th brightest because we require at least 4 members in the red-sequence.

Next, we follow the same procedure, but instead bin the absolute magnitude as a function of magnitude gap and determine the 95% limit in each bin, which leads to an upper limit on the M14 (M12) magnitude gap of 3.58 (3.035). After applying these cuts, we remove 44 (26) additional clusters, as shown in Figures 4 and 5, leaving us with a total sample of 236 (254) “red and dead” elliptical BCGs with magnitude gap measurements. If we apply more stringent cutoffs for both the magnitude gap and absolute magnitude, we find no significant difference in the posterior distributions.

2.5. Final Sample Summary

After applying the different criteria, summarized in Table 1 we are left with our final sample which contains either 236 or 254 clusters, depending on the magnitude gap used. Our sample can be characterized as having $log10(M_{halo}/h) \geq 14.0$, which are measured using the caustic technique on well sampled radius-velocity phase spaces. The halo mass uncertainties of the clusters in our final sample range from 0.31 - 0.46 dex with a median of 0.32 dex. For each cluster the BCG is a “red and dead”
elliptical galaxy with a color that is within 0.1 magnitudes of the color of our fiducial BCG. Moreover, each cluster has a clearly defined red sequences with greater than four members, including 2nd or 4th brightest galaxies whose absolute magnitudes and associated magnitude gaps fall within our completeness criteria.

3. SIMULATED DATA

In addition to studying the impact of the magnitude gap on the SMHM relation in the SDSS-C4 cluster sample, we also analyzed this trend in simulations using the Guo et al. (2011) and Henriques et al. (2012) prescriptions of the semi-analytic representations of low-redshift galaxy clusters in the MILLENNIUM simulation. We chose these semi-analytic models because the galaxies grow hierarchically, which as Solanes et al. (2016) suggest, may relate to the magnitude gap. We note that the Henriques et al. (2012) prescription is constructed by taking the semi-analytic redshift snapshots from Guo et al. (2011) and stitching them together to create a mock light-cone (Henriques et al. 2012). We use both the 3D information from this light-cone as well as the full projected data in our analyses that follow.

In our analysis of the simulations, we aim to treat the simulated data in a similar manner to the SDSS-C4 observational measurements of stellar mass, halo mass, and magnitude gap. In doing so we generate two catalogs; a sample that uses all of the 3D information provided for the cluster (i.e., halo masses measured within $r_{200} \times \rho_{crit}$, galaxy positions in x, y, z, and semi-analytic stellar masses, and magnitudes) and a projected sample, which instead uses only 2D information (i.e., caustic-inferred cluster masses, RA, Dec, redshift, apparent magnitudes, and inferred stellar masses).

When using the 3D data, we use the stellar masses for each central halo’s galaxy directly from Henriques et al. (2012). For both the 3D and 2D data, we identify the BCG as the brightest red-sequence galaxy within 0.5 $R_{vir}$. We then use the red-sequence to define the magnitude gaps. We estimate the BCG stellar masses for the 2D sample using the same Bell et al. (2003) M/L ratio conversion based on the r-i color. Finally, the projected cluster masses were determined using the caustic technique (2D) (Gifford et al. 2013). In other words, the 2D projected data are treated identically to the real SDSS data, except for visual classification and identification of the BCG.

Determining cluster membership and the magnitude gap was done slightly differently for our simulations because we have different available information. For the 3D sample, we use the positional information (x, y, z) to determine if a galaxy is within 0.5 $R_{sim,vir}$. For the galaxies within this sphere, we use the red sequence to determine cluster membership. For the 2D projected sample, we followed the same steps outlined for our own observations. We use RA and Dec, to determine if a galaxy is within a circle of 0.5 $R_{vir}$ centered on the BCG. Next we check to see if $|z_{gal} - z_{clus}| < 3\sigma/c$, where $\sigma$ is the measured velocity dispersion. For those remaining cluster members, we use the red sequence to determine membership.

We note that the measurements in our 2D projected catalog introduce error in the halo mass, from the caustic measurements, stellar mass, and magnitude gap. Understanding how to incorporate these additional errors was crucial in creating our Bayesian MCMC model for the SMHM relation, as described in Section 4.

Of note, unlike with our observations, the simulated BCGs are treated as being “red and dead”. Furthermore, because we have access to the complete 3D simulation box, we do not perform a completeness test to remove some of the clusters with either extremely large magnitude gaps or fainter second and fourth brightest galaxies. Additionally, we apply the same mass thresholds on both the 2D and 3D simulations and the SDSS-C4 data such that the observed mass is $log(M_{caustic}/h) \geq 14.0$ and the underlying halo mass distribution for the simulated data is an approximation of the Henriques et al. (2012) mass function truncated at $log(M_{halo}/h) \geq 14.0$. We note that if we adjust this halo mass thresholds by 0.1 dex in either direction the results of the posterior distributions are within one sigma of those presented in Figures 6 and 7.

4. THE HIERARCHICAL BAYESIAN MODEL

Unlike other quantitative analyses of the SMHM relation (e.g., Yang et al. 2009; Moster et al. 2010, 2013), we do not use a two component power law to describe our SMHM relation. Instead, we use a single component power law, because we are only concerned with the high mass portion, $log(M_{halo}/h) \geq 14.0$, of the SMHM relation. Additionally, we do not allow for redshift evolution in this low-redshift dataset ($z \leq 0.18$, $z_{median} = 0.086$) unlike other published SMHM relations (e.g., Behroozi et al. 2013, Moster et al. 2013) because the results of these previous studies suggest the change of the slope of the SMHM relation over this redshift range is smaller than the precision of the posteriors for the slope of our Bayesian MCMC analysis.

We assume a linear model for our data, given by Equation 1.

$$log10(M_*) = \alpha + \beta(log10(M_{halo})) + \gamma(M14)$$  \hspace{1cm} (1)

which is parameterized by a slope, $\beta$, y-intercept, $\alpha$, and the “stretch” parameter related to the magnitude gap, $\gamma$. For the remainder of the analysis, we refer to the log (base 10) BCG stellar masses as $y$, the log (base 10) cluster (or halo) masses as $x$, and the magnitude gap as $z$. 

![Fig. 5.— R-band absolute magnitude plotted against M12. This is used to determine the completeness of our SDSS-C4 sample. The vertical and horizontal lines represent the upper limits in M12 and absolute magnitude, respectively. The BCGs are shown in red and the 2nd brightest cluster members are shown in blue.](image-url)
To determine the appropriate values for $\alpha$, $\beta$, and $\gamma$, as well as the intrinsic scatter, $\sigma_{int}$, in our relation, we use a Bayesian MCMC analysis to maximize the sum of the log-likelihoods for each cluster. The Bayesian approach can briefly be described as convolving the prior information for a given model with the likelihood of the observations given the model, which yields the posterior distribution for all of our free parameters, from which we can determine the most likely values for all of the parameters, as well as the uncertainty on those values.

Throughout our Bayesian likelihood analysis, the MCMC model generates values for stellar mass, halo mass, and magnitude gap, which are directly compared to the respective observed measurements given the errors in the data. The comparison between the model generated data and our observations allows us to construct posterior distributions for all of our free parameters, from which we can determine the most likely values for $\alpha$, $\beta$, $\gamma$, and $\sigma_{int}$ as shown in the triangle plots presented in Sections 5.1.2 and 5.2.2. In the following subsections and Table 2, we provide all of the details regarding our model.

### 4.1. The Observed Quantities

The observed BCG magnitudes and colors allow us to create a stellar mass, $y_{0i}$, which we would treat as an observable. There is also an error on the observed stellar masses, which we treat as Gaussian, so the observed stellar mass is:

$$y_{0i} \sim \mathcal{N}(y_i, \sigma_{y_i}^2).$$

where $y_i$ is the underlying (and unknown) true stellar mass and $\sigma_{y_i}$ is the modeled uncertainty on the measurement. We model the observed uncertainty on the stellar mass as a beta distribution centered on a measured value, $y_{0i}$. This value can vary depending on whether we are analyzing the real or the simulated data (more details below). The use of the beta distribution allows for stochasticity and additional uncertainty (e.g., systematic bias) in our observed stellar mass errors.

$$\sigma_{y_i} = \sigma_{y0i} \pm \mathcal{B}(a, b)$$

where $a = 0.5$ and $b = 100$ are the shape parameters of the beta distribution. These shape parameters add up to $\pm 0.06$ dex to our BCG stellar mass error estimates.

For the observed cluster masses, we use the observed radius-velocity phase-spaces to produce observed caustic masses. We apply a lower mass threshold of $1 \times 10^{14} M_{\odot}/h$ and thus use a truncated normal defining the cluster caustic masses:

$$x_{0i} \sim T \mathcal{N}(x_i, \sigma_{x_i}^2, x_{0\text{min}}, x_{0\text{max}}).$$

where $x_i$ is the underlying (and unknown) true halo mass, $\sigma_{x_i}$ is the modeled uncertainty on the mass measurement and $x_{0\text{min}}$ and $x_{0\text{max}}$ specify the lower and upper limits on the observed caustic masses in the sample. We note that for the simulations, we apply the same observational halo mass limit. In practice, for the SDSS-C4 data, we use the “observed” uncertainty, $\sigma_{x0i}$, on each cluster mass, which is based on the mapping between the number of galaxies in the phase-space to the caustic mass uncertainty as quantified in simulations (Gifford et al. 2013). Because there is some uncertainty due to the use of simulations, we add an additional stochastic component drawn from the beta probability distribution:

$$\sigma_{x_i} = \sigma_{x0i} (N_{\text{phsec}_i}) \pm \mathcal{B}(a, b)$$

where $a = 0.5$ and $b = 100$ are the shape parameters of the beta distribution. As before, this additional uncertainty ranges up to $\pm 0.06$ dex.

We treat the observed magnitude gap similarly to the halo masses. The observed gap is drawn from a truncated Normal distribution:

$$z_{0i} \sim T \mathcal{N}(z_i, \sigma_{z_i}^2, z_{0\text{min}}, z_{0\text{max}}).$$

where $z_i$ is the underlying (and unknown) true magnitude gap, $\sigma_{z_i}$ is the modeled uncertainty on the magnitude gap, and $z_{0\text{min}}$ and $z_{0\text{max}}$ represent the lower and upper limits on the magnitude gap, set by the completeness analysis. We note that for the simulations, we do not use a truncated Gaussian because we do not apply the completeness limits, as described in Section 5.2. For the uncertainties on the magnitude gap, we compared the distribution of our “observed” gaps to the distribution of true 3D gaps using the simulations. Additionally, for our SDSS-C4 clusters, we add an uncertainty, $\sigma_{z0i}$, of 0.1 mags to account for the photometric measurement uncertainty of our BCG magnitudes. Since this is also calibrated using simulations, we include an additional stochastic component using the beta probability distribution:

$$\sigma_{z_i} = \sigma_{z0i} \pm \mathcal{B}(a, b)$$

where $a = 0.5$ and $b = 100$ are the shape parameters of the beta distribution. Like before, this addition ranges up to $\pm 0.06$ to the error in magnitude gap.

Given the above likelihoods for an observed BCG ($x_{0i}$, $y_{0i}$, and $z_{0i}$), we sum the log of the likelihoods defined...
by the $\chi^2$ distribution since all of our probability distributions are Gaussian. We will map the posterior using an MCMC approach. However, we still need to define the unobserved parameters and their prior probability distributions.

4.2. The Unobserved Quantities

For each cluster $i$, our model returns a true log stellar mass ($y_i$) given the true magnitude gap ($z_i$), the true log halo mass ($x_i$), and the parameters that relate them ($\alpha$, $\beta$, $\gamma$). We also allow for intrinsic scatter, $\sigma_{int}$, in our relationship. Thus, we model $y_i$ as:

$$y_i = \mathcal{N}(\alpha + \beta x_i + \gamma z_i, \sigma_{int}^2).$$  

(8)

We note in Equation 8 that the halo masses, the magnitude gaps, and the parameters $\alpha$, $\beta$, and $\gamma$ which together yield a BCG stellar mass are the true values. The Bayesian model regresses against the observed stellar masses, cluster masses, and magnitude gaps self-consistently. We define the relationship as being causal and relating the true underlying BCG stellar mass to the halo mass and the magnitude gap. The parameters that we are interested in are the intercept, slope, stretch, and intrinsic scatter. All other parameters are treated as nuisance parameters and are marginalized over when we present the posterior probability distributions.

We do not use uniform priors on the halo masses or the magnitude gaps because there is no reason to expect it in the real universe. The prior on halo masses $x_i$, is the mass function of the halos given from the 3D [Henriques et al. 2012] data, modeled as a truncated Gaussian with a mean and width, which are treated as free parameters that are given by a fit to this mass function. For this analysis, we truncate the halo mass function at $x_i = 14.0$. We find no significant difference in our posteriors if we lower this threshold to $x_i = 13.8$. In other words, our results are not sensitive to the exact truncation limit we use on the underlying mass function. The prior on the magnitude gaps is defined by the observed magnitude gap distribution modeled as a Gaussian where the mean and width are free parameters given by this magnitude gap distribution. For the means and widths of both the magnitude gap and halo mass, the free parameters are modeled as Normal distributions. 

In terms of the measurement uncertainties, our priors change depending on whether we are analyzing the simulations (3D or 2D) or the real data. For the 3D simulations, we assume there is zero uncertainty in the stellar masses, the halo masses, and the magnitude gaps. For the 2D simulated data, we use $\sigma_y = 0.03$, which we determine by measuring the scatter in the difference between true stellar masses and the inferred stellar masses from the [Bell et al. 2003] relation. The 2D phase-spaces are better sampled than the observed data, and so we use a uniform value close to the lower limit (0.35 dex) of the scatter in the caustic mass from [Gifford et al. 2013]. The error in the magnitude gap for the simulated data is again negligible, since the dominant component (the photometric error) is not present.

We use uninformative uniform priors on the intrinsic scatter, $\sigma_{int}$, and on the intercept, $\alpha$. For the slope, $\beta$, and the stretch factor, $\gamma$, we use a linear regression prior for errors in all of our observables, this is an extension of what was originally shown for a simpler Bayesian line-fitting analysis in [Gull 1989].

We note that this is actually a hierarchical Bayes model, since the priors on true halo masses and true magnitude gaps ($x_i$ and $z_i$) depend on models themselves (e.g., the underlying halo mass function or a distribution of the magnitude gap data). We do not include those terms in equation 9 or in Table 2 for compactness, but they are described in the above text. Additionally, since we allow for errors in all of our observables, this is an extension of what was originally shown for a simpler Bayesian line-fitting analysis in [Gull 1989].

5. RESULTS

In this section, we present the SMHM relation incorporating either M14 or M12 and the results of our Bayesian MCMC model for both the simulated and the SDSS-C4 observed data.

5.1. MILLENNIUM Simulation

5.1.1. SMHM Relation

Here we present the qualitative results of our analysis of the SMHM relation for high mass clusters found in the 3D and 2D (projected) versions of the [Henriques et al. 2012] prescription of the MILLENNIUM simulation. Figure 6 shows the stellar masses plotted against the halo masses, which both come directly from the simulation, for the 3D cluster sample. The BCGs are color-coded, where red represents small magnitude gap BCGs.
caustic phase space and is obtained from Gifford et al. (2013). Additionally, we note that for the stellar masses are estimated using the Bell et al. SMHM relation for the 2D projected sample, where and purple high-gap BCGs (for M14). Figure 7 presents similar smooth magnitude gap – stellar mass stratification exists in the simulated data, like in Figure 6. Figure 7 presents the SMHM relation for the 2D projected sample, where the stellar masses are estimated using the Bell et al. (2003) M/L ratio relation, and the halo masses are determined using the caustic technique on the projected phase-spaces. Again, the BCGs are color-coded according to their magnitude gap (M14), which is determined using the projected data.

For Figures 6 and 7, the magnitude gap color bar does not span the entire range of observed M14 values (0-4.3). Instead, since the M14 distribution can be approximated as a Gaussian centered at an M14 value of ~2.1, we selected a range which eliminates the Gaussian wings to better highlight the difference in stellar mass at fixed halo mass for clusters with differing magnitude gaps.

Figures 6 and 7 show that a relationship clearly exists between the magnitude gap and stellar mass at a fixed halo mass in the semi-analytic prescription of the MILLENNIUM simulation. Recall that Harrison et al. (2012) identified a bifurcation between clusters with high magnitude gaps and low magnitude gaps; high gap clusters have a larger stellar mass at fixed halo mass than low gap clusters. Our analysis illustrates that in the MILLENNIUM simulation, there is a continuous stratification in the BCG stellar masses at fixed halo mass due to the magnitude gap. These qualitative results are unchanged when using M12 (not shown) instead of M14.

### 5.1.2. Quantitative Impact

To quantitatively evaluate if the magnitude gap can be treated as a latent parameter in the SMHM relation, we use our MCMC model, Bayesian formalism, and linear SMHM relation (Equation 8) described in Section 4. To convey these results, we present triangle plots that show the posterior distributions of \( \alpha, \beta, \gamma, \) and \( \sigma_{int} \) plotted against one another for both the 3D and 2D Henriques et al. (2012) samples. Each of these plots is generated after 10 million steps (including an approximate 2 million step burn in). We marginalize over all other nuisance parameters from Equation 9. We present the results from the Henriques et al. (2012) simulations using M14 for the magnitude gap. All of the results from the posterior distributions are presented in Table 3.

For our 2D Bayesian analysis, we use strong priors on the error distributions, stellar masses, and magnitude gaps, because (a) we can measure the uncertainties and

| Symbol | Description | Prior |
|--------|-------------|-------|
| \( \alpha \) | The offset of the SMHM relation | \( U(-100,100) \) |
| \( \beta \) | The high mass power law slope | Linear Regression Prior |
| \( \gamma \) | The stretch factor, which relates to M14 | Linear Regression Prior |
| \( \sigma_{int} \) | The uncertainty given by the width of the intrinsic stellar mass distribution | \( N(0,0.5) \) |
| \( y_i \) | The underlying distribution in stellar mass given by Equation 8 | \( TV(14.0,0.35^*,14.0,15.1) \) |
| \( x_i \) | The underlying halo mass function from Henriques et al. (2012), approximated as a truncated Normal distribution with mean, a, precision, b, lower limit, c, and upper limit, d. For \( \sigma_{halo} \), the value is dependent on the number of galaxies used in the caustic phase space and is obtained from Gifford et al. (2013). Additionally, we note that for \( x_i \) and \( z_i \), the means and widths given in this table are the initial values. The mean and widths are modeled as normal distributions whose values are used at each step in the Bayesian MCMC analysis. The results are not sensitive to those initial values. | \( 0.10 \) |
| \( \sigma_{halo} \) | The uncertainty between the underlying and observed halo mass distribution | \( \sigma_{halo}(N_{halo_{true}}) \) |
| \( \sigma_{z_{gap}} \) | The uncertainty between the underlying and observed halo mass distribution | \( 0.19 \) |

**TABLE 2** Bayesian Analysis Parameters for the SDSS-C4 Nominal Sample using M14

Fig. 6.— The SMHM relation for the 3D sample of the Henriques et al. (2012) prescription of the MILLENNIUM simulation. In the simulated universe we see a smooth magnitude gap – stellar mass stratification.

Fig. 7.— The SMHM relation for the 2D projected sample of the Henriques et al. (2012) prescription of the MILLENNIUM simulation. The black bar shows the average error in halo mass, 0.35 dex, and stellar mass, 0.03 dex. Even when using data with measurement errors in stellar mass, halo mass, and magnitude gap, a similarly smooth magnitude gap – stellar mass stratification exists in the simulated data, like in Figure 6.
(b) there are no observational uncertainties. In the 3D analysis, we also use strong priors on the halo masses, since we do not use the inferred caustic masses.

Figures 8 and 9 show convergence for each of the four variables. In these same figures, we see that \( \alpha \) and \( \beta \) are covariant, which follows since they represent the intercept and slope, respectively. Of greater importance, neither remaining variable pair is covariant, which emphasizes that neither \( \gamma \) or \( \sigma_{\text{int}} \) are inherently tied to our measurement of the slope.

When we look beyond the distributions and at the values of the posterior distributions shown in Figures 8 and 9 we see that the best fit estimates for \( \alpha, \beta, \gamma, \) and \( \sigma_{\text{int}} \) are within 1 or 2\( \sigma \) of one another. In other words, for these parameters, the model which includes uncertainty can correctly recover the 3D truth, where there is no uncertainty. The ability to reproduce the results of the 3D model using the 2D projected sample is key because these samples represent the same underlying distribution, but with different uncertainties in each measurement. Since the posteriors of \( \alpha, \beta, \gamma, \) and \( \sigma_{\text{int}} \) in the 2D projected sample (Figure 9) agree with those from the 3D sample (Figure 8), we conclude that if we can accurately account for the uncertainty in stellar mass, halo mass, and magnitude gap, then we can measure the underlying posterior distributions of \( \alpha, \beta, \gamma, \) and \( \sigma_{\text{int}} \) for the SDSS-C4 sample even though we have no 3D dataset.

We also looked at varying the scatter on the magnitude gap by adding a small uncertainty, 0.05, to the the magnitude gaps to account for the fact that a fraction of our 2D light-cone “observed” gaps do not exactly agree with the true magnitude gaps. However, this made no difference to the posterior distribution shown in Figure 9. The most significant result shown in Figures 8 and 9 is that \( \gamma \) is significantly non-zero. To highlight this further, we bin the 3D simulated data according to magnitude gap and halo mass and measure the binned stellar mass directly. From this we can directly (albeit crudely) estimate \( \alpha, \beta, \) and \( \gamma, \) using linear fits. The results are shown as the red vertical dashed bars in Figure 8. This measurement highlights that for the Henriques et al. (2012) prescription of the MILLENNIUM simulation, the magnitude gap is indeed a latent parameter found in the SMHM relation and should be incorporated into other SMHM relations.

Additionally, we note that the quantitative results for the analysis done using M12, shown in Table 3, and M14 are well within 2\( \sigma \) of one another for both \( \alpha, \beta, \gamma, \) and \( \sigma_{\text{int}}. \) However, we find that \( \gamma \) is slightly smaller when M12 is used than when M14 is used in our analysis. We posit that this difference results from the different magnitude gap distributions associated with each respective sample.

5.1.3. Model without Magnitude Gap

To determine the impact of the magnitude gap on \( \sigma_{\text{int}}, \) we ran our Bayesian MCMC model using a linear relation, similar to the formalism used for the high halo mass portion of Yang et al. (2009) and Moster et al. (2010, 2013). To do this, we replace Equation 8 with:

\[
y_i = \mathcal{N}(\alpha + \beta x_i, \sigma_{\text{int}}^2).
\]

where \( \alpha \) and \( \beta \) are the intercept and slope and \( \sigma_{\text{int}} \) is the intrinsic scatter. For these models, we measured the posterior distributions for \( \alpha, \beta, \) and \( \sigma_{\text{int}}. \)

Using the same Bayesian formalism and MCMC model described in Section 4 but instead using Equation 10 we find that \( \sigma_{\text{int}} = 0.159 \pm 0.002 \) and \( \sigma_{\text{int}} = 0.160 \pm 0.003 \) for the 3D and 2D catalogs, respectively. Therefore, comparing this posterior to those obtained when incorporating the magnitude gap, \( \sigma_{\text{int}} = 0.114 \pm 0.002 \) and \( \sigma_{\text{int}} = 0.117 \pm 0.002 \) (3D and 2D), we find that the intrinsic scatter significantly decreases due to the inclusion of the magnitude gap.
by the photometric measurement error associated with the corrected BCG magnitudes for our SDSS-C4 observations. Additionally, the relative lack of redshift information, compared to the Henriques et al. (2012) data, results in our observed M14 and M12 values being more sensitive to our red sequence fit. The lack of clusters, 2700 in the simulations and 236 (M14) or 254 (M12) in the SDSS-C4 sample, also makes the gradient more difficult to clearly observe. Thus, binning the data by magnitude gap allows us to more easily convey the impact of incorporating the magnitude gap and the observed stratification. We chose non-uniform bin widths to emphasize the similarity between the M14 and M12 samples. Furthermore, a comparison between Figures 10 and 11 suggests that this stratification may be independent of the choice of nth brightest cluster member used to measure the magnitude gap. 

By binning our data, Figures 10 and 11 illustrate that a magnitude gap stratification with some scatter exists in the real universe. For a fixed halo mass, as the stellar mass increases, the color of the points transitions from red to green to blue, with some additional scatter, which represents that stellar mass and magnitude gap are positively correlated. 

Just as for our analysis of the Henriques et al. (2012) prescription of the MILLENNIUM simulation, we clearly observe a trend relating magnitude gap and stellar mass at fixed halo mass. Furthermore, Figures 10 and 11 show that, like in the simulations, a bifurcation between high and low magnitude gap clusters (fossils and non-fossils) is an oversimplification. Instead, we treat this relationship as a stratification, which is independent of the optical and X-ray definitions of fossil galaxies, and instead extends to all clusters because at fixed halo mass, as the magnitude gap between the BCG and any selected nth brightest member increases, on average, the stellar mass of the BCG similarly increases. Thus, allowing the magnitude gap to be treated as a relative proxy for the stellar mass of a BCG.

Additionally, we highlight the accuracy of our magnitude gap measurements by looking at how the distributions of the magnitude gap measured in our SDSS-C4 data compare to those measured in our 2D Henriques et al. (2012) projected data. In Figures 12 and 13 we have normalized the distributions for comparison, which
results in a y-axis that represents a relative number. We find that the overall shape of the distributions for the SDSS-C4 data (in blue) and the Henriques et al. (2012) data (in red) are quite similar. The primary difference is that the SDSS-C4 magnitude gap values are slightly larger, which may result from projection effects, due to the lack of available redshift information or our red sequence fitting.

5.2.2. Quantitative Impact

As done in Section 5.1.2, we evaluate the impact of incorporating the magnitude gap into our SMHM relation using the previously described (Section 4) MCMC model, Bayesian formalism, and linear SMHM relation (Equation 5). The model used for our SDSS-C4 sample differs slightly from that used for the simulated data because of minor differences related to our estimation of the uncertainties in the measurements of stellar mass, halo mass, and magnitude gap. For halo mass, we used the relation between the number of galaxies used to construct the caustic phase space and the measurement uncertainty presented in Gifford et al. (2013), while for the 2D simulated light-cone data, we used a fixed error of 0.35 dex, since it has a deep magnitude limit. For the stellar mass, we increased the measurement uncertainty from 0.03 dex (sims) to 0.19 dex. We reached 0.19 dex by assuming a 0.1 dex error in the M/L ratio (Bell et al. 2003) and combining it with the 0.1 magnitude precision in both the BCG’s r and i-band magnitudes used to determine the color used in the Bell et al. (2003) relation. For the magnitude gap, due to the BCG photometry, we also assumed an uncertainty of 0.1 magnitudes, in contrast to 0.0 magnitudes used in the simulations. Since we use the SDSS Petrosian magnitudes for our 4th and 2nd brightest galaxies, we assume that the measurement uncertainties associated with those magnitudes are negligible. Additionally, for each uncertainty, we add a random $\beta$ distribution term to our error estimates to encapsulate the uncertainty associated with each one of our error estimates, given by Equations 3 and 7.

Using this approach, we present triangle plots, shown in Figures 14 and 15 which show the distributions of $\alpha$, $\beta$, $\gamma$, and $\sigma_{int}$ for both the SDSS-C4 M14 and M12 samples. Each plot was generated after 10 million steps including an approximate 2 million step burn in.

Figures 14 and 15 show the marginalized 1D or 2D posteriors after convergence. We see that only $\alpha$ and $\beta$ are covariant, as was the case for our simulations and is expected in a linear regression. Additionally, the values based on the posteriors for $\alpha$, $\beta$, $\gamma$, and $\sigma_{int}$ when determined using M14 are within 1$\sigma$ of their counterparts done using M12 (see Table 3). Thus, the choice of $n^{th}$ brightest galaxy used to measure the magnitude gap appears to have little impact on the measured parameters, which strengthens our argument that the magnitude gap-
stellar mass stratification is not dependent on our choice of n brightest cluster member, based on Figures 10 and 11. We note that the posterior constructed using M12 leads to a slightly lower value of \( \gamma \) as observed in the Henriques et al. (2012) simulated data; however, since the error bars are larger on the posteriors of our SDSS-C4 data than on the posteriors of the Henriques et al. (2012) data, these \( \gamma \) posteriors are in agreement.

The primary result from Figures 14 and 15 is that \( \gamma \) is definitively non-zero in our SDSS-C4 sample, as we observed in the Henriques et al. (2012) simulation. This observation highlights that we must treat the magnitude gap as a latent third parameter in the SMHM relation. Additionally, we note that for the first time, the observational estimate for the intrinsic scatter has moved below a precision of 0.1 dex. We discuss the implications of these results further in Section 6.

Recall that for the 2D simulated data, we varied the scatter of the magnitude gap but found no difference in the results. We investigate this again in the SDSS-C4 data. In the nominal analysis, we assume that the magnitude gaps have a measurement error of 0.1 magnitudes. As described earlier, we include an additional stochastic uncertainty on this error using a beta distribution, which adds as much as \( \pm 0.06 \) magnitudes to the gap error. As we push this up to larger magnitude gap errors we begin to see the stretch factor \( \gamma \) changing its median in the posterior at \( \sigma_{\gamma}(M14) = 0.4 \). However, given that we have used all available spectroscopic information for our clusters, have well-determined red-sequence membership, and that we have re-created the gap measurement distribution in a realistic mock sky, we are confident that our gap measurements are as accurate as we describe (0.1 magnitudes). Additionally, we also examine the sensitivity of our results on our measurement uncertainties for stellar mass and halo mass. We find that if we vary the uncertainty in halo mass by 25% we see the same trend between slope and error measurement presented in Figure 10 of Tinker et al. (2016).

When we vary the uncertainty in stellar mass by 25%, we see the same trend between slope and error measurement presented in Table 3. When we vary the uncertainty in stellar mass by 25%, we see the same trend between slope and error measurement presented in Figure 10 of Tinker et al. (2016). Additionally, we also examine the sensitivity of our results on our measurement uncertainties for stellar mass and halo mass. We find that if we vary the uncertainty in halo mass by 25% the results of our posterior are in agreement with one another. When we vary the uncertainty in stellar mass by 25%, we see the same trend between slope and error measurement presented in Figure 10 of Tinker et al. (2016). Additionally, all of the parameters, except \( \sigma_{\text{int}} \), are in agreement with their values in Table 3. The discrepancy for \( \sigma_{\text{int}} \) is expected due to the relationship between error in stellar mass and intrinsic scatter. We further justify our choice of 0.19 dex for the measurement error in stellar mass in Sections 5.2.3 and 6.2.

5.2.3. Model without incorporating the Magnitude Gap

To determine the impact of incorporating the magnitude gap on \( \sigma_{\text{int}} \), we run an analysis using the model without the stretch parameter (Equation 10) to determine the impact of the magnitude gap on \( \sigma_{\text{int}} \). Of note, the \( \sigma_{\text{int}} \) we measure using our 2 component linear model, 0.159 \( \pm 0.021 \), is in excellent agreement with the best prior estimates of the intrinsic scatter from both observations and simulations for the high mass portion of the SMHM relation, 0.15 dex (Pillepich et al. 2017), 0.16 dex (Tinker et al. 2016), and 0.17 dex (Kravtsov et al. 2018), which highlights the consistency of our measurements with other studies. When we compare the results of our model without the magnitude gap to those presented in Section 5.2.2 which incorporate it, we find that including the magnitude gap significantly reduces the the median value of \( \sigma_{\text{int}} \) by either 0.074 or 0.092 dex. Thus, incorporating the magnitude gap leads to either a 45% or 58% decrease in the intrinsic scatter. Additionally, we note that the values of the intrinsic scatter obtained when incorporating the magnitude gap are not within one sigma of the estimate obtained when not incorporating it. Thus, the magnitude gap is a latent parameter in the SMHM relation that significantly reduces the intrinsic scatter in this relation and allows us to enter the realm of sub 0.1 dex precision.

For comparison, we find that the reduction of \( \sigma_{\text{int}} \) is far greater for the SDSS-C4 data than what we find in the Henriques et al. (2012) prescription of the MILLENNIUM simulation. This may result from the error bars for our posterior distributions being larger for our SDSS-C4 observations than for the simulations. Alternatively, unlike in our SDSS-C4 observations, where we assumed that the uncertainty in the stellar mass is 0.19 dex, for the 3D Henriques et al. (2012) prescription of the MILLENNIUM simulation, we assumed that the stellar mass had no measurement uncertainty associated with it. However, this is likely an underapproximation, because there is likely some additional uncertainty associated with those stellar mass estimates.

In addition to the reduction in the inferred intrinsic

\begin{equation}
\sigma_{\gamma}(M14) = 0.4
\end{equation}

\begin{equation}
\alpha = 3.31 \pm 5.64 \pm 5.13
\end{equation}

\begin{equation}
\beta = 0.58 \pm 0.36 \pm 0.40
\end{equation}

\begin{equation}
\sigma_{\text{int}} = 0.16 \pm 0.02 \pm 0.02
\end{equation}

FIG. 16.—The posterior distributions for \( \alpha \), \( \beta \), and \( \sigma_{\text{int}} \) for the SDSS-C4 sample measured without incorporating the magnitude gap. A comparison to Figures 14 and 15 highlights that \( \beta \) is unchanged when incorporating the magnitude gap; however \( \sigma_{\text{int}} \) is significantly higher when the magnitude gap is unaccounted for.
scatter, we find that the size of the error bars on the posterior distribution of the slope, $\beta$, significantly decreases when the magnitude gap is incorporated. As shown in Figures 14 and 15, $\beta$ has error bars of approximately 0.15 and 0.11 dex respectively. In contrast, when we don’t incorporate the magnitude gap, the error bars on $\beta$ increase to between 0.36 and 0.40 dex, as shown in Figure 16. Thus, the uncertainty associated with our slope decreases by between 0.21 to 0.29 dex, when we include the magnitude gap in our analysis. This decrease likely occurs because for a fixed magnitude gap we use fewer points spread over a smaller range in stellar mass to fit the slope, making it more tightly constrained. Therefore, incorporating the magnitude gap not only allows us to significantly reduce the intrinsic scatter in the stellar mass at fixed halo mass, it also allows us to reduce the uncertainty on our measurement of the slope.

To verify that the three parameter model (given by Equation 10), which allows us to conclude that the 2 parameter model (given by Equation 11), we use the posterior predictive distribution to compare the values of the stellar mass and magnitude gap given by each of the models. For comparison, we measure the R coefficient to be $R = 0.428$ for our observed SDSS-C4 data. When averaged over the MCMC trace in our Bayesian model, we find that the two parameter model yields an $\langle R \rangle = 0.169$, while the threeparameter model yields $\langle R \rangle = 0.410$, which allows us to conclude that the 2 parameter model does not reproduce the observed correlation between stellar mass and magnitude gap that is observed in our data.

Additionally, to further verify that the reduction of $\sigma_{int}$ results from incorporating the magnitude gap, we need to check that the addition of a randomly selected third parameter, $\gamma$, does not lead to the same effect. Thus, we reran our Bayesian analysis using random values of M14 in Equation 8. Doing so removes the correlation between M14 and stellar mass, and results in a posterior distribution with a $\gamma$ that is equal to $0.0 \pm 0.02$. Furthermore, the other parameters contained in this posterior, including the measurement of $\sigma_{int}$, agree with the values presented in Figure 16 which further highlights that the reduction in $\sigma_{int}$ and measurement of non-zero $\gamma$ result because stellar mass and M14 are correlated due to the hierarchical growth of the BCG. Therefore, it is the incorporation of this specific third parameter, the magnitude gap, and not any random third parameter, that leads to the significant reduction in $\sigma_{int}$.

6. Discussion

6.1. Comparisons to the Literature

We have presented results that show that in both a simulated semi-analytic model of a low-redshift universe and in the observed universe, there is a stratification in stellar mass with the magnitude gap at fixed halo mass for cluster-sized halos. This result is found at high confidence, such that the measured stretch factor $\gamma$ is many standard deviations away from zero. The inclusion of the magnitude gap as a latent parameter in the cluster-scale SMHM relation reduces the scatter $\Delta(\log M_*/ \log M_{\text{halo}})$ by a significant amount. At the same time, it also reduces the error bar on the inferred slope, $\beta$.

The physical importance of the detection of the magnitude gap as a latent variable (albeit an observational one) directly relates to the BCG growth history. This history is built into the $\text{Henriques et al.}$ (2012) and $\text{Guo et al.}$ (2011) prescriptions of the MILLENNIUM simulation, in which BCGs grow hierarchically via major and minor mergers ($\text{De Lucia & Blaizot}$ 2007). The more massive BCGs are those that have undergone more mergers, and in agreement with $\text{Solanes et al.}$ (2016), have the largest magnitude gaps. Therefore, the observation of a magnitude gap stratification in the SDSS-C4 data acts as observational evidence that in the real universe, BCGs predominantly grow hierarchically. Additionally, we posit that the magnitude gap may be able to trace the assembly history of both the BCG and the cluster.

As we have shown, in agreement with $\text{Solanes et al.}$ (2016), the clusters with the largest magnitude gaps and stellar masses have likely undergone more mergers than small gap, low magnitude gap clusters. If a similar dynamical timescale for the mergers that occur in each cluster exists, then the clusters with the largest stellar mass and magnitude gaps would likely be the clusters that formed first. This hypothesis is supported by Figure 7 of $\text{Matthee et al.}$ (2017). Using the hydrodynamical EAGLE simulation, $\text{Matthee et al.}$ (2017) construct a stellar mass halo mass relation over the halo mass range of $11.0 < \log M_{\text{halo},MDO} < 14.5$, in which individual clusters are color coded by the redshift when half of the halo mass was assembled. This SMHM relation agrees with our previously stated assumption, and shows that a stratification between the stellar mass and formation time exists in the EAGLE simulation: at a fixed halo mass, the most massive galaxies are found in the halos that form at the earliest redshift ($\text{Matthee et al.}$ 2017). This stratification appears to exist, but is difficult to analyze at halo masses close to our range of interest because the EAGLE simulation does not contain enough high halo mass clusters. Thus, a direct comparison between our studies would be difficult at this time because we can not yet determine how and if the magnitude gap stratification relates to the formation redshift stratification and if the magnitude gap accurately scales with the formation redshift to trace the assembly of the cluster.

Although it remains uncertain whether the magnitude gap traces the assembly history of the halo, the discovery of the stellar mass - magnitude gap stratification does solve a pragmatic issue that has existed for the observed cluster-scale SMHM relation. As discussed in Section 1, a large discrepancy exists between published SMHM relations in the high mass regime, highlighted by Figure 10 in $\text{Tinker et al.}$ (2016). This discrepancy includes both purely observational studies (like ours and $\text{Kravtsov et al.}$ 2018), and those that require a strong theoretical prior from the use of abundance matching models (e.g., $\text{Behroozi et al.}$ 2010, $\text{Moster et al.}$ 2010, $\text{Behroozi et al.}$ 2013, $\text{Moster et al.}$ 2013, $\text{Tinker et al.}$ 2016). For a fixed halo mass, the estimates for the stellar mass differ by as much as 0.5 – 1.0 dex. In Figure 17 we show numerous SMHM relations from the literature after normalizing to a Salpeter IMF. On this figure we also highlight our model SMHM relations (plural), in gray, given a specific magnitude gap, where the light gray band defines the 1σ error bar from the posterior. By varying the average magnitude gap (M14) for a sample from 0.0 to 4.0 (the range covered in Figure 4), the stellar masses can vary by as much as 0.7 dex at fixed halo mass. Thus
the gap as a latent variable can explain the majority of the offsets in the published SMHM relations, assuming those published results used samples with different average magnitude gaps.

Based on our model, across the top of our SMHM relation are the largest gap systems, i.e., those classified as fossil galaxies (Harrison et al. 2012). The Kravtsov et al. (2018) sample is small and only a half dozen clusters overlap with our data where we can verify the magnitude gap (using identical data and techniques) to be \((M_{14}) \sim 2.5\), which would classify the sample as representative of fossils. Kravtsov et al. (2018) also used “total” magnitudes as opposed to our Petrosian magnitudes, thus further increasing the magnitude gap (Graham et al. 2005). Moving down in stellar mass in Figure 17 consider the cluster sample used in Lin & Mohr (2004), which like the Kravtsov et al. (2018) sample, is based on X-ray selection. In this case, 14 clusters overlap with our sample and we measure \((M_{14}) \sim 2\), which is indeed lower than the Kravtsov et al. (2018) average. Across the bottom end of the relation are the systems with small values of magnitude gaps. The lower two literature relations in Figure 17 are not based on cluster identifications at all, but simply use galaxy samples. These samples are sorted according to inferred stellar mass and matched to a simulation. In other words, all intrinsically bright galaxies are included in the cluster-scale Behroozi et al. (2013) and Moster et al. (2013) analyses, including those which do not reside in cluster-scale environments. Because of the lack of the use of confirmed clusters in their samples, it would not be surprising that the average magnitude gaps of the centrals in halos \(\geq 10^{14} M_\odot\) are small. Our relation does not intersect with the results from Behroozi et al. (2013) because Behroozi et al. (2013) use SDSS Petrosian magnitudes which have not been corrected for the systematic background subtraction errors.

It is difficult to make a fair comparison of the literature SMHM relations for numerous reasons noted earlier. However, in the context of our model, the above exercise provides a reasonable explanation for the large amplitude variations in the SMHM seen in the literature. Such a variation would be expected if the mean magnitude gap of the observed samples is not held fixed.

Many other works (e.g., Behroozi et al. 2010; Moster et al. 2013; Behroozi et al. 2013; Tinker et al. 2016; Behroozi et al. 2013; Moster et al. 2013; Tinker et al. 2016) rely upon abundance matching to measure the SMHM relation. The one-to-one matching of the BCGs with the largest stellar mass to the largest values of cluster masses from simulations pays no regard to the magnitude gap and results in the loss of information about the BCG’s growth history. At the same time, we show that ignoring the magnitude gap results in a large increase in the inferred intrinsic scatter (see Section 5.2.3). In Figure 17 we plot our SMHM relation for the SDSS-C4 BCGs based on abundance matching to the Henriques et al. (2012) light-cone halo catalog. The fit lies within our expectations for the full model, but with a steeper slope.

### 6.2. Impact on Galaxy Formation Models

At lower halo masses we expect in-situ star formation, the accretion of gas, as well as stellar and/or AGN feedback to play some role in the growth of stellar mass over time since \(z \approx 2\). While at the highest halo masses, we expect all of these processes to have finished by \(z = 2\), leaving only hierarchical growth as the dominant mechanism to increase a galaxy’s stellar mass since \(z \approx 2\). However, the reported observed intrinsic scatter is nearly constant with halo mass at around \(\sigma(M_*) < 0.2 \text{ dex} \) (Gu et al. 2016).

Gu et al. (2016) used abundance matching and investigated the origin of scatter at fixed halo mass by following...
the hierarchical buildup of both dark and stellar mass in simulations. Gu et al. (2016) concluded from their model and simulations that there should be a strong mass-dependent scatter in the SMHM relation. Similarly, this conclusion was also reached using the hydrodynamical EAGLE simulation, where Matthee et al. (2017) estimate the intrinsic scatter in stellar mass at fixed halo mass using different parametric fits of the true and predicted stellar masses to the halo mass and find that the intrinsic scatter decreases, by approximately 0.1 dex, as the halo increases over the range of $11.0 < \log10(M_{\text{h}}) < 13.0$. Assuming that the intrinsic scatter measurements reported in previous SMHM relations are dominated by lower mass halos ($\log10(M_{\text{h}}) < 14.0$), our work provides the first observational evidence that the scatter in stellar mass decreases significantly for centrals within group and cluster sized halos, to levels as small as 0.067 dex at fixed halo mass and at fixed magnitude gap.

One obvious question is whether the measurement errors on our stellar masses are over-estimated. Recall that our stellar masses stem from the BCG and that smooth accretion is actually not in play for BCGs at z $\sim 0.16$ dex, nearly identical to Tinker et al. (2016) and Kravtsov et al. (2018). In other words, our choice of measurement error on our stellar masses allows for a consistent comparison with those works. When we use those same measurement errors and include the magnitude gap in our model, our intrinsic scatter drops to as low as 0.067 dex.

One challenge this presents to models like the one presented in Gu et al. (2010) is that our observed intrinsic scatter is less than half of the minimum scatter allowed in their model (0.16 dex) solely from hierarchical growth. One way to reach a smaller amount of scatter is to have a shallower SMHM relation at z $\sim 2$. Another option is that smooth accretion is actually not in play for BCGs (see Figures 4 and 5 in Gu et al. (2016)).

In this work, we have focused on the z $\sim 0$ universe. It is likely that the stretch factor evolves through time. This is something that can be tested in simulations using current semi-analytic models which follow the growth history of the BCG, e.g., Guo et al. (2011). The observational challenge of an evolutionary analysis of the magnitude gap as a latent variable is to acquire good spectroscopic coverage per cluster or to understand any additional systematics which would increase the error in the magnitude gap measurement using photometric data.
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