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Abstract. In this effort we introduce and analyze a novel reduced basis approach, used to construct an approximating subspace for a given set of data. Our technique, which we call the Natural Greedy Algorithm (NGA), is based on a recursive approach for iteratively constructing such subspaces, and coincides with the standard, and the extensively studied, Orthogonal Greedy Algorithm (OGA) in a Hilbert space, defined in [4]. However, for a given set of data in a general Banach space, the NGA is straightforward to implement and overcomes the explosion in computational effort introduced by the OGA, as we utilize an entirely new technique for projecting onto appropriate subspaces. We provide a rigorous analysis of the NGA, and demonstrate that it’s theoretical performance is similar to the OGA, while the realization of the former results in significant computational savings through a substantially improved numerical procedure. Furthermore, we show that the empirical interpolation method (EIM) can be viewed as a special case of the NGA. Finally, several numerical examples are used to illustrate the advantages of our NGA compared with other greedy algorithms and additional popular reduced bases methods, including EIM and proper orthogonal decomposition.

1. Introduction
Reduced basis methods offer approaches of obtaining subspaces that approximate given sets of data. This is often used in applications for reducing the dimensionality of a problem, and has become particularly popular recently as a way of obtaining solutions for parametric PDEs (see, e.g., [17, 18, 22, 26, 23, 24]). For instance, it is generally unfeasible to employ a standard highly accurate numerical solution of a parametrized PDE for each parameter value, but one can obtain solutions for specifically selected values beforehand, and then use them to span a low-dimensional subspace in which the solution of the PDE can be approximated quickly (e.g., by employing a Galerkin procedure on the constructed subspace). The rationale of this approach can be explained by Céa’s lemma (see e.g. [5]), which states that the solution obtained in this manner is quasi-optimal.

However, in this effort we consider a more general problem setting: let \( \mathcal{F} \) be a set of elements of a Banach space \( \mathcal{X} \) (e.g. a family of functions, a set of vectors, etc.) for which we need to construct an approximating subspace. This set is specific for each problem setting and therefore usually cannot be approximated well by predetermined bases, including,
e.g., wavelet, trigonometric, or polynomial bases in a case of Banach function spaces, or canonical disjoint bases in a case of discrete Banach spaces. The idea of a reduced basis approach is to select key elements \( f_0, \ldots, f_{n-1} \) of the set \( \mathcal{F} \) and use them to construct an \( n \)-dimensional subspace \( V_n = \text{span}\{f_0, \ldots, f_{n-1}\} \subset \mathcal{X} \) that approximates the set \( \mathcal{F} \).

The objective of a reduced basis method is to provide a strategy for selecting these key elements \( f_0, \ldots, f_{n-1} \).

One straightforward approach is to select the next basis element based on previously selected elements \( f_0, \ldots, f_{n-1} \) by picking an element \( f_n \in \mathcal{F} \) that is not approximated well by the current subspace \( V_n = \text{span}\{f_0, \ldots, f_{n-1}\} \), i.e., to take

\[
  f_n = \arg\max_{f \in \mathcal{F}} \text{dist}(f, V_n).
\]

This method is known as the Orthogonal Greedy Algorithm (formally known as the Greedy Algorithm, however we add the adjective ‘Orthogonal’ to avoid the confusion) and was developed in [29], and the most recent improvement was given in [20], where the new estimate on the rate of convergence in a special case is shown. For more details, see Section 2, where we discuss the OGA and the corresponding convergence results discussed above.

A key feature of the OGA is that it constructs a reduced basis with respect to the desired norm, thus specifically producing an approximation for the problem under consideration. Nonetheless, on each iteration of the OGA it is required to compute the distance from an element \( f \in \mathcal{F} \) to the previously constructed subspace \( V_n = \text{span}\{f_0, \ldots, f_{n-1}\} \), which is equivalent to finding the orthogonal projection onto the subspace \( V_n \) with respect to the fixed norm. In a Hilbert space one generally approaches such a problem by orthogonalizing the vectors \( \{f_k\}_{k=0}^{n-1} \) to obtain an orthogonal basis \( \{f'_k\}_{k=0}^{n-1} \) for \( V_n \). Then, the projections of each \( f \in \mathcal{F} \) onto \( V_n \) are easily found as \( \sum_{k=0}^{n-1} (f, f'_k) f'_k \). However, in a Banach space this problem is difficult since there does not exist a straightforward procedure for calculating the orthogonal projection onto a subspace. Thus for every \( \mathcal{F} \) one has to solve an \( n \)-parameter minimization problem

\[
  \min_{\alpha_0, \ldots, \alpha_{n-1} \in \mathbb{R}} \left\| f - \sum_{k=0}^{n-1} \alpha_k f_k \right\|,
\]

which, even though convex, becomes more complicated with each iteration and is not always feasible.

Another reduced basis algorithm that uses a recursive greedy strategy is the Empirical Interpolation Method (EIM), which was first introduced in [1] as an interpolation procedure for a family of functions \( \mathcal{F} \subset L_\infty(\Omega) \). This method constructs the basis elements \( h_0, \ldots, h_{n-1} \in \mathcal{F} \) and the interpolation points \( z_0, \ldots, z_{n-1} \in \Omega \) (in which the basis elements attain their maximal values) as \( z_m = \arg\max_{z \in \Omega} |h_m(z)| \). At every iteration the EIM builds an approximation for each function \( f \in \mathcal{F} \) by constructing linear combinations of the basis elements \( h_0, \ldots, h_{n-1} \), which agrees with \( f \) on points \( z_0, \ldots, z_{n-1} \), i.e., \( \sum_{k=0}^{n-1} \beta_k h_k \) such that

\[
  f(z_m) = \sum_{k=0}^{n-1} \beta_k h_k(z_m) \quad \text{for any} \quad 0 \leq m \leq n - 1.
\]
A function \( f_n \in \mathcal{F} \) that is not well approximated by such a linear combination is then selected, and the next interpolation point \( z_n \) is chosen correspondingly, i.e.,

\[
f_n = \arg \max_{f \in \mathcal{F}} \left\| f - \sum_{k=0}^{n-1} \beta_k h_k \right\|_{L_\infty(\Omega)} \quad \text{and} \quad z_n = \arg \max_{z \in \Omega} \left| f(z) - \sum_{k=0}^{n-1} \beta_k h_k(z) \right|,
\]

and the next basis element \( h_n \) is constructed as the normalized remainder of the approximation of \( f_n \), i.e.,

\[
h_n = \frac{f_n - \sum_{k=0}^{n-1} \beta_k h_k}{f_n(z_n) - \sum_{k=0}^{n-1} \beta_k h_k(z_n)}.
\]

This procedure of obtaining a reduced basis is attractive from a computational perspective since in order to construct the approximation for an element \( f \in \mathcal{F} \) one has to find the coefficients \( \beta_0, \ldots, \beta_{n-1} \) by solving a linear system of \( n \) equations, which is significantly simpler than solving an \( n \)-parameter optimization problem. On the other hand, the simplicity of realization comes at the cost of freedom in the choice of norm: the reduced basis \( \{ h_k \}_{k=0}^{n-1} \) is designed to minimize \( L_\infty(\Omega) \)-norm and offers no flexibility in that matter. For more details, see Section 4, where we briefly discuss the EIM and its relationship to the new approach we introduce in this paper.

In this paper we introduce a novel greedy algorithm for constructing reduced bases in Banach spaces, which does not require a predetermined norm, nor the solution of an optimization problem, and thus combines the flexibility of the OGA with the computational simplicity of the EIM. Similar to the methods, described above, our algorithm constructs the reduced basis by employing a recursive greedy strategy: once basis elements \( g_0, \ldots, g_{n-1} \) are constructed, they are used to approximate elements of the set \( \mathcal{F} \) in order to choose the next element. Similarly to the OGA, our method builds an approximation of an element \( f \in \mathcal{F} \) by projecting \( f \) onto the previously constructed subspace \( V_n = \text{span}\{ g_0, \ldots, g_{n-1} \} \); however it does not use the orthogonal projection but instead utilizes specifically constructed operators \( R_n : \mathcal{X} \to \mathcal{X} \), which will be introduced shortly. In addition, similarly to the EIM, our way of obtaining an approximation \( f \approx \sum_{k=0}^{n-1} \alpha_k g_k \) does not involve solving an optimization problem; instead we calculate the coefficients \( \alpha_0, \ldots, \alpha_{n-1} \) by iteratively applying the norming functionals of the basis elements \( g_0, \ldots, g_{n-1} \). We call our method the Natural Greedy Algorithm (NGA) because our approach for approximating elements of the set \( \mathcal{F} \) seems “natural” from several perspectives, as we will discuss below and detailed in Section 3. In particular, the NGA does not just combine features of the OGA and the EIM, but in fact coincides with the former in \( L_2 \)-spaces, and with the latter in \( L_\infty \)-spaces. Thus the NGA can be thought of as an alternative generalization of the OGA from the Hilbert space setting to the Banach space setting.

We propose here a new way of projecting onto a subspace of a Banach space by utilizing norming functionals. While our method does not necessarily minimize the norm of the remainder, as the orthogonal projection does, it results in a significantly easier computationally approach since the norming functionals are known explicitly in many Banach spaces of interest (e.g., \( L_p \)-spaces), and in a general case can be easily computed as the derivative of the norm. Namely, for given elements \( g_0, \ldots, g_{n-1} \in \mathcal{X} \) we define operators \( r_0, \ldots, r_{n-1} \) as \( r_k(f) = f - F_{g_k}(f) g_k \), where \( F_{g_k} \) is the norming functional of \( g_k \). These operators represent a remainder of a projection onto the one-dimensional subspace \( \text{span}\{ g_k \} \) and, thus, applying them consecutively results in an analogue of the remainder of the orthogonal projection onto the \( n \)-dimensional subspace \( V_n = \text{span}\{ g_0, \ldots, g_{n-1} \} \).
Furthermore, denote by $\mathcal{R}_n$ the combination of $r_{n-1},\ldots,r_0$, i.e.,

$$\mathcal{R}_n(f) = r_{n-1} \circ \cdots \circ r_0(f),$$

then $\|\mathcal{R}_n(f)\|$ can be used as a simplified computational substitute for the distance from $f \in \mathcal{F}$ to the subspace $V_n = \text{span}\{g_0,\ldots,g_{n-1}\} \subset \mathcal{X}$. We will see that such a method of projecting appears to be “natural” and possesses interesting analytical properties. For instance, it is easy to see that the operator $\mathcal{R}_n(\cdot)$ is linear (while the orthogonal projector $\text{proj}(\cdot,V_n)$ is not), and we will prove that $\mathcal{R}_n$ is an actual projector (i.e., $\mathcal{R}_n^2 = \mathcal{R}_n$).

Evidently, the quality of such a substitute depends critically on the choice of the vectors $g_0,\ldots,g_{n-1}$. In fact, the value of $\mathcal{R}_n(f)$ is dictated only by the elements $g_0,\ldots,g_{n-1}$ and the geometry of the space in these points (which is, e.g., not the case for the orthogonal projection $\text{proj}(f,V_n)$ as it is determined by the whole subspace $V_n$ rather than the individual elements). Note also that if $\mathcal{X}$ is a Hilbert space and $\{g_k\}_{k=0}^{n-1}$ is an orthonormal system, then the value of $\|\mathcal{R}_n(f)\|$ is exactly the distance from $f$ to the subspace $V_n = \text{span}\{g_0,\ldots,g_{n-1}\}$; however in a general Banach space the value of the ratio $\|\mathcal{R}_n(f)\|/\text{dist}(f,V_n)$ on a certain element $f \in \mathcal{X}$ can be as big as $2^n$, unless the vectors $g_0,\ldots,g_{n-1}$ are selected carefully. In Section 3 we describe the detailed process of obtaining appropriate elements $g_0,g_1,g_2,\ldots$ and formally introduce and analyze the NGA.

We state the convergence results corresponding to those of the OGA and note that every known estimate on the convergence rate for the OGA can also be stated for the NGA with an additional multiplicative constant. Appendix A includes the details of the proofs of such theorems.

In addition to theoretical estimates, we compare the OGA and the NGA on a series of numerical examples and observe virtually no difference in the quality of the reduced bases generated by the two algorithms, while the computational complexity is significantly smaller for the NGA. In Section 5 we present our numerical experiments for both greedy algorithms, compare them to the other known methods for constructing reduced bases, and discuss the computational complexity, which we measure in terms of the time each algorithm spends on the central processing unit. Such a measurement is appropriate as it is directly related to a number of computations performed by each algorithm.

## 2. The Orthogonal Greedy Algorithm

We begin this section by recalling standard notations that will be used throughout the paper. Let $(\mathcal{X},\|\|)$ be a Banach space. For an element $f \in \mathcal{X}$ and a closed subspace $V \subset \mathcal{X}$ denote by $\text{proj}(f,V)$ the orthogonal projection of $f$ onto $V$ and denote by $\text{dist}(f,V)$ the distance from $f$ to $V$, i.e.,

$$\text{proj}(f,V) = \underset{v \in V}{\text{argmin}} \|f - v\| \quad \text{and} \quad \text{dist}(f,V) = \underset{v \in V}{\text{inf}} \|f - v\| = \|f - \text{proj}(f,V)\|.$$

Let $\mathcal{F} \subset \mathcal{X}$ be a set of elements that we want to approximate by a low-dimensional subspace. The following greedy algorithm (formally defined in [4]) constructs a sequence of nested subspaces $\{V_n\}_{n=0}^{\infty}$ that are designed to approximate the set $\mathcal{F}$.

**Definition 2.1 (Orthogonal Greedy Algorithm).** For $\mathcal{F} \subset \mathcal{X}$ consider the following iterative procedure:

**Step 0.** set $V_0 = \{0\}$ and find $f_0 = \underset{f \in \mathcal{F}}{\text{argmax}} \text{dist}(f,V_0)$;

**Step 1.** set $V_1 = \text{span}\{f_0\}$ and find $f_1 = \underset{f \in \mathcal{F}}{\text{argmax}} \text{dist}(f,V_1)$;

**Step 2.** set $V_2 = \text{span}\{f_0,f_1\}$ and find $f_2 = \underset{f \in \mathcal{F}}{\text{argmax}} \text{dist}(f,V_2)$;

...
Step n. set $V_n = \text{span}\{f_0, \ldots, f_{n-1}\}$ and find $f_n = \arg\max_{f \in \mathcal{F}} \text{dist}(f, V_n)$.

Note that generally sequences $\{f_n\}_{n=0}^{\infty}$ and $\{V_n\}_{n=0}^{\infty}$ are not unique and might not even exist due to the impossibility of finding an element $f_n \in \mathcal{F}$ that satisfies the greedy criterion. The standard remedy to guarantee existence is the assumption of compactness of the set $\mathcal{F}$, which is widely used and is natural in PDE-based applications. Under such a condition the process of greedy approximation is feasible and generally infinite (unless the set $\mathcal{F}$ is finite dimensional); in practice this procedure is stopped after the desired approximation accuracy has been achieved or the iteration limit has been reached.

Throughout the paper we will assume that $\mathcal{F}$ is a compact subset of $\mathcal{X}$, and thus at least one realization of the greedy algorithm is achievable; however uniqueness is still not guaranteed and, unless stated otherwise, variables $\{f_n\}_{n=0}^{\infty}$ and $\{V_n\}_{n=0}^{\infty}$ will denote any possible realization of the greedy algorithm. Additionally, we assume for convenience that $\mathcal{F} \subseteq \mathcal{X}$, i.e., $\|f\| \leq 1$ for any $f \in \mathcal{F}$.

Let us define for each $n \geq 0$ the number $\sigma_n = \sigma_n(\mathcal{F}, \mathcal{X})$ that represent how well the set $\mathcal{F}$ is approximated by the subspace $V_n$:

$$\sigma_n = \sigma_n(\mathcal{F}, \mathcal{X}) = \sup_{f \in \mathcal{F}} \text{dist}(f, V_n).$$

It is easy to see that the sequence $\{\sigma_n\}_{n=0}^{\infty}$ is monotone and that for any compact set $\mathcal{F} \subseteq \mathcal{X}$ one has $\sigma_n \to 0$ as $n \to \infty$, i.e., the OGA converges for any compact set $\mathcal{F} \subseteq \mathcal{X}$; however no direct estimates on the rate of convergence can be given without additional assumptions on $\mathcal{F}$. Indeed, take any positive decreasing (to zero) sequence $\{a_n\}_{n=0}^{\infty}$ and consider the following compact set $\mathcal{F} \subseteq \ell_2$:

$$\mathcal{F} = \{a_n e_n\}_{n=0}^{\infty},$$

where $\{e_n\}_{n=0}^{\infty}$ is the canonical basis in $\ell_2$. Then one achievable realization of the greedy algorithm is $f_n = a_n e_n$, for each $n \geq 0$, which implies $\sigma_n(\mathcal{F}, \ell_2) = a_n$.

Nevertheless we can compare the approximation of the set $\mathcal{F}$ by the subspace $V_n$ with the best possible approximation by an $n$-dimensional subspace $X_n \subset \mathcal{X}$ given by the Kolmogorov $n$-width $d_n$:

$$d_n = d_n(\mathcal{F}, \mathcal{X}) = \inf_{\dim X_n = n} \sup_{f \in \mathcal{F}} \text{dist}(f, X_n).$$

We note that while Kolmogorov $n$-widths have been introduced in 1935 (see [12]) and extensively studied ever since, they still remain a mostly theoretical concept. Namely, the width $d_n(\mathcal{F}, \mathcal{X})$ might not be realizable on any subspace, and, more significantly, there are no constructive methods of obtaining an almost optimal subspace in a general setting. Nonetheless, Kolmogorov widths are inherent in comparing the theoretical performance of approximating algorithms with the ideal, even if unattainable, case. For a detailed discussion of $n$-widths and related concepts we refer the reader to the books [21] and [14, Chapters 13–14].

2.1. Convergence rate of the Orthogonal Greedy Algorithm

We now return to estimating the convergence rate of the OGA. The first direct comparison between $\sigma_n$ and $d_n$ in a Hilbert space is given in [4], where it is shown (even though not stated explicitly) that

$$\sigma_n(\mathcal{F}, \mathcal{H}) \leq (n + 1) 2^{n+1} d_n(\mathcal{F}, \mathcal{H}).$$
This estimate is improved in [3], where it is shown that
\[ \sigma_n(\mathcal{F}, \mathcal{H}) \leq \frac{2^{n+1}}{\sqrt{3}} d_n(\mathcal{F}, \mathcal{H}) \]
and that this estimate is sharp up to the factor of \(2/\sqrt{3}\).

One technique that allows us to extend this result to a general Banach space is proposed in [29], where it is essentially shown that in a Banach space the above estimate holds with an additional factor (which depends on \(\mathcal{X}\)) that represents how isomorphic the subspaces of \(\mathcal{X}\) are to the subspaces of \(L_2\), which is characterized by the sequence \(\{\gamma_n(\mathcal{X})\}_{n=1}^\infty\) defined below.

In particular, for Banach spaces \(\mathcal{X}\) and \(\mathcal{Y}\) denote by \(GL(\mathcal{X}, \mathcal{Y})\) the family of all linear isomorphisms from \(\mathcal{X}\) to \(\mathcal{Y}\). Then the multiplicative Banach–Mazur distance between \(\mathcal{X}\) and \(\mathcal{Y}\) is given by
\[ d(\mathcal{X}, \mathcal{Y}) = \begin{cases} \inf \{|T||T^{-1}| : T \in GL(\mathcal{X}, \mathcal{Y})\} & \text{if } \mathcal{X} \text{ is isomorphic to } \mathcal{Y}, \\ \infty & \text{if } \mathcal{X} \text{ is not isomorphic to } \mathcal{Y}. \end{cases} \]

Denote by \(\gamma_n(\mathcal{X})\) the supremum of multiplicative Banach–Mazur distances between \(n\)-dimensional subspaces of \(\mathcal{X}\) and \(\ell_2^n\), i.e.,
\[ \gamma_n = \gamma_n(\mathcal{X}) = \sup \{d(V, \ell_2^n) : V \subset \mathcal{X} \text{ and } \dim V = n\}. \]

It is easy to see that the sequence \(\{\gamma_n(\mathcal{X})\}_{n=1}^\infty\) is non-decreasing and that \(\gamma_1(\mathcal{X}) = 1\). For any Hilbert space \(\gamma_n(H) = 1\) and for any Banach space \(\gamma_n(\mathcal{X}) \leq \sqrt{n}\) (it follows, for instance, from the Pietsch factorization theorem, see, e.g., [10, Corollary 16.12.1]). Moreover, it is known (see, e.g., [28, III.B.9]) that in \(L_p\)-spaces
\[ \gamma_n(L_p) \leq n^{1/2 - 1/p} \text{ for any } 1 \leq p \leq \infty. \]

Note that due to the compactness of the space of isometry classes of \(n\)-dimensional Banach spaces, for any \(n\)-dimensional subspace \(Y_n \subset \mathcal{X}\) there exists an isomorphism \(T \in GL(Y_n, \ell_2^n)\) with \(\|T^{-1}\| = 1\) such that
\[ \|y\| = \|T^{-1}Ty\| \leq \|Ty\|_2 \leq d(Y_n, \ell_2^n) \|y\| \leq \gamma_n(\mathcal{X}) \|y\|. \]
Thus, for any \(Y \subset \mathcal{X}\) there exists a Euclidean norm \(\|\cdot\|_e\) on \(Y\) given by \(\|y\|_e = \|Ty\|_2\) such that
\[ \|y\| \leq \|y\|_e \leq \gamma_{\dim Y(\mathcal{X})} \|y\| \text{ for any } y \in Y_n. \]

The direct comparison between \(\sigma_n\) and \(d_n\) for \(L_p\)-spaces is given in [29]; however a similar technique can be used for a general Banach space \(\mathcal{X}\) with minor changes in the proof. Thus we state the generalized theorem and deduce the original result as a corollary (with a slight improvement in the multiplicative constant). We demonstrate how to obtain the proof of this theorem in Appendix A.

**Theorem 2.2.** For a compact set \(\mathcal{F} \subset \mathcal{X}\) the Orthogonal Greedy Algorithm provides
\[ \sigma_n(\mathcal{F}, \mathcal{X}) \leq \gamma_{2n+1}(\mathcal{X}) 2^{n+1} d_n(\mathcal{F}, \mathcal{X}). \]

**Corollary 2.3.** For a compact set \(\mathcal{F} \subset L_p\) with any \(1 \leq p \leq \infty\) the Orthogonal Greedy Algorithm provides
\[ \sigma_n(\mathcal{F}, L_p) \leq 2\sqrt{3} n^{1/2 - 1/p} 2^n d_n(\mathcal{F}, L_p). \]
An alternative approach to estimating the rate of convergence of the OGA is proposed in [8], where a delayed estimate is proven, i.e., a comparison between \( \sigma_n \) and \( d_m \) for \( m < n \). In particular, the following estimate is proven in a Hilbert space setting,

\[
\sigma_n(\mathcal{F}, \mathcal{H}) \leq \sqrt{2} \min_{0 < m < n} d_m^{-m/n}(\mathcal{F}, \mathcal{H}),
\]

and for a general Banach space,

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq \sqrt{2n} \min_{0 < m < n} d_m^{-m/n}(\mathcal{F}, \mathcal{X}).
\]

It is conjectured in [8] that the additional factor of \( \sqrt{n} \) in the last estimate, while unable to be removed in general, can be improved for some Banach spaces; for instance, in the case of \( L_p \)-spaces one expects to replace \( \sqrt{n} \) with \( n^{1/2 - 1/p} \). This conjecture is proven in [29], where the following result is stated.

**Theorem 2.4.** For a compact set \( \mathcal{F} \subset \mathcal{X} \) the Orthogonal Greedy Algorithm provides

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq \sqrt{2} \min_{0 < m < n} \gamma_{n+m}(\mathcal{X}) d_m^{-m/n}(\mathcal{F}, \mathcal{X}).
\]

**Corollary 2.5.** For a compact set \( \mathcal{F} \subset L_p \) with any \( 1 \leq p \leq \infty \) the Orthogonal Greedy Algorithm provides

\[
\sigma_n(\mathcal{F}, L_p) \leq \sqrt{2} \min_{0 < m < n} (n + m)^{1/2 - \frac{1}{p}} d_m^{-m/n}(\mathcal{F}, L_p).
\]

In particular,

\[
\sigma_2n(\mathcal{F}, L_p) \leq \sqrt{0} \min_{0 < m < n} \left( \frac{1}{2} - \frac{1}{p} \right) \sqrt{\sigma_n(\mathcal{F}, L_p)}.
\]

Additional estimates can be given when \( d_n \) satisfies a special decay rate. For instance, if \( d_n(\mathcal{F}) \leq A \exp(-an^a) \) with some constants \( 0 < a, A < \infty \), then it is shown in [3] that in a Hilbert space the OGA guarantees

\[
\sigma_n(\mathcal{F}, \mathcal{H}) \leq B \exp(-bn^\beta),
\]

with \( B = B(\alpha, a, A), b = b(\alpha, a), \) and \( \beta = \frac{\alpha}{\alpha + 1} \). This estimate is improved and extended to the Banach space setting in [8], that is

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq B \exp(-bn^\alpha),
\]

with \( B = B(A) \) and \( b = b(\alpha, a) \). Similarly, if \( d_n(\mathcal{F}) \leq An^{-\alpha} \) with some constants \( 0 < \alpha, A < \infty \), then it is shown in [3] that in a Hilbert space the OGA satisfies

\[
\sigma_n(\mathcal{F}, \mathcal{H}) \leq Bn^{-\alpha},
\]

with \( B = B(\alpha, A) \). The corresponding estimate for a Banach space is proven in [8]:

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq Bn^{-\alpha + 1/2 + \epsilon},
\]

with any \( \epsilon > 0 \) and \( B = B(\epsilon, \alpha, A) \). This estimate is improved in [29], where it is shown that if, in addition, one has a bound \( \gamma_n(\mathcal{X}) \leq Cn^\mu \) with some \( C > 0 \) and \( 0 \leq \mu \leq \min\{\alpha, 1/2\} \), then

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq B(\ln n)^\alpha n^{-\alpha + \mu},
\]

with \( B = B(\alpha, \mu, A, C) \). The most recent bound of this type is given in [20], where it is shown that the power of the logarithm can be replaced with 1/2, which essentially results in the estimate

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq B(\ln n)^{\min\{\alpha, 1/2\}} n^{-\alpha + \mu},
\]

with \( B = B(\alpha, \mu, A, C) \).
2.2. Comments on the Weak Orthogonal Greedy Algorithm

In general the OGA is computationally expensive since at the n-th iteration of the algorithm one has to solve an n-dimensional minimization problem for each element of the set $\mathcal{F}$. While this is a manageable task in a Hilbert space, where one can orthogonalize the basis and compute the projection, in a Banach space this is a complicated problem, which increases its computational complexity exponentially with each consecutive iteration.

We conclude this section by commenting on two common ways to simplify the realization of the algorithm. The first method, which is a classical approach in the greedy approximation theory (see, e.g., [25]), is to consider a weak version of OGA, where instead of finding $f_n = \arg\max_{f \in \mathcal{F}} \text{dist}(f, V_n)$ it is sufficient to find any such $f_w \in \mathcal{F}$ that

$$\text{dist}(f_w, V_n) \geq \gamma \sup_{f \in \mathcal{F}} \text{dist}(f, V_n),$$

where $\gamma \in (0, 1]$ is a fixed constant which is generally referred to as the weakness parameter. Second, it might be possible to find for each $n \geq 1$ an easy-to-compute surrogate $s_n : \mathcal{F} \to \mathbb{R}$ such that

$$c_ss_n(f) \leq \text{dist}(f, V_n) \leq C_ss_n(f) \quad \text{for all } f \in \mathcal{F} \text{ and } n \geq 0,$$

with some constants $0 < c_s \leq C_s < \infty$. In this case, instead of finding $f_n$ one can search for $f_s^* = \arg\max_{f \in \mathcal{F}} s_n(f)$, which would immediately satisfy

$$\text{dist}(f_s^*, V_n) \geq \frac{c_s}{C_s} \sup_{f \in \mathcal{F}} \text{dist}(f, V_n),$$

which is essentially equivalent to the weak version of the OGA with $\gamma = c_s/C_s$.

The analysis of the Weak OGA is essentially the same as that of the OGA, and all the results stated in this section hold for the weak version as well with an additional factor of $\gamma^{-1}$. We note that while the Weak OGA results in reduced computational complexity, it requires additional information on the problem either in terms of a sufficiently tight upper estimate of $\sup_{f \in \mathcal{F}} \text{dist}(f, V_n)$, or in terms of suitable surrogates $s_1, s_2, s_3, \ldots$, neither of which is generally available, and thus the Weak OGA cannot be employed universally.

3. The Natural Greedy Algorithm

In this section we introduce the Natural Greedy Algorithm (NGA) — an alternative to the OGA, in which instead of maximizing the distance to the constructed subspace, one maximizes the norm of a specifically constructed and easily-computable operator. The behavior of the NGA depends on the smoothness of the space, thus we recall the related concepts.

For a non-zero element $x \in \mathcal{X}$ a norming functional $F_x$ is an element of $\mathcal{X}^*$ such that

$$\|F_x\|_{\mathcal{X}^*} = 1 \text{ and } F_x(x) = \|x\|.$$

Existence of norming functionals in Banach spaces is a simple corollary of the Hahn–Banach theorem (see e.g. [2, Corollary II.3]) however their uniqueness is generally not guaranteed. Banach spaces in which norming functionals are unique are the smooth spaces; in this case for any elements $x, y \in \mathcal{X}$ the value of $F_x(y)$ can be found by computing the Gâteaux derivative of the norm (see, e.g., [7, Chapter I.1]), i.e.,

$$F_x(y) = \frac{d}{du} \|x + uy\| \bigg|_{u=0} = \lim_{u \to 0} \frac{\|x + uy\| - \|x\|}{u}.$$
Moreover, norming functionals are known for Banach spaces that are commonly utilized in applications. In particular, for the following smooth spaces:

1. Hilbert space: \( F_x(y) = \frac{(x, y)}{\|x\|} \);

2. \( \ell_p \)-space, \( 1 < p < \infty \): \( F_x(y) = \frac{\sum_{n=1}^{\infty} \text{sgn}(x_n)|x_n|^{p-1}y_n}{\|x\|_p^{p-1}} \);

3. \( L_p(\Omega, \mu) \)-space, \( 1 < p < \infty \): \( F_x(y) = \int_{\Omega} \frac{\text{sgn}(x)|x|^{p-1}y}{\|x\|_p^{p-1}} \, d\mu. \)

We remark that in cases \( p = 1 \) and \( p = \infty \) the spaces \( \ell_p \) and \( L_p(\Omega, \mu) \) are not smooth and thus norming functionals are not unique. Throughout the paper we will be using the following functionals in those settings:

\[
F^L_1(y) = \sum_{n=1}^{\infty} \text{sgn}(x_n) y_n;
\]

\[
F^L_\infty(y) = \text{sgn}(x_m) y_m, \text{ where } m \in \mathbb{N} : |x_m| = \|x\|_\infty;
\]

\[
F^L_1^p(y) = \int_{\Omega} \text{sgn}(x) y \, d\mu;
\]

\[
F^L_\infty^p(y) = \text{sgn}(x(t)) y(t), \text{ where } t \in \Omega : |x(t)| = \|x\|_{L_\infty^p(\Omega)}.
\]

The smoothness of a Banach space \( \mathcal{X} \) is characterized by the modulus of smoothness \( \rho(u) \), which is defined as

\[
\rho(u) = \rho(u, \mathcal{X}) = \sup_{\|x\| = \|y\| = 1} \frac{\|x + uy\| + \|x - uy\|}{2} - 1.
\]

The modulus of smoothness is an even and convex function and, therefore, \( \rho(u) \) is non-decreasing on \((0, \infty)\). A Banach space is uniformly smooth if \( \rho(u) = o(u) \) as \( u \to 0 \). We say that the modulus of smoothness \( \rho(u) \) is of power type \( q \in [1; 2] \) if \( \rho(u) \leq c_p u^q \) with some constant \( c_p = c_p(\mathcal{X}) > 0 \) for all \( u \geq 0 \). One easily concludes by using the triangle inequality that any Banach space has a modulus of smoothness of power type 1 and that any Hilbert space has a modulus of smoothness of power type 2 by applying the parallelogram law. Additionally, it is known (see, e.g., [13, p. 63]) that the moduli of smoothness \( \rho_p(u) \) of \( L_p \)-spaces satisfy the asymptotic estimate

\[
\rho_p(u) = \begin{cases} \frac{1}{p} u^p + o(u^p), & 1 < p \leq 2 \\ \frac{p-1}{2} u^2 + o(u^2), & 2 \leq p < \infty \end{cases},
\]

i.e., \( L_p \)-spaces have the modulus of smoothness of power type \( q = \min\{p, 2\} \).

For a more detailed discussion on the smoothness of norms and their relation to the other geometrical aspects of Banach spaces we refer the reader to books [2] and [7].

We now define the operator sequences which are foundational for the NGA. For a given normalized sequence of elements \( \{g_n\}_{n=0}^{\infty} \in \mathcal{X} \) denote

\[
r_n(f) = f - F_{g_n}(f) g_n, \quad \mathcal{R}_n(f) = \begin{cases} f, & n = 0, \\ r_{n-1} \circ r_{n-2} \circ \cdots \circ r_1 \circ r_0(f), & n \geq 1. \end{cases}
\]

Essentially, operators \( r_n \) and \( \mathcal{R}_n \) represent the remainders of certain projections of an element \( f \in \mathcal{X} \) onto \( \text{span}\{g_n\} \) and \( \text{span}\{g_0, \ldots, g_{n-1}\} \) respectively. Indeed, if we view \( F_{g_n}(-) g_n \) as a projector onto \( g_n \) then \( r_n(\cdot) \) is the remainder of this projection, and \( \mathcal{R}_n(\cdot) \) is
the combination of \( n \) remainders of such one-dimensional projections. In fact, if \( \{g_k\}_{k=0}^{n-1} \) is an orthonormal system in a Hilbert space \( \mathcal{H} \), then for any \( f \in \mathcal{H} \) we have \( \mathcal{R}_n(f) = f - \text{proj}(f, \text{span}\{g_0, \ldots, g_{n-1}\}) \). While it is not exactly the case in a general Banach space, with the right sequence \( \{g_n\}_{n=0}^\infty \) the value of \( \|\mathcal{R}_n(f)\| \) can be used in place of the distance from \( f \) to \( \text{span}\{g_0, \ldots, g_{n-1}\} \), as we show later.

This new concept of projecting in Banach spaces is the basis of the NGA; it is computationally advantageous since it only requires the knowledge of the norming functionals of the reduced basis (which can often be stated explicitly or easily calculated as (3.1) in other cases), as opposed to the orthogonal projection, which requires the solution of an optimization problem. Note that in general the operators \( \{r_n\}_{n=0}^\infty \in \mathcal{X}^* \) (and hence \( \mathcal{R}_n\)) are not unique since the corresponding norming functionals might lack uniqueness. In such cases, unless stated otherwise, we consider any suitable operator sequences.

The NGA defined below recurrently constructs sequences \( \{f_n\}_{n=0}^\infty \) and \( \{g_n\}_{n=0}^\infty \), that in turn define operators \( \mathcal{R}_n\) and span nested subspaces \( \{V_n\}_{n=0}^\infty \) which approximate the set \( \mathcal{F} \).

**Definition 3.1 (Natural Greedy Algorithm).** Given the definition of the operators in (3.5) and for \( \mathcal{F} \subset \mathcal{X} \) consider the following iterative procedure:

**Step 0.** set \( V_0 = \{0\} \), find \( f_0 = \arg \max_{f \in \mathcal{F}} \|\mathcal{R}_0(f)\| \) and let \( g_0 = \frac{\mathcal{R}_0(f_0)}{\|\mathcal{R}_0(f_0)\|} \).

**Step 1.** set \( V_1 = \text{span}\{f_0\} \), find \( f_1 = \arg \max_{f \in \mathcal{F}} \|\mathcal{R}_1(f)\| \) and let \( g_1 = \frac{\mathcal{R}_1(f_1)}{\|\mathcal{R}_1(f_1)\|} \).

**Step 2.** set \( V_2 = \text{span}\{f_0, f_1\} \), find \( f_2 = \arg \max_{f \in \mathcal{F}} \|\mathcal{R}_2(f)\| \) and let \( g_2 = \frac{\mathcal{R}_2(f_2)}{\|\mathcal{R}_2(f_2)\|} \).

**Step \( n \).** set \( V_n = \text{span}\{f_0, \ldots, f_{n-1}\} \), find \( f_n = \arg \max_{f \in \mathcal{F}} \|\mathcal{R}_n(f)\| \) and let \( g_n = \frac{\mathcal{R}_n(f_n)}{\|\mathcal{R}_n(f_n)\|} \).

Similarly to the OGA, on the \( n \)-th iteration for each element of \( \mathcal{F} \) we construct an approximation from \( V_n = \text{span}\{f_0, \ldots, f_{n-1}\} = \text{span}\{g_0, \ldots, g_{n-1}\} \) in the form of a linear combination of already chosen elements. The key difference is that in order to obtain the coefficient of this linear combination the NGA does not require solving an \( n \)-dimensional optimization problem; instead it calculates them directly by computing the values of norming functionals of the basis elements \( \{g_k\}_{k=0}^{n-1} \). While such technique of obtaining coefficients is generally not optimal in the sense of minimizing the norm of the remainder, it is inherent to the space as the the coefficients are dictated by the geometry of the norm on the elements of reduced basis.

**Remark 3.2.** Note that the NGA cannot proceed with the construction of reduced basis if at some step \( n \) we have \( \arg \max_{f \in \mathcal{F}} \|\mathcal{R}_n(f)\| = 0 \). As we will see later, this situation occurs if and only if the set \( \mathcal{F} \) is finite dimensional. Moreover, in this case, just as for the OGA, we have \( V_n = \text{span}\{g_0, \ldots, g_{n-1}\} \supset \mathcal{F} \) and \( n = \dim \mathcal{F} \). For convenience, from now on we assume that \( \mathcal{F} \) is compact and infinite dimensional: compactness guarantees the possibility of choosing an element \( f_n \), and infinite dimensions ensures the existence of a corresponding vector \( g_n \). Hence we presume that the NGA recursively constructs sequences \( \{f_n\}_{n=0}^\infty \), \( \{g_n\}_{n=0}^\infty \), \( \{\mathcal{R}_n\}_{n=0}^\infty \) and, \( \{V_n\}_{n=0}^\infty \). Alternatively, if \( \dim \mathcal{F} < \infty \)
then the trivial modification in form of replacing $\infty$ with $\dim F$ in sequence indexing needs to be performed.

### 3.1. Analysis of the operators $R_n$

To understand the primary concept behind the NGA we analyze the behavior of the operators $\{R_n\}_{n=0}^\infty$, and show that our method of obtaining reduced bases, despite seeming unintuitive, is actually quite natural from several perspectives (hence the name of the algorithm). In addition, we will see that in a Hilbert space the NGA coincides with the OGA.

We begin by establishing an important property of the operators $\{R_n\}_{n=0}^\infty$ that will be our main tool in understanding the behavior of the constructed reduced basis $\{g_n\}_{n=0}^\infty$. Specifically, we use induction to show that

\begin{equation}
F_{g_k}(R_m(f)) = 0 \text{ for any } m > k \geq 0 \text{ and any } f \in X.
\end{equation}

Recall that from the definition (3.5) of operators $\{R_n\}_{n=0}^\infty$ for any $m > k$ we have

$$R_m(f) = r_{m-1} \circ \ldots \circ r_0(f) = r_{m-1} \circ \ldots \circ r_k \circ R_k(f).$$

It is clear that the base of induction $m = k + 1$ holds since $r_k(f) = f - F_{g_k}(f) g_k$ and hence

$$F_{g_k}(R_{k+1}(f)) = F_{g_k}(r_k(R_k(f))) = 0.$$

Assume that the hypothesis holds for some $m > k$, i.e. $F_{g_k}(R_m(f)) = 0$ for any $f \in X$. Then, since by construction $g_m = R_m(f_m)/\|R_m(f_m)\|$, we deduce

$$F_{g_k}(R_{m+1}(f)) = F_{g_k}(r_m(R_m(f))) = F_{g_k}(R_m(f) - F_{g_m}(R_m(f)) g_m)
\begin{equation}
= F_{g_k}(R_m(f)) - F_{g_m}(R_m(f)) F_{g_k}\left(\frac{R_m(f_m)}{\|R_m(f_m)\|}\right) = 0,
\end{equation}

which concludes the proof.

Condition (3.6) implies that $R_n^2 = R_n$, i.e., the operator $R_n : X \to X$ is a projector. Moreover, note that for any $m > k \geq 0$ we have $F_{g_k}(g_m) = 0$, and hence $r_k(g_m) = g_m$. Therefore $R_n(V_n) = 0$ since for any coefficients $\{\alpha_k\}_{k=0}^{n-1}$ we have

\begin{equation}
\sum_{k=0}^{n-1} \alpha_k g_k = r_{n-1} \circ \ldots \circ r_0 \sum_{k=0}^{n-1} \alpha_k g_k = r_{n-1} \circ \ldots \circ r_j \sum_{k=j}^{n-1} \alpha_k g_k = 0.
\end{equation}

Thus, we have shown that in order to construct a reduced basis the NGA uses a linear projector $R_n : X \to X$ with $\ker R_n = V_n$. In particular, it guarantees that the NGA will not, on any step, select a vector from the already generated subspace $V_n$, which implies that $\dim V_n = n$, i.e., the chosen elements $\{f_k\}_{k=0}^{n-1}$ are linearly independent. Essentially, operator $R_n$ decomposes any $f \in X$ into the sum $f = R_n(f) + (f - R_n(f))$, where $f - R_n(f) \in V_n$, and $R_n(f)$ represents the remainder of the projection of $f$ onto $V_n$ and determines which element of the set $F$ will be chosen on this iteration of the algorithm.

From this point of view, the OGA uses the same approach as it relies on the orthogonal projector $P_n(f) = f - \text{proj}(f, V_n)$. Although both algorithms make use of projectors ($R_n$ and $P_n$, respectively) which are independent of the translation about the current constructed subspace $V_n$, the main difference is that operator $P_n$ is generally nonlinear (with the exception of the Hilbert space setting), while operator $R_n$ is linear regardless of the choice of a space.
3.2. Relations to orthogonality

We now discuss the OGA and the NGA from the perspective of orthogonality of the reduced bases. To begin, let us recall the concept of orthogonality in Banach spaces. We consider here Birkhoff–James orthogonality, i.e., for any \( x, y \in \mathcal{X} \) we say that \( x \) is orthogonal to \( y \) (denoted \( x \perp y \)) if \( \|x + \lambda y\| \geq \|x\| \) for any \( \lambda \in \mathbb{R} \). This concept is directly related to the orthogonal projection onto subspaces of Banach spaces since \( x - \text{proj}(x, \mathcal{Y}) \perp \mathcal{Y} \) for any \( x \in \mathcal{X} \) and any \( \mathcal{Y} \subset \mathcal{X} \); however, in order to achieve orthogonality even for just two vectors \( x \) and \( y \), one generally has to solve the minimization problem \( \min_{\lambda \in \mathbb{R}} \|x + \lambda y\| \) (which is how approximations are constructed in the OGA).

We propose here an alternative approach to projecting in Banach spaces, which is based on the relation between norming functionals and orthogonality. First, it is easy to see that for any elements \( x, y \in \mathcal{X} \setminus \{0\} \) and a norming functional \( F_x \) the condition \( F_x(y) = 0 \) implies \( x \perp y \). Indeed, for any \( \lambda \in \mathbb{R} \) we have

\[
\|x + \lambda y\| \geq F_x(x + \lambda y) = \|x\|.
\]

The inverse implication can be shown in uniformly smooth Banach spaces with the use of the well-known inequality (see e.g. [25, Lemma 6.1]), which follows directly from the definition of modulus of smoothness (3.4), namely,

\[
\|x - \lambda y\| \leq \|x\| - \lambda F_x(y) + 2 \|x\| \rho \left( \frac{\lambda \|y\|}{\|x\|} \right).
\]

Assume that \( x \perp y \) but \( F_x(y) \neq 0 \). Then for sufficiently small \( \lambda > 0 \) the previous inequality and the uniform smoothness of \( \mathcal{X} \) provide

\[
\|x - \text{sgn}(F_x(y)) \lambda y\| \leq \|x\| - \lambda|F_x(y)| + o(\lambda) < \|x\|
\]

which contradicts the orthogonality.

Together with these relations, property (3.6) implies that the vectors \( \{g_n\}_{n=0}^{\infty} \) constructed by the NGA form a semi-orthogonal basis for \( V_n \) in the sense

\[
g_k \perp g_m \text{ for any } m > k \geq 0.
\]

Similarly, if during the realization of the OGA one considers vectors \( h_0, h_1, h_2, \ldots \) defined by \( h_n = (f_n - \text{proj}(f_n, V_n))/\text{dist}(f_n, V_n) \), then \( \{h_k\}_{k=0}^{\infty} \) will also form a semi-orthogonal basis for \( V_n \), but in the reverse order:

\[
h_k \perp h_m \text{ for any } k > m \geq 0.
\]

Note that in a Hilbert space the orthogonality relation is symmetric, i.e., \( x \perp y \iff y \perp x \), both algorithms produce the same sequence \( \{f_n\}_{n=0}^{\infty} \) and \( \{h_n\}_{n=0}^{\infty} = \{g_n\}_{n=0}^{\infty} \) is the orthogonalization of \( \{f_n\}_{n=0}^{\infty} \).

Thus, when the NGA computes the remainder of the projection onto the subspace \( V_n \), it subsequently computes \( n \) remainders of one-dimensional projections on vectors \( g_0, \ldots, g_{n-1} \) (which are given by \( F_{g_k}(\cdot)g_k \)). This procedure seems appropriate since \( \{g_k\}_{k=0}^{n-1} \) is a semi-orthogonal basis for \( V_n \) and therefore in a Hilbert space we would get \( \mathcal{R}_n(f) = f - \text{proj}(f, V_n) \). In a general Banach space, however, the concept of orthogonality is more complex and thus we only get \( \{g_k\}_{k=0}^{n-1} \perp \mathcal{R}_n(f) \), while the remainder of the orthogonal projection provides \( (f - \text{proj}(f, V_n)) \perp \{g_k\}_{k=0}^{n-1} \). Hence, such projection is not optimal in the sense of minimizing the norm of the remainder since it does not provide the condition \( \mathcal{R}_n(f) \perp V_n \) and, theoretically, can even increase the norm of the projected element as Lemma 3.3 below states; however calculating projection in this way is much simpler computationally as it does not involve solving a minimization problem.
Moreover, our numerical results in Section 5 show that, in practice, this imperfection in norm minimization does not deteriorate the quality of the constructed reduced basis, and the convergence rate of the NGA, despite its computational simplicity, is comparable to the one of the OGA.

We note that the realization of the Orthogonal Greedy Algorithm cannot be simplified along the same lines since for any \( f \in \mathcal{X} \) one has to find \( v_n = \text{proj}(f, V_n) \) so that \( (f - v_n) \perp V_n \), which, if \( \mathcal{X} \) is uniformly smooth, is equivalent to
\[
F_{f-v_n}(V_n) = 0.
\]

To the best of our knowledge, there are no substantial theoretical findings on the relationship between an element \( x \in \mathcal{X} \) and a norming functional \( F_x \in \mathcal{X}^* \) (except in a Hilbert space setting), and therefore constructing the required vector \( v_n \in V_n \) is only achievable by solving an \( n \)-parameter optimization problem.

### 3.3. Convergence of the Natural Greedy Algorithm

We now discuss the convergence properties of the NGA. Similarly to the OGA we impose compactness on \( \mathcal{F} \) to guarantee the feasibility of at least one realization of the NGA and existence of sequences \( \{f_n\}_{n=0}^{\infty}, \{g_n\}_{n=0}^{\infty}, \) and \( \{V_n\}_{n=0}^{\infty} \).

In the same way we say that the algorithm converges if \( \sigma_n = \sup_{f \in F} \text{dist}(f, V_n) \to 0 \) as \( n \to \infty \) for each possible realization of the algorithm. Since it is difficult to measure \( \{\sigma_n\}_{n=0}^{\infty} \), due to the fact that the NGA does not directly calculate the distance to the constructed subspace \( V_n \), we introduce the sequence \( \{\tau_n\}_{n=0}^{\infty} \) that represents the performance of the algorithm:
\[
\tau_n = \tau_n(\mathcal{F}, \mathcal{X}) = \sup_{f \in \mathcal{F}} \|R_n(f)\|.
\]

These values are computed automatically during the realization of the NGA since by construction \( \|R_n(f_n)\| = \sup_{f \in \mathcal{F}} \|R_n(f)\| = \tau_n \), and thus, no additional computations are required. Note that unlike \( \{\sigma_n\}_{n=0}^{\infty} \), the sequence \( \{\tau_n\}_{n=0}^{\infty} \) is necessarily monotone, however, we will see later that for any compact set \( \mathcal{F} \subset \mathcal{X} \) both sequences converge to zero, i.e., the NGA converges. To show the exact connection between \( \sigma_n(\mathcal{F}, \mathcal{X}) \) and \( \tau_n(\mathcal{F}, \mathcal{X}) \), we first need to estimate the norm of \( R_n \), which depends on the geometry of the space \( \mathcal{X} \) that is represented by the modulus of smoothness \( \rho(u) \) defined by (3.4).

**Lemma 3.3.** Let \( \mathcal{X} \) be a Banach space, then for any \( n \geq 0 \) we have
\[
\|R_n\|_{\mathcal{X}^*} \leq R^n,
\]
where
\[
R = R(\mathcal{X}) = 1 + \mu, \text{ with } \mu \in (0, 1] \text{ such that } 1 + \mu = 2\mu \rho(\mu^{-1}).
\]

Additionally, if \( \mathcal{X} \) has the modulus of smoothness of power type \( q \), we get
\[
R(\mathcal{X}) \leq \min\{1 + \mu_q, 2\}, \text{ with } \mu_q > 0 \text{ such that } 1 + \mu_q = 2c_{\rho} \mu_q^{1-q}.
\]

The above bound is quite pessimistic since it estimates the norm of \( R_n \) on the whole space \( \mathcal{X} \) and thus has to accommodate the worst-case scenario. While this estimate is attainable in non-smooth Banach spaces, it is generally not sharp. For instance, in a Hilbert space \( \mathcal{H} \), our lemma provides the estimate \( R(\mathcal{H}) = (\sqrt{5} + 1)/2 \) since the modulus of smoothness of a Hilbert space is \( \rho_{\mathcal{H}}(u) = u^2/2 \), however, the actual norm of the operator \( R_n \) in this case is 1. Additionally, in Section 5 we estimate the norm of operators \( \mathcal{R}_n \) on constructed subspaces for concrete numerical examples, and demonstrate that the attainable norm is drastically smaller than Lemma 3.3 suggests.
Even though Lemma 3.3 shows that in a general Banach space \( X \) the sequence of norms \( \{ \| R_n \|_{\mathcal{X}} \}_{n=0}^{\infty} \) might be unbounded, we only operate on the set \( \mathcal{F} \subset \mathcal{X} \), thus we need an alternative estimate for the norm of \( R_n \) that is more appropriate for the analysis of the NGA. In particular, we will show that on a compact set \( \mathcal{F} \) the values of \( \| R_n(f) \| \) are uniformly bounded for all \( f \in \mathcal{F} \) and \( n \geq 0 \).

Indeed, let \( \{ g_n \}_{n=0}^{\infty} \) be a reduced basis generated by the NGA for the compact set \( \mathcal{F} \), and \( V \) be a subspace such that \( V = \text{span}\{ g_0, g_1, g_2, \ldots \} \subset \mathcal{X} \). Denote by \( C_g = C_g(\mathcal{F}, \mathcal{X}) \) the basis constant of \( \{ g_n \}_{n=0}^{\infty} \) (since it is a Schauder basis for \( V \)). Then, similarly to (3.7), by using semi-orthogonality of the basis we obtain for any \( h = \sum_{k=0}^{\infty} \alpha_k g_k \in V \) and any \( n \geq 1 \)

\[
R_n(h) = R_n \left( \sum_{k=0}^{\infty} \alpha_k g_k \right) = \sum_{k=n}^{\infty} \alpha_k g_k = h - \sum_{k=0}^{n-1} \alpha_k g_k,
\]

i.e. on the subspace \( V \) the operator \( R_n \) acts as the remainder of the \( n \)-th basis projection of \( \{ g_n \}_{n=0}^{\infty} \). Therefore

\[
\| R_n \|_{V^*} \leq C_g + 1,
\]

and by combining this estimate with Lemma 3.3, we arrive at

\[
\| R_n \|_{V^*} \leq B_n^0 = B_n^0(\mathcal{F}, \mathcal{X}) = \min \{ R(\mathcal{X})^n, C_g(\mathcal{F}, \mathcal{X}) + 1 \}.
\]

Even though we estimate the norm of operator \( R_n \) only on the subspace \( V \), we remark that for any \( f \in \mathcal{F} \) and any \( n \geq 0 \) we have

\[
\| R_n(f) \| \leq \| R_n(f_n) \| \leq \| R_n \|_{V^*} + \| f_n \| \leq \| R_n \|_{V^*} \leq C_g + 1.
\]

We now can establish the relation between \( \sigma_n(\mathcal{F}, \mathcal{X}) \) and \( \tau_n(\mathcal{F}, \mathcal{X}) \) (which are defined as \( \sup_{f \in \mathcal{F}} \text{dist}(f, V_n) \) and \( \sup_{f \in \mathcal{F}} \| R_n(f) \| \) respectively). Note that for the OGA the greedy selection step provides \( \sigma_n = \text{dist}(f_n, V_n) \), which is not necessarily the case for the NGA, where instead we have \( \tau_n = \| R_n(f_n) \| \). Evidently for any \( f \in \mathcal{F} \) we have

\[
\text{dist}(f, V_n) \leq \| R_n(f) \| \leq \sup_{f \in \mathcal{F}} \| R_n(f) \| = \| R_n(f_n) \|.
\]

On the other hand, by using the property \( R_n(V_n) = 0 \) and the estimate (3.8), we obtain

\[
\| R_n(f_n) \| = \| R_n(f_n - \text{proj}(f_n, V_n)) \| \leq \| R_n \|_{V^*} \cdot \text{dist}(f_n, V_n) \leq B_n^0 \sup_{f \in \mathcal{F}} \text{dist}(f, V_n).
\]

Therefore for any \( n \geq 0 \) we arrive at the relation

\[
\sigma_n(\mathcal{F}, \mathcal{X}) \leq \tau_n(\mathcal{F}, \mathcal{X}) \leq B_n^0 \sigma_n(\mathcal{F}, \mathcal{X}).
\]

Similarly, we can establish the uniform equivalence (i.e., for all \( n \geq 0 \)) of \( \| R_n(\cdot) \| \) and \( \text{dist}(\cdot, V_n) \) on the subspace \( V \subset \mathcal{X} \), since for each \( n \geq 0 \) we have for any \( f \in V \)

\[
\text{dist}(f, V_n) \leq \| R_n(f) \| \leq \| R_n \|_{V^*} \cdot \| f - \text{proj}(f, V_n) \| \leq (C_g + 1) \text{dist}(f, V_n).
\]

We now have the necessary ingredients to discuss the convergence results of the NGA. First, note that the uniform equivalence of \( \text{dist}(\cdot, V_n) \) and \( \| R_n(\cdot) \| \) on \( V \) guarantees the convergence of the NGA for any compact set \( \mathcal{F} \subset \mathcal{X} \). Indeed, if for some \( \epsilon > 0 \) and all \( n \geq 0 \) we have \( \sigma_n(\mathcal{F}, \mathcal{X}) > \epsilon \), then relations (3.9) and (3.10) provide

\[
\epsilon < \sigma_n \leq \tau_n = \| R_n(f_n) \| \leq (C_g + 1) \text{dist}(f_n, V_n),
\]

i.e., for any \( m > n \geq 0 \) we have \( \| f_n - f_m \| \geq \epsilon/(C_g + 1) \), which contradicts the compactness of \( \mathcal{F} \).

Furthermore, it might seem that the relation (3.10) implies that \( \| R_n(\cdot) \| \) is a surrogate for \( \text{dist}(\cdot, V_n) \) (see (2.3)), i.e., that the NGA is a weak version of the Orthogonal Greedy
Algorithm. In Lemma 3.4 below we refute this hypothesis by providing an example of a Banach space $X$ and a compact set $F$ such that $\|R_n(\cdot)\|$ is not uniformly equivalent to $\text{dist}(\cdot, V_n)$ on $F$, thus proving that the Natural Greedy Algorithm is a distinct algorithm.

**Lemma 3.4.** There exists a Banach space $X$ and a compact set $F \subset X$ such that

$$\lim_{n \to \infty} \sup_{f \in F} \frac{\|R_n(f)\|}{\text{dist}(f, V_n)} = \infty.$$ 

Next, we estimate the rate of convergence of the NGA. Similarly to the convergence results for the OGA, we provide the direct and delayed comparison between $\sigma_n(F, X)$ and $d_n(F, X)$ for the NGA.

**Theorem 3.5.** For a compact set $F \subset X$ the Natural Greedy Algorithm provides

$$\sigma_n(F, X) \leq B_{n+1}^g(F, X) \gamma_{2n+1}(X) 2^{n+1} d_n(F, X).$$

**Corollary 3.6.** For a compact set $F \subset L_p$ with any $1 \leq p \leq \infty$ the Natural Greedy Algorithm provides

$$\sigma_n(F, L_p) \leq 2\sqrt{3} B_{n+1}^g(F, X) n^{1\frac{1}{2} - \frac{1}{p}} 2^n d_n(F, L_p).$$

**Theorem 3.7.** For a compact set $F \subset X$ the Natural Greedy Algorithm provides

$$\sigma_n(F, X) \leq \sqrt{2} B_{n/2}^g(F, X) \min_{0 < m < n} \gamma_{n+m}(X) d_m^{1-m/n}(F, X).$$

**Corollary 3.8.** For a compact set $F \subset L_p$ with any $1 \leq p \leq \infty$ the Natural Greedy Algorithm provides

$$\sigma_n(F, L_p) \leq 2\sqrt{3} B_{n/2}^g(F, X) \min_{0 < m < n} (n + m)^{\frac{1}{2} - \frac{1}{p}} d_m^{1-m/n}(F, L_p).$$

In particular,

$$\sigma_{2n}(F, L_p) \leq 2\sqrt{3} B_n^g(F, X) n^{\frac{1}{2} - \frac{1}{p}} \sqrt{d_n(F, L_p)}.$$

Finally, we provide the estimates for convergence rates in special cases when the rate of decay of Kolmogorov $n$-widths is known.

**Theorem 3.9.** For a compact set $F \subset X$ the Natural Greedy Algorithm results in the following consequences:

1. If $d_n(F, X) \leq A \exp(-an^\alpha)$ for some constants $0 < \alpha, A < \infty$ then

   $$\sigma_n(F, X) \leq B\gamma_{3n/2}(X) \exp(-bn^{\alpha}),$$

   with $B = B(A, F, X) = \sqrt{2A} B_{n/2}^g(F, X)$ and $b = b(\alpha, a) = 2^{-(\alpha+1)}a$. Moreover, factor $\gamma_{3n/2}(X)$ can be removed by decreasing the constant $b$.

2. If $d_n(F, X) \leq An^{-\alpha}$ and $\gamma_n(X) \leq Cn^\mu$ for some constants $0 < \alpha, A, C < \infty$ and $0 \leq \mu \leq \min\{\alpha, 1/2\}$ then

   $$\sigma_n(F, X) \leq B(\ln n)^{\min\{\alpha, 1/2\}} n^{-\alpha + \mu},$$

   with $B = B(\alpha, \mu, A, C)$.

Proofs of all stated results can be found in Appendix A.
3.4. Comments on the Weak Natural Greedy Algorithm

We conclude this section by pointing out that the NGA admits the same simplification steps as the OGA as discussed in Section 2. Namely, one can consider a weak version of the greedy selection step by taking any such \( f_w^n \in F \) that
\[
\|R_n(f_w^n)\| \geq \gamma \sup_{f \in F} \|R_n(f)\|
\]
with some weakness parameter \( \gamma \in (0, 1) \), or find surrogates \( s_n : X \to \mathbb{R} \) such that
\[
c_s s_n(f) \leq \|R_n(f)\| \leq C_s s_n(f) \quad \text{for any} \quad f \in X \quad \text{and} \quad n \geq 0,
\]
with some constants \( 0 < c_s \leq C_s < \infty \) and select \( f_s^n = \arg\max_{f \in F} s_n(f) \). Any such modification would qualify as the Weak NGA and all the results stated in this section would hold with the additional factor of \( \gamma^{-1} \) or \( C_s/c_s \) respectively.

4. Other reduced bases methods

In this section we briefly discuss two well-known methods for constructing reduced bases, namely, the Proper Orthogonal Decomposition and the Empirical Interpolation Method.

4.1. The Proper Orthogonal Decomposition

The Proper Orthogonal Decomposition (POD, also known as the Principal Component Analysis and the Karhunen–Loève expansion) is applicable to a finite set of discrete data. Let \( f_1, \ldots, f_M \) be vectors in \( \mathbb{R}^N \) and let \( F \in \mathbb{R}^{N \times M} \) be the matrix, whose columns are formed by the vectors \( f_m, 1 \leq m \leq M \leq N \). In order to obtain an \( n \)-dimensional approximating subspace for \( F \), the POD performs the compact singular value decomposition of the matrix \( F \), i.e.,
\[
F = U \Sigma V, \quad \text{with} \quad U \in \mathbb{R}^{N \times M}, \quad \Sigma \in \mathbb{R}^{M \times M}, \quad \text{and} \quad V \in \mathbb{R}^{M \times M},
\]
and defines the reduced basis \( h_0, \ldots, h_{n-1} \) to be the first \( n \leq M \) columns of matrix \( U \), or, equivalently,
\[
h_{k-1} = \sigma_k^{-1} \sum_{j=1}^{N} v_{kj} f_j, \quad 1 \leq k \leq n.
\]
The constructed subspace \( \text{span}\{h_0, \ldots, h_{n-1}\} \) is optimal for approximating the space \( \text{span}\{f_1, \ldots, f_M\} \) in \( L_2 \)-norm in the sense that the reduced basis \( \{h_k\} \) consists of singular vectors corresponding to the \( n \) largest singular values of \( F \) and, thus, contains the most information of the matrix \( F \). For a more detailed discussion on the Proper Orthogonal Decomposition see, e.g., [6, 27].

4.2. The Empirical Interpolation Method

The Empirical Interpolation Method (EIM) is designed for approximating a compact set of functions \( F \subset L_\infty(\Omega) \) and can be viewed as a particular greedy algorithm since it utilizes the iterative greedy selection approach to construct the reduced basis. For a given set of functions \( h_0, \ldots, h_{n-1} \in L_\infty(\Omega) \) and points \( z_0, \ldots, z_{n-1} \in \Omega \) define the operator \( I_n : L_\infty(\Omega) \to L_\infty(\Omega) \) given as
\[
I_n(f) = \begin{cases} 
0, & n = 0, \\
\sum_{k=0}^{n-1} \beta_k h_k, & n > 0,
\end{cases}
\]
where \( \{ \beta_k \}_{k=0}^{n-1} \) is the solution of the linear system

\[
\sum_{k=0}^{n-1} \beta_k h_k(z_m) = f(z_m) \quad \text{for any} \quad 0 \leq m \leq n-1.
\]

Then the EIM recursively constructs the sequence of interpolation points \( \{ z_n \}_{n=0}^{\infty} \in \Omega \) and the reduced basis sequence \( \{ h_n \}_{n=0}^{\infty} \in L_\infty(\Omega) \) via the process defined below.

**Definition 4.1 (Empirical Interpolation Method).** For \( \mathcal{F} \subset L_\infty(\Omega) \) consider the following iterative procedure:

**Step 0.** find \( f_0 = \arg \max_{f \in \mathcal{F}} \| f - I_0(f) \|_{L_\infty(\Omega)} \)

and \( z_0 = \arg \max_{z \in \Omega} \| (f_0 - I_0(f_0))(z) \| \),

and let \( h_0 = \frac{f_0 - I_0(f_0)}{(f_0 - I_0(f_0))(z_0)} \).

**Step 1.** find \( f_1 = \arg \max_{f \in \mathcal{F}} \| f - I_1(f) \|_{L_\infty(\Omega)} \)

and \( z_1 = \arg \max_{z \in \Omega} \| (f_1 - I_1(f_1))(z) \| \),

and let \( h_1 = \frac{f_1 - I_1(f_1)}{(f_1 - I_1(f_1))(z_1)} \);

... 

**Step n.** find \( f_n = \arg \max_{f \in \mathcal{F}} \| f - I_n(f) \|_{L_\infty(\Omega)} \)

and \( z_n = \arg \max_{z \in \Omega} \| (f_n - I_n(f_n))(z) \| \),

and let \( h_n = \frac{f_n - I_n(f_n)}{(f_n - I_n(f_n))(z_n)} \).

Thus the constructed subspace \( \text{span}\{h_0, \ldots, h_{n-1}\} \) aims to approximate the given set \( \mathcal{F} \) in \( L_\infty \)-norm. For more information on the EIM we refer the reader to the papers [1, 16, 11].

**4.3. The Natural Greedy Algorithm as a generalization of the Empirical Interpolation Method**

We prove here that the EIM is a particular realization of the NGA in \( L_\infty \)-space, in the sense that both algorithms produce the same approximating subspaces and the same (up to the sign) basis sequence. More specifically, let \( \{ f_n \}_{n=0}^{\infty} \) be the sequence of elements selected by EIM from the set \( \mathcal{F} \subset L_\infty(\Omega) \), and let \( \{ h_n \}_{n=0}^{\infty} \) be the corresponding basis sequence. We will use induction to show that there is a viable realization of NGA which picks exactly the same elements \( f_0, f_1, f_2, \ldots \in \mathcal{F} \) and that \( R_n(f) = f - I_n(f) \) for any \( f \in \mathcal{F} \) and any \( n \geq 0 \).

Indeed, at the first iteration EIM selects an element \( f_0 \in \mathcal{F} \) and a point \( z_0 \in \Omega \) given by

\[
f_0 = \arg \max_{f \in \mathcal{F}} \| f \|_{L_\infty(\Omega)} \ , \ z_0 = \arg \max_{z \in \Omega} \| f_0(z) \| \ , \ \text{and} \ h_0 = \frac{f_0}{|f_0(z_0)|}.
\]

The same element \( f_0 \) can be selected by NGA as well, and by using the norming functional (3.3), given in this case as

\[
F_{g_0}^{L_\infty}(f) = \text{sgn}(g_0(z_0)) \ f(z_0),
\]

with \( g_0 = f_0/\| f_0 \|_{L_\infty(\Omega)} = \pm h_0 \), we conclude that for any \( f \in \mathcal{F} \)

\[
R_1(f) = f - F_{g_0}^{L_\infty}(f) \ g_0 = f - \frac{\text{sgn}(f_0(z_0)) \ f(z_0)}{\| f_0 \|_{L_\infty(\Omega)}} \ f_0 = f - I_1(f),
\]

where

\[
\sum_{k=0}^{n-1} \beta_k h_k(z_m) = f(z_m) \quad \text{for any} \quad 0 \leq m \leq n-1.
\]
which proves the base of induction. Assume that the assumption holds for \( m > 0 \), i.e., NGA selected elements \( f_0, \ldots, f_{m-1} \) and \( \mathcal{R}_n(f) = f - \mathcal{I}_n(f) \) (and thus \( g_n = \pm h_n \)) for any \( 0 \leq n \leq m \). Then the element \( f_m \) given by
\[
    f_m = \arg \max_{f \in \mathcal{F}} \| f - \mathcal{I}_m(f) \|_{L_\infty(\Omega)} = \arg \max_{f \in \mathcal{F}} \| \mathcal{R}_m(f) \|_{L_\infty(\Omega)},
\]
can be selected by NGA, and hence \( g_m = \mathcal{R}_m(f_m)/\| \mathcal{R}_m(f_m) \|_{L_\infty(\Omega)} \). Let \( z_m \in \Omega \) be the \((m+1)\)-st interpolation point selected by EIM, then from the induction assumption we obtain
\[
    z_m = \arg \max_{z \in \Omega} |(f_m - \mathcal{I}_m(f_m))(z)| = \arg \max_{z \in \Omega} |\mathcal{R}_m(f_m)(z)| = \arg \max_{z \in \Omega} |g_m(z)|,
\]
and thus the norming functional \( F^L_{g_m} \) is given by
\[
    F^L_{g_m}(f) = \text{sgn}(g_m(z_m)) f(z_m).
\]
Therefore, from the semi-orthogonal relation (3.6) between the reduced basis \( g_0, \ldots, g_m \) constructed by NGA and the corresponding operator \( \mathcal{R}_{m+1} \), we deduce that for any \( f \in \mathcal{F} \)
\[
    F^L_{g_m}(\mathcal{R}_{m+1}(f)) = \text{sgn}(g_m(z_m)) (\mathcal{R}_{m+1}(f))(z_m) = 0 \text{ for any } 0 \leq n \leq m,
\]
and \( \mathcal{R}_{m+1}(f)(z_n) = 0 \) for any \( 0 \leq n \leq m \). Due to the fact that \( \mathcal{R}_{m+1}(f) = f - \sum_{n=0}^{m} \alpha_n g_n \) for some coefficients \( \{\alpha_n\}_{n=0}^{m} \), we deduce
\[
    \sum_{n=0}^{k} \alpha_n g_n(z_k) = f(z_k) \text{ for any } 0 \leq k \leq m.
\]
Since the vectors \( f_0, \ldots, f_m \) are linearly independent and the systems (4.1) and (4.2) have the same the right-hand sides, we conclude that \( \sum_{n=0}^{m} \alpha_n g_n = \sum_{n=0}^{m} \beta_n h_n \), i.e., both EIM and NGA construct the same approximation for an element \( f \in \mathcal{F} \), and thus
\[
    \mathcal{R}_{m+1}(f) = f - \mathcal{I}_{m+1}(f),
\]
which proves the induction hypothesis.

Therefore, we have shown that in \( L_\infty(\Omega) \), the EIM and the NGA construct the same reduced basis (up to a sign, i.e., \( h_n = \pm g_n \)) and the same approximating subspaces, with the possible exception when the maximum of the norm \( \| f - \mathcal{I}_n(f) \|_{L_\infty(\Omega)} \) is attained on multiple elements \( f \in \mathcal{F} \) or the maximal value of \( |h_n(z)| \) is attained at multiple points \( z \in \Omega \). We note that such situations are highly unlikely to occur naturally and in our numerical examples EIM and NGA generate identical approximating subspaces in \( L_\infty \)-spaces, which is why we do not compare algorithms in this setting.

We also note that even though the EIM has been studied extensively in various applications (see, e.g., [16, 11, 15]), it is only studied as an interpolation procedure in the sense that the only known results on the convergence properties of EIM are the ones that describe the interpolation properties of the basis \( \{h_k\}_{k=0}^{n-1} \) with respect to the points \( \{z_k\}_{k=0}^{n-1} \), and there are no results on the approximation properties of the corresponding subspaces \( V_n = \text{span}\{h_0, \ldots, h_{n-1}\} \), which can be measured as
\[
    \sigma_n = \sigma_n(\mathcal{F}, L_\infty(\Omega)) = \sup_{f \in \mathcal{F}} \| f - \text{proj}(f, V_n) \|_{L_\infty(\Omega)}.
\]

However, since the EIM is a realization of the NGA, we deduce that the results from Section 3 hold for the EIM as well. In particular, for any compact set \( \mathcal{F} \subset L_\infty(\Omega) \) we have \( \sigma_n(\mathcal{F}, L_\infty(\Omega)) \to 0 \) as \( n \to \infty \), and various comparisons between \( \sigma_n(\mathcal{F}, L_\infty(\Omega)) \) and the Kolmogorov \( n \)-widths \( d_n(\mathcal{F}, L_\infty(\Omega)) \) can also be stated.
5. Numerical experiments

In this section we use several numerical examples to test and compare our proposed NGA with OGA, EIM, and POD for constructing reduced bases as described in Sections 2–4. The experiments are performed in Octave 4.4.1 and the source code will be made available at the time of publication.

The approximation accuracy of an algorithm is measured in the following way: for a given Banach space \((X, \|\cdot\|)\) and a compact set \(F \subset X\) we construct a reduced basis \(g_0, \ldots, g_{M-1}\) and then find for each element \(f \in F\) the norm of the remainder of the best approximation from \(V_M = \text{span}\{g_0, \ldots, g_{M-1}\}\), given by the distance from \(f\) to \(V_M\)

\[
\text{dist}(f, V_M) = \inf_{\alpha_0, \ldots, \alpha_{M-1} \in \mathbb{R}} \left\| f - \sum_{n=0}^{M-1} \alpha_n g_n \right\|
\]

For completeness of the presented results we calculate and provide two approximation errors on the set \(F\): the average and maximal, i.e.,

\[
\text{error}_{\text{avg}}(F, V_M) = \frac{1}{|F|} \sum_{f \in F} \text{dist}(f, V_M) \quad \text{and} \quad \text{error}_{\text{max}}(F, V_M) = \max_{f \in F} \text{dist}(f, V_M)
\]

respectively. In cases when the set \(F\) is infinite, we sample it to obtain a finite training set denoted \(F_{tr} \subset F\) that is assumed to be well-representative of \(F\). The approximation error in such cases is calculated on the training set \(F_{tr}\), namely the average and maximal errors given by

\[
\text{error}_{\text{avg}}(F_{tr}, V_M) = \frac{1}{|F_{tr}|} \sum_{f \in F_{tr}} \text{dist}(f, V_M) \quad \text{and} \quad \text{error}_{\text{max}}(F_{tr}, V_M) = \max_{f \in F_{tr}} \text{dist}(f, V_M)
\]

respectively.

5.1. Computational complexity of reduced bases algorithms

While the approximation accuracy is very likely to be the most important characteristic of a reduced basis, in some applications the choice of an algorithm is determined from the perspective of its computational complexity. In this subsection we discuss such computational aspects of the various reduced basis algorithms.

We note that, unlike the greedy algorithms, both EIM and POD do not possess ‘weak’ versions that simplify their realization (at least in their default formulations), hence we consider here the full greedy algorithms, i.e., the greedy step is performed for each element of the set \(F\). In such case the NGA gains an additional advantage due to the fact that operators \(\mathcal{R}_n\) defined by (3.5) can be represented in the hierarchical form, i.e.,

\[
\mathcal{R}_n = r_{n-1} \circ \mathcal{R}_{n-1},
\]

thus allowing one to obtain the value of \(\mathcal{R}_n(f)\) by applying the operator \(r_{n-1}\) to the vector \(\mathcal{R}_{n-1}(f)\) found on the previous iteration, which further reduces the computational cost of the algorithm. Namely, on the \(n\)-th iteration of the NGA one has to compute a one-dimensional projection onto the previously constructed element \(g_{n-1}\), as opposed to the OGA, where each iteration requires calculating a full \(n\)-dimensional projection onto \(V_n\).

We compare the computational costs of the aforementioned algorithms in the following setting: let \(F\) be a compact subset of a Banach space \(\mathcal{X}\), and \(F_{tr} \subset F\) be a training set. We
consider a discretization $\mathcal{X}_h$ of the space $\mathcal{X}$ as required for the realization of POD. Denote $N_{tr} = |\mathcal{F}_{tr}|$, $N_h = \dim \mathcal{X}_h$, and let $\varepsilon > 0$ be the accuracy with which every minimization problem in the realization of the OGA is solved. Then, taking into account the hierarchical nature of operators $R_n$, we estimate the order of the number of floating-point operations required by a realization of each algorithm, shown in the Table below:

| Algorithm | Cost of $m$-th iteration | Cost of $M$ first iterations |
|-----------|---------------------------|-----------------------------|
| OGA       | $(\log \varepsilon)^{m-1} N_{tr} N_h$ | $(\log \varepsilon)^{M-1} N_{tr} N_h$ |
| NGA       | $N_{tr} N_h$ | $M N_{tr} N_h$ |
| EIM       | $N_{tr} N_h$ | $M N_{tr} N_h$ |
| POD       | $-$ | $N_{tr}^2 N_h$ |

It might seem that the simplicity of each realization of the NGA comes at the cost of the reduced quality of the constructed approximating subspaces $V_n$; however, based on our observations, this does not appear to be the case and the approximation accuracy of NGA is comparable to other algorithms. Note also that while POD and EIM appear to be computationally straightforward, they come with their own sets of drawbacks. Namely, POD is not iterative and requires performing the singular value decomposition, which, depending on the matrix dimensions, can be very demanding in terms of memory allocation and might even be unfeasible. The EIM is iterative and memory-efficient, however, on each iteration it requires finding the maximum of the function $|f - I_n(f)|$ that is generally not convex and becomes more convoluted with each iteration. Additionally, EIM depends on the smoothness of the training set and thus we expect it to be sensitive to the noisy data. Finally, reduced bases constructed by POD and EIM aim to approximate in $L_2$-norm and $L_\infty$-norm respectively and offer no flexibility in that regard.

We also note that the stated computational cost estimates are quite theoretical and do not necessarily represent the real behavior of the algorithms in all settings. In order to estimate the practical complexity we measure the time that each algorithm has spent on the central processing unit (e.g. cputime), which is directly proportional to the number of operations that must be performed in order to construct the reduced basis. Then to compare the effectiveness of the algorithms on concrete numerical examples we introduce the ‘quality’ of a reduced basis — a characteristic that combines the approximation accuracy and the computational cost of constructing the basis. Namely, we measure the approximation error provided by the reduced basis on the training set and calculate the ‘quality’ of the reduced basis as the inverse of the product of the approximation error and the construction time, i.e.,

$$\text{quality}(\mathcal{F}_{tr}, V_M) = \frac{1}{\text{error}(\mathcal{F}_{tr}, V_M) \times \text{cputime}(V_M)}.$$ 

Note that since we provide two values for the approximation error, two values for the ‘quality’ are obtained for each algorithm, namely, the average and minimal, given by

$$\text{quality}_{\text{avg}}(\mathcal{F}_{tr}, V_M) = \frac{1}{\text{error}_{\text{avg}}(\mathcal{F}_{tr}, V_M) \times \text{cputime}(V_M)},$$

$$\text{quality}_{\text{min}}(\mathcal{F}_{tr}, V_M) = \frac{1}{\text{error}_{\text{min}}(\mathcal{F}_{tr}, V_M) \times \text{cputime}(V_M)},$$

respectively.
5.2. Orthogonal Greedy Algorithm vs. Natural Greedy Algorithm

In this subsection we concentrate on comparing the approximation properties of the OGA and the NGA but disregard for the discussion on computational cost until the next subsection. The purpose of the presented numerical examples is to demonstrate that the reduced bases generated by these algorithms are comparably efficient in approximating the training set despite the differences in constructing the bases.

In order to obtain an unbiased comparison that is independent of the choice of training set, we approximate randomly generated synthetic data. For each parameter we execute 10 simulations and present the ratio of OGA/NGA approximation error distribution over those simulations.

Specifically, we consider a discrete Banach space $\ell^p_{N_h}$ of dimensionality $N_h = 1000$ with the canonical basis $\{e_k\}_{k=1}^{N_h}$, and a set $\{h_m\}_{m=1}^d$ of cardinality $d = 100$, randomly generated as

$$h_m = \sum_{k=1}^{N_h} a_{mk}^m e_k, \text{ where } a_{mk}^m \sim \mathcal{N}(0,1) \text{ for all } 1 \leq k \leq N_h, 1 \leq m \leq d,$$

where $\mathcal{N}(0,1)$ denotes the standard normal distribution. We then obtain the training set $\mathcal{F}_{tr} = \{f_n\}_{n=1}^{N_{tr}}$ by taking $N_{tr} = 1000$ linear combinations of vectors $h_1, \ldots, h_d$ with weights uniformly distributed on the interval $(-1, 1)$, i.e.,

$$f_n = \sum_{m=1}^d c_{nm}^n h_m, \text{ where } c_{nm}^n \sim \mathcal{U}(-1,1), \text{ for all } 1 \leq m \leq d, 1 \leq n \leq N_{tr}.$$

Thus we generate a training set $\mathcal{F}_{tr} \in \ell^p_{N_h}$ (which consists of $N_{tr}$ vectors from the subspace $\text{span}\{h_1, \ldots, h_d\} \subset \ell^p_{N_h}$) and use it to construct reduced bases by applying the OGA and the NGA, and calculate the approximation errors (both average and maximal) on the training set after each iteration of the respective algorithms. The approximation errors provided by the reduced basis constructed by the OGA is then divided by the errors provided by the reduced basis constructed by the NGA, and the graph of the ratios versus the cardinality of reduced bases for different values of $p$ is presented in Figure 1.

This experiment demonstrates how the geometry of the space affects the behavior of NGA. In particular, we note that in the case $p = 3$ the approximating properties of NGA and OGA are virtually indistinguishable, due to the fact that the space $\ell_3$ is sufficiently close to the Hilbert space $\ell_2$, where the algorithms coincide. In settings $p = 1,5$, where the algorithms are more distinct, the distribution of the approximation errors still appears to be consistent in the sense that both algorithms perform similarly with NGA sometimes outperforming OGA. In settings $p = 7, 10$ we observe that in terms of accuracy NGA is consistently outperformed by OGA but by a very slim margin. Finally, in the case $p = \infty$ the ratio of the maximal approximation errors seems to be quite irregular, likely due to the non-smoothness of the space $\ell_\infty$ (even though it is not the issue in the case $p = 1$).

We also note that while the distribution of the ratio of the maximal errors appears to be influenced by the geometry of the space, the ratio of the average errors is consistent regardless of the setting. We believe that this phenomenon is caused by the nature of operators $\mathcal{R}_n$: while they seem to be a reasonable substitute for computing projections for a large set of elements, the norm of the remainder of an individual element is not necessarily decreased, thus resulting in an irregular behavior of the maximal approximation error.
5.3. Reduced bases in various $p$-norms

In the following examples we consider the problem of approximating a parametric family of functions. More specifically, we are given a parametric family of functions $\mathcal{F}(x, \mu) \subset L_p(\Omega \times D)$ that depends on the parameter $\mu \in D \subset \mathbb{R}^d$, $d \in \mathbb{N}$. We then discretize the spatial domain $\Omega$ at $N_h$ uniform points and uniformly sample the parametric domain $D$ at $N_{tr}$ points $\{\mu_1, \ldots, \mu_{N_{tr}}\}$ to form the discrete training set $\mathcal{F}_{tr}(x) = \{\mathcal{F}(x, \mu_n)\}_{n=1}^{N_{tr}}$ in $\ell_p(N_h)$ — a discretized version of the space $L_p(\Omega)$ — and use it to construct the reduced bases. The approximation error and the ‘quality’ of each of the resulting reduced bases is calculated and presented.

In this subsection we observe the performance of the reduced bases constructed by OGA, NGA, EIM, and POD with respect to the $p$-norm for different values of $p$. Due to the fact that OGA and NGA coincide when $p = 2$, and NGA and EIM coincide when $p = \infty$, we consider the values $p = 1, 3, 10$. 
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\caption{\(p = 7\)}
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\caption{\(p = 10\)}
\end{subfigure}
\begin{subfigure}{0.4\textwidth}
\centering
\includegraphics[width=\textwidth]{figure}
\caption{\(p = \infty\)}
\end{subfigure}
\caption{OGA/NGA approximation error ratio on a randomly generated data in $\ell_p$-norm with different values of $p$, distributed over 10 simulations with $N_h = 1000$, $d = 100$, $N_{tr} = 1000$.}
\end{figure}
Consider the parametric family \( F(x, \mu_1, \mu_2) \subset C(\Omega \times \mathcal{D}) \) given by
\[
F(x, \mu_1, \mu_2) = e^{x + 2\mu_1 + 3\mu_2} \left( \arcsin \left( \sin \left( 2\pi e^{\mu_1} x \right) \right) e^{-\pi |x - \frac{\mu_1}{2}|} \right. \\
\left. + \arcsin \left( \sin \left( e^{\pi - \mu_2} x \right) \right) e^{-\pi |x + \frac{\mu_2}{2}|} \right),
\]
where \( x \in \Omega = [-2, 2] \) and \((\mu_1, \mu_2) \in \mathcal{D} = [0, 2] \times [0, 2] \). Some elements of the family \( F \) are presented in Figure 2. We generate the discrete training set \( F_{tr} \) by sampling the spatial domain \( \Omega \) at \( N_h = 100,000 \) uniform points, and the parametric domain \( \mathcal{D} \) on the uniform grid of the size \( N_{tr} = 32 \times 32 \). Approximation errors and the quality of reduced bases for each of the cases \( p = 1, 3, 10 \) are reported in Figures 3, 4, and 5 respectively.

We note that in the case \( p = 1 \), presented in Figure 3, all algorithms perform similarly in terms of approximation accuracy, however the computational complexity of NGA is the

\begin{table}[h]
\begin{tabular}{cccccc}
\hline
{\text{m}} & \text{OGA} & \text{NGA} & \text{EIM} & \text{POD} \\
\hline
3 & 2.482e-02 & 2.482e-02 & 2.518e-02 & 2.602e-02 \\
6 & 1.666e-02 & 1.666e-02 & 1.693e-02 & 1.722e-02 \\
9 & 1.166e-02 & 1.166e-02 & 1.193e-02 & 1.144e-02 \\
12 & 8.596e-03 & 8.596e-03 & 8.536e-03 & 8.238e-03 \\
15 & 6.560e-03 & 6.560e-03 & 6.393e-03 & 5.176e-03 \\
18 & 3.360e-03 & 3.360e-03 & 3.117e-03 & 2.892e-03 \\
21 & 1.811e-03 & 1.811e-03 & 1.756e-03 & 1.693e-03 \\
24 & 1.126e-03 & 9.912e-04 & 1.226e-03 & 8.468e-04 \\
27 & 6.041e-04 & 6.155e-04 & 6.409e-04 & 5.176e-04 \\
30 & 3.754e-04 & 3.673e-04 & 5.095e-04 & 3.505e-04 \\
\hline
\end{tabular}
\end{table}
Figure 4. Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}_r$ (sampled from the parametric family (5.1)) in $L_3[-2, 2]$.

Figure 5. Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}_r$ (sampled from the parametric family (5.1)) in $L_{10}[-2, 2]$.
smallest (even smaller than that of EIM) due to the simplicity of norming functionals in case $p = 1$ given by the formula (3.2).

In case $p = 3$, presented in Figure 4, the approximation accuracy of the reduced bases is still similar, however in terms of ‘quality’ NGA is slightly outperformed by EIM.

Note that both OGA and NGA construct the same reduced basis for this problem setting due to the fact that the geometry of the space $L_3[-2, 2]$ is sufficiently close to that of the Hilbert space $L_2[-2, 2]$. In case $p = 10$, presented in Figure 5, NGA loses in ‘quality’ to both EIM and POD, likely due to the more complex computation of norming functionals.

5.4. Reduced bases for perturbed data

In this subsection we demonstrate how the reduced basis algorithms are affected by the ‘noisy’ data. Namely, in each of the following examples we construct reduced bases for a parametric family and for a perturbed version of the same family, and observe how the various perturbations affect the performance of algorithms. Such formulation is natural in practical applications since the available data is typically measured not precisely but with some inaccuracies. In particular, we will see that greedy algorithms (OGA and NGA) appear to be more robust to perturbations in terms of approximation accuracy.

As shown in the previous subsection, the approximation properties of the reduced bases are not changed significantly for the various values of $p$; thus in this section we restrict ourselves to the case $p = 1$ for the simplicity of calculating the approximation error.

One-dimensional parametric family. The following parametric function was used in [19] to compare the interpolation properties of the reduced bases generated by EIM and POD. We compare those reduced bases with the ones constructed by the OGA and the NGA and present the approximating properties and ‘qualities’ of all four algorithms. Namely, we consider the parametric family $\mathcal{F}^1(x, \mu) \subset L_1(\Omega_1 \times D_1)$ given by

\begin{equation}
\mathcal{F}^1(x, \mu) = (1 - x) \cos(3 \pi \mu (x + 1)) \exp(-\mu (1 + x)), \tag{5.2}
\end{equation}

where $x \in \Omega_1 = [-1, 1]$ and $\mu \in D_1 = [1, \pi]$.

To obtain a perturbed parametric family $\tilde{\mathcal{F}}^1$ we add an indicator function of the set $\left(\frac{\mu - 1}{1000}, \frac{\mu}{1000}\right)$ to $\mathcal{F}^1$ to serve as a perturbation:

\begin{equation}
\tilde{\mathcal{F}}^1(x, \mu) = (1 - x) \cos(3 \pi \mu (x + 1)) \exp(-\mu (1 + x)) + \left\{ \frac{\mu - 1}{1000} < x < \frac{\mu}{1000} \right\}, \tag{5.3}
\end{equation}

where $x \in \Omega_1 = [-1, 1]$ and $\mu \in D_1 = [1, \pi]$. 

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig6.pdf}
\caption{Elements of the families $\mathcal{F}^1(x, \mu)$ (left) and $\tilde{\mathcal{F}}^1(x, \mu)$ (right), defined by (5.2) and (5.3) respectively.}
\end{figure}
| m  | OGA   | NGA   | EIM   | POD   |
|----|-------|-------|-------|-------|
| 3  | 3.99e+01 | 3.99e+01 | 2.84e+01 | 2.84e+01 |
| 6  | 1.22e+01 | 1.22e+01 | 8.68e+01 | 8.68e+01 |
| 9  | 3.92e+02 | 3.92e+02 | 1.33e+02 | 1.33e+02 |
| 12 | 7.19e+04 | 7.19e+04 | 4.38e+03 | 4.38e+03 |
| 15 | 7.07e+04 | 7.07e+04 | 4.04e+03 | 4.04e+03 |
| 18 | 2.16e+05 | 2.16e+05 | 1.63e+05 | 1.63e+05 |
| 21 | 4.15e+05 | 4.15e+05 | 3.13e+05 | 3.13e+05 |
| 24 | 8.19e+05 | 8.19e+05 | 2.98e+05 | 2.98e+05 |
| 27 | 3.51e+11 | 3.51e+11 | 1.60e+11 | 1.60e+11 |
| 30 | 2.23e+14 | 2.23e+14 | 2.74e+14 | 2.74e+14 |

(A) average approximation error

(B) maximal approximation error

(C) average quality

(D) minimal quality

**Figure 7.** Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}^1_{tr}$ (sampled from the one-dimensional parametric family (5.2)) in $L_1[-1, 1]$.

| m  | OGA   | NGA   | EIM   | POD   |
|----|-------|-------|-------|-------|
| 3  | 3.08e+01 | 3.08e+01 | 2.84e+01 | 2.84e+01 |
| 6  | 1.25e+01 | 1.25e+01 | 8.68e+01 | 8.68e+01 |
| 9  | 3.43e+02 | 3.43e+02 | 1.33e+02 | 1.33e+02 |
| 12 | 8.11e+04 | 8.11e+04 | 4.38e+03 | 4.38e+03 |
| 15 | 5.84e+04 | 5.84e+04 | 2.70e+04 | 2.70e+04 |
| 18 | 3.05e+05 | 3.05e+05 | 1.58e+05 | 1.58e+05 |
| 21 | 7.08e+05 | 7.08e+05 | 2.32e+05 | 2.32e+05 |
| 24 | 1.54e+06 | 1.54e+06 | 4.53e+04 | 4.53e+04 |
| 27 | 1.28e+06 | 1.28e+06 | 1.79e+04 | 1.79e+04 |
| 30 | 1.08e+07 | 1.08e+07 | 1.58e+04 | 1.58e+04 |

(A) average approximation error

(B) maximal approximation error

(C) average quality

(D) minimal quality

**Figure 8.** Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\tilde{\mathcal{F}}^1_{tr}$ (sampled from the one-dimensional parametric family (5.3)) in $L_1[-1, 1]$. 
Some elements of the families $\mathcal{F}^1$ and $\tilde{\mathcal{F}}^1$ are shown in Figure 6. We generate the discrete training sets $\mathcal{F}^1_{tr}$ and $\tilde{\mathcal{F}}^1_{tr}$, by sampling the spatial domain $\Omega$ at $N_h = 100,000$ uniform points, and the parametric domain $D$ at $N_r = 500$ uniform points.

The approximation error and the quality of the constructed reduced bases are reported in Figures 7 and 8 respectively. In this experiment we observe that for the set $\mathcal{F}^1_{tr}$ all the algorithms perform similarly, with only the OGA lagging in terms of quality due to the higher computational cost. However, for the perturbed set $\tilde{\mathcal{F}}^1_{tr}$, the approximation accuracy of the EIM is significantly lower than that of the other algorithms, due to the construction of the interpolation points $z_n$, $n \geq 0$, and the magnitude of perturbation. Moreover, the OGA and NGA appear to be more resistant to such perturbation, which results in an even better approximation error than the one provided by the POD.

Two-dimensional parametric family. Consider the family $\mathcal{F}^2 \in L_1(\Omega^2 \times D^2)$:

$$\mathcal{F}^2(x_1, x_2, \mu_1, \mu_2) = \sin(x_1 \mu_1) \cos(x_2 \mu_2) \exp(|x_1| \mu_1 + |x_2| \mu_2),$$

where $(x_1, x_2) \in \Omega^2 = [0, 1] \times [0, 1]$ and $(\mu_1, \mu_2) \in D^2 = [\pi/3, 2\pi] \times [\pi/3, 2\pi]$. We generate the discrete training set $\mathcal{F}^2_{tr}$ by sampling the spatial domain $\Omega^2$ on the uniform grid of the size $N_h = 300 \times 300$, and the parametric domain $D^2$ at the uniform grid of the size $N_r = 25 \times 25$.

To obtain a noisy training set $\tilde{\mathcal{F}}^2_{tr}$, we change $1\%$ of the coordinates of the training set $\mathcal{F}^2_{tr}$ by random values raging from 0 up to $\text{avg}(\mathcal{F}^2_{tr})$ (the average value of all the coordinates of the training set). Thus, our ‘noise’ randomly changes a large number ($1\%$) of coordinates of the training set by a small value (up to $\text{avg}(\mathcal{F}^2_{tr})$).

The approximation error and the quality of the constructed reduced bases constructed for the sets $\mathcal{F}^2_{tr}$ and $\tilde{\mathcal{F}}^2_{tr}$ are reported in Figures 9 and 10 respectively. We observe that for the set $\mathcal{F}^2_{tr}$ the approximation accuracies of the NGA and POD are better than those of the OGA and EIM. In terms of quality, the POD is close to the OGA at low iterations due to the necessity to perform the singular value decomposition on the large amount of data. For the noisy set $\tilde{\mathcal{F}}^2_{tr}$, the quality of the algorithms does not change significantly, however, the approximation accuracies of the OGA and NGA are slightly better than that of the POD.

Three-dimensional parametric family. Consider the family $\mathcal{F}^3 \in L_1(\Omega^3 \times D^3)$:

$$\mathcal{F}^3(x_1, x_2, x_3, \mu_1, \mu_2, \mu_3) = (1 - x_1)(1 - x_2)(1 - x_3) \times \sin \left( \pi(x_1 \mu_1 + x_2 \mu_2 + x_3 \mu_3) \right) \exp \left( (x_1 \mu_1)(x_2 + \mu_2)(x_3 + \mu_3) \right),$$

where $(x_1, x_2, x_3) \in \Omega^3 = [0, 1] \times [0, 1] \times [0, 1]$ and $(\mu_1, \mu_2, \mu_3) \in D^3 = [0, 1] \times [0, 1] \times [0, 1]$. We generate the discrete training set $\mathcal{F}^3_{tr}$ by sampling the spatial domain $\Omega$ on the uniform grid of the size $N_h = 50 \times 50 \times 50$, and the parametric domain $D$ at the uniform grid of the size $N_r = 8 \times 8 \times 8$.

For the corresponding noisy training set $\tilde{\mathcal{F}}^3_{tr}$, we change $0.001\%$ of the coordinates of the training set $\mathcal{F}^3_{tr}$ by random values raging from 0 up to $\max(\mathcal{F}^3_{tr})$ (the maximal value of the coordinates of the training set). Thus, our ‘noise’ randomly changes a small number ($0.001\%$) of coordinates of the training set by a large value (up to $\max(\mathcal{F}^3_{tr})$).

The approximation error and the quality of the constructed reduced bases constructed for the sets $\mathcal{F}^3_{tr}$ and $\tilde{\mathcal{F}}^3_{tr}$ are reported in Figures 11 and 12 respectively. Similarly to the previous examples, we observe that the OGA and NGA are more resistant to perturbations, thus providing a better approximation accuracy for the noisy set $\tilde{\mathcal{F}}^3_{tr}$, even though the POD is more accurate on the unperturbed set $\mathcal{F}^3_{tr}$.
Figure 9. Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}_{1r}^2$ (sampled from the two-dimensional parametric family (5.4)) in $L_1([0,1]^2)$.

Figure 10. Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}_{1r}^2$ (sampled from the two-dimensional parametric family (5.4) with small additive noise) in $L_1([0,1]^2)$. 
Figure 11. Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}_{1r}^3$ (sampled from the three-dimensional parametric family (5.5)) in $L_1([0,1]^3)$.

Figure 12. Performance of the OGA, NGA, EIM, and POD reduced bases for approximating the set $\mathcal{F}_{1r}^3$ (sampled from the three-dimensional parametric family (5.5) with localized additive noise) in $L_1([0,1]^3)$.
5.5. Norms of the operators $\mathcal{R}_n$

We conclude this section by commenting on the utilization of the operators $\mathcal{R}_n$ in place of the actual remainder of the orthogonal projection, i.e., computing $\|\mathcal{R}_n(\cdot)\|$ instead of $\text{dist}(\cdot, V_n)$. Recall that generally the norm of $\mathcal{R}_n$ is larger than 1, thus the norm of the resulting remainder can be larger than the norm of the projected element. Namely, estimate (3.8) provides

$$\|\mathcal{R}_n\|_{V_n^*} \leq B^g_n = \min\{R^n, C_g + 1\},$$

where $R(\mathcal{X}) > 1$ is the parameter that was introduced in Lemma 3.3, and $C_g(\mathcal{F}, \mathcal{X})$ is the basis constant of the reduced basis constructed by the NGA. Since $C_g$ is unknown, it might seem that our theoretical estimates for the convergence rates of the NGA essentially contain an exponential factor. For instance, Theorem 3.7 provides the convergence rate

$$\sigma_n(\mathcal{F}, \mathcal{X}) \leq \sqrt{2}B^g_{n/2}(\mathcal{F}, \mathcal{X}) \min_{0 \leq m < n} \gamma_{n+m}(\mathcal{X}) d_m^{1-m/n}(\mathcal{F}, \mathcal{X}),$$

where the factor $B^g_{n/2}$, as can be seen from the proof, comes from the estimate

$$\left(\prod_{m=0}^{n-1} \|\mathcal{R}_m\|_{V_n^*}\right)^{1/n} \leq \min\{R(\mathcal{X})^{(n-1)/2}, C_g(\mathcal{F}, \mathcal{X}) + 1\} \leq B^g_{n/2}.$$

To clarify that such exponential growth does not actually occur, we note that

$$\left(\prod_{m=0}^{n-1} \|\mathcal{R}_m\|_{V_n^*}\right)^{1/n} \leq \max_{0 \leq m < n} \|\mathcal{R}_m\|_{V_n^*}$$

and calculate the values of $\max_{0 \leq m < n} \|\mathcal{R}_m\|_{V_n^*}$ (with various values of $n$) that correspond to the numerical examples given in this section. We obtain the norm of operator $\mathcal{R}_m$ on the subspace $V_n$ by using the property $\mathcal{R}_m(V_m) = 0$ (see (3.7)) and solving the optimization problem

$$\|\mathcal{R}_m\|_{V_n^*} = \max_{f \in V_n} \left\{ \frac{\|\mathcal{R}_m(f)\|}{\|f\|} \right\} = \max_{\alpha_0, \ldots, \alpha_{n-1} \in \mathbb{R}} \left\{ \frac{\|\mathcal{R}_m\left(\sum_{k=0}^{n-1} \alpha_k g_k\right)\|}{\|\sum_{k=0}^{n-1} \alpha_k g_k\|} \right\}.$$

In Table 1 we present the obtained values for $\max_{0 \leq m < n} \|\mathcal{R}_m\|_{V_n^*}$ and compare them to the most optimistic theoretical estimate for the exponential factor $R((n-1)/2)$ provided by Lemma 3.3 for the Hilbert space setting by the equality $R(\mathcal{H}) = (1 + \sqrt{5})/2$.

5.6. Concluding remarks

In this effort we have presented the Natural Greedy Algorithm — a greedy-type method for constructing reduced bases in Banach spaces with arbitrary norms. In its core the NGA relies on the novel method of computing projections onto subspaces in non-Hilbert norms, which is based on the utilization of norming functionals. Such an approach is significantly less computationally demanding than the conventional orthogonal projection, which requires the solution of an optimization problem. We have subjected the NGA to the rigorous mathematical analysis and established the convergence properties that are equivalent to the well-known OGA.
We have performed various numerical experiments that compare the efficiency of the NGA to that of the OGA, and the other commonly used reduced basis procedures, namely, the EIM and POD. Our experiments demonstrate that the NGA matches the approximation accuracy that is provided by the other algorithms, while requires far less computational effort, especially when compared to the OGA. We also observe that the NGA and the OGA appear to possess the robustness to various perturbations (which is expected from greedy algorithms), and thus perform better than the EIM and POD when applied to the noisy data.

Moreover, we note that the NGA can be viewed as a generalization of the Orthogonal Matching Pursuit to the Banach space setting, e.g., an alternative to the OGA as in a Hilbert space both algorithms coincide. Additionally, the EIM can be viewed as a special case of the NGA since in $L_\infty$-spaces both the NGA and EIM essentially provide the same reduced basis sequences.
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A. Proofs of main results

In this section we prove the results related to the OGA and the NGA that were stated in sections 2 and 3.

**Proof of Lemma 3.3.** First, we prove our estimate on the norm of operators $\mathcal{R}_m$ on $X$.

**Proof of Lemma 3.3.** Let $X$ be a smooth Banach space (we will address a non-smooth case later). Take any $f, g \in X$ with $\|f\| = \|g\| = 1$ and denote $\alpha = F_g(f) \in [-1; 1]$. We
begin by estimating the norm of
\[ r(f) = f - F_g(f) g = f - \alpha g. \]
If \( \alpha = 0 \) then trivially \( \|r(f)\| = 1 \). Assume that \( \alpha \neq 0 \), then from equality (3.1) we obtain
\[ F_{\alpha g}(f) = \text{sgn}(\alpha) F_g(f) = |\alpha|. \]
Recall that for any \( x, y \in X \) we have (see, e.g., [25, Lemma 6.1])
\[ \|x - y\| \leq \|x\| F_x(y) + 2 \|x\| \rho \left( \frac{\|y\|}{\|x\|} \right). \]
Applying this inequality with \( x = \alpha g \) and \( y = f \) provides
\[ \|r(f)\| = \|f - \alpha g\| \leq |\alpha| - F_{\alpha g}(f) + 2|\alpha| \rho(1/|\alpha|) = 2|\alpha| \rho(1/|\alpha|). \]
On the other hand, by the triangle inequality we get
\[ \|r(f)\| \leq 1 + |\alpha| \leq 2. \]
Since both estimates must hold and functions \( 1 + x \) and \( 2x \rho(x^{-1}) \) intersect once on \((0; 1]\), we conclude that \( \|r(f)\| \leq 1 + \mu \), where \( \mu \in (0; 1] \) is the root of the equation \( 1 + x = 2x \rho(x^{-1}) \). Note that \( \mu = \mu(X) \) does not depend on \( f, g \), and \( \alpha \), thus
\[ \|r\|_{X^*} \leq 1 + \mu. \]
For any non-smooth Banach space we have \( \rho(u) = u \) and \( \mu = 1 \), and thus the above estimate holds.

We have proven that for any Banach space \( X \) and any \( n \geq 0 \) one has
\[ \|r_n\|_{X^*} \leq R = 1 + \mu \]
and, since \( R_n = r_{n-1} \circ \ldots \circ r_0 \), we obtain
\[ \|R_n\|_{X^*} \leq \prod_{k=0}^{n-1} \|r_k\|_{X^*} \leq R^n. \]
Lastly, note that if \( \rho(u) \leq c_\rho \rho^q \) for some \( q \in (1; 2] \), we get \( \mu \leq \mu_q \), where \( \mu_q > 0 \) is the solution of the equation \( 1 + x = 2c_\rho x^{1-q} \), which can be bigger than 1. Hence we arrive at
\[ R = 1 + \mu \leq \min\{1 + \mu_q, 2\}. \]

\[ \square \]

**Proof of Lemma 3.4.** Next, we prove that the NGA is not a weak version of the OGA, but in fact is a new method of constructing reduced bases.

**Proof of Lemma 3.4.** We first construct a simple setting in which \( \|R_n(\cdot)\| \) and \( \text{dist}(\cdot, V_n) \) are equivalent on \( F \) but the equivalence constant is arbitrarily large.
Namely, let \( X = \ell_1 \) and \( \{e_n\}_{n=0}^\infty \) be the canonical basis in \( \ell_1 \). Take any \( 0 < \epsilon < 1/2 \) and consider vectors \( f_\epsilon, f_0, f_1, f_2, \ldots \) given by
\[
\begin{bmatrix}
  f_\epsilon \\
  f_0 \\
  f_1 \\
  f_2 \\
  f_3 \\
  \vdots
\end{bmatrix} =
\begin{bmatrix}
  1 & 0 & 0 & 0 & 0 & 0 & \ldots \\
  -\epsilon & 1 & -\epsilon & 0 & 0 & 0 & \ldots \\
  -\epsilon/2 & -\epsilon/2 & 1 - \epsilon & 0 & 0 & 0 & \ldots \\
  -\epsilon/4 & -\epsilon/4 & -\epsilon/2 & 1 - \epsilon & 0 & 0 & \ldots \\
  -\epsilon/8 & -\epsilon/8 & -\epsilon/4 & -\epsilon/2 & 1 - \epsilon & 0 & \ldots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix},
\]
i.e. \( f_* = e_0 \), and for any \( n \geq 0 \)

\[
(A.1) \quad f_n = -\frac{\epsilon}{2^n} e_0 - \sum_{k=1}^{n} \frac{\epsilon}{2^{n+1-k}} e_k + (1 - \epsilon) e_{n+1}.
\]

Note that the vectors \( f_*, f_0, f_1, f_2, \ldots \) have norm 1, and by using the formula \( F_x(y) = \sum_{n=0}^{\infty} \text{sgn}(x_n) y_n \) for a norming functional in \( \ell_1 \) we conclude that the sequence \( \{f_n\}_{n=0}^{\infty} \) is semi-orthogonal in the sense that \( F_{f_n}(f_m) = 0 \) for any \( m > n \geq 0 \).

Take any positive sequence \( \{a_n\}_{n=0}^{\infty} \) that is monotonically decreasing to 0 and a number \( 0 < \alpha < a_0 \), and define set \( \mathcal{F} \subset \mathcal{X} \) as

\[
\mathcal{F} = \{\alpha f_*\} \cup \{a_n f_n\}_{n=0}^{\infty},
\]

which is compact since \( a_n \to 0 \). We will show that by making \( \alpha \) sufficiently small one can get arbitrarily large value for the ratio \( \|R_n(f_*)\|/\text{dist}(f_*, V_n) \). Denote

\[
M = M(\alpha) = \min \left\{ n \geq 1 : \alpha \geq \frac{a_n}{(2(1 - \epsilon))^n} \right\}.
\]

We will use induction to show that for any \( 1 \leq m \leq M \)

\[
(A.2) \quad \{g_n\}_{n=0}^{m-1} = \{f_n\}_{n=0}^{m-1} \text{ and } \mathcal{R}_m(f_*) = \alpha (1 - \epsilon)^m \left( e_0 + \sum_{n=1}^{m} 2^{n-1} e_n \right).
\]

The base of induction holds since \( \alpha < a_0 \) and thus the NGA selects

\[
a_0 f_0 = \arg\max_{f \in \mathcal{F}} \|f\| \text{ and } g_0 = f_0.
\]

Hence \( F_{g_0}(f_*) = -\alpha \) and

\[
\mathcal{R}_1(f_*) = f_* - F_{g_0}(f_*) g_0 = \alpha (1 - \epsilon) (e_0 + e_1).
\]

Assume that the induction holds for some \( 1 \leq m < M \), then since \( \{g_n\}_{n=0}^{m-1} = \{f_n\}_{n=0}^{m-1} \) and due to semi-orthogonality of vectors \( \{f_n\}_{n=0}^{\infty} \) we get \( \mathcal{R}_m(a_n f_n) = a_n f_n \) (and thus \( \|\mathcal{R}_m(a_n f_n)\| = a_n \)) for any \( n \geq m \). By the assumption we have

\[
\mathcal{R}_m(f_*) = \alpha (1 - \epsilon)^m \left( e_0 + \sum_{n=1}^{m} 2^{n-1} e_n \right)
\]

and hence \( \|\mathcal{R}_m(f_*)\| = \alpha (2(1 - \epsilon))^m < a_m \) since \( m < M \). Therefore on \( (m+1) \)-st iteration the NGA selects

\[
a_m f_m = \arg\max_{f \in \mathcal{F}} \|\mathcal{R}_m(f)\| \text{ and } g_m = f_m.
\]
Hence $F_{e_m}(R_m(f_*)) = -\alpha (2(1 - \epsilon))^m$ and by (A.1) we get

$$R_{m+1}(f_*) = R_m(f_*) - F_{g_n}(R_m(f_*)) g_m$$

$$= \alpha (1 - \epsilon)^m \left( e_0 + \sum_{n=1}^m 2^{n-1} e_n \right)$$

$$+ \alpha (2(1 - \epsilon))^m \left( -\frac{\epsilon}{2^m} e_0 - \sum_{n=1}^m \frac{\epsilon}{2^{m+1-n}} e_n + (1 - \epsilon) e_{m+1} \right)$$

$$= \alpha (1 - \epsilon)^m \left( (1 - \epsilon)e_0 + \sum_{n=1}^m (1 - \epsilon)2^{n-1}e_n + 2^m(1 - \epsilon)e_{m+1} \right)$$

$$= \alpha (1 - \epsilon)^m \left( (1 - \epsilon)e_0 + \sum_{n=1}^{m+1} (1 - \epsilon)2^{n-1}e_n \right),$$

which proves hypothesis (A.2). Therefore we obtain

$$\frac{\|R_m(f_*)\|}{\text{dist}(f_*, V_m)} \geq \frac{\|R_m(f_*)\|}{\|f_*\|} \geq (2(1 - \epsilon))^m$$

for any $m \leq M$,

i.e., the constant $C = C(F, \mathcal{X})$ in the inequality $\text{dist}(\cdot, V_n) \leq \|R_n(\cdot)\| \leq C \text{dist}(\cdot, V_n)$ satisfies

$$C \geq (2(1 - \epsilon))^M.$$

Next, we construct an example of such Banach space $\mathcal{X}$ and a compact set $F \subset \mathcal{X}$ that $\text{dist}(\cdot, V_n)$ and $\|R_n(\cdot)\|$ are not uniformly equivalent on $F$. Consider the space

$$\mathcal{X} = \left( \bigoplus_{m \in \mathbb{N}} \ell_1 \right)_1 = \left\{ (x_m)_{m \in \mathbb{N}} : x_m \in \ell_1 \text{ for any } m \in \mathbb{N} \text{ and } \sum_{m \in \mathbb{N}} \|x_m\|_1 < \infty \right\}$$

with the norm $\|\{x_m\}_{m \in \mathbb{N}}\| = \sum_{m \in \mathbb{N}} \|x_m\|_1$. For every $m \in \mathbb{N}$ let $\{e_n^m\}_{n=0}^\infty$ be the canonical basis for the $m$-th space $\ell_1$ in the direct sum. Choose any $0 < \epsilon < 1/2$ and for every $m \in \mathbb{N}$ define vectors $f_n^m, f_0^m, f_1^m, f_2^m, \ldots$ as in (A.1), i.e.,

$$f_*^m = e_0^m \text{ and } f_n^m = -\frac{\epsilon}{2^m} e_0^m - \sum_{k=1}^n \frac{\epsilon}{2^{n+1-k}} e_k^m + (1 - \epsilon) e_{n+1}^m \text{ for any } n \geq 0.$$ 

Take two positive sequences $\{a_n\}_{n=0}^\infty$ and $\{\alpha_m\}_{m=0}^\infty$ (monotonically decreasing to 0) and define the sequence $\{F_m\}_{m \in \mathbb{N}}$ of disjointly supported subsets of $\mathcal{X}$ as

$$F_m = \left\{ \frac{a_m}{2^m} f_*^m \right\} \cup \left\{ \frac{\alpha_n}{2^m} f_n^m \right\}_{n=0}^\infty.$$ 

Finally, denote by $\mathcal{F}$ the union of these sets, i.e.,

$$\mathcal{F} = \bigcup_{m \in \mathbb{N}} F_m \subset \mathcal{X}.$$ 

Then $\mathcal{F}$ is a compact subset of $\mathcal{X}$ but $\{\|R_n(\cdot)\|\}_{n=0}^\infty$ are not uniformly equivalent to $\{\text{dist}(\cdot, V_n)\}_{n=0}^\infty$. Indeed, assume that there exists a constant $C = C(\mathcal{F}, \mathcal{X}) < \infty$ such that for any $f \in \mathcal{F}$ and any $n \geq 0$

$$\text{dist}(f, V_n) \leq \|R_n(f)\| \leq C \text{dist}(f, V_n).$$

Then condition (A.3) guarantees that the constant $C$ satisfies the estimate

$$C \geq (2(1 - \epsilon))^M(\alpha_m)$$
for every $m \in \mathbb{N}$. However, since $0 < \epsilon < 1/2$, $\{a_n\}_{n=0}^{\infty}$ are fixed, and $a_m \to 0$ as $m \to \infty$, we conclude that $M(\alpha_m) \to \infty$ as $m \to \infty$. Therefore $(2(1-\epsilon))^{M(\alpha_m)} \to \infty$ and we obtain a contradiction with the assumption $C < \infty$. \hfill \Box

**Proof of Theorems 2.2 and 3.5.** Next, we prove the direct estimate for the convergence rate of the greedy algorithms. Proofs of Theorems 2.2 and 3.5 follow the same lines so we state here the proof of Theorem 3.5 as it is the more technically involved of the two and note that the proof of Theorem 2.2 can be obtained from the aforementioned proof by making a few minor changes. Namely, replacing all $\tau$ and note that the proof of Theorem 2.2 can be obtained from the aforementioned proof by making a few minor changes. Namely, replacing all $\tau$ with $\sigma_k$, $\|R_k(.)\|$ with $\text{dist}(\cdot, V_k)$, and substituting 1 in place of $R$ provides the desired proof.

**Proof of Theorem 3.5.** Take any $n > 0$ and let $V_{n+1} = \text{span}\{f_0, \ldots, f_n\}$ be the subspace generated by the greedy algorithm after the $(n+1)$-st iteration. Define linear functionals $\varphi_0, \ldots, \varphi_n$, where $\varphi_k : \text{span}\{f_k\} \to \mathbb{R}$ is such that for any $\alpha \in \mathbb{R}$

$$\varphi_k(\alpha f_k) = \alpha \tau_k = \alpha \|R_k(f_k)\|.$$ 

Then, since the greedy selection step provides $\|R_k(f_k)\| = \tau_k$, we have for any $x \in \text{span}\{f_k\}$

$$|\varphi_k(x)| \leq \|R_k(x)\|,$$

and by the Hahn–Banach theorem for each $0 \leq k \leq n$ there exists a linear extension $\phi_k : V_{n+1} \to \mathbb{R}$ such that $\phi_k(x) = \varphi_k(x)$ for any $x \in \text{span}\{f_k\}$ and $|\phi_k(x)| \leq \|R_k(x)\|$ for any $x \in V_{n+1}$. Therefore

$$\phi_k(f_i) = \begin{cases} 0, & i < k \\ \tau_k, & i = k \\ |\phi_k(f_i)| \leq \tau_k, & i > k. \end{cases} \tag{A.4}$$

Note that estimate (3.8) provides

$$\|\phi_k\|_{V_{n+1}} \leq \|R_k\|_{V_{n+1}} \leq B_k \leq B_{k+1}. \tag{A.5}$$

Let $\{e_k\}_{k=0}^{n} \in V_{n+1}$ be biorthogonal to $\{\phi_k\}_{k=0}^{n}$ vectors, i.e., $\phi_k(e_i) = \delta_{ik}$. Then, since $V_{n+1} = \text{span}\{f_0, \ldots, f_n\}$, there exist coefficients $\{\beta_{ij}\}_{i,j=0}^{n}$ such that for each $0 \leq i \leq n$

$$\tau_i e_i = \sum_{j=0}^{n} \beta_{ij} f_j. \tag{A.6}$$

Hence for any $0 \leq k \leq n$ we have

$$\tau_k \delta_{ik} = \tau_i \phi_k(e_i) = \sum_{j=0}^{n} \beta_{ij} \phi_k(f_j). \tag{A.7}$$

Define matrices $\Sigma = (\tau_i \delta_{ij})_{i,j=0}^{n}$, $B = (\beta_{ij})_{i,j=0}^{n}$, and $\Phi = (\phi_j(f_i))_{i,j=0}^{n}$. Then system (A.7) can be rewritten in the matrix form

$$\Sigma = B \Phi.$$ 

Note that matrix $\Sigma$ is diagonal with $\tau_0, \ldots, \tau_n$ on the diagonal, and from (A.4) we get that $\Phi$ is lower-triangular with $\tau_0, \ldots, \tau_n$ on the diagonal. Thus $B = \Sigma \Phi^{-1}$ is lower-triangular with 1 on the diagonal. We prove by induction that for any $j < i$ the estimate $|\beta_{ij}| \leq 2^{i-j-1}$ holds. Indeed, from (A.7) and the fact that matrices $B$ and $\Phi$ are lower-triangular we obtain for $k = i - 1$

$$0 = \tau_i \delta_{i,i-1} = \sum_{j=0}^{n} \beta_{ij} \phi_k(f_j) = \sum_{j=i-1}^{i} \beta_{ij} \phi_{i-1}(f_j) = \beta_{i,i-1} \phi_{i-1}(f_{i-1}) + \beta_{ii} \phi_{i-1}(f_{i}).$$
By (A.4) we have $\phi_{i-1}(f_{i-1}) = \tau_{i-1}$ and $|\phi_{i-1}(f_i)| \leq \tau_{i-1}$, thus

$$|\beta_{i-j}| \leq |\beta_{i,j}||\frac{\phi_{i-1}(f_i)}{\tau_{i-1}}| \leq 1,$$

which proves the base of induction. Assume that $|\beta_{i,j}| \leq 2^{i-j-1}$ for any $j = i - m + 1, \ldots, i - 1$. Then for $k = i - m$ we get from (A.7)

$$0 = \tau_i \delta_{i,i-m} = \sum_{j=0}^{n} \beta_{i,j} \phi_{i-m}(f_j) = \sum_{j=i-m}^{i} \beta_{i,j} \phi_{i-m}(f_j).$$

Since $\phi_{i-m}(f_{i-m}) = \tau_{i-m}$ and $|\phi_{i-m}(f_j)| \leq \tau_{i-m}$ for $j = i - m + 1, \ldots, i$, we obtain

$$|\beta_{i,i-m}| \leq \sum_{j=i-m+1}^{i} |\beta_{i,j}| |\phi_{i-m}(f_j)| \leq 1 + \sum_{j=i-m+1}^{i-1} 2^{i-j-1} = 2^{i-1},$$

which proves the hypothesis. Therefore for any $0 < i < n$ we have

$$\sum_{j=0}^{n} |\beta_{i,j}| \leq 1 + \sum_{j=0}^{i-1} 2^{i-j-1} = 2^i.$$

Take any $\epsilon > 0$ and let $X_n$ be an $n$-dimensional subspace that almost attains Kolmogorov $n$-width $d_n(\mathcal{F}, \mathcal{X})$, i.e.,

$$\sup_{f \in \mathcal{F}} \text{dist}(f, X_n) \leq (1 + \epsilon) d_n.$$

Then there exist such collections $(h_j)_{j=0}^{n} \subset X_n$ that $\|f_j - h_j\| \leq (1 + \epsilon) d_n$ for any $0 \leq j \leq n$. Denote $Y = \text{span}\{V_{n+1}, X_n\}$ and by (2.2) introduce a Euclidean norm $\|\cdot\|_e$ on $Y$ such that for any $y \in Y$

$$\|y\| \leq \|y\|_e \leq \gamma_{2n+1} \|y\|.$$

Let $P$ be the orthogonal projector from $Y$ onto $V_{n+1}$ in $\|\cdot\|_e$-norm and denote $W = P(X_n) \subset V_{n+1}$. Since $\dim W = n < n + 1 = \dim V_{n+1}$, there exists a linear functional $\psi : V_{n+1} \to \mathbb{R}$ such that $\|\psi\|_{V_{n+1}^*} = 1$ and $\ker \psi = W$ (see, e.g., [9, Proposition 2.8]). Then for each $0 \leq j \leq n$ we have

$$|\psi(f_j)| = |\psi(f_j - P(h_j))| = |\psi(P(f_j - h_j))| \leq \|P(f_j - h_j)\|_e \leq \|f_j - h_j\|_e \leq \gamma_{2n+1} \|f_j - h_j\| \leq \gamma_{2n+1}(1 + \epsilon) d_n,$$

and hence by (A.6) and (A.8) for any $0 \leq i \leq n$ we get

$$|\psi(\tau_i e_i)| = |\psi\left(\sum_{j=0}^{n} \beta_{i,j} f_j\right)| \leq \sum_{j=0}^{n} |\beta_{i,j}| |\psi(f_j)| \leq 2^i \gamma_{2n+1}(1 + \epsilon) d_n.$$

Finally, since $\psi = \sum_{i=0}^{n} \psi(e_i) \phi_i$ and $|\psi|_{V_{n+1}^*} = 1$, we deduce

$$1 = \|\psi\|_{V_{n+1}^*} = \left\|\sum_{i=0}^{n} \psi(e_i) \phi_i\right\|_{V_{n+1}^*} \leq \sum_{i=0}^{n} |\psi(e_i)| \|\phi_i\|_{V_{n+1}^*},$$

and using estimates (A.5) and $\sigma_n \leq \sigma_i \leq \tau_i$ for any $i \leq n$ (see (3.9)) we arrive at

$$\sigma_n \leq \sum_{i=0}^{n} \tau_i |\psi(e_i)| \|\phi_i\|_{V_{n+1}^*} \leq \sum_{i=0}^{n} 2^i \gamma_{2n+1}(1 + \epsilon) d_n B_{n+1}^d \leq B_{n+1}^d 2^{n+1} \gamma_{2n+1}(1 + \epsilon) d_n.$$
Taking infimum over all $\epsilon > 0$ completes the proof. \hfill \Box

**Proof of Theorem 3.7.** For the proof of the delayed estimate of the convergence rate we will use the following technical lemma, which is based on Hadamard’s inequality.

**Lemma A.1 (8, Lemma 2.1).** Let $A = (a_{ij})_{i,j=0}^{n-1}$ be a $n \times n$ lower triangular matrix with rows $a_0, \ldots, a_{n-1}$. $W_m$ be any $m$-dimensional subspace of $\mathbb{R}^n$, and $P_m$ be the orthogonal projection from $\mathbb{R}^n$ onto $W_m$. Then

$$
\prod_{i=0}^{n-1} a_{ii}^2 \leq \left( \frac{1}{m} \sum_{i=0}^{n-1} \|P_m a_i\|_2^2 \right)^m \left( \frac{1}{n-m} \sum_{i=0}^{n-1} \|a_i - P_m a_i\|_2^2 \right)^{n-m},
$$

where $\|\cdot\|_2$ is the Euclidean norm of a vector in $\mathbb{R}^n$.

**Proof of Theorem 3.7.** Take any $n > m > 0$ and any $\epsilon > 0$. Let $V_n = \text{span}\{f_0, \ldots, f_{n-1}\}$ be the subspace generated by the greedy algorithm after the $n$-th iteration and $X_m$ be an $m$-dimensional subspace that almost attains Kolmogorov $m$-width $d_m(F, \mathcal{X})$, i.e.,

$$
\text{(A.10)} \quad \sup_{f \in F} \text{dist}(f, X_m) \leq (1 + \epsilon) d_m.
$$

Denote $Y = \text{span}\{V_n, X_m\}$ and introduce a Euclidean norm $\|\cdot\|_e$ on $X$ (see (2.2)) such that for any $y \in Y$

$$
\|y\| \leq \|y\|_e \leq \gamma_{n+m} \|y\|.
$$

Let $\{e_j\}_{j=0}^{n-1}$ be the orthonormal system in $\|\cdot\|_e$-norm obtained from $\{f_j\}_{j=0}^{n-1}$ by the Gram–

Schmidt process and define the matrix $A = (a_{ij})_{i,j=0}^{n-1}$ given by $a_{ij} = e_j(f_i)$. Then, since $R_i(V_i) = 0$ and thus $\|R_1(f_i)\| = \|R_1(f_i - \text{proj}(f_i, V_i))\|$, we obtain

$$
\text{(A.11)} \quad a_{ij} = 0 \text{ for any } j > i,
$$

where $\text{dist}(\cdot, \cdot)$ denotes the distance in $\|\cdot\|_e$-norm.

Consider the subspace $W = \{e_0(h), \ldots, e_n(h)\} \subset \mathbb{R}^n$, $h \in X_m$ and take any $m$-dimensional subspace $W_m \subset \mathbb{R}^n$ containing $W$, i.e.,

$$
W \subset W_m \subset \mathbb{R}^n \text{ and } \dim W \leq \dim W_m = m < n.
$$

Denote by $P$ and $P_m$ the orthogonal projectors from $\mathbb{R}^n$ onto $W$ and $W_m$ respectively. Let $a_0, \ldots, a_{n-1}$ denote the rows of the matrix $A$, i.e., $a_i = (e_0(f_i), \ldots, e_n(f_i))$. Then, since $F$ is contained in the unit ball of $\mathcal{X}$, we get

$$
\|P_m a_i\|_2^2 \leq ||a_i||_2^2 = \sum_{j=1}^{n} a_{ij}^2 = \sum_{j=1}^{n} (e_j(f_i))^2 = \|f_i\|_e^2 \leq \gamma_{n+m}^2 \|f_i\|_e^2 \leq \gamma_{n+m}^2.
$$

By (A.10) there exist $\{h_i\}_{i=0}^{n-1} \in X_m$ such that $\|f_i - h_i\| \leq (1 + \epsilon) d_m$. Denote $w_i = (e_0(h_i), \ldots, e_{n-1}(h_i)) \in W$, then

$$
\|a_i - P_m a_i\|_2^2 \leq \|a_i - P a_i\|_2^2 \leq \|a_i - w_i\|_2^2
$$

$$
= \|(e_0(f_i), \ldots, e_{n-1}(f_i)) - (e_0(h_i), \ldots, e_{n-1}(h_i))\|_2^2 = \sum_{j=0}^{n-1} (e_j(f_i - h_i))^2
$$

$$
\leq \|f_i - h_i\|_e^2 \leq \gamma_{n+m}^2 \|f_i - h_i\|_e^2 \leq \gamma_{n+m}^2 (1 + \epsilon)^2 d_m^2.
$$
Hence from the inequality $\sigma_n \leq \tau_i$ for any $i \leq n$, estimates (3.8) and (A.11), and Lemma A.1 we obtain

$$\frac{\sigma_n^{2n}}{\min \{ \tau_i \}} \leq \prod_{i=0}^{n-1} \frac{\tau_i^{2}}{\| R_i \|_{V_n}^{2}} = \prod_{i=0}^{n-1} \alpha_{ii}^{2}$$

$$\leq \left( \frac{1}{m} \sum_{i=0}^{n-1} \| P_m a_i \|_{2}^{2} \right)^{m} \left( \frac{1}{n-m} \sum_{i=0}^{n-1} \| a_i - P_m a_i \|_{2}^{2} \right)^{n-m}$$

$$\leq \left( \frac{n^{2}}{m} \right)^{m} \left( \frac{n}{n-m} \gamma_{n+m}^{2} (1 + \epsilon)^{2} d_{m}^{2} \right)^{n-m}$$

$$= \frac{n^{n}}{m^{m}(n-m)^{n-m}} \gamma_{n+m}^{2} \left( 1 + \epsilon \right)^{2} d_{m}^{2} (n-m)$$

$$\leq 2^{n} \gamma_{n+m}^{2} \left( 1 + \epsilon \right)^{2} d_{m}^{2} (n-m) .$$

Since this estimate holds for any $\epsilon > 0$ and $0 < m < n$, we get

$$\sigma_{n} \leq \sqrt{2} \min \{ \tau_i \} \min_{0 < m < n} \gamma_{n+m} d_{m}^{1-m/n}$$

$$\leq \sqrt{2} B_{m}^{g} \min_{0 < m < n} \gamma_{n+m} d_{m}^{1-m/n} .$$

**Proof of Theorem 3.9.** Finally, we prove the estimates on convergence rates of the NGA in special cases.

**Proof of Theorem 3.9.**

1. Let $d_{n}(\mathcal{F}, \mathcal{X}) \leq A \exp(-an^{\alpha})$ with some constants $0 < \alpha, a, A < \infty$. Then Theorem 3.7 provides for $n = 2m$

$$\sigma_{2m} \leq \sqrt{2} B_{m}^{g} \gamma_{3m} \sqrt{d_{m}} \leq \sqrt{2} A B_{m}^{g} \gamma_{3m} \exp \left( -\frac{a}{2} m^{\alpha} \right) ,$$

which proves the desired estimate.

2. Proof of this part essentially uses the proof of Theorem 3.7 with additional rigorous technical estimates, and repeats to the letter the proof of the corresponding result for the OGA presented in [29, Theorem 2.3] and [20, Theorem 3.1]. Since the proof of Theorem 3.7 is provided in this paper, we leave the meticulous technical estimates to the interested reader. 
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