A Robust Iterative Learning Switching Controller for following Virtual Constraints: Application to a Hybrid Neuroprosthesis
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Abstract—In this paper, a robust iterative learning switching controller that uses optimal virtual constraint is designed for a hybrid walking exoskeleton that uses functional electrical stimulation and a powered exoskeleton. The synthesis of iterative learning control with sliding-mode control improves tracking performance and accuracy. The motivation for designing this switching controller was to obtain joint torques either from functional electrical stimulation or electric motor. A generalized switching controller is utilized to switch based on the stimulated muscle fatigue state. For achieving stability in walking cycle, the controller is used to force the system to follow the designed virtual constraints. The combination of sequential quadratic programming and genetic-particle swarm optimization algorithm is used for deriving the virtual constraints. The effectiveness of the new iterative learning control for output tracking is verified in a simple model of walking (3-link) that has active actuation at the hip joints.
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INTRODUCTION

Functional electrical stimulation (FES) and powered exoskeletons are two viable technologies that have the potential to restore walking ability in persons with spinal cord injuries [1]–[3]. FES artificially excites paralyzed muscles through external electrical current and has been successfully shown to reproduce walking movement. However, FES is susceptible to fatigue, which results in loss of muscle excitability and its subsequent use. Unlike FES, powered exoskeletons can reliably produce torque but they may be heavy and bulky to wear. The combination of FES and powered exoskeletons may overcome these limitations. For example, a hybrid device, composed of electrical motors and FES, may need smaller motors because the electric muscle stimulation can share work load. This can conceivably improve wear-ability. The hybrid device can also improve torque reliability during muscle fatigue by allocating more control effort to electric motors. This can conceivably help in achieving a longer walking duration with the duration. Furthermore, the exoskeletal frame can constrains any unwanted degrees of freedom and decrease FES stimulation duty cycle. Moreover, the use of the hybrid also gains from the therapeutic benefits of FES such as, preventing muscle atrophy.

However, there is a limited research on control algorithms and gait design of a hybrid neuroprosthesis due to the challenges faced in the control design of these systems. One of the challenges is that both the FES and motor can act at a limb joint, which induces input redundancy. In [4], an adaptive control allocation method was used to allocate a portion of control to the electric motors and the rest of that to the FES. In both [1] and [2], the motors were controlled based on the joint angles and the FES was controlled by combining the PID and iterative learning control methods. Authors in [5] develop a model based control allocation for a hybrid neuroprosthesis, which incorporates FES with an electric motor to share the work load for alleviating effects of FES-induced fatigue of muscle. An NMPC-based DCA method determine the control effort allocation that use a gradient projection-based optimization technique.

Aforementioned works focused on shared control strategy; i.e., both FES and powered exoskeleton simultaneously provide inputs. An alternative strategy to control the hybrid neuroprosthesis employs a switching controller, which switches between FES and an electric motor based on the reduced or recovered control effectiveness of the user’s muscle force output. By using this method, the user’s muscles are allowed to recover from muscle fatigue by making the electric motors mainly responsible for the limb joints movement. Whenever muscles recover, FES can be mainly used again to produce limb movements.

Another major challenge for using hybrid exoskeletons is that by far, the most common method for gait design of such systems is the tracking of precomputed desired trajectory such as in [6]–[8]. Trajectory design and tracking multiple joints are challenging. Instead of using time dependent trajectories, movement of the lower-limb joints can be designed with either passive constraints imposed by the geometric constraints of the exoskeleton, or by using virtual constraints imposed by actuators [9], [10]. Virtual constraints have superiority over passive constraints because they give the user and the system more freedom and stability, and let the system behave more efficiently [11], [12].

This paper extends the switching control design in [13] to a multi-DOF walking, adds a learning procedure, and instead of tracking time-based joint angle trajectories, the lower-limb
joints movement is self-generated via a time-invariant manifold which is based on virtual constraints concept [9], [14], [15]. In fact, in this paper, we utilize virtual constraints for the hybrid exoskeletons to design a unified (virtual constraint + switching + iterative leaning) optimal, and robust controller. In our previous work [16], we used feedback linearization method for controlling the system which has considerable downside due to the requirement of exact model knowledge (EMK). Therefore, in this paper an iterative learning term is used to estimate system dynamics. The stability of the controller is proved for this new switching+learning controller. The switching controller, in this paper, switches between an electric motor and FES based on effectiveness of user’s muscle force output. There are several challenges for using this type of switching+learning controller. One of the most important problems is to prove stability despite arbitrarily switching between the FES and the electric motor. Another problem is the considerable uncertainties in musculoskeletal dynamics, which forces the controller to be robust enough against the uncertainties during practical implementation.

To address these problems, an iterative learning switching integral sliding mode control technique, which is robust to uncertainties of the system, is implemented on a generalized hybrid neuroprosthesis and the system stability is also proven. A more generalized switched cases family are considered in the design that do switching based on the normalized muscle fatigue variable. By utilizing the combination of sequential quadratic programming (SQP) method and genetic-particle swarm optimization algorithm (GAPSO), the virtual constraints are obtained. GAPSO is used for achieving an acceptable semi-optimal manifold for system virtual constraints. Then, the results are utilized as a starting point for the SQP in order to find an optimal solution without needing to a high sampling rate and evolution cycles for GAPSO. Therefore, with this procedure, the optimal solution that satisfies all the constraints can be obtained, and meanwhile, the virtual constraints can be re-planned in semi-real-time, which lets the system to redesign the virtual constraints after few steps if required.

I. GENERAL WALKING MODEL EQUATION WITH IMPACT EFFECTS

The complete model of walking, N-DOF which includes impulse effects of ground impact, in the state space form, can be written as,

$$\dot{x} = f(x) + g(x)T \quad x^-(t) \notin S$$
$$x^-(t) \in S$$ (1)

where $x=[q, \dot{q}]^T$, $q \in \mathbb{R}^N$ is defined as $q = [\theta_1 \theta_2 \cdots \theta_N]$. $\omega_i$ and $\theta_i$ are the i-th link angular velocity and deflection angle, respectively. $S = \{ (\theta, \omega) \in \mathbb{R} \mid \theta_i = \theta_{i0} \}$, $\theta_{i0}$ is the final value of $\theta_i$ in a step, which is a criterion which shows that a step is completed, $f(x)$ is the compact form of $[ \begin{bmatrix} \theta_{N \times N} & I_{N \times N} \end{bmatrix}^T \cdots \cdots \begin{bmatrix} D(q)^{-1}(-C(q, \dot{q})q - G(q) + \tau_p) \end{bmatrix}^T ] g(x)$ is the compact form of $\begin{bmatrix} 0 & \cdots & 0 \begin{bmatrix} D(q)^{-1}(B(q)T) \end{bmatrix}^T \end{bmatrix}$, where $B \in \mathbb{R}^{N \times N-1}$ is a control gain matrix, $C \in \mathbb{R}^{N \times N}$ is a Centripetal-Coriolis matrix, $D \in \mathbb{R}^{N \times N}$ is an inertia matrix, $G \in \mathbb{R}^N$ is a gravity vector, $T \in \mathbb{R}^{-1}$is the input torque and $\tau_p(q, \dot{q}) \in \mathbb{R}^N$ is the passive joint moment in the musculoskeletal dynamics. The i-th link moment is defined as

$$\tau_{pi} = d_1 q_i (\theta_i - \theta_{i0}) + d_2 \dot{\theta}_i + d_3 e^{\Delta d_4 q_i} d_5 e^{\Delta d_6 q_i}$$ (2)

where $\theta_i$ is the joint anatomical angle which is the angle between the position of the interest and a segment’s anatomical position, of the i-th linkage, and $\theta_{i0}$ and $d_j$ are positive constants. The double support phase is assumed as instantaneous moment that includes impulsive effect of ground impact, the impact model of [17] is implemented under the assumption that the stance leg end is not slipping and it is in contact with the ground surface [18]. Using the angular momentum conservation law, the post impact state values, $x^+ = (q^+, \omega^+)$ can be obtained by a function $\Delta \in \mathbb{R}^{2N \times 1}$ with the values of state before impact, $x^- = (q^-, \omega^-)$.

A. Joint Actuation

An electrical stimulation for the extensor muscles, an electrical stimulation for the flexor muscles, and an electric motor, actuate each linkage. The joint torque, $T_i$ $(i = 1, 2, N)$, can be defined as

$$T_i = T_{agj} - T_{ants} + T_{mi}$$ (3)

where $T_{ants}$ and $T_{agj}$ are the torques produced by antagonist muscles and the electrical stimulation of the agonist muscles and, respectively and $T_{motor}$ is the electrical motor torque. The torque of the motor at the i-th link is given as

$$T_{mi} = k_{mi} u_{mi}.$$ (4)

In (4) $u_{mi} \in \mathbb{R}$ is the current amplitude to the electric motor and $k_{mi} \in \math{R}$ is the torque constant of electric motor. The torque produced by electrical stimulation of antagonist and agonist muscles is obtained by

$$T_{agj/ants} = \psi_i (\theta_i) \psi_i (\omega_i) u_i u_j.$$ (5)

In (5), $\mu_i \in \mathbb{R}$ is the normalized fatigue variable, $u_i \in \mathbb{R}$ is the normalized muscle stimulation, and $\psi_i (\theta) \in \mathbb{R}^+$ and $\psi_i (\dot{\theta}) \in \mathbb{R}^2$ are the torque-length and torque-velocity relationships of the flexor/extensor muscles, respectively. As in [19], the equations of torque-length and torque-velocity, for i-th link, can be defined as

$$\psi_i (\theta_i) = c_4 e^{-\frac{(\theta_i - c_2)^2}{c_3}}$$ (6)
$$\psi_i (\dot{\theta}_i) = c_4 \left[ 1 + tanh \left( c_5 \theta_i + \frac{1}{c_6} \right) \right].$$ (7)

The parameters $c_1$, $c_2$, $c_4$, and $c_5$ should be positive for guaranteeing that $\psi_i (\theta_i) \psi_i (\dot{\theta}_i) > 0$ and $c_2 \geq 0$. The reason for constraining these parameters is that the muscles can only produce a positive contractile force. Based on [20], the following differential equation is used for deriving the normalized muscle fatigue, $\mu_i$, in (5)

$$\mu_i = \frac{1}{t_{ri}} \left( \mu_{mi} - \mu_i \right) u_{mi} + \frac{1}{t_{ri}} (1 - \mu_i) (1 - u_{mi})$$ (8)
where, $\mu_{min,i} \in (0, 1]$ is the fatigue constant and $t_{f,i}, t_{r,i} \in \mathbb{R}^+$ are time constants for fatigue and fatigue recovery in the muscle, respectively.

**B. Switched System**

The system with switching can be expressed as

$$D(q)\dot{q} + C(q, \dot{q})\dot{q} + G(q) + \tau_p = B(q)(a_n \epsilon_n T - (I - T_{N-1}T - a_n)\epsilon_n T + \epsilon_n T)$$

where $T = a_n \epsilon_n T - (I - T_{N-1}T - a_n)\epsilon_n T + \epsilon_n T$, $T_{N-1} = a_n \epsilon_n T - (I - T_{N-1}T - a_n)\epsilon_n T$, $T_m = \epsilon_n T$, and $\epsilon_n, \epsilon_n \in R^{N-1 \times N-1}$ belong to the finite set of switch family, $\Omega = 

\{ (t_1, s_1, a_1), (t_2, s_2, a_2), \ldots, (t_{N_\Omega}, s_{N_\Omega}, a_{N_\Omega}) \} \ldots \ldots \ldots s_n = I_{N-1} \times I_{N-1}, a_n \in \{0, 1, 2, \ldots, N_\Omega \}$

where $N_\Omega$ is the number of combinations. ($\epsilon_n, \epsilon_n$) are chosen based on the variable of muscle fatigue, $\mu$.

**Remark 1.** Note that based on the type of muscle being recruited (i.e., flexor or extensor), $a_n$ can be either 0 or 1.

**II. VIRTUAL CONSTRAINT AND CONTROLLER DESIGN**

**A. Virtual Constraint Design**

Based on [14], the output, $y \in \mathbb{R}^{N-1}$, can be defined as

$$y = h_0(q) - h_d(\theta(q)).$$

(11)

The system has one degree of underactuation for torque. Therefore, the size of $y$ is $N - 1$. In (11), $h_0(q)$ is a function of the independent joint angles which based on the current arrangement of the output is obliged to follow $h_d(\theta(q))$, which is a desired virtual constraint function that can be expressed with the Bezier polynomials as

$$h_d(\theta(q)) = \begin{bmatrix}
    b_1(w(q)) \\
    b_2(w(q)) \\
    \vdots \\
    b_{N-1}(w(q))
\end{bmatrix}$$

(12)

where

$$b_i(w) = \sum_{k=0}^{M} \beta_k^i \frac{M!}{k!(M-k)!} w^k(1-w)^{M-k}.$$  

(13)

In (13) $M$ is an integer that shows the number of Bezier polynomial terms, $\beta_k^i$ is the optimization parameter, and $w$ is obtained according to the following equation,

$$w(q) = \frac{\theta(q) - \theta^+}{\theta^- - \theta^+}.$$  

(14)

In (14), $\theta^-$ and $\theta^+$ are minimum and maximum value of the $\theta(q)$ respectively. $\theta(q)$ is a function of joints angles and is defined as $\theta(q) = \zeta_1 \theta_1 + \zeta_2 \theta_2 + \ldots + \zeta_n \theta_n$. $\zeta_i \in \mathbb{R}$ are chosen such that $\theta(q)$ is increasing monotonically.

**B. Controller Design**

The controller goal is to make the output zero or in other words, force $h_0(q)$ to follow $h_d(\theta(q))$. Therefore, the output should be expressed as follow (15).

$$y = h(q)$$

and thus

$$\frac{d^2y}{dt^2} = \dot{L}_f h(q, \dot{q}) + \dot{L}_h T$$

(16)

where $\dot{L}_f L_f$ is the decoupling matrix. The invertibility of this matrix at a point guarantees the zero dynamics uniqueness and existence in the neighborhood of that point [21]. For each output $y_i$, $(i = 1...N - 1)$, if it is considered that $y_{1,i} = y_i$ and $y_{2,i} = \hat{y}_i$, (16) can be rewritten as

$$\dot{\hat{y}}_{1,i} = \hat{y}_{2,i}$$

$$\dot{\hat{y}}_{2,i} = \sigma_f^i v_{f,i} + v_{f,i} + v_{g,i} T_i + v_{d,i}$$

where $\sigma_f^i v_{f,i} + v_{f,i}$ and $v_{g,i}$ are the i th row from $L_f h(q, \dot{q})$ and $L_g L_f h(q, \dot{q})$ respectively, where $f$ and $\hat{g}$ are the dynamics nominal models in (1), $\sigma_f^i$ is linearly parameterizable terms part of the system, $v_{f,i}$ is not linearly parameterizable terms and $\sigma_f^i$ is unknown time variant function which is learned by iterative learning method and $v_{d,i}$ is the system and input disturbance term due to model uncertainty. For the system stabilization in (17), based on the virtual input, $T_i$, a controller is designed, so that the pair of allocation ($\epsilon_n, \epsilon_n$) can be switched arbitrarily without affecting the stability property of the system. In the next part, an iterative learning continuous integral sliding mode (ILCISM) control technique is implemented and the robust stability is proved.

1) Implementation of ILCISM: For $i = 1...N - 1$, let the sliding surface $s_i \in \mathbb{R}$ be defined as $s_i = \lambda_1 e(t) + \lambda_2 e(t)$, where $e = (\hat{y}_i - \hat{y}_i)$, $\lambda_1 \in \mathbb{R}$ is a constant number, $\hat{y}_i$ and $\hat{y}_i$ are the desired and the system output respectively such that the system in (17) would equivalently become

$$\dot{s}_{k+1} = \sum_{j=1}^{2} \lambda_j \hat{y}_{j,i} - \lambda_1 \hat{y}_{1,i} - \sigma_k^i v_{f,i} + v_{g,i} T_i + v_{f,i} + v_{d,i}.$$  

(18)

Using the subsequent stability analysis and ILCISM [22],

$$T_{k,i} = v_{g,i}^{-1} \left( \sum_{j=1}^{2} \lambda_j \hat{y}_{j,i} - \lambda_1 \hat{y}_{1,i} - \sigma_k^i v_{f,i} - v_{g,i} T_i - v_{f,i} - v_{d,i} \right. + \alpha_{1,i} |s_{k,i}|^3 \text{sgn}(s_{k,i}) + \frac{3}{4} \alpha_{2,i} \text{sgn}(s_{k,i}) + \alpha_{3,i} s_{k,i}$$

(19)

where $i = 1...N - 1$, $k$ is the number of iterations, and $\alpha_{1,i}, \alpha_{2,i}, \alpha_{3,i}$ are positive constants. $\sigma_k$ is the recursive part of the control. It is used for learning the unknown term $\sigma_k$, and based on the next section stability analysis, it can be derived using the following update law,

$$\dot{s}_{k,i} = \sigma_{k,i} - q \xi (\frac{4n \xi}{3} |s_{k,i}|^4 \text{sgn}(s_{k,i}) + \gamma_{k,i})$$

(20)

where $q$, $\eta$ and $\gamma$ are constants belonged to $\mathbb{R}^+$. The variable $v_{k,i}$ in (12) is an integral term that is defined as below,

$$v_{k,i} = -\beta_1 s_{k,i} - \beta_2 |s_{k,i}|^3 \text{sgn}(s_{k,i})$$

(21)
where both $\beta_1$ and $\beta_2$ are positive constants. By using the ILC law (19), the sliding surface dynamic equation can be rewritten as follow. A two-step optimization method and virtual-constraint based switching iterative learning sliding mode control technique has been developed in this paper. According to the simulated results, this technique helps the system in (17) would equivalently become:

$$\dot{s}_{k,i} = -\alpha_3,i s_{k,i} + \Psi^T_{k,i} v_{f,i} + v_{k,i} - v_{d,k,i} - \frac{3}{4} \alpha_2,i \text{sgn}(s_{k,i})$$

(22)

where $\Psi_{k,i} = \hat{\sigma}_{k,i} - \sigma_{k,i}$.

2) Stability Analysis the Finite Time Convergence: In order to show the stability of the hybrid system that includes the ground impact phase, the system Poincare map is shown in Fig. 1. As, it can be seen from the figure the gait cycle converges to the limit cycle which was designed by the optimization method in the previous step. According to the figure, the error of the system is reducing after each single ground impact in the compare of previous ground impact. For proving the stability of the learning controller, the following energy function is defined.

$$V_{k,i} = V^{(1)}_{k,i} + V^{(2)}_{k,i} + V^{(3)}_{k,i} + V^{(4)}_{k,i}$$

(23)

where $V^{(1)}_{k,i} = \frac{1}{2} v_{k,i} s_{k,i}$, $V^{(2)}_{k,i} = \eta |s_{k,i}|^2$, $V^{(3)}_{k,i} = \frac{1}{2} \gamma s_{k,i} \dot{s}_{k,i}$, and $V^{(4)}_{k,i} = \frac{1}{2} \int_{t_0}^{t} \Psi^T_{k,i} (\tau) \Psi_{k,i} (\tau) d\tau$. $t_0,k$ is the start time of k-th iteration. The convergence of the tracking error will be evaluated based on the difference between energy function between two iterations in a row according to the follow,

$$\Delta V^{(1)}_{k,i} = V^{(1)}_{k,i} - V^{(1)}_{k,-1,i}$$

(24)

Therefore, using (16),

$$\Delta V^{(1)}_{k,i} = -\frac{v_{k,-1,i} \dot{s}_{k,-1,i}}{2} - \beta_1 \int_{t_0,k}^{t} v_{k,i} s_{k,i} d\tau$$

$$-\beta_2 \int_{t_0,k}^{t} v_{k,i} |s_{k,i}| \text{sgn}(s_{k,i}) d\tau + C_1.$$  

(25)

In a similar way, the difference of k-th and (k-1)-th iteration of the second energy function is obtained,

$$\Delta V^{(2)}_{k,i} = 4 \eta \int_{t_0,k}^{t} |s_{k,i}| \text{sgn}(s_{k,i}) \dot{s}_{k,i} d\tau + C_2 - \eta |s_{k-1,i}|^2.$$  

(26)

Using the derivative of $|s_{k,i}|^2$, the above equation can be written in the following alternative way,

$$\Delta V^{(2)}_{k,i} = 4 \eta \int_{t_0,k}^{t} |s_{k,i}| \text{sgn}(s_{k,i}) \dot{s}_{k,i} d\tau + C_2 - \eta |s_{k-1,i}|^2.$$  

(27)

By substituting (22) into (27), new form of (27) is obtained as,

$$\Delta V^{(2)}_{k,i} = 4 \eta \int_{t_0,k}^{t} |s_{k,i}| \text{sgn}(s_{k,i}) v_{k,i} d\tau$$

$$-\frac{16}{3} \eta \int_{t_0,k}^{t} |s_{k,i}| \text{sgn}(s_{k,i}) v_{d,i} d\tau - \frac{64}{9} \eta \int_{t_0,k}^{t} |s_{k,i}| d\tau$$

$$-\eta |s_{k-1,i}|^2 - \frac{64}{9} \eta \alpha_{2,i} \int_{t_0,k}^{t} |s_{k,i}| \dot{s}_{k,i} d\tau + C_2.$$  

(28)

If we consider $|v_{d,i}| \leq b_d$, where $b_d$ is the upper bound of disturbance of the system, (28) can be rewritten as

$$\Delta V^{(2)}_{k,i} \leq -\frac{4}{3} \eta \int_{t_0,k}^{t} |s_{k,i}| \dot{d}_{i} d\tau - \frac{64}{9} \eta \alpha_{2,i} \int_{t_0,k}^{t} |s_{k,i}| d\tau$$

$$+ \frac{64}{3} \eta \int_{t_0,k}^{t} |s_{k,i}| \dot{s}_{k,i} d\tau - \frac{64}{9} \eta \int_{t_0,k}^{t} |s_{k,i}| d\tau$$

$$+ \frac{64}{3} \eta \int_{t_0,k}^{t} |s_{k,i}| \text{sgn}(s_{k,i}) v_{d,i} d\tau + C_2.$$  

(29)

The difference of k-th and (k-1)-th iteration of the third energy function is obtained as,

$$\Delta V^{(3)}_{k,i} = \gamma \int_{t_0,k}^{t} s_{k,i} \dot{s}_{k,i} d\tau + C_3 - \frac{1}{2} \gamma s_{k,i} s_{k-1,i}$$

(30)

By substituting (22) into (30) and considering the upper bound, $b_d$ for the uncertainties, the following is achieved,

$$\Delta V^{(3)}_{k,i} = -\gamma \int_{t_0,k}^{t} s_{k,i} \dot{s}_{k,i} d\tau$$

$$+ \gamma \int_{t_0,k}^{t} s_{k,i} \dot{s}_{k,i} d\tau + b_d \gamma \int_{t_0,k}^{t} s_{k,i} \dot{s}_{k,i} d\tau + C_3$$

(31)
Difference of the last energy function between two iteration in a row can be written as,
\[
\Delta V^{(4)}_{k,i} = \frac{1}{2b_q} \int_{t_{0,k}}^{t} \Psi_{k,i}^T \Psi_{k,i} d\tau - \frac{1}{2b_q} \int_{t_{0,k}}^{t} \Psi_{k-1,i}^T \Psi_{k-1,i} d\tau
\]
(32)
where \(b_q \in \mathbb{R}^+\). Based on (20) and [23], the following equation can be derived.
\[
\begin{align*}
\frac{1}{2b_q} \left( \Psi_{k,i}^T \Psi_{k,i} - \Psi_{k-1,i}^T \Psi_{k-1,i} \right) \\
= \frac{1}{2b_q} (\hat{\sigma}_{k,i} - \sigma_i)^T (\hat{\sigma}_{k,i} - \sigma_{k-1,i}) \\
- \frac{1}{2b_q} (\hat{\sigma}_{k,i} - \hat{\sigma}_{k-1})^T (\hat{\sigma}_{k,i} - \hat{\sigma}_{k-1,i}),
\end{align*}
\]
(33)
Based on (20), (33) can be rearranged as,
\[
\begin{align*}
\frac{1}{2b_q} \left( \Psi_{k,i}^T \Psi_{k,i} - \Psi_{k-1,i}^T \Psi_{k-1,i} \right) = \\
- \frac{4\gamma}{b_q} |s_{k,i}|^{\frac{3}{2}} \text{sgn}(s_{k,i})\Psi_{k,i}v_{f,i} - \gamma s_{k,i}\Psi_{k,i}^Tv_{f,i} \\
- \frac{1}{2b_q} (\hat{\sigma}_{k,i} - \hat{\sigma}_{k-1})^T (\hat{\sigma}_{k,i} - \hat{\sigma}_{k-1,i}).
\end{align*}
\]
(34)
(32) can be related to the sliding mode surface as follow,
\[
\begin{align*}
\Delta V^{(4)}_{k,i} = -\frac{1}{2b_q} \int_{t_{0,k}}^{t} (\hat{\sigma}_{k,i} - \hat{\sigma}_{k-1}) (\hat{\sigma}_{k,i} - \hat{\sigma}_{k-1,i}) d\tau \\
- \gamma \int_{t_{0,k}}^{t} \left( s_{k,i}\Psi_{k,i}^Tv_{f,i} \right) d\tau - \frac{4\gamma}{b_q} |s_{k,i}|^{\frac{3}{2}} \text{sgn}(s_{k,i})\Psi_{k,i}v_{f,i} d\tau.
\end{align*}
\]
(35)
For proving the convergence of both the output tracking error and sliding surface dynamics, we now combine the difference of energy terms for two iterations as below, based on considering \(\beta_1 = \gamma, \beta_2 = \frac{4\gamma}{3}, \alpha_2,i = \frac{\alpha_1}{\gamma}, \gamma = \frac{4\alpha_1\gamma}{3\alpha_i} \) and \(C_4 = C_3 + C_2 + C_1\)
\[
\Delta V_{k,i} = \Delta V^1_k + \Delta V^2_k + \Delta V^3_k + \Delta V^4_k \\
\leq -\frac{\nu_{k-1}}{2} - \eta |s_{k-1,i}|^{\frac{3}{2}} - \frac{4\alpha_1\gamma}{3} \int_{t_{0,k}}^{t} |s_{k,i}|^{\frac{3}{2}} d\tau \\
- \alpha_3 \gamma \int_{t_{0,k}}^{t} s_{k,i} s_{k,i} d\tau - \frac{4\alpha_1\gamma}{3} \int_{t_{0,k}}^{t} |s_{k,i}|^{\frac{3}{2}} d\tau \\
- \alpha_3 \gamma \int_{t_{0,k}}^{t} s_{k,i} s_{k,i} d\tau - \gamma \frac{s_{k-1}^{\frac{3}{2}}s_{k}^{\frac{3}{2}}}{2} + C_4
\]
(36)
Based on the Poincare map conclusion about ground impact error, \(C_4 \in \mathbb{R}^-\). Therefore, 36 can be simplified as,
\[
\begin{align*}
\Delta V_k &\leq -\frac{4\alpha_1\gamma}{3} \int_{t_{0,k}}^{t} |s_{k,i}|^{\frac{3}{2}} d\tau \\
- \alpha_3 \gamma \int_{t_{0,k}}^{t} s_{k,i} s_{k,i} d\tau - \frac{4\alpha_1\gamma}{3} \int_{t_{0,k}}^{t} |s_{k,i}|^{\frac{3}{2}} d\tau,
\end{align*}
\]
(37)
(37) is negative definite whenever \(s_{k,i} \neq 0\) at least in one of the moments, \(t \in [t_{0,k}, T]\). Therefore, it can be concluded that \(V_k\) is convergent. Because \(V_k(t) \in \mathbb{R}^+\). This convergence ensures \(V_k\) converges to zero. Therefore, it ensures that the sliding surface and \(\Psi\) which shows the estimation error of the system dynamics converge to zero. On the other hand, the dynamics of the sliding surface is Hurwitz. Hence, after this convergence, the output error is exponentially convergent to zero. To sum up, a second order ILCSM is designed to control system (17). In other word output \(y_i\) can be stabilized for \(\forall i = 1...N - 1\). It is robust with asymptotic stability to the system disturbance, allowing the system switches arbitrarily.

\[V(s, e q)\] given by (23) can be regarded as a common switched system Lyapunov function (9), hence, the stability result is consistent with the switching system theory [24].

\[C. \text{ Optimization Process}\]
In the optimization process, the value of \(\alpha_k\) in the Bezier polynomials in (13) should be chosen optimally in order to have a minimum effort movement. GAPSO and SQP combination method is used for the optimization. The global optimal convex region is found by GAPSO that satisfies the constraints and the absolute optimal solution is found by the SQP method in that region, which is found by GAPSO. For achieving minimum control effort, the following cost function is defined
\[
J_{Eff} = \frac{1}{2p_2^2(q_0)} \int_0^{T_s} \sum_{i=1}^{m} (u_i(t))^2 dt,
\]
(38)
where \(u_i(t)\) is the control input, \(T_s\) is the step time, \(p_2^2\) is the length of a step, and \(m\) is the number of control inputs.

\[\text{III. Simulation Results}\]
The walking simulation is done for 100 seconds for \(N = 3\). Fig. 2-4 show the results, where a robust, optimal, and stable walking can be seen despite switching between the motor and FES as the muscle recovers or fatigues.

In Fig. 2, the root mean square (RMS) of the output tracking error is displayed during iterations of learning. As it can be seen it is reducing during different iterations. It shows that the learning error is displayed during iterations of learning. As it can be seen it is reducing during different iterations. It shows that the learning error is displayed during iterations of learning.
is negative definite whenever the equation can be derived. System dynamics converge to zero. On the other hand, the system Lyapunov function (9), hence, the stability result is obtained. This convergence error is displayed during iterations of learning. As it can be seen, this technique on human subjects.

V. CONCLUSION
A switching controller that combines iterative learning and sliding mode control has been developed to coordinate FES and the powered exoskeleton. The sliding mode-based iterative learning control is used to learn the unknown functions in system dynamics. According to the simulated results, this technique helps the switching controller to decrease the RMS in each iteration. The controller stability was proven for using the Lyapunov-based stability analysis. The overall stability to account for impacts was shown numerically by using Poincare maps. The results exhibited the excellent performance of the proposed technique by-tracking the designed virtual constraints. Future work will be to experimentally test this technique on human subjects.
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