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Abstract

Inference problems with incomplete observations often aim at estimating population properties of unobserved quantities. One simple way to accomplish this estimation is to impute the unobserved quantities of interest at the individual level and then take an empirical average of the imputed values. We show that this simple imputation estimator can provide partial protection against model misspecification. We illustrate imputation estimators’ robustness to model specification on three examples: mixture model-based clustering, estimation of genotype frequencies in population genetics, and estimation of Markovian evolutionary distances. In the final example, using a representative model misspecification, we demonstrate that in non-degenerate cases, the imputation estimator dominates the plug-in estimate asymptotically. We conclude by outlining a Bayesian implementation of the imputation-based estimation.
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1 Introduction

We are interested in robustness to model misspecification in problems with incomplete observations. Semiparametric approaches have enjoyed a lot of success in this area but these methods lack universality and so need to be fine-tuned for each problem at hand (Tsiatis, 2006; Little and An, 2004; Kang and Schafer, 2007; Chen et al., 2009). Consequently, when practitioners are faced with nonstandard problems with incomplete observations, they are often left to their own devices. As a first step to ameliorating this deficiency, we propose a general imputation-based estimation method that provides partial protection against model misspecification for incomplete data problems.

The idea of using imputation techniques to combat model misspecification is not new. Consider the standard missing data problem of estimating population mean $\mu$ given a sample $(r_1, g_1, w_1), \ldots, (r_n, g_n, r_n, w_n)$, where $g_i$ is a response variable, $r_i$ is a response indicator taking value 1 if $g_i$ is observed and 0 otherwise, and $w_i$ is a vector of covariates. Assuming strong ignorability, meaning that $g_i$ and $r_i$ are independent given $w_i$, we use only those individuals for which the response variable is available to fit a response model with $m_i = E(g_i \mid w_i)$ to obtain $\hat{m}_i$ (Rosenbaum and Rubin, 1983). Intuitively, we can combine the empirical estimate of the mean of respondents with model-based predictions of missing $g_i$s for non-respondents to arrive at $\hat{\mu} = (1/n) \sum_{i: r_i=1} g_i + (1/n) \sum_{i: r_i=0} \hat{m}_i$. This estimator, called an imputation estimator by Tsiatis and Davidian (2007), will be biased if the response model is misspecified. However, the bias vanishes as the number of non-respondents decreases to zero. Using conditioning on the observed data, we can rewrite Tsiatis and Davidian (2007)’s imputation estimator as $\hat{\mu} = (1/n) \sum_{i=1}^n E(g_i \mid r_i, g_i, r_i, w_i)$. In a completely unrelated missing data setting, O’Brien et al. (2009) also use expectations of complete data conditional on the observed data to arrive at novel estimators of evolutionary distances. Although O’Brien et al. (2009) used imputation by conditional expectations explicitly, these authors did not recognize the full generality of their approach.

In this paper, we investigate the behavior of imputation estimators when they are applied to general problems with incomplete observations. After formulating the generalized imputation estimator, we consider three problems with incomplete observations. We start with a mixture model and demonstrate that imputation is useful for estimating densities of mixture components. Moreover, this imputation density estimation improves accuracy of mixture model-based clustering. Next, we turn to a statistical genetics problem of estimating genotype frequencies. To keep the genetic-specific intricacies to a minimum, we construct an artificial but representative example. In spite of the introduced simplification, our results are directly applicable to a topical problem of multilocus haplotype/genotype frequency
estimation, where model misspecification occurs due to a failure to account for population structure (Allen and Satten, 2008; Kraft et al., 2005). In our last example, we consider imputation estimators of evolutionary distances between DNA sequences with partially observed continuous-time Markov chains introduced in O’Brien et al. (2009). We fill some theoretical gaps in their work. First, we identify situations where imputation estimators are not helpful. In doing so, we - for the first time to our knowledge - use the fact that so called group-based Markov models belong to the regular exponential family (Evans and Speed, 1993). Next, we compute almost sure limits of imputation and plug-in estimators for a particular model misspecification. Although we make several simplifying assumptions in this derivation, we believe that qualitatively our results are portable to more realistic applications considered by O’Brien et al. (2009). We conclude by outlining a Bayesian implementation of the imputation-based estimation.

2 Generalized imputation estimators

Assume that complete data \( x = (x_1, \ldots, x_n) \) are independent and identically distributed with each \( x_i \) distributed according to a parametric family of sampling densities \( p_T(x_1; \theta_T) \) with parameters \( \theta_T \in \Theta_T \). We observe each \( x_i \) through a transformed vector \( y_i = y(x_i) \). We further assume that the true sampling density \( p_T(x_1; \theta_T) \) is unknown to us and we have to erroneously postulate a misspecified model \( p_F(x_1; \theta_F) \), where \( \theta_F \in \Theta_F \) with parameter spaces \( \Theta_T \) and \( \Theta_F \) of possibly different dimensions. Despite this model misspecification, we would like to estimate 
\[
\mu = \mathbb{E}_{\theta_T} [s(x_1)] = \int s(x_1) p_T(x_1; \theta_T) dx_1,
\]

This estimator is destined to be biased and asymptotically inconsistent in nearly all situations due to the model misspecification.

Consider an imputation estimator
\[
\hat{\mu}_n^{im} = \frac{1}{n} \sum_{i=1}^n \mathbb{E}_{\hat{\theta}_F} [s(x_i) | y_i] = \frac{1}{n} \sum_{i=1}^n \int s(x_i) p_F(x_i | y_i; \hat{\theta}_F) dx_i.
\]

The motivation behind this new estimator is quite simple: in order to offer protection against model misspecification, we would like to use the empirical measure...
based on $y_1, \ldots, y_n$. To accomplish this, we write $E_{\theta_T} [s(x_1)] = E_{\theta_T} \{E_{\theta_T} [s(x_1) | y_1]\} \approx P_n E_{\theta_T} [s(x_1) | y_1]$ where $P_n f = \frac{1}{n} \sum_{i=1}^n f(y_i)$ for any measurable function $f$. In the absence of a good alternative, we plug-in $\hat{\theta}_F$ for $\theta_T$ in the conditional expectations of $s(x_i)$ to arrive at our imputation estimator, $\hat{\mu}_n^{im}$.

If the family of distributions $\{p_F(y; \theta_F)\}$ satisfies usual regularity conditions we have $\hat{\theta}_F \overset{a.s.}{\rightarrow} \theta_0$. For example, if our model is not misspecified, i.e. $\Theta_F \equiv \Theta_T$, we would have $\theta_0 = \theta_T$. Consider the family of functions $\mathcal{F}$ which consists of conditional expectations: $\mathcal{F} = \{f(y_1; \theta) = E_\theta [s(x_1) | y_1], \theta \in \Theta_0\}$ for some bounded open neighborhood $\Theta_0$ of the limiting value $\theta_0$. If we assume that $\mathcal{F}$ has finite bracketing number $N_{\| \cdot \|, \mathcal{F}, L_1(P)}$ for each $\varepsilon > 0$ and is pointwise continuous in $\theta$, then one can show that $P_n E_{\hat{\theta}_F} [s(x_1) | y_1] \overset{a.s.}{\rightarrow} E_{\theta_T} \{E_{\theta_0} [s(x_1) | y_1]\}$ using standard empirical processes machinery (van der Vaart and Wellner, 2000). Assuming model misspecification almost inevitably leads to $\theta_0 \neq \theta_T$. Therefore, our imputation estimator has little chance of achieving asymptotic consistency. However, if the loss of information due to missing data is relatively small, our new estimator can be quite close to the true value both for finite sample sizes and asymptotically.

Assume that a misspecified complete-data sampling density belongs to the regular exponential family so that $p_F(x_1; \theta_F) = a(x_1) \exp \left( \theta_F^T t(x_1) \right) / b(\theta_F)$, where $t(x_1) = (t_1(x_1), \ldots, t_r(x_1))$ is an $r$-dimensional vector of minimal sufficient statistics and $\theta_F = (\theta_{F1}, \ldots, \theta_{Fr})$ is a natural parameter vector of the same dimension. Then, as noted by Sundberg (1974), the likelihood equations based on the observed data $y$ can be written as $(1/n) \sum_{i=1}^n E_{\theta_F} [t(x_i) | y_i] = E_{\theta_F} [t(x_1)]$. Therefore, if the complete-data summary $s(x_1)$ can be expressed as a linear transformation of the sufficient statistics $t(x_1)$, imposed by the falsely assumed regular exponential family model, then the plug-in estimator (1) and imputation estimator (2) coincide exactly regardless of the true sampling density of $x_1$.

### 3 Mixture models and model-based clustering

Consider a mixture model with $k$ components. Let $h = (h_1, \ldots, h_n)$ be iid discrete random variables taking values in $\{1, \ldots, k\}$ with probabilities $\Pr(h_1 = j) = \alpha_j$, $\sum_{j=1}^k \alpha_j = 1$. Event $h_i = j$ indicates that the observed $y_i$ is sampled from the density $p_{Fj}(y; \theta_{Fj})$. The complete-data sampling density becomes

\[
p_F(h_i, y_i; \theta_F) = \prod_{j=1}^k \left[ \alpha_j p_{Fj}(y_i; \theta_{Fj}) \right]^{1(h_i = j)}.\]
We obtain parameter estimates \( \hat{\alpha} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_k) \) and \( \hat{\theta}_F = (\hat{\theta}_{F1}, \ldots, \hat{\theta}_{Fk}) \) by maximizing \( \prod_{i=1}^n p_F(y_i; \theta_F) \), where \( p_F(y_i; \theta_F) = \sum_{j=1}^k \alpha_j p_{Fj}(y_i; \theta_{Fj}). \) If we further assume regular exponential family sampling densities of mixture components sharing the same normalizing constant \( a(y) \), \( p_{Fj}(y; \theta_F) = a(y) \exp \left[ t_j(y)^T \theta_{Fj} \right] / b_j(\theta_{Fj}) \), then the density of the \( i \)th completely observed sampling unit also belongs to the regular exponential family.

\[
p_F(h_i, y_i; \theta_F) = a(y_i) \exp \left\{ \sum_{j=1}^k 1_{\{h_i=j\}} t_j(y_i)^T \theta_{Fj} + \sum_{j=1}^k 1_{\{h_i=j\}} \left[ \ln \frac{\alpha_j}{b_j(\theta_{Fj})} \right] \right\}.
\]

From our discussion of regular exponential family complete-data likelihoods, it is clear that plug-in and imputation estimators of mean complete-data summaries,

\[
E_{\theta_T} \left[ 1_{\{h_i=j\}} t_j(y_1) \right] \quad \text{and} \quad E_{\theta_T} \left[ 1_{\{h_i=j\}} \right],
\]

will coincide exactly regardless of the true complete-data sampling model \( p_T(y_1, h_1; \theta_T) \). In fact, plug-in and imputation estimators of the second mean complete-data summary, \( E_{\theta_T} \left[ 1_{\{h_i=j\}} \right], \) will coincide even if densities \( p_{Fj}(y_i; \theta_F) \) do not belong to the regular exponential family. To see this, note that the plug-in estimator in this context is \( \hat{\alpha}_j^{pl} = E_{\hat{\theta}_j} \left[ 1_{\{h_i=j\}} \right] = \Pr(h_i = j) = \hat{\alpha}_j. \) The estimated probability that observation \( i \) belongs to component \( j \)

\[
\hat{z}_{ij} = E \left( 1_{\{h_i=j\}} | y_i \right) = \frac{\hat{\alpha} p_{Fj}(y_i; \hat{\theta}_F)}{\sum_{j=1}^k \hat{\alpha} p_{Fj}(y_i; \hat{\theta}_F)}.
\]

The imputation estimate of the \( j \)th mixing proportion becomes \( \hat{\alpha}_j^{im} = (1/n) \sum_{i=1}^n E \left( 1_{\{h_i=j\}} | y_i \right) = (1/n) \sum_{i=1}^n \hat{z}_{ij}. \) The likelihood equations for the mixture model can be rearranged to show that \( \hat{\alpha}_j^{pl} = \hat{\alpha}_j^{im} \) (Redner and Walker, 1984). Notice that estimating all of the above complete-data expectations requires unambiguously identifying mixture component \( j \), which we assume is possible by imposing constraints on mixture component parameters \( \theta_{F1}, \ldots, \theta_{Fk}. \)

To make our discussion of mixture models more concrete, we simulate \( n = 1000 \) realizations from a mixture of two log-normal distributions with the log-scale means \( \mu_1 = 1.5 \) and \( \mu_2 = 2.5 \) and standard deviations \( \sigma_1 = 0.2 \) and \( \sigma_2 = 0.25 \) respectively. The mixing proportion, \( \alpha, \) was set to 0.3, completing the set of true model parameters \( \theta_T = (\mu_1, \mu_2, \sigma_1, \sigma_2, \alpha). \) Now, we assume a two-component normal mixture model with means \( \nu_1, \nu_2, \) possibly unequal standard deviations \( \delta_1, \delta_2, \) and a mixing proportion \( \beta. \) We estimate parameters \( \theta_F = (\nu_1, \nu_2, \delta_1, \delta_2, \beta) \) of this misspecified model using maximum likelihood via the EM algorithm (Dempster et al., 1977; Fraley and Raftery, 2003). We show a histogram of simulated data with a normal mixture model fit in the left plot of Figure 1.
Figure 1: Mixture model example. The upper left plot shows a histogram of 1000 simulated realizations of the two-component log-normal model, described in the text. The solid line depicts the normal mixture density estimated from these simulated data. The dashed vertical lines indicate four values of threshold \( c \), for which we estimate \( \mu(c) = E_{\theta_T}(1_{h_1=1}1_{y>c}) \). Results of conventional and robust estimation of these quantities are shown in the upper right plot of the figure. We repeat simulation and estimation 1000 times and plot box-plots of relative errors, \( \frac{\hat{\mu}^{\text{pi}}(c) - \mu(c)}{\mu(c)} \) and \( \frac{\hat{\mu}^{\text{im}}(c) - \mu(c)}{\mu(c)} \), for \( c = 5.0, 5.5, 6.0, 6.5 \). The bottom row shows results of mixture component density estimation and classification errors during model based clustering.
To avoid the label switching problem, we define mixture component labels by the inequality $\nu_1 < \nu_2$. Equation (3) says that if we try to estimate $E_{\theta_T} (1_{\{h_1=1\}}y_1)$, $E_{\theta_T} (1_{\{h_1=1\}}y_1^2)$ or $E_{\theta_T} (1_{\{h_1=1\}})$, it does not matter whether we use the plug-in or imputation approach. Instead, we choose to estimate the proportion of samples from the first mixture component that fall to the right of some threshold $\mu(c) = E_{\theta_T} (1_{\{h_1=1\}}1_{\{y_1>c\}})$. The plug-in estimate of this quantity is

$$\hat{\mu}_{pi}^{\mu}(c) = E_{\hat{\theta}_T} (1_{\{h_1=1\}}1_{\{y_1>c\}}) = \left[ 1 - \Phi \left( \frac{c - \hat{\nu}_1}{\hat{\delta}_1} \right) \right] \hat{\beta},$$ (4)

where $\Phi$ is the standard normal cdf. Our imputation estimator becomes

$$\hat{\mu}_{im}^{\mu}(c) = \frac{1}{n} \sum_{i=1}^{n} E_{\hat{\theta}_T} (1_{\{h_i=1\}}1_{\{y_i>c\}} | y_i) = \frac{1}{n} \sum_{i=1}^{n} z_{ij} 1_{\{y_i>c\}}.$$ 

Since tails of mixture components can be estimated via imputation, it should be possible to devise an imputation estimator of mixture components’ densities. Indeed, if we use a nonparametric kernel density estimator, where each observed point $i$ is weighted by $z_{ij}$, we arrive at an imputation estimate of the $j$th component density. This is potentially useful, because more accurate estimation of component densities may lead to more accurate model-based clustering (Fraley and Raftery, 2002).

The right plot of Figure 1 demonstrates results of estimating $\mu(c)$ for threshold values $c = 5.0, 5.5, 6.0, 6.5$, depicted in the left plot of the figure by the dashed vertical lines. We consider these values of $c$, because they fall into the region where sampled points cannot be easily assigned to either of the two mixture components. We simulate 1000 test data sets using already described settings. For each of the simulated data set, we compute plug-in estimates of $\mu(c)$ using the fitted correct log-normal and the misspecified normal model and the imputation under the misspecified normal model. We show box plots of the corresponding relative errors in the upper right plot of Figure 1. Although, the performance of the plug-in and imputation estimators under model misspecification is disappointingly similar, imputation density estimates, plotted in the bottom row, look more promising. We used plug-in density estimates under the correct and misspecified model and imputation density estimates to assign simulated points to two clusters. We then computed clustering classification error using R package MCLUST (Fraley and Raftery, 2003). As shown in the lower bottom plot, clustering accuracy improves significantly under imputation estimates of mixture component densities and approaches the accuracy of clustering under the correct mixture model.
4 Estimating genotype frequencies

Here, we turn to a classical problem in statistical genetics: estimating allele and genotype frequencies from incomplete observations (Ceppelini et al., 1955). Suppose that we measure some observable characteristic, called a phenotype, in $n$ individuals and record them in a vector $y = (y_1, \ldots, y_n)$, where each $y_i$ takes one of $M$ possible values in $\mathcal{C} = \{c_1, \ldots, c_M\}$. We further assume that each individual $i$ has an unobserved genotype $x_i = (x_{i1}, x_{i2})$, defined as an unordered pair of gene variants, called alleles, on two paired chromosomes of this individual. Suppose there are $R$ possible alleles, $\mathcal{G} = \{g_1, \ldots, g_R\}$. Genotypes are assumed to determine observed phenotypes via a deterministic function $h : \mathcal{G} \times \mathcal{G} \rightarrow \mathcal{C}$ such that $h(g_k, g_l) = h(g_l, g_k)$. Making certain population genetics assumptions allows us to assume that unobserved genotypes are iid with

$$p_T((g_k, g_l); \mathbf{p}, f) = \begin{cases} p_k^2(1-f) + f p_k & \text{if } k = l \\ 2 p_k p_l (1-f) & \text{if } k \neq l, \end{cases}$$

where $\mathbf{p} = (p_1, \ldots, p_R)$ are population allele frequencies and $f$ is called an inbreeding coefficient. We erroneously assume that $f = 0$, reducing the model for genotype probabilities to the celebrated Hardy-Weinberg equilibrium (Hardy, 1908; Weinberg, 1908). The falsely misspecified complete-data likelihood for datum 1 becomes

$$p_F(x_1; \mathbf{p}) = \prod_{k>l} (2 p_k p_l)^{1 \{x_1 = (g_k, g_l)\}} \prod_{k=1}^R (p_i)^{2 \times 1 \{x_1 = (g_k, g_l)\}} \propto \prod_{k=1}^R p_k^{t_k},$$

where $t_k = 2 \times 1 \{x_1 = (g_k, g_l)\} + \sum_{l=1}^R 1 \{x_1 = (g_k, g_l)\}$. The misspecified observed-data likelihood for datum 1 is $p_F(y_1; \mathbf{p}) = \sum_{x_1 : h(x_1) = y_1} p_F(x_1; \mathbf{p})$.

Since the complete-data likelihood is in the regular exponential family with sufficient statistics $(t_1, \ldots, t_R)$, the plug-in and imputation estimates of $E(\sum_{i=1}^R c_i t_i)$ will coincide exactly. Suppose our objective is to estimate genotype frequencies $\mu_{kl} = E(1_{\{x_1 = (g_k, g_l)\}}) = \Pr(x_1 = (g_k, g_l))$. The complete-data summary $1_{\{x_1 = (g_k, g_l)\}}$ can not be expressed as a linear combination of the sufficient statistics, so plug-in and imputation estimation will not necessarily produce identical results. After obtaining maximum likelihood estimates of allele frequencies, $\hat{\mathbf{p}}$, the plug-in approach yields

$$\hat{\mu}_{kl} = \hat{p}_k^2 1_{\{k = l\}} + 2 \hat{p}_k \hat{p}_l 1_{\{k \neq l\}}.$$  

The imputation estimator becomes

$$\hat{\mu}_{kl}^{im} = \frac{1}{n} \sum_{i=1}^n \Pr(x_i = (g_k, g_l) | y_i = c_j) 1_{\{y_i = c_j\}} = \frac{n_j \hat{p}_k^2 1_{\{k = l\}}}{n p_F(c_j; \hat{\mathbf{p}})} + \frac{n_j 2 \hat{p}_k \hat{p}_l 1_{\{k \neq l\}}}{n p_F(c_j; \hat{\mathbf{p}})},$$

where $h(g_k, g_l) = c_j$ and $n_j = \sum_{i=1}^n 1_{\{y_i = c_j\}}$. 
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Table 1: Mappings of complete to observed data during genotype frequencies estimation. Ambiguous phenotypes are highlighted in bold.

| \((g_k, g_l)\) | \((A, A)\) | \((A, B)\) | \((A, C)\) | \((A, D)\) | \((B, B)\) | \((B, C)\) | \((B, D)\) | \((C, C)\) | \((C, D)\) | \((D, D)\) |
|----------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| \(h_1(g_k, g_l)\) | \(aa\)   | \(ab\)   | \(ac\)   | \(ad\)   | \(bb\)   | \(bdc\)  | \(bdc\)  | \(cc\)   | \(cd\)   | \(dd\)   |
| \(h_2(g_k, g_l)\) | \(aa\)   | \(ab\)   | \(ac\)   | \(ad\)   | \(bd\)   | \(bdc\)  | \(bdc\)  | \(cc\)   | \(cd\)   | \(bd\)   |

Consider a particular case of the above model with four alleles: \(\mathcal{G} = \{A, B, C, D\}\). Table 1 defines two mappings from genotypes to phenotypes, \(h_1 : \mathcal{G} \times \mathcal{G} \to \mathcal{C}_1\) and \(h_2 : \mathcal{G} \times \mathcal{G} \to \mathcal{C}_2\), where \(\mathcal{C}_1 = \{aa, ab, ac, ad, bb, bdc, bdc, cc, cd, dd\}\) and \(\mathcal{C}_2 = \{aa, ab, ac, ad, bd, bdc, cc, cd\}\). Notice that \(\mathcal{C}_1\) has 9 phenotypes and \(\mathcal{C}_2\) has 8 phenotypes. Therefore, the loss of information due to missing data is larger under mapping \(h_2\) than under \(h_1\). We simulate 1000 observed phenotypes under both mappings using complete-data model (5) with \(p_A = 0.3\), \(p_B = 0.2\), \(p_C = 0.2\), \(p_D = 0.3\) and \(f = 0, 0.125, 0.25, 0.375, 0.5\). For each of these 10 simulated data sets, we estimate allele frequencies \(\hat{p}_A\), \(\hat{p}_B\), \(\hat{p}_C\), and \(\hat{p}_D\) using the EM algorithm and assuming that \(f = 0\).

For phenotypes that unambiguously correspond to exactly one genotype, the empirical phenotype frequency can be used to estimate the corresponding genotype frequency. Therefore, it only makes sense to compare plug-in and imputation estimation for genotypes that correspond to ambiguously defined phenotypes. For example, under both \(h_1\) and \(h_2\) genotypes \((B, C)\) and \((B, D)\) correspond to the phenotype \(bcd\). Suppose our goal is to estimate these genotype frequencies: \(\mu_{BC} = \Pr (x_1 = (B, C))\) and \(\mu_{BD} = \Pr (x_1 = (B, D))\). Plug-in estimates of these population-level quantities are

\[
\hat{\mu}_{BC}^{pi} = 2\hat{p}_B\hat{p}_C \quad \text{and} \quad \hat{\mu}_{BD}^{pi} = 2\hat{p}_B\hat{p}_D.
\]

Imputation estimates are obtained as

\[
\hat{\mu}_{BC}^{im} = \frac{n_{bcd}}{n} \frac{\hat{p}_B\hat{p}_C}{\hat{p}_B + \hat{p}_D} \quad \text{and} \quad \hat{\mu}_{BD}^{im} = \frac{n_{bcd}}{n} \frac{\hat{p}_B\hat{p}_D}{\hat{p}_B + \hat{p}_D},
\]

where \(n_{bcd} = \sum_{i=1}^{n} 1\{y_i = bcd\}\) and \(n = 1000\). Figure 2 shows box plots of relative errors of plug-in and imputation estimators, obtained by repeating the above simulation and estimation steps 1000 times. In the case of 9 phenotypes, corresponding to \(h_1\) mapping, the imputation estimation offers remarkable protection against model misspecification. Decreasing the number of observed phenotypes from 9 to 8 results in the imputation estimators outperforming the plug-in one only for \(f = 0.125\) and \(f = 0.25\). For the rest of inbreeding coefficient values, plug-in estimation produces better estimates of \(\mu_{BC}\), while imputation estimation offers better estimates of \(\mu_{BD}\). However, overall imputation relative errors are still smaller than plug-in errors.
Figure 2: Genotype frequency estimation. We plot box plots of relative errors, of plug-in and imputation estimates of genotype frequencies ($\mu_{BC}$ and $\mu_{BD}$) for two incomplete data mappings, with 9 and 8 observed phenotypes. Each pair of white and grey box plots corresponds to an inbreeding coefficient that ranges from 0 to 0.5.
5 Labeled evolutionary distances

Imputation estimation was proposed by O’Brien et al. (2009) in the context of estimation of evolutionary distances between molecular sequences, a standard problem in molecular evolutionary biology (Gu and Li, 1998; Yang, 2006). Consider a $2 \times n$ matrix $y = \{y_{ij}\}$, where each $y_{ij}$ takes values in the $\mathcal{S} = \{1, \ldots, s\}$. We assume that all columns in $y$ are independently generated by the same reversible and irreducible continuous-time Markov chain (CTMC) $\{X_t\}$, defined on the finite state-space $\mathcal{S}$ by infinitesimal generator $\Lambda(\theta_F)$. This Markov process models the evolution of DNA sequences so that the state space $\mathcal{S}$ usually consists of 4 nucleotide bases, however, a couple of alternative state-spaces are also often used. Each column $y_i$ in $y$ is produced by first drawing $y_{il}$ from the stationary distribution of $\{X_t\}$, $\pi(\theta_F) = (\pi_1(\theta_F), \ldots, \pi_s(\theta_F))$, running the chain for an unknown time $t$ and setting $y_{2i} = X_t$. For each realization $i$, we observe only the starting and ending states of the Markov chain on the time interval $[0, t]$. Here, model misspecification usually manifests itself through an incorrect parameterization of the infinitesimal generator, $\Lambda(\theta_F)$. The misspecified likelihood of the observed data is $p_F(y; \theta_F) = \prod_{l=1}^s \pi_{y_{0l}}(\theta_F) p_{y_{1l}y_{2l}}(\theta_F, t)$, where $P(\theta_F, t) = e^{-\Lambda(\theta_F) t} = \{p_{ij}(\theta_F, t)\}$ and $p_{ij}(\theta_F, t) = Pr(X_t = j | X_0 = i)$ are finite-time transition probabilities of $\{X_t\}$. Notice that transition probabilities depend on $\Lambda$ and $t$ only through their product. Therefore, we require the identifiability constraint $t = 1$.

In this example, complete data consist of the full Markov chain trajectory $x_i = \{X_{ri} : 0 < r < t\}$. A complete-data summary of scientific interest is $s(x_1) = N_{\mathcal{L}}$, the number of transitions of $X_t$ during the time interval $[0, 1]$, labeled by the set of ordered state pairs $\mathcal{L}$. In the absence of complete Markov trajectories, we are interested in the mean number of labeled transitions of the stationary Markov chain, available analytically via

$$\mu = E_{\theta_F} [s(x_1)] = E_{\theta_F} (N_{\mathcal{L}}) = \pi(\theta_F)^T \Lambda_{\mathcal{L}}(\theta_F) 1,$$

where 1 is an $s$-dimensional column vectors of 1s and $\Lambda_{\mathcal{L}} = \{\lambda_{uv} \times 1_{\{(u,v)\in \mathcal{L}\}}\}$. In molecular evolution, this expected number of labeled Markov transitions translates into mean number of labeled substitutions, allowing evolutionary biologists to measure molecular sequence similarity in a flexible manner (O’Brien et al., 2009).

The plug-in approach for estimating $\mu$ proceeds by first fitting a possibly misspecified Markov model, $\Lambda(\theta_F)$ and then using the resulting parameter estimates to compute complete-data summary expectations. More specifically, we obtain $\hat{\theta}_F = \arg\max_{\theta_F} p(y; \theta_F)$ and obtaining plug-in and imputation estimators

$$\hat{\mu}^{pi} = \pi(\hat{\theta}_F)^T \Lambda(\hat{\theta}_F) 1 \quad \text{and} \quad \hat{\mu}^{im} = \frac{1}{n} \sum_{i=1}^n E_{\hat{\theta}_F} [N_{11}^{\mathcal{L}} | X_0 = y_{1i}, X_1 = y_{2i}].$$
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O’Brien et al. (2009) execute two extensive simulation studies that demonstrate that the imputation estimator offers remarkable protection against misspecification of a Markovian substitution model.

5.1 Complete-data likelihood

After falsely assuming a misspecified model parameterization $\Lambda(\theta_F)$ (and $\pi(\theta_F)$ as a result) we condition on the initial Markov chain states and write the misspecified conditional complete-data likelihood

$$p_F(X_{[0,1]}; \theta_F) \propto \prod_{u \neq v} \lambda_{uv}^{n_{uv}}(\theta_F) \times e^{\sum_{u=1} T_u \lambda_{uu}(\theta_F)},$$

where $n_{uv}$ is the number of times $X_t$ instantaneously jumped from $u$ to $v$ and $T_u$ is the total time $X_t$ spent in state $u$ during the time interval $[0, 1]$, both summed over all $n$ realizations of the Markov chain (Guttorp, 1995). The complete-data likelihood belongs to the curved exponential family with sufficient statistics $n = \{n_{uv}\}_{u \neq v}$ and $T = (T_1, \ldots, T_s)$.

Nearly all Markov infinitesimal generators used in molecular evolutionary biology fall into the set $A = \{\Lambda = \{\lambda_{uv}\} : \lambda_{uv} = \pi_v \alpha_{uv} \text{ for } u \neq v\}$, where $\alpha = \{\alpha_{uv}\}$ is a symmetric matrix. Such parameterization ensures reversibility of the Markov chain, a common assumption in the field of molecular evolution (Yang, 2006).

5.2 Group-based models

Notice that the likelihood (7) simplifies significantly if we assume a reversible model with equal diagonal entries of $\Lambda$:

$$p_F(X_{[0,1]}; \alpha) \propto \prod_{u < v} \alpha_{uv}^{n_{uv}+n_{vu}},$$

because $\sum_{u=1}^s T_u = 1$ is the length of the observational time interval. It turns out that in molecular evolution, only so called group-based models satisfy this property (Evans and Speed, 1993). Group-based Markov evolutionary models can be defined as continuous-time random walks on Abelian groups. If we define an Abelian group on a Markov chain state space $\mathcal{G}$ with algebraic operation “+”, then entries of the corresponding group-based CTMC generator $\Lambda$ must satisfy $\lambda_{uv} = g(u - v)$ for some
function \( g : \mathcal{S} \to [0, \infty) \). For example, the most general group-based model on the state space of DNA bases \( \{A, G, C, T\} \) is a Kimura three-parameter model with

\[
\Lambda^{K3P}(\alpha, \beta, \gamma) = \begin{bmatrix}
-\alpha & \beta & \gamma \\
\alpha & -\gamma & \beta \\
\beta & \gamma & -\alpha \\
\gamma & \beta & \alpha & -
\end{bmatrix},
\]

(9)
corresponding to the Klein group \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) (Evans and Speed, 1993).

Group-based models, constructed with algebraic symmetry in mind, find extensive use in statistical phylogenetics (Sturmfels and Sullivant, 2005; Steel et al., 1998). For us, these models are appealing because they turn the completed-data CTMC likelihood into the regular exponential family form. If we break all possible DNA substitutions into three classes and define their corresponding counts

\[
N_{AGCT} = n_{AG} + n_{GA} + n_{CT} + n_{TC},
\]

\[
N_{ACGT} = n_{AC} + n_{CA} + n_{GT} + n_{TG},
\]

and \( N_{ATGC} = n_{AT} + n_{TA} + n_{GC} + n_{CG} \), then these counts form the sufficient statistics for the Kimura three-parameter model. From our discussion of the regular exponential family it follows that plug-in and imputation estimates of \( E_{\theta_F}(c_1 N_{AGCT} + c_2 N_{ACGT} + c_3 N_{ATGC}) \) will coincide exactly regardless of the true sampling model and of the choice of constants \( c_1, c_2, \) and \( c_3 \). This fact was not noticed by O’Brien et al. (2009), because the authors did not consider group-based models explicitly in their work.

### 5.3 A closer look at observed data likelihood equations

Instead of invoking properties of the regular exponential family, one can find more general conditions under which imputation and plug-in estimates of labeled evolutionary distances coincide, as demonstrated by the theorem below.

**Theorem 1.** Let \( y = \{y_{ij}\}, i = 1, 2, j = 1, \ldots, n, \) be a pairwise sequence alignment generated by a CTMC with an unknown infinitesimal generator \( \Lambda(\theta_T) \) as described at the beginning of this section. We take \( \Lambda(\theta_F) \) to be a misspecified model and \( \hat{\theta}_F = (\hat{\theta}_{F1}, \ldots, \hat{\theta}_{Fr}) \) to be the corresponding maximum likelihood estimator obtained from the observed data \( y \). If

\[
\Lambda_{\mathcal{L}}(\hat{\theta}_F) - I \times \pi^T(\hat{\theta}_F) \Lambda_{\mathcal{L}}(\hat{\theta}_F) \mathbf{1} \in \left\langle \frac{\partial \Lambda(\theta_F)}{\partial \theta_F(1)} |_{\theta_F = \hat{\theta}_F}, \ldots, \frac{\partial \Lambda(\theta_F)}{\partial \theta_F(d)} |_{\theta_F = \hat{\theta}_F} \right\rangle,
\]

(10)

where \( \mathcal{L} \subset S^2 \setminus \{(i, i) : i \in S\} \) is a set of ordered Markov state pairs and \( \Lambda_{\mathcal{L}} = \{\lambda_{uv} \times 1_{(u,v) \in \mathcal{L}}\} \), then

\[
E_{\hat{\theta}_F}(N_{\mathcal{L}}) = \frac{1}{n} \sum_{i=1}^{n} E_{\hat{\theta}_F}(N_{\mathcal{L}} | X_0 = y_{1i}, X_1 = y_{2i}),
\]
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where $N_{\mathcal{L}}$ is the unobserved number of Markov chain transitions labeled by the set $\mathcal{L}$.

To illustrate the above theorem, consider a Kimura two-parameter model $\Lambda^{K2P}(\alpha, \beta) = \Lambda^{K3P}(\alpha, \beta, \beta)$, obtained by setting $\gamma = \beta$ in matrix (9) (Kimura, 1980). For both of these models, the stationary distribution is $\pi^T = (0.25, 0.25, 0.25, 0.25)$. Let

\[ \mathcal{L}_1 = \{(A, G), (G, A), (C, T), (T, C)\} \quad \text{and} \quad \mathcal{L}_2 = \{(A, C), (C, A), (A, T), (T, A), (C, G), (G, C), (G, T), (T, G)\} \]

be two substitutional classes of interest. The partial derivatives of the Kimura two-parameter generator,

\[ \frac{\partial}{\partial \alpha} \Lambda^{K2P}(\alpha, \beta) = \frac{1}{\alpha} [\Lambda_{\mathcal{L}_1} - I \times \pi^T \Lambda_{\mathcal{L}_1}] \quad \text{and} \quad \frac{\partial}{\partial \beta} \Lambda^{K2P}(\alpha, \beta) = \frac{1}{\beta} [\Lambda_{\mathcal{L}_1} - I \times \pi^T \Lambda_{\mathcal{L}_2}], \]

satisfy condition (10). Therefore, Theorem 1 says that plug-in and imputation estimators of $E_{\alpha, \beta}(N_{\mathcal{L}_1})$ and $E_{\alpha, \beta}(N_{\mathcal{L}_2})$ coincide exactly. Of course this example reiterates the fact that complete-data likelihood of the Kimura two-parameter model belongs to the regular exponential family with sufficient statistics $N_{\mathcal{L}_1}$ and $N_{\mathcal{L}_2}$.

5.4 Misspecified Kimura model: asymptotic behavior

Studying asymptotic properties of our imputation estimator is challenging in general even for the specific problem of the evolutionary distance estimation. Therefore, we turn to an elementary example to obtain some basic asymptotic results. First, we introduce the simplest group-based model on the nucleotide state space, known as the Jukes-Cantor model. The infinitesimal generator of this Markov chain is obtained by setting $\alpha = \beta$ in the Kimura two-parameter model, $\Lambda^{JC}(\gamma) = \Lambda^{K2P}(\gamma, \gamma)$ (Jukes and Cantor, 1969).

**Theorem 2.** Assume that observed sequence data $y$ was generated from the Kimura two-parameter model with generator $\Lambda^{K2P}(\alpha, \beta)$. Let $\hat{\gamma}$ be the maximum likelihood
Figure 3: Estimator limits in the Kimura model. In both panels of the figure we plot the true value of the mean number of labeled substitutions $\mu = E (N_{\mathcal{L}})$ (solid line), the a.s. limits of the plug-in (dotted line) and imputation (dashed line) estimators.

Estimate, obtained by fitting a Jukes-Cantor model with generator $\Lambda_{JC} (\gamma)$ to $y$. Then as the number of columns in $y$, $n$, approaches infinity,

$$E \tilde{\gamma} (N_{\mathcal{L}_1}) \xrightarrow{a.s.} \beta - \frac{1}{4} \ln \frac{1 + 2e^{2(\beta - \alpha)}}{3}$$

$$\frac{1}{n} \sum_{i=1}^{n} E \tilde{\gamma} (N_{\mathcal{L}_1} | X_0 = y_{1i}, X_1 = y_{2i}) \xrightarrow{a.s.} \left[ \beta - \frac{1}{4} \ln \frac{1 + 2e^{2(\beta - \alpha)}}{3} \right] \times \left[ 1 + \frac{4(e^{-4\beta} + 2e^{-2(\alpha + \beta)})(e^{-4\beta} - e^{-2(\alpha + \beta)})}{3(3 - e^{-4\beta} - e^{-2(\alpha + \beta)})} \right],$$

where $\mathcal{L}_1$ is defined by equation (11).

**Corollary 1.** Under the conditions of Theorem 2, define

$$\mu = E_{\alpha, \beta} (N_{\mathcal{L}_1}), \mu_{\pii} = \lim_{n \to \infty} E \tilde{\gamma} (N_{\mathcal{L}_1}), \mu_{\imi} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} E \tilde{\gamma} (N_{\mathcal{L}_1} | X_0 = y_{1i}, X_1 = y_{2i}).$$

Then $|\mu_{\imi} - \mu| < |\mu_{\pii} - \mu|$ when $\alpha \neq \beta$. In other words, the imputation estimator asymptotically is always better than the plug-in one.
To illustrate the above theorem and its corollary we plot the true value ($\mu$) and a.s. limits of the plug-in ($\mu^{pi}_\infty$) and imputation ($\mu^{im}_\infty$) estimators as function of $\beta$ in Figure 3. We fix $\alpha = 0.01$ in the left panel and $\alpha = 0.1$ in the right panel. Roughly speaking, the left panel shows the behavior of the estimators when the overall substitution rate is low, while the right panel corresponds to a high substitution rate scenario. The lower the substitution rate, the better our imputation estimator behaves asymptotically. This property of the imputation estimation is expected, because low substitution rate translates into smaller loss of information due to missing data, which in turn makes the imputation estimation more powerful. We have already seen this behavior of the imputation estimator in the previous examples.

6 Bayesian implementation

6.1 General recipe

Although all examples so far were analyzed from the maximum likelihood perspective, one can easily perform imputation-based estimation in a Bayesian framework. To accomplish this, we first need to assign a prior distribution $p(\theta_F)$ to the parameters of our misspecified model $p_F(y; \theta_F)$. We assume that it is possible to obtain either the posterior distribution $p_F(\theta_F|y)$ or the augmented posterior $p_F(\theta_F, x|y)$, possibly approximating these distributions via Markov chain Monte Carlo (MCMC) (Tanner and Wong, 1987). Using these posterior distributions, we define plug-in and two imputation predictive distributions

$$p \left( \mathbb{E}_{\theta_F} [s(x_1)] | y \right), \quad p \left( \frac{1}{n} \sum_{i=1}^{n} s(x_i) | y \right), \quad \text{and} \quad p \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\theta_F} [s(x_i) | y_i] | y \right).$$

As before, we hope that the latter two will provide us some protection against model misspecification. These last two predictive distributions have the same mean, but conditioning reduces the variance of the third distribution. This is similar to Rao-Blackwellization in Monte Carlo sampling (Casella and Robert, 1996), but since we are working under the assumption of model misspecification, smaller variance is not necessarily a desirable property of a predictive distribution.

6.2 Bayesian estimation of genotype frequencies

To illustrate the Bayesian implementation of our procedure, we revisit the genotype frequency estimation example. We generate 10 phenotype samples using the
two genotype-to-phenotype mappings defined in Table 1 and setting the inbreeding coefficient \( f \) and true allele frequencies to the values we used in the original example. We place Dirichlet\((1,1,1,1)\) prior on allele frequencies and approximate the posterior distribution of complete data (genotype counts) and allele frequencies via Gibbs sampling.

Recall that our goal is to estimate genotype frequency \( \mu_{k,l} = \Pr(x_1 = (g_k, g_l)) \). For \((g_k, g_l) = (B, C)\) and \((g_k, g_l) = (B, D)\), we report posterior distributions of

\[
2p_k p_l, \frac{1}{n} \sum_{i=1}^{n} 1_{\{x_i = (g_k, g_l)\}} = \frac{m_{kl}}{n}, \text{ and } \frac{1}{n} \sum_{i=1}^{n} E(x_i = (g_k, g_l) | y_i) = \frac{n_j 2p_k p_l}{n(2p_B p_C + 2p_B p_D)},
\]

where \( m_{kl} = \sum_{i=1}^{n} 1_{\{x_i = (g_k, g_l)\}} \) and \( n_j = \sum_{i=1}^{n} 1_{\{y_i = BCD\}} \). We report box plots of these posterior distributions in Figure 4. These box plots are not directly comparable to results in Figure 2, because our Bayesian analysis is based only on ten data sets, while the maximum likelihood analysis was done on 10,000 simulated data sets, one thousand for each value of \( f \) and for each genotype-to-phenotype mapping. To make these analyses comparable, one can study frequentist properties of Bayesian plug-in and imputation estimators based, for example, on the posterior median-based estimators of allele frequencies and genotype counts. Our Bayesian results are nonetheless consistent with the maximum likelihood analysis: imputation estimators outperform the plug-in estimate in the case of nine phenotypes, none of the estimators have a uniform advantage across all values of the inbreeding coefficient in the eight phenotype case.

We end our discussion of the Bayesian implementation of our imputation estimation by pointing out that this inferential framework is already being used in evolutionary biology, albeit somewhat informally (Zhai et al., 2007; Minin and Suchard, 2008b). These methods extend the idea of imputation evolutionary distance estimation to multiple sequences.

7 Discussion

We generalize the notion of imputation estimators and demonstrate that such estimators can be useful in a variety of incomplete data problems under model misspecification. We use simulations as our main tool in the first two examples and provide some simple asymptotic results in our last example. So far, our experience suggests that imputation estimators perform very well under mild model misspecification and when the loss of information due to missing data is reasonably small. Intuitively, it is clear that imputation estimators should be more successful as the amount of missing data decreases, because in the absence of missing information...
these estimators turn into sample means, which are model-free and consistent estimates of appropriate population-level quantities. However, to make this intuition useful, we need to connect formally efficiency of imputation estimators with the amount of missing data and degree of model misspecification. We hope to be able to make these connections in our future work.

Studying sampling properties of imputation estimators proved to be difficult in general, especially since in practice the true sampling density of the observed data
is unknown. In fact, in all our examples, we do not discuss how to compute the variance of the maximum likelihood-based imputation estimators. We recommend to use nonparametric bootstrap to explore sampling properties of imputation estimators. However, one should interpret bootstrap results with care, because imputation estimators remain biased even asymptotically. Similar care needs to be applied to the interpretation of predictive distributions in the Bayesian context.

Although we have not emphasized this throughout the paper, imputation estimators are usually easy to compute, which makes them particularly useful when a compromise between model complexity and computational efficiency results in an intentionally misspecified model. In our examples of model misspecification, we considered Gaussian mixture components, Hardy-Weinberg genotype frequencies, and parametric Markov models of DNA substitution. All these highly popular models owe a large portion of their success to their computational tractability. We argue that imputation estimators can take these and many other simple and computationally efficient models one step further outside of their usual domain of application.

Determining the most general conditions under which imputation estimators are guaranteed to improve upon plug-in estimators remains an open problem even when the sample size approaches infinity. In our experience, in the worst case scenario imputation and plug-in estimators essentially coincide, so the risk of replacing a plug-in estimator with its imputation counterpart is minimal. On the other hand, a discrepancy between the imputation and plug-in estimators indicates model misspecification. Sundberg (1974) used this observation to construct goodness-of-fit test statistics based on the differences between imputation and plug-in estimators. Sundberg (1974)’s constructions, underutilized in general, can be especially useful in the field of statistical phylogenetics, where goodness-of-fit tests are nonexistent. As we previously argued, in some cases one intentionally misspecifies the model to achieve computational tractability. We believe that imputation estimation is a promising remedy for such intentional model violations. We hope that our general imputation estimation framework and worked out examples in this paper will help researchers recognize missing data problems in which imputation estimation leads to robustness to model misspecification.

**Appendix**

*Proof of Theorem 1.* Defining $m_{kl} = \sum_{i=1}^{n} 1_{\{y_{1i}=k, y_{2i}=l\}}$, the misspecified complete-data log-likelihood takes the following form:

$$l(y, \theta_F) = \sum_{k \in S} \sum_{l \in S} m_{kl} \ln p_{kl}(\theta_F, 1),$$  \hspace{1cm} (A-1)
where \( p_{kl}(\theta_F, 1) \) is the probability of \( X_1 = l \) conditional on starting \( X_0 = k \). Recall that \( \mathbf{P}(\theta_F, 1) = e^{\Lambda(\theta_F)} = \{p_{ij}(\theta_F, 1)\} \). Differentiating (A-1) with respect to the model parameters, we arrive at the likelihood equations
\[
\sum_{k \in E} \sum_{l \in E} \frac{m_{kl}}{p_{kl}(\theta_F, 1)} \frac{\partial p_{kl}(\theta_F, 1)}{\partial \theta_j} = 0, \quad j = 1, \ldots, r. \tag{A-2}
\]
From the backward Kolmogorov equation \( \frac{d\mathbf{P}(\theta_F, t)}{dt} = \Lambda(\theta_F)\mathbf{P}(\theta_F, t) \) with initial condition \( \mathbf{P}(\theta_F, 0) = \mathbf{I} \), we derive the following integral expression for the partial derivatives of transition probabilities:
\[
\frac{\partial}{\partial \theta_j} \mathbf{P}(\theta_F, 1) = \int_0^1 e^{\Lambda(\theta_F)\tau} \frac{\partial}{\partial \theta_j} \Lambda(\theta_F)e^{\Lambda(\theta_F)(1-\tau)} d\tau.
\]

Next, we write the imputation estimator in terms of \( m_{kl} \),
\[
\frac{1}{n} \sum_{i=1}^n \mathbb{E}_{\hat{\theta}_F} (N_{x_i} | X_0 = y_{1i}, X_1 = y_{2i}) = \frac{1}{n} \sum_{k \in S} \sum_{l \in S} \frac{m_{kl}}{p_{kl}(\theta_F, 1)} \mathbb{E}_{\hat{\theta}_F} (N_{x_i} | X_0 = k),
\]
where
\[
\mathbb{E}_{\hat{\theta}_F} (N_{x_i} | X_0 = k) = \left\{ \int_0^1 e^{\Lambda(\hat{\theta}_F)\tau} \Lambda_{x_i}(\hat{\theta}_F)e^{\Lambda(\hat{\theta}_F)(1-\tau)} d\tau \right\}_{kl}, \tag{A-3}
\]
Derivation of the formula (A-3) can be found in (Ball and Milne, 2005) or (Minin and Suchard, 2008a). Condition (10) says that there exist real constants \( c_1, \ldots, c_r \) such that
\[
\Lambda_{x_i}(\hat{\theta}_F) - \mathbf{I} \times \pi^T(\hat{\theta}_F)\Lambda_{x_i}(\hat{\theta}_F)\mathbf{1} = \sum_{i=1}^r c_i \frac{\partial \Lambda(\theta_F)}{\partial \theta_i} \bigg|_{\theta_F = \hat{\theta}_F}.
\]
Therefore, the difference between the plug-in and imputation estimators becomes
\[
\frac{1}{n} \sum_{i=1}^n \mathbb{E}_{\hat{\theta}_F} (N_{x_i} | X_0 = y_{1i}, X_1 = y_{2i}) - \mathbb{E}_{\hat{\theta}_F} (N_{x_i}) =
\]
\[
\frac{1}{n} \sum_{k \in S} \sum_{l \in S} \frac{m_{kl}}{p_{kl}(\theta_F, 1)} \left\{ \int_0^1 e^{\Lambda(\hat{\theta}_F)\tau} \Lambda_{x_i}(\hat{\theta}_F) - \mathbf{I} \times \pi^T(\hat{\theta}_F)\Lambda_{x_i}(\hat{\theta}_F)\mathbf{1} e^{\Lambda(\hat{\theta}_F)(1-\tau)} d\tau \right\}_{kl} =
\]
\[
\frac{1}{n} \sum_{i=1}^r c_i \sum_{k \in S} \sum_{l \in S} \frac{m_{kl}}{p_{kl}(\theta_F, 1)} \left\{ \int_0^1 e^{\Lambda(\hat{\theta}_F)\tau} \frac{\partial \Lambda(\theta_F)}{\partial \theta_i} \bigg|_{\theta_F = \hat{\theta}_F} e^{\Lambda(\hat{\theta}_F)(1-\tau)} d\tau \right\}_{kl} =
\]
\[
\frac{1}{n} \sum_{i=1}^r c_i \sum_{k \in S} \sum_{l \in S} \frac{m_{kl}}{p_{kl}(\theta_F, 1)} \frac{\partial p_{kl}(\theta_F, 1)}{\partial \theta_i} \bigg|_{\theta_F = \hat{\theta}_F} = 0,
\]
because \( \hat{\theta}_F \) satisfies likelihood equations (A-2). \( \square \)
Proof of Theorem 2. As before, let $m_{kl} = \sum_{i=1}^{n} 1_{\{y_{i1} = k, y_{i2} = l\}}$. Using these site counts, define

$$m_{\mathcal{L}_1} = \sum_{(k,l) \in \mathcal{L}_1} m_{kl}, \quad m_{\mathcal{L}_2} = \sum_{(k,l) \in \mathcal{L}_2} m_{kl}, \quad m_D = \sum_{k=1}^{n} m_{kl},$$

where $\mathcal{L}_2$ is defined by equation (12). Transition probabilities of the Kimura two-parameter model are obtained as

$$p_{kl}(\alpha, \beta, t) = \begin{cases} 
\frac{1}{4} + \frac{1}{4}e^{-4\beta t} - \frac{1}{2}e^{-2(\alpha+\beta)t} & \text{if } (k, l) \in \mathcal{L}_1, \\
\frac{1}{4} - \frac{1}{4}e^{-4\beta t} & \text{if } (k, l) \in \mathcal{L}_2, \\
\frac{1}{4} + \frac{1}{4}e^{-4\beta t} + \frac{1}{2}e^{-2(\alpha+\beta)t} & \text{if } k = l.
\end{cases} \quad (A-4)$$

Since the stationary distribution of the Kimura two-parameter model is uniform, $(m_{\mathcal{L}_1}, m_{\mathcal{L}_2}, m_D) \sim \text{Multinomial}(p_{\mathcal{L}_1}, p_{\mathcal{L}_2}, p_D)$, where

$$p_{\mathcal{L}_1} = \sum_{(k,l) \in \mathcal{L}_1} \frac{1}{4} p_{kl}(\alpha, \beta, 1) = \frac{1}{4} + \frac{1}{4}e^{-4\beta} - \frac{1}{2}e^{-2(\alpha+\beta)},$$

$$p_{\mathcal{L}_2} = \sum_{(k,l) \in \mathcal{L}_2} \frac{1}{4} p_{kl}(\alpha, \beta, 1) = \frac{1}{2} - \frac{1}{2}e^{-4\beta},$$

$$p_D = \sum_{k=1}^{n} \frac{1}{4} p_{kl}(\alpha, \beta, 1) = \frac{1}{4} + \frac{1}{4}e^{-4\beta} + \frac{1}{2}e^{-2(\alpha+\beta)}.$$ 

Therefore,

$$f_{\mathcal{L}_1} \xrightarrow{a.s.} p_{\mathcal{L}_1}, f_{\mathcal{L}_2} \xrightarrow{a.s.} p_{\mathcal{L}_2}, \text{ and } f_D \xrightarrow{a.s.} p_D \quad (A-5)$$

by the strong law of large numbers. We will need these a.s. limits when we express both plug-in and imputation estimators in terms of $f_{\mathcal{L}_1}, f_{\mathcal{L}_2},$ and $f_D$.

The maximum likelihood estimator of $\gamma$, $\hat{\gamma} = -\frac{1}{4} \ln \left[ 1 - \frac{4}{3} (1 - f_D) \right]$, exists only if $1 - f_D < 3/4$. Since we know that $1 - f_D \xrightarrow{a.s.} \frac{3}{4} - \frac{3}{4}e^{-4\beta} - \frac{1}{2}e^{-2(\alpha+\beta)} < \frac{3}{4}$, we can safely assume that $\hat{\gamma}$ is well defined for large enough $n$. The plug-in estimator

$$\hat{\gamma}(N_{\mathcal{L}_1}) = \hat{\gamma} \xrightarrow{a.s.} \frac{1}{4} \ln \left[ 1 - \frac{4}{3} e^{-4\beta} - \frac{2}{3}e^{-2(\alpha+\beta)} \right] + \beta = \frac{1}{4} \ln \left[ 1 + 2e^{2(\beta-\alpha)} \right].$$

To derive the limit of the imputation estimator we start with

$$\frac{1}{n} \sum_{i=1}^{n} E_{\hat{\gamma}}(N_{\mathcal{L}_1} \mid X_0 = y_{1i}, X_1 = y_{2i}) = \sum_{k \in S} \sum_{l \in S} f_{kl}(\hat{\gamma}, 1) E_{\hat{\gamma}}(N_{\mathcal{L}_1} 1 \{X_1 = l\} \mid X_0 = k). \quad (A-6)$$

DOI: 10.2202/1544-6115.1650 20
Setting $\alpha = \beta$ in (A-4), we obtain transition probabilities for the Jukes-Cantor model:

$$p_{kl}(\gamma, t) = \left(\frac{1}{4} - \frac{1}{4} e^{-4\gamma}\right) 1_{\{k \neq l\}} + \left(\frac{1}{4} + \frac{3}{4} e^{-4\gamma}\right) 1_{\{k = l\}}.$$  \hspace{1cm} (A-7)

To get the functional form $E \hat{\gamma} \left( N_{\mathscr{L}_1} \mid X_0 = k \right)$, we first notice that $\Lambda^{JC}$ and $\Lambda^{JC}_{\mathscr{L}_1}$ commute, leading to

$$\int_{0}^{1} e^{\Lambda^{JC}(\gamma) t} \Lambda^{JC}_{\mathscr{L}_1}(\gamma) e^{\Lambda^{JC}(\gamma)(1-t)} d\tau = \Lambda^{JC}_{\mathscr{L}_1}(\gamma) e^{\Lambda^{JC}(\gamma)} \int_{0}^{1} d\tau = \Lambda^{JC}_{\mathscr{L}_1}(\gamma) e^{\Lambda^{JC}(\gamma)}. $$

Hence,

$$E \hat{\gamma} \left( N_{\mathscr{L}_1} \mid X_0 = k \right) = \hat{\gamma} \left(\frac{1}{4} + \frac{3}{4} e^{-4\gamma}\right) 1_{\{(k,l) \in \mathcal{L}_1\}} + \hat{\gamma} \left(\frac{1}{4} - \frac{1}{4} e^{-4\gamma}\right) 1_{\{(k,l) \notin \mathcal{L}_1\}}.$$  \hspace{1cm} (A-8)

Plugging (A-7) and (A-8) to (A-6), we arrive at

$$\frac{1}{n} \sum_{i=1}^{n} E \hat{\gamma} \left( N_{\mathscr{L}_1} \mid X_0 = y_{i1}, X_1 = y_{i2} \right) = \hat{\gamma} \left[1 + 4 e^{-4\hat{\gamma}} \left( \frac{f_{\mathscr{L}_1}}{1 - e^{-4\hat{\gamma}}} - \frac{f_D}{1 + 3 e^{-4\hat{\gamma}}} \right) \right]$$

$$= -\frac{1}{4} \ln \left[1 - \frac{4}{3} (1 - f_D)\right] \times \left[1 + \left(1 - \frac{4}{3} (1 - f_D)\right) \left(\frac{3 f_{\mathscr{L}_1}}{1 - f_D} - 1\right)\right].$$

Plugging in limits (A-5) in the above formula produces the desired result. \hspace{1cm} $\square$

**Proof of Corollary 1.** Defining $A = (e^{-4\beta} + 2e^{-2(\alpha+\beta)})/3$, we write the limiting difference of the imputation and plug-in estimates as

$$\mu^{im}_\infty - \mu^{pi}_\infty = -\frac{A \ln A}{3(1-A)} e^{-4\beta} \left(1 - e^{-2(\alpha-\beta)}\right).$$  \hspace{1cm} (A-9)

Since $0 < A \leq 1$, $\mu^{im}_\infty - \mu^{pi}_\infty$ and $\alpha - \beta$ always have the same sign. Moreover, using $e^x \geq 1 + x$, we can show that

$$0 < -\frac{A \ln A}{1-A} = \frac{\ln(1/A)}{1/A - 1} < 1,$$

when $\alpha \neq \beta$. Recall that $\mu = \pi^T \Lambda^{K2P}(\alpha, \beta) \mathbf{1} = \alpha$. leading to

$$\mu^{pi}_\infty - \mu = \beta - \frac{1}{4} \ln \left(\frac{1 + 2e^{2(\beta-\alpha)}}{3}\right) - \alpha = -\frac{1}{4} \ln \left(\frac{e^{4(\beta-\alpha)} + 2e^{2(\alpha-\beta)}}{3}\right).$$

Hence, $\mu^{pi}_\infty - \mu$ and $\alpha - \beta$ always have opposite signs.
Case 1: $\alpha > \beta$. We have $0 < e^{-4\beta} \left(1 - e^{-2(\alpha-\beta)}\right) < 2(\alpha - \beta)$, which together with A-10 imply $0 < \mu_\infty^{pi} - \mu_\infty^{im} < \frac{2}{3}(\alpha - \beta)$. Next, we use concavity of logarithm and arrive at $\mu_\infty^{pi} - \mu < (\alpha - \beta)/3$. Combining these last two inequalities, we have $\mu_\infty^{im} - \mu < 0$. Therefore,

\[
\mu_\infty^{pi} - \mu = \mu_\infty^{pi} - \mu_\infty^{im} + \mu_\infty^{im} - \mu < \mu_\infty^{im} - \mu < 0,
\]

which proves the desired inequality.

Case 2: $\alpha < \beta$. Recall that $\mu_\infty^{pi} > \mu$. Plugging in $0 > e^{-4\beta} \left(1 - e^{-2(\alpha-\beta)}\right) = e^{-2(\alpha+\beta)} \left(e^{2(\alpha-\beta)} - 1\right) > e^{2(\alpha-\beta)} - 1$ to (A-9) we arrive at $\frac{1}{3} \left(e^{2(\alpha-\beta)} - 1\right) < \mu_\infty^{im} - \mu_\infty^{p} < 0$. So

\[
\mu_\infty^{im} - \mu = \mu_\infty^{im} - \mu_\infty^{pi} + \mu_\infty^{pi} - \mu > \frac{1}{3} \left(e^{2(\alpha-\beta)} - 1\right) - \frac{1}{4} \ln \frac{e^{4(\alpha-\beta)} + 2e^{2(\alpha-\beta)}}{3}.
\]

Defining the function on the right-hand side of the above inequality as $w(\alpha - \beta)$, we show that $w(0) = 0$ and

\[
w'(\delta) = \frac{2}{3} e^{2\delta} - \frac{3}{e^{2\delta} + 2} = \frac{\left(e^{2\delta} - 1\right) \left(2e^{2\delta} + 3\right)}{3 \left(e^{2\delta} + 2\right)} < 0
\]

for $\delta < 0$. Therefore, we have $\mu_\infty^{im} - \mu > w(\alpha - \beta) > 0$ and

\[
\mu_\infty^{pi} - \mu = \mu_\infty^{pi} - \mu_\infty^{im} + \mu_\infty^{im} - \mu > \mu_\infty^{im} - \mu > 0.
\]

\[\square\]
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