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Abstract

Most unsupervised domain adaptation (UDA) methods assume that labeled source images are available during model adaptation. However, this assumption is often infeasible owing to confidentiality issues or memory constraints on mobile devices. Some recently developed approaches do not require source images during adaptation, but they show limited performance on perturbed images. To address these problems, we propose a novel source-free UDA method that uses only a pre-trained source model and unlabeled target images. Our method captures the aleatoric uncertainty by incorporating data augmentation and trains the feature generator with two consistency objectives. The feature generator is encouraged to learn consistent visual features away from the decision boundaries of the head classifier. Thus, the adapted model becomes more robust to image perturbations. Inspired by self-supervised learning, our method promotes inter-space alignment between the prediction space and the feature space while incorporating intra-space consistency within the feature space to reduce the domain gap between the source and target domains. We also consider epistemic uncertainty to boost the model adaptation performance. Extensive experiments on popular UDA benchmark datasets demonstrate that the proposed source-free method is comparable or even superior to vanilla UDA methods. Moreover, the adapted models show more robust results when input images are perturbed.

Keywords: unsupervised domain adaptation, source-free domain adaptation, uncertainty, self-training, image classification

1. Introduction

Deep neural networks have enabled major breakthroughs on various visual recognition tasks. Much of their success is attributable to large well-annotated data. However, collecting large amounts of labeled data is time-consuming and costly. A solution is to transfer knowledge from a label-rich source domain to a label-scarce target domain. However, this process is hindered by the difference between the source data distribution and the target data distribution. Domain adaptation methods are proposed to tackle this domain shift problem.

Unsupervised domain adaptation (UDA) considers a form of domain adaption where only unlabeled images are available in the target domain. Many existing UDA methods attempt to reduce the domain shift by minimizing the difference between the source and the target feature distributions \cite{1, 2, 3, 4, 5, 6}. These methods assume that labeled images are available in the source domain and take advantage of the source images during model adaptation.

However, this assumption is infeasible in many cases. For example, transferring medical records containing private information is strictly prohibited. In many institutions, business-sensitive data remain confidential. Memory constraints pose another issue, especially considering the increased demand for mobile services integrating on-device DNN applications. The limited memory of a mobile device does not allow the storage of large-scale source data such as ImageNet data \cite{7}.

Recently, UDA approaches that do not access source data have been proposed \cite{8, 9, 10, 11, 12, 13, 14}. Though these approaches have reported promising results in UDA, our investigation reveals that their performance degrades sharply when input images are perturbed. We provide detailed discussion in Sec. 5.4.

To address such limitations, we propose a novel source-free UDA method referred to as Feature Alignment by Uncertainty and Self-Training (FAUST). We assume that only a source model is available, whereas source images are unavailable. As illustrated in Fig. 1, the proposed method freezes the head clas-
sifier from the source model and adapts the feature generator to the target images. Our key idea is to consider aleatoric uncertainty while training the feature generator to align the features between both domains. Aleatoric uncertainty is characterized by noise inherent in images [15]. By considering the effects of noisy images, our feature encoder learns to generate visual features away from the class decision boundaries. Thus, the decision boundaries effectively reside in the low-density regions in the feature space.

To capture the aleatoric uncertainty, we propose two consistency objectives by incorporating multiple perturbed views of the same image. Motivated by self-supervised learning methods [16, 17], we constrain different views of the same image to have similar embeddings by imposing intra-space consistency in the feature space. However, the domain gap can still cause incorrect predictions of these consistent images. Thus, we also enforce inter-space consistency between the feature space and the prediction space. For this purpose, we present a feature-based pseudo-labeling strategy that selectively uses source-similar target image features. As the head classifier from the source model encodes the source distribution, we leverage this information to identify source-similar target images. By pseudo-labeling a target image according to the source distribution and by comparing this pseudo-label against predictions from multiple views of the same image, our inter-space consistency encourages the target features to align with the source feature distribution.

We also consider epistemic uncertainty for source-free UDA. Whereas aleatoric uncertainty is more effective, epistemic uncertainty has proven to be useful for UDA [18, 19]. Along with the proposed two consistency losses capturing aleatoric uncertainty, FAUST incorporates the epistemic uncertainty loss based on Monte Carlo dropout sampling.

Our extensive experiments and analysis confirm that FAUST is comparable or superior to recent UDA methods, even completely without the use of source images. Furthermore, the adapted models using the proposed method show more robust performance under target image perturbations.

2. Related Work

Unsupervised Domain Adaptation. Given labeled source images and unlabeled target images, the objective of UDA is to address the domain shift between the source domain and the target domain. Earlier works align the feature distributions from both domains either by matching their statistical moments [1, 5, 4] or by deploying a domain discriminator in an adversarial manner [2, 3, 5, 6, 20]. Some recent works use stochastic predictions to make the model target-discriminative [21, 22, 23, 19, 18] or leverage the optimal transport principle [25, 26]. Semantic augmentation has also been used [27]. Early stopping and block skipping are shown to reduce computing cost [28]. These methods assume that source images are available during the knowledge transfer process. This assumption is not valid when the source data is private or confidential. This issue creates more difficult source-free problems.

Source-free UDA. Lately, several methods have investigated source-free UDA. 3C-GAN [8] produces target-style samples using a GAN, which collaborates with the source model during adaptation. SHOT [9] freezes the source classifier and trains the feature encoder by means of pseudo-labeling and mutual information maximization. SDDA [10] models a GAN combined with a gradient reversal layer to produce domain-invariant features. SoFA [11] induces a reference distribution using the source model to extract class semantic features. SFDA [12] uses pseudo-labels based on low-entropy samples and the point-to-set distance. AAA [13] generates a variety of smooth adversarial examples to generalize the source model to the target distribution. ISFDA [14] complements SHOT [9] to overcome class-imbalance scenarios.

Self-Supervised Learning. The goal of the proposed method is to learn effective visual features without human annotated labels. Typical self-supervised methods design pretext tasks to provide automated supervision, where both the inputs and labels are derived from an unlabeled dataset [29, 30, 31]. Many recent contrastive methods build upon the contrastive loss and a set of image transforms [32, 33, 34]. They learn to map different views of the same image nearby and views from different images apart. Clustering-based methods [16] iteratively learn features by clustering images and predicting their cluster assignments. SwA V [17] incorporates clustering into contrastive learning by comparing the assignment from one view and predicting it from another view. Our pseudo-labeling strategy in the inter-space consistency loss is inspired in part by [17]. However, rather than using simple k-means clustering, our approach uses confident features.

Data Augmentation. In many image recognition tasks, data augmentation is known to be effective to encode the feature invariance [35]. Simple transformations such as horizontal flipping, random cropping and random rotation are widely used in practice. Recently, more sophisticated image augmentation methods that combine multiple transformations have been proposed [36, 37] to achieve state-of-the-art recognition performance [38, 39]. When labeled data is available, AutoAugment [36] applies reinforcement learning to learn the augmentation strategy. On the other hand, RandAugment [37] does not require labeled data. Instead, RandAugment randomly select transformations for each image. Because labeled images are not available in our source-free setting, we incorporate RandAugment to our UDA method to capture the aleatoric uncertainty.

Uncertainty. The predictive uncertainties are generally grouped as epistemic or aleatoric [40]. Epistemic uncertainty, known as model uncertainty, can be estimated by means of Monte Carlo dropout sampling [41]. Among UDA methods, [18, 19] considered epistemic uncertainty. Aleatoric uncertainty is described as the noise inherent in images and is known to be more effective in computer vision. It can be captured by a distribution over the model outputs. Alternatively, test-time data augmentation can be used to estimate the aleatoric uncertainty [42].
3. Preliminary and Notations

The proposed method addresses the UDA problem in which only a pre-trained source model is available, whereas access to the source data is prohibited. Conventional UDA methods assume that we are given a set of fully-labeled images \((X_s, Y_s)\) from the source domain \(D_s\) and a set of unlabeled images \(X_t\) from the target domain \(D_t\). However, in more challenging source-free UDA problems, the source images \((X_s, Y_s)\) are no longer available for model adaptation. Instead, we are given a source model \(F_s\) trained on \((X_s, Y_s)\). In this paper, we use only \(F_s\) and \(X_t\) to build a model \(F_t\) adapted to the target domain \(D_t\).

We consider \(K\)-way classification where the source domain and the target domain share the same label space. In our formulation, a source classification model is divided into two parts: a feature generator \(G\) and a task-specific head classifier \(H\). We fix the head classifier \(H\) to focus on adapting the feature generator \(G\) to the target domain. A decent source model holds a considerable amount of information about the source data. In particular, the feature distribution of source embeddings is encoded in the head classifier. Therefore, preserving the head classifier and making full use of it is a reasonable strategy in the source-free setting.

We let \(F = H \circ G\) denote a model with a feature generator \(G\) and head classifier \(H\). Given an image \(x\), its feature embedding is \(z = G(x)\). Its \(K\)-dimensional prediction output is \(p = p(x) = \sigma(H(G(x)))\), where \(\sigma\) is a softmax function.

4. Proposed Method

Our source-free UDA considers aleatoric uncertainty to learn consistent target visual features. To capture the aleatoric uncertainty, we incorporate data augmentation transforms and promote consistency within the feature space. Our feature generator is encouraged to learn features that are away from the decision boundaries of the fixed head classifier. By leveraging the head classifier that encodes the source feature distribution, the inter-space consistency across the feature space and the prediction space mitigates the domain gap. We also model epistemic uncertainty for an additional performance gain.

4.1. Aleatoric Uncertainty by Augmentation

We propose to consider aleatoric uncertainty for UDA tasks. Aleatoric uncertainty describes noise inherent in images. Our intuition is that by considering the effects of noisy target images, we can encourage the feature extractor to generate features away from the decision boundaries of the head classifier. One can envision that images with higher uncertainty are likely to be located around the decision boundaries. Hence, even small perturbations can lead to different decision outputs. On the other hand, images with higher confidence (lower uncertainty) will be distant from the decision boundaries, and their outputs will remain consistent. Thus, we aim to train the feature generator \(G\) to generate consistent features under perturbations, while leaving the head classifier \(H\) fixed.

To capture the aleatoric uncertainty, we incorporate data augmentation into our UDA method. Given an image \(x\), let \(x_1^{(i)} \ldots x_v^{(i)}\) be a set of \(v\) views under a random augmentation transform \(\mathcal{T}\). As described, these transformed views of the same image should have similar feature representations. This insight motivates our intra-space consistency objective. To make their feature embeddings located more closely to the feature embedding of \(x\), we minimize their distances

\[
L_f = \frac{1}{v} \sum_{i=1}^{v} D(z, z_a^{(i)})
\]

where \(D\) denotes the cosine dissimilarity between two feature embeddings \(z = G(x)\) and \(z_a^{(i)} = G(x_a^{(i)})\).

4.2. Feature Alignment by Self-Training

We promote consistency in the feature space. However, intra-space consistency is not sufficient for UDA tasks because some “consistent” target images can be incorrectly predicted due to a domain shift. To reduce the domain gap between the source domain \(D_s\) and the target domain \(D_t\), we also propose inter-space consistency across the feature space and the prediction space. Our inter-space consistency objective encourages the target features to align with the source feature distribution.

For our purpose, the frozen head classifier \(H\) plays a key role. In a head classifier trained on source images, ample information about the source distribution in the feature space and the decision boundaries for class prediction is distilled. We leverage this information to enforce consistency between the pseudo-labels generated in the feature space and the classification outputs in the prediction space.

We compute the pseudo-labels in the feature space by matching the feature embeddings to a set of prototype vectors in the feature space. If the source feature distribution is encoded in these prototypes, the target images will be labeled according to the source distribution. Ideally, these prototypes can be obtained from the source feature embeddings. However, this is not possible in our source-free UDA setting. Instead, we use the target images and the head classifier to estimate these prototypes. One can easily speculate that target images similar to the source images will be classified with high confidence. Hence, we propose to use source-similar target images to produce prototype vectors. The detailed procedure for computing prototype vectors and pseudo-labeling is presented below.

Once we obtain the pseudo-labels, we compare the pseudo-label of an image against the prediction outputs of multiple augmented versions of the same image. Let \(s\) denote the pseudo-label of target image \(x\). The proposed inter-space consistency loss is formulated as follows:

\[
L_i = \frac{1}{v} \sum_{i=1}^{v} \mathcal{H}(s, p_a^{(i)}).
\]

Here, \(p_a^{(i)}\) is the prediction output of random-augmented view \(x_a^{(i)}\) and \(\mathcal{H}(s, p_a^{(i)})\) denotes the cross-entropy between \(s\) and \(p_a^{(i)}\). Therefore, our method enforces consistency between the feature space and the prediction space. This loss also ensures different augmentations of the same image to have similar feature embeddings and prediction outputs.
To summarize, FAUST aims to learn features away from the decision boundaries by leveraging aleatoric uncertainty. Given an image, its neighbors (noisy versions obtained by augmentation) must be mapped closely in the feature space ($L_f$) and must have consistent prediction outputs ($L_p$). As a result, the feature of the image will maintain its distance from the decision boundaries. Thus, modeling aleatoric uncertainty in this way will effectively locate the boundaries in the low-density regions in the feature space. Fig. 2 illustrates our intra-space and inter-space consistency approach.

**Pseudo-Labeling with Confidence-Weighted Prototypes.** Here, we describe our pseudo-labeling strategy. We pseudo-label feature space vectors using a soft nearest prototype classifier. We compute each prototype $c_k$ by evaluating

$$c_k = \sum_{j=1}^{[8]} p_{jk} z_j$$  \hspace{1cm} (3)$$

where $z_j$ is the feature embedding of the non-augmented target image $x_j$ in mini-batch $B$, and $p_{jk}$ is the prediction probability of $x_j$ to class $k$. We assign class conditional confidence $p_{jk}$ as weights to each feature vector. Because target images similar to source images will have higher confidence and dissimilar ones will have lower confidence, the prototype vectors generated using only target images will be similar to the prototypes from the source images.

To obtain the soft pseudo-label of a target image $x$, we match its feature $z$ to the set of $K$ prototype vectors. Let $C$ denote the matrix whose columns are the prototypes $c_1, \ldots, c_K$. The matching is done by the cosine similarity

$$s = \hat{r}(C^T z)$$  \hspace{1cm} (4)$$

where the feature vector $z$ and each column vector (prototype) of $C$ are normalized by division by their L2-norms during the similarity computation. Here, $\hat{r}$ denotes a softmax function with a sharpening temperature.

Due to the domain difference, a target image can be incorrectly predicted with high confidence by the source classifier. However, this incorrect prediction does not immediately lead to incorrect pseudo-labels because multiple images are accumulated to compute the prototypes in equation (3). Misclassifying most of the target images with high confidence is also less likely to happen. In many realistic UDA problems, we expect that there are source-trained classifiers that perform reasonably well on target images.

**4.3. Epistemic Uncertainty and Entropy**

**Epistemic Uncertainty.** Our intra-space and inter-space consistency losses are designed to capture aleatoric uncertainty. We can also account for epistemic uncertainty for UDA tasks. Epistemic uncertainty explains model uncertainty due to a lack of data and can be reduced by collecting more data. Though modeling aleatoric uncertainty is more effective in computer vision, epistemic uncertainty has proven to be useful in situations where the training set is small or the test-time (target) images are different from the train-time (source) images.

We estimate epistemic uncertainty using Monte Carlo (MC) dropout sampling [41]. After activating dropout in the model, we perform multiple stochastic forward passes. The prediction outputs $p_{mc}(x)$ of $x$ are called MC dropout samples. We use the L2-norm of their sample standard deviation to compute the **epistemic uncertainty** loss

$$L_e = \mathbb{E}_s[||Std(p_{mc}(x))||]$$  \hspace{1cm} (5)$$

where $Std$ denotes the sample standard deviation.

**Entropy Minimization.** The conditional entropy is known to be very effective when used to capture cluster assumptions [44] and has been adopted by many UDA methods [9, 19]. Under the cluster assumption, decision boundaries away from high-density regions are preferred. Because this assumption conforms to our consistency losses, we minimize the conditional entropy

$$L_e = \mathcal{H}(p) = -\mathbb{E}_x[p(x)^\top \log p(x)]$$  \hspace{1cm} (6)$$

to train our feature generator. This loss also encourages our feature generator to learn confident (low entropy) features.
4.4. Overall Objective and Optimization

Given the source model $F_s = H_s \circ G_s$ and the unlabeled target images $X_t$, we fix $H_s$ and train the target-domain feature generator $G_t$ with the following objective:

$$\min_{G_t} L_t + \alpha L_f + \beta L_c + \gamma L_u$$  \hspace{1cm} (7)

where $\alpha, \beta, \gamma \geq 0$ are tradeoffs. Considering the computational burden of MC dropout sampling, we can choose to turn on/off $L_u$ by setting $\gamma$ equal to 1 or 0. These settings are respectively referred as FAUST+U and FAUST in Sec. 5.

During training, prototype computation and pseudo-labeling steps are performed in each mini-batch. Contrary to global approaches [9, 16], our in-batch approach incurs a lower computational cost when the size of the target data is enormous or increasing. This simple end-to-end training strategy as well as no network customization are among the advantages of our method.

5. Experiment

We evaluate the proposed method on popular benchmark datasets with smaller images (Digit and Sign) and larger images (Office-Home and VisDA). We also extend our validation to more complex multi-source domain adaptation (MSDA) tasks using miniDomainNet.

5.1. Setup

**Digit.** We test our method using the three standard digit recognition datasets of SVHN [46], MNIST [47] and USPS [48]. The goal is to classify an image into one of ten digits. We consider four UDA tasks: SVHN→MNIST (S→M), MNIST→SVHN (M→S), MNIST→USPS (M→U) and USPS→MNIST (U→M). We note that M→S is most challenging and is often ignored in literature.

**Sign.** We also experiment on two traffic sign datasets: Synthetic Signs (SYNSIG) [49] and the German Traffic Sign Recognition Benchmark (GTSRB) [50], sharing 43 classes. SYNSIG contains 100K synthetic traffic sign images and GTSRB has more than 50K actual traffic sign images. We evaluate the UDA task of SYNSIG→GTSRB (S→G).

**Office-Home.** Office-Home [51] contains 15,500 larger images of 65 categories from four distinct domains: Artistic images (Ar), Clip Art (Cl), Product images (Pr), and Real-World images (Rw). We consider all 12 UDA tasks.

**VisDA.** VisDA-C [52] is a large-scale benchmark including 152K synthetic 3D model images rendered from different angles and lighting conditions and 55K photo-real images sampled from MSCOCO [53]. This benchmark is one of the most challenging UDA tasks because it contains a large number of complex images and considers a more practical synthetic-to-real UDA problem.

**MiniDomainNet.** We extend our evaluation to MSDA tasks using miniDomainNet [54]. MiniDomainNet is a subset of DomainNet [55] containing 140K 96x96 images of 126 categories from four different domains: Clipart (Cl), Painting (Pa), Real (Re) and Sketch (Sk). Unlike single-source tasks, the goal of MSDA is to adapt multiple source domains to a target domain. We evaluate FAUST on four MSDA tasks: R→Cl, R→Pa, R→Re and R→Sk, where R denotes the remaining three domains apart from the target domain. For example, Pa, Re and Sk are the source domains in R→Cl. Following a setup of [54], we hold out 630 test images per domain.

5.2. Implementation Details

**Network Architecture.** In all UDA tasks, we use the same network architectures used in prior works [3, 21] for a fair comparison. We use LeNet[47]-variant networks with three convolution layers (G) and two linear layers (H) for Digit and Sign. The input image sizes are set to 28×28 for M→U, 32×32 for S→M, and 40×40 for S→G. For Office-Home and VisDA, the input images of 224×224 are standardized using ImageNet statistics before being fed into ResNet-50 and ResNet-101 [60], respectively. For miniDomainNet, ResNet-18 is used, as in [54]. For all ResNet models, we employ a pre-trained ResNet trunk (G) followed by two linear layers with 1,000 neurons (H).

**Source Model Training.** We specify the training details of our source models for reproducibility. To train the source models, we use random augmentation and the cosine learning rate decay. The initial learning rate is $10^{-2}$ for the datasets containing smaller images (Digit and Sign) and $10^{-3}$ for those containing larger images (Office-Home, VisDA and miniDomainNet). To validate the source model, we use a validation set if one is available. Otherwise, we randomly sparse 10% of the train samples. For Office-Home and VisDA, we additionally apply label smoothing [61] for a fair comparison with [9]. For a multi-source task, we combine all of the source domains (source-combine) to train a single source model.

**Optimization.** We optimize with Adam for S→M and U→M and with SGD (momentum 0.9) for all of the other tasks. We apply a fixed learning rate of $2.0 \times 10^{-4}$ and a weight decay of $5.0 \times 10^{-4}$ for all experiments. For VisDA and Office-Home, we employ a cosine decay schedule with an initial learning rate of $5.0 \times 10^{-4}$. The sharpening temperature for pseudo-labeling is set to 0.025.

**Uncertainty Setting.** FAUST embodies random data augmentation transforms to capture the aleatoric uncertainty. We apply RandAugment [37] and Cutout [62]. The number of transformed views $\nu$ is set to 2. We reduce $\nu$ to 1 when we experiment with FAUST+U on VisDA because the computational cost is high.
When we explore epistemic uncertainty with FAUST+U, we employ MC dropout sampling \[41\]. For Digit and Sign, we incorporate in-between dropout layers into the LeNet-variant networks and set the dropout rate to 0.4 for \(H\) and 0.1 for \(G\). For the ResNet models, the dropout rate of \(H\) is set to 0.4, whereas the residual blocks are left intact. We draw ten MC dropout samples for Digit and Sign and two samples for the other tasks due to the computational burden. The additional dropout layers are disabled unless \(v=1\) in equation \(7\).

**Evaluation Protocol.** We set the maximum number of training epochs to 200, 200, 100, 10, and 100 and the mini-batch size to 256, 256, 128, 64, and 256 for Digit, Sign, Office-Home, VisDA and miniDomainNet, respectively. Training stops early when the loss converges. The results are fairly insensitive to the mini-batch size if it is large enough compared to the label set size. We report the mean accuracy (and the standard deviation if space is available) from three independent runs. We indicate the best in **bold** and the second best in **bold italic**.

### 5.3. Results

**Digit and Sign.** First, we evaluate the performance of the proposed method on the Digit and Sign tasks. As shown in Table 1, our method is consistently superior to previous works, including source-access methods. In particular, FAUST outscores other methods by large margins on M→S. The adaptation from black-and-white handwritten digits (MNIST) to colored street-view house numbers (SVHN) is the most challenging task. Because this task is often ignored in the literature, Table 1 shows only a few available results. On this task, the epistemic uncertainty loss in FAUST+U provides a significant improvement from 85.9% to 91.3%.

Furthermore, the performance of our method is close to the target supervised accuracies. This result is remarkable considering the use of no source data during adaptation. In M→M, \[8\] slightly outperforms our method. Whereas our input image size is 28×28 as in most prior works \[8\] \[21\] \[63\] \[23\] \[8\] used a size of 32×32. This choice involves a network with more parameters, which can affect its performance.

**Office-Home.** FAUST shows accuracies comparable to those of the best baseline method, as can be seen in Table 2. FAUST+U improves FAUST on most Office-Home tasks and records the highest average accuracy of 72.0%. This result shows that the epistemic uncertainty loss \(L_u\) in FAUST+U enhances UDA by complementing the aleatoric uncertainty losses.

**VisDA.** We report the performance of FAUST on the challenging VisDA dataset in Table 3. For each of the twelve categories, the accuracy is improved by a large margin over the source-only model, by more than 28% on average. Our approach outperforms all of the baselines and establishes a new state-of-the-art average accuracy of 85.2%. This result of source-free FAUST is better than that of the best vanilla UDA method that uses the source data.

Table 3 shows the effect of modeling the epistemic uncertainty. The number of transformed views \(v\) for FAUST+U is reduced to 1 due to memory constraints. For a fair comparison, FAUST with \(v=1\) is presented. Adding the epistemic uncertainty loss \(L_u\) to FAUST slightly raises the accuracy. Table 3 also suggests that increasing \(v\) from 1 to 2 improves the performance. The accuracy is increased by 0.4% with \(v=2\). We analyze the effects of more views in Sec 5.4.

We note that this result on VisDA as well as the result on Sign (S→G) demonstrate that our approach can be effective during difficult adaptation tasks from synthetic images to real images, even in a source-free setting.

**MiniDomainNet.** In more complex multi-source tasks, FAUST shows promising results, as shown in Table 4. For MiniDomainNet, we run the comparison with recent multi-source DA methods, DCTN \[65\], M’sDA \[55\], MME \[66\] and DAEI \[54\]. Despite the naive source-combine setup, FAUST achieves a higher average accuracy of 62.0% than the best multi-source method and significantly outperforms the other baselines. We note that FAUST does not use source images during adaptation, unlike the other methods.

Contrary to the previous single-source tasks, FAUST+U shows degraded performance. Simply combining multiple source domains makes it difficult for the model to classify as many as 126 object categories. Because the features from different domains are not well-aligned, the model uncertainty can be high near the decision boundary. In relation to this, we speculate that the network capacity of ResNet-18 cannot sufficiently reduce \(L_u\). When we replace ResNet-18 with a larger network ResNet-50, the performance degradation issue disappears (see Table 5).

### 5.4. Analysis and Discussion

**Inferences on Perturbed Target Images.** We investigate the performance of adapted models when the target images are perturbed. We compare FAUST+U with a well-known source-free method SHOT-IM \[9\]. As shown in Table 6, images in Office-Home dataset are perturbed with different degrees of severity.

| Methods | S→M | M→S | M→U | U→M | S→G |
|---------|-----|-----|-----|-----|-----|
| Source-only | 70.0 | 47.8 | 77.4 | 84.9 | 77.1 |
| ADDA \[7\] | 76.0±1.8 | - | 90.1±1.6 | 89.4±2.6 | - |
| DRCN \[64\] | 82.0±1.0 | 40.1 | 91.8±1.0 | 73.7±0.0 | - |
| MCD \[21\] | 96.2±4.7 | 28.7 | 94.2±7.7 | 94.1±5.3 | 94.4±10.3 |
| DIRT-T \[22\] | 99.4 | 76.5 | - | - | 99.5 |
| SWD \[8\] | 98.9±1.9 | - | 98.1±1.9 | 97.1±0.1 | 98.6±0.3 |
| IEDA \[56\] | 98.9±1.4 | 78.5 | 95.0 | - | 97.5 |
| MUDA \[23\] | 99.1±0.1 | - | 98.5±0.1 | 96.7±0.4 | 98.0±0.5 |
| STAR \[24\] | 98.6±4.4 | - | 97.8±0.1 | 97.7±0.1 | 95.8±0.2 |
| RWOT \[26\] | 98.0±2.3 | - | 98.5±0.1 | 97.5±0.2 | - |
| TSA \[27\] | 98.7±0.2 | 98.0±1.1 | 98.3±0.3 | - |

| Source-access (vanilla) | SDDA \[10\] | 76.3 | - | 89.9 | - |
| SHOT \[9\] | 98.9±0.6 | - | 98.0±0.2 | 98.4±0.6 | - |
| 3C-GAN \[8\] | 99.4±0.1 | - | 97.3±0.2 | 99.3±0.1 | 99.6±0.1 |
| FAUST \((v=2)\) | 99.6±0.0 | 85.9±0.2 | 98.3±0.1 | 98.8±0.0 | 99.5±0.1 |
| FAUST+U \((v=2)\) | 99.6±0.0 | 91.3±0.1 | 98.8±0.1 | 99.0±0.1 | 99.7±0.1 |

| Target Supervised | 99.6±0.0 | 92.5±0.3 | 99.5±0.1 | 99.5±0.1 | 99.8±0.1 |
SoFA \cite{17} & - & 74.1 & 77.6 & - & 71.8 & 75.1 & - & - & - & - & - & - & 71.2

### Table 3: Classification accuracy (%) on VisDA (ResNet-101).

| Methods         | plane | bicyl | car  | bird | dog  | cat  | train | Avg. |
|-----------------|-------|-------|------|------|------|------|-------|------|
| Source-only     | 70.0  | 60.8  | 57.9 | 59.6 | 82.9 | 42.5 | 80.3  | 34.4 | 48.8 | 38.3 | 84.2 | 19.9 | 56.6 |
| MCD \cite{21}  | 87.0  | 69.9  | 83.7 | 64.0 | 88.9 | 79.6 | 84.7  | 76.9 | 86.6 | 50.3 | 83.0 | 25.8 | 71.9 |
| SAFN \cite{41} | 93.4  | 73.9  | 81.4 | 76.4 | 94.1 | 90.0 | 75.8  | 78.7 | 90.8 | 74.7 | 84.0 | 25.8 | 76.4 |
| SWD \cite{6}   | 96.7  | 95.8  | 92.7 | 93.5 | 92.2 | 92.1 | 94.2  | 92.3 | 89.3 | 85.2 | 90.0 | 39.4 | 88.9 |
| MUDA \cite{13} | 95.6  | 84.0  | 84.6 | 73.0 | 91.6 | 91.8 | 85.9  | 78.4 | 94.4 | 92.5 | 87.0 | 42.2 | 82.7 |
| STAR (v=2)     | 95.1  | 80.3  | 83.7 | 90.0 | 92.4 | 92.8 | 86.9  | 90.9 | 94.4 | 92.5 | 87.0 | 42.2 | 84.0 |

### Table 4: Classification accuracy (%) on miniDomainNet (ResNet-18). R denotes the remaining source domains.

| Methods       | R−Cl | R−Pa | R−Re | R−Sk | Avg. | R−Cl | R−Pa | R−Re | R−Sk | Avg. | R−Cl | R−Pa | R−Re | R−Sk | Avg. |
|---------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Source-only   | 63.4 | 49.9 | 61.5 | 44.1 | 54.8 | 63.4 | 49.9 | 61.5 | 44.1 | 54.8 | 63.4 | 49.9 | 61.5 | 44.1 | 54.8 |
| DANN \cite{2} | 65.6  | 46.3  | 58.7  | 47.9  | 54.6 | 65.6  | 46.3  | 58.7  | 47.9  | 54.6 | 65.6  | 46.3  | 58.7  | 47.9  | 54.6 |
| MCD \cite{21} | 62.9  | 45.8  | 57.6  | 47.9  | 53.0 | 62.9  | 45.8  | 57.6  | 47.9  | 53.0 | 62.9  | 45.8  | 57.6  | 47.9  | 53.0 |
| DCTN \cite{6} | 62.1  | 45.8  | 57.6  | 47.9  | 53.0 | 62.1  | 45.8  | 57.6  | 47.9  | 53.0 | 62.1  | 45.8  | 57.6  | 47.9  | 53.0 |
| M'SDA \cite{6} | 64.2  | 49.1  | 57.9  | 49.3  | 55.0 | 64.2  | 49.1  | 57.9  | 49.3  | 55.0 | 64.2  | 49.1  | 57.9  | 49.3  | 55.0 |
| MME \cite{6}  | 68.1  | 47.1  | 63.3  | 43.6  | 55.5 | 68.1  | 47.1  | 63.3  | 43.6  | 55.5 | 68.1  | 47.1  | 63.3  | 43.6  | 55.5 |
| DAEI \cite{51} | 70.0  | 55.1  | 59.0  | 57.1  | 61.7 | 70.0  | 55.1  | 59.0  | 57.1  | 61.7 | 70.0  | 55.1  | 59.0  | 57.1  | 61.7 |

With no perturbation, FAUST+U and SHOT-IM differ 1.5% in accuracy. However, SHOT-IM exhibits drastic performance drops (9.2% and 13.5%) under target image perturbations. On the other hand, performance drops of FAUST+U are limited within 3.1%. Thus, the difference between FAUST+U and SHOT-IM becomes significant as large as 12%. Because our method considers uncertainty during adaptation, the adapted models show more robust results under image perturbations.

### Training Stability.

Training curves on various benchmark tasks are illustrated in Fig. \ref{fig:training}. The horizontal axis of each task is adjusted to a different scale for better visualization. The steady change of the target accuracy and training loss over the number of iterations shows that learning is stable during adaptation and converges well.

### Feature Visualization.

We visualize the feature embeddings for the challenging M→S task by plotting the outputs of the last pooling layer of the feature generator $G$ using t-SNE \cite{67}. In Fig. \ref{fig:feature_vis} and Fig. \ref{fig:svhn_vis}, the target (SVHN) features are separated from the source (MINIST) features, forming a large group in the center regardless of their classes. However, both domains
Table 6: Accuracy (%) on Office-Home dataset with different levels of perturbation. The performance of SHOT-IM drops sharply with more image perturbation. However, FAUST+U shows little performance drops.

| Perturbation | Ar→Cl | Ar→Pr | Ar→Re | Cl→Ar | Cl→Pr | Cl→Re | Pr→Ar | Pr→Cl | Pr→Re | Re→Ar | Re→Cl | Re→Pr | Avg. |
|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|------|
| SHOT-IM      |        |        |        |        |        |        |        |        |        |        |        |        |      |
| No perturbation | 55.4  | 76.6  | 80.4  | 66.9  | 74.3  | 75.4  | 65.76 | 54.8  | 80.7  | 73.7  | 58.4  | 83.4  | 70.5  |
| Rotate-Crop-Flip | 50.9  | 67.5  | 71.1  | 60.8  | 65.9  | 63.3  | 57.1  | 47.3  | 68.6  | 61.6  | 48.9  | 72.2  | 61.3  |
| RandAugment [32] | 45.9  | 62.6  | 67.0  | 54.7  | 64.1  | 60.8  | 55.1  | 42.5  | 61.2  | 58.0  | 43.8  | 68.2  | 57.0  |
| FAUST [2]     |        |        |        |        |        |        |        |        |        |        |        |        |      |
| No perturbation | 61.4  | 79.2  | 79.6  | 63.3  | 76.9  | 75.2  | 65.3  | 59.4  | 79.0  | 74.7  | 64.2  | 86.1  | 72.0  |
| Rotate-Crop-Flip | 56.9  | 77.8  | 77.1  | 62.9  | 77.1  | 73.9  | 63.3  | 58.8  | 75.5  | 71.4  | 63.8  | 83.9  | 70.2  |
| RandAugment [32] | 55.1  | 77.1  | 76.4  | 61.2  | 76.5  | 73.2  | 60.8  | 57.5  | 72.9  | 71.0  | 63.7  | 81.8  | 68.9  |

Table 7: Ablation study on various source-free UDA tasks.

| Methods | S→M | M→S | M→U | U→M | S→G | O-H | VisDA |
|---------|-----|-----|-----|-----|-----|-----|-------|
| Source-only | 70.0 | 47.8 | 77.4 | 84.9 | 77.1 | 57.9 | 56.6  |
| Only $L_c$ | 99.1 | 8.7  | 97.7 | 95.8 | 98.7 | 66.7 | 78.9  |
| Only $L_u$ | 99.4 | 42.9 | 98.2 | 99.0 | 99.7 | 64.1 | 74.0  |
| $L_c + L_u$ (1) | 99.5 | 81.7 | 98.2 | 98.3 | 99.4 | 71.1 | 84.8  |
| FAUST (1) | 99.6 | 85.9 | 98.3 | 99.8 | 99.6 | 71.1 | 84.8  |
| FAUST+U (1) | 99.6 | 91.1 | 98.8 | 99.0 | 99.7 | 71.7 | 84.9  |
| $L_c + L_u$ (2) | 99.5 | 81.9 | 98.1 | 98.2 | 99.5 | 71.6 | 85.2  |
| FAUST (2) | 99.6 | 85.9 | 98.3 | 98.8 | 99.5 | 71.6 | 85.2  |
| FAUST+U (2) | 99.6 | 91.3 | 98.8 | 99.1 | 99.7 | 72.0 | -     |

Table 8: Effects of the number of views $v$ on Digit and Sign.

| Methods | S→M | M→S | M→U | U→M | S→G |
|---------|-----|-----|-----|-----|-----|
| FAUST (v=1) | 99.6$^{+0.0}$ | 85.9$^{-0.1}$ | 98.3$^{+0.2}$ | 98.8$^{+0.1}$ | 99.6$^{+0.0}$ |
| FAUST (v=2) | 99.6$^{+0.0}$ | 85.9$^{-0.2}$ | 98.3$^{+0.1}$ | 98.8$^{+0.1}$ | 99.5$^{+0.1}$ |
| FAUST (v=3) | 99.5$^{+0.1}$ | 86.0$^{-0.2}$ | 98.2$^{+0.0}$ | 98.8$^{+0.1}$ | 99.4$^{+0.0}$ |
| FAUST (v=4) | 99.5$^{+0.1}$ | 85.9$^{+0.3}$ | 98.2$^{+0.0}$ | 98.8$^{+0.1}$ | 99.5$^{+0.1}$ |
| FAUST (v=5) | 99.5$^{+0.1}$ | 86.1$^{-0.2}$ | 98.2$^{+0.0}$ | 98.8$^{+0.1}$ | 99.4$^{+0.0}$ |

Figure 3: (Best viewed in color) The learning curves of (a) target accuracy and (b) training loss on Digit, Sign and VisDA. The x-axis denotes the number of UDA iterations and is rescaled per task.

Figure 4: (Best viewed in color) Feature embeddings from the last pooling layer of $G$ are visualized using t-SNE [67]. (a) and (c): Red and blue dots are the test samples from the source (MNIST) and the target (SVHN) domains, respectively. (b) and (d): Each color represents a different class.

Ablation Study. We investigate the effect of each component of our training objective in equation (7). Table 7 shows the ablation study on seven source-free UDA tasks. When using only $L_c$ or $L_u$, the results are mostly better than the source-only. However, the accuracy collapses on challenging tasks such as M→S and S→G. On the other hand, the aleatoric uncertainty loss ($L_c + L_u$) consistently shows improved accuracy on various tasks. The improvement is more conspicuous on M→S, Office-Home (O-H) and VisDA. This observation confirms that modeling aleatoric uncertainty plays a significant role in improving the UDA performance. By constraining the intra- and inter-consistency, the extracted features fall far from the decision boundaries. Adding $L_c$ (FAUST) and $L_u$ (FAUST+U) further boost the accuracy.

Number of Views $v$. Increasing $v$ from 1 to 2 improves the performance on Office-Home and VisDA as shown in Table 7. We investigate the effect of more views in Table 8. Due to memory constraints, only smaller datasets are analyzed. On Digit and Sign, we observe no clear difference in the accuracy with larger values of $v$. Because augmentation transform is applied on the fly, FAUST sees different views of a given image each time. Even with a smaller $v$, FAUST effectively considers many different views as the iterations progress. Thus, we suggest that $v=2$ is sufficient in practice.

Augmentation Transforms. FAUST leverages random augmented images to model aleatoric uncertainty. In incorporating data augmentation, we can consider a wide range of augmentation methods, from simple translation and horizontal flips to strong augmentations that heavily distort the given images. We compare two augmentation schemes: a standard flip-and-shift
mitigating the divergence between the source and target domains. We also explored the effect of the epistemic uncertainty loss. Empirical results demonstrate that our approach outperforms current state-of-the-art methods on various challenging UDA benchmark tasks without using source images and better generalizes to the perturbed input images during inference in the target domain.

### 6. Conclusion

We proposed a novel UDA method that does not require access to source images. The proposed method leverages aleatoric uncertainty by employing multiple data augmentations and trains the feature generator by encouraging inter-space consistency and intra-space consistency. The feature generator is promoted to learn consistent feature representations that are away from the decision boundaries of the fixed head classifier, thus

---
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