I. INTRODUCTION

Semiconductor microcavity lasers are examples of open-dissipative-pumped systems that undergo phase transitions to states with spontaneously broken symmetry. In the simple case of a so-called photon laser, i.e. a microcavity laser in which Coulombic exciton effects between the charge carriers (electrons and holes) are negligible, the interband polarization and light field in the cavity can be viewed as generalized order parameters of the symmetry-broken state. In addition to photon lasers, semiconductor microcavities have been intensively studied because of a variety of intriguing polariton effects (see, for example, Refs. 1–32). In the low density regime, polaritons, quasi-particles comprised of excitons (bound electron-hole pairs) and photons (the cavity light field), have been found to undergo Bose-Einstein condensation (for reviews, see, e.g., Refs. 5,21) which can be viewed as a limiting case of lasing processes in a semiconductor microcavity. In the intermediate density regime, the concepts of excitonic and polaritonic Bardeen-Cooper-Schrieffer (BCS) states have long been discussed (e.g. Refs. 19,20,39–38). As in the case of the photon laser, above the lasing threshold the interband polarization and the light field in the cavity can be viewed as generalized order parameters, because both are non-zero macroscopic fields that appear spontaneously (in practice as a result of an instability triggered by a fluctuation). One of the key features of a BCS state, be it in superconductivity or BCS generalizations to excitons or polaritons, is the existence of a gap in the excitation spectrum.

A recent experimental observation of a polariton laser in the BCS regime has been reported in Ref. 39. An estimate of the polaritonic BCS gap given in that publication was later confirmed on the basis of a rigorous linear-response theory of the condensed many-particle state. The value of the polariton BCS gap in the range of experimentally accessible pump powers was between approximately 1 and 10 meV. Due to the reflectivity stop band of the high-quality microcavity, whose width is on the order of 10 meV, direct interband spectroscopy (using light spectrally centered in the vicinity of the lasing frequency) is presently unable to observe polaritonic BCS gaps of less than 10 meV. Therefore, it has been conjectured in Ref. 39 that low-frequency terahertz (THz) spectroscopy should be more suitable for the observation of a polaritonic BCS gap, because the microcavity will not act as a resonator for light of that frequency. In other words, the THz spectroscopy can be performed on the semiconductor quantum well inside the cavity without any effect of the cavity on the THz field.

The formal and physical analogy between the theory of superconductivity and a semiconductor excited by a coherent optical field with frequency in the interband continuum (i.e. light frequency larger than the fundamental bandgap of the semiconductor, \( E_g \)), has been discussed as early as 1970; see Ref. 41. In that analysis, the coherent field is a strong external field, strong enough to create gaps in the single-particle spectrum of the valence and conduction band. While at a formal level the light-induced gaps in the bandstructure of a semiconductor with non-interacting electrons and holes are gaps in the single-particle spectrum, whereas in the BCS superconductor the gaps are in the excitation spectrum of the (correlated) many-particle state, it is helpful to view the light-induced gaps in analogy to the BCS gaps, since without interaction the excitation spectrum of the many-particle state is given by the single-particle excitation spectrum. These light-induced energy gaps in semiconductors excited by strong optical fields may be called Galitskii-Elesin gaps. In semiconductor lasers, this effect is closely related to spectral hole burning.
paper, instead of an external coherent field, the gaps are created by the laser light field, which in turn is brought about by spontaneous symmetry breaking (the U(1) symmetry related to the phase of the coherent field). Experimental signatures of spectral hole burning have been reported as early as 1979 in Ref. [44] and investigated theoretically, e.g. in Refs. [45–48].

More recently, the opening of gaps in the energy bands has been investigated in the case of exciton polaritons in GaAs semiconductor microcavities[53] and in bulk GaAs[50]. The use of dressed electron-hole-photon states reveals the connection among these closely related effects, as well as other connected phenomena such as Rabi splitting or the Mollow triplet in resonance fluorescence.[65,66]

In the following we will refer to light-induced gaps, schematically shown in Fig. [1], as Galitskii-Elesin gaps if brought about by an external coherent light field, and as BCS-like gaps if brought about by the internal laser light field within the semiconductor microcavity, i.e. after spontaneous symmetry breaking above the laser threshold. In the idealized case of carriers occupying only states below the chemical potential up to the wave vector at which the light-induced gap occurs, and that only transitions from the lower to the upper branches occur, the intraband pair excitation region assumes the form shown in Fig. [2]. This is similar to the well-known pair excitation region for a zero-temperature plasma shown in Fig. [2a] (see for example Fig. 5.12 of Ref. [53]), but with a vertical shift due to the light-induced gap (see Eqs. [E2] and [E3] in Appx. E). The presence of the the light induced branches (the dashed lines in Fig. [1]) enables optical transitions with small and even zero wave vector q, which, as we show below, can be probed in THz spectroscopy.

Terahertz and far-infrared radiation have been used in a wide range of spectroscopic measurement[54], including the observation of intra-excitonic and intra-band transitions in semiconductors[55–61] analysis of polariton condensates[62], charge carrier dynamics[63,64] nonlinear terahertz spectroscopy[65] detection of Berry curvatures[66] and the spectroscopy of graphene[67,68] and non-crystalline materials[69]. Furthermore, terahertz gain and stimulated emission as a result of intra-excitonic transitions (3p-2s, 2p-1s) have been shown in Refs. [69,70] and THz excitation and possible THz lasing via stimulated emission from the 2p exciton to the 1s exciton-polariton or, alternatively, between the upper and lower 1s-exciton polariton branches in semiconductor microcavities have been studied in Refs. [71,72]. THz emission due to the Rabi splitting of a two-level system (a simpler version of the effect seen in the present paper) and optical triplet harmonics produced by optical pumping were proposed in Ref. [71]. Similar studies of THz emission for the cases of asymmetric quantum wells and dots were performed in Refs. [72,58]. In the present paper, the intraband matrix element which permits dipole-allowed THz transitions derives not from an engineered asymmetrical microstructure nor from different excitonic states, but from the inherently asymmetric wavefunctions of those electron states with nonzero quasimomentum.

The objective of this first study, and a planned subsequent study, is to lay out the theory of intraband (as opposed to intra-exciton) THz spectroscopy for microcavity lasers. In the first study, we focus on the photon laser. The photon laser is not only a mathematically convenient model; the limiting case of a semiconductor microcavity without Coulomb interaction has been related to a photonic BEC in Ref. [20]. Even though Coulombic exciton effects are neglected (only Coulombic scattering and relaxation effects are accounted for at a phenomenological level), the theory to be laid out below is relatively complex, owing to the interplay of the laser (condensed phase) with the THz linear response theory. However, because of the absence of Coulomb effects the results are still relatively intuitive and mathematically transparent. In particular, we show that spectral features in the laser’s low-frequency conductivity (as well as transmissivity, reflectivity and absorptivity/gain) can be uniquely related to the BCS-like gap that the laser induces upon itself.
Our model system is a semiconductor quantum well in a microcavity with a direct band gap and parabolic bands around $k = 0$. The parameters of the lowest conduction band and the highest heavy-hole valence band of GaAs, each having double spin degeneracy, are used here. The dynamical degrees of freedom are the conduction-band electrons, the valence-band holes, and the laser field in the cavity. The linear response of this system to an applied THz probe is considered. Only the coupling between the charged particles and the laser and THz fields are included in the interaction Hamiltonian. The two photon fields are treated as distinct, since they are spectrally well-separated. The laser field is assumed to be classical, neglecting the effects of its quantum fluctuations. The Coulomb interactions between the charged particles are also neglected. In the derived dynamical equations, the effects of dephasing, pumping, and dissipation are included via phenomenological gain/loss terms.

Our model Hamiltonian for the electrons, holes, and laser field photons is

$$
\hat{H} = \sum_{\alpha,k} \varepsilon_{\alpha,k} a_{\alpha,k}^\dagger a_{\alpha,k} + \sum_{\lambda q} \hbar \omega_{\lambda q} c_{\lambda q}^\dagger c_{\lambda q} + \sum_{\lambda \ell q,k} \Gamma_{\ell \lambda}(k,q) c_{\lambda q}^\dagger a_{\ell,h,q-k}^\dagger + h.c. \\
+ \sum_{\nu \alpha q,k} g_{\nu \alpha q}^\dagger(k,q) A_{\nu \ell}(q,t) a_{\nu,q-k}^\dagger a_{\alpha,k} + \text{h.c.} 
$$

where $a_{\alpha,k}$, $a_{\lambda h,k}$, and $c_{\lambda q}$ are the annihilation operators for a conduction band electron, a valence band hole, and a laser field photon respectively. $k$ and $q$ are 2D wavevectors in the quantum well’s plane (all wavevectors in this paper are in-plane unless specified otherwise). $\lambda$ labels the optical photon spin. We consider interband transitions only between the highest heavy-hole valence band and the lowest conduction band. So the band subscripts label the degenerate spin orbitals: $\epsilon = \pm 1/2$, $h = \pm 3/2$. The subscript $\alpha$ runs through both electron and hole bands. Parabolic bands are used for the charges: $\varepsilon_{\alpha k} = \frac{k^2 m_{\alpha}}{2m_{\alpha}} + E_g$ and $\varepsilon_{\lambda h,k} = \frac{k^2 m_{\lambda}}{2m_{\lambda}}$, where $m_{\alpha}$ is the effective mass in band $\alpha$ (both $m_e$ and $m_{hh}$ are positive on our case), and $E_g$ is the band gap. $\omega_{\lambda q}$ is the cavity resonance frequency.

We invoke the rotating wave approximation in setting the interband eh-laser interaction term. While treated as an input parameter in the numerical calculations, the interband coupling strength $\Gamma_{\ell \lambda}(k,q)$ can be given by

$$
\Gamma_{\ell \lambda}(k,q) = -|d_{cv}(k,q) \cdot e_{\ell \lambda}| \Psi_{\ell \lambda}^\dagger(\xi_{QW}) \sqrt{2\pi \hbar \omega_{\lambda q}/\epsilon_{\ell}}. 
$$
The cavity photon mode wave function along the z direction evaluated at the position of the quantum well $z_{QW}$ is the cavity photon mode wave function. $\Psi_{QW}(z_{QW})$ is the cavity photon mode wave function along the z direction evaluated at the position of the quantum well $z_{QW}$, $c_0$ is the background dielectric function inside the cavity, and $\epsilon_{QW}$ is the cavity photon mode wave function along the z direction evaluated at the position of the quantum well $z_{QW}$. $c_0$ is the background dielectric function inside the cavity, and $\epsilon_{QW}$ is the cavity photon mode wave function along the z direction evaluated at the position of the quantum well $z_{QW}$.

The THz probe is treated in the Hamiltonian Eq. [1] as a classical applied vector potential $A_{TP}(q, t)$. $\nu$ denotes the THz field polarization. We use a gauge in which the scalar potential is zero $\mathcal{E}[A]$ so that $E_{TP}(x, t) = -\frac{i}{\hbar}\partial A_{TP}(x, t)/\partial t$, with $x$ being the 3D spatial coordinates. The probe induces intraband transitions with the coupling $g'_c(q, k)$. With the approximation of isotropy and $q \ll k$, the coupling strength is evaluated as

$$g'_c(q, k) \approx g'_c(k + \frac{1}{2}q) = -\frac{s_a q_c}{m_c c} h (k + \frac{1}{2}q) \cdot e_\nu,$$

where $e_\nu$ is the polarization unit vector for the THz field and $s_a$ is the sign of the particle’s charge: $s_e = -1$, $s_h = 1$. Our study is restricted to so-called s-polarization, where the THz field is polarized normal to the plane of incidence, and thus in the plane of the quantum well and perpendicular to the 2D vector $q$.

Using the Hamiltonian in Eq. [1] and the Heisenberg picture, we derive the single-time equations of motion of the interband polarization $p_{eh}(k_1, k_2, t) \equiv \langle a_{h, k_2}(t) a_{e, k_1}(t) \rangle$, the intraband density matrices $f_a(k_1, k_2, t) \equiv \langle a_{a, k_2}(t)^\dagger a_{a, k_1}(t) \rangle$, and the laser field amplitude (the squared magnitude of which is the 2D photon density in the designated mode) $E_{QW}(q, t) \equiv (1/\sqrt{A}) \langle c_{QW}(t) \rangle$, where $A$ is the system’s cross-sectional area. Our classical approximation of the photon field leads to the factorization of expectation values of products of photon and fermion operators, which closes the set of equations. The Hamiltonian Eq. [1] does not account for pumping, cavity loss via emission of the laser field, and for carrier scattering, relaxation and dephasing (via electron-electron and electron-phonon interaction). We include these effects phenomenologically in the same way as was done in Ref. [39] by extending the equations of motion for the interband polarization, carrier distributions and cavity laser field by appropriate incoherent terms that contain incoherent rates $\gamma$. We then obtain the equation of motion for the interband polarization,

$$i\hbar \frac{\partial}{\partial t} - (\varepsilon_{e, k_1} + \varepsilon_{h, k_2}) f_{eh}(k_1, k_2, t) = \sum_{k'\lambda} \left[ \Gamma_{eh}^\lambda(k_1, k_1 + k') E_{\lambda}(k_1 + k', t) \right.$$

$$\times (\delta_{k_2, k' - f_{eh}(k_2, k', t))}
$$

$$\left. - \Gamma_{eh}^\lambda(k_1, k_2 + k') f_{eh}(k_1, k_2 + k', t) \right]$$

$$+ \sum_{k'\nu} \left[ g'_{eh}^\nu(k', k_2) A_{TP}(k_2 - k', t) f_{eh}(k_1, k_2, t) \right. + g'_{eh}^\nu(k', k_1 - k') A_{TP}(k_1 - k', t) f_{eh}(k_1, k_2, t)$$

$$+ \frac{i\hbar}{\partial} \left. \right|_{\text{incoh}} \frac{\partial p_{eh}(k_1, k_2, t)}{\partial t}$$

the equation for the electron distribution function,

$$i\hbar \frac{\partial}{\partial t} - (\varepsilon_{e, k_1} - \varepsilon_{e, k_2}) f_{e}(k_1, k_2, t) = \sum_{k'\lambda} \left[ \Gamma_{eh}^\lambda(k_1, k_1 + k') p_{eh}(k_2, k_2, t) E_{\lambda}(k_1 + k', t) \right.$$

$$\left. - \Gamma_{eh}^\lambda(k_2, k_2 + k') p_{eh}(k_1, k_1, t) E_{\lambda}(k_2 + k', t) \right]$$

$$+ \sum_{k'\nu} \left[ g'_{eh}^\nu(k', k_2) A_{TP}(k_2 - k', t) f_{e}(k_1, k_2, t) \right. - g'_{eh}^\nu(k', k_1 - k') A_{TP}(k_1 - k', t) f_{e}(k_1, k_2, t)$$

$$+ \frac{i\hbar}{\partial} \left. \right|_{\text{incoh}} \frac{\partial f_{e}(k_1, k_2, t)}{\partial t}$$

the equation for the hole distribution function,

$$i\hbar \frac{\partial}{\partial t} - (\varepsilon_{h, k_1} - \varepsilon_{h, k_2}) f_{h}(k_1, k_2, t) = \sum_{k'\lambda} \left[ \Gamma_{eh}^\lambda(k_1, k_1 + k') p_{eh}(k_2, k_2, t) E_{\lambda}(k_1 + k', t) \right.$$

$$\left. - \Gamma_{eh}^\lambda(k_2, k_2 + k') p_{eh}(k_1, k_1, t) E_{\lambda}(k_2 + k', t) \right]$$

$$+ \sum_{k'\nu} \left[ g'_{eh}^\nu(k', k_2) A_{TP}(k_2 - k', t) f_{h}(k_1, k_2, t) \right.$$

$$- g'_{eh}^\nu(k', k_1 - k') A_{TP}(k_1 - k', t) f_{h}(k_1, k_2, t)$$

$$+ \frac{i\hbar}{\partial} \left. \right|_{\text{incoh}} \frac{\partial f_{h}(k_1, k_2, t)}{\partial t}$$

and the single-mode equation for the cavity field, 

$$\left[ i\hbar \frac{\partial}{\partial t} - \hbar \omega_{\lambda q} \right] E_{\lambda}(q, t) = \sum_{ehk} \Gamma_{eh}^{\lambda}(k, q) p_{eh}(k, q - k, t)$$

$$+ \frac{i\hbar}{\partial} \left. \right|_{\text{incoh}} \frac{\partial E_{\lambda}(q, t)}{\partial t}.$$
The specific form of the incoherent (dephasing, relaxation, and pump) contributions will be chosen appropriately for the laser and discussed in Appx. A. The quantum well is taken to be at \( z = 0 \). The cavity material in the vicinity of the QW is taken to be dielectric with relative permittivity \( \epsilon_b \).

In Eqs. [1] and [3]–[6], the general form of the intraband matrix element, \( g_{\alpha\beta}^{(k,q)} \), is used. Hence, these equations are valid for general systems that may be anisotropic. As mentioned above, the specific form of the intraband matrix element using effective masses and isotropic parabolic bands, \( g_{\alpha\beta}^{(k,q)} \) in Eq. [2], is used below and in the numerical evaluation.

Eqs. [3]–[6] describe the (two-dimensional) dynamics inside the quantum well. We choose a simple setting, shown in Fig. 3 for the propagation of the external THz probe. The zero-width quantum well lies between two dielectric media. The medium on the incident (transmitted) side has a dielectric constant of \( \epsilon_1 \) (\( \epsilon_2 \)). A coordinate system is set up in which the \( z \) axis is normal to the quantum well’s plane, the plane of incidence is the \( x-z \) plane, and the quantum well is placed at \( z = 0 \). The THz probe field propagates according to Maxwell’s equations with the intraband current in the quantum well as a source field:

\[
\left[ \frac{n^2(z)}{c^2} \frac{\partial^2}{\partial t^2} + \nabla \times \nabla \times \right] E_T(r,t) = \frac{4\pi}{c^2} \nu(z) \sum_{\alpha,q} \frac{\partial}{\partial t} J_{\alpha}(q,t) e^{i\mathbf{q} \cdot \mathbf{r}_\parallel} \tag{7}
\]

where \( \mathbf{r} = (x,y,z) \) and \( \mathbf{r}_\parallel = (x,y) \). In our gauge, \( E_{T\nu}(r,t) = -\frac{i}{\hbar} \partial A_{T\nu}(r,t)/\partial t \). \( n(z) \) is the background refractive index of the cavity material, \( n(z) = \sqrt{\epsilon_1} \) for \( z < 0 \), and \( = \sqrt{\epsilon_2} \) for \( z > 0 \). The vector components of the two-dimensional current \( J_{\alpha\nu} = J_{\alpha}(q,t) \cdot \mathbf{e}_\nu \) are limited to the plane of the quantum well (note the delta function in \( z \)) and consist of a paramagnetic part \( J_{\alpha}^{\text{diam}} \) and a diamagnetic part \( J_{\alpha}^{\text{diam}} \):

\[
J_{\alpha\nu}(q,t) = J_{\alpha\nu}^{\text{diam}}(q,t) + J_{\alpha\nu}^{\text{diam}}(q,t) \tag{8}
\]

\[
J_{\alpha\nu}^{\text{diam}}(q,t) = \frac{1}{A} \sum_k s_{\alpha\nu} \hbar q \cdot \mathbf{e}_\nu f_\alpha(k + \frac{1}{2} q, k, t) \tag{9}
\]

The use of the effective mass \( m_\alpha \) in the diamagnetic current has been shown in Ref. [8] to be a consequence of including the THz field in the Hamiltonian interband transition term in the more fundamental Bloch wave function model.

Eqs. [3]–[6] form a closed set of equations for the combined system of the laser and the THz probe. Of interest is the laser’s linear response to the THz field. To obtain this, Eqs. [3]–[6] are expanded up to first order in the THz field. The zeroth order steady state fields, which describe the unperturbed steady-state laser, are discussed in Appx. B. The properties of the first order equations and solutions are further developed in the next several sections. Included here are some remarks on the steady-state laser solution and the relation of the first-order current to the THz reflectivity, transmissivity, and absorptivity.

We denote the perturbation order of the solution by a superscript. The laser emission being primarily normal to the QW, the zeroth-order optical field is set to have zero in-plane momentum, \( E_{T\lambda}^{(0)}(q,t) = \delta_{q0} E_{T\lambda}^{(0)}(t) \). This implies a corresponding momentum restriction on the zeroth order density matrix and interband polarization, \( f_\alpha^{(0)}(k_1,k_2,t) = \delta_{k_2 - k_1} f_\alpha^{(0)}(k_1,t) \), \( \alpha = e, h \), and \( P_{\nu\lambda}^{(0)}(k_1,k_2,t) = \delta_{k_2 - k_1} P_{\nu\lambda}^{(0)}(k_1,t) \). In the expressions for the zeroth order fields, we remove the momentum labels made redundant by the delta functions. When the laser reaches a monochromatic steady state, the occupation \( f_\alpha^{(0)}(k) \) is time-independent while the interband polarization \( P_{\nu\lambda}^{(0)}(k,t) \) and the light field \( E_{T\lambda}^{(0)}(t) \) oscillate at a lasing frequency \( \omega_l \).

The first-order current \( J_\alpha^{(1)}(q,t) \) induced by the THz field is given by Eq. [8] with the density matrix \( f_\alpha \) set equal to its first-order component \( f_\alpha^{(1)} \). In the frequency domain, the THz field and the total current induced by it are related by the conductivity matrix

\[
\sum_{\nu} J_{\nu\lambda}^{(1)}(q,\omega) + \sum_{\nu} J_{h\nu}^{(1)}(q,\omega) = \sum_{\nu'} \sigma_{\nu\nu'}(q,\omega) \tilde{E}_{T\nu'}(q,\omega) \tag{9}
\]

\( \tilde{E}_{T\nu}(q,\omega) \) is the time-frequency Fourier transform of \( E_{T\nu}(q,t) \), which is the THz electric field in the quantum well’s plane,

\[
E_{T\nu}(q,t) = \int d\mathbf{r}_\parallel e^{-i\mathbf{q} \cdot \mathbf{r}_\parallel} E_{T\nu} \left( \mathbf{r}_\parallel, z = 0, t \right).
\]
Using spatial symmetry arguments and those expressions given in Sec. [11] which determine the conductivity matrix, one can show that the off-diagonal elements of $\sigma^{\nu}_{\nu'}$ vanish. Therefore, in the remainder of the paper, only the diagonal terms are considered. For brevity they are denoted by $\sigma^{\nu}_{\nu} \equiv \sigma^{\nu}_{\nu}$. Like the current density, the conductivity can be written as a sum of a paramagnetic term $\sigma^{\nu}_{\nu}(q, \omega) = \sum_n J^{(n)}_{\nu}(q, \omega) + \sum_n J^{(n)}_{\nu'}(q, \omega)/\mathcal{E}_{\nu'}(q, \omega)$ and a diamagnetic term $\sigma^{\nu}_{\nu}(q, \omega) = \sum_n \sigma^{(n)}(q, \omega) + \sum_n J^{(n)}_{\nu'}(q, \omega)/\mathcal{E}_{\nu'}(q, \omega)$.

The outgoing (reflected and transmitted) THz waves are given in terms of the conductivity. We quote the result here, the derivation being given in Appx. A. For an s-polarized probe, the electric field points along the $y$ axis in our coordinate system ($e_y = \hat{y}$). The intensities (magnitudes of Poynting vectors) of the incident, reflected, and transmitted THz beams are denoted by $I^{(s)}(y)$, $I^{(r)}(y)$, and $I^{(t)}(y)$, respectively. The transmissivity $|T|^2$, reflectivity $|R|^2$, and absorptivity $A$ are given by

$$|T(q_x, \omega)|^2 = \frac{I^{(t)}(q_x, \omega)}{I^{(s)}(q_x, \omega)} = \sqrt{\frac{c_1}{\epsilon_1}} \left| \frac{2}{1 + \beta(q_x, \omega)} \right|^2$$  \hspace{1cm} (10)

$$|R(q_x, \omega)|^2 = \frac{I^{(r)}(q_x, \omega)}{I^{(s)}(q_x, \omega)} = \left| \frac{1 - \beta(q_x, \omega)}{1 + \beta(q_x, \omega)} \right|^2$$ \hspace{1cm} (11)

$$A(q_x, \omega) = 1 - |T(q_x, \omega)|^2 - |R(q_x, \omega)|^2$$ \hspace{1cm} (12)

where

$$\beta(q_x, \omega) = \frac{1}{g_{iz}} \left( q_{iz} + \frac{4\pi \omega}{c^2} \sigma_{Ty}(q_x, \omega) \right).$$ \hspace{1cm} (13)

$q_x$ is the $x$ component of the wave vector common to the incident and the two outgoing waves, and $q_{iz}$ and $q_{iz}$ are the $z$ components of the wave vectors of the incident wave and transmitted wave respectively.

Because the model system is symmetric under coordinate inversions in the plane of the quantum well, i.e. symmetric under the transformation $(x, y) \rightarrow (-x, -y)$, the conductivity has the symmetry $\sigma_{\nu'}(q, \omega) = \sigma_{\nu}(\mathbf{-q}, \omega)$. The THz conductivity $\sigma_{\nu}(q, \omega)$ is the Fourier transform of the conductivity in real space, $\sigma_{\nu}(r, t)$. The real-space conductivity is real, as it is the ratio of two real quantities, $J_{\nu}(r, t)$ and $E_{\nu}(r, t)$. Therefore, the Fourier transform of the conductivity obeys the relation $\sigma_{\nu}(q, \omega) = \sigma_{\nu}(\mathbf{-q}, \omega)$. Combining these two symmetries gives a symmetry in $\omega$ space, $\sigma_{\nu}(q, \omega) = \sigma_{\nu}(q, -\omega)$. The quantities $R$ and $T$ are functions of $\sigma_{\nu}$, and so obey the same symmetries. Since $A$, $|R|^2$, and $|T|^2$ are real quantities, they all have the symmetry of the form $A(q, \omega) = A(q, -\omega)$.

### III. LINEAR TERAHERTZ RESPONSE

The first order (in the THz field) terms in the expansion of Eqs. \[(1)\ -(10)\] dictate the time evolution of the material’s linear response to the THz probe. Being interested in the spectral decomposition of the response, we lay out below the first order equations in frequency space. Since the zeroth order quantities are assumed to be monochromatic (see Eq. \[(11)\]), with lasing frequency $\omega_\ell$, it is convenient to adopt the following convention in the time Fourier transform of the variables,

$$p_{\nu}(k_1, k_2, t) = \int \frac{d\omega}{2\pi} e^{-i\omega t} \tilde{p}_{\nu}(k_1, k_2, \omega)$$

$$E_{\nu}(q, t) = \int \frac{d\omega}{2\pi} e^{-i\omega t} \tilde{E}_{\nu}(q, \omega)$$

The frequency-space THz electric field is related to the vector potential by $\tilde{A}_{\nu}(q, \omega) = \frac{\pi e}{\hbar \omega} \tilde{E}_{\nu}(q, \omega)$. The first-order equations of the frequency-space variables are the following for the first-order interband polarization,

$$[\hbar \omega - \Delta \varepsilon_{\nu}(k, q - \mathbf{k}) - \hbar \omega_\ell] \tilde{p}_{\nu}(k, q - \mathbf{k}, \omega) = \sum_{\lambda} \left\{ -\tilde{j}^{(1)}_{\nu}(k, q - \mathbf{k}, \omega) \Gamma^{\lambda}_{\chi}(k - \mathbf{q}, 0) \right. \hspace{1cm} (14)$$

$$+ \tilde{j}^{(1)}_{\nu}(k - \mathbf{k}, -\mathbf{k}, \omega) \Gamma^{\lambda}_{\chi}(\mathbf{k}, 0) \right\} \tilde{E}^{(0)}_{\nu}$$

$$+ \left\{ 1 - \tilde{f}^{(0)}_{\nu}(q - \mathbf{k}) - \tilde{f}^{(0)}_{\nu}(0) \right\} \Gamma^{\lambda}_{\chi}(k, \mathbf{q}) \tilde{E}^{(0)}_{\nu}(q, \omega) \right\}$$

$$+ \sum_{\nu'} \left\{ \tilde{p}^{(0)}_{\nu'}(k - \mathbf{q}) \tilde{g}^{(0)}_{\nu'}(k - \mathbf{q}) \right\} \left\{ \tilde{E}^{(0)}_{\nu} \right\}$$

the equation for the first-order electron distribution function,

$$[\hbar \omega - \Delta \varepsilon_{\nu}(k, q - \mathbf{k}) + \gamma_{\nu f} \tilde{j}^{(1)}_{\nu}(k, k - \mathbf{q}, \omega)$$

$$= \sum_{\lambda} \left\{ \tilde{p}^{(0)*}_{\nu}(k - \mathbf{q}) \Gamma^{\lambda}_{\chi}(k, \mathbf{q}) \tilde{E}^{(1)}_{\nu}(q, \omega) \right. \hspace{1cm} (15)$$

$$- \tilde{p}^{(0)}_{\nu}(k) \Gamma^{\lambda}_{\chi}(k - \mathbf{q}, -\mathbf{q}) \tilde{E}^{(0)*}_{\nu}(-\mathbf{q}, -\omega)$$

$$+ \tilde{p}^{(0)*}_{\nu}(k - \mathbf{q}, -\mathbf{q}) \Gamma^{\lambda}_{\chi}(0, \mathbf{q}) \tilde{E}^{(0)}_{\nu}$$

$$- \tilde{p}^{(1)}_{\nu}(k, k - \mathbf{q}, -\mathbf{q}) \Gamma^{\lambda}_{\chi}(k - \mathbf{q}, 0) \tilde{E}^{(0)*}_{\nu}$$

$$+ \sum_{\lambda} \left\{ \tilde{f}^{(1)}_{\nu}(k - \mathbf{q}) - \tilde{f}^{(0)}_{\nu}(k) \right\} \left\{ \Gamma^{\lambda}_{\chi}(k - \mathbf{q}, 0) \right\} \tilde{E}^{(0)*}_{\nu}$$

$$\times \tilde{g}^{(0)}_{\nu}(k - \mathbf{q}) \tilde{E}^{(0)}_{\nu}(q, \omega) \right\},$$
that relates the transformed THz field can be written using the symmetry of the zeroth order quantities, and their formulae are given by

\[
\begin{align*}
\hat{h}(k, q - k, \omega) &= \hat{p}_{eh}(k, q, \omega) - \hat{p}'_{eh}(k, q) \Gamma_{eh}(k - q, -q, -\omega) \hat{E}_{\ell}^{(1)*}(-q, -\omega) \\
&+ \hat{p}_{eh}(k - q, -k, \omega) \Gamma_{eh}(k - q, 0) \hat{E}_{\ell}^{(1)*}(-q, -\omega) \\
&+ \sum_{\nu} \left\{ \left( \hat{p}_{eh}(k, q) - \hat{p}'_{eh}(k, q) \right) \hat{E}_{\ell}^{(1)}(k, \omega) \right\}
\end{align*}
\] and the equation for the first-order cavity field,

\[
[h_\omega - h_{\omega_\lambda} + h_{\omega e} + i\gamma E] \hat{E}_{\ell}^{(1)}(q, \omega) = \sum_{k \in h} \Gamma_{eh}(k, q) \hat{p}_{eh}(k, q - k, \omega).
\]

Here, \( \Delta \varepsilon_k \) and \( \Delta \varepsilon_{k_1, k_2} \) are given by \( \varepsilon_{e_1, k} + \varepsilon_{h_1, k} \) and \( \varepsilon_{e_1, k_1} + \varepsilon_{h_2, k_2} \), with \( \alpha = e, h, \).

Eqs. (14)–(16) can be formally solved as a system of matrix equations. To simplify the algebra, the angular momenta \( e, h, \) and \( \lambda \) are chosen to be one of the two sets of values that satisfy the circular selection rules. Then, by eliminating \( \hat{f}_{\lambda}^{(1)} \) from Eq. (14) using Eqs. (15)–(16), \( \hat{p}_{eh}', \hat{E}_{\ell}^{(1)} \), and \( \hat{E}_{TV} \) can be related by the \( 2 \times 2 \) matrix equation:

\[
\hat{p}_{eh}^{(1)} = M^{-1} N \hat{E}_{\ell}^{(1)} + M^{-1} \sum_{\nu} Q^\nu \hat{E}_{TV},
\]

where

\[
\begin{align*}
\hat{p}_{eh}^{(1)} &= \left( \hat{p}_{eh}'(k, q - k, \omega) \right) \\
\hat{E}_{\ell}^{(1)} &= \left( \hat{E}_{\ell}^{(1)}(q, \omega) \right) \\
\hat{E}_{TV} &= \left( \hat{E}_{TV}(q, \omega) \right)
\end{align*}
\] and

The formulae for the component matrices of \( V \) are given in Eqs. (C10)–(C13). The conductivity is calculated from Eqs. (8) and (9) as

\[
\sigma_v^{p}(q, \omega) = \frac{c}{E_{TV}(q, \omega) A} \sum_{h} \left[ \sum_{e} g_{e}^{h}(k - \frac{1}{2} \hat{f}_{\lambda}^{(1)}(q - k, -k, \omega) - \hat{f}_{\lambda}^{(1)}(k, -q, -\omega) \right]
\]

and

\[
\sigma_v^{d}(q, \omega) = \frac{iq_\omega^2}{\omega_\omega + i\gamma D} \sum_{k} \left[ \sum_{h} \hat{f}_{\lambda}^{(1)}(k, q) \right] + \sum_{h} \frac{f_{\lambda}^{(0)}(-k)}{m_{h}}.
\]

The THz polarization \( \nu \) enters the paramagnetic THz conductivity \( \sigma_v^{p}(q, \omega) \) explicitly in Eq. (25) through the
factors $g_{\kappa}^\alpha$. Additionally, a sum over all THz polarizations occurs in Eq. (24) and enters Eq. (25) through the $f_{\alpha}^{(1)}$. However, as stated below Eq. (9), the $\nu' \neq \nu$ contributions vanish from the integral over $k$ due to the spatial symmetries of the integrand, leaving only $\nu$-diagonal contributions to the conductivity. Eq. (26) is the diamagnetic or Drude conductivity, with the Drude scattering rate $\gamma_D$ included phenomenologically.

In general, Eq. (25) has to be evaluated numerically, and we show results in Sec. V. However, in the limiting case of an $e$-$h$ plasma at zero temperature and not coupled to a cavity, so that the laser field $E_{\nu}(0)$ and interband polarization $p_{ch}^{(0)}$ are absent and only the Lindhard contributions to $f_{\alpha}^{(1)}$ remain (see Eq. (C11)), one can obtain an analytical result for the paramagnetic conductivity. This is useful in order to check numerical results against analytical results in at least one limiting case. The analytical result for the Lindhard term is given in Appx. G.

IV. THZ RESPONSE IN THE NAMBU BASIS

The linear response theory developed in Sec. III provides a general framework for the THz response, and we will show below in Sec. V that it indeed predicts features that can be interpreted as signatures of light-induced and BCS-like gaps schematically shown in Fig. 1. Since, however, this theory is a single-time theory, one might ask whether the relation between the results of the single-time formalism and Fig. 1 can be further substantiated. The usual approach to single-particle spectral functions involved two-time Green’s functions, and their evaluation for the case of excitonic BCS states and light-induced gaps has been discussed, e.g., in Refs. 35,40,89. In those works, the relation to conventional concepts of superconductivity are evident. The purpose of the present section is to elucidate the relationship between the single-time response theory and conventional concepts of the theory by reformulating the single-time theory. The reformulation utilizes an approach analogous to the Nambu space (or Nambu spinor representation) approach frequently used in condensed matter theories. Using this approach, we can relate the frequency and wave vector-dependent intraband response function $f_{ch}^{(1)}(k, k - q, t)$ to the single-particle spectral function, and hence identify features in the frequency-dependent conductivity as resulting from gaps in the spectral function.

The THz linear response equations, Eq. (14) for $f_{ch}^{(1)}$ and Eqs. (15)–(16) for $f_{\alpha}^{(1)}$, $\alpha = e, h$ in Section III are written in the frequency domain. For clarity, we temporarily transform them back to the time domain. If it is approximated that $\gamma_p = \gamma_f \equiv \gamma$, then the equations can be written as a single $2 \times 2$ matrix equation,

$$\left[ i\hbar \frac{\partial}{\partial t} + i\gamma \right] \vec{D}^{(1)}(k, q, t) = h(k) \vec{D}^{(1)}(k, q, t) - \vec{D}^{(1)}(k, q, t) h(k - q) + M_t(k, q, t) + \sum_{\nu} M_{T\nu}(k, q, t)$$

(27)

The $p_{ch}^{(1)}$ and $f_{\alpha}^{(1)}$ are now represented by the matrix

$$\vec{D}^{(1)}(k, q, t) \equiv \left( \begin{array}{cc} f_{ch}^{(1)}(k, k - q, t) & p_{ch}^{(1)}(k, q - k, t) \\ p_{ch}^{(1)*}(k - q, -k, t) & -f_{ch}^{(1)}(q - k, -k, t) \end{array} \right).$$

(28)

where $p_{ch}^{(1)}(k_1, k_2, t) = p_{ch}^{(1)}(k_1, k_2, t) e^{-i\omega_lt}$, $\omega_l$ being the laser frequency. The matrix $h(k)$ is

$$h(k) = \left( \begin{array}{cc} \xi_e(k) & \Delta(k) \\ \Delta^*(k) & -\xi_h(-k) \end{array} \right)$$

(29)

where

$$\Delta(k) = \Gamma_{ch}^{\lambda} \left( \begin{array}{c} 0 \\ E_{\nu}(k) \end{array} \right)$$

(30)

and $E_{\nu}(0) = E_{\nu}(0) e^{-i\omega_lt}$. If the $k$ dependence of the coupling strength is neglected, so that $\Gamma_{ch}^{\lambda} = \Gamma_{ch}^{\lambda}(0, 0)$, then the Rabi energy is $\Delta_t \equiv |\Gamma_{ch}^{\lambda} E_{\nu}(0)|$. In this section, we choose the zero-point in the electron bandstructure to be halfway between the valence and conduction band, not, as in Fig. 1, at the top of the valence band. Hence, in this section $\varepsilon_{ek} = h^2 k^2 / 2m_e + E_g/2$ and $\varepsilon_{hk} = h^2 k^2 / 2m_h + E_g/2$.

The structure of Eq. (27) shows that $\vec{D}^{(1)}$ can be regarded as a density matrix and $h(k)$ as a Hamiltonian governing the evolution of the THz fluctuations that $\vec{D}^{(1)}$ represents. $\vec{D}^{(1)}$ and $h(k)$ are similar to the $2 \times 2$ Green’s function and Hamiltonian matrices, respectively, introduced in Nambu space and used, for example, in the BCS theory of superconductivity. $\Delta(k)$ is the analog of the BCS pairing gap function, and the laser photon energy $h\omega_l$ here takes the place of twice the electron chemical potential in BCS.

$M_t$ and $M_{T\nu}$ are matrices linear in $\vec{E}_{\nu}(0)$ and $E_{\nu}(0)$. In addition to these two matrices do not contain $f_{\alpha}^{(1)}$ or $p_{ch}^{(1)}$ explicitly. The THz field source matrix is

$$M_{T\nu}(k, q, t) = \left[ \begin{array}{cc} \vec{p}_{ch}^{(0)}(k, t) - \vec{f}^{(0)}(k, t) & \vec{g}^{\nu}(k, q, t) \\ \vec{g}^{\nu}(k, q, t) \left( \vec{p}_{ch}^{(0)}(k - q, t) + \vec{f}^{(0)}(k - q, t) \right) \end{array} \right]$$

(32)
since it is approximated that eigenenergies are shown below in Sec. V. There, we will those obtained elsewhere in the literature from the single common BCS notational convention in using the symbols are normalized to unity:

\[
\begin{align*}
\xi_{\pm}(k) &= \xi_{ch}(k) \mp E_{ch}(k), \\
E_{ch}(k) &= \sqrt{\xi_{+}^2 - \Delta(k)^2},
\end{align*}
\]

where

\[
\begin{align*}
\xi_{\pm}(k) &= \xi_{h}(k) \pm \xi_{h}(-k), \\
E_{ch}(k) &= \sqrt{\xi_{+}^2 - \Delta(k)^2},
\end{align*}
\]

If \( \xi_{h}(k) = \xi_{h}(-k) \), which is taken to be true in this paper since it is approximated that \( m_h = m_h \), then \( \lambda_{\pm}(k) = \pm E_{ch}(k) \). The two eigenvectors of \( h(k) \) are

\[
\begin{align*}
\begin{pmatrix}
  x_+(k) \\
y_+(k)
\end{pmatrix}
&= \frac{1}{\sqrt{2}} \begin{pmatrix}
  u(k) e^{i\theta(k)}/2 \\
v(k) e^{-i\theta(k)/2}
\end{pmatrix}, \\
\begin{pmatrix}
x_-(k) \\
y_-(k)
\end{pmatrix}
&= \frac{1}{\sqrt{2}} \begin{pmatrix}
u(k) e^{i\theta(k)/2} \\
-u(k) e^{-i\theta(k)/2}
\end{pmatrix},
\end{align*}
\]

where

\[
\begin{align*}
u(k) &= \sqrt{\frac{1}{2} \left(1 + \frac{\xi_{+}(k)}{E_{ch}(k)}\right)}, \\
u(k) &= \sqrt{\frac{1}{2} \left(1 - \frac{\xi_{+}(k)}{E_{ch}(k)}\right)},
\end{align*}
\]

and \( \Delta(k) \equiv |\Delta(k)| e^{i\theta(k)} \).

The eigenvectors are labeled by the same index as the eigenenergies, i.e. \( h \begin{pmatrix} x_{\pm} \\ y_{\pm} \end{pmatrix} = \lambda_{\pm} \begin{pmatrix} x_{\pm} \\ y_{\pm} \end{pmatrix} \). The eigenvectors are normalized to unity: \( |x_{\pm}|^2 + |y_{\pm}|^2 = 1 \). We follow the common BCS notational convention in using the symbols \( u(k) \) and \( v(k) \) in the eigenvectors.

The eigenenergies defined by Eq. (33) are identical to those obtained elsewhere in the literature from the single particle spectral function, if the Coulomb-induced renormalization is neglected. (cf. Refs. [33,49,60,89]) These eigenenergies are shown below, in Sec. V. There, we will also show the corresponding spectral function,

\[
A_{\omega/h}(k, \omega) = \frac{2}{|u(k)|^2} \left( \frac{\gamma}{(\omega - \xi_{ch}(k) + E_{ch}(k))^2 + \gamma^2} + 2 |v(k)|^2 \frac{\gamma}{(\omega - \xi_{ch}(k) + E_{ch}(k))^2 + \gamma^2} \right)
\]

as well as the joint density of states for vertical intraband transitions (i.e. transitions between the two branches of the conduction band, and equivalently between the two branches of the valence band). The spectral function corresponding to the single-particle Hamiltonian [29] can be obtained through standard Green’s functions techniques. The diagonal elements of the resulting 2 \times 2 matrix for the spectral function are the \( \gamma \rightarrow 0 \) limit of Eq. (36). (This expression was also given in Ref. [49].)

The matrix \( h(k) \) can be diagonalized by the unitary transformation

\[
h(k) = U(k) \begin{pmatrix} \lambda_+ & 0 \\ 0 & \lambda_-(k) \end{pmatrix} U^\dagger(k), \tag{37}
\]

where

\[
\begin{align*}
d(k) &= \begin{pmatrix} \lambda_+ & 0 \\ 0 & \lambda_-(k) \end{pmatrix}, \\
U(k) &= \begin{pmatrix} x_+(k) & x_-(k) \\ y_+(k) & y_-(k) \end{pmatrix}.
\end{align*}
\]

Under the same transformation, Eq. (27) becomes

\[
\left[i\hbar \frac{\partial}{\partial t} + ig\right] D^{(1)}(k, \omega) = d(k) D^{(1)}(k, \omega) - D^{(1)}(k, \omega) d(k - q) + U^\dagger(k) \left[ M_c(k, \omega) + \sum_{\nu} M_{T\nu}(k, \omega) \right] U(k - q), \tag{38}
\]

where \( D^{(1)}(k, \omega) = U^\dagger(k) \tilde{D}^{(1)}(k, \omega) U(k - q) \).

We solve Eq. (38) in frequency space. After some algebra, the solution to the Fourier transformed Eq. (38) is obtained as

\[
D^{(1)}(k, \omega) = \begin{pmatrix} t_{11} & t_{12} \\ t_{21} & t_{22} \end{pmatrix}, \tag{39}
\]

where the quantities \( t_{ij}, i, j = 1, 2 \) are the elements of the frequency-domain source matrix:

\[
U^\dagger(k) \left[ M_c(k, \omega) + M_{T\nu}(k, \omega) \right] U(k - q) = \begin{pmatrix} t_{11} & t_{12} \\ t_{21} & t_{22} \end{pmatrix}. \tag{40}
\]

Eq. (40) shows that there are resonances at energy differences between the two bands \( \lambda_+(k) - \lambda_-(k - q) \) in the response. The strength of the response depends on the projection functions \( u(k) \) and \( v(k) \).

To clarify the formalism, the \( q = 0 \) case is treated below. We first obtain the matrix elements \( t_{ij} \) of Eq. (40). Since \( M_c(k, \omega = 0) = 0 \) as explained above, the
matrix in Eq. (40) is $U^\dagger (k) M_{T\nu}(k, 0, \omega) U (k)$. Eq. (42), transformed to frequency space, is simplified to

$$M_{T\nu}(k, 0, \omega) = \begin{pmatrix} 0 & \tilde{p}_{e\nu}^{(0)} (k) \ h_T^{\nu} (k, \omega) \\ -\tilde{p}_{e\nu}^{(0)*} (k) \ h_T^{\nu} (k, \omega) & 0 \end{pmatrix} \tag{41}$$

where

$$h_T^{\nu} (k, \omega) \equiv h_T^{\nu e} (k, 0, \omega) + h_T^{\nu h} (k, 0, \omega) \tag{42}$$

Using the definition of $g^{\nu}_{\alpha}$, the relation $\tilde{A}_{T\nu}^* (- q, - \omega) = \tilde{A}_{T\nu} (q, \omega)$, implied by the input time-domain vector potential being real, and $\tilde{A}_{T\nu} (q, \omega) = \frac{2}{\omega \epsilon} \tilde{E}_{T\nu} (q, \omega)$, we obtain $h_T^{\nu} (k, \omega)$ explicitly as

$$h_T^{\nu} (k, \omega) = \frac{h q e}{im_T \omega} k \cdot \epsilon \nu \tilde{E}_{T\nu} (0, \omega), \tag{43}$$

where $m_T$ is the electron-hole reduced mass, $\frac{1}{m_T} = \frac{1}{m_e} + \frac{1}{m_h}$. Explicitly, in the eigenstate basis, the source matrix

$$U^\dagger (k) M_{T\nu}(k, 0, \omega) U (k) = \left| \frac{\tilde{p}_{e\nu}^{(0)} (k)}{\left| \tilde{p}_{e\nu}^{(0)} (k) \right| e^{i \theta_p (k)} u (k) v (k)} \right| \tag{44}$$

where $\theta_p (k) = \theta_p (k) - \theta (k)$, $\tilde{p}_{e\nu}^{(0)} (k) = \left| \tilde{p}_{e\nu}^{(0)} (k) \right| e^{i \theta_p (k)}$

We substitute the matrix elements from Eq. (44) into Eq. (49) to yield $D^{(1)} (k, 0, \omega)$ and then obtain $D^{(1)} (k, 0, \omega)$ as

$$D^{(1)} (k, 0, \omega) = U^\dagger (k) D^{(1)} (k, 0, \omega) U (k) \tag{45}$$

Carrying out the algebra gives the elements of $D^{(1)} (k, 0, \omega)$ as

$$f^{(1)}_e (k, k, \omega) = \sum_{\nu} \left| h_T^{\nu} (k, \omega) \right| \left| \tilde{p}_{e\nu}^{(0)} (k) \right| u (k) v (k) \tag{46}$$

and

$$f^{(1)}_h (k, k, \omega) = f^{(1)}_e (-k, -k, \omega) \tag{47}$$

where $\Delta (k) \equiv \lambda_+ (k) - \lambda_- (k)$. $f^{(1)}_{\alpha} (k, k, \omega) = - f^{(1)}_{\alpha} (k, k, \omega)$.

Eq. (8) relates the occupation fluctuation $f^{(1)}_\alpha$ in the THz-induced paramagnetic current $J^{(1)}_{\alpha\nu}$, which gives the paramagnetic conductivity $\sigma^{\alpha}_{T\nu}$ by Eq. (9). The result is

$$\sigma^{\alpha}_{T\nu} (q = 0, \omega) = \sum_{\nu=\epsilon,h} \frac{p^{(0)}_{\alpha\nu} (0, \omega)}{E_{T\nu}(0, \omega)} \tag{48}$$

where $\alpha_0 = g^2_e/(\hbar e) = 1/137.04$ is the fine structure constant and $S_{d2} = 2$ is the spin degeneracy. In the weak absorption limit, the absorption is proportional to $\sin \theta_0$, and in a reflection-symmetric system, $f^{(1)}_{\alpha} (-k, -k, \omega) = - f^{(1)}_{\alpha} (k, k, \omega)$.
the second term in the square bracket with the same argument as in the JDOS, cf. Eq. (D3).

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we present our main results, in particular signatures of light-induced intraband gaps in measurable quantities such as THz transmissivity and absorptivity and the underlying intraband conductivity. In order to build some intuition for the expected results, we first recall a few basic facts of optical response. In a non-excited two-band semiconductor quantum well like (e.g. GaAs) without (excitonic) Coulomb effects, a light field in the visible or near-infrared spectrum and in normal incidence (i.e. in-plane wave vector $q = 0$) can induce vertical (in k-space) transitions between the valence and conduction band. In contrast, vertical intraband transitions cannot be induced by a THz field, since the limit $q \to 0$ limits optical transitions to zero frequency. For the case of a doped semiconductor at zero temperature, this can be seen from the intraband pair excitation region shown in Fig. 2a (this can be obtained from the Lindhard response function, see for example Ref. [33]).

Intraband excitations in normal incidence become possible if one considers intersubband transitions or excitonic effects (e.g. 1s to 2p exciton transitions), both of which are not part of our present considerations. Instead, we are interested in vertical (or almost vertical) intraband transitions made possible by the strong coherent light field, which can be either the laser light itself or an external coherent light field. Discussions of single-particle spectral functions of the conduction band (and similarly of the valence band) can be found, for example, in Refs. [35,41,49,89], and in Fig. 4 we show the conduction band spectral function, Eq. (36). The light-induced bands are clearly visible, and transitions between the original branches (i.e. the conduction band in the absence of the light field) and the light-induced branches become possible, see also Fig. 1. In this paper, we call these light-induced vertical intraband transitions.

For the simple case of electrons occupying the states below the light-induced gap, the pair-excitation region is shown in Fig. 2. This includes the possibility of vertical transitions. We show the joint density of states (JDOS) for light-induced vertical intraband transitions in Fig. 2 and present mathematical details in Appx. D. The JDOS has a lower bound given by the light-induced gap; the (van Hove) singularity is typical for a one-dimensional parabolic band minimum and follows here from the geometry of a ring in two dimensions with non-zero radius $k_\ell$, in which case the two-dimensional parabolic band minimum loses its two-dimensional rotation symmetry. At higher energies, the JDOS exhibits a step, which is the usual signature of a two-dimensional DOS of parabolic bands and stems here from the vertical transition at $k = 0$. In the following, we will focus on measurable signatures due to the light-induced gap and compare features in the measurable quantities to the energetic position of the light-induced gap, or, equivalently, to the lower bound of the JDOS.

In addition to the intraband pair excitations, the low-frequency response of a semiconductor contains a strong component of the Drude response (diamagnetic response), corresponding to a collective excitation of the charge carriers. This response is proportional to $1/(\omega(\omega + i\gamma_D))$, with the phenomenological decay rate $\gamma_D$. In the following, we will first use an (idealized) small value for the Drude decay $\gamma_D$ in order to establish the principal result that the THz measurement can observe the light-induced gaps. For that case, we find that the linear THz response corresponds to THz gain. In a second step, we will look at larger, more realistic values of the Drude decay and show that information on the light-induced gaps can still be extracted, albeit in this case without the presence of THz gain.

In order to relate the intuition, based on vertical light-induced intraband transitions (Fig. 4), between the origi-
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Fig. 6 shows, in addition to the intraband conductivity, the transmission, reflection and absorption of the THz probe. We see a clear correspondence between the singularity in the JDOS (at the energy of the BCS-like gap) and an extremum in the transmission and absorption. On the other hand, the reflectivity does not show such an extremum and is dominated by the Drude response.

The exact position of the extremum is not exactly at the energy of the BCS-like gap, in part because of line shape effects of the various decay contributions, such as the monotonically decreasing (as a function of \( \omega \)) Drude contribution, but clearly track the BCS-like gap energy as we increase the pump rate. This is seen more clearly in Fig. 7, where we show the energetic position of the absorption minimum and the BCS-like gap energy as a function of pump rate. This establishes the main claim of our study, namely that the BCS-like gap can in principle be observed in THz spectroscopy.

However, the parameters in Figs. 6 and 7 have been chosen to be idealized in order for the principal effect to be clearly seen. For predictions of measurements under presently realistic conditions, we need to relax the idealized parameter choices. One of the two idealizations in Figs. 6 and 7 is the assumption that we can freely vary the pump rate. In typical experiments, not the pump rate but the pump density can readily be varied, since the former is modeling the relaxation of optically or electronically injected charge carriers via electron-phonon and electron-electron interactions, and the latter is determined by the injection power. When we vary the pump density, rather than the pump rate, the BCS-like gaps do not vary strongly once the pump density is sufficiently high. This is because the carrier distribution functions are in the regime of Fermi degenerate functions (basically step-like functions), and additional density is only in k-states that are not involved in the lasing process and thus have no effect on the laser intensity or the BCS-like gap. Nevertheless, Fig. 8 shows that the absorption still has a minimum corresponding to the BCS-like gap, and Fig. 9 shows that the minimum still tracks the energy of the BCS-like gap, even though in this case the change of the BCS-like gap levels off with increasing pump density.

The second idealization used in Fig. 6 is the use of a small Drude decay rate. Increasing the Drude scattering rate so that it is of the same order of magnitude as the BCS gap can make the Drude response dominant. The minima or maxima are then superposed with a monotonically decreasing Drude contribution and instead of being absolute extrema they are only small variations that cannot be readily identified, as shown in Fig. 10. In order to still have access to the information from the linear response \( f_{\ell=1}^{(1)}(k, k, \omega) \) and thus the BCS-like gaps, one can take the second frequency derivative, for example of the absorptivity or of the real part of the conductivity. This is shown in Fig. 11. Doing so make the BCS-like gap again readily visible.

Until now, we have shown results for the case of normal incidence. In experiments, the THz probe might be at oblique incidence, but this has little effect on the findings presented above. To show this, Fig. 12 has results for various angles of incidence (measured with respect to the surface normal of the quantum well at the position of the quantum well inside the cavity). We see that qualitative features of the transmission depend only weakly on the angle of incidence, with the main variation being the low-frequency Drude response affecting the phase of the complex transmissivity.

We now comment further on the issue of THz gain, which can be seen in Fig. 6. While the THz gain shown in Fig. 6 is only obtained for a very small value of the Drude decay \( \gamma_D \), the fact that it can be obtained as a matter of
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principle makes some further analysis desirable.

Figure 7 shows again the linear density response, similarly to Fig. 5 but now separately the real and imaginary parts. We see a sign change across $k_f$, with $f_\alpha^{(1)}(k_f, \omega) = 0$. To further analyze how this sign change is related to the THz gain, it is beneficial to use the theoretical formulation developed in Sec. IV. A plot of the

FIG. 6: (Color online.) THz probe response for $\gamma_{\text{pump}} = 0.2, 1.4, 2.6, 3.8$ meV, for normal incidence, $\theta_i = 0$ or equivalently $q = 0$, and with Drude decay $\gamma_D = 0.01$ meV. All parameters except $\gamma_{\text{pump}}$ are as given in table II. (a) Joint density of states. (cf. Appx. D) (b,c) Real and imaginary part of the low-frequency conductivity. Since we are considering the $q = 0$ case (except in Fig. 12), the conductivity does not depend on the polarization direction, and in this section, we denote it $\sigma(\omega)$. (d) Transmissivity. (e) Absorptivity. (f) Reflectivity. The singularity in the JDOS comes from transitions across the BCS-like gap, given (small) value of $\gamma_D$, the minima in $\Re \sigma_T(\omega)$ then appear as regions of gain, or negative absorptivity, in the absorptivity plot $A(\omega)$, and also the transmissivity exhibits gain ($|T|^2 > 1$). The Drude response dominates the imaginary part of the conductivity, $\Im \sigma(\omega)$, and the reflectivity $|R|^2$.

FIG. 7: (Color online.) Comparison of the absorptivity minimum $h\omega_B$ and the BCS-like gap $2\Delta_f$ as a function of the pump rate $\gamma_{\text{pump}}$ for the data shown in Fig. 6. The light red line denotes the magnitude of the BCS-like gap, $2|\Delta_f|$. The dark blue line shows the frequency $h\omega_B$ for which the real part of the conductivity $\Re \sigma_T(\omega)$ is a minimum; that is, $h\omega_B$ is defined such that $\Re \sigma_T(\omega_B) = \min \Re \sigma_T(\omega)$. The plot shows that the BCS-like gap is closely tracked by the gain maximum, over a wide range of pumping rates.

FIG. 8: (Color online.) Real part of the conductivity, $\Re \sigma_T(\omega)$, which is similar in line shape to the absorptivity $A(\omega)$, for various pump densities $n_{\text{pump}}$. Here and in the following figures, the vertical dashed lines indicate the frequency of the onset of the JDOS, which is the same as the light-induced gap.
FIG. 9: (Color online.) Comparison of the absorptivity minimum $\hbar \omega_B$ and the BCS-like gap $2\Delta_\ell$ as a function of the pump density $n_{\text{pump}}$. The light red line denotes the magnitude of the BCS-like gap, $2\Delta_\ell$. The dark blue line shows the frequency $\hbar \omega_B$ for which the real part of the conductivity $\text{Re} \sigma_{T\nu}(\omega)$ is a minimum; that is, $\hbar \omega_B$ is defined such that $\text{Re} \sigma_{T\nu}(\omega_B) = \min \text{Re} \sigma_{T\nu}(\omega)$. The BCS-like gap is tracked by the minimum in $\text{Re} \sigma_{T\nu}(\omega)$, for changing $n_{\text{pump}}$. $\Delta_\ell$ levels off almost completely, while the carrier density $n_e$ keeps increasing with increasing $n_{\text{pump}}$. Because the Drude conductivity increases for increasing $n_e$, the minimum in $\text{Re} \sigma_{T\nu}(\omega)$ does not level off as much as $\Delta_\ell$.

FIG. 10: (Color online.) Real part of the conductivity vs. frequency for various values of the Drude decay rate $\gamma_D$. The JDOS is shown as a dashed line. This high-frequency decay of the real part of the conductivity follows approximately that of the JDOS.

FIG. 11: (Color online.) Second frequency derivative of the real part of the conductivity vs. frequency for various values of the Drude decay $\gamma_D$. The JDOS is shown as a dashed line. The high-frequency decay of the second derivative of the real part of the conductivity follows approximately that of the JDOS.

TABLE I: Material parameters used for the numerical results. Italics denote values different from those used in Ref. 39
These values are used for the plots, unless otherwise noted.

| Parameter                        | Symbol | Value     |
|----------------------------------|--------|-----------|
| Bohr radius for GaAs            | $a_B$  | 140 Å     |
| # of QW’s                       | $N_{\text{QW}}$ | 1         |
| 3D, QW exciton binding energy   | $E_B^{3D}$ | 3.2 meV   |
| Band gap energy                 | $E_g$  | 1.562 meV |
| Cavity frequency                | $\omega_{\text{av}}$ | 1.574 meV |
| $e$-h reduced mass              | $m_r$  | $\frac{e^2}{2E_B^{3D}a_B^2}$ |
| $e$ effective mass              | $m_e$  | $2m_r$    |
| $h$ effective mass              | $m_h$  | $2m_r$    |
| Relative permittivity           | $\epsilon_\text{rel}$ | $\frac{2\epsilon_B a_B}{e^2}$ |
| Interband coupling strength     | $\Gamma(k, q)$ | 6.404 neV cm |
| Cavity $E$ field loss rate      | $\gamma_E$ | 0.2 meV   |
| Pump density                    | $n_{\text{pump}}$ | $10^{12}$ cm$^{-2}$ |
| Pump relax. rate                | $\gamma_{\text{pump}}$ | 0.4 meV   |
| Non-radiative loss rate         | $\gamma_{tr}$ | 0.1 meV   |
| Dephasing                       | $\gamma_p$ | 0.2 meV   |
| Fermi dist. relax. rate         | $\gamma_F$ | $2\gamma_p$ |
| Effective cond. elec. temp.     | $T$    | 10 K      |
| Drude scattering rate           | $\gamma_D$ | 10 $\mu$eV |
| THz probe angle of incidence    | $\theta$ | 0°        |

linear density response using $\gamma_p = \gamma_f$, which obeys Eq. (46) of Sec. [IV] is shown in Fig. [14]. First, we note that a comparison of Figs. [13] and [14] shows that the region close the the BCS-like gap is not sensitive to the choice of the decay constants. Hence, we can analyze the origin of the gain based on Fig. [14] and use the underlying theory, Eqs. [46], [48] and [25].

We have THz gain when the real part of the THz conductivity is negative; see Fig. [9] or Eqs. [12] and [13]. Hence the condition for gain is that the real part of the right-hand side (RHS) of Eq. [48] is negative. For positive $\omega$, the gain with frequencies close to the BCS-like gap comes from the second term inside the square brackets of Eq. [48]. The condition for the summand on the RHS of Eq. [48] being negative is the same as the RHS of Eq. [46] being positive if we choose $\tilde{E}_{T\nu}$ to be positive and real-valued, in order to have a convenient way
to relate the signs of Eqs. (46) and (48). Now our condition for THz gain at a given wave vector is that the real part of \( f^{(1)}(\mathbf{k}, \mathbf{k}, \omega) \) is positive. In our case of the photon laser, the second term inside the square brackets of Eq. (46) changes sign at \( k_\ell \). Specifically, both \( \cos \theta_0(\mathbf{k}) \) and \( (\epsilon(\mathbf{k}) - \epsilon(\mathbf{0})) \) change sign, while \( \sin \theta_0(\mathbf{k}) \) does not. In our case, \( \sin \theta_0(\mathbf{k}) \) term is negligible compared to the \( \cos \theta_0(\mathbf{k}) \) term, which is negative below and positive above \( k_\ell \), as can be seen from Fig. 17 using the fact that with our phase conventions, \( \cos \theta_0(\mathbf{k}) = -\frac{\text{Re} p_{ch}^{(0)}(\mathbf{k})}{|p_{ch}^{(0)}(\mathbf{k})|} \).

While in our numerical solution we set the arbitrary phase of the laser field \( E_{\ell \lambda}^{(0)} \) to zero and use a real-valued coupling constant \( \Gamma_{\ell \lambda} \), one can see from the steady state equations (19)–(21) that \( \theta_0 \) does not depend on the phase convention of \( \Gamma_{\ell \lambda} E_{\ell \lambda}^{(0)} \). Hence, we find that in our photon-laser case, in the vicinity of \( k_\ell \), \( \ell \)-states below \( k_\ell \) contribute to THz absorption at frequencies in the vicinity of the BCS-like gap, while those above \( k_\ell \) contribute to THz gain. This is exemplified by the green vertical arrows in Fig. 1.

According to Eq. (48) or Eq. (25), we have to sum up all \( \ell \)-contributions to determine whether the absorption or gain contribution is dominant. In the \( \mathbf{k} \)-sum in Eq. (48), the factor of \( (\epsilon(\mathbf{k}) - \epsilon(\mathbf{0}))^2 \), from the intraband matrix element, favors the \( f^{(1)}(\mathbf{k}) \) states with greater \( |\mathbf{k}| \) over those with lower \( |\mathbf{k}| \). Therefore, from the numerics, we find that the gain overcompensates the absorption, in the frequency region around \( 2\Delta_\ell \); see Fig. 6.

In the zero-dephasing limit, the dependence of the THz gain on the optical steady state can be shown analytically if the results of Appx. B for \( |p_{ch}^{(0)}(\mathbf{k})| \cos \theta_0(\mathbf{k}) \) are used in Eq. (48). Then, the conductivity integrand depends only on the \( \cos \theta_0(\mathbf{k}) \) component of \( p_{ch}^{(0)}(\mathbf{k}) \), and in the limit of zero dephasing, \( \gamma \to 0 \),

\[
\text{Re} \lim_{\gamma \to 0} \sigma_{T,\nu}^\nu(\omega > 0) = -\frac{cS_d g_0 \Delta^2}{2\hbar^3 \omega^3} \theta(\hbar \omega - 2\Delta) \left[ \left( \sqrt{\hbar^2 \omega^2 - 4\Delta^2} + \hbar \omega \right)(2f_{R}^{(0)}(\omega) - 1) + \left( \sqrt{\hbar^2 \omega^2 - 4\Delta^2} - \hbar \omega \right)(2f_{R}^{(0)}(\omega) - 1) \theta(\Delta \lambda(0) - \hbar \omega) \right]
\]

where \( \hbar \omega \equiv \hbar \omega_0 - E_g, E_g \) being the band gap, and...
susceptibility, $\chi_{\text{THz}}$ conductivity is equivalent to a third-order nonlinear phase polarization, independently of the relative phase of quadrature susceptibility integrates over the optical in-

distribution functions given in Appx. B and pumped system. The zeroth-order intraband po-

are different from functions in a thermal equilibrium sys-

from the fact that our photon-laser is an open-dissipative

gain, until $k > k_F$ integration over $k < k_F$ and is positive, so that it contributes to absorp-

Like the JDOS (cf. Eq. (D3)), Eq. (49) has a term that is multi-

tyed by a step function and therefore does not con-

The underlying equations for the zeroth-order solutions

gaps in the case of a quantum well irradiated by a strong coherent external light field with frequency in the inter-

An example of this case is shown in Fig. 16, which shows

In addition to the BCS-like gaps in the (non-

equilibrium) photon laser, we also analyzed light-induced gaps in the case of a quantum well irradiated by a strong coherent external light field with frequency in the interband continuum. As mentioned above, we call these gaps Galitskii-Elesin gaps. An example is shown in Fig. 16.

Finally, regarding the possibility of observing THz gain in open-dissipative and pumped photon laser as well as the quantum well irradiated by a strong coherent external light field, we note again that the (paramagnetic) THz gain can be overwhelmed by the absorption due to the (diamagnetic) Drude term if the Drude decay is large.
provide a microscopic model for the Drude damping in the photon laser, possibly pointing to pathways toward reducing the magnitude of the Drude damping.

Finally, we have shown that, as expected, Galitskii-Elesin gaps give rise to the same structure in the THz linear response functions as BCS-like gaps.

In a next step, the role of Coulomb effects, and thus exciton and exciton-polariton effects, in a polariton laser that operates in the polariton-BCS regime, which was studied in Ref. [39], will be investigated. Furthermore, future studies may investigate the THz emission in the BEC-BCS cross-over regime and in the BEC regime. Such studies could shed light on how the condensation-induced gap transforms during the BEC-BCS cross-over, and could also further elucidate the role of polariton trapping (which has been found to be an effective tool in the manipulation and creation of polariton BEC states) on the gap in the condensed state.
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Appendix A: Quantum Well THz Transmission

Eqs. (10)–(13), relating the THz transmissivity, reflectivity, and absorptivity to the conductivity in the quantum well, are derived in this appendix. We refer to Fig. 3 for the propagation geometry. The boundary conditions on the THz electric field $E_T$ and magnetic field $B_T$ at the quantum well ($z = 0$) are, for $\eta \perp
\begin{align*}
\epsilon_2 E_T(x, y, z) - \epsilon_1 E_T(x, y, -z) &= 4\pi \rho_{2D}(r_{||}) \\
B_T(x, y, z) - B_T(x, y, -z) &= 4\pi c J_{2D}(x, y) \\
B_T(x, y, z) - B_T(x, y, -z) &= 4\pi c J_{2D}(x, y) \\
E_T(x, y, z) &= E_T(x, y, -z) \\
E_T(x, y, z) &= E_T(x, y, -z) \\
B_T(x, y, z) &= B_T(x, y, -z)
\end{align*}
\]

where $r_{||} = (x, y)$. The 3D representations of the charge and current densities are

$$
\rho(r_{||}, z) = \delta(z)\rho_{2D}(r_{||}) \quad J(r_{||}, z) = \delta(z)J_{2D}(r_{||})
$$

Expressed in terms of the induced current defined in Eqs. (9), the vector 2D current is $J_{2D}(r_{||}) = \sum_{\nu} \sum_e J_{\nu}(r_{||}) + \sum_{\nu} J_{\nu}(r_{||}) \epsilon_{\nu}$.

The incident fields are denoted by $E_T^{(i)}$, $B_T^{(i)}$, the reflected fields by $E_T^{(r)}$, $B_T^{(r)}$, and the transmitted fields by $E_T^{(t)}$, $B_T^{(t)}$. We have $E_T(r_{||}, z) = E_T^{(i)}(r_{||}, z) + E_T^{(r)}(r_{||}, z)$ for
$z < 0$ and $E_T (r_j, z) = E_T^{(i)} (r_j, z)$ for $z > 0$ and similar relations for the magnetic fields. Suppose the incident field is an $s$-polarized (in our coordinate system, $e_s = \hat{y}$), monochromatic plane wave with frequency $\omega$ and wave vector $q_i = q_{ix} \hat{x} + q_{iz} \hat{z}$, where $q_i \equiv |q_i| = \sqrt{\epsilon_1} \omega / c$. The wave's electric and magnetic fields are written as ($z < 0$)

$$
E_T^{(i)} (x, t) = E_T^{(i)} (1 + E_T (e)) \right) \omega e^{i(q_{ix} - q_{iz} - \omega \tau)},
$$

$B_T^{(i)} (x, t) = (q_{ix} \hat{z} - q_{iz} \hat{x}) \right) \omega E_T^{(i)} e^{i(q_{ix} - q_{iz} - \omega \tau)}$

where $x = (x, y, z)$. Similarly, the reflected fields are ($z > 0$)

$$
E_T^{(r)} (x, t) = E_T^{(r)} e^{i(q_{ix} - q_{iz} - \omega \tau)} \hat{y},
$$

$B_T^{(r)} (x, t) = (q_{ix} \hat{z} - q_{iz} \hat{x}) \right) \omega E_T^{(r)} e^{i(q_{ix} - q_{iz} - \omega \tau)}$

where $q_r = q_{rx} \hat{x} + q_{rz} \hat{z}$, $q_r = \sqrt{\epsilon_1} \omega / c$, and the transmitted fields are ($z > 0$)

$$
E_T^{(i)} (x, t) = E_T^{(i)} e^{i(q_{ix} - q_{iz} - \omega \tau)} \hat{y},
$$

$B_T^{(i)} (x, t) = (q_{ix} \hat{z} - q_{iz} \hat{x}) \right) \omega E_T^{(i)} e^{i(q_{ix} - q_{iz} - \omega \tau)}$

where $q_i = q_{ix} \hat{x} + q_{iz} \hat{z}$, $q_i = \sqrt{\epsilon_1} \omega / c$. Substituting these expressions into the condition Eq. (A5) gives

$$
\tilde{E}_T^{(i)} e^{iq_{ix} x} + \tilde{E}_T^{(r)} e^{iq_{ix} x} = \tilde{E}_T^{(i)} e^{iq_{ix} x}, \quad \forall x
$$

which implies

$$
q_{ix} = q_{rx} = q_{ix} \equiv q_x \quad (A7)
$$

Eq. (A7), together with the dispersion relations, lead to $q_{rz} = -q_{iz}$ and $q_{iz}^2 = (\epsilon_2 / \epsilon_1) q_{rz}^2$, which gives

$$
q_{iz}^2 = \left( \frac{\epsilon_2}{\epsilon_1} - 1 \right) q_{rz}^2 + \frac{\epsilon_2}{\epsilon_1} q_{rz}^2
$$

The 2D current is a plane wave inside the quantum well, propagating in the $x$ direction:

$$
J_{2D} (x, y, t) = \tilde{J}_{2D} e^{i(q_{ix} - \omega \tau)} \hat{y} \quad (A9)
$$

Eq. (A3) becomes

$$
q_{iz} \left( \tilde{E}_T^{(i)} - \tilde{E}_T^{(r)} \right) - q_{ix} \tilde{E}_T^{(t)} = \frac{4 \pi \omega}{c^2} \tilde{J}_{2D} \quad (A10)
$$

The conductivity at frequency $\omega$ for this $y$-polarized probe is given by

$$
\sigma_{Ty} (q_x, \omega) = \frac{\tilde{J}_{2D}}{\tilde{E}_T^{(t)}} \quad (A11)
$$

The transmissivity $|T|^2$ and reflectivity $|R|^2$ are the ratios, respectively, of the transmitted and reflected energy fluxes to the incident energy flux. Equations (A8), (A10), and (A11) give these quantities as

$$
|T (q_x, \omega)|^2 = \sqrt{\frac{\epsilon_2}{\epsilon_1}} \frac{|\tilde{E}_T^{(t)}|^2}{|\tilde{E}_T^{(i)}|^2} = \sqrt{\frac{\epsilon_2}{\epsilon_1}} \frac{2}{1 + \beta (q_x, \omega)}^2 \quad (A12)
$$

$$
|R (q_x, \omega)|^2 = \left| \frac{\tilde{E}_T^{(r)}}{\tilde{E}_T^{(i)}} \right|^2 = \frac{1 - \beta (q_x, \omega)}{1 + \beta (q_x, \omega)}^2 \quad (A13)
$$

$$
A (q_x, \omega) = 1 - |T (q_x, \omega)|^2 - |R (q_x, \omega)|^2 = \frac{4 \text{Re}[\beta (q_x, \omega)]}{1 + \beta (q_x, \omega)}^2 \quad (A14)
$$

where $A (q_x, \omega)$ is the absorptivity and

$$
\beta (q_x, \omega) = \frac{1}{q_{iz}} \left( q_{iz} + \frac{4 \pi \omega}{c^2} \sigma_{Ty} (q_x, \omega) \right) \quad (A15)
$$

When $\epsilon_1 = \epsilon_2$, Eq. (A15) reduces to

$$
\beta (q_x, \omega) = 1 + \frac{4 \pi \omega}{q_{iz}^2} \sigma_{Ty} (q_x, \omega). \quad (A16)
$$

Appendix B: Continuous-Wave Laser Distributions

Our model of a microcavity quantum-well laser is based on Eqs. (3–6) in the absence of a THz probe.

As explained at the end of Section II, the unperturbed (by the THz probe) fields are treated as of zeroth order in $E_{TV}$ and carry a superscript (0). Their momentum dependence is simplified to: $E_{\lambda}^{(0)} (q, t) = \delta_{q_0} E_{\lambda}^{(0)} (t)$, $f_{\alpha}^{(0)} (k_1, k_2, t) = \delta_{k_2, k_1} f_{\alpha}^{(0)} (k_1, t)$, $\alpha = c, h$, and $p_{ch}^{(0)} (k_1, k_2, t) = \delta_{k_2, -k_1} p_{ch}^{(0)} (k_1, t)$. Scatters, e.g. carrier-carrier and phonon-carrier, tend to relax the intraband carrier distributions to thermal distributions while pumping keeps the system in a non-equilibrium state. These effects are modeled by adding the following incoherent terms to the equation for $f_{\alpha}^{(0)} (k, t)$, $\alpha = c, h$, where we distinguish incoherent relaxation and pump terms:

$$
\hbar \frac{\partial f_{\alpha}^{(0)} (k, t)}{\partial t} = -\gamma_F \left( f_{\alpha}^{(0)} (k, t) - f_F (k) \right) \quad (B1)
$$

$$
\hbar \frac{\partial f_{\alpha}^{(0)} (k, t)}{\partial t} = -\gamma_{nr} f_{\alpha}^{(0)} (k, t) \quad (B1)
$$

$$
\hbar \frac{\partial f_{\alpha}^{(0)} (k, t)}{\partial t} = -\gamma_{pump} \left( f_{\alpha}^{(0)} (k, t) - f_p (k) \right) \quad (B2)
$$

$f_F (k)$ is the thermal distribution to which the carriers relax via incoherent intraband scattering, i.e. if summed over $k$ and spin it yields the same density as the actual density, i.e. the density obtained when $f_{\alpha}^{(0)} (k, t)$ is summed over $k$ and spin, and $f_p (k)$ is a distribution to which the carriers are driven by the pump, and which,
if summed over \( \mathbf{k} \) and spin gives the pump density \( n_p \), which we use as an input parameter. We model \( f_p(\mathbf{k}) \) also by a Fermi distribution. We have, explicitly,

\[
f_x(\mathbf{k}; \mu_x) = \frac{1}{e^{(\varepsilon_{\mathbf{k}} - \mu_x)/k_B T} + 1},
\]

where \( x \in \{ F, p \} \). \( T \) is an effective temperature which can generally be different from the lattice temperature, since it accounts for the dynamical equilibration between the creation of carriers high in the bands and the electron-hole recombination (and other loss) processes.\(^{[19]} \) The thermal (\( \mu_F \)) and pump (\( \mu_p \)) chemical potentials are constrained to give the actual and pump densities, respectively. Furthermore, \( \gamma_F \) is the effective intraband thermalization rate, \( \gamma_p \) is the pump rate, i.e. the relaxation rate to the pump distribution, and \( \gamma_{nr} \) is the non-radiative decay rate. For simplicity, we assume in the numerical evaluation the electron and hole masses to be equal, and thus the electron and hole populations to share the same distributions \( f_{e,h}(\mathbf{k},t) \) and \( f_{p}(\mathbf{k}) \) and parameters \( \gamma_F \), \( \gamma_p \), and \( \gamma_{nr} \). We model the dephasing of the interband polarization and the cavity decay of the cavity field as

\[
\begin{align*}
\hbar \frac{\partial p_{e,h}^{(0)}(\mathbf{k},t)}{\partial t} & = -\gamma_p p_{e,h}^{(0)}(\mathbf{k},t) \\
\hbar \frac{\partial E_{\lambda}^{(0)}(t)}{\partial t} & = -\gamma_E E_{\lambda}^{(0)}(t)
\end{align*}
\]

This phenomenological model of pump/loss and relaxation is also used in Ref.\(^{[19]} \) and is more fully discussed there.

The sum of the two terms in Eqs.\(^{[19]} \text{B1} \) and \( \text{B2} \) can be simplified to

\[
\hbar \frac{\partial f_{e,h}^{(0)}(\mathbf{k},t)}{\partial t} \bigg|_{\text{relax}} + \hbar \frac{\partial f_{e,h}^{(0)}(\mathbf{k},t)}{\partial t} \bigg|_{\text{pump}} = -\gamma_f \left( f^{(0)}(\mathbf{k},t) - f_R(\mathbf{k}) \right)
\]

where \( \gamma_f \) may be interpreted as an effective carrier relaxation rate

\[
\gamma_f = \gamma_F + \gamma_p + \gamma_{nr}
\]

and \( f_R(\mathbf{k}) \) is an effective target distribution

\[
f_R(\mathbf{k}) = \frac{1}{\gamma_f} \left( \gamma_f f_{e,h}^{(0)}(\mathbf{k}) + \gamma_p f_p(\mathbf{k}) \right).
\]

With the incoherent pump, loss and relaxation terms included, Eqs.\(^{[19]} \text{B3}-\text{B6} \) for the zeroth order fields become

\[
\begin{align*}
\left[ i\hbar \frac{\partial}{\partial t} - (\varepsilon_{\mathbf{k}} + \varepsilon_{\mathbf{k}(-\mathbf{k})} - i\gamma_p) \right] p_{e,h}^{(0)}(\mathbf{k},t) & = \sum_{\lambda} \left[ 1 - f_{e,h}^{(0)}(\mathbf{k},t) \right] \Gamma_{e,h}^{(0)}(\mathbf{k},0) E_{\lambda}^{(0)}(t) \\
\hbar \frac{\partial}{\partial t} f_{e,h}^{(0)}(\mathbf{k},t) & = 2i \text{Im} \left[ \rho_{e,h}^{(0)*}(\pm k, t) \Gamma_{e,h}^{(0)}(\pm k,0) E_{\lambda}^{(0)}(t) \right] - i\gamma_f \left( f_{e,h}^{(0)}(\mathbf{k},t) - f_R(\mathbf{k}) \right)
\end{align*}
\]

In Eq.\(^{[19]} \text{B10} \), the upper sign in \( \pm \) is for \( \alpha = e \) and the lower sign is for \( \alpha = h \). In the following it is assumed that \( f_{e,h}^{(0)}(\mathbf{k},t) = f_{e,h}^{(0)}(\mathbf{k},t) \equiv f(\mathbf{k},t) \), and \( f^{(0)}(\mathbf{k},t) = f^{(0)}(\mathbf{k}) \).

We seek steady state solutions to Eqs.\(^{[19]} \text{B9}-\text{B11} \), in which the positive frequency parts of \( p_{e,h}^{(0)} \) and \( E_{\lambda}^{(0)} \) oscillate at the lasing frequency \( \omega_l \):

\[
E_{\lambda}^{(0)}(t) = E_{\lambda}^{(0)} e^{-i\omega_l t}, \quad p_{e,h}^{(0)}(\mathbf{k},t) = p_{e,h}^{(0)}(\mathbf{k}) e^{-i\omega_l t},
\]

and the density distributions are constant in time. We consider only isotropic solutions so that \( f^{(0)}(\mathbf{k}) \) and \( p^{(0)}_{e,h}(\mathbf{k}) \) depend only on the momentum’s magnitude \( k \equiv |\mathbf{k}| \).

Specializing to the case of heavy-hole bands, we have only one electron-hole spin configuration coupled to each photon circular polarization: \( \Gamma_{e,h}^{(0)} \) vanish except for \( \Gamma_{1/2,3/2}^{1/2,3/2} \) and \( \Gamma_{1/2,-3/2}^{1/2,-3/2} \). Since only one term contributes to the sum over \( e, \hbar \) or \( \lambda \) in the equations, we remove the summation symbols over these variables. With these simplifications, we substitute the solution form Eq.\(^{[19]} \text{B12} \) into Eqs.\(^{[19]} \text{B9}-\text{B11} \) and obtain

\[
\begin{align*}
\hbar \omega_l - \Delta(\mathbf{k}) + i\gamma_p & \rho_{p}(\mathbf{k}) e^{i\theta_p}(k) = \left[ 1 - f^{(0)}(\mathbf{k}) \right] |\Gamma_{e,h}^{(0)}(\mathbf{k},0)| |\tilde{E}_{\lambda}^{(0)}| \\
-2 |p_{e,h}^{(0)}(\mathbf{k})||\Gamma_{e,h}(\mathbf{k},0)||\tilde{E}_{\lambda}^{(0)}| \sin \theta_0(k) & = \gamma_f \left[ f^{(0)}(\mathbf{k}) - f_R(\mathbf{k}) \right] \\
\hbar \omega_l - \hbar \omega_{\lambda 0} + i\gamma_E & |\tilde{E}_{\lambda}^{(0)}| = \sum_{\mathbf{k}} |\Gamma_{e,h}(\mathbf{k},0)||p_{e,h}^{(0)}(\mathbf{k})| e^{i\theta_0(k)}
\end{align*}
\]

where \( \Delta(\mathbf{k}) = \varepsilon_{\mathbf{k}} + \varepsilon_{\mathbf{k}(-\mathbf{k})} \). As mentioned above, we consider parabolic bands \( \varepsilon_{\alpha} = \frac{h^2 \mathbf{k}^2}{2m_{\alpha}} \). The phase \( \theta_0(k) \) is essentially the relative phase between the interband polarization and the photon field: \( \theta_0(k) = \theta_p(k) + \theta_E(k,0) - \theta_{\alpha} \) where \( \theta_p, \theta_E, \text{and } \theta_{\alpha} \) are the phases of \( p_{e,h}^{(0)}, \Gamma_{e,h}^{(0)}, \text{and } \tilde{E}_{\lambda}^{(0)} \) respectively. The above equations are augmented by the density constraints mentioned above, namely that the steady state distribution \( f^{(0)}(\mathbf{k}) \) and the thermal distribution \( f_R(k) \) sum to the same density: \( n_F = n_e = n_h \)
Manipulation of the equations. As we show below, Eqs. \([\text{B}13]\)–[\text{B}16] can be reduced to three algebraic equations relating \(|E_{\ell \lambda}^{(0)}|, \omega_E, \) and \(\mu_F, \) which are to be solved numerically, and \(|\tilde{p}_{eh}^{(0)}(k)|, \theta_0(k), \) and \(f^{(0)}(k)\) are expressed explicitly in terms of these three quantities.

The real and imaginary parts of Eq. \([\text{B}14]\) lead to

\[
|\tilde{p}_{eh}^{(0)}(k)| \sin \theta_0(k) = -\gamma_p \frac{[1 - 2f^{(0)}(k)] |\Gamma_{eh}^\lambda(k, 0)||\tilde{E}_{\ell \lambda}^{(0)}|}{(\hbar \omega_k - \Delta \varepsilon(k))^2 + \gamma_p^2} \tag{B20}
\]

Independently, Eq. \([\text{B}14]\) leads to

\[
|\tilde{p}_{eh}^{(0)}(k)| \sin \theta_0(k) = -\gamma_f \frac{[f^{(0)}(k) - f_R(k)]}{2|\Gamma_{eh}^\lambda(k, 0)||\tilde{E}_{\ell \lambda}^{(0)}|} \tag{B21}
\]

We equate the right hand sides of Eqs. \([\text{B}20]\) and \([\text{B}21]\) to obtain \(f^{(0)}(k)\) as a function of \(|E_{\ell \lambda}^{(0)}|, \mu_F, \) through \(f_R(k)\), and \(\omega_E: \)

\[
f^{(0)}(k) = f_R(k) + \frac{1}{2} f_R(k) \frac{\gamma_p^2 I}{(\hbar \omega_k - \Delta \varepsilon(k))^2 + \gamma_p^2(1 + I)} \tag{B22}
\]

where the dimensionless intensity is \(I \equiv \frac{|\Gamma_{eh}^\lambda(k, 0)|^2 E_{\ell \lambda}^{(0)}|^2}{\gamma_p \gamma_f}. \) Substituting the expression for \(f^{(0)}(k)\) in Eq. \([\text{B}22]\) back into Eq. \([\text{B}13]\) gives

\[
|\tilde{p}_{eh}^{(0)}(k)| e^{i\theta_0(k)} = (1 - 2f_R(k)) |\Gamma_{eh}^\lambda(k, 0)||\tilde{E}_{\ell \lambda}^{(0)}| \times \frac{\hbar \omega_k - \Delta \varepsilon(k) - i\gamma_p}{(\hbar \omega_k - \Delta \varepsilon(k))^2 + \gamma_p^2(1 + I)} \tag{B23}
\]

Substituting Eq. \([\text{B}23]\) into Eq. \([\text{B}13]\) and canceling \(E_{\ell \lambda}^{(0)}\) gives

\[
\hbar \omega_k - \hbar \omega_0 + i\gamma_E = \sum_{k} |\Gamma_{eh}^\lambda(k, 0)|^2 (1 - 2f_R(k)) \times \frac{\hbar \omega_k - \Delta \varepsilon(k) - i\gamma_p}{(\hbar \omega_k - \Delta \varepsilon(k))^2 + \gamma_p^2(1 + I)} \tag{B24}
\]

Eq. \([\text{B}16]\) and the real and imaginary parts of Eq. \([\text{B}24]\) form a set of three independent, nonlinear equations for the three unknown, dependent variables \(\omega_k, \tilde{E}_{\ell \lambda}^{(0)}, \) and \(\mu_F. \) The system can be solved numerically using e.g. Newton’s method. Once these dependent variables are
obtained, \( f^{(0)}(k) \) can be calculated via Eq. (B22) and \( \tilde{p}_h^{(0)}(k) \) by Eq. (B23).

In Eq. (B22), the coefficient of \( \frac{1}{2} - f_R(k) \) is an unnormalized Lorentzian centered at \( k = k_f \equiv \frac{1}{\sqrt{2m_c(n_0)}} \) and with width \( \gamma^2_f(1 + i) \). \( \tilde{P}_h^{(0)}(k) |e^{(0)(k)}\) is, for a given \( k \), formally equivalent to the polarization of a two-level medium under continuous-wave excitation in the rate equation approximation, which shows power-broadening.\(^{20}\)

**Appendix C: Linear THz Response Matrices**

In this appendix, explicit expressions are provided for the linear THz response matrices used in Sec. III Their behavior for \( q = 0 \) is also discussed.

The matrices that appear in Eq. (20), \( J \) and \( C \), are given by

\[
J(\omega) = \begin{pmatrix} \xi_c(\omega) & 0 \\ 0 & \xi_h^*(\omega) \end{pmatrix}, \quad \text{(C1)}
\]

\[
C(k, q) = \begin{pmatrix} \Gamma_{eh}^\lambda(k, q) & 0 \\ 0 & \Gamma_{eh}^\lambda(k, -q, -\omega) \end{pmatrix}, \quad \text{(C2)}
\]

where \( \xi_c(\omega) = \hbar \omega - (\hbar \omega_0 - \hbar \omega_f) + i\gamma_E \), and \( \hbar \omega_0 \) is the cavity resonance frequency with zero transverse wavevectors.

The matrices \( M, N, \) and \( Q \) first appear in Eq. (18). These matrices are written as

\[
M(k, q, \omega) = \begin{pmatrix} a(k, q, \omega) & b(k, q, \omega) \\ c(k, q, \omega) & d(k, q, \omega) \end{pmatrix}, \quad \text{(C3)}
\]

\[
N(k, q, \omega) = \begin{pmatrix} r(k, q, \omega) & s(k, q, \omega) \\ t(k, q, \omega) & u(k, q, \omega) \end{pmatrix}, \quad \text{(C4)}
\]

\[
Q(k, q, \omega) = \frac{1}{2\hbar \omega} \begin{pmatrix} e(k, q, \omega) & f(k, q, \omega) \\ g(k, q, \omega) & h(k, q, \omega) \end{pmatrix} \quad \text{(C5)}
\]

The energy differences which appear in \( M, N, \) and \( Q \) are expressed as

\[
\xi_c(k_1, k_2, \omega) \equiv \hbar \omega - (\varepsilon_{c_1} + \varepsilon_{c_2}) + i \gamma_f, \quad \alpha = c, h, \xi_{eh}(k_1, k_2, \omega) \equiv \hbar \omega - (\varepsilon_{eh} + \varepsilon_{h} - \varepsilon_{h_0}) + i \gamma_p, \quad \text{\textit{C6}}
\]

The elements of the matrices \( M, N, \) and \( Q \) are given by

\[
a(k, q, \omega) = \xi_{eh}(k, q - k, \omega) - |E_{\ell\lambda}|^2 \left( \frac{|\Gamma_{eh}^\lambda(k, q, 0)|^2}{\xi_c(k, q - k, \omega)} + \frac{|\Gamma_{eh}^\lambda(k, 0)|^2}{\xi_h^*(q - k, -\omega)} \right). \quad \text{(C7)}
\]

\[
b(k, q, \omega) = \left( E_{\ell\lambda}^{(0)} \right)^2 \Gamma_{eh}^\lambda(k, q, 0) \Gamma_{eh}^\lambda(k, 0) \left( \frac{1}{\xi_c(k, q - k, \omega)} + \frac{1}{\xi_h^*(q - k, -\omega)} \right), \quad \text{(C8)}
\]

\[
c(k, q, \omega) = \left( E_{\ell\lambda}^{(0)} \right)^2 \Gamma_{eh}^\lambda(k, q, 0) \Gamma_{eh}^\lambda(k, 0) \left( \frac{1}{\xi_c(-k, q, -\omega)} + \frac{1}{\xi_h^*(-q - k, -\omega)} \right), \quad \text{(C9)}
\]

\[
d(k, q, \omega) = \xi_{eh}^*(k - q, -k, -\omega) - |E_{\ell\lambda}^{(0)}|^2 \left( \frac{|\Gamma_{eh}^\lambda(k, q, 0)|^2}{\xi_c^*(k - q, -\omega)} + \frac{|\Gamma_{eh}^\lambda(k, 0)|^2}{\xi_h^*(-k, q - k, -\omega)} \right); \quad \text{(C10)}
\]

\[
r(k, q, \omega) = \Gamma_{eh}^\lambda(k, q) \left( \left( 1 - f_c^{(0)}(k) - f_h^{(0)}(q - k) \right) - \frac{E_{\ell\lambda}^{(0)} \tilde{p}_h^{(0)*}(k - q) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_c(k, q - k, \omega)} \right) \quad \text{(C11)}
\]

\[
u(k, q, \omega) = \Gamma_{eh}^\lambda(k, q) \left( \frac{P_{eh}(k) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_c(k, q - k, \omega)} + \frac{\tilde{P}_h^{(0)*}(k - q) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_h^*(q - k, -\omega)} \right), \quad \text{(C12)}
\]

\[
t(k, q, \omega) = \Gamma_{eh}^\lambda(k, q) \left( \frac{P_{eh}(k - q) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_c^*(k - q, -\omega)} + \frac{\tilde{P}_h^{(0)*}(k - q) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_h^*(-k, q - k, -\omega)} \right), \quad \text{(C13)}
\]

\[
\tilde{u}(k, q, \omega) = \Gamma_{eh}^\lambda(k, -q, -k) \left( \frac{P_{eh}^{(0)*}(k - q) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_c^*(-k, q - k, -\omega)} + \frac{\tilde{P}_h^{(0)*}(k - q) \Gamma_{eh}^\lambda(k, q, 0)}{\xi_h^*(k - q, -k, -\omega)} \right) \quad \text{(C14)}
\]
and

\[ v(k, q, \omega) = -E^{(0)}_{\text{L}} \left\{ \frac{\Gamma^\lambda_{\text{eh}}(k-q, 0)}{\xi_e(k-q, k-\omega)} \left[ \tilde{f}_e^{(0)}(k-q) - \tilde{f}_\omega^{(0)}(k) \right] g_e^\omega (k - \frac{1}{2}q) \right\} \]

\[ + \frac{\Gamma^\lambda_{\text{eh}}(k, 0)}{\xi_h(k, -k, -\omega)} \left[ \tilde{f}_h^{(0)}(-k) - \tilde{f}_\omega^{(0)}(q - k) \right] g_h^\omega \left( \frac{1}{2}q - k \right) \]

\[ + \tilde{p}_{eh}(k-q) g_e^\omega (k - \frac{1}{2}q) + \tilde{p}_{eh}(k) g_h^\omega \left( \frac{1}{2}q - k \right) , \]

\[ x(k, q, \omega) = -E^{(0)}_{\text{L}} \left\{ \frac{\Gamma^\lambda_{\text{eh}}(k-q, 0)}{\xi_e(k, k-q, \omega)} \left[ \tilde{f}_e^{(0)}(k-q) - \tilde{f}_\omega^{(0)}(k) \right] g_e^\omega (k - \frac{1}{2}q) \right\} \]

\[ + \frac{\Gamma^\lambda_{\text{eh}}(k, 0)}{\xi_h(k-q, k-\omega)} \left[ \tilde{f}_h^{(0)}(-k) - \tilde{f}_\omega^{(0)}(q - k) \right] g_h^\omega \left( \frac{1}{2}q - k \right) \]

\[ + \tilde{p}_{eh}(k-q) g_e^\omega (k - \frac{1}{2}q) + \tilde{p}_{eh}(k) g_h^\omega \left( \frac{1}{2}q - k \right) , \]

\[ y(k, q, \omega) = -E^{(0)*}_{\text{L}} \left\{ \frac{\Gamma^\lambda_{\text{eh}}(k, 0)}{\xi_e(k-q, k-\omega)} \left[ \tilde{f}_e^{(0)}(k) - \tilde{f}_\omega^{(0)}(k-q) \right] g_e^\omega (k - \frac{1}{2}q) \right\} \]

\[ + \frac{\Gamma^\lambda_{\text{eh}}(k-q, 0)}{\xi_h(k, k-q, -\omega)} \left[ \tilde{f}_h^{(0)}(q - k) - \tilde{f}_\omega^{(0)}(-k) \right] g_h^\omega \left( \frac{1}{2}q - k \right) \]

\[ + \tilde{p}_{eh}^*(k-q) g_e^\omega (k - \frac{1}{2}q) + \tilde{p}_{eh}^*(k) g_h^\omega \left( \frac{1}{2}q - k \right) , \]

\[ z(k, q, \omega) = -E^{(0)*}_{\text{L}} \left\{ \frac{\Gamma^\lambda_{\text{eh}}(k, 0)}{\xi_e(k, k-q, -\omega)} \left[ \tilde{f}_e^{(0)}(k) - \tilde{f}_\omega^{(0)}(k-q) \right] g_e^\omega (k - \frac{1}{2}q) \right\} \]

\[ + \frac{\Gamma^\lambda_{\text{eh}}(k-q, 0)}{\xi_h(k, k-q, -\omega)} \left[ \tilde{f}_h^{(0)}(q - k) - \tilde{f}_\omega^{(0)}(-k) \right] g_h^\omega \left( \frac{1}{2}q - k \right) \]

\[ + \tilde{p}_{eh}^*(k-q) g_e^\omega (k - \frac{1}{2}q) + \tilde{p}_{eh}^*(k) g_h^\omega \left( \frac{1}{2}q - k \right) . \]

The matrices in Eq. (24) are defined as

\[ G(k, q) = \left( \begin{array}{cc} \tilde{p}_{eh}(k-q) \Gamma^\lambda_{\text{eh}}(k, q) & -\tilde{p}_{eh}(k) \Gamma^\lambda_{\text{eh}}(k-q, -q) \\ \tilde{p}_{eh}^*(k-q) \Gamma^\lambda_{\text{eh}}(k, q) & -\tilde{p}_{eh}^*(k) \Gamma^\lambda_{\text{eh}}(k-q, -q) \end{array} \right) \]

\[ H(k, q) = \left( \begin{array}{cc} -E^{(0)*}_{\text{L}} \Gamma^\lambda_{\text{eh}}(k-q, 0) & E^{(0)}_{\text{L}} \Gamma^\lambda_{\text{eh}}(k, 0) \\ -E^{(0)*}_{\text{L}} \Gamma^\lambda_{\text{eh}}(k, 0) & E^{(0)}_{\text{L}} \Gamma^\lambda_{\text{eh}}(k-q, 0) \end{array} \right) \]

\[ L(k, q, \omega) = \frac{c}{2i\omega} \left( \begin{array}{cc} f_e^{(0)}(k-q) - f_e^{(0)}(k) & 0 \\ 0 & f_h^{(0)}(-k) - f_h^{(0)}(q - k) \end{array} \right) \] \[ \left( \begin{array}{cc} g_e^\omega (k - \frac{1}{2}q) & g_e^\omega (k - \frac{1}{2}q) \\ g_h^\omega \left( \frac{1}{2}q - k \right) & g_h^\omega \left( \frac{1}{2}q - k \right) \end{array} \right) \]

\[ \Xi(k, q, \omega) = \left( \begin{array}{cc} 0 & 0 \\ \frac{1}{\xi_e(k, k-q, -\omega)} & \frac{1}{\xi_h(k, k-q, -\omega)} \end{array} \right) . \]

The matrix

\[ \tilde{f}^{(1)}_L \equiv \left( \begin{array}{cc} \tilde{f}^{(1)}_{cL}(k, k-q, \omega) \\ \tilde{f}^{(1)}_{hL}(k-q, k, -\omega) \end{array} \right) = \Xi L \tilde{E}_T^\nu \]

\[ (C14) \]

gives the Lindhard-like linear response of the carrier densities. This is evaluated analytically in the limits of zero temperature \( T \to 0 \) and zero pump and decay \( \gamma_f \to 0 \) in Appx. [C] However, for normal THz wavelengths, \( q \ll k \), the matrices \( D^\nu \) and \( L \) are quite small compared to \( X^\nu \). When \( q = 0 \), \( D^\nu = 0 \) and \( L = 0 \) exactly. That \( L(q = 0) = 0 \) can be seen directly from the first matrix in the definition of \( L \), Eq. (11).

It is also true that \( D^\nu(q = 0, \omega = 0) = 0 \), because \( D^\nu \) is a sum of terms linear in the factors \( g_\omega^\nu(k) \). To see this, note that of the matrices that appear in the definition of \( D \) in Eq. (21), only \( Q \) contains any factors of \( g_\omega^\nu \). As is shown in Eqs. (C5) and (C9), \( Q \) is linear in the factors \( g_\omega^\nu \). All of the other (zeroth order) functions that enter the linear response matrices are taken to be isotropic in the QW’s plane, \( f(k) = f(k) \). As given by Eq. (2), \( g_\omega^\nu \propto k \). Therefore the elements of \( D^\nu(q = 0) \) have the form \( \sum_k k f(k) \), where \( f(k) \) is isotropic in \( k \). As this is an integral with even limits over an odd function, it is zero.

More generally, any of the quantities that are \( k \)-sums of terms linear in \( g_\omega^\nu \) will be proportional to \( q \). Because at
THz frequencies the EM field has \( q \ll k \), those quantities that contain sums over odd powers of \( g_\alpha^\nu \) are negligible compared to those that contain even powers of \( g_\alpha^\nu \). Fundamentally, the intraband processes induced by the THz field break the rotational symmetry of the quantum well.

Appendix D: Joint Density of States

In this appendix we provide brief remarks on the joint density of states governing vertical transitions between the original and the light-induced branches, see Fig. 4

Under the influence of the optical field, the band structure is effectively modified to have two branches with energies \( \lambda_\pm (k) \), given by Eq. (33). The transition energy between the two band branches is

\[
\Delta \lambda(k) = \lambda_+(k) - \lambda_-(k) = \sqrt{4\Delta^2 + \left(\frac{\hbar^2 k^2}{2 m_r} - \hbar \omega_\ell \right)^2},
\]

(D1)

where the Rabi frequency is \( \Delta \equiv \left| \Gamma_\ell \frac{\phi_{\ell}(0)}{E_{\ell\lambda}} \right| \), the reduced mass is given by \( \frac{1}{m_r} = \frac{1}{m_e} + \frac{1}{m_h} \), and here, \( \hbar \omega_\ell = \hbar \omega_e - E_g, E_g \) being the band gap. The minimum value of the transition energy is \( \min \Delta \lambda(k) = \Delta \lambda(k_\ell) = 2\Delta_\ell \), which occurs at \( k_\ell = \sqrt{\frac{2m_r\omega_\ell^2}{\hbar}} \). \( k_\ell \) is the quasi-momentum at which the electron and hole energies in the undressed bands are resonant with the laser frequency \( \hbar \omega_\ell \).

The density of states \( g(\varepsilon) \) is defined by

\[
S_d \frac{d}{A} \sum_k f(k) = \int d\varepsilon \, g(\varepsilon) f(\varepsilon(k)),
\]

where \( S_d \) is the spin degeneracy factor. The joint density of states (JDOS)\(^2\) for a transition from the \( \alpha \) band to the \( \beta \) band is

\[
g_J(\varepsilon) = S_d \frac{d}{A} \sum_k \delta(\varepsilon - [\varepsilon_{\beta k} - \varepsilon_{\alpha k}]).
\]

The JDOS for transitions from the lower branch to the upper branch of the dressed conduction band is given by

\[
g_J(\varepsilon) = \frac{S_d}{2\pi} \int_0^\infty k \, dk \, \delta(\varepsilon - \Delta \lambda(k)) \quad (D2)
\]

\[
= S_d \frac{d}{A} \sum_i \frac{k_i}{2\pi} \left| \frac{4\Delta \lambda(k_i)}{dk} \right|,
\]

where \( \Delta \lambda(k_i) = \varepsilon, k_i \geq 0 \)

\[
\Rightarrow k_i = \sqrt{\frac{2m_r}{\hbar}} \sqrt{\hbar \omega_\ell \pm \sqrt{\varepsilon^2 - 4|\Delta \lambda|^2}};
\]

and where the spin degeneracy is \( S_d = 2 \). This is evaluated to give the JDOS as

\[
g_J(\varepsilon) = \frac{m_r}{\pi \hbar^2} \frac{\varepsilon}{\sqrt{\varepsilon^2 - 4\Delta^2}} \theta(\varepsilon - 2\Delta) \left[ 1 + \theta(\Delta(0) - \varepsilon) \right].
\]

(D3)

where \( \Delta \lambda(k = 0) = \sqrt{\hbar^2 \omega_\ell^2 + 4\Delta^2} \) is the maximum transition energy for \( k < k_\ell \).

The joint density of states, Eq. (D3), is shown in figure [4] a. At the BCS gap \( \varepsilon = 2\Delta_\ell \), there is a Van Hove singularity in the JDOS.\(^2\) The limit as \( \varepsilon \) approaches \( 2\Delta_\ell \) is

\[
\lim_{\delta \to -2|\Delta_\ell|\to 0^+} g_J(\varepsilon) = \lim_{\delta \to -\infty} \frac{2m_r}{\pi \hbar^2} \sqrt{\frac{\Delta_\ell}{\delta}} \theta(\delta).
\]

The plot in figure [4] a shows that the BCS gap Van Hove singularity is the dominant feature in the JDOS. Semiconductor absorption spectra are often functions of the JDOS\(^2\) Therefore the BCS gap is expected to be a noticeable feature in the THz spectra. In many of the plots in this paper, the BCS gap is indicated with a dashed, vertical line.

For \( \varepsilon < \Delta \lambda(0) \), there are two equal contributions to the JDOS. One contribution is from transitions between the two dressed band branches for \( k \leq k_\ell \), and the other is from transitions with \( k \geq k_\ell \), as shown in figure [4] b. When \( \varepsilon > \Delta \lambda(0) \), transitions with \( k < k_\ell \) no longer contribute to the JDOS. This gives rise to the step at high energies in Fig. [4] a.

Appendix E: Pair Excitation Region

In this appendix, the calculations of the pair excitation regions shown in Fig. [2] are explained.

By an extension of an argument in Ref. [53] the rate of pair excitations from one band \( \alpha \) to another \( \alpha' \) for a given \( q, \omega \) is

\[
R_{+,\alpha\rightarrow\alpha'}(q, \omega) = \sum_k \delta(\hbar \omega - \varepsilon_{\alpha'}(k) + \varepsilon_{\alpha}(k - q)) \times f_\alpha(k - q) [1 - f_\alpha'(k)] , \quad (E1)
\]

up to a proportionality factor. The rate of pair de-excitations or relaxations back from \( \alpha' \) to \( \alpha \) for the same \( q, \omega \) is \( R_{-,\alpha'\rightarrow\alpha}(q, \omega) \), which is equal to \( R_{+,\alpha\rightarrow\alpha'}(-q, -\omega) \). The net rate of pair excitations is then \( R_{+,\alpha\rightarrow\alpha'} = R_{+,\alpha\rightarrow\alpha'} - R_{-,\alpha'\rightarrow\alpha'} \).

We define the pair excitation region (PER) as that \( q, \omega \) domain for which \( R_{+,\alpha\rightarrow\alpha'}(q, \omega) \neq 0 \). In the following, we consider the PER for \( q, \omega > 0 \). Analytical formulae are provided for two limiting cases of transitions accessible in the band structure depicted in Fig. 1. In general, pair excitation regions can be calculated using Eq. (E1).

For an e-h plasma at zero temperature and not coupled to a cavity, the intraband pair excitation region is given in Ref. [53] and shown in Fig. 2 a. For a given \( q \), the maximum and minimum \( \omega > 0 \) transitions begin from the Fermi wavenumber, \( k_F \). The boundaries of the PER are parabolic, like the original band structure.

In a photon laser, the band structure is modified and the eigenenergies are \( \lambda_\pm (k) \), given in Eq. (33). The BCS-like gap is clearly revealed in the PER if the \( \lambda_- (k) \) light-induced branch is occupied for approximately \( k \leq k_\ell \),
(and so here we define $k_F \equiv k_{t_e}$), and the $\lambda_+(k)$ light-induced branch is unoccupied. This is the case for an electron-hole-photon system in quasi-thermal equilibrium, in the $T \to 0$ limit (cf. Appx. [F]).

If only transitions to the $\lambda_+(k)$ branch, and to $k \geq k_t$, are allowed, then the pair excitation region is given by

$$2\Delta_t \leq \hbar \omega \leq \Delta_t + \lambda_+(k_t + q) \quad \text{if} \quad q < 2k_t.$$  

(E2)

$$\Delta_t + \lambda_+(k_t - q) \leq \hbar \omega \leq \Delta_t + \lambda_+(k_t + q) \quad \text{if} \quad q > 2k_t.$$

If transitions from the lower light-induced branch $\lambda_-(k)$ to the upper light-induced branch $\lambda_+(k)$ are allowed for all $k$, then the PER is modified in the domain $q < 2k_t$ to be

$$2\Delta_t \leq \hbar \omega \leq \max \left\{ \lambda_+(q) - \lambda_-(0), \lambda_+(k_t + q) + \Delta_t \right\}$$  

(E3)

This case is plotted in Fig. [b].

Appendix F: Quasi-thermal-equilibrium model

A quasi-thermal-equilibrium model assumes that the electrons, holes and photons are in thermal equilibrium with each other at temperature $T$. The populations are not determined by pump and decay processes, as in the open system, but by the chemical potential $\mu$, which is used as a parameter. Within the Hartree-Fock (or self-consistent-field) approximation, the expectation values for the interband polarization, carrier distributions and coherent light field amplitude can be obtained from the Hamiltonian and a density operator for the ground-state ensemble. This has been done in Ref. [H]. Our Hamiltonian, Eq. [4], coincides with that used in Ref. [32] if the Coulomb contributions in Ref. [32] are neglected. Hence, in this case we can use the quasi-thermal-equilibrium solutions given as Eqs. (16)–(18) in Ref. [19]. Written in the notation of this paper, the solutions are

$$\tilde{E}_{\ell \Delta}^{(0)} = \sum_{k'} \frac{|\Gamma_{ch}^\ell|}{\hbar \omega_{\Delta \ell} - \mu} \tilde{p}_{\ell \Delta}^{(0)}(k'),$$  

(F1)

$$\tilde{p}_{\ell \Delta}^{(0)}(k) = \frac{\Delta_t}{2E_{ch}(k)} \tanh \left( \frac{E_{ch}(k)}{2k_B T} \right).$$  

(F2)

$$f^{(0)}_{\ell \Delta}(\pm k) = \frac{1}{2} \left( 1 + \frac{\xi^{(0)}_{\ell \Delta}(k)}{E_{ch}(k)} \tanh \left( \frac{E_{ch}(k)}{2k_B T} \right) \right).$$  

(F3)

The distribution function in Eq. [F3] denotes $f^{(0)}_{\ell \Delta}(k)$ for electrons and $f^{(0)}_{\ell \Delta}(-k)$ for holes. $\xi^{(0)}_{\ell \Delta}(k)$ and $E_{ch}(k)$ are defined in Eq. [34], and $\hbar \omega_{\Delta \ell}$ is the fundamental cavity mode. In the absence of Coulomb interactions, and with $\Gamma_{ch}^\ell$ taken as independent of $k$, the Rabi frequency $\Delta_t = |\Gamma_{ch}^\ell| E_{\ell \Delta}^{(0)}$ is also $k$-independent. The laser frequency is given by $\hbar \omega_l = \mu$. By substituting Eq. [F2] into Eq. [F1], a single nonlinear equation is found which determines the Rabi frequency:

$$1 = \sum_k \frac{|\Gamma_{ch}^\ell|^2}{\hbar \omega_{\Delta \ell} - \mu} \frac{1}{2E_{ch}(k)} \tanh \left( \frac{E_{ch}(k)}{2k_B T} \right).$$  

(F4)

It is necessary for $\hbar \omega_{\Delta \ell} \geq \mu$ for Eq. [F4] to have a solution. Once Eq. [F4] is solved for $\Delta_t$ for a given set of input parameters, the expectation values given by Eqs. [F1]–[F3] can be calculated.

Eqs. [F1], [F3] satisfy the monochromatic semiconductor Bloch equations (SBEs) Eqs. [B13]–[B15] when $\hbar \omega_l = \mu$ and the phenomenological reservoir interaction terms are zero, i.e. $\gamma_p$, $\gamma_f$, and $\gamma_E = 0$. Therefore, as the THz spectrum is calculated as a perturbation on the SBEs, the formalism of this paper can be used to calculate the THz spectrum for the quasi-equilibrium case. Using these conditions and Eq. (48), the $\omega > 0$-resonant paramagnetic THz conductivity is

$$\sigma_{T\nu}^{\mu}(\omega) = \frac{c \alpha_0}{2\pi} \frac{\hbar^2}{m_e} \int_0^\infty k^3 dk \, u(k) v(k)$$  

(F5)

$$\times \frac{\Delta_t}{2E_{ch}(k)} \tanh \left( \frac{E_{ch}(k)}{2k_B T} \right)$$

$$\times \left[ P \frac{i}{\hbar \omega - \Delta \lambda(k) + \pi \delta(\hbar \omega - \Delta \lambda(k))} \right].$$

The delta function in the last line gives the real part of the conductivity, while the Cauchy principal value $(P)$ integral gives the imaginary part. This delta function is the same as that which appears in the formula for the JDOS. Evaluating the delta function and simplifying gives the real part of the conductivity,

$$\text{Re} \sigma_{T\nu}^{\mu}(\omega) = \frac{c \alpha_0 \Delta_t}{2\hbar^2 \omega^2} \left( \frac{\sqrt{\hbar^2 \omega^2 - 4\Delta_t^2}}{4\Delta_t} \right) \tanh \left( \frac{\hbar \omega}{4k_B T} \right)$$  

(F6)

$$\times \left[ 2\hbar \omega \theta(\Delta \lambda(0) - \hbar \omega) + \hbar \omega + \sqrt{\hbar^2 \omega^2 - 4\Delta_t^2} \theta(\hbar \omega - \Delta \lambda(0)) \right].$$

For $\omega$, $T$, and $\hbar \omega_l > 0$, the real part of the paramagnetic THz conductivity is nonnegative, $\text{Re} \sigma_{T\nu}^{\mu}(\omega) \geq 0$. In turn, the absorptivity is nonnegative, i.e. there is no THz gain in the quasi-equilibrium case. This is verified numerically. The absence of THz gain means that a system in chemical and thermal quasi-equilibrium would not impart energy to a probe beam. The THz spectrum is dominated by a single, sharp peak at the BCS gap $2\Delta_t$.

Appendix G: Analytical Solution for the Lindhard Response

In this appendix, we summarize the derivation of the analytical expression of the THz paramagnetic conductivity in a non-interacting gas of electrons and holes in a quantum well that is not coupled to a laser field. The result is related to the 2D Lindhard function (cf. [59]).

According to Eqs. (5) and (9), the paramagnetic conductivity is given by the THz-induced current $J_{\alpha}^{(0)(1)}$ which depends on the induced density fluctuations $f_{\alpha}^{(1)}$, $\alpha = e, h$. Setting $\tilde{E}_{\ell \Delta}^{(0)}$ and $\tilde{p}_{\ell \Delta}^{(0)}$ to zero in Eqs. [10] and
In the limit as algebraic simplification, obtain the paramagnetic conductivity as
\[
f_{a(1)}(k + q, k, \omega) = \frac{e}{i\omega} \left( \frac{f_{a(0)}(k) - f_{a(0)}(k + q)}{\hbar \omega - \varepsilon_{a,k+q} + \varepsilon_{a,k} + i\gamma_f} \right)
\]
\[\times g_0^*(k + q/2)\tilde{\epsilon}_{T_T}(\omega, \omega) , \quad \alpha = e, h. \quad (G1)
\]
We substitute this into Eqs. \( \Box \) and \( \Box \) and, after some algebraic simplification, obtain the paramagnetic conductivity as
\[
\sigma_{T_T}^\alpha(q, \omega) = c \frac{4\alpha_0}{i} \sum_{\alpha \in \{e,h\}} \frac{1}{\hbar \omega_\alpha} L_{\alpha\nu}^\alpha(q', \omega') \quad (G2)
\]
where \( \alpha_0 = \frac{q^2}{4\varepsilon_0} \) is the fine structure constant and
\[
L_{\alpha\nu}(q', \omega') = \int \frac{d^3k'd^3k}{(2\pi)^2} \left( [k' + \frac{1}{2}q'] \cdot \epsilon_{\nu'} \right)^2 \times \left( \frac{f_{a(0)}(k + q) - f_{a(0)}(k)}{\hbar \omega_\alpha' - (2k' \cdot q' + q^2) + i\gamma_{\alpha'}} \right) \quad (G3)
\]
We have scaled the momenta by the Fermi momentum \( k_F \) and the energies by the Fermi energy \( \varepsilon_{AF} = \frac{\hbar^2k^2}{2m_a} \):
\[
k' = \frac{k}{k_F}, \quad q' = \frac{q}{k_F},
\]
\[
\hbar \omega_\alpha' = \frac{\hbar \omega}{\varepsilon_{AF}}, \quad \varepsilon_{\alpha,k} = \frac{\varepsilon_{\alpha,F}}{\varepsilon_{AF}}, \quad \gamma_{\alpha'} = \frac{\gamma_F}{\varepsilon_{AF}}, \quad \alpha = e, h. \quad (G4)
\]
The Fermi momentum is defined as the radius of the (zero-temperature) Fermi sphere corresponding to a given density, \( \frac{S_d k_F^2}{4} = n_e = n_h \), where \( S_d = \text{spin degeneracy, assumed to be the same for } e \text{ and } h \).

The steady-state distribution \( f_{a(0)} \) has so far been left as arbitrary. To gain analytic insight, we consider the case of a quasi-equilibrium electron-hole plasma at zero temperature \( (T = 0) \) and vanishing damping losses \( (\gamma_{\alpha'} \to 0) \). In this case, the steady-state occupation is \( f_{a(0)}(k) = \theta(k_F - k), \) and
\[
f_{a(0)}(k + q) - f_{a(0)}(k) = -\theta(|k + q| - k_F)\theta(k_F - k) + \theta(k_F - |k + q|)\theta(k - k_F) \quad (G5)
\]
In the limit \( \gamma_{\alpha'} \to 0 \), the Sochocki-Plemelj theorem yields
\[
\lim_{\gamma_{\alpha'} \to 0} \frac{1}{\hbar \omega_\alpha' - (2k' \cdot q' + q^2) + i\gamma_{\alpha'}} = \frac{1}{\hbar \omega_\alpha' - (2k' \cdot q' + q^2) - i\pi\delta(\hbar \omega_\alpha' - (2k' \cdot q' + q^2))}
\]
With Eqs. \( G5 \) and \( G6 \), the imaginary part of Eq. \( G3 \) becomes
\[
\text{Im } L_{\alpha\nu}(q', \omega_\alpha') = \int \frac{d^3k'}{4\pi^2} \left( [k' + \frac{1}{2}q'] \cdot \epsilon_{\nu'} \right)^2 \times \delta \left( \hbar \omega_\alpha' - (2k' \cdot q' + q^2) \right) \left[ \theta(|k + q| - k_F)\theta(k_F - k) - \theta(k_F - |k + q|)\theta(k_F - k) \right]
\]
We orient our coordinate system so that \( \hat{x} \) points in the direction of \( q \). Then the factor in the integrand in Eq. \( G7 \) that depends on the THz polarization vector becomes, for the two linear polarization directions,

s-polarized: \( \left[ (k' + \frac{1}{2}q') \cdot \epsilon_{\nu'} \right]^2 = k'^2 \)

p-polarized: \( \left[ (k' + \frac{1}{2}q') \cdot \epsilon_{\nu'} \right]^2 = (k' + \frac{1}{2}q')^2 \cos^2 \phi \)

where \( \phi \) is the angle between \( \epsilon_{\nu'} \) and the \( \hat{x} \)-axis. The result of the integration in Eq. \( G7 \) is as follows.

For \( 0 \leq q' \leq 2, 0 \leq \hbar \omega_\alpha' \leq 2q'^2 - q^2, \)
\[
\text{Im } L_{\alpha\nu}(q', \omega_\alpha') = \frac{1}{4\pi^2} q' \times \left\{ \begin{array}{ll}
\frac{1}{3} \left[ (1 - a_2^2)^{3/2} - (1 - a_2^2)^{3/2} \right], & \text{s-pol.} \\
\left( \frac{\hbar \omega_\alpha'}{2\pi^2} \right)^2 \cos^2 \phi \sqrt{1 - a_2^2} \sqrt{1 + a_2^2}, & \text{p-pol.}
\end{array} \right.
\]
For \( 0 \leq q' \leq 2, 2q'^2 - q^2 \leq \hbar \omega_\alpha' \leq 2q' + q^2, \)
\[
\text{Im } L_{\alpha\nu}(q', \omega_\alpha') = \frac{1}{4\pi^2} q' \left( \frac{(\hbar \omega_\alpha')^2}{2\pi^2} \cos^2 \phi \sqrt{1 - a_2^2} \right) \left( \frac{(\hbar \omega_\alpha')^2}{2\pi^2} \cos^2 \phi \sqrt{1 + a_2^2} \right) \left( \frac{1}{2} (1 - a_2^2) \right) \quad \text{s-pol.}
\]
For \( q' \geq 2, q'^2 - 2q' \leq \hbar \omega_\alpha' \leq 2q' + q^2, \)
\[
\text{Im } L_{\alpha\nu}(q', \omega_\alpha') = \frac{1}{4\pi^2} q' \left( \frac{(\hbar \omega_\alpha')^2}{2\pi^2} \cos^2 \phi \sqrt{1 - a_2^2} \right) \left( \frac{(\hbar \omega_\alpha')^2}{2\pi^2} \cos^2 \phi \sqrt{1 + a_2^2} \right) \left( \frac{1}{2} (1 - a_2^2) \right) \quad \text{s-pol.}
\]
\[
\text{Im } L_{\alpha\nu}(q', \omega_\alpha') = 0 \text{ for elsewhere in the range } \omega_\alpha' \geq 0. \text{ In the above,}
\]
\[
a_{\pm} = \frac{\hbar \omega_\alpha'}{2q'} \pm \frac{q'}{2}.
\]
The value of \( \text{Im } L_{\alpha\nu}(q', \omega_\alpha') \) for negative \( \omega_\alpha' \) is obtained via the symmetry relation (for inversion-symmetric systems)
\[
L_{\alpha\nu}(q', -\omega_\alpha') = L_{\alpha\nu}^*(q', \omega_\alpha'). \quad (G8)
\]
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