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Abstract
We present the first implementation and applications of non-Dyson algebraic diagrammatic construction theory for charged excitations in three-dimensional periodic solids (EA/IP-ADC). The EA/IP-ADC approach has a computational cost similar to the ground-state Møller–Plesset perturbation theory, enabling efficient calculations of a variety of crystalline excited-state properties (e.g., band structure, band gap, density of states) sampled in the Brillouin zone. We use EA/IP-ADC to compute the quasi-particle band structures and band gaps of several materials (from large-gap atomic and ionic solids to small-gap semiconductors) and analyze the errors of EA/IP-ADC approximations up to the third order in perturbation theory. Our work also reports the first-ever calculations of ground-state properties (equation-of-state and lattice constants) of three-dimensional crystalline systems using a periodic implementation of third-order Møller–Plesset perturbation theory (MP3).

1 Introduction
Accurate simulations of ground- and excited-state electronic structure of solids are crucial for the development of new materials with desired properties.1 Periodic (usually, plane-wave) density functional theory (DFT)2–4 is a de facto standard theoretical approach for the ground-state calculations of crystalline systems due to its relatively low computational cost and ability to incorporate electron correlation effects in the exchange-correlation functional. To obtain the excited-state properties (e.g., band structure, fundamental and optical band gaps), DFT is usually combined with Green’s function-based many-body perturbation theory, such as the GW approximation5–11 and Bethe–Salpeter equation (BSE).12–16 Although these DFT-based approaches provide important insights about the electronic structure of solids,6,17–21 their accuracy can be affected by the self-interaction error and the exchange-correlation functional approximations inherent in DFT.22 making the assessment of errors and systematic improvement of these methods difficult to achieve.11,23

Recently, there has been a lot of progress in developing new, systematically improvable methods for solids by adapting the wavefunction-based theories from molecular quantum chemistry to periodic simulations of crystalline systems. The ground-state properties, such as the lattice parameters and cohesive energies, have been calculated using periodic implementations of second-order Møller–Plesset perturbation theory (MP2),24–30 coupled cluster theory (CC) with up to triple excitations,28,31–37 and full configuration interaction quantum Monte Carlo.34,38 To compute the crystalline band structures and densities of states, equation-of-motion (EOM-CC)33,39–41 and Green’s function (GF-CC)42–45 formulations of coupled cluster theory have been also developed. However, due to the high computational cost of CC, EOM-CC, and GF-CC methods, their applications to solids are far from routine. Introducing approximations using the local pair natural orbitals or partitioned EOM-MP2 approach has been explored to lower the computational cost. Despite these efforts, the development of accurate yet computationally affordable theoretical methods for the reliable simulations of crystalline systems is still an ongoing challenge.

In this work, we explore the application of algebraic diagrammatic construction theory (ADC) to charged excited states of solids. In molecu-
lar quantum chemistry, ADC is an attractive alternative to EOM- and GF-CC, offering a hierarchy of efficient and systematically improvable approximations with computational cost similar to Møller–Plesset perturbation theory. For charged excitations of molecules, two flavors of ADC have been developed: (i) the Dyson framework, which computes the charged excitation energies and spectra by perturbatively approximating the self-energy in the Dyson equation, and (ii) the non-Dyson framework, which directly approximates the one-particle Green’s function bypassing the solution of the Dyson equation. Only the Dyson framework has been extended to periodic systems with limited benchmark applications to ionic crystals and one-dimensional molecular chains. However, the non-Dyson ADC has several important advantages over the Dyson framework. Similar to EOM- and GF-CC, the non-Dyson ADC methods are derived by decoupling the forward and backward components of the one-particle Green’s function allowing for independent calculations of ionized and electron-attached states, while this coupling has to be considered in Dyson ADC leading to a computational overhead. For this reason, the non-Dyson ADC framework is computationally more efficient and is nowadays predominantly used for the ADC calculations of charged excitations in molecules.

Here, we extend the non-Dyson formulation of ADC to simulations of electron-attached (EA) and ionized (IP) states in periodic three-dimensional systems. We present the first derivation and implementation of EA/IP-ADC with periodic boundary conditions that takes advantage of crystalline translational symmetry (Sections 2 and 3). Further, we apply the EA/IP-ADC methods to compute the band structures and band gaps of several materials, from large-gap atomic and ionic solids to small-gap semiconductors (Sections 5.2 and 5.3). Our work also reports the first-ever periodic calculations of three-dimensional materials using third-order Møller–Plesset perturbation theory (Section 5.1). Our results highlight the strengths and weaknesses of low-order periodic EA/IP-ADC approximations, establishing a foundation for their future development.

2 Theory

2.1 Non-Dyson ADC for charged excitations of periodic systems

We begin by formulating the framework of non-Dyson algebraic diagrammatic construction (ADC) theory for electron attachment and ionization of periodic systems. In ADC, these charged excitations are described using the retarded single-particle Green’s function (1-GF). The exact 1-GF of a periodic system can be written in the reciprocal $k$-space as

$$G_{pq}(\omega, k) = G^{+}_{pq}(\omega, k) + G^{-}_{pq}(\omega, k)$$

where $G^{+}_{pq}(\omega, k)$ and $G^{-}_{pq}(\omega, k)$ are the forward and backward components of 1-GF describing the electron attachment (EA) and ionization (IP) processes, respectively, while $|\Psi_{0}^{N}\rangle$ and $E_{0}^{N}$ are the exact ground-state wavefunction and energy of an $N$-electron system with electronic Hamiltonian $H$.

The electron attachment and ionization are described using the fermionic creation ($a_{pk}^{\dagger}$) and annihilation ($a_{pk}$) operators. The 1-GF in Eq. (1) is a function of two variables: the frequency $\omega$ and the crystal momentum vector $k$. The frequency is, in general, a complex variable $\omega = \Re(\omega) + i\Im(\omega)$. The real part of $\omega$ corresponds to physical frequencies that define many important properties of a periodic system (e.g., band gap, density of states), while the complex part is used to work away from the real axis (e.g., to introduce a small broadening in the density of states). Due to the translational symmetry of $H$ and crystal momentum conservation, 1-GF depends only on one crystal momentum $k$.

The exact 1-GF in Eq. (1) can be expressed using a more compact tensor notation in the spectral (or Lehmann) representation

$$G_{\pm}(\omega, k) = \mathbf{X}_{\pm}(k)(\omega \mathbf{1} - \tilde{\Omega}_{\pm}(k))^{-1} \mathbf{X}_{\pm}^{\dagger}(k), \quad (2)$$

where $\tilde{\Omega}_{\pm}(k)$ are the $k$-dependent diagonal matrices of vertical attachment ($\omega_{+n}(k) = E_{n}^{N} - E_{n}^{N}$) and ionization ($\omega_{-n}(k) = E_{n}^{N} - E_{n}^{N}$) energies and $\mathbf{X}_{\pm}(k)$ are the matrices of spectroscopic amplitudes $\tilde{X}_{\pm pm}(k) = \langle \Psi_{0}^{N} | a_{pk} | \Psi_{n}^{N+1}(k) \rangle$ and $\tilde{X}_{- qn}(k) = \langle \Psi_{0}^{N} | a_{pk}^{\dagger} | \Psi_{n}^{N-1}(k) \rangle$. The charged excitation energies $\tilde{\Omega}_{\pm}(k)$ provide information about
the crystal band structure and can be used to calculate a fundamental band gap. The spectroscopic amplitudes define the 1-GF pole strengths that can be interpreted as the intensities in photoelectron spectroscopy experiments.

In non-Dyson ADC, the EA and IP components of 1-GF are approximated using perturbation theory up to a particular order $n$:

$$G_{\pm}(\omega, \mathbf{k}) \approx G_{\pm}^{(0)}(\omega, \mathbf{k}) + G_{\pm}^{(1)}(\omega, \mathbf{k}) + \ldots + G_{\pm}^{(n)}(\omega, \mathbf{k}) .$$

(3)

In contrast to the periodic formulation of Dyson ADC,\textsuperscript{66–68} the expansion in Eq. (3) is carried out for $G_{+}(\omega, \mathbf{k})$ and $G_{-}(\omega, \mathbf{k})$ independently, so that the two components do not couple and can be calculated separately. In order to define the perturbative series in Eq. (3), we assume that the ground-state wavefunction of a periodic system $|\Psi_0^N\rangle$ can be well-approximated by a Slater-determinant wavefunction $|\Phi\rangle$ obtained from a periodic mean-field (Hartree–Fock) calculation. The approximate 1-GF is expressed in a non-diagonal tensor form using an approximate basis of $(N \pm 1)$-electron states

$$G_{\pm}(\omega, \mathbf{k}) = T_{\pm}(\mathbf{k}) (\omega S_{\pm}(\mathbf{k}) - M_{\pm}(\mathbf{k}))^{-1} T_{\pm}^\dagger(\mathbf{k}) .$$

(4)

In Eq. (4), $M_{\pm}(\mathbf{k})$ is the non-diagonal effective Hamiltonian matrix that contains the information about approximate charged excitation energies and $T_{\pm}(\mathbf{k})$ is the effective transition moments matrix that can be used to calculate the approximate pole strengths. Although, in general, the approximate basis can be non-orthogonal, in this work we assume that we use an orthogonal basis with an overlap matrix $S_{\pm}(\mathbf{k}) = 1$. The $n$th-order ADC approximations (EA/IP-ADC($n$)) are defined by evaluating each matrix in Eq. (4) up to the perturbation order $n$.

Eq. (4) can be rewritten in a diagonal (or spectral) representation

$$G_{\pm}(\omega, \mathbf{k}) = X_{\pm}(\mathbf{k}) (\omega 1 - \Omega_{\pm}(\mathbf{k}))^{-1} X_{\pm}(\mathbf{k})^\dagger$$

(5)

where $\Omega_{\pm}(\mathbf{k})$ is a matrix of the EA/IP-ADC($n$) charged excitation (or so-called band) energies that are calculated by diagonalizing $M_{\pm}(\mathbf{k})$

$$M_{\pm}(\mathbf{k}) Y_{\pm}(\mathbf{k}) = Y_{\pm}(\mathbf{k}) \Omega_{\pm}(\mathbf{k})$$

(6)

and $X_{\pm}(\mathbf{k})$ is a matrix of the EA/IP-ADC($n$) spectroscopic amplitudes

$$X_{\pm}(\mathbf{k}) = T_{\pm}(\mathbf{k}) Y_{\pm}(\mathbf{k}) .$$

(7)

The pole strengths of the corresponding transitions are determined by calculating the spectroscopic factors

$$P_{\pm\mu}(\mathbf{k}) = \sum_p |X_{\pm\mu p}(\mathbf{k})|^2 ,$$

(8)

which, together with the band energies $\Omega_{\pm}(\mathbf{k})$, provide information about the band structure and momentum-resolved density of states

$$A(\omega, \mathbf{k}) = -\frac{1}{\pi} \text{Im} [\text{Tr} G_{\pm}(\omega, \mathbf{k})] .$$

(9)

We note that, in contrast to many other Green’s function theories that are widely used for simulations of crystalline systems,\textsuperscript{5–11,72} EA/IP-ADC allows to calculate the charged excitation energies and pole strengths directly, without evaluating 1-GF on a grid of frequency points.

In Section 2.2, we provide more details about the derivation of $k$-adapted EA/IP-ADC working equations for periodic systems.

2.2 Derivation of $k$-conserved working equations for periodic EA/IP-ADC

To derive the equations for periodic EA/IP-ADC, a suitable periodic one-electron basis set needs to be introduced. In this work, we employ a basis of crystalline molecular orbitals\textsuperscript{39,73}

$$\psi_{\mu\mathbf{k}}(\mathbf{r}) = \sum_{\mu} c_{\mu\mathbf{k}} \phi_{\mu\mathbf{k}}(\mathbf{r})$$

(10)

constructed as linear combinations of translation-symmetry-adapted Gaussian atomic orbitals

$$\phi_{\mu\mathbf{k}}(\mathbf{r}) = \sum_{\mathbf{T}} e^{i\mathbf{k} \cdot \mathbf{T}} \chi_{\mu}(\mathbf{r} - \mathbf{T}) ,$$

(11)

where $\chi_{\mu}(\mathbf{r} - \mathbf{T})$ are the atom-centered Gaussian basis functions, $\mathbf{T}$ is a lattice translation vector, and $\mathbf{k}$ is a crystal momentum vector in the first Brillouin zone. The expansion coefficients $c_{\mu\mathbf{k}}$ are computed by performing a periodic Hartree–Fock calculation in the basis of $\phi_{\mu\mathbf{k}}(\mathbf{r})$.

Having the basis set defined, we express the momentum-conserved crystalline Hamiltonian $H$
in a second-quantized form

\[ H = E_0 + \sum_{pqk} f_{pq}^k (k) \{ a_{pk}^+ a_{qk} \} \]

\[ + \frac{1}{4} \sum_{pqrs} v_{pqrs}^{k} s_k a_{pk}^+ a_{qs}^+ a_{rk} a_{sk} \], \quad (12) \]

where \( E_0 = \langle \Phi | H | \Phi \rangle \) is the reference periodic Hartree–Fock energy per unit cell and \( f_{pq}^k (k) \) is the canonical Fock matrix with the orbital energies \( \epsilon_p (k) \) in the diagonal elements.\(^{39}\) Notation \{ \ldots \} indicates that the creation and annihilation operators are normal-ordered with respect to the reference Slater determinant \( |\Phi\rangle \). The antisymmetrized two-electron integrals per unit cell are defined as \( v_{pqrs}^{k} s_k = \langle pk, qs | rs, sk \rangle - \langle pk, qk | sk, rs \rangle \), where

\[ \langle pk, qk | rs, sk \rangle = \int d r_1 \int d r_2 \psi_{pq}^*(r_1) \psi_{rs}^*(r_2) \frac{1}{| r_1 - r_2 |} \psi_{kr} (r_1) \psi_{ks} (r_2) \] \quad (13)

and \( \Omega \) is the unit cell volume. The primed summation in Eq. (12) indicates the conservation of crystal momenta, \( n_p + n_q - n_r - n_s = 0 \), where \( p, q, r, s \) run over all crystalline molecular orbitals.

To construct the EA/IP-ADC approximations for 1-GF in Eq. (4), we partition the Hamiltonian in Eq. (12) into a zeroth-order contribution

\[ H^{(0)} = E_0 + \sum_p \sum_k \epsilon_p (k) \{ a_{pk}^+ a_{pk} \} \] \quad (14)

and a perturbation \( V = H - H^{(0)} \). Working equations for the contributions to \( M_{\pm}(k) \) and \( T_{\pm}(k) \) at each order in perturbation theory are derived using the formalism of effective Liouvillian theory,\(^{74–76}\) which expresses 1-GF using a superoperator\(^{77}\) of an effective Hamiltonian \( \tilde{H} = e^{- (T - T^\dagger) H e^{(T - T^\dagger)}} \) and suitable excitation operator manifolds \( \tilde{h}_{\pm \mu} (k) \) that satisfy the vacuum annihilation condition (VAC)\(^{74,78–80}\) with respect to the reference wavefunction \( \langle h_{\pm \mu} (k) | \Phi \rangle = 0 \). The fulfillment of VAC guarantees the decoupling of EA and IP components of 1-GF, which allows for a straightforward derivation and implementation of the non-Dyson EA- and IP-ADC\((n)\) approximations. In the definition of effective Hamiltonian \( \tilde{H} \), the excitation operator \( T \)

\[ T = \sum_{m} T_m \], \quad (15) \]

\[ T_m = \frac{1}{(m)!^2} \sum_{ijab...} a_{ik}^+ a_{j}^+ a_{b}^+ \ldots a_{i} a_{j} a_{b} \ldots \] \quad (15)

generates all possible excitations from the occupied to virtual periodic molecular orbitals that are labeled using \( i, j, k, l, \ldots \) and \( a, b, c, d, \ldots \) indices, respectively. The excitation amplitudes \( \langle \tilde{h}_{ik}^m | \tilde{h}_{j}^m | \rangle \) conserve crystal momenta, \( k_a + b + c + \ldots - k_j - k_l - \ldots = K \), where \( K \) is a reciprocal lattice vector.

Using the effective Hamiltonian \( \tilde{H} \) and operator manifolds \( \tilde{h}_{\pm \mu} (k) \), expressions for the nth-order contributions to the EA/IP-ADC matrices can be written as:

\[ M_{+ \mu}(k) = \sum_{klmn} \langle \Phi | [h_{+ \mu}^k (k), [\tilde{H}^l, h_{+ \nu}^m (k)]] | \Phi \rangle \], \quad (16) \]

\[ M_{- \mu}(k) = \sum_{klmn} \langle \Phi | [h_{- \mu}^k (k), [\tilde{H}^l, h_{- \nu}^m (k)]] | \Phi \rangle \], \quad (17) \]

\[ T_{+ \mu}(k) = \sum_{kl} \langle \Phi | [\tilde{a}_{pl}^k (k), h_{+ \nu}^l (k)] | \Phi \rangle \], \quad (18) \]

\[ T_{- \mu}(k) = \sum_{kl} \langle \Phi | [\tilde{a}_{pl}^k (k), h_{- \nu}^l (k)] | \Phi \rangle \], \quad (19) \]

where \([ \ldots ]\) and \([ \ldots ]_+ \) denote a commutator and an anti-commutator, respectively. The low-order EA-ADC\((n)\) approximations \((n \leq 3)\) require two classes of electron-attachment operator manifolds, \( h_{+ \mu}^0 (k) = a_{nk}^\dagger \) and \( h_{+ \mu}^{(1)} (k) = a_{nk}^\dagger a_{ak}^\dagger a_{ik} \) with \( k_a + k_b = k \). Similarly, the IP-ADC\((n)\) \((n \leq 3)\) methods employ two ionization operator manifolds \( h_{- \mu}^{(0)} (k) = a_{nk} \) and \( h_{- \mu}^{(1)} (k) = a_{ak}^\dagger a_{jk}^\dagger a_{ik} \) with \( k_a - k_b = k \). Evaluating Eqs. (16) to (19) also requires the expressions for \( k \)th-order contributions to the effective Hamiltonian \( \tilde{H} \) and observable \( \tilde{a}_{nk} \) by perturbative analysis of the Baker–Campbell–
Hausdorff expansions

\[ \tilde{H} = H^{(0)} + V + [H^{(0)}, T^{(1)} - T^{(1)}\dagger] \]

\[ + [H^{(0)}, T^{(2)} - T^{(2)}\dagger] + \frac{1}{2!} [2V + [H^{(0)}, T^{(1)} - T^{(1)}\dagger], T^{(1)} - T^{(1)}\dagger] + \ldots , \]

\[ \tilde{a}_{pk} = a_{pk} + [a_{pk}, T^{(1)} - T^{(1)}\dagger] + [a_{pk}, T^{(2)} - T^{(2)}\dagger] + \frac{1}{2!} [a_{pk}, T^{(1)} - T^{(1)}\dagger], T^{(1)} - T^{(1)}\dagger] + \ldots . \] (20)

The excitation operators \( T^{(k)} \) in Eqs. (20) and (21) depend on the amplitudes \( \tilde{a}_{ik, jk, \ldots}^{a_{ik}, b_{kj}, \ldots}(k) \) that can be computed at any order \( k \) by solving a system of projected amplitude equations:

\[ \langle \Phi | \tilde{a}_{ik}^{\dagger} a_{ak} \tilde{H}^{(k)} | \Phi \rangle = 0, \]

\[ \langle \Phi | a_{ik}^{\dagger} \tilde{a}_{jk}^{\dagger} a_{bk, ak} \tilde{H}^{(k)} | \Phi \rangle = 0, \ldots \] (23)

These \( k \)th-order excitation amplitudes are equivalent to the amplitudes of \( k \)th-order wavefunction in the periodic Møller–Plesset perturbation theory.\(^{24,25,81}\) For example, the first-order double-excitation and second-order single-excitation amplitudes used in the EA/IP-ADC(2) methods have the form:

\[ j_{ik, jk}^{a_{ik}, b_{kj}}(1) = \frac{\tilde{j}_{ik, jk}^{a_{ik}, b_{kj}}}{\varepsilon_{ik} - \varepsilon_{ak} - \varepsilon_{bk}}, \] (24)

\[ (\varepsilon_{ik} - \varepsilon_{ak}) j_{ik}^{a_{ik}}(2) = \frac{1}{2} \sum_{kcd} \sum_{kj_{k} j_{k}} \tilde{j}_{ik, k_{j} j_{k}}^{a_{ik}, c_{k} d_{k}} j_{ik, k_{j} j_{k}}^{a_{ik}, c_{k} d_{k}} \]

\[ - \frac{1}{2} \sum_{kcd} \sum_{k_{j} j_{k}} \tilde{j}_{ik, k_{j} j_{k}}^{a_{ik}, c_{k} d_{k}} j_{ik, k_{j} j_{k}}^{a_{ik}, c_{k} d_{k}} . \] (25)

Equations for other low-order amplitudes are reported in the Supporting Information.

In this work, we consider three periodic EA/IP-ADC\((n)\) \((n \leq 3)\) approximations, namely: EA/IP-ADC\((2)\), EA/IP-ADC\((2)\)-X, and EA/IP-ADC\((3)\). The perturbative structure of their effective Hamiltonian and transition moments matrices is shown in Figure 1. The EA/IP-ADC\((2)\) methods include all contributions to \( M_{\pm}(k) \) and \( T_{\pm}(k) \) strictly up to the second order in perturbation theory. The EA/IP-ADC\((2)\)-X approximation is an extension to ADC\((2)\), where the diagonal block evaluated with respect to the first-order excitations \( h_{\pm \mu}^{(1)}(k) \) includes the third-order terms. While both EA/IP-ADC\((2)\) and EA/IP-ADC\((2)\)-X employ the MP2 description of electron correlation in the ground and singly-excited \((| \Phi_{\pm \mu}^{(0)}(k) \rangle = h_{\pm \mu}^{(0)}(k) | \Phi \rangle \) electronic states, the extended approximation provides a higher-level description of doubly-excited (shake-up) states \((| \Phi_{\pm \mu}^{(1)}(k) \rangle = h_{\pm \mu}^{(1)}(k) | \Phi \rangle \) and orbital relaxation effects than EA/IP-ADC\((2)\). The EA/IP-ADC\((3)\) methods incorporate all third-order contributions to 1-GF, including the MP3 description of ground-state electron correlation and third-order treatment of singly-excited states \((| \Phi_{\pm \mu}^{(0)}(k) \rangle \)).

We present the \( k \)-adapted spin-orbital working equations for all periodic EA/IP-ADC\((n)\) \((n \leq 3)\) matrix elements and amplitudes in the Supporting Information.

### 3 Implementation

We implemented the \( k \)-adapted periodic EA/IP-ADC methods as part of the periodic boundary conditions (PBC) module in the PySCF program.\(^{82}\) This new implementation of EA/IP-ADC for crystalline systems is an extension of our efficient EA/IP-ADC program for molecules,\(^{64}\) with two major modifications: (i) adding the support of complex-valued basis sets such as the periodic molecular orbital (MO) basis used in this work (Eq. (10)) and (ii) incorporating crystalline translational symmetry by taking advantage of crystal momentum conservation. The \( k \)-point EA/IP-ADC implementation was verified against an inefficient \( \Gamma \)-point implementation, which does not support translational symmetry, but can be used to perform the periodic EA/IP-ADC calculations at the \( \Gamma \)-point of the Brillouin zone \((k = (0,0,0))\) using a real-valued Gaussian basis set.

The periodic EA/IP-ADC calculations start by defining a unit cell of a crystal, an atomic orbital (AO) basis set (with pseudopotential, if necessary), and a mesh of \( k \)-points. Next, a periodic restricted Hartree–Fock calculation is performed to compute the crystalline MO’s \((\tilde{\psi}_{pk}(r), \text{Eq. (10)})\) and the orbital energies \((\epsilon_{p}, \text{Eq. (14)})\), followed by the transformation of two-electron integrals from AO to periodic MO basis \((\tilde{\psi}_{pk}(r), \tilde{\psi}_{pk}(r))\). To reduce the cost of two-electron integral transformation and storage, our EA/IP-ADC implementation supports Gaussian density fitting.\(^{83–86}\) which factorizes the four-
index integral tensors into the product of two- and three-index tensors that can be stored and transformed more efficiently. In our previous work, we have demonstrated that the density-fitting approximation has a negligible effect on the EA/IP-ADC excitation energies (with errors of $\sim 10^{-3}$ eV or less).\textsuperscript{64}

The transformed two-electron integrals and orbital energies are used to compute the amplitudes of EA/IP-ADC($n$)/ADC($n$)-X effective Hamiltonian $\tilde{H}$ (Section 2.2), which are obtained by performing the periodic $n$th-order Møller–Plesset perturbation theory calculation (MP$^n$, $n = 2, 3$) for the ground electronic state. To reduce the computational cost of calculating the amplitudes, we neglect the contributions from second-order singles ($t^a_{ik}F_{(2)}^{(2)}$) in the EA/IP-ADC(2) equations, second-order singles and doubles ($t^a_{ik}F_{(2)}^{(2)}$) in EA/IP-ADC(2)-X, and third-order singles ($t^a_{ik}F_{(3)}^{(3)}$) in EA/IP-ADC(3). These approximations do not affect the computed charged excitation energies and have a minor effect on the calculated spectroscopic factors. We also note that our molecular and periodic EA/IP-ADC implementations neglect the contribution of triple excitations that formally enter the expressions for $T_{\pm}$ at the third order in perturbation theory.\textsuperscript{87}

Once the amplitudes of effective Hamiltonian are computed and stored on disk, our periodic EA/IP-ADC implementation calculates the band energies for each $k$-point by iteratively solving the eigenvalue problem in Eq. (6) using the multiroot Davidson algorithm.\textsuperscript{88,89} If requested, the computed eigenvectors are used to calculate the momentum-resolved spectroscopic factors (Eq. (8)) and crystalline density of states (Eq. (9)).

Taking advantage of the crystalline translational symmetry and density fitting, the computational cost of our $k$-adapted periodic EA/IP-ADC program is dominated by the calculation of effective Hamiltonian amplitudes, which scales as $O(N_{k}^{3} N_{aux} N_{O}^{3} N_{V}^{2})$ for EA/IP-ADC(2) or EA/IP-ADC(2)-X and $O(N_{k}^{4} N_{O}^{2} N_{V}^{4})$ for EA/IP-ADC(3), where $N_{k}$ is the total number of $k$-points, while $N_{O}$, $N_{V}$, and $N_{aux}$ denote the number of occupied, virtual, and auxiliary basis functions per unit cell, respectively. By precomputing and reusing efficient tensor intermediates, calculating charged excitation energies and spectroscopic factors has a computational scaling of $O(N_{k}^{3} N_{O}^{3} N_{V}^{2})$ and $O(N_{k}^{4} N_{O}^{2} N_{V}^{3})$ for all IP- and EA-ADC methods developed in this work, respectively. This offers a $O(N_{V}^{2})$ savings compared to the $\Gamma$-point EA/IP-ADC implementations.

## 4 Computational Details

The $k$-point periodic MP2, MP3, and EA/IP-ADC methods were implemented in the PySCF\textsuperscript{82} software package as described in Section 3. All calculations employed the Gaussian density fitting with the PySCF-autogenerated even-tempered auxiliary basis sets and a uniform Monkhorst–Pack mesh\textsuperscript{90} to sample the first Brillouin zone.

In Section 5.1, we present the equation-of-states and lattice parameters of diamond (C) and silicon (Si) computed using our $k$-point MP2 and MP3 programs and compare to the reference results from periodic coupled cluster theory with single and double excitations (CCSD)\textsuperscript{32,39} imple-
mented in PySCF. C and Si share the same crystal structure, with two atoms per primitive unit cell. The equation-of-state calculations were performed using the gth-cc-pVTZ basis set and the gth-hf-rev pseudopotential with a $3 \times 3 \times 3$ k-point mesh. Lattice constants at 0 K were obtained by fitting the results using a third-order Birch–Murnaghan curve. In Section 5.2, we report the band structures of C and Si computed using periodic EA/IP-ADC methods and compare to the band structures from density functional theory (PBE0 functional) and equation-of-motion coupled cluster theory with single and double excitations (EOM-CCSD). These calculations were performed using the $3 \times 3 \times 3$ k-point mesh, employed the gth-DZVP basis and gth-pade pseudopotential, and used the experimental lattice parameters obtained at 300 K: $a_C = 3.567 \, \text{Å}$ and $a_{Si} = 5.431 \, \text{Å}$.

Finally, in Section 5.3, we benchmark the accuracy of periodic EA/IP-ADC methods for calculating the thermodynamic-limit band gaps of seven crystalline materials: diamond (C), silicon (Si), silicon carbide (SiC), lithium fluoride (LiF), magnesium oxide (MgO), neon (Ne), and argon (Ar). SiC has a diamond-like crystal structure, while LiF and MgO crystallize in a rocksalt cubic structure. The solid Ne and Ar share a face-centered cubic crystal structure. Band gaps were computed using the experimental (300 K) lattice parameters, specifically: $a_C = 3.567 \, \text{Å}$, $a_{Si} = 5.431 \, \text{Å}$, $a_{SiC} = 4.350 \, \text{Å}$, $a_{LiF} = 4.035 \, \text{Å}$, $a_{MgO} = 4.213 \, \text{Å}$, $a_{Ar} = 5.256 \, \text{Å}$, and $a_{Ne} = 4.429 \, \text{Å}$.

For all materials, band gaps were calculated as the difference between conduction band minimum and valence band maximum in the band structure. For C, Si, and SiC, the computed band gaps are indirect, i.e., involve a change in the crystal momentum, while the remaining materials have a direct band gap. The calculations of band gaps were performed using the gth-cc-pVXZ basis sets with the gth-hf-rev pseudopotential ($X = D, T$) for all materials except for Ar and Ne, which used a gth-aug-cc-pVXZ basis set ($X = D, T$) with the same pseudopotential.

The EA/IP-ADC band gaps were extrapolated to the thermodynamic limit assuming that the finite-size error decays as $O(N_k^{-1/3})$ with the increasing number of $k$-points $N_k$. Using EA/IP-ADC(2) and the gth-cc-pVDZ basis set, we explored two schemes: i) a two-point extrapolation with $N_k = 3 \times 3 \times 3$ and $4 \times 4 \times 4$, and ii) a three-point extrapolation with $N_k = 3 \times 3 \times 3$, $4 \times 4 \times 4$, and $5 \times 5 \times 5$. The results of the extrapolation schemes differed by $\leq 0.1$ eV for all materials except SiC, where a difference of 0.27 eV was obtained (see Table S1 in the Supplementary Information for details). Since the two-point $3^3-4^3$ extrapolation provided satisfactory results, we adopted this scheme for the extrapolation of band gaps computed using EA/IP-ADC(2)/gth-cc-pVTZ, EA/IP-ADC(2)-X/gth-cc-pVXZ ($X = D, T$), and EA/IP-ADC(3)/gth-cc-pVDZ. The EA/IP-ADC(3)/gth-cc-pVTZ thermodynamic-limit band gaps were estimated by making an additivity assumption

$$E^{ADC(3)}(TZ) = E^{ADC(3)}(DZ)$$

$$+ E^{ADC(3)}_{g,3\times3\times3}(TZ) - E^{ADC(3)}_{g,3\times3\times3}(DZ),$$

where $E^{ADC(3)}_{g,\infty}(DZ)$ is the band gap extrapolated at the EA/IP-ADC(3)/gth-cc-pVDZ level of theory, while $E^{ADC(3)}_{g,3\times3\times3}(DZ)$ and $E^{ADC(3)}_{g,3\times3\times3}(TZ)$ are the EA/IP-ADC(3)/gth-cc-pVXZ ($X = D, T$) band gaps calculated using the $3 \times 3 \times 3$ k-point mesh.

5 Results

5.1 Ground-state properties

First, we benchmark the accuracy of periodic MP2 and MP3 methods for simulating the equation-of-state (EOS) and lattice constants of crystalline diamond (C) and silicon (Si). Although periodic MP2 has been previously used to compute the ground-state properties of three-dimensional crystalline materials, the applications of periodic MP3 have been limited to one- and two-dimensional systems. Figure 2 shows the EOS of C and Si calculated by plotting the ground-state energy per unit cell, relative to its equilibrium value, as a function of the unit cell volume. For C, the EOS from MP2 and MP3 are very close to the EOS computed using coupled cluster theory with single and double excitations (CCSD), which we use here as a reference. The EOS of Si represents a more challenging test for finite-order perturbation theory, with MP2 and MP3 showing noticeable deviations from CCSD. For both materials, the third-order correlation energy correction in MP3 significantly improves the description of crystalline ground-state energies relative to MP2, moving the computed EOS closer to that of CCSD. The EOS plots provide the equilibrium volumes, which can be used to calculate the equilibrium lat-
Figure 2: Equation-of-state for diamond (a) and silicon (b) computed using MP2, MP3, and CCSD with the gth-cc-pVTZ basis set, gth-hf-rev pseudopotential, and $3 \times 3 \times 3$ $k$-point mesh.

Table 1: Lattice parameters ($a$, Å) of diamond (C) and silicon (Si) at 0 K computed from Figure 2. Also reported are the experimental lattice parameters corrected for the zero-point vibrational effects.$^{106}$

| Method   | $a$(C)  | $a$(Si)  |
|----------|---------|----------|
| MP2      | 3.567   | 5.430    |
| MP3      | 3.574   | 5.463    |
| CCSD     | 3.572   | 5.455    |
| Experiment | 3.553  | 5.421    |

For C, the best agreement with CCSD is demonstrated by MP3, which overestimates the lattice parameter by only 0.002 Å, while MP2 underestimates this equilibrium constant by 0.005 Å. The differences in results are more prominent for Si, where the MP2 error in lattice constant is 0.025 Å. The MP3 method reduces the error in Si lattice parameter to 0.008 Å.

Overall, our results demonstrate that periodic MP3 is significantly more accurate than MP2 and is competitive with CCSD in the description of crystalline ground-state properties. This, together with a lower computational cost, makes MP3 an attractive alternative to CCSD for simulating the ground-state properties of weakly-correlated crystalline systems.

### 5.2 Band structures

Turning to excited-state properties, in this section we use the $k$-point EA/IP-ADC methods to simulate the crystalline band structures of C and Si and compare these results to the band structures from periodic Hartree–Fock theory (HF), density functional theory (PBE0 functional), and equation-of-motion CCSD (EOM-CCSD) reported in Ref. 39. Band structures provide important information about the electronic structure of a material by plotting the energies of charged electronic states as a function of crystal momentum $k$. For each material, we compute the three highest valence (IP) and four lowest conduction (EA) bands by performing independent IP- and EA-ADC calculations for a fixed number of $k$-points in the first Brillouin zone. All band structure calculations were performed using the $3 \times 3 \times 3$ $k$-point mesh with the gth-DZVP basis and gth-pade pseudopotential.

Figures 3(a), 3(c) and 3(e) show the band structures of C computed using EA/IP-ADC(2), EA/IP-ADC(2)-X, and EA/IP-ADC(3), respectively. Employing a finite basis set and $k$-point mesh, all ADC methods produce qualitatively similar band structures but differ in the prediction of energy gap between the conduction and valence bands. The EA/IP-ADC(2) methods correctly reproduce all features of the band structure from EOM-CCSD but consistently underestimate the conduction band energies in the sampled Brillouin zone by $\sim 2.3$ eV. Incorporating the third-
order correlation effects in EA/IP-ADC(2)-X and EA/IP-ADC(3) opens up the band gap, reducing the errors in conduction band energies to $\sim -0.4$ and $0.7$ eV, respectively. All three methods show a significant improvement over the HF theory, which exhibits a non-uniform performance in predicting the band energies in the Brillouin zone.

The band structures of Si computed using EA/IP-ADC are shown in Figures 3(b), 3(d) and 3(f). As for the ground-state properties (Section 5.1), simulating charged excited states of Si is a more challenging test for finite-order perturbation theories such as ADC, due to a much smaller fundamental band gap in this material compared to C. Although the EA/IP-ADC methods reproduce all qualitative features of the EOM-CCSD band structure, their performance is not uniform across the Brillouin zone. The EA/IP-ADC(2) methods significantly underestimate the conduction band energies near the $\Gamma$- and $L$-points but show much

Figure 3: Band structures of diamond (a, c, e) and silicon (b, d, f) computed using the periodic EA/IP-ADC methods with the gth-DZVP basis set, gth-pade pseudopotential, and $3 \times 3 \times 3$ sampling of the Brillouin zone. Results are compared to the band structures calculated using the Hartree–Fock theory (HF), density functional theory (PBE0), and equation-of-motion coupled cluster theory (EOM-CCSD). Due to convergence problems, some EA/IP-ADC(3) bands are incomplete as indicated by the dashed lines.
closer agreement to EOM-CCSD along the $X - W$ region and near the $K$-point. In contrast, EA/IP-ADC(2)-X and EA/IP-ADC(3) exhibit a good performance near the $\Gamma$-point, but overestimate the conduction band energies in other regions, with the exception of $L - \Gamma$ path for EA/IP-ADC(2)-X. This apparent lack of convergence in the ADC perturbation series underscores the importance of high-order electron correlation effects for small-gap semiconductors like Si.

### 5.3 Fundamental band gaps

Finally, we investigate the accuracy of EA/IP-ADC in predicting the fundamental band gaps of materials at the thermodynamic limit. Table 2 reports the band gaps of Si, SiC, C, MgO, Ar, LiF, and Ne calculated using the EA/IP-ADC methods with the gth-cc-pVXZ ($X = D, T$) basis sets and gth-hf-rev pseudopotential. For each material and basis set, the EA/IP-ADC band gaps were extrapolated to the thermodynamic limit as described in Section 4. The results of EA/IP-ADC calculations with finite $k$-meshes are presented in the Supplementary Information. Table 2 also shows the band gaps calculated using the periodic MP2 method with the all-electron cc-pVTZ basis set and the experimental band gaps for some of the EA/IP-ADC methods.

We now turn our attention to Figure 4, which compares the experimental fundamental band gaps ($E_{g}^{\text{exp}}$) with the extrapolated band gaps computed using the EA/IP-ADC methods and the gth-cc-pVTZ basis set ($E_{g}$). Here, we use $E_{g}^{\text{exp}}$ as a reference and analyze how the errors in $E_{g}$ for each method change as the $E_{g}^{\text{exp}}$ becomes smaller from Ne to Si. For Ne, LiF, and Ar with $E_{g}^{\text{exp}}$ ranging from 21.7 to 14.2 eV, EA/IP-ADC(2) and EA/IP-ADC(2)-X show similar results underestimating the experimental band gaps by 0.9 to 1.3 eV. In contrast, the EA/IP-ADC(3) methods overestimate $E_{g}^{\text{exp}}$ of these materials with errors ranging from 0.4 to 1.4 eV.

As $E_{g}^{\text{exp}}$ becomes smaller, the results of EA/IP-ADC methods start to deviate from each other. In particular, EA/IP-ADC(2) severely underestimate $E_{g}$ of C, SiC, and Si (by 4.7 to 6 eV), predicting their values to be negative at the thermodynamic limit. These large errors of strict second-order ADC approximations are accompanied by the poor performance of the MP2 method, which underestimates $E_{g}$ of C, SiC, and Si by 3.4 to 4.2 eV. Partially incorporating the third-order correlation effects in EA/IP-ADC(2)-X reduces the errors in $E_{g}$ for C, SiC, and Si by almost three-fold, from 4.7 – 6 eV to 1.5 – 2.1 eV. As a result, the EA/IP-ADC(2)-X band gap errors show much weaker dependence on $E_{g}^{\text{exp}}$ than EA/IP-ADC(2), leading to a more parallel curve in Figure 4. Despite significant improvements, the EA/IP-ADC(2)-X meth-
Table 2: Minimum fundamental band gaps (eV) calculated using EA/IP-ADC(2), EA/IP-ADC(2)-X, and EA/IP-ADC(3) with the gth-cc-pVXZ (X = D, T) basis sets and gth-hf-rev pseudopotential. For Ne and Ar, the gth-aug-cc-pVXZ (X = D, T) basis sets were used. Band gaps were extrapolated to the thermodynamic limit as described in Section 4.

| Material | ADC(2) DZ | ADC(2) TZ | ADC(2)-X DZ | ADC(2)-X TZ | ADC(3) DZ | ADC(3) TZ | MP2* | Experiment* |
|----------|-----------|-----------|-------------|-------------|-----------|-----------|------|-------------|
| Si       | −3.72     | −3.72     | −0.13       | −0.19       | 3.12      | 3.18      | −2.13 | 1.30        |
| SiC      | −2.66     | −2.31     | 0.74        | 0.79        | 4.97      | 5.05      | −1.21 | 2.37        |
| C        | −0.14     | −0.21     | 3.76        | 3.68        | 8.05      | 7.99      | 1.57  | 5.81        |
| MgO      | 6.39      | 5.99      | 6.99        | 6.84        | 9.85      | 9.82      | 7.70  | 8.19        |
| Ar       | 13.54     | 13.33     | 13.33       | 13.23       | 14.79     | 14.64     | 13.80 | 14.20       |
| LiF      | 14.06     | 13.78     | 14.18       | 14.02       | 16.54     | 16.53     | 14.88 | 15.09       |
| Ne       | 20.53     | 20.46     | 20.76       | 20.64       | 22.37     | 22.24     | 21.00 | 21.70       |
| ∆MAE     | 2.95      | 3.05      | 1.29        | 1.38        | 1.54      | 1.58      | 1.86  |             |
| ∆STD     | 2.27      | 2.13      | 0.44        | 0.40        | 0.75      | 0.82      | 1.79  |             |
| ∆MAX     | 5.95      | 6.02      | 2.05        | 2.13        | 2.6       | 2.68      | 4.24  |             |

* The ADC(3)/gth-cc-pVTZ band gaps were estimated using Eq. (26).
* MP2 band gaps calculated using the all-electron cc-pVTZ basis set from Ref. 47.
* The experimental band gaps include electron–phonon renormalization corrections.

Methods still produce an unphysical negative $E_g$ for Si at the thermodynamic limit. The EA/IP-ADC(3) methods overestimate the $E_g$ of C, SiC, and Si by 1.9 to 2.7 eV, predicting positive $E_g$ for all three materials.

Overall, out of the three ADC approximations studied in this work, the $E_g$ computed using EA/IP-ADC(2)-X and EA/IP-ADC(3) show the best agreement with the available experimental data. The EA/IP-ADC(2)-X results show the smallest mean absolute error ($\Delta_{MAE} = 1.38$ eV) and standard deviation of errors ($\Delta_{STD} = 0.40$ eV) relative to $E_g^{exp}$ and the most parallel curve in Figure 4. The EA/IP-ADC(3) methods exhibit larger $\Delta_{MAE}$ (1.58 eV) and $\Delta_{STD}$ (0.82 eV), but correctly predict the sign of band gap for all materials. Interestingly, we find that for each material the average of EA/IP-ADC(2)-X and EA/IP-ADC(3) band gaps computed using the gth-cc-pVTZ basis set is in a good agreement with $E_g^{exp}$ ($\Delta_{MAE} = 0.48$ eV). However, using a larger one-electron basis set is expected to lower the $\Delta_{MAE}$ of EA/IP-ADC(3) and increase the $\Delta_{MAE}$ of EA/IP-ADC(2)-X, shifting their average away from the experimental results.

6 Conclusions

We presented the first implementation and benchmark of periodic non-Dyson algebraic diagrammatic construction theory for simulating charged excitations in three-dimensional solids (EA/IP-ADC). EA/IP-ADC allows to efficiently compute crystalline band structures, band gaps, and densities of states from the one-particle Green’s functions approximated to low order in Möller–Plesset perturbation theory. In contrast to the periodic Dyson algebraic diagrammatic construction theory reported earlier, the non-Dyson formalism employed in our implementation allows for independent calculations of valence and conduction bands, which significantly reduces the computational cost.

Our work also features an implementation and benchmark of the second- and third-order periodic Möller–Plesset perturbation theory (MP2 and MP3), including the first-ever application of MP3 to three-dimensional crystalline systems. The periodic MP2 and MP3 methods were used to calculate the equation-of-states and lattice parameters of diamond (C) and silicon (Si) crystals. For both materials, adding the third-order electron correlation effects in MP3 significantly improves the accuracy of computed ground-state properties relative to periodic coupled cluster theory with single and double excitations (CCSD).

To assess the accuracy of periodic EA/IP-ADC for charged excited states of solids, we computed the band structures of C and Si using three EA/IP-ADC levels of theory (EA/IP-ADC(2), EA/IP-ADC(2)-X, and EA/IP-ADC(3)), a double-zeta Gaussian basis set, and a finite sampling of the Brillouin zone. For C, the band structures calculated using EA/IP-ADC(2)-X and EA/IP-ADC(3) are in a very good agreement with a reference band structure from equation-of-motion CCSD (EOM-CCSD), while the EA/IP-ADC(2) band energies are uniformly underestimated by ~ 2.3 eV. For Si,
all EA/IP-ADC methods show non-uniform errors in band energies in different points of the Brillouin zone, providing the evidence that small-gap semiconductors are challenging systems for finite-order perturbation theories such as EA/IP-ADC.

We benchmarked the accuracy of EA/IP-ADC further by calculating the thermodynamic-limit band gaps ($E_g$) of seven crystalline systems and compared them to the electron–phonon-corrected experimental band gaps ranging from 1.3 to 21.7 eV. For large-gap materials ($E_g > 6$ eV), the EA/IP-ADC methods combined with a triple-zeta basis set predict the band gaps with errors between 0.5 and 1.5 eV. For materials with smaller experimental band gap, EA/IP-ADC(2) severely underestimate the band gap by $\sim 5-6$ eV. EA/IP-ADC(2)-X and EA/IP-ADC(3) significantly improve upon EA/IP-ADC(2) with errors ranging from 1.5 to 2.7 eV. EA/IP-ADC(2)-X shows the best performance overall, systematically underestimating the experimental band gap by $\sim 1.4$ eV on average. EA/IP-ADC(3) overestimates the experimental band gaps with a mean error of 1.6 eV, which is expected to become smaller when using a larger one-electron basis set.

The work presented herein represents an important first step towards making the non-Dyson algebraic diagrammatic construction theory routinely applicable to periodic systems. Future work in our group will focus on a more efficient computer implementation of periodic EA/IP-ADC, developing new ADC approximations with improved accuracy, and extending periodic ADC to simulations of other excited-state properties of crystalline systems.
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See the supplementary material for the working equations of periodic EA/IP-ADC and the data used to calculate the EA/IP-ADC band gaps with finite $k$-meshes and at the thermodynamic limit.
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Periodic algebraic diagrammatic construction theory

\[
\begin{align*}
|\Phi_{\pm \mu}^1 k\rangle & |\Phi_{\pm \mu}^\$ k\rangle \\
\mathcal{M}_{\mp k} \mathcal{Y}_{\pm k} &= \mathcal{Y}_{\pm k} \mathcal{\Xi}_{\pm k}
\end{align*}
\]

ADC(3) EOM-CCSD

Energy (eV)