Abstract

We study form factors in $\mathcal{N}=4$ SYM at strong coupling in general kinematics and with multi-operator insertions by using gauge/string duality and integrability techniques. This generalizes the $AdS_3$ results of Maldacena and Zhiboedov in two non-trivial aspects. The first generalization to $AdS_5$ space was motivated by its potential connection to strong coupling Higgs-to-three-gluons amplitudes in QCD which was observed recently at weak coupling. The second generalization to multi-operator insertions was motivated as a step towards applying on-shell techniques to compute correlation functions at strong coupling. In this picture, each operator is associated to a monodromy condition on the cusp solutions. We construct $Y$-systems for both cases. The $Y$-functions are related to the spacetime (cross) ratios. Their WKB approximations based on a rational function $P(z)$ are also studied. We focus on the short operators, while the prescription is hopefully also applicable for more general operators.
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1 Introduction

One of the most challenging problems of modern theoretical physics is to understand the dynamics of strong coupling QCD analytically. While this is still very difficult, lots of studies have been focused on simpler models such as theories with supersymmetry. The general philosophy is that a good knowledge of these theories may finally help us to understand the real QCD. A particularly interesting theory that has drawn much attention is the $\mathcal{N}=4$ super Yang-Mills theory. There has been some evidence that $\mathcal{N}=4$ SYM results are important building blocks of QCD quantities, see for example [1, 2]. By the gauge/string duality, it becomes also possible to study the $\mathcal{N}=4$ SYM in the strong coupling regime where it is dual to a perturbative or semi-classical string theory in an $AdS$ background [3, 4, 5].

An impressive achievement is that we can now compute anomalous dimensions in $\mathcal{N} = 4$ SYM to any reasonable order in practice, see for example [6, 7, 8, 9, 10], where the integrability of the theory plays a fundamental role [11, 12, 13] (for a review on many aspects of integrability see [14]). It is expected that similar achievement may also be made for other more complicated observables, such as scattering amplitudes and correlation functions. Indeed surprising dualities and integrable structures have been found for amplitudes and null Wilson loops [15, 16, 17, 18, 19, 20, 21], and also correlation functions in a special light-like limit [22, 23].

One remarkable development is the computation of scattering amplitudes in $\mathcal{N} = 4$ SYM at strong coupling [15]. It was shown that the problem can be dual to a string minimal surface problem in $AdS$. The solving of this non-trivial geometrical problem was developed based on the integrability of the classical worldsheet theory [24, 25, 26]. Hopefully, these classical results will be useful to solve the full quantum problem such as in the study of operator dimensions [32, 33].

In this paper, we will focus on a more general class of observables, the so-called form factors. They are observables involving both on-shell particles and off-shell operators,
therefore are in some sense hybrids of amplitudes and correlation functions

\[ \langle \text{Out-states} | \prod_i \mathcal{O}_i(x_i) | \text{In-states} \rangle. \]

We will consider form factors in pure momentum space

\[ F(q_1, \cdots, q_l; p_1, \cdots, p_n) = \prod_{k=1}^l \int d^4x_k e^{i q_k \cdot x_k} \langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_l) | p_1 \cdots p_n \rangle, \quad (1.1) \]

where \( p_i^2 = 0 \) and \( q_k \) is arbitrary.

Most studies so far have been focused on form factors with one operator inserted. Form factors in string theory in \( AdS \) were first studied in \[34\]. Based on the recent developments of strong coupling amplitudes, a T-dual picture of form factors was proposed in \[35\], and the problem was solved in the \( AdS_3 \) case by using integrability techniques in \[36\]. At weak coupling, form factors in \( \mathcal{N} = 4 \) SYM were first studied in \[37\], and have received attention recently, see for example \[38, 39, 40, 41, 42\]. One surprising observation in \[43\] is that the remainder function of a two-loop three-point form factor in \( \mathcal{N} = 4 \) SYM matches exactly with the maximally transcendental part of the two-loop Higgs-to-3-gluon amplitudes in QCD \[44\].

As this correspondence looks very intriguing, one may think that this is an accidental coincidence. However, this two-loop coincidence is already rather non-trivial, which may be appreciated by a simple look at the very different perturbative structures of Feynman diagrams in \( \mathcal{N} = 4 \) SYM and QCD. It may be therefore reasonable to expect that there could be some hidden relations which will explain this coincidence and might play further roles for other situations, at least for the three-point case due to its particularly simple kinematics\[3\]. If the two-loop coincidence is going to be true for higher loops, one may expect that strong coupling form factors in \( \mathcal{N} = 4 \) would carry a non-trivial piece of information of strong coupling QCD. Considering that there are very few tools to study strong coupling QCD amplitudes, this possibility provides us enough motivation to study strong coupling form factors seriously.

The computation of form factors at strong coupling in \[36\] was restricted to two dimensional kinematics. In such case non-trivial quantities start at four-point. In order to study the three-point form factor, one needs to consider more general kinematics. In this paper we will consider the form factors in full \( R^{1,3} \) kinematics, corresponding to string in \( AdS_5 \). As is usually happened, the generalization from \( AdS_3 \) to \( AdS_5 \) is a nontrivial step. Although the underlying picture is similar to the \( AdS_3 \) case, the monodromy structure in \( AdS_5 \) is more complicated. In particular, the truncation conditions involve small solution contractions which are not \( T \)-functions. This complexity also makes it much more difficult

\[2\] The relation between form factors and Higgs-gluons amplitudes may be understood by noting that the operator in form factor \[43\] is equivalent to the Higgs-gluon effective vertex obtained by integrating out a quark loop.

\[3\] It would therefore be interesting to study three-loop case. Hopefully the progress can be made in \( \mathcal{N} = 4 \) side, as in \[43\] (also with the techniques developed in \[45\]), while the computation in QCD seems much more challenging.
to construct the Y-system, which is a main new challenge of the $AdS_5$ problem. We will describe the general construction, and the Y-system for the three-point form factor will be explicitly given.

Another interesting generalization in this paper is to compute form factors with multi-operator insertions. The main motivation is to study correlation functions at strong coupling with the help of on-shell techniques. Similar idea has been used at weak coupling in [46]. Although the observables we consider contain on-shell structures, they involve multiple operators, and in principle should contain all kinds of information of correlation functions. In particular, one should be able to extract the OPE coefficients from form factors containing two or more operators.

The basic idea we propose may be illustrated by the following flow chart:

```
Cusps ⇒ Small solutions ⇒ Hirota system ⇒ Y-system

Operators ⇒ Monodromy matrices
```

The main picture is that for each operator one can define a corresponding monodromy matrix, which will give a linear relation for the small solutions. These small solutions are related to the cusps and are the same building blocks for calculating amplitudes, therefore the known method of computing amplitudes can be applied to these more general class of observables. It is in this sense that we can compute off-shell observables by using on-shell techniques.

We derive explicitly the Y-system for form factors with multi-operator insertions in $AdS_3$, while in principle it should be possible to generalize to the $AdS_5$ case. The construction proposed in this paper is expected to be in principle applicable to arbitrary operators, although the study will be focused on light operators$^5$ for which the monodromy can be given explicitly.

This paper is organized as follows. In Section 2 we review the main physical pictures and the general strategy of strong coupling computation via AdS/CFT and integrability. We then review form factors in the $AdS_3$ case in section 3. Form factors in general $AdS_5$ kinematics are developed in section 4 and the three-point case is discussed explicitly in section 5. The generalization to multi-operator insertions is given in section 6. In section 7, the $P(z)$ function and WKB approximation are studied. Section 8 contains a summary and some discussions. There are three appendices. Appendix A is a collection of the definition of $T$- and $Y$-functions and their corresponding equations. A review of (momentum) twistor variables is given in appendix B. Appendix C is a brief discussion of the monodromy in a different basis.

---

4One may note that this is different from the logic used in computing anomalous dimensions via Y-system. Here it is important to obtain the Y-system, where the Y-functions are interpreted as the spacetime cross ratios, and for which the boundary condition can be conveniently introduced.

5These include short BPS operators such as the stress tensor supermultiplets which are studied in form factors at weak coupling, and also non-protected light operators with dimensions $\propto \lambda^{1/4}$, for example the Konishi operator.
2 Classical string and integrable system

Due to the nature of the problem which involves quite a few different stories and intermediate steps, in this section we give a brief review of the whole picture. The discussion here is not supposed to be self-contained, but we hope to cover the key physical pictures and central ideas. Interested reader is referred to the original papers (in particular [24, 25]) for more details.

2.1 Form factor as a classical string solution

As a first step to set up the problem, we explain how to map the computation of amplitudes and form factors at strong coupling in $\mathcal{N} = 4$ SYM to a classical string problem in an $AdS$ background [15, 35].

We first consider the picture for gluon states. Recall the $AdS$ space in Poincaré coordinate

$$ds^2 = \frac{dy^\mu dy_\mu + dz^2}{z^2}. \quad (2.1)$$

Gluon states in $\mathcal{N} = 4$ SYM are dual to open strings on the IR D3 branes (as an IR regulator) at the horizon (i.e. $z \to \infty$) [15]. One important property of the open strings on IR branes is that they carry very large proper momenta. Because high energy scattering is dominated by a saddle point approximation [47], the computation of open string amplitude becomes a classical string problem.

Form factors also contain operators, which are dual to closed string states in the bulk with boundary condition at $z \to 0$ [4, 5]. Therefore form factors correspond to scattering open and closed strings which are from the horizon and the boundary respectively, as shown on the left-hand side of Figure 1.

To simplify the problem, one important trick is to apply a formal T-duality along $y^\mu$ directions [48, 15]. The T-dual space is still an $AdS$ space

$$ds^2_{\text{T-dual}} = \frac{dx^\mu dx_\mu + dr^2}{r^2}, \quad (2.2)$$

where $r = 1/z$. The boundary and horizon reverse their roles in the T-dual space. The momenta of strings become the “windings” of strings. For amplitudes the problem becomes a type of Wilson loop problem [52, 53], with a null polygonal boundary. For form factors, the boundary becomes a periodic null Wilson line [35], where the period is determined by the momentum of the closed string $q$. The minimal surface extends to the horizon, as illustrated on the right-hand side of Figure 1.

Therefore, the form factor problem becomes to find the area of the minimal surface over one period, with boundary conditions at both the boundary and the horizon of the

\[\text{It is assumed that the scattering is still dominated by the classical saddle point.}\]

\[\text{This is in the sense of using Buscher’s formalism defined at action level [49], in which it is also straightforward to generalize to fermionic directions [50, 51].}\]

\[\text{It is also obvious that a mixing of Wilson loop and operators such as studied in [54] is very different from the form factors we consider here.}\]
Figure 1: The picture of T-duality for form factor. $q$ is the momentum of the operator which corresponds to a closed string state in the bulk. $q = \sum_i p_i$ due to momentum conservation. After T-duality, the picture becomes a minimal surface ending on a periodic null Wilson line at the boundary and extending to horizon. The period is given by $q$. T-dual AdS space. The general structure of the strong coupling results is

\[
\text{Observable} = e^{-\frac{\sqrt{\lambda}}{2\pi} \text{Area}} \times \text{(string $\alpha'$ corrections)}, \quad \alpha' \sim \frac{1}{\sqrt{\lambda}}. \quad (2.3)
\]

The string corrections in principle may be computed by considering string fluctuations where the classical solution is taking as a background, along the line of [55,56].

### 2.2 String in AdS as a classical integrable system

Because of the non-trivial boundary conditions, it is very hard to solve the string equations. The idea, proposed in [24] (see also for example [60,61,62]), is that rather than solving the string equations directly, one can apply the Pohlmeyer’s reduction [63] to reformulate the string equations to a Hitchin like system and then use the techniques of integrability. Here we briefly review the main strategy.

Since Pohlmeyer reduction is a well-understood procedure, we only point out that after the reduction, the string equations of motion and Virasoro constraints take a form of flat equation

\[
\partial A_z - \bar{\partial} A_z + [A_z, A_{\bar{z}}] = 0. \quad (2.4)
\]

If one decomposes $A$ into two parts $A = A + \Phi$, the equations form a Hitchin like system

\[
D_z \Phi_z = 0, \quad D_{\bar{z}} \Phi_{\bar{z}} = 0, \quad [D_z, D_{\bar{z}}] + [\Phi_z, \Phi_{\bar{z}}] = 0, \quad (2.5)
\]

\footnote{It seems no such computation has been done for any solutions corresponding to amplitudes, even for the simplest four-point case, where both the classical solution [15] and the result (given by ABDK/BDS ansatz [57,58]) are known. The pure spinor formalism [59] might be useful for such computations.}
where $D_z := \partial_z + [A_z, \cdot \cdot]$. For $AdS_5$ case it is a $SU(4)$ system\footnote{Here we have changed to the spinor representation of $SO(2,4)$ \[25\]. This change of representation is equivalent to the using of momentum twistor variables at weak coupling \[64\].} while for $AdS_3$ it can be reduced to $SL(2)$. The flat connection is not arbitrary but satisfies a $Z_4$ automorphism

\begin{equation}
A = -C A^T C^{-1}, \quad \Phi_z = -iC \Phi_z^T C^{-1}, \quad \Phi_{\bar{z}} = iC \Phi_{\bar{z}}^T C^{-1},
\end{equation}

where $C$ is a constant matrix whose explicit form is not important here. This $Z_4$ constraint plays an important role in the construction as we will see later. One can solve the linear equation

\begin{equation}
(d + A) \psi = 0,
\end{equation}

where the solution $\psi$ is related to the target space coordinates and therefore to the string solutions.

A natural logic would be to first find the solution for $A$ which solves the Hitchin equations, then solve the linear problem to find the solution $\psi$ which gives the classical string solution. However, the strategy used here is different. Roughly speaking, we will use the properties of the linear solution and the flat connection to construct the area directly without knowing the explicit solution.

The key idea is to use integrability. The integrability can be understood by the fact that one can lift the flat connection to a family of connections

\begin{equation}
A \rightarrow A(\zeta) = \left(A_z + \frac{1}{\zeta} \Phi_z\right) dz + \left(A_{\bar{z}} + \zeta \Phi_{\bar{z}}\right) d\bar{z},
\end{equation}

while the Hitchin equations are still satisfied. The new parameter $\zeta$ is called spectral parameter. We also use another variable $\theta$ where $\zeta = e^{i\theta}$. If one solves the linear problem with $A(\zeta)$, one obtains a one-parameter family of solutions $\psi(\zeta)$, and the original physical solution can be obtained by taking $\zeta = 1$.

With this extra parameter it seems one is dealing with a more general problem. However, new powerful techniques are available based on this new parameter\footnote{We would like to point out that the idea of introducing new parameters has played many other important roles in theoretical physics, such as the $\Omega$-deformation in localization techniques and the orbifold generalization in ABJM theory, see for example the talk by John Schwarz \[65\]. It would be very interesting to study their possible connection to integrability.}. The main result is that a set of functional equations, so-called Y-system, can be constructed. The non-trivial part of the area can be extracted from the solution of Y-system, which turns out to be the free energy in a thermodynamic Bethe ansatz (TBA) form \[66, 67\]. For amplitudes in $AdS_5$ it is like \[20\]

\begin{equation}
A_{\text{free}} = \sum_s \frac{m_s}{2\pi} \int d\theta \cosh \theta \log \left[(1 + Y_{1,s})(1 + Y_{3,s})(1 + Y_{2,s})\sqrt{2}\right].
\end{equation}

In this form, area is a function of mass parameters which are implicitly related to the physical cross ratios. An important observation later in \[68\] is that the area can also be written as the critical value of Yang-Yang functional, and in the new form area can be expressed directly as a function of cross ratios.
2.3 Boundary conditions and function $P(z)$

In this section we explain an important aspect of the story: how to formulate the boundary conditions. This will involve an important holomorphic function $P(z)$. We also discuss the special feature of form factors in which an operator is inserted.

One particular equation of the Hitchin system is the generalized sinh-Gordon equation

\[ \partial \bar{\partial} \alpha - e^\alpha - e^{-\alpha} |P(z)| = 0 , \]

where $P$ and $\alpha$ are given as

\[ P = \partial^2 X \cdot \bar{\partial}^2 X, \quad \alpha = \log(\partial X \cdot \bar{\partial} X) . \]

$P(z)$ is a holomorphic function. By making a field redefinition and introducing a new coordinate $w$ by a worldsheet conformal transformation as

\[ \alpha(z, \bar{z}) = \hat{\alpha}(z, \bar{z}) + \frac{1}{4} \log P(z) \bar{P}(\bar{z}) , \quad dw = (P(z))^{1/4} dz , \]

one can simplify the generalized sinh-Gordon equation as

\[ \partial_w \bar{\partial}_{\bar{w}} \hat{\alpha} - (e^{\hat{\alpha}} + e^{-\hat{\alpha}}) = 0 , \]

which is a simple sinh-Gordon equation. One should note that the change of worldsheet coordinate is only well-defined locally.

An important fact is that the four-cusp solution (first found in [15]) is simply the solution $P = 1$ and $\alpha = \hat{\alpha} = 0$ of the generalized sinh-Gordon equation [62]. This is an important reason of doing the above transformation. Asymptotically, the solution near each cusp should be the same as the four-cusp solution. This implies that near boundary where $z \to \infty$, we should have $\hat{\alpha} \to 0$. It also implies that each cover of $w$-plane contains four cusps. Therefore, $P(z)$ should be a polynomial, and the degree of the polynomial would depend on the number of cusps. The corresponding picture is shown in Figure 2.

The coefficients in the polynomial would encode the shape of the polygon.

A new feature of form factors is that there are also operators. As observed in [36], an insertion of an operator will introduce a pole term in $P(z)$. This requires a study.

\[ ^{12} \text{It is also simpler to introduce cut-off and compute regularized area in $w$-plane [24].} \]
of the boundary condition near the horizon, which will be discussed and generalized to AdS$_5$ in section\[1\] Due to the insertion of operator, the $z$-plane is no longer smooth. One can however smooth the $z$-plane with the sacrifice of introducing a multi-branch-cover of $z$-plane, as illustrated in Figure 3\[13\]. This picture is consistent with the periodic null Wilson line picture in the target space. We will use this picture later to introduce the monodromy for small solutions.

### 2.4 Small solutions

Now we introduce a very important building block, the so-called small solution. Consider again the linear problem

$$ (d + A(\zeta, z)) \psi(\zeta, z) = 0 . \quad (2.14) $$

Because of the special null-cusp boundary conditions, the solution has different asymptotic behaviors near different cusps. This displays the so-called Stocks phenomenon. The asymptotic behavior of the solution when $z \to \infty$ is only valid within a given Stokes sector. Let us consider the simple AdS$_3$ case (similar picture applies for AdS$_5$). While approaching an edge $i$, the solution can be approximated as

$$ \psi \sim c_{i}^{\text{big}} S_i + c_{i}^{\text{small}} s_i . \quad (2.15) $$

Small solutions $s_i$ are the solutions which decay fastest while approaching the boundary. They are unique up to a normalization. At first sight, it may be confusing why it is the small solution rather than the big solution that is important. However, it is not the big solution, but the coefficient of the big solution that contains the boundary information. This coefficient can be extracted by contracting the full solution with the small solution as $c_{i}^{\text{big}} \sim \langle \psi, s_i \rangle$. In this way, all non-trivial boundary information can be obtained in terms of the contraction of small solutions.

The coefficient $c_{i}^{\text{big}}$ is related to target-space variable, the momentum twistor $\lambda_i$ in the general AdS$_5$ case. $\lambda_i^a$ carries spacetime indices $a$. On the other hand, the small solution $s_i^\alpha$ is a solution of worldsheet theory and carry internal-space indices $\alpha$. This change of

---

\[13\] This is in some sense similar to what happened in $w$-plane in the 4K-cusp case \[24\][27].
variables from target space coordinates to worldsheet solutions plays a very important role in the strong coupling story.

We now consider the relation between small solutions and the spectral parameter. One important fact is that: the change of the phase of spectral parameter corresponds to the rotation of small solutions (i.e. cusps)\textsuperscript{14}. The \( Z_4 \) automorphism mentioned before plays a very important role. For example, the \( Z_2 \) automorphism in \( AdS_3 \) gives the relation \( s_{i+1}(\zeta) \propto i\sigma_3 s_i(e^{i\pi \zeta}) \). The contraction of small solutions can be defined as T-function and Y-functions, see Appendix A. Using \( Z_4 \) property and some other identities, it is possible to construct a finite set of difference equations between these functions.

While a Y-system is basically a set of algebraic equations given by a set of determinant identities, one needs to provide further information such as the asymptotic behavior of the corresponding functions, so that the obtained solution is corresponding to the observables being studied. This important information can be obtained by WKB approximation, in the limits of the spectral parameter: \(|\zeta| \to 0 \) or \( \infty \). In such limits, the contraction of small solutions is dominated by an integral along WKB lines that connect different edges, for example in \( AdS_3 \):\textsuperscript{15}

\[
\langle s_i, s_j \rangle_{\zeta \to 0} \sim \exp \left( \int_i^j \frac{\sqrt{p} \, dz}{\zeta} \right) \sim \begin{array}{c}
\text{im}
\end{array}
\]

(2.16)

The integrand \( \frac{\sqrt{p} \, dz}{\zeta} \) is obtained as the dominant term of flat connection (2.8) in the limit \( \zeta \to 0 \). The WKB lines can be obtained as the parametric curves \( z(t) \) which solve the equation \( \text{Im}(\dot{z} \sqrt{p}/\zeta) = 0 \). Therefore they are determined by the function \( P(z) \) which is related to the boundary conditions. These will be discussed further in section 7.

One can see that the problem is set up as a Riemann-Hilbert problem (see for example [69]): finding the exact functions from their discontinuities (provided by Y-system equations) and asymptotic behaviors (WKB approximations). In this paper we will construct the Y-systems for form factors in \( AdS_5 \) and with multi-operator insertions in \( AdS_3 \). We also study the WKB approximations.

2.5 Conventions

The basic definitions of \( T \)- and \( Y \)-functions and how to obtain Hirota and Y-system equations are summarized in Appendix A. For the reader who is not familiar with the definitions it may be necessary to have a look at the appendix before reading the following sections. Below we mention a few important relations and conventions.

\textsuperscript{14}This implies an intriguing correspondence between the worldsheet \( z \)-plane and spectral \( \zeta \)-plane.

\textsuperscript{15}The reason that there is a path connecting different edges can be understood that when computing the contraction one needs to bring the small solutions to a same point in the \( z \)-plane. In the limit \( \zeta \to 0 \), the solution \( s_i(z) \) is determined by the integrand \( \int_i^j \frac{\sqrt{p} \, dz}{\zeta} \), where the subindex \( i \) should be understood as the point where the cusp lives.
We will often assume the normalization conditions \[26\]

\begin{align*}
    AdS_3 \text{ case} : & \quad \langle s_i, s_{i+1} \rangle = 1, \quad (2.17) \\
    AdS_5 \text{ case} : & \quad \langle s_i, s_{i+1}, s_{i+2}, s_{i+3} \rangle = 1, \quad (2.18)
\end{align*}

unless indicated otherwise. The $Z_4$ automorphism imposes the following relations \[26\]

\begin{align*}
    AdS_3 \text{ case} : & \quad s_{i+1}(\zeta) = i\sigma_3 s_i(e^{i\pi/2} \zeta), \quad (2.19) \\
    AdS_5 \text{ case} : & \quad \bar{s}_{i+1}(\zeta) = C^{-1} s_i(e^{i\pi/2} \zeta), \quad s_{i+1}(\zeta) = C^T \bar{s}_i(e^{i\pi/2} \zeta), \quad (2.20)
\end{align*}

where

\begin{equation}
    \bar{s}_i := s_{i-1} \wedge s_i \wedge s_{i+1}. \quad (2.21)
\end{equation}

$\sigma_3$ and $C$ are some constant matrices whose explicit forms are not important in this paper.

There are two different conventions used for $AdS_3$ and $AdS_5$ cases:

\begin{align*}
    AdS_3 \text{ case} : & \quad f^\pm := f(e^{\pm i\frac{\pi}{2}} \zeta), \quad f^{[k]} := f(e^{\pm i\frac{k\pi}{2}} \zeta), \quad (2.22) \\
    AdS_5 \text{ case} : & \quad f^\pm := f(e^{\pm i\frac{\pi}{4}} \zeta), \quad f^{[k]} := f(e^{\pm i\frac{k\pi}{4}} \zeta). \quad (2.23)
\end{align*}

Since the number of cusps is always even in the $AdS_3$ case, for convenience we define

\begin{equation}
    \hat{n} := n/2, \quad (2.24)
\end{equation}

where $n$ is the number of cusps.

3 Review of form factors in $AdS_3$

In this section we review the Y-system for form factors in $AdS_3$ \[36\]. The construction in this case is relatively simple, but the basic picture in later generalizations is similar.

3.1 A look at amplitudes

We first look at the case of scattering amplitudes. For amplitudes, the corresponding minimal surface is smooth. The small solutions are single-valued on the $z$ plane

\begin{equation}
    s_j(e^{2\pi z}, \zeta) = s_j(z, \zeta). \quad (3.1)
\end{equation}

By definition $s_{j+\hat{n}}$ is the small solution in the same sector as $s_j$ but after going around the complex $z$ plane once. Because they are the solutions in the same sector, they should be proportional to each other

\begin{equation}
    s_{j+\hat{n}}(e^{2\pi z}, \zeta) \propto s_j(z, \zeta). \quad (3.2)
\end{equation}

This may be also understood from the periodic condition. Note that an arbitrary proportionality constant is allowed.
To do the contraction of small solutions, one needs to bring two small solutions to the same worldsheet point. Using (3.1) and (3.2), one gets that
\[ s_{i+n}(z,\zeta) \propto s_i(z,\zeta), \tag{3.3} \]
which implies \( \langle s_i, s_{i+n} \rangle = 0 \), or equivalently \( T_{n-1} = 0 \). This provides a natural truncation for Hirota equations. The corresponding Y-system is given in terms of \( \hat{n} - 3 \) Y-function: \( Y_m, \ m = 1, \ldots, \hat{n} - 3 \). [26]

\section{Operator as a monodromy}

Now we consider form factors. Since there is an operator inserted, the worldsheet is not smooth but contains a singular point. The small solutions are therefore no longer single-valued on \( z \) plane. In other words, they change their values after going around the complex \( z \)-plane, or more exactly, going around the singular point where the operator is inserted, as shown in Figure 4.

This effect can be characterized by introducing a \textit{monodromy matrix}. One can firstly choose two linearly independent small solutions as a basis. To be explicit, one can choose \( \{s_0, s_1\} \). The monodromy is defined as a 2 by 2 matrix \( \Omega(\zeta) \) satisfying
\[ \begin{pmatrix} s_1 \\ s_0 \end{pmatrix} (z e^{2\pi i}, \zeta) = \Omega(\zeta) \begin{pmatrix} s_1 \\ s_0 \end{pmatrix} (z, \zeta). \tag{3.4} \]

Using the \( Z_2 \) automorphism relation (2.19), this also fixes the monodromy relations for other small solutions. By taking the wedge of the small solutions, one can obtain
\[ \det[\Omega(\zeta)] = 1. \tag{3.5} \]

The exact property of \( \Omega \) is determined by the corresponding operator, which can be taken as an input of the system.

By definition, as discussed for amplitudes above, \( s_{j+n} \) is the small solution in the same sector as \( s_j \) but after going around the \( z \)-plane once (see Figure 4). Since they are in the
same sector, their relation of proportionality does not change: $s_{j+h}(e^{i2\pi z}) \propto s_j(z)$. We introduce a proportionality constant $B(\zeta)$ so that

$$s_{\hat{n}}(z, \zeta) = B(\zeta) s_0(ze^{-2\pi i}, \zeta). \quad (3.6)$$

By $Z_2$ relation (2.19), this also determines the proportionality constants for other small solutions, in particular

$$s_{\hat{n}+1}(z, \zeta) = B^{[2]}(\zeta) s_1(ze^{-2\pi i}, \zeta). \quad (3.7)$$

Taking the wedge of small solutions and using the normalization condition one can get a constraint on $B$:

$$B^{-1} = B^{[2]}. \quad (3.8)$$

At the same point of worldsheet, one obtains

$$\left( \begin{array}{c} s_{\hat{n}+1} \\ s_{\hat{n}} \end{array} \right)(z, \zeta) = B(\zeta) \cdot \Omega^{-1}(\zeta) \left( \begin{array}{c} s_1 \\ s_0 \end{array} \right)(z, \zeta), \quad (3.9)$$

where the proportionality constants are written into a diagonal matrix

$$B(\zeta) = \left( \begin{array}{cc} B^{[2]}(\zeta) & 0 \\ 0 & B(\zeta) \end{array} \right), \quad \det[B(\zeta)] = 1. \quad (3.10)$$

Unlike amplitudes, $s_i$ and $s_{i+\hat{n}}$ are not proportional to each other and $\langle s_i, s_{i+\hat{n}} \rangle \neq 0$, so the truncation becomes much more non-trivial for form factors.

### 3.3 Truncation and Y-system for form factors

We consider now how to use the above monodromy relation to truncate the Hirota equations, and then how to write them into a Y-system, following [36].

Firstly, a useful relation is from the trace of $\Omega$. From (3.9) one can obtain

$$\text{Tr}[\Omega(\zeta)] = B(\zeta) \langle s_0, s_{\hat{n}+1} \rangle(\zeta) - B^{-1}(\zeta) \langle s_1, s_{\hat{n}} \rangle(\zeta), \quad (3.11)$$

where we have used the fact that for a $2 \times 2$ unitary matrix ($\det[\Omega] = 1$), $\text{Tr}[\Omega] = \text{Tr}[\Omega^{-1}]$. This can be further written as

$$\text{Tr}[\tilde{\Omega}(\zeta)] := \text{Tr}[\Omega(\tilde{\zeta})] = B(\tilde{\zeta}) T_{\hat{n}}(\zeta) - B^{-1}(\tilde{\zeta}) T_{\hat{n}-2}(\zeta), \quad (3.12)$$

where $\tilde{\zeta} = e^{-i(\hat{n}+1)\pi/2}$.

One can see that the trace relation provides a truncation for the Hirota equations, since one can solve for $T_{\hat{n}}$ in terms of $T_{\hat{n}-2}$ and $\text{Tr}[\Omega]$. As mentioned before, $\text{Tr}[\Omega]$ can be taken as an input of the system.

While Hirota equations are not gauge invariant, it is necessary to write the system in a conformally invariant way, i.e. in a form of Y-system. This can be done by defining a new Y-function as

$$\overline{\mathbf{Y}}(\zeta) := B^{-1}(\tilde{\zeta}) T_{\hat{n}-2}(\zeta). \quad (3.13)$$
Then using (3.12), $T_{\hat{n}}(\zeta)$ can be solved as

$$T_{\hat{n}}(\zeta) = B^{-1}(\zeta) \left[ \text{Tr}[\tilde{\Omega}](\zeta) + \overline{Y}(\zeta) \right],$$

(3.14)

and furthermore for $Y_{\hat{n}-1}$

$$Y_{\hat{n}-1} = T_{\hat{n}-2} T_{\hat{n}} = \text{Tr}[\tilde{\Omega}] Y + Y^2.$$

(3.15)

The equation for $\overline{Y}$ is simply $\overline{Y}^+ \overline{Y}^- = 1 + Y_{\hat{n}-2}$.

In this way, one obtains a set of equations in terms of $\hat{n} - 1$ Y-functions:

$$Y_{s}^{+} Y_{s}^{-} = (1 + Y_{s+1})(1 + Y_{s-1}),$$

(3.16)

$$Y_{\hat{n}-2}^{+} Y_{\hat{n}-2}^{-} = (1 + Y_{\hat{n}-3})(1 + \text{Tr}[\tilde{\Omega}] Y + Y^2),$$

(3.17)

$$\overline{Y}^+ \overline{Y}^- = 1 + Y_{\hat{n}-2},$$

(3.18)

where $s = 1, \ldots, \hat{n} - 3$. A lattice structure of T- and Y-functions is shown in Figure 5.

Comparing to amplitudes, the system contains two new functions $Y_{\hat{n}-2}$ and $\overline{Y}$. This matches with the counting of the degrees of freedom. The operator is associated to the $2 \times 2$ monodromy matrix. Because $\det[\Omega] = 1$, there are three independent components, which correspond to three functions: $\text{Tr}[\Omega]$, $Y_{\hat{n}-2}$ and $\overline{Y}$, while $\text{Tr}[\Omega]$ is taken as an input in the Y-system. These $\hat{n} - 1$ Y-functions also match the number of degrees of the T-dual Wilson line picture, which is $2(\hat{n} - 1)$.

Because of the simple structure of the above Y-system, it can be easily written in terms of integrable equations. The free energy part of the area can be extracted from the

---

16 This is not necessary to be true. In some special cases the trace of the monodromy may also depend on the spectral parameter, then one can introduce another Y-function while the trace does not appears in the Y-system, see section 5.4 of [36]. In the periodic case that we consider in this paper, the trace of monodromy will be fixed to be a pure number.
solution and takes a TBA form \[36\]:

\[
A_{\text{free}} = \sum_s \frac{m_s}{2\pi} \int d\theta \cosh \theta \log(1 + Y_s) + 2\frac{m}{2\pi} \int d\theta \cosh \theta \log(1 + \bar{Y}). \tag{3.19}
\]

For the \(AdS_3\) case here, the construction of \(Y\)-system looks straightforward and simple. As we will see later, the generalizations to \(AdS_5\) and to multi-operator insertions are much more involving. However, the underlying picture is similar.

We would like to emphasize again how the picture of operator enters the story. The basic building blocks are small solutions, which are related to the null-cusp structure. The operator is introduced by a monodromy matrix which imposes some linear relations on the small solutions. The method of computing null Wilson loops can then be applied in a similar way to compute form factors. The detailed information of the monodromy is taken as an input. In principle one may consider arbitrary operators, depending on the choice of corresponding monodromy matrices.

### 3.4 Spacetime picture

Finally, in this subsection we review the spacetime picture \[36\]. We first clarify the difference between the worldsheet monodromy and spacetime monodromy. Then we solve the monodromy and also write the \(Y\)-functions in terms of target-space variables which specify the spacetime boundary configuration.

There are two kinds of monodromy. One is defined in terms of small solutions, as discussed above. It characterizes the non-single-valuedness of small solutions while going around the path that surrounds the operator. We call it \emph{worldsheet monodromy} and denote it as \(\Omega\). The other one is defined in terms of spacetime variables. It will be called \emph{spacetime monodromy} and denoted by \(\hat{\Omega}\).

The spacetime monodromy can be taken as a spacetime conformal transformation. It can be given by mapping \(\{X_n, X_{n+1}, X_{n+2}\}\) to \(\{X_0, X_1, X_2\}\). Using spinor decomposition \(X_i = \lambda^L_i \lambda^R_i\), it is enough to consider left-hand spinor \(\lambda^L_i\). Explicitly, the monodromy can be defined as

\[
\lambda^L_{i+n} \propto \hat{\Omega} \lambda^L_i = \left(\hat{\Omega}_{11} \lambda^L_{i,1} + \hat{\Omega}_{12} \lambda^L_{i,2}\right), \tag{3.20}
\]

where \(i = 0, 1, 2\). Because \(X_i\)'s are embedding coordinates, the mapping is only \emph{projectively}, and an arbitrary proportionality constant is allowed for each \(i\). One also has \(\det(\hat{\Omega}) = 1\), because the conformal group is \(SL(2,R)\).

The trace truncation equation (3.11) in terms of spacetime variables can be written as

\[
\text{Tr}[\hat{\Omega}] \langle \lambda^L_0, \lambda^L_1 \rangle = \langle \lambda^L_0, \hat{\Omega} \lambda^L_1 \rangle + \langle \hat{\Omega} \lambda^L_0, \lambda^L_1 \rangle. \tag{3.21}
\]

Unlike the worldsheet picture where monodromy relates different small solutions, in spacetime the monodromy matrix operates on a single spinor variable. The worldsheet monodromy...
monodromy $\Omega_{ij}$ carries the indices of small solution basis, while the spacetime monodromy $\hat{\Omega}_{ab}$ carries spacetime indices. For each component of $\hat{\Omega}_{ij}$ and $\Omega_{ab}$, they are in general different from each other. But for special combinations like $\text{Tr}[\Omega]$, the worldsheet and spacetime monodromies take the same value [36].

One can solve for $\hat{\Omega}$ more explicitly in terms of Poincaré coordinate $x$. It is convenient to use light-cone coordinates $x^\pm := x_0 \pm x_1$, which can be related to spinors as [24]

$$x_i^+ = \frac{(\lambda^L_i)_2}{(\lambda^L_i)_1}. \tag{3.22}$$

The monodromy relations (3.20) written in terms of $x^+$ variables are

$$\frac{1}{x_i^{i+\bar{n}}} = \frac{\hat{\Omega}_{11} + \hat{\Omega}_{12}x_i^+}{\hat{\Omega}_{21} + \hat{\Omega}_{22}x_i^+}, \tag{3.23}$$

where $i = 0, 1, 2$. Together with the condition $\det(\hat{\Omega}) = 1$, they uniquely fix the monodromy (up to a whole sign).

We focus on the short operators which is T-dual to a null Wilson line boundary condition. One has

$$x_i^{i+\bar{n}} = x_i^+ + q, \tag{3.24}$$

for all $i$. Using (3.23), one can obtain the monodromy

$$\hat{\Omega} = \begin{pmatrix} 1 & 0 \\ q & 1 \end{pmatrix}, \tag{3.25}$$

and $\text{Tr}[\hat{\Omega}] = 2$. As shown in [36], the trace of the worldsheet monodromy takes the same value

$$\text{Tr}[\Omega] = \text{Tr}[\hat{\Omega}] = 2. \tag{3.26}$$

The $\overline{Y}$-function can be also written in terms of spacetime variables. To do this one needs first to write the $\overline{Y}$ function in a form which is independent of normalization. One can define $\bar{s}_1(z) = s_1(ze^{-i2\pi})$ and therefore $\langle s_{\bar{n}}, s_1 \rangle = B(s_{\bar{n}}, s_{\bar{n}+1})$. Recall the definition (3.13), one obtains

$$\overline{Y}(\zeta) = \frac{\langle s_1, s_{\bar{n}} \rangle}{\langle s_{\bar{n}}, s_1 \rangle}(\zeta e^{-i\pi(n+1)/2}). \tag{3.27}$$

This form makes it obvious that the WKB approximation of $\overline{Y}$ forms a closed path which contains the singular point corresponding to the insertion of operator [36].

Then $\overline{Y}$ can be written in terms of spacetime coordinates

$$\overline{Y}(\zeta = i^{\bar{n}+1}) = \frac{\langle \lambda^L_{i_1}, \lambda^L_{\bar{n}} \rangle}{\langle \lambda^L_{\bar{n}}, \Omega \lambda^L_i \rangle} = -\frac{\lambda^L_{i_1,1}\lambda^L_{\bar{n},2} - \lambda^L_{i_1,2}\lambda^L_{\bar{n},1}}{\lambda^L_{1,1}\lambda^L_{\bar{n},2} - (q\lambda^L_{1,1} + \lambda^L_{1,2})\lambda^L_{\bar{n},1}} = \frac{x_i^{i+\bar{n}}}{x_{\bar{n},\bar{n}+1}}. \tag{3.28}$$

One can see that $\overline{Y}$ is scale-invariant, but different from other $Y$-functions which are usual conformal cross ratios. This is related to the fact that form factor is not dual-conformally invariant, unlike scattering amplitudes. The nice point is that at strong coupling in the worldsheet picture, integrability techniques are still available. One can deal with $\overline{Y}$ exactly in the same way as for usual $Y$-functions.
4 Form factors in $AdS_5$

In this section, we study form factors in $AdS_5$. The construction will be parallel to the $AdS_3$ case, but as we will see, new problems will appear.

4.1 Monodromy

As in $AdS_3$, one can first choose four linearly independent small solutions $\{s_{-2}, s_{-1}, s_0, s_1\}$ as a basis for the general solutions of the linear problem. The worldsheet monodromy is characterized by a 4 by 4 matrix $\Omega(\zeta)$, which is defined by the relation

$$
\begin{pmatrix}
  s_1 \\
  s_0 \\
  s_{-1} \\
  s_{-2}
\end{pmatrix}
(z e^{2\pi i}, \zeta)
= \Omega^{-1}(\zeta)
\begin{pmatrix}
  s_1 \\
  s_0 \\
  s_{-1} \\
  s_{-2}
\end{pmatrix}
(z, \zeta).
$$

(4.1)

Taking the wedge of small solutions one has $\det[\Omega(\zeta)] = 1$.

By definition, one has the same proportionality relation that $s_{j+n}(e^{i2\pi z}, \zeta) \propto s_j(z, \zeta)$. We introduce the proportionality constant $B(\zeta)$ such that

$$
s_{n+1}(z, \zeta) = B(\zeta) s_1(e^{-2\pi i z}, \zeta).
$$

(4.2)

Using the $Z_4$ automorphism relations (2.20), proportionality constants are fixed for all other small solutions, in particular

$$
\begin{align*}
  s_n(z, \zeta) &= B^{-1}(e^{i\pi/2} \zeta) s_0(e^{-2\pi i z}, \zeta), \\
  s_{n-1}(z, \zeta) &= B(e^{-i\pi} \zeta) s_{-1}(e^{-2\pi i z}, \zeta), \\
  s_{n-2}(z, \zeta) &= B^{-1}(e^{-i\pi/2} \zeta) s_{-2}(e^{-2\pi i z}, \zeta).
\end{align*}
$$

(4.3)-(4.5)

There are also extra constraints from (2.20):

$$
B B^{[4]} = B^{[2]} B^{-[2]}, \quad B = B^{[8]}.
$$

(4.6)

One obtains that at the same point of the worldsheet $s_j$ and $s_{j+n}$ are related to each other as

$$
\begin{pmatrix}
  s_{n+1} \\
  s_n \\
  s_{n-1} \\
  s_{n-2}
\end{pmatrix}
(z, \zeta)
= \mathcal{B}^{-1}(\zeta) \cdot \Omega(\zeta)
\begin{pmatrix}
  s_1 \\
  s_0 \\
  s_{-1} \\
  s_{-2}
\end{pmatrix}
(z, \zeta),
$$

(4.7)

where the proportionality factors are written into a diagonal matrix

$$
\mathcal{B}^{-1} := \text{diag}\{B, (B^{[2]})^{-1}, B^{-[4]}, (B^{-[2]})^{-1}\}, \quad \det[\mathcal{B}] = 1.
$$

(4.8)

\footnote{Note that compare to the $AdS_3$ case, here we choose $\Omega^{-1}$ in the definition for convenience.}
4.2 Truncation of Hirota equations

Similar to the $AdS_3$ case, one can apply trace conditions to truncate the Hirota equations. The traces of monodromy are conformally invariant quantities \[^{33}\]. Their spacetime picture will be discussed later. We first consider the simple trace $\Tr[\Omega] = \sum_{i=1}^{4} \Omega_{ii}$. Using (4.7), one can obtain

\[
\Tr[\Omega] = B_{11} \langle s_{-2}, s_{-1}, s_0, s_{n+1} \rangle + B_{44} \langle s_{n-2}, s_{-1}, s_0, s_1 \rangle + B_{33} \langle s_{-2}, s_{n-1}, s_0, s_1 \rangle + B_{22} \langle s_{-2}, s_{-1}, s_n, s_1 \rangle .
\] (4.9)

Using the definition of $T$-functions, this can be further written as

\[
\Tr[\Omega] = B_{11} T_{1,n}^{[n]} - B_{44} T_{3,3-n-3}^{[n-1]} - B_{22} \langle s_{-2}, s_{-1}, s_1, s_n \rangle + B_{33} \langle s_{-2}, s_0, s_1, s_{n-1} \rangle ,
\] (4.10)

which provides a truncation for the chain of Hirota equations by expressing $T_{1,n}$ in terms of other $T$ functions. One may worry about the other two terms which are not $T$ functions. However, they can be expressed in terms of $T$-functions as will be discussed in the next subsection.

To obtain a truncation relation for $T_{3,n}$, it is natural to consider the $\bar{s}_i$ variables and the corresponding $\bar{\Omega}, \bar{B}$, which gives\[^{20}\]

\[
\Tr[\bar{\Omega}] = \bar{B}_{11} T_{3,3-n}^{[n]} - \bar{B}_{44} T_{3,3-n-3}^{[n-1]} - \bar{B}_{22} \langle \bar{s}_{-2}, \bar{s}_{-1}, \bar{s}_1, \bar{s}_n \rangle + \bar{B}_{33} \langle \bar{s}_{-2}, \bar{s}_0, \bar{s}_1, \bar{s}_{n-1} \rangle .
\] (4.11)

Note that $\bar{\Omega}, \bar{B}$ are not new but related to $\Omega, B$, see Appendix C.

Finally, we need a truncation relation for $T_{2,n}$. One can consider the double trace (see also \[^{20}\])

\[
\Tr^{(2)}[\Omega] := \sum_{1 \leq i < j \leq 4} \Omega_{ii} \Omega_{jj} = \frac{1}{2} (\Tr[\Omega]^2 - \Tr[\Omega^2]) .
\] (4.12)

Using (4.7) and the definition of $T$ functions, one obtains

\[
\Tr^{(2)}[\Omega] = B_{11} B_{22} T_{2,n}^{[n-1]} + B_{33} B_{44} T_{2,n-4}^{[n-1]}
- B_{11} B_{33} \langle s_{-2}, s_0, s_{n-1}, s_{n+1} \rangle - B_{22} B_{44} \langle s_{-1}, s_1, s_{n-2}, s_n \rangle
+ B_{11} B_{44} \langle s_{-1}, s_0, s_{n-2}, s_{n+1} \rangle + B_{22} B_{33} \langle s_{-2}, s_1, s_{n-1}, s_n \rangle .
\] (4.13)

As will be discussed in next subsection, all small solution contractions can be written in terms of $T$ functions. One may consider further a relation from the triple-trace

\[
\Tr^{(3)}[\Omega] := \sum_{i < j < k} \Omega_{ii} \Omega_{jj} \Omega_{kk} = \frac{1}{6} (\Tr[\Omega]^3 - 3 \Tr[\Omega^2] \Tr[\Omega] + 2 \Tr[\Omega^3]) ,
\] (4.14)

but it can be shown that it gives an equivalent truncation relation for $T_{1,n}$ function.

\[^{20}\]Note that $T_{3,m}$ is dual to $T_{1,m}$ in the sense of $s_i \leftrightarrow \bar{s}_i$ \[^{20}\].
4.3 Recursion relations

In the above truncation relations, several new small solution contractions appear. In this subsection we show that they can be expressed in terms of \( T \)-functions by using some recursion relations. A few new functions will be defined for convenience.

We define the contractions appearing in simple-trace relations as \( R \)- and \( S \)-functions

\[
R_{1,m} := \langle s_{-2}, s_{-1}, s_1, s_{m+2} \rangle_{[-m]}, \quad R_{3,m} := \langle \bar{s}_{-2}, \bar{s}_{-1}, \bar{s}_1, \bar{s}_{m+2} \rangle_{[-m]}, \quad \tag{4.15}
\]

\[
S_{1,m} := \langle s_{-2}, s_0, s_1, s_{m+2} \rangle_{[-m]}, \quad S_{3,m} := \langle \bar{s}_{-2}, \bar{s}_0, \bar{s}_1, \bar{s}_{m+2} \rangle_{[-m]} \quad \tag{4.16}
\]

Using the Wronskian relations reviewed in Appendix A, one can obtain the following recursion relations

\[
R_{1,m} = R_{1,m-1}^+ \frac{T_{1,m}^{+1}}{T_{1,m}} + T_{2,m}^{+1}, \quad R_{3,m} = R_{3,m-1}^+ \frac{T_{3,m}^{+1}}{T_{3,m}} + T_{2,m}^{+1}, \quad \tag{4.17}
\]

\[
S_{1,m} = S_{1,m-1}^+ \frac{T_{3,m}}{T_{3,m-1}} - T_{3,m}^{[2]}, \quad S_{3,m} = S_{3,m-1}^+ \frac{T_{1,m-1}}{T_{1,m-1}} - T_{2,m}^{[2]} \quad \tag{4.18}
\]

Together with the initial conditions

\[
R_{1,0} = R_{3,0} = T_{2,1}, \quad S_{1,0} = T_{1,1}, S_{3,0} = T_{3,1}, \quad \tag{4.19}
\]

all \( R \)- and \( S \)-functions can be expressed in terms of \( T \)-functions.

To consider the contractions appearing in the double-trace relation, we first define

\[
U_{1,m} := \langle s_{-2}, s_{-1}, s_m, s_{m+2} \rangle_{[-m]}, \quad U_{3,m} := \langle s_{-1}, s_0, s_{m+1}, s_{m+3} \rangle_{[-m-2]}, \quad \tag{4.20}
\]

\[
V_{1,m} := \langle s_{-2}, s_0, s_{m+1}, s_{m+2} \rangle_{[-m]}, \quad V_{3,m} := \langle s_{-1}, s_1, s_{m+2}, s_{m+3} \rangle_{[-m-2]} \quad \tag{4.21}
\]

which satisfy

\[
U_{1,m} = \frac{T_{1,m-1}^- T_{2,m+1}^- + T_{2,m+1}^+ T_{1,m}^-}{T_{1,m}}, \quad U_{3,m} = \frac{T_{3,m-1}^- T_{2,m+1}^- + T_{2,m+1}^+ T_{3,m}^-}{T_{3,m}}, \quad \tag{4.22}
\]

\[
V_{1,m} = \frac{T_{1,m-1}^- T_{2,m+1}^- + T_{2,m+1}^+ T_{1,m}^-}{T_{3,m}}, \quad V_{3,m} = \frac{T_{3,m-1}^- T_{2,m+1}^- + T_{2,m+1}^+ T_{3,m}^-}{T_{1,m}}. \quad \tag{4.23}
\]

The four contractions in (4.13) are then defined as

\[
W_{1,m}(\zeta) := \langle s_{-2}, s_0, s_{m+1}, s_{m+3} \rangle_{[-m-1]}, \quad W_{3,m}(\zeta) := \langle s_{-1}, s_1, s_{m+2}, s_{m+4} \rangle_{[-m-3]} \quad \tag{4.24}
\]

\[
W_{2,m}(\zeta) := \langle s_{-1}, s_0, s_{m+1}, s_{m+4} \rangle_{[-m-2]}, \quad W_{3,m}(\zeta) := \langle s_{-2}, s_1, s_{m+2}, s_{m+3} \rangle_{[-m-2]} \quad \tag{4.25}
\]

which satisfy

\[
W_{1,m} = \frac{V_{1,m}^- U_{3,m}^- - T_{1,m}^- T_{1,m}^+}{T_{2,m}}, \quad W_{3,m} = \frac{V_{3,m}^- U_{1,m}^- - T_{3,m}^- T_{3,m}^+}{T_{2,m}}, \quad \tag{4.26}
\]

\[
W_{2,m} = \frac{U_{3,m+1}^+ U_{3,m}^- - T_{2,m}^- T_{2,m+2}^+}{T_{2,m+1}}, \quad W_{3,m} = \frac{V_{1,m+1}^- V_{3,m}^- - T_{2,m}^- T_{2,m+2}^+}{T_{2,m+1}}. \quad \tag{4.27}
\]

Using (4.22)–(4.23), all \( W \)-functions can be written in terms of \( T \)-functions.

The main lesson in this subsection is that any small solution contraction can be expressed in terms of \( T \)-functions, therefore it is enough to focus on the \( T \)-functions.
4.4 Y-system for AdS$_5$ form factors

While it is straightforward to introduce the trace relations to truncate the Hirota system, it is more challenging to obtain a Y-system. We find it mostly convenient to introduce three new $Y_a$ functions as follows:

\[
\begin{align*}
Y_1 & := A_1 \frac{T_{3,n-2}}{T_{2,n-1}}, & Y_3 & := A_3 \frac{T_{1,n-2}}{T_{2,n-1}}, & Y_2 & := A_2 \frac{T_{2,n-2}}{T_{1,n-1}T_{3,n-1}},
\end{align*}
\] (4.28)

where

\[
\begin{align*}
A_1 & := B^{[-n]}, & A_3 & := (B^{[-n+4]})^{-1}, & A_2 & := \frac{B^{[-n+1]}}{B^{[-n+3]}}.
\end{align*}
\] (4.29)

It is interesting to notice the relations

\[
\begin{align*}
A_1^2 & A_2 A_3 = A_1^{-2} A_3^{-1} = A_2^{-1} A_3^{-1} = 1,
\end{align*}
\] (4.30)

which have appeared for the amplitudes of $n = 4K$ cases for three special combinations of Y-functions (see page 27 of [26]).

These $\mathbf{Y}$ functions satisfy the following nice equations

\[
\begin{align*}
\frac{Y_1^+ Y_3^-}{Y_2^-} & = \frac{1 + Y_{3,n-2}}{1 + Y_{2,n-1}}, & \frac{Y_1^- Y_3^+}{Y_2^+} & = \frac{1 + Y_{1,n-2}}{1 + Y_{2,n-1}},
\end{align*}
\] (4.31)

\[
\frac{Y_2^+ Y_1^- Y_3^+ Y_2^-}{Y_1^- Y_3^+ Y_2^+} = \frac{1 + Y_{2,n-2}}{(1 + Y_{1,n-1})(1 + Y_{3,n-1})}.
\] (4.32)

Notice that functions $Y_{a,n-1}$ appear on the right-hand side of equations. To have a closed system, one needs to solve them in terms of other $Y$-functions. This can be done by noticing the following relations:

\[
Y_{a,n-1} = (A_a^{-1} T_{a,n}) Y_a, \quad a = 1, 2, 3,
\] (4.33)

while $A_a^{-1} T_{a,n}$ can be solved directly using the trace relations given before. Since the trace functions of $\Omega$ are normalization independent, the trace equations (and therefore $Y_{a,n-1}$) are guaranteed to be able to be written in terms of $Y$-functions: $Y_a$ and $Y_{a,m}, m = 1, \ldots, n - 2$. This will be shown explicitly later in the three-point case.

The full Y-system for form factors in AdS$_5$ can be summarized as

\[
\begin{align*}
\frac{Y_{a,m} Y_{4-a,m}^+}{Y_{a+1,m} Y_{a-1,m}^-} & = \frac{(1 + Y_{a,m+1})(1 + Y_{a,m-1})}{(1 + Y_{a+1,m})(1 + Y_{a-1,m})},
\end{align*}
\] (4.34)

\[
\frac{Y_a^+ Y_{4-a}^-}{Y_{a+1} Y_{a-1}^-} = \frac{1 + Y_{a,n-2}}{(1 + Y_{a+1,n-1})(1 + Y_{a-1,n-1})},
\] (4.35)

where $a = 1, 2, 3, \quad m = 1, \ldots, n - 2$, and $Y_{a,n-1}$ can be expressed in terms of other $Y$-functions appearing in the equations. Therefore one obtains a closed finite system in terms of $3(n-1)$ $Y$-functions, as shown in Figure 6.

\[\text{21This also explains why we introduce } Y_a \text{ functions in the above form.}\]
Figure 6: Lattice picture for the T/Y-system of AdS$_5$ form factors. Dots with black circles correspond to $Y$-functions $Y_{a,m}$, while dots with red circles are for $Y$. Red dots are for $T_{a,n}$, which can be solved via the trace relations. For amplitudes, the $Y$-functions are truncated to the left hand side of the red dashed line.

Comparing to amplitudes where there are $3(n - 5)$ $Y$-functions, in form factors there are 12 more (for $n > 4$). This can be understood as follows. Form factor contains a $4 \times 4$ unitary monodromy matrix $\Omega$ which has 15 independent components. Minus three traces, 12 degrees of freedom are left, giving 12 new $Y$-functions. On the other hand, this does not match with the spacetime picture of a periodic Wilson line in AdS$_5$, where it only has $3n - 7$ independent degrees of freedom.$^{22}$ Note this is different from the AdS$_3$ case, where the number of $Y$-functions matches with the number of the degrees of freedom. It implies that in AdS$_5$, the monodromy matrix of a short operator is not arbitrary but with extra four constraints. In practice this is not a problem, since the WKB approximation of $Y$-functions are determined in the same way by the $P(z)$ polynomial. For general operators, it would require further information.

A proposal for the free energy
Following the result in AdS$_3$ $^{36}$, a natural proposal for the free energy is

$$A_{\text{free}} = \sum_s \frac{m_s}{2 \pi} \int d \theta \cosh \theta \log \left[ (1 + Y_{1,s})(1 + Y_{3,s})(1 + Y_{2,s})^{\sqrt{2}} \right]$$
$$+ c \frac{m}{2 \pi} \int d \theta \cosh \theta \log \left[ (1 + \overline{Y}_1)(1 + \overline{Y}_3)(1 + \overline{Y}_2)^{\sqrt{2}} \right],$$

(4.36)

where $c$ is an integer factor which may be fixed by studying some simple limits.

$^{22}$This can be obtained by a counting of symmetries as $3(n - 5) + 4 + 4 = 3n - 7$. $3(n - 5)$ is the degrees of freedom for an $n$-cusp Wilson loop, while a periodic $n$-cusp Wilson line would break 4 special conformal transformation symmetries, and there is also an off-shell momentum $q$ which gives the other 4.
4.5 Reduction to \(AdS_4\) and \(AdS_3\)

We consider the reduction following the discussion for amplitudes in [26]. The reduction to the \(AdS_4\) case is simply given by taking

\[ T_{1,s}(\zeta) = T_{3,s}(\zeta), \quad Y_{1,s}(\zeta) = Y_{3,s}(\zeta). \]  

Therefore for form factors in \(AdS_4\), there are only two trace-relations \(\text{Tr}[\Omega]\) and \(\text{Tr}^{(2)}[\Omega]\) to consider. This reduction will be used in the three-point case.

We consider further to reduce the system to \(AdS_3\). Besides the relation \(T_{1,s} = T_{3,s}\), the linear problem splits into two decoupled problems denoted by left and right problems. In an appropriate gauge

\[ s_{2k} = \left(\begin{array}{c} s^R_k \\ 0 \end{array}\right), \quad s_{2k+1} = \left(\begin{array}{c} 0 \\ s^L_{k+1} \end{array}\right), \]  

where \(s^L\) and \(s^R\) are the small solution of the left and right \(AdS_3\) problems respectively. The left and the right problems are related by a rotation in the spectral parameter

\[ \langle s^R_i, s^R_j \rangle = \langle s^L_i, s^L_j \rangle^{[2]} \]  

The small solution contraction in \(AdS_5\) is reduced to

\[ \langle s_{2i}, s_{2i+1}, s_{2j}, s_{2j+1} \rangle = -\langle s^R_i, s^R_j \rangle \langle s^L_{k+1}, s^L_{l+1} \rangle. \]

One can choose a normalization \(\langle s^L_i, s^L_{i+1} \rangle = 1\), this corresponds to an unusual normalization \(\langle s_i, s_{i+1}, s_{i+2}, s_{i+3} \rangle = -1\) in \(AdS_5\). Most equations in \(AdS_5\) become identically satisfied except for the nodes of \(T_{2,2k}\). For these, they reduce to the Hirota equations in \(AdS_3\).

The monodromy matrix can be decomposed as

\[ \left(\begin{array}{c} s_1 \\ s_{-1} \\ s_0 \\ s_{-2} \end{array}\right)(ze^{2\pi i}, \zeta) \sim \left(\begin{array}{cc} \Omega_L(\zeta) & 0 \\ 0 & \Omega_R(\zeta) \end{array}\right) \left(\begin{array}{c} s_1 \\ s_{-1} \\ s_0 \\ s_{-2} \end{array}\right)(z, \zeta), \]

where using the relation \(s_{R,a} = s_{L,a}^{[2]}\), one can get

\[ \Omega_R = \Omega_L^{[-2]} \]  

One can check that the three traces-relations in \(AdS_5\) exactly reduce to the single relation in \(AdS_3\). In deriving it one needs to use the relation

\[ \text{Tr}[\Omega] = -\left(\text{Tr}[\Omega_L] + \text{Tr}[\Omega_R]\right), \]

while the minus sign is due to the normalization \(\langle s_i, s_{i+1}, s_{i+2}, s_{i+3} \rangle = -1\).

The reduction of \(Y\) functions can be summarized as in Figure 7.
4.6 Spacetime picture

As discussed in the $AdS_3$ case, the spacetime monodromy can be understood as a spacetime conformal transformation. In $AdS_5$ it is convenient to consider the map for twistor variables, and in this representation the conformal group is $SU(4)$. An introduction of twistor variables is given in Appendix [B].

Spacetime monodromy can be defined by mapping four twistors $\{\lambda_{n-2}, \lambda_{n-1}, \lambda_n, \lambda_{n+1}\}$ to $\{\lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_1\}$

$$
\lambda_{i+n} \propto \hat{\Omega} \lambda_i,
$$

where $i = -2, -1, 0, 1$. Note that the map is only projective, and an arbitrary proportionality constant is allowed for each $i$. Since $\hat{\Omega} \in SU(4)$, one has $\det(\hat{\Omega}) = 1$. Like for small solutions, we also define

$$
\bar{\lambda}_i^a := \epsilon^{abcd} \lambda_b \lambda_c \lambda_d,
$$

and the corresponding monodromy $\hat{\Omega}$ is defined as $\bar{\lambda}_{i+n} \propto \hat{\Omega} \bar{\lambda}_i$, where $i = -2, -1, 0, 1$.

The single trace relation written in terms of spacetime variables corresponds to

$$
\text{Tr}[\hat{\Omega}] \langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_1 \rangle = \langle \hat{\Omega} \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_1 \rangle + \langle \lambda_{-2}, \hat{\Omega} \lambda_{-1}, \lambda_0, \lambda_1 \rangle + \langle \lambda_{-2}, \lambda_{-1}, \hat{\Omega} \lambda_0, \lambda_1 \rangle + \langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \hat{\Omega} \lambda_1 \rangle,
$$

and similar from $\text{Tr}[\hat{\Omega}]$. For double trace one has

$$
\text{Tr}^{(2)}[\hat{\Omega}] \langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_1 \rangle = \langle \hat{\Omega} \lambda_{-2}, \hat{\Omega} \lambda_{-1}, \lambda_0, \lambda_1 \rangle + \langle \lambda_{-2}, \hat{\Omega} \lambda_{-1}, \lambda_0, \hat{\Omega} \lambda_1 \rangle + \langle \lambda_{-2}, \hat{\Omega} \lambda_{-1}, \lambda_0, \hat{\Omega} \lambda_1 \rangle + \langle \hat{\Omega} \lambda_{-2}, \hat{\Omega} \lambda_{-1}, \lambda_0, \hat{\Omega} \lambda_1 \rangle,
$$

where

$$
\text{Tr}^{(2)}[\hat{\Omega}] := \sum_{1 \leq i < j \leq 4} \hat{\Omega}_{ij} \hat{\Omega}_{jj} = \frac{1}{2} \left( \text{Tr}[\hat{\Omega}]^2 - \text{Tr}[\hat{\Omega}]^2 \right).
$$
One can solve for the monodromy in terms of the Lorentz variables. We will focus on short operators which correspond to periodic boundary conditions. The transformation between twistor variables and Lorentz variables is reviewed in Appendix B. The derivation of the monodromy may be given in two different ways.

Firstly one has the relations (B.6)

\[
x_j^- = i \frac{\lambda_j^j \lambda_i^{j+1}}{\lambda_i^j \lambda_i^{j+1}}, \quad x_j^+ = i \frac{\lambda_j^{j+1} \lambda_i^{j+1}}{\lambda_i^j \lambda_i^{j+1}},
\]

where \(x^\pm = x^1 \pm x^0\). Without loss of generality, one can choose the periodic direction to be along \(x^1\)-direction

\[
x_{j+n}^\mu = x_j^\mu + q \delta^{1, \mu}, \quad x_{j+n}^\pm = x_j^\pm + q.
\]

Using (4.44), one can obtain

\[
x_{j+n}^- = i \frac{\hat{\Omega}_{1a} \hat{\Omega}_{4b} \lambda_a^{j+1} \lambda_b^j}{\hat{\Omega}_{1a} \hat{\Omega}_{2b} \lambda_a^j \lambda_b^{j+1}} = i \frac{\lambda_i^j \lambda_i^{j+1} - i q \lambda_i^j \lambda_i^{j+1}}{\lambda_i^j \lambda_i^{j+1}},
\]

\[
x_{j+n}^+ = i \frac{\hat{\Omega}_{2a} \hat{\Omega}_{3b} \lambda_a^{j+1} \lambda_b^j}{\hat{\Omega}_{1a} \hat{\Omega}_{2b} \lambda_a^j \lambda_b^{j+1}} = i \frac{\lambda_i^j \lambda_i^{j+1} - i q \lambda_i^j \lambda_i^{j+1}}{\lambda_i^j \lambda_i^{j+1}},
\]

for all \(j\). These relations fix the monodromy uniquely as

\[
\hat{\Omega} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ i q & 0 & 1 & 0 \\ 0 & -i q & 0 & 1 \end{pmatrix}.
\]

There is another simpler way to find the monodromy. From the definition of twistor variable (B.10), one can obtain

\[
\lambda_j \propto (\Lambda_j, \mu_j), \quad \lambda_{j+n} \propto (\Lambda_j, \mu_j - i q \cdot \Lambda_j),
\]

or equivalently,

\[
\lambda_{j+n} = b_j \hat{\Omega} \lambda_j,
\]

where \(\hat{\Omega}\) is given by the same matrix as above, when \(q\) is along \(x^1\)-direction\(^{23}\). A proportionality constant \(b_j\) is introduced explicitly, which plays a similar role as the \(B\) factor defined for small solutions. Note the relation \(\Lambda_{n+i} = b_i \Lambda_i\).

One obtains that

\[
\text{Tr}[\hat{\Omega}] = \text{Tr}[\hat{\Omega}] = 4, \quad \text{Tr}^{(2)}[\hat{\Omega}] = 6.
\]

As in [36], one can shown that the corresponding traces of worldsheet monodromy take the same value, which can be taken as an input of the Y-system.

\(^{23}\)For general \(q^\mu\), the bottom-left \(2 \times 2\) block of \(\hat{\Omega}\) in (4.53) is replaced by \(i \epsilon^{\alpha \beta} q_{\alpha \beta}\).
Next we consider to write $\nabla_a$ function in terms of spacetime variables. To do this, one needs first to write them in a form independent of normalization. To make the derivation simpler, one may recall the relation $\nabla_a = Y_{a,n-1}/(A_a^{-1} T_{a,n})$. Since $Y_{a,n-1}$ is a normal cross ratios, one can focus on $(A_a^{-1} T_{a,n})$, which is similar to the $AdS_3$ case.

Consider first the $\nabla_1$ case. One can define $\tilde{s}_2(z) = s_2(z e^{-i2\pi}) = B(z) s_{n-2}(z)$, and therefore $\langle \tilde{s}_2, s_{n-1}, s_n, s_{n+1} \rangle = B^{[n-2]}(s_{n-2}, s_{n-1}, s_n, s_{n+1})$. One has the correspondence

$$ (A_1^{-1} T_{1,n})(\zeta) \to \frac{\langle \tilde{s}_2, s_{n-1}, s_n, s_{n+1} \rangle}{\langle \tilde{s}_2, s_{n-1}, s_n, s_{n+1} \rangle} (\zeta e^{-\frac{n+2}{4}}). \quad (4.57) $$

Together with the expression of $Y_{1,n-1}$, this gives

$$ \nabla_1(\zeta) = \frac{\langle \tilde{s}_2, s_{n-1}, s_n, s_{n+1} \rangle}{\langle s_{n-1}, s_n, s_{n+1} \rangle} \frac{\langle s_{n-2}, s_{n-2}, s_{n-1}, s_n \rangle}{\langle s_{n-2}, s_{n-2}, s_{n-1}, s_n \rangle} (\zeta e^{-\frac{n+2}{4}}), \quad (4.58) $$

which looks almost like a cross ratio. It also makes it obvious that the WKB lines of $\nabla$ form a closed contour which contains the singular point corresponding to the insertion of operator.

The normalization-independent form can be written directly in terms of spacetime coordinates as

$$ \nabla_1(\zeta = i \frac{n+2}{4}) = \frac{\langle \hat{\Omega} \lambda_{-2}, \lambda_{n-1}, \lambda_n, \lambda_{n+1} \rangle \langle \lambda_{-1}, \lambda_{n-2}, \lambda_{n-1}, \lambda_n \rangle}{\langle \lambda_{-2}, \lambda_{-1}, \lambda_{n-1}, \lambda_n \rangle \langle \lambda_{n-2}, \lambda_{n-1}, \lambda_n \rangle} \quad (4.59) $$

One can obtain the other two $\nabla$-functions in the same way. The normalization independent forms are

$$ \nabla_3(\zeta) = \frac{\langle \tilde{s}_3, \tilde{s}_2, \tilde{s}_1, s_n \rangle}{\langle s_{n-1}, s_n, s_{n+1} \rangle} \frac{\langle s_{n-2}, s_{n-2}, s_{n-1}, s_n \rangle}{\langle s_{n-2}, s_{n-2}, s_{n-1}, s_n \rangle} (\zeta e^{-\frac{n+2}{4}}), \quad (4.60) $$

and in terms of spacetime coordinates they are

$$ \nabla_3(\zeta = e^{i \frac{n-2}{4}}) = \frac{\langle \hat{\Omega} \lambda_{-3}, \hat{\Omega} \lambda_{-2}, \hat{\Omega} \lambda_{-1}, \lambda_n \rangle \langle \lambda_{-2}, \lambda_{-1}, \lambda_{n-1}, \lambda_n \rangle}{\langle \lambda_{-2}, \lambda_{-1}, \lambda_{n-1}, \lambda_n \rangle \langle \lambda_{-3}, \lambda_{-2}, \lambda_{-1}, \lambda_0 \rangle} \quad (4.61) $$

Using the results in Appendix [B] it is also easy to write them in terms of Lorentz variables.

5 Three-point form factor

In this section we study more explicitly the three-point case. This case is interesting because of its potential connection to QCD quantities as reviewed in the introduction. It
also provides an example to show explicitly how to write the truncation relations in terms of only $Y$-functions.

The three trace equations for the $n = 3$ case are given as

$$\text{Tr}[\Omega] = B_{11} T_{1,3}^{[3]} + B_{33} T_{1,1}^- - B_{22} R_{1,1}^+, \quad (5.1)$$
$$\text{Tr}[\bar{\Omega}] = \bar{B}_{11} T_{1,3}^{[3]} + \bar{B}_{33} T_{1,1}^- - \bar{B}_{22} R_{3,1}^+, \quad (5.2)$$
$$\text{Tr}^{(2)}[\Omega] = B_{11} B_{22} T_{2,3}^{[2]} + B_{22} B_{33} T_{1,2} + B_{11} B_{44} T_{3,2}^{[4]} - B_{11} B_{33} W_{1,1}^{[2]}, \quad (5.3)$$

where, using the relations in section 4.3,

$$R_{1,1} = \frac{T_{2,1}^+ T_{1,2}^- + T_{2,2}}{T_{1,1}}, \quad R_{3,1} = \frac{T_{2,1}^+ T_{3,2}^- + T_{2,2}}{T_{3,1}}, \quad (5.4)$$
$$W_{1,1} = -\frac{T_{1,1}^+ T_{1,2}^-}{T_{2,1}} + \frac{(T_{2,2}^- + T_{2,1} T_{3,2}^{(2)})(T_{2,2}^- + T_{2,1} T_{1,2}^{(-2)})}{T_{2,1} T_{3,1}^+ T_{3,1}^-}. \quad (5.5)$$

These provide the truncation for the Hirota system by expressing $T_{a,3}$ through $T_{a,1}$, $T_{a,2}$ and the traces.

To construct the $Y$-system, one can notice that using the definition of $Y$-functions, the $T$-functions can be solved in terms of $Y$-functions (with also $A$ factors defined in (4.29)):

$$T_{1,1} = \frac{A_1}{Y_{2,1} Y_1}, \quad T_{3,1} = \frac{A_3}{Y_{2,1} Y_3}, \quad T_{2,1} = \frac{A_2}{Y_{1,1} Y_{3,1} Y_2}, \quad (5.6)$$
$$T_{1,2} = \frac{A_2}{Y_{3,1} Y_2}, \quad T_{3,2} = \frac{A_2}{Y_{1,1} Y_2}, \quad T_{2,2} = \frac{A_1 A_3}{Y_{2,1} Y_1 Y_3}. \quad (5.7)$$

One can then substitute these expressions for $T$ functions into the trace equations. The only thing which may cause trouble are the $A$ factors. They need to be cancelled since the expressions should be gauge invariant. Indeed, after a little calculation, one can express the trace conditions explicitly in terms of only $Y$-functions:

$$\text{Tr}[\Omega] = \frac{Y_{1,2}^{[3]}}{Y_{1,1}^{[3]}} + \frac{1}{Y_{2,1} Y_1} - \frac{1}{Y_3} \left(1 + \frac{Y_1^{[3]} Y_3^{[3]}}{Y_{2,1} Y_2^{[2]} Y_{1,1} Y_{3,1}^{[3]} Y_3} \right), \quad (5.8)$$
$$\text{Tr}[\bar{\Omega}] = \frac{Y_{1,2}^{[3]}}{Y_{1,1}^{[3]}} + \frac{1}{Y_{2,1} Y_3} - \frac{1}{Y_1} \left(1 + \frac{Y_1^{[3]} Y_3^{[3]}}{Y_{2,1} Y_2^{[2]} Y_{3,1} Y_{1,1}^{[3]} Y_1} \right), \quad (5.9)$$
$$\text{Tr}^{(2)}[\Omega] = \frac{Y_{2,2}^{[2]}}{Y_2^{[2]}} + \frac{1}{Y_{3,1} Y_2} + \frac{1}{Y_{1,1}^{[4]} Y_{2,1}^{[4]}} - \frac{Y_{3,1}^{[3]} Y_{1,1}^{[3]} Y_{2,1}^{[3]} Y_{2,1}^{[4]}}{Y_{2,1} Y_2^{[2]} Y_{1,1}^{[4]} Y_{1,1}^{[3]} Y_{1,1}^{[3]} Y_{3,1}^{[3]} Y_{3,1}^{[3]}} \quad (5.10)$$

All $A$ factors are cancelled exactly. This provides a non-trivial consistency check for our construction. As claimed before, $Y_{a,2}$ can be expressed in terms of other $Y$-functions and the trace functions. The final $Y$-system is a closed system in terms of six $Y$-functions: three $Y_{a,1}$ and three $Y_a$.
5.1 Reduction to $AdS_4$

A three-cusp periodic Wilson line can be always embedded in an $AdS_4$ subspace of $AdS_5$. Therefore, one can simplify the system further to $AdS_4$. As mentioned before, in $AdS_4$ one has $Y_{1,m} = Y_{3,m}$. The Y-system equations are given as

\[
\begin{aligned}
\frac{Y_{1,1}^+ Y_{1,1}^-}{Y_{1,1}} &= \frac{1 + Y_{1,2}}{1 + Y_{2,1}}, & \frac{Y_{2,1}^+ Y_{2,1}^-}{Y_{1,1}^2} &= \frac{1 + Y_{2,2}}{(1 + Y_{1,1})^2}, \\
\frac{\gamma_1^+ \gamma_1^-}{\gamma_2} &= \frac{1 + Y_{1,1}}{1 + Y_{2,2}}, & \frac{\gamma_2^+ \gamma_2^-}{\gamma_1^2} &= \frac{1 + Y_{2,2}}{(1 + Y_{1,2})^2},
\end{aligned}
\]

where by the trace condition and also using (4.56),

\[
\begin{aligned}
Y_{1,2} &= \gamma_1 \left[ 4 - \frac{1}{Y_{2,1}^4 Y_1^4} + \frac{1}{Y_1^2} \left( 1 + \frac{Y_1^2 Y_{2,1}}{Y_2^2 Y_1 Y_{1,1} Y_1} \right)^{-1} \right], \\
Y_{2,2} &= \gamma_2 \left[ 6 - \frac{1}{Y_{1,1}^2 Y_2^2} - \frac{1}{Y_1^2} \left( 1 + \frac{Y_1^2 Y_{1,1}}{Y_2^2 Y_1 Y_{1,1}^2} \right)^{-1} \right].
\end{aligned}
\]

This is the Y-system which has potential connection to strong coupling leading transcendental piece\footnote{This is in the sense of first taking a summation of the perturbative leading transcendental results which is then evaluated at the strong coupling saddle point.} of Higgs-to-3-gluons amplitudes in QCD. Note that one may also use (5.11)-(5.12) to rewrite them into other forms, in particular to change the phase shift of some $Y$ functions.

The WKB approximation of $Y$-functions is determined only by the $P(z)$ function

\[
P(z) = \frac{a_{-1}}{z} + \frac{1}{z^2},
\]

which will be discussed in more details in section 7. The degrees of freedom also match: the complex number $a_{-1}$ provides two real parameters, while the three-cusp periodic Wilson line has also two independent ratios variables.

The equations (5.13) and (5.14) looks a little complicated. In particular, a new feature is that some functions have large phase-shift which is beyond the physical strip ($-\pi/4, \pi/4$). This will make it a little more complicated to write them in the form of integral equations, as the extra pole contributions need to be carefully considered. We leave this problem to another study.

Finally, we consider to express the $Y$-functions in terms of spacetime coordinates. As in the weak coupling, it is convenient to consider following variables

\[
\begin{aligned}
u &:= \frac{p_{12}^2}{q^2}, & \nu &:= \frac{p_{23}^2}{q^2}, & \nu &:= \frac{p_{31}^2}{q^2},
\end{aligned}
\]

\[(5.16)\]
where \( p_{ij} := p_i + p_j \). There are only two independent variables since
\[
q^2 = p_{12}^2 + p_{23}^2 + p_{31}^2, \quad u + v + w = 1.
\] (5.17)

The \( Y \) functions in terms of these variables can be obtained as (see Appendix B)
\[
Y_1(\zeta = e^{i\pi/4}) = \frac{\langle \lambda_{-1}, \lambda_1, \lambda_2, \lambda_3 \rangle}{b_{-2} \langle \lambda_{-2}, \lambda_{-1}, \lambda_1, \lambda_2 \rangle} = \frac{1}{1/(1-w) + 1},
\] (5.18)
\[
Y_2(\zeta = i) = \frac{\langle \lambda_1, \lambda_2, \lambda_3, \lambda_4 \rangle \langle \lambda_{-1}, \lambda_0, \lambda_2 \rangle}{b_{-2} b_{-1} \langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_3 \rangle \langle \lambda_{-1}, \lambda_2, \lambda_3, \lambda_4 \rangle} = \frac{v}{uw},
\] (5.19)
\[
Y_{1,1}(\zeta = i) = \frac{\langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_2 \rangle \langle \lambda_{-1}, \lambda_0, \lambda_2 \rangle}{\langle \lambda_{-1}, \lambda_0, \lambda_2, \lambda_3 \rangle \langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_1 \rangle} = -\frac{uw}{v},
\] (5.20)
\[
Y_{2,1}(\zeta = e^{i\pi/4}) = \frac{\langle \lambda_{-2}, \lambda_{-1}, \lambda_2, \lambda_3 \rangle \langle \lambda_{-1}, \lambda_0, \lambda_1 \rangle}{\langle \lambda_{-1}, \lambda_1, \lambda_2, \lambda_3 \rangle \langle \lambda_{-2}, \lambda_{-1}, \lambda_0, \lambda_2 \rangle} = \frac{w}{1 - w \left( \frac{1}{1 - w} + 1 \right)}.
\] (5.21)

One can compare them with the interesting set of variables necessarily appearing at weak coupling [43] in constructing functions via the so-called symbol technique [71]:
\[
\left\{ u, v, w, 1 - u, 1 - v, 1 - w, 1 - \frac{1}{u}, 1 - \frac{1}{v}, 1 - \frac{1}{w}, -\frac{uv}{w}, -\frac{uw}{v}, -\frac{wu}{v} \right\}.
\] (5.22)

One can see that similar combinations appear in \( Y \) functions. This is like the six-gluon amplitude case, where the variables in the symbol construction [71] correspond to the \( Y \)-functions at strong coupling [25]. The three-point form factor provides a further evidence that the “correct” variables for constructing functions from symbols at weak coupling, which is hard to know (usually only through guess work), may be read directly from \( Y \)-functions.

### 6 Form factors with multi-operator insertions

In this section we consider form factors with multi-operator insertions
\[
F(q_1, \cdots, q_l; p_1, \cdots, p_n) = \prod_{k=1}^{l} \int d^4x_k e^{ip_k \cdot x_k} \langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_l) | p_1 \cdots p_n \rangle.
\] (6.1)

We first propose a dual picture for such observables. Then we construct \( Y \)-system for the \( AdS_3 \) case, with arbitrary number of operator insertions.

---

25 There is also an intriguing relation between the symbol of three-point form factor and six-gluon amplitude at two-loop at weak coupling [43, 72]. It would be interesting to study this further at strong coupling, although this is not obvious by naively looking at the \( Y \)-system equations.
6.1 Evidence at weak coupling

We first recall the picture of form factors with a single operator insertion. After T-duality, the picture involves a periodic null Wilson line boundary condition. The period is defined by the momentum of the operator. A duality between form factors and periodic Wilson lines was also found at weak coupling at one-loop \[38\]. A dual MHV rule description was proved for tree and one-loop form factors and also proposed to higher loops in \[40\].

How about a form factor with more than one operators? A natural generalization is that in the T-dual picture, every operator will generate a periodic direction. For operator \(O_i(q_i)\), the corresponding period is \(q_i\). Such picture for form factor with two-operator inserted is shown in Figure 8. It is given by a two dimensional periodic lattice and is associated to a Torus topology. For general \(m\)-operator insertions, the corresponding topology is \(T^m\). The momentum space can be parametrized by introducing new coordinates \(x_i^{(k)}\), which are defined as

\[
\begin{align*}
x_{i+1} - x_i &= x_{i+1}^{(k)} - x_i^{(k)} = p_i, & x_{i+n}^{(k)} - x_i^{(k)} &= q_k, \quad (6.2) \\
x_{i+n} - x_i &= x_{i+n}^{(k)} - x_i^{(k)} = Q, & Q := \sum_{k=1}^{l} q_k, \quad (6.3)
\end{align*}
\]

where \(k = 1, \ldots, l\), and \(l\) is the number of operators. See Figure 8 for the \(l = 2\) case.

One particular support of this dual picture is that the dual MHV rule description \[40\] also applies to such generalized configuration, which provides an evidence that this dual picture may apply more generally.

In next subsection we will consider the worldsheet picture, where the introduction of multi-monodromy seems to be a natural generalization of the single insertion case. As we will discuss later in subsection \[6.5\], the monodromies in terms of the above spacetime coordinates can be also naturally defined.
6.2 Small solution and multi-monodromy

We first introduce the picture of path $\gamma_k$ on the worldsheet, as shown in Figure 9. $\gamma_k$ is defined as a path that goes around the singular point $z_k$ where the operator $O_k$ is inserted. A special path is $\gamma_\infty$ which surrounds all poles. This special path is similar to that of the single-operator case, $ze^{a\gamma_\infty} \sim ze^{i2\pi}$, in the sense that effectively one can take the combination of all operators as one composite operator.

Next we introduce small solutions $s_i$ and $s_i^{(k)}$. This is inspired by the spacetime picture of $x_i$ and $x_i^{(k)}$ considered in last subsection, see Figure 8.

The set of small solutions $s_i$ is related to the special path $\gamma_\infty$. As mentioned above, they behave similarly as those of the form factor with a single operator inserted, as one can take all operators effectively as a single operator. Therefore one has the same relations

$$s_{\hat{n}}(z, \zeta) = B(\zeta) s_0(ze^{-a\gamma_\infty}, \zeta), \quad (6.4)$$

$$\begin{pmatrix} s_1 \\ s_0 \end{pmatrix}(ze^{a\gamma_\infty}, \zeta) = \Omega(\zeta) \begin{pmatrix} s_1 \\ s_0 \end{pmatrix}(z, \zeta), \quad (6.5)$$

as the form factor studied in section 3. Using this set of small solutions, one can also define the $T$- and $Y$-functions and construct the Y-system equations in exactly the same way. The monodromy $\Omega$ should correspond to the product of the monodromies of all operators.

The small solutions $s_i^{(k)}$ is similar to the dual coordinate $x_i^{(k)}$ in spacetime. Because of the periodic structure, each set of small solutions $s_i^{(k)}$ with fixed $k$ is not different from the set of small solutions $s_i$. One has $\langle s_i^{(k)}, s_j^{(k)} \rangle = \langle s_i, s_j \rangle$. Similarly the $Z_2$ automorphism relations also apply such that $s_{i+1}^{(k)}(\zeta) = i\sigma_3 s_i^{(k)}(e^{i\pi} \zeta)$.

The information of monodromy is encoded in the relation between $s_i$ and $s_j^{(k)}$.

Recall that by definition, $s_{n+i}$ is the small solution in the same sector as $s_i$ but after going around the complex $z$-plane (more exactly the path $\gamma_\infty$ which surrounds all op-
operators) once, therefore they should be proportional with each other as given in (6.4). Similarly, \( s_{n+1}^{(k)} \) is defined as a small solution in the same sector as \( s_i \) but after going around the path \( \gamma_k \) once, as shown in Figure 9. One also has the proportionality relation \( s_{n+1}^{(k)}(z, \zeta) \propto s_i(ze^{-\frac{1}{2} \gamma_k}, \zeta) \). One can introduce proportionality constants \( B^{(k)} \) as

\[
s_{n}^{(k)}(z, \zeta) = B^{(k)} s_0(ze^{-\frac{1}{2} \gamma_k}, \zeta). \tag{6.6}
\]

Because of the insertion of operators, small solutions are not single-valued. For each path \( \gamma_k \), one can define a corresponding monodromy matrix as

\[
\begin{pmatrix} s_1 \\ s_0 \end{pmatrix}(ze^{\frac{1}{2} \gamma_k}, \zeta) = \Omega^{(k)}(\zeta) \begin{pmatrix} s_1 \\ s_0 \end{pmatrix}(z, \zeta), \tag{6.7}
\]

which is similar to the single insertion case.

At the same worldsheet point, one has

\[
\begin{pmatrix} s_{n+1}^{(k)} \\ s_n^{(k)} \end{pmatrix}(z, \zeta) = B^{(k)}(\zeta) \cdot (\Omega^{(k)})^{-1}(\zeta) \begin{pmatrix} s_1 \\ s_0 \end{pmatrix}(z, \zeta), \tag{6.8}
\]

where

\[
B^{(k)}(\zeta) = \begin{pmatrix} (B^{(k)})^{[2]}(\zeta) & 0 \\ 0 & B^{(k)}(\zeta) \end{pmatrix}, \quad \det[B^{(k)}(\zeta)] = 1, \tag{6.9}
\]

and similar relation between the \( s_{i+n} \) and \( s_i \) as (3.9). Since \( e^{\frac{1}{2} \gamma_\infty} = \prod_{k=1}^{t} e^{\frac{1}{2} \gamma_k} \), one has

\[
\Omega = \prod_{k=1}^{t} \Omega^{(k)}. \tag{6.10}
\]

Note that the order of operators should be not important, which implies that \( \Omega^{(k)} \) should commute with each other. This requirement imposes further constraints on the monodromy matrices as will be discussed later.\(^{26}\)

### 6.3 New T and Y functions

Now we consider the definition of \( T \) and \( Y \) functions and their relations. As we mentioned before, if one just focuses on the set of small solution \( s_i \), one obtains a \( Y \)-system exactly the same as the single operator case, with the total monodromy \( \Omega \). The same \( Y \)-system can be constructed for the set of small solutions \( s_i^{(k)} \) with fixed \( k \), since \( \langle s_i, s_j \rangle = \langle s_i^{(k)}, s_j^{(k)} \rangle \). The new degrees of freedom due to multi-operator insertions are contained in the interplay between small solutions \( s_i \) and \( s_i^{(k)} \), which would necessarily involve the monodromy \( \Omega^{(k)} \).

---

\(^{26}\)The commutativity of monodromy matrices is also implied by the spacet ime monodromy explicitly derived in section 6.5 for short operators. It makes the counting of the degrees of freedom look also more consistent, as discussed at the end of section 6.4. For general operators this constraint to monodromy matrices may not apply. It is also important to understand further the relation of this constraint to the fundamental group of Riemann surfaces which is in general not Abelian. We would like to thank Till Bargheer for discussion on this point.
We define new $T$-functions as

\[
\begin{align*}
T_{1,2m+1}^{(k)} & := \langle s_{-m-1}, s_{m+1}^{(k)} \rangle, & T_{1,2m}^{(k)} & := \langle s_{-m-1}, s_{m}^{(k)} \rangle +, \\
T_{0,2m}^{(k)} & := \langle s_{-m-1}, s_{m}^{(k)} \rangle, & T_{0,2m+1}^{(k)} & := \langle s_{-m-2}, s_{m-1}^{(k)} \rangle +, \\
T_{2,2m}^{(k)} & := \langle s_{m}, s_{m+1}^{(k)} \rangle, & T_{2,2m+1}^{(k)} & := \langle s_{m}, s_{m+1}^{(k)} \rangle +,
\end{align*}
\]

(6.11)

and $T_{a,m}^{(k)} = 0$ if $a \neq 0, 1, 2$. Note that $T_{0,m}^{(k)}, T_{2,m}^{(k)}$ are not normalized to be 1, and $T_{1,-1}^{(k)} = \langle s_0, s_0^{(k)} \rangle \neq 0$. Using $Z_2$ automorphism, one gets the shifting relation $\langle s_{i+1}, s_{j+1}^{(k)} \rangle = \langle s_i, s_j^{(k)} \rangle$ [2].

Despite the difference, one still has the Hirota equations by using Schouten identity (see appendix A)

\[
T_{a,m}^{(k)+} T_{a,m}^{(k)-} = T_{a,m-1}^{(k)} T_{a,m+1}^{(k)} + T_{a-1,m} T_{a+1,m}^{(k)},
\]

where $a = 1, 2, 3$. Similarly, $Y$-functions can be defined as

\[
Y_{a,m}^{(k)} = \frac{T_{a,m}^{(k)} T_{a,m+1}^{(k)}}{T_{a-1,m}^{(k)} T_{a+1,m}^{(k)}}.
\]

(6.13)

The Hirota equations give the equations for $Y$-functions as

\[
\frac{Y_{a,m}^{(k)+} Y_{a,m}^{(k)-}}{Y_{a-1,m} Y_{a+1,m}} = \frac{(1 + Y_{a,m-1}^{(k)}) (1 + Y_{a,m+1}^{(k)})}{(1 + Y_{a-1,m}^{(k)}) (1 + Y_{a+1,m}^{(k)})},
\]

(6.14)

where $a = 1$. In the normalization $\langle s_i, s_{i+1} \rangle = \langle s_i^{(k)}, s_{i+1}^{(k)} \rangle = 1$, the above equations are simplified as

\[
Y_{m}^{(k)+} Y_{m}^{(k)-} = (1 + Y_{m-1}^{(k)}) (1 + Y_{m+1}^{(k)}),
\]

(6.15)

where $Y_{m}^{(k)} := Y_{1,m}^{(k)}$.

### 6.4 Truncations and Y-system

The main challenge is to construct a finite integrable system. We will firstly consider the truncation of Hirota equations, and then show how to write them into a gauge invariant $Y$-system.

Similar to the single-insertion case (6.12), one can introduce the trace relation

\[
\text{Tr}[\Omega^{(k)}(\tilde{\zeta})] = B^{(k)}(\tilde{\zeta}) T_{\hat{n}}^{(k)}(\zeta) - (B^{(k)})^{-1}(\tilde{\zeta}) T_{\hat{n}-2}^{(k)}(\zeta),
\]

(6.16)

where $\tilde{\zeta} = e^{-i(\hat{n}+1)\pi/2}$. $T_{\hat{n}}^{(k)}$ can be expressed in terms of $T_{\hat{n}-2}^{(k)}$ and $\text{Tr}[\Omega^{(k)}]$, which provides a truncation for the chain of Hirota equations from the right-hand side.

One can then define

\[
\Upsilon^{(k)}(\zeta) := (B^{(k)})^{-1}(\tilde{\zeta}) T_{\hat{n}-2}^{(k)}(\zeta),
\]

(6.17)
which written in terms of $T$-functions is (up to a phase shift)

$$T_n^{(k)}(\zeta) = (B^{(k)})^{-1}(\tilde{\zeta}) \left[ \text{Tr}[\tilde{\Omega}^{(k)}](\zeta) + \tilde{\Omega}^{(k)}(\zeta) \right], \quad (6.18)$$

$$Y_{n-1}^{(k)} = \text{Tr}[\tilde{\Omega}^{(k)}]Y^{(k)} + [Y^{(k)}]^2, \quad (6.19)$$

where $\tilde{\Omega}^{(k)}(\zeta) := \Omega^{(k)}(\tilde{\zeta})$. From this one has the equations

$$Y_{n-2}^{(k)} Y_{n-2}^{(k)-} = (1 + Y_{n-3}^{(k)}) [1 + \text{Tr}(\tilde{\Omega}^{(k)}) Y^{(k)} + (\tilde{Y}^{(k)}[^2])] \quad (6.20)$$

$$\tilde{Y}^{(k)+} \tilde{Y}^{(k)-} = 1 + Y_{n-2}^{(k)}. \quad (6.21)$$

Naively, one may introduce $Y_{n-2}^{(k)}$ and $Y_{n-2}^{(k)-}$ for each new insertion of operator. However, the equation for $Y_{n-2}^{(k)}$ contains $Y_{n-3}^{(k)}$, whose equation would then involve $Y_{n-4}^{(k)}$ and so on. This means that we also need to “truncate” the equations from the left-hand side, so that to formulate the equations into a finite system.

We find it convenient to apply the relation

$$\langle s_1, s_{m-1}^{(k)} \rangle \langle s_{m}^{(k)}, s_{m+1}^{(k)} \rangle = \langle s_1, s_{m}^{(k)} \rangle \langle s_{m-1}^{(k)}, s_{m+1}^{(k)} \rangle - \langle s_1, s_{m-1}^{(k)} \rangle \langle s_{m}^{(k)}, s_{m}^{(k)} \rangle \quad (6.22)$$

which written in terms of $T$-functions is (up to a phase shift)

$$T_{m}^{(k)} = T_{m+1}^{(k)+} T_{1}^{[m+3]} - T_{m+2}^{(k)[2]} \quad (6.23)$$

This provides a recursion relation for $T_{m}^{(k)}$, and one can express all $T^{(k)}$ in terms of only two $T^{(k)}$ functions and $T_{1}$. For our purpose it is enough to consider

$$T_{n-3}^{(k)} = T_{n-2}^{(k)+} T_{1}^{[\hat{n}]} - T_{n-1}^{(k)[2]} \quad (6.24)$$

Together with the trace relation involving $T_{n}^{(k)}$, one can truncate the chain of Hirota equations which involve only $T_{n-2}^{(k)}$ and $T_{n-1}^{(k)}$.

We need to further write the truncated Hirota system into a gauge invariant $Y$-system. To do this, one can first write $Y_{n-2}^{(k)}$ as

$$Y_{n-2}^{(k)} = T_{n-3}^{(k)} T_{n-1}^{(k)+} - (T_{n-2}^{(k)+} T_{1}^{[\hat{n}]} - T_{n-1}^{(k)[2]} T_{n-1}^{(k)}) \quad (6.25)$$

where a new function $Z^{(k)}$ is introduced as

$$Z^{(k)} := T_{n-2}^{(k)+} T_{n-1}^{(k)+} T_{1}^{[\hat{n}]} \quad (6.26)$$

The advantage of introducing $Z^{(k)}$ is that it is straightforward to obtain the equation

$$Z^{(k)+} Z^{(k)-} = \left( Z^{(k)} - Y_{n-1}^{(k)+} \right)^{+} \left( Y_{n-1}^{(k)+} + 1 \right) \left( Y_{1}^{[\hat{n}]} + 1 \right) \quad (6.27)$$

---

27One may also use this relation to solve for $T_{n}^{(k)}$ in terms of $T_{n-2}^{(k)}$ and $T_{n-1}^{(k)}$, and then substitute it into $Y_{n-1}^{(k)} = T_{n-2} T_{n}$. This will give the same equation as (6.25).
In particular, $Y_{\hat{n}-3}^{(k)}$ no longer appears, and one gets a closed set of equations. Therefore, rather than use $Y_{\hat{n}-2}^{(k)}$, we will use function $Z^{(k)}$.

To summarize, one obtains a closed $Y$-system with the functions $Y_m$, $\nabla$, $Z^{(k)}$, and $\nabla^{(k)}$:

$$Y_m Y_m^- = (1 + Y_{m+1})(1 + Y_{m-1}) , \quad m = 1, \ldots, \hat{n} - 3 , \quad (6.28)$$

$$Y_{\hat{n}-2}^{(k)} Y_{\hat{n}-2}^- = (1 + Y_{\hat{n}-3})(1 + \text{Tr}[\hat{\Omega}] \nabla + \nabla^2), \quad (6.29)$$

$$\nabla^{(k)} + \nabla^{(k)}^- = 1 + Y_{\hat{n}-2}^{-1} , \quad (6.30)$$

$$Z^{(k)} + Z^{(k)}^- = \left( Z^{(k)} + Y_{\hat{n}-1}^{(k)[2]} \right) \left( Y_{\hat{n}-1}^{(k)} + 1 \right) \left( Y_{1}^{[\hat{n}]} + 1 \right) , \quad (6.31)$$

$$\nabla^{(k)} + \nabla^{(k)}^- = Z^{(k)} - Y_{\hat{n}-1}^{(k)} , \quad (6.32)$$

where

$$Y_{\hat{n}-1}^{(k)} = \text{Tr}[\hat{\Omega}_{\hat{k}}] \nabla^{(k)} + [\nabla^{(k)}]^{2} , \quad (6.33)$$

and $k = 1, \ldots, l - 1$. One can see the function $Y_{\hat{n}-1}^{(k)}$ in (6.31) has phase shift which is beyond the physical strip ($-\pi/2, \pi/2$). To write it into an integral equation, the extra pole contribution should be considered.

We comment on the degrees of freedom. For each operator $\mathcal{O}_{\hat{k}}$, two new functions are introduced. One may understand this using the same argument of the single insertion case: the new $2 \times 2$ unitary matrix $\Omega^{(k)}$ subtracting the trace $\text{Tr}[\Omega^{(k)}]$ leaves two independent components. However, there are extra constraints that the monodromy matrices commute with each other. This implies the matrices should be in general in the form of

$$\begin{pmatrix} a_k & 0 \\ b_k & 1/a_k \end{pmatrix} , \quad (6.34)$$

and only one new degree of freedom is introduced for each new operator (for example, given $b_k$ then $a_k$ is fixed). This implies that $\nabla^{(k)}$ and $Z^{(k)}$ are not independent.

This matches with the degrees of freedom from spacetime boundary configuration that we considered in subsection 6.1 where each new operator introduces a new periodic direction characterized by $q$. Note that one $Y$-function in $AdS_3$ gives two real degrees of freedom, due to the left and right hand decomposition. Since the boundary information enters into the $Y$-system via the WKB approximation, this is also related to the structure of $P(z)$ function which will be discussed in section 7.

### 6.5 Spacetime picture

Now we consider monodromy in terms of spacetime variables. We first recall the dual momenta space configuration

$$x_{i+1} - x_i = x_{i+1}^{(k)} - x_i^{(k)} = p_i , \quad x_{i+n}^{(k)} - x_i = q_k , \quad (6.35)$$

$$x_{i+n} - x_i = x_{i+n}^{(k)} - x_i^{(k)} = Q = \sum_{i=1}^{l} q_i . \quad (6.36)$$
Each monodromy corresponds to a conformal transformation which maps \( \{ X_n^{(k)}, X_{n+1}^{(k)}, X_{n+2}^{(k)} \} \) to \( \{ X_0, X_1, X_2 \} \) and can be defined in terms of left-hand spinors as

\[
\lambda_{i+n}^{(k),L} \propto \hat{\Omega}^{(k)} \lambda_i^L = \left( \gamma_{i11}^{(k)} \lambda_{i,1}^L + \gamma_{i21}^{(k)} \lambda_{i,2}^L \right),
\]

where \( i = 0, 1, 2 \). One has

\[
\hat{\gamma}_i^{(k)} = \begin{pmatrix} 1 & 0 \\ q_k & 1 \end{pmatrix}, \quad \hat{\Omega} = \begin{pmatrix} 1 & 0 \\ Q & 1 \end{pmatrix},
\]

which are indeed commuted with each other and satisfy \( \hat{\Omega} = \prod_{i=1}^k \hat{\gamma}_i^{(k)} \).

One can express \( \hat{Y}^{(k)} \) and \( Z^{(k)} \) in terms of spacetime variables which specify the shape of dual Wilson line configuration. For \( \hat{Y}^{(k)} \) functions, one has similar to \( \hat{Y} \)

\[
\hat{Y}^{(k)}(\zeta = i^n+1) = -\frac{\langle \lambda_1^L, \lambda_n^{L,(k)} \rangle}{\langle \hat{\Omega}^{(k)} \lambda_1^L, \lambda_n^{L,(k)} \rangle} = -\frac{x_1^n - x_n^{(k)+}}{x_{n+1}^n - x_n^{(k)+}}. \tag{6.39}
\]

For function \( Z^{(k)} \), one can first write it in a gauge invariant form

\[
Z^{(k)}(\zeta) = \frac{T_{1,n-2}^{(k)+} T_{1,n-1}^{(k)} T_{1,1}^{[n]} \langle s_0, s_0^{(k)} \rangle \langle s_1, s_1^{(k)} \rangle \langle s_n^{(k)}, s_n^{(k)} \rangle}{T_{0,n-2}^{(k)-} T_{2,n-2}^{(k)} T_{2,0}^{[n]} \langle s_0, s_1^{(k)} \rangle \langle s_{n-1}, s_{n-1}^{(k)} \rangle \langle s_n^{(k)}, s_n^{(k)} \rangle} (\zeta e^{-i\pi \hat{\Delta}}). \tag{6.40}
\]

Then the spacetime expression can be given as

\[
Z^{(k)}(\zeta = i^n) = \frac{(x_0^n - x_n^{(k)})(x_1^n - x_n^{(k)})(x_{n-1}^{(k)} - x_n^{(k)+})}{(x_0^n - x_1^n)(x_{n-1}^{(k)} - x_n^{(k)}) (x_n^{(k)} - x_{n+1}^{(k)})}, \tag{6.41}
\]

which is manifestly conformally invariant.

### 7 Function \( P(z) \) and WKB approximation

As reviewed in section \( \text{[2]} \) the boundary conditions are related to the holomorphic function \( P(z) \) which is also related to the WKB approximation. In this section, we study this in more details. We will focus on the cases with short operators, which are dual to periodic Wilson line configurations. The general structure of \( P(z) \) will be proposed. We will also discuss the general pattern of corresponding WKB lines.

#### 7.1 \( P(z) \) for general form factors

For amplitudes or null Wilson loops, \( P(z) \) is a pure polynomial. For form factors, due to the insertion of operators, pole terms are involved. This can be understood by studying
the behavior of the solution near the horizon. Our discussion is for AdS\(_5\) cases, following AdS\(_3\) in [36].

The main trick is that by doing a worldsheet conformal transformation, one can bring the horizon at infinity to the origin in the new coordinate. Firstly we recall the picture of the dual surface in Figure 1. Without loss of generality, one can take the periodic direction to be along \(x_1\). We parametrize the worldsheet by the coordinate \(\tilde{z} = r + ix_1\). Near the horizon where \(r \to \infty\) or \(\tilde{z} \to \infty\), the surface is asymptotically a straight strip. We can set \(x_2 = x_3 = t = 0\) up to a translation. The induced Poincare metric takes the form

\[
ds_{\text{ind}}^2 = \frac{d\tilde{z}d\bar{\tilde{z}}}{(\tilde{z} + \bar{\tilde{z}})^2}.
\]

(7.1)

For this simple solution, the corresponding polynomial is simply \(\tilde{P}(\tilde{z}) = 0\).

One can now apply a standard coordinate transformation to map the strip to the unit disc with new coordinate \(z\)

\[z = e^{-\tilde{z}}.\]

(7.2)

The infinity of \(\tilde{z}\) becomes the origin of \(z\). It is in this new coordinate \(z\) that we discuss the picture of the worldsheet monodromy in previous sections.\(^{28}\) In the new coordinate, the above induced metric takes the form

\[
ds_{\text{ind}}^2 = \frac{dzd\bar{z}}{z\bar{z} \log^2(z\bar{z})} = e^{-2\alpha}dzd\bar{z}, \quad \alpha = -\frac{1}{2}\log(z\bar{z} \log^2(z\bar{z})).
\]

(7.3)

This provides the boundary condition for the solution when \(z \to 0\). In particular, one can see that unlike amplitudes, \(\alpha\) is not regular near the origin, which means the worldsheet is no longer smooth. Near the cusps when \(z \to \infty\), one still has \(\alpha \to 0\).

In AdS\(_3\), the function \(p(z) \sim N \cdot \partial^2 X\) and have the transformation property

\[
\tilde{p}(\tilde{z}) = \left(\frac{\partial \tilde{z}}{\partial z}\right)^{-2} p(z) = z^2 p(z).
\]

(7.4)

As discussed above when \(\tilde{z} \to \infty\) (or \(z \to 0\)), \(\tilde{p}(\tilde{z}) \to 0\), this implies that

\[p(z) = \frac{1}{z} + \mathcal{O}(z^0).
\]

(7.5)

For the AdS\(_5\) case, \(P(z) = \partial^2 X \cdot \partial^2 X\) which gives

\[
\tilde{P}(\tilde{z}) = \left(\frac{\partial \tilde{z}}{\partial z}\right)^{-4} P(z) = z^4 P(z).
\]

(7.6)

The condition \(\tilde{P}(\tilde{z}) = 0\) when \(\tilde{z} \to \infty\) requires that

\[P(z) = \frac{c_1}{z} + \frac{c_2}{z^2} + \frac{c_3}{z^3} + \mathcal{O}(z^0).
\]

(7.7)

\(^{28}\)For small solutions the boundary is at \(|z| \to \infty\). It seems there would be a problem as \(|z| \to \infty\) implies \(|\tilde{z}| = r \to -\infty\). As our focus here is on the behavior near the horizon, one should think that above transformation is only for the region near the horizon.
However, $1/z^3$ term is not allowed. This can be understood as that near the horizon, the $AdS_5$ solution can be embedded into $AdS_3$, which must then satisfy $P(z) \propto p(z)^2$.

One concludes that for form factors in $AdS_5$, $P(z)$ has the following general structure

$$P(z) = a_{n-4}z^{n-4} + \cdots + a_1 z + a_0 + \frac{a_{-1}}{z} + \frac{1}{z^2}. \quad (7.8)$$

For the $n = 2$ case (which can be always embedded in $AdS_3$), one has

$$P(z) = p(z)^2 = \frac{1}{z^2}. \quad (7.9)$$

For the three-point case it is given as

$$P(z) = \frac{a_{-1}}{z} + \frac{1}{z^2}. \quad (7.10)$$

For a general $n$-point form factor, the number of parameters from the coefficients $a_i$ is

$$2(n - 3) + 2. \quad (7.11)$$

For the $AdS_4$ case this matches exactly with the degrees of freedom from a counting of the symmetries of a periodic null Wilson line configuration. For $AdS_5$, there should be further $(n - 3)$ parameters from gauge connection, as in the case of scattering amplitudes. In total the number of parameters is $3n - 7$, which is also consistent with the counting of symmetries.

For multi-operator insertions, a natural proposal is that each operator introduces one new pole term. For example, for the case with two cusps and two operators we would have

$$\frac{1}{z} + \frac{a^{(2)}}{z - z_0^{(2)}}, \quad (7.12)$$

where we have used scaling and translational symmetries of the worldsheet theory to set $a^{(1)} = 1$ and $z_0^{(1)} = 0$. In the limit that $z_0^{(2)} \to 0$, it reduces to the single operator form, which is consistent with the picture in section 6.

In this proposal, the degree of the polynomial is related to the number of cusps, and the number of poles corresponds to the number of operators inserted. Each $P(z)$ function defines an algebraic curve, or a Riemann surface. The numbers of genera and singularities are related to the numbers of cusps and operators. It also produces a consistent WKB line picture as shown in an example in the next subsection.

However, this doesn't seem to be the full story. The problem is that the remaining two complex parameters in (7.12) give four degrees of freedom, which do not match with the T-dual spacetime picture which has only 2 degrees of freedom. This implies that one may need to impose extra constraints on the coefficients $a_{-1}^{(k)}$ and $z_0^{(k)}$ for each insertion.

\footnote{This is true for short operators dual to periodic Wilson lines, but not necessary for more general operators, where the pole structure could be more complicated.}
AdS
3 ($\hat{n} = n/2$)

|          | Amplitudes | One-operator | Multi-operator |
|----------|------------|--------------|----------------|
|          | $p(z) = z^{\hat{n}-2} + a_{\hat{n}-4} z^{\hat{n}-4} + \cdots + a_1 z + a_0$ | $p(z) = z^{\hat{n}-2} + a_{\hat{n}-4} z^{\hat{n}-4} + \cdots + a_0 + \frac{a_{-1}}{z-z_0}$ | $p(z) = z^{\hat{n}-2} + a_{\hat{n}-4} z^{\hat{n}-4} + \cdots + a_0 + \sum_{i=1}^{m} \frac{a^{(i)}_{-1}}{z-z_0^{(i)}}$ |

AdS
3 and AdS
5

|          | Amplitudes | One-operator | Multi-operator |
|----------|------------|--------------|----------------|
|          | $P(z) = z^{n-4} + a_{n-6} z^{n-6} + \cdots + a_1 z + a_0$ | $P(z) = z^{n-4} + a_{n-6} z^{n-6} + \cdots + a_0 + \frac{a_{-2}}{(z-z_0)^2}$ | $P(z) = z^{n-4} + a_{n-6} z^{n-6} + \cdots + a_0 + \sum_{i=1}^{m} \frac{a^{(i)}_{-1} z + a^{(i)}_{-2}}{(z-z_0^{(i)})^2}$ |

Table 1: $P(z)$ function for amplitudes and form factors in AdS
3 and AdS
5. $n$ is the number of cusps, $m$ is the number of operators inserted. They apply to short operators which are dual to periodic configurations.

This seems to require a better knowledge of the T-dual picture of the minimal surface from which one may do a similar study as for the single insertion case.

There is also another possibility. Although the function $P(z)$ contains more parameters, the final area may be independent of these extra degrees of freedom. In other words, some of the parameters in $P(z)$ may be taken as “gauge-like” degrees of freedom, and one may change them without changing the physical area. This picture seems more natural but needs to be checked through a detailed study of the area.

In either case, we believe that the general structures of $P(z)$ functions are correct. We summarize them in Table 1.

### 7.2 WKB approximation

The asymptotic behavior of $Y$-functions can be determined by $P(z)$ through WKB approximation. The WKB lines are defined by the parametric line $z(t)$ as:

$$\text{Im} \left( \frac{x \, dz(t)}{\zeta \, dt} \right) = 0,$$

where

$$p(z) = x^2, \quad P(z) = x^4.$$  

The AdS
3 case corresponds to the $SL(2)$ Hitchin system which has been studied in details in [69]. As $\theta$ changes ($\zeta = e^{i\theta}$), the WKB lines will change correspondingly which is related.
Figure 10: Patterns of WKB lines in AdS$_3$, where we choose $\theta = \pi/2$. The two figures illustrate the behavior of WKB lines near zero and simple pole respectively. WKB lines which end on zeros or poles are shown in orange color. Zeros are shown as blue points, while poles are denoted as red points.

Figure 11: WKB lines in AdS$_3$ for the polynomial $p(z) = (z-1)(z-2)(z-3)(z+i)(z-i)$, $\theta = \pi/2$. It corresponds to a six-point $(\hat{n}=3)$ form factor with two operators inserted. The second figure plots the WKB lines in a much larger range, which makes it obvious that there are three cusps at infinity.

to the wall-crossing phenomenon in $N = 2$ theory. Although the physical context looks quite different here, the mathematics is basically the same. Below we summarize the general patterns of WKB lines for both AdS$_3$ and AdS$_5$ cases.

The WKB lines in AdS$_3$ have the following structure. For a general point, there is only one WKB line going through. The special points are the zeros and poles. There are three lines ending on each zero, and one line ending on each (simple) pole. These are shown in Figure 10. The full WKB lines for the six-point form factor with two-operator inserted are shown in Figure 11.

The AdS$_5$ case corresponds to a $SU(4)$ Hitchin system. The WKB lines have more complicated structures. For a general point, there are two WKB lines going through.

\[\text{To be more precise, this is the picture projected on a single } z\text{-plane. } P(z) = x^{4} \text{ defines a Riemann surface with four branch covers. On each sheet there is only one WKB line going through each point. Four sheets give actually four lines. Two of them overlap with the other two (but with different orientations). Projectively one gets the figures shown here. Similar picture applies for the AdS}_3 \text{ case.}\]
Figure 12: Patterns of WKB lines in AdS$_5$, where we choose $\theta = 0$. The three figures illustrate the behavior of WKB lines near zero, simple pole and double pole respectively. Zeros are shown as blue points, while poles are denoted as red points. Orange lines are special WKB lines which end on zeros or poles.

Figure 13: WKB lines in AdS$_5$ for the polynomial $p(z) = \frac{(z-1)(z-2)}{z^2}$, $\theta = 0$. It corresponds to a four-point form factor. The second figure plots the WKB lines in a much larger range, which makes it obvious that there are four cusps at infinity.

There are five lines ending on each zero, three lines ending on each simple pole and two lines ending on each double pole. The WKB patterns are show in Figure 12. The WKB lines for a four-point form factor are given in Figure 13.

One can associate small solutions to the asymptotic WKB lines, as labeled in Figure 11 and 13. Integrals over WKB lines (show as black lines in the figures) that connect different small solutions will provide the WKB approximation for the contraction of small solutions. For Y-functions, the corresponding WKB lines always form a closed contour. Therefore, the WKB approximation of Y functions in the limit of $\zeta \to 0, \infty$ is given by cycle integrals, which are related to the mass parameters [26]. They are related to the coefficients $a_i$ appearing in $P(z)$, and also implicitly related to the shape and periods of Wilson lines.


## 8 Summary and discussions

In this paper, we study form factors in \( \mathcal{N} = 4 \) SYM at strong coupling in \( AdS_5 \) and with multi-operator insertions. These are two non-trivial generalizations of the \( AdS_3 \) form factors studied in [36].

The generalization to \( AdS_5 \) involves new technical problems comparing to the \( AdS_3 \) case. The main challenge is how to introduce the truncation conditions with a more complicated \( 4 \times 4 \) monodromy matrix, and how to write the system in a gauge invariant form, i.e. in terms of Y-functions. We clarify and solve these problems. The Y-system of three-point case is constructed explicitly, which potentially would have a connection to the strong coupling Higgs-to-3-gluon amplitudes in QCD.

The second generalization to the multi-operator insertion cases provides a more interesting picture and we would like to make a few further comments. The main hope is to provide a new technique to study correlation functions. In doing so, we take an unconventional point of view at strong coupling: to apply the on-shell techniques to compute off-shell observables. Although similar ideas have been studied in the weak coupling side, this point of view seems have not been taken seriously at strong coupling.

According to the picture we proposed, adding one operator corresponds to introducing a new monodromy matrix, which is taken as a condition imposed on small solutions related to null cusps. The techniques developed for amplitudes or null Wilson loops can be applied to the computation of such more general class of observables. We construct the Y-system explicitly for the \( AdS_3 \) case with arbitrary number of operator-insertions. The construction should in principle be generalizable to \( AdS_5 \) based on the prescription of the single-operator result developed in this paper.

The derivation of the Y-system is expected to be applicable for general operators. Different operators would correspond to different kinds of monodromies. The simplest case is for short operators which are dual to light string states as being studied. For them, the monodromy depends only on the momenta of the operators. This is actually very interesting, considering that normally it is hard to study correlation functions with purely light operators at strong coupling besides the perturbative Witten diagram techniques, partially due to the complexity of string vertex operators in \( AdS_5 \) (see some ideas in [73]).

In our setup, the vertex operator information is in some sense encoded in the geometry via T-duality, and the problem becomes totally classical. It would also be interesting to construct the monodromy for more general operators, in particular classical solutions such as the GKP string [74].

Although our construction relies on the on-shell structure of the observables, the multi-operator structure should in principle contain all kinds of information in correlation functions. In particular from the general structure of OPE

\[
\mathcal{O}_1(x) \mathcal{O}_2(y) = \sum_\alpha c_{12\alpha} f(x - y, \partial_y) \mathcal{O}_\alpha(y),
\]

an immediate step would be extracting the OPE coefficients by using form factors with two operator insertions and comparing it with form factor with the single operator \( \mathcal{O}_\alpha \) in the OPE expansion.
Although our construction of $Y$ system does not rely on an exact knowledge of the string solutions, we do not have an explicit string T-dual picture of a form factor with multi-operator insertions. As discussed in section 7, this should provide a better knowledge for the function $P(z)$. The T-dual picture of short string states was studied recently in [75], where a similar Wilson line picture was obtained. It would be interesting to understand the picture of interacting multi-closed-string states.

While there are lots of studies on correlation functions, we would like to point out particularly [76, 77, 78, 79], where quite similar integrability techniques have been used. However, the detailed physical pictures and the building blocks are quite different. The method in those papers is limited to classical heavy operators (where the $S^5$ geometry plays also an important role), while our prescription is focused on short operators (but in principle could be for more general operators). It would be interesting to study the possible connection between the two pictures.

There are interesting algebraic curves appearing in the construction as discussed in Section 7. Similar algebraic curves (the Seiberg-Witten curves) also appear in gauge theories [69]. It would be interesting to study their possible connections. There are also similar spectral curves for classical string solutions such as those studied in [80]. There is an important difference though: while the spectral curve is a curve defined on the spectral parameter $\zeta$-plane, the algebraic curve here is on the worldsheet $z$-plane. On the other hand, in our picture there are close interplays between the two planes. It would be interesting to understand the connection more explicitly.

We would also like to make a few comments on the symmetries. Unlike amplitudes, form factors do not have dual conformal symmetry. However, as we have seen that there is no problem to use integrability to compute strong coupling form factors. Technically this may be understood that through changing of variables, one can bring spacetime quantities to a picture on the worldsheet, where the symmetries are in some sense enhanced and integrability techniques can be applied. It would be very interesting to study its possible correspondence at weak coupling, for example to have a realization of small solution picture at weak coupling, see an interesting proposal along this direction in [81]. In our opinion, it would be the symmetry of the theory rather than the symmetry of observables that plays the most important role.

Finally, let us mention that there are a few technical problems to clarify. While we have obtained the Y-system and considered the WKB approximation, we have not discussed how to find the explicit solutions. The explicit integral form of the Y-system equations are not given. The main complexity is due to the phases of some functions appearing in the equation are outside the physical strip, and extra pole contributions need to be considered. It is also necessary to show how to derive the expression for the area. For the $AdS_5$ form factors, a natural expression for the non-trivial free energy part is proposed, while for the multi-operator case a further study is necessary. There are also some issue about the $P(z)$ function of the multi-operator insertion case. These problems are under study.

---

31. This may be understood most easily in the T-dual picture, where a periodic Wilson line does not preserve special conformal symmetry.

32. See also [82] for an interesting idea of introducing spectral parameters for amplitudes at weak coupling.
investigation and we hope to report them in the near future.
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A  Hirota and Y-system equations

We start with Cramers rule:

\[ s_i \langle s_{i_2}, s_{i_3}, \cdots, s_{i_{k+1}} \rangle - s_{i_2} \langle s_i, s_{i_3}, \cdots, s_{i_{k+1}} \rangle + \cdots + (-1)^k s_{i_{k+1}} \langle s_i, \cdots, s_i \rangle = 0, \quad (A.1) \]

where \( s_i \) is a \( k \) dimensional vector and the contraction is defined as

\[ \langle s_1, s_2, \ldots, s_k \rangle := \epsilon^{\alpha_1 \cdots \alpha_k} s_{1,\alpha_1} \cdots s_{k,\alpha_k}. \quad (A.2) \]

Plücker relations can be obtained by contracting the small solutions with another set of small solutions \( s_{j_1}, \cdots, s_{j_{k-1}} \)

\[ \langle s_{j_1}, \cdots, s_{j_{k-1}}, s_{i_1} \rangle \langle s_{i_2}, s_{i_3}, \cdots, s_{i_{k+1}} \rangle + \cdots + (-1)^k \langle s_{j_1}, \cdots, s_{j_{k-1}}, s_{i_{k+1}} \rangle \langle s_{i_1}, \cdots, s_{i_k} \rangle = 0. \quad (A.3) \]

When \( k = 2 \), one gets the Schouten identity

\[ \langle s_i, s_j \rangle \langle s_k, s_l \rangle + \langle s_i, s_k \rangle \langle s_l, s_j \rangle + \langle s_i, s_l \rangle \langle s_j, s_k \rangle = 0. \quad (A.4) \]

When \( k = 4 \), one obtains useful relations for the AdS\(_5\) case, such as the Wronskian relation

\[ \langle s_i, s_j, s_a, s_b \rangle \langle s_k, s_l, s_a, s_b \rangle + \langle s_i, s_k, s_a, s_b \rangle \langle s_l, s_j, s_a, s_b \rangle + \langle s_i, s_l, s_a, s_b \rangle \langle s_j, s_k, s_a, s_b \rangle = 0. \quad (A.5) \]

Below we give the definition of T- and Y-functions, then we apply the above relations to obtain corresponding equations.

A.1  The AdS\(_3\) case

We use the convention (note it is different from the AdS\(_5\) case):

\[ f^\pm := f(e^{\pm i \xi} \zeta), \quad f^{[k]} := f(e^{i k \phi} \zeta). \quad (A.6) \]
In this notation one has from (2.19)
\[ \langle s_{i+1}, s_{j+1} \rangle = \langle s_i, s_j \rangle^2. \] (A.7)

The T-functions are defined as
\[
\begin{align*}
T_{1,2m+1} &:= \langle s_{-m-1}, s_{m+1} \rangle, & T_{1,2m} &:= \langle s_{-m-1}, s_{m} \rangle^+, \\
T_{0,2m} &:= \langle s_{-m-1}, s_{-m} \rangle, & T_{0,2m+1} &:= \langle s_{-m-2}, s_{-m-1} \rangle^+, \\
T_{2,2m} &:= \langle s_{m}, s_{m+1} \rangle, & T_{2,2m+1} &:= \langle s_{m}, s_{m+1} \rangle^+.
\end{align*}
\] (A.8)

\( T_{1,m} \) is non-zero for \( m = 1, \ldots, n-1 \), and the normalization \( \langle s_0, s_1 \rangle = 1 \) corresponds to a gauge choice \( T_{0,m} = T_{2,m} = 1 \).

Using Schouten identity (A.4), one can obtain the so-called Hirota equations
\[ T_{a,m}^+ T_{a,m}^- = T_{a,m-1} T_{a,m+1} + T_{a-1,m} T_{a+1,m}, \] (A.9)

where the indices \( a, m \) take integer values.

Hirota equations contain huge gauge redundancies
\[ T_{a,m}(\zeta) \rightarrow \prod_{\alpha,\beta=\pm} g_{\alpha\beta}(e^{i\pi(a+\beta m)/4}\zeta) T_{a,m}(\zeta), \] (A.10)

where \( g_{\alpha\beta}(\zeta) \) are four arbitrary functions. Like defining field strength in gauge theory, one can introduce gauge invariant functions, so-called Y-functions
\[ Y_{a,m} := \frac{T_{a,m-1} T_{a,m+1}}{T_{a-1,m} T_{a+1,m}}. \] (A.11)

The Hirota equations become the equations of Y-functions
\[ \frac{Y_{a,m}^+ Y_{a,m}^-}{Y_{a-1,m} Y_{a+1,m}} = \frac{(1 + Y_{a,m-1})(1 + Y_{a,m+1})}{(1 + Y_{a-1,m})(1 + Y_{a+1,m})}. \] (A.12)

In the normalization \( \langle s_i, s_{i+1} \rangle = 1 \) the equations of Y-functions simplify as
\[ Y_{m}^+ Y_{m}^- = (1 + Y_{m-1})(1 + Y_{m+1}), \] (A.13)

where \( Y_m := Y_{1,m} \).

**A.2 The AdS\(_5\) case**

We use the convention:
\[ f^\pm := f(e^{\pm i\frac{\pi}{4}} \zeta), \quad f^{[k]} := f(e^{ik\pi/4} \zeta). \] (A.14)

Useful relations due to the \( Z_4 \) automorphism are
\[
\begin{align*}
\langle s_{j-1}, s_j, s_{k-1}, s_k \rangle^2 &= \langle s_j, s_{j+1}, s_k, s_{k+1} \rangle, \\
\langle s_k, s_{j-2}, s_{j-1}, s_j \rangle^2 &= \langle s_k, s_{k+1}, s_{k+2}, s_j \rangle.
\end{align*}
\] (A.15) (A.16)
Define the T-functions as

\[ T_{0,m}(\zeta) := \langle s_{-2}, s_{-1}, s_0, s_1 \rangle^{[-m]} \],

\[ T_{1,m}(\zeta) := \langle s_{-2}, s_{-1}, s_0, s_{m+1} \rangle^{[-m]} \],

\[ T_{2,m}(\zeta) := \langle s_{-1}, s_0, s_{m+1}, s_{m+2} \rangle^{[-m-1]} \],

\[ T_{3,m}(\zeta) := \langle s_{-1}, s_m, s_{m+1}, s_{m+2} \rangle \],

\[ T_{4,m}(\zeta) := \langle s_m, s_{m+1}, s_{m+2}, s_{m+3} \rangle^{[-m-1]} \].

(A.17)

Using the Wronskian relation, one obtains the Hirota equations

\[ T_{a,m}^+ T_{4-a,m}^- = T_{4-a,m+1} T_{a,m-1} + T_{a+1,m} T_{a-1,m}, \quad a = 1, 2, 3. \]  

(A.18)

Gauge invariant Y-functions can be defined similarly as

\[ Y_{a,m} := \frac{T_{a,m+1} T_{4-a,m-1}}{T_{a+1,m} T_{a-1,m}}. \]  

(A.19)

The Hirota equations become the Y-system equations:

\[ \frac{Y_{a,m}^- Y_{4-a,m}^+}{Y_{a+1,m} Y_{a-1,m}} = \frac{(1 + Y_{a,m+1})(1 + Y_{4-a,m-1})}{(1 + Y_{a+1,m})(1 + Y_{a-1,m})}, \quad a = 1, 2, 3. \]  

(A.20)

**B Twistor variables**

In this appendix we give a brief review on (momentum) twistor variables, see for example [64,83]. One technical point we would like to clarify is how to transform twistor variables into Lorentz variables, and vice versa.

We first recall the relation between embedding and Poincaré coordinates

\[ X^\mu = \frac{x^\mu}{r}, \quad X^+ = \frac{1}{r}, \quad X^- = \frac{r^2 + x^\mu x_\mu}{r}, \]  

(B.1)

where \( (\eta_{\mu\nu} = (-1, 1, 1, 1)) \)

\[ -1 = -X^+ X^- + X^\mu X_\mu, \quad X^\pm := X^{-1} \pm X^4. \]  

(B.2)

Twistor variables can be understood as in the spinor representation of the embedding \( SO(2, 4) \) space, which is a \( SU(4) \) fundamental representation, denoted by \( \lambda \),

\[ X_{ab} = \Gamma_{ab}^A X_A = \lambda_{[a} \lambda_{b]}, \quad \lambda_{[a} \lambda_{b]} := \lambda_a \lambda_b - \lambda_b \lambda_a. \]  

(B.3)

With one explicit choice of gamma matrices, one has

\[ X_{ab} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & iX^+ & X^2 + iX^3 & X^1 - X^0 \\ * & 0 & X^1 + X^0 & -X^2 + iX^3 \\ * & * & 0 & iX^- \\ * & * & * & 0 \end{pmatrix} = \lambda_{[a} \lambda_{b]}. \]  

(B.4)
Note that $\text{det}(X) = (X \cdot X)^2/4$. Due to the freedom of choosing normalization, twistor variables $\lambda_i$ are projective coordinates in $\mathbb{CP}^3$.

Using (B.1) and (B.4), one can obtain the relations between $\lambda_a$ and $x^\mu$. For example, define

$$x^\pm = x^1 \pm x^0,$$  \hspace{1cm} \text{(B.5)}

one has the relations

$$x^-_j = i \frac{X_{j,14}}{X_{j,12}} = i \frac{\lambda^j_1 \lambda^j_2 + 1}{\lambda^j_1 \lambda^j_2 + 1}, \quad x^+_j = i \frac{X_{j,23}}{X_{j,12}} = i \frac{\lambda^j_2 \lambda^j_3 + 1}{\lambda^j_1 \lambda^j_2 + 1}. \hspace{1cm} \text{(B.6)}$$

Another description of so-called momentum twistors, which was first introduced at weak coupling [64], is practically more useful. Consider a null Wilson line configuration defined in the momentum space of amplitudes or form factors

$$x_{i+1} - x_i = p_i, \quad p_i^2 = 0, \quad p_{i,\dot{\alpha}} = \Lambda_{i,\alpha} \bar{\Lambda}_{i,\dot{\alpha}}, \hspace{1cm} \text{(B.7)}$$

where the left and right-hand $SU(2)$ Weyl spinors are denoted by $\Lambda$ and $\bar{\Lambda}$. We define $x_{ij} := x_i - x_j$. The Weyl spinor contractions are defined as

$$\langle i, j \rangle := \epsilon^{\alpha\beta} \Lambda_{i,\alpha} \Lambda_{j,\beta}, \quad [i, j] := \epsilon^{\dot{\alpha}\dot{\beta}} \bar{\Lambda}_{i,\dot{\alpha}} \bar{\Lambda}_{j,\dot{\beta}}, \hspace{1cm} \text{(B.8)}$$

$$\langle i \mid x \mid j \rangle := \Lambda_i^\alpha x_{\alpha\dot{\alpha}} \bar{\Lambda}_j^{\dot{\alpha}}, \quad \langle i \mid x \mid j \rangle := \Lambda_i^\alpha x_{\alpha\dot{\alpha}} \bar{\Lambda}_j^{\dot{\alpha}}. \hspace{1cm} \text{(B.9)}$$

The momentum twistors can be explicitly defined as follows

$$\lambda_j = (\Lambda_{j,\alpha}, \mu_{j,\dot{\alpha}}), \quad \mu_{j,\dot{\alpha}} := -i (x_j \cdot \Lambda_j)_\dot{\alpha} = -i \epsilon^{\alpha\beta} x_{j,\alpha} \Lambda_{j,\beta}. \hspace{1cm} \text{(B.10)}$$

Note that also $\mu_{j,\dot{\alpha}} = -i (x_{j+1} \cdot \Lambda_j)_\dot{\alpha}$. The contraction of twistors is defined as

$$\langle \lambda_i, \lambda_j, \lambda_k, \lambda_l \rangle := \epsilon^{abcd} \lambda_{i,a} \lambda_{j,b} \lambda_{k,c} \lambda_{l,d}, \quad a = (\alpha, \dot{\alpha}). \hspace{1cm} \text{(B.11)}$$

The geometric picture of twistor space is that, each spacetime point corresponds to a line in twistor space determined by two twistor variable, $x_i \sim X_i \sim \lambda_{i-1} \wedge \lambda_i$. If two spacetime points are null separated, the corresponding two lines in twistor space intersect with each other. This is obvious in the above definition since null-separated $x_i$ and $x_{i+1}$ both contain $\lambda_i$.

To write the contractions of twistor variables in terms of Lorentz coordinates, one practically very useful formula is [83]

$$\langle i \mid x_{i,j} x_{j,k} \mid k \rangle = \frac{\langle \lambda_i, \lambda_{j-1}, \lambda_j, \lambda_k \rangle}{\langle j-1, j \rangle}. \hspace{1cm} \text{(B.12)}$$

For example, using (B.12) it is easy to obtain the relation

$$x^2_{i,j} = \frac{\langle \lambda_{i-1}, \lambda_i, \lambda_{j-1}, \lambda_j \rangle}{\langle i-1, i \rangle \langle j-1, j \rangle}. \hspace{1cm} \text{(B.13)}$$

\[33\] It is called momentum twistor just because it is defined in the momentum space, mathematically it is not different from usual twistor.
Furthermore, any normalization independent expression of twistor contractions can be written in terms of Lorentz variables. For example, for the ratio variables appearing in form factors, one has

\[
\frac{\langle \lambda_1, \lambda_2, \lambda_3, \hat{\Omega} \lambda_4 \rangle}{\langle \lambda_1, \lambda_2, \lambda_3, \lambda_4 \rangle} = \frac{\langle \lambda_1, \lambda_2, \lambda_3, \lambda_{4+n} \rangle}{b_1 \langle \lambda_1, \lambda_2, \lambda_3, \lambda_4 \rangle} = \frac{\langle 1| p_2 (q + p_3)|4 \rangle}{\langle 1| p_2 p_3|4 \rangle}, \quad (B.14)
\]

\[
\frac{\langle \hat{\Omega} \lambda_1, \lambda_2, \lambda_3, \lambda_4 \rangle}{\langle \lambda_1, \lambda_2, \lambda_3, \lambda_4 \rangle} = \frac{\langle \lambda_{n+1}, \lambda_2, \lambda_3, \lambda_4 \rangle}{b_1 \langle \lambda_1, \lambda_2, \lambda_3, \lambda_4 \rangle} = \frac{\langle 1| (-q + p_{12}) p_3|4 \rangle}{\langle 1| p_{12} p_3|4 \rangle}, \quad (B.15)
\]

where we also use the relation (4.55) \( \lambda_{i+n} = b_i \hat{\Omega} \lambda_i \).

## C Monodromy with a different basis

In this section we briefly explain the monodromy defined in a different basis of small solutions, in particular how \( \hat{\Omega} \) is related to \( \Omega \).

First recall the definition of the monodromy

\[
\begin{pmatrix} s_1 \\ s_0 \\ s_{-1} \\ s_{-2} \end{pmatrix} (z e^{2\pi i}, \zeta) = \Omega^{-1}(\zeta) \begin{pmatrix} s_1 \\ s_0 \\ s_{-1} \\ s_{-2} \end{pmatrix} (z, \zeta), \quad \begin{pmatrix} s_2 \\ s_1 \\ s_0 \\ s_{-1} \end{pmatrix} (z e^{2\pi i}, \zeta) = (\Omega^2)^{-1}(\zeta) \begin{pmatrix} s_2 \\ s_1 \\ s_0 \\ s_{-1} \end{pmatrix} (z, \zeta), \quad (C.1)
\]

and

\[
\begin{pmatrix} s_{n+1}, s_n, s_{n-1}, s_{n-2} \\ s_{n+2}, s_{n+1}, s_n, s_{n-1} \end{pmatrix}^T (z, \zeta) = B^{-1}(\zeta) \begin{pmatrix} s_{n+1}, s_n, s_{n-1}, s_{n-2} \\ s_{n+2}, s_{n+1}, s_n, s_{n-1} \end{pmatrix}^T (z e^{2\pi i}, \zeta),
\]

\[
\begin{pmatrix} s_{n+1}, s_n, s_{n-1}, s_{n-2} \\ s_{n+2}, s_{n+1}, s_n, s_{n-1} \end{pmatrix}^T (z, \zeta) = (\overline{B}^2)^{-1}(\zeta) \begin{pmatrix} s_{n+1}, s_n, s_{n-1}, s_{n-2} \\ s_{n+2}, s_{n+1}, s_n, s_{n-1} \end{pmatrix}^T (z e^{2\pi i}, \zeta), \quad (C.2)
\]

where using the relations of (2.20), the proportionality constants are given by a single \( B \) function

\[
B^{-1} = \text{diag}\{B, (B^2)^{-1}, B^{-4}, (B^{-2})^{-1}\}, \quad \overline{B}^{-1} = \text{diag}\{B^{-4}, B^{-2}, B^{-1}, B^{2}\}. \quad (C.3)
\]

One can expand \( s_{-2} \) in terms of \( \{s_{-1}, s_0, s_1, s_2\} \), then one gets

\[
s_{-2} = T_{1,1}^{-1} s_{-1} - T_{2,1} s_0 + T_{1,1}^{[1]} s_1 - s_2. \quad (C.4)
\]

Similarly for \( s_{n-2} \) one has the expansion

\[
s_{n-2} = \langle s_{n-2}, s_n, s_{n+1}, s_{n+2} \rangle s_{n-1} - T_{2,1}^{[2n-4]} s_n + \langle s_{n-2}, s_{n-1}, s_n, s_{n+2} \rangle s_{n+1} - s_{n+2}, \quad (C.5)
\]

where the other two contractions are \( T_{1,1} \) or \( T_{3,1} \) depending on whether \( n \) is even or odd.
By introducing

\[
M = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & T_{1,1}^{[1]} & -T_{2,1} & T_{1,1}^{-[1]}
\end{pmatrix},
\]

(C.6)

\[
M' = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & (s_{n-2}s_{n-1}s_{n+2}) & -T_{2,1}^{[2n-4]} & (s_{n-2}s_{n}s_{n+1}s_{n+2})
\end{pmatrix},
\]

(C.7)

one can obtain

\[
\langle \Omega^{[2]} \rangle = B^{[2]} M'^{-1} B^{-1} \Omega M.
\]

(C.8)
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