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Abstract: Extreme space weather events occur during intervals of strong solar wind electric fields. Curiously during these intervals, their impact on measures of the Earth’s response, like the polar cap index, is not as high as expected. Theorists have put forward a host of explanations for this saturation effect, but there is no consensus. Here we show that the saturation is merely a perception created by uncertainty in the solar wind measurements, especially in the measurement times. Correcting for the uncertainty reveals that extreme space weather events elicit a $\sim$300\% larger impact than previously thought. Furthermore, they point to a surprisingly general result relevant to any correlation study: uncertainty in the measurement time can cause a system’s linear response to be perceived as non-linear.

One-Sentence Summary: Uncertainty in measurement times can cause a system’s linear response to be misinterpreted as non-linear.
Main Text: Solar wind conditions control the dynamics of the plasma and electromagnetic fields around the Earth. In particular, severe space weather events can increase the electric current strengths within the Earth’s magnetosphere and ionosphere, causing nationwide power outages and malfunctions in global satellite networks (1, 2). This risk rises with our ever-increasing reliance on electricity and space technology. Years of studies demonstrate that these events occur during intervals of strong solar wind electric fields (3). At small values of the solar wind strengths, there is a linear correlation between the solar wind electric field and a measure of the magnetosphere response, such as the polar cap index. Curiously, the correlation levels off during high values of the electric field (4). In other words, strong solar wind electric fields do not seem to elicit the large amplitude response in the polar cap index that one might expect.

The saturation of the polar cap index at high solar wind electric field strengths is a long-standing question in space physics. The solar wind electric field transfers energy to the magnetosphere by controlling the magnetic reconnection rate upstream of Earth. The reconnection electric field (\(E_m\)) determines the upper limit of the rate. This electric field maps along equipotential magnetic field lines closer to Earth onto the polar ionosphere (\(E_m\)) and drives plasma convection. The electric field corresponding to the convection (\(E_{PC}\)) is measured using magnetometers at the poles and is often called the polar cap index. The polar cap index can also be expressed as the polar cap potential corresponding to the electric field. It is a measure of the solar wind’s impact on Earth (5, 6).

![Diagram of solar wind reconnection and polar cap index](image)

**Fig. 1. Solar wind reconnection electric field affects the polar cap index.** The reconnection electric field is a function of the solar wind electric field. The polar cap index is the electric potential across the polar cap and is a measure of the magnetosphere’s response to solar wind electric field. The polar cap index correlates linearly with the solar wind reconnection electric field for low solar wind electric field values. At high values, the index appears to saturate.
In the past four decades, theorists have put forward at least nine models for the saturation of the polar cap index \((4, 5, 7)\). The models explain the saturation by either reduced energy transfer from the solar wind or reduced plasma convection in the ionosphere during high solar wind electric field values. None of these explanations have been confirmed by direct observational evidence \((5)\).

This paper proposes a very different explanation for the saturation effect: uncertainty in the input measurements. Correcting for the uncertainty shows that the true magnetosphere response is linear over the full range of solar wind input—implying that the impact of extreme space weather is vastly higher than previously assumed. Finally, we demonstrate that uncertainty in measurement times can lead to a system’s linear response being misunderstood as non-linear. The importance of this work goes beyond Heliophysics, as it is relevant to any correlation study between a measure of the system’s forcing and its response.

There is always an inherent error in the input solar wind reconnection electric field values mapped down to the polar ionosphere \((\mathbb{E}^*_{\text{m}} \neq \mathbb{E}_{\text{m}})\). The solar wind monitors are located far upstream from Earth. Hence, there are random errors in our calculations of the times when the solar wind reaches the Earth. The nature of the error stems from the following facts: 1) There are random errors in the estimates of the solar wind propagation times from the L1 liberation point, where it is measured, down to the ionosphere, 2) The random errors need not be the same across time or solar wind fluxes, 3) The reconnection electric field is log-normally distributed (See Fig. S1) \((8)\).

Such errors in input measurements mean that the magnetospheric response to stronger electric fields is likely to be associated with that of the smaller and more typical electric fields. It is essentially an effect associated with a reversion towards the mean \((9)\). The reversion becomes more acute the greater the solar wind electric field, hence the saturation effect. In other words, the random error in the stochastic solar wind forcing leads to a non-linear bias in the regression function of its magnetosphere response. Here, the regression function \(\langle \mathbb{E}_{\text{PC}} | \mathbb{E}^*_{\text{m}} \rangle\) is the conditional expectation of the polar cap index \(\mathbb{E}_{\text{PC}}\) for a given estimate of the solar wind reconnection electric field value \((\mathbb{E}^*_{\text{m}})\) mapped to the polar ionosphere. The cause of the non-linear bias is the uncorrected use of \(\mathbb{E}^*_{\text{m}}\) — the erroneous estimate of the reconnection electric field mapped to the ionosphere as a covariate instead of its true value \(\mathbb{E}_{\text{m}}\).

We demonstrate this through a Monte-Carlo solution of a statistical error model that considers the uncertainty in the solar wind propagation time and its magnitude \((10)\). The non-linear regression function calculated by the model coincides with the saturation of the polar cap potential observed in data (See Fig. 2). Given the uncertainties in the solar wind propagation from L1 to the polar cap, we should expect the polar cap potential to saturate with the erroneous estimate of the solar wind reconnection electric field.
Fig. 2. Our model reproduces the observed saturation polar cap index extremely well. The green dashed lines show the polar cap index saturation data observed for a given erroneous estimate of the solar wind reconnection electric field $E^*_{\text{m}}$ derived from the literature. The data is an average of measurements over 20 years. The solid magenta line results from the statistical model we developed based on the uncertainties in solar wind measurements.

Our work shows that the true magnetosphere response is linear over the full range of solar wind input—but the saturation effect increases as uncertainties in the solar wind input increase (See Fig. 3A). There is no need to invoke new physics for the solar wind-magnetosphere interaction: the saturation effect is entirely the result of uncertainties in the solar wind measurements and its arrival time. Using regression calibration of the erroneous estimate ($\hat{E}_{\text{m}}^*$), we remove the non-linear bias in the regression function \((10)\). The new regression function calculated using the corrected reconnection electric field data $\langle E_{\text{PC}} | \hat{E}_{\text{m}}^* \rangle$ is largely linear. Strengthening this finding is the behavior of an independently measured and alternate ionosphere parameter - the auroral electrojet current strength (SML). The electrojet strength increases linearly with the corrected solar wind field (See Fig. 3B).

The linearity implies that the actual effect of extreme space weather on Earth might be much higher than previously thought. At around 40 mV/m reconnection electric field, the effect on the polar cap index is $\sim 300\%$ more than when we erroneously infer the saturated response. These results, finally, explain the decades-old question of polar cap potential saturation as a consequence of neglecting uncertainty in the estimates of solar wind propagation.
Fig. 3. The magnetospheric response is linear with solar wind driving after calibrating the uncertainty. A) Regression calibration of the solar wind reconnection electric field estimate leads to a linear ionospheric response. The green dashed lines show the polar cap index saturation data observed for a given erroneous estimate of the solar wind reconnection electric field described in the literature \( E_{PC}^c | E_m^c \). The solid magenta line is the true relationship revealed after regression calibration \( E_{PC}^c | E_m^c \). The linearity of the true response implies that at 40 mV/m of the solar wind reconnection field, the polar cap index response is ~300% greater than if the response were to saturate. B) The response of the auroral electrojet strength (SML), measured using an independent set of instruments in the ionosphere, also varies linearly with the calibrated reconnection electric field.

The importance of this result goes beyond space physics, as it is relevant to any correlation study. When the input is uncertain, we cannot directly extract the system’s response to unusually large or small input values. Using analytic methods, we show that uncertainty in the time of input measurement can produce a perception of non-linearity in the response. The non-linear effect becomes more significant with increasing uncertainty of measurement times (See Fig. 4). In other words, temporal uncertainty in the input to a regression problem can bias the system’s correlation response or regression function. The bias is non-linear if the input is a lognormal stochastic process. We demonstrate for the first time that this non-linear bias increases as a function of the ratio of the standard deviation of temporal uncertainty (\( \sigma_\delta \)) and the autocorrelation time constant (\( \kappa \)) of the process (See Fig. 4). Lognormal processes are common in nature, as they are the limiting distribution of products of independently distributed random numbers(11–13). Hence this non-linear bias might be more common-place than we realize.
Fig. 4. Increasing temporal uncertainty leads to non-linearity in the regression function that is otherwise linear. $X$ is a lognormal stochastic process with an autocorrelation time constant $\kappa$. $W$ is an erroneous estimate of $X$, where the error comes from a temporal uncertainty $t + \delta$ with a standard deviation of $\sigma_\delta$. The regression function $\langle X|W \rangle$ has a non-linear bias that increases with the ratio of the standard deviation of temporal uncertainty to the autocorrelation time constant ($\sigma_\delta/\kappa$). When this ratio is 30%, the true regression function is at least $\sim 63\%$ higher than the biased regression function at the highest value of the erroneous input ($W = 40$ units).

Our findings have three main implications. First, it forces us to rethink the physics-based explanations of polar cap potential saturation developed in the last four decades and address the uncertainty in solar wind propagation. Second, the magnetospheric response to solar wind forcing is linear, implying that extreme space weather events can have a vastly higher impact on the Earth than if the response were to saturate. Finally, the temporal uncertainty in forcing can alter our interpretation of the response of forced systems, e.g., mistaking a linear system response to be non-linear. If the uncertainty is reduced or statistically corrected, it is possible to retrieve the true system response. This effect may be relevant to fields with rare events and uncertainty in input measurement times, such as seismology, astronomy, climate science, or medical diagnosis. It is also likely consequential to data analysis frameworks when used to make inferences of a system’s behavior, such as non-linear error analysis, regression analysis, non-linear dynamics of delay systems, and machine learning.
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Materials and Methods

Overview

In this section, we discuss the methods used to demonstrate that polar cap potential saturation is a result of solar wind measurement uncertainty, calibrate the error to reveal the linear response of the polar cap potential and auroral current strengths due to solar wind forcing, and present the analytical derivation of uncertainty in measurement times causing a perception of non-linearity in a linear system’s correlation response.

Solar wind measurement uncertainty

Solar wind interaction with the Earth’s magnetosphere causes day-side magnetic reconnection that drives the convection of magnetic fields and plasma in the Earth’s polar ionosphere. The upper limit of the rate of the magnetic reconnection is determined by the solar wind reconnection electric field or merging geoeffective field $E_m$ (5).

$$E_m = V_{sw} B_{T,sw} \sin^2(\theta_{sw}/2)$$  \[1.1\]

This field is determined by solar wind parameters alone and is also known as the Kan-Lee electric field (5). Here $V_{sw}$ is the solar wind speed in km/s, $B_{T,sw} = \sqrt{B_y^2 + B_z^2}$ is the transverse magnitude of the interplanetary magnetic field (IMF) in nT, and $\theta_{sw} = \tan^{-1}(B_y/B_z)$ is the transverse IMF clock angle in radians. $E_m$ is a positive-valued quantity with the units of the electric field [mV/m], reflecting the assumption that energy flows only from the solar wind to the magnetosphere. The above quantities are measured in Geocentric Solar Magnetospheric (GSM) coordinates using spacecrafts orbiting the L1 libration point ~230 earth Radii ($R_E$) upstream from Earth. The GSM coordinates are convenient for studying the effects of the IMF components on magnetospheric and ionospheric phenomena. Its X-axis points towards the Sun, and the Z-axis is the projection of the Earth’s magnetic dipole axis onto the plane perpendicular to the X-axis. For purely southward IMF, the reconnection electric field $E_m$ is equal to the solar wind electric field $E_{sw} = V_{x,sw} B_x$, where $V_{x,sw}$ is a component of the solar wind velocity along the x-direction.

The dawn-dusk portion of the solar wind electric field maps along the equipotential magnetic field lines and drives the plasma convection down in the polar cap ionosphere. The convection corresponds to an electric field across the polar cap in the rest frame of the Earth ($E_{PC}$). The polar cap (PC) index is a measure of this field and the energy input into the Earth’s magnetosphere. The index has gone through many iterations over the past 50 years, but it is essentially the maximum amplitude of variations observed from magnetometers within the polar cap (6). The current version of the index is scaled on a statistical basis of magnetic variations to the reconnection electric field. This makes the PC index independent of daily and seasonal variations and the local ionospheric properties. PCN is the index derived from magnetometer arrays in the northern polar cap, while PCS is derived from the southern polar cap. We use the PCC index as a proxy for $E_{PC}$, as it combines both the indices to provide a positive-valued index, which is more accurate than the individual indices (6). PCC or $E_{PC}$ also has the units of the electric field, and it is mostly represented in literature in the form of its corresponding electric potential across the polar cap, called the cross-polar cap potential.

When $E_m$ is propagated to the polar cap ionosphere from the L1 point ($\bar{E}_m$), it correlates linearly with $E_{PC}$ for low values of $\bar{E}_m$. This is well-documented in literature and is observed for
other forms of the solar wind electric field and polar cap index (5, 6, 16). However, we note that the true value of $E_m$ is unavailable to us, as there will always be some inherent errors in the propagation model. Instead, we only have an erroneous estimate of the reconnection electric field propagated to the polar cap $E_m^*$. Hence, we need to reinterpret the literature as saying that low values of the erroneous estimate of the solar wind strengths $E_m^*$ (not $E_m$) correlate linearly with the polar cap potential. And at high values of $E_m^*$, the polar cap potential saturates. The saturation seems to have the following functional form (6):

$$ E_{PC} = \frac{E_m^*}{\sqrt{1 + \left(\frac{E_m^*}{E_0}\right)^2}} $$

We calculate $E_m^*$ by using WIND satellite measurements published in the OMNIWeb database (17). The database provides the values corrected for the propagation delay of the solar wind from L1 to the bow-shock nose (18–20). Then as commonly done, we apply a further correction of a constant delay of ~20 minutes to account for the propagation delay from the nose to the polar cap ionosphere (21). Previous literature that discusses the polar cap potential saturation problem estimates $E_m^*$ similarly. We use the WIND data from 1995 to 2019 and the polar cap indices from the same time range. Both data are 1-minute averages. We only use data samples when both WIND measurements and polar cap indices are available.

We categorize the uncertainty in estimating $E_m^*$ into three primary sources:
1. Uncertainty in propagation delay of the solar wind from L1 to the bow-shock nose ($d_{t_1}$)
2. Uncertainty in the propagation delay of the effect of solar wind forcing from bow-shock noses to the polar cap ionosphere ($d_{t_2}$)
3. Random variability in the magnitude of $E_m$ due to spatial variation in the solar wind and changes in other environmental parameters such as ionospheric conductivity ($\varepsilon$)

Knowing the statistical distribution of the above uncertainty will allow us to construct a stochastic model of the estimate $E_m^*$ as a function of the accurate value $E_m$ mapped to the polar cap ionosphere. In the following subsection, we develop a statistical error model of the estimate of the reconnection electric field in the polar cap ionosphere from the hypothetical true value and uncertainty distributions. For the assumed uncertainties, the model predicts the polar cap potential saturation that is strikingly similar to data from 20 years of observations (see Fig. 2).

**Statistical error model**

To distinguish between data and model, we will replace $E_m$ with $X$ when referring to the random variable corresponding to the reconnection electric field in the statistical model. We also replace the polar cap index $E_{PC}$ with a counterpart in the model $X_{PC}$. Hence, in the model, $\hat{X}$ is the value of the reconnection electric field accurately propagated to the polar cap, and $\hat{X}^*$ is its erroneous estimate. We hypothesize the following statistical error model:

$$ \hat{X}^*(t) = \hat{X}(t + d_{t_1} + d_{t_2}) + \varepsilon(t) \tag{1.2} $$

We assume that $\hat{X}^*$, $\hat{X}$, $d_{t_1}$, $d_{t_2}$, and $\varepsilon$ are stochastic processes. In other words, they are each a collection of random variables in time ($t \in T$) with an associated probability distribution.
that determines the random value it might take at a given time \( t \). Below we present the justified assumptions we make of the probability distributions and autocorrelation functions of these stochastic processes. From these assumptions of \( \hat{X} \), \( d_{t_1} \), \( d_{t_2} \), and \( \varepsilon \), we calculate \( \hat{X}^* \). After which, we validate the model results by comparing them with the data \( E_m^* \).

**Input \( \hat{X} \):** As discussed earlier, accurate mapping of the reconnection electric field onto the polar cap should result in \( \hat{X} = X_{PC} \). As a result, we assume that the probability density function (pdf) of \( \hat{X} \) is similar to the pdf of \( X_{PC} \), hence the pdf of \( E_{PC} \) that we can estimate from data. Like many solar wind parameters, \( E_{PC} \) can be approximated to be a lognormal distribution (8). Without making any specific equivalence, we assume the pdf of model input \( \hat{X} \) to be a lognormal distribution that closely fits the pdf of \( E_{PC} \) from data (See fig. S1). We also assume the adjacent values of \( \hat{X} \) in time are correlated similarly to adjacent values of \( E_{PC} \) in time (See fig. S2). In other words, we assume that in our model, \( \hat{X} \) shares the stochastic properties of the polar cap index \( E_{PC} \). Finally, we assume \( \hat{X} \) is a stationary process, i.e., its probability distribution and autocorrelation function does not change with time.

**Uncertainty in propagation delay from L1 to Nose \( d_{t_1} \):** Solar wind parameters measured upstream are time-shifted to account for the delay in propagation of the wind to the bow-shock nose. Case and Wild estimate the uncertainty to be on the order of minutes (22). Based on their results, we assume \( d_{t_1} \) to be an independent random process with a pdf of a Student’s t-distribution with shape factor 1.3, mean 0, and standard deviation 8 minutes (See Fig. S3). The distribution is zero-mean and has a longer tail than the normal distribution.

**Uncertainty in propagation delay from nose to polar cap \( d_{t_2} \):** Changes in the day-side reconnection electric field propagate along equipotential magnetic field lines to the polar caps. The delay in this propagation is on average 20 minutes but can vary from -5 to 50 minutes (23). Historically, researchers have used a constant propagation delay \( (t_2) \) of about 20 minutes for this stage of propagation. However, the uncertainty of propagation time here is significant. We model the pdf of \( t_2 \) as a Weibull distribution with mean zero, standard deviation 25 minutes, and shape factor 1.3 (See fig. S3). The Weibull distribution keeps the total delay \( t_2 + d_{t_2} \) positive and captures the broad spread in the propagation delay documented by Stauning (23).

**Other uncertainty \( \varepsilon \):** There are several other reasons for the magnitude of the solar wind electric field to be different from where it is measured at the L1 and its projection at the polar cap. The IMF clock angle could change substantially after crossing L1, spatial variations in the solar wind can lead to a different part of the wind interacting with the Earth’s magnetosphere, and changes in ionospheric conductivity, or more generally, the magnetospheric state can lead to changes in the electric field value at the polar cap. As the solar wind strength increases, the random variation in the field can increase due to the increased spatial structuring of the solar wind. With more energy in the magnetosphere affecting particle precipitation, a larger range of ionospheric conductance values is possible for given solar wind strength. However, beyond a threshold, large solar wind structures with uniform spatial scales, like Coronal Mass Ejections, might lead to a lower increase in random variation with solar wind strength.

Though we do not use direct evidence, the above assumption is consistent with the observed statistical variations in the difference between solar wind electric field and the polar cap potential shown in fig. S7. The variation in their difference increases up to a polar cap potential of \( \sim12 \) mV/m and then remains constant. Hence, the normalized variation shown in fig. S7 (spread of
points across the horizontal direction) decreases after ~12 mV/m. Based on this observation, we model the pdf of $\epsilon$ to be a zero-mean Gaussian, but with a standard deviation that varies with the magnitude of $\hat{\mathcal{X}}$. The specific function that we assume for the standard deviation of $\epsilon$ normalized by the value of $\hat{\mathcal{X}}$ is shown in fig. S4. The normalized standard deviation of $\epsilon$ in fig. S4 increases up to 12 mV/m and then decreases slowly after. We also assume that $\epsilon$ has an autocorrelation function similar to that of the difference between the observed reconnection electric field $\mathcal{E}_m^*$ and the polar cap index $E_{PC}$.

Using the above assumptions, we generate an ensemble of time series of $\hat{\mathcal{X}}$, $dt_1$, $dt_2$, and $\epsilon$, and calculate the corresponding time series of the erroneous estimate $\hat{\mathcal{X}}^*$ using equation [1.2]. The statistical properties of the model output agree remarkably with that of the data.

**Model validation**

1. The model predicts the pdf of the erroneous estimate of the reconnection electric field $\mathcal{E}_m^*$. As shown in fig. S5, the pdf of $\hat{\mathcal{X}}^*$ closely fits the pdf of $\mathcal{E}_m^*$.

2. The model predicts the standard deviation of the normalized error. A good way to visualize how the uncertainty varies with the magnitude of $\hat{\mathcal{X}}^*$ is to calculate the standard deviation of the normalized error $\sum (\hat{\mathcal{X}}^* - \hat{\mathcal{X}})/\hat{\mathcal{X}}$. This quantity largely matches with its counterpart in data $\sum (\mathcal{E}_m^* - E_{PC})/E_{PC}$ (See fig. S6). If the values we assume for the uncertainties $dt_1$, $dt_2$, and $\epsilon$, are inadequate, the model will underestimate or overestimate the statistical variation in the difference between $\mathcal{E}_m^*$ and $E_{PC}$ shown in fig. S6.

3. Furthermore, the model predicts the conditional normalized error distribution itself. A more detailed picture of the statistical properties of $\mathcal{E}_m^*$ can be obtained by plotting the conditional probability density of the normalized error given $\hat{\mathcal{X}}$ or $E_{PC}$. In fig. S7, the left plot is the conditional pdf of normalized error calculated from the data, and the plot on the right is the same from the model. Both have a similar structure, with the spread in error increasing up to ~12 mV/m and then decreasing. This is consistent with our assumptions of the variation of the spatial scale sizes with solar wind strength.

4. Finally, the model shows that the assumptions of random, unbiased uncertainties in the solar wind input lead to a conditional bias in the estimate $\hat{\mathcal{X}}^*$ varying with its strength. This bias exactly reproduces that seen in the data. In fig. S8, the black line is plotted from data and shows the conditional bias in the erroneous estimate $\mathcal{E}_m^*$ given its strength. It matches remarkably with that calculated by the model – shown in magenta. This non-linearly increasing bias is ultimately a result of the regression to the mean effect and regression attenuation (9, 24).

Fig. S9 visualizes this effect. The left panel shows the probability distribution of the true value $\hat{\mathcal{X}}$. Each bin associated with $\hat{\mathcal{X}}$ is assigned a unique color. The panel on the right shows the pdf of the error-prone estimate of $\hat{\mathcal{X}}$, i.e., $\hat{\mathcal{X}}^*$. However, the colors still preserve their correspondence to the true value. The share of color in a particular $\hat{\mathcal{X}}^*$ bin describes the proportion of $\hat{\mathcal{X}}$ values misidentified as $\hat{\mathcal{X}}^*$. In each $\hat{\mathcal{X}}^*$ bin, a larger proportion of lower $\hat{\mathcal{X}}$ values
are misidentified as $\hat{X}$*. In other words, for large $\hat{X}$*, $\hat{X}$ is less than expected. Converting this into the terminology of observations, we get back to the statement of the problem introduced in the main paper: for large values of $\hat{E}_m^c$, $E_{PC}$ is less than expected or saturates.

**Correcting the error**

From the model output, we calculate the conditional expectation of the true value given the erroneous estimate: $f_r(x) = \langle X|X^* = x \rangle$. For the particular assumptions of uncertainties in measurement, $f_r(x)$ is the best estimate of the true value given the erroneous value. $f_r(x)$ can be used to statistically correct the erroneous estimate $\hat{E}_m^c$ to a most likely estimate of the true value $\hat{E}_m$. $\hat{E}_m^c$ is useful for revealing the true statistical correlation with other variables, like the polar cap index $E_{PC}$ or auroral current strengths $SML$. The process of statistically correcting for the uncertainty using the conditional expectation of the true value given the erroneous estimate: $\hat{E}_m^c = f_r(\hat{E}_m^*)$ for accurate regression analysis is called regression calibration (24). Fig. 3 shows the results of this calibration. $SML$ is the lower auroral electrojet index from the SuperMAG database, which is a measure of the currents flowing in the auroral regions (25, 26). It is calculated using ground magnetometers and procedures completely independent of the calculation of the polar cap index. Since regression calibration of $\hat{E}_m^*$ to $\hat{E}_m^c$, results in a linear relationship between both $\hat{E}_m^c$ and $E_{PC}$ (Fig. 3A) and $\hat{E}_m^c$ and $SML$ (Fig. 3A), it suggests our findings are independent of the construction of the ionospheric response variables.

**Temporal uncertainty can lead to a non-linear regression function**

Here we analytical derive the general result that temporal uncertainty in measurement can lead to a perception of non-linearity in a linear system’s correlation response. For this, we first assume a linear system with an input random variable $X$ and output response variable $Y$, such that

$$Y = X$$  \[1.3\]

The input is measured or estimated with a temporal uncertainty represented by the random variable $\Delta$. The erroneous estimate is $W$ and is related to the true input $X$ as

$$W = X(t + \Delta)$$  \[1.4\]

where the statistics of $X$ and $\Delta$ are known

$$X \sim f_X(x)$$

$$\Delta \sim f_\Delta(\delta)$$

Our goal here is to find the erroneous regression function $\langle Y|W \rangle = f_r^*(w)$ and see how different it is from the true regression function $\langle Y|X \rangle$. Based on equation [1.3], $\langle Y|X \rangle$ is simply $f_r(x) = x$. We also note that since the system has a simple linear response $\langle Y|W \rangle = \langle X|W \rangle = f_r^*(w)$. For the rest of the section, our goal is to derive the function $\langle X|W \rangle$ or $f_r^*(w)$.

Firstly, we note that since $W(t)$ is a stochastic process, from equation [1.4], the conditional distribution

$$f_{W|\Delta}(w|\Delta = \delta) = f_{X(t+\delta)}(w)$$

But since $X$ is assumed to be a stationary process,

$$f_X(w) = f_{X(t+\delta)}(w)$$

$$\Rightarrow f_{W|\Delta}(w|\Delta = \delta) = f_X(w)$$  \[1.5\]
However,

\[ f_W(w) = \int f_{W,\Delta}(w, \delta)d\delta = \int f_{W|\Delta}(w|\Delta = \delta)f_\Delta(\delta)d\delta \]  \[1.6\]

And from equation [1.6],

\[ f_W(w) = \int f_X(w)f_\Delta(\delta)d\delta \]

As we assume \(X\) and \(\Delta\) are independent, and \(\int f_\Delta(\delta)d\delta = 1\), hence

\[ f_W(w) = f_X(w) \]  \[1.7\]

That is, the marginal distribution of \(W\) and \(X\) has the same functional form.

From equations [1.5] and [1.7], it follows that \(W\) and \(\Delta\) are also independent.

\[ f_{W,\Delta}(w, \delta) = f_{W|\Delta}(w|\delta)f_\Delta(\delta) = f_X(w)f_\Delta(\delta) = f_W(w)f_\Delta(\delta) \]  \[1.8\]

Now we estimate the joint probability distribution function of \(W, X,\) and \(\Delta\).

\[ f_{W,X,\Delta}(w, x, \delta) = f_{W|X,\Delta}(w|x, \delta)f_X(x)f_\Delta(\delta) \]

Since \(X\) and \(\Delta\) are independent,

\[ f_{W,X,\Delta}(w, x, \delta) = f_{W|X,\Delta}(w|x, \delta)f_X(x)f_\Delta(\delta) \]  \[1.9\]

By integrating the above over the range of \(\Delta\), we can calculate the marginal pdf of \(W\) and \(X\).

\[ f_{W,X}(w, x) = \int f_{W|X,\Delta}(w|x, \delta)f_X(x)f_\Delta(\delta)d\delta \]  \[1.10\]

Finally, we can calculate the conditional pdf of \(X\) given \(W\).

\[ f_{X|W}(x|w) = \frac{f_{W,X}(w, x)}{f_W(w)} \]

From equation [1.7], we see that

\[ f_{X|W}(x|w) = \frac{f_{W,X}(w, x)}{f_X(x)} \]

Using this and equation [1.10], we get

\[ f_{X|W}(x|w) = \int f_{W|X,\Delta}(w|x, \delta)f_X(x)f_\Delta(\delta)d\delta \]  \[1.11\]
Hence from the definition of expectations we get,
\[ \langle X | W \rangle = f_r^*(w) = \int x f_{X|W}(x | W = w) \, dx \] \[ \text{[1.12]} \]

To solve equation [1.12], we need to assume a functional form for the pdf of \( X \) and \( \Delta \). \( f_X(x) \) is assumed to be lognormal distribution, and \( f_\Delta(\delta) \) to be a normal distribution. A lognormal random variable \( X \) has a corresponding normally-distributed random variable \( Z \) such that
\[
\begin{align*}
Z \sim & \phi(z, \mu_Z, \sigma_Z) \\
Z &= \log X \\
\mu_Z &= \log \left( \frac{\mu_X^2}{\sqrt{\mu_X^2 + \sigma_X^2}} \right) \\
\sigma_Z &= \sqrt{\log \left( 1 + \frac{\sigma_X^2}{\mu_X^2} \right)}
\end{align*}
\] \[ \text{[1.13]} \]

Here, the function \( \phi \) is the general normal distribution.
\[
\phi(x, \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\] \[ \text{[1.14]} \]

Therefore,
\[
f_X(x) = \frac{1}{x} \phi(\log x, \mu_Z, \sigma_Z)
\] \[ \text{[1.15]} \]

Additionally, as \( X(t) \) is a stochastic process, the random variable at each time instance correlates to some degree with adjacent time instances. We define this using an autocorrelation function of the following form
\[
\rho_X(\delta, k) = e^{-\delta / k}
\] \[ \text{[1.16]} \]

Here \( \delta = |t_2 - t_1| \) is the absolute difference in time between two random variables, \( X(t_2) \) and \( X(t_1) \). For our case, this is also the error in measurement time corresponding to \( \Delta \sim f_\Delta(\delta) \). \( k \) is the autocorrelation time constant.

The normally distributed uncertainty in time is defined as
\[
f_\Delta(\delta) = \phi(\delta, 0, \sigma_\delta)
\] \[ \text{[1.17]} \]

Here \( \sigma_\delta \) is a measure of the random uncertainty in the time of measurement \( \Delta \).

From equations [1.13] and [1.16], we can estimate the autocorrelation function corresponding to the normal random variable \( Z \)
\[
\rho_Z(\delta, k) = \frac{1}{\sigma_Z^2} \log \left( 1 + \rho_X(\delta, k) \left[ e^{\sigma_Z^2} - 1 \right] \right)
\] \[ \text{[1.18]} \]
From the results of the bivariate lognormal distribution, we can derive the functional form of \( f_{W|X,A}(w|x, \delta) \) to be the following

\[
f_{W|X,A}(w|x, \delta) = \frac{1}{w} \phi \left( \log w, \mu_z + \rho_z(\delta, k)[\log x - \mu_z], \sigma_z \sqrt{1 - \rho_z(\delta, k)^2} \right)
\]  

[1.19]

From equations [1.11], [1.12], [1.15], [1.17], and [1.19], we can calculate the regression function \( X|W = f_r^*(w) \).

\[
f_r^*(w) = \int_{0}^{\infty} \int_{-\infty}^{\infty} \phi \left( \log w, \mu_z + \rho_z(\delta, k)[\log x - \mu_z], \sigma_z \sqrt{1 - \rho_z(\delta, k)^2} \right) \frac{\phi(\log x, \mu_z, \sigma_z)}{\phi(\log w, \mu_z, \sigma_z)} \phi(\delta, 0, \sigma_\delta) \ d\delta dx
\]

[1.20]

By integrating the above integral within the ranges of \( x \), and substituting \( \frac{\delta}{k} \rightarrow u \), we can show that the above integral is a function of the ratio \( \frac{\sigma_\delta}{k} \). This ratio as a measure of uncertainty in the time of measurement.

\[
f_r^*(w, \frac{\sigma_\delta}{k}) = \int_{-\infty}^{\infty} w^{\rho_Z(u)} e^{\frac{1}{2}[1-\rho_Z(u)][2m_z+(1+\rho_Z(u))\sigma_Z^2]} \frac{1}{\sqrt{2\pi} (\sigma_\delta/k)} e^{-\frac{u^2}{2(\sigma_\delta/k)^2}} du
\]

where \( u = \frac{\delta}{k} \)

We numerically integrate the above integral within the ranges of \( \Delta \) for specific values of \( \sigma_\delta/k \) and generate Fig. 4. The pdf of \( X \) is the same as that assumed for \( \hat{X} \) in the previous section, with the mean \( \mu_X = 1.15 \) and standard deviation \( \sigma_X = 1.14 \). The figure shows that \( f_r^*(w, \sigma_\delta/k) \) varies non-linearly with \( w \) when the temporal uncertainty ratio is larger than 0%, compared to \( f_r(x) = x \) (which is linear) when \( W = X \) or the temporal uncertainty ratio is 0%. Therefore, we have found that the regression function \( \langle Y|W \rangle = f_r^*(w, \sigma_\delta/k) \) is non-linear with respect to \( w \) for values of \( \sigma_\delta/k > 0 \).
**Fig. S1.** The black line shows the pdf of the polar cap index $E_{PC}$ from 1995 to 2019. And the magenta line shows the lognormal pdf of the model random variable $\hat{X}$ that best fits the pdf of $E_{PC}$.

**Fig. S2.** The black dashed line shows the autocorrelation function of the polar cap index $E_{PC}$ averaged over data from 1995 to 2019. And the magenta line shows the autocorrelation function of the model random variable $\hat{X}$ that closely follows the ACF of $E_{PC}$. 
**Fig. S3.** The black line shows the uncertainty in the propagation delay from L1 to the bow shock nose($dt_1$). The blue line shows the uncertainty in the propagation delay from the bow-shock nose to the polar cap ionosphere($dt_2$). The magenta line shows the total uncertainty in the propagation delay from L1 to the polar cap($dt_1 + dt_2$).
Fig. S4. The uncertainty $\epsilon$ normalized with the magnitude of $\bar{X}$ in the stochastic model increases up to 12 mV/m and slowly diminishes with increasing $\bar{X}$ beyond that point. This is consistent with the measurements of the difference between $\hat{E}_m^*$ and $E_{PC}$ in Fig. S7.

Fig. S5. The model predicts the pdf of the estimate of the merging electric field propagated to the polar cap, almost exactly. $\hat{E}_m^*$ is data, and $\hat{X}^*$ is model.
**Fig. S6.** The model predicts the nature of the random error between the estimate and the true value of the merging electric field projected on the ionosphere. The black line is the normalized uncertainty associated with $\hat{E}_m^*$ (data), and the purple line is the normalized uncertainty associated with $\hat{X}^*$ (model).

**Fig. S7.** (Left) Conditional normalized error distribution from data, (Right) Conditional normalized error distribution from the model. Both show similar trends in how the error varies with increasing strength of the true variable—a steep increase in the spread of the error from 0 to ~12 mV/m in the vertical axis, and then a decrease beyond that point.
**Fig. S8.** There is a non-linear conditional bias in $\hat{E}_m^*; \langle \hat{E}_m^* - E_{PC} | E_{PC} \rangle$ that varies with $E_{PC}$, which is reproduced very well by the model $\langle \hat{X}^* - \hat{X} | \hat{X} \rangle$.

**Fig. S9.** (Left) Probability distribution function of the true variable $\hat{X}$, with each bin colored uniquely. (Right) The probability distribution function of the inaccurate estimate of $\hat{X}$, i.e., $\hat{X}^*$ with the color representing the magnitude of $\hat{X}$. The amount of a particular color per bin represents the proportion of $\hat{X}$ values misidentified as $\hat{X}^*$. 