Abstract

Existing conditional image synthesis frameworks generate images based on user inputs in a single modality, such as text, segmentation, sketch, or style reference. They are often unable to leverage multimodal user inputs when available, which reduces their practicality. To address this limitation, we propose the Product-of-Experts Generative Adversarial Networks (PoE-GAN) framework, which can synthesize images conditioned on multiple input modalities or any subset of them, even the empty set. PoE-GAN consists of a product-of-experts generator and a multimodal multiscale projection discriminator. Through our carefully designed training scheme, PoE-GAN learns to synthesize images with high quality and diversity. Besides advancing the state of the art in multimodal conditional image synthesis, PoE-GAN also outperforms the best existing unimodal conditional image synthesis approaches when tested in the unimodal setting. The project website is available at this link.

1. Introduction

Conditional image synthesis allows users to use their creative inputs to control the output of image synthesis methods. It has found applications in many content creation tools. Over the years, a variety of input modalities have been studied, mostly based on conditional GANs [12, 20, 32, 41]. To this end, we have various single modality-to-image models.
model [48, 49, 60, 71, 73, 76, 82]. When the input modality is a segmentation mask, we have the segmentation-to-image model [10, 20, 34, 43, 53, 65]. When the input modality is a sketch, we have the sketch-to-image model [6, 8, 11, 52].

However, different input modalities are best suited for conveying different types of conditioning information. For example, as seen in the first column of Fig. 1, segmentation makes it easy to define the coarse layout of semantic classes in an image—the relative locations and sizes of sky, cloud, mountain, and water regions. Sketch allows us to specify the structure and details within the same semantic region, such as individual mountain ridges. On the other hand, text is well-suited for modifying and describing objects or regions in the image, which cannot be achieved by using segmentation or sketch, e.g. ‘frozen lake’ and ‘pink clouds’ in Fig. 1. Nevertheless, despite this synergy among modalities, prior work has considered image generation conditioned on each modality as a distinct task and studied it in isolation. Existing models thus fail to utilize complementary information available in different modalities. Clearly, a conditional generative model that can combine input information from all available modalities would be of immense value.

Even though the benefits are enormous, the task of conditional image synthesis with multiple input modalities poses several challenges. First, it is unclear how to combine multiple modalities with different dimensions and structures in a single framework. Second, from a practical standpoint, the generator needs to handle missing modalities since it is cumbersome to ask users to provide every single modality all the time. This means that the generator should work well even when only a subset of modalities are provided. Lastly, conditional GANs are known to be susceptible to mode collapse [20, 41], wherein the generator produces identical images when conditioned on the same inputs. This makes it difficult for the generator to produce diverse output images that capture the full conditional distribution when conditioned on an arbitrary set of modalities.

We present Product-of-Experts Generative Adversarial Networks (PoE-GAN), a framework that can generate images conditioned on any subset of the input modalities presented during training, as illustrated in Fig. 1 (a)-(g). This framework provides users unprecedented control, allowing them to specify exactly what they want using multiple complementary input modalities. When users provide no inputs, it falls back to an unconditional GAN model [2, 12, 21, 23–25, 39, 47]. One key ingredient of our framework is a novel product-of-experts generator that can effectively fuse multimodal user inputs and handle missing modalities (Sec. 3.1). A novel hierarchical and multiscale latent representation leads to better usage of the structure in spatial modalities, such as segmentation and sketch (Sec. 3.2). Our model is trained with a multimodal projection discriminator (Sec. 3.4) together with contrastive losses for better input-output alignment. In addition, we adopt modality dropout for additional robustness to missing inputs (Sec. 3.5). Extensive experiment results show that PoE-GAN outperforms prior work in both multimodal and unimodal settings (Sec. 4), including state-of-the-art approaches specifically designed for a single modality. We also show that PoE-GAN can generate diverse images when conditioned on the same inputs.

2. Related work

Image Synthesis. Our network architecture design is inspired by previous work in unconditional image synthesis. Our decoder employs some techniques proposed in StyleGAN [24] such as global modulation. Our latent space is constructed in a way similar to hierarchical variational autoencoders (VAEs) [9, 36, 57, 62]. While hierarchical VAEs encode the image itself to the latent space, our network encodes conditional information from different modalities into a unified latent space. Our discriminator design is inspired by the projection discriminator [40] and multiscale discriminators [34, 65], which we extend to our multimodal setting.

Multimodal Image Synthesis. Prior work [28, 54, 58, 59, 63, 68] has used VAEs [27, 50] to learn the joint distribution of multiple modalities. Some of them [28, 63, 68] use a product-of-experts inference network to approximate the posterior distribution. This is conceptually similar to how our generator combines information from multiple modalities. While their goal is to estimate the complete joint distribution, we focus on learning the image distribution conditioned on other modalities. Besides, our framework is based on GANs rather than VAEs and we perform experiments on high-resolution and large-scale datasets, unlike the above work. Recently, Xia et al. [69] propose a GAN-based multimodal image synthesis method named TediGAN. Their method relies on a pretrained unconditional generator. However, such a generator is difficult to train on a complex dataset such as MS-COCO [31]. Concurrently, Zhang et al. [80] propose a multimodal image synthesis method based on VQGAN. The way they combine different modalities is similar to our baseline using concatenation and modality dropout (Sec. 4.2). We will show that our product-of-experts generator design significantly improves upon this baseline.

3. Product-of-experts GANs

Given a dataset of images $x$ paired with $M$ different input modalities $(y_1, y_2, ..., y_M)$, our goal is to train a single generative model that learns to capture the image distribution conditioned on an arbitrary subset of possible modalities $p(x|Y), \forall Y \subseteq \{y_1, y_2, ..., y_M\}$. In this paper, we consider four different modalities including text, semantic segmentation, sketch, and style reference. Note that our framework is general and can easily incorporate additional modalities.
Learning image distributions conditioned on any subset of $M$ modalities is challenging because it requires a single generator to simultaneously model $2^M$ distributions. Of particular note, the generator needs to capture the unconditional image distribution $p(x)$ when $\mathcal{Y}$ is an empty set, and the unimodal conditional distributions $p(x|y_i), \forall i \in \{1, 2, ..., M\}$, such as the image distribution conditioned on text alone. These settings have been popular and widely studied in isolation, and we aim to bring them all under a unified framework.

### 3.1. Product-of-experts modeling

Intuitively, each input modality adds a constraint the synthesized image must satisfy. The set of images that satisfies all constraints is the intersection of the sets of each of which satisfies one individual constraint. As shown in Fig. 2, we model this by making a strong assumption that the jointly conditioned probability distribution $p(x|y_i, y_j)$ is proportional to the product of singly conditioned probability distributions $p(x|y_i)$ and $p(x|y_j)$. Under this setting, for the product distribution to have a high density in a region, each of the individual distributions needs to have a high density in that region, thereby satisfying each constraint. This idea of combining several distributions (“experts”) by multiplying them has been previously referred to as product-of-experts [17].

Our generator is trained to map a latent code $z$ to an image $x$. Since the output image is uniquely determined by the latent code, the problem of estimating $p(x|\mathcal{Y})$ is equivalent to that of estimating $p(z|\mathcal{Y})$. We use product-of-experts to model the conditional latent distribution

$$p(z|\mathcal{Y}) \propto p'(z) \prod_{y_i \in \mathcal{Y}} q(z|y_i), \quad (1)$$

where $p'(z)$ is the prior distribution and each expert $q(z|y_i)$ is a distribution predicted by the encoder of that single modality. When no modalities are given, the latent distribution is simply the prior. As more modalities are provided, the number of constraints increases, the space of possible output images shrinks, and the latent distribution becomes narrower.

### 3.2. Multiscale and hierarchical latent space

Some of the modalities we consider (e.g., sketch, segmentation) are two-dimensional and naturally contain information at multiple scales. Therefore, we devise a hierarchical latent space with latent variables at different resolutions. This allows us to directly pass information from each resolution of the spatial encoder to the corresponding resolution of the latent space, so that the high-resolution control signals can be better preserved. Mathematically, our latent code is partitioned into groups $z = (z^0, z^1, ..., z^N)$ where $z^0 \in \mathbb{R}^{c_0}$ is a feature vector and $z^k \in \mathbb{R}^{c_k \times r_k \times r_k}, 1 \leq k \leq N$ are feature maps of increasing resolutions ($r_{k+1} = 2r_k, r_1 = 4, r_N$ is the image resolution). We can therefore decompose the prior $p'(z)$ into $\prod_{k=0}^{N} p'(z^k|z^{<k})$ and the experts $q(z|y_i)$ into $\prod_{k=0}^{N} q(z^k|z^{<k}, y_i)$. This design is similar to the prior and posterior networks in hierarchical VAEs [9, 36, 57, 62]. The difference is that our encoder encodes the conditional information in the input modalities rather than the image itself. Following Eq. (1), we assume the conditional latent distribution at each resolution is a product-of-experts

$$p(z^k|z^{<k}, \mathcal{Y}) \propto p'(z^k|z^{<k}) \prod_{y_i \in \mathcal{Y}} q(z^k|z^{<k}, y_i), \quad (2)$$

where $p'(z^k|z^{<k}) = \mathcal{N}(\mu_k^0, \sigma_k^0)$ and $q(z^k|z^{<k}, y_i) = \mathcal{N}(\mu_k^i, \sigma_k^i)$ are independent Gaussian distributions with mean and standard deviation parameterized by a neural network.\footnote{Except for $p'(z^0)$, which is simply a standard Gaussian distribution.} It can be shown [67] that the product of Gaussian experts is also a Gaussian $p(z^k|z^{<k}, \mathcal{Y}) = \mathcal{N}(\mu_k, \sigma_k)$, with

$$\mu_k = \left(\frac{\mu_0^k}{\sigma_0^k} + \sum_i \frac{\mu_i^k}{\sigma_i^k} \right) \left(\frac{1}{(\sigma_0^k)^2} + \sum_i \frac{1}{(\sigma_i^k)^2}\right)^{-1},$$

$$\sigma_k = \left(\frac{1}{(\sigma_0^k)^2} + \sum_i \frac{1}{(\sigma_i^k)^2}\right)^{-1}. \quad (3)$$

### 3.3. Generator architecture

Figure 3 shows an overview of our generator architecture. We encode each modality into a feature vector which is then aggregated in Global PoE-Net. We use convolutional networks with input skip connections to encode segmentation.
and sketch maps, a residual network to encode style images, and CLIP [46] to encode text. Details of all modality encoders are given in Appendix B. The decoder generates the output of Global PoE-Net and skip connections from the segmentation and sketch encoders.

In Global PoE-Net (Fig. 4), we predict a Gaussian $q(z^0 | y_i) = \mathcal{N}(\mu_0^i, \sigma_0^i)$ from the feature vector of each modality using an MLP. We then compute the product of Gaussians including the prior $p'(z^0) = \mathcal{N}(\mu_0^0, \sigma_0^0) = \mathcal{N}(0, I)$ and sample $z^0$ from the product distribution. We use another MLP to convert $z^0$ to another feature vector $w$.

The decoder mainly consists of a stack of residual blocks [15], each of which is shown in Fig. 5. Local PoE-Net samples the latent feature map $z^k$ at the current resolution from the product of $p'(z^k | z^{<k}, y_i) = \mathcal{N}(\mu_k^i, \sigma_k^i)$ and $q(z^k | z^{<k}, y_i) = \mathcal{N}(\mu_k^i, \sigma_k^i)$, for $\forall y_i \in \mathcal{Y}$, where $(\mu_k^i, \sigma_k^i)$ is computed from the output of the last layer and $(\mu_k^i, \sigma_k^i)$ is computed by concatenating the output of the last layer and the skip connection from the corresponding modality. Note that only modalities that have skip connections (segmentation and sketch, i.e., $i = 1, 4$) contribute to the computation.

2Except for the first layer that convolves a constant feature map and the last layer that convolves the previous output to synthesize the output.
be relatively simple, which imposes a good inductive bias that leads to strong empirical results. We propose a multimodal projection discriminator (MPD) that generalizes PD to our multimodal setting. As shown in Fig. 6, the original PD first encodes both the image and the conditional input into a shared latent space. It then uses a linear layer to estimate the unconditional term from the image embedding and uses the inner product between the image embedding and the conditional embedding to estimate the conditional term. The unconditional term and the conditional term are summed to obtain the final discriminator logits. In our multimodal scenario, we simply encode each observed modality and add its inner product with the image embedding to the final loss

\[ f(x, y) = \text{Linear}(D_x(x)) + \sum_{y_i \in Y} D^T_{y_i}(y_i)D_x(x). \quad (6) \]

For spatial modalities such as segmentation and sketch, it is more effective to enforce their alignment with the image in multiple scales [34]. As shown in Fig. 7, we encode the image and spatial modalities into feature maps of different resolutions and compute the MPD loss at each resolution. We compute a loss value at each location and resolution, and obtain the final loss by averaging first across locations then across resolutions. We name the resulting discriminator as the multiscale multimodal projection discriminator (MMPD) and describe its details in Appendix B.

### 3.5. Losses and training procedure

**Latent regularization.** Under the product-of-experts assumption (Eq. (1)), the marginalized conditional latent distribution should match the unconditional prior distribution:

\[ \int p(z|y_i)p(y_i)dy_i = p(z|\emptyset) = p'(z). \quad (7) \]

To this end, we minimize the Kullback-Leibler (KL) divergence from the prior distribution \( p'(z) \) to the conditional latent distribution \( p(z|y_i) \) at each resolution

\[ \mathcal{L}_{KL} = \sum_{y_i \in Y} \omega_i \sum_k \omega^k \mathbb{E}_{p(z^{<k}|y)} \left[ D_{KL}(p(z^k|z^{<k}, y_i)||p'(z^k|z^{<k})) \right], \quad (8) \]

where \( \omega^k \) is a resolution-dependent rebalancing weight and \( \omega_i \) is a modality-specific loss weight. We describe both weights in detail in Appendix B.

The KL loss also reduces conditional mode collapse since it encourages the conditional latent distribution to be close to the prior and therefore have high entropy. From the perspective of information bottleneck [1], the KL loss encourages each modality to only provide the minimum information necessary to specify the conditional image distribution.

**Contrastive losses.** The contrastive loss has been widely adopted in representation learning [7, 14] and more recently in image synthesis [13, 33, 42, 75]. Given a batch of paired vectors \( (u, v) = \{(u_i, v_i), i = 1, 2, ..., N\} \), the symmetric cross-entropy loss [46, 79] maximizes the similarity of the vectors in a pair while keeping non-paired vectors apart

\[ L^{ce}(u, v) = -\frac{1}{2N} \sum_{i=1}^{N} \log \frac{\exp(cos(u_i, v_i)/\tau)}{\sum_{j=1}^{N} \exp(cos(u_i, v_j)/\tau)} - \frac{1}{2N} \sum_{i=1}^{N} \log \frac{\exp(cos(u_i, v_i)/\tau)}{\sum_{j=1}^{N} \exp(cos(u_j, v_i)/\tau)}, \quad (9) \]

where \( \tau \) is a temperature hyper-parameter. We use two kinds of pairs to construct two contrastive loss terms: the image contrastive loss and the conditional contrastive loss.

The **image contrastive loss** maximizes the similarity between a real image \( x \) and a random fake image \( \tilde{x} \) synthesized based on the corresponding conditional input \( y_i \):

\[ L_{cy}^{ce} = L^{ce}(E_{v_{gg}}(x), E_{v_{gg}}(\tilde{x})), \quad (10) \]

where \( E_{v_{gg}} \) is a pretrained VGG [56] encoder. This loss is similar to the perceptual loss widely used in conditional synthesis but has been found to perform better [42, 75].

The **conditional contrastive loss** aims to better align images with the corresponding conditions. Specifically, the discriminator is trained to maximize the similarity between its embedding of a real image \( x \) and the conditional input \( y_i \):

\[ L_{cy}^{D} = L^{ce}(D_{x}(x), D_{y_i}(y_i)), \quad (11) \]

where \( D_x \) and \( D_{y_i} \) are two modules in the discriminator that extract features from \( x \) and \( y_i \), respectively, as shown in Eq. (6) and Fig. 6b. The generator is trained with the same loss, but using the generated image \( \tilde{x} \) instead of the real image to compute the discriminator embedding:

\[ L_{cy}^{G} = L^{ce}(D_{\tilde{x}}(\tilde{x}), D_{y_i}(y_i)). \quad (12) \]

In practice, we only use the conditional contrastive loss for the text modality since it consumes too much GPU memory to use the conditional contrastive loss for the other modalities, especially when the image resolution and batch size are large. A similar image-text contrastive loss is used in XMC-GAN [75], where they use a non-symmetric cross-entropy loss that only includes the first term in Eq. (9).

**Full training objective.** In summary, the generator loss \( L^G \) and the discriminator loss \( L^D \) can be written as

\[ L^G = L_{GAN}^G + \lambda_1 L_{cy} + \lambda_2 L^G_{cy}, \quad (13) \]

\[ L^D = L_{GAN}^D + \lambda_2 L^D_{cy} + \lambda_3 L_{GP}, \quad (14) \]

where \( L_{GAN}^G \) and \( L_{GAN}^D \) are non-saturated GAN losses [12], \( L_{GP} \) is the \( R_1 \) gradient penalty loss [38], and \( \lambda_1, \lambda_2, \lambda_3 \) are weights associated with the loss terms.
Figure 8. Qualitative comparison of segmentation-to-image synthesis results on MS-COCO 2017.

Figure 9. Qualitative comparison of text-to-image synthesis results on MS-COCO 2017.

Table 1. Comparison on MM-CelebA-HQ (1024×1024) using FID. We evaluate models conditioned on different modalities (from left to right: no conditions, text, segmentation, sketch, and all three modalities). The best scores are highlighted in bold.

| Modality dropout. By design, our generator, discriminator, and loss terms are able to handle missing modalities. We also find that randomly dropping out some input modalities before each training iteration further improves the robustness of the generator towards missing modalities at test time. |

4. Experiments

We evaluate the proposed approach on several datasets, including MM-CelebA-HQ [69], MS-COCO 2017 [31] with COCO-Stuff annotations [3], and a proprietary dataset of landscape images. Images are labeled with all input modalities obtained from either manual annotation or pseudo-labeling methods. More details about the datasets and the pseudo-labeling procedure are in Appendix A.

4.1. Main results

We compare PoE-GAN with a recent multimodal image synthesis method named TediGAN [69] and also with state-of-the-art approaches specifically designed for each modality.
A lake in the desert with mountains at a distance. A waterfall in sunset. A mountain with pine trees in a starry winter night.

Figure 10. Examples of multimodal conditional image synthesis results produced by PoE-GAN trained on the 1024 × 1024 landscape dataset. We show the segmentation/sketch/style inputs on the bottom right of the generated images for the results in the first row. The results in the second row additionally leverage text inputs, which are shown below the corresponding generated images. Please zoom in for details.

For text-to-image, we compare with DF-GAN [60] and DM-GAN + CL [73] on MS-COCO. Since the original models are trained on the 2014 split, we retrain their models on the 2017 split using the official code. For segmentation-to-image synthesis, we compare with SPADE [43], VQGAN [10], OASIS [53], and pSp [51]. For sketch-to-image synthesis, we compare with SPADE [43] and pSp [51]. We additionally compare with StyleGAN2 [25] in the unconditional setting. We use Clean-FID [44] for benchmarking due to its reported benefits over previous implementations of FID [16].

Results on MM-CelebA-HQ and MS-COCO are summarized in Tab. 1 and Tab. 2, respectively. As shown in Tab. 1, PoE-GAN obtains a much lower FID than TediGAN in all settings. In Appendix C.3, we compare PoE-GAN with TediGAN in more detail and show that PoE-GAN is faster and more general than TediGAN. When conditioned on a single modality, PoE-GAN surprisingly outperforms the state-of-the-art method designed specifically for that modality on both datasets, although PoE-GAN is trained for a more general purpose. We believe our proposed architecture and training scheme are responsible for the improved performance. In Fig. 8 and Fig. 9, we qualitatively compare PoE-GAN with previous segmentation-to-image and text-to-image methods on MS-COCO. We find that PoE-GAN produces images of much better quality and can synthesize realistic objects with complex structures, such as human faces and stop signs. More qualitative comparisons are included in Appendix C.6.

In Fig. 10, we show example images generated by our PoE-GAN using multiple input modalities on the landscape dataset. Our model is able to synthesize a wide range of landscapes in high resolution with photo-realistic details. More results are included in Appendix C.6, where we additionally show that PoE-GAN can generate diverse images when given the same conditional inputs.

4.2. Ablation studies

In Tabs. 3 and 4, we analyze the importance of different components of PoE-GAN. We use LPIPS [78] as an additional metric to evaluate the diversity of images conditioned on the same input. Specifically, we randomly sample two output images conditioned on the same input and report the average LPIPS distance between the two outputs. A higher
why our model without the KL loss behaves similarly to the concatenation baseline. As seen in row (a), this baseline only works well when all modalities are available. Its FID significantly drops when some modalities are missing. Further, the generated images have low diversity as indicated by the low LPIPS score. This is, however, not surprising as previous work has shown that conditional GANs are prone to mode collapse [19, 72, 81].

Row (b) of Tabs. 3 and 4 shows that the KL loss is important for training our model. Without it, our model suffers from low sample diversity and lack of robustness towards missing modalities, similar to the concatenation baseline described above. The variances of individual experts become near zero without the KL loss. The latent code $z^k$ then becomes a deterministic weighted average of the mean of each expert, which is equivalent to concatenating all modality embeddings and projecting it with a linear layer. This explains why our model without the KL loss behaves similarly to the concatenation baseline. Row (c) shows that our modality dropout scheme is important for handling missing modalities. Without it, the model tends to overly rely on the most informative modality, such as segmentation in MS-COCO.

To evaluate the proposed multiscale multimodal discriminator architecture, we replace MMPD with a discriminator that receives concatenated images and all conditional inputs. Row (d) shows that MMPD is much more effective than such a concatenation-based discriminator in all settings.

Finally in rows (e) and (f), we show that contrastive losses are useful but not essential. The image contrastive loss slightly improves FID in most settings, while the text contrastive loss improves FID for text-to-image synthesis.

## 5. Conclusion

We introduce a multimodal conditional image synthesis model based on product-of-experts and show its effectiveness for converting an arbitrary subset of input modalities to an image satisfying all conditions. While empirically superior than the prior multimodal synthesis work, it also outperforms state-of-the-art unimodal conditional image synthesis approaches when conditioned on a single modality. Limitations. If different modalities provide contradictory information, PoE-GAN produces unsatisfactory outputs as shown in Appendix D. PoE-GAN trained in the unimodal setting performs better than the model trained in the multimodal setting, when tested in the unimodal setting. This indicates room for improvement in the fusing of multiple modalities, and we leave this for future work.

Potential negative societal impacts. Image synthesis networks can help people express themselves and artists create digital content, but they can undeniably also be misused for visual misinformation [66]. Enabling users to synthesize images using multiple modalities makes it even easier to create a desired fake image. We encourage research that helps detect or prevent these potential negative misuses. We will provide implementations and training data to help forensics researchers detect fake images [4, 64] and develop effective schemes for watermarking networks and training data [74].

| Methods                              | Uncond Text | Segmentation | Sketch | All |
|--------------------------------------|-------------|--------------|--------|-----|
| FID ↓                                | FID ↓ LPIPS ↑ | FID ↓ LPIPS ↑ | FID ↓ LPIPS ↑ | FID ↓ LPIPS ↑ |
| Concatenation + modality dropout     | 29.3        | 26.4         | 0.33   | 19.4 9.4 0.22 9.2 0.11 7.7 0.11 |
| Ours w/o KL loss                     | 29.1        | 26.6         | 0.35   | 18.1 9.1 0.21 9.1 0.10 7.7 0.12 |
| Ours w/o modality dropout            | 30.8        | 31.6         | 0.50   | 21.0 21.0 0.39 28.0 0.34 9.5 0.30 |
| Ours w/o MMPD                        | 21.5        | 20.8         | 0.48   | 18.3 9.4 0.40 16.4 0.36 16.2 0.34 |
| Ours w/o image contrastive loss      | 15.4        | 14.5         | 0.55   | 13.5 10.2 0.46 10.2 0.44 9.5 0.42 |
| Ours w/o text contrastive loss       | 15.8        | 15.0         | 0.56   | 13.1 10.0 0.39 10.0 0.39 8.9 0.38 |
| Ours                                 | 14.9        | 13.7         | 0.58   | 12.9 9.9 0.43 9.9 0.37 8.5 0.35 |

Table 3. Ablation study on MM-Celeb-A-HQ (256×256). The best scores are highlighted in bold and the second best ones are underlined.

| Methods                              | Uncond Text | Segmentation | Sketch | All |
|--------------------------------------|-------------|--------------|--------|-----|
| FID ↓                                | FID ↓ LPIPS ↑ | FID ↓ LPIPS ↑ | FID ↓ LPIPS ↑ | FID ↓ LPIPS ↑ |
| Concatenation + modality dropout     | 59.1        | 30.7         | 0.40   | 20.4 9.4 0.16 36.1 0.27 16.6 0.12 |
| Ours w/o KL loss                     | 59.3        | 30.5         | 0.39   | 21.5 9.4 0.16 33.0 0.27 16.9 0.12 |
| Ours w/o modality dropout            | 86.2        | 38.7         | 0.58   | 19.9 9.4 0.44 85.1 0.55 18.7 0.47 |
| Ours w/o MMPD                        | 43.1        | 40.2         | 0.64   | 21.7 9.4 0.46 45.5 0.57 21.1 0.42 |
| Ours w/o image contrastive loss      | 25.7        | 21.3         | 0.64   | 18.0 9.4 0.50 37.9 0.61 18.5 0.54 |
| Ours w/o text contrastive loss       | 27.6        | 26.0         | 0.66   | 17.4 9.4 0.46 33.5 0.55 17.9 0.43 |
| Ours                                 | 26.6        | 22.2         | 0.65   | 17.1 9.4 0.47 30.2 0.58 17.1 0.44 |

Table 4. Ablation study on MS-COCO 2017 (64×64). The best scores are highlighted in bold and the second best ones are underlined.
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A. Datasets

We evaluate the proposed PoE-GAN approach for multimodal conditional image synthesis on three datasets, including MM-CelebA-HQ [69], MS-COCO [31], and a proprietary dataset of landscape images using four modalities including text, segmentation, sketch, and style reference. The style is extracted from ground truth images and the other modalities are obtained from either human annotation or pseudo-labeling methods. We describe details about each dataset in the following.

MM-CelebA-HQ contains 30,000 images of celebrity faces with a resolution of 1024×1024, which are created from the original CelebA dataset [35] using a procedure that improves image quality and resolution by Karras et al. [21]. Each image is annotated with text, segmentation, and sketch. While the segmentation maps are annotated by humans [29], the text descriptions are automatically generated from the ground truth attribute labels by Xia et al. [69]. On the other hand, sketch maps are generated by Chen et al. [6] using the Photoshop edge extractor and sketch simplification [55]. We use the pretrained CLIP [46] text encoder to encode the text before feeding them to the generator. We use the standard train-test split [51, 69] which yields 24,000 images in the training set and 6,000 images in the test set. We use images in the original resolution (1024×1024) in our main experiment and use images downsampled to 256×256 in ablation studies.

MS-COCO contains 123,287 images of complex indoor/outdoor scenes, containing various common objects. We use the segmentation maps provided in COCO-Stuff [3] as the ground truth segmentation maps for the images. In MS-COCO, each image has up to 5 text descriptions. We use the pretrained CLIP text encoder to extract a feature vector per description. We additionally annotate each image with a sketch map produced by running HED [70] edge detector followed by a sketch simplification process [55]. We use the 2017 split, which leads to 118,287 training images and 5,000 test images. We use images resized to 256×256 in our main experiment and to 64×64 in ablation studies.

Landscape is a proprietary dataset containing around 10 million landscape images of resolution higher than 1024×1024. It does not come with any manual annotation and we use DeepLab-v2 [5] to produce pseudo segmentation annotation and HED [70] with sketch simplification [55] to produce pseudo sketch annotation. For the text annotation, we use the CLIP image embedding as the pseudo text embedding to train our model. We randomly choose 50,000 images as the test set and use the rest of the images as the training set. Images are randomly cropped to 1024×1024 during training.

B. Implementation details

Our implementation is based on PyTorch [45]. We use the Adam optimizer [26] with $\beta_1 = 0$ and $\beta_2 = 0.99$ and the same constant learning rate for both the generator and the discriminator. The final model weight is given by an exponential moving average of the generator’s weights during the course of training. To stabilize GAN training, we employ leaky ReLU [37] with slope 0.2, $R_1$ gradient penalty [38] with lazy regularization [25] applied every 16 iterations, equalized learning rate [25], anti-aliased resampling [77], and clip the gradient norms at 10. We also limit the range of the Gaussian log variance in product-of-experts layers to $(-\theta, \theta)$ by applying the activation function $\theta \tanh(\frac{z}{\theta})$. We use $\theta = 1$ for the prior expert and $\theta = 10$ for experts predicted from input modalities. We use mixed-precision training in all of our experiments and clamp the output of every convolutional/fully-connected layer to $\pm 256$ [22]. We use a dropout rate of 0.5 when performing modality dropout. The contrastive loss temperature is initialized at 0.3 and learnable during training. We use the `relu5_1` feature in VGG-19 to compute the image contrastive loss.

Inspired by NVAE [62], we rebalance the KL terms of different resolutions. The rebalancing weight $\omega^k$ in Eq. (8) of the main paper is proportional to the unbalanced KL term and inversely proportional to the resolution:

$$\omega^k \propto \frac{1}{\mu_k} \sum_{y_i} \mathbb{E}_{p(y_i)} \left[ \mathbb{E}_{p(z^<k|y_i)} \left[ D_{KL}(p(z^k|z^<k, y_i) || p'(z^k|z^<k)) \right] \right],$$

with the constraint that $\frac{1}{N} \sum_{k=1}^{K} \omega^k = 1$. The rebalancing weights encourage having the amount of information encoded in each latent variable. We use a running average of the rebalancing weights with a decay factor of 0.99.

B.1. Decoder

We introduced our decoder design in Sec. 3.1 of the main paper. Here, we provide additional details. In Global PoE-Net (Fig. 4 of the main paper), each MLP consists of 4 fully-connected layers with a hidden dimension 4 times smaller than the input dimension. Both $z^0$ and $w$ are 512-dimensional. The output MLP has two layers with a hidden dimension of 512.

In Local PoE-Net (Fig. 5 of the main paper), each CNN similarly contains 4 convolutional layers with the number of filters 4 times smaller than the input channel size. The first and last convolutions have $1 \times 1$ kernels, and the convolutions in the middle have a kernel size of 3. The dimension of $w$ is 512. The dimensions of $z^k$’s are described in Appendix B.4.

B.2. Encoders

Fig. 11 shows the architecture of encoders used in our generator to encode each modality. The text encoder (Fig. 11a)
Table 5. Hyper-parameters on different datasets.

| Hyper-parameters | MM-CelebAHQ (1024 × 1024) | MM-CelebAHQ (256 × 256) | MS-COCO (256 × 256) | MS-COCO (64 × 64) | Landscape (1024 × 1024) |
|------------------|---------------------------|-------------------------|---------------------|--------------------|------------------------|
| Learning rate    | 0.003                     | 0.003                   | 0.004               | 0.004              | 0.004                  |
| Batch size       | 64                        | 64                      | 256                 | 128                | 768                    |
| Text KL weight   | 0.01                      | 0.1                     | 0.01                | 0.1                | 0.05                   |
| Segmentation KL weight | 0.01          | 0.1                     | 0.01                | 0.1                | 0.1                    |
| Sketch KL weight | 0.1                       | 1                       | 0.1                 | 1                  | 1                      |
| Style KL weight  | 0.0005                     | 0.005                   | 0.001               | 0.01               | 0.01                   |
| Image contrastive loss weight | 0.3                    | 0.3                     | 3                   | 3                  | 3                      |
| Text contrastive loss weight | 0.3               | 0.3                     | 0.3                 | 0.3                | 0.3                    |
| Base # channels for Dec/Dis | 16                        | 64                      | 128                 | 256                | 32                     |
| Maximum # channels for Dec/Dis | 512                     | 512                     | 1024                | 512                | 1024                   |
| Base # channels for Latent | 2                        | 16                      | 16                  | 64                 | 2                      |
| Maximum # channels for Latent | 32                        | 64                      | 64                  | 64                 | 32                     |

Table 6. Hardware and training/inference speed on different datasets. We train all models using NVIDIA Tesla V100 GPUs, except for the Landscape model which is trained using NVIDIA Ampere A100 GPUs with 80 GB of memory. The inference time is evaluated on a workstation with a single NVIDIA TITAN RTX GPU.

is a 4-layer MLP with dimension 512 that processes the CLIP embedding of a caption. The segmentation and sketch encoders are CNNs with skip connections from the input, which are illustrated in Fig. 11b and Fig. 11c. The segmentation or sketch map is downsampled multiple times. The embeddings of the downsampled map are added to the intermediate outputs of the corresponding convolutional layers. The intermediate outputs of convolutional layers are provided to the decoder via skip connections. The style encoder for encoding the reference style image is a residual network with instance normalization [61]. As shown in Fig. 11d, we obtain the style code by concatenating the mean and standard deviation of the output of every residual block.

B.3. Discriminator

As shown in Fig. 7 of the main paper, our discriminator encodes the image and the other modalities into multiscale feature maps and computes the MPD loss at each scale. We use a residual network to encode the image. For encoding other modalities, we use the same architecture as described in the previous section (Appendix B.2 and Fig. 11). However, the parameters are not shared with those encoders used in the generator. For encoders (the style encoder or the text encoder) that only outputs a single feature vector, we spatially replicate the feature vector to different resolutions.

B.4. Hyper-parameters

Tab. 5 shows the hyper-parameters used on all the benchmark datasets, including learning rate, batch size, loss weights, and channel size. The decoder and discriminator have the same channel size, which is always 4 times larger than the channel size of the modality encoders. We hence omit the channel size of modality encoders from the table. The layer operating at the highest resolution always has the smallest number of channels (denoted as “base # channels for DecDis”). The number of channels doubles while the
Snow mountains near a frozen lake with pink clouds in the sky.

(a) Text encoder
(b) Segmentation encoder
(c) Sketch encoder
(d) Style encoder

Figure 11. Architecture of encoders. We use a pretrained CLIP [46] and an MLP to encode text, a convolutional network with input skip connections to encode segmentation/sketch maps, and a residual network to encode style images.

| StyleGAN2 [25] | SPADE-Seg [43] | pSp-Seg [51] | SPADE-Sketch [43] | pSp-Sketch [51] | TediGAN [69] | PoE-GAN |
|---------------|----------------|-------------|-------------------|----------------|--------------|---------|
| 30M           | 96M            | 298M        | 95M               | 298M           | 565M        | 33M     |

Table 7. Number of parameter of compared models on MM-CelebA-HQ (1024×1024).

| StyleGAN2 [25] | DF-GAN [60] | DM-GAN + CL [73] | SPADE-Seg [51] | VQGAN [10] | OASIS [53] | SPADE-Sketch [51] | PoE-GAN |
|---------------|-------------|------------------|----------------|-----------|------------|-------------------|---------|
| 25M           | 12M         | 32M              | 280M           | 798M      | 94M        | 95M               | 142M    |

Table 8. Number of parameters of compared models on MS-COCO 2017 (256×256).

resolution halves until it reaches a maximum number (denoted as “maximum # channels for DecDis”). The "Base # of channels for Latent” refers to the channel size of the feature map $z^N_i$ to the decoder extracted from the spatial modalities (segmentation and sketch) in the highest resolution (the largest value of $k$ is $N$). We also note that the channel number of $\mu^k_i$ or $\sigma^k_i$ equals that of $z^k_i$. As explained in Appendix B.2, we double the channel size as we halve the spatial resolution. The channel number for $z^k_i$ doubles until it reaches the "Maximum # of channels for Latent,” the channel number for $z^0_i$.

B.5. Hardware and speed

We report the computation infrastructure used in our experiments Tab. 6. We also report the training and inference speed of our model for different datasets in the table.

C. Additional results

We provide additional experimental results in this section, including more comparison with baselines and more analysis on the proposed approach. Please check the accompanying video for additional results on the landscape dataset.

C.1. Model size comparison

In Tab. 7 and Tab. 8, we compare the number of parameters used in PoE-GAN and in our baselines. We show that PoE-GAN does not use significantly more parameters — actually it uses fewer parameters than some of the single-modal baselines, although PoE-GAN is trained for a much more challenging task. This shows that our improvement does not come from using a larger model.

C.2. Comparison on MM-CelebA-HQ (256×256)

In Tab. 9, We compare PoE-GAN trained on the 256×256 MM-CelebA-HQ dataset with the text-to-image baselines reported in TediGAN [69] and M6-UFC [80]. Our model achieves a significantly lower FID than previous methods.

C.3. Additional comparison with TediGAN

We provide a more detailed comparison between PoE-GAN and TediGAN, the only existing multimodal image synthesis method that can produce high-resolution images. TediGAN mainly contains four steps: 1) encodes different modalities into the latent space of StyleGAN, 2) mixes the latent code according to a hand-designed rule, 3) generates the image from the latent code using StyleGAN, and 4) iteratively refines the image. It has several disadvantages
Table 9. Comparison of text-to-image synthesis on MM-CelebA-HQ (256x256). ↑: the higher the better, ↓: the lower the better.

| Method          | AttnGAN [71] | ControlGAN [30] | DF-GAN [60] | DM-GAN [82] | TediGAN [69] | M6-UFC [80] | Ours  |
|-----------------|--------------|-----------------|-------------|-------------|--------------|-------------|-------|
| FID ↓           | 125.98       | 116.32          | 137.60      | 131.05      | 106.37       | 66.72       | 13.71 |
| LPIPS ↑         | 0.512        | 0.522           | 0.581       | 0.544       | 0.456        | 0.448       | 0.583 |

Table 10. Comparison on MM-CelebA-HQ (256x256) using FID.

Table 11. Comparison on MS-COCO 2017 (64x64) using FID.

C.4. Training PoE-GAN with a single modality

Although PoE-GAN is designed for the multimodal conditional image synthesis task, it can be trained in a single modality setting. That is, we can train a pure segmentation-to-image model, a pure sketch-to-image model, or a pure text-to-image model using the same PoE-GAN model. Here, we compare a PoE-GAN model trained using multiple modalities with the same PoE-GAN model but trained using one single modality. We compare their performance when applied to convert the user input in a single modality to the output image. This experiment helps understand the penalty the model pays for the multimodal synthesis capability.

As shown in Tab. 10 and Tab. 11, the model trained for a specific modality always slightly outperforms the joint model when conditioned on that modality. This indicates that the increased task complexity of an additional modality outweighs the benefits of additional annotations from that modality. This result also shows that the improvement of PoE-GAN over state-of-the-art unimodal image synthesis methods comes from our architecture and training scheme rather than additional annotations.

C.5. User study

We conduct a user study to compare PoE-GAN with state-of-the-art text-to-image and segmentation-to-image synthesis methods on MS-COCO. We show users two images generated by different algorithms from the same conditional input and ask them which one is more realistic. As shown in Tab. 12 and Tab. 13, the majority of users prefer PoE-GAN over the baseline methods.

C.6. Additional qualitative examples

In Figs. 13 to 17, we show that PoE-GAN can generate diverse images when conditioned on two different input modalities. We show additional qualitative comparison of text-to-image synthesis and segmentation-to-image synthesis on MS-COCO in Figs. 18 and 19 respectively. Figs. 20 to 22 show uncurated samples generated unconditionally on MM-CelebA-HQ, MS-COCO, and Landscape.
Table 12. User study on text-to-image synthesis. Each column shows the percentage of users that prefer the image generated by our model over that generated by the baseline method.

| Method          | Ours vs. |
|-----------------|----------|
| DF-GAN [60]     | 82.1%    |
| DM-GAN + CL [73]| 72.9%    |

Table 13. User study on segmentation-to-image synthesis. Each column shows the percentage of users that prefer the image generated by our model over that generated by the baseline method.

| Method      | Ours vs. |
|-------------|----------|
| SPADE [43]  | 69%      |
| VQGAN [10]  | 66.7%    |
| OASIS [53]  | 64.9%    |

Figure 12. Examples generated by PoE-GAN when conditioned on contradictory segmentation and text inputs. The text input is simply ignored.

D. Limitation

We find that the PoE-GAN model does not work well when conditioned on contradictory multimodality inputs. For example, when the segmentation and text are contradictory to each other, the text input is usually ignored, as shown in Fig. 12. In the product-of-experts formulation, an expert with a larger variance will have a smaller influence on the product distribution, and we indeed find the variance of the text expert is usually larger than that of the segmentation expert, which explains the behavior of our model.

In addition, as discussed in Appendix C.4, the PoE-GAN model still pays the penalty in terms of a higher FID score as achieving the multimodal conditional image synthesis capability. This indicates room for improvement in the fusing of multiple modalities, and we leave this for future work.

Figure 13. Examples of multimodal conditional image synthesis on MM-CelebA-HQ. We show three random samples from PoE-GAN conditioned on two modalities.
Figure 14. Examples of multimodal conditional image synthesis on MS-COCO. We show three random samples from PoE-GAN conditioned on two modalities (from top to bottom: text + segmentation, text + sketch, and segmentation + sketch).

Figure 15. Examples of multimodal conditional image synthesis on MS-COCO. We show three random samples from PoE-GAN conditioned on two modalities, one being text/segmentation/sketch and another being style reference.
| Condition #1 | Condition #2 | Samples |
|--------------|--------------|---------|
| Trees near a lake in an autumn rainy day. | | |
| Huge ocean waves crash into rocks in a day with colorful clouds. | | |
| Waterfall and river between mountains. | | |
| A white sand beach near cyan ocean. | | |

Figure 16. Examples of multimodal conditional image synthesis on Landscape. We show three random samples from PoE-GAN conditioned on two modalities (from top to bottom: text + segmentation, text + sketch, and segmentation + sketch).
Figure 17. Examples of multimodal conditional image synthesis on Landscape. We show three random samples from PoE-GAN conditioned on two modalities, one being text/segmentation/sketch and another being style reference.
| Text                                                                 | Ground truth | DF-GAN | DM-GAN + CL | PoE-GAN (Ours) |
|----------------------------------------------------------------------|--------------|--------|-------------|----------------|
| A kitchen with a counter and a table with chairs.                    |              |        |             |                |
| A view of mountains from the window of a jet airplane.                |              |        |             |                |
| A blueberry cake is on a plate and is topped with butter.            |              |        |             |                |
| Three men each holding something and posing for a picture.           |              |        |             |                |
| A plate holds a good size portion of a cooked, mixed dish that includes broccoli and pasta. |              |        |             |                |
| A red blue and yellow train and some people on a platform.           |              |        |             |                |
| A man blowing out candles on a birthday cake.                        |              |        |             |                |
| A desk set up as a workstation with a laptop.                        |              |        |             |                |

Figure 18. Additional qualitative comparison of text-to-image synthesis on MS-COCO 2017.
Figure 19. Additional qualitative comparison of segmentation-to-image synthesis on MS-COCO 2017.
Figure 20. Uncurated unconditional results on the 1024×1024 MM-CelebA-HQ dataset.

Figure 21. Uncurated unconditional results on the 256×256 MS-COCO dataset.
Figure 22. Uncurated unconditional results on the $1024 \times 1024$ landscape dataset.