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Abstract

The impact of COVID-19 on the global outbreak of supply chain is enormous. It is crucial for governments to take policy recommendations to enhance the supply chain resilience to mitigate the negative impact of COVID-19. For such a major issue, it is a common occurrence that a large number of decision-makers (DMs) are invited to participate in the decision-making process so as to ensure the comprehensiveness and reliability of decision results. Since the attitudinal characteristics of DMs are important factors affecting decision results, this study focuses on capturing the attitudinal characteristics of DMs in the large-scale group decision making process. The capturing process combines the ordinal k-means clustering algorithm, gained and lost dominance scores method and personalized quantifiers. To enable DMs to express their cognitions in depth, we use the probabilistic linguistic term set to express the evaluation information of DMs. A case study on selecting the optimal policy recommendation for improving the integration capability of supply chain is given to illustrate the applicability of the proposed process. The superiority of the proposed algorithm is highlighted through sensitive analysis and comparative analysis.

Keywords

Group decision making · Supply chain resilience · Attitudinal characteristic · Probabilistic linguistic term set · Ordinal k-means clustering · Gained and lost dominance score method · Personalized quantifier · COVID-19

1 Introduction

The impact of COVID-19 pandemic on the global supply chain is a stress test. This “black swan” event disrupted the global supply chain and industrial chain. The economic and financial turbulence triggered by the COVID-19 caused significant negative effects on production and circulation, production capacity cooperation, labor mobility and foreign investment. Manufacturing supply chain faces many uncertainties in returning to normal (Hong 2020). As Ivanov and Dolgui (2020) pointed out, the outbreak of COVID-19 is an unprecedented abnormal situation, which clearly shows the necessity of promoting the research and practice of supply chain elasticity. It is crucial for governmental bodies, healthcare organizations, hospitals and their business stakeholders to take appropriate measures to enhance the supply chain resilience (Khan et al. 2019) so as to mitigate the negative impact of COVID-19 on the supply chain.

In the existing literature, Barbieri et al. (2020) analyzed the impact of the COVID-19 epidemic on supply chains in various industries around the world. Ivanov (2020) provided the results of a simulation study concerning the impact of COVID-19 on the global supply chain. Ivanov and Dolgui (2020) pointed out that not only the survivability of supply chain but also the resistance of supply chain to abnormal damage should be considered in the study of supply chain elasticity. Hobbs (2020) presented an early assessment towards the implications of COVID-19 for food supply chains and supply chain resilience. To alleviate the outbreak of medical supply chain interruption in the COVID-19 pandemic, Govindan et al. (2020) introduced a practical decision support system
based on the knowledge of physicians and a fuzzy inference system. van Hoek (2020) developed a resilient supply chain through a path to close the gap between research findings and industry practice. Hong (2020) analyzed the impact of COVID-19 epidemic on a supply chain and put forward relevant policy recommendations to improve the integration ability of the supply chain. These literature provided suggestions for alleviating the negative impact of the COVID-19 epidemic on the supply chain, but few literature studied how to evaluate and select diverse recommendations which is conducive to the effective implementation of recommendations. In this regard, this study researches the policy recommendation selection of improving the integration ability of supply chain under the COVID-19 epidemic.

Due to the increasing uncertainty and fuzziness in major decision problems, it is a common occurrence to expand the scale of a decision-making group to maintain the comprehensiveness and reliability of decision results, which leads to a large-scale group decision making (LSGDM) problem (Zhou et al. 2018; Xu et al. 2015). At present, the research on LSGDM has attracted great attention (Tang and Liao 2020). Many LSGDM methods determined the weight of each subgroup based on the number of decision-makers (DMs) in the subgroup (Xu et al. 2015; Shi et al. 2018; Wu and Xu 2018; Liu et al. 2019). This method is easy to understand, but the veracity of the aggregated results is limited. It may enable the subgroups which have the same number of DMs but have different attitudinal characteristics to have the same weight (Tang and Liao 2020). The attitudinal characteristics of DMs are important factors that affect decision results. Nevertheless, few literature researched the attitudinal characteristics of DMs in a subgroup. Hence, this paper focuses on capturing the attitudinal characteristics of DMs in an LSGDM process. According to the attitudinal characteristics of DMs in each subgroup, the weight of each subgroup can be assigned reasonably.

The personalized quantifier is an effective tool to capture the attitudinal characteristics of DMs. It determines a DM’s attitudinal weight according to the distances between the subjective expectation values of alternatives under each criterion and the corresponding evaluation values provided by the DM. In this sense, the subjective expected values are the main factor reflecting the attitudinal characteristics of DMs; however, it is difficult for DMs to give crisp subjective expectation values directly. In this regard, Guo (2019) calculated the relative closeness coefficients of alternatives by the technique for order preference by similarity to ideal solution (TOPSIS) method and then normalized these relative closeness coefficients as the weights of alternatives to derive the subjective expectation values of alternatives on each criterion. In this process, larger weights were assigned to the alternatives with higher subjective ranks and lower weights were assigned to the alternatives with lower subjective ranks. In other words, this process is similar to subjectively give high weight to the top alternative and low weight to the bottom alternative, which limits the rationality of the derived subjective expectation values. To improve this limitation, in this study, we use the gained and lost dominance score (GLDS) method (Wu and Liao 2019) to determine the objective ranks of alternatives, assign corresponding weights to alternatives based on the differences between the objective and subjective ranks of each alternative. We assign higher weights to the overestimated alternatives on which the subjective ranks are higher than their corresponding objective ranks.

Since there are many DMs in an LSGDM process, a lot of computation will be needed to capture the attitudinal characteristic of each DM. Consequently, we need to reduce the dimension of the decision-making problem based on cluster analysis. Clustering is the main component of an LSGDM method, which can improve the efficiency of decision making. Partitioning clustering methods and hierarchical methods are two popular clustering methods. In partitioning clustering methods, the k-means clustering (Sarrazin et al. 2018), fuzzy c-means clustering (Dunn 1973) and fuzzy equivalence relation (Liang et al. 2005) have been widely used in LSGDM (Tang and Liao 2020). Because the k-means clustering algorithm is simpler than the algorithms of fuzzy c-means clustering and fuzzy equivalence relation, we use the ordinal k-means clustering algorithm (Tang et al. 2019) to cluster the ranking preferences of DMs on alternatives in the study. In the k-means clustering algorithm, the number of initial clustering centers (k value) and clustering centers are determined randomly, which limits the veracity of clustering results. For this problem, Tang et al. (2019) presented an improved max-min method to determine the initial clustering centers and used the sum of squared errors and the silhouette coefficient to determine the k value. This method to determine the k value requires several iterations and the calculation is complicated. To further improve the accuracy and simplicity of this algorithm, we set a distance threshold to determine the k value so as to maintain a reasonable number of subgroups. In addition, due to the advantages of the probabilistic linguistic term set (PLTS, Pang et al. 2016) in expressing DMs’ cognitions scientifically, this study takes the PLTS as a tool for DMs to evaluate the performances of policy recommendations in improving the integration ability of supply chain under each criterion.

To sum up, this study is mainly devoted into the following innovative work:

a) We propose an algorithm to capture the attitudinal characteristics of DMs in an LSGDM process. According to
the attitudinal characteristics of DMs in each subgroup, the weights of subgroups can be assigned reasonably.

b) We set a distance threshold to determine the k value in the ordinal k-means clustering algorithm so as to maintain a reasonable number of subgroups.

c) We determine the weights of alternatives based on the differences between the objective and subjective ranks of alternatives. This improves the rationality of the subjective expectation values that are derived from alternative ranking.

d) We apply the proposed algorithm to select the policy recommendations on improving the integration ability of supply chain to enhance the supply chain resilience under the COVID-19 epidemic outbreak.

The rest of the study is structured as follows: Section 2 reviews the relevant knowledge. Section 3 elaborates the process of capturing the attitudinal characteristics of DMs in LSGDM. Section 4 gives a case study on the selection of recommendations of this study and puts forward the prospect of future research. Section 6 draws conclusions of this study and puts forward the prospect of future study.

2 Preliminaries

This section reviews the relevant knowledge of the PLTS, gained and lost dominance score method, ordinal k-means clustering algorithm and personalized quantifier with cubic spline interpolation.

\[ L(p) = \left\{ s_{\alpha}^{(i)}(p_{\alpha}^{(i)}) \mid s_{\alpha}^{(i)} \in S; p_{\alpha}^{(i)} = \frac{\sum_{d=1}^{D} p_{\alpha}^{(i)d} \lambda^d}{\sum_{d=1}^{D} \sum_{i=1}^{D} p_{\alpha}^{(i)d} \lambda^d}; t = 1, 2, \ldots, T; d = 1, 2, \ldots, D \right\} \]

where \( \lambda^d \) represents the weight of the DM \( d \) and \( d = 1, 2, \ldots, D \).

2.2 Gained and lost dominance score method

The GLDS method proposed by Wu and Liao (2019) is an efficient multi-criteria decision-making method which considers both the “group utility” and “individual regret” values. The core of this method is to calculate the gained and lost domination scores between alternatives according to the distances between alternatives under different criteria. At present, the GLDS method has been combined with various methods to solve decision-making problems in various fields. For example, Fang et al. (2019) combined the GLDS method with the generalized probabilistic linguistic evidential reasoning approach to screen the high risk group of lung cancer. Liao et al. (2019) combined the probabilistic linguistic GLDS method with the logarithm-multiplicative analytic hierarchy process.
(2020c) combined the GLDS method with q-rung orthopair fuzzy sets to evaluate the investment of the BE angle capital. Liao et al. (2020a) proposed a Choquet integral-based hesitant fuzzy GLDS method to evaluate of higher business school education. Liang et al. (2020) improved the GLDS method by a probability distribution and then implemented it in selecting the sites of electric vehicle charging stations. These researches demonstrated the flexibility and efficiency of the GLDS method in application.

The advantages of the GLDS method are in three-fold: a) the optimal alternative derived by this method dominates all other alternatives; b) this method uses the dominance flow function to accurately describe the degree that an alternative is superior to another; c) the aggregation formula introduced in this method synthesizes the “group utility” values, “individual regret” values and corresponding subordinate set, which enhances the robustness of the results. The specific implementation steps of the GLDS method are displayed in the Appendix.

\[
Q(x) = m \left[ \delta_{i-1} \left( \frac{i-m}{m} \right)^3 + \delta_i \left( \frac{x-i-1}{m} \right)^3 + \left( \sum_{j=i+1}^{m} \sigma_j - \delta_{i-1} \right) \left( \frac{i-m}{m} \right) + \left( \sum_{j=1}^{i} \sigma_j - \delta_i \right) \left( x-i-1 \right) \right], \quad x \in \left[ \frac{i-1}{m}, \frac{i}{m} \right]
\]

where \( Q(0) = 0, Q(1) = 1 \). The coefficients \( \delta_0 = \delta_m = 0 \) and \( \delta_1, \delta_2, \ldots, \delta_{i-1} \) are determined by \( 0.5\delta_{i-1} + 2\delta_i + 0.5\delta_{i+1} = 3m^2(\sigma_{i+1} - \sigma_i) \), for \( 0 < i < m \). \( \sigma_i \) denotes the attitudinal weight and can be calculated by

\[
\sigma_i = \frac{1}{\sum_{j=1}^{m} x_{ij} - \overline{x}} \sum_{j=1}^{m} \frac{1}{\sum_{j=1}^{m} (x_{ij} - \overline{x})^2}, \quad \text{for } i = 1, 2, \ldots, m
\]

Then, the attitudinal characteristic (AC) value of a DM can be determined by

\[
AC = \int_{0}^{1} Q(x) \, dx = \sum_{i=1}^{m} \int_{\frac{i-1}{m}}^{\frac{i}{m}} Q(x) \, dx = 1 - \frac{1}{m} \sum_{i=1}^{m} i\sigma_i + \frac{1}{2m} - \frac{1}{12m^2} \sum_{i=1}^{m} \delta_i
\]

AC is limited in the interval \([0, 1]\). When AC tends to 0, it indicates that the attitudinal characteristic of the DM tends to be negative. When AC tends to 0.5, it indicates that the attitudinal characteristic of the DM tends to be neutral. When AC tends to 1, it indicates that the attitudinal characteristic of the DM tends to be positive.

### 2.3 Personalized quantifier with cubic spline interpolation

The personalized quantifier introduced by Guo (2014) can be used to depict the individual decision attitude according to the function on the information given by the individual. At present, several functions have been employed to denote personalized quantifiers, such as the piecewise linear interpolation function (Guo 2014; Guo 2019), Bernstein polynomials (Guo 2016), and the combination of the Bernstein polynomials with interpolation spline (Guo and Xu 2018). As Wen and Liao (2020) pointed out, there are limitations on the smoothness, accuracy and simplicity of the personalized quantifiers described by the above functions. To bridge these challenges, Wen and Liao (2020) presented a personalized quantifier with cubic spline interpolation function.

Let \( x_i \) denotes the normalized evaluation information of the \( i \)th alternative on the \( j \)th criterion and \( \overline{x}_j \) denotes the subjective expectation information associated with the DM. The personalized quantifier with cubic spline interpolation function \( Q(x) \) can be expressed as:

## 3 Capturing the attitudinal characteristics of decision-makers in group decision making

In this section, we introduce an algorithm to capture the attitudinal characteristics of DMs in LSGDM problems. This algorithm can be divided into three stages. In the first stage, the probabilistic linguistic evaluation information and subjective ranking of alternatives about the decision-making problem provided by DMs are collected. Then, the DMs are clustered based on the ordinal k-means clustering algorithm, and the alternative ranks in the clustering centers are aggregated to form collected subjective alternative ranks. The second stage applies the GLDS method to obtain an objective ranking of alternatives according to the evaluation information provided by the DMs. The third stage captures the attitudinal characteristics of the DMs in a cluster by the personalized quantifiers with cubic spline interpolation.

### 3.1 Classifying decision-makers by the ordinal k-means clustering algorithm

For a complex LSCDM problem with a set of alternatives \( A_1, A_2, \ldots, A_n \) and criteria \( C_1, C_2, \ldots, C_m \), a group of DMs \( E_1, E_2, \ldots, E_h \) are invited to provide information. On the one hand, it is needed to collect the
probabilistic linguistic evaluation information of each DM about the performances of alternatives under each criterion based on a given linguistic term set. Then, the individual probabilistic linguistic decision matrix corresponding to \( E_d \) can be constructed as:

\[
L^d(p) = \begin{bmatrix}
L^d_{11}(p) & L^d_{12}(p) & \cdots & L^d_{1j}(p) & \cdots & L^d_{1n}(p) \\
L^d_{21}(p) & L^d_{22}(p) & \cdots & L^d_{2j}(p) & \cdots & L^d_{2n}(p) \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
L^d_{m1}(p) & L^d_{m2}(p) & \cdots & L^d_{mj}(p) & \cdots & L^d_{mn}(p)
\end{bmatrix}
\]

where \( L^d_{ij}(p) \) represents the probabilistic linguistic evaluation information of alternative \( A_i \) under criterion \( C_j \). On the other hand, it is needed to collect the subjective ranks of alternatives corresponding to each DM. To better extract the individual attitudinal characteristics of the DMs, this information needs to be given by the DMs without communication.

Subsequently, we calculate the distances between each alternative rank and other alternative ranks provided by the DMs. The Euclidean distance and cosine distance are two widely used distance measures in the k-means clustering algorithm (Tang et al. 2019). The Euclidean distance measures the absolute distance of each point in a space, which is directly related to the position coordinates of each point, while the cosine distance measures the included angle of a space vector. Standing in the position of measuring the absolute distance, here we use the Euclidean distance measure to calculate the distance between two alternative ranks:

\[
H(r^d, r^v) = \sqrt{\sum_{i=1}^{m} (r_i^d - r_i^v)^2} \sqrt{2 \left((m-1)^2 + (m-3)^2 + \cdots + \varphi\right)}
\]

where \( r^d \) and \( r^v \) respectively represent the alternative ranks provided by DMs \( E_d \) and \( E_v \). The number of alternatives \( m > 1 \), and if \( m \) is odd, then \( \varphi = 0 \); if \( m \) is even, then \( \varphi = 1 \). \( 2((m-1)^2 + (m-3)^2 + \cdots + \varphi) \) represents the farthest distance between two alternative ranks.

Then, we need to determine the initial clustering center. In this regard, we adopt the improved max-min method (Tang et al. 2019) presented as follows:

a. Select the rank with the minimum average distance between each rank and other ranks as the first clustering center, which can be denoted as:
Table 1  The distances between the ranks of recommendations given by different decision-makers

|   | \(d_1\) | \(d_2\) | \(d_3\) | \(d_4\) | \(d_5\) | \(d_6\) | \(d_7\) | \(d_8\) | \(d_9\) | \(d_{10}\) | \(d_{11}\) | \(d_{12}\) | \(d_{13}\) | \(d_{14}\) | \(d_{15}\) | \(d_{16}\) | \(d_{17}\) | \(d_{18}\) | \(d_{19}\) | \(d_{20}\) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \(d_1\) | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 | 0.707 |
| \(d_2\) | 0.707 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_3\) | 0.707 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_4\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_5\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_6\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_7\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_8\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_9\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{10}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{11}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{12}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{13}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{14}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{15}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{16}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{17}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{18}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{19}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
| \(d_{20}\) | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 | 0.548 |
A clustering center. set a distance threshold \( \phi \) than \( \phi \) \( A \)

\[ K_1 : \min_d \left\{ \frac{1}{D} \sum_{i=1}^{D} H(r_i^d, r_i^s) \right\} \]  

(6)

b. Select the ranking with the maximum average distance between each rank and the first clustering center as the second clustering center, which can be denoted as:

\[ K_2 : \max d \sum_{i=1}^{D} H(r_i^d, r_i^{K_1}), d \neq K_1 \]  

(7)

where \( r_i^{K_1} \) is the rank of the alternative selected as the first clustering center.

c. Calculate the distances between the remaining ranks and each clustering center, keep the one with the minimum distance, and then select the rank with the maximum distance as the next clustering center. Cycle this process until

\[ K_k : \max \min_{d, K_{k-1}} \sum_{i=1}^{D} H(r_i^d, r_i^{K_{k-1}}), H(r_i^d, r_i^{K_{k-1}}), \ldots, H(r_i^d, r_i^{K_{k-1}}), d \neq K_1, K_2, \]  

(8)

where \( r_i^{K_{k-1}} \) is the rank of the alternative selected as the \( k \)th clustering center.

On the determination the number of clustering center \( k \), we set a distance threshold \( \phi \). When the maximum distance is less than \( \phi \), the selection of the next clustering center will be stopped. We will discuss the value of the distance threshold \( \phi \) in Section 4.

After each clustering center is determined, all alternative ranks are clustered to the nearest clustering centers. This means that the DMs who provide corresponding alternative ranks are clustered. Then, we aggregate the alternative ranks provided by the DMs in a cluster according to the ascending order of rank sum of each alternative, such that there is an aggregated subjective rank of each alternative in a cluster.

3.2 Deducing the objective alternative ranks by the GLDS method

Aggregating the individual probabilistic linguistic decision matrices related to all DMs by Eq. (2), we can establish a group probabilistic linguistic decision matrix. Based on Eq. (1), we measure the dominance flow of alternative \( A_i \) over alternative \( A_2 \) under criterion \( C_j \) by

\[ H_{j}(i, z) = \max \left\{ \sum_{t=1}^{T} \frac{\alpha_{i}^{(t)} \cdot p_{e_{z}}^{(t)}}{2T} - \sum_{t=1}^{T} \frac{\alpha_{z}^{(t)} \cdot p_{e_{z}}^{(t)}}{2T}, 0 \right\} \]  

(9)

where \( \alpha_{i}^{(t)} \) and \( \alpha_{z}^{(t)} \) respectively represent the subscript values of the \( t \)th linguistic terms related to the performance of alternative \( A_i \) and alternative \( A_z \) under criterion \( C_j \). \( p_{e_{z}}^{(t)} \) and \( p_{e_{z}}^{(t)} \) represent the probabilities corresponding to the \( t \)th linguistic terms.

Normalizing the dominance flow by the vector normalization, we have

Table 2  The dominance flow between two recommendations under each criterion

| \( C_1 \) | \( C_2 \) | \( C_3 \) |
|---|---|---|
| \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) |
| – | 0.118 | 0.010 | 0.144 | – | 0.102 | 0 | 0 | – | 0 | 0.027 | 0.242 |
| 0 | – | 0 | 0.025 | 0 | – | 0 | 0 | 0.065 | – | 0.092 | 0.306 |
| 0 | 0.108 | – | 0.134 | 0 | 0.102 | – | 0 | 0 | 0 | – | 0.214 |
| 0 | 0 | 0 | – | 0.140 | 0.241 | 0.140 | – | 0 | 0 | 0 | – |

Table 3  The normalized dominance flow between two recommendations under each criterion

| \( C_1 \) | \( C_2 \) | \( C_3 \) |
|---|---|---|
| \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) |
| – | 1.817 | 0.150 | 2.209 | – | 0.863 | 0 | 0 | – | 0 | 0.129 | 0.142 |
| 0 | – | 0 | 0.392 | 0 | – | 0 | 0 | 0.305 | – | 0.434 | 1.448 |
| 0 | 1.667 | – | 2.059 | 0 | 0.863 | – | 0 | 0 | 0 | – | 1.013 |
| 0 | 0 | 0 | – | 1.184 | 2.047 | 1.184 | – | 0 | 0 | 0 | – |
\[ H_j(i, z) = \frac{H_j(i, z)}{\sum_{i=1}^{m} (H_j(i, z))^2} \]  \hspace{1cm} (10)

Combining the weight of each criterion, we can get the net gained dominance score and net lost dominance score of each alternative by Eqs. (3) and (4), respectively. Then, calculating the overall dominance score of each alternative by Eq. (5), we can obtain the objective ranks of alternatives.

### 3.3 Capturing the attitudinal characteristics of decision-makers based on personalized quantifiers

Since the subjective expectation of DMs is an important factor to extract the attitudinal characteristics of DMs, we need to deduce the subjective expectation values of DMs on each criterion based on the alternative ranks. Firstly, we can compute the relative importance \( I_i \) of each alternative according to the difference between the subjective rank \( r_{\text{SUB}}^K(A_i) \) in the cluster \( K \) and the objective rank \( r_{\text{OB}}(A_i) \) by

\[ I_i = 1 \left( 1 + e^{r_{\text{SUB}}^K(A_i) - r_{\text{OB}}(A_i)} \right), \text{ for } i = 1, 2, \cdots, m \]  \hspace{1cm} (11)

In Eq. (11), if \( r_{\text{SUB}}^K(A_i) - r_{\text{OB}}(A_i) > 0 \), the DM underestimates alternative \( A_i \), and the relative importance of \( A_i \) is low; if \( r_{\text{SUB}}^K(A_i) - r_{\text{OB}}(A_i) < 0 \), the DM overestimates alternative \( A_i \), and the relative importance of \( A_i \) is high.

To take the relative importance of alternatives as their weights, we normalize these values by a linear normalization as:

\[ w_i = I_i / \sum_{i=1}^{m} I_i, \text{ for } i = 1, 2, \cdots, m \]  \hspace{1cm} (12)

 Afterwards, we aggregate the individual decision matrices related to the DMs in a cluster by Eq. (2) and transform these probabilistic linguistic decision matrices into crisp matrices by Eq. (1). For these \( k \) subgroup decision matrices, we combine them with the relative importance of alternatives calculated in Eq. (12). Then, the subjective expectation value of each criterion corresponding to the DMs in the cluster \( K \) can be obtained by

\[ x_j = \sum_{i=1}^{m} x_{ij} w_i, \text{ for } i = 1, 2, \cdots, m \]  \hspace{1cm} (13)

where \( x_{ij} \) represents the evaluation value of alternative \( A_i \) under criterion \( C_j \) in the subgroup decision matrix associated with the cluster \( K \).

Next, by Eq. (3), we can generate the personalized quantifier with cubic spline interpolation related to the DMs in a cluster. Furthermore, the attitudinal characteristics of the DMs in the cluster \( K \) can be captured according to Eq. (4). Generally, the attitudinal characteristics of DMs in a cluster can be classified into five categories: positive, neutral to positive, neutral, neutral to negative, and negative. After data simulation, we find that the attitudinal characteristic value, \( AC \), is generally stable within the interval \([0.3, 0.7]\). Suppose that \( AC \) is uniformly distributed in the interval. Under this premise, if \( AC \) falls in the interval \([0.3, 0.38)\), the attitudinal characteristic is regarded as negative; if \( AC \) falls in the interval \([0.38, 0.46)\), the attitudinal characteristic is neutral to negative; if \( AC \) lies in the interval \([0.46, 0.54)\), the attitudinal characteristic is neutral; if \( AC \) falls in the interval \([0.54, 0.58)\), the attitudinal characteristic is neutral to positive; if \( AC \) falls in the interval \([0.58, 0.7]\), the attitudinal characteristic is positive.

### Table 4

The objective ranks of recommendations calculated by the GLDS method

|       | GD_i | LD_i | CS_i | Ranks |
|-------|------|------|------|-------|
| A_1   | 0.649| 0.136| 0.135| 1     |
| A_2   | 0.369| 0.234| -0.028| 4     |
| A_3   | 0.571| 0.135| 0.016| 2     |
| A_4   | 0.505| 0.222| -0.024| 3     |

### Table 5

The relative importance and weights of the recommendations related to the three clusters

|       | \( I_i \) | \( w_i \) |
|-------|----------|----------|
| \( K_1 \) | \( K_2 \) | \( K_3 \) | \( K_1 \) | \( K_2 \) | \( K_3 \) |
| A_1   | 0.500   | 0.047   | 0.119 | 0.250 | 0.222 | 0.065 |
| A_2   | 0.731   | 0.731   | 0.953 | 0.366 | 0.339 | 0.517 |
| A_3   | 0.500   | 0.500   | 0.500 | 0.250 | 0.232 | 0.272 |
| A_4   | 0.269   | 0.881   | 0.269 | 0.134 | 0.408 | 0.146 |

### Fig. 3

The personalized quantifiers with cubic spline interpolation related to the three clusters
characteristic is neutral; if \( AC \) lies in the interval \([0.54, 0.62)\), the attitudinal characteristic is neutral to positive; if \( AC \) lies in the interval \([0.62, 0.7)\), the attitudinal characteristic is positive.

For the clusters with different attitudinal characteristics, we can assign different weights to aggregate the decision results of these clusters and get a final decision. In this regard, we can calculate the aggregated value of each cluster by the order weighted average (OWA) operator (Yager 1996) given as Eq. (14) in which the weight of each criterion is derived from the personalized quantifier.

\[
F_{\text{OWA}}(A_i) = \sum_{j=1}^{n} \left( Q \left( \frac{x_j^{(c)}}{n} \right) - Q \left( \frac{j-1}{n} \right) \right) \frac{x_j^{(c)}}{n}, \quad \text{for } i = 1, 2, \ldots, m
\]  

where \( x_j^{(c)} \) denotes the \( j \)-th largest value of all criteria.

Next, we further aggregate the collected values of different clusters by the weighted average (WA) operator given as Eq. (15) in which the weights of clusters are determined according to their risk preferences. Risk-seekers can be assigned higher weights to the clusters with negative attitudinal characteristics, while risk-averters can be assigned lower weights to the clusters with positive attitudinal characteristics.

\[
F_{\text{WA}}(A_i) = \sum_{\varepsilon=1}^{k} \omega_{\varepsilon} F_{\text{OWA}}^{(\varepsilon)}(A_i), \quad \text{for } i = 1, 2, \ldots, m
\]  

where \( \omega_{\varepsilon} \) denotes the weight of cluster \( K_{\varepsilon}, \) for \( \varepsilon = 1, 2, \ldots, k \) and \( \sum_{\varepsilon=1}^{k} \omega_{\varepsilon} = 1. \)

It is assumed that there is consistency between alternative ranks and the alternative evaluation information provided by the DMs. We can capture the attitudinal characteristics of the DMs who provide the information about the same group decision-making problem. This process only needs to determine the nearest clustering center to the alternative ranks provided by the DMs, and the attitudinal characteristics of the DMs previously cluster to the clustering center is the attitudinal characteristics of these DMs.

Based on the above analysis, the procedure to capture the attitudinal characteristics of DMs for LSGDM problems can be summarized as Algorithm 1, and the flow chart of this algorithm is shown as Fig. 1.
The global spread of COVID-19 has made it a global pandemic, as announced by the World Health Organization on March 11, 2020 (Ivanov 2020). In today’s globalized production environment, the supply chain of many companies is particularly vulnerable to the impact of the epidemic outbreak (Ivanov 2020). As reported in Fortune (2020), 94% of the supply chain of Fortune 1000 companies have been interfered by the coronavirus. With the severity of the COVID-19 pandemic becoming apparent, governments and organizations need to act quickly in a changing context (Sarkis et al. 2020). In general, the impact of the epidemic outbreak on the global supply chain is mainly reflected in the following aspects: 1) the global epidemic of COVID-19 resulted in the decreasing demand of the industrial value chain and the uncertainty of the supply; 2) the upstream factories stopped production or reduce production, resulting in the supply and production of the downstream being implicated and challenged; 3) the city blockade, resulting in regional and international logistics terminals and delays and further leading to a mass shortage or backlog (https://www.zhihu.com/question/375078869/answer/1150204862). The theoretical basis for the impact of COVID-19 on the supply chain is shown in Fig. 2 (Hong 2020).

The impact of the COVID-19 outbreak on the global supply chain shows that the highly complex vertical and horizontal industrial division system will cause the imbalance of the whole supply chain system due to the temporary contraction, deviation or rupture of local links in the face of sudden force majeure events. In this sense, the recommendations on enhancing supply chain resilience is crucial for maintain the resilience, flexibility and agility of a supply chain system. For this problem, van Hoek (2020) put forward suggestions to enhance supply chain resilience in various industries; Hobbs (2020) and Govindan et al. (2020) increased supply chain resilience of food supply chain and medical supply chain respectively by several methods. These recommendations are aimed at a specific industry and do not have wide application.

Hong (2020) presented four policy recommendations to improve the integration capability of a supply chain for enhancing supply chain resilience under the COVID-19 epidemic outbreak from the perspective of the government. Since these four policy recommendations are considered from multiple perspectives and have wide applicability, we chose them as alternatives. The specific contents of the four policy recommendations are as follows:

A1: Improve the capacity of resource link and relation network construction of various market entities, and flexibly adjust the supply chain network according to the changes of constraints.
A2: By optimizing the business environment and trade liberalization, we provide relaxed market and policy conditions for the integration of manufacturing supply chain, and encourage all kinds of manufacturing enterprises to improve the depth, breadth and level of embedding in the global industry chain, value chain and supply chain through technological innovation, product innovation, process innovation, model innovation, management innovation and channel innovation.
A3: Strengthen the construction of various public service platforms, optimize the carrier support system, focus on solving the basic technology and common technology bottlenecks restricting the development of the manufacturing industry, actively guide the core enterprises of the supply chain to “empower” the upstream and downstream small and medium-sized enterprises, and effectively reduce the network transaction cost of the supply chain.
A4: Design and optimize the governance rules, standards and systems in line with the development characteristics of

Algorithm 1

Input: The evaluation information and subjective ranks of alternatives provided by a large number of DMs.
Output: The attitudinal characteristics of DMs in each cluster.

Step 1. Calculate the distances between two alternative ranks by Eq. (5), and determine the clustering centers according to Eqs. (6)-(8).
Step 2. Cluster each alternative rank to the cluster with the nearest clustering center, and aggregate the alternative ranks in the same cluster into a total subjective alternative ranks.
Step 3. Form a group probabilistic linguistic decision matrix by Eq. (2), and then obtain the objective alternative ranks by Eqs. (9), (10) and (A.1)-(A.3).
Step 4. Compute the subjective expectation values on different criteria of DMs by Eq. (14), and then generate personalized quantifiers for the DMs in a cluster by Eq. (3).
Step 5. Determine the attitudinal characteristics of DMs in each cluster by Eq. (4).
Step 6. End.
the manufacturing industry, strengthen the governance of the supply chain, and provide an important guarantee for improving the integration capacity of the supply chain.

Due to the limitation of human, material and financial resources, some countries or regions may only choose one of the best programs to implement. Hence, we need to determine which one of these four recommendations is the best in the circumstances of LSGDM.

Assume that three criteria are set to evaluate these recommendations, namely, feasibility ($C_1$), implementation benefit ($C_2$) and implementation cost ($C_3$). Twenty DMs are invited, among them, $d_1$, $d_2$, $d_3$, $d_4$, $d_5$, $d_6$, $d_7$ and $d_8$ are relevant government staffs, $d_{11}$, $d_{12}$, $d_{13}$, $d_{14}$, $d_{15}$, $d_{16}$, $d_{17}$, $d_{18}$, $d_{19}$ and $d_{20}$ are experts in the supply chain. According to the linguistic term set $\{s_0 : very\ good, s_1 : good, s_2 : slightly\ good, s_3 : medium, s_4 : slightly\ poor, s_5 : poor, s_6 : very\ poor\}$ given in advance, the DMs provide the probabilistic linguistic evaluation information of the four policy-recommendations under three criteria, and the probabilistic linguistic decision matrices associate with the DMs are as follows:

\[
\begin{align*}
&d_1: \\
&\begin{bmatrix}
{s_4(0.5), s_5(0.5)} & {s_3(0.6), s_4(0.2)} & {s_4(1)} \\
{s_5(0.8)} & {s_3(1)} & {s_5(0.6)} \\
{s_3(0.7)} & {s_3(0.8), s_6(0.2)} & {s_3(0.7), s_4(0.3)} \\
{s_3(0.6), s_4(0.2)} & {s_3(0.6)} & {s_3(0.3), s_1(0.5)} \\
{s_3(1)} & {s_3(0.8)} & {s_3(1)} \\
{s_3(0.8), s_6(0.2)} & {s_3(0.8)} & {s_3(0.6)} \\
{s_3(0.7)} & {s_3(0.8), s_6(0.2)} & {s_3(0.6)} \\
{s_3(0.6), s_4(0.2)} & {s_3(1)} & {s_3(0.7), s_3(0.3)} \\
{s_3(0.5), s_4(0.3)} & {s_3(1)} & {s_3(0.8)} \\
{s_3(0.1)} & {s_3(0.8)} & {s_3(0.5), s_5(0.5)} \\
{s_3(0.9)} & {s_3(0.7), s_3(0.2)} & {s_3(1)} \\
{s_3(1)} & {s_3(0.6)} & {s_3(0.7)} \\
{s_3(0.6), s_4(0.2)} & {s_3(0.8)} & {s_3(0.5), s_5(0.5)} \\
{s_3(0.7), s_3(0.3)} & {s_3(1)} & {s_3(0.5), s_3(0.3)} \\
{s_3(0.8)} & {s_3(0.2), s_6(0.6)} & {s_3(1)} \\
\end{bmatrix}
\end{align*}
\]
The ranks of the recommendations provided by the DMs are as follows:

- \( d_1, d_2, \) and \( d_{12} \): \{3, 1, 2, 4\}; \{3, 1, 2, 4\};
- \( d_3 \) and \( d_{13} \): \{1, 3, 2, 4\};
- \( d_4 \): \{2, 1, 3, 4\};
- \( d_5 \): \{4, 1, 2, 3\};
- \( d_6 \): \{1, 2, 3, 4\};
- \( d_8 \): \{2, 4, 1, 3\};
- \( d_9 \): \{2, 3, 1, 4\};
- \( d_{10} \): \{4, 1, 2, 3\};
- \( d_{11} \): \{2, 3, 4, 1\};
- \( d_{13} \): \{4, 2, 3, 1\};
- \( d_{14} \): \{2, 4, 3, 1\};
- \( d_{16} \): \{4, 3, 1, 2\};
- \( d_{17} \) and \( d_{18} \): \{1, 3, 4, 2\};
- \( d_{19} \): \{3, 4, 2, 1\};
- \( d_{20} \): \{4, 1, 3, 2\}.

The ranks are then classified by clustering centers provided by Eqs. (6) and the results are listed in Table 1.

Set the distance threshold \( \phi = 0.7 \). We can determine three clustering centers by Eqs. (6)-(8), which are \( d_3, d_{13} \), and \( d_1 \). Then, classify the ranks of recommendations provided by the remaining DMs to a cluster with the nearest clustering center and then form three clusters with respect to the DMs, respectively: 

- \( K_1 = \{d_2, d_5, d_6, d_8, d_{10}, d_{15}, d_{17}, d_{18}\}; \)
- \( K_2 = \{d_{11}, d_{13}, d_{14}, d_{16}, d_{19}, d_{20}\}; \)
- \( K_3 = \{d_1, d_3, d_7, d_{12}\}. \)

After aggregating the ranks of recommendations provided by the DMs in each cluster, the subjective ranks of recommendations with respect to each cluster can be obtained as 

- \( K_1 \): \{1, 3, 2, 4\}; 
- \( K_2 \): \{4, 3, 2, 1\}; 
- \( K_3 \): \{3, 1, 2, 4\}.

Next, aggregate the probabilistic linguistic decision matrices provided by these twenty DMs based on Eq. (2). A probabilistic linguistic group decision matrix can be constructed as \( G \).

Measure the dominance flow between two recommendations under each criterion by Eq. (9), and normalize the dominance flow by Eq. (10). The calculation results are displayed in Tables 2 and 3, respectively. Based on Eqs. (A.1)-(A.3), calculate the dominance score of each recommendation and obtain the objective ranks of recommendations as shown in Table 4. (Here we assume that each criterion has the same weight).

Afterwards, aggregate the probabilistic linguistic decision matrices related to the DMs in the same cluster by Eq. (2). Then, three collected decision matrices can be formed as \( G', G'' \) and \( G''' \), respectively.

Transform the probabilistic linguistic decision matrices into crisp matrices by Eq. (1):

| 0.919 0.754 0.673 | 0.688 0.640 0.719 | 0.811 0.588 0.621 | 0.621 0.779 0.379 |
|---------------------|---------------------|---------------------|---------------------|
| 0.678 0.681 0.533 | 0.692 0.685 0.647 | 0.748 0.785 0.622 | 0.703 0.861 0.540 |
| 0.723 0.620 0.653 | 0.667 0.509 0.692 | 0.801 0.829 0.536 | 0.658 0.898 0.218 |

According to Eqs. (11) and (12), the relative importance of the recommendations related to the three clusters are calculated, and the results are shown in Table 5.

Then, by Eq. (13), the subjective expectation values of the criteria related to clusters \( K_1 \), \( K_2 \) and \( K_3 \) are determined as: \( \hat{x}_1^{K_1} = 0.767; \hat{x}_2^{K_1} = 0.674; \hat{x}_3^{K_1} = 0.637; \)

\( \hat{x}_1^{K_2} = 0.706; \hat{x}_2^{K_2} = 0.738; \hat{x}_3^{K_2} = 0.595; \hat{x}_1^{K_3} = 0.706; \hat{x}_2^{K_3} = 0.660; \hat{x}_3^{K_3} = 0.578. \)

Based on the subjective expectation values, we can respectively generate the personalized quantifiers with cubic spline interpolation related to the DMs in clusters \( K_1 \), \( K_2 \) and \( K_3 \) by Eq. (3):

\[ \sigma_1 = 0.092, \sigma_2 = 0.391, \sigma_3 = 0.478; \]
\[ \delta_1 = -0.13, \delta_2 = 6.324, \delta_3 = 3.370, \delta_4 = -1.138; \]
\[ \sigma_1 = 0.037, \sigma_2 = 0.829, \sigma_3 = 0.107, \sigma_2 = 0.026; \]
\[ \delta_0 = -0.14, \delta_1 = 25.167, \delta_2 = -24.677, \delta_3 = 4.218; \]
\[ \sigma_1 = 0.051, \sigma_2 = 0.115, \sigma_2 = 0.809, \sigma_2 = 0.026; \]
\[ \delta_0 = -0.14, \delta_1 = 3.089, \delta_2 = -33.295, \delta_3 = -37.575. \]
ϕ threshold discusses the clustering of the DMs and the attitudinal characteristics of the DMs in the clusters are neutral, positive, neutral, and neutral, respectively.

5 Discussions

Suppose that the weights of the three clusters are 0.3, 0.3, and 0.4. Then, the final aggregated values of the recommendations can be obtained by Eq. (15) as: $F_{WA}(A_1) = 0.693$, $F_{WA}(A_2) = 0.653$, $F_{WA}(A_3) = 0.711$, and $F_{WA}(A_4) = 0.626$. Therefore, the final ranking of the recommendations is $A_3 > A_1 > A_2 > A_4$, and the optimal policy recommendation is $A_3$.

5.1 Sensitive analysis

In the process of clustering, we set the distance threshold $\phi$ as 0.7, and the DMs were divided into three clusters. This section discusses the clustering of the DMs and the attitudinal characteristics of the DMs in each cluster when the distance threshold $\phi$ is another value.

If we set $\phi$ as 0.6, we can determine four clustering centers, which are $d_3$, $d_{13}$, $d_1$ and $d_{17}$; if we set $\phi$ as 0.5, we can determine six clustering centers, which are $d_3$, $d_{13}$, $d_3$, $d_{17}$, $d_{19}$ and $d_8$; if we set $\phi$ as 0.4, we can determine seven clustering centers, which are $d_3$, $d_{13}$, $d_1$, $d_{17}$, $d_{19}$, $d_8$ and $d_{16}$. Since 0.316 is the shortest distance between the recommendations except 0, the minimum distance threshold can be set as 0.4. The clusters under different distance thresholds are shown in Fig. 4. When $\phi = 0.6$, the attitudinal characteristic values of the DMs in the clusters are $AC(K_1) = 0.541$, $AC(K_2) = 0.528$, $AC(K_3) = 0.548$, $AC(K_4) = 0.480$, and the corresponding attitudinal characteristics of the DMs in the clusters are neutral to positive, neutral, neutral to positive, and neutral, respectively. When $\phi = 0.5$, the attitudinal characteristic values of the DMs in the clusters are $AC(K_1) = 0.552$, $AC(K_2) = 0.640$, $AC(K_3) = 0.548$, $AC(K_4) = 0.501$, $AC(K_5) = 0.503$, $AC(K_6) = 0.475$, and the corresponding attitudinal characteristics of the DMs in the clusters are neutral, positive, neutral to positive, neutral, neutral, neutral, and neutral, respectively. When $\phi = 0.4$, the attitudinal characteristic values of the DMs in the clusters are $AC(K_1) = 0.550$, $AC(K_2) = 0.640$, $AC(K_3) = 0.548$, $AC(K_4) = 0.501$, $AC(K_5) = 0.524$, $AC(K_6) = 0.475$, $AC(K_7) = 0.482$, and the corresponding attitudinal characteristics of the DMs in the clusters are neutral, positive, neutral to positive, neutral, neutral, neutral, and neutral, respectively.

The function images of these personalized quantifiers are shown in Fig. 3.

Furthermore, the attitudinal characteristic values of the DMs in clusters $K_1$, $K_2$ and $K_3$ can be respectively captured according to Eq. (4), shown as: $AC(K_1) = 0.511; AC(K_2) = 0.588; AC(K_3) = 0.429$. Hence, we can determine that the attitudinal characteristic of the DMs in cluster $K_1$ is neutral, the attitudinal characteristic of the DMs in cluster $K_2$ is neutral to positive and the attitudinal characteristic of the DMs in cluster $K_3$ is neutral to negative. Based on Eq. (14), the OWA aggregation values of clusters $K_1$, $K_2$, and $K_3$ are calculated as:
We can see from Fig. 5 that the changes of distance thresholds have an effect on the ranking results of recommendations. When $\phi = 0.4$ and $\phi = 0.5$, the optimal policy recommendation is $A_1$, while when $\phi = 0.6$ and $\phi = 0.7$, the optimal policy recommendation is $A_3$. This phenomenon may be caused by the fact that several DMs are divided into an individual cluster with the decrease of distance thresholds, which increases the impact of the information provided by the expert on the results. Besides, we find that as the distance threshold decreases, the ranking result becomes unstable, which indicates that the robustness of a small threshold is high. Furthermore, if there are hundreds of DMs, a small threshold will greatly increase the amount of calculation. Since the ranking is relatively stable when the distance threshold is taken as the middle value in this case, the median distance threshold is recommended.

### 5.2 Comparative analysis

In the process of determining the subjective expectation values of criteria, we calculate the difference between the objective rank and subjective rank of each recommendation. In this regard, we use the cubic spline interpolation to characterize personalized quantifiers. Guo (2019) determined the subjective expectation values of criteria based on the relative closeness coefficient of each recommendation, and used the piecewise linear interpolation to characterize personalized quantifiers. This section compares our method with Guo (2019)’s method in terms of determining the subjective expectation values of criteria.

In Guo (2019)’s method, the TOPSIS method was used to calculate the relative closeness coefficient of each recommendation. With the data in Section 4, the relative closeness coefficient of each recommendation is calculated as $0.296, 0.239, 0.278$, and $0.187$, respectively. Then, these values are converted into the weights of the recommendations according to the linear normalization. The aggregated subjective ranks of recommendations obtained by aggregating the subjective ranks of recommendations provided by the 20 DMs is $\{1, 2, 3, 4\}$. The higher weights are assigned to the recommendations with higher ranks in the subjective ranks of recommendations provided by the DMs. Based on the WA operator, the subjective expectation value of each cluster is computed as: $\bar{x}_{1}^{K_1} = 0.773, \bar{x}_{2}^{K_1} = 0.687, \bar{x}_{3}^{K_1} = 0.618, \bar{x}_{4}^{K_1} = 0.701, \bar{x}_{1}^{K_2} = 0.704, \bar{x}_{2}^{K_2} = 0.587, \bar{x}_{3}^{K_2} = 0.714, \bar{x}_{4}^{K_2} = 0.691, \bar{x}_{1}^{K_3} = 0.555$. Next, we can generate the personalized quantifier with piecewise linear interpolation related to the DMs in the clusters $K_1$, $K_2$ and $K_3$ by $Q^*(x) = (m-\sigma_i)\tau + \sum_{i=1}^{m} \sigma_i ((i-1)/m \leq x \leq i/m, \ i=1, 2, \cdots, m)$ shown as:

$$Q^1(x) = \begin{cases} 0.397x, & 0 \leq x \leq 0.25 \\ 1.777x-0.345, & 0.25 \leq x \leq 0.5 \\ 1.651x-0.282, & 0.5 \leq x \leq 0.75 \\ 0.175x + 0.825, & 0.75 \leq x \leq 1 \\ 0.187x, & 0 \leq x \leq 0.25 \end{cases}$$

$$Q^2(x) = \begin{cases} 0.312x, & 0 \leq x \leq 0.25 \\ 1.701x-0.379, & 0.25 \leq x \leq 0.5 \\ 1.796x-0.427, & 0.5 \leq x \leq 0.75 \\ 0.317x + 0.683, & 0.75 \leq x \leq 1 \end{cases}$$

$$Q^3(x) = \begin{cases} 0.312x, & 0 \leq x \leq 0.25 \\ 0.747x-0.109, & 0.25 \leq x \leq 0.5 \\ 2.797x-1.134, & 0.5 \leq x \leq 0.75 \\ 0.144x + 0.856, & 0.75 \leq x \leq 1 \end{cases}$$

The function graphics of these personalized quantifiers are shown in Fig. 6.

Since $AC^* = \int_{0}^{1}Q^*(x)dx = 1-(1/m)\sum_{i=1}^{m}\sigma_i + 1/2m$, we can calculate the attitudinal characteristic values of the DMs in the clusters as: $AC^*(K_1)= 0.525, AC^*(K_2)= 0.485, AC^*(K_3)= 0.452$. We can determine that the attitudinal characteristic of the DMs in cluster $K_1$ is neutral, the attitudinal characteristic of the DMs in cluster $K_2$ is neutral, and the attitudinal characteristic of the DMs in cluster $K_3$ is neutral to negative. By Eq. (15), the final aggregated values of the recommendations are: $F_{WA}(A_1) = 0.689, F_{WA}(A_2) = 0.649, F_{WA}(A_3) = 0.708, and F_{WA}(A_4) = 0.623$. The final ranking of the recommendations derived by Guo (2019)’s method is $A_3 > A_1 > A_2 > A_4$.

Through the above analysis, we can find that the ranking result derived by our method is the same as that derived by Guo (2019)’s method. This validates the reliability of our method. However, the attitudinal characteristics of the DMs in the cluster $K_3$ deduced by the two methods are different. This may be resulted from the fact that these two methods use different interpolation functions to generate the personalized quantifiers. Compared with Figs. 3 and 6, it is not difficult to find that the personalized quantifiers depicted by the cubic spline interpolation are more smooth and interpretable than those depicted by the piecewise linear interpolation. This demonstrates the advantages of our method in terms of geometric representation.

### 5.3 Practical management implications

According to the research results of this study, we attain practical management implications from three aspects:

First, in the case that multifarious recommendations already exist, the selection of recommendations may be more important than the presentation of recommendations. In the face of the impact of COVID-19 epidemic on supply chains, many studies (Hobbs 2020; Govindan et al. 2020; van Hoek 2020; Hong 2020) focused on putting forward a variety of response recommendations. However, for the government or an organization, it is unrealistic to implement all these recommendations, and selecting
the optimal recommendation for implementation or ranking these recommendations to implement them in turn can effectively enhance the supply chain resilience under the COVID-19 epidemic.

Second, in a decision-making process, the number of subgroups affects the ranking results. According to the characteristics of subgroups, different weights are assigned to these subgroups to obtain the ranking results. This is more reasonable than the ranking results obtained by directly aggregating the information provided by DMs. However, different number of subgroups may result in different ranking results. To solve such a problem, we can obtain relatively stable ranking results by controlling the number of subgroups through the median distance threshold, which is simple compared with iterative method.

Third, the policy recommendation selection should consider the attitude characteristics of DMs. The DMs with optimistic attitude tend to make risky evaluation on recommendations, while the DMs with negative attitude tend to make conservative evaluation on opinions. Based on the evaluation information of these two kinds of decision-makers, the results may be opposite. In this regard, capturing the attitude characteristics of DMs to consider the evaluations made by the DMs with different attitude characteristics is conducive to obtain reasonable results.

6 Conclusions

This study introduced an algorithm that integrated the PLTS, ordinal k-mean clustering algorithm, GLDS method, and personalized quantifier with cubic spline interpolation to capture the attitudinal characteristics of DMs in an LSGDM process. The PLTS was used as a tool to represent the evaluation information of DMs on alternatives. The ordinal k-mean clustering algorithm was used to form subgroups of DMs according to the ranks of alternatives associated with the DMs. The GLDS method was implemented to determine the objective ranks of alternative. The personalized quantifier with cubic spline interpolation was employed to capture the attitudinal characteristics of the DMs in each subgroup. We applied the proposed algorithm to select a suitable policy recommendation to improve the integration capability of the supply chain under the COVID-19 epidemic outbreak. The ranking results of the proposed algorithm can not only be used to select the optimal recommendation to carry out, but also can be applied to prioritize recommendations to achieve the purpose of orderly implementation of recommendations, which is more efficient than the implementation of several suggestions regardless of priorities. Through discussions, we found that in the ordinal k-mean clustering algorithm, the ranking results may become unstable with the decrease of distance threshold, and the median distance threshold is recommended in this regard. The DMs’ attitudinal weights for alternatives were determined based on the differences between subjective alternative ranks and objective alternative ranks, which is more reliable than only based on subjective alternative ranks.

In this study, to simplify the procedure of the proposed algorithm, the consensus of the DMs in each subgroup was not considered. In future research, we will capture the attitudinal characteristics of DMs in subgroups based on the consensus reaching process. Besides, in the proposed algorithm, DMs were required to provide complete alternative ranking information, but in practice, some DMs may only provide part of the alternative ranking information, which limits the practical application of the proposed algorithm. To improve this problem, we will further research the attitude characteristics of decision makers based on partial ranking of alternatives.
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Appendix

For a decision problem with m alternatives and n criteria, the implementation steps of the GLDS method are as follows:

Step 1. Construct a collective decision matrix based on the evaluation information provided by DMs.

Step 2. Calculate the dominance flow, H(i, z), between alternatives i and z according to the difference value between these two alternatives under each criterion (if the difference value is negative, H(i, z) = 0). Then, normalize the dominance flow by the vector normalization and get the normalized value H̃(i, z).

Step 3. Compute the net gained dominance score GD and the lost dominance score LD between alternatives i and z by

\[
GD_i = \sum_{j=1}^{n} w_j \sum_{z=1}^{m} H̃(i, z) \quad \text{for} \quad i = 1, 2, \ldots, m
\]

\[
LD_i = \max_j \left( w_j \max_z H̃(z, i) \right) \quad \text{for} \quad i = 1, 2, \ldots, m
\]

where \( w_j \) is the weight of the jth criterion and \( \sum_{j=1}^{n} w_j = 1 \).

Step 4. Obtain the dominance score CS by

\[
CS_i = \frac{GD_i}{\sqrt{\sum_{j=1}^{n} GD_j^2 / m(m+1)/2}} - \frac{LD_i}{\sqrt{\sum_{j=1}^{n} LD_j^2 / m(m+1)/2}} \quad \text{for} \quad i = 1, 2, \ldots, m
\]

where \( r(GD_j) \) and \( r(LD_j) \) are the ranks of \( GD_j \) and \( LD_j \), respectively. Then, determine the alternative ranking in descending order of \( CS_i \) for \( i = 1, 2, \ldots, m \).
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