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ABSTRACT

In this paper, we propose VISinger, a complete end-to-end high-quality singing voice synthesis (SVS) system that directly generates singing audio from lyrics and musical score. Our approach is inspired by VITS [1], an end-to-end speech generation model which adopts VAE-based posterior encoder augmented with normalizing flow based prior encoder and adversarial decoder. VISinger follows the main architecture of VITS, but makes substantial improvements to the prior encoder according to the characteristics of singing. First, instead of using phoneme-level mean and variance of acoustic features, we introduce a length regulator and a frame prior network to get the frame-level mean and variance on acoustic features, modeling the rich acoustic variation in singing. Second, we further introduce an F0 predictor to guide the frame prior network, leading to stabler singing performance. Finally, to improve the singing rhythm, we modify the duration predictor to specifically predict the phoneme to note duration ratio, helped with singing note normalization. Experiments on a professional Mandarin singing corpus show that VISinger significantly outperforms FastSpeech+Neural-Vocoder two-stage approach and the oracle VITS; ablation study demonstrates the effectiveness of different contributions.

Index Terms— Singing voice synthesis, variational autoencoder, adversarial learning, normalizing flows

1. INTRODUCTION

Automatic human voice generation has been significantly advanced by deep learning. Aiming to mimic human speaking, text to speech (TTS) has witnessed tremendous progress with near-human-parity performance. On the other hand, singing voice synthesis (SVS), which aims to generate singing voice from lyrics and music scores, has also been advanced with similar neural modeling framework in speech generation. Compared with speech synthesis, synthetic singing should not only be pronounced correctly according to the lyrics, but also conform to the labels of the music score. As the variation of acoustic features including fundamental frequency in singing is more abundant, and there are subtle pronunciation skills such as vibrato, modeling of singing voice is more challenging.

A typical deep learning based two-stage singing synthesis system generally consists of an acoustic model and a vocoder [2] [4] [5]. The acoustic model generates intermediate acoustic features from lyrics and music scores while the vocoder converts these acoustic features into waveform. For example, in [5] [7], the neural acoustic model generates spectrum, excitation and aperiodicity parameters and then singing voice is synthesized using the World [8] vocoder. FastSpeech [9], as a non-AR (auto-aggressive) model, was first used for speech generation and recently adopted in singing synthesis [6] with state-of-the-art performance. As neural vocoders, e.g., WaveRNN [10] and HiFiGAN [11] have achieved high-fidelity speech generation, they have become the mainstream in current singing voice synthesis systems to reconstruct singing waveform from intermediate acoustic representation like mel-spectrum [12] [13] [14].

Although these two-stage human voice generation systems made huge progress, the independent training of the two stages, i.e., the neural acoustic model and the neural vocoder, also leads to a mismatch between the training and inference stages, resulting in degraded performance. Specifically, the neural vocoder is trained using the ground truth intermediate acoustic representation, e.g., mel-spectrum, but the predicted representation from the acoustic model is adopted during inference, resulting in distributional difference between the real and predicted intermediate representations. There are some tricks to alleviate this mismatch problem, including adopting the predicted acoustic features in neural vocoder fine-tuning and adversarial training [15].

A straightforward solution is to plug the two stages to become a unified model trained in an end-to-end manner. In text-to-speech synthesis, this kind of solutions have been recently explored, including FastSpeech2s [16], EATS [17], Glow-WaveGAN [18] and VITS [1]. In general, these works merge acoustic model and neural vocoder into one model enabling end-to-end learning or adopt a new latent representation instead of mel-spectrum to more easily confine the two parts work on the same distribution. Theoretically, end-to-end training can achieve better sound quality and simpler training and inference process. Among the end-to-end models, VITS uses a variational autoencoder (VAE) [19] to connect the acoustic model and the vocoder, which adopts variational inference augmented with normalizing flows and an adversarial training process, generating more natural-sounding than current two-stage models.

In this paper, we build upon VITS and propose VISinger, an end-to-end singing voice synthesis system based on variational inference (VI). To the best of our knowledge, VISinger is the first end-to-end solution in solving the two-stage mismatch problem in singing generation. It is non-trivial to adopt VITS in singing voice synthesis, because singing has substantial difference with speaking, although they both evolve from the same human vocal system. First, phoneme-level mean and variance of acoustic features are adopted in the flow-based prior encoder of VITS. In the singing task, we introduce a length regulator and a frame prior network to obtain the frame-level mean and variance instead, modeling the rich acoustic variation in singing and leading to more natural singing performance. As an ablation study, we find that simply increasing the number of layers of flow without adding the frame prior network can not achieve the same performance gain. Second, as intonational rendering is vital in
singing, we particularly model the intonational aspects by introducing an F0 predictor to further guide the frame prior network, leading to more stable singing with natural intonation. Finally, to improve the rhythm delivery in singing, we modify the duration predictor to specifically predict the phoneme to note duration ratio, helped with singing note normalization. Experiments on a professional Mandarin singing corpus show that the proposed VISinger significantly outperforms the FastSpeech+Neural-Vocoder two-stage approach and the oracle VITS.

2. METHOD
As illustrated in Figure 1, inspired by VITS [1], we formulate the proposed model as a conditional variational autoencoder (CVAE), which mainly includes three parts: a posterior encoder, a prior encoder and a decoder. The posterior encoder extracts the latent representation $z$ from the waveform $y$, and the decoder reconstructs the waveform $\hat{y}$ according to $z$:

$$z = \text{Enc}(y) \sim q(z|y)$$ (1)
$$\hat{y} = \text{Dec}(z) \sim p(y|z)$$ (2)

In addition, we use a prior encoder to get a prior distribution $p(z|c)$ of the latent variables $z$ given music score condition $c$. CVAE adopts a reconstruction objective $L_{\text{recon}}$ and a prior regularization term as:

$$L_{\text{cvaee}} = L_{\text{recon}} + D_{KL}(q(z|y)||p(z|c)) + L_{\text{ctc}},$$ (3)

where $D_{KL}$ is the Kullback-Leibler divergence and $L_{\text{ctc}}$ is the connectionist temporal classification (CTC) loss [20]. For the reconstruction loss, we use L1 distance of mel-spectrum between the ground truth and the generated waveform. In the following, we will introduce the details of the three modules.

2.1. Posterior Encoder
The posterior encoder encodes the waveform $y$ into a latent representation $z$. To keep the original viewpoint in autoencoder, we treat the Liner Spectrum extractor as a fixed signal processing layer in the encoder. The encoder firstly transforms raw waveform to linear-spectrum with the signal processing layer. Similar with VITS, taking the linear spectrum as input, we use several WaveNet [21] residual blocks to extract a sequence of hidden vector and then produces the mean and variance of the posterior distribution $p(z|y)$ by a linear projection. Then we can get the latent $z$ sampled from $p(z|y)$ using the reparametrization trick.

2.2. Decoder
The decoder generates audio waveform according to the extracted intermediate representation $z$. For more efficient training, we only feed the sliced $z$ into the decoder rather than the entire length to produce the corresponding audio segment. Following VITS, we also use GAN-based training to improve the quality of the reconstructed speech. The discriminator D follows HiFiGAN’s Multi-Period Discriminator (MPD) and Multi-Scale Discriminator (MSD). Specifically, the GAN losses for the generator G and the discriminator D are defined as:

$$L_{\text{adv}}(G) = \mathbb{E}_{(z)} \left[ (D(G(z)) - 1)^2 \right]$$ (4)
$$L_{\text{adv}}(D) = \mathbb{E}_{(y,z)} \left[ (D(y) - 1)^2 + (D(G(z)))^2 \right]$$ (5)

Furthermore, we use the feature matching loss $L_{\text{fm}}$ as an additional loss to learn the generator for more stable training. The feature matching loss minimizes the L1 distance between the feature map extracted from intermediate layers in each discriminator.

2.3. Prior Encoder
Given music score condition $c$, the prior encoder provides the prior distribution $p(z|c)$ used for the prior regularization term of CVAE. The text encoder takes music score as input and produces a phoneme-level representation. To match the frequency of $z$, we use Length Regulator in FS2 [16] to expand the phoneme-level representation to frame-level representation $h_{\text{text}}$. As acoustic variation is more salient in singing and different frames in a phoneme may obey different distributions, we add a frame prior network to generate fine-grained prior normal distribution with mean $\mu_\theta$ and variance $\sigma_\theta$. In order to improve the expressiveness of prior distribution and provide more supervisory information for the potential variable $z$, a normalizing flow $f_\theta$ and a phoneme predictor are added to the prior encoder. The phoneme predictor consists of two layers of FFT, and the output of the module will calculate the CTC loss [20] with phoneme.

$$p(z|c) = N(f_\theta(z); \mu_\theta(c), \sigma_\theta(c)))\left|\text{det} \frac{\partial f_\theta(z)}{\partial z}\right|,$$ (6)

2.3.1. Text Encoder
The music score of a song mainly includes lyrics, note duration and note pitch. We first convert the lyrics to a phoneme sequence. Note duration is the number of frames corresponding to each note, and note pitch is converted to Pitch ID following the MIDI standard [22]. The note duration sequence and note pitch sequence are extended to the length of the phoneme sequence. The text encoder which consists of multiple FFT blocks takes the above three sequences in phoneme-level as input and generates a phoneme-level representation of music score.

2.3.2. Length Regulator
Since the pronunciation of each phoneme in singing is rather complicated than speaking, we specifically add a Length Regulator (LR) module to expand phoneme-level representation to frame-level representation $h_{\text{text}}$. In the training process, the ground truth duration

![Fig. 1. Architecture of VISinger](image-url)
\( d \) corresponding to each phoneme is used for expansion, and the predicted duration \( \hat{d} \) is used in the synthesis process. The duration predictor is composed of multiple one-dimensional convolution layers. Because the duration information in the score defines the overall rhythm and speed of singing, here we do not use the stochastic duration predictor as in VITS. Since the note duration \( d_N \) in the music score provides a prior information for the duration prediction, we make the duration prediction based on the note duration. The duration predictor predicts the ratio of the phoneme duration to the corresponding note duration, denoted by \( r \). We call this as note normalization (Note Norm). Finally, the duration loss can be expressed as below:

\[
L_{dur} = \| r \times d_N - \hat{d} \|_2 \tag{7}
\]

\[
\hat{d} = r \times d_N \tag{8}
\]

The product of \( r \) and \( d_N \) is the predicted number of frames \( \hat{d} \), which guides LR in the synthesis process. The predicted phoneme duration \( \hat{d} \) will match the label in the score.

2.3.3. Frame Prior Network with F0 Predictor

In the training process of the VITS model [1], the text encoder extracts phoneme-level text information, serving as the prior knowledge for the extraction of the latent variable \( z \). However, in the singing task, the variation of acoustic sequence in each phoneme is very rich, so it is not enough to represent the corresponding frame sequence only by using the mean and variance of phonemes. As a result, we find that there are many words with incorrect pronunciation in the audio synthesized by VITS. Therefore, one of the key improvements we propose is to add a frame prior network to the model. The frame prior network is composed of multiple layers of one-dimensional convolution. We found that simply increasing the number of layers of the flow model cannot have the same effect as adding this frame prior network module. Frame prior network performs post-processing on the frame-level sequence to obtain frame-level mean \( \mu_0 \) and variance \( \sigma_0 \).

Since intonational rendering is vital in the naturalness of singing, we particularly introduce the F0 information to further guide the frame prior network, where F0 is obtained by an F0 predictor which consists of multiple FFT blocks during inference, and the LF0 loss is expressed as

\[
L_{LF0} = \| \hat{L}F0 - LF0 \|_2 \tag{9}
\]

where \( \hat{L}F0 \) is the predicted LF0.

2.3.4. Flow

VISinger follows the flow decoder in VITS [1]. Flow is composed of multiple affine coupling layers [23] to improve the flexibility of prior distribution. Flow can reversibly transform a normal distribution into a more general distribution, and the trained flow can realize the inverse transformation. During the training process, the latent variable \( z \) is transformed to \( f(z) \) through flow. In the inference process, we reverse the direction of flow and convert the output of the frame prior network into the latent variable \( \hat{z} \).

2.4. Final Loss

With the above CVAE and adversarial training, we optimize our proposed model with the full objective:

\[
L = L_{adv}(G) + L_{f0}(G) + L_{cvaee} + \lambda L_{dur} + \beta L_{LF0} \tag{10}
\]

\[
L(D) = L_{adv}(D) \tag{11}
\]

where \( L_{adv}(G) \) and \( L_{adv}(D) \) are the GAN loss of G and D respectively, and feature matching loss \( L_{fm} \) is added to improve the stability of the training. The loss of CVAE \( L_{cvaee} \) consists of the reconstruction loss, the KL loss and the CTC loss.

3. EXPERIMENTS

3.1. Datasets

Singing from a female singer is recorded in a professional studio, resulting in a 4.7 hours singing dataset with 100 songs. All the audios are recorded at 48kHz with 16-bit quantization, and we downsampled them to 24k in our experiments. The phoneme duration is manually labeled by professional annotators. To facilitate model training, audio is split into segments of about 5 seconds, resulting in a total of 2616 segments. Among them, 2496 segments are randomly selected for training, while 16 and 104 segments are for validation and test.

3.2. Model Configuration

We train the following models for comparison.

- **FastSpeech+Neural vocoder**: a typical two-stage singing synthesis system constructed by FastSpeech and neural vocoder where HiFiGAN and WaveRNN are compared.
- **VITS**: the singing synthesis model constructed by the original VITS.
- **VISinger**: the proposed system based on the VITS model, adopting all the contributions introduced in the paper.

Because of the complicated F0 contour in the singing task, in [6], the residual link of F0 is added to make the decoder only need to predict the deviation on the note pitch. We refer to this idea to build the FastSpeech model and add the residual link from the note pitch embedding to the input of the decoder to adapt to the singing synthesis task. The dimensions of phoneme embedding, pitch embedding, and duration embedding are 256, 128, and 128, respectively. The rest of the hyperparameter settings are consistent with those in [9]. The generator version of the HiFiGAN vocoder we use is V1. The dimension of the GRU of WaveRNN is 512.

In the proposed model, the embedding dimension of the input features is consistent with the baseline. The text encoder contains 6 FFT blocks, and the duration predictor consists of 3 one-dimensional convolutional networks. And note normalization is adopted in the duration predictor. The F0 predictor consists of 6 FFT blocks. The frame prior network is composed of 4 FFT blocks. The rest of the hyperparameter settings are consistent with those in VITS.

FastSpeech is trained up to 400k steps on a 2080Ti GPU with batch size of 32. HiFiGAN and WaveRNN are trained up to 800k steps with batch size of 32 as well. We train VITS and VISinger on 4 2080Ti GPUs. The batch size of each GPU is 8, and the two models are trained up to 600k steps. We also fine-tune the neural-vocoders to 100k steps with the predicted outputs from the first stage model.

3.3. Experimental Results

We performed a MOS test to evaluate the four systems. Specifically, we randomly selected 30 from 104 test segments for subjective listening and asked 10 listeners to assess the quality and naturalness. Objective metrics, including F0 mean absolute error (F0 MAE) and duration mean absolute error (Dur MAE), are also calculated. The F0 is extracted from the generated audio. The results are summarized in Table [1].

Results in Table [1] show that VISinger has the best sound quality, F0 MAE and Dur MAE and its naturalness is comparative with
that of FastSpeech+WaveRNN. Another advantage of an end-to-end model is model size: VISinger is smaller than the two-stage FastSpeech+WaveRNN model. The oracle VITS does not perform well and our substantial improvements on it lead such an end-to-end approach to the top in singing performance. We further visualize the spectrum of testing clips and Figure 2 shows an example, where we can clearly see that the harmonic components in high frequency on the spectrum generated by VISinger is much clearer, which is close to the ground truth spectrum. By contrast, the harmonic components are not clear and more blurred in the high frequency area of the spectrum generated by FastSpeech+WaveRNN. According to the listeners, the singing generated by VISinger is more stable in intonation, without obvious pronunciation problems. However, the singing generated by VITS may have some intelligibility problems.

3.4. Ablation study
We further conduct an ablation study to validate different contributions. We remove phoneme predictor, F0 predictor and frame prior network in turn and let the listeners assess the quality and naturalness. From Table 2, we can see that the MOS scores in quality and naturalness are both degraded with the removal of different components. To further show the contribution from the frame prior network, we simply double the layers of the flow model (from 4 to 8) in VITS. We find that this cannot lead to performance gain. Or we can conclude that the use of frame prior network is necessary. Note that the performance of VISinger is worse than VITS after deleting the F0 predictor and frame prior network. Because the ground truth duration used by LR may be biased during training, VISinger is less effective than VITS with Monotonic Alignment Search (MAS) [24] after deleting the frame prior network and F0 predictor.

To study the role of the note normalization strategy, we count the phoneme-level duration difference between the predicted and the ground truth in the test set, and the duration deviation is shown in Figure 3. In the figure, the horizontal axis represents the duration difference between the predicted and the ground truth, and the vertical axis indicates the frequency of the occurrence (density). Zero on the horizontal axis indicates that the prediction is absolutely accurate and smaller is better. We can see that, with the note normalization strategy, we have more correctly predicted duration values and the variance is not big. But without the note normalization strategy, we see more deviation in duration. Hence we can conclude that the note norm trick is quite effective.

4. CONCLUSIONS
In this paper, we proposed VISinger, a complete end-to-end singing synthesis system, to migrate the mismatch problem in conventional two-stage systems. The proposed system is built upon VITS – the recently proposed end-to-end framework for speech generation. To let the framework work in singing voice generation, we proposed several contributions, including length regulator, frame prior network and modified duration predictor with note normalization. Experiments on a professional Mandarin singing corpus show that VISinger significantly outperforms the FastSpeech+Neural-Vocoder two-stage approach and the oracle VITS. In the future, we will continue to improve the end-to-end framework with the aim to close the performance gap between human singing and synthetic singing. We suggest the readers visit our demo page 1.

---

1 https://zhangyongmao.github.io/VISinger/
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