Abstract. In this article we study a class of hyperbolic partial differential equations of order one on the semi-axis. The so-called port-Hamiltonian systems cover for instance the wave equation and the transport equation, but also networks of the aforementioned equations fit into this framework. Our main results firstly characterize the boundary conditions which turn the corresponding linear operator into the generator of a strongly continuous semigroup. Secondly, we equip the equation with inputs (control) and outputs (observation) at the boundary and prove that this leads to a well-posed boundary control system. We illustrate our results via an example of coupled transport equations on a network, that allows to model transport from and to infinity. Moreover, we study a vibrating string of infinite length with one endpoint. Here, we show that our results allow to treat cases where the physical constants of the string tend to zero at infinity.

1. Introduction

Let $n \geq 1$ be a fixed integer, let $P_1 \in \mathbb{C}^{n \times n}$ be Hermitian and invertible and let $P_0 \in \mathbb{C}^{n \times n}$ be arbitrary. Let, for the moment, $\mathcal{H} : [0, \infty) \to \mathbb{C}^{n \times n}$ be continuous such that $\mathcal{H}(\xi)$ is positive and Hermitian for all $\xi \in [0, \infty)$. We consider the port-Hamiltonian partial differential equation

$$\frac{\partial x}{\partial t}(\xi, t) = P_1 \frac{\partial}{\partial \xi} (\mathcal{H}(\xi)x(\xi, t)) + P_0 \mathcal{H}(\xi)x(\xi, t) \quad \text{for} \quad \xi \in [0, \infty), \ t \geq 0$$

(1)

on the semi-axis with the initial condition $x(\xi, 0) = x_0(\xi)$ for $\xi \in [0, \infty)$. The matrix-valued function $\mathcal{H}$ is referred to as the Hamiltonian or the Hamiltonian density matrix. The relevant boundary conditions for the port-Hamiltonian partial differential equation are given by

$$W_B \cdot \mathcal{H}(0)x(0, t) = 0 \quad \text{for} \quad t \geq 0$$

(2)

where $W_B \in \mathbb{C}^{n-\times n}$ is a matrix of rank $n_-$ and $n_-$ is the number of negative eigenvalues of $P_1$. The reason why exactly $n_-$ is the correct number of boundary conditions stems from a diagonalization technique we will sketch below and explain with all details in Section 4.

In this paper we approach the partial differential equation above with concepts from operator and systems theory. For this reason we interpret (1) as an abstract differential equation in a Hilbert space and a natural choice for the latter is the weighted $L^2$-space

$$L^2_H(0, \infty) = \{ x : [0, \infty) \to \mathbb{C}^n ; x \text{ measurable and} \| x \|^2_{L^2_H(0, \infty)} = \int_0^{\infty} x(\xi)^* \mathcal{H}(\xi)x(\xi) d\xi < \infty \}$$

(3)

endowed with the scalar product $\langle \cdot, \cdot \rangle_{L^2_H(0, \infty)} = \langle \cdot, \mathcal{H} \cdot \rangle_{L^2(0, \infty)}$. On a finite interval the corresponding definition has been used successfully in the past, see e.g., van der Schaft, Maschke [21], Le Gorrec et. al. [11], Villegas [22], Villegas et. al. [23], Zwart et. al. [27], Engel [3], Augner, Jacob [1], Jacob, Zwart [11], Wegner [24]. On a finite interval $I$ our assumptions on $\mathcal{H}$ imply automatically that there are constants $m, M > 0$ such that $m|\xi|^2 \leq \mathcal{H}(\xi)\xi \leq M|\xi|^2$ holds for all $\xi \in I$ and all $\xi \in \mathbb{C}^n$. From
this it follows that $L^2_2(I) = L^2(I)$ holds in the sense of equal linear spaces with equivalent norms. If one restricts the attention to classifying when a contraction semigroup is generated, one can even assume without loss of generality that $\mathcal{H} \equiv 1$ holds \cite{11} Section 7. On the other hand recent results by Jacob et. al. \cite{10} show that for the case of possibly non-contractive semigroups the latter is not true. Although $L^2_2(I) = L^2(I)$ holds in their setting with equivalent norms, and their proofs make use of this fact, it turns out that generation for the given $\mathcal{H} \not\equiv 1$ and generation with $\mathcal{H} \equiv 1$ are not equivalent. In this paper we are additionally confronted with the fact that on a non-compact domain the function $\mathcal{H}$ can be continuous without being bounded or being bounded away from zero, from whence it follows that neither $L^2_2(0,\infty) = L^2(0,\infty)$ holds in the sense of linear spaces, nor that we have any estimates between the norms $\| \cdot \|_{L^2_2(0,\infty)}$ and $\| \cdot \|_{L^2(0,\infty)}$ a priori.

Having fixed an appropriate space $\mathcal{H}$, we associate with the equation (1) the operator

$$Ax = P_1(\mathcal{H}x)' + P_0 \mathcal{H}x \quad (4)$$

where we encode the boundary conditions (2) in its domain and understand $(\mathcal{H}x)' \in L^2_2(0,\infty)$ in the sense of a weak derivative that can be represented by an $L^1_{\text{loc}}$-function belonging to $L^2_2(0,\infty)$, cf. Section 2 for details. Notice that the above is at least well-defined if $P_0 = 0$ or if $\mathcal{H}$ is bounded. Our main results on generation, see Theorem 4.10 and Corollary 4.12, will address precisely these two cases and characterize in terms of a matrix condition formulated via results on generation, see Theorem 4.10 and Corollary 4.12, will address precisely these two cases and characterize in terms of a matrix condition formulated via

$$P_1 \mathcal{H}(\xi) = S(\xi)^{-1} \Delta(\xi) S(\xi) = S(\xi)^{-1} \begin{bmatrix} \Lambda(\xi) & 0 \\ 0 & \Theta(\xi) \end{bmatrix} S(\xi) \quad (5)$$

via matrix-valued functions $S$, $S^{-1} : [0,\infty) \to \mathbb{C}^{n+\times n+}$ and $\Theta : [0,\infty) \to \mathbb{C}^{n-\times n-}$. are diagonal and positive, resp. negative, matrices where $n_+$ is the number of positive and $n_-$ is the number of negative eigenvalues of $P_1 \mathcal{H}(\xi)$. This number is by Sylvester’s law of inertia independent of $\xi \in [0,\infty)$. The diagonal operator can now be treated by a divide-and-conquer strategy as each of its components generates a one-dimensional “weighted shift semigroup”. From this it can be seen why the appropriate number of boundary conditions is $n_-$. It is the number of right shifts in the diagonal operator, each of which produces one boundary condition at zero. The $n_+$ left shifts produce no boundary conditions. In a second step the Weiss Theorem \cite{25}, see Section 3 is applied to get all linear boundary conditions for the diagonal operator. This leaves us with a generation result on an $L^2$-space weighted with $|\Delta| = (\Delta^* \Delta)^{1/2}$. In the final step we need to pullback the latter to the $L^2$-space weighted with the Hamiltonian $\mathcal{H}$ which can be achieved by interpreting $S : L^2_2(0,\infty) \to L^2_2(0,\infty), x \mapsto Sx$, as a transformation of variables. All three steps require technical assumptions on $\mathcal{H}$, $\Delta$, $S$ and $S^{-1}$ which are in full detail given in Section 4.

Once the question of characterizing the generator property is settled, we add to the partial differential equation (1) an input $u = u(t)$ and an output $y = y(t)$, i.e., we consider

$$u(t) = W_{B,1} \mathcal{H}(0)x(0,t) \quad 0 = W_{B,2} \mathcal{H}(0)x(0,t) \quad (6)$$

$$y(t) = W_C \mathcal{H}(0)x(0,t)$$

where we assume $W_C \in \mathbb{C}^{q\times n}$ and $W_B = [W_{B,1} \quad W_{B,2}]^T$ with $W_{B,1} \in \mathbb{C}^{p\times n}$ to allow that not all boundary conditions are subject to a control but some have just zero input. In Section 5 we show that (1) and (6) give rise to a boundary control system which is well-posed. That is, for every $\tau > 0$ there exists $m_\tau > 0$ such that for every $x_0 \in L^2_2(0,\infty)$ with $(\mathcal{H}x)' \in L^2_2(0,\infty)$ and every $u \in \mathbb{C}^q([0,\tau],\mathbb{C}^p)$ with $u(0) = W_{B,1} \mathcal{H}(0)x_0(0)$ there is a unique classical solution $x = x(\xi,t)$ such that

$$\|x(\cdot,\tau)\|^2_{L^2_2(0,\infty)} + \int_0^\tau \|y(t)\|^2 dt \leq m_\tau \left( \|x_0\|^2_{L^2_2(0,\infty)} + \int_0^\tau \|u(t)\|^2 dt \right) \quad (7)$$
Proof. It is enough to repeat the arguments of the real-valued case, see, e.g., Leoni [13, Chapter 3].

Finally, in Section 5 we discuss the “weighted transport equation”, a network of transport equations, each defined on $[0, \infty)$, which are coupled at a central node, and a vibrating string of infinite length. We mention that the latter examples as well as our main results are related to recent results by Jacob, Kaiser [9] Section 2.2 and Section 5 where the case of contraction semigroups associated with port-Hamiltonian partial differential equations is studied.

2. Preparation

In this section we first introduce weighted $L^2$-spaces of scalar valued functions in one variable. Notice, that in contrast to previous results on port-Hamiltonian partial differential equations [11] in this article the weighted spaces will not necessarily be isomorphic to the unweighted $L^2$-space. Secondly we will repeat well-known facts about the relation of absolutely continuous functions and functions with an integrable weak derivative. Here, the relationship is presented from the point of view of weighted, instead of classical, $L^2$-integrable weak derivative. Here, the relationship is presented from the point of view of weighted, instead of classical, $L^2$-integrable weak derivative. Here, the relationship is presented from the point of view of weighted, instead of classical, $L^2$-integrable weak derivative. Here, the relationship is presented from the point of view of weighted, instead of classical, $L^2$-integrable weak derivative.

For an interval $I \subseteq \mathbb{R}$ and a continuous function $w: I \rightarrow (0, \infty)$ we consider

$$L^2_w(I) := \{ x: I \rightarrow \mathbb{C} ; x \text{ measurable and } \| x \|_{L^2_w(I)}^2 = \int_I w(\xi)|x(\xi)|^2d\xi < \infty \}$$

which is a Hilbert space with respect to the scalar product

$$(x, y)_{L^2_w(I)} := \int_I \overline{x(\xi)}w(\xi)y(\xi)d\xi.$$

The unweighted $L^2$-spaces we obtain as the specialization $L^2(I) = L^2_w(I)$. At some point we consider bounded intervals $[a, b] \subseteq I$ and write $L^2_w(a, b)$ instead of $L^2_w([a, b])$ to simplify our notation. We note that the spaces $L^2_w(a, b)$ and $L^2(a, b)$ are equal as linear spaces and that their norms $\| \cdot \|_{L^2_w(a, b)}$ and $\| \cdot \|_{L^2(a, b)}$ are equivalent in view of $0 < \inf_{\xi \in [a, b]} w(\xi) \leq \sup_{\xi \in [a, b]} w(\xi) < \infty$. Notice that for unbounded $I$ the spaces $L^2_w(I)$ and $L^2(I)$ need not to be equal and no inclusion is valid a priori.

It is well-known that the operator $Ax = x'$ generates the shift semigroup when we consider the latter as an operator $A: D(A) \rightarrow L^2(I)$ with

$$D(A) = \{ x \in L^2(I) ; x \in AC(I) \text{ and } x' \in L^2(I) \} = \{ x \in L^2(I) ; x' \in L^2(I) \} \quad \text{(8)}$$

on a bounded interval $I \subseteq \mathbb{R}$. Here, in the first set, $x'$ stands for the derivative almost everywhere. In the second set, $x'$ is the distributional derivative and writing $x' \in L^2(I)$ means firstly that $x'$ is a regular distribution, i.e., $x' \in L^1_{\text{loc}}(I)$, and secondly that it belongs to $L^2(I)$. Below we stick to using the notion of absolutely continuous functions, but a characterization as above is also true in the weighted case, see Lemma 2.2. We firstly recall the following. A function $y: I \rightarrow \mathbb{C}$ is locally absolutely continuous if $y_{|[a, b]}: [a, b] \rightarrow \mathbb{C}$ is absolutely continuous for every $[a, b] \subseteq I$. We write

$$AC_{\text{loc}}(I) := \{ x: I \rightarrow \mathbb{C} ; x \text{ is locally absolutely continuous} \}$$

for the space of all locally absolutely continuous functions. The following lemma repeats the well-known characterization of the elements of $AC_{\text{loc}}(I)$ in terms of the fundamental theorem of calculus.

Lemma 2.1. Let $I \subseteq \mathbb{R}$ be an interval. The function $y: I \rightarrow \mathbb{C}$ is locally absolutely continuous if and only if the following three conditions are satisfied.

(i) $y$ is continuous on $I$,

(ii) $y$ is differentiable almost everywhere in $I$ with $y' \in L^1_{\text{loc}}(I)$,

(iii) for all $\xi, \eta \in I$ we have $y(\xi) - y(\eta) = \int_\eta^\xi y'(\zeta)d\zeta$.

Proof. It is enough to repeat the arguments of the real-valued case, see, e.g., Leoni [13] Chapter 3. □
Now we can state the following analogue of [8] for weighted $L^2$-spaces over possibly unbounded intervals.

**Lemma 2.2.** Let $I \subseteq \mathbb{R}$ be an interval and let $w: I \to (0, \infty)$ be continuous. For $x \in L^2_w(\mathbb{R})$ the following are equivalent.

(i) We have $wx \in AC_{loc}(I)$ and $(wx)' \in L^2_w(I)$ in the sense of a derivative almost everywhere.

(ii) We have $(wx)' \in L^2_{loc}(I)$ in the sense of a distributional derivative.

**Proof.** Firstly we notice that a function $x \in L^2_w(I)$ is in $AC_{loc}(I)$ if and only if it is in $AC_{loc}^0(I)$. Thus, we may assume that $I$ is open and use the common textbook definition of $\mathcal{D}'(I)$, see, e.g., Folland [6].

(i) $\Rightarrow$ (ii) If $wx$ is locally absolutely continuous, then its almost everywhere defined derivative coincides with the distributional derivative. This shows that the latter is a regular distribution which then belongs to $L^2_w(I)$ by assumption.

(ii) $\Rightarrow$ (i) Let $x \in L^2_w(I)$ be given and assume that $(wx)' \in L^1_{loc}(I) \subseteq \mathcal{D}'(I)$ even belongs to $L^2_w(I)$. We need to show that $wx$ has a locally absolutely continuous representative $y$. We put $J_n := (-n, n) \cap I$ for $n \geq 0$. Then $wx|_{J_n}$ and $(wx)'|_{J_n}$ belong to $L^2(J_n)$ and thus to $H^2(J_n)$ which allows to select a uniquely determined locally absolutely continuous representative $y_n: J_n \to \mathbb{C}$ of $wx|_{J_n}$, see, e.g., Brezis [24] Theorem 8.2 and Remark 5 on p. 204. We can therefore define $y: I \to \mathbb{C}$ via $y(\xi) = y_n(\xi)$ for $\xi \in J_n$ which is well-defined, belongs to $AC_{loc}(I)$, coincides with $wx$ in $L^2_{loc}$, and thus belongs to $L^2_w(I)$.

The next lemma will be crucial in the proofs of all generation results that we will discuss below. Observe that in the unweighted case, i.e., $w \equiv 1$, the classical Barbálat lemma, see, e.g., Farkas, Wegner [5, Theorem 5], shows that

$$\lim_{\xi \to \pm \infty} x(\xi) = \lim_{\xi \to \pm \infty} (wx)(\xi) = 0$$

holds under the assumptions of Lemma 2.3. In the case of an arbitrary weight $w$ we get at least that $wx$ is bounded. If $w$ is bounded, we recover also that the two limits are zero. The proof is an adaption of [6, Lemma 6] and Tao [17].

**Lemma 2.3.** Let $x \in L^2_w(\mathbb{R})$ be given such that $wx \in AC_{loc}(\mathbb{R})$ and $(wx)' \in L^2_w(\mathbb{R})$. Then $wx$ is bounded. If $w$ is bounded, then $wx$ vanishes at infinity.

**Proof.** 1. With $wx$ also $|wx|^2$ belongs to $AC_{loc}(\mathbb{R})$. Therefore we get that

$$|(wx)(\xi)|^2 - |(wx)(\eta)|^2 = \int_\eta^\xi \frac{d}{d\xi}(|(wx)(\xi)|^2) d\xi$$

holds for all $\xi, \eta \in \mathbb{R}$. We compute $\frac{d}{d\xi}|(wx)(\xi)|^2 = (wx)'(\xi)\overline{wx}(\xi) + \overline{wx}'(\xi)(wx)(\xi) = 2 \text{Re}(\overline{wx}(\xi)(wx)'(\xi))$ and get the estimate

$$|(wx)(\xi)|^2 \leq |(wx)(0)|^2 + \int_0^\xi 2 \text{Re}(\overline{wx}(\xi)(wx)'(\xi)) d\xi$$

for all $\xi, \eta \in \mathbb{R}$. We have $\lim_{\xi \to \pm \infty} |(wx)(\xi)|^2 \leq |(wx)(0)|^2 + 2 \|x\|_{L^\infty(\mathbb{R})} \|wx\|_{L^2_w(\mathbb{R})}$ for $\eta \leq 0$, which shows that $wx$ is bounded.

2. Our estimates above show that $\lim_{\xi \to \infty} |(wx)^2(\xi)|$ and $\lim_{\xi \to -\infty} |(wx)^2(\xi)|$ exist. But in view of

$$\int_\mathbb{R} |(wx)(\xi)|^2 d\xi \leq \sup_{\xi \in \mathbb{R}} w(\xi) \int_\mathbb{R} w(\xi)|x(\xi)|^2 d\xi$$

we have that $wx \in L^2(\mathbb{R})$ holds. Consequently, the two limits above need to be zero. \qed
The proofs of the two basic generation results that we will prove in Section 4 are based on an explicit formula for the generated semigroup. In order to prove the corresponding results we need the following technical lemma.

**Lemma 2.4.** Let \( w: \mathbb{R} \to \mathbb{R} \) be a continuous function with \( \frac{1}{w} \cdot 1_{(-\infty, 0)}, \frac{1}{w} \cdot 1_{(0, \infty)} \notin L^1(\mathbb{R}) \) and without zeros. We define the two auxiliary functions

\[
P_w: \mathbb{R} \to \mathbb{R}, \quad p_w(\xi) := \int_0^\xi w(\zeta)^{-1} d\zeta
\]

\[
\mu_w: \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \quad \mu_w(\xi, t) := p_w^{-1}(p_w(\xi) + t) - \xi
\]

where \( \mu_w \) is well-defined as \( p_w \) is bijective. Let \( w \) be positive. Then the following is true.

(i) The maps \( p_w \) and \( p_w^{-1} \) are strictly increasing. We have

\[
p_w|_{(-\infty, 0)}, p_w^{-1}|_{(-\infty, 0)} < 0, \quad p_w|_{(0, \infty)}, p_w^{-1}|_{(0, \infty)} > 0, \quad \lim_{\xi \to \pm \infty} p_w(\xi) = \pm \infty \quad \text{and} \quad \lim_{\xi \to \pm \infty} p_w^{-1}(\xi) = \pm \infty.
\]

(ii) The maps \( p_w \) and \( p_w^{-1} \) are continuously differentiable with

\[
p'_w(\xi) = 1/w(\xi) \quad \text{and} \quad (p_w^{-1})'(\xi) = w(p_w^{-1}(\xi)).
\]

(iii) We have \( \mu_w(\xi, t) \neq 0 \) for every \( \xi \in \mathbb{R} \) and \( t > 0 \).

(iv) We have \( \mu_w(\xi, 0) = 0 \) and \( \mu_w(0, t) = p^{-1}(t) \) for every \( \xi \in \mathbb{R} \) and \( t \geq 0 \).

(v) We have \( t = p(\xi + \mu_w(\xi, t)) -\mu(\xi) \) for every \( \xi \in \mathbb{R} \) and \( t > 0 \).

(vi) We have \( \mu_w(\xi, t) + \mu_w(\xi + \mu_w(\xi, t), s) = \mu_w(\xi, s + t) \) for \( \xi \in \mathbb{R} \) and \( s, t > 0 \).

(vii) We have \( \mu_w(\xi, t) \to 0 \) uniformly on compact subsets of \( \mathbb{R} \) for \( t \searrow 0 \).

(viii) For every \( \xi \in \mathbb{R} \) we have \( \lim_{t \searrow 0} \frac{\mu_w(\xi, t)}{t} = w(\xi) \).

(ix) The function \( \mu_w|_{\mathbb{R} \times [0, \infty)} \) is partially continuously differentiable with

\[
\frac{\partial}{\partial \xi} \mu_w(\xi, t) = \frac{w(\xi + \mu_w(\xi, t))}{w(\xi)} - 1 \quad \text{and} \quad \frac{\partial}{\partial t} \mu_w(\xi, t) = w(\xi + \mu_w(\xi, t)).
\]

(x) We have \( \mu_{-w}(\xi, t) = \mu_w(\xi, -t) \) for all \( \xi, t \in \mathbb{R} \).

**Proof.** In the proof we write \( p := p_w \) and \( \mu := \mu_w \) to simplify the notation.

(i)–(v) This is an easy computation.

(vi) Applying (v) three times allows to compute

\[
p(\xi + \mu(\xi, s + t)) - p(\xi) = s + t = p(\xi + \mu(\xi, t) + \mu(\xi + \mu(\xi, t), s)) - p(\xi) + p(\xi + \mu(\xi, t) + \mu(\xi + \mu(\xi, t), s)) - p(\xi) = p(\xi + \mu(\xi, t) + \mu(\xi + \mu(\xi, t), s)) - p(\xi)
\]

which yields the desired equality by adding \( p(\xi) \) on both sides and using that \( p \) is injective.

(vii) We have to establish that

\[
\forall \xi \in [-k, k]: |\mu(\xi, t)| < \varepsilon
\]

holds. Let \( k > 0 \) and \( \varepsilon > 0 \) be given. Since \( p^{-1}: [p(-k), p(k) + 1] \to \mathbb{R} \) is uniformly continuous we find \( \delta > 0 \) such that \( |p^{-1}(\xi_1) - p^{-1}(\xi_2)| < \varepsilon \) holds for all \( \xi_1, \xi_2 \in [p(-k), p(k) + 1] \) with \( |\xi_1 - \xi_2| < \delta \). We put \( t_0 := \min(\delta, 1) \). Let \( t \in [0, t_0] \) and \( \xi \in [-k, k] \) be given. Then \( \xi_2 := p(\xi) \in [p(-k), p(k)] \subseteq [p(-k), p(k) + 1] \) and thus \( \xi_1 := p(\xi) + t \in [p(-k), p(k) + 1] \) and we have \( |\xi_1 - \xi_2| = t \leq t_0 \leq \delta \). Therefore

\[
|\mu(\xi, t)| = |p^{-1}(p(\xi) + t) - \xi| = |p^{-1}(p(\xi) + t) - p^{-1}(p(\xi))| = |p^{-1}(\xi_1) - p^{-1}(\xi_2)| < \varepsilon
\]

is valid as desired.
(viii) We fix $\xi \in \mathbb{R}$ and we use (v) and the definition of $p$ to compute
\[
t = p(\xi + \mu(\xi, t)) - p(\xi) = \int_{0}^{\xi + \mu(\xi, t)} w(\zeta)^{-1}d\zeta - \int_{0}^{\xi} w(\zeta)^{-1}d\zeta = \int_{\xi}^{\xi + \mu(\xi, t)} w(\zeta)^{-1}d\zeta.
\]
For $t > 0$ we know by (iii) that $\mu(\xi, t) \neq 0$ and we know that $w(\xi) > 0$. Therefore, we can use the above to get
\[
\lim_{t \searrow \mu(\xi, t)} \frac{t}{w(\xi)} = \lim_{t \searrow \mu(\xi, t)} \frac{1}{w(\xi)} \int_{\xi}^{\xi + \mu(\xi, t)} w(\zeta)^{-1}d\zeta = w(\xi)^{-1}
\]
since $\lim_{t \searrow \mu(\xi, t)} \mu(\xi, t) = 0$ holds by (vii). The desired statement $\lim_{t \searrow \mu(\xi, t)} \frac{\mu(\xi, t)}{t} = w(\xi)$ follows by taking reciprocals.

(ix) Let $t \geq 0$ be fixed. Using (ii) we compute
\[
\frac{d}{d\xi} \mu(\xi, t) = \frac{d}{d\xi} \left[ p^{-1}(p(\xi) + t) - \xi \right] = (p^{-1})'(p(\xi) + t) \cdot \frac{d}{d\xi} (p(\xi) + t) - 1
= w(p^{-1}(p(\xi) + t)) \cdot (p(\xi) + t) - 1 = \frac{w(\xi + \mu(\xi, t))}{w(\xi)} - 1
\]
which is by the above a continuous function. On the other hand, for fixed $\xi \in \mathbb{R}$ we have
\[
\frac{d}{dt} \mu(\xi, t) = \frac{d}{dt} \left[ p^{-1}(p(\xi) + t) - \xi \right] = (p^{-1})'(p(\xi) + t) \cdot 1 = w(\xi + \mu(\xi, t))
\]
which is also a continuous function.

(x) Let $\xi$ and $t \in \mathbb{R}$. Put $\eta := p^{-1}_{w}(-\xi)$. Then $\xi = -p_{w}(\eta) = p_{-w}(\eta)$ and thus we established $p^{-1}_{-w}(\xi) = \eta = p^{-1}_{w}(-\xi)$ for every $\xi \in \mathbb{R}$. Now we can compute
\[
\mu_{-w}(\xi, t) = p^{-1}_{-w}(p_{-w}(\xi) + t) - \xi = p^{-1}_{w}(p_{w}(\xi) - t) - \xi = p^{-1}_{w}(p_{w}(\xi) - t) - \xi = \mu_{w}(\xi, -t)
\]
which finishes the proof. \qed

### 3. Boundary control systems and the Weiss theorem

In order to make this article as self-contained as possible we summarize below several notions from systems theory and formulate a version of the Weiss theorem [25] that will turn out crucial for our purposes in the next section. We will follow closely the approach given in [11, Chapter 11-13].

We point out that it is not feasible to give a detailed introduction to systems theory at this point. For purposes in the next section. We will follow closely the approach given in [11, Chapter 11-13].

We refer the reader, e.g., to Tucsnak, Weiss [20] and Staffans [16]. For a survey on the transfer function we refer to Zwart [26].

**Definition 3.1.** ([11, Assumption 13.1.2]) We say that
\[
(S) \quad \begin{cases}
x(t) = Ax(t) \\
u(t) = Bx(t) \\
y(t) = Cx(t)
\end{cases}
\]
is a boundary control system if the following holds.

(i) $A: D(A) \subseteq X \to X$, $B: D(B) \subseteq X \to U$ and $C: D(A) \subseteq X \to Y$ are linear operators, $D(A) \subseteq D(B)$ holds and $X$, $U$ and $Y$ are Hilbert spaces.

(ii) The operator $A: D(A) \to X$ with $D(A) = D(A) \cap \ker(B)$ and $Ax = Ax$ for $x \in D(A)$ generates a $C_{0}$-semigroup on $X$.

(iii) There exists a bounded linear operator $B: U \to X$ such that for all $u \in U$ we have $Bu \in D(A)$, $AB: U \to X$ is bounded and $BBu = u$ holds for $u \in U$.

(iv) The operator $C: D(A) \to Y$ is bounded with respect to the graph norm on $D(A)$.
Definition 3.2. ([11, Definition 13.1.3]) We say that the boundary control system \((\Sigma)\) is well-posed if for every \(\tau > 0\) there exists \(m_\tau > 0\) such that for every \(x_0 \in D(A)\) and every \(u \in C^2([0, \tau], U)\) with \(u(0) = Bx_0\) the unique classical solution \(x\) satisfies

\[
\|x(\tau)\|_X^2 + \int_0^\tau \|y(t)\|^2 \, dt \leq m_\tau \left( \|x_0\|_X^2 + \int_0^\tau \|u(t)\|^2 \, dt \right).
\]

In addition to the definition, we state the following very useful test for well-posedness.

Proposition 3.3. ([11, Proposition 13.1.4]) Let \((\Sigma)\) be a boundary control system. If every classical solution of the system satisfies

\[
dx{x(t)}\|x(t)\|^2 = \|u(t)\|^2 - \|y(t)\|^2
\]

then the system is well-posed. \(\square\)

Definition 3.4. ([11, Theorem 12.1.3]) Given a boundary control system, then the transfer function \(G(s)\) for \(s \in \rho(A)\) is given by

\[
G(s) = C(sA - B)^{-1}(AB - sB) + CB.
\]

In addition to the definition, we state the following very useful way to compute values of the transfer function.

Proposition 3.5. ([11, Theorem 12.1.3]) For \(s \in \rho(A)\) and \(u_0 \in U\), \(G(s)u_0\) can be computed as the unique solution of

\[
\begin{align*}
sx_0 &= Ax_0 \\
u_0 &= Bx_0 \\
G(s)u_0 &= Cx_0
\end{align*}
\]

with \(x_0 \in D(A)\). \(\square\)

Theorem 3.6. (Weiss [25], see [11, Theorem 12.1.3]) Assume that the boundary control system \((\Sigma)\) is well-posed. Let \(G\) denote its transfer function. Let \(F\) be a bounded linear operator from \(Y\) to \(U\) and assume that the inverse of \(I + G(s)F\) exists and is bounded for \(s\) in some right half-plane. Then

\[
(\Sigma') \left\{ \begin{array}{l}
\dot{x}(t) = Ax(t) \\
u(t) = (B + FC)x(t) \\
y(t) = Cx(t)
\end{array} \right.
\]

is again a well-posed boundary control system. \(\square\)

We mention that one can—by ignoring any deeper meaning of the systems theory notation above—read the Weiss theorem “just” as a perturbation theorem for generators of \(C_0\)-semigroups. The condition that has to be checked then in order to apply the theorem is that the transfer function \(G(s)\) is suitably small. This is exactly what we will do below to obtain the result in Proposition 4.8.

The Weiss theorem however yields more than “just” a generator. This additional value requires the language of systems theory to be explained properly and will be explained in Section 5 in particular for those readers interested in systems theory.

4. Generation

In this section various generation results will be established. We proceed here according to the outline of the proof of our main results Theorem 4.10 and Corollary 4.12 that we gave in Section 1 but in opposite order. That is, we start with treating “weighted transport equations”. Then we consider an \(n\)-dimensional diagonal situation, classify the boundary conditions that lead to generators via the Weiss Theorem and then, in the end reduce the general case to the latter via diagonalization. Notice that the assumptions on the Hamiltonian, e.g., smoothness and boundedness, vary throughout this section.

We start by considering the weighted transport equation on a whole axis.
Proposition 4.1. Let \( w : \mathbb{R} \to \mathbb{R} \) be a continuous function with \( \frac{1}{w} : \mathbb{R}_{-\infty,0}, \frac{1}{w} : \mathbb{R}_{0,\infty} \not\in L^1(\mathbb{R}) \) and without zeros. Then the operator \( A_w : D(A_w) \to L^2_{|w|}(\mathbb{R}) \) given by
\[
A_w x = (wx)'
\]
\[
D(A_w) = \{ x \in L^2_{|w|}(\mathbb{R}) ; wx \in AC_{loc}(\mathbb{R}) \text{ and } (wx)' \in L^2_{|w|}(\mathbb{R}) \}
\]
generates a unitary \( C_0 \)-group \((T_w(t))_{t \in \mathbb{R}} \) given by
\[
(T_w(t)x)(\xi) = \frac{w(\xi + \mu_w(\xi,t))}{w(\xi)} x(\xi + \mu_w(\xi,t))
\]
for \( x \in L^2_{|w|}(\mathbb{R}) \) and \( \xi \in \mathbb{R} \). Here, \( p_w \) and \( \mu_w \) denote the maps defined in Lemma 2.3.

Proof. Let \( w \) be positive. We first claim that \( T_w(t) : L^2_w(\mathbb{R}) \to L^2_w(\mathbb{R}) \) is well-defined and even isometric for fixed \( t \geq 0 \). For this we define the map \( \nu : \mathbb{R} \to \mathbb{R}, \nu(\xi) := \xi + \mu_w(\xi,t) \). Since \( \nu(\xi) = p_w^{-1}(p_w(\xi) + t) \) holds, we can use Lemma 2.4(i) to see that
\[
\lim_{\xi \to \pm \infty} \nu(\xi) = \pm \infty
\]
(11)
is true. From Lemma 2.4(ix) we obtain
\[
\frac{dw}{d\xi} = \frac{w(\nu(\xi))}{w(\xi)}. \quad \text{By substitution it follows that}
\]
\[
\|T_w(t)x\|_{L^2_w(\mathbb{R})} = \|x\|_{L^2_w(\mathbb{R})}
\]
holds, which establishes our first claim. Adapting the statements of Lemma 2.4(i)–(ix) for \(-w\), it is easy to see that also \( T_{-w}(t) : L^2_w(\mathbb{R}) \to L^2_{-w}(\mathbb{R}) \) is a well-defined isometry. Using Lemma 2.4(x) it follows that \( T_w(t) = T_{-w}(t) \) holds for all \( t \in \mathbb{R} \). Let \( t_0 > 0 \) be fixed. A straightforward computation, again employing Lemma 2.4(x), shows that \( T_w(t_0)T_{-w}(t_0)x = x \) holds for every \( x \in L^2_{w}(\mathbb{R}) \). This shows that \( T_w(t_0) \) is invertible with inverse \( T_w(t_0)^{-1} = T_{-w}(t_0) \). Employing [4] Proposition on p.80 it is enough to show that \( (T_w(t))_{t \geq 0} \) satisfies the evolution property and is strongly continuous to conclude that \((T_w(t))_{t \in \mathbb{R}} \) as defined in Proposition 1.1 is a \( C_0 \)-group. Each operator in this group will then be an isometry: For \( t > 0 \) we showed this already and for \( t < 0 \) we have \( T_w(t) = T_{-w}(-t) \).

In order to check the evolution property and strong continuity, we simplify our notation by setting \( p := p_w, \mu := \mu_w, A := A_w, \) and \( T(t) := T_w(t) \) for \( t \geq 0 \). It is easy to see that
\[
(T(0)x)(\xi) = x(\xi) \quad \text{and} \quad (T(t)T(s)x)(\xi) = (T(t+s)x)(\xi)
\]
holds for \( x \in L^2_w(\mathbb{R}) \), \( \xi \in \mathbb{R} \) and \( t, s \geq 0 \), by applying Lemma 2.4(iv) and 2.4(vi).

Next we show that \((T(t))_{t \geq 0}\) is strongly continuous. We thus consider only \( t \geq 0 \) in the arguments below. We fix \( x \in C_c(\mathbb{R}) \subset L^2_{-w}(\mathbb{R}) \), we select \( k > 1 \) such that \( x \subseteq [-k+1, k-1] \). Using Lemma 2.4(vii) we select \( T > 0 \) such that \( |\mu(\xi,t)| \leq 1 \) holds for all \( \xi \in [-k,k] \) and \( t \in [0,T] \). For \( \xi \not\in [-k,k] \) and \( t \in [0,T] \) we have \( \xi + \mu(\xi,t) \not\in [-k+1,k-1] \) which means \( x(\xi) = x(\xi + \mu(\xi,t)) = 0 \). For \( t \in [0,T] \) we can thus compute
\[
\|T(t)x - x\|_\infty = \sup_{\xi \in [-k,k]} \left| \frac{w(\xi + \mu(\xi,t))}{w(\xi)} x(\xi + \mu(\xi,t)) - x(\xi) \right|
\]
\[
\leq \sup_{\xi \in [-k,k]} \left| \frac{w(\xi + \mu(\xi,t))}{w(\xi)} \right| |x(\xi + \mu(\xi,t)) - x(\xi)| + \sup_{\xi \in [-k,k]} \left| \frac{w(\xi + \mu(\xi,t))}{w(\xi)} - 1 \right| |x(\xi)|
\]
\[
\leq \sup_{\xi \in [-k,k]} \left| \frac{w(\xi + \mu(\xi,t))}{w(\xi)} \right| \cdot \sup_{\xi \in [-k,k]} \left| x(\xi + \mu(\xi,t)) - x(\xi) \right|
\]
\[
+ \sup_{\xi \in [-k,k]} \left| \frac{x(\xi)}{w(\xi)} \right| \cdot \sup_{\xi \in [-k,k]} \left| w(\xi + \mu(\xi,t)) - w(\xi) \right|.
\]
(12)

Let \( y \in \{ x, w \} \) be given. We claim that
\[
\forall \varepsilon > 0 \exists T_0 \in (0,T] \forall t \in [0,T_0], \xi \in [-k,k] : |y(\xi + \mu(\xi,t)) - y(\xi)| < \varepsilon
\]
holds. Let \( \varepsilon > 0 \) be given. Since \( y: [-k - 1, k + 1] \to \mathfrak{C} \) is uniformly continuous we can select \( \delta > 0 \) such that \( |y(\xi_1) - y(\xi_2)| < \varepsilon \) holds for all \( \xi_1, \xi_2 \in [-k - 1, k + 1] \) with \( |\xi_1 - \xi_2| < \delta \). By Lemma 2.4(vii) there exists \( t_0 > 0 \) such that

\[
\forall t \in [0, t_0], \xi \in [-k, k]: |\mu(\xi, t)| < \delta
\]

holds. We put \( T_0 := \max\{t_0, T\} \) and consider an arbitrary \( t \in [0, T_0] \). We put \( \xi_1 := \xi + \mu(\xi, t) \), \( \xi_2 := \xi \), which both belong to \([-k - 1, k + 1]\), since \( t \leq T \), and satisfy \( |\xi_1 - \xi_2| = |\mu(\xi, t)| < \delta \). Therefore, \(|y(\xi + \mu(\xi, t)) - y(\xi)| = |y(\xi_1) - y(\xi_2)| < \varepsilon \) holds. We showed that

\[
\lim_{t \to 0} \sup_{\xi \in [-k, k]} |y(\xi + \mu(\xi, t)) - y(\xi)| = 0.
\]

In view of \([12]\) this shows \( \lim_{t \to 0} \|T(t)x - x\|_\infty = 0 \).

We observe that our selections of \( T > 0 \) and \( k > 1 \) above guarantee that

\[
\forall t \in [0, T]: \text{supp}T(t)x \subseteq [-k, k]
\]

holds. Indeed, if we fix \( t \in [0, T] \) and take \( \xi \in \mathbb{R} \) with \((T(t)x)(\xi) \neq 0\) then we have necessarily \( x(\xi + \mu(\xi, t)) \neq 0 \) which means \( \xi + \mu(\xi, t) \in \text{supp}x \subseteq [-k + 1, k - 1] \). Since \( |\mu(\xi, t)| \leq 1 \) holds, we obtain that \( \xi \in [-k, k] \) is valid. By the latter, we can consider

\[
\forall t \in [0, T]: T(t)x, x \in C[-k, k]
\]

and by the last paragraph we have \( \lim_{t \to 0} T(t)x = x \) uniformly on \([-k, k]\). Consequently, \( \lim_{t \to 0} T(t)x = x \) holds in particular with respect to the norm \( \|\cdot\|_{L^2(-k, k)} \). Since on \( L^2(-k, k) \) the latter norm is equivalent to \( \|\cdot\|_{L^2([-k, k], \mu)} \), we get

\[
\lim_{t \to 0} \|T(t)x - x\|_{L^2([-k, k], \mu)} = \lim_{t \to 0} \|T(t)x - x\|_{L^2(-k, k)} = 0.
\]

By \([4\) Proposition I.5.3] it follows that \( (T(t))_{t \geq 0} \) is strongly continuous.

Let \( B: D(B) \subseteq L^2_w(\mathbb{R}) \to L^2_w(\mathbb{R}) \) be the generator of \( (T(t))_{t \geq 0} \). We first claim that \( B \subseteq A \) holds. Let \( x \in D(B) \) be given and put \( y := Bx \in L^2_w(\mathbb{R}) \). Then \( \lim_{t \to 0} \frac{T(t)x - x}{t} \to y \) holds and thus

\[
\lim_{t \to 0} \int_a^b \frac{(T(t)x)(\xi) - x(\xi)}{t} d\xi = \int_a^b y(\xi) d\xi
\]

can be concluded since we have \( 0 < \inf_{\xi \in I} w(\xi) \leq \sup_{\xi \in I} w(\xi) < \infty \) for any compact interval \( I \subseteq \mathbb{R} \). On the other hand for fixed \( t \geq 0 \) we compute

\[
\int_a^b \frac{(T(t)x)(\xi) - x(\xi)}{t} d\xi = \frac{1}{t} \int_a^b (\xi + \mu(\xi, t)) x(\nu) d\nu - \frac{1}{t} \int_a^b \mu(\xi, t) x(\nu) d\nu
\]

by substitution with \( \nu \) as at the beginning of this proof. Next we use that \( \lim_{t \to 0} \frac{\mu(a, t)}{t} = \nu(a) \) holds by Lemma 2.4(vii) and that \( \lim_{t \to 0} \mu(a, t) = 0 \) holds by Lemma 2.4(vii) to conclude that

\[
\lim_{t \to 0} \frac{1}{t} \int_a^{a+\mu(a,t)} x(\xi) d\xi = \lim_{t \to 0} \frac{\mu(a, t)}{t} \cdot \lim_{t \to 0} \frac{1}{\mu(a, t)} \int_a^{a+\mu(a,t)} x(\xi) d\xi
\]

is true for almost every \( a \in \mathbb{R} \). In the last step we employed that

\[
\lim_{t \to 0} \frac{1}{t} \int_a^{a+\mu} x(\xi) d\xi = x(a)
\]
holds for almost every \( a \in \mathbb{R} \) in view of [13] Remark after Theorem 9-8 VI and by using that \( x \in L^2_w(\mathbb{R}) \subseteq L^1_{\text{loc}}(\mathbb{R}) \) holds. We treat the other summand in (13) similarly and obtain in view of (13) that

\[
\int_a^b y(\xi) d\xi = \lim_{t \to 0} \int_a^b \frac{(T(t)x)(\xi) - x(\xi)}{t} d\xi = w(b)x(b) - w(a)x(a)
\]

holds for almost all \( a, b \in \mathbb{R} \). By changing \( x \) on a null set we get that

\[
(wx)(b) = (wx)(a) + \int_a^b y(\xi) d\xi
\]

holds for all \( a, b \in \mathbb{R} \). If we fix \( a \in \mathbb{R} \) the latter equation and [13] Lemma 3.31 show in particular that \( wx \) is continuous and that \( (wx)' = y \) holds almost everywhere. As \( y \in L^2_w(\mathbb{R}) \) holds by definition, we showed \( wx \in D(A) \) and \( Ax = (wx)' = y = Bx \) which establishes \( B \subseteq A \).

It remains to check that \( B = A \) holds. As \((T(t))_{t \geq 0}\) is a semigroup of contractions, [4] Theorem II.1.10(ii)] implies that \( 1 \in \rho(B) \) holds. In view of [4] Exercise IV.1.21(5)] it is enough to show that \( 1 \in \rho(A) \) holds, to conclude \( A = B \). We fix \( \xi \in \mathbb{R} \) and define \( s : [0, \infty) \to \mathbb{R}, s(t) = p^{-1}(p(\xi) + t) \). From Lemma 2.4(i) we conclude

\[
\lim_{t \to \infty} s(t) = \infty
\]

and by definition it follows that \( s(0) = p^{-1}(p(\xi) + 0) = \xi \) is true. We observe that \( s(t) = \xi + \mu(\xi, t) \) holds for all \( t \geq 0 \) and use Lemma 2.4(ix) to conclude that \( s \) is continuously differentiable with

\[
\frac{ds}{dt} = w(\xi + \mu(\xi, t)).
\]

Moreover we can compute \( p(s(t)) = p(\xi + \mu(\xi, t)) = p(p^{-1}(p(\xi) + t)) = p(\xi) + t \) which implies that \( t = p(s(t)) - p(\xi) \) holds for all \( t \geq 0 \). We fix \( \vartheta > 0 \) and \( x \in L^2_w(\mathbb{R}) \). Then \( \vartheta \in \rho(B) \) and we get by substitution

\[
(R(\vartheta, B)x)(\xi) = \int_{-\infty}^{\infty} e^{-\vartheta(p(s(t)) - p(\xi))} \left( \frac{x(s)}{w(\xi)} \right) ds
\]

which defines the resolvent \( R(\vartheta, B) \in L(L^2_w(\mathbb{R}), L^2_w(\mathbb{R})) \). We claim that \( R(\vartheta, B) \) is an inverse for the operator \( \vartheta - A : D(A) \to L^2_w(\mathbb{R}) \). For \( x \in D(A) \) and \( \xi \in \mathbb{R} \) we compute

\[
[R(\vartheta, B)(\vartheta - A)x](\xi) = \lim_{R \to \infty} \int_{-\infty}^{\infty} e^{-\vartheta(p(s(t)) - p(\xi))} \left( \frac{\vartheta x(t)}{w(\xi)} \right) dt - e^{-\vartheta(p(R) - p(\xi))} \left( \frac{wx(R)}{w(\xi)} \right) + x(\xi)
\]

\[
= x(\xi) - e^{\vartheta p(\xi)} \lim_{R \to \infty} e^{-\vartheta p(R)} \left( \frac{wx(R)}{w(\xi)} \right) dt
\]

where the last equality follows from \( \lim_{R \to \infty} e^{-\vartheta p(R)} = 0 \) and the fact that \( wx \) is bounded by Lemma 2.3. We know that \( \text{ran} R(\vartheta, B) = D(B) \subseteq D(A) \) holds and thus we can compute

\[
(\vartheta - A)R(\vartheta, B)x = (\vartheta - B)R(\vartheta, B)x \to x
\]

for \( x \in L^2_w(\mathbb{R}) \). This finishes the proof that the operator \( A_w \) given in Proposition 4.11 is the generator of the \( C_0 \)-semigroup \((T_w(t))_{t \geq 0}\) and thus also of the \( C_0 \)-group \((T_w(t))_{t \in \mathbb{R}}\) of consisting of isometries.

In order to treat the case of negative \( w \), it is enough to show that, for positive \( w \), the operator \( A_{-w} \) generates \((T_{-w}(t))_{t \in \mathbb{R}}\). This follows however immediately since \( A_{-w} = -A_w \) and \( T_{-w}(t) = T_w(-t) \) holds, cf. [4] p. 78].

Now we treat the case of operators on the semi-axis. Below we consider a continuous function \( \lambda : [0, \infty) \to (0, \infty) \) with \( \frac{1}{\lambda} \not\in L^1(0, \infty) \) and work in the space \( L^2_{\lambda}(0, \infty) \). We get the following result.
Proposition 4.2. Let \( \lambda : [0, \infty) \to (0, \infty) \) be continuous and such that \( \frac{1}{\lambda} \not\in L^1(0, \infty) \). The operator \( A_\lambda : D(A_\lambda) \to L^2_\lambda(0, \infty) \) given by
\[
A_\lambda x = (\lambda x)',
D(A_\lambda) = \left\{ x \in L^2_\lambda(0, \infty) ; \lambda x \in AC_{\text{loc}}[0, \infty) \text{ and } (\lambda x)' \in L^2_\lambda(0, \infty) \right\}
\]
generates the C_{0}\text{-semigroup} \( (T_\lambda(t))_{t \geq 0} \) given by
\[
(T_\lambda(t)x)(\xi) = \frac{\lambda(\xi) + \mu_\lambda(\xi, t)}{\lambda(\xi)} x(\xi + \mu_\lambda(\xi, t)).
\]

Proof. We select a strictly positive and continuous function \( w : \mathbb{R} \to \mathbb{R} \) such that \( \frac{1}{w} \big|_{(-\infty, 0]} \not\in L^1(0, \infty) \) and \( w \big|_{[0, \infty)} = \lambda \). We put \( v := w \big|_{(-\infty, 0)} \). Then we consider \( L^2_\lambda(-\infty, 0) \subseteq L^2_\mu(\mathbb{R}) \) which is a closed subspace. Let \( (T_w(t))_{t \geq 0} \) be as in Proposition 4.1. We claim that \( L^2_\lambda(-\infty, 0) \) is \( (T_w(t))_{t \geq 0} \)-invariant. Let \( x \in L^2_\lambda(-\infty, 0) \) be given. We consider \( x \) as an element of \( L^2_\mu(\mathbb{R}) \), that is we have \( x \big|_{(0, \infty)} = 0 \). For \( \xi \geq 0 \) and \( t \geq 0 \) we have \( \xi \geq 0 \Rightarrow p_w^{-1}(-t) \) which implies \( p_w(\xi) \geq -t \) and thus \( p_w(\xi) + t \geq 0 \) as \( p_w \) is increasing. As \( p_w^{-1} \) is also increasing, we get
\[
\xi + \mu_w(\xi, t) = p_w^{-1}(p_w(\xi) + t) \geq p_w^{-1}(0) = 0
\]
and thus \( x(\xi + \mu_w(\xi, t)) = 0 \). Recalling the formula of the semigroup we see that this implies \( (T_w(t)x)(\xi) = 0 \) which means \( T_w(t)x \in L^2_\lambda(-\infty, 0) \). We consider the quotient map
\[
q : L^2_w(\mathbb{R}) \longrightarrow L^2_\lambda(0, \infty) / L^2_\lambda(-\infty, 0)
\]
and apply [4, I.5.13] to get a C_{0}\text{-semigroup} \( (T(t))_{t \geq 0} \) on \( L^2_w(\mathbb{R}) / L^2_\lambda(-\infty, 0) \) given by \( T(t)q(x) = q(T_w(t)x) \) which is generated by \( A_I : D(A_I) \to L^2_w(\mathbb{R}) / L^2_\lambda(-\infty, 0) \) with \( D(A_I) = q(D(A_w)) \) and \( A_I q(x) = q(A_w x) \), see [4, II.2.4]. Now we identify \( L^2_w(\mathbb{R}) / L^2_\lambda(-\infty, 0) \cong L^2_\lambda(0, \infty) \) via \([x] \mapsto x \big|_{(0, \infty)} \) which transforms \( q \) into the mapping
\[
q : L^2_w(\mathbb{R}) \longrightarrow L^2_\lambda(0, \infty), \quad q(x) = x \big|_{(0, \infty)}.
\]
For \( x \in L^2_\lambda(0, \infty) \) we select \( y \in L^2_w(\mathbb{R}) \) such that \( y \big|_{(0, \infty)} = x \) holds. Then we have
\[
(T(t)x)(\xi) = (T(t)q(y))(\xi) = q(T_w(t)y)(\xi) = \frac{w(\cdot + \mu_w(\cdot, t)) y(\cdot + \mu_w(\cdot, t))}{w(\cdot)} \bigg|_{(0, \infty)}(\xi)
\]
for \( \xi \in [0, \infty) \). But for \( \xi \geq 0 \) and \( t \geq 0 \) we see that \( p_w(\xi) = p_\lambda(\xi) \) and thus
\[
\mu_w(\xi, t) = p_w^{-1}(p_w(\xi) + t) - \xi = p_w^{-1}(p_\lambda(\xi) + t) - \xi = p_\lambda(\xi, t)
\]
holds. Moreover, we have \( \xi + \mu_w(\xi, t) = p_w^{-1}(p_w(\xi) + t) \geq 0 \). Consequently, it follows that
\[
(T(t)x)(\xi) = \frac{\lambda(\xi) + \mu_\lambda(\xi, t)}{\lambda(\xi)} x(\xi + \mu_\lambda(\xi, t)) = (T_\lambda(t)x)(\xi)
\]
is true for all \( x \in L^2_\lambda(0, \infty) \) and \( \xi \in [0, \infty) \). Next we compute
\[
D(A_I) = q(D(A_w)) = \left\{ y \big|_{[0, \infty)} : x \in L^2_w(\mathbb{R}), \ wy \in AC_{\text{loc}}(\mathbb{R}) \text{ and } (wy)' \in L^2_w(\mathbb{R}) \right\} = \left\{ x \in L^2_\lambda(0, \infty) ; \lambda x \in AC_{\text{loc}}[0, \infty) \text{ and } (\lambda x)' \in L^2_\lambda(0, \infty) \right\} = D(A_\lambda)
\]
where we used that \( \lambda x \in AC_{\text{loc}}[0, \infty) \) implies that we can extend \( x \) to the whole axis for instance in a way that the extension \( y \) belongs to \( C^\infty(-\infty, 0) \) and satisfies \( y \big|_{(-\infty,-1]} = 0 \). Finally for \( x \in L^2_\lambda(0, \infty) \)
we select \( y \in L^2_w(0, \infty) \) with \( y|_{[0, \infty)} = x \) and compute

\[
(A_y x)(\xi) = (A_y q(y))(\xi) = q(A_w y)(\xi) = \frac{\partial}{\partial \xi}(-wyy)|_{[0, \infty)}(\xi) = \frac{\partial}{\partial \xi}(-\lambda x)(\xi) = (A_\lambda x)(\xi)
\]

for \( \xi \in [0, \infty) \). This finishes the proof.

Next we treat the case of a negative sign, that is we consider a strictly negative and continuous function \( \Theta: [0, \infty) \to (-\infty, 0) \) and work in the space \( L^2_{\Theta}[0, \infty) \). When we use our results from the whole axis we will stick to the notation that we used most of the time until now, i.e., \( w: \mathbb{R} \to (0, \infty) \) will denote a strictly positive function and we consider \( A_{-w} \) and \((T_{-w}(t))_{t \in \mathbb{R}}\). We emphasize that the results of Lemma 2.4 have to be updated when \( p_{-w} \) and \( \mu_{-w} \) are used. The auxiliary function \( p_{-w} \) is now for instance decreasing, whereas \( p_w \) was increasing. In the formula given in Proposition 4.3 we can however simply replace \( w \) with \(-w\) and get the (semi)group generated by \( A_{-w} x = -(wx)' \).

**Proposition 4.3.** Let \( \Theta: [0, \infty) \to (-\infty, 0) \) be continuous and such that \( \frac{1}{\Theta} \notin L^1([0, \infty)) \). The operator \( A_\Theta: D(A_\Theta) = L^2_{\Theta}[0, \infty) \) given by

\[
A_\Theta x = (\Theta x)', \quad D(A_\Theta) = \{ x \in L^2_{\Theta}[0, \infty) : \Theta x \in AC_{loc}[0, \infty), (\Theta x)' \in L^2_{\Theta}[0, \infty) \text{ and } (\Theta x)(0) = 0 \}
\]

generates the \( C_0 \)-semigroup \((T_\Theta(t))_{t \geq 0}\) given by

\[
(T_\Theta(t)x)(\xi) = \begin{cases} \Theta(\xi + \mu_\Theta(\xi, t))x(\xi + \mu_\Theta(\xi, t)) & \text{if } \xi + \mu_\Theta(\xi, t) \geq 0, \\ 0 & \text{otherwise.} \end{cases}
\]

Here, \( \mu_\Theta \) is defined as in Lemma 2.4 but \( \lambda \) replaced with \( \Theta \).

**Proof.** We select a strictly positive and continuous function \( w: \mathbb{R} \to (0, \infty) \) such that \( \frac{1}{\Theta} \notin L^1((-\infty, 0]) \) \( \subset L^1(-\infty, 0) \) and \( w|_{[0, \infty)} = -\Theta \). Then we consider \( L^2_{|\Theta|}(0, \infty) \subset L^2_w(\mathbb{R}) \) which is a closed subspace. Let \((T_{-\Theta}(t))_{t \geq 0}\) be the \( C_0 \)-semigroup from Proposition 4.1. We claim that \( L^2_{|\Theta|}(0, \infty) \subset (T_{-\Theta}(t))_{t \geq 0}\)-invariant. Let \( x \in L^2_{|\Theta|}(0, \infty) \) be given. We consider \( x \) as an element of \( L^2_w(\mathbb{R}) \) that is we have \( x|_{(-\infty, 0)} \equiv 0 \). For \( \xi \leq 0 \) and \( t \geq 0 \) we have \( \xi \leq 0 \leq p_{-w}^{-1}(-t) \) which implies \( p_{-w}(\xi) \geq -t \) and thus \( p_{-w}(\xi) + t \geq 0 \) as \( p_{-w} \) is decreasing. As \( p_{-w}^{-1} \) is also decreasing, we get

\[
\xi + p_{-w}(\xi, t) = p_{-w}^{-1}(p_{-w}(\xi) + t) \leq p_{-w}^{-1}(0) = 0
\]

and thus \( x(\xi + p_{-w}(\xi, t)) = 0 \). Recalling the formula of the semigroup we see that this implies \((T_{-\Theta}(t))x(\xi) = 0 \) which means \( T_{-\Theta}(t)x \in L^2_{|\Theta|}(0, \infty) \). By [11, 1.5.12], \((T_{-\Theta}(t))_{t \geq 0}\) generates a \( C_0 \)-semigroup on \( L^2_{|\Theta|}(0, \infty) \) whose generator is the part of \( A_{-w} : D(A_{-w}) \to L^2_w(\mathbb{R}) \) in \( L^2_{|\Theta|}(0, \infty) \), i.e., \( A_{-w}|x = A_{-w} x \) for

\[
x \in D(A_{-w}) = \{ x \in D(A_{-w}) \cap L^2_{|\Theta|}(0, \infty) : A_{-w} x \in L^2_{\Theta}[0, \infty) \}
\]

where we used that \( x \in L^2_{\Theta}[0, \infty) \subseteq L^2_{\Theta}[0, \infty) \) means \( x|_{(-\infty, 0)} \) is zero, that \( w x \in AC_{loc}(\mathbb{R}) \) and \( \Theta x \in AC_{loc}[0, \infty) \) are in particular continuous, and that on \([0, \infty)\) we have \(-w = \Theta\).

For \( \xi \geq 0 \) we have \( p_{-w}(\xi) = p_\Theta(\xi) \) and for \( \eta \leq 0 \) we have \( p_{-w}^{-1}(\eta) = p_\Theta^{-1}(\eta) \). Let now \( \xi \geq 0 \) and \( t \geq 0 \) be such that \( p_{-w}^{-1}(p_{-w}(\xi) + t) = \xi + \mu_{-w}(\xi, t) \geq 0 \). Since \( p_{-w}^{-1} \) is decreasing, this means \( p_\Theta(\xi) + t = p_{-w}(\xi) + t \leq 0 \) and consequently we proved that

\[
\xi + \mu_\Theta(\xi, t) = p_\Theta^{-1}(p_\Theta(\xi) + t) = p_{-w}^{-1}(p_{-w}(\xi) + t) = \xi + \mu_{-w}(\xi, t)
\]
is valid for all $\xi \geq 0$ and $t \geq 0$ such that $\mu_{-w}(\xi, t) \geq 0$. We thus get

$$(T_{-w}(t)x)(\xi) = \frac{w(\xi + \mu_{-w}(\xi, t))}{w(\xi)} x(\xi + \mu_{-w}(\xi, t))$$

with

$$\begin{cases}
\frac{\Theta(\xi + \mu(\xi, t))}{\Theta(\xi)} x(\xi + \mu(\xi, t)) & \text{if } \xi + \mu(\xi, t) \geq 0 \\
0 & \text{otherwise}
\end{cases} = (T_0(t)x)(\xi)$$

for each $x \in L^2_w(0, \infty)$. This finishes the proof.

The following lemma will enable us to make the results of Proposition 4.2 and Proposition 13 vector-valued and to combine the two generators in one operator that multiplies in some coordinates with a positive and in others with a negative function. The proof is straightforward.

**Lemma 4.4.** For $k = 1, \ldots, n$ let $A_k : D(A_k) \to H_k$ be generators of $C_0$-semigroups $(T_k(t))_{t \geq 0}$ on Banach spaces $H_k$. Then, $A := \text{diag}(A_1, \ldots, A_n) : D(A) := D(A_1) \oplus \cdots \oplus D(A_n) \to H_1 \oplus \cdots \oplus H_n =: H$ generates the $C_0$-semigroup $(T(t))_{t \geq 0}$ given by $T(t) := \text{diag}(T_1(t), \ldots, T_n(t))$ for $t \geq 0$ on $H$.

Applying Lemma 4.4 to the generation results that we established so far gives immediately the following.

**Proposition 4.5.** Let $n_+, n_- \geq 1$ be integers and let $n := n_+ + n_-$. Let $\Delta : [0, \infty) \to \mathbb{R}^{n \times n}$ be given by $\Delta = \text{diag}(\Lambda, \Theta)$ where $\Lambda : [0, \infty) \to \mathbb{R}^{n_+ \times n_+}$ and $\Theta : [0, \infty) \to \mathbb{R}^{n_- \times n_-}$ are given by $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_{n_+})$, $\Theta = \text{diag}(\theta_1, \ldots, \theta_{n_-})$ where $\lambda_i, \theta_j : [0, \infty) \to [0, \infty)$ are continuous and $\frac{\lambda_i}{\theta_j} \notin L^1(0, \infty)$ holds for $k = 1, \ldots, n_+$ and $j = 1, \ldots, n_-$. Then the operator $A_{\Delta} : D(A_{\Delta}) \to L^2_{|\Delta|}(0, \infty)$ given by

$$A_{\Delta}x = (\Delta x)', \quad D(A_{\Delta}) = \{x \in L^2_{|\Delta|}(0, \infty) : \Delta x \in AC_{\text{loc}}[0, \infty), \Delta x \in L^2_{|\Delta|}(0, \infty) \text{ and } (\Theta x)(0) = 0\}$$

generates a $C_0$-semigroup on

$$L^2_{|\Delta|}(0, \infty) = \{x : [0, \infty) \to \mathbb{C}^n : x \text{ measurable and } \|x\|_{L^2_{|\Delta|}(0, \infty)} := \int_0^\infty x(\xi)^* |\Delta| x(\xi) d\xi < \infty\}.$$

with $|\Delta| = \text{diag}(\lambda_1, \ldots, \lambda_{n_+}, |\theta_1|, \ldots, |\theta_{n_-}|)$.

**Proof.** It is enough to apply Lemma 4.4 to the operators

$$A_{\lambda_k} : D(A_{\lambda_k}) \to L^2_{|\lambda_k|}(0, \infty) \text{ and } A_{\theta_j} : D(A_{-\theta_j}) \to L^2_{|\theta_j|}(0, \infty)$$

for $k = 1, \ldots, n_+$ and $j = 1, \ldots, n_-$. The latter are generators according to Proposition 4.2 and Proposition 13 if we use the corresponding domains, i.e., $D(A_{\lambda_k})$ includes no boundary condition and $D(A_{\theta_j})$ includes the boundary condition $(\theta_j x)(0) = 0$. The result follows since

$$L^2_{|\Delta|}(0, \infty) = \bigoplus_{k=1}^{n_+} L^2_{|\lambda_k|}(0, \infty) \oplus \bigoplus_{j=1}^{n_-} L^2_{|\theta_j|}(0, \infty) \text{ and } D(A_{\Delta}) = \bigoplus_{k=1}^{n_+} D(A_{\lambda_k}) \oplus \bigoplus_{j=1}^{n_-} D(A_{\theta_j})$$

hold.

Our next aim is to classify all linear boundary conditions for which $A_{\Delta}$ as in Proposition 4.5 is a generator. In order to achieve this, we make use of the terminology of boundary control systems that we reviewed for this purpose in Section 3. Firstly, we put the operator of Proposition 4.5 in the new context and establish in Lemma 4.6 that $A_{\Delta}$, together with suitable input and output, gives rise to a boundary control system. Secondly, we show that this system is well-posed and compute its transfer function in Lemma 4.7. Then we are able to apply the Weiss theorem to obtain the generation result of Proposition 4.8.
Lemma 4.6. In the situation of Proposition 4.5 let \( A: D(A) \to L^2_{|\Delta|}(0, \infty), \ B: D(\mathcal{B}) \to \mathbb{C}^n \) and \( \mathcal{C}: D(\mathcal{C}) \to \mathbb{C}^n \) be given by

\[
A\, x = (\Delta x)', \quad B\, x = (\Theta x_-)(0) \quad \text{and} \quad \mathcal{C}\, x = (\Lambda x_+)(0)  
\]

for \( x \in D(A) = D(\mathcal{B}) = D(\mathcal{C}) = \{ x \in L^2_{|\Delta|}(0, \infty) : \mathcal{H} x \in \mathcal{AC}_{\text{loc}}[0, \infty) \) and \( (\Delta x)’ \in L^2_{|\Delta|}(0, \infty) \). Then,

\[
\begin{cases}
\dot{x}(t) = Ax(t) \\
u(t) = Bx(t) \\
y(t) = \mathcal{C}x(t)
\end{cases}
\]

is a boundary control system.

Proof. By Proposition 4.5 \( A|_{\ker \mathcal{B}}: D(A) \cap \ker \mathcal{B} \to L^2_{|\Delta|}(0, \infty) \) generates a \( C_0 \)-semigroup. We select \( \varphi \in C^\infty[0, \infty) \) with compact support and such that \( \varphi(0) = 1 \). Then we define

\[
B: \mathbb{C}^n \to L^2_{|\Delta|}(0, \infty), \quad (Bu)(\xi) = \begin{bmatrix} 0 \cdots 0 \frac{\varphi(\xi)}{\bar{\theta}_1(\xi)} u_1 \cdots \frac{\varphi(\xi)}{\bar{\theta}_n(\xi)} u_n \end{bmatrix}^T
\]

which is a linear operator with values in \( D(A) \) that satisfies

\[
\mathcal{B}Bu = (\Theta(Bu)_-)(0) = \left[ \bar{\theta}_1(0) \frac{\varphi(0)}{\bar{\theta}_1(0)} u_1 \cdots \bar{\theta}_1(0) \frac{\varphi(0)}{\bar{\theta}_1(0)} u_n \right]^T = [u_1 \cdots u_n] = u
\]

for each \( u \in \mathbb{C}^n \). Moreover, \( AB: \mathbb{C}^n \to L^2_{|\Delta|}(0, \infty) \) and \( \mathcal{C}: D(\mathcal{C}) \to \mathbb{C}^n \) are linear and continuous.

In the lemma below we establish that the boundary control system from Lemma 4.6 is well-posed and has zero transfer function. As we explained in Section 3 this is crucial for the application of Theorem 3.6 which then finally will give us the classification of all linear boundary conditions that make \( A_{|\Delta} \) a generator. For the result we need the additional assumption that \( \Delta \) is bounded. Notice that \( \frac{1}{\lambda_{\nu}}, \quad \frac{1}{\lambda_{\nu}} \notin L^1(0, \infty) \) follows automatically.

Lemma 4.7. In the situation of Proposition 4.5 assume that \( \Delta: [0, \infty) \to \mathbb{R}^{n \times n} \) is bounded. Then the boundary control system considered in Lemma 4.6 is well-posed and its transfer function is zero.

Proof. 1. Let \( x \) be a classical solution of the boundary control system. We write \( x = [x_+ \ x_-]^T \) and use this notation also later in this proof. The second part of Lemma 2.3 enables us to compute

\[
\frac{d}{dt} \|x(t)\|^2_{L^2_{|\Delta|}(0,\infty)} = \lim_{R \to \infty} \left( \frac{\partial}{\partial t} \int_0^R x_+(\xi, t)^* \Lambda(\xi)x_+(\xi, t) d\xi + \frac{\partial}{\partial t} \int_0^R x_-(\xi, t)^* (-\Theta(\xi))x_-(\xi, t) d\xi \right)
\]

\[
= \lim_{R \to \infty} \left( \|\Lambda(R)x_+(R, t)\|^2_{\mathbb{C}^n_+} - \|\Theta(0)x_-(0, t)\|^2_{\mathbb{C}^n_-} \right)
\]

which yields the well-posedness by [11] Proposition 13.1.4.

2. The equation in (10) read in our situation as follows

\[
sx_0 = Ax_0 = \begin{bmatrix} (\Lambda x_0^+(0))' \\ (\Theta x_0^-)(0) \end{bmatrix}, \quad u_0 = Bx_0 = \Theta x_-^0(0), \quad G(s)u_0 = \mathcal{C}x_0 = (\Lambda x_+^0)(0)
\]

(15)
where \( x_0 = [x_+^{(0)} \ x_-^{(0)}]^T \in D(A) \). The general solution of the first equation in \([15]\) is
\[
x_0(\xi) = \begin{bmatrix} \alpha \cdot \Lambda(\xi)^{-1} e^s \int_0^\xi \Lambda(\xi)^{-1} d\xi \\
\beta \cdot \Theta(\xi)^{-1} e^s \int_0^\xi \Theta(\xi)^{-1} d\xi \end{bmatrix}.
\]

Remembering \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_{n_+}) \), we see that
\[
\Lambda(\xi)^{-1} e^s \int_0^\xi \Lambda(\xi)^{-1} d\xi = \begin{bmatrix} \lambda_1(\xi)^{-1} e^s \int_0^\xi \lambda_1(\xi)^{-1} d\xi \\
\vdots \\
\lambda_{n_+}(\xi)^{-1} e^s \int_0^\xi \lambda_{n_+}(\xi)^{-1} d\xi \end{bmatrix}
\]
holds. For every \( k = 1, \ldots, n_+ \) and \( \Re s > 0 \) we have
\[
\lim_{\xi \to \infty} \lambda_k(\xi) |\lambda_k(\xi)^{-1} e^s \int_0^\xi \lambda_k(\xi)^{-1} d\xi| = \lim_{\xi \to \infty} e^{\Re s \int_0^\xi \lambda_k(\xi)^{-1} d\xi} = \infty
\]
as \( \frac{1}{\eta} \not\in L^1(0, \infty) \) holds by assumption. As \( x_0 \in L^2_{|\Delta|}(0, \infty) \) holds, we have necessarily \( \alpha = 0 \) in view of Lemma \([23]\). On the other hand, we claim that
\[
\|x_-^{(0)}\|^2_{L^2_{|\Delta|}(0, \infty)} = \int_0^\infty |\Theta(\xi)| |\Theta(\xi)^{-1} e^s \int_0^\xi \Theta(\xi)^{-1} d\xi|^2 d\xi = \sum_{k=1}^{n_-} \int_0^\infty |\theta_k(\xi)^{-1} e^s \int_0^\xi \theta_k(\xi)^{-1} d\xi|^2 d\xi < \infty
\]
holds. For \( j = 1, \ldots, n_- \) we compute
\[
\int_0^\infty |\theta_k(\xi)^{-1} e^s \int_0^\xi \theta_k(\xi)^{-1} d\xi|^2 d\xi = -\lim_{R \to \infty} \int_0^R \theta_k(\xi)^{-1} e^{2 \Re s \int_0^\xi \theta_k(\xi)^{-1} d\xi} d\xi \approx \lim_{R \to \infty} \frac{1}{2 \Re s} e^{2 \Re s \int_0^\xi \theta_k(\xi)^{-1} d\xi} = \frac{1}{2 \Re s}
\]
since \( \frac{1}{\eta} \not\in L^1(0, \infty) \) holds by assumption. We thus have that
\[
x_0(\xi) = \begin{bmatrix} x_+^{(0)}(\xi) \\
x_-^{(0)}(\xi) \end{bmatrix} = \begin{bmatrix} 0 \\
\beta \cdot \Theta(\xi)^{-1} e^s \int_0^\xi \Theta(\xi)^{-1} d\xi \end{bmatrix}
\]
for \( \xi \in [0, \infty) \) defines a function \( x_0 \in D(A) \) satisfying the first equation in \([15]\). The second equation in \([15]\) then yields
\[
u_0 = \Theta(0)x_-^{(0)} = \Theta(0)\beta \Theta(0)^{-1} e^s \cdot 0 = \beta
\]
and the third equation in \([15]\) leads to
\[
G(s)u_0 = \Lambda(0)x_+^{(0)}(0) = 0
\]
which shows that \( G(s) = 0 \) whenever \( \Re s > 0 \) holds.

Now we are ready to classify all boundary conditions that turn \( A_\Delta \) into a generator on \( L^2_{|\Delta|}(0, \infty) \). We point out that is essential that we work in \( L^2_{|\Delta|}(0, \infty) \) since \( |\Delta| \) is a priori not boundedly invertible and thus \( L^2_{|\Delta|}(0, \infty) \neq L^2(0, \infty) \).

**Proposition 4.8.** Let \( \Delta = \text{diag}(\Lambda, \Theta) : [0, \infty) \to \mathbb{R}^{n \times n} \) be as in Lemma \([4,7]\). Let \( K \in \mathbb{C}^{n_- \times n_-} \) and \( Q \in \mathbb{C}^{n_- \times n_+} \) be matrices such that \([K \ Q] \in \mathbb{C}^{n_- \times n} \) has rank \( n_- \). The operator \( A_\Delta : D(A_\Delta) \to L^2_{|\Delta|}(0, \infty) \) given by
\[
A_\Delta x = (\Delta x)', \\
D(A_\Delta) = \{ x \in L^2_{|\Delta|}(0, \infty) ; \Delta x \in AC_{\text{loc}}[0, \infty), \ (\Delta x)' \in L^2_{|\Delta|}(0, \infty) \}
\]

and \( K\Theta(0)x_-(0) + Q\Lambda(0)x_+(0) = 0 \)
generates a \( C_0 \)-semigroup if and only if \( K \) is invertible. Here we use the notation \( x = [x_+ \ x_-]^T \).

**Proof.**

1. We consider the boundary control system \((\Sigma)\) from Lemma 4.6 which is well-posed and whose transfer function is constant zero. We consider the feedback operator \( F \colon \mathbb{C}^{n+} \to \mathbb{C}^{n-} \), \( Fy = K^{-1}Qy \). Applying Theorem 3.6 we obtain that

\[
\begin{aligned}
\{ \Sigma' \} \quad \begin{cases} 
\dot{x}(t) = Ax(t) \\
u(t) = (\mathcal{B} + F\mathcal{C})x(t) \\
y(t) = \mathcal{C}x(t)
\end{cases}
\]

is a boundary control system which is well-posed. In view of Definition 3.1 ii) we have in particular that

\( A \colon D(A) \to L^2_{|\Delta|}(0, \infty), \quad Ax = Ax \)
generates a \( C_0 \)-semigroup with

\[
D(A) = \{ x \in L^2_{|\Delta|}(0, \infty); 3x \in AC_{\text{loc}}[0, \infty), (3x)' \in L^2_{|\Delta|}(0, \infty) \text{ and } (3x)'(0) = 0 \}
\]

and \( \Theta(0)x_-(0) + K^{-1}Q\Lambda(0)x_+(0) = 0 \) in view of \((\mathcal{B} + F\mathcal{C})x(t) = Bx(t) + K^{-1}Q\mathcal{C}x(t) = \Theta(0)x_-(0) + K^{-1}Q\Lambda(0)x_+(0) \).

2. Assume that \( K \in \mathbb{C}^{n \times n_-} \) is not invertible. We show that \( A_\Delta \colon D(A_\Delta) \to L^2_{|\Delta|}(0, \infty) \) is not a generator. Assume the contrary. Since \( \text{rk} K < n_- \) but \( \text{rk} [K] = n_- \) we see that \( \text{rk} Q \neq 0 \). Therefore also \( \text{rk} Q^* \neq 0 \). This means that there is \( v \in \mathbb{C}^{n-} \) such that \( Q^* v \neq 0 \). We obtain that

\( q^* := v^* Q = (Q^* v)^* \neq 0 \)

and we assume w.l.o.g. that \( q_1 \neq 0 \). Now we select \( g \in C_0^\infty[0, \infty) \) with \( g(0) = 0 \) and \( g(\xi) \neq 0 \) for \( \xi \in (0, 1) \) and put \( x_0 := \left[ g/\lambda_1 0 \cdots 0 \right]^T \) where \( \lambda_1 \) is the first entry of \( \Lambda \). Then, \( 3x_0 = [g \ 0 \cdots 0]^T \in AC_{\text{loc}}[0, \infty), (3x_0)' = [g' \ 0 \cdots 0]^T \in L^2_{|\Delta|}(0, \infty) \) and \( K\Theta(0)x_-(0) + Q\Lambda(0)x_+(0) = 0 \) since \( x(0) = 0 \) holds. This means that \( x_0 \in D(A_\Delta) \) holds. By our assumption there exists a classical solution, i.e., a function \( x = [x_+(\xi, t) \ x_-(\xi, t)]^T \) with

\[
x(\xi, 0) = x_0, \quad \frac{\partial}{\partial t} x(\xi, t) = \frac{\partial}{\partial t} \left( 3\Theta(0) x(\xi, t) \right) \quad \text{and} \quad K\Theta(0)x_-(0, t) + Q\Lambda(0)x_+(0, t) = 0
\]

for all \( t \geq 0 \). Reading the above coordinate-wise and using the notation

\( x_+ = [x_{+, 1} \cdots x_{+, n_+}]^T \) and \( x_- = [x_{-, 1} \cdots x_{-, n_-}]^T \),

we can employ Proposition 4.2 and Proposition 4.3 to compute the coordinates of \( x_+(\xi, t) \) and \( x_-(\xi, t) \) explicitly to see that

\[
x(\xi, t) = \begin{bmatrix} x_{+, 1}(\xi, t) \\ \vdots \\ x_{+, n_+}(\xi, t) \\ x_{-, 1}(\xi, t) \\ \vdots \\ x_{-, n_-}(\xi, t) \end{bmatrix} = \begin{bmatrix} \lambda_1(\xi + \mu_{\lambda_1}(\xi, t)) x_+(0)(\xi + \mu_{\lambda_1}(\xi, t)) \\ \vdots \\ \lambda_1(\xi + \mu_{\lambda_1}(\xi, t)) x_+(0)(\xi + \mu_{\lambda_1}(\xi, t)) \\ 0 \\ \vdots \\ 0 \end{bmatrix} = \begin{bmatrix} g(\xi + \mu_{\lambda_1}(\xi, t)) \\ \vdots \\ 0 \end{bmatrix}
\]
holds. Here, we used that \( x^{(0)}_{+,j}(\xi) = g(\xi)/\lambda_1(\xi) \) and \( x^{(0)}_{+,k}(\xi) = x^{(0)}_{-,j}(\xi) = 0 \) hold for \( k = 2, \ldots, n_+ \) and \( j = 1, \ldots, n_- \). Since we have \( x_{-}(0, t) = 0 \), we get from the last equation in (16) that

\[
0 = QA(0)x_{+}(0, t) = \begin{bmatrix}
\lambda_1(0) & 0 \\
0 & \lambda_2(0) \\
\vdots & \vdots \\
0 & \lambda_n(0)
\end{bmatrix}
\begin{bmatrix}
g(0 + \mu_1(0, t)) \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

holds for all \( t \geq 0 \). Multiplying from the left with \( q^* = [\overline{q}_1 \cdots \overline{q}_{n_+}] \) yields

\[
0 = [\overline{q}_1 \cdots \overline{q}_{n_+}] \begin{bmatrix}
g(\xi + \mu_1(\xi, t)) \\
0 \\
\vdots \\
0
\end{bmatrix} = \overline{q}_1 g(\mu_1(0, t)) = \overline{q}_1 g(p_{\lambda_1}^{-1}(t))
\]

where the right hand side is non-zero if we select \( t > 0 \) sufficiently small. Indeed, \( \overline{q}_1 \neq 0 \) holds by our assumptions, \( \lim_{t \to 0} p_{\lambda_1}^{-1}(t) = 0 \) and \( g(0, 0) \neq 0 \), implies the latter. Contradiction. \( \square \)

Remark 4.9. In all the \( \mathbb{C}^n \)-valued results, starting with Proposition 4.5 we assumed that \( n_+ \) and \( n_- \) are strictly positive. This had three reasons. Firstly, if \( n_+ = 0 \), or \( n_- = 0 \), then we would need to put \( \Delta = \Theta \), or \( \Delta = \Lambda \) respectively, instead of \( \Delta = \text{diag}(\Lambda, \Theta) \), so all propositions would require corresponding definitions by cases. Secondly, when we consider the boundary control system \( (\Sigma) \) in Lemma 4.6 and Lemma 4.7 then allowing \( n_+ = 0 \) or \( n_- = 0 \) would mean that we enter the pathological situation of the output or the input space being the zero space \( \mathbb{C}^0 = \{0\} \). Finally, if \( n_+ = 0 \) or \( n_- = 0 \), then Proposition 4.8 needs to be modified as follows to remain true. Firstly, we notice that in both cases, \( n_+ = 0 \) or \( n_- = 0 \), the matrix \( Q \in \mathbb{C}^{n_- \times n_+} \) has to be removed from the statement. If \( n_+ = 0 \), then we need to put \( [K Q] = K \in \mathbb{C}^{n_- \times n_-} \) and if \( n_- = 0 \), then \( [K Q] \) has to be omitted at all.

(i) Let \( n_+ = 0 \) and \( n = n_- \geq 1 \). Let \( \Delta = \text{diag}(\theta_1, \ldots, \theta_{n_-}) \): \([0, \infty) \to \mathbb{C}^{n \times n} \) be given such that \( \theta_j \): \([0, \infty) \to (-\infty, 0) \) is continuous and such that \( \chi_{\xi_j} \not\in L^1(0, \infty) \) for \( j = 1, \ldots, n_- \). Let \( K \in \mathbb{C}^{n_- \times n_-} \) have rank \( n_- \). Then

\[
A_\Delta x = (\Delta x)', \quad D(A_\Delta) = \{ x \in L^1_{[\Delta]}(0, \infty) ; \Delta x \in AC_{loc}[0, \infty), (\Delta x)' \in L^2_{[\Delta]}(0, \infty) \text{ and } K\Theta(0)x(0) = 0 \}
\]

generates a \( C_0 \)-semigroup.

(ii) Let \( n_- = 0 \) and \( n = n_+ \geq 1 \). Let \( \Delta = \text{diag}(\lambda_1, \ldots, \lambda_{n_+}) \): \([0, \infty) \to \mathbb{C}^{n \times n} \) be given such that \( \lambda_k \): \([0, \infty) \to (-\infty, 0) \) is continuous and such that \( \chi_{\lambda_k} \not\in L^1(0, \infty) \) for \( k = 1, \ldots, n_+ \). Then

\[
A_\Delta x = (\Delta x)', \quad D(A_\Delta) = \{ x \in L^1_{[\Delta]}(0, \infty) ; \Delta x \in AC_{loc}[0, \infty), (\Delta x)' \in L^2_{[\Delta]}(0, \infty) \}
\]

generates a \( C_0 \)-semigroup.

In (i), \( D(A_\Delta) \) remains unchanged if we put \( K = I \). Thus, in both cases it is enough to proceed as in the proof of Proposition 4.5 but without the \( \lambda_k \)'s and the \( \theta_j \)'s, respectively. Notice that we do not need to assume that \( \Delta \) is bounded as we do not use Lemma 4.7 and Proposition 4.8 in this special case.

Finally we are able to treat general port-Hamiltonian partial differential equations. In Theorem 4.10 below we consider the case \( P_0 = 0 \) and in Corollary 4.12 we then allow \( P_0 \in \mathbb{C}^{n \times n} \) to be arbitrary. This will require an additional assumption on the Hamiltonian.

**Theorem 4.10.** Let \( n \geq 1 \). Let \( P_1 \in \mathbb{C}^{n \times n} \) be Hermitian and invertible. Let \( \mathcal{H}: [0, \infty) \to \mathbb{R}^{n \times n} \) be continuously differentiable, positive and Hermitian. Let \( \Delta, S: [0, \infty) \to \mathbb{C}^{n \times n} \) be continuously differentiable such that \( \Delta \) is diagonal and

\[
P_1 \mathcal{H}(\xi) = S(\xi)^{-1} \Delta(\xi) S(\xi)
\]
holds for all $\xi \in [0, \infty)$. Let $n_- \geq 1$ be the number of negative eigenvalues of $P_1$ and let $Z^-(0)$ be the span of the eigenvectors of $P_1\mathcal{H}(0)$ that correspond to negative eigenvalues. Let $n_+ = n - n_- \geq 0$ be the number of positive eigenvalues of $P_1$. Let $W_B \in \mathbb{C}^{n-\times n}$ and let

$$[U_1 \ U_2] = W_B\mathcal{H}(0)S(0)^{-1}$$

with $U_1 \in \mathbb{C}^{n-\times n_+}, U_2 \in \mathbb{C}^{n-\times n_-}$. If $n_+ = 0$, then let $U_2 = W_B\mathcal{H}(0)S(0)^{-1} \in \mathbb{C}^{n-\times n_-}$. Assume

(a) that $\Delta: [0, \infty) \to \mathbb{C}^{n\times n}$ is bounded,
(b) that $S: L^2_0(0, \infty) \to L^2_{|\Delta|}(0, \infty), x \mapsto Sx$ is an isomorphism of Banach spaces,
(c) that $B: L^2_{|\Delta|}(0, \infty) \to L^2_{|\Delta|}(0, \infty), g \mapsto Bg := S(S^{-1})'\Delta g$ is a bounded operator,
(d) that $C: L^2_{|\Delta|}(0, \infty) \to L^2_{|\Delta|}(0, \infty), x \mapsto Cx := S'P_1\mathcal{H}x$ is well-defined,
(e) that $\text{rk} W_B = n_-.$

Then we have $A_{\Delta}x = P_1(\mathcal{H}x)'$

$$D(A_{\Delta}) = \{ x \in L^2_{\mathcal{H}}(0, \infty) : \mathcal{H}x \in AC_{\text{loc}}[0, \infty), (\mathcal{H}x)' \in L^2_{\mathcal{H}}(0, \infty) \text{ and } W_B(\mathcal{H}x)(0) = 0 \}.$$ 

the following are equivalent.

(i) The operator $A_{\Delta}$ generates a $C_0$-semigroup.
(ii) The matrix $U_2$ is invertible.
(iii) We have $W_B\mathcal{H}(0)Z^{-1}(0) = \mathbb{C}^{n_-}$.

Proof. Since

$$\sigma(P_1\mathcal{H}(\xi)) = \sigma(P_1\mathcal{H}(\xi)^{1/2}\mathcal{H}(\xi)^{1/2}) = \sigma(\mathcal{H}(\xi)^{1/2}P_1\mathcal{H}(\xi)^{1/2}) = \sigma(\mathcal{H}(\xi)^{1/2}P_1(\mathcal{H}(\xi)^{1/2})^*)$$

holds, for every $\xi \in [0, \infty)$ the matrix $P_1\mathcal{H}(\xi)$ has the same number of positive resp. negative eigenvalues as $P_1$ by Sylvester’s law of inertia, see, e.g., [8, Definition 4.5.4 and Theorem 4.5.7]. The number of negative eigenvalues of $P_1\mathcal{H}(\xi)$ is thus $n_-$ and the number of positive eigenvalues is $n_+$; both are independent of $\xi \in [0, \infty)$.

Assume first that $n_-, n_+ \geq 1$ holds. By rearranging the coordinates in $\mathbb{C}^n$ we may assume that $\Delta$ is of the form considered in Proposition 4.3. By our assumptions the entries are strictly positive, resp. strictly negative continuous functions and as they are all bounded by (a), their reciprocals are not in $L^1(0, \infty)$. For $g \in \mathcal{L}_{|\Delta|}(0, \infty)$ we write $g(\xi) = [g_+ (\xi) \ g_- (\xi)]^T$ with $g_+ (\xi) \in \mathbb{C}^{n_+}$ and $g_- (\xi) \in \mathbb{C}^{n_-}$. Then we have

$$W_B(\mathcal{H}S^{-1}g)(0) = W_B\mathcal{H}(0)S^{-1}(0)g(0)$$

$$= [U_1 \ U_2] \begin{bmatrix} g_+(0) \\ g_-(0) \end{bmatrix}$$

$$= U_1g_+(0) + U_2g_-(0) + U_2g_-(0)$$

$$= U_1\Delta(0)^{-1}((\Delta(0)g_+(0)) + U_2\Theta(0)^{-1}(\Theta(0)g_-(0)).$$

$$= Q(\Delta(0)g_+(0)) + K(\Theta(0)g_-(0)).$$

with $Q := U_1\Delta(0)^{-1}$ and $K := U_2\Theta(0)^{-1}$. By (e) we have

$$\text{rank} [K \ Q] = \text{rank} [U_1 \ U_2] \begin{bmatrix} \Delta(0)^{-1} & 0 \\ \Theta(0)^{-1} \end{bmatrix} = \text{rank} [U_1 \ U_2] = \text{rank} W_B = n_-$$

and therefore by Proposition 4.3 the operator $A_{\Delta} : D(A_{\Delta}) \to \mathcal{L}_{|\Delta|}(0, \infty)$ with

$$A_{\Delta}x = (\Delta x)'$$

$$D(A_{\Delta}) = \{ g \in \mathcal{L}_{|\Delta|}(0, \infty) : \Delta g \in AC_{\text{loc}}[0, \infty), (\Delta g)' \in \mathcal{L}_{|\Delta|}(0, \infty) \text{ and } W_B(\mathcal{H}S^{-1}g)(0) = 0 \}.$$
generates a $C_0$-semigroup if and only if $K$ is invertible. Since $\Theta(0)^{-1}$ is invertible, the latter holds if and only if $U_2$ is invertible and this is true if and only if

$$\forall f \in \mathbb{C}^{n-} \exists h \in \mathbb{C}^{n-}: f = U_2 h = [U_1 \ U_2 ] \begin{bmatrix} 0 \\ h \end{bmatrix} = W_B \hat{\mathcal{H}}(0) S^{-1}(0) \begin{bmatrix} 0 \\ h \end{bmatrix}$$

(17)

is valid. The last $n_-$ columns of $S^{-1}(0)$ are eigenvectors of $P_1 \hat{\mathcal{H}}(0)$ that correspond to negative eigenvalues of $P_1 \hat{\mathcal{H}}(0)$. Consequently, $S^{-1}(0)[0 \ h]^T \in \mathbb{C}^{-}(0)$ and thus (17) is equivalent to $W_B \hat{\mathcal{H}}(0) \mathbb{C}^{-}(0) = \mathbb{C}^{n-}$.

By (b) we have the isomorphism

$$S: L^2_{\mathcal{H}}(0, \infty) \rightarrow L^2_{\Delta}(0, \infty), \quad x \mapsto Sx =: g$$

which establishes a bijection between $AC_{\text{loc}}[0, \infty) \cap L^2_{\mathcal{H}}(0, \infty)$ and $AC_{\text{loc}}[0, \infty) \cap L^2_{\Delta}(0, \infty)$ as $S$ is continuously differentiable. For $g \in D(\Delta)$ we therefore can compute locally

$$SA_\varepsilon S^{-1}g = SP_1(\varepsilon S^{-1}g)' = S(P_1 \varepsilon S^{-1}g)' = S(S^{-1} \varepsilon SS^{-1} g)' = S(S^{-1})' \varepsilon g + SS^{-1}(\varepsilon g)' = A_\varepsilon g + Bg$$

(18)

where $B: L^2_{\Delta}(0, \infty) \rightarrow L^2_{\Delta}(0, \infty)$ is bounded by (c). This means that $A_\Delta: D(A_\Delta) \rightarrow L^2_{\Delta}(0, \infty)$ generates a $C_0$-semigroup if and only if $SA_\varepsilon S^{-1}: D(A_\varepsilon) \rightarrow L^2_{\Delta}(0, \infty)$ generates a $C_0$-semigroup. In order to conclude that this is equivalent to $A_{\varepsilon \varepsilon}: D(A_{\varepsilon \varepsilon}) \rightarrow L^2_{\varepsilon \varepsilon}(0, \infty)$ being a generator, it remains to see that

$$S(D(A_{\varepsilon \varepsilon})) = D(A_{\varepsilon \varepsilon}),$$

which then automatically implies $S^{-1}(D(A_{\Delta})) = D(A_{\varepsilon \varepsilon})$. Indeed, for $g \in D(A_{\varepsilon \varepsilon})$ our computation in (18) shows $A_\varepsilon g + Bg \in L^2_{\Delta}(0, \infty)$ and thus

$$P_1(\varepsilon S^{-1} g)' = A_{\varepsilon \varepsilon} S^{-1} g = S^{-1} A_\varepsilon g + S^{-1} Bg \in L^2_{\varepsilon \varepsilon}(0, \infty)$$

holds, which means that $S^{-1}g \in D(A_{\varepsilon \varepsilon})$. For the converse let $x \in D(A_{\varepsilon \varepsilon})$ be given. We see that

$$(\Delta Sx)' = (SP_1 \varepsilon S^{-1} S x)' = (SP_1 \varepsilon x)' = S' P_1 \varepsilon x + SP_1 \varepsilon x = Cx + SP_1 \varepsilon x \in L^2_{\varepsilon \varepsilon}(0, \infty)$$

is true by (d) and it follows that $Sx \in D(\Delta)$.

If $n_+ = 0$, then our assumptions imply already that $U_2$ is invertible and also that $W_B \hat{\mathcal{H}}(0) \mathbb{C}^{n-}$ holds. It has thus to be shown that $A_{\varepsilon \varepsilon}$ always generates a $C_0$-semigroup. To see this we can repeat the above proof but delete $U_1$, $g_+$ and $\Lambda$ wherever they occur. Moreover, we apply Remark 3.10(i) instead of Proposition 4.8 to get the desired result.

\[ \Box \]

**Remark 4.11.**

(i) Theorem 4.10 remains true if the number $n_-$ of negative eigenvalues of $P_1$ is zero. In this case we have to delete the boundary condition $W_B(\hat{\mathcal{H}}x)(0) = 0$ from the domain of $D(A_{\varepsilon \varepsilon})$ and understand conditions (ii) and (iii) to be always true. That then (i) is always valid follows by repeating the second part of the proof of Theorem 4.10 and using Remark 4.9(ii) instead of Proposition 4.8.

(ii) In the case that $P_1 \hat{\mathcal{H}}$ is diagonal and bounded, Proposition 4.8 contains already a generation result for the operator considered Theorem 4.10. Indeed, in Theorem 4.10 we could then select $\Delta = P_1 \hat{\mathcal{H}}$ and $S = I$ which would show that the conditions in Theorem 4.10(a)-(d) hold. The equivalence of Theorem 4.10(i)-(ii) recovers the statement of Proposition 4.8 with

$$[U_1 \ U_2] = W_B \hat{\mathcal{H}}(0) = W_B \text{diag}(\Delta(0), \Theta(0)) = [Q \ K] \text{diag}(\Delta(0), \Theta(0)) = Q \Delta(0) + K \Theta(0)$$

and thus $U_2 = K \Theta(0)$ which is invertible if and only if $K$ is invertible. The difference in this case is that we assumed in Theorem 4.10 that $\hat{\mathcal{H}}$ is continuously differentiable whereas in Proposition 4.8 it is enough if $\Delta = P_1 \hat{\mathcal{H}}$ is continuous.
In the situation of Theorem 4.10 we can perturb the generator $A_\mathcal{H}$ by $A_\mathcal{H}: D(A_\mathcal{H}) \to L^2(0, \infty)$ with any bounded operator $D: L^2(0, \infty) \to L^2(0, \infty)$ and $A_\mathcal{H} + D: D(A_\mathcal{H}) \to L^2(0, \infty)$ will be again a generator. The special case where $D$ is given by the multiplication with $P_0 \mathcal{H}$ where $P_0 \in \mathbb{C}^{n \times n}$ leads us to the situation of a port-Hamiltonian partial differential equation as considered in Section 1.

Corollary 4.12. Let $n \geq 1$. Let $P_0 \in \mathbb{C}^{n \times n}$ be Hermitian and invertible. Let $P_1 \in \mathbb{C}^{n \times n}$ be arbitrary. Let $\mathcal{H}: [0, \infty) \to \mathbb{R}^{n \times n}$ be continuously differentiable, positive and Hermitian. Let $n_-, \Delta, S, W_B, Z^-(0)$ and $U_2$ be as in Theorem 4.10 and assume additionally, that $\mathcal{H}: L^2(0, \infty) \to L^2(0, \infty)$ is bounded. Then

$$A_\mathcal{H} x = P_1 (\mathcal{H} x)' + P_0 \mathcal{H} x$$

$$D(A_\mathcal{H}) = \{ x \in L^2(0, \infty) : \mathcal{H} x \in AC_{loc}[0, \infty), (\mathcal{H} x)' \in L^2(0, \infty) \text{ and } W_B(\mathcal{H} x)(0) = 0 \}$$

generates a $C_0$-semigroup if and only if the equivalent conditions in Theorem 4.10(ii)–(iii) are satisfied.

Notice that the additional assumption of Corollary 4.12 is automatically satisfied if $\mathcal{H}: [0, \infty) \to \mathbb{C}^{n \times n}$ is bounded. In the case that $P_0 \mathcal{H}$ is diagonal and bounded, and Proposition 4.8 is applied instead of Theorem 4.10 we get immediately a corresponding result for the port-Hamiltonian system with arbitrary $P_0 \in \mathbb{C}^{n \times n}$.

## 5. Well-posedness

In Proposition 4.8 we used the Weiss Theorem, see Theorem 3.6 in Section 3, to characterize the linear boundary conditions that turn the operator $A_\Delta: L^2(0, \infty) \to L^2(0, \infty)$ into the generator of a $C_0$-semigroup. Our proof showed however more, namely that the boundary control system $(\Sigma')$, see p. 10 is well-posed. Our aim in this section is to extend the latter to the general form of a port-Hamiltonian partial differential equation and to general boundary control and measurement. We follow the ideas of [11, Chapter 13.2 and 13.4] and consider the port-Hamiltonian system

\[
\begin{align*}
\frac{\partial x}{\partial t}(\xi, t) &= P_1 \frac{\partial}{\partial \xi}(\mathcal{H}(\xi)x(\xi, t)) + P_0(\mathcal{H}(\xi)x(\xi, t)) \\
x(\xi, 0) &= x_0(\xi) \\
u(t) &= W_{B,1}\mathcal{H}(0)x(0,t) \\
o &= W_{B,2}\mathcal{H}(0)x(0,t) \\
y(t) &= W_C\mathcal{H}(0)x(0,t)
\end{align*}
\]  

for $\xi \in [0, \infty)$ and $t \geq 0$, where $W_{B,1} \in \mathbb{C}^{n \times n}$, $W_{B,2} \in \mathbb{C}^{(n_--p) \times n}$ with $1 \leq p \leq n_-$ and $W_C \in \mathbb{C}^{q \times n}$ for $1 \leq q \leq n_+$ with $n_+ = n - n_-$. If $p = n_-$ we understand that equation (19d) is dropped. Above, $n_-$ stands, as in Section 4, for the number of negative eigenvalues of $P_1$ which we throughout this section assume to be strictly positive. Notice that Section 4 showed that without these assumptions we get a generator without boundary conditions, and therefore a discussion of boundary control and measurement leads only to pathological cases. Similar reasons lead to the assumption $p, q \geq 1$ that we made above.

Lemma 5.1. Let the general assumptions of Theorem 4.10 be satisfied with $W_B = [W_{B,1}, W_{B,2}]^T \in \mathbb{C}^{n_--x \times n}$ and let $\mathcal{H}: L^2(0, \infty) \to L^2(0, \infty)$ be bounded. Assume that the equivalent conditions in Theorem 4.10(i)–(iii) are satisfied. We define $A: D(A) \to L^2(0, \infty)$, $B: D(B) \to \mathbb{C}^q$ and $C: D(C) \to \mathbb{C}^q$. 


The transformation of variables thus leads to the system of Lemma 5.1, is well-posed.

As in the proof of Theorem 4.10 we use the transformation of variables with

\[ A\varphi = W_{B,1}(\mathcal{H}\varphi)(0), \ C\varphi = W_C(\mathcal{H}\varphi)(0) \]

where the domains are given by \( D(\mathcal{C}) = D(\mathcal{B}) = D(A) = \{ x \in L^2_{r}(0, \infty) ; \mathcal{H}x \in AC_{loc}[0, \infty), (\mathcal{H}x)' \in L^2_{r}(0, \infty), W_{B,2}(\mathcal{H}x)(0) = 0 \}. \) Then

\[
(\Sigma_{\mathcal{H}}) \begin{cases} 
\dot{x}(t) = Ax, \\
u(t) = Bx, \\
y(t) = Cx,
\end{cases}
\]
defines a boundary control system in the sense of Definition 3.1.

Proof. By Corollary 4.12 \( A|_{\ker B} : D(A) \cap \ker B \to L^2_{r}(0, \infty) \) generates a \( C_0 \)-semigroup. Now we select \( \varphi \in C^\infty[0, \infty) \) with compact support and such that \( \varphi(0) = 1 \). Since rank \( W_B = n_- \), we can put

\[ S := W_B^*(W_BW_B^{-1}) \text{ diag}(I_p, 0) \in \mathbb{C}^{n_- \times n_-}, \]

where \( I_p \) is the identity matrix in \( \mathbb{C}^{p \times p} \) and 0 denotes the zero matrix in \( \mathbb{C}^{(n_- - p) \times (n_- - p)} \). We get

\[ W_B S = \begin{bmatrix} W_{B,1} \\ W_{B,2} \end{bmatrix} \begin{bmatrix} S_1 & S_2 \end{bmatrix} = \begin{bmatrix} I_p & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{C}^{n_- \times n_-} \]

where \( S_1 \in \mathbb{C}^{n_+} \). If \( p = n_- \) we omit the zeros and \( S_2 \) in the equation above. We define

\[ B : \mathbb{C}^p \to L^2_{r}(0, \infty), \ (Bu)(\xi) = \mathcal{H}(\xi)^{-1}S_1 \varphi(\xi)u \]

which is a linear operator with values in \( D(A) \) due to the properties of \( \varphi \) and since

\[ W_{B,2}(\mathcal{H}Bu)(0) = W_{B,2}\mathcal{H}(0)\mathcal{H}(0)^{-1}S_1 \varphi(0)u = W_{B,2}S_1 u = 0 \]

holds. Finally we have

\[ B Bu = W_{B,1}\mathcal{H}(0)(Bu)(0) = W_{B,1}\mathcal{H}(0)\mathcal{H}(0)^{-1}S_1 \varphi(0)u = W_{B,1}S_1 u = u \]

for every \( u \in \mathbb{C}^p \). Moreover, \( AB : \mathbb{C}^p \to L^2_{|\Delta|}(0, \infty) \) and \( \mathcal{C} : D(\mathcal{C}) \to \mathcal{C}^q \) are linear and continuous. Consequently \( (\Sigma_{\mathcal{H}}) \) defines a boundary control system in the sense of Definition 3.1.

---

**Theorem 5.2.** Let the general assumptions of Theorem 4.10 be satisfied with \( W_B = [W_{B,1} \ W_{B,2}]^T \in \mathbb{C}^{n_- \times n} \) and let \( \mathcal{H} : L^2_{\mathcal{H}}(0, \infty) \to L^2_{r}(0, \infty) \) be bounded. Assume that the equivalent conditions in Theorem 4.10(i)–(iii) are satisfied. Then the port-Hamiltonian system 10, more formally the boundary control system of Lemma 5.1 is well-posed.

Proof. Due to our assumptions, the map \( \mathcal{P} \mathcal{H} : L^2_{\mathcal{H}}(0, \infty) \to L^2_{r}(0, \infty) \) is bounded. In view of Lemma 13.14] it is thus enough to prove the well-posedness of \( (\Sigma_{\mathcal{H}}) \) from Lemma 5.1 for \( P_0 = 0 \).

As in the proof of Theorem 4.10 we use the transformation of variables \( g = Sx \) and use the notation established in Section 4. We define \( \tilde{W}_{B,1} := W_{B,1}P_1^{-1}S^{-1}(0), \tilde{W}_{B,2} := W_{B,2}P_1^{-1}S^{-1}(0) \) and \( \tilde{W}_C := WC_1 P_1^{-1}S^{-1}(0) \). Then the boundary conditions \( 19c \)–\( 19d \) can be transformed into

\[ u(t) = \tilde{W}_{B,1}(\Delta g)(0), \ 0 = \tilde{W}_{B,2}(\Delta g)(0) \text{ and } y(t) = \tilde{W}_C(\Delta g)(0) \]

Since \( P_1^{-1}S^{-1}(0) \) are invertible, \( W_B = [\tilde{W}_{B,1} \ \tilde{W}_{B,2}]^T \) has rank \( n_- \).

The transformation of variables thus leads to the system

\[
(\Sigma_{\Delta}) \begin{cases} 
\dot{y}(t) = Ag, \\
u(t) = Bg, \\
y(t) = Cg,
\end{cases}
\]

with \( A : D(A) \to L^2_{|\Delta|}(0, \infty), B : D(B) \to \mathbb{C}^p \) and \( \mathcal{C} : D(\mathcal{C}) \to \mathbb{C}^q \) which are defined via

\[ Ag = (\Delta g)', \ Bg = \tilde{W}_{B,1}(\Delta g)(0), \ Cg = \tilde{W}_C(\Delta g)(0) \]
where the domains are given by $D(\mathcal{C}) = D(\mathcal{B}) = D(\mathcal{A}) = \{ \varphi \in L^2_{\Delta}(0, \infty) : \Delta \varphi \in AC_{\text{loc}}[0, \infty), (\Delta \varphi)' \in L^2_{\Delta}(0, \infty), \hat{W}_{1,2}(\Delta \varphi)(0) = 0 \}$. It is thus enough to show that $(\Sigma_{\Delta})$ is well-posed.

We define a third system

$$(\tilde{\Sigma}_{\Delta}) \begin{cases} \dot{\tilde{g}}(t) = \tilde{A} \tilde{g}, \\ \tilde{u}(t) = \tilde{B} \tilde{g}, \\ \tilde{g}(t) = \tilde{C} \tilde{g}, \end{cases}$$

via $\tilde{A} : D(\tilde{A}) \to L^2_{\Delta}(0, \infty), \tilde{B} : D(\tilde{B}) \to \mathbb{C}^p$ and $\tilde{C} : D(\tilde{C}) \to \mathbb{C}^q$ given by

$$\tilde{A} \tilde{g} = (\Delta \tilde{g})', \quad \tilde{B} \tilde{g} = [\hat{W}_{1,1} \hat{W}_{1,2}]' (\Delta \tilde{g})(0), \quad \tilde{C} \tilde{g} = \hat{W}_{C}(\Delta \tilde{g})(0)$$

where the domains are $D(\tilde{B}) = D(\tilde{A}) = \{ \tilde{g} \in L^2_{\Delta}(0, \infty) : \Delta \tilde{g} \in AC_{\text{loc}}[0, \infty), (\Delta \tilde{g})' \in L^2_{\Delta}(0, \infty) \}$ and $D(\tilde{C}) = D(\hat{C})$. If $p = n_{-}$, then we put $(\tilde{\Sigma}_{\Delta}) = (\Sigma_{\Delta})$. It can be seen by the same arguments as in Lemma 5.1 that the above is a boundary control system.

Assume now that $(\tilde{\Sigma}_{\Delta})$ is well-posed, cf. definition 3.2. Then there exists $\tau > 0$ and $m_{\tau} > 0$ such that the estimate

$$\|\tilde{g}(\tau)|_{L^2_{\Delta}(0, \infty)}^2 + \int_{0}^{\tau} \|\tilde{g}(t)|_{L^2_{\Delta}(0, \infty)}^2 \, dt \leq m_{\tau} \left( \|\tilde{g}(0)|_{L^2_{\Delta}(0, \infty)}^2 + \int_{0}^{\tau} \|\tilde{u}(t)|_{L^2_{\Delta}(0, \infty)}^2 \, dt \right)$$

(20)

is true for any $g_0 \in D(\tilde{A}), \tilde{u} \in C^2([0, \tau], \mathbb{C}^{n_{-}})$ with $\tilde{u}(0) = \tilde{B} g_0$ where $\tilde{g}$ denotes the classical solution and $\tilde{g} = \tilde{C} \tilde{g}$ is the corresponding output. We claim that (20) holds for the system $(\Sigma_{\Delta})$. We select $\tau$, $m_{\tau} > 0$ as above. Let $g_0 \in D(\tilde{A}) \subseteq D(\tilde{A}), u \in C^2([0, \tau], \mathbb{C}^p)$ and $y \in D(\hat{C})$ be given. We put $\tilde{g}_0 = g_0, \tilde{u} = [u, 0]^T \in C^2([0, \tau], \mathbb{C}^{n_{-}})$, and $\tilde{y} = y$. Then the classical solution $g$ corresponding to $(\Sigma_{\Delta})$ coincides with the classical solution $\tilde{g}$ corresponding to $(\tilde{\Sigma}_{\Delta})$. Thus, $(\tilde{\Sigma}_{\Delta})$ is also well-posed.

It remains to show that $(\tilde{\Sigma}_{\Delta})$ is well-posed. We choose an invertible matrix $P \in \mathbb{C}^{n_{-} \times n_{-}}$ such that

$$P \begin{bmatrix} \hat{W}_{1,1} \\ \hat{W}_{1,2} \end{bmatrix} = [Q \ K] \in \mathbb{C}^{n_{-} \times n_{-}}$$

with $Q \in \mathbb{C}^{n_{-} \times n_{-}}$ arbitrary and $K \in \mathbb{C}^{n_{-} \times n_{-}}$ invertible. The proof of Proposition 4.8 showed that the system

$$(\Sigma') \begin{cases} \dot{\chi}(t) = (\Delta \chi)', \\ \chi(t) = [K^{-1} Q I_{n_{-}}] (\Delta \tilde{g})(0), \\ \chi(t) = (\Delta \tilde{g})(0), \end{cases}$$

is well-posed. As $P^{-1} K : \mathbb{C}^{n_{-}} \to \mathbb{C}^{n_{-}}, u \mapsto P^{-1} K u$, is an isomorphism, and $\text{diag}(W_C, 0) : \mathbb{C}^q \to \mathbb{C}^{n_{-}}$, $y \mapsto \text{diag}(W_C, 0)y$ is continuous, we get that $(\tilde{\Sigma}_{\Delta})$ is well-posed.

6. Examples

Example 6.1. (Weighted transport equation) We consider the one-dimensional “weighted transport equation” on $(0, \infty)$, i.e.,

$$\frac{\partial}{\partial t} (\xi, t) = -\frac{\partial}{\partial \xi} \chi(\xi, t), \quad \chi(\xi, 0) = x_0(\xi),$$

where $\chi$ is continuous, strictly positive and satisfies $\frac{1}{\chi} \notin L^1(0, \infty)$. With $\theta = -\chi$ we see that the above fits into the situation of Proposition 4.3 which yields that

$$Ax = -\frac{\partial}{\partial \xi} (\chi x)$$

$$D(A) = \{ x \in L^2_{\chi}(0, \infty) : \chi x \in AC_{\text{loc}}[0, \infty), (\chi x)' \in L^2_{\chi}(0, \infty) \text{ and } (\chi x)(0) = 0 \}$$
generates a \( C_0 \)-semigroup on \( L^2(0, \infty) \). Similarly, the one-dimensional weighted transport equation on \( (0, \infty) \) with positive sign gives rise to a \( C_0 \)-semigroup via Proposition 4.2. Notice that in the latter case there is no boundary condition at zero.

**Example 6.2. (Transport equation on a network)** We consider a network of five transport equations, each defined on \([0, \infty)\), i.e.,

\[
\frac{\partial x_j}{\partial t}(\xi, t) = p_j \frac{\partial x_j}{\partial \xi}(\xi, t), \quad x_j(\xi, 0) = x_j^0(\xi) \quad \text{for} \quad \xi \in [0, \infty), \quad t \geq 0 \quad \text{and} \quad j = 1, \ldots, 5,
\]

with \( p_j = +1 \) for \( j = 1, 2, 3 \) and \( p_j = -1 \) for \( j = 4, 5 \) and coupled by the equations

\[
x_4(0, t) = x_2(0, t) - x_3(0, t) \quad \text{and} \quad x_5(0, t) = x_2(0, t) - x_1(0, t)
\]

relating the inputs on the outgoing edges 4 and 5 with the output of the incoming edges 1, 2 and 3.

![Figure 1. Network of five transport equations on \([0, \infty)\) which are coupled via boundary conditions imposed at a central node.]

We use the notation \( x = [x_1 \cdots x_5]^T \), put \( P_1 := \text{diag}(p_1, \ldots, p_5) \), and consider the operator

\[
Ax = P_1 \frac{\partial}{\partial \xi} x
\]

\[
D(A) = \{ x \in L^2(0, \infty) ; x \in AC_{\text{loc}}[0, \infty), x' \in L^2(0, \infty) \text{ and } W_B x(0) = 0 \}
\]

with the matrix

\[
W_B = \begin{bmatrix} 1 & -1 & 0 & 0 & 1 \\ 0 & -1 & 1 & 1 & 0 \end{bmatrix}.
\]

As \( P_1 \mathcal{H} = P_1 \) is diagonal, \( n_+ = 3 \), and \( n_- = 2 \), we are in the situation of Proposition 4.8 if we rewrite the boundary condition as

\[
0 = W_B x(0) = Q x_+ (0) + K x_-(0) = \begin{bmatrix} 1 & -1 & 0 \\ 0 & -1 & 1 \end{bmatrix} \begin{bmatrix} x_1(0, t) \\ x_2(0, t) \\ x_3(0, t) \end{bmatrix} + \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_4(0, t) \\ x_5(0, t) \end{bmatrix}
\]

with an invertible matrix \( K \). It follows that \( A : D(A) \to L^2(0, \infty) \) generates a \( C_0 \)-semigroup.

We remark that we can modify the above and consider a network of “weighted transport equations” in the spirit of Example 6.1 by adding a Hamiltonian \( \mathcal{H} = \text{diag}(h_1, \ldots, h_5) \) with functions \( h_j : [0, \infty) \to \mathbb{R} \) that are continuous, strictly positive and bounded.

Notice that in the initial setting of unweighted transport equations we could also use Theorem 4.10 instead of Proposition 4.8 and obtain exactly the same result. In this case we see that \( U_2 = K \) is invertible or \( W_B Z^{-1}(0) = W_B C^2 = C^2 \). In the weighted case, Theorem 4.10 would require continuously differentiable \( h_j \)’s, whereas Proposition 4.8 requires only continuity. Both results require boundedness.

The above example is related to the study of so-called metric graphs, see, e.g., Mugnolo [14]. We mention that a result by Schubert et al. [15] Section 4.2, with some slight adjustments, allows to treat the situation of even countable many coupled transport equations on \([0, \infty)\). Their theorem however characterizes the existence of unitary \( C_0 \)-semigroups for which an equal number of outgoing and ingoing edges is necessary.
Example 6.3. (Vibrating string) Consider an undamped vibrating string of infinite length, i.e.,

$$\frac{\partial^2 w}{\partial t^2}(\xi, t) = -\frac{1}{\rho(\xi)} \frac{\partial}{\partial \xi} \left( T(\xi) \frac{\partial w}{\partial \xi}(\xi, t) \right)$$

(21)

where $\xi \in [0, \infty)$ is the spatial variable, $w(\xi, t)$ is the vertical displacement of the string at place $\xi$ and time $t$, $T(\xi) > 0$ is Young’s modulus of the string, and $\rho(\xi) > 0$ is the mass density. Both may vary along the string in a continuously differentiable way. We choose the momentum $\gamma P$ and the strain $x_1 = \rho \frac{\partial w}{\partial t}$ and the state $x_2 = \frac{\partial w}{\partial \xi}$ as the state variables. Then, (21) can be written as

$$\frac{\partial}{\partial t} \begin{bmatrix} x_1(\xi, t) \\ x_2(\xi, t) \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \frac{\partial}{\partial \xi} \left( \begin{bmatrix} \rho(\xi)^{-1} & 0 \\ 0 & T(\xi) \end{bmatrix} \begin{bmatrix} x_1(\xi, t) \\ x_2(\xi, t) \end{bmatrix} \right)$$

(22)

which is of the form considered in Theorem 4.10 if we put

$$P_1 := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad P_0 := \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \text{and } \mathcal{H}(\xi) := \begin{bmatrix} \rho(\xi)^{-1} & 0 \\ 0 & T(\xi) \end{bmatrix}.$$

Diagonalizing $P_1 \mathcal{H} = S^{-1} \Delta S$ leads to

$$S = \begin{bmatrix} \gamma^{-1} & \rho/2 \\ -(2\gamma)^{-1} & \rho/2 \end{bmatrix}, \quad S^{-1} = \begin{bmatrix} \gamma & \rho/\gamma \\ \rho^{-1} & \gamma \rho^{-1} \end{bmatrix}, \quad \text{and } \Delta = \begin{bmatrix} \gamma & 0 \\ 0 & -\gamma \end{bmatrix},$$

where $\gamma := (T/\rho)^{1/2}$. In particular, we have $n_+ = n_- = 1$ and

$$Z^-(0) = \text{span} \begin{bmatrix} -\gamma(0) \\ \rho(0)^{-1} \end{bmatrix}.$$

We endow (22) with the boundary condition

$$W_B(\mathcal{H}x)(0) = 0$$

given by the matrix $W_B = [w_1 \ w_2] \in \mathbb{C}^{1 \times 2}$ of rank 1, or, equivalently, the wave equation (21) with the boundary conditions

$$\begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \left[ \rho \frac{\partial w}{\partial t}(0, t) \right] = 0.$$

The condition in Theorem 4.10 (iii), i.e., $W_B \mathcal{H}(0)Z^-(0) = \mathbb{C}^1$, holds if and only if

$$0 \neq \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \begin{bmatrix} \rho(0)^{-1} & 0 \\ 0 & T(0) \end{bmatrix} \begin{bmatrix} -\gamma(0) \\ \rho(0)^{-1} \end{bmatrix} = -w_1 \rho(0)^{-1} \gamma(0) + w_2 T(0) \rho(0)^{-1}$$

which is equivalent to

$$w_1 \gamma(0) \neq w_2 T(0).$$

(23)

The operator $B$: $L^2_{(0, \infty)} \to L^2_{(0, \infty)}$ from Theorem 4.10 is given by multiplication with

$$S(S^{-1})' \Delta = \begin{bmatrix} \gamma' & 0 \\ 0 & -\gamma' \end{bmatrix} = \begin{bmatrix} \gamma & 0 \\ 0 & -\gamma \end{bmatrix} - \frac{\delta}{4\gamma^2 \rho^2} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix} + \frac{\sigma \gamma}{2 \rho} \begin{bmatrix} -1 & 1 \\ 1 & 1 \end{bmatrix}$$

where $\delta := T'\rho - T\rho'$ and $\sigma := \rho'$. The map $C$: $L^2_{(0, \infty)} \to L^2_{(0, \infty)}$ from Theorem 4.10 is given by multiplication with

$$S' P_1 \mathcal{H} = \begin{bmatrix} \rho'/2 & 0 \\ 0 & \rho'/2 \end{bmatrix} \begin{bmatrix} \rho(\xi)^{-1} & 0 \\ 0 & T(\xi) \end{bmatrix} = \frac{\sigma}{2\rho} \begin{bmatrix} 1 & 0 \\ 1 & 0 \end{bmatrix} + \frac{\delta T}{4\gamma^2 \rho^2} \begin{bmatrix} 0 & -1 \\ 1 & 1 \end{bmatrix}.$$

The question of interest is, when the operator

$$A_{\mathcal{H}x} = P_1(\mathcal{H}x)'$$
\[ D(A_{3\xi}) = \{ x \in L^2_{\partial}(0, \infty); \mathcal{H}x \in AC_{loc}[0, \infty), (\mathcal{H}x)' \in L^2_{\partial}(0, \infty) \text{ and } W_B(\mathcal{H}x)(0) = 0 \}. \]

generates a \( C_0 \)-semigroup. We discuss the following three scenarios.

1. For constant modulus \( T(\xi) \equiv T > 0 \) and constant mass density \( \rho(\xi) \equiv \rho > 0 \), we have \( L^2_{\partial}(0, \infty) = L^2_{\Delta}(0, \infty) = H^1(0, \infty) \) algebraically with equivalent norms. As \( S, B \) and \( C \) multiply with constant matrices the assumptions of Theorem 4.10 are satisfied and thus \( A_{3\xi}: D(A_{3\xi}) \to L^2_{\Delta}(0, \infty) \) generates a \( C_0 \)-semigroup if and only if \[ 23 \], i.e., \( w_1 \gamma \neq w_2 T \), holds.

2. Also under the standard assumption of, e.g., \[ 11, 7, 10, 11 \], namely
\[ \exists m, M > 0 \forall \xi \in [0, \infty), \zeta \in C^n: m|\xi|^2 \leq \zeta^* \mathcal{H}(\xi) \zeta \leq M|\xi|^2 \] (24)
one can see that Theorem 4.10 is applicable, if we additionally assume that \( \rho' \) and \( T' \) are bounded. Notice that in \[ 11, 7, 10, 11 \] the estimate in (24) comes “for free” if \( \mathcal{H} \) is continuous, since in these papers \( \xi \in [a, b] \) is considered. In our setting of a non-compact spatial domain this is not the case. Condition (24) implies that \( \Delta \) satisfies, with different constants, the same estimate. From this it follows that \( L^2_{\partial}(0, \infty) = L^2_{\Delta}(0, \infty) = H^1(0, \infty) \) are equal algebraically with equivalent norms. The boundedness of \( \rho' \) and \( T' \) guarantees that \( B, C: L^2(0, \infty) \to L^2(0, \infty) \) are bounded. Therefore, the question of generation again reduces to \[ 23 \] and \( A_{3\xi}: D(A_{3\xi}) \to L^2_{\Delta}(0, \infty) \) generates a \( C_0 \)-semigroup if and only if \( w_1 \gamma(0) \neq w_2 T(0) \) holds.

3. Finally, we want to give an explicit example where \( \rho \) and \( T \) are bounded, but not bounded away from zero, and nevertheless the assumptions of Theorem 4.10 can be verified. Notice that below the Hamiltonian \( \mathcal{H} \) does neither satisfy the lower nor the upper estimate in (24). Let from now on \( \rho(\xi) = 1/\xi \) and \( T(\xi) = 1/\xi^3 \) for \( \xi \gg 1 \). For \( \xi \in [0, 1] \) we define \( \rho(\xi) \) and \( T(\xi) \) in a way that \( \rho, T: [0, \infty) \to (0, \infty) \) are continuously differentiable. For the conditions to be checked, i.e., Theorem 4.10(a)–(d), then the compact part \( [0, 1] \) of the domain can be neglected. For \( \xi \geq 1 \) we have \( \gamma(\xi) = 1/\xi, \delta(\xi) = -2/\xi^3 \) and \( \sigma(\xi) = -1/k^2 \). From this we see that
\[ \mathcal{H} = \begin{bmatrix} \xi & 0 \\ 0 & 1/\xi^3 \end{bmatrix}, \quad |\Delta| = \begin{bmatrix} 1/\xi & 0 \\ 0 & 1/\xi \end{bmatrix}, \quad B = \begin{bmatrix} 0 & -1/\xi^2 \\ 1/\xi^2 & 0 \end{bmatrix}, \quad C = \frac{1}{2} \begin{bmatrix} -1/\xi & 1/\xi^3 \\ -1/\xi & -1/\xi^3 \end{bmatrix} \]
holds for \( \xi \geq 1 \) and we observe that Theorem 4.10(a) holds. We select \( K_1 \geq 1 \) such that
\[ \|Bg\|^2_{L^2_{\partial}(0, \infty)} = \int_0^\infty g^* B^* |\Delta| B g d\lambda \leq K_1 \int_0^\infty g^* |\Delta| g d\lambda = K_1 \|g\|^2_{L^2_{\partial}(0, \infty)} \]
holds for all \( g \in L^2_{\partial}(0, \infty) \). Furthermore, we select \( K_2 \geq 1 \) such that
\[ \|Cx\|^2_{L^2_{\partial}(0, \infty)} = \int_0^\infty x^* C^* |\Delta| C x d\lambda \leq K_2 \int_0^\infty x^* |\Delta| x d\lambda = K_2 \|x\|^2_{L^2_{\partial}(0, \infty)} \]
holds for all \( x \in L^2_{\partial}(0, \infty) \). This is possible since
\[ B^* |\Delta| B = \begin{bmatrix} 1/\xi^5 & 0 \\ 0 & 1/\xi^5 \end{bmatrix} \quad \text{and} \quad C^* |\Delta| C = \frac{1}{2} \begin{bmatrix} 1/\xi^2 & 0 \\ 0 & 1/\xi^3 \end{bmatrix} \]
holds for \( \xi \geq 1 \). This establishes that Theorem 4.10(b)–(c) is satisfied. Finally we see that
\[ \|Sx\|^2_{L^2_{\partial}(0, \infty)} = \int_0^\infty x^* S^* |\Delta| S x d\lambda = \frac{1}{2} \int_0^\infty x^* |\Delta| x d\lambda = \frac{1}{2} \|x\|^2_{L^2_{\partial}(0, \infty)} \]
holds since we have
\[ S^* |\Delta| S = \begin{bmatrix} (2\gamma)^{-1} & 0 \\ 0 & \rho^2 \gamma / 2 \end{bmatrix} = \frac{1}{2} \begin{bmatrix} \xi & 0 \\ 0 & 1/\xi^3 \end{bmatrix} = \frac{1}{2} \mathcal{H} \]
for \( \xi \geq 1 \). This implies that also Theorem 4.10(b) is satisfied. It follows that the corresponding operator \( A_{3\xi}: D(A_{3\xi}) \to L^2_{\Delta}(0, \infty) \) generates a \( C_0 \)-semigroup if and only if \( w_1 \gamma(0) \neq w_2 T(0) \) holds.
There is a rich literature treating the wave equation in the case of variable coefficients, see, e.g., Todorova, Yordanov [19] and the references therein, deriving explicit estimates of the energy norm of solutions. Using our explicit formulas for the semigroups it is not hard to see that for constant $\rho$ and $T$ the semigroup corresponding to (21) is not strongly stable in the sense of [4 Definition V.1.1]. Further stability results, treating the case of non-constant coefficients, will be contained in a forthcoming paper.
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