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ABSTRACT

The goal of Quality Diversity Optimization is to generate a collection of diverse yet high-performing solutions to a given problem at hands. Typical benchmark problems are, for example, finding a repertoire of robot arm configurations or a collection of game playing strategies. In this paper, we propose a set of Quality Diversity Optimization problems that tackle hyperparameter optimization of machine learning models - a so far underexplored application of Quality Diversity Optimization. Our benchmark problems involve novel feature functions, such as interpretability or resource usage of models. To allow for fast and efficient benchmarking, we build upon YAHPO Gym, a recently proposed open source benchmarking suite for hyperparameter optimization that makes use of high performing surrogate models and returns these surrogate model predictions instead of evaluating the true expensive black box function. We present results of an initial experimental study comparing different Quality Diversity optimizers on our benchmark problems. Furthermore, we discuss future directions and challenges of Quality Diversity Optimization in the context of hyperparameter optimization.

CCS CONCEPTS

• Computing methodologies → Search methodologies.
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1 INTRODUCTION

Quality Diversity Optimization (QDO) aims to generate a collection of diverse, high-performing solutions. Classical algorithms are Novelty Search with Local Competition [10] and MAP-Elites [13], which rely on the concepts of evolutionary computation. While the development of new QDO algorithms has seen significant progress [6–8], the community lacks larger testbeds of benchmark problems. In this paper, we propose a set of QDO problems derived from hyperparameter optimization (HPO) of machine learning (ML) models. So far, HPO has been an underexplored area for the application of QDO. Our benchmark problems involve feature functions of high practical importance, such as interpretability or resource usage of models, making the application of QDO algorithms particularly relevant due to their illuminating properties. As an example, consider a random forest [4] in a binary classification setting. Depending on the choice of hyperparameters, a random forest can potentially contain many deep trees. On the one hand, we expect such a random forest to yield good performance, on the other hand, a random forests with thousands of deep trees is not interpretable. We could for example be interested in relating the performance of a random forest to interpretability measures such as the number of features the model uses or the interaction strength of features. In general, a random forest that uses few features and has low interaction strength is expected to perform worse than a large and deep forest, but this strongly depends on the concrete data set at hand. It is therefore of high interest to illuminate the relationship of performance and interpretability and QDO algorithms are very well suited for this task.

1.1 Hyperparameter Optimization

An ML learner or inducer $I$ configured by hyperparameters $\lambda \in \Lambda$ maps a data set $D \in D$ to a model $f$, i.e.,

$$I : D \times \Lambda \rightarrow \mathcal{H}, (D, \lambda) \mapsto f.$$  

HPO methods aim to identify a high-performing hyperparameter configuration (HPC) $\lambda \in \hat{\Lambda}$ for $I_{\lambda}$ [3]. The so-called search space $\Lambda \subset \Lambda$ is typically a subspace of the set of all possible HPCs: $\hat{\Lambda} = \hat{\Lambda}_1 \times \hat{\Lambda}_2 \times \cdots \times \hat{\Lambda}_d$, where $\hat{\Lambda}_i$ is a bounded subset of the domain of the $i$-th hyperparameter $A_i$. $\hat{\Lambda}_i$ can be either continuous, discrete, or categorical. It can also depend on other hyperparameters, meaning that $\hat{\Lambda}_i$ is only active when $\hat{\Lambda}_j$ takes certain values, resulting in a possibly hierarchical search space. The classical (single-objective) HPO problem is defined as:

$$\lambda^* \in \arg \min_{\lambda \in \Lambda} \hat{G}(\lambda),$$  

i.e., the goal is to minimize the estimated generalization error. This typically involves a costly resampling procedure that can take a significant amount of time (see [3] for further details). $\hat{G}(\lambda)$ is a black-box function, as it generally has no closed-form mathematical representation, and analytic gradient information is generally not
available. Therefore, the minimization of \( \hat{\text{GE}}(\Lambda) \) forms an expensive black-box optimization problem. Furthermore, it is typically multimodal and noisy, as \( \text{GE}(\Lambda) \) is only a stochastic estimate of the true unknown generalization error.

### 1.2 Quality Diversity Optimization

The goal of QDO is to generate a collection of diverse yet high-performing solutions. Diversity is defined via behavioral niches on so-called feature functions (behavior functions), whereas performance is defined on an objective function (fitness function). In the following, we assume that a single multi-objective function \( f : \Lambda \to \mathbb{R}^{m}, m \geq 2 \) returns both the objective function as well as the feature functions that span the behavior space. Without loss of generality, we assume that the first dimension returned by \( f \) is the objective function, whereas the dimensions \( 2, \ldots, m \) are the feature functions. We denote by \( y_{i} \) the \( i \)-th output value of \( f(\Lambda) \). We make few assumptions regarding the nature of niches but note that a uniform grid of \( k \) niches is classically constructed by dividing the behavior space into equally sized hyperrectangles [13]. In this case, a niche \( N_{j} \subseteq \mathbb{R}^{m-1} \) is simply defined by lower \((i_{lj})\) and upper \((u_{ij})\) boundaries on each feature function \( i \in \{2, \ldots, m\} \), with \( i_{lj} = u_{ij-1} \) for \( j \in \{2, \ldots, k\} \). A point \( \Lambda \) “belongs” to niche \( N_{j} \) if \( \forall i \in \{2, \ldots, m\}: y_{i} \in [i_{lj}, u_{ij}] \). The best-performing point of a niche is typically referred to as a so-called elite. In this paper, we propose several benchmark instances for QDO problems, which we formally introduce below.

**Definition 1 (QDO Benchmark Problem).** A QDO benchmark problem consists of a function \( f : \Lambda \to \mathbb{R}^{m}, m \geq 2 \) returning both the objective function and feature function values, a bounded search space \( \Lambda \), and a set of \( k \) behavioral niches \( \{N_{1}, \ldots, N_{k}\} \). \( f(\Lambda) = y \) returns \( m \) values \( y = (y_{1}, \ldots, y_{m})' \), where \( y_{1} \) is the objective function value and \( y_{2}, \ldots, y_{m} \) are feature function values. Based on the niches and their properties (e.g., boundaries), solutions are assigned to these niches and collected in an archive.

### 2 Proposed Benchmarks

We propose a collection of twelve QDO benchmark problems belonging to two different contexts: First, we are interested in illuminating interpretability (measured by the number of features used in a model and their interaction strength) and performance trade-offs of ML models. Second, we examine performance trade-offs with respect to model size (memory requirement) and inference time. In general, performance estimation of ML models is noisy. YAHPO Gym can handle both scenarios of providing a deterministic or noisy HPO benchmark. In the following, we employ YAHPO Gym in the deterministic setting and leave the construction of noisy QDO problems to future research.

We build upon YAHPO Gym’s `iaml_ranger` and `iaml_xgboost` benchmark scenarios. A scenario is a collection of benchmark instances that share the same learner and search space but contain multiple data sets. Both `iaml_ranger` and `iaml_xgboost` allow for HPO on four different data sets with the following OpenML IDs: 41146, 40981, 1489, 1067.

#### 2.1 Accuracy and Interpretability

Eight of our proposed QDO benchmark problems belong to the context of performance and interpretability. We suggest benchmarking all instances of the `iaml_ranger` and `iaml_xgboost` scenarios because previous benchmarks on YAHPO Gym have shown that these are interesting problems with relevant search spaces. The search spaces (genotype spaces) are given in Table 1 and Table 2. These search spaces are specifically tailored for existing QDO algorithms and implementations, which often do not support categorical parameters or hierarchical dependencies but only numeric parameters.

We discuss this limitation in Section 3. The objective function is given by the accuracy that is to be maximized. The behavior space is spanned by two feature functions: the number of features (NF) used by a model and their interaction strength (IAS). These measures were proposed to quantify interpretability for any ML model in a model-agnostic way [12]. A feature is regarded as being used by a model if changing the feature changes the prediction of the model. NF is then estimated via a sampling procedure as described in Algorithm 1 of [12]. The IAS is based on accumulated local effects (ALE) [1] of a model and is given by the scaled approximation error between the ALE main effect model (the sum of first-order ALE effects) and the prediction function of the model. For more details, see Section 3.2 of [12]. A model with low NF and IAS is more interpretable than a model with high NF or high IAS, but optimal performance is often reflected in either a high NF or IAS or both. However, this strongly depends on the data set at hand; as ML models can always overfit, resulting in bad generalization performance, simply opting for models having a high NF and IAS is prone to poor performance. It is therefore a priori unknown whether low or high NF / IAS will result in good performance, making the application of QDO algorithms particularly attractive due to the illuminating aspect of QDO. In line with most QDO algorithms and their implementations, we propose to define niches, using a discrete uniform grid archive with ranges \([0, p]\) for NF and \([0, 1]\) for IAS. Here, \( p \) is the number of features present in a data set (e.g., 14 for data set 40981). We propose to use a bin size of \( p + 1 \) for NF (i.e., models in each bin use exactly 0, 1, \ldots, or \( p \) features) and 100 for IAS, resulting in 2100, 1500, 600, and 2200 niches overall for

---

1 These IDs correspond to OpenML data set ids through which data set properties can be queried via https://www.openml.org/d/<id>.
the data sets above. We summarize all benchmark problems in Table 3. In Figure 1, we visualize the exemplary iaml_ranger_40981 problem via a heatmap of the accuracy (color) of different elites, which allows for visually inspecting the alignment of the feature functions and objective function. We present similar heatmaps for all remaining benchmark problems in Appendix A.

### 2.2 Accuracy and Resource Usage

Four of our proposed QDO problems belong to the context of performance and resource usage. We suggest benchmarking all instances of the iaml_ranger scenario. The search space is again given in Table 1. The objective function is given by the accuracy that is to be maximized. The behavior space is spanned by two feature functions: the size of the model if stored on disk (in MB) and the time required to make a prediction on the same data set the model has been trained on (in seconds). These measures are typically of interest in the context of deploying ML models in production environments on different hardware with varying restrictions regarding RAM and latency of predictions [14]. A larger random forest typically consists of plenty and deep trees, and prediction time is both affected by the depth of the individual trees and the number of trees in the forest. In general, a large random forest with deep trees should result in a better performance, but this again depends on the data set at hand. As before, we propose to define niches via a discrete uniform grid archive (for more details, see Table 3). In Figure 1, we visualize the exemplary iaml_ranger_41146 problem via a heatmap of the accuracy (color) of different elites, which allows for visually inspecting the alignment of the feature functions and objective function. We present similar heatmaps for all remaining benchmark problems in Appendix A.

![Figure 1: Heatmaps of the iaml_ranger_40981 interpretability (left) and iaml_ranger_41146 resource usage (right) benchmark problems. The color gradient represents the accuracy (objective function), with black indicating lowest accuracy and bright yellow/white indicating highest accuracy.](image-url)

### Table 1: Search space of iaml_ranger scenarios.

| Hyperparameter    | Type      | Range               | Trafo  |
|-------------------|-----------|---------------------|--------|
| num_trees         | integer   | [1, 2000]           |        |
| mtry.ratio        | continuous| [0, 1]              |        |
| min.node.size     | integer   | [1, 100]            |        |
| sample.fraction   | continuous| [0.1, 1]            |        |

### Table 2: Search space of iaml_xgboost scenarios.

| Hyperparameter    | Type      | Range               | Trafo  |
|-------------------|-----------|---------------------|--------|
| alpha             | continuous| [1e-04, 1000]       | log    |
| lambda            | continuous| [1e-04, 1000]       | log    |
| nrounds           | integer   | [3, 2000]           | log    |
| subsample         | continuous| [0.1, 1]            |        |
| colsample_bylevel | continuous| [0.01, 1]           |        |
| colsample_bytree  | continuous| [0.01, 1]           |        |
| eta               | continuous| [1e-04, 1]          | log    |
| gamma             | continuous| [1e-04, 7]          | log    |
| max_depth         | integer   | [1, 15]             |        |
| min_child_weight  | continuous| [exp(1), 150]       | log    |

"log" in the Trafo column indicates that this parameter is optimized on a logarithmic scale, i.e., the range is given by \([\log(\text{lower}), \log(\text{upper})]\), and values are re-transformed via the exponential function prior to evaluating the HPC.

### 2.3 Benchmark Experiments and Results

We benchmark a basic variant of MAP-Elites [13], a basic variant of CMA-ME [8], and Random Search (i.e., sampling HPCs uniformly at random). To illustrate the potential of fast prototyping of new methods, we also include an optimizer that is a mix between MAP-Elites and CMA-ME, where half of the evaluations of a batch are proposed using a Gaussian emitter and the other half using an improvement emitter, which we abbreviate as “Gauss.+Imp.”. We implement all optimizers in pyribs [18]. All optimizer use a batch size of 100 and run for 1000 iterations, resulting in 100000 evaluations in total. For MAP-Elites, we use \(\sigma_0 = 0.1\) as the standard deviation of the Gaussian distribution. For CMA-ME, we set \(\sigma_0 = 0.1\) as the initial step size and use "filter" as a selection rule. All optimizers use a single emitter. We want to note that we did not perform any tuning of hyperparameters of the optimizers themselves. Therefore, results are preliminary and better performance of an optimizer could be obtained by more carefully chosen design choices. All runs are replicated ten times with different random seeds. We always normalize all parameters of the search space to the unit cube and optimize within these normalized bounds (during evaluation of an HPC, parameters are then re-transformed to their original scale). Note that integer-valued parameters are treated as continuous. However, prior to evaluating an HPC, those parameter values are then rounded to the nearest integer. As performance metrics, we report the coverage (percent of niches occupied with a solution), the QD-Score [16] (sum of best accuracies of occupied niches), and the overall best accuracy found. Results for the interpretability context are given in Table 4 for the iaml_ranger scenarios and in Table 5 for the iaml_xgboost scenarios. Results for the resource usage context are given in Table 6. We also visualize the anytime QD-Score in Figure 2, Figure 3, and Figure 4. In general, MAP-Elites shows the strongest performance but is sometimes outperformed by the Gauss.+Imp. optimizer. The performance of CMA-ME varies strongly between benchmark problems, whereas MAP-Elites and Gauss.+Imp. appear to be more consistent in their performance. Random Search performs overall poorly, indicating that structural information of the problems can be efficiently leveraged by more sophisticated optimizers. We release all our code for running the...
The benchmark problems proposed in this paper pose novel applications for QDO methods. QDO is interesting for HPO problems in contexts where users are interested in criteria that go beyond traditional performance metrics. This can be highly relevant in the context of ML models that should be interpretable to a certain degree or ML models that must be deployed across a diverse set of systems, ranging from FPGAs to compute clusters. We propose several such benchmarks but hope that HPO problems for QDO can go far beyond what is proposed in the context of this work. Furthermore, we identify two properties of existing HPO algorithms and implementation that might help to drive greater adaptation of QDO methods.

### 3.1 Mixed Search Spaces

Available implementations of QDO methods, such as pyribs, consider only continuous search spaces. In many practical applications, search spaces include categorical and conditionally active hyperparameters – so-called hierarchical, mixed search spaces [17]. While existing methods can theoretically be extended to such spaces, a lack of available implementations might inhibit adoption of QDO methods. Simultaneously, this might also open up a richer set of
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**Figure 2:** Anytime QD-Score for the iaml_xgboost benchmarks (interpretability). Averaged over 10 replications. Ribbons represent standard errors.

**Figure 3:** Anytime QD-Score for the iaml_ranger benchmarks (interpretability). Averaged over 10 replications. Ribbons represent standard errors.
readily available problem instances, and our proposed benchmarks can be trivially extended to include such search spaces.\(^2\)

\(^2\)for the full search spaces of our benchmark problems, see [15]

### 3.2 Overlapping Niches

Similarly, while not formally required, niches in the QDO literature have traditionally been defined as being disjoint, i.e., a point can only belong to a single niche. Real-world applications in the context

### Table 4: Benchmark results on `iaml_ranger` (interpretability).

| Algorithm       | Coverage % | QD-Score | Max Acc | Coverage % | QD-Score | Max Acc |
|-----------------|------------|----------|---------|------------|----------|---------|
| MAP-Elites      | 58.95      | 1124.69  | 0.9444  | 80.91      | 1026.84  | 0.8747  |
| CMA-ME          | 31.43      | 604.66   | 0.9444  | 79.03      | 1007.62  | 0.8745  |
| Gauss.+Imp.     | 64.61      | 1235.72  | 0.9444  | 80.63      | 1026.35  | 0.8746  |
| Random          | 9.69       | 188.52   | 0.9443  | 29.39      | 378.26   | 0.8746  |

Averaged over 10 replications. "Max Acc" = maximum accuracy. Best performance is highlighted in bold.

### Table 5: Benchmark results on `iaml_xgboost` (interpretability).

| Algorithm       | Coverage % | QD-Score | Max Acc | Coverage % | QD-Score | Max Acc |
|-----------------|------------|----------|---------|------------|----------|---------|
| MAP-Elites      | 47.94      | 847.67   | 0.9446  | 26.00      | 333.70   | 0.8870  |
| CMA-ME          | 45.38      | 802.77   | 0.9444  | 24.61      | 314.66   | 0.8849  |
| Gauss.+Imp.     | 47.03      | 831.91   | 0.9446  | 30.76      | 391.40   | 0.8868  |
| Random          | 20.10      | 364.31   | 0.9432  | 14.07      | 179.34   | 0.8705  |

Averaged over 10 replications. "Max Acc" = maximum accuracy. Best performance is highlighted in bold.

### Table 6: Benchmark results on `iaml_ranger` (resource usage).

| Algorithm       | Coverage % | QD-Score | Max Acc | Coverage % | QD-Score | Max Acc |
|-----------------|------------|----------|---------|------------|----------|---------|
| MAP-Elites      | 41.50      | 422.99   | 0.9444  | 29.44      | 279.65   | 0.8749  |
| CMA-ME          | 38.82      | 395.85   | 0.9444  | 27.29      | 259.23   | 0.8749  |
| Gauss.+Imp.     | 41.36      | 421.55   | 0.9444  | 29.30      | 278.35   | 0.8749  |
| Random          | 31.25      | 318.20   | 0.9443  | 24.92      | 236.56   | 0.8746  |

Averaged over 10 replications. "Max Acc" = maximum accuracy. Best performance is highlighted in bold.
of HPO provide an interesting field of study for methods that go beyond those assumptions. As an example, consider again the setting where an ML model should be deployed across diverse hardware. In this context, niches could overlap, as a smaller model (e.g., fitting on an FPGA or microcontroller) is always also a candidate for larger devices (e.g., fitting on a laptop or workstation).

The field of hardware-aware neural architecture search [2] seeks to find neural network architectures that are optimal for specific hardware. If such models are now required for a variety of different hardware architectures, QDO could be applied to find models for each of those niches while simultaneously exploiting similarities between architectures. In this setting, niches cannot be defined on simple feature functions, as a solution can fall into multiple niches that defy definition based on simple rules.

Such applications form an interesting new playground for QDO methods, especially when considering that HPO problems are usually considered to be expensive. This might provide a valuable new avenue for future method development towards approaches that require fewer function evaluations [9] or that can efficiently make use of evaluations at multiple fidelity levels [11].

ACKNOWLEDGMENTS
The authors of this work take full responsibilities for its content. Lennart Schneider is supported by the Bavarian Ministry of Economic Affairs, Regional Development and Energy through the Center for Analytics - Data - Applications (ADACenter) within the framework of BAYERN DIGITAL II (20-3410-2-9-8). This work was supported by the German Federal Ministry of Education and Research (BMBF) under Grant No. 01IS18036A.

REFERENCES
[1] Daniel W. Apley and Jingyu Zhu. 2020. Visualizing the Effects of Predictor Variables in Black Box Supervised Learning Models. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 82, 4 (2020), 1059–1086.
[2] Hadjer Benmeziane, Kaoutar El Maghraoui, Hamza Ouarnoughi, Smail Niar, Martin Wistuba, and Naigang Wang. 2021. Hardware-Aware Neural Architecture Search: Survey and Taxonomy. In Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence, IJCAI-21, Zhi-Hua Zhou (Ed.). 4322–4329.
[3] Bernd Bischof, Martin Binder, Michel Lang, Tobias Plelok, Jakob Richter, Stefan Coors, Janek Thomas, Theresia Ullmann, Marc Becker, Anne-Laure Bouletsteix, Difan Deng, and Marius Lindauer. 2021. Hyperparameter Optimization: Foundations, Algorithms, Best Practices and Open Challenges. arXiv:2107.05847 [cs, stat] (2021).
[4] Leo Breiman. 2001. Random Forests. Machine Learning 45, 1 (2001), 5–32.
[5] Tianqi Chen and Carlos Guestrin. 2016. XGBoost: A Scalable Tree Boosting System. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. 785–794.
[6] Antoine Cully. 2021. Multi-Emitter MAP-Elites: Improving Quality, Diversity and Data Efficiency with Heterogeneous Sets of Emitters. In Proceedings of the 2021 Genetic and Evolutionary Computation Conference. 84–92.
[7] Matthew C. Fontaine and Stefanos Nikolaidis. 2021. Differentiable Quality Diversity. In Advances in Neural Information Processing Systems, M. Ranzato, A. Beygelzimer, Y. Dauphin, P. S. Liang, and J. Wortman Vaughan (Eds.), Vol. 34. 10040–10052.
[8] Mathieu C. Fontaine, Julian Togelius, Stefanos Nikolaidis, and Amy K. Hoover. 2020. Covariance Matrix Adaptation for the Rapid Illumination of Behavior Space. In Proceedings of the 2020 Genetic and Evolutionary Computation Conference. 94–102.
[9] Paul Kent and Juergen Branke. 2020. BOP-Elites, a Bayesian Optimisation Algorithm for Quality-Diversity Search. arXiv:2005.04320 [cs, math, stat] (2020).
[10] Joel Lehman and Kenneth O. Stanley. 2011. Evolving a Diversity of Virtual Creatures Through Novelty Search and Local Competition. In Proceedings of the 13th Annual Conference on Genetic and Evolutionary Computation. 211–218.
[11] Lisha Li, Kevin Jamieson, Giulia DeSalvo, Aishin Rostamizadeh, and Ameet Talwalkar. 2017. Hyperband: A Novel Bandit-Based Approach to Hyperparameter Optimization. The Journal of Machine Learning Research 18, 1 (2017), 6765–6816.
[12] Christoph Molnar, Giuseppe Casalicchio, and Bernd Bischl. 2020. Quantifying Model Complexity via Functional Decomposition for Better Post-Hoc Interpretablility. In Machine Learning and Knowledge Discovery in Databases, Peggy Cellier and Kurt Driessens (Eds.). 193–204.
[13] Jean-Baptiste Mouret and Jeff Clune. 2015. Illuminating Search Spaces by Mapping Elites. arXiv:1504.04909 [cs, q-bio] (2015).
[14] Feng Nan, Joseph Wang, and Venkatesh Saligrama. 2016. Pruning Random Forests for Prediction on a Budget. In Proceedings of the 30th International Conference on Neural Information Processing Systems. 2342–2350.
[15] Florian Pfisterer, Lennart Schneider, Julia Moosbauer, Martin Binder, and Bernd Bischof. 2021. YAHPO Gym – An Efficient Multi-Objective Multi-Fidelity Benchmark for Hyperparameter Optimization. arXiv:2109.03670 [cs, stat] (2021).
[16] Justin K. Pugh, Lisa B. Soros, and Kenneth O. Stanley. 2016. An Extended Study of Quality Diversity Algorithms. In Proceedings of the 2016 on Genetic and Evolutionary Computation Conference Companion. 19–20.
[17] Chris Thornton, Frank Hutter, Holger H. Hoos, and Kevin Leyton-Brown. 2013. ParamILS: Combined Selection and Hyperparameter Optimization of Classification Algorithms. In Proceedings of the 19th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. 847–855.
[18] Bryon Tjanaka, Matthew C. Fontaine, Sam Sommerer, Nathan Dennler, and Stefanos Nikolaidis. 2021. pyribs: A Bare-Bones Python Library for Quality Diversity Optimization. https://github.com/icaros-usc/pyribs.
[19] Joaquin Vanschoren, Jan N. van Rijn, Bernd Bischl, and Luís Torgo. 2013. OpenML: Networked Science in Machine Learning. SIGKDD Explor. 15, 2 (2013), 49–60.

A HEATMAPS FOR ALL BENCHMARK PROBLEMS
In this section, we provide heatmaps for all our benchmark problems. Three Gaussian emitters with a standard deviation of 0.1, 0.2 or 0.3 and one random emitter were run each with a batch size of 25 for 10000 iterations resulting in 1000000 evaluations in total. The color gradient represents the accuracy (objective function), with black indicating lowest accuracy and bright yellow/white indicating highest accuracy. Figure 5 shows heatmaps for the \texttt{iaml\_ranger} interpretability benchmark problems. Figure 6 shows heatmaps for the \texttt{iaml\_xgboost} interpretability benchmark problems. Figure 7 shows heatmaps for the \texttt{iaml\_ranger} resource usage benchmark problems.
B TECHNICAL DETAILS

Benchmark experiments were conducted on a single Intel Core i7-10510U CPU and took around 7 hours in total. YAHPO Gym v1.0 was used. For more details on how the iaml_ranger and iaml_xgboost benchmark scenarios of YAHPO Gym were constructed, please see [15].