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ABSTRACT

The recent advancements of three-dimensional (3D) data acquisition devices have spurred a new breed of applications that rely on point cloud data processing. However, processing a large volume of point cloud data brings a significant workload on resource-constrained mobile devices, prohibiting from unleashing their full potentials. Built upon the emerging paradigm of device-edge co-inference, where an edge device extracts and transmits the intermediate feature to an edge server for further processing, we propose Branchy-GNN for efficient graph neural network (GNN) based point cloud processing by leveraging edge computing platforms. In order to reduce the on-device computational cost, the Branchy-GNN adds branch networks for early exiting. Besides, it employs learning-based joint source-channel coding (JSCC) for the intermediate feature compression to reduce the communication overhead. Our experimental results demonstrate that the proposed Branchy-GNN secures a significant latency reduction compared with several benchmark methods.

Index Terms— Point cloud, graph neural network (GNN), joint source-channel coding (JSCC), edge inference.

1. INTRODUCTION

Point cloud is one of the most important data formats for three-dimensional (3D) objects and space representations. With the recent development of fast 3D data acquisition devices, such as Lidar scanners and stereo cameras, there has been a significant uprise in mobile applications for graphics and vision that directly process raw point clouds. Although some hand-crafted features on point clouds have been proposed for decades, the recent success of deep neural networks (DNNs) [1] inspires us to learn the point cloud features by neural networks for better performance. Nonetheless, applying deep learning for point cloud feature extraction is highly non-trivial due to its irregular grid. On the one hand, some prior studies [2] convert the point cloud into 3D grids for 3D convolution. This stream of methods tends to cause information loss in quantization. On the other hand, the pointwise based methods [4] allow an unordered set of points as input without mapping them to a grid. These methods, however, adopt a shared multilayer perceptron (MLP) to process the points independently at the local subset and neglect the geometric information.

Graph neural networks (GNNs) [6], which capture the dependence of graphs via message passing between neighboring nodes, are powerful for point cloud processing. The point cloud data can adopt a graph as its compact representation after generating edge features. For effective processing, GNNs exploit the relationships between a point and its neighbors in the Euclidean space and extract fine-grained features. GNN-based point cloud processing has empowered many new applications, including indoor navigation [7], self-driving vehicles [8], and shape modeling [9]. The wide deployment of smart edge devices with 3D data acquisition capability necessitates GNN-based inference at the wireless network edge. In practice, Device-only inference, where the model computations are executed locally, and edge-only inference, where the data is transmitted to the edge server for remote processing, are two conventional inference strategies. Nevertheless, neither of them can cater to a stringent latency requirement: The device-only inference suffers from long on-device computation latency due to the computation-intensive models. In contrast, the edge-only inference incurs excessive communication overhead caused by the large volume of input data. Fortunately, the device-edge co-inference paradigm [10,11], which forwards an intermediate feature to the edge server for processing, is a promising candidate to reduce the inference latency by striking a balance between the computation and communication overhead.

Although device-edge co-inference effectively reduces the inference latency, most of the existing works focused on DNN-based edge inference [12,13], which cannot be easily extended to GNN-based inference because of the more severe data amplification [14], i.e., the intermediate feature size is much larger than the input data. As a result, dedicated designs for GNN-based inference are needed, which motivates our investigation in this paper. In particular, we will propose a low-latency co-inference framework, namely, the Branchy-GNN, for effective point cloud processing, which implements an early exit mechanism to save on-device computation. In addition, the learning-based joint source-channel coding (JSCC) [15] is applied to the intermediate features in
the branch networks for communication latency reduction. Our experimental results validate the effectiveness of the proposed framework in reducing the edge inference latency for GNNs under different wireless communication environments.

The rest of this paper is organized as follows. In Section 2, we introduce the preliminaries on GNN-based point cloud processing and identify the unique challenges. In Section 3, we present the proposed Branchy-GNN framework for low-latency inference. Experimental results are presented in Section 4, and we conclude this paper in Section 5.

2. PRELIMINARIES

2.1. GNN-based Point Cloud Processing

GNNs have attracted increasing attention in recent years due to their strength in handling irregular data. These works [4, 6] adopt graphs as compact representations of point clouds and leverage GNNs for the high-level feature extracting. Compared with other point cloud processing techniques like point-wise methods [4] and volumetric-based methods [2], GNNs excel in exploiting the geometric information and extracting high-resolution features without incurring high memory usage and computational cost. Particularly, GNNs consider each point as a vertex in a graph and generate edge features based on its neighbors, and the feature learning is performed in the graph domains. For example, Point-GNN [16] encodes the point cloud in a fixed radius near-neighbors graph and updates point features based on the input graph. In DGCNN [6], the graph structure is dynamically updated based on the distances in the semantic space, and the learned features are aggregated based on the new graph. However, although these methods are effective in point cloud processing, deploying large-scale GNNs to the network edge is non-trivial.

2.2. Accelerating GNN-based Edge Inference

The common practices of edge inference are either device-only inference or edge-only inference. Unfortunately, both approaches may suffer from high end-to-end latency due to the constrained on-device resources and limited bandwidth. Device-edge co-inference is a promising alternative, and model splitting is a common method, which splits a standard network into two parts and deploys them on a device and an edge server, respectively. However, as investigated in the DNN-based tasks, simply splitting DNNs without altering their structures may not achieve inference acceleration in most cases because some layers in the models amplify the input data size and cause an even high communication overhand than the raw input data [14]. To resolve this data amplification issue, a bottleneck [17], e.g., an autoencoder, is introduced to compress the intermediate feature. Bottlenet++ [18] further adopts joint source-channel coding (JSCC) within the autoencoder to increase the coding rate, where the encoder maps the feature values to the channel symbols and incorporates the channel noise in the training process.

However, GNN-based edge inference is much more challenging than DNN counterparts. First, GNNs suffer a more severe data amplification effect than DNNs, as the point feature would be mapped to the high-dimensional space from the 3D coordinate. Second, building an autoencoder for large-scale graphs is difficult. While the graph autoencoder (GAE) [19] can handle small-scale graphs (up to the order of tens), it is hard to generate the graph data of point clouds (in the order of thousands). Even though some works [20, 21] attempt to directly reconstruct unordered point clouds by autoencoders, the extra computational cost is intolerable. Third, leveraging JSCC on graph data is more challenging, as the incorporated channel noise may influence the graph dependency between the adjacency matrix and the edge/node features, which may seriously impair the reconstruction quality. To handle the difficulties above, we propose the Branchy-GNN framework to facilitate point cloud processing at the network edge.
3. THE PROPOSED BRANCHY-GNN FRAMEWORK

We propose Branchy-GNN as a device-edge co-inference framework for low-latency GNN inference, which modifies the original GNN by selecting the exit points and adding extra branch structures. As shown in Fig. 1(b), the exit points are selected behind the GNN layers. In designing the Branchy-GNN framework, we address two considerations, i.e., the branch structure and the coding scheme for transmission. In the following, we present the architecture of Branchy-GNN and illustrate its effectiveness in the point cloud classification task.

3.1. Architecture

The original GNN, as the main branch, introduces high computational costs from the GNN layers. The branch network in the Branchy-GNN framework allows early exit from the main branch to reduce the on-device computation latency. For each branch network, it consists of a pointwise MLP, a readout layer, a joint source-channel coding (JSCC) module, and a server-based network. The first three modules are deployed on an edge device, and the last one is on an edge server. The pointwise MLP applies a lightweight shared MLP for each point in the point cloud to extract the features and maintain the inference performance. As this layer processes each point independently and does not aggregate the features from the neighbor points, it introduces far less computation complexity compared with the GNN layers in the main branch. Then, the readout layer maps the point cloud to a fixed-size vector via the sum/mean pooling, which heavily shrinks the data volume. In particular, we adopt the readout function with the formulation \( s = \frac{1}{N} \sum_{i=1}^{N} x_i \| \max_{i=1}^{N} x_i \), where \( x_i \) is the feature vector of \( i \)-th point, and \( N \) is the number of nodes. Notation \( \| \) denotes concatenation. To further reduce the communication overhead, joint source-channel coding (JSCC) is adopted to compress the intermediate feature before transmission. Unlike the hand-craft design of separated source and channel coding (e.g., the communication modules in Fig. 1(a)), we learn the coding scheme by a lightweight autoencoder in an end-to-end manner, where the communication channel is modeled as a non-trainable layer within the neural network. In the experiment, we consider the additive white Gaussian noise (AWGN) channel in communication. It has the transfer function \( f(x) = x + n \), where \( x \) is the encoded representation, and the noise \( n \) is sampled from the Gaussian distribution with variance \( \sigma^2 \). The channel condition is described by the signal-to-noise ratio (SNR), i.e., \( \text{SNR} = \frac{P}{\sigma^2} \) (dB), where \( P \) is the average power of the signal. As the encoded symbols should meet the power constraint, the output of JSCC is normalized based on the \( l_2 \) norm. The received feature vector will be further processed at the powerful edge server. Particularly, in classification tasks, the server-based network consists of several fully connected layers.

Compared with the model splitting framework, Branchy-GNN is less affected by data amplification. The model splitting framework requires to explicitly restore the intermediate point cloud to maintain the inference performance, and thus it requires high-reliable communication with a large number of bits to encode the input and protect the bitstream against the channel noise. On the contrary, the branch network in our Branchy-GNN shrinks the intermediate feature by the readout layer and the JSCC module, and the server-based network directly leverages the received data for further processing without the need for point cloud reconstruction. Since the branch network is trained in an end-to-end manner, the server-based network can adapt to the corrupted data while maintaining the inference performance. This is a key architecture difference compared with the model splitting framework, which deploys part of the original GNN layers on the server.

3.2. Communication-Computation Tradeoff

The end-to-end co-inference latency mainly consists of on-device computation latency and communication latency. The computational cost is dominated by the GNN layers in the main branch before the selected exit point, and the communication overhead is determined by the JSCC output dimension. Note that the communication overheads in different branches are different. As the neural networks in the main branch can extract high-level information of input data and discard nuisance, it facilitates the JSCC module to encode a more compressed representation while maintaining the network performance. As discussed above, earlier exit means less on-device computational cost and higher communication overhead than a deeper exit point. Therefore, the exit point selection makes a communication-computation tradeoff in edge inference, and finely selecting the exit point can reduce the end-to-end latency under a specific edge environment.

3.3. Training Methodologies

Training the complete Branchy-GNN with multiple branches may suffer slow convergence. To resolve this challenge, we first train the main branch, i.e., the original GNN, to the desired inference performance. Then, we fix the network parameters in the main branch and train the multiple branch networks. Particularly, in classification tasks, the output of the main branch can be used as soft labels for the branch networks training. Finally, the whole Branchy-GNN framework will be fine-tuned for further performance improvement. In this step, the sum of the loss functions (e.g., cross-entropy) of each branch is used as the training objective.
4. EXPERIMENTAL RESULTS

4.1. Experimental Setting

We evaluate the proposed Branchy-GNN framework on ModelNet40 [22] for a point cloud classification task, which is to predict the categories for each point cloud sample. The dataset contains meshed computer-aided design (CAD) models from 40 categories, and we follow the experimental setting in [6] to uniformly sample 1024 points for each mesh face, where each point cloud is parameterized by the 3D coordinates and rescaled to the unit sphere. The proposed Branchy-GNN adopts DGCNN [6] as the main branch, which consists of 4 GNN layers. Then, we add one branch behind each GNN layer. We require the classification accuracy close to the main branch performance (larger than 91%) in the experiments. Since the dimensions of the transmitted feature impact the final inference performance, we choose the dimensions from the first to the last branch as 1536, 1024, 512, 128, respectively. We assume the AWGN channel is with SNR of 20 dB unless otherwise specified.

To verify the effectiveness of our proposed Branchy-GNN, we compare with three different baselines in the experiments: (1) the device-only inference; (2) the edge-only inference; (3) the model splitting. Note that the device-only and edge-only inference can be regarded as two special cases in Branchy-GNN and model splitting. The code is available at https://github.com/shaojiawei07/Branchy-GNN.

4.2. Edge Inference Speedup

We first investigate the end-to-end edge inference latency of different edge inference schemes. The on-device computational cost is measured by the number of floating-point operations (FLOPs), and the transmission latency reflects the communication overhead. Note that the proposed Branchy-GNN leverages the learning-based joint source-channel coding for transmission, while other baselines assume the channel capacity $C = W \log_2(1 + \text{SNR})$ as their data rate.

4.3. Robustness of the Branchy-GNN

To verify the robustness of the proposed Branchy-GNN framework, we simulate its inference accuracy at different channel conditions. The model parameters are obtained by training Branchy-GNN at the SNR of 20 dB, and directly applied at different SNR values in edge inference. It is shown in Fig. 4 that the classification accuracy increases with the value of SNR since the edge server can receive a more reliably intermediate feature under a better channel condition. Besides, all the branches in Branchy-GNN maintain the classification accuracy close to or higher than 91%, which implies that it is robust against the variation of wireless channels.

5. CONCLUSIONS

In this paper, we propose Branchy-GNN for efficient point cloud processing. It leverages branch networks and joint source-channel coding to reduce the on-device computation cost and intermediate feature transmission overhead, respectively. Experimental results show that the proposed framework can secure much lower inference latency than other
ble.
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