A New Inverted Topp-Leone Distribution: Applications to the COVID-19 Mortality Rate in Two Different Countries
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Abstract: This paper aims to find a statistical model for the COVID-19 spread in the United Kingdom and Canada. We used an efficient and superior model for fitting the COVID-19 mortality rates in these countries by specifying an optimal statistical model. A new lifetime distribution with two-parameter is introduced by a combination of inverted Topp-Leone distribution and modified Kies family to produce the modified Kies inverted Topp-Leone (MKITL) distribution, which covers a lot of application that both the traditional inverted Topp-Leone and the modified Kies provide poor fitting for them. This new distribution has many valuable properties as simple linear representation, hazard rate function, and moment function. We made several methods of estimations as maximum likelihood estimation, least squares estimators, weighted least-squares estimators, maximum product spacing, Cram ´er-von Mises estimators, and Anderson-Darling estimators methods are applied to estimate the unknown parameters of MKITL distribution. A numerical result of the Monte Carlo simulation is obtained to assess the use of estimation methods. also, we applied different data sets to the new distribution to assess its performance in modeling data.
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1. Introduction

Modeling for lifetime distributions have attracted great attention over the years and decades, and their interest has grown over time because the importance of modeling phenomena and pandemics is very important. Researchers in distribution theory prefer to make modeling for data either by introducing a new parameter to make the distribution of interest more flexible or perhaps by producing a new distribution family. Modeling is very interesting in numerous fields, such as industry, engineering, reliability, and medical research, see (Anake et al. [1]) for more reading. The inverted distributions have a great importance due to their applicability in many areas such as biological sciences, life test problems, medical, etc. The density and hazard ratio forms of the inverted distributions show a different structure from the other non-inverted distributions. Many authors used the inverted distributions in many applications, the reader can refer to Abd AL-Fattah et al. [2], Barco et al. [3], Hassan and Abd-Allah [4], Muhammed [5], Chesneau et al. [6], Usman and ul Haq [7], Eferhonore et al. [8] and others. Also, in this paper, we made a statistical modeling for COVID-19 mortality data in two different countries, for more reading about this, see Kumar [9], Khakharia et al. [10], Wang [11], Lalmuanawma et al. [12] and Bullock et al. [13].
The cumulative distribution function (CDF) and probability density function (PDF) of the inverted Topp-Leone distribution (ITL) distribution with shape parameter \( \delta > 0 \), have been proposed by Hassan et al. [14] as follows:

\[
G(z; \delta) = 1 - \frac{(1 + 2z)^\delta}{(1 + z)^{2\delta}}; \quad z \geq 0, \delta > 0 \quad (1)
\]

and,

\[
g(z; \delta) = 2\delta z(1 + z)^{-2\delta - 1}(1 + 2z)^{-\delta - 1}; \quad z, \delta > 0 \quad (2)
\]

Kumar and Dharmaja [15] studied the properties of the exponentiated Kies distribution. The product moments of a modified Kies distribution under type II progressive censored sample, as well as an estimate of the distribution parameters, have been derived, see Dey et al. [16]. A new family of distributions based on the modified Kies (MK) distribution family was presented by Al-Babtain et al. [17]. If \( G(z; \delta) \) is the baseline CDF depending on a parameter vector \( \delta \), then the CDF of the MK family is defined by

\[
F(z; \Theta) = 1 - e^{- \left[ \frac{G(z; \delta)}{1 - G(z; \delta)} \right]^\alpha}, z > 0, \alpha > 0, \quad (3)
\]

where \( \Theta \) is parameter vector \((\alpha, \delta)\). The PDF of (3) is as below

\[
f(z; \Theta) = \alpha \frac{g(z; \delta)G(z; \delta)^{\alpha - 1}}{[1 - G(z; \delta)]^{\alpha + 1}}e^{- \left[ \frac{G(z; \delta)}{1 - G(z; \delta)} \right]^\alpha}, z > 0, \alpha > 0, \quad (4)
\]

Referring to the distributions above the two-parameter modified Kies inverted Topp-Leone (MKITL), which has many attractive characteristics, is obtained in this article. The proposed MKITL distribution has a very versatile PDF because it can form either positive skewed, negative skewed, and also symmetric, enabling further flexibility of tail. It can model diminishing, rising, bathtub, and reverse-J hazard rates. One more advantage of the proposed distribution is that it also has an exact closed-form CDF and very convenient to handle. These merits make the distribution an elegant candidate for use in varied areas such as biomedical life testing, reliability, and actuarial data. This article introduced two real data applications and deduced from modeling the results that the new distribution is perfect competitor with some traditional and common distributions with scale and shape parameters such as ITL, Marshall-Olkin exponential, modified Kies exponential, reverse Weibull, reverse exponential, and reverse Rayleigh distributions.

In future studies, we intend to make a new extension bivariate modified Kies inverted Topp-Leone based on copula such as and Muhammed and Almetwally [18], Almetwally and Muhammed [19], El-Mosrhedy et al. [20], and Kim et al. [21]. We intend to discuss a new application based on a censored sample for MKITL distribution see for more reading, Almetwally et al. [22] and Aslam et al. [23].

The rest of this paper is ordered as follows: In Section 2, we obtain the MKITL distribution. In Section 3, we discuss some of the mathematical properties of the MKITL distribution. In Section 4, we obtain an estimation methods MKITL distribution. In Section 5, we obtain simulation results of MKITL distribution. In Section 6, two applications of real data analysis were obtained. The paper is summarized and concluded in Section 7.

2. MKITL Distribution

By using the ITL distribution with the parameter of \( \delta \) and the CDF given (for \( z > 0 \)) by using Equations (1) and (2). We define the CDF for the distribution MKITL, by substituting in Equation (3) the CDF of the ITL distribution.

\[
F(z; \Theta) = 1 - e^{- \left[ (1 + z)^{2\delta}(1 + 2z)^{-\delta - 1} \right]^\alpha}, z > 0, \alpha, \delta > 0, \quad (5)
\]
and the corresponding PDF is
\[
    f(z; \Theta) = 2\alpha z \left[ (1 + z)^{2\delta} - (1 + 2z)^\delta \right]^{a-1} e^{-[(1+z)^{2\delta}(1+2z)^{-\delta}-1]^{a}}, \quad z > 0, \alpha, \delta > 0. \tag{6}
\]
where \( \Theta \) is parameter vector \((\alpha, \delta)\). The hazard rate (HR) function of the MKITL distribution is shown as
\[
    h(z; \Theta) = 2\alpha z \left[ (1 + z)^{2\delta} - (1 + 2z)^\delta \right]^{a-1} \left( 1 + 2z \right)^{\alpha \delta + 1} \left( 1 + z \right)^{1-2\delta}. \tag{7}
\]

Figures 1 and 2 demonstrate certain plots of the MKITL distribution for the values specified for \( \alpha \) and \( \delta \). The diagrams shown in Figure 2 demonstrate that the MKITL distribution HR function can be increased, decreased, and shaped a bathtub. One of the merits of MKITL distribution over an ITL distribution is that the latter is very poor model for data and phenomena that shows increasing, declining shapes, failure rates of the bathtub so it becomes more versatile to evaluate lifetime data than its competitor.

\begin{figure}[h]
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\caption{PDF of the MKITL distribution for certain parameter values.}
\end{figure}
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\caption{HF of the MKITL distribution for certain parameter values.}
\end{figure}

3. All Statistical Properties of the Proposed Distribution of MKITL
3.1. Linear Representation for the MKITL Distribution

We introduce a linear representation in this subsection for the MK family and use it to provide a useful linear representation for the MKITL distribution. A mixture representation of the MK family can be provided as follows,
\[
    f(z; \Theta) = \alpha \sum_{j=0}^{\infty} \frac{(-1)^j}{j!} g(z; \delta) \frac{[G(z; \delta)]^{a(j+1)-1}}{[1 - G(z; \delta)]^{a(j+1)+1}}. \tag{8}
\]
The last equation of the MKITL distribution can be rewritten with the ITL distribution PDF and CDF:

\[ f(z; \Theta) = \xi_{j,k,h} 2\delta (h+1)z(1+z)^{-2\delta (h+1)}(1+2z)^{\delta (h+1)}^{-1}, \]

where \( \xi_{j,k,h} = \sum_{i=1}^{\infty} \frac{n(-1)^{i+j+k}}{(h+1)!} \frac{\alpha(i+1)+k}{h} \frac{b^i}{h^i}. \) Equation (9) denotes the ITL density with parameter \( \delta(h+1). \)

3.2. Quantile for the MKITL Distribution

The quantile function of the MKITL distribution, say \( z = F(z, \Theta)^{-1}(Q) \) is derived by inverting (5) as follows:

\[ z = \left( 1 - \left( 1 + [-\ln(1 - Q)]^{\frac{1}{\xi}} \right)^{\frac{1}{\delta}} \right)^{\frac{1}{1-\delta}} \; ; \; 0 < Q < 1 \] (10)

In particular, the first quartile, say \( Q_1 \), the second quartile, say \( Q_2 \), and the third quartile, say \( Q_3 \) are obtained by setting \( Q = 0.25, 0.5, 0.75 \), respectively, in (10).

3.3. Moments for the MKITL Distribution

The \( r \)th moment of \( z \) comes from Equation (9) as

\[ \mu_r = E(z^r) \]
\[ = \xi_{j,k,h} 2\delta (h+1) \beta(j+2, \delta(h+1) - r) \] (11)

The \( r \)th incomplete moment of \( z \) can be obtained from (9) as

\[ \omega_r(t) = \int_0^t z^{r} f(z, \Theta) dz \]
\[ = \xi_{j,k,h} 2\delta (h+1) \sum_{b=0}^{\infty} \left( \frac{\delta(h+1) - 1}{b} \right) B(b + r + 2, \delta(h+1) - r, \frac{t}{1+t}) \] (12)

where \( B(b + r + 2, \delta(h+1) - r, \frac{t}{1+t}) \) is the incomplete beta function.

4. Methods of Estimation for the Distribution Parameters

We managed to make a solution for the estimation problem of the MKITL distribution parameters using six different estimation methods. These methods are the maximum likelihood estimators (MLE), least squares estimators (LSEs), maximum product of spacing estimators (MPSE), weighted least-squares estimators (WLSE), Cramér-von Mises estimators (CVME) and Anderson-Darling estimators (ADE).

4.1. Maximum Likelihood Estimators

Let \( z_1, ..., z_n \) be a random sample from the MKITL distribution with parameters \( a \) and \( \delta \). the log-likelihood function for MKITL distribution is given by

\[ l(\Theta) = n[\log(2) + \log(a) + \log(\delta)] + \sum_{i=1}^{n} \log(z_i) - (1-2\delta) \sum_{i=1}^{n} \log(1+z_i) \]
\[ + (a - 1) \sum_{i=1}^{n} \log\left[ (1+z_i)^{2\delta} - (1+2z_i)^{\delta} \right] - (a\delta + 1) \sum_{i=1}^{n} \log(1+2z_i) \]
\[ - \sum_{i=1}^{n} \left[ (1+z_i)^{2\delta} (1+2z_i)^{-\delta} - 1 \right]^a \] (13)
The partial derivatives of $l(\Theta)$ with respect to the model parameters $\alpha$ and $\delta$ are

$$\frac{\partial l(\Theta)}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=1}^{n} \log \left[ (1 + z_i)^{2\delta} - (1 + 2z_i)^{\delta} \right] - \alpha \sum_{i=1}^{n} \log(1 + 2z_i)$$

$$- \sum_{i=1}^{n} \left[ (1 + z_i)^{2\delta} (1 + 2z_i)^{-\delta} - 1 \right]^\alpha \log \left[ (1 + z_i)^{2\delta} (1 + 2z_i)^{-\delta} - 1 \right]$$

(14)

and

$$\frac{\partial l(\Theta)}{\partial \delta} = \frac{n}{\delta} + 2 \sum_{i=1}^{n} \log(1 + z_i) - \alpha \sum_{i=1}^{n} \log(1 + 2z_i)$$

$$+ (\alpha - 1) \sum_{i=1}^{n} \frac{2(1 + z_i)^{2\delta} \log(1 + z_i) - (1 + 2z_i)^{\delta} \log(1 + 2z_i)}{(1 + z_i)^{2\delta} - (1 + 2z_i)^{\delta}}$$

$$- \alpha \sum_{i=1}^{n} \left[ (1 + z_i)^{2\delta} - 1 \right]^{\alpha-1} \left[ \frac{(1 + z_i)^{2\delta}}{1 + 2z_i} \right] \log \left[ \frac{(1 + z_i)^{2\delta}}{1 + 2z_i} \right]$$

(15)

The MLE of the distribution parameters $\alpha$ and $\delta$ can be calculated by finding the maximum value for Equation (13) by finding the first derivative for it with respect to $\alpha$ and $\delta$. The R software can be used to optimise the log-likelihood and obtain the MLE by using the Newton-Rapshon method.

4.2. Least Squares and Weighted Least Squares Methods

Here we introduce two methods of estimation that we can use in this paper; these methods are the least squares (LS) and weighted least square (WLS) methods. They are very important common methods for estimating the parameters of different distributions. Suppose that we have a random sample say $z_{(1)} < ... < z_{(n)}$ from the MKITL distribution with the two parameters $\alpha$ and $\delta$. Now we can calculate both the LS estimators (LSE) and WLS estimators (WLSE) of the MKITL distribution parameters $\alpha$ and $\delta$ by making the following equation as minimum as possible

$$V(\Theta) = \sum_{i=1}^{n} v_i \left[ 1 - e^{-\left[ (1+z_i)^{2\delta} (1+2z_i)^{-\delta} - 1 \right]^{\alpha}} - \frac{i}{n+1} \right]^2$$

(16)

with respect to $\alpha$ and $\delta$, where $v_i = 1$ in case of LSE and $v_i = \frac{(i+1)^2(i+2)}{(i+1)(i+2)}$ in case of WLSE. Furthermore, the LSE and WLSE follow by solving the nonlinear equations

$$\frac{\partial V(\Theta)}{\partial \alpha} = 2 \sum_{i=1}^{n} v_i \left[ 1 - e^{-\left[ (1+z_i)^{2\delta} (1+2z_i)^{-\delta} - 1 \right]^{\alpha}} - \frac{i}{n+1} \right] e^{-\left[ (1+z_i)^{2\delta} (1+2z_i)^{-\delta} - 1 \right]^{\alpha}}$$

$$\left[ (1 + z_i)^{2\delta} (1 + 2z_i)^{-\delta} - 1 \right]^{\alpha-1} \left[ (1 + z_i)^{2\delta} (1 + 2z_i)^{-\delta} - 1 \right]$$

$$\log \left[ (1 + z_i)^{2\delta} (1 + 2z_i)^{-\delta} - 1 \right],$$

(17)

and

$$\frac{\partial V(\Theta)}{\partial \delta} = 2 \alpha \sum_{i=1}^{n} v_i \left[ 1 - e^{-\left[ (1+z_i)^{2\delta} (1+2z_i)^{-\delta} - 1 \right]^{\alpha}} - \frac{i}{n+1} \right] e^{-\left[ (1+z_i)^{2\delta} (1+2z_i)^{-\delta} - 1 \right]^{\alpha}}$$

$$\left[ (1 + z_i)^{2\delta} (1 + 2z_i)^{-\delta} - 1 \right]^{\alpha-1} \left[ \frac{(1 + z_i)^{2\delta}}{1 + 2z_i} \right] \log \left[ \frac{(1 + z_i)^{2\delta}}{1 + 2z_i} \right].$$

(18)

4.3. Maxximum Product of Spacings Method

In this sub section, we will use an alternative method for the MLE method which is called the maximum product of spacings (MPS), this method is used to estimate the parameters of continuous univariate models, this method was introduced by Cheng and Amin [24] and used for censored application by Singh et al. [25], Almetwally and Almongy [26], Basu et al. [27], Almetwally et al. [28], El-Sherpieny et al. [29] and Alshenawy et al. [30].
and [31]. Let \( z_{(1)} < ... < z_{(n)} \), be a random sample of size \( n \), the uniform spacing of the MKITL distribution can be defined by

\[
D_i(\Theta) = F(z_{(i)}; \Theta) - F(z_{(i-1)}; \Theta); \quad i = 1, ..., n + 1
\]

where \( D_i(\Theta) \) denotes the uniform spacings, \( F(z_{(0)}; \Theta) = 0, F(z_{(n+1)}; \Theta) = 1 \) and \( \sum_{i=1}^{n+1} D_i(\Theta) = 1 \).

\[
G(\Theta) = \frac{1}{n + 1} \sum_{i=1}^{n+1} \log \left[ - \left( \frac{\left(1 + z_{(i-1)}\right)^{2^\delta}}{1 + z_{(i)}^2} - 1 \right)^a - \left( \frac{\left(1 + z_{(i)}\right)^{2^\delta}}{1 + z_{(i+1)}^2} - 1 \right)^a \right]
\]  

(20)

The MPS estimators (MPSE) of the MKITL parameters can be obtained by maximizing Equation (20) with respect to \( \alpha \) and \( \delta \).

\[
\frac{\partial G(\Theta)}{\partial \alpha} = \frac{1}{n + 1} \sum_{i=1}^{n+1} \left[ - \left( \frac{\left(1 + z_{(i-1)}\right)^{2^\delta}}{1 + z_{(i)}^2} - 1 \right)^a \log \left( \frac{\left(1 + z_{(i)}\right)^{2^\delta}}{1 + z_{(i+1)}^2} - 1 \right) + \left( \frac{\left(1 + z_{(i)}\right)^{2^\delta}}{1 + z_{(i+1)}^2} - 1 \right)^a \log \left( \frac{\left(1 + z_{(i+1)}\right)^{2^\delta}}{1 + z_{(i)}^2} - 1 \right) \right]
\]

(21)

\[
\frac{\partial G(\Theta)}{\partial \delta} = \frac{\alpha}{n + 1} \sum_{i=1}^{n+1} \left[ - \left( \frac{\left(1 + z_{(i-1)}\right)^{2^\delta}}{1 + z_{(i)}^2} - 1 \right)^a \log \left( \frac{\left(1 + z_{(i)}\right)^{2^\delta}}{1 + z_{(i+1)}^2} - 1 \right) + \left( \frac{\left(1 + z_{(i)}\right)^{2^\delta}}{1 + z_{(i+1)}^2} - 1 \right)^a \log \left( \frac{\left(1 + z_{(i+1)}\right)^{2^\delta}}{1 + z_{(i)}^2} - 1 \right) \right]
\]

(22)

Furthermore, the MPSE of the MKITL parameters can also be obtained by solving Equations (21) and (22), using the R program.

4.4. Cramér-von-Mises Method

The Cramér-von-Mises estimators (CVME), can be calculated depending on the difference between both the CDF and the empirical distribution function estimates. For more information see (Luceno [32]).

\[
C(\Theta) = \frac{1}{12} \sum_{i=1}^{n} \left( 1 - e^{-\left( \frac{\left(1 + z_{(i)}\right)^{2^\delta}}{1 + z_{(i)}^2} - 1 \right)^a} - \frac{2i - 1}{2n} \right)^2.
\]

(23)
We can find the estimates by the CVME method for the two parameters of MKITL, which are \( a \) and \( \delta \) by finding the minimum value for Equation (23) with respect to \( a \) and \( \delta \).

\[
\frac{\partial C(\Theta)}{\partial a} = 2 \sum_{i=1}^{n} \left( 1 - e^{-\left( \left[ 1 + z(i) \right]^{2} \right)^{\delta} - 1} \right)^{a} \left( \left( \left[ 1 + z(i) \right]^{2} \right)^{\delta} - 1 \right)^{a} \log \left( \left[ \frac{1 + z(i)}{1 + 2z(i)} \right]^{\delta} - 1 \right),
\]

and

\[
\frac{\partial C(\Theta)}{\partial \delta} = a 2 \sum_{i=1}^{n} \left( 1 - e^{-\left( \left[ 1 + z(i) \right]^{2} \right)^{\delta} - 1} \right)^{a} \left( \left( \left[ 1 + z(i) \right]^{2} \right)^{\delta} - 1 \right)^{a} \log \left( \left[ \frac{1 + z(i)}{1 + 2z(i)} \right]^{\delta} - 1 \right).
\]

Further, the CVME found by solving the nonlinear Equations (24) and (25).

4.5. Anderson-Darling Method

Here we introduce another minimum distance estimation method. This method is called the Anderson-Darling estimation (ADE).

\[
A(\Theta) = \frac{1}{n} - \frac{1}{n} \sum_{i=1}^{n} \left( 2i - 1 \right) \left( \log \left( 1 - e^{-\left( \left[ 1 + z(i) \right]^{2} \right)^{\delta} - 1} \right)^{a} \left( \left( \left[ 1 + z(i) \right]^{2} \right)^{\delta} - 1 \right)^{a} \log \left( \left[ \frac{1 + z(i)}{1 + 2z(i)} \right]^{\delta} - 1 \right) \right)
\]

We can manipulate the ADE to estimate the parameters of the MKITL distribution by making the Equation (26) at minimum value with respect to \( a \) and \( \delta \).

5. Simulation Results

In this section, we made an estimation by using six methods of the MKITL parameters, and compared between them to assess the performance of each method by a simulation study. We consider different sample sizes \( n = 25, 70, 150 \) for different parameter values \( a = (0.6, 1.7, 3) \) and \( \delta = (0.6, 1.7, 3) \). We generate \( N = 10,000 \) random samples from MKITL distribution. For each estimate, we obtain the average values of the estimates (mean) and their corresponding mean squares error (MSE).

The performance of different estimators is evaluated in terms of MSE, i.e., the most efficient method of estimating will be those whose MSE values are closer to zero. Simulation results are obtained via the R program. Tables 1–3 show the estimates mean and MSE for MLE, LS, WLS, MPS, CVM, and AD. Moreover, the mean using all estimation methods tends towards the true parameter values, as the sample size increases in most cases.
Table 1. Mean and MSE of the MLE, LS, MPS, WLS, CVM and AD estimate for MKITL distribution when $\alpha = 0.6$. 

| $\delta$ | $n$ | MLE | LS | MPS | WLS | CVM | AD |
|----------|-----|-----|-----|-----|-----|-----|-----|
|          |     | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE |
| 0.6      | 25  | 0.6114 | 0.2028 | 0.6191 | 0.0280 | 0.6113 | 0.0189 | 0.6194 | 0.0252 | 0.6331 | 0.0310 | 0.6196 | 0.0226 |
|          | 70  | 0.5890 | 0.0065 | 0.6046 | 0.0083 | 0.5990 | 0.0062 | 0.6046 | 0.0073 | 0.6091 | 0.0086 | 0.6050 | 0.0072 |
|          | 150 | 0.5892 | 0.0022 | 0.6008 | 0.0029 | 0.5891 | 0.0021 | 0.6028 | 0.0024 | 0.6064 | 0.0030 | 0.6023 | 0.0024 |

Table 2. Mean and MSE of the MLE, LS, MPS, WLS, CVM and AD estimate for MKITL distribution when $\alpha = 1.7$. 

| $\delta$ | $n$ | MLE | LS | MPS | WLS | CVM | AD |
|----------|-----|-----|-----|-----|-----|-----|-----|
|          |     | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE |
| 0.6      | 25  | 1.6116 | 0.1145 | 1.7011 | 0.1276 | 1.6117 | 0.0896 | 1.7188 | 0.1152 | 1.8055 | 0.1582 | 1.7370 | 0.1032 |
|          | 70  | 1.6706 | 0.0146 | 1.7023 | 0.0182 | 1.6706 | 0.0144 | 1.7098 | 0.0154 | 1.7185 | 0.0189 | 1.7101 | 0.0158 |
|          | 150 | 1.6371 | 0.0307 | 1.6867 | 0.0385 | 1.6373 | 0.0308 | 1.7001 | 0.0337 | 1.7221 | 0.0407 | 1.7017 | 0.0324 |

| 1.7      | 25  | 1.6706 | 0.0146 | 1.7023 | 0.0182 | 1.6706 | 0.0144 | 1.7098 | 0.0154 | 1.7185 | 0.0189 | 1.7101 | 0.0158 |
|          | 70  | 1.7028 | 0.0075 | 1.7042 | 0.0086 | 1.7027 | 0.0074 | 1.7058 | 0.0080 | 1.7089 | 0.0088 | 1.7067 | 0.0080 |
|          | 150 | 1.6671 | 0.0140 | 1.7032 | 0.0195 | 1.6670 | 0.0140 | 1.7092 | 0.0161 | 1.7198 | 0.0204 | 1.7083 | 0.0156 |

|          |     | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE | Mean | MSE |
| 1.7      | 25  | 1.7003 | 0.0035 | 1.7019 | 0.0040 | 1.7002 | 0.0034 | 1.7026 | 0.0038 | 1.7040 | 0.0041 | 1.7028 | 0.0037 |
Table 2. Cont.

| $\delta$ | $n$ | MLE Mean | MSE Mean | LS Mean | MSE Mean | MPS Mean | MSE Mean | WLS Mean | MSE Mean | CVM Mean | MSE Mean | AD Mean | MSE Mean |
|--------|-----|----------|----------|---------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 25     | $\alpha$ | 1.6110 | 0.1158 | 1.7090 | 0.1431 | 1.6113 | 0.0897 | 1.7256 | 0.1267 | 1.8146 | 0.1798 | 1.7391 | 0.1109 |
|        | $\delta$ | 2.9987 | 0.0649 | 3.0010 | 0.0731 | 2.9985 | 0.0623 | 3.0065 | 0.0690 | 3.0247 | 0.0766 | 3.0119 | 0.0677 |
| 70     | $\alpha$ | 1.6407 | 0.0306 | 1.7040 | 0.0445 | 1.6407 | 0.0301 | 1.7128 | 0.0364 | 1.7400 | 0.0485 | 1.7116 | 0.0338 |
|        | $\delta$ | 3.0272 | 0.0264 | 3.0074 | 0.0300 | 3.0025 | 0.0259 | 3.0099 | 0.0282 | 3.0156 | 0.0306 | 3.0104 | 0.0280 |
| 150    | $\alpha$ | 1.6627 | 0.0137 | 1.6982 | 0.0187 | 1.6628 | 0.0142 | 1.7040 | 0.0159 | 1.7147 | 0.0194 | 1.7033 | 0.0152 |
|        | $\delta$ | 3.0005 | 0.0118 | 3.0028 | 0.0130 | 3.0003 | 0.0117 | 3.0040 | 0.0122 | 3.0066 | 0.0131 | 3.0042 | 0.0122 |

Table 3. Mean and MSE of the MLE, LS, MPS, WLS, CVM, and AD estimate for MKITL distribution when $\alpha = 3$.

| $\delta$ | $n$ | MLE Mean | MSE Mean | LS Mean | MSE Mean | MPS Mean | MSE Mean | WLS Mean | MSE Mean | CVM Mean | MSE Mean | AD Mean | MSE Mean |
|--------|-----|----------|----------|---------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 25     | $\alpha$ | 2.8337 | 0.1408 | 2.8969 | 0.1058 | 2.8339 | 0.1606 | 2.9309 | 0.0985 | 2.9607 | 0.0714 | 2.9618 | 0.0585 |
|        | $\delta$ | 0.5988 | 0.0009 | 0.5991 | 0.0011 | 0.5988 | 0.0009 | 0.5999 | 0.0010 | 0.6010 | 0.0011 | 0.6005 | 0.0010 |
| 60     | $\alpha$ | 2.9155 | 0.0496 | 2.9782 | 0.0295 | 2.9156 | 0.0506 | 2.9962 | 0.0259 | 3.0149 | 0.0344 | 2.9865 | 0.0424 |
|        | $\delta$ | 0.5982 | 0.0003 | 0.5991 | 0.0004 | 0.5982 | 0.0003 | 0.5994 | 0.0003 | 0.5999 | 0.0004 | 0.5996 | 0.0003 |
| 150    | $\alpha$ | 2.9443 | 0.0275 | 2.9853 | 0.0082 | 2.9440 | 0.0238 | 3.0012 | 0.0129 | 3.0147 | 0.0083 | 2.9949 | 0.0090 |
|        | $\delta$ | 0.5994 | 0.0001 | 0.6001 | 0.0002 | 0.5994 | 0.0001 | 0.6002 | 0.0002 | 0.6004 | 0.0002 | 0.6003 | 0.0002 |

Concluded Observation on the Simulation Results

1. When $\alpha = 0.6, 1.7, 3$, and as the value of $\delta$ increases the MSE of the two parameters increases in most cases, while the mean values of both parameters tend to the initial values.
2. For a fixed value of $\alpha$, and $\delta$, by increasing the sample size, the mean values of the parameters tend to the initial values, and MSE decreases.
3. In most cases, the MPS was the best method for estimating the parameter referring to the mean values of the parameters and MSE as in Tables 1–3, while the AD was the best efficient method for estimating the parameters referring to the mean values of the parameters and MSE in Table 3 when $\delta = 0.6$.
4. All estimators perform very well and provide very small MSE and the mean value of estimates for all estimators tend to the initial value of the parameters.
5. The differences between all estimators values are very small, referring to the MSE values and the mean value of the parameters.

6. Application of Real Data Analysis

This section is devoted to illustrating the potentiality of the MKITL distribution for two real data sets. MKITL distribution is compared with other competitive models, namely: ITL (Hassan et al. [14]), the Marshall-Olkin exponential (MOEx) [Marshall and Olkin [33]], modified Kies exponential (MKEx) (Al-Babtain et al. [17]), inverse Weibull (IW), inverse exponential (IE) and inverse Rayleigh (IR) (Ahmad et al. [34]).

Tables 4 and 5 provide values of Cramér-von Mises (W*), Anderson-Darling (A*) and Kolmogorov-Smirnov (KS) statistic along with its P-value for the all models fitted based on two real data sets. In addition, these tables contain the MLE and standard errors (SE) of the parameters for the considered models. In Tables 4 and 5 the MKITL distribution has the highest P-value and the lowest distance of Kolmogorov-Smirnov(KS), W*, and A* value when it compares with all other models used here to fit the COVID-19. Figures 3 and 4 show the fit empirical, histogram, QQ-plot, and PP-plot for the MKITL distribution for COVID-19 data of the United Kingdom and Canada.

6.1. Application 1

Firstly: The data represents a COVID-19 data belong to Canada of 36 days, from 10 April to 15 May 2020 see the link [https://covid19.who.int/].

These data formed of drought mortality rate. The data are as follows: 3.1091 3.3825 3.1444 3.2135 2.4946 3.5146 4.9274 3.3769 6.8686 3.0914 4.9378 3.1091 3.2823 3.8594 4.0480 4.1685 3.6426 3.2110 2.8636 3.2218 2.9078 3.6346 2.7957 4.2781 4.2202 1.5157 2.6029 3.3592 2.8349 3.1348 2.5261 1.5806 2.7704 2.1901 2.4141 1.9048. Table 4 and Figure 3, show the results of application 1.

| Table 4. MLE, SE, KS test and P-values for COVID-19 data of Canada. |
|-------------------------|---------|---------|---------|---------|---------|---------|
|                        | α       | δ       | KS      | p-Value | W*      | A*      |
| MKITL                  | MLE     | 3.3555  | 0.7286  | 0.1454  | 0.4323  | 0.1087  | 0.6473  |
|                        | SE      | 0.4046  | 0.0275  |         |         |         |         |
| MKEx                   | MLE     | 2.2855  | 0.1864  | 0.1695  | 0.2523  | 0.2299  | 1.3306  |
|                        | SE      | 0.2705  | 0.0103  |         |         |         |         |
| IW                     | MLE     | 3.1691  | 23.4053 | 0.1737  | 0.2274  | 0.2548  | 1.5284  |
|                        | SE      | 0.3656  | 8.1037  |         |         |         |         |
| IR                     | MLE     | 8.2339  |         | 0.2790  | 0.0074  | 0.1770  | 1.0691  |
|                        | SE      | 1.3723  |         |         |         |         |         |
| IE                     | MLE     | 3.0078  |         | 0.4284  | 0.0000  | 0.1289  | 0.7751  |
|                        | SE      | 0.5013  |         |         |         |         |         |
| ITL                    | MLE     | 1.1523  |         | 0.4390  | 0.0000  | 0.1505  | 0.8600  |
|                        | SE      | 0.1920  |         |         |         |         |         |
| MOEx                   | MLE     | 83.0836 | 1.4411  | 0.9890  | 0.0000  | 0.3894  | 2.2258  |
|                        | SE      | 39.1521 | 0.1530  |         |         |         |         |
6.2. Application 2

Secondly: The data represents a COVID-19 data belong to The United Kingdom of 24 days, from 15 October to 7 November 2020 [https://covid19.who.int/]. These data formed of drought mortality rate. The data are as follows: 0.2240 0.2189 0.2105 0.2266 0.0987 0.1147 0.3353 0.2563 0.2466 0.2847 0.2150 0.1821 0.1200 0.4206 0.3456 0.3045 0.2903 0.3377 0.1639 0.1350 0.3866 0.4678 0.3515 0.3232. Table 5 and Figure 4, show the results of application 2.

|      | α        | δ         | KS   | p-Value | W *  | A *  |
|------|----------|-----------|------|---------|------|------|
| MKITL| MLE      | 1.3599    | 12.7931 | 0.0936 | 0.9715 | 0.0244 | 0.1762 |
|      | SE       | 0.2319    | 1.4051  |         |       |       |       |
| MKEX | MLE      | 2.1755    | 2.3241  | 0.0956 | 0.9658 | 0.0254 | 0.1831 |
|      | SE       | 0.3598    | 0.1636  |         |       |       |       |
| ITL  | MLE      | 21.7398   |        | 0.2371 | 0.1136 | 0.0403 | 0.2776 |
|      | SE       | 4.4376    |        |         |       |       |       |
| IR   | MLE      | 0.0399    |        | 0.1666 | 0.4685 | 0.1541 | 0.9476 |
|      | SE       | 0.0081    |        |         |       |       |       |
| IW   | MLE      | 2.3035    | 0.0229  | 0.1869 | 0.3292 | 0.1698 | 1.0330 |
|      | SE       | 0.3350    | 0.0149  |         |       |       |       |
| IE   | MLE      | 0.2200    |        | 0.3752 | 0.0015 | 0.1052 | 0.6731 |
|      | SE       | 0.0449    |        |         |       |       |       |
| MOEX | MLE      | 50.8938   | 15.5659 | 0.9817 | 0.0000 | 0.1196 | 0.7700 |
|      | SE       | 36.2538   | 2.5549  |         |       |       |       |
Figure 4. Cumulative function and empirical CDF, histogram, Q-Q plot and P-P plot for the MKITL distribution for COVID-19 data of The United Kingdom.

6.3. Concluding Remarks on the Two Application

1. Referring to data set one we can see that MKITL provides the highest P-value, and the lowest $W^*$, $A^*$ and lowest KS distance.
2. From Figure 3, we can deduce that MKITL was the best model for fitting the first data set.
3. Referring to data set two, we can see that MKITL provides the highest P-value, and the lowest $A^*$, $W^*$ and KS distance.
4. From Figure 4, we can deduce that MKITL was the best model for fitting the second data set.
5. Referring to Table 4 we can see that IE, IR, ITL and MOEx distribution provides poor fitting for the first data set.
6. Referring to Table 5 we can see that IE, MOEx distribution provides poor fitting for the second data set.
7. We can conclude that from both applications that the MKITL distribution provides the best fitting among all its competitive distributions, which gives it superiority in fitting this kind of mortality rate for COVID-19 data.

7. Summary

In this paper, we propose a new two-parameter model, called the modified Kies inverted Topp-Leone distribution, which can be denoted as MKITL distribution. The MKITL distribution is more flexible to analyze lifetime data than other common distributions. Survival function, hazard function, linear representation, quantile, and moments of the MKITL distribution are provided. We compare MLE, LSE, MPSE, WLSE, CVME, and ADE methods, and we conclude the alternative methods of MLE are better than the MLE method. We provide two applications on COVID 19 mortality rate and we proved that the MKITL distribution is the best model among all its competitors to fit this kind of data. The parameter estimation of MKITL distribution is derived by MLE, LSE, MPSE, WLSE, CVME, and ADE. The methods of estimation are used to estimate the model parameters, and simulation results are provided to assess the model performance. Two real-life data proposed model provides a consistently better fit than the MKITL, IE, IW, MOEx, MKEx, and IR distributions.
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