Theory of the conductance of interacting quantum wires with good contacts and applications to carbon nanotubes
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Using bosonization we derive the dc conductance $G(L,T)$ of an interacting quantum wire with good contacts including current relaxing backscattering and Umklapp processes. Our result yields the dependence of the conductance on length $L$ and temperature $T$ in the energy range where the Luttinger model is applicable. For a system where only a part of the current is protected by a conservation law we surprisingly find an unreduced ideal quantum conductance as for a fully ballistic wire. As a second application, we calculate the conductance of metallic single-wall carbon nanotubes in an energy range where backscattering due to phonons dominates. In contrast to previous studies we treat the electrons as interacting by using the Luttinger liquid formulation. The obtained results for the scaling of the dc conductance with temperature and length are compared with experimental data and yield a better description than the previously used non-interacting theory. Possible reasons for the remaining discrepancies in the temperature dependence between theory and experiment are discussed.
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I. INTRODUCTION

In a one-dimensional quantum system the quantization of the transverse momentum means that only a small number of modes are available for transmission. As a consequence, even a fully ballistic quantum wire with adiabatic contacts shows a finite quantum conductance,\(^1\) $G = 2ne^2/h$, where $n$ is the number of modes and the factor of 2 arises due to spin degeneracy. If momentum relaxation by Umklapp or backscattering can be neglected, then a wire with electron-electron interactions can be described as a Luttinger liquid. In this case a renormalization of the conductance to $G = 2nKc^2/h$ with a Luttinger parameter $K < 1$ for repulsive interactions might be expected.\(^2,3\) However, such a renormalization was never observed experimentally\(^4\) and does not take into account the contacts. Assuming that the contacts are adiabatic it has been shown that the conductance remains unrenormalized by the electron-electron interactions within the wire.\(^5,6\) In any realistic system the conductance will, however, be affected by backscattering processes caused, for example, by phonons or impurities in the bulk of the wire.\(^2,7,8\) In addition, backscattering processes at the junctions between the wire and the leads can also renormalize the conductance.\(^3,9,10\) Both contributions can be described at low energies by adding interactions to the Luttinger liquid Hamiltonian and lead, in general, to a temperature- and length-dependent conductance.

Experimentally, two types of systems have mainly been used to study electronic transport in quantum wires. In semiconductor heterostructures, wide two-dimensional electron gases are formed which are subsequently laterally confined by applying gate voltages. This approach makes it possible to obtain very clean wires which show clear signatures of conductance quantization.\(^4\) The other important experimental system are carbon nanotubes (CNTs).\(^11\) Single-wall carbon nanotubes can either be semi-conducting or metallic depending on their wrapping vector. The basic electronic properties of CNTs can be understood by viewing them as rolled-up graphene sheets.\(^12,13\) The momentum transverse to the tube direction is quantized leading to a finite number of bands. For a metallic tube two of these bands cross at the two Fermi points so that in the low-energy limit we are left with a system consisting of two left- and two right-moving fermionic modes. Including spin degeneracy the quantum conductance of a ballistic CNT would therefore be $G_0 = 4e^2/h$. In a first important experiment,\(^14\) ropes of single-wall carbon nanotubes on Si/SiO\(_2\) substrates were studied. In this system charging effects and resonant tunneling were observed. The conductance was found to be small and transport dominated by the probability to tunnel an electron between the contact and the CNT. For a Luttinger liquid with $n = 2$ bands such as a CNT, the temperature-dependence of the tunnel conductance is well-known and scales as $T^\alpha$ with $\alpha = (K_{c+} + K_{c-}^{-1} - 2)/8$ for tunneling into the bulk of the wire and $\alpha = (K_{c+}^{-1} - 1)/4$ for tunneling at an end of the wire.\(^13\) Experimental data\(^14–16\) for tunneling into the bulk or an end of a CNT were consistent with these two formulas with a single Luttinger parameter $K_{c+} \approx 0.2 - 0.4$ for the total charge mode as expected by theory.\(^13,17\) Spin-lattice relaxation rates $1/T_1$ have also been interpreted in terms of a Luttinger liquid with $K_{c+} \approx 0.2$.\(^18,19\)

In recent years, single CNTs have been successfully contacted as well. In one such experiment,\(^20\) almost perfect contacts have been realized so that the conductance of short wires at low temperatures was close to the ideal quantum conductance $G_0$. Contacting the same CNT at various distances Purewal \textit{et al.}\(^20\) were further able
to measure the conductance not only as a function of temperature but also as a function of length. In contrast to the earlier experiment by Bockrath et al., the good contacts imply that the conductance is no longer dominated by tunneling processes but rather by electron backscattering in the bulk of the wire. Backscattering can be caused by impurities which are often relevant perturbations and can completely suppress the conductance below a temperature scale \( T_K \). At temperatures \( T \gg T_K \), on the other hand, irrelevant backscattering due to phonons is expected to be the dominant contribution in clean samples. Treating the electrons in the CNT as non-interacting it has been shown that acoustic phonon modes give rise to a resistivity which increases linearly with temperature if the electrons are assumed to be non-interacting. However, while the phonon contribution is proportional to \( 1/R_a \), where \( R_a \) is the tube radius, the Umklapp contribution scales as \( 1/R_a^2 \) and can therefore be neglected except for very narrow tubes.

In this paper we will consider electronic transport in a quantum wire described by the generic low-energy Hamiltonian:

\[
H = -i v_F \sum_{r,\alpha,\sigma} \int dx \Psi^{\dagger}_{r,\alpha,\sigma}(x) \partial_x \Psi_{r,\alpha,\sigma}(x). \tag{1.1}
\]

Here \( v_F \) is the Fermi velocity and \( \Psi^{(1)}_{r,\alpha,\sigma} \) a fermionic annihilation (creation) operator with \( \sigma = \pm \) being the spin, and \( \alpha = 1, \ldots, n \) a band index. The fermionic field in the low-energy limit is split into right movers \( \Psi^+_{r,\alpha,\sigma} \equiv \Psi_{r,\alpha,\sigma} \) and left movers \( \Psi^-_{r,\alpha,\sigma} \equiv \Psi_{r,\alpha,\sigma} \). We will then use standard Abelian bosonization to express the fermionic operators in terms of bosonic fields

\[
\Psi_{r,\alpha,\sigma}(x) = \frac{\eta_{r,\alpha,\sigma}}{\sqrt{2\pi a}} e^{i(k_F(r,\alpha)x + r\sqrt{2\pi} \phi_{r,\alpha,\sigma}(x))}. \tag{1.2}
\]

Here \( \eta_{r,\alpha,\sigma} \) are Klein factors ensuring the fermionic commutation rules and \( a \) is a cutoff of the order of the lattice constant \( a \). The Fermi momentum \( k_F(r,\alpha) \) associated with each of the modes depends on the band structure of the microscopic model. We further assume that we can represent the Hamiltonian (1.1) using (1.2) by

\[
H = \frac{1}{2} \sum_{j,\delta} \int dx \left\{ v_{j,\delta} K_{j,\delta} (\partial_x \phi_{j,\delta})^2 + \frac{v_{j,\delta}}{K_{j,\delta}} (\partial_x \phi_{j,\delta})^2 \right\} \tag{1.3}
\]

where the new fields fulfill the commutation relation

\[
[\phi_{j,\delta}(x), \phi_{j',\delta'}(x')] = -i \delta_j \delta_{j'} \delta_{\delta \delta'} \text{sgn}(x - x'). \]

The indices \( j, \delta \) are now indices of the diagonal modes obtained by combining the bosonic fields \( \phi_{r,\alpha} \) in an appropriate way. The Hamiltonian (1.3) includes the density-density type electron-electron interactions which lead to a renormalization of the velocity \( v_F \rightarrow v_{j,\delta} \) and introduce the Luttinger parameters \( K_{j,\delta} \).

The charge density can be expressed as \( \rho = e \sqrt{\frac{2\pi}{3}} \partial_x \phi_{j,\delta} \) through one of the bosonic fields which we denote by \( \phi_{j,\delta} \). The current density \( j(x) \) is then obtained by the continuity equation

\[
\partial_t \rho(x) = -i [\rho(x), H] = -\partial_x j(x) \tag{1.4}
\]

leading to

\[
j = -e \sqrt{\frac{2\pi}{3}} \partial_x \phi_{j,\delta}. \tag{1.5}
\]

In the following we will use the short hand notation \( \phi \equiv \phi_{j,\delta} \) for the mode related to the electric charge and current density.

Our paper is organized as follows: In Sec. II we generalize the approach by Maslov and Stone to derive a formula for the dc conductance of a quantum wire with good contacts and some form of damping in the bulk of the wire. In Sec. III we then use a self-energy approach to consider damping by Umklapp scattering. In particular, we consider the case of the integrable XXZ model where only part of the current can decay by Umklapp scattering while the rest is protected by a conservation law. Furthermore, we study the general case of damping due to backscattering assisted by other degrees of freedom such as, for example, phonons. For CNTs all microscopic parameters relevant for backscattering by phonons are relatively well-known allowing us to obtain results for the dc conductance which we compare directly to experiment in Sec. IV. In the conclusions, Sec. V, we summarize our main results and discuss possible shortcomings of the obtained formulas for the conductance of CNTs.

II. CONDUCTANCE OF A WIRE WITH CONTACTS AND DAMPING

We are interested here in the conductance of a finite end-contacted quantum wire in the linear response regime with some damping in the bulk of the wire. We assume that we can model the leads as one-dimensional ballistic channels with Luttinger parameter \( K_L = 1 \). The quantum wire itself, on the other hand, is described by the Hamiltonian (1.3) with a Luttinger parameter for the total charge channel \( K_u \), a velocity \( v_F \), and a damping rate \( \gamma(T) \). This setup is depicted in Fig. 1. The damping in the wire might stem from electron-electron, electron-phonon, or electron-impurity interactions. We will consider the case where the damping is either caused by irrelevant interactions or cases where the interaction is relevant but we are in a temperature regime where the renormalized coupling constant for this interaction is still small so that perturbation theory is applicable. The forward scattering processes in a one-dimensional conductor
are marginal and take place on a scattering length of the order of the lattice spacing $a$ leading to new collective excitations described by the Luttinger liquid Hamiltonian with renormalized values for the velocity $v_w$ and the Luttinger parameter $K_w$. We will in the following calculate the conductance in a regime with the backscattering length $\gamma^{-1}(T) \gg a$ so that we can start from the Luttinger liquid description of the wire and include the backscattering processes perturbatively. In addition, we require that $k_B T \ll W_b$ where $W_b$ is the bandwidth so that a linearization of the dispersion near the Fermi points is a valid approximation.

There is also one further approximation which we will use in the following. Strictly speaking one should first calculate the Green’s function for the Luttinger liquid in the contact-wire-contact geometry following the approach by Maslov and Stone. Using this Green’s function one should then perturbatively include the backscattering to obtain the damping in the system. However, as the system is no longer homogeneous it seems an impossible task to solve the resultant Dyson’s equation to sum up a series of diagrams. Instead, we only consider the regime where the coherence length $\xi$ of the considered scattering process is much smaller than the length $L$ of the wire. These coherence lengths are, for example, approximately given by $\xi_e \propto \hbar v_F/k_B T$ and $\xi_{ph} \propto \hbar v_{ph}/k_B T$ for the electron, respectively phonon, degrees of freedom. Then we can assume that the majority of the backscattering leading to the damping occurs in the bulk regions and calculate the relaxation rate $\gamma$ by using the electronic Green’s function for an infinite wire. This damping is then already included in our approach when calculating the Green’s function in the contact-wire-contact geometry. We will return to this point in Sec. IV when comparing with experiments on CNTs. To summarize, we make the following assumptions: (1) $k_B T \ll W_b$ so that a linearization of the spectrum is a valid approximation. (2) The backscattering length $\gamma^{-1}(T) \gg a$ so that we can include forward scattering first and treat backscattering perturbatively. (3) A coherence length of the relevant backscattering process $\xi \ll L$ so that most of the backscattering takes place in the bulk of the wire and can be calculated by using the bulk electronic Green’s function.

Our calculations are based on the Kubo formula which requires the calculation of the retarded current-current correlation function. Using the bosonic representation of the current operator, Eq. (1.5), the Kubo formula for the conductivity can be written as:

$$\sigma(\omega) = i\omega \frac{4\pi e^2}{h} g_{\omega}(x, x').$$

(2.1)

Here the retarded correlation function $g_{\omega}(x, x') = \langle \phi(x)\phi(x') \rangle^\text{ret}_{\omega}$ can be obtained by an analytical continuation of the Matsubara function $g_{\omega}(x, x')$ at Matsubara frequencies $\omega_m = 2\pi T m$.

Let us first consider the case of an infinitely long wire where $g$ depends only on $|x-x'|$. In this case the retarded boson propagator can be expressed in Fourier space as

$$\langle \phi(x)\phi(x') \rangle^\text{ret}_{\omega} = \frac{v_w K_w}{\omega^2 - v_w^2 q^2 - v_w K_w \Sigma^\text{ret}_{\omega}(q, \omega)}.$$  
(2.2)

The free propagator is obtained by setting the self-energy $\Sigma^\text{ret}_{\omega}(q, \omega) = 0$. A finite imaginary part of the self-energy, $\Sigma^\text{ret}_{\omega}(q, \omega) \neq 0$, on the other hand, indicates a finite lifetime of the boson. In writing the boson propagator in this form we have assumed that a Dyson equation is valid. In this case the form of the propagator is generic with the finite lifetime being a consequence of the considered backscattering process.

According to the assumptions explained above, our starting point for calculating the conductance of a quantum wire with contacts at both ends and a damping term in the bulk is the action

$$S = \frac{1}{2\beta} \sum_{\omega_m} \int dx \left\{ \frac{\omega_m^2}{v_w K_w} - \frac{\partial}{\partial x} \left( \frac{v_x}{K_x} \partial_x \right) + 2\gamma_x |\omega_m| \right\} |\phi(x, \omega_m)|^2$$

(2.3)

The position dependent parameters are given by $v_x = v_w$, $K_x = K_w$ and $\gamma_x = \gamma$ in the wire ($0 \leq x \leq L$) and by $v_x = v_\ell$, $K_x = K_\ell$ and $\gamma_x = 0$ in the leads ($x < 0$ or $x > L$). $\gamma$ in the wire is calculated using the self energy for a homogeneous system.

For an infinite quantum wire the action (2.3) yields after analytical continuation the boson propagator (2.2) with

$$\gamma = \frac{1}{2} \Im \left[ \frac{\Sigma^\text{ret}_{\omega}}{\omega} \right]_{\omega=0}.$$  
(2.4)

Here we have assumed that the self-energy has a regular expansion in frequency and momentum. Including the real part of the self energy in lowest order would lead to a renormalization of $K_w$ and $v_w$ in Eq. (2.2) but would not affect the conductance as we will see below.

Let us now come back to the case of a finite quantum wire with contacts. For the action (2.3) with abrupt
changes in the parameters the relevant bosonic Green’s function is found by matching across the boundaries between the wire and leads. We therefore want to solve\(^\text{27,28}\)

\[
\left[ \frac{\omega_m^2}{K_v v_x} - \frac{\partial}{\partial x} \left( \frac{v_x}{K_v} \frac{\partial}{\partial x} \right) + 2\gamma |\omega_m| \right] g_m(x, x') = \delta(x-x').
\]  

(2.5)

For convenience we define \(\omega_{m\gamma} = \sqrt{\omega_m^2 + 2\gamma K_v |\omega_m| v_w}\), then we have the free particle equation

\[
\left[ \frac{\omega_m^2}{K_v v_x} - \frac{\partial}{\partial x} \left( \frac{v_x}{K_v} \frac{\partial}{\partial x} \right) \right] g_m(x, x') = \delta(x-x').
\]  

(2.6)

for \(x\) in the leads and

\[
\left[ \frac{\omega_m^2}{K_w v_x} - \frac{\partial}{\partial x} \left( \frac{v_x}{K_w} \frac{\partial}{\partial x} \right) \right] g_m(x, x') = \delta(x-x').
\]  

(2.7)

for \(x\) in the wire. \(g_m(x, x')\) is continuous everywhere but there is a discontinuity in the derivative of \(g_m\) at \(x = x'\), and \(\lim_{x \rightarrow \pm \infty} g_m(x, x') \rightarrow 0\). The full boundary conditions and the solution for the Green’s function are given in Appendix A.

The current through the device can then be calculated by

\[
I = \int_0^L dx' \int \frac{d\omega}{2\pi} e^{-i\omega t} \sigma_\omega(x, x') E_\omega(x'),
\]  

(2.8)

where \(E_\omega(x')\) is the electric field along the wire and the conductivity \(\sigma_\omega(x, x')\) is given by the Kubo formula (2.1). To determine the current flowing through the device it is, in general, also necessary to determine how the voltage drops. For a fully ballistic wire the voltage drop will occur at the two contacts while the electric field along the wire is zero. For a wire with damping, however, there will be a voltage drop at the junctions as well as along the wire. In this case the electric field has to be determined self-consistently by solving Eq. (2.8) in conjunction with the Maxwell equations. Here we will concentrate on the \(\text{dc}\) limit where \(\sigma_\omega(x, x')\) becomes position independent so that the spatial integral in (2.8) can be easily performed. The current, in this case depends only on the voltage difference \(\Delta V = V_1 - V_2\). The \(\text{dc}\) conductance then becomes\(^\text{28}\)

\[
G = \frac{I}{\Delta V} = \frac{2ne^2}{h} \frac{K_f}{1 + K_f L \gamma}.
\]  

(2.9)

The resistance consists of two contributions, \(R = 1/G = R_Q + R_d\). The quantum resistance \(R_Q = \frac{h}{2ne^2} \frac{1}{K_v}\) depends only on the Luttinger parameter \(K_v\) in the leads whereas the length and temperature dependent part \(R_d = \frac{h}{2ne^2} \frac{L \gamma}{T} \) is determined by the damping \(\gamma(K_w, T)\) in the bulk of the wire. These two contributions to the resistance and their general form are expected and could have been written down without doing any explicit calculation. What our calculation shows and what is not a priori clear, however, is that the quantum resistance \(R_Q\) is determined solely by the properties of the leads and is thus not renormalized by the interactions in the wire while \(R_d\) depends only on the Luttinger parameter \(K_w\) and the velocity \(v_w\) in the wire. The latter property will break down at temperatures when the coherence length \(\xi\) becomes of the order of the wire length. In this case the damping \(\gamma\) will start to depend on the properties of both the wire and the contacts.

### III. DAMPING

In this section we want to study two examples for damping processes in the bulk of the wire. First, we consider Umklapp scattering for a spinless fermion chain at half filling. We explicitly include the possibility that part of the current is protected by conservation laws as is the case if the chain is integrable. Second, we consider backscattering of electrons due to coupling to other degrees of freedom. In particular, we discuss backscattering due to interactions with acoustic or optical phonons.

#### A. Electron-electron Umklapp scattering

We want to study this case by considering a concrete microscopic lattice model given by

\[
H = t \sum_{l=1}^N \left[ \frac{1}{2} (c_l^\dagger c_{l+1} + h.c.) + \Delta (n_l - \frac{1}{2}) (n_{l+1} - \frac{1}{2}) \right]
\]  

(3.1)

and \(n_l = c_l^\dagger c_l\). This so-called \(XXZ\) Hamiltonian describes the hopping of spinless fermions along the chain with hopping amplitude \(t\) and a nearest-neighbor interaction \(\Delta\). We want to concentrate here on the half-filled case \(\langle n \rangle = 1/2\). In this case the model is critical for \(-1 < \Delta \leq 1\) and can be described at low energies by the Luttinger model, Eq. (1.3), with a single mode. The processes which can lead to a relaxation of the current are due to Umklapp scattering where 2 electrons are transferred between the two Fermi points. The leading Umklapp operator is of the form \(H_U \propto \exp(4ikFx)\Psi_R^\dagger (x + a)\Psi_L^\dagger (x + a)\Psi_L(x)\Psi_R(x) + h.c.\) and can be written using the bosonization formula (1.2) as

\[
H_U = \lambda \int dx \cos(4\sqrt{\pi} \phi + 4kF x)
\]  

(3.2)

with amplitude \(\lambda\), and \(k_F = \pi/2\) at half filling. This term is irrelevant in the regime where the Luttinger model is valid but becomes marginal for \(\Delta = 1\) (Luttinger parameter \(K = 1/2\)). We can therefore calculate the boson propagator (2.2) in second order perturbation theory in Umklapp scattering in order to obtain the damping rate \(\gamma\) for this model. Since the \(XXZ\) model is integrable, parameter-free results can be obtained using this approach and are given in Refs. 25,26. Here we want
to concentrate on one peculiar aspect of the integrability of the model: there is a quasi-local conservation law which protects parts of the current from decaying implying an infinite dc conductivity even at finite temperatures. Within an effective field theory such a conservation law can be taken into account by using a memory matrix formalism. The self-energy of the boson propagator then reads

$$\Sigma(q = 0, \omega) = -\frac{y^{-1}\omega^2}{1 + \frac{y^{-1}\omega}{2i\gamma}} \approx \begin{cases} -y^{-1}\omega^2, & y \to \infty \\ -2i\gamma\omega, & y \to 0 \end{cases}$$

(3.3)

with \(y\) describing the overlap between the current operator \(J = \int dx j(x)\) and the conserved quantity \(Q\)

$$y = \frac{\langle JQ \rangle^2}{\langle J^2 \rangle \langle Q^2 \rangle - \langle J^2 \rangle^2}.$$  

(3.4)

The self-energy (3.3) reduces to the standard damping form if the current is not protected at all \(y \to 0\) whereas the self-energy vanishes if the current itself is a conserved quantity \(y \to \infty\). For an infinite wire, a partial protection of the current leads to an infinite dc conductivity in the form of a finite Drude weight \(D(T)\) appearing in the real part of the conductivity

$$\sigma'(q = 0, \omega) = 2\pi D(T)\delta(\omega) + \sigma_{\text{reg}}(\omega).$$

(3.5)

The question we want to address here is what a partial protection of the current by a conservation law implies for the conductance of a finite end-contacted wire. In the dc limit the self-energy (3.3) reduces to \(\Sigma(\omega \to 0) \approx -y^{-1}\omega^2\) if \(y \neq 0\). We can now use the same formalism as before with the only difference that \(\omega_{m\gamma}\) is now given by

$$\omega_{m\gamma} = \sqrt{(1 + v_w K_w y^{-1})\omega_m^2}.$$  

(3.6)

From the Green’s function in the dc limit given in Eq. (A9) of Appendix A we find

$$\lim_{\omega \to 0} g(x, x'; \omega) = \frac{i K_w}{2\omega \sqrt{1 + v_w K_w y^{-1}}} \frac{1 + \bar{K}_w}{1 - \bar{K}_w}$$

$$= -i \frac{K_w}{2\omega \sqrt{1 + v_w K_w y^{-1}}} \bar{K}_\ell \sqrt{1 + v_w K_w y^{-1}}$$

$$= -i \frac{\bar{K}_\ell}{2\omega},$$

(3.7)

with \(\bar{K}_w\) defined in Eq. (A5). Thus the factor \(y\) describing the overlap between the current and the conserved quantity cancels out as long as \(y \neq 0\). Putting (3.7) into the Kubo formula (2.1) with \(2n \equiv 1\) (we have only one mode, \(n = 1\), and no spin degeneracy) we find that the dc conductance is unrenormalized and identical to that of a fully ballistic wire, \(G = \frac{e^2}{h} K_\ell\).

Remarkably, the splitting of the current into a diffusive channel with a finite relaxation rate \(\gamma\) and a ballistic channel, as described by the self-energy (3.3), does not reduce the conductance compared to the purely ballistic case. As long as there is a ballistic channel we find ideal quantum conductance. In some sense this is analogous to the case of repulsive electron-electron interactions: the dc conductivity of an infinite wire is reduced by the Luttinger parameter \(K_w\) while the conductance of a finite wire with Fermi liquid contacts, \(K_\ell = 1\), remains unchanged. In the XXZ model considered here the Drude weight is reduced by a factor \(y/(1 + y)\) compared to a fully ballistic wire, see Ref. 26, while we find again that the dc conductance is not affected. If, on the other hand, \(y = 0\), i.e. the transport is purely diffusive and the self-energy is given by \(\Sigma(\omega) = -2i\gamma\omega\), then Umklapp scattering does lead to a length-dependent conductance as given in Eq. (2.9).

Finally, let us remark that we have ignored here any scattering at the contacts which will, in general, always be relevant and suppress the conductance at low temperatures. Furthermore, even if the wire is integrable—something which can only approximately be achieved experimentally in the sense that integrability breaking terms are small—integrability will be broken in a setup where the wire is contacted at its ends. Nevertheless, if we have a wire which is close to an integrable system then our calculation shows that this can lead to an anomalously large conductance as long as other scattering, for example at the contacts, can be ignored.

## B. Coupling to other degrees of freedom

In the previous section we have discussed current relaxation due to Umklapp scattering caused by electron-electron interactions. In this case the scattering term (3.2) involves the transfer of two electrons from one Fermi point to the other. Backscattering, on the other hand, where only one electron scatters between the Fermi points, is kinematically only allowed if the transferred momentum is picked up by some other degree of freedom of the system. In general, we can write such an assisted electron backscattering process as

$$H_{e-o} = \lambda \int dx \bar{O}(x) \sum_{\alpha\sigma} \Psi_{r\alpha\sigma}^\dagger(x) \Psi_{-r\alpha\sigma}(x).$$

(3.8)

where \(\lambda\) is the coupling amplitude and \(\bar{O}\) the operator of the other degree of freedom. We will again use the same assumptions about our system as outlined at the beginning of this section. In particular, we will calculate the damping rate by using a self-energy approach with the backscattering electronic Green’s function

$$\mathcal{G}(x, \tau) = -\sum_{r,\alpha'\sigma'} \langle \Psi_{r\alpha\sigma}^\dagger(x, \tau) \Psi_{-r\alpha\sigma}(x, \tau) \rangle$$

$$\times \langle \Psi_{r'\alpha'\sigma'}^\dagger(0, 0) \Psi_{-r'\alpha'\sigma'}(0, 0) \rangle,$$

(3.9)

calculated for the infinite quantum wire.

We want to concentrate, in particular, on a coupling to the phononic degrees of freedom. In this case we have
\( \hat{O}_q \propto b_q + b_q^{\dagger} \) where \( b_q \) is the annihilation operator for a phonon with momentum \( q \). In second order perturbation theory in the electron-phonon coupling we then obtain the self-energy

\[
\Sigma(q, \omega_n) \propto \lambda^2 \int dx \, d\tau \, D(x, \tau) G(x, \tau) [e^{i(qx-\omega_n \tau)} - 1].
\]

Here \( D(x, \tau) \) is a bosonic propagator which in frequency-momentum space reads

\[
D(q, \omega_n) = -\frac{2\omega_q}{\omega_n^2 + \omega_q^2} \, d(q)
\]

where \( D(q, \omega_n) \) is the standard propagator, \( \omega_q \) the dispersion relation of the phonon, and \( d(q) \sim q \) for an acoustic phonon while \( d(q) \sim q \) for an optical phonon. Furthermore, \( \omega_q = v_{ac} q \) for an acoustic mode where \( v_{ac} \) is the velocity of sound while \( \omega_q \approx c \) for an optical phonon. A Fourier transformation of Eq. 3.11 yields the time-ordered function

\[
D(q, \tau) = \left[ e^{-\omega_q |\tau|} + 2n_B(\omega_q) \cosh \omega_q \tau \right] d(q),
\]

with \( n_B \) being the Bose function, which will be very useful in the following.

IV. CONDUCTANCE OF SINGLE-WALL CARBON NANOTUBES

The conductance of single-wall carbon nanotubes has been measured in Ref. 20 for a wide range of tube lengths and temperatures. The increase of the resistance at intermediate temperatures has been attributed to electron-phonon scattering while at low temperatures also impurities and localization effects are expected to play a role.\(^3\) So far the resistance of carbon nanotubes due to electron-phonon scattering has been calculated by taking only one of the acoustic modes into account and by assuming that the electrons are non-interacting. These assumptions lead to a resistance which increases linearly with temperature.\(^7\) Here we will calculate the resistance by taking first the electron-electron forward scattering into account using the Luttinger liquid formalism and then treating the backscattering due to electron-phonon coupling perturbatively. Note that the CNTs in experiment\(^20\) have lengths \( L \sim 10^{-5} - 10^{-6} \) m while the coherence length \( \xi = h v_{c+} / k_B T \ll L \) for \( T > T_c \approx 30 \) K so that our approach outlined in Sec. II is applicable in this temperature regime.

A. Theoretical results

At low energies the bosonized Hamiltonian of a single-wall carbon nanotube including the density-density type interactions is given by Eq. 1.3 where \( j \delta = c+, c-, s+, s- \) describe the total and relative parts \( \delta = (+, -) \) of charge \( j = c \) and spin \( j = s \)\(^13\) The Luttinger parameter of the total charge mode is given by \( K_{c+} \approx 0.2 - 0.4 \) while the other Luttinger parameters are hardly renormalized, \( K_{c-} \approx 1 \). Accordingly, the velocity \( v_{c+} \approx v_F / K_{c+} \) is larger than the velocities of the other modes, \( v_{c-} \approx v_F \). Away from special commensurate fillings—which is the experimentally relevant case we will concentrate on—the relevant interactions which are not of density-density type leave the \( c+ \)-mode unaffected. The other modes become in principle gapped at very low energies.\(^13\) However, the energy scale where this happens is of the order of a few Millikelvin.\(^32\) For the temperature range we are interested in these small gaps do not play any role and we neglect the interactions responsible for these gaps in the following.

Carbon nanotubes can be characterized by their wrapping vector \( \mathbf{C} = na_1 + ma_2 \) where \( a_{1,2} \) are the basis vectors of the hexagonal lattice and \( n, m \) integer numbers. CNTs with \( (n, m) = (n, 0) \) are called zigzag tubes while tubes with \( (n, n) \) are called armchair tubes. The structure of the tube has important consequences for the electronic structure as well as for the phonon modes relevant for electron backscattering. Tubes where \( n - m \) is zero or a multiple of three are metallic while other tubes are semiconducting. This means, in particular, that all armchair tubes are metallic. In an armchair tube, only an acoustic mode causing a twisting of the tube leads to a relaxation of an electric current while in a zigzag tube an acoustic stretching mode and an optical breathing mode contribute.\(^33\) For a generic \( (n, m) \)-tube the resistivity due to electron-phonon scattering is thus given by\(^34\)

\[
\rho_{e-ph}(T) = \sin^2(3\eta) \rho_c(T) + \cos^2(3\eta) [\rho_s(T) + \rho_B(T)],
\]

Here \( \eta \) is the chiral angle with \( \eta = 0 \) for zigzag tubes and \( \eta = \pi/6 \) for armchair tubes. \( \rho_{c,s,B}(T) \) are the contributions due to the twiston, stretching, and breathing mode, respectively.

We will first focus on the twiston mode. The contribution of this mode to the resistivity has already been studied by Kane et al., Ref. 7, however, in this paper it has been assumed that the electrons are non-interacting. Here we want to generalize this calculation by using the bosonized Hamiltonian (1.3), thus taking the electron-electron interactions into account as well. The long wavelength twistons can be described by a continuum theory\(^7\)

\[
H_t = \frac{1}{2} \int dx \left\{ M_t (\partial_t \Phi)^2 + C_t (\partial_x \Phi)^2 \right\}
\]

where \( M_t \) is the moment of inertia per unit length and \( C_t \) the twist modulus. These parameters are relatively well-known for CNTs and are given in Appendix B, table I. The twiston has dispersion \( \omega_q = v_t q \) with velocity \( v_t = \sqrt{C_t / M_t} \). For the specific case of the twiston we might then write the generic backscattering term (3.8) as...
where \( \lambda_t^2 = M_0 g_0^2 / (\pi R_a M) \) is the electron-twiston coupling constant expressed in terms of the electron-phonon coupling constant \( g_0 \), the radius of the tube \( R_a \), and the carbon mass per unit area \( M \).\(^{35}\) Approximate values for these parameters are listed in Appendix B, Table I. Bosonizing the backscattering term leads to\(^{35,36}\)

\[
\sum_{r \alpha \sigma} \Psi_{r \alpha \sigma}^\dagger \Psi_{-r \alpha \sigma} = \frac{4}{\pi a} \cos(\sqrt{\pi} \phi_{c+} - 2q_F x) \cos(\sqrt{\pi} \phi_{c-}) \prod_{\delta = \pm} \sin(\sqrt{\pi} \phi_{\delta}) \\
+ \frac{4}{\pi a} \sin(\sqrt{\pi} \phi_{c+} - 2q_F x) \sin(\sqrt{\pi} \phi_{c-}) \prod_{\delta = \pm} \cos(\sqrt{\pi} \phi_{\delta})
\]

where \( \bar{a} \approx a \) is a short distance cutoff of the order of the lattice constant \( a \) and \( 2q_F \), the transferred momentum. In the following we will set \( \bar{a} = a = 1 \).

We now want to calculate the self-energy, Eq. (3.10). The twiston propagator in Matsubara space is given by

\[
D_t(q, \omega_n) = \frac{q}{2 M v_t} \frac{-2\omega_q}{\omega_n^2 + \omega_q^2} \delta(q) \mathcal{D}(q, \omega_n)
\]

with the time-ordered function given by Eq. (3.12). Since \( v_t \ll v_{c+} \) we can neglect the momentum transferred onto the phonon. The typical momentum of an electron is \( q \sim T/v_{c+} \) so that \( v(t/T \sim v_t/v_{c+} \ll 1 \) which means that the twiston mode is always heavily populated.\(^7\) Using these approximations for Eq. (3.12) we find

\[
D_t(q, \tau) \approx -\frac{q}{2 M v_t} \coth\left(\frac{v_t q}{2 T}\right) \approx -\frac{T}{C_t}.
\]

Using the retarded functions the self-energy (3.10) for the electron-twiston coupling reads

\[
\Sigma_t^{ret}(q, \omega) = 2\pi \lambda_t^2 \int dt \left[ D_t(x = 0, t) \mathcal{G}(x = 0, t) \right]_{ret}(e^{i\omega t} - 1)
\]

with a retarded Green’s function \( \mathcal{G} \) which can be calculated using the bosonization result (4.4),\(^{37}\)

\[
\mathcal{G}_{ret}(0, t) = \theta(t) \frac{4}{\pi^2} \left[ \prod_{j, \delta} \left( \frac{\pi T}{v_j \delta} \right)^{K_{j, \delta}/2} \right] \sin\left(\frac{\pi K}{4}\right) \sinh(\pi T t)^{-K/2}
\]

with \( K = \sum_{j, \delta} K_{j, \delta} \). Using the formula

\[
\int_0^{\infty} dt \frac{e^{i\omega t}}{\sinh^{K/2}(\pi T t)} = \frac{2^{K/2 - 1}}{\pi T} B\left(\frac{K}{4} + \frac{i \omega}{2 \pi T}, \frac{1 - K}{2}\right)
\]

where \( B(x, y) = \Gamma(x) \Gamma(y)/\Gamma(x + y) \) is the Beta function we can evaluate the self-energy (4.7). The integral in (4.9) is only convergent if \( 0 < K < 2 \). Here we are, however, only interested in the imaginary part, which is responsible for the damping, in the limit \( \omega/T \to 0 \). This part turns out to be universal even for \( K > 2 \) while the real part will depend on the cutoff needed to regularize the integral in this case.\(^{26,37}\) We can thus expand the Beta function and find, after reinserting factors of \( h \) and lattice constant \( a \) and using \( K_{j, \delta} = 1 \) for \( j \neq c+ \),

\[
\rho_t(T) = R_Q \sum_{\delta} \frac{\rho_{ret}^{\delta}}{2 \omega} \bigg|_{\omega = 0} = R_Q \lambda_t^2 \frac{2(3 + K_{c+})/2 K_{c+}}{\pi a h v_F C_t} \cos\left(\frac{\pi}{4}(3 + K_{c+})\right) \times B\left(\frac{3 + K_{c+}}{4}, \frac{1 + K_{c+}}{2}\right) \left(\frac{\pi a h}{h v_F T}\right)^{1 + K_{c+}}
\]

where \( R_Q = \frac{h}{4 e^2} \) is the quantum resistance. In the non-interacting limit this reduces to the known result\(^7\)

\[
\rho_t(T) = R_Q \frac{2 \lambda_t^2}{C_t a T^2 h^2} k_B T.
\]

Note that all the parameters in Eq. (4.10) are approximately known, see Table I.

The stretching mode is also an acoustic mode and the calculation is analogous to the one for the twist mode. Following Refs. 34,35 we assume a single energy scale for the electron-phonon coupling. This allows us to directly relate the phonon propagators of the two modes \( D_s(q, i\omega_n) = A D_t(q, i\omega_n) \) where \( A \approx 0.66 \) can be expressed in terms of the bulk and shear modulus of the tube, see table I. As a consequence we have \( \rho_s(T) = A \rho_t(T) \).

Finally, we have to consider the optical breathing mode. Its energy \( h \omega_B \) is inversely proportional to the tube radius (see table I) and varies for the systems we are interested in between 420 K for a (10, 0) tube and 210 K for a (20, 0) tube. Because these energies are still much smaller than the bandwidth of a metallic carbon nanotube which is of the order of a few electron volts we can continue to use the bosonized Hamiltonian. The self-energy is again calculated starting from Eq. (3.10) with the boson propagator defined by

\[
D_B(q, \omega_n) = \frac{1}{(2 \omega_B M R_a^2)^{1/2}} \frac{-2\omega_B}{\omega_n^2 + \omega_B^2} \delta(q) \mathcal{D}(q, \omega_n)
\]

The phonon propagator is momentum independent and the self-energy reduces, after analytical continuation, to (4.7) with \( D_t \to D_B \) and \( \lambda_t^2 \to \lambda_B^2 = v_B^2 / 2 \pi R_a \).\(^{35}\) However, now the time dependence has to be kept explicitly leading—after reinserting factors of \( h, k_B, a \) to
\[ \rho_B(T) = R_Q \frac{g_2^2}{\pi R_a^2} \frac{\hbar \omega_B}{2(B + \mu)} \frac{2^{(1+K_{c+})/2} K_{c+}^{K_{c+}}}{\pi(hv_F)^2} \left( \frac{\pi a k_B T}{h v_F} \right)^{(K_{c+} - 1)/2} \]

\times \left[ \cos \left( \frac{\pi(3 + K_{c+})}{4} \right) \Im F \left( \frac{\hbar \omega_B}{2\pi k_B T} \right) + (1 + 2n_B(\omega_B)) \sin \left( \frac{\pi(3 + K_{c+})}{4} \right) \Re F \left( \frac{\hbar \omega_B}{2\pi k_B T} \right) \right]

with

\[ F(x) = \frac{\Gamma \left( 1 - \frac{3+K_{c+}}{2} \right) \Gamma \left( \frac{3+K_{c+}}{4} - ix \right)}{\Gamma \left( 1 - \frac{3+K_{c+}}{4} - ix \right)} \left[ \Psi_0 \left( 1 - \frac{3 + K_{c+}}{4} - ix \right) - \Psi_0 \left( \frac{3 + K_{c+}}{4} - ix \right) \right] \]

where \( n_B(\omega) \) is the Bose distribution function, \( \Psi_0(x) \) the Digamma function, and \( B \) and \( \mu \) the bulk and shear modulus respectively. We have also made use of the relation \( \omega_B^2 = (B + \mu)/MR_a^2 \).

In total, we have obtained a result for the resistivity (4.1) of a carbon nanotube due to phonon assisted backscattering which includes the electron-electron interactions of density-density type and depends only on microscopic parameters which can be theoretically estimated or measured experimentally. It is important to note that the prefactor of the two acoustic modes is inversely proportional to the radius \( R_a \) of the tube so that this scattering process becomes less important the wider the tube is. The prefactor of the breathing mode, on the other hand, scales as \( 1/R_a^2 \). At the same time, however, the energy of the breathing mode decreases as \( \hbar \omega_B \sim 1/R_a \). The breathing mode contribution (4.14) consists of two parts: A part describing the absorption of thermally excited phonons, and a part describing spontaneous emission of a phonon. Both parts are exponentially suppressed at low temperatures.

### B. Numerical evaluation and comparison with experiment

We can now evaluate (4.1) for different tubes. As examples, we show in Fig. 2(a) the result for a (10,10) armchair tube. In this case the chiral angle is \( \eta = \pi/6 \) and only the twistmode mode (4.10) contributes. In Fig. 2(b) the resistivity of a (18,0) zigzag tube is shown where \( \eta = 0 \). The stretching mode contribution, \( \rho_s(T) = A \rho_t(T) \), and the breathing mode contribution (4.14) to the resistivity are shown separately. Both tubes have a comparable radius of \( R_a \approx 7 \text{ Å} \) and all other parameters are as given in table I of Appendix B. In both cases we have set \( K_{c+} = 0.3 \). The linear resistivity of the acoustic modes changes into \( \rho \sim T^{(1+K_{c+})/2} \) which for \( K_{c+} < 1 \) leads to a negative curvature as a function of temperature. Furthermore, the interactions substantially increase the resistivity by about a factor of 3 at room temperature in the examples shown in Fig. 2. The contribution of the breathing mode for the zigzag tube is significantly increased by electron-electron interactions as well.

For a comparison with experiment we will concentrate here on the results obtained in Ref. 20. In this work single-wall carbon nanotubes with lengths up to 1 mm were deposited on a Si/SiO \(_2\) substrate and the resistance of a single tube as a function of temperature and length was studied. Except for low temperatures where impurities and possibly localization effects play an important role, the resistance was found to scale linearly with length. We will focus here on device ‘M1’ from Ref. 20 which seems to have the cleanest contacts and is metallic down to low temperatures. The resistivity of this device as a function of temperature is shown in Fig. 3 where we have subtracted a small constant contribution due to non-ideal contacts and impurities. While scattering at impurities and at the contacts is expected to be relevant and therefore lead to an increasing resistivity for \( T \rightarrow 0 \) at temperatures \( T \ll T_K \) this temperature regime has
not been reached in experiment and taking this contribution as constant seems to be a reasonable approximation. The diameter of the tube in device ‘M1’ has been determined to be $d \approx 2 \text{ nm}$. The chiral angle, however, is not known. If the tube would be an armchair tube, then this diameter is consistent with a $(15,15)$ tube while a zigzag tube of this diameter would be close to a $(27,0)$ tube. We thus plot in Fig. 3 the theoretical results for both kinds of tubes in comparison to the experimental data.

Including the electron-electron interactions substantially increases the resistivity and leads to a much better overall quantitative agreement with experiment. This is, in particular, true if we assume an armchair tube, Fig. 3(a). Here the deviation between the theoretical curve and the experimental data is never larger than $2-3 \text{ kΩ/µm}$. Treating the electrons as non-interacting, on the other hand, gives a deviation which increases with temperature and is of the order of $7 \text{ kΩ/µm}$ at $T = 300 \text{ K}$. Qualitatively however, \( \rho(T) \sim T^{(1+K_{c+})/2} \), in the approximation used and with $K_{c+} < 1$, gives a concave function while the experimental curve is convex. In the zero temperature limit, the theoretically calculated $\rho(T)$ then has, in particular, infinite slope contrary to what is observed experimentally. Here it is, however, important to note that our approximation, using an infinite wire to calculate $\gamma$, breaks down for $\xi_c \gtrsim L$, i.e., $T < T_c \approx 30 \text{ K}$. In the limit $T \to 0$ the properties will be instead dominated by the leads and we have to essentially use the free electron Green’s function in (3.10) so that the theoretical curve has to smoothly connect to the non-interacting result in this limit.

The relevant microscopic parameters such as the electron-phonon coupling $g_2$ or the Luttinger parameter $K_{c+}$ are only approximately known while the chiral angle $\eta$ is even completely undetermined. We can thus try to improve the agreement with experiment by varying these parameters within a reasonable range. The measurements of the tunnel conductance$^{14,16}$ seem to be convincing evidence that single wall carbon nanotubes are Luttinger liquids with $K_{c+} \approx 0.2 - 0.4$. In the experiment considered here this nanotube sits on an insulating substrate so there is no reason to expect that $K_{c+}$ is significantly changed by screening effects. For the coupling constant $g_2$, on the other hand, estimates obtained from experimental data and theoretical calculations vary between $g_2 \sim 1 - 3 \text{ eV}^{35,38,39}$ Since $g_2$ enters quadratically into the resistivity formulas this means that we can vary $\rho(T)$ by almost an order of magnitude. A variation of the chiral angle $\eta$ for a tube with fixed diameter has a substantial effect on the resistivity as well as we have already demonstrated in Fig. 3(a,b). However, as long as we keep $K_{c+} < 1$ the temperature dependence will never fully agree with the experimentally observed one.

Finally, we might try to fit the experimental data by assuming that the acoustic modes are quenched and the resistivity is caused purely by a coupling to the breathing mode. The result of such a fit is shown in Fig. 4(a) but the electron-phonon coupling $g_2 = 4.5 \text{ eV}$ needed is substantially larger than the largest estimates. This scenario thus seems unrealistic and the fit is not too convincing either. On the other hand, we can obtain an excellent fit of the data over the whole temperature range with a single power law as shown in Fig. 4(b). The exponent obtained in this fit is larger by about 1 compared to the exponent obtained from the theoretical calculation at $T \gg T_c$ for the twinston and stretching contributions. Interestingly, we can obtain such a power law where even the prefactor is of the right magnitude by multiplying our result (4.10) for the resistivity due to the twinston mode with the characteristic phonon scale, $\rho(T) \to \rho(T) k_B T a/(v_i h)$. While this could be accidental, the fact that a single power law yields an excellent
fit over a wide temperature range and that the damping due to the phononic degrees of the tube gives a resistivity of the right magnitude is a strong indication that this is indeed the dominant mechanism although the theory so far cannot fully explain the temperature scaling. We will speculate about possible modifications of this theory and discuss alternative explanations which can be found in the literature in the conclusions.

V. CONCLUSIONS

The purpose of this paper has been twofold: On the one hand, we wanted to derive a general formula for the conductance of an interacting quantum wire with good contacts and current relaxing processes in the wire. On the other hand, we wanted to qualitatively understand the temperature and length-dependent scaling of the conductance measured in a recent experiment on single wall carbon nanotubes.

Concerning the first part, we have shown that the approach by Maslov and Stone for an interacting ballistic wire contacted to leads can be generalized to an interacting wire with damping. Under the assumptions that a Luttinger liquid description is valid and that the current relaxing processes are predominantly taking part in the bulk of the wire, we were able to give the result for the electronic Green’s function for such a setup in closed form. This allowed us, in particular, to calculate the dc resistance which turned out to consist of two terms. The first is the quantum resistance multiplied by the Luttinger parameter $K_f$ of the leads. As in the case without damping, there is thus no renormalization if we assume Fermi liquid leads, $K_f = 1$. The second term is proportional to the length of the wire and the damping rate $\gamma$. While this general structure seems obvious, the important point is that $\gamma$, in this approximation, depends only on the Luttinger parameter in the wire $K_w$. We thus have a separation into a constant term, the quantum resistance, which only depends on the properties of the leads, and a term proportional to the length which only depends on the properties of the wire.

As a first application, we have calculated the resistance of an interacting quantum wire which has coexisting ballistic and diffusive channels. Such a coexistence is expected for integrable models where part of the current is protected by a local or quasi-local conservation law. We find that in such a case the ballistic channel, however small, completely dominates the transport so that the system still shows ideal quantum conductance. However, it is important to mention that two assumptions have been made which cannot be fulfilled in practice: (1) Attaching an integrable wire to contacts will, in general, lead to non-integrable boundary conditions. (2) There will also be relevant backscattering at the contacts which we have neglected. Nevertheless, what this calculation does show is that a quantum wire which has an almost ballistic transport channel can display a conductance which stays close to the ideal quantum conductance over a wide temperature range.

In the second part of the paper we have calculated the resistance of single-wall carbon nanotubes caused by a coupling to the phononic degrees of freedom of the tube. It is well known that there are three modes which have to be taken into account. These are an acoustic twist- and stretching mode as well as an optical breathing mode. Previously, only the contribution of the twiston mode, which is the only one of the three modes active for an armchair tube, had been considered. If one assumes that the electrons are non-interacting then we change the coupling of the electrons to the twist distortions of the tube leads to a resistivity which increases linearly with temperature. Interactions, however, are expected to change this temperature dependence. In our paper we have calculated the contribution of all three modes by using a Luttinger liquid theory for the electrons and including the electron-phonon coupling in terms of a self-energy—obtained in second order perturbation theory—for the current-current correlation function. The result depends only on microscopic parameters of the CNT which mostly are relatively well known. A comparison with experiment shows that our results, which do take the electron-electron interactions into account, agree quantitatively better with experiment than the formula for non-interacting electrons. However, qualitatively the observed temperature dependence of the resistivity is different from the calculated one. For temperatures $T$ such that the coherence length $\xi_c \ll L$ we find $\rho \sim T^\alpha$ with an exponent $\alpha = (1 + K_{\text{c+}})/2$ determined by the Luttinger parameter of the total charge mode which theoretically and experimentally has been estimated to be around $K_{\text{c+}} = 0.2 - 0.4$. Leading to $\alpha = 0.6 - 0.7$. The experimental data, on the other hand, are described extremely well by a power law with exponent $\alpha \approx 1.7$.

Let us discuss possible reasons for these deviations and alternative explanations in the following. First, there is no reason to expect that $K_{\text{c+}}$ substantially deviates from the used value. In the experiment the tube is placed on an insulating substrate so that screening should not take place. Interactions with phonons can lead to a renormalization of $K_{\text{c+}}$ but are only effective if the Coulomb interaction is already screened. A renormalization to values leading to the observed exponent $\alpha \approx 1.7$ is out of the question in any case. Since Luttinger liquid properties have been theoretically predicted and experimentally observed there seems to be no good reason to doubt the electronic part of our theory. This leaves the phononic part. There is a damping of the phonons due to phonon-phonon interactions which will modify the phonon propagator. However, these do not have any effect on our calculations since we are always effectively in a high temperature regime for the acoustic phonons because the sound velocities of the two acoustic modes are much smaller than the Fermi velocity. The phonon modes are therefore always heavily populated and the phonon propagator simply becomes $D(q, \tau) \propto T$ to lead-
ing order even if damping is included.

In several papers the possibility of a Peierls distortion of the CNT has been discussed. If we have a distortion which leads to a finite expectation value of one of the acoustic modes, \( \langle \partial_x \Phi \rangle \neq 0 \) in Eq. (4.3), then we can easily obtain the temperature dependence of the resistivity in the perturbative regime by scaling arguments. To obtain the self-energy in this case we now have to integrate over time and space and there is a factor of \( T \) missing which before came from the phonon propagator. The scaling is therefore given by \( \rho \sim T^{(K_{c+}-3)/2} \) in the perturbative regime while \( \rho(T) \) will show thermally activated behavior at very low temperatures in the presence of a Peierls distortion. None of this is seen in the experimental data.

If the tube is exactly at half-filling then purely electronic Umklapp scattering is also possible. Note that the same term is called a forward scattering term in Ref. 13. The three Umklapp operators in bosonized form are given by \( O_U \sim \cos(4q F x + 2\sqrt{2} \pi \phi_{+}) \cos(2\sqrt{2} \pi \phi_{\delta}) \) with \( \delta \neq + \). Calculating again the self-energy for such a process in the perturbative regime and using scaling arguments we find that the resistivity due to Umklapp scattering scales as \( \rho \sim T^{2K_{c+}-1} \). In particular, the temperature dependence is linear in the non-interacting case, \( K_{c+} = 1 \), as already stated in Ref. 23. At very low temperatures Umklapp scattering at half-filling will lead to gaps both in the charge and in the spin sector and thus to thermally activated behavior \( \rho(T) \). In a device configuration the filling in the tube is, however, usually tuned away from half-filling so that the Umklapp term oscillates with \( 4 q F \) and can thus be neglected at temperatures \( k_B T \ll h \nu_F q_F \). Even if Umklapp scattering does contribute at higher temperatures its contribution will be smaller by a factor \( R_{\alpha}^{-1} \) compared to the electron-phonon contribution so that for the tubes considered here the latter will always be dominant.

There is an alternative explanation for the resistivity of CNTs on surfaces which can be found in the literature. According to these papers the main contribution to the resistivity at room temperature stems from a coupling of the electrons to surface modes of the substrate. The experimental data are explained by combining the resistivity due to the coupling to the optical modes of the tube, which dominates at low temperatures, with the resistivity stemming from a coupling to the optical surface modes which yield the main contribution at higher temperatures. In the calculation of both contributions the electrons are treated as non-interacting. This assumption seems questionable. Our calculation shows that once electron-electron interactions are included the interactions with the phonon modes of the tube alone give a resistivity of the right magnitude even at room temperature if standard parameters for the tube are used. If surface modes do indeed give the dominant contribution at room temperature then this would therefore require that the contribution due to the phonon modes of the tube is much smaller than expected. In particular, such a scenario requires \( g_2 \lesssim 0.5 \text{ eV} \).

While our results provide a much better description of the experimental data than a non-interacting theory, the observed deviations have to remain as an interesting unsolved puzzle. A first step to resolve it would be experiments on free-standing tubes to see if the resistance substantially changes compared to the ones with the tube on a substrate which we considered here.
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Appendix A: Green’s function for a quantum wire with contacts and damping

To calculate the Green’s function for the action (2.3) the equation (2.5) together with the boundary conditions have to be solved. There is a discontinuity in the derivative of \( g_m \) at \( x = x' \):

\[
\frac{v_x}{K_x} \partial_x g_m(x, x') \bigg|_{x=x'} = 1. \tag{A1}
\]

For the boundaries at \( y = 0, L \) we have furthermore

\[
\frac{v_x}{K_x} \partial_y g_m(x, x') \bigg|_{y=y'} = 0. \tag{A2}
\]

where \( x \neq x' \). \( g_m(x, x') \) itself must be continuous everywhere. We have also fixed \( \lim_{x \to \pm \infty} g_m(x, x') \to 0 \). Note that \( g_m(x, x') \) must be symmetric under swapping \( x \) and \( x' \). For \( x \) in the three different regions and focusing on \( 0 < x' < L \) we make the ansatz

\[
g_m(x, x') = \begin{cases} 0 & x < 0 \\ A e^{\omega_{m \gamma} x \over v_e} + C e^{-\omega_{m \gamma} x \over v_e} & 0 < x < x' \\ B e^{\omega_{m \gamma} x \over v_w} + C e^{-\omega_{m \gamma} x \over v_w} & x' < x < L \\ F e^{-\omega_{m \gamma} x \over v_e} & x > L \end{cases} \tag{A3}
\]

where \( \omega_{m \gamma} = \sqrt{\omega_m^2 + 2 \gamma K_w |\omega_m| v_w} \) for the damped case and \( \omega_{m \gamma} = \sqrt{(1 + K_w v_w y^{-1})^2 \omega_m^2} \) for the protected current case.

The boundary conditions then lead to the set of equations

\[
\begin{align*}
A & = B e^{v_m x' \omega_{m \gamma} / v_w} \\
C & = -B e^{-v_m x' \omega_{m \gamma} / v_w} \\
F & = -A e^{-v_m x' \omega_{m \gamma} / v_e} \\
A & = B e^{v_m x' \omega_{m \gamma} / v_w} \\
C & = -B e^{-v_m x' \omega_{m \gamma} / v_w} \\
F & = -A e^{-v_m x' \omega_{m \gamma} / v_e}
\end{align*}
\]
\[ A = B + C \] (A4a)
\[ B - D = e^{-\frac{1}{2}\omega m \gamma}(E - C) \] (A4b)
\[ Fe^{-\frac{1}{2}\omega m \gamma} = De^{-\frac{1}{2}\omega m \gamma} + Ee^{-\frac{1}{2}\omega m \gamma} \] (A4c)
\[ B - C = A \frac{K_w}{K} |\omega_m| \] (A4d)
\[ Fe^{-\frac{1}{2}\omega m \gamma} = K \frac{K_w}{K} |\omega_m| \left[ Ee^{-\frac{1}{2}\omega m \gamma} - De^{-\frac{1}{2}\omega m \gamma} \right] \] (A4e)
\[ B - D = -\frac{K_w e^{-\frac{1}{2}\omega m \gamma}}{2\omega m \gamma} \] (A4f)

For convenience we will define
\[ \bar{K}_\omega = \frac{K \omega_m}{K \omega_m - K_w |\omega_m|}. \] (A5)

This set of equations is readily solved and one finds
\[ B = \frac{K_w \bar{K}_\omega e^{\frac{1}{2}\omega m \gamma}}{2\omega m \gamma} + e^{\frac{1}{2}\omega m \gamma} \bar{K}_\omega \] (A6a)
\[ C = \frac{K_w e^{\frac{1}{2}\omega m \gamma}}{2\omega m \gamma} + e^{\frac{1}{2}\omega m \gamma} \bar{K}_\omega \] (A6b)
\[ D = \frac{K_w e^{\frac{1}{2}\omega m \gamma}}{2\omega m \gamma} + e^{\frac{1}{2}\omega m \gamma} \bar{K}_\omega \] (A6c)
\[ E = -\frac{K_w \bar{K}_\omega e^{-\frac{1}{2}\omega m \gamma}}{2\omega m \gamma} + e^{-\frac{1}{2}\omega m \gamma} \bar{K}_\omega. \] (A6d)

This completes the determination of the parameters in (A3) which is thus the full bosonic Green’s function for a quantum wire with contacts and damping in the bulk.

Analytic continuation gives us \( \omega_m \rightarrow -i\omega + \delta \), and defining \( \omega_{\gamma} = i\omega_{m\gamma} |\omega_m = -i\omega \) and \( K_{\omega} = K_{\omega_m} = -i\omega \) we have
\[ \omega_{\gamma} = \begin{cases} \sqrt{\omega^2 + 2i\gamma K_{w}\omega v_w} & \text{or} \\ \sqrt{(1 + K_{w} v_w y^{-1})\omega^2} \end{cases} \] (A7)

where the first line applied to the damped case with self energy \( \Sigma \approx -2\gamma \omega \) and the second line to the case where part of the current is conserved with a self energy \( \Sigma \approx -y^{-1} \omega^2 \). In addition, we now have
\[ \bar{K}_{\omega} = \frac{K_{\omega\gamma} + K_{w} \omega}{K_{\omega\gamma} - K_{w} \omega}. \] (A8)

In the low-frequency limit we note that the Green’s function becomes position independent:
\[ g(x, x'; \omega) \approx \frac{iK_w}{2\omega \gamma} \frac{1 + e^{-\frac{1}{2}\omega m \gamma}}{1 - e^{-\frac{1}{2}\omega m \gamma}} K_{\omega}. \] (A9)

Now, for the damped case as \( \omega \ll \gamma K_w v_w \) we have \( \omega_{\gamma} \sim e^{-\pi/4} \sqrt{2\gamma K_{w} \omega v_w} \). In the protected current scenario we find in the low-frequency limit
\[ g(x, x'; \omega) \approx \frac{iK_w}{2\omega \sqrt{(1 + K_{w} v_w y^{-1})}} \frac{1 + K_{\omega}}{1 - K_{\omega}}. \] (A10)

**Appendix B: Parameters for carbon nanotubes**

In Table I, we list all the relevant microscopic parameters to obtain the resistance of single-wall carbon nanotubes caused by electron-phonon coupling. For some parameters significantly varying estimates have been given in the literature in which cases we give the range of these estimates.
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