Abstract

Building on the weak CSR approach developed in a previous paper by Merlet, Nowak and Sergeev [16], we establish new bounds for the periodicity threshold of the powers of a tropical matrix. According to that approach, bounds on the ultimate periodicity threshold take the form of $T = \max(T_1, T_2)$, where $T_1$ is a bound on the time after which the weak CSR expansion starts to hold and $T_2$ is a bound on the time after which the first CSR term starts to dominate.

The new bounds on $T_1$ and $T_2$ established in this paper make use of the cyclicity of the associated graph and the (tropical) factor rank of the matrix, which leads to much improved bounds in favorable cases. For $T_1$, in particular, we obtain new extensions of bounds of Schwarz, Kim and Gregory-Kirkland-Pullman, previously known as bounds on exponents of digraphs. For similar bounds on $T_2$, we introduce the novel concept of walk reduction threshold and establish bounds on it that use both cyclicity and factor rank.
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1. Introduction

By tropical linear algebra we mean the linear algebra developed over the tropical (max-plus) semiring, which is the set \( \mathbb{R}_{\text{max}} := \mathbb{R} \cup \{-\infty\} \) equipped with operations of “addition” \( \oplus : a \oplus b := \max(a, b) \) and “multiplication” \( \otimes : a \otimes b := a + b \). These operations are naturally extended to matrices and vectors in the usual way. In particular, given two matrices \( A \) and \( B \) of appropriate dimensions with entries \( a_{ij} \) and \( b_{ij} \) in \( \mathbb{R}_{\text{max}} \), we can define \( A \oplus B \), which has entries \( (A \oplus B)_{ij} := a_{ij} \oplus b_{ij} \), and \( A \otimes B \), which has entries \( (A \otimes B)_{ij} := \bigoplus_{k} a_{ik} \otimes b_{kj} \).

In this paper, we are interested in the tropical matrix powers. For a \( d \times d \) tropical matrix \( A \in \mathbb{R}_{\text{max}}^{d \times d} \) and general \( t \geq 1 \) one defines

\[
A^t = A \otimes A \otimes A \otimes \cdots \otimes A
\]

as the \( t \)th tropical power of \( A \). We formally define \( A^0 = I \), where \( I \) is the tropical identity matrix, with diagonal entries equal to 0 and off-diagonal entries equal to \(-\infty\).

It has been known since the work of Cohen et al. [9] that the tropical matrix powers, under some mild assumption on \( A \), satisfy the following property after long enough time \( T \) and for some integer \( \sigma \geq 1 \):

\[
\forall t \geq T : \ A^{t+\sigma} = \lambda^{\otimes \sigma} \otimes A^t.
\] (1)

Here \( \lambda = \lambda(A) \) is the maximum cycle mean of \( A \). In other words, we have that the tropical matrix powers of the matrix \( \lambda^{-} \otimes A \), where \( \lambda^{-} = -\lambda \) is the inverse of \( \lambda \) with respect to \( \otimes = + \), are ultimately periodic with some period \( \sigma \). The smallest \( T \) such that (1) holds is called the transient of \( A \) and denoted by \( T(A) \).

Many different bounds on \( T(A) \) have been formulated and proved since (1) was observed, see Hartmann and Arguelles [13], Bouillard and Gaujal [5], Soto y Koelemeijer [24], Akian, Gaubert and Walsh [3], Charron-Bost, Függer and Nowak [8], and Merlet, Nowak and Sergeev [16], for an incomplete list of works on this matter.

Merlet, Nowak and Sergeev [16], in particular, put forward a unifying idea using which most of the previously known bounds could be deduced and improved: the weak CSR expansion. This idea stems from a more detailed
version of (1) formulated by Sergeev [22]: there exists a nonnegative integer $T$ such that
\[
\forall t \geq T : \quad A^t = (\lambda(A))^{\otimes t} \otimes CS^t R ,
\]
where the matrices $C, S,$ and $R$ are defined in terms of $A$ (see (14) below) and fulfill $CS^{t+\sigma} R = CS^t R$ for all $t \geq 0$. Here and below, the sign $\otimes$ is systematically omitted for the tropical matrix multiplication, but it is kept for the tropical scalar multiplication. Thus the sequence $CS^t R$ is periodic and the smallest $T$ satisfying (2) is $T(A)$. Note that in an earlier work, considering infinite-dimensional matrices, Akian, Gaubert and Walsh [3] gave a similar formulation originating from the preprints of Cohen et al. [9].

Merlet, Nowak and Sergeev [16], based on the earlier results of Sergeev and Schneider [23], observed that the tropical matrix powers $A^t$ admit the following weak CSR expansion:
\[
\forall t \geq T : \quad A^t = (\lambda(A))^{\otimes t} \otimes CS^t R \oplus B^t ,
\]
where $C, S,$ and $R$ are defined in (14) below and $B$ is obtained from $A$ by setting several entries (typically, all entries in several rows and columns) to $-\infty$. The smallest $T$, for which (3) holds, is denoted by $T_1(A,B)$. It is then quite obvious to bound $T(A) \leq \max(T_1(A,B), T_2(A,B))$, where $T_2(A,B)$ is the least integer satisfying
\[
\forall t \geq T : \quad (\lambda(A))^{\otimes t} \otimes (CS^t R) \geq B^t .
\]

Bounds on $T(A)$ then crucially depend on the quality of bounds on $T_1(A,B)$ and $T_2(A,B)$, which we are going to improve, with respect to what was obtained in [16], in this paper. The bounds on $T_1(A,B)$ and $T_2(A,B)$ depend also on how matrix $B$ is defined and below we will discuss, following [10], three useful schemes for defining $B$: the Nachtigall scheme, the Hartmann-Arguelles scheme and the Cycle Threshold scheme. For the Nachtigall and the Hartmann-Arguelles scheme, it was shown in [16] that $T_1(A,B)$ is bounded by the Wielandt number
\[
Wi(d) = \begin{cases} 
(d - 1)^2 + 1, & \text{if } d > 1, \\
0, & \text{if } d = 1,
\end{cases}
\]
where $d$ is the dimension of $A$, and by the Dulmage-Mendelsohn number
\[
DM(\hat{g}, d) = \hat{g}(d - 2) + d .
\]
where \( \hat{g} \) is the maximal girth of the strongly connected components of the critical graph associated with \( A \). These numbers originate from seminal works of Wielandt [25] and Dulmage and Mendelsohn [11] on nonnegative matrices.

One of the main aims in this paper will be to prove that, for the same two schemes, we also have the following two bounds on \( T_1(A, B) \): Schwarz’s bound

\[
\text{Sch}(\gamma, d) = \gamma \cdot \text{Wi} \left( \left\lfloor \frac{d}{\gamma} \right\rfloor \right) + (d \text{ rem } \gamma)
\]

where \( \gamma \) is the cyclicity of the digraph associated with \( A \) and Kim’s bound

\[
\text{Kim}(\gamma, \hat{g}, d) = \hat{g} \cdot \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + d.
\]

Here and below, we will denote by \( d \text{ rem } \gamma \) the remainder of the Euclidean division of \( d \) by \( \gamma \). These bounds originate from the works of Schwarz [21] and Kim [14] on binary relations and Boolean matrix powers. For the Nachtigall scheme, the validity of these two bounds is shown in Theorem 3.2 (Section 3), and for the Hartmann-Arguelles scheme in Theorem 5.3 (Section 5).

Gregory, Kirkland and Pullman [12] showed how Boolean rank \( r \), also known as Schein rank, can be used to replace \( d \) in bounds (5), (6), (7) and (8), with a negligible penalty of adding 1 to all of these bounds. Following the idea of Merlet et al. [15] we replace the Boolean rank with the tropical factor rank. Studied by Develin, Santos and Sturmfels in [10] as Barvinok rank and further investigated in a number of works (e.g., Akian, Gaubert and Guterman [2]), the tropical factor rank of a square matrix over \( \mathbb{R}_{\max} \) is a direct generalization of the Boolean or Schein rank. Using the tropical factor rank, we extend the bound of Gregory, Kirkland and Pullman to \( T_1(A, B) \) in the case when the Nachtigall scheme is used: see Theorem 3.4.

The proofs in the case of the Nachtigall scheme (Theorems 3.2 and 3.4) use the weak CSR expansions and the block decompositions related to cyclic classes. For the Hartmann-Arguelles scheme the same proofs do not work and we need to improve the bounds on the cycle removal threshold (\( T_{cr} \)) introduced in [16]. We also introduce a new notion of the walk reduction threshold (\( T_{wr} \)), which is later used for the bounds on \( T_2(A, B) \). New bounds on \( T_{cr} \) that make use of the cyclicity of the associated digraph are obtained in Proposition 4.5, Corollary 4.6 and Proposition 4.8, and some bounds on the walk reduction threshold \( T_{wr} \) are offered in Proposition 4.12 including two bounds that involve the factor rank.
Some new bounds on $T_2(A, B)$ are also obtained. These bounds make use of the cyclicity of the graph as well as of the tropical factor rank of the matrix and are based on the new bounds on $T_{cr}$ and $T_{wr}$ as well as a result of [16] relating $T_2(A, B)$ to $T_{cr}$.

In the case when $B$ is defined according to the Cycle Threshold scheme, the connection to $T_{cr}$ established in [16] does not allow us to obtain true analogues of the classical bounds. However, in this case we also obtain an improved bound on $T_1(A, B)$ in Theorem 5.5, involving the cyclicity of the associated digraph.

2. Preliminaries

In this section, we recall the main notions and facts that are necessary to understand the main results of the paper and how they are proved. We start by recalling the standard definitions concerning weighted digraphs and walks, and the optimal walk interpretation of the tropical matrix powers. We also introduce the cyclic classes of a strongly connected digraph and discuss the related block decomposition of the associated matrix. In the last subsection, we formally introduce the CSR decomposition and the three types of weak CSR expansion (Nachtigall, Hatmann-Arguelles and Cycle Threshold), with which we are going to work in the paper.

2.1. Matrices, graphs and tropical matrix powers

The digraph associated with a matrix $R_{d \times d}^{\mathbb{R}_{\geq 0}}$, denoted by $\mathcal{G}(A)$, is the pair $(V, E)$ where $V = \{1, \ldots, d\}$ is the set of nodes and $E \subseteq V \times V$, where $(i, j) \in E$ if and only if $a_{ij} \neq -\infty$, is the set of arcs. Digraph $\mathcal{G}(A)$ is weighted by a function $w: E \mapsto \mathbb{R}$, which associates to each arc $(i, j) \in E$ its weight $w(i, j) = a_{ij}$.

A walk on $\mathcal{G}(A) = (V, E)$ is a sequence of nodes of $V$ such that every consecutive pair of nodes in this sequence is an arc (i.e., belongs to $E$). A walk in which no node is repeated is called a path. The weight of a walk $W$, denoted by $p(W)$, is defined as a tropical product of the weights of all the edges in the walk (i.e., the conventional sum of the weights of these edges). Denoting by $W^t(i \to j)$ the set of walks, for which the first node is $i$, the last node is $j$ and the number of edges (i.e., the length) is $t$, one can easily obtain the following optimal path interpretation of the tropical matrix powers:

$$(A^t)_{ij} = \bigoplus\{p(W): W \in W^t(i \to j)\}. \quad (9)$$
In words, the \((i,j)\)th entry of \(A^t\) equals to the optimal weight of the walks that connect \(i\) to \(j\) and have length \(t\). When the ends \(i\) and \(j\) of a walk coincide, it is called a closed walk; and when there are no repetitions of nodes in the closed walk (except for the coincidence of the ends), such closed walk is called a cycle. Note that a closed walk can consist of just one node and no arcs: in this case it is an empty walk of length 0.

\(A\) is called irreducible if \(G(A) = (V,E)\) is strongly connected, i.e., if there is a walk connecting \(i\) to \(j\) for any pair of nodes \(i,j \in V\). A digraph \(G\) is called completely reducible if it consists of a number of strongly connected components, commonly abbreviated as s.c.c.’s, such that there is no arc connecting any of these components to another.

The assumption that \(A\) is irreducible is sufficient for the ultimate periodicity properties (1) and (2) to hold, and the maximum cycle mean \(\lambda(A)\), which participates in them, is defined as follows:

\[
\lambda(A) = \bigoplus_{k=1}^{d} \bigoplus_{i_1,...,i_k} (a_{i_1i_2} \otimes \ldots \otimes a_{i_ki_1})^{1/k} \\
= \max_{i_1,...,i_k} \max_{k} a_{i_1i_2} + \ldots + a_{i_ki_1} / k
\]

(10)

On the digraph \(G(A)\) associated with \(A\), this is the maximum arithmetic mean of the weight of every cycle (or, equivalently, any closed walk). It is also known to be the unique tropical eigenvalue of \(A\) when it is irreducible \cite{7}.

The cycles \(i_1i_2\ldots i_ki_1\) and nodes within said cycles, on which the maximum cycle mean \(\lambda(A)\) is attained, are called critical, and the subgraph of \(G(A)\) consisting of all nodes and arcs belonging to such cycles is called the critical graph of \(A\) and is denoted by \(G^c(A)\). It is of utmost importance for the description of the long-term behavior of the tropical matrix powers. It is easy to see that \(G^c(A)\) is a completely reducible digraph.

For \(A \in \mathbb{R}_{\text{max}}^{d \times d}\) with \(\lambda(A) \leq 0\) we can also define the Kleene star of \(A\) as the matrix \(A^*\) equal to

\[
A^* = \bigoplus_{i=0}^{+\infty} A^i = \bigoplus_{i=0}^{d-1} A^i,
\]

recalling that \(A^0 = I\) (the tropical identity matrix).

In the last part of this subsection, let us also define some other digraph parameters that will be significant for this work.
For a strongly connected digraph $G$, its \textit{girth} is defined as the smallest length of a cycle on $G$ and denoted by $g(G)$. For a completely reducible digraph $G$, its \textit{max-girth} is defined as the greatest girth of all of its components, and denoted by $\hat{g}(G)$.

For a strongly connected digraph $G$, its \textit{cyclicity} is defined as the greatest common divisor of the lengths of all cycles in $G$. For a completely reducible digraph $G$, its \textit{cyclicity} is defined as the least common multiple of cyclicties of all components of $G$, and its \textit{max-cyclicity} is defined as the greatest cyclicity of all components of $G$. Note that the cyclicity of the critical digraph $G^c(A)$ is commonly taken as the period $\gamma$ in the ultimate periodicity properties \cite{1} and \cite{2} of the tropical matrix powers. Also, by the cyclicity of a matrix $A \in \mathbb{R}^{d \times d}$ we mean the cyclicity of $G(A)$.

For a strongly connected digraph $G$, its \textit{circumference} is defined as the biggest length of a cycle in $G$.

The above described parameters and properties of tropical matrix $A \in \mathbb{R}^{d \times d}$ and $G(A)$ are stable under tropical diagonal similarity transformations of the form $A \mapsto D^{-1}AD$. Here $D^{-1}$ denotes the tropical inverse of $D$: the unique matrix satisfying $D^{-1}D = DD^{-1} = I$ (if it exists). The class of invertible tropical matrices is rather thin: it includes only the finite tropical diagonal matrices $D$ where all diagonal entries belong to $\mathbb{R}$ and all off-diagonal entries are $-\infty$, tropical permutation matrices $P$ such that, for some permutation $\pi$, their entries $p_{ij}$ are 0 if $j = \pi(i)$ and $-\infty$ otherwise, and the tropical monomial matrices, i.e., all products of finite tropical diagonal matrices and tropical permutation matrices. Then, in particular, we have $\lambda(A) = \lambda(D^{-1}AD)$ for any such transformation, and $G^c(A) = G^c(D^{-1}AD)$ when $D$ is a tropical diagonal matrix. Most importantly, we have $(D^{-1}AD)^t = D^{-1}A^tD$ for any such transformation. Such parameters as girth, cyclicity or circumference are also stable under $A \mapsto D^{-1}AD$, as $G(D^{-1}AD)$, if we ignore the weights, is obtained from $G(A)$ by renumbering the nodes.

\section{2.2. Cyclic classes and structured irreducible matrices}

In a strongly connected digraph $G$, any walk connecting a fixed pair of nodes to each other has the same length modulo cyclicity $\gamma$ of $G$, see Brualdi and Ryser \cite{3} Lemma 3.4.1. This fact helps to define an equivalence relation on the set of nodes of $G$: two nodes $i$ and $j$ belong to the same equivalence class called \textit{cyclic class} if the length of any walk between them is a multiple
of γ. Note that Brualdi and Ryser [6] call them imprimitivity components, but we will use the terminology that is more common in the tropical algebra.

In connection to this, let \( A_1, A_2, \cdots, A_\gamma \), for \( \gamma \) being arbitrary integer, be matrices with nonnegative entries such that the tropical product \( A_i A_{i+1} \) is well defined for each \( i \) (with the indices considered modulo \( \gamma \)) and consider

\[
A := \begin{pmatrix}
-\infty & A_1 & -\infty & \cdots & -\infty \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & A_{\gamma-2} & -\infty & \\
-\infty & \cdots & \cdots & -\infty & A_{\gamma-1} \\
A_\gamma & -\infty & \cdots & \cdots & -\infty
\end{pmatrix}.
\]

(11)

Here \(-\infty \) mean blocks of matrix \( A \) that consist of \(-\infty \) entries only. Notice that any irreducible matrix over \( \mathbb{R}_{\max} \) can be put into this form by permuting the indices, or equivalently, by performing a transformation \( A \mapsto P^{-1} A P \) where \( P \) is a tropical permutation matrix. In this case, we can assume that \( \gamma \) is the cyclicity of \( A \), and then the sets of rows \( N_i \) on which the submatrices \( A_i \) stand (for \( i = 1, \ldots, \gamma \)) are precisely the cyclic classes of \( G(A) \). The edges connecting \( N_i \) to \( N_{i+1} \) (modulo \( \gamma \)) are weighted by entries from \( A_i \), and any cycle of \( G(A) \) contains nodes from each \( N_i \) and its length is a multiple of \( \gamma \).

We will be interested in the tropical powers of \( A \) and their limits. These tropical powers always have a block decomposition compatible with (11) and at most one non-\(-\infty \) block on each row. We will denote by \( M_i \) the possibly non-zero block of \( M \) on row \( i \), and in the sequel all indices are always considered modulo \( \gamma \). This is consistent with (11) and for instance, \( A^\gamma \) is block diagonal with \( A^\gamma_i = A_1 \cdots A_{i+\gamma-1} \).

We then observe that a cycle with length \( l \) with maximal average weight on \( G(A) \) gives a cycle with length \( l/\gamma \) with maximal average weight on each \( G(A^\gamma_i) \), and hence we have:

**Proposition 2.1.** Let \( A \in \mathbb{R}^{d \times d}_{\max} \) be an irreducible matrix of the form (11). For each \( i \), we have

\[
\lambda(A^\gamma_i) = \gamma \cdot \lambda(A), \quad c(G(A^\gamma_i)) = \frac{c(G(A))}{\gamma},
\]

\[
c(G_c(A^\gamma_i)) = \frac{c(G_c(A))}{\gamma}, \quad \hat{g}(G_c(A^\gamma_i)) = \frac{\hat{g}(G_c(A))}{\gamma}.
\]

where \( \lambda(B) \) is the maximal average weight of cycles (or circuits) on \( G(B) \), which is the largest tropical eigenvalue of \( B \), \( c(G) \) is the cyclicity of \( G \),
and \( \hat{g}(G) \) the maximum of the girths (length of shortest cycle) of its strongly connected components.

The first property listed in this Proposition will be commonly used to assume that \( \lambda(A) = 0 \): in this case, \( \lambda \) of any diagonal block of \( A^\gamma \) is also equal to 0.

We also have the following straightforward relations:

\[
A_i^{\gamma k+s+t} = A_i^s (A_{i+s}^\gamma)^k A_{i+s}^t \quad (12)
\]
\[
(A_j^\gamma)^{k+1} = A_j^{i-j} (A_j^\gamma)^k A_j^{i-j} \quad (13)
\]

2.3. CSR decomposition and weak CSR expansions

In this section we will introduce the concepts related to CSR decomposition and weak CSR expansions. While doing this we will closely follow the lines of \[16\] and \[23\].

For any \( A \in \mathbb{R}^{d \times d} \), let \( \sigma \) be the cyclicity of \( \mathcal{G}^c(A) \) and let \( M = \left( (\lambda(A)^- \otimes A)^\sigma \right)^* \) (the Kleene star of \( (\lambda(A)^- \otimes A)^\sigma \)). Define the matrices \( C, S, R \in \mathbb{R}^{d \times d} \) by

\[
c_{ij} = \begin{cases} 
m_{ij} & \text{if } j \text{ is in } \mathcal{G}^c(A) \\
-\infty & \text{otherwise,}
\end{cases}
\]
\[
r_{ij} = \begin{cases} 
m_{ij} & \text{if } i \text{ is in } \mathcal{G}^c(A) \\
-\infty & \text{otherwise,}
\end{cases}
\]
\[
s_{ij} = \begin{cases} 
\lambda(A)^- \otimes a_{ij} & \text{if } (i, j) \in \mathcal{G}^c(A) \\
-\infty & \text{otherwise.}
\end{cases}
\quad (14)
\]

Note that for arbitrary \( t \), we will often write \( CS^t R[A] \) for \( CS^t R \) where \( C, S \) and \( R \) are defined using \( A \). As shown in \[23\], the sequence \( \{CS^t R[A]\}_{t \geq 1} \) is periodic with period \( \sigma \) being the cyclicity of \( \mathcal{G}^c(A) \).

In general, matrix \( B \) is defined in terms of the subgraph \( \mathcal{G} \) of \( \mathcal{G}(A) \) whose nodes determine the entries that are set to \( -\infty \) in matrix \( B \):

\[
b_{ij} = \begin{cases} 
-\infty & \text{if } i \text{ or } j \text{ is a node of } \mathcal{G} \\
a_{ij} & \text{otherwise.}
\end{cases}
\quad (15)
\]

In \[16\] we introduced three ways of how this \( \mathcal{G} \) and \( B \) can be defined. Actually, the precise definition of Hartmann-Arguelles scheme and the Cycle Threshold scheme given below will not be used further in this paper. However, we are giving it here for the sake of completeness and closely following \[16\].
1. **Nachtigall scheme.** This scheme is named after the work of Nachtigall [18]. In this scheme, the subgraph $G$ is the same as $G^c(A)$, and the matrix $B$ is defined by (15) using $G = G^c(A)$. We will denote this $B$ by $B_N[A]$.

2. **Hartmann-Arguelles scheme.** This scheme is named after the work of Hartmann and Arguelles [13], and for this scheme we require the notion of max-balanced matrix and max-balancing scaling introduced and studied by Hans Schneider and Michael H. Schneider [20]. Let $A \in \mathbb{R}^{d \times d}_{\text{max}}$ be an associated weight matrix for the graph $G(A)$. We say $A$ is **max-balanced** if for any set $W \subseteq \{1, \ldots, d\}$, we have

$$\max_{i \in W, j \notin W} a_{ij} = \max_{i \notin W, j \in W} a_{ij}$$

Equivalently the graph $G(A)$ is max-balanced if, for any subset of nodes $W$, the maximal weight over the edges leaving $W$ is equal to the maximal weight over arcs entering $W$. An important property of a max-balanced graph $G(A)$ is that for every arc there exists a cycle, on which this arc has the smallest weight [20]. It follows from Schneider and Schneider [20] that for an irreducible $A \in \mathbb{R}^{d \times d}_{\text{max}}$ there exists a max-balanced matrix $V = D^{-1}AD$, where $D$ is an appropriate diagonal matrix. $V$ is called a **max-balancing** of $A$.

Now let $V$ be a max-balancing of $A$. Given $\mu \in \mathbb{R}_{\text{max}}$, we define the **Hartmann-Arguelles threshold graph** $T^{ha}(\mu)$ induced by all nodes and arcs belonging to the cycles in $G(A)$ with mean weight greater or equal to $\mu$. For $\mu = \lambda(A) = \lambda(V)$ we have $T^{ha}(\mu) = G^c(A) = G^c(V)$. Let $\mu^{ha}$ be the maximum of $\mu \leq \lambda(A)$ such that $T^{ha}(\mu)$ has a s.c.c. that does not contain any s.c.c. of $G^c(A)$. If no such $\mu$ exists, then $\mu^{ha} = -\infty$ and $T^{ha}(\mu^{ha}) = G(A)$.

The subgraph $G = G^{ha}$ defining $B$ in the Hartmann-Arguelles scheme is the union of the s.c.c. of $T^{ha}(\mu^{ha})$ intersecting $G^c(A)$. We denote this matrix $B$ by $B_{HA}[A]$.

3. **Cycle Threshold scheme.** For $\mu \in \mathbb{R}_{\text{max}}$, define the **cycle threshold graph** $T^{ct}(\mu)$ induced by all nodes and arcs belonging to the cycles in $G(A)$ with mean weight greater or equal to $\mu$. Again, for $\mu = \lambda(A)$ we have $T^{ct}(\mu) = G^c(A)$. Let $\mu^{ct}$ be the maximum of $\mu \leq \lambda(A)$ such that $T^{ct}(\mu)$ has a s.c.c. that does not contain any s.c.c. of $G^c(A)$. If no such $\mu$ exists, then $\mu^{ct} = 0$ and $T^{ct}(\mu^{ct}) = G(A)$. 
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The subgraph \( \mathcal{G} = \mathcal{G}^{ct} \) defining \( B \) in the cycle threshold scheme is the union of the s.c.c of \( \mathcal{T}^{ct}(\mu^{ct}) \) intersecting \( \mathcal{G}^{c}(A) \). This matrix \( B \) will be denoted by \( B_{CT}[A] \).

When speaking about \( T_1(A,B) \) and \( T_2(A,B) \) where \( B \) is defined using one of the three schemes above, we will use the following simplified notation:

\[
T_{1,N}(A) = T_1(A, B_N[A]), \quad T_{1,HA}(A) = T_1(A, B_{HA}[A]), \quad T_{1,CT}(A) = T_1(A, B_{CT}[A]),
\]

\[
T_{2,N}(A) = T_2(A, B_N[A]), \quad T_{2,HA}(A) = T_2(A, B_{HA}[A]), \quad T_{2,CT}(A) = T_2(A, B_{CT}[A]),
\]

Note that when we perform the operation of tropical scalar multiplication \( A' = \mu \otimes A \) with \( \mu \in \mathbb{R} \), we have \( \lambda(A') = \mu \otimes \lambda(A) \), \( B_N[A'] = \mu \otimes B_N[A] \), \( B_{HA}[A'] = \mu \otimes B_{HA}[A] \) and \( B_{CT}[A'] = \mu \otimes B_{CT}[A] \), while \( C, S \) and \( R \) defined from \( A' \) are the same as those defined from \( A \). This implies that \( T_1(A,B) \) and \( T_2(A,B) \) defined for any of these three schemes using \([3]\) and \([4]\) are invariant under tropical scalar multiplication. The bounds on \( T_1(A,B) \) that we will obtain do not depend on the entries of \( A \) and therefore are also invariant, and the invariance of new bounds on \( T_2(A,B) \) listed in Theorem 6.3 is easy to check. This shows that, for any bound on \( T_1(A,B) \) and \( T_2(A,B) \) proved below, we can assume without loss of generality that \( \lambda(A) = 0 \). That said, some of the statements that we will prove, such as Lemmas 2.2 and 2.3 below, are proved only for \( \lambda(A) = 0 \), which is sufficient for our purposes.

As well as the tropical matrix powers themselves, CSR terms have a well-defined optimal walk interpretation \([16, 23]\). To describe this interpretation, we next recall the following notation for sets of walks used in \([16]\):

1. Recall that \( W^t(i \rightarrow j) \) is the set of all walks that connect \( i \) to \( j \) and have length \( t \);

2. For a subgraph \( \mathcal{G} \), let \( W^t(i \xrightarrow{\mathcal{G}} j) \) be the set of all walks that connect \( i \) to \( j \), have length \( t \) and go through a node of \( \mathcal{G} \);

3. Let \( W^{t,\ell}(i \xrightarrow{\mathcal{G}} j) \) be the set of all walks that connect \( i \) to \( j \), go through a node of \( \mathcal{G} \) and have length \( t \) modulo \( \ell \).

For a set of walks \( \mathcal{W} \) we denote by \( p(\mathcal{W}) \) the maximal weight of a walk in the set \( \mathcal{W} \).

Using this notation we can write the following identities:

\[
A^{t}_{ij} = p(\mathcal{W}^t(i \rightarrow j)), \quad (CS^t R[A])_{ij} = p(\mathcal{W}^{t,\sigma}(i \xrightarrow{\mathcal{G}(A)} j)). \quad (17)
\]
The second of these identities, where \( \sigma \) is the cyclicity of \( \mathcal{G}^c(A) \) and which requires \( \lambda(A) = 0 \), was obtained in [23]. See also [16] for an enhanced version of it, which we will use below in Proposition 6.2.

Let us also prove the following facts about CSR, which we previously stated in another article [17], Proposition 2.16. Here the limit is understood in terms of the Euclidean topology over \( \log(R_{\max}) = \mathbb{R}_+ \). Obviously, the operations of max-plus algebra are continuous with respect to this topology.

**Lemma 2.2.** Let \( A \in \mathbb{R}^{d \times d}_{\max} \) be such that \( \lambda(A) = 0 \). Then for any natural \( t \) we have

\[
(i) \lim_{k \to \infty} A^{t+\sigma k} = CS^t R[A] \text{ for any natural } t, \text{ where } \sigma \text{ is the cyclicity of } \mathcal{G}^c(A);
\]

\[
(ii) A^t CS^t R[A] = CS^{t+r} R[A] \text{ for any natural } t \text{ and } r.
\]

**Proof.** (i): As established in [23], for any \( A \in \mathbb{R}^{d \times d}_{\max} \) with \( \lambda(A) = 0 \) we have the CSR expansion

\[
A^{t+\sigma k} = CS^t R[A] \oplus \bigoplus_{i=1}^{m} \lambda_i^{t+\sigma k} \otimes C_i S_i^{t+\sigma k} R_i, \quad \forall t \geq T \tag{18}
\]

for some \( m \leq d - 1 \) and some big enough integer \( T \). In this expansion, the sequences \( \{C_i S_i^{t} R_i\}_{t \geq 1} \) are periodic (with periods different from \( \sigma \)), and all \( \lambda_i < 0 \), for \( i = 1, \ldots, m \). It then follows that the tropical sum on the right-hand side of (18) tends to \( -\infty \) as \( k \to \infty \), which immediately implies the claim.

(ii): This is now an easy corollary of part (i), since we have

\[
A^r \lim_{k \to \infty} A^{t+\sigma k} = \lim_{k \to \infty} A^{t+r+\sigma k}
\]

by the continuity of tropical arithmetics.

An alternative way to prove part (i) of the above lemma is to use the weak CSR expansion \( A^{t+\sigma k} = CS^t R[A] \oplus B^{t+\sigma k} \) where \( B \) is defined, e.g., as in the Nachtigall scheme, and then use that all cycles in \( \mathcal{G}(B) \) have negative weight, which is equivalent to \( \lambda(B) < 0 \).

The following statement holds in the particular case of the Nachtigall expansion:
Lemma 2.3. Let $A \in \mathbb{R}^{d \times d}$ have $\lambda(A) = 0$. Then $A^t \geq CS^t R[A]$ if and only if $t \geq T_{1,N}(A)$.

Proof. One part of the claim is obvious: if $t \geq T_{1,N}(A)$ then $A^t = CS^t R[A] \oplus B^t$ implies $A^t \geq CS^t R[A]$.

For the opposite part, let us recall that the set of walks $\mathcal{W}^t(i \rightarrow j)$ is decomposed into: 1) the set of walks $\mathcal{W}^t(i \xrightarrow{G^c(A)} j)$ that go through a node of $G^c(A)$, 2) the set of walks $\mathcal{W}^t(i \rightarrow j) \setminus \mathcal{W}^t(i \xrightarrow{G^c(A)} j)$ that do not go through any node of $G^c(A)$. By the optimal walk interpretation of tropical matrix powers we have

$$(A^t)_{ij} = p(\mathcal{W}^t(i \rightarrow j)) = p(\mathcal{W}^t(i \xrightarrow{G^c(A)} j)) \oplus p(\mathcal{W}^t(i \rightarrow j) \setminus \mathcal{W}^t(i \xrightarrow{G^c(A)} j)),$$

where for the first term we have

$$p(\mathcal{W}^t(i \xrightarrow{G^c(A)} j)) \leq p(\mathcal{W}^{t,\sigma}(i \xrightarrow{G^c(A)} j) = (CS^t R[A])_{ij},$$

using the optimal walk interpretation of CSR terms, and for the second term

$$p(\mathcal{W}^t(i \rightarrow j) \setminus \mathcal{W}^t(i \xrightarrow{G^c(A)} j)) = B^t_{ij},$$

if $B$ is defined as in the Nachtigall scheme (in particular, $B^t \leq A^t$). The above observations imply that we have

$$A^t \leq CS^t R[A] \oplus B^t$$

for any $t$. Now suppose that we have $A^t \geq CS^t R[A]$, then we multiply this inequality by $A^r$ for any $r \geq 0$ and obtain $A^{t+r} \geq CS^{t+r} R$ for any $r \geq 0$ using Lemma 2.2 part (ii). As also $A^{t+r} \geq B^{t+r}$ for any $t+r$, we immediately obtain $A^{t+r} = CS^{t+r} R[A] \oplus B^{t+r}$ for any $r \geq 0$, thus $t \geq T_{1,N}(A)$.

3. The case of Nachtigall expansion

This section is devoted to the case of Nachtigall expansion. Here we prove that the bounds of Schwarz and Kim work for $T_1(A, B)$, when $B$ is defined as in the Nachtigall scheme (Theorem 3.2). We further improve these bounds, as well as bounds of Wielandt and Dulmage-Mendelsohn established in [16], for the case when $A$ has a non-trivial tropical factor rank $r$ (Theorem 3.4). The proof technique here makes use mostly of the identities (20) and (21) and of the block decompositions related to cyclic classes.
3.1. The bounds of Kim and Schwarz

Using Lemma 2.2 we obtain the following identities as limits of (12) and (13):

\[ CS^{\gamma k+s+t}R[A]_i = A_k^iCS^kR[A^\gamma_{i+s}]A^t_{i+s} \]  \hspace{1cm} (20)
\[ CS^{k+1}R[A^\gamma_i] = A^{i-j}_iCS^kR[A^\gamma]A^{i-j}_j \]  \hspace{1cm} (21)

in the case when \( \lambda(A) = 0 \).

In all of the proofs in this section we assume without loss of generality that \( \lambda(A) = 0 \). By Proposition 2.1 we then also have \( \lambda(A^\gamma) = 0 \) for all \( i \), allowing us to apply Lemmas 2.2 and 2.3 both to \( A \) and to \( A^\gamma \) for any \( i \).

**Lemma 3.1.** The following two relations hold for all \( i,j \in \{1, \ldots, \gamma\} \):

(i) \( T_{1,N}(A) \leq \gamma \max_i T_{1,N}(A^\gamma_i) \),

(ii) \( |T_{1,N}(A^\gamma_i) - T_{1,N}(A^\gamma_j)| \leq 1 \).

**Proof.** (i) Let \( k = \max_i T_{1,N}(A^\gamma_i) \). We have \( A^\gamma_k^i = (A^\gamma_i)^k \) and its limit version \( CS^kR[A]_i = CS^kR[A^\gamma] \). Using Lemma 2.3 we have

\[ A^\gamma_k^i = (A^\gamma_i)^k \geq CS^kR[A^\gamma] = CS^kR[A]_i. \]

for all \( i \). Using Lemma 2.3 again, we obtain \( \gamma k \geq T_{1,N}(A) \) thus proving the claim.

(ii): Let \( k = T_{1,N}(A^\gamma_j) \). Using (13), (21) and Lemma 2.3 we obtain

\[ (A^\gamma_i)^{k+1} = A^{i-j}_i(A^\gamma_j)^kJ^{i-j}_j \geq A^{i-j}_iCS^kR[A^\gamma]A^{i-j}_j = CS^{k+1}R[A^\gamma_j]. \]

Using Lemma 2.3 we obtain \( k + 1 \geq T_{1,N}(A^\gamma_j) \). This proves the claim since \( i \) and \( j \) are arbitrary.

The inequalities of Lemma 3.1 immediately imply \( T_{1,N}(A) \leq \gamma \text{Wi}(\lfloor \frac{d}{\gamma} \rfloor) + 1 \) for a matrix of size \( d \) and cyclicity \( \gamma \). We now improve this result to obtain extensions of some bounds for Boolean matrix powers [12, 14, 21].

**Theorem 3.2.** Let \( A \in \mathbb{R}^{d \times d}_\text{max} \) be irreducible. Denote by \( \gamma \) the cyclicity of \( \mathcal{G}(A) \) and by \( \hat{\gamma} \) the maximal girth of strongly connected components of \( \mathcal{G}^c(A) \). The following upper bounds on \( T_{1,N}(A) \) hold:
(i) \( \text{Sch}(\gamma, d) = \gamma \cdot \text{Wi} \left( \left\lfloor \frac{d}{\gamma} \right\rfloor \right) + (d \text{ rem } \gamma) \);

(ii) \( \text{Kim}(\gamma, \hat{g}, d) = \hat{g} \cdot \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + d. \)

**Proof.** The bounds follow from the application of (5) and (6), which are the first two bounds of [16, Theorem 4.1], to the \( A^\gamma_i \) with minimal size. This size \( m \) is at most \( \left\lfloor \frac{d}{\gamma} \right\rfloor \). When it is at most \( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \), the bounds follow from the inequalities of Lemma 3.1. When \( m = \left\lfloor \frac{d}{\gamma} \right\rfloor \), we use the fact that at most \( d \text{ rem } \gamma \) blocks have a strictly larger size (otherwise the total size would be larger than \( d \)). In this case, we set

\[ k = \max_{A^\gamma_i \text{ has size } m} T_{1, N}(A^\gamma_i). \]

Using (12) and (21) with \( k \) as above and \( s + t = d \text{ rem } \gamma \) and applying Lemma 2.3, we obtain

\[ A^\gamma_{i+s + t} = A^\gamma_i A^\gamma_{i+s} A^t \geq A^\gamma_i C S^k R[A^\gamma_{i+s}] A^t = C S^{\gamma_{i+s + t}} R[A]. \]

In the above, we select \( s \) in such a way that \( A^\gamma_{i+s} \) has size \( m = \left\lfloor \frac{d}{\gamma} \right\rfloor \). Applying Lemma 2.3 again, we obtain that

\[ T_{1, N}(A) \leq \gamma \max_{A^\gamma_i \text{ has size } m} T_{1, N}(A^\gamma_i) + d \text{ rem } \gamma. \]

Using Wielandt and Dulmage-Mendelsohn bounds for such blocks together with Proposition 2.1, we obtain that

\[ T_{1, N}(A) \leq \gamma \text{ Wi} \left( \left\lfloor \frac{d}{\gamma} \right\rfloor \right) + d \text{ rem } \gamma, \]

\[ T_{1, N}(A) \leq \gamma \left( \hat{g} \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + \left\lfloor \frac{d}{\gamma} \right\rfloor \right) + d \text{ rem } \gamma \]

\[ = \hat{g} \cdot \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + d, \]

which concludes the proof. \( \square \)
3.2. Using the tropical factor rank

Let us first introduce the definition of factor rank and some relevant notation.

Definition 3.3. Let \( A \in \mathbb{R}^{n \times m} \). The \textit{(tropical) factor rank} \( r \) of \( A \) is the smallest \( r \in \mathbb{N} \) such that \( A = U \otimes L \) where \( U \in \mathbb{R}^{n \times r} \) and \( L \in \mathbb{R}^{r \times m} \).

We also introduce the following notations:

\[
\tilde{A} = L \otimes U, \quad F = \begin{pmatrix} -\infty & U \\ L & -\infty \end{pmatrix}
\]

Theorem 3.4. Let \( A \in \mathbb{R}^{d \times d}_{\max} \) be irreducible. Let \( r \) be the factor rank of \( A \), \( \gamma \) the cyclicity of \( G(A) \), and \( \hat{g} \) the max-girth of \( G^*(A) \). The following upper bounds on \( T_{1,N}(A) \) hold:

(i) \( \text{Wi}(r) + 1 \);

(ii) \( \text{DM}(\hat{g}, r) + 1 = \hat{g}(r - 2) + r + 1 \).

(iii) \( \text{Sch}(\gamma, r) + 1 = \gamma \text{Wi}\left(\left\lfloor \frac{r}{\gamma} \right\rfloor\right) + (r \text{ rem } \gamma) + 1 \);

(iv) \( \text{Kim}(\gamma, \hat{g}, r) + 1 = \hat{g}\left(\left\lfloor \frac{r}{\gamma} \right\rfloor - 2\right) + r + 1 \).

The first two bounds apply to reducible matrices as well.

Proof. By definition of the factor rank, we have \( A = UL \) for some \( U \in \mathbb{R}^{d \times r}_{\max} \) and \( L \in \mathbb{R}^{r \times d}_{\max} \).

For \( F \) defined as in Definition 3.3, we obtain

\[
F^2 = \begin{pmatrix} A & -\infty \\ -\infty & \tilde{A} \end{pmatrix}.
\]

Lemma 3.1 part (ii) applied to \( F \) with \( \gamma = 2 \) gives \( T_{1,N}(A) \leq T_{1,N}(\tilde{A}) + 1 \), and Theorem 3.4 follows since the bounds \( \text{Wi}(r) \), \( \text{DM}(\hat{g}, r) \), \( \text{Sch}(\gamma, r) \) and \( \text{Kim}(\gamma, \hat{g}, r) \) apply to matrix \( \tilde{A} = LU \) with size \( r \). \[\square\]
4. Cycle Removal and Walk Reduction Threshold

Having obtained the Kim and Schwarz bounds and their factor rank improvements in the case of the Nachtigall scheme, we would like to achieve a similar progress but for the case where $B$ is defined using the Hartmann-Arquelles or the Cycle Threshold scheme. To this aim, in this section we recall the cycle removal threshold ($T_{cr}$) introduced in [16]. We also introduce a new notion of the walk reduction threshold ($T_{wr}$), which is later used to work with the factor rank, in the new bounds on $T_2(A, B)$. Proposition 4.5, Corollary 4.6 and Proposition 4.8 offer new improved bounds on $T_{cr}$ that make use of the cyclicity, and Proposition 4.12 offers bounds on the walk reduction threshold, and in particular, such bounds that involve the factor rank.

4.1. Two related notions

In [16], we introduced the following definition

Definition 4.1. Let $G$ be a subgraph of $G(A)$ and $\sigma \in \mathbb{N}$.

The cycle removal threshold $T_{cr}^\sigma(A, G)$, of $G$ is the smallest nonnegative integer $T$ for which the following holds: for each walk $W \in \mathcal{W}(i \xrightarrow{G} j)$ with length $\geq T$, there is a walk $V \in \mathcal{W}(i \xrightarrow{G} j)$ obtained from $W$ by removing cycles and possibly inserting cycles of $G$ such that $l(V) \equiv_\sigma l(W)$ and $l(V) \leq T$.

However, the following version of the former definition is also natural:

Definition 4.2. Let $G$ be a subgraph of $G(A)$ and $\sigma \in \mathbb{N}$.

The walk reduction threshold $T_{wr}^\sigma(A, G)$, of $G$ is the smallest nonnegative integer $T$ for which the following holds: for each walk $W \in \mathcal{W}(i \xrightarrow{G} j)$ with length $\geq T$, there is a walk $V \in \mathcal{W}(i \xrightarrow{G} j)$ such that $p(V) \geq p(W)$, $l(V) \equiv_\sigma l(W)$ and $l(V) \leq T$.

Note that $T_{cr}$ depends only on the unweighted digraph supporting $G(A)$ and is independent of the entries of $A$, while $T_{wr}$ depends on the entries.

When $\lambda(A) = 0$, all closed walks have non positive weights, while all critical closed walks have weight zero. Therefore, removing cycles and possibly inserting cycles as in Definition 4.1 can only result in a walk with the same or a bigger weight. Thus, we have:

Proposition 4.3. If $\lambda(A) = 0$ and $G$ is a subgraph of $G^*(A)$, then $T_{wr}^\sigma(A, G) \leq T_{cr}^\sigma(A, G)$ for any $\sigma \in \mathbb{N}$.
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4.2. Bounds on the Cycle Removal Threshold

In this section we prove some new bounds on the Cycle Removal Threshold to be used throughout the paper. One of the starting points is the following bound established in [16]:

**Proposition 4.4** ([16], Proposition 9.5). Let \( A \in \mathbb{R}^{d \times d}_{\text{max}} \) and \( G \) be a subgraph of \( G(A) \) with \( d_1 \) nodes. Then

\[
\forall \sigma \in \mathbb{N}, T^\sigma_{cr}(A, G) \leq \sigma d + d - d_1 - 1.
\]

We now develop this bound for the case when \( G(A) \) has a nontrivial cyclicity \( \gamma \).

**Proposition 4.5.** Let \( A \in \mathbb{R}^{d \times d}_{\text{max}} \) be irreducible and let \( G \) be a strongly connected subgraph of \( G(A) \). Then

\[
T^\sigma_{cr}(A, G) \leq \sigma \left\lfloor \frac{d}{\gamma} \right\rfloor + d - \sigma - 1, \tag{22}
\]

where \( \gamma \) is the cyclicity of \( G(A) \) and \( \sigma \) is the cyclicity of \( G \).

**Proof.** Let \( m \) be the size of the smallest cyclic class of \( G(A) \).

Let us consider a walk \( W \in \mathcal{W}^{t,\sigma}(i \xrightarrow{G} j) \). If \( W \) does not go through all nodes of \( G \), then we can insert cycles from \( G \) in it so that the new walk contains all nodes of \( G \) and still belongs to \( \mathcal{W}^{t,\sigma}(i \xrightarrow{G} j) \).

Let \( C_k \) be the first cyclic class of size \( m \) encountered by \( W \). The digraph \( G(A^\gamma) \) consists of \( \gamma \) isolated strongly connected components, whose node sets are the cyclic classes of \( G(A) \). Denote by \( A^\gamma_k \) the submatrix of \( A^\gamma \) whose node set is \( C_k \). Let us call \( G^\gamma_k \) the digraph which consists of all nodes and arcs of \( G^\gamma \) that belong to \( \mathcal{G}(A^\gamma_k) \).

Then, \( W \) can be decomposed into \( W = W_1 VW_2 \) where \( W_1 \) has only its end node in \( C_k \) and \( W_2 \) only its start node. By construction, there is a walk \( \tilde{V} \) on \( \mathcal{G}(A^\gamma_k) \) with same start and end node as \( V \) and \( l(V) = \gamma l(\tilde{V}) \). As \( W \) goes through all nodes of \( G \), \( \tilde{V} \) goes through all (and hence some) nodes of \( G^\gamma_k \).

Applying Proposition 4.4 to \( \tilde{V} \) and the subgraph \( G^\gamma_k \) of \( \mathcal{G}(A^\gamma_k) \), we build a walk \( \tilde{V}_1 \) with length at most \( \frac{\sigma}{\gamma} m + m - d_1 - 1 \), where \( d_1 \) is the number of nodes in \( G^\gamma_k \) and \( l(\tilde{V}_1) \equiv \frac{\sigma}{\gamma} l(\tilde{V}) \). As \( d_1 \geq l(Z)/\gamma \geq \sigma/\gamma \) where \( Z \) is any cycle of \( G \), we also have \( l(\tilde{V}_1) \leq \frac{\sigma}{\gamma} m + m - \frac{\sigma}{\gamma} - 1 \). This walk can be developed
into a walk $V_2$ on $G(A)$ with length at most $\sigma m + \gamma m - \sigma - \gamma$ and such that $l(V_2) \equiv_\sigma l(V)$. To bound $l(W_1V_2W_2)$, we consider two cases.

If $m < \left\lfloor \frac{d}{\gamma} \right\rfloor$, we just use that $l(W_1) \leq \gamma - 1$ and $l(W_2) \leq \gamma - 1$ to get

$$l(W_1V_2W_2) \leq 2(\gamma - 1) + (\gamma + \sigma) \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right) - \sigma - \gamma < \sigma \left\lfloor \frac{d}{\gamma} \right\rfloor - \sigma + d - 1.$$

If $m = \left\lfloor \frac{d}{\gamma} \right\rfloor$, we use that $l(W_2) \leq \gamma - 1$ and $l(W_1) \leq d \text{rem} \gamma$ to get

$$l(W_1V_2W_2) \leq (\gamma - 1) + d \text{rem} \gamma + (\gamma + \sigma) \left\lfloor \frac{d}{\gamma} \right\rfloor - \sigma - \gamma = \sigma \left\lfloor \frac{d}{\gamma} \right\rfloor - \sigma + d - 1.$$

Thus, we proved (22).

When the subgraph $G$ is a cycle we obtain the following result:

**Corollary 4.6.** For $A \in \mathbb{R}^{d \times d}_{\text{max}}$ and $Z$ a cycle of $G(A)$, we have:

$$T_{\text{cr}}^{d(Z)}(A, Z) \leq l(Z) \left\lfloor \frac{d}{\gamma} \right\rfloor + d - l(Z) - 1. \quad (23)$$

When the cycle of $G(A)$ has the maximal possible length, which is $\gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$, we also need

**Proposition 4.7 ([16]).** For $A \in \mathbb{R}^{d \times d}_{\text{max}}$ and $Z$ a cycle with length $d$ of $G(A)$, we have $T_{\text{cr}}^{d}(A, Z) \leq d^2 - d + 1$.

Let us improve this bound for the case when $G(A)$ has cyclicity $\gamma$.

**Proposition 4.8.** For $A \in \mathbb{R}^{d \times d}_{\text{max}}$ and $Z$ an elementary cycle with length $\gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$ of $G(A)$, we have $T_{\text{cr}}^{\gamma(d/\gamma)}(A, Z) \leq \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + \gamma + d - 1$.

**Proof.** We first observe that the number of nodes in the smallest cyclic class is $m = \left\lfloor \frac{d}{\gamma} \right\rfloor$, for otherwise we have $m < \left\lfloor \frac{d}{\gamma} \right\rfloor$ and in this case there is no elementary cycle $Z$ with the length $\gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$. Indeed, such cycle would have to contain exactly $\left\lfloor \frac{d}{\gamma} \right\rfloor$ nodes in each cyclic class, and all these nodes would have to be different since the cycle is elementary, in contradiction with $m < \left\lfloor \frac{d}{\gamma} \right\rfloor$. 19
So let $m = \left\lfloor \frac{d}{\gamma} \right\rfloor$ be the size of the smallest cyclic class of $G(A)$.

Consider a walk $W \in W^{t,l(Z)}(i \to j)$. If $W$ does not go through all nodes of $Z$, then we insert a copy of $Z$ in it.

Let $C_k$ be the first cyclic class of size $m$ encountered by $W$. Let us call $Z_k$ the cycle on $G(A^k)$ corresponding to $Z$ and containing nodes from $C_k$.

We decompose $W$ into $W = W_1VW_2$ where $W_1$ has only an end node in $C_k$ and $W_2$ has only a start node in $C_k$. By construction there is a walk $\tilde{V}$ on $G(A^\gamma)$ with the same start and end node as $V$. Since $W$ contains all nodes of $Z$, walk $\tilde{V}$ contains all nodes of $Z_k$. Then $l(V) = \gamma l(\tilde{V})$. Applying Proposition 4.7 to $\tilde{V}$ and $Z_k$ on $G(A^\gamma)$, we build a walk $\tilde{V}_1$ with length $l(\tilde{V}_1) \leq m^2 - m + 1$ and $l(V) \equiv_m l(\tilde{V})$, which can be developed into a walk $V_2$ on $G(A)$ with length at most $\gamma m^2 - \gamma m + \gamma$ and $l(V_2) \equiv_m l(V)$. To bound $l(W_1V_2W_2)$, we can use $W_1 \leq d \operatorname{rem} \gamma$, $W_2 \leq \gamma - 1$, $m = \left\lfloor \frac{d}{\gamma} \right\rfloor$, and $d = \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor + (d \operatorname{rem} \gamma)$ to obtain

$$l(W_1V_2W_2) \leq (\gamma - 1) + d \operatorname{rem} \gamma + \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor^2 - \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor + \gamma$$

$$= \gamma - 1 + d + \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2.$$

Thus, we proved the claim.

4.3. Bounds on the Walk Reduction Threshold

Now we will obtain some bounds on the walk reduction threshold that involve the factor rank $r$. The following elementary number-theoretic lemma will be especially useful in what follows. Its origins were briefly discussed by Aigner and Ziegler [11, p. 133. In the context of tropical matrix powers, it was introduced by Hartmann and Arguelles [13].

**Lemma 4.9.** Let $a_1, \ldots, a_s \in \mathbb{Z}$. Then there is a nonempty subset $I \subseteq \{1, \ldots, s\}$ with $\sum_{i \in I} a_i \equiv_0 0$.

In what follows, it will be also quite important to lift a walk in $G(A)$ to a walk in $G(F)$ and then to pass from cycles and s.c.c. of $G^c(A)$ to the related cycles and s.c.c. of $G^c(\hat{A})$ (where $F$ and $\hat{A}$ are defined in Section 3.2). We will now define the lift and the relation more formally.
Let $W = i_1 \ldots i_m$ be a walk on $G(A)$ or on $G(\tilde{A})$. Then walk $\tilde{W}$ is called a lift of $W$ to $G(F)$ if $\tilde{W} = i_1 j_1 \ldots j_{m-1} i_m$ is a walk on $G(F)$ such that $p(\tilde{W}) = p(W)$.

Let $W = i_1 \ldots i_m$ with $i_1 = i_m$ be a closed walk on $G(A)$ (resp. on $G(\tilde{A})$). Then a closed walk $V = j_1 \ldots j_m$ with $j_1 = j_m$ on $G(\tilde{A})$ (resp. on $G(A)$) is called related to $W$ if $p(W) = p(V)$ and $\tilde{W} = i_1 j_1 \ldots j_{m-1} i_m$ is a lift of $W$.

Let $\mathcal{G}$ be a completely reducible subgraph of $G(A)$ (resp. of $G(\tilde{A})$). Then, subgraph $\hat{\mathcal{G}}$ of $G(\tilde{A})$ (resp. of $G(A)$) is called related to $\mathcal{G}$ if it consists of all nodes and arcs of all closed walks that are related to the closed walks of $\mathcal{G}$.

Any closed walk related to a closed walk on $G^c(A)$ is a walk on $G^c(\tilde{A})$, and vice versa. Moreover, we can make the following observations, assuming without loss of generality that $\lambda(F) = \lambda(A) = \lambda(\tilde{A}) = 0$.

**Lemma 4.10.** Let $\mathcal{G}$ be a cycle $Z$ that has the smallest length among the cycles of the s.c.c. of $G^c(A)$ to which it belongs. Then any closed walk $\tilde{Z}$ related to $Z$ is also a cycle of the same length.

**Proof.** It is obvious that if $\tilde{Z}$ is a cycle then it has the same length as $Z$. Therefore, assume that $\tilde{Z}$ is not a cycle, in which case part of it is a critical cycle $\tilde{Y}$ of $G(\tilde{A})$, which is related to a critical closed walk $Y$ of $G(A)$ that goes through some nodes of $Z$ and has a smaller length than $Z$, a contradiction. \qed

The following statement was implicit in [15].

**Lemma 4.11.** If $G^c(A)$ has s.c.c. $\mathcal{G}_1, \ldots, \mathcal{G}_m$ then $G^c(\tilde{A})$ has s.c.c. $\hat{\mathcal{G}}_1, \ldots, \hat{\mathcal{G}}_m$, which can be numbered so that $\mathcal{G}_i$ and $\hat{\mathcal{G}}_i$ are related to each other for each $i = 1, \ldots, m$. Also, $\mathcal{G}_i$ and $\hat{\mathcal{G}}_i$ have the same girth and cyclicity.

**Proof.** Let $\mathcal{G}$ be a s.c.c. of $G^c(A)$. For each closed walk in $\mathcal{G}$, consider a common lift of this walk and its related walk in $\hat{\mathcal{G}}$ to $G(F)$. Taking all nodes and arcs of such lifts we obtain a s.c.c. of $G^c(F)$: it is obviously strongly connected, and possibility to add new arcs or new nodes would contradict the maximality of $\mathcal{G}$ or the definition of $\hat{\mathcal{G}}$. The connectivity and maximality of this s.c.c. of $G^c(F)$ implies the same for $\hat{\mathcal{G}}$, thus it is also an s.c.c. of $G^c(\tilde{A})$. The first part of the statement is now obvious.

The cyclicties of $\mathcal{G}_i$ and $\hat{\mathcal{G}}_i$ are equal to the g.c.d.‘s of the lengths of closed walks in them. As the related closed walks have the same length and $\mathcal{G}_i$ and $\hat{\mathcal{G}}_i$ are related to each other, these cyclicties are equal.

The equality between girths follows from Lemma 4.10. \qed
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We will now prove the following bounds:

**Proposition 4.12.** Let $A \in \mathbb{R}_{\text{max}}^{d \times d}$ with $\lambda(A) = 0$ have factor rank $r$ and let $\mathcal{G}$ be a strongly connected subgraph of $\mathcal{G}^c(A)$ whose related subgraph $\tilde{\mathcal{G}}$ in $\mathcal{G}(\tilde{A})$ has $|\tilde{\mathcal{G}}|$ nodes and circumference $\text{cr}(\tilde{\mathcal{G}})$. Then

(i) $T_{wr}^l(A, \mathcal{G}) \leq 1 + r(l + 1) - |\tilde{\mathcal{G}}|$ for any $l \in \mathbb{N}$;

(ii) If $A$ is irreducible with cyclicity $\gamma$ and $l \in \gamma \mathbb{N}$, then

$$T_{wr}^l(A, \mathcal{G}) \leq l \left\lfloor \frac{\gamma}{\gamma} \right\rfloor + r - \text{cr}(\tilde{\mathcal{G}}) + \gamma;$$

(iii) If the factor rank $r$ is equal to the max-girth of $\mathcal{G}^c(A)$ and $Z$ is a critical cycle with length $r$, then $T_{wr}^r(A, Z) \leq \text{Wi}(r) + r + 1$;

(iv) Let $A$ be irreducible with cyclicity $\gamma$, and let $\gamma \left\lfloor \frac{\gamma}{\gamma} \right\rfloor$ be the max-girth of $\mathcal{G}^c(A)$. If $Z$ is a critical cycle with length $\gamma \left\lfloor \frac{\gamma}{\gamma} \right\rfloor$ that attains the max-girth in an s.c.c. of $\mathcal{G}^c(A)$, then $T_{wr}^{\gamma \left\lfloor \frac{\gamma}{\gamma} \right\rfloor}(A, Z) \leq \gamma \text{Wi}(\left\lfloor \frac{\gamma}{\gamma} \right\rfloor) + r + \gamma$.

**Proof.** The general idea is always the same: we start with a walk $W \in \mathcal{W}^{l, i \rightarrow j}(A)$ on $\mathcal{G}(A)$, to which we associate a walk $\tilde{W}$ on $\mathcal{G}(\tilde{A})$ and we insert and remove cycles from this walk in a way that ensures that when we come back to a walk $V$ on $\mathcal{G}(A)$, the walk still belongs to $\mathcal{W}^{l, i \rightarrow j}(A)$. To get better statements, we actually work with a walk on $\mathcal{G}(F)$ rather than $\mathcal{G}(\tilde{A})$ but we essentially consider the nodes of the walk that belong to $\mathcal{G}(\tilde{A})$. Let us go into the details of the different cases.

**Proof of (i):** Walk $W$ is lifted to a walk $\tilde{W}$ on $\mathcal{G}(F)$ with the same weight, whose second and penultimate node belong to $\mathcal{G}(\tilde{A})$. We identify the first occurrence $o_1$ of a node of $\tilde{G}$ if there is one and insert $l$ copies of the lift to $\mathcal{G}(F)$ of a cycle of $\mathcal{G}$ there. If there is no node of $\tilde{G}$, we insert $l$ copies of a lift to $\mathcal{G}(F)$ of a cycle of $\mathcal{G}$ at the first occurrence of a node of $\mathcal{G}$, or two copies of it if the original cycle of $\mathcal{G}$ has length 1 and $l = 1$. In all cases, it ensures that there is a node $m$ of $\mathcal{G}$ between the first two occurrences $o_1$ and $o_2$ of nodes of $\tilde{G}$. Now, for each node $k$ of $\mathcal{G}(\tilde{A})$ that is not in $\tilde{G}$, we count the total number of occurrences of $k$ in $\tilde{W}$, which can be found either on the left of $o_1$ or on the right of $o_2$. If $k$ occurs more than $l + 1$ times in total, then we can remove arcs between occurrences of $k$ and preserve the arcs $o_1 \rightarrow m \rightarrow o_2$ and the length of $\tilde{W}$ modulo $2l$, by applying Lemma 4.9.
to the set of all lengths of the subwalks between the consecutive occurrences of $k$ excluding the subwalk between the last occurrence before $o_1$ and the first occurrence after $o_2$. If $k$ belongs to $\tilde{G}$, then $o_1$ is the first position where it can occur. Hence, if $k$ does not occur in $o_1$, then all occurrences are on the right of $o_2$ (possibly including $o_2$), so we apply Lemma 4.9 to the set of the lengths of all subwalks between consecutive occurrences of $k$. We can remove subwalks as soon as there are more than $l$ occurrences. The walk we obtain contains the nodes of $\tilde{G}$ at most $l$ times outside position $o_1$ and the other $r - |\tilde{G}|$ nodes of $G(\tilde{A})$ at most $l + 1$ times. The total number of nodes of $G(\tilde{A})$ is at most $(l + 1)r - |\tilde{G}| + 1$, thus the length of the walk is at most $1 + 2((l + 1)r - |\tilde{G}| + 1)$ and the walk $V$ we get by keeping only nodes of $G(\tilde{A})$ has length at most $(l + 1)r - |\tilde{G}| + 1$.

**Proof of (ii):** Walk $W$ is lifted to a walk $\tilde{W}$ on $G(F)$ with the same weight, whose second and penultimate node belong to $G(\tilde{A})$. As $W$ traverses a node of $\tilde{G}$, we can insert $l$ copies of the lift to $G(F)$ of a cycle of $\tilde{G}$ at each node into $\tilde{W}$. This ensures that $\tilde{W}$ contains a node of $\tilde{G}$ in each cyclic class of $G(\tilde{A})$. We identify the first occurrence $o_1$ of a node of $\tilde{G}$ in one of the smallest cyclic classes of $G(\tilde{A})$. Let us denote by $E$ the cyclic class of the node in $o_1$ and insert $l$ copies of a lift to $G(F)$ of a cycle of $G$ in $o_1$ to ensure that there is a node $m$ of $G$ between the first two occurrences $o_1$ and $o_2$ of nodes of $E$ (or two copies of that lift if $l = 1$ and the length of the original cycle is 1). Each cyclic class of $G(\tilde{A})$, in particular $E$, occurs every $2\gamma$ nodes of the walk. Now, for each node $k$ of $E$, we count the total number of occurrences of $k$ remaining after removing subwalks between consecutive occurrences of $k$ by means of Lemma 4.9 while maintaining the subwalk between $o_1$ and $o_2$ intact. Similarly to (i), after reduction there are at most $(l + 1)|E| - |E \cap \tilde{G}| + 1$ occurrences of nodes of $E$. We know that $|E| \leq \left\lfloor \frac{r}{\gamma}\right\rfloor$ and consider two cases.

**Case a:** $|E| = \left\lfloor \frac{r}{\gamma}\right\rfloor$

In this case, there are at most $r \text{ rem } \gamma$ classes with more than $\left\lfloor \frac{r}{\gamma}\right\rfloor$ nodes, so we get a walk of length at most $1 + 2(r \text{ rem } \gamma)$ before reaching $E$ from the starting node. Then, we have a walk of length at most $2\gamma \left((\frac{r}{\gamma} + 1)|E| - |E \cap \tilde{G}| + 1\right)$ between the first and last node of $E$. After leaving $E$ for the last time it goes through at most $\gamma - 1$ cyclic classes of $G(\tilde{A})$ and thus has length at most
2(\gamma - 1) + 1.

Finally, the walk has length at most $1+2(r \text{ rem } \gamma)+2\gamma\left(\left\lfloor \frac{r}{\gamma} \right\rfloor - |\bar{E} \cap \bar{G}|\right) + 2(\gamma - 1) + 1 = 2\left(l \left\lfloor \frac{r}{\gamma} \right\rfloor + r - \gamma|\bar{E} \cap \bar{G}| + \gamma\right)$. Since $|\bar{E} \cap \bar{G}| \geq \frac{r(G)}{\gamma}$, we get the desired bound.

**Case (b):** $|\bar{E}| < \left\lfloor \frac{r}{\gamma} \right\rfloor$.

Before reaching $\bar{E}$ from the starting node, the walk goes through at most $\gamma - 1$ cyclic classes of $G(\bar{A})$ and thus has length at most $2(\gamma - 1) + 1$. Then, we have a walk of length at most $2\gamma\left(\left\lfloor \frac{r}{\gamma} \right\rfloor + 1\right)$ between the first and last node of $\bar{E}$. After leaving $\bar{E}$ for the last time it has length at most $2(\gamma - 1) + 1$ as in case (a). Finally, the walk has length at most $2(\gamma - 1) + 1 + 2\gamma\left(\left\lfloor \frac{r}{\gamma} \right\rfloor + 1\right) - 1|\bar{E} \cap \bar{G}| + 2(\gamma - 1) + 1$, which is strictly less than the bound in case (a).

**Proof of (iii):** Let $\bar{Z}$ be a closed walk of $G^c(\bar{A})$ that is related to $Z$. In this case, $\bar{Z}$ is a cycle of length $r$ by Lemma 4.10, thus all nodes of $G(\bar{A})$ belong to $\bar{Z}$.

$W \in \mathcal{W}(i \xrightarrow{Z} j)$ is lifted to a walk $\bar{W}$ on $G(F)$ with the same weight, whose second and penultimate nodes $i_1$ and $j_1$ belong to $G(\bar{A})$ and thus to $Z$. We insert in $i_1$ a lift to $G(F)$ of $Z$ to ensure that the walk starts with $i_1i_2i_3$ where $i_2$ belongs to $Z$ and $i_3$ to $G(\bar{A})$. The subwalk between $i_3$ and $j_1$ defines a walk on $G(\bar{A})$, to which we apply Proposition 4.7 to get a new walk with length at most $r^2 - r + 1$. Lifting again to $G(F)$ and adding $ii_1i_2i_3$ at start and $j$ as end node, we have a new walk on $G(F)$ which defines a walk in $\mathcal{W}(i \xrightarrow{Z} j)$ with length at most $r^2 - r + 3 = Wi(r) + r + 1$.

**Proof of (iv):** In this case, $\bar{Z}$ is also a critical cycle of length $\gamma\left\lfloor \frac{r}{\gamma} \right\rfloor$ by Lemma 4.10, so each cyclic class of $G(\bar{A})$ contains exactly $\left\lfloor \frac{r}{\gamma} \right\rfloor$ nodes of $\bar{Z}$. Therefore, there are at most $r \text{ rem } \gamma$ of $G(\bar{A})$ classes that contain other nodes.

$W \in \mathcal{W}(i \xrightarrow{Z} j)$ is lifted to a walk $\bar{W}$ to $G(F)$ with the same weight, whose second and penultimate nodes $i_1$ and $j_1$ belong to $G(\bar{A})$. This walk reaches a cyclic class $E$ of $G(\bar{A})$ consisting only of $\left\lfloor \frac{r}{\gamma} \right\rfloor$ nodes of $\bar{Z}$ after at most $r \text{ rem } \gamma$ nodes of $G(\bar{A})$. We identify the first occurrence $o_1$ of a node of $E$ and insert a lift to $G(F)$ of $Z$ there, so that all nodes of $G(\bar{A})$ between $o_1$ and the second occurrence $o_2$ of a node of $E$ belong to $Z$. Let $o_3$ be the last occurrence of a node of $E$. We split our walk into $W_1$ from $i$ to $o_2$, $W_2$
from $o_2$ to $o_3$ and $W_3$ from $o_3$ to $j$. $W_2$ defines a walk on $G(\tilde{A}\gamma)$ whose nodes all belong to $\tilde{E}$, to which we apply Proposition 4.7. This gives a walk of length at most $\lfloor \frac{r}{\gamma} \rfloor^2 - \lfloor \frac{r}{\gamma} \rfloor + 1 = W_i(\lfloor \frac{r}{\gamma} \rfloor) + \lfloor \frac{r}{\gamma} \rfloor - 1$, which we lift again to $W_4$ on $G(F)$. As in case (iii), we have $l(W_1) \le 1 + 2r \text{rem } \gamma + 2\gamma$ and $l(W_3) \le 2\gamma - 1$, so that the length of $W_1W_4W_3$ is at most

$$1 + 2r \text{rem } \gamma + 2\gamma + 2\gamma \left( W_i(\lfloor \frac{r}{\gamma} \rfloor) + \lfloor \frac{r}{\gamma} \rfloor - 1 \right) + 2\gamma - 1,$$

and this walk traverses a node of $Z$. Contracting it back to a walk on $G(A)$, we obtain a walk, the length of which is bounded by $\gamma W_i(\lfloor \frac{r}{\gamma} \rfloor) + r + \gamma$ and which also traverses a node of $Z$.

\[\square\]

5. Bounds for $T_1(A, B)$ using Cycle Removal Threshold

Here we first deduce the bounds if Schwarz and Kim in the case when $B$ is defined according to the Hartmann-Arguelles scheme (Theorem 5.3), using the new bounds on $T_{cr}$ obtained in Section 4. The second subsection achieves a result on $T_1(A, B)$ in the case of Cycle Threshold expansion using the cyclicity (Theorem 5.5).

5.1. The case of Hartmann and Arguelles expansion

Let us first recall the following link between the cycle removal threshold and $T_1(A, B)$. The statement will require the following notions, which we now introduce.

Let $G$ be a subgraph of $G(A)$ and $\sigma \in \mathbb{N}$.

The exploration penalty $ep^\sigma(i)$ of a node $i \in G$ is the least $T \in \mathbb{N}$ such that for any multiple $t$ of $\sigma$ greater or equal to $T$, there is a closed walk on $G$ with length $t$ starting at $i$.

The exploration penalty $ep^\sigma(G)$ of $G$ is the maximum of the $ep^\sigma(i)$ for $i \in G$.

A subgraph $G$ of $G^c(A)$ is called representing, if it is completely reducible and each s.c.c. of $G^c(A)$ contains exactly one s.c.c. of $G$.

We will use the following bound for $T_1(A, B)$:

$$T_1(A, B) \le \max_{l=1,\ldots,m} (T_{cr}^\sigma_l(A, G_l) - \sigma_l + 1 + ep^\sigma_l(G_l))$$

Here $G_1, \ldots, G_m$ are the s.c.c.’s of a representing subgraph $G$ of $G^c(A)$ and $\sigma_l$ are the cyclicities of $G_l$ for $l \in \{1, \ldots, m\}$.
Proposition 5.1 ([16], Proposition 6.5). Bound (24) holds when \( B = B_N(A) \) or \( B = B_{HA}(A) \).

We note that in the case of Nachtigall expansion and denoting \( \hat{A} = A - \lambda(A) \) we can replace \( T_{cr} \) by \( T_{wr} \) in (24):

\[
T_1(A, B) \leq \max_{l=1, \ldots, m} \left( T_{wr}^{\sigma_l}(\hat{A}, G_l) - \sigma_l + 1 + ep^{\sigma_l}(G_l) \right).
\]  

(25)

We are not going to use this observation here, although it gives an alternative way to derive bounds that use factor rank for the case of Nachtigall expansion. Unfortunately, in the case of Hartmann-Arguelles expansion, the proof of [16] [Proposition 6.5] does not allow for such a replacement.

Proposition 5.1 asserts that (24) holds not only for the Nachtigall but also for the Hartmann-Arguelles version of the weak CSR expansion. Note also that Lemma 2.3 does not hold in the case of the Hartmann-Arguelles expansion.

Bound (24) will be used only with \( G_l \) being cycles. In this case \( \sigma_l = l(G_l) \) and \( ep^{\sigma_l}(G_l) = 0 \) for each \( l = 1, \ldots, m \) : the closed walks of lengths 0, \( \sigma_l, 2\sigma_l, \ldots \) are the empty walk, cycle \( G_l \) and walks consisting of repetitions of \( G_l \).

On our way to Kim and Schwarz bounds for \( T_{1,HA}(A) \) that make use of the cyclicity \( \gamma \), let us first pay attention to the case \( \left\lfloor \frac{d}{\gamma} \right\rfloor = 1 \), for which we will not use Proposition 5.1.

Proposition 5.2. If \( d < 2\gamma \) then for any \( A \in \mathbb{R}_{\max}^{d \times d} \) with cyclicity \( \gamma \) such that \( \lambda(A) \neq -\infty \), and any \( t \geq d \text{rem} \gamma \), we have \( A^t = (\lambda(A))^{\otimes t} \otimes CS^t R \).

Proof. Without loss of generality, we assume that \( \lambda(A) = 0 \).

Let us first notice that all cycles of \( G(A) \) have length \( \gamma \), since their length is less than \( 2\gamma \) and divisible by \( \gamma \). In particular, \( G^i(A) \) has cyclicity \( \gamma \) and all cycles of \( G^i(A) \) have length \( \gamma \). Moreover, at most \( d \text{rem} \gamma \) cyclic classes of \( G(A) \) have more than one node, so that there is a class with only one node, \( G^c(A) \) is strongly connected, and the nodes in such one-node classes are critical.

**Proof of** \( (CS^t R)_{ij} \leq A^t_{ij} \).

Let us take an optimal walk \( W \in W^{t,\gamma}(i \xrightarrow{G^c(A)} j) \), i.e. such that \( p(W) = (CS^t R)_{ij} \), with minimal length among walks of this type.
Let us show that
\[ l(W) \leq t. \] (26)

If \( l(W) \leq d \text{rem} \gamma \), then (26) is obvious. Otherwise, there is a path \( P_1 \) which is a prefix of \( W \) and which connects \( i \) to the first occurrence of the only node \( k \) of a cyclic class with 1 element. Denote by \( P_2 \) the suffix of \( W \) which connects the last occurrence of \( k \) to \( j \). Thus we obtain a decomposition \( W = P_1 U P_2 \), where \( U \) is a closed walk and thus can be decomposed into cycles. Note that all these cycles have length \( \gamma \) by above arguments, and that all of them are critical, or this contradicts the optimality of \( p(W) \). But then \( p(P_1 P_2) = p(W) \) and, by the minimality of \( l(W) \), \( W = P_1 P_2 \).

We have \( l(P_1) \leq d \text{rem} \gamma \) and \( l(P_2) \leq \gamma - 1 \) (for otherwise \( P_2 \) would contain \( k \) at least twice, contradicting its definition), hence \( l(W) < \gamma + d \text{rem} \gamma \leq t + \gamma \). But \( l(W) \equiv t \), so that (26) is proved.

By its definition, \( W \) traverses a critical node and \( t \equiv l(W) \). Since it also satisfies (26), we can form a walk \( V \) of length \( t \) by possibly inserting a number of critical cycles into \( W \) (recall that all of them have length \( \gamma \)). By doing so, we show that \( p(W) = p(V) \leq (A^t)_{ij} \).

Proof of \( A^t_{ij} \leq (CS'R)_{ij} \).
Since at most \( d \text{rem} \gamma \) cyclic classes of \( G(A) \) have more than one node, all walks on \( G(A) \) with length \( t \geq d \text{rem} \gamma \) meet a cyclic class with only one node, which is critical. Hence \( A^t_{ij} \leq (CS'R)_{ij} \), using the optimal walk interpretation (17).

We now can prove the main result of this section.

**Theorem 5.3.** The bounds of Theorem 3.2 apply to \( T_1(A, B) \) whenever we have (24), and in particular for \( B = B_{HA} \).

**Proof.** Let \( G_1, \ldots, G_m \) be the s.c.c. of \( G(A) \) and let \( Z_1, \ldots, Z_m \) be the cycles of minimal length in those components. Using Corollary 4.6 with \( Z = Z_k \) for any \( k \in \{1, \ldots, m\} \), we have
\[
T_{cr}^{l(Z_k)}(A, Z_k) \leq l(Z_k) \left\lfloor \frac{d}{\gamma} \right\rfloor + d - l(Z_k) - 1,
\]
\[
T_{cr}^{l(Z_k)}(A, Z_k) - l(Z_k) + 1 \leq l(Z_k) \left\lfloor \frac{d}{\gamma} \right\rfloor - 2 + d
\]
for all $k \in \{1, \ldots, m\}$. Combining it with Proposition 5.1, we write

$$T_1(A, B) \leq \max_{k=1}^m (T_{cr}^{l(Z_k)} - l(Z_k) + 1) \leq \max_{k=1}^m l(Z_k) \left(\left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + d$$

$$= \hat{g} \left(\left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + d = \text{Kim}(\gamma, \hat{g}, d).$$

Taking this further, when $\frac{l(Z_k)}{\gamma} \leq \left\lfloor \frac{d}{\gamma} \right\rfloor - 1$, we obtain

$$l(Z_k) \left(\left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + d = \gamma \left(\left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right) \left(\left\lfloor \frac{d}{\gamma} \right\rfloor - 2 \right) + (d \text{ rem } \gamma) + \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$$

$$= \gamma \left(\left\lfloor \frac{d}{\gamma} \right\rfloor^2 - 3 \left\lfloor \frac{d}{\gamma} \right\rfloor + 2 \right) - \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor + (d \text{ rem } \gamma)$$

$$= \gamma \text{ Wi} \left(\left\lfloor \frac{d}{\gamma} \right\rfloor\right) + (d \text{ rem } \gamma) = \text{Sch}(\gamma, d).$$

Otherwise, in the case when $\frac{l(Z_k)}{\gamma} = \left\lfloor \frac{d}{\gamma} \right\rfloor$ for some $k$ we use Proposition 4.8 to obtain

$$T_{cr}^{l(Z_k)}(A, Z_k) - l(Z_k) + 1 \leq \gamma \left(\left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + \gamma + d - 1 - \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor + 1$$

$$= \gamma \text{ Wi} \left(\left\lfloor \frac{d}{\gamma} \right\rfloor\right) + (d \text{ rem } \gamma) = \text{Sch}(\gamma, d).$$

Thus treating these two cases yields the first bound in Theorem 3.2 in the case $\left\lfloor \frac{d}{\gamma} \right\rfloor > 1$. The remaining case $\left\lfloor \frac{d}{\gamma} \right\rfloor = 1$ was considered in Proposition 5.2.

5.2. The case of cycle threshold expansion

In this section we obtain a new bound for the Cycle Threshold scheme using the bounds for the cycle removal threshold obtained previously. It will use the following bound on $T_1(A, B)$:

$$T_1(A, B) \leq \max \{ T_{cr}^{l(Z)}(Z) + 1 \mid Z \text{ cycle in } G \}$$

(27)

Here $G$ is a completely reducible subgraph of $G(A)$. 28
Proposition 5.4 ([16 Proposition 6.5]). When $B = B_{CT}$, bound (27) holds with $G = G^c$.

Subgraph $G^c$ was defined when we described Cycle Threshold scheme in Subsection 2.3. Note that this is a completely reducible subgraph of $G(A)$ that contains $G^c(A)$.

Theorem 5.5. If bound (27) holds, and in particular for $B = B_{CT}(A)$, then we also have the following bound:

$$T_1(A, B) \leq \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + d + \gamma$$

Before we prove this theorem, we first introduce the following lemma

Lemma 5.6. Let $A \in \mathbb{R}^{d \times d}_{max}$ and $Z$ be an elementary cycle of $G(A)$ of length $l(Z)$ and let $G(A)$ have cyclicity $\gamma$. Then either $l(Z) = \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$ or

$$l(Z) \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right) + d \leq \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + d + \gamma - 1. \tag{28}$$

Proof. As the length of any cycle is a multiple of $\gamma$, we see that $\gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$ is the biggest possible length of a cycle of $G(A)$. As all other lengths of cycles are bounded by $l(Z) \leq \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor - \gamma$, we substitute it into the left hand side of the inequality (28) to give

$$l(Z) \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right) + d \leq \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - \gamma \right) \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right) + d$$

$$\leq \gamma \left( \frac{d}{\gamma} - 1 \right)^2 + d + \gamma - 1,$$

as required. \qed

Proof of Theorem 5.5. We can split this proof into two distinct cases, the first is when there is a cycle of maximal length, which is $l(Z) = \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$, and the second is when every cycle has length that is smaller than the maximal possible length, i.e., $l(Z) < \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor$. 
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For the first case we can use Proposition 4.8 for maximal cycle length to give
\[ T_{\gamma}^{\lceil \frac{d}{\gamma} \rceil} (A, Z) \leq \gamma \left( \left\lceil \frac{d}{\gamma} \right\rceil - 1 \right)^2 + d + \gamma - 1 \] (29)

Turning to the second case, we can use Corollary 4.6 which means that
\[ T_{\gamma}^{d(Z)} (A, Z) \leq l(Z) \left\lceil \frac{d}{\gamma} \right\rceil + d - l(Z) - 1, \]
\[ T_{\gamma}^{d(Z)} (A, Z) + 1 \leq l(Z) \left\lceil \frac{d}{\gamma} \right\rceil + d - l(Z) = l(Z) \left( \left\lceil \frac{d}{\gamma} \right\rceil - 1 \right) + d. \]

We can use Lemma 5.6 to bound this from above to get
\[ T_{\gamma}^{d(Z)} (A, Z) + 1 \leq l(Z) \left( \left\lceil \frac{d}{\gamma} \right\rceil - 1 \right) + d \leq \gamma \left( \left\lceil \frac{d}{\gamma} \right\rceil - 1 \right)^2 + d + \gamma. \] (30)

Using (29) and (30) we obtain
\[ T_1(A, B) \leq \max_Z \left\{ T_{\gamma}^{\lceil \frac{d}{\gamma} \rceil} (A, Z) + 1 \right\} \leq \gamma \left( \left\lceil \frac{d}{\gamma} \right\rceil - 1 \right)^2 + d + \gamma. \]

6. Bounds for \( T_2(A, B) \)

In this section we develop new bounds for \( T_2(A, B) \), where \( B \) is a subordinate to \( A \), i.e., a matrix obtained from \( A \) by setting some entries of \( A \) to \(-\infty\) and keeping all other entries the same as in \( A \). In particular, \( B_N(A) \), \( B_{HA}(A) \) and \( B_{CT}(A) \) are subordinate matrices.

These new bounds, presented in Theorem 6.3, are based on 1) an improvement of a bound of [16] connecting \( T_2(A, B) \) with \( T_{cr} \) (which we replace with \( T_{wr} \)) and 2) new bounds on \( T_{cr} \) and \( T_{wr} \) obtained in Section 4.

Let us recall the definition of \( T_2(A, B) \), for a given irreducible \( A \in \mathbb{R}_{\max}^{d \times d} \) and for a subordinate \( B \) of \( A \): by \( T_2(A, B) \), we denote the smallest integer \( T \) satisfying
\[ \forall t \geq T, \quad \lambda^{\otimes t} \otimes CS^t R[A] \geq B^t. \] (31)

In the paper [16], multiple bounds were developed for \( T_2 \) using bounds for the cycle removal threshold (from the same paper). We are going to improve the following bounds from [16]:

30
Proposition 6.1 ([16] Theorem 4.5). Let $A \in \mathbb{R}^{d \times d}_{\text{max}}$ be irreducible and let $B$ be subordinate to $A$. Denote by $\text{cd}_B = \text{cd}(G(B))$ the length of the longest path in the associated digraph of $B$ and by $\hat{\sigma}$ the maximal cyclicity of the components of $G^c(A)$. If $\lambda(B) = -\infty$, then $T_2(A, B) \leq \text{cd}_B + 1 \leq n_B$. Otherwise we have the following bounds

$$T_2(A, B) \leq \frac{(d^2 - d + 1)(\lambda(A) - \min_{ij} a_{ij}) + \text{cd}_B(\max_{ij} b_{ij} - \lambda(B))}{\lambda(A) - \lambda(B)},$$  

(32)

$$T_2(A, B) \leq \frac{(\hat{\sigma}(d - 1) + d - 1)(\lambda(A) - \min_{ij} a_{ij}) + \text{cd}_B(\max_{ij} b_{ij} - \lambda(B))}{\lambda(A) - \lambda(B)},$$  

(33)

where $\min_{ij} a_{ij}$ is taken over finite $a_{ij}$.

To be able to use the cycle removal thresholds developed in this paper we need the following proposition.

Proposition 6.2. Let $A$ be an irreducible matrix and $\tilde{A} = A - \lambda(A)$, $\mathcal{G}$ be a representing subgraph of $G^c(A)$ with s.c.c.'s $\mathcal{G}_1, \ldots, \mathcal{G}_m$ and let $\sigma_i$ be the cyclicity of $\mathcal{G}_i$. Let $B$ be subordinate to $A$ such that $\lambda(B) \neq -\infty$. Then

$$T_2(A, B) \leq \max_i(T_{wr}^{\sigma_i}(\tilde{A}, \mathcal{G}_i)(\lambda(A) - \min_{ij} a_{ij}) + \text{cd}_B(\max_{ij} b_{ij} - \lambda(B))),$$  

\(\lambda(A) - \lambda(B),\)  

(34)

where $\min_{ij} a_{ij}$ is taken over finite $a_{ij}$.

This proposition is inspired by [16] Theorem 10.1 but it is different since we need to have the maximum of $T_{wr}$ over subgraphs $\mathcal{G}_i$ in the bound. Also note that $T_{cr}$ is replaced with $T_{wr}$. Therefore it will require a proof.

Proof. Assume that $t$ is greater than the right hand side of (34). We need to prove that

$$t\lambda(A) \otimes (CS^tR[\tilde{A}])_{ij} \geq t\lambda(B) \otimes \tilde{B}^t_{ij}$$

(35)

holds for all $i,j$, where $\tilde{A} = A - \lambda(A)$ and $\tilde{B} = B - \lambda(B)$. Before we begin this, recall that $(CS^tR[\tilde{A}])_{ij} = (CS^tR[A])_{ij}$. Using [16] Theorem 6.1 and [16] Corollary 6.2] we have that

$$(CS^tR[\tilde{A}])_{ij} = \max_{\nu=1,\ldots,m} \left(p \left(W^{t,\sigma_\nu}(i \xrightarrow{G_{ij}} j)\right)\right).$$
where $\sigma_\nu$ is the cyclicity of $G_\nu$, and the weights are computed in $G(\tilde{A})$. If $(CS^t R[\tilde{A}])_{ij}$ is finite then one of the sets $\mathcal{W}^{t,\sigma_\nu} \left( i \xrightarrow{G_\nu} j \right)$ is non-empty. Let it be non-empty for $\nu = \mu$ for some $\mu$, then we have:

$$(CS^t R[\tilde{A}])_{ij} \geq p \left( \mathcal{W}^{t,\sigma_\mu} \left( i \xrightarrow{G_\mu} j \right) \right) \geq T_{wr}^{\sigma_\mu}(\tilde{A}, G_\mu) \min_{k,l} \tilde{a}_{kl},$$

as $\mathcal{W}^{t,\sigma_\mu} \left( i \xrightarrow{G_\mu} j \right)$ contains a walk whose length does not exceed $T_{wr}^{\sigma_\mu}(G_\mu)$ and as $\min_{k,l} \tilde{a}_{kl}$ is non-positive. We further obtain that

$$(CS^t R[\tilde{A}])_{ij} \geq \min_{\nu} \left( T_{wr}^{\sigma_\nu}(\tilde{A}, G_\nu) \min_{k,l} \tilde{a}_{kl} \right). \quad (36)$$

By [16, Lemma 10.2] if the entry $(CS^t R[A])_{ij}$ is not finite then neither is $\tilde{B}_{ij}$ and there is nothing to prove, so, we assume that $(CS^t R[A])_{ij} = (CS^t R[\tilde{A}])_{ij}$ is finite. Passing to $A = \lambda(A) \otimes \tilde{A}$, we then use (36) to argue that the inequality

$$t\lambda(A) + \min_{\nu} \left( T_{wr}^{\sigma_\nu}(\tilde{A}, G_\nu)(\min a_{kl} - \lambda(A)) \right) \geq t\lambda(B) + \text{cd}(G(B))(\max b_{kl} - \lambda(B))$$

guarantees (35). Rearranging the last inequality we obtain

$$t(\lambda(A) - \lambda(B)) \geq \min_{\nu} \left( T_{wr}^{\sigma_\nu}(\tilde{A}, G_\nu)(\lambda(A) - \min a_{kl}) \right)$$

$$\quad + \text{cd}(G(B))(\max b_{kl} - \lambda(B)), \quad (37)$$

Since $(\lambda(A) - \min a_{kl})$ does not depend on $\nu$ and $\lambda(A) \geq \lambda(B)$, dividing this inequality by $\lambda(A) - \lambda(B)$ does not change its sign and makes its right-hand side identical with that of (34). Therefore any $t$ greater than (34) will satisfy (35) as well, thus completing the proof.

Using this proposition along with Corollary 4.6 and Proposition 4.8 we can prove new bounds for $T_2$.

**Theorem 6.3.** Let $A \in \mathbb{R}_{\text{max}}^{d \times d}$ be irreducible with cyclicity $\gamma$ and factor rank $r$ and let $B$ be subordinate to $A$ such that $\lambda(B) \neq -\infty$. Then the following bounds on $T_2(A, B)$ hold.
\[ T_2(A, B) \leq \frac{\left( \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor + d - 1 \right) (\lambda(A) - \min_{ij} a_{ij}) + cd_B (\max_{ij} b_{ij} - \lambda(B))}{\lambda(A) - \lambda(B)}, \]  

(39)

\[ T_2(A, B) \leq \frac{\left( \hat{\sigma} \left( \left\lfloor \frac{d}{\hat{\sigma}} \right\rfloor - 1 \right) + d - 1 \right) (\lambda(A) - \min_{ij} a_{ij}) + cd_B (\max_{ij} b_{ij} - \lambda(B))}{\lambda(A) - \lambda(B)}, \]  

(40)

\[ T_2(A, B) \leq \frac{\left( \gamma \left\lfloor \frac{r}{\gamma} \right\rfloor + r \gamma \right) (\lambda(A) - \min_{ij} a_{ij}) + cd_B (\max_{ij} b_{ij} - \lambda(B))}{\lambda(A) - \lambda(B)}, \]  

(41)

\[ T_2(A, B) \leq \frac{\left( \hat{\sigma} \left( \left\lfloor \frac{r}{\hat{\sigma}} \right\rfloor - 1 \right) + r \gamma \right) (\lambda(A) - \min_{ij} a_{ij}) + cd_B (\max_{ij} b_{ij} - \lambda(B))}{\lambda(A) - \lambda(B)}, \]  

(42)

where \( \hat{\sigma} \) is the greatest cyclicity of the s.c.c. of \( \mathcal{G}^c(A) \) and \( \min_{ij} \) is taken over finite \( a_{ij} \).

Proof. For the first bound we recall that the length of each cycle does not exceed \( \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor \), and the second largest length does not exceed \( \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right) \).

If the \( \nu \)'th s.c.c. of \( \mathcal{G}^c(A) \) has only cycles of the maximal length \( \gamma \left\lfloor \frac{d}{\gamma} \right\rfloor \) then denoting one of such cycles by \( Z_{\nu} \) and using Proposition 4.8 we have

\[ T_{cr}^{l(Z_{\nu})}(A, Z_{\nu}) \leq \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + d + \gamma - 1. \]

If it has a cycle \( Z_{\nu} \) with smaller length, then using Corollary 4.6 we obtain

\[ T_{cr}^{l(Z_{\nu})}(A, Z_{\nu}) \leq l(Z_{\nu}) \left( \frac{d}{\gamma} \right) - l(Z_{\nu}) + d - 1. \]

We can bound this from above using Lemma 5.6 to get again that

\[ T_{cr}^{l(Z_{\nu})}(A, Z_{\nu}) \leq \gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + d + \gamma - 1. \]
Using that $T_{wr} \leq T_{cr}$ we can substitute the above bound into Proposition 6.2 where we set $G_\nu = Z_\nu$ for each $\nu$. Thus we get the first bound (39).

For the second bound, we set $G_\nu$ to be the s.c.c.’s of $G^c(A)$. Using Proposition 4.5 we obtain

$$T_{cr}^{\sigma_\nu}(A, G_\nu) \leq \sigma_\nu \left\lfloor \frac{d}{\gamma} \right\rfloor - \sigma_\nu + d - 1,$$

where $\sigma_\nu$ is the cyclicity of $G_\nu$. Substituting this into Proposition 6.2 we get the second bound (40).

For the third bound, we assume without loss of generality that $\lambda(A) = 0$. In each component of $G^c(A)$ we select a cycle of minimal length. Let $Z_\nu$ be such a cycle in $\nu$th component. By Lemma 4.10 for any $Z_\nu$ there is a related cycle $\tilde{Z}_\nu$ in the related s.c.c. of $G^c(\tilde{A})$ with the same length, and this length is bounded from above by $\gamma \left\lfloor \frac{r}{\gamma} \right\rfloor$ (since $r$ is the dimension of $\tilde{A}$). Proposition 4.12 (ii) then gives the following bound:

$$T_{wr}^{l(Z_\nu)}(A, Z_\nu) \leq l(Z_\nu) \left\lfloor \frac{r}{\gamma} \right\rfloor + r - l(Z_\nu) + \gamma.$$

If $l(Z_\nu) \leq \gamma \left( \left\lfloor \frac{r}{\gamma} \right\rfloor - 1 \right)$, then the right-hand side of this bound is bounded by

$$\gamma \text{Wi} \left( \left\lfloor \frac{r}{\gamma} \right\rfloor \right) + r + \gamma,$$

by an argument similar to Lemma 5.6. If $l(Z_\nu) = \gamma \left\lfloor \frac{r}{\gamma} \right\rfloor$, then

$$T_{wr}^{l(Z_\nu)}(A, Z_\nu) \leq \gamma \text{Wi} \left( \left\lfloor \frac{r}{\gamma} \right\rfloor \right) + r + \gamma$$

from Proposition 4.12 (iv). We then substitute this bound in Proposition 6.2 where we set $G_\nu = Z_\nu$ for each $\nu$, and obtain the third bound.

For the fourth bound, using Proposition 4.12 (ii), we obtain

$$T_{wr}^{\sigma_\nu}(A, G_\nu) \leq \sigma_\nu \left\lfloor \frac{r}{\gamma} \right\rfloor + r - \sigma_\nu + \gamma,$$

where $G_\nu$ is a s.c.c. of $G^c(A)$ and $\sigma_\nu$ is the cyclicity of this component. Here we also use that $\sigma_\nu$ is a multiple of $\gamma$ (hence it can be taken for $l$) and that $\text{cr}(G_\nu)$ (circumference of the s.c.c. of $G^c(\tilde{A})$ which is related to $G_\nu$) is not smaller than the cyclicity of $G_\nu$ (equal to $\sigma_\nu$ by Lemma 4.11).
With these bounds it remains to check that they are better than the previous ones. Obviously, (40) is better than (33), and it remains to compare (39) with (32). This is achieved in the following

**Proposition 6.4.** For any irreducible matrix $A \in \mathbb{R}^{d \times d}$ with subordinate matrix $B$, the bound (39) is smaller than the bound (32).

**Proof.** Upon comparing the two bounds the inequality simplifies down to trying to prove that

$$\gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + \gamma + d - 1 \leq d^2 - d + 1,$$

which is the same as

$$\gamma \left( \left\lfloor \frac{d}{\gamma} \right\rfloor - 1 \right)^2 + \gamma \leq d^2 - 2d + 2.$$

We will prove the slightly stronger

$$\gamma \left( \frac{d}{\gamma} - 1 \right)^2 + \gamma \leq d^2 - 2d + 2,$$

which is the same as

$$\frac{d^2}{\gamma} + 2\gamma \leq d^2 + 2,$$

and as

$$2\gamma \left( 1 - \frac{1}{\gamma} \right) \leq d^2 \left( 1 - \frac{1}{\gamma} \right),$$

and finally as

$$2\gamma \leq d^2,$$

which holds whenever $d \geq 2$. The case $d = 1$ being trivial, the proposition is proved. \qed
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