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Abstract

This article has investigated the effect of structural economic vulnerability on the utilization of non-reciprocal trade preferences (NRTPs) offered by the 'Quadrilaterals' and whether development aid flows alter this effect. It considers two major blocks of NRTPs, namely the Generalized System of Preferences (GSP) programs and 'other trade preferences programs'. The analysis uses a panel dataset of 84 beneficiary countries of both NRTPs and development aid, over the period of 2002-2019. Results reveal that a rise in the level of structural economic vulnerability reduces the utilization rates of both GSP programs and other trade preference programs. At the same time, when the level of structural economic vulnerability falls, countries tend to use both blocks of NRTPs in a complementarity way. While development aid inflows foster the utilization of the two blocks of NRTPs, the increase of these resource inflows in the context of greater structural economic vulnerability leads beneficiary countries to strengthen the utilization of other trade preferences programs at the expense of the utilization of GSP programs. The implications of these results are discussed in the conclusion section of the article.
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1. Introduction

The proneness of developing countries to shocks, including environmental, economic and financial shocks, and more recently to health shocks such as the COVID-19 pandemic has had deleterious effects on these countries' economic growth and development prospects. To help the international community and national policymakers in developing countries address the challenges related to the vulnerability of their economies to shocks, the Committee for Development Policy (CDP) of the United Nations has developed the concept of 'structural economic vulnerability', which encapsulates the structural impediments to sustainable development in developing countries, and notably in least developed countries (LDCs) (e.g., Briguglio et al. 2009; Guillaumont, 2011a). The 'structural economic vulnerability' refers to a country's extent of exposure to exogenous shocks, and the size and frequency of these shocks. It differs from the concept of 'economic resilience', which reflects a country's capacity to react to shocks, and depends on recent policy choices that are easily reversible (Cariolle et al. 2016; Goujon and Guillaumont, 2016; Guillaumont, 2009, 2010; 2011a). The CDP has developed an index of structural economic vulnerability, also referred to as 'economic vulnerability index (EVI)' as one of the criteria used to include a country in the category of LDCs or graduate it out of this category. This group of countries receives special attention from the international community, including through international support measures (e.g., United Nations, 2018, Chapter 2).

Some studies have documented the negative effect of structural economic vulnerability on economic growth in developing countries (e.g., Guillaumont and Wagner, 2012; Gnangnon, 2021a; Cordina, 2004; Wagner, 2014). The importance of development aid for addressing structural impediments to growth and development, and the usefulness of using the EVI (along with other standard indicators) as a criterion for aid allocation, has been pointed out by some studies (e.g., Guillaumont, 2009, 2010, 2011a, 2013; Guillaumont et al., 2017).

In addition to the supply of development aid flows to developing countries, donors also offer non-reciprocal trade preferences (NRTPs) to countries, with a view to helping them 'increase export earnings, promote industrialization and accelerate economic growth rates' as stated in the Resolution 21(II) of the United Nations Conference on Trade and Development (UNCTAD) (e.g., Grossman and Sykes, 2005). Specifically, the Resolution 21 (II) of the second conference of the UNCTAD held in 1968 called for the establishment of a “generalized, non-reciprocal, non-discriminatory system of preferences in favour of the developing countries, including special measures in favour of the least advanced among the developing countries”. The "generalized, non-
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2 See for example Almansour et al. (2015); Inegbedion (2021); Azomahou et al. (2021); Barrot et al. (2018); Blecker (2021); Commonwealth Secretariat (2021); Caruso (2017); Dabla-Norris and Gündüz (2014); Felbermayr Gröschl (2014); Kim et al. (2020); Kose and Riezman (2001);; Noy (2009); Rasaki and Malikane (2015) and Yang and Yang (2021).

3 LDCs are considered as the poorest and most vulnerable countries to environmental and external shocks in the world. Detailed information on the set of criteria used (of which, the 'EVI') to identify LDCs as well as other relevant information on LDCs could be found online at: https://www.un.org/ohrlls/content/least-developed-countries

4 The Fondation pour les Études et Recherches sur le Développement International (FERDI)’ has constructed on a retrospective basis, a dataset on the index of structural economic vulnerability (e.g., Feindouno and Goujon, 2016).

5 See the document "Preferential or Free Entry of Exports of Manufactures and Semi-Manufactures of Developing Countries to the Developed Countries, the United Nations Conference on Trade and Development Resolution 21(II) adopted by the General Assembly, 26 March 1968.”
reciprocal, non-discriminatory system of preferences" also referred to as the "Generalized System of Preferences (GSP)", could involve non-reciprocal preferential tariff concessions (e.g., lower tariffs on selected products) to developing countries, and more generous concessions to LDCs that could take, for example, the form of duty-free-quota-free market access for LDCs. The permanent legal basis for providing GSP schemes to developing countries is the Enabling Clause adopted in 1979 by the parties to the GATT, and also termed “Differential and More Favourable Treatment, Reciprocity and Fuller Participation of Developing Countries”.

Besides GSP schemes, donor-countries could also provide specific NRTPs to a set of selected developing countries, after being granted a special Waiver by the members of the World Trade Organization (WTO). Such NRTPs could be for example, the African Growth and Opportunity Act (AGOA) provided by the United States to Sub-Saharan African countries, the "Caribbean Basin Economic Recovery Act" supplied by the US to Caribbean countries, the special trade preferences offered by the US to Nepal, the NRTP offered by the European Union (EU) to the Western Balkans, and the Commonwealth Caribbean Countries Tariff preferences provided by Canada to a set of Caribbean countries.

Does structural economic vulnerability hamper beneficiary countries' utilization of NRTPs? Does development aid play a critical role in the relationship between structural economic vulnerability and the usage of NRTPs by beneficiary countries? The present paper aims to address these two questions, which to the best of our knowledge, have not been investigated in the literature. It makes use of a unique and comprehensive database recently developed by the UNCTAD on the utilization of trade preferences by the “Quadrilaterals”, i.e., QUAD countries, namely Canada, the EU, Japan, and the US.

The importance of examining the effect of structural economic vulnerability on the usage of NRTPs lies on the fact that if structural economic vulnerability hinders the capacity of developing countries to make the best usage of the NRTPs, then the mere provision of NRTPs by developed countries would not be sufficient to help developing countries expand their exports, develop their industrial base, and ultimately promote economic growth, as envisaged by the UNCTAD’s Resolution 21 (II). The international community should, therefore, explore other complementary tools that could help developing countries to reduce their level of structural economic vulnerability so as to, inter alia, enhance the usage of the NRTPs they enjoy. Development aid could be one of these tools, notably its part allocated for addressing the supply-side capacity and trade-related infrastructure constraints faced by developing countries in their efforts to integrate into the multilateral trading system - this is the so-called Aid for Trade (AfT) (e.g., OECD/WTO, 2019). While at this stage of the analysis, we do not prejudge the outcome of the empirical exercise, we may expect that higher aid inflows would be instrumental in enhancing the usage of NRTPs.
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6 The GATT is the "General Agreement on Tariffs and Trade", which was the predecessor of the World Trade Organization created in 1995.
7 Detailed information on the NRTPs is contained in the WTO Preferential Trade Arrangements database, accessible online at: [http://ptadb.wto.org/default.aspx](http://ptadb.wto.org/default.aspx)
8 Other tools could be related to migration policies that influence remittances amounts sent by migrants to their host countries, policies that affect the costs of sending these remittances, as well as climate-related policies that could affect the recurrence of environmental-related shocks.
9 Paragraph 57 of the Declaration Hong Kong Ministerial Conference of the WTO states that AfT Initiative aims to "help developing countries, particularly LDCs build the supply-side capacity and trade-related infrastructure that they need to assist them to implement and benefit from WTO Agreements and more broadly to expand their trade" (see WTO, 2005).
To address empirically these questions, the present paper builds essentially on the recent work by Gnangnon and Iyer (2021) that has considered the macroeconomic factors underpinning the utilization of NRTPs by the QUAD countries, and focused on the effect of AfT flows and inward foreign direct investment inflows on the utilization of NRTPs. The advantage of building on the study by Gnangnon and Iyer (2021) is that it relies on a country-year framework to perform the analysis, in contrast with previous studies on the determinants of the utilization of NRTPs that have used a country-product/year framework. The country-product/year framework is in fact not appropriate for conducting empirically the current analysis.

The empirical exercise uses a panel dataset of 84 developing countries (that are both beneficiary countries of the QUAD’s NRTPs and recipients of development aid) over the period of 2002-2019. The main estimator used in the analysis is the two-step system generalized method of moments (GMM). The empirical work has revealed that a higher degree of structural economic vulnerability leads to lower utilization rates of both GSP programs and other trade preference programs, while higher development aid flows enhance the utilization of NRTPs. Additionally, the analysis shows that in the context of rising structural economic vulnerability, higher development aid flows lead beneficiary countries to enhance the usage of other trade preferences programs at the expense of GSP programs.

Hereafter, the paper is organized around four sections. Section 2 presents the theoretical explanation concerning the effect of structural economic vulnerability and development aid on the utilization of NRTPs, as well as how both factors interact influencing the usage of NRTPs. Section 3 lays down the empirical strategy, including the model specifications, the analysis of data concerning our main variables of interest in the analysis, and the econometric approach used to perform the empirical analysis. Section 4 interprets the estimations’ outcomes, and Section 5 concludes.

2. Theoretical explanation

This section provides a theoretical discussion on the effect of both structural economic vulnerability (sub-section 2.1) and the effect of development aid on the utilization of NRTPs (sub-section 2.2), as well as on the joint effect of structural economic vulnerability and development aid on the utilization of NRTPs (sub-section 2.3).

2.1. On the effect of structural economic vulnerability on the utilization of NRTPs

Discussing the effect of structural economic vulnerability on the utilization of NRTPs involves examining how the two different components of the structural economic vulnerability index (i.e., EVI) affects the usage of NRTPs. The indicator EVI is the simple arithmetic average of two sub-indexes, which are the intensity of exposure to shocks (exposure sub-index) and the intensity of exogenous shocks (shocks sub-index). These two sub-indexes\(^\text{10}\) have been computed using a weighted average of different component indexes, with the sum of components’ weights being equal to 1 so that the values of EVI range between 0 and 100 (see for example, Feindouno and Goujon, 2016).

The exposure sub-index is a composite index of five components, and the shocks sub-index has three component indexes. The five component indexes of the exposure sub-index (with their

\(^{10}\) Further details on the computation of the EVI could be found in Feindouno and Goujon (2016).
weights in brackets) are as follows: the population size (25%), the remoteness from world markets (25%), the export product concentration (12.5%), the share of agriculture, forestry, and fishery in GDP (12.5%), and the share of population living in low elevated coastal zone (25%).

The three component indexes of the shocks sub-index (with their weights in brackets) are as follows: the victims of natural disasters (25%), the instability in the agricultural production (25%), and the instability in exports of goods and services (50%). A rise in the values of EVI indicate greater structural economic vulnerability.

Before discussing how each of these sub-components of EVI could affect the utilization of NRTPs, it is worth noting that NRTPs offered by industrialized countries to developing countries can overlap in terms of product coverage, and lead the beneficiary countries either to make use of all available NRTPs, or to utilize some NRTP(s) at the expense of others (e.g., Gnangnon and Iyer, 2021; Hakobyan, 2015; Keck and Lendle, 2012). This suggests that a factor that affects positively the utilization of a given NRTP (let us say GSP programs) may affect negatively the utilization of other available NRTPs (which we henceforth refer to as 'other trade preferences'). Moreover, beside structural economic vulnerability (which is specific to each beneficiary country of NRTPs), other factors exogenous to beneficiary countries could limit the utilization of preferential schemes. These factors include the erosion of preference margins\(^{11}\), the inadequate product coverage, the instability or uncertainty associated with the duration of the preferential scheme, and the stringent nature of rules of origin associated with the preferences schemes (e.g., Hakobyan, 2020; Inama, 2003; Keane, 2013; Persson, 2015; WTO, 2019, 2021).

Let us now consider the effect of the sub-components of EVI on the utilization of NRTPs. Remoteness from the world markets increases significantly the transportation costs and imposes constraints on economic diversification (e.g., Agosin et al., 2012). A higher remoteness\(^{12}\) from the world markets is likely to limit exports of beneficiary countries of NRTPs. Even in the context of declining transports costs, distance can still be an important impediment to trade (e.g., Agosin et al., 2012; Briguglio, 1995; Brun et al., 2005; Guillaumont, 2010; Guttmann and Richards, 2006; Winters and Martins, 2004). Nevertheless, Behrens et al. (2006) have demonstrated that remoteness might not be a geographical disadvantage, in particular for a landlocked region, as the location of the latter may help it attract the larger share of firms, in the context of high internal transport costs, which act as a barrier to competition from abroad.

Counties with a small size (measured by the size of the population) experience diseconomies of scale that would make it difficult for them to diversify export products at low costs (e.g., Briguglio, 1995; Briguglio et al. 2009; Easterly and Kraay, 2000; Guillaumont, 2010). According to Winters and Martins (2004), factors such as small consignment size, small-scale infrastructure and a lack of competition may inflate trade costs for small economies, and hence make the physical cost of goods and services in these countries always higher than world minima. In addition, small economies are particularly vulnerable to terms of trade shocks (e.g., Easterly and Kraay, 2000; Santos-Paulino, 2010) and this could limit the benefits they could derive from trade, including from exporting under preferential regimes. Against this background, one could expect that smaller

\(^{11}\) Preference margins refer to the difference between the preferential tariff rate and the most favoured nations (MFN) tariff rate.

\(^{12}\) Remoteness has been computed as is the trade-weighted minimum average distance to reach 50% of the world markets, using the same methodology as the CDP in its 2012 and 2015 Reviews (see Feindouno and Goujon, 2016).
countries would tend to export less than bigger countries (in terms of population size). At the same time, small economies (i.e., with small internal markets) may increase their export supply for the world markets (e.g., Easterly and Kraay, 2000), including under the preference regimes. This signifies that the lower the population size, the higher the utilization rate of NRTPs. Gnangnon and Iyer (2021) have also noted that the population size can matter for the effect of rules of origin (associated with the preferential schemes) on countries' capacity to use the available NRTPs. This is particularly the case when the available labour force in small countries is not sufficient to produce the intermediate inputs needed to produce final exportable goods. In this scenario, the concerned small countries might not have any other choice than to import intermediate inputs and be, therefore subject to the constraints imposed by the rules of origin covered by the preferential schemes if they were to export the final goods to the markets of the preference granting countries. As a result, the lower the size of a country, the lower is its utilization rate of NRTPs. Overall, the direction of the effect of the population size on the utilization rate of NRTPs, is a priori unknown and is to be determined empirically, even though a negative effect is likely to dominate a positive effect.

As for the effect of export product concentration on the utilization of NRTPs, Funke and Ruhwedel (2001) have shown for East Asian countries that export variety, i.e., the export of highly differentiated goods provides a competitive advantage to countries and generates a higher export growth. Similar results have been observed by Funke and Ruhwedel (2002) for OECD countries. The work by Camanho da Costa Neto and Romeu (2011) on a set of emerging and developed countries has confirmed these findings. The authors have obtained that a rise in the diversity of both export sectors and export products within sectors by a one standard deviation reduces the quarterly decline in exports by approximately 4.7 per cent. Nevertheless, in a recent study, del Rosal (2019) has uncovered for Spain that an increase in the level of export product concentration leads to a higher export performance by destination countries. As Spain is an exporter of goods that are relatively more sophisticated than the ones exported by developing countries, one may conclude that it is rather export product diversification (and not export product concentration) that matters the most for export performance in developing countries. A recent work by Abreha et al. (2020) has used firm–product–destination level data on Danish firms, and established empirically that firms' diversification of export portfolio beyond their core products and markets helps to spur export growth. Building on this short literature review, we can infer that export product diversification is likely to result in a higher utilization rate of NRTPs by developing countries, provided that the product coverage of NRTPs is wide and includes manufacturing products.

Similarly, the effect of countries' dependence on agriculture, forestry, and fishery products (featured by a high share of these products in GDP) on the utilization of NRTPs would depend on the product coverage of these preferential schemes. The choice of the set of products covered by the preferential regimes is at the discretion of preference-granting countries. Nevertheless, as the aim of these schemes is to help the beneficiary countries expand their industrial base (see the Resolution 21(II) of the UNCTAD), one may expect that preferential schemes that cover many manufactured products (even light manufactured products) might not be well utilized by
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13 Manchin (2006) has shown that, in the context of the EU’s preferential regime in favour of African, Caribbean and Pacific countries, textiles, clothing, and agriculture are the main sectors where the probability of request for preferential market access to the EU tends to be high.
beneficiary countries whose economic structure is highly dominated by the production of agriculture, forestry, and fishery products. This is because such countries may lack upstream intermediates industries needed to exploit the opportunities offered by the NRTPs (e.g., Hakobyan, 2015), and unless the rules of origin associated with the preferential regimes are highly flexible, firms in the countries would face significant difficulties to source intermediate inputs from the most efficient producers. This would increase their production costs, and limit their capacity to make use of preference schemes that provide the opportunities to export manufacturing products. In contrast, if the product coverages of the NRTPs is dominated by unprocessed primary products, and agricultural products, countries whose economic structure is highly dependent on those products are likely to experience a high utilization rate of the NRTPs. For such countries, the production of agricultural goods is heavily based on locally sourced inputs (e.g., Hakobyan, 2015). Hakobyan (2015) has obtained empirical evidence that the utilization of the GSP scheme offered by the United States falls with the degree of processing of products, i.e., as processed goods tend to be less exported than unprocessed ones. In this case, one could expect countries that are dependent on unprocessed products to enjoy a higher rate of usage of NRTPs than countries that export processed products. Summing-up, the net effect of the share of agriculture, forestry and fishery in GDP on the utilization of NRTPs is a priori undetermined, and becomes an empirical matter.

Countries with a high share of population living in low elevated coastal zone (this share being the latest sub-component of the exposure sub-index) are likely to be exposed to high risks of hazards related to climate change and sea level rise (e.g., Liu et al., 2015) may suffer from the lack of the requisite infrastructure that would enable trade (e.g., Barbier, 2015). Unless appropriate policies are designed to enhance key infrastructure investments, and improve the coastal community response capability, such countries will not be able to seize the opportunities associated with the usage of the unilateral trade preferences.

On the basis of this discussion, we could not conclude, a priori, on the direction of the theoretical effect of countries' exposure to shocks on the utilization of NRTPs. Nonetheless, we can postulate that the negative theoretical effects of the components of the exposure to shocks sub-index on the utilization of NRTPs are likely dominate their positive effects, thereby leading potentially to a net negative effect of a higher exposure to shocks on the utilization of NRTPs.

Turning now to the components of the shocks sub-index, the effect of the instability of agricultural production on the utilization of NRTPs can be positive or negative. A higher instability in agricultural production would make it difficult for exporters of agricultural products located in countries with a high share of agriculture in GDP, to increase their sale of agricultural products in the markets of the preference granting countries. At the same time, countries that experience a high instability of agricultural production (whatever the causes of such instability) may opt for shifting their production structure towards higher value-added products such as manufacturing products (including light manufacturing products such as apparel, textile, and clothing). In such a case, an increase in the instability of agricultural production may lead to a rise in the utilization rate of NRTPs, notably if the latter encourage the export of manufacturing products.

On another note, we expect that the instability in exports of goods and services would result in the volatility of export earnings for trading firms, which would in turn, increase uncertainty about firms’ investment decisions. Instability of export earnings could undermine the efforts of risk-averse firms for planning and supplying the investments needed to expand their export
activities (e.g., Dawe, 1996; Agosin, 2009). The insufficient investment in trade activities would likely undermine firms’ capacity to exploit the opportunities offered by the NRTPs, and lead to a low utilization of NRTPs.

The effect of natural disasters (proxied by the victims of natural disasters) on the utilization of NRTPs is straightforward. For example, Oh and Reveny (2010) have found that natural disasters reduce both imports and exports. According to Jones and Olken (2010), temperatures and precipitations reduce poor countries’ exports to the US, a 1 Celsius degree warmer leads to a fall in exports by 2.5-7 percentage points. Gassebner et al. (2010) have uncovered that the number of natural and technological disasters adjusted for the surface of the country deters exports and imports, with the magnitude of the negative effect being particularly stronger in autocratic and smaller countries. Hadri et al. (2019) have examined the exports effects of many types of disasters (storms, floods, earthquakes, and changes in temperatures) and shown that an earthquake appears to reduce agricultural exports of about 3%, regardless of its location, while windstorm shock, regardless of its intensity, has hardly any export impact. Floods appear to restrict export flows of a small country by nearly 3%, while changes in temperatures have ambiguous impacts on exports. In light of the foregoing, we expect that natural disasters would lead to a fall in the utilization of NRTPs.

Based on the above discussion concerning the effects of the components of the shocks sub-index on the utilization of NRTPs, it would be difficult to conclude on the direction of this effect. This is because, while the instability of exports of goods and services, and the prevalence of natural disasters are likely to result in lower utilization rates of NRTPs, the effect of the instability of agricultural production on the usage of NRTPs is, a priori, ambiguous. Nevertheless, we could be tempted to anticipate that the negative effects of the instability of exports of goods and services, and the prevalence of natural disasters on the utilization of NRTPs would likely dominate the possible positive effect of the instability of agricultural production on the utilization of NRTPs.

2.2. On the effect of development aid on the utilization of NRTPs

Development aid could affect the utilization of NRTPs through many conduits, of which the reduction of trade costs, the liberalization of trade regimes, and the strengthening of productive capacities (via its AfT component). Other channels include the human capital (i.e., education and health), the institutional and governance quality, and the real exchange rate.

In a recent paper, Gnangnon and Iyer (2021) have found empirically that AfT flows exert a positive effect on the utilization of NRTPs, including both the GSP programs and other NRTPs offered by the QUAD countries. Additionally, AfT flows are complementary with foreign direct investment (FDI) inflows in fostering the utilization of both the GSP programs and other NRTPs. The positive effect\textsuperscript{14} of AfT flows on the usage of NRTPs can materialize through the positive effect of AfT flows for economic infrastructure on exports (e.g., Cali and TeVelde 2011; Limao and Venables, 2001; Portugal-Perez and Wilson, 2012; Vijil and Wagner, 2012), the positive impact of AfT interventions for productive capacities on exports (as such interventions strengthen the capacity of firms in the recipient countries to supply the goods and services needed in the international markets), and finally via the positive effect of AfT for trade policy and regulation

\textsuperscript{14} See Gnangnon and Iyer (2021) for a detailed discussion on the effect of AfT flows on the usage of NRTPs.
(including through its positive impact on trade facilitation and trade policy liberalization) (e.g., Cadot et al., 2014; Gnangnon, 2018).

Other development aid flows (i.e., NonAfT flows) could also affect the utilization of NRTPs. For example, development aid allocated to the education and health sectors in the recipient countries can help accumulate human capital: it can help improve educational outcomes (e.g., Abby and Nio-Zarazua, 2016; Birchler and Michaelowa, 2016; Dreher et al. 2008; Miningou, 2019) and health outcomes (e.g., Kotsadam et al. 2018; Pickbourn and Ndikumana, 2016). In light of the positive effect of human capital on exports of goods and services - including high value-added exports (e.g., Andersson and Johansson, 2010; Contractor and Mudambi, 2008; Stucki, 2016), one may expect NonAfT flows, including the ones targeting the education and health sectors to contribute to promoting exports, and strengthening the utilization of NRTPs.

Aid may also influence (positively or negatively) the institutional and governance quality in the recipient countries. For example, Kalyvitis and Vlachaki (2012) have reported that aid flows have reduced the likelihood of observing a democratic regime in a recipient country, although this negative relationship is moderated when economic liberalization reforms precede aid inflows. Askarov and Doucouliagos (2015) have observed that aid has exerted a positive effect on democratization, especially on constraints on the executive and political participation, but it does not influence the overall quality of governance. According to Freytag and Heckelman (2012), development aid facilitates the acceptance and implementation of reforms in the recipient countries. It can contribute to the improvement of economic institutions (e.g., Dzhumashev and Hailemariam, 2021), but it can also deteriorate the institutional quality by encouraging rent-seeking behaviour and creating moral hazard problem (e.g., Bräutigam, 2000), encouraging corruption (e.g., Svensson, 2000), and worsening governance (e.g., Busse and Gröning, 2009). According to Jones and Tarp (2016), aid might not always affect adversely political institutions, and Dijkstra (2018) has pointed out that the negative effects of aid on governance tend to be exaggerated, given that most studies have reported a positive effect of aid on political stability. Gnangnon (2020a) has obtained that the cumulated amount of total ODA has exerted a positive effect on the regulatory policies quality in recipient countries. Overall, the effect of development aid on the institutional and governance quality in the recipient countries is still uncertain. Thus, even though improving the institutional and governance quality can help reduce the transaction costs and uncertainty faced by firms in their trade-related activities, and enforce contracts (e.g., Hernández et al., 2021; Sun et al., 2015; Wu and Chen, 2014), it is still difficult to anticipate the direction of the effect of development aid on the utilization of trade preference through the improvement of the institutional and governance quality.

The effect of development aid on the utilization of NRTPs may also work through the conduit of financial development. In fact, Maruta (2019) has established empirically that development aid targeted to the financial sector (this type of aid is part of AfT flows) has influenced positively financial development. As greater financial development can ease exporting firms' credit constraints, and facilitates firms' engagement in export activities (e.g., Faucceglia, 2015; Li and Ye, 2021; Nieminen, 2020).

Development aid can affect the utilization rate of NRTPs through its effect on the real exchange rate in the recipient countries. Yet, many studies have shown that higher development aid inflows can induce the Dutch Disease effect in the recipient-countries by raising the relative price of non-tradables to tradables, and leading to a movement of resources (including labour and
capital) away from the tradable sector toward the non-tradable sector, which would lead to an appreciation of the real exchange rate (e.g., Addison and Balamoune-Lutz, 2017; Adu and Denkyirah, 2018; Ouattara and Strobl 2008). As an appreciation of the real exchange rate undermines export performance (e.g., Eichengreen and Gupta, 2013; Nouira et al., 2011; Sekkat, 2016; Sekkat and Varoudakis, 2000), one may expect that higher development aid flows would result in lower utilization rate of NRTPs. At the same time, the possible supply-side effects of development aid (for example through the strengthening of productive capacities) may compensate for the possible competitiveness losses that could arise from the Dutch Disease effect of development aid. This could lead to a depreciation of the real exchange rate (e.g., Adams, 2005; Addison and Balamoune-Lutz, 2017; Barder, 2006; Nkusu, 2004) and promote exports, including through a better utilization of NRTPs. Authors such as Arhenful (2013); Nkusu (2004) and Nyoni (1998) have found that development aid inflows have been associated with a depreciation of the real exchange rate. In a recent study, Gnangnon (2021b) has shown that AfT flows have been associated with a depreciation of the real exchange rate in recipient economies, while NonAfT flows (other development aid flows) have led to an appreciation of the real exchange rate in recipient economies. In light of the findings by Gnangnon (2021b), one may expect AfT flows to foster the utilization of NRTPs through its real exchange rate depreciation effect, while NonAfT flows can lead to a lower utilization rate of NRTPs through its real exchange rate appreciation effect.

Finally, development aid could dampen the effects of shocks on economies. For example, Chauvet and Guillaumont (2009) have noted that development aid contributes to stabilizing economic growth. In the same vein, Collier and Goderis (2009) have shown that development aid lowers the adverse effects of negative shocks (notably negative commodity export price shocks) on economic growth in the commodity-dependent countries. Gnangnon (2020b) have uncovered that both AfT flows and NonAfT flows exert a negative effect on the size of shocks. Against this background, higher development aid flows can help dampen the effect of adverse shocks on economies, and reduce the uncertainty introduced by these shocks for investors and trading firms. In turn, this could facilitate the utilization of NRTPs. Likewise, AfT flows can promote export product diversification (e.g., Gnangnon, 2019; Kim, 2019), the latter having the potential for dampening the effect of adverse shocks on economies, through lowering aggregate output volatility15, the volatility of firms’ output16, and terms of trade instability17. We, therefore, argue that AfT flows can contribute to helping reduce the rise in uncertainty faced by trading firms when hit by adverse shocks. Trading firms could then undertake the requisite investments to take advantage of available NRTPs.

2.3. On the joint effect of structural economic vulnerability and development aid on the utilization of NRTPs

In light of the discussion in sub-sections 2.1 and 2.2, we can expect that by dampening the adverse economic effects of shocks and exposure to shocks, and hence reducing the uncertainty generated by these shocks for trading firms, development aid could help reduce the possible

15 See for example, Camanho da Costa Neto and Romeu (2011); di Giovanni et al. (2014); Haddad et al. (2013); Joya (2015); Koren and Tenreyro (2007); Malik and Temple (2009) and McIntyre (2018).
16 See for example, Kramarz et al. (2020), and Vannoorenberghe et al. (2016).
17 See for example, Asheghian and Saidi (2002) and Athukorola (2000).
negative effect (if any at all) of structural economic vulnerability on the utilization of NRTPs. At the same time, it is important to recall that the multiple NRTPs available to a country may overlap in terms of product coverage, and lead countries to make use of some NRTPs at the expense of others. In this case, development aid may mitigate the effect of structural economic vulnerability on the utilization of some NRTPs at the expense of the utilization of other NRTPs.

3. Empirical strategy

This section presents the model specifications used to investigate empirically the relationship between structural economic vulnerability, development aid and the utilization of NRTPs (subsection 3.1). It then looks at the developments of the structural economic vulnerability index and the indicators of the utilization of NRTPs as well as their correlation patterns (see sub-section 3.2). Finally, it discusses the appropriate econometric approach to estimate the models (as well as their different variants discussed later) (sub-section 3.3).

3.1. Model specification

To recall, the objective of the analysis is to investigate empirically the effect of structural economic vulnerability on the utilization of NRTPs and additionally whether development aid flows matter for this effect.

As noted above, many works on the determinants of the utilization of NRTPs have relied on the country-product/year framework to perform their empirical analysis (e.g., Manchin, 2006; Nilsson, 2016; Sytsma, 2021). In a recent work, Gnangnon and Iyer (2021) have used a country-year framework to investigate empirically how AfT flows and FDI inflows on the utilization of NRTPs by beneficiary countries. The present analysis takes cue from previous works that have used the country-product/year analytical framework, and relies essentially on the work by Gnangnon and Iyer (2021) to address empirically the issues at hand. In particular, we use the country-year analytical framework to examine the effect of structural economic vulnerability on the utilization of NRTPs, including whether development aid matters for this effect.

Our main regressors of interest in the analysis are the indicator of structural economic vulnerability and development aid whose theoretical effects on the utilization rates of NRTPs have been discussed in section 2. Drawing from Gnangnon and Iyer (2021), we include a set of control variables in the analysis. The first of these control variables is the indicator of the utilization rate of other trade preferences programs in model (1) and the indicator of the utilization rate of GSP programs in model (2). This is to capture the interplay between the two blocks of NRTPs: in light of the overlapping nature of non-reciprocal preferential schemes available to beneficiary countries the usage of one block of NRTP may be at the expense of the other block of NRTP (e.g., Gnangnon and Iyer, 2021; Hakobyan, 2015; Keck and Lendle, 2012).

It is important to note that given the interplay between the two blocks of NRTPs available to beneficiary countries (i.e., GSP programs and other trade preferences), the other control variables described below could affect the utilization rates of each of the two blocks in different ways. For example, a control variable may positively affect GSP programs, and negatively affect other trade preferences, i.e., for example, the relevant control variable may influence positively GSP programs at the expense of other trade preferences programs. On another note, it is possible that a control variable affect negatively and significantly both blocks of NRTPs. This may reflect
the fact that an improvement in this control variable (let us say, for example the institutional quality) lead the country to export under the MFN rates rather than under preferential regimes to the markets of preference granting countries. This situation may be attributed to a number of factors (e.g., stringent rules of origin, conditionalities associated with the benefit of the preference schemes) that discourage the usage of NRTPs and encourage export under MFN rates.

The other regressors include the real per capita income ("GDPC"), trade openness ("OPEN"), financial development ("FINDEV"), human capital ("HUM") and the institutional and governance quality ("INST"). The real per capita income acts as a proxy for a country's development level, and aims to capture the extent to which the utilization rates of NRTPs varies across countries. The rise in the real per capita income may reflect a greater export supply capacity (e.g., Manchin, 2006), and hence the capacity to export both at MFN rates and under preferential regimes. Greater trade openness measured by the share (%) of the sum of exports and imports in GDP can positively affect the utilization of trade preferences. On the one hand, higher exports induce a higher utilization of NRTPs (e.g., Hakobyan, 2015). On the other hand, higher imports, including of intermediate inputs needed in the process of producing final exportable products under preferential regimes are likely to boost the utilization of NRTPs. For example, many studies have emphasized the strong positive connection between the import of intermediate inputs and exports (e.g., Castellani and Fassio, 2019; Feng et al., 2016; Hayakawa et al., 2020).

We also argue that a developed financial sector can facilitate the export of products by alleviating the credit constraints faced by firms. This could encourage new firms to export or existing firms to expand their exports (e.g., Aghion et al., 2010; Beck, 2003; Hur et al., 2006; Manova, 2013; Minetti and Zhu, 2011). However, it is not clear whether after benefiting from higher credits from the financial sector, trading firms export under preferential regimes or at MFN rates, as this would depend on many factors, including the extent of constraints faced in utilizing NRTPs (see discussion above). Overall, the direction of the effect of financial development on the utilization rates of NRTPs is a priori unknown, and is to be determined empirically.

The human capital indicator has been introduced in model (1) given the strong importance of human capital accumulation for the development of exports (e.g., Andersson and Johansson, 2010; Fontes et al. 2020). An improvement in the human capital may be positively or negatively associated with the usage of NRTPs depending on whether it encourages export of products under preferential regimes or at MFN rates, even though it may affect positively one block of NRTP at the detriment of the utilization of the other block of NRTPs. For the same reasons, even though an improvement in the institutional and governance quality is expected to affect positively exports in general (e.g., Álvarez et al., 2018; Bah et al., 2021; Martínez-Zarzoso and Márquez-Ramos, 2018), it may influence negatively the utilization of NRTPs (at the benefit of exporting at MFN rates), or affect positively the usage of one block of NRTP (e.g., GSP programs) at the expense of the other block of NRTP (e.g., other trade preferences programs).

Against this backdrop, we consider the following two model specifications (i.e., one model for the utilization of each block of NRTP):
URGSP_{it} = \alpha_0 + \alpha_1 URGSP_{it-1} + \alpha_2 EVI_{it} + \alpha_3 \log(ODA)_{it} + \alpha_4 UROTP_{it} + \alpha_5 \log(GDPC)_{it} + \alpha_6 OPEN_{it} + \alpha_7 \FINDEV_{it} + \alpha_8 HUM_{it} + \alpha_9 \INST_{it} + \mu_i + \delta_t + \epsilon_{it} \quad (1)

UROTP_{it} = \beta_0 + \beta_1 UROTP_{it-1} + \beta_2 EVI_{it} + \beta_3 \log(ODA)_{it} + \beta_4 URGSP_{it} + \beta_5 \log(GDPC)_{it} + \beta_6 OPEN_{it} + \beta_7 \FINDEV_{it} + \beta_8 HUM_{it} + \beta_9 \INST_{it} + \rho_i + \theta_t + \omega_{it} \quad (2)

A country and the time-period are represented respectively by the subscripts i and t. The dataset has been constructed on the basis of data available. It covers 84 countries and the period from 2002 to 2019. To dampen the effects of business cycles on variables in the two models (and hence avoid modelling business cycles), we use non-overlapping sub-periods of 3-year average. There are overall six sub-periods, which are 2002-2004, 2005-2007, 2008-2010, 2011-2013, 2014-2016 and 2017-2019. The parameters \( \alpha_0 \) to \( \alpha_9 \), and \( \beta_0 \) to \( \beta_9 \) will be estimated. \( \mu_i \) and \( \rho_i \) are time invariant specific characteristic of each country in the panel dataset. \( \delta_t \) and \( \theta_t \) are temporal dummies that represent global shocks affecting simultaneously all beneficiaries' utilization rates of NRTPs. \( \epsilon_{it} \) and \( \omega_{it} \) are well-behaving error-terms.

The dependent variables "URGSP" and "UROTP" are respectively the utilization rate of GSP programs, and the utilization rate of other trade preferences programs, both offered by the QUAD countries. These two indicators are respectively the outcomes of the transformation of the original indicators of the utilization rates of NRTPs, i.e., "URGSP!" for GSP programs, and "UROTP!" for other trade preferences programs. The indicator "URGSPI" shows the extent to which eligible imports for trade preferences are actually imported under these preferences, and is computed as follows: \( URGSP1 = 100^\ast(\text{GSP Received Imports})/\text{GSP Covered Imports} \). Values of "URGSP1" range between 0 and 100, with higher values indicating a greater utilization rate of GSP programs.

The indicator "UROTP1" is computed in the same spirit as "URGSP1": \( UROTP1 = 100^\ast(\text{Other-Preferential Imports})/(\text{Other Preferential Covered Imports}) \), where "Other-Preferential Imports" refers to the value of imports that benefitted from other NRTPs than GSP. "Other-Preferential Covered Imports" refers to the value of imports that are classified in tariff lines that are dutiable and covered by the other-preferential schemes. The 'other trade preferences schemes' here include those granted by USA under the African Growth and Opportunity Act (AGOA) and the Caribbean Basin Initiative; in the case of the European Union, it includes preferences under the Economic Partnership Agreements (EPAs) entered with selected Sub-Saharan African countries. Values of "UROTP1" range between 0 and 100, and higher values reflect a greater utilization rate of other trade preferences programs.

In light of their skewed distribution, the indicators "URGSP!" and "UROTP!" have been transformed (see Yeyati et al. 2007) so as to obtain respectively the variables "URGSP" and "UROTP": \( URGSP = \text{sign}(URGSP1) \ast \log (1 + |URGSP1|) \) \( (2) \), where \( |URGSP1| \) is the absolute value of the variable "URGSP!"; and \( UROTP = \text{sign}(UROTP1) \ast \log (1 + |UROTP1|) \) \( (2) \), where \( |UROTP1| \) refers to the absolute value of "UROTP1".

The indicator of structural economic vulnerability ("EVI") has been computed by the "Fondation pour les Etudes et Recherches sur le Developpement International (FERDI)" as the simple arithmetic average of two sub-indexes, namely the intensity of exposure to shocks (exposure sub-index) (denoted "EXPOSURE"), and the intensity of exogeneous shocks (shocks sub-index) (denoted "SHOCK"). These two sub-indexes have been obtained using a weighted
average of different component indexes, with the sum of components’ weights equals 1 so that
the values of EVI range between 0 and 100 (for further details on the computation of the EVI,
see for example Feindouno and Goujon, 2016).

The regressors "GDPC", "OPEN", "FINDEV", "HUM", and "INST" are fully described
in Appendix 1, and their source is provided in this Appendix. The variable "GDPC" has been
logged using the natural logarithm in order to reduce the skewness of its distribution.

3.2. Data analysis

This section uses the panel dataset based on non-overlapping sub-periods to depict the
developments (over time) of both the indicator of structural economic vulnerability, and the
indicators of the utilization of NRTPs. It does so over the full sample, and the sub-samples of
LDCs and NonLDCs (i.e., countries in the full sample that are not categorized as LDCs) (see
Figures 1 and 2). Figures 3 and 4 use the same dataset to display the correlation patterns (in the
form of scatter plot) between these indicators, respectively over the full sample, and the sub-
samples of LDCs and NonLDCs.

[Insert Figure 1, here]

Figure 1 shows that the EVI indicator exhibited a downward trend, which signifies that on
average, over the full sample, structural economic vulnerability had declined. Over the full sample
and the full period, the utilization rate of GSP programs was consistently higher than that of other
trade preferences programs. Additionally, the usage rate of the two blocks of programs tended to
increase steadily from 2008-2010 onwards, although before 2008-2010, they exhibited somewhat
opposite directions. The utilization rate of GSP programs moved from 35.25% in 2002-2004 to
53.97% in 2017-2019, while the usage rate of other trade preference programs reached 38.45% in
2017-2019 against 32.73% in 2002-2004. Overall, Figure 1 tends to show that EVI and the
indicators of the utilization of NRTPs moved in opposite directions, especially from 2008-2010
onwards.

[Insert Figure 2, here]

We note from Figure 2 that while the structural economic vulnerability has been declining over
time both in LDCs and NonLDCs, it remained far lower in NonLDCs than in LDCs. This is not
surprising since EVI is one of the criteria of the inclusion of (and graduation out of) countries in
the category of LDCs. Thus, de facto, LDCs exhibit a higher structural economic vulnerability
than NonLDCs. As for the indicators of the usage of NRTPs, we find that while LDCs tended to
make more use of other trade preferences programs than of GSP programs during the sub-periods
2002-2004 and 2005-2007, they relied more on the usage of GSP programs at the detriment of
other trade preferences between 2008-2010 and 2017-2019. Reverse patterns are observed for
NonLDCs. The latter had a higher utilization of other trade preferences programs than of GSP
programs from 2002-2004 to 2011-2013, but from 2011-2013 to 2017-2019, their utilization rates
of these two blocks of trade preferences were quite similar, although in 2017-2019, the utilization
rate of other trade preferences was slightly higher than that of GSP programs. Concretely, for
LDCs, the utilization rates of GSP programs and other trade preferences programs were
respectively 17.7% and 43.85% in 2002-2004, while in 2017-2019, they reached respectively
66.86% and 14%. In contrast, for NonLDCs, the utilization rates of GSP programs and other
trade preferences programs were respectively 44% and 27.17% in 2002-2004, while in 2017-2019,
they reached 47.52% and 50.63%. It is worth pointing out that in 2017-2019, the utilization rate of GSP programs by LDCs (66.86%) was far higher than that of NonLDCs (47.52%), whereas the utilization rate of other trade preferences by NonLDCs (50.63%) far outweighed that of LDCs (14%).

Figure 3 indicates that over the full sample, there is a negative correlation between structural economic vulnerability and the utilization rate of both GSP programs and other trade preferences, with the slope of the negative correlation pattern being far higher for other trade preferences programs than for GSP programs. When considering these correlations over LDCs and NonLDCs (see Figure 4), we observe for LDCs that there exist a strong negative correlation pattern between structural economic vulnerability and the utilization rate of GSP programs but an unclear correlation pattern between structural economic vulnerability and the utilization rate of other trade preferences programs. In contrast, for NonLDCs, there is a positive correlation between structural economic vulnerability and the utilization rate of GSP programs, but a negative correlation between structural economic vulnerability and the utilization rate of other trade preferences programs.

3.3. Econometric approach

Following Gnangnon and Iyer (2021), we estimate models (1) and (2) primarily by the two-step system Generalized Method of Moments (GMM) estimator proposed by Blundell and Bond (1998). This estimator is suitable for dynamic panel datasets where the time dimension is small, and the cross-sectional dimension is large. It is widely used in the empirical research, including in the macroeconomic empirical studies to address endogeneity concerns, including those stemming from the bi-directional causality among the dependent variable and the regressors, measurement errors, omitted variables, and the bias introduced by the correlation between the lagged dependent variable and the fixed effects in the error term when the time dimension is small, and the cross-sectional dimension of the panel is large (i.e., the Nickell bias - see Nickell, 1981). It involves the estimation of (for each model) a system of equations that contains an equation in differences and an equation in levels, where lagged first differences variables are used as instruments for the levels equation, and lagged levels of variables are used as instruments for the first-difference equation. The two-step system GMM estimator generates estimates that are more consistent and efficient than the ones generated by the difference-GMM estimator (of Arellano and Bond, 1991) when variables are persistent over time (e.g., Blundell and Bond, 1998; Blundell et al., 2001). This is because in the presence of persistent variables, the instruments generated when using the difference-GMM estimator are weak due to the weak correlation between lagged variables in level and variables in first difference (e.g., Alonso-Borrego and Arellano, 1999; Roodman, 2009).

In the present analysis, we treat our two main variables of interest, namely the indicator of structural economic vulnerability, and the development aid variable as endogenous. This is because while we expect these two variables to influence the rates of utilization of NRTPs, preference granting countries could also offer NRTPs to countries that experience a high level of structural economic vulnerability, and supply higher development aid flows to developing countries that have a weak export supply capacity with a view to helping them enhance their export performance (i.e., for exporting both under preferential regimes and at MFN rates). Such aid can target trade-related
sectors, as well as other sectors (such as education, health, addressing humanitarian crises) that also have affect (directly or indirectly) recipient countries' export performance.

Likewise, we treat the regressors that represent trade openness, financial development, human capital and the institutional and governance quality as endogenous due to the potential bi-directional causality issue raised above (see Gnangnon and Iyer, 2021).

We check the correctness of the specifications of models (1) and (2) estimated by the two-step system GMM estimator - i.e., the appropriateness of using this estimator to estimate models (1) and (2) as well as all their variants described below - by means of a series of diagnostic tests. These are the Arellano-Bond test of the presence of first-order serial correlation in the first-differenced error term (AR(1)); the Arellano-Bond test of the absence of second-order serial correlation in the first-differenced error term (denoted AR(2)) and the Sargan/Hansen test of over-identifying restrictions (OID) that tests the validity of instruments used in the regressions. Additionally, we present the outcomes of the test of absence of third-order serial correlation in the first-differenced error term (denoted AR(3)), as the absence of such a serial correlation may signal that the model specification is not plagued by the omitted variables problem. Finally, we ensure that number of instruments used in the regressions is lower than the number of countries (e.g., Roodman, 2009) so to avoid instruments proliferation problems in the estimations of the models (1) and (2) (as well as of their different variants described below).

Even though the two-step system GMM technique is our preferred estimator, we also present the estimations' outcomes arising from the estimations of the dynamic models (1) and (2) using the standard econometric estimators, namely the pooled ordinary least squares and the within fixed effects estimators. Standard errors of the estimates obtained here are corrected by means of the Driscoll and Kraay (1998) for the heteroscedasticity, autocorrelation, and any form of temporal dependence in the residuals. The outcomes of these estimations are presented in Table 1. These outcomes could be compared with the ones obtained when using the two-step system GMM estimator. Results in the other Tables (Tables 2 to 5) are based on the two-step system GMM estimator.

Outcomes reported in columns [1] and [2] of Table 2 are obtained by estimating models (1)/(2). Columns [3] and [4] of the same Table are obtained by estimating a variant of models (1)/(2) that contains a dummy variable capturing LDCs, and the interaction between this dummy and the variable "EVI". This dummy denoted "LDC" takes the value 1 for LDCs, and 0, otherwise (see Appendix 3 for the list of LDCs in the full sample).

Outcomes in Table 3 allow exploring how the two main components of EVI (i.e., the extent of shocks and the extent of exposure to shocks) affect the utilization rate of NRTPs. To obtain these outcomes, we estimate two variants of models (1) and (2) in which the variable "EVI" is replaced respectively with the components "SHOCK" and "EXPOSURE".

The estimates reported in Table 4 help to deepen the findings in Table 2 concerning the effect of structural economic vulnerability on the utilization of NRTPs by investigating how countries behave in terms of the utilization of one block of NRTP when the utilization rate of the

---

18 It is expected that the p-value associated with the statistic of the AR(1) test should be lower than 0.1 at the 10% level.
19 The p-value associated with the statistic of the AR(2) test is expected to be higher than 0.1 at the 10% level.
20 The p-value associated with the statistic of the Sargan test is expected to be higher than 0.1 at the 10% level.
21 The p-value associated with the statistic of the AR(3) test is expected to be higher than 0.1 at the 10% level.
other block of NRTP declines in the context of higher structural economic vulnerability, especially given that the interplay between the utilization of the two blocks of NRTPs. In other words, we try to answer the question as to which block of NRTP (either GSP programs or other trade preferences) do beneficiary countries prefer to use when they face lower levels of structural economic vulnerability. The estimates presented in Table 4 to address this issue are obtained by estimating a variant of each of models (1) and (2) in which we introduce a variable that captures the interaction between the indicator of structural economic vulnerability and the indicator of the utilization of NRTP (i.e., the variable "UROTP" in model (1) and "URGSP" in model (2)).

Finally, we address the question as to whether development aid matters for the effect of structural economic vulnerability on the utilization of NRTPs by estimating several variants of models (1) and (2). The first variant of each of these models contains a variable capturing the interaction between "EVI" and the variable representing total development aid ("ODA"). For the other variants of models (1) and (2), we replace the variable "ODA" with its components, namely Aid for Trade flows ("AfT") and NonAfT flows ("NonAfT"), and interact the ODA component with the variable "EVI". The outcomes of the estimations of these different specifications of models (1) and (2) are reported in Table 5.

4. Interpretation of estimations' outcomes

At the outset, we would note that the estimations' results would be interpreted at the conventional significance levels (i.e., at least at the 10% level), unless otherwise stated.

[Insert Table 1, here]

Across all columns of Table 1, we note that the coefficient of the lagged dependent variable is positive and significant at least at the 5% level. These findings are in line with those of Gnangnon and Iyer (2021), and show that the utilization rates of NRTPs exhibit a state dependence path, whereby the utilization rate of an NRTP in period t-1 is positively associated with the utilization rate of the same NRTP in period t. Results in columns [1] and [2] of Table 1 (i.e., those based on the pooled ordinary least squares estimator) show that a rise in the level of structural economic vulnerability does not significantly affect the usage rate of GSP programs, but exerts a negative and significant effect on the usage rate of other trade preferences. Meanwhile, results in columns [3] and [4] of Table 1 (i.e., those based on the within fixed effects estimator) show that a higher degree of structural economic vulnerability influences negatively and significantly the utilization rate of GSP programs, but exerts no significant effect on the utilization rate of other trade preferences programs. These outcomes show that the effect of structural economic vulnerability on the utilization of NRTPs is not consistent across the columns of Table when we use the standard econometric estimators. This is likely due to the endogeneity of the structural economic vulnerability variable as well as other potential regressors in models (1) and (2). The same conclusion applies to the development aid variable. It appears to influence positively and significantly (at the 1% level) the utilization rate of the two blocks of NRTPs in columns [1] and [2], but exerts a negative effect on the usage rate of NRTPs in columns [3] and [4] (the estimates are significant only at the 10% level here).

Likewise, the estimates related to control variables are not consistent across the four columns of the Table, thereby suggesting once again that estimates reported in Table 1 are likely biased due to the endogeneity concerns raised in section 3.3. As a result, we rely on the estimates...
generated by the use of the two-step system GMM estimator to estimate the specifications of model (1) and (2) presented in section 3.3.

Results in all columns of Tables 2 to 5 suggest that the lagged dependent variable holds coefficients that are significant at the 1% level. This confirms the state dependence nature of the indicators of the utilization rate of NRTPs. The outcomes of the tests concerning the validity of the two-step system GMM estimator presented at the bottom of Tables 2 to 5 show that all variants of models (1) and (2) whose estimates are presented in these Tables, are well specified. This is exemplified by the fact that the p-values of the AR(1) tests are lower than 0.1, and the p-values of the AR(2), AR(3) and OID tests are or equal to, or higher than 0.10. These results suggest that the two-step system GMM estimator is a suitable estimator for conducting the empirical analysis. The appropriateness of the two-step system GMM estimator is also confirmed by the fact that the coefficients of the lagged dependent variable in Tables 2 to 5 are all lower than the coefficients of the lagged dependent variable obtained when using the pooled ordinary least squares estimator (see column [1] for "URGSP" and column [2] for "UROTP"). At the same time, they are concurrently all higher than the coefficients of the lagged dependent variable obtained when using the within fixed effects estimator (see column [1] for "URGSP" and column [2] for "UROTP"). In fact, according to Bond et al. (2001), the estimate associated with the dependent variable in the regression based on the two-step system GMM estimator should lie between the estimate generated by the within fixed effects estimator and the one generated by the pooled ordinary least squares estimator.

Let us now interpret the estimates in Tables 2 to 5.

Starting with the estimates in Table 2, we find that structural economic vulnerability exerts a negative and significant effect (at the 1% level) on the utilization rates of GSP programs and other trade preferences, with the magnitude of this effect being the same on the two blocks of trade preferences. A one percentage point increase in the level of structural economic vulnerability reduces, on average, the utilization rates of GSP programs and other trade preferences programs respectively by 4.04% and 4.08% (see columns [1] and [2]). Higher development aid flows induce a rise in the utilization rates of both GSP programs and other trade preferences, with the magnitude of this positive effect being higher on the usage of GSP programs than on the utilization of other trade preference programs (estimates are significant at the 1% level). A one percentage increase in development aid flows is associated with an increase in the utilization rate of GSP programs by 0.192 percentage and the utilization rate of other trade preferences programs by 0.134 percentage. These outcomes that structural economic vulnerability reduces the rates of using NRTPs, while development aid increases these rates.

Estimates in columns [3] and [4] of Table 2 allow examining the net effect of structural economic vulnerability on the utilization of NRTPs in LDCs versus NonLDCs. Results in column [3] of the Table suggest that LDCs experience a lower effect of the structural economic vulnerability on the utilization of GSP programs (the coefficient of the variable \("EVI*LDC"\) is positive and significant at the 1% level) while structural economic vulnerability exerts similar effects on the usage of other trade preferences programs in LDCs and NonLDCs. The net effects of structural economic vulnerability on the utilization rate of GSP programs in LDCs and NonLDCs amount respectively to -0.029 \(\approx -0.0733+0.0439\) and -0.0733. Likewise, the net effects of structural economic vulnerability on the utilization rate of other trade preference programs in
LDCs and NonLDCs are the same and amount to -0.029. Overall, further to an increase in the level of structural economic vulnerability, NonLDCs make less use of GSP programs than do LDCs, even though the utilization rate of GSP programs is negatively affected in the two groups of countries. At the same time, the utilization rate of other trade preferences is equally (and negatively) affected by a greater structural economic vulnerability in both LDCs and NonLDCs. Note that in columns [3] and [4], higher development aid flows foster the utilization of both GSP programs and other trade preferences (the coefficients of "ODA" (in Log) are still positive and significant at the 1% level).

As expected, the utilization of GSP programs and other trade preferences programs by beneficiary countries are substitutable. This is because a higher utilization rate of other trade preferences induces a lower utilization rate of GSP programs (see columns [1] and [3]) and vice-versa (see columns [2] and [4]).

Concerning the other control variables, we obtain, as expected, that an improvement in the real per capita income influences positively and significantly the utilization rate of both blocks of NRTPs, although the magnitude of this positive effect is higher on the usage rate of GSP programs than on that of other trade preferences. A higher trade openness leads to a rise in the utilization rate of GSP programs but exerts no significant effect on the utilization rate of other trade preferences. Financial development reduces, on average, the usage of GSP programs, but exerts no significant effect on the usage of other trade preferences. This may signify that the development of the financial sector and the related increase in the credits supplied to exporting firms lead them to export under MFN rates rather than under the existing preferential regimes. The same reasoning applies to the human capital variable that hold negative and significant coefficients in the two columns of the Table. Finally, an improvement in the institutional quality tends to encourage the utilization of other trade preferences programs, but exerts no significant effect on the usage of GSP programs.

It is worth noting at this stage of the analysis that, with some few exceptions, outcomes concerning control variables in columns [3] and [4] of Table 2, and in Tables 3 to 5 are, to a large extent, in line with those in Table 2.

[Insert Table 3, here]

With regard to our variables of interest, we obtain from Table 3 that a higher extent of exogenous shocks reduces the usage of both GSP programs and other trade preferences, with the magnitude of the negative effect of shocks being higher on (i.e., almost doubling) the utilization of GSP programs than on the utilization of other trade preferences (see columns [1] and [2]). Especially, a one percentage point increase in the indicator of the extent of shocks lowers the utilization rates of GSP programs by 2.25%, and the utilization rate of other trade preferences programs by 1.20%. In contrast, while a greater exposure to shocks reduces the utilization rates of the two blocks of NRTPs, the magnitude of this negative effect is higher on the utilization rate of other trade preferences than on that of GSP programs (see columns [3] and [4]). A one percentage point increase in the indicator of the extent of exposure to shocks reduces the utilization rates of other trade preferences programs by 4.8%, and the utilization rate of GSP programs by 3.22%.

All these findings confirm that a higher level of structural economic vulnerability, reflected by a greater exposure to shocks and a higher extent of shocks, lowers the utilization rates of GSP programs and other trade preferences. Development aid appears to exert a positive and significant
effect on the usage rate of the two blocks of NRTPs in all columns of Table 3, but in column [4] of the Table where its effect is statistically null.

[Insert Table 4, here]

In Table 4, we observe that the interaction terms related to both ["EVI*UROTP"] and ["EVI*URGSP"] are negative and significant at the 1% level, with the interaction term of the former being higher than that of the latter. We deduce that in the context of a lower level of structural economic vulnerability, other trade preferences and GSP programs are strongly complementary. For declining levels of the EVI indicator, a higher utilization rate of other trade preferences programs generates a higher utilization rate of GSP programs (see column [1]), and an improvement in the utilization of GSP programs leads to a rise in the utilization of other trade preferences. Overall, on the one hand, results in Table 2 suggest that reducing the degree of structural economic vulnerability fosters the utilization of both GSP programs and other trade preference programs, and results in Tables 2 and 3 indicate that countries tend to use these two blocks of NRTPs in a complementary way. On the other hand, the findings from Table 4 indicate that beneficiary countries of NRTPs tend to use GSP programs and other trade preferences in a complementary way when they experience a lower level of structural economic vulnerability. Hence, addressing factors underpinning the rise in the structural economic vulnerability would not only help beneficiary countries of NRTPs foster their utilization of these NRTPs (i.e., both GSP programs and other trade preferences), but it would also allow them to increase simultaneously (i.e., in a complementarity way) the usage of these two blocks of NRTPs.

[Insert Table 5, here]

Outcomes in Table 5 allow assessing the extent to which development aid, including its two main components matters for the relationship between structural economic vulnerability and the utilization of NRTPs. We notice across columns [1], [3] and [5] of the Table that the interaction terms of the interaction variables between the aid variables (be the latter total development aid, AfT or NonAfT) and the variable "EVI" are negative and significant at the 1% level. These concern instances where we examine the interplay between development aid and the structural economic vulnerability in affecting the utilization of GSP programs. In the meantime, estimates in columns [2], [4] and [6] of Table 5 indicate that the interaction terms of the variables ["EVI*Log(ODA)"], ["EVI*Log(AfT)"] and ["EVI*Log(NonAfT)"] are positive and significant at the 1% level. These results are related to instances where we examine the interplay between development aid and the structural economic vulnerability in affecting the utilization of other trade preferences programs. Taking together these outcomes, we conclude that in the context of rising degrees of structural economic vulnerability, higher development aid flows enhance the utilization rate of other trade preferences programs at the expense of the utilization of GSP programs. This conclusion applies to both total development aid flows, as well as to AfT flows, and NonAfT flows. Thus, higher development aid flows appear to dampen the negative effect of structural economic vulnerability on the utilization of other trade preferences programs (and even make this effect positive). This signifies that when facing a higher level of structural economic vulnerability, and receiving higher development aid inflows, beneficiary countries abandon the usage of GSP programs at the benefit of other trade preferences programs. Interestingly, NonAfT flows exert a slightly higher positive effect on the utilization of other trade preferences programs than AfT flows do, when beneficiary countries face a higher degree of structural economic vulnerability.
5. Conclusion

The present work has examined the effect of structural economic vulnerability on the utilization of NRTPs (i.e., GSP programs and other trade preferences programs) as well as how development aid flows alter this effect. The empirical analysis builds on a panel dataset containing 84 beneficiary countries of both NRTPs and development aid, over the period from 2002 to 2019. It has established that a higher degree of structural economic vulnerability influences negatively and equally (in terms of magnitude) the utilization rates of both GSP programs and other trade preference programs. In addition, an increase in the extent of both shocks and exposure to shocks (that is, the two major components of the indicator of structural economic vulnerability) leads to a lower utilization rate of the two blocks of NRTPs, although not with the same magnitude of the effect. On another note, while countries tend to use GSP programs and other trade preferences programs in a substitutable way, the two types of preferences programs are utilized in a complementary way when the level of structural economic vulnerability declines. This signifies that reducing the degree of structural economic vulnerability helps countries improve the utilization rates of the two blocks of NRTPs, including in a strong complementarity way. Higher development aid inflows foster the utilization rates of the two blocks of NRTPs, although they tend to induce a higher utilization of GSP programs than of the utilization of other trade preference programs. Finally, the provision of higher development aid flows to countries that suffer from higher degrees of structural economic vulnerability, lead them to foster the usage of other trade preferences programs at the expense of GSP programs.

What do these findings suggest in terms of policy implications? Many studies have underlined the adverse effects of structural economic vulnerability on economic growth and development, and call for significant increases in development aid flows so as to help developing countries facing higher structural economic vulnerability to cope with the adverse effects of the latter and engage their economies in a sustainable economic growth and development paths.

The present analysis shows that helping countries reduce the level of structural economic vulnerability they face would contribute to spurring the utilization of the NRTPs that they enjoy, including in a complementary way. The scale-up of development aid flows in favour of structurally vulnerable countries could contribute to achieving this objective, but other options (that are not the subject of the present analysis) could be explored (e.g., Essers, 2013; Guillaumont, 2011b; Johnson, 2006). These include for example ways to facilitate the sending of remittances to developing countries, given the role of remittances inflows to dampen the adverse economic effects of shocks (e.g., Bettin et al., 2017; Combes et al., 2014; Su, 2022), policies for fostering industrialization (e.g., Atolia et al., 2020; Morris and Fessehaie, 2014) and measures to reduce disasters risks, including through the development of infrastructure that resilient to natural disasters (e.g., Hofmann, 2021; Mart et al., 2018). On another note, as far as trade is concerned, policies that promote the development of services exports could also contribute to mitigating countries' vulnerability to external shocks and consequently facilitate the utilization of NRTPs because services exports contribute to strengthening countries' resilience to shocks and financial crises than do goods exports (e.g., Ariu, 2016; Borchert and Mattoo, 2010).
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FIGURES

Figure 1: EVI and the utilization rate of NRTPs_Over the full sample

![Graph showing EVI and utilization rate for NRTPs over full sample](image1)

Source: Author

Note: The variables "URGSP1" and "UROTP1" are the non-transformed indicators respectively of the utilization rate of GSP programs, and the utilization rate of other trade preferences programs (see Appendix 1).

Figure 2: EVI and the utilization rate of NRTPs_Over the sub-samples of LDCs and NonLDCs

![Graph showing EVI and utilization rate for NRTPs over sub-samples](image2)

Source: Author

Note: The variables "URGSP1" and "UROTP1" are the non-transformed indicators respectively of the utilization rate of GSP programs, and the utilization rate of other trade preferences programs (see Appendix 1).
Figure 3: Scatter plot between EVI and the utilization rate of NRTPs. Over the full sample

Source: Author
Note: The variables "URGSP" and "UROTP" are the transformed indicators respectively of the utilization rate of GSP programs, and the utilization rate of other trade preferences programs (see Appendix 1).

Figure 4: Scatter plot between EVI and the utilization rate of NRTPs. Over LDCs and NonLDCs

Source: Author
Note: The variables "URGSP" and "UROTP" are the transformed indicators respectively of the utilization rate of GSP programs, and the utilization rate of other trade preferences programs (see Appendix 1).
Table 1: Effect of structural economic vulnerability on the utilization of NRTPs

| Variables                      | Pooled Ordinary Least Squares Estimator | Within Fixed Effects |
|-------------------------------|-----------------------------------------|----------------------|
|                               | URGSP (1)                               | UROTP (2)            |
|                               | URGSP (3)                               | UROTP (4)            |
| One period lag of the dependent variable |                      |                      |
| 0.615***                     | 0.704***                                | 0.344***             |
| (0.0620)                     | (0.0472)                                | (0.112)              |
| EVI                           | 0.000614                                | -0.0126***           |
| (0.00309)                    | (0.00462)                               | -0.0592***           |
| Log(ODA)                     | 0.0645***                               | 0.142***             |
| (0.0152)                     | (0.0329)                                | -0.122*              |
| UROTP                         | -0.151***                               | -0.338***            |
| (0.0330)                     | (0.0676)                                |                      |
| URGSP                         | -0.258***                               | -0.453***            |
| (0.0771)                     | (0.127)                                 |                      |
| Log(GDPC)                    | 0.103                                   | 0.303***             |
| (0.103)                      | (0.0492)                                | 0.555*               |
| OPEN                          | 0.00160*                                | 0.00427***           |
| (0.000936)                   | (0.000761)                              | 0.00677***           |
| FINDEV                        | -0.306                                  | -0.947               |
| (0.677)                      | (0.708)                                 | -2.709**             |
| HUM                           | -0.144***                               | -0.00598             |
| (0.0400)                     | (0.196)                                 | 0.599**              |
| INST                          | -0.0642                                 | 0.0331               |
| (0.0397)                     | (0.0406)                                | -0.184**             |
| Constant                      | -0.114                                  | -3.181***            |
| (0.646)                      | (0.959)                                 | 1.752                |
| Observations - Countries     | 388 - 84                                | 388 - 84             |
| R-squared                     | 0.628                                   | 0.743                |
| Within R-squared              |                                        | 0.4007               |

Note: *p-value<0.1; **p-value<0.05; ***p-value<0.01. Robust Standard Errors are in parenthesis.
Table 2: Effect of structural economic vulnerability on the utilization of NRTPs

**Estimator:** Two-Step System GMM

| Variables | URGSP     | UROTP     | URGSP     | UROTP     |
|-----------|-----------|-----------|-----------|-----------|
|           | (1)       | (2)       | (3)       | (4)       |
| One period lag of the dependent variable | 0.462*** | 0.655*** | 0.443*** | 0.628*** |
|           | (0.0248)  | (0.0271)  | (0.0292)  | (0.0194)  |
| EVI       | -0.0404***| -0.0408***| -0.0733***| -0.0289** |
|           | (0.00450) | (0.00559) | (0.0107)  | (0.0130)  |
| EVI*LDC   |           |           | 0.0439*** | -0.00220  |
|           |           |           | (0.0109)  | (0.0132)  |
| LDC       |           |           |           | -1.695*** |
|           |           |           |           | (0.418)   |
| Log(ODA)  | 0.192***  | 0.134**   | 0.209***  | 0.0763*   |
|           | (0.0411)  | (0.0578)  | (0.0364)  | (0.0418)  |
| UROTP     | -0.192*** | -0.257*** |           |           |
|           | (0.0227)  |           |           | (0.0159)  |
| URGSP     |           | -0.230*** |           | -0.293*** |
|           |           | (0.0403)  |           | (0.0279)  |
| Log(GDPC) | 0.723***  | 0.566***  | 0.817***  | 0.329***  |
|           | (0.0940)  | (0.113)   | (0.102)   | (0.103)   |
| OPEN      | 0.00904***| -0.00195  | 0.00992***| 0.000107  |
|           | (0.00154) | (0.00153) | (0.00142) | (0.00128) |
| FINDEV    | -4.780*** | -0.792    | -0.052*** | -1.629**  |
|           | (0.477)   | (0.842)   | (0.525)   | (0.688)   |
| HUM       | -0.984*** | -0.921*** | -1.340*** | -1.268*** |
|           | (0.157)   | (0.169)   | (0.179)   | (0.125)   |
| INST      | -0.0411   | 0.136**   | 0.105**   | 0.214***  |
|           | (0.0592)  | (0.0613)  | (0.0532)  | (0.0520)  |
| Constant  | -3.463*** | -1.538    | -2.153*   | 2.697*    |
|           | (1.118)   | (1.652)   | (1.205)   | (1.524)   |

Observations - Countries | 388 - 84 | 388 - 84 | 388 - 84 | 388 - 84 |
AR1 (P-Value)           | 0.0000   | 0.0063   | 0.0001   | 0.0080   |
AR2 (P-Value)           | 0.1240   | 0.7420   | 0.2078   | 0.8280   |
AR3 (P-Value)           | 0.8147   | 0.9622   | 0.9145   | 0.8830   |
OID (P-Value)           | 0.1922   | 0.3740   | 0.2233   | 0.4050   |

Note: *p-value<0.1; **p-value<0.05; ***p-value<0.01. Robust standard errors are in parenthesis. In the regressions based on the two-step system GMM estimator, the variables "EVI", "ODA", "URGSP", "UROTP", "OPEN", "FINDEV", "HUM", "INST" and the interaction variables have been treated as endogenous. Time dummies have been included in the regressions. The regressions based on the two-step system GMM estimator have used a maximum of 2 lags of the dependent variable as instruments, and 2 lags of endogenous variables as instruments.
Table 3: Effect of the two major components of the index of structural economic vulnerability on the utilization of NRTPs

**Estimator**: Two-Step System GMM

| Variables                  | URGSP (1)   | UROTP (2)   | URGSP (3)   | UROTP (4)   |
|----------------------------|-------------|-------------|-------------|-------------|
| One period lag of the      | 0.482***    | 0.671***    | 0.514***    | 0.656***    |
| dependent variable         | (0.0229)    | (0.0265)    | (0.0215)    | (0.0170)    |
| SHOCK                      | -0.0225***  | -0.0120***  | -0.0322***  | -0.0478***  |
|                            | (0.00328)   | (0.00363)   | (0.00960)   | (0.00808)   |
| EXPOSURE                   | -0.0225***  | -0.0120***  | -0.0322***  | -0.0478***  |
|                            | (0.00328)   | (0.00363)   | (0.00960)   | (0.00808)   |
| Log(ODA)                   | 0.218***    | 0.175***    | 0.213***    | 0.0145      |
|                            | (0.0318)    | (0.0622)    | (0.0556)    | (0.0517)    |
| UROTP                      | -0.162***   | -0.175***   | -0.213***   | -0.175***   |
|                            | (0.0226)    | (0.0259)    | (0.00960)   | (0.00808)   |
| URGSP                      | -0.215***   | -0.213***   | -0.213***   | -0.213***   |
|                            | (0.0396)    | (0.0348)    | (0.00960)   | (0.00808)   |
| Log(GDPC)                  | 0.628***    | 0.482***    | 0.611***    | 0.288***    |
|                            | (0.0924)    | (0.115)     | (0.0768)    | (0.0756)    |
| OPEN                       | 0.00778***  | -0.00475*** | 0.00811***  | 0.00105     |
|                            | (0.00146)   | (0.00154)   | (0.00167)   | (0.00160)   |
| FINDEV                     | -3.590***   | -0.332      | -4.702***   | -1.729***   |
|                            | (0.478)     | (0.765)     | (0.588)     | (0.701)     |
| HUM                        | -0.962***   | -0.576***   | -0.577***   | -0.593***   |
|                            | (0.148)     | (0.189)     | (0.120)     | (0.169)     |
| INST                       | -0.0733     | 0.167***    | 0.0192      | 0.435***    |
|                            | (0.0612)    | (0.0520)    | (0.0510)    | (0.0682)    |
| Constant                   | -4.207***   | -3.305**    | -3.979***   | 3.323**     |
|                            | (0.917)     | (1.685)     | (1.449)     | (1.617)     |

Observations - Countries: 388 - 84
AR1 (P-Value): 0.0000
AR2 (P-Value): 0.1153
AR3 (P-Value): 0.7546
OID (P-Value): 0.2018

Note: *p-value<0.1; **p-value<0.05; ***p-value<0.01. Robust standard errors are in parenthesis. In the regressions based on the two-step system GMM estimator, the variables "SHOCK", "EXPOSURE", "ODA", "URGSP", "UROTP", "OPEN", "FINDEV", "HUM", "INST" and the interaction variables have been treated as endogenous. Time dummies have been included in the regressions. The regressions based on the two-step system GMM estimator have used a maximum of 2 lags of the dependent variable as instruments, and 2 lags of endogenous variables as instruments.
### Table 4: Interaction effect between the index of structural economic vulnerability and the utilization of one NRTP on the utilization of the other NRTP

**Estimator:** Two-Step System GMM

| Variables | URGSP  | UROTP  |
|-----------|--------|--------|
|           | (1)    | (2)    |
| One period lag of the dependent variable | 0.473*** | 0.623*** |
|          | (0.0198) | (0.0210) |
| EVI*UROTP | -0.00969*** |        |
|          | (0.00173) |        |
| EVI*URGSP |        | -0.00698*** |
|          |        | (0.00126) |
| EVI       | -0.0308*** | -0.0101 |
|          | (0.00356) | (0.00634) |
| Log(ODA)  | 0.181*** | 0.184*** |
|          | (0.0375) | (0.0426) |
| UROTP     | 0.147**  |        |
|          | (0.0575) |        |
| URGSP     |        | -0.0434 |
|          |        | (0.0523) |
| Log(GDPC) | 0.557*** | 0.630*** |
|          | (0.0636) | (0.0743) |
| OPEN      | 0.00619*** | -0.000552 |
|          | (0.00101) | (0.00129) |
| FINDEV    | -4.719*** | -0.791 |
|          | (0.473) | (0.544) |
| HUM       | -0.930*** | -0.871*** |
|          | (0.149) | (0.136) |
| INST      | 0.0731*  | 0.167*** |
|          | (0.0426) | (0.0361) |
| Constant  | -2.142**  | -3.807*** |
|          | (0.862) | (1.280) |

Observations - Countries: 388 - 84

AR1 (P-Value): 0.0000 0.0066
AR2 (P-Value): 0.1490 0.7223
AR3 (P-Value): 0.7467 0.9357
OID (P-Value): 0.3628 0.5578

Note: *p-value<0.1; **p-value<0.05; ***p-value<0.01. Robust standard errors are in parenthesis. In the regressions based on the two-step system GMM estimator, the variables "EVI", "ODA", "URGSP", "UROTP", "OPEN", "FINDEV", "HUM", "INST" and the interaction variables have been treated as endogenous. Time dummies have been included in the regressions. The regressions based on the two-step system GMM estimator have used a maximum of 2 lags of the dependent variable as instruments, and 2 lags of endogenous variables as instruments.
Table 5: Interaction effect between development aid and structural economic vulnerability on the utilization of NRTPs

**Estimator:** Two-Step System GMM

| Variables          | URGSP (1) | UROTP (2) | URGSP (3) | UROTP (4) | URGSP (5) | UROTP (6) |
|--------------------|-----------|-----------|-----------|-----------|-----------|-----------|
| One period lag of the dependent variable | 0.494*** | 0.628*** | 0.509*** | 0.679*** | 0.437*** | 0.593*** |
|                    | (0.0166) | (0.0190)  | (0.0126)  | (0.0137)  | (0.0146)  | (0.0151)  |
| EVI                | 0.315*** | -0.325*** | 0.177***  | -0.221*** | 0.348***  | -0.418*** |
|                    | (0.0291) | (0.0564)  | (0.0325)  | (0.0444)  | (0.0369)  | (0.0560)  |
| EVI*Log(ODA)       | -0.0175** | 0.0148*** | -0.0111** | 0.0110*** | -0.0191*** | 0.0187*** |
|                    | (0.00141)| (0.00277) |           |           | (0.00168)| (0.00236) |
| EVI*Log(AfT)       |           |           |           |           | 0.640***  | -0.359*** |
|                    |           |           |           |           |           |           |
|                    |           |           |           |           |           |           |
| EVI*Log(NonAfT)    |           |           |           |           |           |           |
|                    |           |           |           |           |           |           |
| Log(ODA)           | 0.517*** | -0.281*** | 0.372***  | -0.251*** | 0.640***  | -0.359*** |
|                    | (0.0494) | (0.0857)  | (0.0582)  | (0.0747)  |           |           |
| Log(AfT)           |           |           |           |           |           |           |
|                    |           |           |           |           |           |           |
| Log(NonAfT)        |           |           |           |           |           |           |
|                    |           |           |           |           |           |           |
| Log(GDPC)          | 0.271*** | 0.812***  | 0.339***  | 0.600***  | 0.225***  | 0.788***  |
|                    | (0.0740) | (0.0542)  | (0.0704)  | (0.0634)  | (0.0619)  | (0.0670)  |
| UROTP              | -0.165***| -0.213*** | -0.191*** | -0.257*** |           |           |
|                    | (0.0147) | (0.0122)  | (0.0161)  |           |           |           |
| URGSP              | -0.231***| -0.227*** | -0.257*** |           |           |           |
|                    | (0.0224) | (0.0251)  |           |           |           |           |
| OPEN               | 0.00569***| 0.000455 | 0.00642***| -0.00171 | 0.00544***| -0.00122 |
|                    | (0.000981)| (0.00127) | (0.000674)| (0.00114) | (0.000859)| (0.00106) |
| FINDEV             | -3.221***| -1.459**  | -3.093*** | 0.0882   | -2.947*** | -0.290   |
|                    | (0.290)  | (0.629)   | (0.259)   | (0.460)  | (0.350)   | (0.516)  |
| HUM                | -0.693***| -1.020*** | -0.456*** | -0.843***| -0.618*** | -1.128***|
|                    | (0.100)  | (0.111)   | (0.0917)  | (0.113)  | (0.0761)  | (0.113)  |
| INST               | 0.0375   | 0.155***  | -0.139*** | -0.000632| -0.00259 | 0.0130   |
|                    | (0.0459) | (0.0360)  | (0.0348)  | (0.0402) | (0.0381)  | (0.0514) |
| Constant           | -7.228***| 4.803***  | -5.486*** | 4.256*** | -9.347*** | 7.179*** |
|                    | (1.051)  | (1.850)   | (1.279)   | (1.550)  | (1.609)   | (1.797)  |

Observations - Countries: 388 - 84

AR1 (P-Value): 0.0000

AR2 (P-Value): 0.10

AR3 (P-Value): 0.6271

OID (P-Value): 0.3988

Note: *p-value<0.1; **p-value<0.05; ***p-value<0.01. Robust standard errors are in parenthesis. In the regressions based on the two-step system GMM estimator, development aid variables, and the variables "EVI", "URGSP", "UROTP", "OPEN", "FINDEV", "HUM", "INST" and the interaction variables have been treated as endogenous. Time dummies have been included in the regressions. The regressions based on the two-step system GMM estimator have used a maximum of 2 lags of the dependent variable as instruments, and 2 lags of endogenous variables as instruments.
## Appendix 1: Definition and Source of variables

| Variables | Definition | Source |
|-----------|------------|--------|
| EVI       | This is indicator of structural economic vulnerability, also referred to as the Economic Vulnerability Index. It has been set up at the United Nations by the Committee for Development Policy (CDP), and used by the latter as one of the criteria for identifying LDCs. It has been computed on a retrospective basis for 145 developing countries (including 48 LDCs) by the "Fondation pour les Études et Recherches sur le Développement International (FERDI)". The EVI has been computed as the simple arithmetic average of two sub-indexes, namely the intensity of exposure to shocks (exposure sub-index) (denoted "EXPOSURE"), and the intensity of exogenous shocks (shocks sub-index) (denoted "SHOCK"). These two sub-indexes have been calculated using a weighted average of different component indexes, with the sum of components’ weights equals 1 so that the values of EVI range between 0 and 100. For further details on the computation of the EVI, see for example Feindouno and Goujon (2016). The components of the exposure sub-index are the population size; the remoteness from world markets index; the export product concentration; the share of agriculture, forestry and fisheries in GDP and the index of the share of population living in low elevated coastal zone. The components of the shocks sub-index are the agricultural production instability; the export instability; and the index of the victims of natural disasters. Data on EVI is extracted from the database of the Fondation pour les Études et Recherches sur le Développement International (FERDI) – see online at: [https://ferdi.fr/donnees/un-indicateur-de-vulnerabilite-economique-EVI-retrospectif](https://ferdi.fr/donnees/un-indicateur-de-vulnerabilite-economique-EVI-retrospectif). |
| URGSP     | This is the "transformed" indicator of the utilization rate of unilateral trade preferences under the Generalized System of Preferences (GSP) schemes provided by the so-called “Quadrilaterals” (i.e., QUAD countries), namely Canada, European Union (EU), Japan and the United States of America (USA). It captures the extent to which imports that are eligible for trade preferences are actually imported under these preferences (e.g., WTO, 2016). This indicator has been computed using a formula adopted both by the WTO (see WTO, 2016) and the UNCTAD and which goes as follows: $\text{URGSP} = 100 * (\text{GSP Received Imports}) / (\text{GSP Covered Imports})$, where "GSP received imports" refers to the value of imports that received GSP treatment, and "GSP covered imports" indicates the value of imports that are | United Nations Conference on Trade and Development (UNCTAD) Dataset: [https://gsp.unctad.org/utilization](https://gsp.unctad.org/utilization). |
| **ODA** | "ODA" is the real gross disbursements of total Official Development Assistance (ODA) expressed in constant prices 2019, US Dollar. | Author's calculation based on data extracted from the database OECD statistical database on |
| --- | --- | --- |
| **UROTP** | This is the 'transformed' indicator of the utilization rate of the other trade preferences than the GSP programs provided by the QUAD countries to developing countries, including least-developed countries among them. In particular, this covers preferences granted by USA under the African Growth and Opportunity Act (AGOA) and the Caribbean Basin Initiative; in the case of the European Union, it includes preferences under the Economic Partnership Agreements (EPAs) entered with selected Africa Sub-Saharan countries. This indicator has been calculated using a formula similar to the one used to compute the indicator "USGSP1". The formula goes as follows: \[ UROTP = 100 \times \frac{\text{Other-Preferential Imports}}{\text{Other Preferential Covered Imports}}, \] where "Other-Preferential Imports" refers to the value of imports that benefitted from NRTPs other than GSP and under selected Economic Partnership Agreements that the EU has entered with some African countries. "Other-Preferential Covered Imports" refers to the value of imports that are classified in tariff lines that are dutiable and covered by the other-preferential schemes. Detailed information on the dataset is available over the Internet at: [https://gsp.unctad.org/utilization](https://gsp.unctad.org/utilization) | United Nations Conference on Trade and Development (UNCTAD) Dataset: [https://gsp.unctad.org/utilization](https://gsp.unctad.org/utilization) |
**AfT and NonAfT**

"AfT" is the total real gross disbursements of Aid for Trade. It is the sum of the real gross disbursements of Aid for Trade allocated to the buildup of economic infrastructure, the real gross disbursements of Aid for Trade for building productive capacities, and the real gross disbursements of Aid allocated for trade policies and regulation. All aid variables are expressed in constant prices 2019, US Dollar.

"NonAfT" is the measure of the development aid allocated to other sectors in the economy than the trade sector. It is calculated as the difference between the gross disbursements of total ODA and the gross disbursements of total Aid for Trade (both being expressed in constant prices 2019, US Dollar).

---

| GDP | Gross Domestic Product (constant 2010 US$). | World Development Indicators (WDI) |
|-----|------------------------------------------|-----------------------------------|
| OPEN | This is the indicator of trade openness, measured by the share of sum of exports and imports of goods and services in GDP. This variable is not expressed in percentage. | Author's calculation based on data extracted from the WDI. |
| HUM | This is the indicator of human capital, measured by the number of years of schooling and returns to education in a given country and in a given year t, developed by Feenstra et al. (2015). | Penn World Tables PWT 10.0 (see Feenstra et al., 2015) |
| FINDEV | This is the financial development index, which summarizes how developed financial institutions and financial markets are in terms of their depth (size and liquidity), access (ability of individuals and companies to access financial services), and efficiency (ability of institutions to provide financial services at low costs and with sustainable revenues, and the level of activity of capital markets). The values of this indicator range between 0 and 1. | Data extracted from the IMF Financial Development Index Database (see online at: [https://data.imf.org/?sk=F8032F80-B36C-43B1-AC26-493C5B1CD33B](https://data.imf.org/?sk=F8032F80-B36C-43B1-AC26-493C5B1CD33B)) - See also Sahay et al. (2015). |
| INST | This is the variable representing the institutional and governance quality in a given country. It has been computed by extracting the first principal component (based on factor analysis) of the following six indicators of institutional quality and governance. These indicators include an index of: political stability and absence of violence/terrorism; regulatory quality; rule of law; government effectiveness; voice and accountability; and corruption. Higher values of this index are associated with better governance and institutional quality, while lower values reflect worse governance and institutional quality. | Author's computation based on data on the six indicators components of institutional quality and governance collected from World Bank Governance Indicators (WGI) developed by Kaufmann, Kraay and Mastruzzi (2010) and recently updated (see data online at: [https://info.worldbank.org/governance/wgi/]()) |
Appendix 2: Descriptive statistics on variables used in the analysis

| Variable | Observations | Mean   | Standard deviation | Minimum | Maximum |
|----------|--------------|--------|--------------------|---------|---------|
| URGSP1   | 388          | 49.19  | 33.76              | 0.00    | 97.64   |
| UROTP1   | 388          | 37.18  | 37.35              | 0.00    | 98.15   |
| EVI      | 388          | 31.32  | 10.22              | 9.22    | 70.04   |
| ODA      | 388          | 789    | 865                | 9.9633  | 6740    |
| AfT      | 388          | 281    | 447                | 1.1893  | 3640    |
| NonAfT   | 388          | 744    | 794                | 17.8    | 6840    |
| GDPC     | 388          | 3685.25| 3547.47            | 212.47  | 15079.86|
| OPEN     | 388          | 72.37  | 35.53              | 0.25    | 286.29  |
| FINDEV   | 388          | 0.23   | 0.13               | 0.05    | 0.71    |
| HUM      | 388          | 2.15   | 0.55               | 1.13    | 3.55    |
| INST     | 388          | -1.14  | 1.28               | -4.23   | 3.00    |

Note: The variables "ODA", "AfT" and "NonAfT" are expressed in millions of US dollars.

Appendix 3: List of countries contained in the full sample

| Full sample                          | LDCs                        |
|--------------------------------------|-----------------------------|
| Algeria                              | Angola                      |
| Angola                               | Bangladesh                  |
| Argentina                            | Benin                       |
| Armenia                              | Burkina Faso                |
| Bangladesh                           | Burundi                     |
| Belize                               | Cambodia                    |
| Benin                                | Central African Republic    |
| Bolivia                              | Ethiopia                    |
| Botswana                             | Gambia, The                 |
| Brazil                               | Haiti                       |
| Burkina Faso                         | Lesotho                     |
| Burundi                              | Lao PDR                     |
| Cambodia                             | Liberia                     |
| Cameroon                             | Lesotho                     |
| Central African Republic             | Tansania                    |
| Chile                                | Mali                        |
| China                                | Mauritania                  |
| Colombia                             | Mozambique                  |
| Congo, Rep.                          | Myanmar                     |
| Costa Rica                           | Nepal                       |
| Cote d'Ivoire                        | Niger                       |
| Dominican Republic                   | Nigeria                     |
| Ecuador                              | Senegal                     |
| Egypt, Arab Rep.                     | Sierra Leone                |
| El Salvador                          | Togo                        |
| Eswatini                             | Togo                        |
| Ethiopia                             | Uganda                      |
| Fiji                                 | Zambia                      |
| Gabon                                | Sudan                       |
| Gambia, The                          |              |