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Abstract

We introduce a highly efficient fully Bayesian approach for anisotropic multidimensional smoothing. The main challenge in this context is the Markov chain Monte Carlo update of the smoothing parameters as their full conditional posterior comprises a pseudo-determinant that appears to be intractable at first sight. As a consequence, most existing implementations are computationally feasible only for the estimation of two-dimensional tensor product smooths, which is, however, too restrictive for many applications. In this paper, we break this barrier and derive closed-form expressions for the log-pseudo-determinant and its first and second order partial derivatives. These expressions are valid for arbitrary dimension and very efficient to evaluate, which allows us to set up an efficient MCMC sampler with adaptive Metropolis-Hastings updates for the smoothing parameters. We investigate different priors for the smoothing parameters and discuss the efficient derivation of lower-dimensional effects such as one-dimensional main effects and two-dimensional interactions. We show that the suggested approach outperforms previous suggestions in the literature in terms of accuracy, scalability and computational cost and demonstrate its applicability by consideration of an illustrating temperature data example from spatio-temporal statistics.

Keywords: Functional ANOVA decomposition; Kronecker sum; Markov chain Monte Carlo; multivariate smoothing; penalized splines; spatio-temporal data

1 Introduction

There are numerous settings in statistics where measurements \((x_i, y_i) \in \mathbb{R}^p \times \mathbb{R}, i = 1, \ldots, n, p \geq 2\) are available and a smooth surface estimate \(\hat{f}(x)\) with varying degree of smoothness in each dimension \(1 \leq j \leq p\) is required. One example which we also use for illustration later on is from spatio-temporal statistics: Here, the \(y_i\) are noisy temperature measurements and the \(x_i\) contain spatio-temporal information about these measurements. A smooth surface estimate allows one to predict the temperature at locations and time points where no measurements are available and to gain general insights into the spatio-temporal temperature dynamics. For this example, it is highly desirable to allow not only for a different amount of smoothing for the temporal dimension but also across the two spatial dimensions. This is because the temperature profile cannot necessarily be assumed to be comparably smooth in the north-south direction (across different latitudes) as in the east-west direction (across different longitudes) due to varying climatological gradients.

A general key distinction in the context of multidimensional smoothing is that between isotropic and anisotropic smoothing: Isotropic smoothing means that there is a single smoothing parameter and that every coordinate receives the same amount of smoothing. Anisotropic smoothing, in contrast, means that there are \(p = \dim(x_i)\) smoothing parameters and that every coordinate receives its own amount of smoothing. The latter is generally desirable but much more challenging from a computational point of view.
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Until recently, the popular Bayesian P-splines approach of Lang and Brezger (2004) has been limited to isotropic smoothing. The main challenge to achieve anisotropic smoothing is the Markov chain Monte Carlo (MCMC) update of the smoothing parameters. This is because their full conditional posterior comprises a pseudo-determinant that appears to be intractable at first sight.

Existing fully Bayesian approaches in the literature are unsatisfactory, either because of prohibitive runtimes or because they only allow for partially anisotropic smoothing: Wood (2016) introduced the function `jagam`, which allows for a seamless combination of the R package `mgcv` (Wood; 2012) and the general purpose MCMC sampler `JAGS` (Plummer et al.; 2003). This approach works well for a two-dimensional tensor product smooth but it becomes extremely slow for dimension three or higher. The R package `bamlss` by Umlauf et al. (2018) also allows for anisotropic Bayesian smoothing and has e.g. been applied by Köhler et al. (2018) to estimate a two-dimensional tensor product smooth in a biomedical context. However, `bamlss` uses slice sampling with a stepping-out procedure (Neal; 2003) to update the smoothing parameters. Similar to `jagam`, this becomes extremely slow for dimension three or higher. Kneib et al. (2019) introduced an alternative approach that relies on a discrete anisotropy parameter. This approach is implemented in `BayesX` (Brezger et al.; 2005) and much faster than those of `bamlss` or `jagam` for a three-dimensional smooth. However, the approach breaks down for a four-dimensional smooth and, in addition to that, it only allows for partially anisotropic smoothing. Kneib et al. (2019) partition the coordinates into two groups which are both treated isotropically. This leads to inferior performance in simulations but is also unsatisfactory from a practical perspective. In a spatio-temporal context, for instance, the approach allows to treat space and time anisotropically but it does not allow for a different amount of smoothing across all spatial dimensions.

To the best of our knowledge, `Stan` (Carpenter et al.; 2017) currently also does not offer a satisfactory solution: Approaches that implement tensor product P-splines using the `mgcv` constructor `te` do not seem to be readily available. The popular R package `rstanarm` (Goodrich et al.; 2022), for instance, only supports the alternative constructor `t2` based on Wood et al. (2013) which uses a different roughness penalty. Wood et al. (2013) have shown that the alternative penalty is comparable in terms of MSE. We can confirm this result but we found that `rstanarm` becomes unreliable for a three-dimensional tensor product smooth and extremely slow for dimension four or higher.

The lack of efficient fully Bayesian approaches for anisotropic multidimensional smoothing stands in sharp contrast to tensor product spline smoothers that use restricted maximum likelihood (REML) for the selection of the smoothing parameters. Several efficient approaches have been developed (Wood; 2011; Rodriguez-Alvarez et al.; 2015; Wood and Fasiolo; 2017) and are readily available in R packages such as `mgcv`. The fully Bayesian approach, however, has the advantage that the uncertainty of the variance parameters is taken into account in the estimation process. In addition to that, it is relatively straightforward to incorporate various complications such as heteroscedasticity or missing data into the fully Bayesian approach (cf. Harezlak et al.; 2018, Section 6.9).

In this paper, we close this gap and introduce a highly efficient fully Bayesian approach for anisotropic multidimensional smoothing. To overcome the obstacle posed by the pseudo-determinant we exploit a special representation of the overall roughness penalty matrix. This representation is closely related to the mixed model representation of tensor product smooths (Wood; 2006; Lee and Durbán; 2011; Rodriguez-Alvarez et al.; 2015) and allows us to derive closed-form expressions for the log-pseudo-determinant and its partial derivatives. These expressions are very fast to evaluate which allows us to set up an efficient MCMC sampler with adaptive Metropolis Hastings (MH) proposals for the smoothing parameters. In summary, our work makes the following major contributions.

- We introduce a highly efficient fully Bayesian approach for anisotropic multidimensional smoothing using Bayesian tensor product P-splines. Our approach allows for a different amount of smoothing for every coordinate and works well in estimating a function that depends on up to five continuous coordinates.

- We derive efficient and adaptive MH updates for the smoothing parameters and show that our resulting algorithm outperforms previous suggestions in the literature by means of simulations: It is much faster and yields better performance in terms of mean squared error (MSE).

- Our approach can e.g. be applied in a spatio-temporal context, where it allows for a different amount of smoothing for time and across all spatial dimensions. We demonstrate its applicability by consideration of a temperature data set with \( n = 12,672 \) observations in a three-dimensional space-time setting.
The remainder of this paper is organized as follows: In Section 2 we introduce anisotropic multidimensional smoothing using Bayesian P-splines, whereas Section 3 details our new approach for efficient posterior sampling. In Section 4 we discuss the efficient derivation of lower-dimensional effects such as one-dimensional main effects and two-dimensional interactions. Section 5 presents empirical evidence and Section 6 concludes with a discussion. The Appendix contains further technical details, proofs of our theoretical results and further background information for the temperature data set.

2 Bayesian Anisotropic P-Spline Model

Throughout, we consider the $p$-dimensional nonparametric regression model

$$y_i = f(x_i) + \epsilon_i, \quad \epsilon_i \sim N_1(0, \sigma^2), \quad i = 1, \ldots, n,$$

where $f : [0, 1]^p \rightarrow \mathbb{R}$ is an unknown function to be estimated and the $x_i$ are assumed to lie in the $p$-dimensional unit cube $[0, 1]^p$ (without loss of generality). We assume that $f$ can be approximated by tensor product splines, i.e.

$$f \approx \sum_{j=1}^{D} B_j b_j$$

for some unknown coefficient vector $b \in \mathbb{R}^D$, where the $B_j$, $j = 1, \ldots, D$, are tensor product B-splines of the form

$$B_1(x) = \prod_{j=1}^{p} B_1(x_j), \quad B_2(x) = \prod_{j=1}^{p-1} B_1(x_j)B_2(x_p), \ldots, \quad B_D(x) = \prod_{j=1}^{p} B_d_j(x_j), \quad x \in [0, 1]^p.$$

Thereby, the $p$ marginal bases $\{B_1(x_1), \ldots, B_{d_1}(x_1)\}, \ldots, \{B_1(x_p), \ldots, B_{d_p}(x_p)\}$ are cubic B-spline bases of dimensions $d_j$, $j = 1, \ldots, p$, each covering the unit interval $[0, 1]$. Following the Bayesian P-splines approach of Lang and Brezger (2004), we use a relatively large number of equidistant spline knots for the marginal B-spline bases. To prevent overfitting, we endow the tensor product B-spline coefficient vector $b \in \mathbb{R}^D$ with a smoothness prior that encourages a smooth estimate $\hat{f}$. The basis expansion (2) allows us to express the nonparametric regression model (1) in the form of a multiple linear regression model

$$y = Bb + \epsilon, \quad \epsilon \sim N_n(0, \sigma^2 I_n),$$

where $y = (y_1, \ldots, y_n)^T$ is the vector of observations and $B$ is the $n \times D$ tensor product B-spline design matrix. The overall dimension $D = \prod_{j=1}^{p} d_j$ of the tensor product spline space can be very large, e.g. for a five-dimensional smooth ($p = 5$) and ten-dimensional marginal bases ($d = 10$) we already have $D = 10^5 = 100,000$.

2.1 Anisotropic Smoothness Prior

To obtain a smooth estimate $\hat{f}$, we introduce a vector $\tau^2 = (\tau^2_1, \ldots, \tau^2_p)^T$ of positive smoothing variances and endow the tensor product B-spline coefficients with the partially improper Gaussian prior

$$p(b \mid \tau^2) \propto \text{Det}(K(\tau^2))^{1/2} \exp \left(-\frac{1}{2} b^T K(\tau^2) b\right), \quad b \in \mathbb{R}^D.$$ 

Thereby, $\text{Det}$ is the pseudo-determinant (a.k.a. generalized determinant) which is defined as the product of nonzero eigenvalues (Knill; 2014) and $K(\tau^2)$ is the overall roughness penalty matrix of the form

$$K(\tau^2) = \frac{K_1}{\tau^2_1} + \cdots + \frac{K_p}{\tau^2_p},$$
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with \( K_j = I_{d_1} \otimes \cdots \otimes I_{d_{j-1}} \otimes \widetilde{K}_j \otimes I_{d_{j+1}} \otimes \cdots \otimes I_{d_p}, \ j = 1, \ldots, p \) (cf. Eilers and Marx; 2003; Wood; 2006). Furthermore, \( \otimes \) denotes the Kronecker product and \( \widetilde{K}_j \) is the usual \( d_j \times d_j \) P-spline second order differences penalty matrix corresponding to the \( j \)-th marginal B-spline basis (see Eilers and Marx; 1996, for further details).

By using an entire vector \( \tau^2 = (\tau_1^2, \ldots, \tau_p^2)^T \) instead of a single smoothing variance in (3) and (4), we allow for a different amount of smoothing for each coordinate \( x_j, \ j = 1, \ldots, p \). This is crucial to achieve satisfactory estimation accuracy. Motivated by their popularity in the context of additive models, we consider two different choices for the prior \( p(\tau^2) \) of the smoothing variances. We consider Inverse Gamma priors (cf. Fahrmeir et al.; 2004)

\[
\tau_j^2 \overset{\text{ind}}{\sim} IG(\alpha_j, \beta_j), \ j = 1, \ldots, p,
\]

as well as Weibull priors with shape 1/2 (cf. Klein and Kneib; 2016), i.e.

\[
\tau_j^2 \overset{\text{ind}}{\sim} \text{Weibull}(1/2, \lambda_j), \ j = 1, \ldots, p.
\]

To complete the prior specification, we place the Jeffreys’ prior on the unknown residual variance \( \sigma^2 > 0 \), i.e. we use \( p(\sigma^2) \propto 1/\sigma^2 \).

### 3 Efficient Posterior Sampling

In this section we derive a highly efficient MCMC sampler for the Bayesian anisotropic P-spline model. By Bayes’ rule, the joint posterior is proportional to

\[
p(b, \tau^2, \sigma^2 \mid y) \propto p(y \mid b, \sigma^2) p(b \mid \tau^2) p(\tau^2) p(\sigma^2), \ (b, \tau^2, \sigma^2) \in \mathbb{R}^D \times (0, \infty)^p \times (0, \infty),
\]

which does not correspond to a known probability distribution. Therefore, we use MCMC methods to generate a sample from the joint posterior. In what follows, we first address the MCMC update of the tensor product B-spline coefficients and the residual variance, then we address the MCMC update of the vector of smoothing variances.

#### 3.1 Updating the Regression Coefficients and the Residual Variance

The full conditional posterior of the tensor product B-spline coefficients is a multivariate Gaussian distribution

\[
b \mid \tau^2, \sigma^2, y \sim N_D \left( (B^T B/\sigma^2 + K(\tau^2))^{-1} B^T y/\sigma^2, (B^T B/\sigma^2 + K(\tau^2))^{-1} \right),
\]

which is straightforward to sample from. Moreover, there are several strategies to increase computational efficiency: One can e.g. use a sparse Cholesky decomposition of the precision matrix \( B^T B/\sigma^2 + K(\tau^2) \) or one can use blockwise updates if the dimension \( D \) is very large (see Appendix Section A for further details). The full conditional posterior of the residual variance is Inverse Gamma

\[
\sigma^2 \mid b, y \sim IG(n/2, \|y - Bb\|_2^2/2),
\]

which is very straightforward to sample from.

#### 3.2 Updating the Smoothing Variances

The full conditional posterior of the vector of smoothing variances \( \tau^2 \) is proportional to

\[
p(\tau^2 \mid b) \propto \text{Det}(K(\tau^2))^{1/2} \exp \left( -\frac{1}{2} b^T K(\tau^2) b \right) p(\tau^2), \ \tau^2 \in (0, \infty)^p,
\]

which does not correspond to a known probability distribution, irrespective of the prior \( p(\tau^2) \). This is because of the pseudo-determinant \( \text{Det}(K(\tau^2)) \) and implies that we cannot use Gibbs steps for the vector of smoothing variances \( \tau^2 \). Moreover, deriving efficient MH updates for \( \tau^2 \) is challenging.
because any MH update necessarily involves the repeated computation and evaluation of the pseudo-determinant

$$\text{Det}(K((\tau^2)^*))$$

at a proposed value $(\tau^2)^*$, which generally has a high computational burden: The most obvious approach to compute this pseudo-determinant is to perform an eigendecomposition of the $D \times D$ penalty matrix $K((\tau^2)^*)$. However, despite the sparsity of the penalty matrix, the eigendecomposition has computational complexity $O(D^3)$. Therefore, the update of $\tau^2 \in (0, \infty)^p$ is in fact much more expensive than the update of $b \in \mathbb{R}^D$ even though $p \ll D$. To address this challenge, we exploit the following simple yet previously unrecognized expressions for the penalty matrix and its pseudo-determinant.

### 3.2.1 Simple Expressions for the Penalty Matrix and its Determinant

**Theorem 3.1 (Penalty matrix decomposition)** Let $\bar{K}_j = \bar{Q}_j \bar{\Gamma}_j \bar{Q}_j^T$, $j = 1, \ldots, p$, be eigendecompositions of the marginal penalty matrices. Let $Q = \bar{Q}_1 \otimes \cdots \otimes \bar{Q}_p$ and $\Gamma_j = I_{d_1} \otimes \cdots \otimes I_{d_{j-1}} \otimes \bar{\Gamma}_j \otimes I_{d_{j+1}} \otimes \cdots \otimes I_{d_p}$, $j = 1, \ldots, p$. Then, for all $\tau^2 \in (0, \infty)^p$ it holds:

$$K(\tau^2) = Q \left( \frac{\Gamma_1}{\tau_1^2} + \cdots + \frac{\Gamma_p}{\tau_p^2} \right) Q^T. \quad (10)$$

Theorem 3.1 follows from the definition of the overall roughness penalty matrix (4) and the properties of the Kronecker product. A proof is provided in Section B of the Appendix. Theorem 3.1 implies the following convenient expression for the log-pseudo-determinant.

**Corollary 3.2 (Log-determinant)** Let $\gamma_{j,l}$, $j = 1, \ldots, p$, $l = 1, \ldots, D$, denote the diagonal entries of the $\Gamma_j$, $j = 1, \ldots, p$, and let the set $D^+ \subseteq \{1, \ldots, D\}$ contain those indices where at least one of the $\Gamma_j$, $j = 1, \ldots, p$, has a positive diagonal entry, i.e. $l \in D^+ \iff \exists j \in \{1, \ldots, p\} : \gamma_{j,l} > 0$. Then, for all $\tau^2 \in (0, \infty)^p$ it holds:

$$\log \text{Det}(K(\tau^2)) = \log \text{Det} \left( \frac{\Gamma_1}{\tau_1^2} + \cdots + \frac{\Gamma_p}{\tau_p^2} \right) = \sum_{l \in D^+} \log \left( \frac{\gamma_{1,l}}{\tau_1^2} + \cdots + \frac{\gamma_{p,l}}{\tau_p^2} \right). \quad (11)$$

A proof of Corollary 3.2 is provided in Section B of the Appendix. Corollary 3.2 reduces the numerical cost of the computation of $\text{Det}(K(\tau^2))$ from cubic complexity $\mathcal{O}(D^3)$ to linear complexity $\mathcal{O}(D)$. Therefore, the evaluation of the full conditional posterior (9) becomes much cheaper and efficient MH updates for $\tau^2$ become feasible.

**Remark 3.3** The penalty matrix decomposition appears in various different forms for the special cases $p = 2$ or $p = 3$ in the penalized splines literature (see, e.g., Lee and Durbán; 2011; Rodríguez-Álvarez et al.; 2015; Kneib et al.; 2019). However, it seems that the generality and in particular the practical usefulness of this result for the fully Bayesian P-splines approach have not been recognized so far.

### 3.2.2 Taylored MH Updates

The main idea of our new approach is to exploit the simple expression (11) to derive efficient and adaptive MH updates for the smoothing parameters. The basic idea of these updates is to approximate the target density locally by a (multivariate) Gaussian density. These updates are known as Taylored or iteratively weighted least squares (IWLS) updates in the literature (cf. Geweke and Tanizaki; 2003; Klein and Kneib; 2016). In the present context, the target density is the full conditional posterior of the log-smoothing variances. We work with the log-smoothing variances $\rho_j = \log(\tau_j^2)$, $j = 1, \ldots, p$, as these are unconstrained.

By the density transformation formula and (9), the full conditional posterior of the log-smoothing variances $\rho = (\rho_1, \ldots, \rho_p) \in \mathbb{R}^p$ is proportional to

$$p(\rho \mid b) \propto \text{Det}(K(\rho^p))^{1/2} \exp \left( -\frac{1}{2} b^T K(e^\tau^p) b \right) q(\rho),$$

where $K(e^\tau^p)$ is the penalty matrix for the log-smoothing variances $\tau_j = e^{\rho_j/2}$.
where \(q(\rho) \propto p(e^\rho) \prod_{j=1}^{p} e^{\rho_j}\) is a kernel of the prior of the log-smoothing variances \(\rho\) and \(e^\rho = (e^{\rho_1}, \ldots, e^{\rho_p})^T\). By Corollary 3.2, the log-full conditional posterior of \(\rho\) is (up to an irrelevant additive constant) equal to

\[
\log p(\rho \mid b) = \frac{1}{2} \sum_{t \in D^+} \log \left( \gamma_{1,t} e^{-\rho_1} + \cdots + \gamma_{p,t} e^{-\rho_p} \right) - \frac{1}{2} b^T K(e^\rho) b + \log q(\rho).
\] (12)

Following Geweke and Tanizaki (2003); Klein and Kneib (2016) our adaptive MH proposal \(\rho^*\) relies on the gradient vector \(u(\rho)\) and the Hessian matrix \(H(\rho)\) of the log-full conditional posterior (12). In the subsequent proposition we state the corresponding first and second order partial derivatives.

**Proposition 3.4 (Partial derivatives)** For \(\rho \in \mathbb{R}^p\) and \(j_0, k_0 \in \{1, \ldots, p\}\) it holds

\[
\begin{align*}
\partial_{j_0} \log p(\rho \mid b) &= -\frac{1}{2} \sum_{t \in D^+} \frac{\gamma_{j_0,t} e^{-\rho_{j_0}}}{\gamma_{1,t} e^{-\rho_1} + \cdots + \gamma_{p,t} e^{-\rho_p}} + \frac{1}{2} b^T K_{j_0} b e^{-\rho_{j_0}} + \partial_{j_0} \log q(\rho), \\
\partial_{j_0}^2 \log p(\rho \mid b) &= -\frac{1}{2} \sum_{t \in D^+} \left\{ \left( \frac{\gamma_{j_0,t} e^{-\rho_{j_0}}}{\gamma_{1,t} e^{-\rho_1} + \cdots + \gamma_{p,t} e^{-\rho_p}} \right)^2 - \frac{\gamma_{k_0,t} e^{-\rho_{k_0}}}{\gamma_{1,t} e^{-\rho_1} + \cdots + \gamma_{p,t} e^{-\rho_p}} \right\} \\
&- \frac{1}{2} b^T K_{j_0} b e^{-\rho_{j_0}} + \partial_{j_0} \log q(\rho), \\
\partial_{j_0} \partial_{k_0} \log p(\rho \mid b) &= -\frac{1}{2} \sum_{t \in D^+} \frac{\gamma_{j_0,t} e^{-\rho_{j_0}} \gamma_{k_0,t} e^{-\rho_{k_0}}}{(\gamma_{1,t} e^{-\rho_1} + \cdots + \gamma_{p,t} e^{-\rho_p})^2} + \partial_{j_0} \partial_{k_0} \log q(\rho), \quad \text{if } j_0 \neq k_0.
\end{align*}
\]

While the expressions in Proposition 3.4 appear complicated at first sight, it is important to realize that they can be evaluated very efficiently. Next we explain how these expressions can be used to generate Taylorized MH updates for the log-smoothing variances \(\rho\). Given that the current B-spline coefficients are \(b^{(t+1)} \in \mathbb{R}^D\) and the current position of the log-smoothing variances is \(\rho^{(t)} \in \mathbb{R}^p\), a single MH step for \(\rho\) goes as follows:

1. Generate the proposal \(\rho^*\) from the \(p\)-variate Gaussian distribution

\[
N_p(\mu^{(t)}, \Sigma^{(t)} )
\]

with mean vector \(\mu^{(t)} = \rho^{(t)} - H^{-1}(\rho^{(t)}) u(\rho^{(t)})\) and covariance matrix \(\Sigma^{(t)} = -H^{-1}(\rho^{(t)})\).

2. Compute the MH acceptance probability

\[
\alpha^* = \min \left( 1, \frac{p(\rho^* \mid b^{(t+1)}) N_p(\rho^{(t)}; \mu^*, \Sigma^*)}{p(\rho^{(t)} \mid b^{(t+1)}) N_p(\rho^*; \mu^{(t)}, \Sigma^{(t)})} \right),
\]

where \(N_p(\rho; \mu, \Sigma)\) denotes the density of a \(p\)-variate Gaussian distribution with mean vector \(\mu\) and covariance matrix \(\Sigma\) evaluated at \(\rho\). Moreover, \(\mu^* = \rho^* - H^{-1}(\rho^*) u(\rho^*)\) and \(\Sigma^* = -H^{-1}(\rho^*)\).

3. Set \(\rho^{(t+1)} = \rho^*\) with probability \(\alpha^*\) and \(\rho^{(t+1)} = \rho^{(t)}\) with probability \(1 - \alpha^*\).

To implement the Taylorized MH updates for the two priors (5) and (6) we need the log-kernel in terms of the log-smoothing variances, i.e. \(\log q(\rho)\), as well as the corresponding first and second order partial derivatives (see Section E of the Appendix for details). Combining the Taylorized MH steps for \(\rho\) with Gibbs steps for \(b\) and \(\sigma^2\) from (7) and (8), respectively, we obtain a MCMC sample from the joint posterior \((b, \rho, \sigma^2) \mid y\). This sample can then be used to make inference about the unknown function \(f\) in standard Bayesian fashion.

For the initialization of our MCMC sampler we replace the first 100 MH steps for \(\rho\) by Newton-Raphson steps and, in addition to that, we standardize \(y\) to have mean zero and unit variance. Next we discuss another important detail that guarantees the numerical stability of our algorithm.
3.2.3 Hessian Modification

For the MH update of the previous section to be well defined we need both Hessians $H(\rho^{(t)})$ and $H(\rho^*)$ to be negative definite (otherwise the MH acceptance probability $\alpha^*$ is not well-defined). To ensure that this is the case, we follow Section 3.4 of Nocedal and Wright (2006) in the context of Newton’s method and modify the eigenvalues of the Hessian, if they are not already sufficiently small. To this end, we replace the eigenvalues $\lambda_j$, $j = 1, \ldots, p$, of the Hessian matrix $H$ by

$$\tilde{\lambda}_j = \min(\lambda_j, -\delta), \quad j = 1, \ldots, p,$$

where $\delta > 0$ is a fixed positive constant that is chosen by the user. Denoting the modified Hessian matrix by $\tilde{H}$, we thus use the matrices $-\tilde{H}(\rho^{(t)})^{-1}$ and $-\tilde{H}(\rho^*)^{-1}$ in our MCMC scheme. By default we use $\delta = 1/\pi$ for the threshold, which ensures that the Hessians are negative definite and, in addition to that, limits the maximal step size to a reasonable range. Similar modifications of the Hessian matrix are also common for REML based approaches (see, e.g., Section 3 of Wood; 2011).

4 Main Effects and Interactions

In this section we develop general formulas that allow for efficient derivation of lower-dimensional effects such as one-dimensional main effects and two-dimensional interactions for an arbitrary dimensional tensor product smooth. To the best of our knowledge, these formulas have not been established in the literature before.

The approach introduced in the previous sections allows for efficient Bayesian estimation of a tensor product smooth $f = f(x_1, \ldots, x_p)$ of moderate dimension $p \in \{2, 3, 4, \ldots\}$. An important question in practice is how such a smooth can be interpreted if $p > 2$. This is not completely obvious because for $p > 2$ the function graph cannot be plotted anymore. One straightforward option facilitating interpretation are slice plots. Thereby, we fix some of the coordinates and regard $f$ as a function of the remaining coordinates only. Another option that is closely related to functional ANOVA decompositions (see, e.g., Lee and Durbán; 2011; Gu; 2013) are plots of the one-dimensional main effects and the two-dimensional interactions. As one can find different definitions of these notions in the literature (cf. Stone; 1994; Hooker; 2007; Gu; 2013), we start with a precise definition to clarify what we refer to.

**Definition 4.1** Let $f = f(x_1, \ldots, x_p)$ be a tensor product spline. Then we define the main effect of $x_j$ as the function that is obtained by integrating all other coordinates out, i.e. the $j$-th main effect is defined as

$$x_j \mapsto \int_{[0,1]^{p-1}} f(x_1, \ldots, x_p) dx_{-j},$$

where $x_{-j}$ denotes the vector $x = (x_1, \ldots, x_p)$ without the $j$-th component. Similarly, the two-dimensional interaction of $x_j$ and $x_k$ is defined as the function

$$(x_j, x_k) \mapsto \int_{[0,1]^{p-2}} f(x_1, \ldots, x_p) dx_{-(j,k)},$$

where $x_{-(j,k)}$ denotes $x = (x_1, \ldots, x_p)$ without the $j$-th and $k$-th component.

Next, we show how the main effects and two-dimensional interactions can be derived very efficiently for a $p$-dimensional tensor product smooth. Proposition 4.2 is the key result.

**Proposition 4.2** Let $f = f(x_1, \ldots, x_p)$ be a tensor product spline. Then the function

$$x_{-j} \mapsto \int_{[0,1]} f(x_1, \ldots, x_p) dx_j$$

is a tensor product spline in the smaller tensor product space that is obtained when omitting the $j$-th marginal spline basis for the tensor product. If $b \in \mathbb{R}^p$ are the coefficients of $f$ with respect to the tensor product B-splines, then

$$(I_{d_1} \otimes \cdots \otimes I_{d_{j-1}} \otimes A_j \otimes I_{d_{j+1}} \otimes \cdots \otimes I_{d_p}) b$$
are the coefficients of (14) with respect to the tensor product B-splines in the smaller tensor product spline space. Thereby, $A_j$ is a $1 \times d_j$ matrix that contains the averages of the $j$-th marginal B-spline basis, i.e.

$$A_j = \left( \int_{[0,1]} B_1(x_j)dx_j, \ldots, \int_{[0,1]} B_{d_j}(x_j)dx_j \right).$$

**Corollary 4.3** The $j$-th main effect is in the span of the $j$-th marginal B-spline basis and the corresponding coefficients are

$$(A_1 \otimes \cdots \otimes A_{j-1} \otimes I_{d_j} \otimes A_{j+1} \otimes \cdots \otimes A_p) \, \hat{b}.$$  \hspace{1cm} (15)

The two-dimensional interaction of $x_j$ and $x_k$ is in the tensor product space spanned by the $j$-th and $k$-th marginal B-spline bases and the corresponding coefficients are

$$(A_1 \otimes \cdots \otimes A_{j-1} \otimes I_{d_j} \otimes A_{j+1} \otimes \cdots \otimes A_k \otimes I_{d_k} \otimes A_{k+1} \otimes \cdots \otimes A_p) \, \hat{b}.$$  \hspace{1cm} (16)

**Example 4.4** To give a concrete example we consider a three-dimensional tensor product spline $f(x_1, x_2, x_3)$ and apply Corollary 4.3. The results are summarized in Table 1.

| Effect | Basis | Coefficients |
|--------|-------|--------------|
| Main effect of $x_1$ | $\{B_1(x_1), \ldots, B_{d_1}(x_1)\}$ | $(I_{d_1} \otimes A_2 \otimes A_3) \, \hat{b}$ |
| Main effect of $x_2$ | $\{B_1(x_2), \ldots, B_{d_2}(x_2)\}$ | $(A_1 \otimes I_{d_2} \otimes A_3) \, \hat{b}$ |
| Main effect of $x_3$ | $\{B_1(x_3), \ldots, B_{d_3}(x_3)\}$ | $(A_1 \otimes A_2 \otimes I_{d_3}) \, \hat{b}$ |
| Interaction of $x_1$ and $x_2$ | $\{B_1(x_1), \ldots, B_{d_1}(x_1)\} \otimes \{B_1(x_2), \ldots, B_{d_2}(x_2)\}$ | $(I_{d_1} \otimes I_{d_2} \otimes A_3) \, \hat{b}$ |
| Interaction of $x_1$ and $x_3$ | $\{B_1(x_1), \ldots, B_{d_1}(x_1)\} \otimes \{B_1(x_3), \ldots, B_{d_3}(x_3)\}$ | $(I_{d_1} \otimes A_2 \otimes I_{d_3}) \, \hat{b}$ |
| Interaction of $x_2$ and $x_3$ | $\{B_1(x_2), \ldots, B_{d_2}(x_2)\} \otimes \{B_1(x_3), \ldots, B_{d_3}(x_3)\}$ | $(A_1 \otimes I_{d_2} \otimes I_{d_3}) \, \hat{b}$ |

Table 1: Spline basis and coefficients of the one-dimensional main effects and the two-dimensional interactions for a three-dimensional tensor product spline $f(x_1, x_2, x_3)$.

The results of this section show that given an estimate $\hat{f} = \sum_{j=1}^D B_j \hat{b}_j$ it is straightforward to derive estimates for the main effects and the two-dimensional interactions. To this end, we simply apply formulas (15) and (16) to the estimated coefficient vector $\hat{b}$. Therefore, we only need the averages $A_j$, $j = 1, \ldots, p$, of the marginal B-spline bases (cf. Proposition 4.2). Formulas for the corresponding one-dimensional integrals are readily available in the literature (see, e.g., de Boor; 2001, page 128) and have for example been implemented in the R package IntegrateBs (Bai; 2016).

**Remark 4.5** We can also derive credible intervals for the one-dimensional main effects and the two-dimensional interactions by simply applying formulas (15) and (16) to the entire MCMC sample of tensor product B-spline coefficients $\hat{b}^{(t)}$, $t = 1, \ldots, T$. In conjunction with the corresponding design matrices we then obtain a whole sample of main effects and two-dimensional interactions from which we can derive pointwise credible intervals. Using the approach of Krivobokova et al. (2010) we can also derive simultaneous credible intervals. This approach is e.g. implemented in the R package acid (Sohn; 2016).

## 5 Empirical Evidence

In this section we provide empirical evidence for our new approach. First we conduct a simulation study, then we consider a real data example. All computations were conducted in R (R Core Team; 2022) on a regular desktop PC with 3.5 GHz and 32 GB RAM.

### 5.1 Simulation Study

Our simulation study is divided into two parts.

a) The first part focuses on computational efficiency. Specifically, we aim to answer:
• For which combinations of the dimensions $p \in \{2, 3, 4, 5\}$ and $d \in \{5, 10\}$ is the runtime of our MCMC sampler acceptable? Recall that $p$ is the dimension of the tensor product smooth and $d$ is the dimension of the marginal B-spline bases.

• What about the runtime of competitors such as \texttt{bamlss}, \texttt{BayesX}, \texttt{jagam} or \texttt{rstanarm}?

b) The second part focuses on estimation accuracy. Specifically, we aim to answer:

• How do we compare with respect to competitors such as \texttt{bamlss}, \texttt{BayesX}, \texttt{jagam} or \texttt{rstanarm} in terms of MSE?

• What if the test function is isotropic? What if the test function is anisotropic?

Part a) Computational Efficiency (runtime)

We consider the isotropic test function $f_1(x) = \sin(2\pi \|x\|_2)$, $x \in [0, 1]^p$. We use a sample size of $n = 10^4$ and the residual variance $\sigma^2$ is set to $(1/2)^2$. The design points $x_1, \ldots, x_n$ are sampled iid and uniformly on the $p$-dimensional unit cube $[0, 1]^p$. We increase the dimension of the domain $p \in \{2, 3, 4, 5\}$ and record the time needed to generate 1,200 MCMC samples for the following five methods:

• new-WB: Our new approach with iid unit rate Weibull priors for the smoothing variances, i.e. $\tau^2_{ij} \overset{iid}{\sim} \text{Weibull}(1/2, 1)$, $j = 1, \ldots, p$.

• bamlss: The function \texttt{bamlss} in the R package \texttt{bamlss} with sampler \texttt{sam_GMCMC}.

• BayesX: The function \texttt{bamlss} in the R package \texttt{bamlss} with sampler \texttt{sam_BayesX}.

• jagam: The function \texttt{jagam} in the R package \texttt{mgcv}.

• rstanarm: The function \texttt{stan_gamm4} in the R package \texttt{rstanarm}.

For all five methods we consider either $d = 5$ or $d = 10$ for the dimensions of the marginal B-spline bases. Table 2 shows the runtime for each of the competitors in minutes.

| Method    | $d = 5$ | $p = 2$  | $p = 3$  | $p = 4$  | $p = 5$  | $d = 10$ | $p = 2$  | $p = 3$  | $p = 4$  | $p = 5$  |
|-----------|---------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| new-WB    | 0.4     | 0.7      | 2.7      | 28.70    |          | 0.3      | 2.7      | 26.32    | 259.53   |
| bamlss    | 1.2     | 6.3      | 151.3    | > 600    |          | 3.15     | > 600    | > 600    | > 600    |
| BayesX    | 0.57    | 1.51     | > 600    |          |          | 0.58     | 7.97     | > 600    | > 600    |
| jagam     | 0.22    | 4.23     | 346.83   | > 600    |          | 2.42     | > 600    | > 600    | > 600    |
| rstanarm  | 0.37    | 2.82     | 72.03    | > 600    |          | 0.21     | 24.62    | > 600    | > 600    |

Table 2: Runtime in minutes to generate 1,200 MCMC samples. The rows show the different methods, while across the columns, the dimension $p$ of the tensor product smooth increases. The MCMC sampling was interrupted after 10 hours (marked with $>$ 600). Two values are missing in the rightmost column because \texttt{BayesX} currently does not support five-dimensional tensor product smooths.

Conclusions

• For a two-dimensional tensor product smooth ($p = 2$) our new approach is a few seconds slower than some of the competitors.

• However, for dimension $p = 3$ or higher, our new approach is magnitudes faster than previous fully Bayesian approaches allowing for anisotropic multidimensional smoothing. This is true for five-dimensional marginal bases ($d = 5$) and in particular for ten-dimensional marginal bases ($d = 10$).
Part b) Estimation Accuracy (MSE)

Next we fix the dimension of the domain $p = 3$ and thus only consider three-dimensional tensor product smooths. In addition to the isotropic test function $f_1$ we consider the anisotropic test function $f_2(x) = \sin \left( 2\pi \sqrt{3x_1^2 + x_2^2 + x_3^2/3} \right)$, $x \in [0,1]^3$. We vary the sample size $n \in \{100, 250, 500, 10^3, 10^4\}$ and compute the $MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{f}(x_i) - f(x_i))^2$. The design points $x_1, \ldots, x_n$ are sampled iid and uniformly on the three-dimensional unit cube $[0,1]^3$ and the residual variance $\sigma^2$ is set to $(1/2)^2$ as before. We use 1,200 MCMC iterations and discard the first 200 as burnin. We consider our new approach with four different parameter settings:

i) Inverse Gamma priors $\tau_{j2}^{iid} \sim IG(0.001, 0.001)$ and $d = 5$

ii) Weibull priors $\tau_{j2}^{iid} \sim Weibull(1/2, 1)$ and $d = 5$

iii) Weibull priors $\tau_{j2}^{iid} \sim Weibull(1/2, \lambda)$ with $\lambda$ determined via prior scaling and $d = 5$. The key idea of the prior scaling approach is to set $\lambda$ such that prior function draws have a reasonable scale (further details are provided in Appendix Section D).

iv) Weibull priors $\tau_{j2}^{iid} \sim Weibull(1/2, \lambda)$ with $\lambda$ determined via prior scaling and $d = 10$ dimensional marginal bases.

As further competitors we consider bamlss and jagam with $d = 5$ as well as BayesX and rstanarm with $d = 5$ or $d = 10$. We do not include $d = 10$ for bamlss and jagam because of the excessive runtime established before (see Table 2). Figure 1 shows boxplots of the log MSE based on $R = 50$ replicates for each configuration of $f \in \{f_1, f_2\}$ and $n \in \{100, 250, 500, 10^3, 10^4\}$.

Conclusions

- Altogether, parameter setting iv) with label “new-WB-PS-10” in Figure 1 works best for our new approach, i.e. Weibull priors $\tau_{j2}^{iid} \sim Weibull(1/2, \lambda)$ with $\lambda$ determined via prior scaling and $d = 10$ dimensional marginal bases yield the best performance. Therefore, we opt for this setting as default. With this setting, we are slightly worse than some of the competitors for the isotropic test function $f_1$. However, we outperform all of the competitors for the anisotropic test function $f_2$. The only method that can keep up is rstanarm-10. However, we found rstanarm-10 to be unreliable in the sense that the MCMC sampler typically got stuck for the sample size $n = 10^3$. This is also the reason why the corresponding boxes in the fourth row of Figure 1 are missing for rstanarm-10.

- In contrast to that, we did not encounter any numerical issues for our new approach. Interestingly, the modification of the Hessian (see Section 3.2.3) was only necessary for the Inverse Gamma prior $\tau_{j2}^{iid} \sim IG(0.001, 0.001)$ but not for the Weibull prior. More specifically, the eigenvalue modification allowed us to avoid numerical issues such as an indefinite Hessian in about 10% of the runs for the Inverse Gamma prior. For the Weibull prior, however, the modification was never exerted. This can be explained by the much lighter tails of the Weibull prior which ensure that the parameters stay within a reasonable range during MCMC sampling. The key message is that the Weibull prior offers better numerical stability compared to the Inverse Gamma prior. This finding is in line with the observations of others (see, e.g., Ghosh et al.; 2018).

Overall summary. In summary, the simulation study shows that our new approach is much faster than previous Bayesian approaches allowing for anisotropic multidimensional smoothing. Moreover, the new approach is numerically stable and performs equally well or even better in terms of MSE.
Figure 1: Shown are the log MSEs for the different methods. The five plots on the left show the results for the isotropic test function $f_1$, the five plots on the right show the results for the anisotropic test function $f_2$. The rows show the results for the different sample sizes $n \in \{100, 250, 500, 10^3, 10^4\}$. The suffix in the labels indicates the dimension $d$ of the marginal B-spline bases, e.g. $d = 5$ for rstanarm-5 and $d = 10$ for rstanarm-10.
5.2 Real data example

In this section we apply our new approach to analyze a publicly available temperature data set. The data set comprises \( n = 12,672 \) records of the monthly average temperature from January 2000 to December 2010 for 96 measurement locations across the USA. The temperature data set is part of a large climate data base that was compiled by the Berkeley Earth project (www.berkeleyearth.org). Further information about the data set and our preprocessing steps are provided in Section F of the Appendix. Figure 2 visualizes the temperature data set.

Figure 2: Left: Monthly average temperature from January 2000 to December 2010 for 96 measurement locations across the USA. Right: 96 measurement locations across the USA.

To gain insights into the spatio-temporal temperature dynamics, we consider the spatio-temporal model

\[
\text{Temperature} = f(\text{time}, \text{longitude}, \text{latitude}) + \epsilon, \quad \epsilon \sim N(0, \sigma^2).
\]

We model \( f \) as a three-dimensional tensor product smooth using the following parameters: We use \((d_1, d_2, d_3) = (40, 10, 10)\) for the dimensions of the marginal B-spline bases. The overall dimension of the tensor product spline space is thus \( D = 40 \times 10 \times 10 = 4,000 \). For the smoothing variances we use independent Weibull priors \( \tau^2_1 \sim \text{Weibull}(1/2, \lambda), \quad j = 1, 2, 3 \), where \( \tau^2_1 \) refers to time, \( \tau^2_2 \) refers to longitude and \( \tau^2_3 \) refers to latitude. The rate parameter \( \lambda \approx 38.37 \) was determined via prior scaling (see Appendix Section D for details).

We run the MCMC sampler introduced in Section 3 for \( T = 100,000 \) iterations and discard the first 5,000 iterations as burn-in. Figure 3 shows selected functional effect estimates, while Figure 4 shows trace plots for selected coefficients. Table 3 reports MCMC summaries as well as MCMC convergence diagnostics.

| Parameter | mean  | median | sd    | mad   | q5    | q95   | \( \hat{R} \) | ess (bulk) | ess (tail) |
|-----------|-------|--------|-------|-------|-------|-------|-------------|------------|------------|
| \( b_{1000} \) | 2.21  | 2.23   | 25.76 | 25.80 | -40.13| 44.51 | 1.00        | 93588.60   | 94107.27   |
| \( b_{2000} \) | -1.34 | -1.28  | 25.76 | 25.77 | -43.77| 40.93 | 1.00        | 94636.39   | 93509.84   |
| \( \sigma^2 \) | 2.64  | 2.64   | 0.04  | 0.04  | 2.58  | 2.71  | 1.00        | 11252.77   | 37410.87   |
| \( \rho_1 \) | 4.81  | 4.80   | 0.11  | 0.11  | 4.63  | 5.00  | 1.00        | 6667.45    | 5076.53    |
| \( \rho_2 \) | 4.73  | 4.73   | 0.21  | 0.21  | 4.37  | 5.07  | 1.00        | 2510.79    | 4464.76    |
| \( \rho_3 \) | -1.01 | -1.01  | 0.17  | 0.17  | -1.29 | -0.74 | 1.00        | 723.93     | 1362.43    |

Table 3: MCMC summaries and convergence diagnostics for the corresponding MCMC samples. The summaries were created using the R package \texttt{posterior} (Bürkner et al.; 2022) and correspond to posterior means, medians, standard deviations, median absolute deviations, 5% and 95% quantiles, an improved version of the Gelman-Rubin \( \hat{R} \) as well as two versions of the effective sample size, one for the bulk of the distribution and one for the tails (see Vehtari et al.; 2021, for further details).
Figure 3: The plots in the first row show the estimated temporal main effect with simultaneous 95% posterior credible intervals (left) and the two-dimensional spatial interaction of longitude and latitude (right). The remaining plots are slice plots. In the middle row, we fix the time (January 2000, July 2000) and plot the spatial effect. In the final plot, we fix the location (longitude=-95, latitude=30,33,36,39,42,45) and plot the temporal effect. The dashed vertical lines in the first and last plot indicate the month January for each of the years 2000 to 2010.
Figure 4: Shown are trace plots for two tensor product B-spline coefficients ($b_{1000}$ and $b_{2000}$), the residual variance $\sigma^2$ and the log-smoothing variances $\rho_1, \rho_2, \rho_3$. 
Conclusions

- We see that the results in the present setting are very sensible and provide interesting insights. From Figure 3 we can e.g. see that the Rocky Mountains have a strong effect on the temperature and that the effect of the seasons is more pronounced in the north of the USA than in the south. The latter finding could not be established using an additive model of the form $f_1(\text{time}) + f_2(\text{longitude, latitude})$. This demonstrates the advantage of the more complex model (17) as it allows for a spatio-temporal interaction. From Figure 4 and Table 3 we can see that the posteriors of the log-smoothing variances differ significantly, which underlines the need for anisotropic estimation.

- The runtime is acceptable with 100,000 MCMC iterations taking less than nine hours (rstanarm, for comparison, has not even finished the warm-up phase of 200 iterations by then). Moreover, the MCMC mixing for the smoothing parameters is reasonably good. Vehtari et al. (2021) recommend that $\hat{R}$ should be less than 1.01 and that the effective sample size should exceed 400 which are both satisfied (see Table 3). The MH acceptance rate for the vector $\rho = (\rho_1, \rho_2, \rho_3)$ was about 64%.

Overall summary. In summary, the temperature data example shows that our new approach is very well applicable to analyze real data. Through the visualization of lower-dimensional effects, the method allows us to gain interesting insights into complex multidimensional functions.

6 Discussion

In this paper, we introduce a highly efficient fully Bayesian approach for anisotropic multidimensional smoothing using Bayesian tensor product P-splines. The key feature of our new approach are efficient and adaptive MH updates for the log-smoothing variances. These updates are possible because of the representation (10) of the overall roughness penalty matrix, which relies on the Kronecker sum structure of the penalty matrix. We have shown that the new approach outperforms previous suggestions in the literature and demonstrated the applicability through a real data example from spatio-temporal statistics. Possible extensions are the following:

- Additive models: We have focused on the $p$-dimensional nonparametric regression model (1) but it is straightforward to embed a $p$-dimensional tensor product smooth into a larger additive predictor. In this case, it is beneficial to introduce centering constraints for the tensor product smooth, one may e.g. use empirical centering constraints of the form $\sum_{i=1}^n f(x_i) = 0$ (cf. Lang et al.; 2014). The centering constraints can easily be realized in the MCMC sampler through conditioning by Kriging (Rue and Held; 2005, Section 2.3.3). Crucially, the update of the smoothing parameters is not affected by the centering constraints so that the approach introduced in Section 3.2.2 can easily be carried over.

- Non-Gaussian response models: We have focused on a Gaussian response model but our approach can easily be carried over to non-Gaussian response models. Bayesian P-splines have often been applied in additive non-Gaussian models using IWLS proposals for the B-spline coefficients (see, e.g., Brezger and Lang; 2006; Klein, Kneib and Lang; 2015; Klein, Kneib, Lang and Sohn; 2015). In the present setting, one can use (blockwise) IWLS proposals for the tensor product B-spline coefficients $b \in \mathbb{R}^D$. Crucially, the update of the log-smoothing variances $\rho$ does not depend on the likelihood so that the approach introduced in Section 3.2.2 can directly be carried over to a non-Gaussian response setting.
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