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Abstract—In this paper, we propose a new multiple-input multiple-output (MIMO) communication system with movable antennas (MAs) to exploit the antenna position optimization for enhancing the capacity. Different from conventional MIMO systems with fixed-position antennas (FPAs), the proposed system can flexibly change the positions of transmit/receive MAs, such that the MIMO channel between them is reconfigured to achieve higher capacity. We aim to characterize the capacity of MA-enabled point-to-point MIMO communication systems, by jointly optimizing the positions of transmit and receive MAs as well as the covariance of transmit signals. First, we develop an efficient alternating optimization algorithm to find a locally optimal solution by iteratively optimizing the transmit covariance matrix and the position of each transmit/receive MA with the other variables being fixed. Next, we propose alternative algorithms of lower complexity for capacity maximization in the low-SNR regime and for the multiple-input single-output (MISO) and single-input multiple-output (SIMO) cases. Numerical results show that our proposed MA systems significantly improve the MIMO channel capacity compared to traditional FPA systems as well as various benchmark schemes, and useful insights are drawn into the capacity gains of MA systems.

Index Terms—Capacity, multiple-input multiple-output (MIMO), movable antenna (MA), alternating optimization.

I. INTRODUCTION

The proliferation of wireless applications, including high-quality video streaming and augmented/virtual reality (AR/VR), has spurred the need for elevated capacity in next-generation wireless communication systems. To achieve this goal, multiple-input multiple-output (MIMO) and massive MIMO communications have been the key enabling technologies [2], [3]. However, although MIMO/massive MIMO can enhance the wireless channel capacity and system spectral efficiency significantly, they generally demand considerably higher hardware costs and energy consumption, due to the growing number of radio frequency (RF) chains and/or antennas required for wireless systems operating at higher frequency bands [4], [5].

To reduce the number of RF chains, antenna selection (AS) is a practical solution for capturing a large portion of the channel capacity in MIMO systems by properly selecting a small number of antennas with favorable channels from the a large candidate set [6], [7]. However, deploying more candidate antennas requires higher hardware cost, and the overhead of channel estimation and the computational complexity of AS algorithms grow greatly with the total number of antennas [8]. To further exploit the array gain with a small number of RF chains, different antenna architectures have been proposed to maximize the achievable rate of communication systems by properly designing the analog/hybrid precoding/combining matrix [9], [10], [11], [12]. By optimizing the diagonal power allocation matrix and analog precoding (AP) matrix at the transmitter as well as the analog combining matrix at the receiver, the channel capacity can be improved compared with that of AS systems for fading channels [9]. Moreover, the hybrid digital-analog precoding architecture was studied in [10]. By designing the hybrid precoding (HP) matrix based on instantaneous channel state information (CSI), the HP system outperforms the AP system and fully digital (FD) system in terms of energy efficiency. Furthermore, the multiuser interference channel was considered in [11], [12]. By controlling the on-off state of all phase shifters (PSs) and RF chains through a switch network, the energy efficiency of multiple users can be improved [11]. Besides, the PS-antenna connection network and PSs were jointly designed to maximize the users’ average downlink achievable rate [12]. However, since the antennas are deployed at fixed positions in conventional MIMO/massive MIMO with/without AS or HP, they cannot fully utilize the spatial variation of wireless channels in a given transmit/receive region, especially with a limited number of antennas.

To improve the channel capacity under the fixed array structure, the rotatable uniform linear array (RULA) was proposed by mechanically rotating the transmit/receive array to achieve better channel conditions [13], [14]. However,
since the transmit/receive array can only be reconfigured by rotation, the spatial channel variation cannot be fully exploited. To further explore the degrees of freedom (DoFs) in the spatial domain for improving the communication performance, the fluid antenna system (FAS) was proposed by changing the antenna position flexibly over a one-dimensional (1D) line [15], [16]. By using conductive fluids as materials for antennas, the position of a receive antenna can be switched freely among all candidate ports over a fixed-length line, and thus the signal with the highest signal-to-noise ratio (SNR) can be received [15]. By setting the number of possible positions large enough, a single-antenna FAS can even achieve lower outage probability compared to multiple-antenna systems with maximum ratio combining (MRC). Moreover, the fluid antenna multiple access (FAMA) was studied in [16] to support multiple transceivers with a single fluid antenna at each mobile user. By selecting the positions of the fluid antennas at different users, the favorable channel condition with mitigated interference can be obtained, thereby achieving a significant capacity gain. It was shown in [15], [16] that changing the positions of antennas can efficiently improve the wireless channel capacity. However, due to the limitations of liquid materials, the FAS can only support a single fluid antenna moving over a 1D line, which limits its capability for fully exploiting the wireless channel variation in the spatial domain.

To fully explore the ultimate capacity of MIMO systems, the concept of continuous-aperture MIMO (CAP-MIMO) was proposed [17], which is also called holographic MIMO [18], [19], large intelligent surface [20], or holographic surface [21], [22]. By deploying a large number of sub-wavelength radiation elements in a compact surface, CAP-MIMO can be regarded as a quasi-continuous electromagnetic surface with controllable current density. Although the recent advance in highly-flexible programmable meta-materials has made the CAP-MIMO more practically implementable, some critical challenges still remain unsolved [18], such as the efficient estimation of ultra high-dimensional CAP-MIMO channels and the efficient current density optimization subject to a large number of practical constraints.

To exploit more spatial DoFs for enhancing the channel capacity, we propose a new MIMO communication system enabled by movable antennas (MAs). Specifically, by connecting the MAs to RF chains via flexible cables, the positions of MAs can be adjusted by controllers in real time, such as stepper motors or servos [23], [24], [25]. Different from conventional MIMO systems with fixed-position antennas (FPAs), the proposed system can flexibly change the positions of transmit/receive MAs, such that the MIMO channel matrix between them can be reshaped for achieving higher capacity. For MIMO systems, we can jointly optimize the positions of transmit and receive MAs for the channel capacity maximization. To achieve high channel capacity in MIMO systems, it is common to transmit multiple data streams simultaneously. To maximize the channel capacity, the positions of transmit and receive MAs must be optimized to balance the channel gains for each of the spatial data streams.

Existing studies have validated the great potentials of MA-enabled wireless communications [1], [26], [27], [28]. In [26], the overview of the promising applications for MA-aided wireless communications was provided. It was shown that employing MAs can improve the communication performance in terms of signal power improvement, interference mitigation, flexible beamforming, and spatial multiplexing. Besides, the field-response-based channel model and MA architecture were proposed for the single-MA system in [27], where the SNR gain over its FPA counterpart was investigated under both deterministic and stochastic channels. In [1], an MA-enabled MIMO communication system was considered, where the receive MAs’ positioning and transmit covariance matrix were jointly optimized for maximizing the channel capacity. It was revealed that the optimization of the receive MAs’ positions can reshape the MIMO channel matrix into a more favorable condition for capacity maximization. Moreover, the MA-enabled multiuser communication system was considered in [28], where the MAs’ positions of multiple users were jointly optimized to minimize the total transmit power, subject to the minimum achievable rate requirement of each user. It was revealed that the antenna position optimization can significantly decrease the total transmit power of users as compared to conventional FPA systems. Note that the proposed MA-enabled communication system is different from conventional AS systems. On one hand, the AS systems can only deploy a finite number of antennas in discrete antenna ports, which cannot fully exploit the channel spatial variation over all locations near the Tx/Rx. In comparison, each MA can be flexibly moved in a continuous region around the Tx/Rx and thus attain improved diversity/multiplexing performance. On the other hand, the performance of MA systems can be improved by simply enlarging the size of the region for antenna moving. However, for approaching the performance of MA systems, the AS systems need to deploy more antennas to cover the same region, which result in more substantial hardware cost. Although the AS algorithm can be applied for MA systems by quantizing the transmit/receive area into discrete locations and constraining each MA to move over them only, the computational complexity for exhaustively searching the antenna positions for MAs increases significantly with the size of transmit/receive area, especially when the number of MAs increases. Thus, more efficient MA position optimization algorithms should be investigated to reduce the computational complexity of exhaustive search.

In this paper, we study the joint optimization of the transmit and receive MAs’ positions as well as the transmit signals’ covariance matrix to maximize the capacity of the MA-enabled point-to-point MIMO system, with MAs equipped at both the transmitter and receiver. To characterize the fundamental capacity limit, we assume that perfect CSI is available at both the transmitter and receiver. The main contributions of this paper are summarized as follows:

- Firstly, we derive the capacity maximization problem for the MA-enabled MIMO communication systems, which is non-convex and thus difficult to be optimally solved. To tackle this problem efficiently, we propose an alternating optimization algorithm by iteratively optimizing
the transmit covariance matrix and the position of each transmit/receive MAs with the other variables being fixed. In particular, given the transmit covariance matrix, we leverage the convex relaxation technique to obtain a locally optimal solution for the transmit/receive MA-positioning optimization subproblem. It is shown that the proposed algorithm converges to a suboptimal solution at least.

- Moreover, we investigate the MA-enabled MIMO channel capacity in the low-SNR regime, and propose an alternative algorithm for solving the capacity maximization problem with lower complexity. In addition, we further simplify the proposed algorithm for the capacity maximization in the special cases of multiple-input single-output (MISO) and single-input multiple-output (SIMO) channels with MAs.

- Finally, we present sufficient numerical results to demonstrate the capacity gains of the proposed MA-enabled MIMO systems over conventional MIMO systems with FPAs, and shed more light on the performance gains of MA systems. In particular, it is shown that by jointly designing the positions of transmit and receive MAs, the total MIMO channel power can undergo significant improvement while the condition number of the MIMO channel decreases with the size of the transmit/receive region, thus leading to higher MIMO channel capacity.

The remainder of this paper is organized as follows. Section II describes the system model and the problem formulation to characterize the MA-enabled MIMO system capacity. In Section III, we propose an alternating optimization algorithm to solve the formulated problem under different setups. Section IV provides numerical results and discussions. Finally, we conclude this paper in Section V.

**Notations:** Symbols for vectors (lower case) and matrices (upper case) are in boldface. \((\cdot)^T\) and \((\cdot)^H\) denote the transpose and conjugate transpose (Hermitian), respectively. The set of \(P \times Q\) dimensional complex and real matrices is denoted by \(\mathbb{C}^{P \times Q}\) and \(\mathbb{R}^{P \times Q}\), respectively. We use \(a[p]\) and \(A[p, q]\) to denote the \(p\)th entry of vector \(a\) and the \(p\)th row and \(q\)th column of matrix \(A\), respectively. \(\text{Re}\{a\}\) denotes the real part of vector \(a\). The trace of matrix \(A\) is denoted by \(\text{Tr}(A)\). \(\text{diag}(a)\) denotes a square diagonal matrix with the elements of vector \(a\) on the main diagonal, while \(\text{diag}(A)\) denotes a column vector consisting of the main diagonal elements of matrix \(A\). \(A \succeq 0\) indicates that \(A\) is a positive semi-definite matrix. \(\mathcal{CN}(0, \Gamma)\) denotes the circularly symmetric complex Gaussian (CSCG) distribution with mean zero and covariance matrix \(\Gamma\). We use \(I_K\) to represent the identity matrix of order \(K\). The 2-norm of vector \(a\) is denoted by \(\|a\|_2\), \(\|A\|_2\) and \(\|A\|_F\) denote the spectral norm and Frobenius norm of matrix \(A\), respectively. \(\text{rank}(A)\) denotes the rank of matrix \(A\). The amplitude and phase of complex number \(a\) are denoted by \(|a|\) and \(\angle a\), respectively.

**II. SYSTEM MODEL AND PROBLEM FORMULATION**

**A. MA-Enabled MIMO System**

As shown in Fig. 1, we consider a MIMO communication system with \(N\) transmit MAs and \(M\) receive MAs. The transmit and receive MAs are connected to RF chains via flexible cables, and thus their positions can be adjusted in real time. The positions of the \(n\)th \((n = 1, 2, \ldots, N)\) transmit MA and the \(m\)th \((m = 1, 2, \ldots, M)\) receive MA can be represented by Cartesian coordinates \(t_n = [x_{t,n}, y_{t,n}]^T \in \mathcal{C}_t\) and \(r_m = [x_{r,m}, y_{r,m}]^T \in \mathcal{C}_r\), where \(\mathcal{C}_t\) and \(\mathcal{C}_r\) denote the given two-dimensional (2D) regions within which the transmit and receive MAs can move freely, respectively. Without loss of generality, we set \(\mathcal{C}_t\) and \(\mathcal{C}_r\) as square regions with size \(A \times A\).

We consider narrow-band quasi-static channels, where the transmitter and receiver are static or move slowly in the given regions. In contrast, the transmit and receive MAs are assumed to be able to move sufficiently fast, such that the time overhead for adjusting MA positions is tolerable compared to the much longer channel coherence time. For MA-enabled MIMO communication systems, the channel matrix is reconfigurable by adjusting the positions of transmit and receive MAs. Denote the collections of the coordinates of \(N\) transmit MAs and \(M\) receive MAs by \(\mathbf{t} = [t_1, t_2, \ldots, t_N] \in \mathbb{R}^{2 \times N}\) and \(\mathbf{r} = [r_1, r_2, \ldots, r_M] \in \mathbb{R}^{2 \times M}\), respectively. Then, the MIMO channel matrix from the transmitter to the receiver is given by \(H(\hat{\mathbf{t}}, \hat{\mathbf{r}}) \in \mathbb{C}^{M \times N}\), which is a function of \(\hat{\mathbf{t}}\) and \(\hat{\mathbf{r}}\) in general.

Let \(s \in \mathbb{C}^N\) denote the transmit signal vector. The corresponding covariance matrix is defined as \(Q \triangleq \mathbb{E}\{ss^H\} \in \mathbb{C}^{N \times N}\), with \(Q \succeq 0\). We consider an average sum power constraint at the transmitter given by \(\mathbb{E}\{|s|^2\} \leq P\), which is
equivalent to $\text{Tr}(Q) \leq P$. The received signal vector is thus given by
\[
y(t, \hat{r}) = H(t, \hat{r})s + z,
\]
where $z \sim \mathcal{CN}(0, \sigma^2 I_M)$ denotes the additive white Gaussian noise (AWGN) vector at the receiver, which is assumed to be CSCG distributed with zero mean, and $\sigma^2$ being the average noise power.

**B. Field-Response Based Channel Model**

For the MA-enabled MIMO communication system, the channel matrix is determined by the signal propagation environment and the positions of transmit and receive MAs. We consider the far-field wireless channel model, where the size of the transmit/receive region is much smaller than the signal propagation distance [27], [28]. Thus, for each channel path component, all MAs in the transmit/receive region experience the same angle of departure (AoD)/angle of arrival (AoA), and amplitude of the complex path coefficient, while the phase of the complex path coefficient varies for different transmit/receive MAs at different positions.

Denote the number of transmit paths and receive paths as $L_t$ and $L_r$, respectively. As shown in Fig. 2, the elevation and azimuth AoAs of the $q$th $(q = 1, 2, \ldots, L_r)$ receive path as $\theta_{r}^q \in [0, \pi]$ and $\phi_{r}^q \in [0, \pi]$, respectively. The field response vector of the transmit MA can be defined as
\[
g(t) \triangleq \begin{bmatrix} e^{j \frac{2\pi}{\lambda} \rho_{1}^t(t)} & e^{j \frac{2\pi}{\lambda} \rho_{2}^t(t)} & \ldots & e^{j \frac{2\pi}{\lambda} \rho_{L_r}^t(t)} \end{bmatrix}^T \in \mathbb{C}^{L_r}. \tag{3}
\]
By stacking $g(t_n)$ of all $N$ transmit MAs, the field response matrix of all the $N$ transmit MAs is given by
\[
G(t) \triangleq [g(t_1), g(t_2), \ldots, g(t_N)] \in \mathbb{C}^{L_t \times N}. \tag{4}
\]
Thus, the phase difference of the $p$th transmit path between $t^{3D}$ and $\omega_t$ is $2\pi \rho_{p}^t(t)/\lambda$, where $\lambda$ is the carrier wavelength. The field response vector of the transmit MA can be defined as
\[
g(t) \triangleq \begin{bmatrix} e^{j \frac{2\pi}{\lambda} \rho_{1}^t(q)} & e^{j \frac{2\pi}{\lambda} \rho_{2}^t(q)} & \ldots & e^{j \frac{2\pi}{\lambda} \rho_{L_r}^t(q)} \end{bmatrix}^T \in \mathbb{C}^{L_r}. \tag{5}
\]
where $\rho_{q}^t(r) = x_r \sin \theta_{r}^q \cos \phi_{r}^q + y_r \cos \theta_{r}^q$ is the difference of the signal propagation distance for the $q$th receive path between position $r$ and the origin of the receive region. Thus, the field response matrix of all the $M$ receive MAs is written as
\[
F(\hat{r}) \triangleq [f(r_1), f(r_2), \ldots, f(r_M)] \in \mathbb{C}^{L_r \times M}. \tag{6}
\]
Furthermore, we define the path response matrix from the origin of the transmit region to that of the receive region as $\Sigma \in \mathbb{C}^{L_t \times L_r}$, where $\Sigma[i, j]$ is the response between the $i$th transmit path and the $j$th receive path. As a result, the channel matrix from the transmitter to the receiver is given by
\[
H(i, \hat{r}) = F(\hat{r})^H \Sigma G(i). \tag{7}
\]

**C. Problem Formulation**

To investigate the theoretical capacity limit of the MA-enabled MIMO communication system, the perfect multi-path channel components are assumed to be available.
Thus, the MIMO channel capacity can be written as\(^2,3\):

\[
C(\hat{t}, \hat{r}) = \max_{Q, t, \hat{r}} \log_2 \det \left( I_M + \frac{1}{\sigma^2} H(\hat{t}, \hat{r}) Q H(\hat{t}, \hat{r})^H \right).
\]

(8)

Note that different from the conventional MIMO channel with FPAs, the MA-enabled MIMO channel capacity shown in (8) is dependent on the positions of transmit and receive MAs \(\hat{t}\) and \(\hat{r}\), which influence the channel matrix \(H(\hat{t}, \hat{r})\) as well as the corresponding optimal transmit covariance matrix \(Q\).

In order to avoid the coupling effect between the antennas in the transmit/receive region, a minimum distance \(D\) is required between each pair of antennas, i.e., \(\|t_k - t_l\| \geq D\), \(k, l = 1, 2, \ldots, N\), \(k \neq l\), and \(\|r_k - r_l\| \geq D\), \(k, l = 1, 2, \ldots, M\), \(k \neq l\). Then, we aim to maximize the capacity of an MA-enabled MIMO channel by jointly optimizing the MA positions \(\hat{t}\) and \(\hat{r}\) and the transmit signals’ covariance matrix \(Q\), subject to the minimum distance requirements for the MA positions. Accordingly, we formulate the optimization problem as

\[
\text{(P1)} \max_{\hat{t} \in C_t, \hat{r} \in C_r} \log_2 \det \left( I_M + \frac{1}{\sigma^2} H(\hat{t}, \hat{r}) Q H(\hat{t}, \hat{r})^H \right) \tag{9a}
\]

\[
\text{s.t.} \quad \|t_k - t_l\| \geq D, \quad k, l = 1, 2, \ldots, N, \quad k \neq l, \tag{9b}
\]

\[
\|r_k - r_l\| \geq D, \quad k, l = 1, 2, \ldots, M, \quad k \neq l, \tag{9c}
\]

\[
\text{Tr}(Q) \leq P, \tag{9d}
\]

\[
Q \succeq 0. \tag{9e}
\]

Problem (P1) is difficult to solve because the objective function is highly non-concave with respect to the MA positions \(\hat{t}\) and \(\hat{r}\), and the minimum distance constraints in (9d) and (9e) are non-convex. Besides, the coupling between \(Q\), \(\hat{t}\), and \(\hat{r}\) makes (P1) more intractable.

III. PROPOSED ALGORITHM

In this section, we present an alternating optimization algorithm to solve (P1). First, (P1) is transformed into a more tractable form with respect to \(\{t_n\}_{n=1}^N \cup \{r_m\}_{m=1}^M \cup Q\). Then, three subproblems are solved in the sequel, which respectively optimize the transmit signals’ covariance matrix \(Q\), one transmit MA position \(t_n\), and one receive MA position \(r_m\), with all the other variables being fixed. The developed alternating optimization algorithm can obtain a (at least) locally optimal solution for (P1) by iteratively solving the above three subproblems in an alternate manner. After that, by deriving more manageable expressions for the MIMO channel capacity in the low-SNR regime, we present an alternative solution for (P1) with lower complexity. Finally, we investigate specific cases of (P1) that involve a single MA either at the transmitter or at the receiver, i.e., the SIMO/MISO setup, and propose simplified algorithms for them.

A. Alternating Optimization for (P1)

In this subsection, we present the framework of the proposed alternating optimization method to address (P1). The primary concept involves the iterative resolution of a sequence of subproblems derived from (P1), with each subproblem focusing on the optimization of a single variable in the set \(\{t_n\}_{n=1}^N \cup \{r_m\}_{m=1}^M \cup Q\) with the remaining \(M + N\) variables fixed, which tackles the main difficulty of the complicated coupling among the optimization variables.

1) Optimization of \(Q\) With Given \(\{t_n\}_{n=1}^N\) and \(\{r_m\}_{m=1}^M\): In this subproblem, our objective is optimizing the transmit covariance matrix \(Q\) while given the transmit MA positions \(\{t_n\}_{n=1}^N\) and receive MA positions \(\{r_m\}_{m=1}^M\). It is worth noting that, with given \(H(\hat{t}, \hat{r})\), (P1) becomes a convex optimization problem for \(Q\), and the optimal solution can be obtained through eigenmode transmission [30]. Specifically, we define \(H(\hat{t}, \hat{r}) = U AV^H\) as the truncated singular value decomposition (SVD) of \(H(\hat{t}, \hat{r})\), where \(U \in \mathbb{C}^{M \times S}\), \(V \in \mathbb{C}^{N \times S}\), and \(S = \text{rank}(H(\hat{t}, \hat{r})) \leq \min(N, M)\). Therefore, the transmit precoding matrix and receive combining matrix for achieving the maximum capacity can be set as \(\mathbf{P} = \text{diag}([\sqrt{p_1}, \sqrt{p_2}, \ldots, \sqrt{p_S}])\) and \(\tilde{U}\), respectively, and the optimal solution for \(Q\) is given by

\[
Q^* = \mathbf{P} \text{diag}([p_1^*, p_2^*, \ldots, p_S^*]) \tilde{U}^H,
\]

(10)

where the power of the sth \((s = 1, 2, \ldots, S)\) data stream, \(p_s^*\), is obtained based on the water-filling principle: \(p_s^* = \max \left(0, 1/p_0 - \sigma^2/\tilde{A}[s, s] \right)\), with \(\sum_{s=1}^S p_s^* = P\). Thus, given \(\{t_n\}_{n=1}^N\) and \(\{r_m\}_{m=1}^M\), the MIMO channel capacity can be expressed as

\[
C(\hat{t}, \hat{r}) = \sum_{s=1}^S \log_2 \left( 1 + \frac{\tilde{A}[s, s] p_s^*}{\sigma^2} \right).
\]

(11)

2) Optimization of \(r_m\) With Given \(Q\), \(\{t_n\}_{n=1}^N\) and \(\{t_n\}_{n=1}^N\): In this subproblem, we aim to optimize \(r_m\) in (P1) with given \(Q\), \(\{t_n\}_{n=1}^N\), and \(\{r_m\}_{m=1}^M\), \(\forall m \in M = \{1, 2, \ldots, M\}\). Denote the eigenvalue decomposition (EVD) of \(Q\) by \(Q = U_Q V_Q^H\), with \(U_Q \in \mathbb{C}^{S \times S}\) and \(V_Q \in \mathbb{C}^{N \times N}\). It is worth noting that as the matrix \(Q\) is positive and semi-definite, all diagonal elements of \(V_Q\) are real numbers that are non-negative. Given \(\{t_n\}_{n=1}^N\) and \(Q\), we define \(W(\hat{r}) = H(\hat{t}, \hat{r}) U_Q V_Q^H \in \mathbb{C}^{M \times N}\) and denote the \(m\)th column vector of \(W(\hat{r})^H\) by \(w(r_m) \in \mathbb{C}^N\), which is only determined by the position of the \(m\)th MA and can be written as

\[
w(r_m) = V_Q^H U_Q^H G(\hat{t})^H \Sigma^H f(\hat{r}).
\]

(12)
Thus, the objective function of (P1) is written with respect to $\tilde{r}$:

$$b(\tilde{r}) \triangleq \log_2 \det \left( I_M + \frac{1}{\sigma^2} H(\tilde{r}) Q H(\tilde{r})^H \right)$$

$$= \log_2 \det \left( I_M + \frac{1}{\sigma^2} W(\tilde{r}) W(\tilde{r})^H \right)$$

$$(q) \log_2 \det \left( I_N + \frac{1}{\sigma^2} W(\tilde{r})^H W(\tilde{r}) \right)$$

$$= \log_2 \det \left( I_N + \frac{1}{\sigma^2} \sum_{m=1}^M w(r_m) w(r_m)^H \right), \quad (13)$$

where the equality marked by (a) holds due to $\det(I_p + AB) = \det(I_q + BA)$ for $A \in \mathbb{C}^{p \times q}$ and $B \in \mathbb{C}^{q \times p}$. Notice from (13) that $H(\tilde{r}) Q H(\tilde{r})^H$ is in fact the summation of $M$ rank-one matrices. To maximize the MIMO channel capacity, the $M$ matrices should be optimally balanced by designing $\{r_m\}_{m=1}^M$. Note that (13) explicitly decouples the position variables for all the $M$ MAs, i.e., $\{r_m\}_{m=1}^M$, which facilitates the following optimization of $r_m$.

Remove $w(r_m)$ from $W(\tilde{r})^H$ and denote the remaining $N \times (M - 1)$ sub-matrix by $W_m^H = [w(r_1), w(r_2), \ldots, w(r_{m-1}), w(r_{m+1}), \ldots, w(r_M)]$. Thus, the objective function of (P1) in (13) is written as [8]

$$\bar{b}(r_m)$$

$$= \log_2 \det \left( I_N + \frac{1}{\sigma^2} \left( W_m^H W_m + w(r_m) w(r_m)^H \right) \right)$$

$$(b_1) \log_2 \det \left( I_N + \frac{1}{\sigma^2} \left( I_N + \frac{1}{\sigma^2} W_m^H W_m \right)^{-1} W_m w(r_m)^H \right)$$

$$+ \log_2 \det \left( I_N + \frac{1}{\sigma^2} W_m^H W_m \right)$$

$$(b_2) \log_2 \left( 1 + \frac{1}{\sigma^2} W_m w(r_m)^H \right) \left( I_N + \frac{1}{\sigma^2} W_m^H W_m \right)^{-1} w(r_m)$$

$$+ \log_2 \left( I_N + \frac{1}{\sigma^2} W_m^H W_m \right), \quad (14)$$

where the equality marked by $(b_1)$ holds due to the fact that $\det(AB) = \det(A) \det(B)$ holds for two square matrices $A$ and $B$ of equal size. The equality marked by $(b_2)$ holds because of $\det(I_p + AB) = \det(I_q + BA)$ for $A \in \mathbb{C}^{p \times q}$ and $B \in \mathbb{C}^{q \times p}$. Notice from (14) that the maximization of $\bar{b}(r_m)$ for given $Q$ and $\{r_m\}_{m=1}^M$ is equivalent to maximizing

$$g(r_m) \triangleq w(r_m)^H A_m w(r_m), \quad (15)$$

where $A_m \triangleq \left( I_N + \frac{1}{\sigma^2} W_m^H W_m \right)^{-1} \in \mathbb{C}^{N \times N}$ is a positive definite matrix independent of $r_m$. During the iterations, to reduce the computational complexity of matrix inverse operation for $2 \leq m \leq M$, matrix $A_m$ can be updated based on $A_{m-1}$. Specifically, we define $Z_1 = [w(r_{m-1}), w(r_m)] \in \mathbb{C}^{N \times 2}$ and $Z_2 = [w(r_{m-1}), -w(r_m)] \in \mathbb{C}^{N \times 2}$ such that

$$W_m^H W_m = W_{m-1}^H W_{m-1} + Z_1 Z_2^H. \quad (16)$$

Since $(A + BC)^{-1} = A^{-1} - A^{-1} B (I + CA^{-1} B)^{-1} C A^{-1}$ for $A \in \mathbb{C}^{p \times p}$, $B \in \mathbb{C}^{p \times q}$ and $C \in \mathbb{C}^{q \times p}$, we have [31]

$$A_m = A_{m-1}$$

$$- \frac{1}{\sigma^2} Z_2 Z_2^H A_{m-1}^{-1} Z_1 Z_2^H A_{m-1}. \quad (17)$$

Furthermore, we define a positive definite matrix

$$B_m \triangleq \Sigma G(\tilde{r}) U_Q V_Q^H A_m V_Q^H U_Q G(\tilde{r})^H \in \mathbb{C}^{L_r \times L_r}. \quad (18)$$

According to (12), $g(r_m)$ in (15) can be rewritten in the following form with respect to $f(r_m)$:

$$g(r_m)$$

$$= f(r_m)^H \Sigma G(\tilde{r}) U_Q V_Q^H A_m V_Q^H U_Q G(\tilde{r})^H \Sigma f(r_m)$$

$$= f(r_m)^H B_m f(r_m). \quad (19)$$

Notice that $B_m$ is a constant matrix independent to $r_m$. As a result, the subproblem for optimizing $r_m$ can be expressed as

$$(P2-m) \max_{r_m} \quad f(r_m)^H B_m f(r_m) \quad \text{s.t.} \quad r_m \in C_r, \quad (20a)$$

$$\|r_m - r_k\|_2 \geq D, \quad k = 1, 2, \ldots, M, \quad k \neq m. \quad (20b)$$

As can be observed, the objective function of (P2-m) is a non-concave function for $r_m$. Moreover, the minimum distance constraints (20c) are also non-convex. Thus, problem (P2-m) is still a non-convex optimization problem which is difficult to solve. We will present the solution for (P2-m) in Section III-B, where the successive convex approximation (SCA) is used for relaxing this problem.

3) Optimization of $t_n$ With Given $Q$, $\{t_{i, l} \neq n\}_{i,l \in 1}^N$ and $\{r_m\}_{m=1}^M$ - In this subproblem, we aim to optimize $t_n$ in (P1) with given $Q$, $\{r_m\}_{m=1}^M$, and $\{t_{i, l} \neq n\}_{i,l \in 1}^N$, $\forall n \in N = \{1, 2, \ldots, N\}$. Since the singular values of channel matrices $H(\tilde{r})$ and $H(\tilde{r})^H$ are the same, the channel capacity of $H(\tilde{r})$ is always equal to that of $H(\tilde{r})^H$ under the same transmit power constraint, which is also known as the channel reciprocity for MIMO systems, i.e.,

$$\max_{A: \text{Tr}(Q) \leq P, Q \succeq 0} \log_2 \det \left( I_M + \frac{1}{\sigma^2} H(\tilde{r}) Q H(\tilde{r})^H \right)$$

$$= \max_{S: \text{Tr}(S) \leq P, S \succeq 0} \log_2 \det \left( I_M + \frac{1}{\sigma^2} H(\tilde{r})^H S H(\tilde{r}) \right), \quad (21)$$

where $S \in \mathbb{C}^{M \times M}$ is the equivalent covariance matrix of transmit signals for $H(\tilde{r})^H$, with $\text{Tr}(S) \leq P$ and $S \succeq 0$. Similar to the optimization of $Q$ with given $\{t_n\}_{n=1}^N$ and $\{r_m\}_{m=1}^M$, the optimal $S$ is given by the eigenmode transmission. Specifically, the truncated SVD of $H(\tilde{r})^H$ is written as $H(\tilde{r})^H = \tilde{V} \Lambda \tilde{U}^H$. Then, the optimal $S$ is given by

$$S^* = \tilde{U} \text{diag}(|\lambda_1|^2, |\lambda_2|^2, \ldots, |\lambda_p|^2) \tilde{U}^H, \quad (22)$$

where $|\lambda_i|^2$ are the singular values of $H(\tilde{r})^H$.
where the optimal power allocated to \( S \) date streams, \([p^*_k]_{k=1}^S\), is given by (10).

Similar to the procedure for optimizing \( r_m \), we denote \( S = U_S^T \Sigma V_S^T \) as the EVD of \( S \), with \( U_S \in \mathbb{C}^{M \times M} \) and \( V_S \in \mathbb{C}^{M \times M} \). As the matrix \( S \) is positive and semi-definite, all diagonal elements of \( V_S \) are real numbers that are non-negative. Then, we define \( P(t) = H(t, \tilde{r})^H U_S \Sigma V_S^T \in \mathbb{C}^{N \times M} \) and denote the \( n \)th column vector of \( P(t)^H \) by \( p(t_n) = V_S^T U_S^H F(\tilde{r}) \Sigma g(t_n) \in \mathbb{C}^{M} \). Then, remove \( p(t_n) \) from \( P(t)^H \) and denote the remaining \( M \times (N-1) \) sub-matrix by \( P_n^H = [p(t_1), p(t_2), \ldots, p(t_{n-1}), p(t_{n+1}), \ldots, p(T)] \).

Let \( C_n = (I_M + \frac{1}{\delta_i} P_n^H P_n)^{-1} \in \mathbb{C}^{M \times M} \), which can be updated similarly to (17). Next, we define
\[
D_n = \sum H F(\tilde{r}) U_S V_S^T C_n V_S^T U_S H F(\tilde{r}) = \Sigma \in \mathbb{C}^{L_1 \times L_1}.
\]
As a result, the optimization of \( t_n \) can be expressed as
\[
\begin{align}
(P3-n) \max_{t_n} & \quad g(t_n)^H D_n g(t_n) \\
\text{s.t.} & \quad t_n \in C_t, \\
& \quad \|t_n - t_l\|_2 \geq D, \quad l = 1, 2, \ldots, N, \quad l \neq n.
\end{align}
\]
As can be observed, problem (P3-n) has the same structure as (P2-m). Thus, in the following, we only provide the details of the solution for problem (P2-m), and problem (P3-n) can be solved in a similar way.

### B. Solution for Problem (P2-M)

To solve problem (P2-M), the SCA technique is adopted to optimize the position of the \( m \)th receive MA, \( r_m \). Although the objective function \( f(r_m) B_m f(r_m) \) is a non-concave function over \( r_m \), it is convex with respect to \( f(r_m) \). Since the convex function can be globally lower-bounded by its first-order Taylor expansion at arbitrary point, we can derive the following lower bound on \( f(r_m)^H B_m f(r_m) \) with given local point \( r^*_i \) in the \( i \)th iteration of SCA [32]:
\[
\begin{align}
g(r_m) &= f(r_m)^H B_m f(r_m) \\
&\geq f(r^*_i)^H B_m f(r^*_i) + 2 \text{Re} \{ f(r^*_i)^H B_m (f(r_m) - f(r^*_i)) \} \\
&= \underbrace{\text{Re} \{ f(r^*_i)^H B_m f(r_m) \}}_{\tilde{g}(r_m)} - f(r^*_i)^H B_m f(r^*_i),
\end{align}
\]
where \( r^*_i \in \mathbb{R}^2 \) is a constant vector which represents the value of \( r_m \) in the \( i \)th iteration. Thus, maximizing \( f(r_m)^H B_m f(r_m) \) can be simplified to maximizing \( \tilde{g}(r_m) \) \( \triangleq \text{Re} \{ f(r^*_i)^H B_m f(r_m) \} \). Although \( \tilde{g}(r_m) \) is a linear function over \( f(r_m) \), it is still neither concave nor convex over \( r_m \). Thus, we cannot construct the surrogate function lower-bounding the objective function only by the first-order Taylor expansion of \( \tilde{g}(r_m) \). Alternatively, we construct a surrogate function that locally approximates the objective function by using the second-order Taylor expansion. Denote the gradient vector and Hessian matrix of \( \tilde{g}(r_m) \) over \( r_m \) by \( \nabla \tilde{g}(r_m) \in \mathbb{R}^2 \) and \( \nabla^2 \tilde{g}(r_m) \in \mathbb{R}^{2 \times 2} \), respectively, with their derivations provided in Appendix A. Then, we construct a positive real number \( \delta_m \) making \( \delta_m I_2 \geq \nabla^2 \tilde{g}(r_m) \), with the closed-form expression given in Appendix B. Thus, based on Taylor’s theorem, we can find a quadratic surrogate function to globally lower-bound the objective function \( \tilde{g}(r_m) \) as [33]
\[
\begin{align}
\tilde{g}(r_m) &\geq \tilde{g}(r^*_i) + \nabla \tilde{g}(r^*_i)^T (r_m - r^*_i) \\
&\quad - \frac{\delta_m}{2} (r_m - r^*_i)^T (r_m - r^*_i) \\
&= \underbrace{\nabla \tilde{g}(r^*_i) + \delta_m r^*_i}_{\bar{g}(r_m)} (r_m - r^*_i)^T r_m \\
&\quad + \tilde{g}(r^*_i) - \frac{\delta_m}{2} (r^*_i)^T r^*_i.
\end{align}
\]
Thus, maximizing \( \tilde{g}(r_m) \) can be converted to maximizing \( \bar{g}(r_m) = \tilde{g}(r^*_i) + \delta_m r^*_i + (\nabla \tilde{g}(r^*_i) + \delta_m r^*_i)^T r_m \). To this end, in the \( i \)th iteration of SCA, the optimization problem of the \( m \)th receive MA position \( r_m \) can be relaxed as
\[
\begin{align}
(P4-m) \max_{r_m} & \quad - \frac{\delta_m}{2} r_m^T r_m + (\nabla \bar{g}(r^*_i) + \delta_m r^*_i)^T r_m \\
\text{s.t.} & \quad (20b), (20c).
\end{align}
\]
Since the objective function of (P4-m) is a concave quadratic function over \( r_m \), the global optimum for maximizing \( \bar{g}(r_m) \) by neglecting constraints (20b) and (20c) is obtained in closed form as
\[
r^*_m, i+1 = \underbrace{\delta_m^{-1}}_{1} \nabla \bar{g}(r^*_m) + r^*_m.
\]
If \( r^*_m, i+1 \) satisfies (20b) and (20c), it is the global optimum for problem (P4-m). However, if \( r^*_m, i+1 \) does not satisfy (20b) or (20c), we cannot obtain the optimal solution due to the non-convex constraints (20c).

\(^{4}\)To reduce the computational complexity of the proposed algorithm and time overhead of antenna movement in practical scenarios, the transmit/receive region can be divided into \( N \times M \) sub-regions, where each MA can move freely in its corresponding sub-region enabled by an independent driver. In this case, we can obtain the optimal solution for problem (P4-m) for some typical convex sub-regions in closed form, as shown in (35) and (36).
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Algorithm 2 Alternating Optimization for Solving Problem (P1)

1: Input: $\Sigma$, $P$, $\sigma$, $M$, $N$, $L_r$, $L_t$, $\{\theta_q\}_{q=1}^{L_t}$, $\{\phi_q\}_{q=1}^{L_t}$, $\{R_q\}_{q=1}^{L_t}$, $\{\phi_q\}_{q=1}^{L_t}$, $C_r$, $C_t$, $D$, $\epsilon_1$, $\epsilon_2$.
2: Initialize $\{r_m\}_{m=1}^{M}$ and $\{t_n\}_{n=1}^{N}$.
3: while Increase of the channel capacity in (8) is above $\epsilon_2$
do
  4: Given $\{r_m\}_{m=1}^{M}$ and $\{t_n\}_{n=1}^{N}$, obtain the optimal $Q$ of (P1) via (10).
  5: for $m = 1 \rightarrow M$
do
    6: Obtain $B_m$ via (18).
    7: Given $Q$, $\{r_m, k \neq m\}_{k=1}^{M}$, and $\{t_n\}_{n=1}^{N}$, solve problem (P2-m) to update $r_m$.
  8: end for
  9: Calculate $S^*$ via (22).
 10: for $n = 1 \rightarrow N$
do
   11: Obtain $D_n$ via (23).
   12: Given $Q$, $\{t_l, l \neq n\}_{l=1}^{N}$, and $\{r_m\}_{m=1}^{M}$, solve problem (P3-n) to update $t_n$.
 13: end for
14: end while
15: Output: $\hat{t}$, $\hat{r}$, $Q$.

A non-decreasing sequence of objective values for (P1) during the iterations, which will not go to infinity due to the finite channel capacity. Since the convergence criterion of Algorithm 2 is the inability to further increase the objective value of (P1) by optimizing any variable in $\{t_n\}_{n=1}^{N}$, $\{r_m\}_{m=1}^{M}$, and $Q$, Algorithm 2 is guaranteed to converge to a solution of (P1) that is (at least) locally optimal.

The computational complexity of Algorithm 2 is analyzed as follows. Specifically, in step 4 and step 9, the complexity to calculate $Q^*$ and $S^*$ based on water-filling is $O(MN \min(M, N))$ [36]. Thus, the total complexity is $O((MNL_r + M^2L_t + MNL_r + N^2(1/\beta)\gamma_t^2 + MNL_t\gamma_t^2 + MN \min(M, N), \gamma))$ with $\gamma$ denoting the maximum number of outer iterations for repeating steps 4 $\times 13$ in Algorithm 2.

E. Initialization

In the following subsection, we propose an initialization scheme with low-complexity for the transmit/receive MA positions design in Algorithm 2 based on the circle packing scheme [37]. Intuitively, all the transmit/receive MAs should be sufficiently separated for the following two reasons. On one hand, increasing the distance between MAs can reduce their coupling effect. One the other hand, during the SCA process, it is more likely for each MA to update the position with the largest capacity in its neighborhood satisfying the minimum distance constraints. Under such case, we can easily set $r_{m,i+1}$ in (28) as the optimal solution for problem (P4-m) instead of relaxing it into (P5-m). Therefore, we propose that the initial positions of the MAs are obtained based on circle packing. As shown in Fig. 3, we assume that each MA occupies an initial circle region with equal radius. Then, we arrange $N$ (or $M$) circles with the maximum radius in $C_t$ (or $C_r$) such that no overlapping among them occurs. The centers of the arranged $N$ (or $M$) circles are set as the initial MA positions $\{t_n\}_{n=1}^{N}$ (or $\{r_m\}_{m=1}^{M}$).

F. Alternative Solution for Problem (P1) in the Low-SNR Regime

In the preceding subsections, an alternating optimization algorithm has been proposed to deal with the capacity maximization problem for the general MIMO channel. In this subsection, we investigate the particular case in the low-SNR regime, and represent the channel capacity in the more manageable form with respect to the positions of transmit and receive MAs, based on which we propose an alternative algorithm for solving the capacity maximization problem with lower complexity.

The low-SNR regime may occur in practice due to the low transmission power or large propagation distance between the transmitter and the receiver. In such case, the optimal transmission scheme is the strongest eigenmode beamforming that concentrates the transmit power to the strongest eigenchannel [30]. Specifically, denoting $Q = Pu_Qu_Q^H$ with $u_Q \in \mathbb{C}^N$ being the transmit beamforming vector, then the capacity in the low-SNR regime can be represented as

$$C_L(\hat{t}, \hat{r}) = \max_{u_Q: \|u_Q\|_2^2 = 1} \log_2 \det \left( I_M + \frac{P}{\sigma^2} H(\hat{t}, \hat{r})u_Q \right) \times \|H(\hat{t}, \hat{r})u_Q\|_2^2 ,$$

(32)

where the equality marked by $\langle d \rangle$ can be derived because of $\det(I_m + AB) = \det(I_q + BA)$ for $A \in \mathbb{C}^{p \times q}$ and $B \in \mathbb{C}^{q \times p}$. As shown in (32), maximizing channel capacity in the low-SNR regime is equivalent to maximizing $\|H(\hat{t}, \hat{r})u_Q\|_2^2.$ Given $H(\hat{t}, \hat{r})$, the optimal $u_Q$ is the strongest right singular vector of $H(\hat{t}, \hat{r})$. Besides, we denote $c = \sum_{k} G(\hat{t})u_Q \in \mathbb{C}^{L_r}$. Then, we have $\|H(\hat{t}, \hat{r})u_Q\|_2^2 = \sum_{m=1}^{M} |c^H f(r_m)|^2$. Given $u_Q$, $\{r_k, k \neq m\}_{k=1}^{M}$, and $\{t_l\}_{l=1}^{N}$, maximizing the channel capacity in (32) is equivalent to maximizing $|c^H f(r_m)|^2$ with respect to each $r_m$. Thus, the subproblem for optimizing $r_m$ can be formulated similarly to problem (P2-m) by replacing $B_m$ with $cc^H$, which has a lower computational complexity during the iterations. Moreover, given $u_Q$, $\{t_l, l \neq n\}_{l=1}^{N}$,
and \( \{r_m\}_{m=1}^M \), the optimal \( S \) is given by \( S = PU_S u_S^H \) with \( u_S \in \mathbb{C}^M \) being the strongest right singular vector of \( H(t, \tilde{r})^H \). Defining \( \mathbf{d} = \Sigma^H \mathbf{F}(\tilde{r}) u_S \in \mathbb{C}^{L_r} \), the subproblem for optimizing \( t_m \) can be expressed similarly to problem (P3-n) by replacing \( D_n \) with \( \mathbf{d} \).

As a result, by iteratively optimizing one single variable in \( \{t_n\}_{n=1}^N \), \( \{r_m\}_{m=1}^M \), and \( u_S \) with the other \( M + N \) variables being fixed, an alternating optimization algorithm similar as Algorithm 2 can be employed to obtain a locally optimal solution for maximizing channel capacity in the low-SNR regime. The required complexity of the overall algorithm is given by \( O((L_C \gamma_2^f + M^2.5 \ln(1/\beta) \gamma_2^2 + L_C \gamma_1^f + N^2.5 \ln(1/\beta) \gamma_2^2 + M N \ln(M, N) \gamma)) \), which is lower than the general case of Algorithm 2 because \( c \) and \( d \) are fixed in the inner SCA iterations for solving problems (P2-m) and (P3-n).

G. Alternative Solution for Problem (P1) With Single-Antenna Transmitter/Receiver

In the previous subsection, by considering \( N \geq 1 \) and \( M \geq 1 \), we have studied (P1) for the general MIMO channel to transmit multiple data streams in parallel. In the following subsection, we investigate (P1) for the particular cases where \( N = 1 \) or \( M = 1 \), which restrict the transmission of one data stream. As a result, the expressions for the optimal transmit covariance matrix and the channel capacity can be simplified, allowing for simpler alternating optimization algorithms to solve (P1) with significantly lower complexity compared to Algorithm 2.

First, (P1) is investigated for the MISO case with \( N > 1 \) and \( M = 1 \). The field response matrix of the receive region, \( F(\tilde{r}) \), can be rewritten as vector \( f(\tilde{r}) \in \mathbb{C}^{L_r} \), where \( \tilde{r} \) represents the position of the receive MA. The effective channel row vector can be written as \( h(\tilde{t}, \tilde{r})^H = f(\tilde{r})^H \Sigma \mathbf{G}(\tilde{t}) \in \mathbb{C} \times N \).

The optimal transmit covariance matrix in the MISO case is obtained according to the maximum ratio transmission (MRT), i.e., \( Q^* = \mathbf{P} h(\tilde{t}, \tilde{r}) h(\tilde{t}, \tilde{r})^H / \|h(\tilde{t}, \tilde{r})\|^2 \). Thus, the MISO channel capacity is expressed as

\[
C_{\text{MISO}}(\tilde{t}, \tilde{r}) = \log_2 \left( 1 + \frac{1}{\sigma^2} h(\tilde{t}, \tilde{r})^H Q^* h(\tilde{t}, \tilde{r}) \right)
\]

\[
= \log_2 \left( 1 + \frac{P}{\sigma^2} \|h(\tilde{t}, \tilde{r})\|^2 \right). \tag{33}
\]

In this case, problem (P1) is converted to the equivalent problem to maximize total channel power, \( \|h(\tilde{t}, \tilde{r})\|^2 \), via optimizing \( \tilde{t} \) and \( \tilde{r} \)

\[(\text{P1-MISO}) \max_{\tilde{t}, \tilde{r}} \|h(\tilde{t}, \tilde{r})\|^2 \text{ s.t. } (9b), (9c), (9d). \tag{34}\]

Given \( \{t_n\}_{n=1}^N \), the subproblem for optimizing \( r \) can be formulated similarly to problem (P2-m) by setting \( B_m = \Sigma \mathbf{G}(\tilde{t}) \mathbf{G}(\tilde{t})^H \mathbf{H} \in \mathbb{C}^{L_r \times L_r} \). Note that the non-convex minimum distance constraints (9e) are removed since there is only a single MA in the receive region. Then, by dropping the corresponding non-convex constraints (20c), problem (P4-m) is a convex QP problem, which can be solved efficiently without relaxation into problem (P5-m). Moreover, we can obtain the optimal solution for problem (P4-m) for some typical convex \( C_r \) based on \( r_{m,i+1}^* = [x_{i+1}^*, y_{i+1}^*]^T \) in (28).

For example, if \( C_r \) is a rectangle region \( \{x, y\} : x_L \leq x \leq x_H, y_L \leq y \leq y_H \), the optimal solution for problem (P4-m) is given by \( \mathbf{P} \) for some \( y_{i+1}^* \).

\[
r_{i+1} = \mathbf{P}_{\text{rec}}(x_{i+1}, x_L, x_H), \mathbf{P}_{\text{rec}}(y_{i+1}, y_L, y_H))^T \tag{35}\]

where \( \mathbf{P}_{\text{rec}}(x, x_L, x_H) = \min(\max(x, x_L), x_H) \) is the projection function associated with the rectangle region. Similarly, if \( C_r \) is a circle region \( \{r\} : \|r - r_0\| \leq D_0 \) centered at point \( r_0 \) with radius of \( D_0 \), the optimal solution for problem (P4-m) can be written as

\[
r_{i+1} = \mathbf{P}_{\text{cir}}(r_{i+1} - r_0, D_0) + r_0, \tag{36}\]

with the projector \( \mathbf{P}_{\text{cir}}(r, D) = \min(D/\|r\|, 1)r \).

Moreover, we denote \( \mathbf{d} = \Sigma^H f(\tilde{r}) \in \mathbb{C}^{L_r} \). Then, we have

\[
\|h(\tilde{t}, \tilde{r})\|^2 = \|\mathbf{d}^H \mathbf{G}(\tilde{t})\|^2 = \sum_{n=1}^N |\mathbf{d}^H g(t_n)|^2 \tag{37}\]

Given \( r \) and \( \{t_n\}_{n=1}^N \), maximising the channel total power in problem (P1-MISO) is equivalent to maximising \( \|\mathbf{d}^H g(t_n)\|^2 \) with respect to each \( t_n \). Thus, the subproblem for optimizing \( t_n \) can be formulated similarly to problem (P3-n) by replacing \( D_n \) with \( \mathbf{d} \).

Therefore, we can obtain a locally optimal solution to (P1-MISO) by iteratively optimizing one variable in \( r \cup \{t_n\}_{n=1}^N \) with the other \( N \) variables being fixed at each time. This algorithm requires a complexity of \( O((N_L + L_r \gamma_1^f + L_r \gamma_1^f + N^2.5 \ln(1/\beta) \gamma_2^2) \gamma) \). It is noteworthy that the complexity of the alternative algorithm is lower compared to Algorithm 2 with \( M = 1 \). This is due to the explicit expression of the MISO channel capacity as a function of \( t \) and \( r \) exclusively, thus eliminating the need of iteratively solving \( Q \) in the alternating optimization.

Next, we consider the SIMO system with \( M > 1 \) and \( N = 1 \). The field response matrix of the transmit region \( G(\tilde{t}) \) can be rewritten as the vector \( g(\tilde{t}) \in \mathbb{C}^{L_r} \) with \( \tilde{t} \) representing the position of the transmit MA. The SIMO channel is thus given by \( h(\tilde{t}, \tilde{r}) = F(\tilde{r})^H \Sigma \mathbf{g}(\tilde{t}) \in \mathbb{C}^M \). It should be noted that for the case of \( N = 1 \), the optimal transmit covariance matrix is readily set as \( Q^* = \mathbf{P} \), leading to the corresponding channel capacity:

\[
C_{\text{SIMO}}(\tilde{t}, \tilde{r}) = \log_2 \det \left( I_M + \frac{1}{\sigma^2} h(\tilde{t}, \tilde{r}) Q h(\tilde{t}, \tilde{r})^H \right) \tag{36}\]

\[
\leq \log_2 \left( 1 + \frac{P}{\sigma^2} \|h(\tilde{t}, \tilde{r})\|^2 \right), \tag{37}\]

where the equality marked by \( (\epsilon) \) holds because of \( \det(I_M + A B) = \det(I_q + BA) \) for \( A \in \mathbb{C}^{p \times q} \) and \( B \in \mathbb{C}^{q \times p} \). It is notable that the capacity of SIMO channel given above takes a similar form to that of the MISO channel, which can be optimized by maximizing the total channel power. As a result, the alternating optimization algorithm proposed for the MISO scenario can be applied to the SIMO case as well with complexity \( O((L_r \gamma_1^f + M^2.5 \ln(1/\beta) \gamma_1^2 + M L_L + L_T \gamma_1^f) \gamma)) \).

IV. Numerical Results

This section presents numerical results to assess the effectiveness of the proposed algorithms for maximizing the
capacity of the MA-enabled MIMO channel. In the simulation, we consider a MIMO system with $N = 4$ transmit MAs and $M = 4$ receive MAs. The transmit and receive regions are set as square areas with size $A \times A$. We consider the geometry channel model, where the numbers of transmit and receive paths are the same, i.e., $L_t = L_r$. The path response matrix is assumed to be diagonal with $\Sigma_{[1,1]} \sim \mathcal{CN}(0, \kappa/(\kappa + 1))$ and $\Sigma_{[p,p]} \sim \mathcal{CN}(0, 1/((\kappa + 1)(L_r - 1)))$ for $p = 2, 3, \ldots, L_r$, where $\kappa$ denotes the ratio of the average power for line-of-sight (LoS) paths to that for non-line-of-sight (NLoS) paths. The elevation and azimuth AoDs/AoAs are assumed to be i.i.d. variables with the uniform distribution over $[0, \pi]$. The minimum distance between MAs is set as $D = \lambda/2$. The average SNR is defined as $P/\sigma^2$. We set convergence thresholds for the relative increase of the objective value as $\epsilon_1 = \epsilon_2 = 10^{-3}$ in Sections III-B and III-D. All the results are averaged over $4 \times 10^4$ independent channel realizations.

First, we set $L_t = L_r = 5$, $P/\sigma^2 = 5$ dB, $A = 4\lambda$, $\kappa = 1$, and show in Fig. 4 the convergence behavior of Algorithm 2 for different $M$ and $N$. It is observed that the achievable rate monotonically increases and converges to a maximum value after 15 iterations for all values of $M$ and $N$, which validates our analysis in Section III-D. Moreover, the converged achievable rate is increased by 48.2% as compared to that at the initial point for $M = N = 2$.

Next, the performance of Algorithm 2 is compared with the following benchmark schemes:

1) **FPA**: The transmitter and receiver are equipped with FPA-based ULAs with $N$ and $M$ antennas, respectively, spaced by $\lambda/2$. The MIMO channel capacity is obtained according to Section III-A with fixed antenna positions.

2) **AS**: The transmitter and receiver are equipped with FPA-based ULAs with $2N$ and $2M$ antennas, respectively, spaced by $\lambda/2$, where $N$ transmit antennas and $M$ receive antennas are selected via exhaustive search to maximize the channel capacity [39].

3) **Strongest eigencannel power maximization (SEPM)**: The simplified algorithm presented in Section III-F tailored for the low-SNR regime.

4) **Receive MA (RMA)**: The transmitter is equipped with an FPA-based ULA same as the FPA scheme, while the receiver employs $M$ MAs [1]. Since $\{t_n\}_{n=1}^M$ are constant with the FPA-based ULA, we only need to alternately optimize $\{r_m\}_{m=1}^M \cup Q$ in Algorithm 2.

5) **Alternating position selection (APS)**: The transmit/receive area is quantized into discrete locations with equal-distance $D = \lambda/2$. The proposed Algorithm 2 is applied, where problems (P2-m) and (P3-n) are solved by exhaustive search over discrete locations for each transmit/receive MA. Note that it is difficult to perform exhaustive search over all possible transmit and receive MAs’ positions due to the prohibitive computational complexity. For example, considering $N = M = 4$ MAs in the $4\lambda \times 4\lambda$ transmit/receive region, the number of total channel matrices for exhaustive search is $(81)^2 = 2.77 \times 10^{12}$. As a result, we use Algorithm 2 to alternately select transmit and receive MA positions for lower complexity.

6) **Random position (RP)**: Randomly generate $\tilde{t}$ and $\tilde{r}$ satisfying (9b), (9c), (9d), and (9e) for 2500 independent realizations. Obtain the channel capacity in (8) by optimizing $Q$ with given $\tilde{t}$ and $\tilde{r}$ for each realization, and select $\tilde{t}$ and $\tilde{r}$ with the largest capacity.

7) **RULA** [13], [14]: The transmitter and receiver are equipped with RULAs with $N$ and $M$ antennas, respectively, spaced by $\lambda/2$. The rotation of the transmit/receive RULA is quantized into 50 discrete angles, where the optimal transmit/receive rotated angle is selected from $50 \times 50 = 2500$ pairs to achieve the largest capacity.

We consider two SNR values of $-15$ dB and $25$ dB corresponding to the low-SNR and high-SNR regimes, respectively. We set $L_t = L_r = 5$, $\kappa = 1$ [40]. We show the achievable rate versus the normalized region size $A/\lambda$ for the proposed MA-enabled MIMO system and the benchmark schemes in Fig. 5(a) and Fig. 6(a). For both SNR regimes, it is shown that the proposed, RMA, APS and RP schemes with MAs outperform FPA systems in terms of achievable rate, and the performance gain increases with the region size. Moreover, all schemes converge when the normalized region size is larger than 4, which indicates that the maximum achievable rate of MA-enabled MIMO systems can be achieved with finite transmit and receive regions. It is also observed that our proposed algorithm achieves the best performance among all schemes in both low-SNR regime and high-SNR regime for any region size. With $P/\sigma^2 = 25$ dB and $A/\lambda = 3$, the proposed scheme achieves 29.4%, 21.4%, 55.9%, 12.3%, 2.3%, 6.9%, and 6.5% performance improvements over the FPA, AS, SEPM, RMA, APS, RP, and RULA schemes, respectively. Particularly, the proposed scheme with transmit and receive MAs outperforms the RMA scheme with only receive MAs, which shows the additional gain of jointly optimizing the transmit and receive MAs.

Furthermore, in the low-SNR regime, Fig. 5(a) shows that the SEPM algorithm achieves performance that is nearly identical to that of the proposed algorithm, which is consistent with the results presented in Section III-F. Thus, the SEPM
scheme can be considered a low-complexity alternative to Algorithm 2 in the low-SNR regime. To gain more insight, we also present in Fig. 5(b) the average strongest eigenchannel power, $\max(\mathrm{diag}(\hat{\Lambda}))^2$, for each scheme versus the normalized region size. It is shown that the performance gap of $\max(\mathrm{diag}(\hat{\Lambda}))^2$ between MA and FPA schemes increases with the normalized region size. However, in the high-SNR regime shown in Fig. 6(a), the SEPM scheme achieves the lowest achievable rate. The reason is as follows. Note that the channel total power and channel condition number $\zeta = \frac{\max(\mathrm{diag}(\Lambda))}{\min(\mathrm{diag}(\Lambda))}$ are two important parameters influencing the MIMO channel capacity in the high-SNR regime. Generally, the channel capacity increases with the channel total power and decreases with $\zeta$ [30]. From Fig. 6(b) and Fig. 6(c), we observe that although the SEPM scheme can achieve the highest channel total power, it has the largest $\zeta$ as well. In other words, the SEPM scheme concentrates most of the channel power on the strongest eigenchannel but sacrifices the performance of the other eigenchannels, and thus the achievable rate is inferior as compared to other schemes in the high-SNR regime. It can be also observed that the channel
Fig. 7. Achievable rate versus SNR for MA-enabled MIMO communication. The total power of the proposed Algorithm 2 increases with the normalized region size and is higher than those of the FPA, APS, RP, and RULA schemes. Besides, the condition number of the proposed Algorithm 2 decreases with the normalized region size and is smaller than those of the FPA, APS, RMA, APS, RP, and RULA schemes. The higher channel total power and lower condition number yield more balanced power distribution over different eigenchannels of the MIMO channel, thus leading to an achievable rate gain over other schemes. The above results indicate that the proposed MA-enabled system can achieve significantly higher achievable rate over the conventional FPA-based MIMO systems by exploring more DoFs in the spatial domain via antenna position optimization, and our proposed Algorithm 2 is able to reshape the MIMO channel matrix into a more favorable condition for achievable-rate maximization.

Then, we consider a setup with $A = 3\lambda$ and two different numbers of channel paths with $L_t = L_r = 3$ and $L_t = L_r = 6$, respectively. Fig. 7 illustrates the achievable rate of the proposed and benchmark schemes versus SNR. It is shown that with the same SNR, the proposed algorithm can achieve larger achievable rate as compared to the schemes with FPAs. For the case with $P/\sigma^2 = 15$ dB and $L_t = L_r = 6$, the proposed scheme has 30.3%, 21.8%, 41.9%, 10.1%, 2.8%, 8.8%, and 7.8% performance improvements over the FPA, AS, SEPM, RMA, APS, RP, and RULA schemes, respectively. Furthermore, it is shown in Fig. 7 that our proposed and SEPM algorithms have almost the same performance when SNR is smaller than $-5$ dB, indicating that the SNR threshold of $-5$ dB guarantees that the proposed algorithm can be approximated by the SEPM scheme in the low-SNR regime. Moreover, for both two cases with different numbers of channel paths, the proposed, RMA, APS, and RP schemes yield a larger achievable rate compared to the FPA and AS schemes with FPAs, and the achievable rate gap increases with the number of channel paths. This is because the small-scale fading becomes stronger as the number of paths increases, and thus the achievable rate has more significant fluctuation in the transmit/receive region, which provides more DoFs on increasing the achievable rate for our proposed MA-enabled MIMO systems.

Furthermore, Fig. 8 shows the achievable rate of different schemes versus $M(N)$. We set $L_t = L_r = 5$, $P/\sigma^2 = 5$ dB, $A = 4\lambda$, $\kappa = 1$, and $M = N$. Under the same $M(N)$, it is observed again that the proposed algorithm can achieve larger achievable rate as compared to the schemes with FPAs. For $M = N = 6$, the proposed scheme achieves 23.6%, 19.3%, 30.1%, 8.0%, 0.8%, 8.4%, and 6.0% performance improvements over the FPA, AS, SEPM, RMA, APS, RP, and RULA schemes, respectively. Moreover, we can see that although the number of parallel data streams is no greater than $\text{rank}(\mathbf{H}(\hat{t}, \hat{r})) \leq \min (L_t, L_r) = 5$, the achievable rate of the proposed algorithm increases with $M(N) > 5$. This is because the total channel power gain increases with the channel dimensions, $M(N)$, and thus larger achievable rate can be achieved with increasing $M(N)$ even for fixed-rank channels.
Finally, we show the achievable rate of the MA and FPA systems versus SNR for different precoding/combining architectures in Fig. 9. We consider the setup with $A = 4A$, $L_t = L_r = 5$, $\kappa = 1$, $M = N = 6$ and $K = 3$ RF chains. We consider three precoding/combining architectures: i) **FD**: let $\mathbf{V} \in \mathbb{C}^{N \times K}$ and $\mathbf{U} \in \mathbb{C}^{M \times K}$ denote the first $K$ columns of $\mathbf{V}$ and $\mathbf{U}$, respectively. Define $\mathbf{P} \triangleq \text{diag}(\sqrt{\rho_1}, \sqrt{\rho_2}, \ldots, \sqrt{\rho_K}) \in \mathbb{C}^{K \times K}$, then, the digital transmit precoding matrix and receive combining matrix are set as $\mathbf{T}^* = \mathbf{V} \mathbf{P}$ and $\mathbf{R}^* = \mathbf{U} \mathbf{P}$, respectively. ii) **AP**: the transmitter employs a diagonal power allocation matrix and an AP matrix, resulting in the equivalent precoding matrix as $e^{j\angle \mathbf{P}} / \sqrt{N}$; and the receiver employs an analog combining matrix as $e^{j\angle \mathbf{P}}$. iii) **HP** [10]: the transmitter employs an AP matrix $\mathbf{T}_{RF} = e^{j\angle \mathbf{T}_C}$ and a digital precoding matrix $\mathbf{T}_{BB} = \sqrt{\mathbf{P}} \mathbf{T}_{RF}^\dagger \mathbf{T}_C^\dagger / \| \mathbf{T}_{RF}^\dagger \mathbf{T}_C^\dagger \|_F$; and the receiver employs an analog combining matrix $\mathbf{R}_{RF} = e^{j\angle \mathbf{R}}$ and a digital combining matrix $\mathbf{R}_{BB} = \mathbf{R}_C^\dagger \mathbf{R}_{RF}$. The equivalent transmit precoding matrix and receive combining matrix are $\mathbf{T}_{RF}^\dagger \mathbf{T}_{BB}$ and $\mathbf{R}_{BB}^\dagger \mathbf{R}_{RF}$, respectively. As shown in Fig. 9, for all precoding/combining architectures, the proposed scheme with MAs outperforms FPA systems in terms of achievable rate. For $P/\sigma^2 = 5$ dB, the achievable rate of the MA-AP system is increased by 16.5%, 25.8%, and 23.0% as compared to that of the FPA-FD, FPA-AP, and FPA-HP systems, respectively. Therefore, MAs can be equipped in HP/AP architectures to reduce the RF chain cost, while higher achievable rate can be achieved compared to the FPA systems.

### V. Conclusion

In this paper, we proposed a new MA-enabled MIMO system to increase the channel capacity by exploiting the antenna position optimization at the transmitter and receiver. We studied the capacity maximization problem for MA-enabled point-to-point MIMO communication, via the joint optimization of the transmit and receive MA positions as well as transmit covariance matrix. An alternating optimization algorithm was proposed to find a locally optimal solution by iteratively optimizing the position of each transmit/receive MA and the transmit covariance matrix with the other variables being fixed. Moreover, alternative algorithms of lower complexity were also proposed for the asymptotically low-SNR regime as well as MISO/SIMO channels. Numerical results showed that our proposed system and algorithm achieve significantly higher capacity over the conventional FPA-based MIMO systems with/without AS in multi-path environment, especially when the transmit/receive region is sufficiently large. Moreover, it was revealed that by jointly optimizing transmit and receive MA positions, the MIMO channel power can be significantly improved while the condition number of the MIMO channel decreases, thus leading to more favorable MIMO channel realizations for enhancing the capacity.

### Appendix

#### A. Derivations of $\nabla \bar{g}(r_m)$ and $\nabla^2 \bar{g}(r_m)$

For ease of exposition, we define

$$
\mathbf{b} \triangleq \mathbf{B}_m \mathbf{f}(r_m^1) \in \mathbb{C}^{L_r}.
$$

Further denote the $q$th entry of $\mathbf{b}$ as $b_q = |b_q|e^{j\angle b_q}$, with amplitude $|b_q|$ and phase $\angle b_q$. Thus, $\bar{g}(r_m)$ can be written as

$$
\bar{g}(r_m) = \Re \left\{ \mathbf{b}^H \mathbf{f}(r_m) \right\}
= \Re \left\{ \sum_{q=1}^{L_r} |b_q|e^{j \left( \frac{\pi}{L_r} (x_{r,m} \sin \theta_q^r + y_{r,m} \cos \theta_q^r) - \angle b_q \right)} \right\}
= \sum_{q=1}^{L_r} |b_q| \cos \left( \kappa^q(r_m) \right),
$$

with $\kappa^q(r_m) \triangleq 2\pi \rho^q_{B}(r_m) / \lambda - \angle b_q$. Recalling that $r_m = [x_{r,m}, y_{r,m}]^T$, the gradient vector and Hessian matrix of $\bar{g}(r_m)$ over $r_m$ can be represented as $
abla \bar{g}(r_m) = \left[ \frac{\partial \bar{g}(r_m)}{\partial x_{r,m}}, \frac{\partial \bar{g}(r_m)}{\partial y_{r,m}} \right]^T$ and $\nabla^2 \bar{g}(r_m) = \left[ \begin{array}{cc} \frac{\partial^2 \bar{g}(r_m)}{\partial x_{r,m}^2} & \frac{\partial^2 \bar{g}(r_m)}{\partial x_{r,m} \partial y_{r,m}} \\ \frac{\partial^2 \bar{g}(r_m)}{\partial y_{r,m} \partial x_{r,m}} & \frac{\partial^2 \bar{g}(r_m)}{\partial y_{r,m}^2} \end{array} \right]$, respectively. Thus, we have

$$
\frac{\partial \bar{g}(r_m)}{\partial x_{r,m}} = -\frac{2\pi}{\lambda} \sum_{q=1}^{L_r} |b_q| \sin \theta_q^r \cos \phi_q^r \sin \left( \kappa^q(r_m) \right),
$$

and

$$
\frac{\partial \bar{g}(r_m)}{\partial y_{r,m}} = -\frac{2\pi}{\lambda} \sum_{q=1}^{L_r} |b_q| \cos \theta_q^r \sin \left( \kappa^q(r_m) \right),
$$

and

$$
\frac{\partial^2 \bar{g}(r_m)}{\partial x_{r,m}^2} = -\frac{4\pi^2}{\lambda^2} \sum_{q=1}^{L_r} |b_q| \sin^2 \theta_q^r \cos^2 \phi_q^r \cos \left( \kappa^q(r_m) \right),
$$

$$
\frac{\partial^2 \bar{g}(r_m)}{\partial x_{r,m} \partial y_{r,m}} = -\frac{4\pi^2}{\lambda^2} \sum_{q=1}^{L_r} |b_q| \sin \theta_q^r \cos \phi_q^r \cos \phi_q^r \cos \left( \kappa^q(r_m) \right),
$$

$$
\frac{\partial^2 \bar{g}(r_m)}{\partial y_{r,m} \partial x_{r,m}} = -\frac{4\pi^2}{\lambda^2} \sum_{q=1}^{L_r} |b_q| \sin \theta_q^r \cos \phi_q^r \cos \phi_q^r \cos \left( \kappa^q(r_m) \right),
$$

$$
\frac{\partial^2 \bar{g}(r_m)}{\partial y_{r,m}^2} = -\frac{4\pi^2}{\lambda^2} \sum_{q=1}^{L_r} |b_q| \cos^2 \theta_q^r \cos \left( \kappa^q(r_m) \right). \quad (41)
$$
B. Construction of $\delta_m$

Based on the definition of $\nabla^2 \hat{g}(r_m)$ in Appendix A, we have

$$\|\nabla^2 \hat{g}(r_m)\|_F^2 = \left(\frac{\partial g(r_m)}{\partial x_m} \frac{\partial g(r_m)}{\partial x_m}\right)^2 + \left(\frac{\partial g(r_m)}{\partial y_m} \frac{\partial g(r_m)}{\partial y_m}\right)^2 \leq 4 \frac{4\pi^2}{\lambda^2} \sum_{q=1}^{L_s} |b_q|^2 \leq 4 \frac{4\pi^2}{\lambda^2} \sum_{q=1}^{L_s} |b_q|^2 (42)$$

Since $\|\nabla^2 \hat{g}(r_m)\|_F^2 \geq \nabla^2 \hat{g}(r_m)$, we can select $\delta_m$ as

$$\delta_m = \frac{8\pi^2}{\lambda^2} \sum_{q=1}^{L_s} |b_q|^2$$

satisfying $\delta_m \geq \|\nabla^2 \hat{g}(r_m)\|_2$, and thus we have $\delta_m I_2 \geq \nabla^2 \hat{g}(r_m)$.
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