Quantum Fluctuations to Cause the Breakdown of the Spin-1 Haldane Phase
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Investigating quantum fluctuations in the ground states of $S = 1$ quantum antiferromagnetic spin chains described by the bilinear-biquadratic Hamiltonian $H = \sum_i (S_i \cdot S_{i+1} + \frac{1}{3}(S_i \cdot S_{i+1})^2)$, we study a mechanism of the breakdown of the Haldane phase. Based on the valence-bond-solid structure, but replacing two links of them by triplet bonds (crackions), we construct a trial wave function which is singlet and translationally invariant, where the crackion-crackion distance is regarded as a variational parameter. At $\beta < 1/3$, the minimization of the variational energy results in a bound state of crackions, while at $\beta > 1/3$, crackions come to be set free from their bound state with increase of $\beta$ and the chain length. We point out that the breakdown of the Haldane phase with $\beta$ approaching 1 can be attributed to the collapse of the bound state and the growth of a short-range repulsive interaction between crackions.

PACS numbers: 75.10.Jm, 75.50.Ee,75.60.Ch

I. INTRODUCTION

Since Haldane [1] proposed that the one-dimensional spin-$S$ Heisenberg antiferromagnet should exhibit qualitatively different properties according to whether $S$ is integer or half odd integer, low-temperature properties of integer-spin chains have been of great interest. Various numerical tools [2,3,4,5,6] brought us precise estimates of the excitation gap immediately above the ground state and visualized the Haldane massive phase. On the other hand, a rigorous treatment [7] performed by Affleck, Kennedy, Lieb, and Tasaki (AKLT) considerably contributed to understanding of the physical mechanism of this phenomenon. They considered a special bilinear-biquadratic Hamiltonian of $S = 1$,

$$H = \sum_i \left[ S_i \cdot S_{i+1} + \frac{1}{3}(S_i \cdot S_{i+1})^2 \right], \quad (1.1)$$

and constructed its ground state using valence bonds, which they call a valence-bond-solid (VBS) state. This model possesses the unique disordered ground state with a finite gap to the excited states and therefore exhibits the typical nature peculiar to the Haldane phase. Keeping in mind that within a naive variational treatment [8,9,10,11], the ground states of a certain class of Hamiltonians are all approximated by the VBS state, we are convinced that the appearance of the Haldane phase is generally described in terms of the VBS picture.

The AKLT model reveals that there lies a hidden topological order [12,13] in the Haldane phase, which can be measured by the string order parameter of den Nijs and Rommelse [14].

$$O_{\text{string}}^z = \lim_{|i-j| \to \infty} \langle S_i^z \prod_{k=i}^{j-1} \exp[i\pi S_k^z] S_j^z \rangle, \quad (1.2)$$

where $\langle \rangle$ denotes the expectation value in the ground state. Since the string order parameter takes its full value $4/9$ in the VBS state, any excitation of the VBS state should more or less reduce the hidden antiferromagnetic order. A local defect in the VBS state is obtained by replacing its arbitrary link by a triplet bond [15]. This spin-1 excitation, which is called a crackion, has a solitonic nature. Actually, a moving crackion and a moving domain wall in the hidden antiferromagnetic order both result in the same dispersion relation [16]. Furthermore, Scharf and Mikeska [17] reported that modified crackions, which they call dressed solitonic excitations, almost perfectly reproduce the low-lying excitations of the AKLT model [18]. Not only variational treatments [20,21,22] but also numerical investigations [23,24,25,26,27] showed that the idea of domain walls appearing in the hidden order well applies to the low-lying excitations of the Heisenberg Hamiltonian as well.

Thus the low-energy structure of $S = 1$ antiferromagnetic spin chains is well described by the VBS ground state and the solitonic excitations in its hidden topological order. However, we have, on the other hand, to recognize that once the Hamiltonian deviates from the AKLT point, quantum fluctuations begin to destroy the perfect hidden order. At the Heisenberg point, for example, $O_{\text{string}}^z$ is reduced to 0.374 [23,24,25,26,27]. Although the VBS model elucidates the essential mechanism of the appearance of the Haldane phase, the breakdown of the Haldane phase is never understood without consideration of the quantum fluctuations. Since a density-matrix renormalization-group calculation [27] suggests that $O_{\text{string}}^z$ persists as far as the system lies in the Haldane phase, the breakdown mechanism must be revealed in clarifying how the string order is reduced and disappears. Why is $O_{\text{string}}^z$ able to remain finite in spite of fluctuations? What is the driving force of the collapse of the string order? In answering these questions, we have first to recognize that there exist two mechanisms to destroy the string order. One may be called the thermal
mechanism and explains how the string order vanishes at finite temperatures. The other may generically be called the quantum mechanism and explains how the ground-state phase transitions occur. The qualitative difference between them was pointed out by the present author and Miyashita [24]. Making use of quantum Monte Carlo snapshots, they demonstrated that thermal fluctuations can cause the collapse of the string order, whereas quantum fluctuations no more than reduce the string order (Fig. 6). It is worth mentioning that thermal and quantum fluctuations should be distinguished only in integer-spin chains. Figures 6(a) and 6(b) show that for $S = 1/2$ both thermal and quantum fluctuations merely result in a pair of domain walls in the antiferromagnetic order and therefore there is no qualitative difference between them. Thus we are well convinced that thermal fluctuations induced in the $S = 1$ Haldane phase indeed lead to the collapse of the string order. On the other hand, quantum Monte Carlo observations [24] of the ground state of the Heisenberg Hamiltonian suggest that there exists an attractive interaction between topological defects, which confines quantum fluctuations to producing local effects on the hidden order. Furthermore, the present author [24] analytically demonstrated that quantum-mechanically induced solitonic excitations are stabilized into a strongly bound state at the Heisenberg point. That is why the string order parameter persists, in spite of fluctuations, in the ground state of the $S = 1$ Heisenberg model.

Now we have to recognize that the quantum breakdown of the Haldane phase has remained unexplained. How does the bound state of the solitonic excitations behave as the Hamiltonian approaches critical points? This is the interest in this article. Because of two reasons, we take the $S = 1$ bilinear-biquadratic Hamiltonian

$$\mathcal{H} = \sum_{i=1}^{L} [S_i \cdot S_{i+1} + \beta (S_i \cdot S_{i+1})^2],$$

(1.3)
on a ring of $L$ sites for our subject. First, the model contains the AKLT point, which allows us to make a variational approach at the idea of crackions appearing in the VBS background. Second, the model contains explicit critical points, which were revealed by the Bethe-ansatz method. One is the Uimin-Lai-Sutherland (ULS) point [25,31] of $\beta = 1$ and the the other is Takhtajan-Babujian (TB) point [32,33] of $\beta = -1$. Hence we can take advantage of the knowledge on the boundaries of the Haldane phase in investigating the mechanism of its breakdown. It is the growth of quantum fluctuations with $\beta$ moving from $1/3$ to $1$ that we explicitly discuss here. Another boundary of the Haldane phase, $\beta = -1$, seems to be so far from the AKLT point as not to allow us to approach it with the same scenario as demonstrated in this article. We will briefly mention another possible scenario to destroy the string order in the final section.

Although quantum Monte Carlo snapshots are quite helpful in getting a qualitative view of fluctuations [24], they are not naively available in the region of $\beta > 0$ due to the negative-sign problem. Therefore, in order to investigate quantum fluctuations, we make an analytic approach constructing a physically-motivated trial wave function for the ground state. Here, we take little interest in obtaining a superior variational bound [10] on the ground state energy but lay a great emphasis on clarifying how the pair-crackion fluctuations grow as $\beta$ moves away from $1/3$. The trial wave function is naive but interestingly suggests a probable mechanism for the breakdown of the Haldane phase caused by quantum fluctuations.

### II. TRIAL WAVE FUNCTION

Before constructing a trial wave function, we briefly review our knowledge on the ground state of the model as a function of $\beta$. For recent years, the model has vigorously been argued and up to now turned out to exhibit at least three different phases:

1. $-1 < \beta < 1$: Haldane phase [15] with a unique disordered ground state and a gapped spectrum.
2. $\beta < -1$: Dimerized phase [34,35,36] with twofold degenerate ground states and a gapped spectrum.
3. $1 < \beta$: Trimerized phase [37,38,39] with threefold degenerate ground states. Whether the spectrum is gapped or gapless has less been settled so far.

A qualitative description of the phase diagram is obtained by a simple variational treatment [8,9,22] employing three different balance-bond states,

$$|VBS(L)\rangle = \text{Tr} [g^1_i \otimes g^2_i \otimes \cdots \otimes g^L_i],$$

(2.1a)

$$|\text{Dimer}(L)\rangle = \text{Tr} [f^{i+}_{2i} \otimes f^{i+}_{2i} \otimes \cdots \otimes f^{i+}_{2L}],$$

(2.1b)

$$|\text{Trimer}(L)\rangle = \text{Tr} [h^1_i \otimes h^2_i \otimes \cdots \otimes h^L_i],$$

(2.1c)

where

$$g^s_i = \begin{bmatrix} -|0\rangle_i & -\sqrt{2} |+\rangle_i \\ \sqrt{2} |\rangle_i & |0\rangle_i \end{bmatrix},$$

(2.2a)

$$f^{i+}_{2i-1} = \begin{bmatrix} |\rangle_{2i-1} & |0\rangle_{2i-1} & |+\rangle_{2i-1} \end{bmatrix},$$

(2.2b)

$$h^s_{3i-2} = \begin{bmatrix} \sqrt{2} |\rangle_{3i-2} & |0\rangle_{3i-2} & \sqrt{2} |\rangle_{3i-2} \end{bmatrix}$$

$$h^s_{3i-1} = \begin{bmatrix} 0 & \sqrt{2} |\rangle_{3i-1} & -|0\rangle_{3i-1} \\ -\sqrt{2} |\rangle_{3i-1} & 0 & \sqrt{2} |\rangle_{3i-1} \\ |0\rangle_{3i-1} & -\sqrt{2} |\rangle_{3i-1} & 0 \end{bmatrix},$$

$$h^s_{3i} = \begin{bmatrix} \sqrt{2} |\rangle_{3i} & |0\rangle_{3i} & \sqrt{2} |\rangle_{3i} \end{bmatrix},$$

(2.2c)

with $|+\rangle_i$, $|0\rangle_i$, $|\rangle_i$ being the $S^z_i$ eigenstates for eigenvalues $1$, $0$, $-1$, respectively. $|VBS(L)\rangle$ is the VBS state of AKLT type, which is homogeneous. $|\text{Dimer}(L)\rangle$ and $|\text{Trimer}(L)\rangle$ represent balance-bond states which are dimerized and trimerized, respectively. The linear combination of these three states,
\[ |\Phi(L; \theta, \phi)\rangle = \cos \theta |\text{VBS}(L)\rangle + \sin \theta \cos \phi |\text{Dimer}(L)\rangle + \sin \theta \sin \phi |\text{Trimer}(L)\rangle, \]  

may be a naive but suggestive variational wave function for the ground state of the present Hamiltonian, where \[|A\rangle\] denotes the norm of the state vector \[|A\rangle\]. Because of the asymptotic orthogonality between the different balance-bond states, \[|\Phi(L; \theta, \phi)\rangle\] is correctly normalized in the thermodynamic limit. The variational energy is obtained as

\[ \lim_{L \to \infty} \frac{\langle \Phi(L; \theta, \phi)|H|\Phi(L; \theta, \phi)\rangle}{L} = -\frac{4}{3} + 2\beta + \sin^2 \theta \left[ \frac{1}{3} + \frac{2}{3}\beta + \sin^2 \phi \left( \frac{1}{3} - \frac{14}{9}\beta \right) \right], \]  

which leads to a simple solution,

\[ \begin{align*}
\theta &= \frac{\pi}{2}, \quad \phi = 0 \quad (\beta < -\frac{1}{2}), \\
\theta &= 0 \quad \left(-\frac{1}{2} < \beta < \frac{3}{4}\right), \\
\theta &= \frac{\pi}{2}, \quad \phi = \frac{\pi}{2} \quad (\frac{3}{4} < \beta).
\end{align*} \tag{2.5} \]

Thus we expect that in a certain region around the AKLT point, the low-energy physics of the model may be described in terms of the VBS picture. Although the model encounters a commensurate-incommensurate crossover at a certain positive value of \(\beta\), the gapped spectrum and the string order parameter both persist in the whole region between the TB \((\beta = -1)\) and the ULS \((\beta = 1)\) points. \(\Box\)

We propose an idea of recognizing the breakdown of the Haldane phase with \(\beta\) moving away from the AKLT point as the growth of quantum fluctuations in the hidden antiferromagnetic order. The crackion with its spin projection \(\lambda(\lambda = +, 0, -)\) is created at the bond between sites \(i\) and \(i + 1\) replacing \(g^i_0\) by \(g^i_\lambda\) \(\Box\), where

\[ g^+ = \begin{bmatrix} \sqrt{2}^+ \rangle 0 \\ -\langle 0 | \sqrt{2}^- \end{bmatrix}, \quad g^0 = \begin{bmatrix} -\langle 0 | \sqrt{2}^+ \\ 0 \langle 0 | \sqrt{2}^- \end{bmatrix}, \quad g^- = \begin{bmatrix} 0 -\langle 0 | \sqrt{2}^+ \\ 0 \langle 0 | \sqrt{2}^- \end{bmatrix}. \tag{2.6} \]

The site indices have been omitted in Eq. (2.3) for the sake of simplicity. In order to describe the ground state, we introduce a trial wave function of zero momentum with a pair of crackions,

\[ |\Psi(L; l, \alpha)\rangle = \frac{1}{\sqrt{L}} \sum_{i=1}^L \frac{\langle |\Psi_{i,i+l}^+(L)\rangle |\Psi_{i,i+l}^-(L)\rangle}{|\Psi_{i,i+l}^+(L)\rangle |\Psi_{i,i+l}^-(L)\rangle} + \frac{\langle |\Psi_{i,i+l}^0(L)\rangle |\Psi_{i,i+l}^0(L)\rangle}{|\Psi_{i,i+l}^0(L)\rangle |\Psi_{i,i+l}^0(L)\rangle} - \alpha \frac{|\Psi_{i,i+l}^0(L)\rangle |\Psi_{i,i+l}^0(L)\rangle}{|\Psi_{i,i+l}^0(L)\rangle |\Psi_{i,i+l}^0(L)\rangle}, \tag{2.7} \]

where

\[ |\Psi_{i,i+l}^{\lambda\mu}(L)\rangle = \begin{cases} \text{Tr} \left[ g^i_\lambda \otimes \cdots \otimes g^i_{l-1} \otimes g^i_\mu \otimes g^i_{l+1} \otimes \cdots \otimes g^i_L \right] & \text{for } 1 \leq l \leq L/2, \\
\text{Tr} \left[ g^i_\lambda \otimes \cdots \otimes g^i_L \right] & \text{for } l = 0. \end{cases} \tag{2.8} \]

Here, the crackion-crackion distance \(l\) is regarded as a variational parameter, whereas \(\alpha\) has just been introduced so as to symmetrize the two crackions into a spin singlet. The condition of the total spin singlet,

\[ \sum_{i,j=1}^L \langle |\Psi(L; l, \alpha)\rangle |S_i \cdot S_j| |\Psi(L; l, \alpha)\rangle = 0, \tag{2.9} \]

results in

\[ \alpha = \alpha_0 \equiv \sqrt{\frac{3L + 3(-1)^L}{3L + (-1)^3L} + (-1)^3L - (-1)L}. \tag{2.10} \]

We note that \(\alpha_0\) generally deviates from unity. This is because a crackion has its internal structure and spreads over neighboring sites. It is convincing that \(\alpha_0\) coincides with unity only in the limit of \(L \to \infty\) and \(l(\leq L/2) \to \infty\). On the other hand, the minimization of the variational energy with respect to \(\alpha\),

\[ \frac{\partial}{\partial \alpha} \langle |\Psi(L; l, \alpha)\rangle |H| |\Psi(L; l, \alpha)\rangle = 0, \tag{2.11} \]

also results in Eq. (2.10). In this sense the trial wave function employed is reasonable enough to investigate the ground-state fluctuations of the present Hamiltonian.

Hereafter we fix \(\alpha\) to \(\alpha_0\) and calculate the variational energy as a function of \(L, l, \) and \(\beta\),

\[ E(L; l, \beta) \equiv \frac{\langle |\Psi(L; l, \alpha_0)\rangle |H| |\Psi(L; l, \alpha_0)\rangle}{\langle |\Psi(L; l, \alpha_0)\rangle |\Psi(L; l, \alpha_0)\rangle} - E(L; 0, \beta). \tag{2.12} \]

The stabilization of the two-crackion state is measured by the energy difference

\[ \Delta E(L; l, \beta) \equiv E(L; l, \beta) - E(L; 0, \beta). \tag{2.13} \]

The variational energy (2.12) is constructed from the quantum averages \(\langle |\Psi_{i,i+l}^{\lambda\mu}(L)\rangle |S_m \cdot S_{m+1}| |\Psi_{j,j+l}^{\mu\nu}(L)\rangle \) and \(\langle |\Psi_{i,i+l}^{\lambda\mu}(L)\rangle |S_m \cdot S_{m+1}|^2 |\Psi_{j,j+l}^{\mu\nu}(L)\rangle\), which are represented in the form of matrix-product type and therefore calculated by the use of the transfer-matrix technique (2.3) \(\Box\). The calculation is straightforward but exhausting due to plenty of indices appearing in the matrix elements. The explicit form of the variational energy is too lengthy to be presented even though \(\alpha\) is fixed.
III. RESULTS

First, let us concentrate our attention on the Heisenberg point $\beta = 0$. We list in Table I the stabilization energy of the two-crackion state, $\Delta E(L; l, 0)$. With $\Delta E(L; l, 0) < 0$, a pair of crackions with their distance $l$ may spontaneously occur in a chain of length $L$. The crackion fluctuation is even unstable in too short chains. Actually, at $L < 8$, the VBS state itself turns out to be the variational bound. However, a pair of crackions come to be stabilized into a strongly bound state with increase of $L$. The extremely small energy stabilization at $l = 1$ may be attributed to the fact that a crackion spreads over two sites. As $L$ increases, the crackion pairs with larger values of $l$ are stabilized one after another. However, the maximum distance between crackions keeping their formation energy negative stays four at $L = 1000$ and five even at $L = 10000$. Therefore two crackions can hardly move away from each other. Regarding $L$, as well as $l$, as a variational parameter, we obtain the variational bound on the ground-state energy per site, $-1.37012987$, at $L = 56$ and $l = 2$. Further increase of the chain length only reduces the crackion effect and ends in no stabilization:

$$S_i^+ S_{i+l}^- |\text{VBS}(L)\rangle = -|\Psi_{i-1,i+l-1}^{\pm -}(L)\rangle + |\Psi_{i-1,i+l}^{\pm +}(L)\rangle + |\Psi_{i,i+l-1}^{\pm -}(L)\rangle - |\Psi_{i,i+l}^{\pm +}(L)\rangle,$$

(3.2)

where we assume that $l \geq 2$. Considering that spin flips in pairs keeping the total magnetization constant do not necessarily cause a soliton-antisoliton pair in the hidden order (Fig. 3), the present variational calculation is well consistent with a direct observation of the ground state (Fig. 3).

Next, let us turn on the biquadratic interaction between neighboring spins. We plot in Fig. 6 the stabilization energy of the two-crackion state, $\Delta E(L; l, \beta)$, as a function of $l$ changing $L$ and $\beta$. The singularity observed around $L = l/2$ should be attributed to the periodic boundary condition. We find that the bound state of crackions, which is fully stabilized at the Heisenberg point, becomes less stable with increase of $\beta$. It is a matter of course that any crackion fluctuation causes an increase of the energy at the AKLT point $\beta = 1/3$, where the VBS state with the perfect hidden order is the exact ground state. Interestingly, in long enough chains at $\beta > 1/3$, a pair of crackions are less stable in a bound state than when they are far away from each other. As $\beta$ moves away from $1/3$ toward $1$ as well as with increase of $L$, the attractive interaction between crackions changes into a repulsive one at small values of $l$. Although the stabilization energy per site is more and more reduced as $L$ increases due to the reduction of the crackion density, yet the biquadratic interaction indeed turns the formation energy of well-separated two crackions negative in long enough chains. Hence a pair of crackions are set free from their bound state and are stabilized in their wide-range breathing motion with large enough values of $\beta$ in long enough chains, as is illustrated in Fig. 6.

IV. SUMMARY AND DISCUSSION

We have investigated quantum fluctuations in the ground state of the spin-1 chain with the bilinear-biquadratic Hamiltonian. With the help of quantum Monte Carlo observations of the ground state, we have constructed a trial wave function with a pair of crackions appearing in the VBS background. We have demonstrated that two crackions are indeed stabilized into a strongly bound state at the Heisenberg point. While Monte Carlo snapshots are not available in the region of $\beta > 1$ due to the negative-sign problem, we have analytically revealed the scenario for the quantum mechanical collapse of the string order with $\beta$ approaching $1$. The disappearance of the attractive interaction sets crackions free from their bound state and the growth of a repulsive interaction causes crackions to move away from each other. Besides the biquadratic interaction, there are many other factors to cause the breakdown of the Haldane
phase, such as an alternating or anisotropic interaction \[ \beta = 1/3 \] or \[ \beta = 1 \]. Therefore there may be any other scenario for quantum phase transitions. Actually we can not describe the Haldane-to-dimer phase transition with \( \beta \) approaching \(-1\) by the same scenario. As \( \beta \) moves from \( 1/3 \) to \(-1\), the bound state of crackions remains fully stabilized. The TB point \( \beta = -1 \) might be too far from the AKLT point \( \beta = 1/3 \) to be discussed sharing the same physics with the VBS Hamiltonian. However, the picture of crackion pairs moving in the VBS background is still totally valid at the Heisenberg point \[ \beta = 1 \]. Even though two crackions are stabilized into a bound state, bound crackion pairs with a high enough density can cause the collapse of the string order. The breakdown mechanism of the Haldane phase with \( \beta \) approaching \(-1\) may be beyond the present approximation neglecting any interaction between crackion pairs. Since it is hardly feasible to perform a direct calculation of numbers of crackions keeping a definite picture of fluctuations, we expect alternative approaches [12][24] in the region of \( \beta < 0 \). Compared with the thermal breakdown, quantum phase transitions are various and complicated. We hope the present argument will motivate further study on the quantum mechanical breakdown of the Haldane phase.
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FIG. 1. Typical fluctuations of the spin configuration. The black triangle denotes a domain wall in the (hidden) antiferromagnetic order. (a) A thermal fluctuation in the $S = 1$ system, which allows the total magnetization to change and therefore leads to the collapse of the long-range hidden antiferromagnetic order. (b) A quantum fluctuation in the $S = 1$ system, which keeps the total magnetization constant and therefore only produces a local effect on the hidden antiferromagnetic order. (c) A thermal fluctuation in the $S = 1/2$ system, which is, in contrast with the $S = 1$ case, nothing more than a local effect on the antiferromagnetic order. (d) A quantum fluctuation in the $S = 1/2$ system, which locally disturbs the antiferromagnetic order.

FIG. 2. Quantum fluctuations in the $S = 1$ ground state, where the total magnetization is kept constant and therefore spins flip in pairs. The black triangle denotes a domain wall in the hidden antiferromagnetic order. In the case (a), a soliton-antisoliton pair appears in the hidden order, whereas in the case (b), there appears no defect in the hidden order.

FIG. 3. A quantum Monte Carlo snapshot of the transformed two-dimensional Ising system of $L = 100$ at the $S = 1$ Heisenberg point under the temperature $k_B T = 0.02$, where the horizontal and the vertical axes denote the chain and the Trotter directions corresponding to space and time, respectively. The temperature taken is low enough to represent the ground-state properties. We have set the Trotter number $n$ equal to 48 and show the passage of time corresponding to $1/4k_B T$. We encircle the antiphase domains which have the hidden antiferromagnetic order opposite to the background. The location of the domain walls is specified inevitably with some uncertainty owing to the liquid-like nature of the VBS state.

FIG. 4. The stabilization energy of the two-crackion state as a function of the crackion-crackion distance $l$ at various values of the chain length $L$ and the biquadratic interaction $\beta$, $\Delta E(L; l, \beta) = E(L; l, \beta) - E(L; 0, \beta)$. (a) $L = 80$, (b) $L = 160$, (c) $L = 240$, (d) $L = 320$.

FIG. 5. Schematic representation of the ground-state spin configurations at distinct regions of the biquadratic interaction $\beta$. The black triangle denotes a domain wall in the hidden antiferromagnetic order. (a) The AKLT point $\beta = 1/3$. We observe a perfect hidden antiferromagnetic order. (b) $\beta < 1/3$. The domain walls are stabilized into a bound pair. The hidden antiferromagnetic order is reduced but still persists. (c) $\beta > 1/3$. The domain walls are set free from their bound state. The hidden antiferromagnetic order is nonlocally broken.
| $L$ | 0 | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 | 110 | 120 | 130 | 140 | 150 | 160 |
|-----|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1   | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 | -0.00000 |
| 2   | 0.02015 | -1.33333 | -2.02990 | -2.76190 | -3.15152 | -3.43860 | -3.65891 | -3.83333 | -3.97484 | -4.09195 | -4.20094 | -4.27513 | -4.34706 | -4.46586 | -4.51515 | -4.59514 | -4.63430 | -4.66667 |
| 3   | 2.21638 | 1.43089 | 0.73563 | 0.11554 | -0.43986 | -0.94118 | -1.39564 | -1.80952 | -2.18803 | -2.53552 | -2.89508 | -3.25585 | -3.61662 | -3.97739 | -4.33815 | -4.69892 | -5.05969 | -5.42046 | -5.78123 |
| 4   | 2.57370 | 2.44126 | 2.31010 | 2.18079 | 2.05330 | 1.92758 | 1.80600 | 1.68132 | 1.56071 | 1.44173 | 1.32274 | 1.20375 | 1.08476 | 0.96577 | 0.84678 | 0.72779 | 0.60880 | 0.48981 | 0.37082 |
| 5   | 2.72694 | 2.71098 | 2.69141 | 2.67187 | 2.65236 | 2.63289 | 2.61345 | 2.59403 | 2.57465 | 2.55530 | 2.53626 | 2.51722 | 2.49818 | 2.47914 | 2.46010 | 2.44105 | 2.42201 | 2.40297 | 2.38393 |
| 6   | 2.67040 | 2.69500 | 2.69236 | 2.68971 | 2.68706 | 2.68441 | 2.68177 | 2.67912 | 2.67648 | 2.67383 | 2.67119 | 2.66854 | 2.66590 | 2.66325 | 2.66061 | 2.65797 | 2.65533 | 2.65269 | 2.65005 |
| 7   | 2.60728 | 2.71581 | 2.71546 | 2.71511 | 2.71476 | 2.71441 | 2.71407 | 2.71372 | 2.71337 | 2.71302 | 2.71267 | 2.71232 | 2.71197 | 2.71163 | 2.71128 | 2.71093 | 2.71058 | 2.71023 | 2.70988 |
| 8   | 2.28123 | 2.70902 | 2.70898 | 2.70893 | 2.70889 | 2.70884 | 2.70880 | 2.70875 | 2.70871 | 2.70866 | 2.70862 | 2.70858 | 2.70853 | 2.70849 | 2.70844 | 2.70840 | 2.70835 | 2.70831 | 2.70826 |
| 9   | 2.07817 | 2.70813 | 2.70808 | 2.70804 | 2.70799 | 2.70795 | 2.70791 | 2.70786 | 2.70782 | 2.70777 | 2.70772 | 2.70768 | 2.70764 | 2.70760 | 2.70755 | 2.70751 | 2.70747 | 2.70742 | 2.70738 |
| 10  | 2.07073 | 2.70756 | 2.70751 | 2.70746 | 2.70741 | 2.70736 | 2.70731 | 2.70727 | 2.70722 | 2.70717 | 2.70712 | 2.70708 | 2.70704 | 2.70700 | 2.70695 | 2.70691 | 2.70686 | 2.70682 | 2.70677 |
| 11  | 2.07022 | 2.70187 | 2.70152 | 2.70118 | 2.70083 | 2.70048 | 2.70013 | 2.69978 | 2.69944 | 2.69909 | 2.69874 | 2.69840 | 2.69806 | 2.69772 | 2.69738 | 2.69704 | 2.69670 | 2.69636 | 2.69602 |
| 12  | 2.07028 | 2.70724 | 2.70719 | 2.70714 | 2.70710 | 2.70706 | 2.70701 | 2.69697 | 2.69692 | 2.69688 | 2.69684 | 2.69680 | 2.69676 | 2.69672 | 2.69668 | 2.69664 | 2.69660 | 2.69656 | 2.69652 |
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(a) \( +000--00+-+0+\beta = \frac{1}{3} \)

(b) \( +000---+++0+\beta < \frac{1}{3} \)

(c) \( +000--00+-+0+\beta > \frac{1}{3} \)
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