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Abstract

We study a variety of problems about homothets of sets related to the Kakeya conjecture. In particular, we show many of these problems are equivalent to the arithmetic Kakeya conjecture of Katz and Tao. We also provide a proof that the arithmetic Kakeya conjecture implies the Kakeya conjecture for packing dimension, as this implication was previously only known for Minkowski dimension.

We consider several questions analogous to the classical results of Stein and Bourgain about the Lebesgue measure of a set containing a sphere centered at every point of \( [0, 1]^n \), where we replace spheres by arbitrary polytopes. We give a lower bound for polytopes in \( \mathbb{R}^n \), and show that this is sharp for simplices. Finally, we generalize number theoretic methods of Green and Ruzsa to study patterns in number fields and thereby provide upper bounds for several of these homothet problems.
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1. Introduction

1.1 Geometric motivation

Our journey begins with a classical and deep result—discovered first by Stein for \( n \geq 3 \), and then independently by Bourgain \[2\] and Marstrand \[12\] for \( n = 2 \)—that any set \( B \subset \mathbb{R}^n \) containing a sphere \( S^{n-1} \) centered at each point of \( \mathbb{R}^n \) must have positive Lebesgue measure. This was sharpened by Wolff \[20\], \[21\] and Mitsis \[13\] to show the following. Suppose that \( B \) contains a sphere centered at each point of a set \( S \subset \mathbb{R}^n \). If \( \dim_H S \leq 1 \), then \( \dim_H B \geq n - 1 + \dim_H S \). If \( \dim_H S > 1 \), then \( B \) must have positive Lebesgue measure, hence \( \dim_H B = n \). Moreover, Talagrand \[17\] and Mitsis \[13\] showed that this is sharp for the threshold \( \dim_H S = 1 \): there exists a set of Lebesgue measure zero containing a sphere centered at each point of a straight line \( S \) in \( \mathbb{R}^n \).

Keleti, Nagy, and Shmerkin showed, perhaps surprisingly, that when \( n = 2 \), these statements do not hold if the circles are replaced by the boundaries of axis-parallel squares. Namely, for every \( s \in [0, 2] \), there exist compact sets \( S, B \subset \mathbb{R}^2 \) such that \( B \) contains the boundary of a square centered at each point of \( S \), \( \dim_H S = s \), and \( \dim_H B = 1 \) (\[10\]). Moreover, this result holds identically for all polygons and, indeed, generalizes for all polytopes in \( \mathbb{R}^n \) due to Chang, Csörnyei, Hera, and Keleti \[4\].

What does not hold identically for all polygons and polytopes is the corresponding question for Minkowski and packing dimensions. We will illustrate this by contrasting the results for cubes and simplices. In \[19\], Thornton generalized a result of Keleti et al. to show that if \( B \subset \mathbb{R}^n \) contains the boundary of an axis-parallel \( n \)-cube centered at each point in \( [0, 1]^n \), then for \( \dim = \dim_M \) or \( \dim_P \), \( \dim B \geq n - \frac{1}{2n} \), and this is sharp.
For simplices, on the other hand, we show here that if \( B \subset \mathbb{R} \) contains a homothetic copy of an \( n \)-simplex centered at each point in \( \mathbb{R}^n \), then \( \dim B \geq n - 1/(n + 1) \), and this is sharp as well. In fact, we show that this lower bound holds for all convex polytopes in \( \mathbb{R}^n \), although it is likely not sharp.

The general geometric problem is of the following type.

**Problem 1.1.** Let \( p \subset \mathbb{R}^n \) be a set not containing its center. If \( B \subset \mathbb{R}^n \) contains a homothet of \( p \) centered at each point of \( \mathbb{R}^{n-1} \), what is the dimension of \( B \)?

We are most interested in the case when \( p \) is the boundary of a closed convex body. For convenience, for the rest of this paper we will write “convex polytope” instead of “boundary of a convex polytope”, i.e. we say \( p \) is an \( n \)-simplex if \( p \) is the boundary of an \( n \)-simplex. We summarize the results in the following table. Let \( g^M_n(p) \) (resp. \( g^P_n(P) \) and \( g^H_n(p) \)) denote the minimal Minkowski (resp. packing and Hausdorff) dimension of a set containing a homothet of \( p \) centered at each point of \( \mathbb{R}^n \). When the dimension \( n \) is clear from context, we omit the subscript.

| \( p \)                        | \( g^H(p) \) | \( g^P(p) \) or \( g^M(p) \) |
|--------------------------------|-------------|-----------------------------|
| \( n \)-simplex                | \( n - 1 \) | \( n - \frac{1}{n+1} \) (Theorem 4.10) |
| \( n \)-cube                   | \( n - 1 \) | \( n - \frac{1}{2n} \) [19] |
| convex polytope with \( m \) faces | \( n - 1 \) | \( n - \frac{1}{n+1} \leq g \leq n - \frac{1}{m} \) (Theorems 4.8 and 4.10) |
| \( S^{n-1} \)                  | \( n \)     | \( n \) (2, 12, 16)          |

Table 1: The minimal dimension of a set containing a homothet of \( p \) centered at each point of \( \mathbb{R}^n \).

Based on these results, one might expect that for a sequence \((p_k)_{k \in \mathbb{N}}\) of polytopes which converge to the sphere \( S^{n-1} \) (in the Hausdorff metric), the minimal Minkowski or packing dimension of a set \( B \subset \mathbb{R}^n \) containing a homothetic copy of \( p_k \) centered at each point in \( \mathbb{R}^n \) converges to \( n \) as \( k \to \infty \).

In this paper we show that for some choices of \((p_k)_{k \in \mathbb{N}}\), this statement is implied by the arithmetic Kakeya conjecture of Katz and Tao, which we discuss next. Moreover, if we consider \( S \) to be a straight line instead of all of \( \mathbb{R}^n \), as Talagrand and Mitsis did, then the corresponding statement is equivalent to the arithmetic Kakeya conjecture.

### 1.2 The Kakeya Conjecture

Each of the problems in the previous section could rightly be classified as a variant of the celebrated Kakeya conjecture. Here we state two versions of the Kakeya conjecture; a more complete introduction to the Kakeya conjecture can be found in [18].

**Conjecture 1.2** (Kakeya conjecture). *A Besicovitch set is a subset of \( \mathbb{R}^n \) containing a unit line segment in every direction. If \( B \subset \mathbb{R}^n \) is a Besicovitch set, then*

1. \( \dim H B = n \).
2. \( \dim P B = n \).
3. \( \dim M B = n \).
Clearly (a) \(\Rightarrow\) (b) \(\Rightarrow\) (c), but none of the converse implications is known. First formulated by Katz and Tao [8], the Arithmetic Kakeya conjecture (AKC) is an additive-combinatorial statement intended to imply Conjecture 1.2(c). This proof of this implication dates back to a “slicing” argument of Bourgain [3]. We will show something stronger, namely

**Theorem 1.3.** The Arithmetic Kakeya conjecture implies the Kakeya conjecture for packing dimension.

The following are two equivalent combinatorial statements of AKC, as listed in [7].

**Conjecture 1.4** (Arithmetic Kakeya conjecture). (\[7\]) Let \(k\) and \(N\) be positive integers.

(i) Let \(F_k(N)\) be the size of the smallest set of integers that contains an \(k\)-term arithmetic progression with common difference \(d\), for each \(d \in [N]\). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log F_k(N)}{\log N} = 1.
\]

(ii) Let \(F_k'(N)\) be the size of the smallest set of integers that contains an \(k\)-term arithmetic progression with common difference \(d\), for \(N\) distinct integer values of \(d\). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log F_k'(N)}{\log N} = 1.
\]

1.3 **Pattern problems**

The main objective of this paper is to establish a connection between AKC and the sort of problems considered in section 1.1. Broadly defined, our setup is as follows. Let

\[
\mathcal{P} = \{ p_{x,r} : x \in X, r \in R \}
\]

be a collection of subsets \(p_{x,r} \subset M\) of a (commutative) ring \(M\), where \(X\) and \(R\) are indexing sets. \(M\) will typically also be a module over a suitable commutative ring \(R\). (The canonical example is the structure of \(\mathbb{R}^n\) as an \(\mathbb{R}\)-module.)

**Problem 1.5** (Pattern problem). Let \(\mathcal{P}\) be a family as above.

(a) If \(B\) contains a set \(p_{x,r}\) for every \(x\) from some subset \(S \subset X\), what can we say about the size of \(B\)?

(b) If \(B\) contains a set \(p_{x,r}\) for every \(r\) from some subset \(S \subset R\), what can we say about the size of \(B\)?

The notion of size may refer to cardinality, measure, or dimension – whichever yields the most nontrivial information about \(B\). Of course, this problem is only interesting when the sets \(p_{x,r}\) are themselves of interest.

**Definition 1.6.** Where addition and multiplication are suitably defined, we say the set \(x + r \cdot p\) is a \(p\)-pattern with basepoint \(x\) and scaling factor \(r\).

For example, a \(k\)-term arithmetic progression \(a + d, \ldots, a + kd\) is a \([k]\)-pattern with basepoint \(a \in \mathbb{Z}\) and scaling factor \(d \in \mathbb{Z}\). Similarly, if \(p\) is a convex polytope in \(\mathbb{R}^n\), a homothet \(x + r \cdot p\) with \(x \in \mathbb{R}^n\) and

---

1Note that the basepoint of a progression is not a member of it.
\( r \in \mathbb{R} \) is a \( p \)-pattern. Note that \( x \) and \( r \) belong to different sets, and here we exploit the \( \mathbb{R} \)-module structure of \( \mathbb{R}^n \) to define “multiplication”.

The Kakeya conjecture is a problem of type (b): if \( B \subset \mathbb{R}^n \) contains a \([0, 1]\)-pattern (a unit line segment) for every scaling factor in \( S^n \) (direction), what can we say about the size of \( B \)? The pattern problem has a rich history — see the survey paper [9] by Keleti.

For a fixed family \( \mathcal{P} \) we say the problems of type (a) and (b) are dual to each other. For example, as AKC is a type (b) problem, we consider its dual problem of type (a) as stated below, which we will show in section 2 to be equivalent to AKC. In other words, in the limit, demanding that “for every scaling factor, there exists a basepoint” is equivalent to demanding that “for every basepoint, there exists a scaling factor”.

**Conjecture 1.7** (Arithmetic pattern conjecture). Let \( k \) and \( N \) be positive integers.

(i) Let \( G_k(N) \) be the size of the smallest set of integers that contains a \( k \)-term arithmetic progression with basepoint \( x \), for each \( x \in [N] \). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G_k(N)}{\log N} = 1.
\]

(ii) Let \( G'_k(N) \) be the size of the smallest set of integers that contains a \( k \)-term arithmetic progression with basepoint \( x \), for \( N \) distinct integer values of \( x \). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G'_k(N)}{\log N} = 1.
\]

Note that not all dual pattern problems are equivalent. For instance, although a set containing a circle with every center in \( \mathbb{R}^2 \) must have positive Lebesgue measure (as discussed earlier), there are planar sets of measure zero containing a circle with every radius \( r \neq 0 \), as seen in [11], [1].

1.4 **Statement of main results**

In section 2 we study finite patterns over the integers, such as AKC and its dual. We define a larger class of pattern conjectures and show that all of them imply AKC, and the converse implication holds for several of them. For example, define \( 1/[k] := \{1/i : i \in [k]\} \), and \( G'_{1/[k]}(N) \) to be the size of the smallest set of rational numbers that contains a \( 1/[k] \)-pattern with basepoint \( a \), for \( N \) distinct integer values of \( a \).

**Theorem 1.8.** With the same notation as above,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G'_{1/[k]}(N)}{\log N} = \lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G'_k(N)}{\log N} = \lim_{k \to \infty} \lim_{N \to \infty} \frac{\log F'_k(N)}{\log N}.
\]

Additionally, we give a construction to upper bound \( G'_k(N) \), complemented by lower bounds for some small values of \( k \).

In section 3 we study the case when Minkowski and packing dimensions are the correct notions of size. In these problems, either the set of basepoints or the set of scaling factors is usually infinite. Let \( f^M(k) \) and \( f^P(k) \) be the infimum of the Minkowski (resp. packing) dimension of a set in \( \mathbb{R} \) containing a \( k \)-term arithmetic progression with every common difference in \([0, 1]\). As a corollary of a more general statement in higher dimensions, it will follow that
Theorem 1.9. With the same notation as above,
\[ \lim_{N \to \infty} \frac{\log F'_k(N)}{\log N} = f^M(k) = f^P(k). \]

Finally, through some gymnastics involving intermediate equivalences, we prove Theorem 1.3.

In section 4, we consider problems in higher-dimensional Euclidean space. We state and prove the results listed in Table 1; we provide bounds for the minimal dimension of a set \( B \subset \mathbb{R}^n \) containing a homothet of a convex polytope \( \mathfrak{p} \) centered at each point of \([0,1]^n\). One might expect a continuity-type result, that if a sequence of polytopes “converges” to the sphere, then the minimal dimension of a corresponding set \( B \) converges to \( n \). We will see that this is essentially as hard as AKC with the following result.

Theorem 1.10. For any \( n \geq 1 \), there is a sequence of convex polytopes \((\mathfrak{p}_k)_{k \in \mathbb{N}}\) which converge in the Hausdorff metric to the sphere \( S^{n-1} \), such that AKC is equivalent to the statement that \( g_n(\mathfrak{p}_k) \to n \) as \( k \to \infty \), where \( g_n \) denotes either \( g_n^P \) or \( g_n^M \).

Just as with our earlier proofs, we will actually prove something stronger by establishing a relationship between \( g_n^P(\mathfrak{p}_k) \), \( g_n^M(\mathfrak{p}_k) \) and \( F_k(N) \).

Finally, in section 5, we consider the pattern problem in rings with a more algebraic flavor—finite fields and algebraic number fields. In [5], Dvir provides a concise proof of the finite field Kakeya conjecture using the polynomial method. There is hope that this method can be used to solve Kakeya-type problems by considering their finite field analogs. For example, the authors in [7] show that AKC is equivalent to its finite field analog; we show that the same holds for the dual conjecture, Conjecture 1.7. More generally, we show that many pattern problems in finite fields are (unsurprisingly) equivalent to their analogs in \( \mathbb{Z} \).

Green and Ruzsa also use properties of prime numbers to prove the upper bound \( F'_k(N) \leq N^{1-c/\log k} \).

We extend this idea to free \( \mathbb{Z} \)-modules to obtain a similar bound.

Proposition 1.11. For some absolute constant \( c \),
\[ G'_k(N) \leq N^{1-c/\log k}. \]

We also obtain a corresponding result for the plane. Keleti asked in [10] and [9] whether it is possible to reduce the value of \( g(\mathfrak{p}) \) if we allow for rotations of \( \mathfrak{p} \) as well as scaling. In the case of Hausdorff dimension, this problem was studied in [4]. Here we show limit result for Minkowski dimension:

Proposition 1.12. There is a sequence of lattice \( k \)-gons \( \mathfrak{p}_k \) that converge in the Hausdorff metric to the unit circle, such that the following holds. There exist sets \( B_k \subset \mathbb{R}^2 \) containing a scaled and rotated copy of the vertices of \( \mathfrak{p}_k \) centered at every point in \([0,1]^2\) such that
\[ \dim_M B_k \leq 2 - \frac{c}{\log k} \]
for some absolute constant \( c \).

Note that this is a result for finite patterns, as \( B_k \) need only contain the vertices of a rotated homothet of \( \mathfrak{p}_k \).

A closing remark: we are indebted to the paper of Green and Ruzsa [7] as motivation for ours. Some of our proofs will be almost exactly the same as theirs, only with slight modifications. In order to keep our paper self-contained, we will typically present these proofs in the appendix.
1.5 Notation

For \( S \subset \mathbb{R} \), we denote by \( S^+ := \{ s \in S : s > 0 \} \) and follow the convention that \( 0 \in \mathbb{N} \). \([n]\) denotes the set \( \{1, \ldots, n\} \) for \( n \in \mathbb{N} \). Given a function \( f \) on \( \mathbb{N} \), \( f([n]) \) denotes the set \( \{ f(i) : i \in [n] \} \). \( U_k \) will typically denote a set of size \( k \), and if \( U_k \subset R^d \) for some ring \( R \), we assume that no coordinate of \( U_k \) is 0.

\( \dim_H, \dim_P, \) and \( \dim_M \) denote Hausdorff, packing, and Minkowski dimension respectively. Minkowski dimension is also referred to as upper box dimension, and packing dimension as modified upper box dimension for the following reason. For \( E \subset \mathbb{R}^n \), let \( N_E(\epsilon) \) be the smallest positive integer so that \( E \) can be covered by \( N_E(\epsilon) n \)-dimensional boxes of side-length at most \( \epsilon \). Then,

\[
\dim_M(E) = \limsup_{\epsilon \to 0} \frac{\log N_E(\epsilon)}{\log(1/\epsilon)}.
\]

Further,

\[
\dim_P(E) = \inf \left\{ \sup_j \dim_M(E_j) : E = \bigcup_{j \in \mathbb{N}} E_j \right\}.
\]

We will frequently use the following well-known properties.

(i) \( \dim_H E \leq \dim_P E \leq \dim_M E \).

(ii) If \( f : \mathbb{R}^n \to \mathbb{R}^m \) is a Lipschitz map, then \( \dim(f(E)) \leq \dim(E) \) for \( \dim = \dim_M \) or \( \dim_P \).

(iii) For \( \dim = \dim_M \) or \( \dim_P \), \( \dim(A \times B) \leq \dim(A) + \dim(B) \) with equality if \( B = [0, 1] \) or \( B = \mathbb{R} \).

(iv) \( \dim_M \left( \bigcup_{i=1}^k E_i \right) = \max_{i=1, \ldots, k} \dim_M E_i \), i.e. Minkowski dimension is finitely stable.

(v) \( \dim_P \left( \bigcup_{i=1}^\infty E_i \right) = \sup_{i=1, \ldots, \infty} \dim_P E_i \), i.e. packing dimension is countably stable.

2. Finite patterns and arithmetic Kakeya

In this section, we consider finite patterns of integers.

2.1 The pattern conjecture

Let \( (U_k)_{k \in \mathbb{N}} \) be an increasing chain of subsets of \( \mathbb{Q}^+ \) such that \( |U_k| = k \). The following conjecture is technically a family of conjectures, one for each such chain.

**Conjecture 2.1** (The \( (U_k) \)-pattern conjecture). Let \( k \) and \( N \) be positive integers. Let \( G'_{U_k}(N) \) be the size of the smallest set of integers that contains a \( U_k \)-pattern with basepoint \( x \), for \( N \) distinct integer values of \( x \). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G'_{U_k}(N)}{\log N} = 1.
\]

A few remarks are in order. First, this limit is well-defined as \( U_k \subset U_{k+1} \), so \( G'_{U_{k+1}}(N) \geq G'_{U_k}(N) \). Second, we may replace “\( N \) distinct integer values of \( x \)” with “\( N \) distinct rational values of \( x \)” and obtain the same quantity. Any set \( B \subset \mathbb{Q} \) containing a \( U_k \)-pattern with \( N \) distinct basepoints can be multiplied with a large enough common denominator \( c \) so that \( c \cdot B \subset \mathbb{Z} \) also contains a \( U_k \)-pattern with \( N \) distinct integer basepoints.

In line with AKC, we can formulate a related conjecture. Now, let \( (U_k)_{k \in \mathbb{N}} \) be an increasing chain of subsets of \( \mathbb{N}^+ \) such that \( |U_k| = k \).
Conjecture 2.2 (The restricted \((U_k)\)-pattern conjecture). Let \(k\) and \(N\) be positive integers. Let \(G_{U_k}(N)\) be the size of the smallest set of integers that contains a \(U_k\)-pattern with basepoint \(x\), for each \(x \in [N]\). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G_{U_k}(N)}{\log N} = 1.
\]

As expected, for sequences that satisfy \(U_k \subset \mathbb{N}^+\), the pattern conjecture and the restricted pattern conjecture are equivalent.

Proposition 2.3. Fix an increasing chain \((U_k)_{k \in \mathbb{N}^+}\) of subsets of \(\mathbb{N}\) such that \(|U_k| = k\). Then,

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G_{U_k}(N)}{\log N} = \lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G'_{U_k}(N)}{\log N}.
\]

We relegate the proof to the appendix as it is almost exactly the same as one presented by Green and Ruzsa in [7]. When \(U_k = [k]\), we recover the equivalence in the arithmetic pattern conjecture, as stated in Conjecture 1.7. For convenience, we will write “the pattern (resp. restricted pattern) conjecture” instead of “for each sequence \((U_k)_{k \in \mathbb{N}^+}\), the \((U_k)\)-pattern (resp. restricted \((U_k)\)-pattern) conjecture”.

We will now show that the pattern conjecture implies AKC. For the proof, we will need another equivalent formulation of AKC. For \(A \subset \mathbb{Z} \times \mathbb{Z}\) and \(r \in \mathbb{Q} \cup \{\infty\}\), define

\[
\pi_r(A) = \{x + ry : (x, y) \in A\},
\]

with the convention that \(x + \infty y = y\).

Conjecture 2.4 (AKC projection formulation, [7]). For \(\epsilon > 0\) arbitrary, there are \(r_1, \ldots, r_k \in \mathbb{Q} \cup \{\infty\}\), none equal to \(-1\), such that for any \(A \subset \mathbb{Z} \times \mathbb{Z}\),

\[
|\pi_{-1}(A)| \leq \max_{i=1, \ldots, k} |\pi_{r_i}(A)|^{1+\epsilon}.
\]

The main tool in our proof will be a modification of a lemma from [7], the proof of which we again relegate to the appendix.

Lemma 2.5 (Amplification lemma). Suppose that there exist \(B \subset \mathbb{Z} \times \mathbb{Z}\), a set \(S \subset \mathbb{N}\) of size \(k\), and \(\epsilon > 0\) such that

\[
|\pi_{-1}(B)| > \max_{j \in S} |\pi_j(B)|^{1+\epsilon}.
\]

Then, for all \(M > 0\), there exists \(B' \subset \mathbb{Z} \times \mathbb{Z} \setminus \{0\}\) such that

\[
|\pi_{-1}(B')| > M \max_{j \in S} |\pi_j(B')|^{1+\epsilon}.
\]

Theorem 2.6. The pattern conjecture implies AKC.

Proof. Fix a sequence \((U_k)_{k \in \mathbb{N}}\) and suppose that the projection formulation of AKC fails. Then, there exists \(\epsilon > 0\) such that for any \(r_1, \ldots, r_k \in \mathbb{Q} \cup \{\infty\} \setminus \{-1\}\) there is a set \(B \subset \mathbb{Z} \times \mathbb{Z}\) so that

\[
|\pi_{-1}(B)| > \max_{i=1, \ldots, k} |\pi_{r_i}(B)|^{1+\epsilon}.
\]

Let \(U_k - 1 = \{u - 1 : u \in U_k\}\). Since \(0 \notin U_k\), \(-1 \notin U_k - 1\). For each \(k\), let \(m > 0\) be arbitrary, and define \(M_k = mk^{1+\epsilon}\). Then, applying the amplification lemma for \(B\) and \(M_k\), there exist sets \(B_{k,m} \subset \mathbb{Z} \times \mathbb{Z}\) such that

\[
|\pi_{-1}(B_{k,m})| > m \left( k \max_{r \in U_k - 1} |\pi_r(B_{k,m})| \right)^{1+\epsilon}.
\]
By translating \( B_{k,m} \) if necessary, we may assume \( B_{k,m} \in \mathbb{Z} \times \mathbb{Z}^+ \) while maintaining the size of its projections. Define
\[
A_{k,m} := \bigcup_{r \in U_k} \pi_r(B_{k,m}) \subset \mathbb{Q}.
\]
Since \( x + y \cdot (U_k - 1) = (x - y) + y \cdot U_k \), \( A_{k,m} \) contains a \( U_k \)-pattern with basepoint \( x - y \) and scaling factor \( y \) (recall that \( y \) is nonzero by construction) for every \( (x, y) \in B_{k,m} \).

On the other hand, \[
k \leq |A_{k,m}| \leq k \max_{j \in S} |\pi_j(B_{k,m})| < \left( |\pi_{-1}(B_{k,m})| / m \right)^{1/(1+\epsilon)}.
\]
Let \( N_m = |\pi_{-1}(B_{k,m})| \), so the above inequalities yield \( N_m > mk^{1+\epsilon} \). Since \( m \) was arbitrary, \( N_m \xrightarrow{m \to \infty} \infty \), so
\[
\lim_{N_m \to \infty} \frac{\log G'_{U_k}(N_m)}{\log N_m} \leq \lim_{m \to \infty} \frac{\log N_m^{1/(1+\epsilon)}}{\log N_m} = \frac{1}{1+\epsilon} < 1.
\]
Since this is a uniform bound for all \( k \), the pattern conjecture fails.

2.2 The arithmetic and harmonic pattern conjectures

Perhaps the most interesting cases of the pattern conjecture are when \( U_k = [k] \) (the arithmetic pattern conjecture) and when \( U_k = 1/[k] \) (the harmonic pattern conjecture). In this subsection, we prove Theorem 1.8. Recall that \( 1/[k] = \{1/i : i \in [k]\} \).

**Theorem 2.7.** For \( U_k = 1/[k] \), the pattern conjecture is equivalent to the Arithmetic Kakeya conjecture. In fact, \[
\frac{1}{k} \cdot G'_{1/[k]}(N) \leq F'_k(N) \leq k \cdot G'_{1/[k]}(N).
\]

**Proof.** Suppose \( A \) contains a \( 1/[k] \)-pattern for every basepoint \( x \in S \), with corresponding scaling factors \( r(x) \). Define \( A_r = \{ x + r(x) \cdot \frac{1}{i} : x \in S \} \).

Then, the set \( B = \bigcup_{i=1}^k i \cdot A_i \) contains a \( k \)-term arithmetic progression for every common difference \( x \in S \), and \( |B| \leq k \cdot |A| \). So, \( F'_k(N) \leq k \cdot G'_{1/[k]}(N) \).

Similarly, if \( B \) contains a \( k \)-term arithmetic progression for every common difference in \( S \), let \( B_i \subset B \) be the set of the \( i \)th terms of the progressions. The set \( A = \bigcup_i 1/i \cdot B_i \) contains a \( 1/[k] \)-pattern for every basepoint in \( S \), and \( |A| \leq k \cdot |B| \), completing the proof.

Now,

**Theorem 2.8.** The arithmetic pattern conjecture is equivalent to AKC.

**Proof.** By Theorem 2.6 and Theorem 2.7 we only need to show that the \( 1/[k] \)-pattern conjecture implies the \([k]\)-pattern conjecture. Suppose \( B \subset \mathbb{Z} \) contains a \( k! \)-term progression for every basepoint in \( S \subset \mathbb{Z} \), i.e.
\[
B = \bigcup_{x \in S} x + r(x) \cdot [k!].
\]
We claim that $B$ contains a $1/[k]$-pattern for every basepoint in $(c/k!) \cdot S$. That is,
\[
\bigcup_{x \in S} x + (k! \cdot r(x)) \cdot 1/[k] \subseteq B.
\]
So,
\[
G'_{1/[k]}(N) \ge G'_{1/[k]}(N) \ge \frac{1}{k} \cdot F'_k(N),
\]
and this completes the proof.

The key tool in this proof was observing that the set $1/[k]$ can be multiplied into the set $[k!]$: every $[k!]$-pattern contains a $(1/[k])$-pattern.

2.3 Bounds and Constructions

In this subsection, we consider nontrivial estimates for some patterns. We will provide upper bounds in later sections, once we have developed the necessary tools. In [section 5], we use a probabilistic construction to show that $G'_{U_k}(N) \le N^{1-1/k+\epsilon N(1)}$ for any sequence $(U_k)_{k \in \mathbb{N}}$. If we assume that the sequence $(U_k)_{k \in \mathbb{N}}$ grows subexponentially in $k$, we use algebraic number theory to improve this to $G'_{U_k}(N) \le N^{1-c/log k}$.

However, these bounds are trivial for small values of $k$, so we study the behavior of $G'_{k}(N)$ when $k$ is small. A trivial sumset estimate yields $G'_2(N) = \Theta(N^{1/2})$, and this is sharp when
\[
B = \{2^n : 0 \le n \le N - 1\},
\]
and
\[
S = \{x \in \mathbb{Z} : B \text{ contains a 2-term arithmetic progression centered at } x\}.
\]

Example 2.9. For any integers $N$ and $k$, $G'_k(N) = O(N \log N)$. This will be a sort of reverse-engineered construction. Fix $k$, and for every $n$, we construct a set $B_n$ of size $k^n$ so that $B_n$ contains a $k$-term progression for every basepoint in a set $S_n$ of size $nk^{n-1}$. Let $B_1 = [k]$ and $S_1 = \{0\}$. If $B_n$ and $S_n$ have been constructed according to our hypothesis, choose $t \in \mathbb{N}$ large enough so that
\[
\min(t + S_n) > \max(B_n).
\]
Now, set
\[
B_{n+1} = \bigcup_{j=0}^{k-1} \left( j \cdot t + B_n \right), \quad S_{n+1} = \bigcup_{j=0}^{k-1} \left( j \cdot t + S_n \right) \cup \left( -t + B_n \right).
\]
It is routine to check that every point of $B_{n+1}$ contains a $k$-term progression for every basepoint in $S_{n+1}$. By our choice of $t$, $|B_{n+1}| = k^{n+1}$ and $|S_{n+1}| = n + 1)k^n$.

Now we consider lower bounds on $G'_k(N)$. Combining Theorem 2.8 with the bound $F'_3(N) \ge N^{6/11}$ by Katz and Tao (8), we obtain

Proposition 2.10.

\[
G'_6(N) \ge \frac{1}{3} N^{6/11}.
\]

We can get rid of the cumbersome factor of $1/3$ by directly modifying the proof of Katz and Tao. This, in fact, proves something slightly stronger.
**Proposition 2.11.** If $U = \{3, 4, 6\}$, then $G'_U(N) \geq N^{6/11}$.

For this, we apply a result of Katz and Tao. Let $A, B \subset \mathbb{Z}$, $G \subset A \times B$, and denote by $A + B = \{a + b : (a, b) \in G\}$.

**Theorem 2.12 ([6]).** Suppose $A_1, A_2 \subset \mathbb{Z}$, $G \subset A_1 \times A_2$, and $|A_1|, |A_2|, |G| \leq n$. Then, $|A_1 - A_2| \leq n^{11/6}$.

**Proof of Proposition 2.11.** Suppose $B = \bigcup_{x \in S} x + r(x) \cdot U$, where $S \subset \mathbb{N}$ is a set of size $N$. Define

$$A_1 = \left\{ x + 6r(x) : x \in S \right\}, \quad A_2 = \left\{ x + 3r(x) : x \in S \right\},$$

and

$$G = \left\{ (x + 6r(x), 2x + 6r(x)) : x \in S \right\} \subset A_1 \times 2A_2.$$ 

The set $A_1 + 2A_2$ is in bijection with $\{x + 4r(x) : x \in S\}$, so applying Theorem 2.12 yields $|B| \geq |S|^{6/11}$.

In general, we can use Theorem 2.12 to find nontrivial bounds for $G'_U(N)$, when $U$ has some structure. For example, we consider 3-term patterns.

**Proposition 2.13.** If $U$ has the form $U = \{pq, q, 2pq/(p + 1)\}$, then $G'_U(N) \geq N^{6/11}$.

**Proof.** Suppose $B$ contains a $U$-pattern for every basepoint in a set $S \subset \mathbb{Z}$. Define

$$A_1 = \left\{ x + r(x) pq : x \in S \right\}, \quad A_2 = \left\{ x + r(x) q : x \in S \right\}$$

and

$$G = \left\{ (x + r(x) pq, x + r(x) q) : x \in S \right\} \subset A_1 \times A_2.$$ 

Then,

$$A_1 + pA_2 = (p + 1) \left\{ x + r(x) \frac{2pq}{p + 1} : x \in S \right\}, \quad A_1 - pA_2 = (1 - p)S.$$ 

Notice, that $A_1, A_2$, and $(1/p + 1) \cdot (A_1 + pA_2) \subset B$, so $|A_1|, |A_2|, |A_1 + pA_2| \leq |B|$. Applying Theorem 2.12, $|B| \geq |S|^{6/11}$.

### 3. Patterns in the continuous setting

#### 3.1 Dimension considerations

In this section we consider pattern problems where the correct notion of size is dimension. Our first main result is that for problems of this form, Minkowski and packing dimensions are essentially equivalent, while Hausdorff dimension gives little information. Recalling our notation from the introduction, let

$$\mathcal{P} = \{ p_{x,r} : x \in X, r \in R \}$$

be a double-indexed family of subsets of $\mathbb{R}^n$, such that each $p_{x,r}$ is finite. As usual, we will typically be interested in the case $p_{x,r} = x + r \cdot \mathbf{p}$, for some set $\mathbf{p} \subset \mathbb{R}$.

For $B \subset \mathbb{R}^n$, define

$$S(B, \mathcal{P}) := \{ r \in R : p_{x,r} \subset B \text{ for some } x \in X \}.$$ 

Informally, this is the set of scaling factors for which $B$ contains a $\mathbf{p}$-pattern. With this notation, we can talk about the equivalence of Minkowski and packing dimensions in the following sense.
Theorem 3.1. Suppose there is an absolute constant \( c > 0 \) such that for any bounded subset \( B \subset \mathbb{R}^n \), \( \dim_M B \geq c \cdot \dim_M S(B, \mathcal{P}) \). Then, for any subset \( B' \subset \mathbb{R}^n \), \( \dim_P B' \geq c \cdot \dim_P S(B', \mathcal{P}) \).

Corollary 3.2. Fix a finite set \( \mathfrak{p} \subset \mathbb{R} \). Then, \( \mathfrak{p} \).

Corollary 3.3. Fix a finite set \( \mathfrak{p} \subset \mathbb{R} \). The sets \( \mathfrak{p} \).

Proof of Theorem 3.1. Fix a set \( B \subset \mathbb{R}^n \), and let \( \{B_j\}_{j=1}^\infty \) be any collection of subsets of \( \mathbb{R}^n \) such that \( B = \bigcup_j B_j \). Denote \( B'_m = \bigcup_{j=1}^m B_j \). By assumption, we know that

\[
\dim_M B'_m \geq c \cdot \dim_M S(B'_m, \mathcal{P}).
\]

The sets \( B'_m \) form an ascending chain of sets such that \( \bigcup_m B'_m = B \). If \( \mathfrak{p}_{x,r} \subset B \), since it is finite, \( \mathfrak{p}_{x,r} \subset B'_m \) for some large enough \( m \), i.e. \( S(B, \mathcal{P}) = \bigcup_m S(B'_m, \mathcal{P}) \). By the definition of packing dimension, \( \dim_P S(B, \mathcal{P}) \leq \sup_m \dim_M S(B'_m, \mathcal{P}) \). Hence, for every \( \epsilon > 0 \), there is some \( m \) such that \( \dim_M S(B'_m, \mathcal{P}) > \dim_P S(B, \mathcal{P}) - \epsilon \).

Then,

\[
\max_{j=1,...,m} \dim_M B_j = \dim_M B'_m \geq c(\dim_P S(B, \mathcal{P}) - \epsilon).
\]

Since \( \epsilon \) was arbitrary, \( \sup_{j \in \mathbb{N}} \dim_M B_j \geq c \cdot \dim_P S(B, \mathcal{P}) \), and thus \( \dim_P B \geq c \cdot \dim_P S(B, \mathcal{P}) \).

On the other hand, Hausdorff dimension fails to provide much information due to the following result.

Proposition 3.4 (Proposition 3.1, [10]). For any dimension \( n \geq 1 \), there is a closed set \( A \subset \mathbb{R}^n \) with \( \dim_H A = 0 \), such that for any finite family of invertible affine maps \( (f_i)_{i=1}^k \) on \( \mathbb{R}^n \), the intersection \( \bigcap_{i=1}^k f_i(A) \) is nonempty. If the maps \( f_i \) are constrained to lie in a fixed compact set of invertible affine maps, \( A \) can be chosen to be compact.

For example, for \( i \in \mathbb{N} \) and \( r \in [0, 1]^n \), define \( f_{i,r}(a) = a + i \cdot r \). Then there is a set \( A \) containing an infinite arithmetic progression for every common difference \( r \in [0, 1]^n \), with \( \dim_H A = 0 \). If we restrict to \( k \)-term arithmetic progressions, so \( i \in [k] \), then \( A \) can be chosen to be compact.

3.2 Higher dimensional pattern conjectures

Here, we consider three generalizations of AKC. The astute reader will now realize that they must be equivalent. Each of the following is technically a family of conjectures, one for each positive integer \( n \).

Conjecture 3.5 (\( n \)-dimensional AKC). Let \( F_{n,k}'(N) \) denote the minimal cardinality of a set containing a \( k \)-term arithmetic progression in \( \mathbb{R}^n \) with \( N^n \) distinct common differences in \( \mathbb{N}^n \). Then

\[
\lim_{N \to \infty} \lim_{k \to \infty} \frac{\log F_{n,k}'(N)}{\log N} = n.
\]

For convenience, we will denote the limit \( \lim_{N \to \infty} \left( \log F_{n,k}'(N)/\log N \right) \) as \( F_{n,k}' \).
**Lemma 3.10** (n-dimensional Minkowski AKC). Let $\ell_n^M(k)$ be the infimum of the Minkowski dimension of a set $B_k$ in $\mathbb{R}^n$ that contains a $k$-term arithmetic progression with every common difference in $[0, 1]^n$. Then,

$$\lim_{k \to \infty} \ell_n^M(k) = n.$$

**Conjecture 3.6** (n-dimensional Minkowski AKC). Let $\ell_n^M(k)$ be the infimum of the Minkowski dimension of a set $B_k$ in $\mathbb{R}^n$ that contains a $k$-term arithmetic progression with every common difference in $[0, 1]^n$. Then,

$$\lim_{k \to \infty} \ell_n^M(k) = n.$$

**Theorem 3.9.** The above conjectures are equivalent for all $n$. Moreover,

$$\ell_n^P(k) = \ell_n^M(k) = F_{n,k},$$

that is, the conjectures in the three families are all equivalent.

Of course, an immediate corollary of Theorem 3.1 is that $\ell_n^M(k) = \ell_n^P(k)$. We remark that our theorem is stronger than stating that “in each dimension, the three conjectures are equivalent”: the conjectures in the three families are all equivalent.

The crucial step is a modification of a proof of [7] (as usual, to be found in the appendix).

**Theorem 3.8.** The Arithmetic Kakeya conjecture is equivalent to the $n$-dimensional AKC for each $n > 0$.

Next, we will need some preliminary results.

**Lemma 3.11** ([6]). Let $\phi_1, \ldots, \phi_m$ be similarities on $D \subset \mathbb{R}^n$ with ratios $c_1, \ldots, c_m$ respectively such that $c_i < 1$ for each $i$. For any $F \subset \mathbb{R}^n$, define $\phi(F) = \bigcup_{i=1}^m \phi_i(F)$. Suppose $\phi$ satisfies the open set condition: for some nonempty open set $V$, $\phi(V) \subset V$. Then, if $F$ is a nonempty compact set such that $F = \phi(F)$, then $\dim_H F = \dim_M F = s$, where $\sum_{i=1}^m c_i^s = 1$.

**Lemma 3.10** ([6]). Let $\phi_1, \ldots, \phi_m$ be similarities on $D \subset \mathbb{R}^n$ with ratios $c_1, \ldots, c_m$ respectively such that $c_i < 1$ for each $i$. For any $F \subset \mathbb{R}^n$, define $\phi(F) = \bigcup_{i=1}^m \phi_i(F)$. Suppose $\phi$ satisfies the open set condition: for some nonempty open set $V$, $\phi(V) \subset V$. Then, if $F$ is a nonempty compact set such that $F = \phi(F)$, then $\dim_H F = \dim_M F = s$, where $\sum_{i=1}^m c_i^s = 1$.

**Lemma 3.11.** For any $n$,

$$\ell_n^M(k) \geq F_{n,k}'.$$

**Proof.** Let $P$ be a set containing a $k$-term arithmetic progression for every common difference in $[0, 1]^n$ such that $\dim_M P < \ell_n^M(k) + \epsilon$. We can write

$$P = \left\{ a(r) + i \cdot r : r \in [0, 1]^n, 0 \leq i \leq k - 1 \right\}.$$ 

For each $q \in \mathbb{N}$, subdivide $\mathbb{R}$ into disjoint half-open intervals of length $1/q$. For $r = (r_1, \ldots, r_n) \in [0, 1]^n$, denote the right endpoint of the interval containing $r_j$ as $r_j(q)$, and set $r(q) = (r_1(q), \ldots, r_n(q))$. Notice that $|\{r(q) : r \in [0, 1]^n\}| = q^{(1+o(1))^n}$. Define $a(r; q)$ and $a(r; q)$ analogously. This map sends each point to the right corner of the $(1/q)$-cube containing it.

Set

$$E_{q,i} = \left\{ a(r; q) + i \cdot r(q) : r \in S \right\}.$$
for each $0 \leq i \leq k - 1$. The $(1/q)$-cubes determined by the points of $E_{q,i}$ are disjoint sets containing points of $P$, so
\[
\frac{\log |E_{q,i}|}{\log q} \leq (1 + o_q(1))\dim_M P \leq (1 + o_q(1))f^M_n(k) + \epsilon.
\]

Define
\[
E_q = \{a(r; q) + i \cdot r(q) : r \in [0, 1]^n, 0 \leq i \leq k - 1\}; \quad |E_q| \leq k \max_{0 \leq i \leq k-1} |E_{q,i}|.
\]

Setting $S_q = q \cdot E_q$, we have that $S_q \subset \mathbb{Z}^n$ contains a $k$-term arithmetic progression for $N^n$ distinct differences in $\mathbb{Z}^n$, and
\[
\lim_{q \to \infty} \frac{\log |S_q|}{\log q} \leq f^M_n(k) + \epsilon.
\]

Since this holds for any $\epsilon > 0$,
\[
\lim_{q \to \infty} \frac{\log F'_{n,k}(q)}{\log q} \leq f^M_n(k).
\]

Now we prove Theorem 3.8.

Proof of Theorem 3.8 By Theorem 3.9, it suffices to prove the equivalence in a fixed dimension $n$. We already know that $f^M_n(k) = f^P_n(k)$, and that $f^M_n(k) \geq F'_{n,k}$. It remains to show that $f^M_n(k) \leq F'_{n,k}$. Let $A \subset \mathbb{Z}^n$ be a set of size $F'_{n,k}(N)$ containing a $k$-term arithmetic progression for $N^n$ distinct common differences. Define
\[
F = \left\{ \sum_{j=0}^{\infty} a_j N^{-j} : a_j \in A \right\}.
\]

For each $a \in A$, define the map $\phi_a : \mathbb{R}^n \to \mathbb{R}^n$ by $\phi_a(x) = a + (x/N)$; this is a similarity with ratio $1/N$. It is easy to check that $F$ satisfies the conditions of Lemma 3.10, so $\dim_M F \leq \log F'_{n,k}(N)/\log N$. Further, $F$ contains a $k$-term arithmetic progression for every common difference $r \in [0, 1]^n$. Namely, for $r = (r_1, r_2, \ldots, r_n) \in [0, 1]^n$, write each $r_j$ in base $N$ as $r_j = \sum_{m=0}^{\infty} r_{j,m} N^{-m}$.

Then, the points
\[
\sum_{m=0}^{\infty} \begin{bmatrix}
    a(r_{1,m}) N^{-m} \\
    a(r_{2,m}) N^{-m} \\
    \cdots \\
    a(r_{n,m}) N^{-m}
\end{bmatrix} + i \cdot \sum_{m=0}^{\infty} \begin{bmatrix}
    r_{1,m} N^{-m} \\
    r_{2,m} N^{-m} \\
    \cdots \\
    r_{n,m} N^{-m}
\end{bmatrix} : 1 \leq i \leq k
\]

lie in $F$ and form the desired arithmetic progression. Since this holds for every $N$,
\[
f^M_n(k) \leq F'_{n,k}
\]

and this concludes the proof.

Specifically, when $n = 1$, we recover Theorem 1.9 that $f^M_n(k) = f^P_1(k) = F'_{1,k}$. The proof of Theorem 3.8 can be replicated for continuous one-dimensional analogs of the pattern conjecture.

Theorem 3.12. Define $g^M(U_k)$ (resp. $g^P(U_k)$) to be the minimal Minkowski (resp. packing) dimension of a set containing a $U_k$-pattern for every basepoint in $[0, 1]$. Then,
\[
g^M(U_k) = g^P(U_k) = \lim_{N \to \infty} \frac{\log G'_{U_k}(N)}{\log N}.
\]
In [3], Bourgain showed that the Arithmetic Kakeya conjecture implies the Kakeya conjecture for Minkowski dimension. We will show that it in fact implies the Kakeya conjecture for packing dimension. More specifically,

**Proposition 3.13.** The n-dimensional AKC for packing dimension \( \text{(Conjecture 3.7)} \) implies the Kakeya conjecture for packing dimension in \( \mathbb{R}^n \).

**Proof.** Fix \( \epsilon > 0 \). Assuming Conjecture 3.7 holds, choose \( k \in \mathbb{N} \) such that \( f_n^P(k) \geq n - \epsilon \). Suppose \( B \subset \mathbb{R}^n \) contains a line segment of length \( k \sqrt{n} \) in each direction. \( (B \text{ is a scaled Besicovitch set.}) \) Namely, for each unit vector \( \hat{u} \in \mathbb{R}^n \), there is \( x(\hat{u}) \in \mathbb{R}^n \) such that \( B \) contains the line segment \( x(\hat{u}) + \hat{u} \cdot [0, k \sqrt{n}] \). For \( u \in [0, 1]^n \), let \( \hat{u} = u/||u|| \). Then \( B \) contains a \( k \)-term arithmetic progression with every common difference \( u \in [0, 1]^n \), so \( \dim_P B \geq n - \epsilon \). Since \( \epsilon \) was arbitrary, the Kakeya conjecture follows. \( \Box \)

4. **Geometry**

In this section, we study homothets of convex polytope with centers in a given set \( S \subset \mathbb{R}^n \). (Recall that by polytope, we mean the boundary of a finite intersection of half-spaces). We will prove Theorem 1.10 and the bounds listed in Table 1. Fix a dimension \( n > 1 \). We fix the following notation. Suppose \( p \) is a convex polytope in \( \mathbb{R}^n \), defined by a collection of bounding hyperplanes, \( \{H_j : j \in J\} \) for some index set \( J \). We say \( p \) is a \( m \)-tope if it has \( m \) bounding hyperplanes. The \( j^{th} \) hyperplane \( H_j \) can be defined by the pair \( (\hat{u}_j, d_j) \), where \( \hat{u}_j \) is the unit normal vector to \( H_j \), and \( d_j \) the distance of \( H_j \) from the origin. If \( x + r \cdot p \) is a homothet of \( p \) centered at \( x \), we denote the corresponding translate of the hyperplane \( H_j \) by \( H_j(x) \).

4.1 **Polytope sequences and AKC**

The following theorem is technically a family of theorems for each dimension. Recall that \( f(m) = f_P^P(m) = f_M^P(m) \) is the minimal packing or Minkowski dimension of a set in \( \mathbb{R} \) that contains an \( m \)-term arithmetic progression for every common difference in \( [0, 1] \). These infima are equal for packing and Minkowski dimensions by Theorem 3.1

**Theorem 4.1 (n).** With the above notation, let \( p \subset \mathbb{R}^n \) be a polytope with the property that \( d_j = (\hat{u}_j)_1/ j \) for all \( j \in J \), where the index set \( J \) is an arithmetic progression of length \( m \). Let \( h_n^M(p) \) and \( h_n^P(p) \) denote the minimal Minkowski and packing dimensions (respectively) of a set containing a homothet of \( p \) centered at each point in the straight line segment \( [0, 1] \times \{0\}^{n-1} \). Then

\[
\bar{h}_n^M(p) = \bar{h}_n^P(p) = n - 1 + f(m).
\]

**Proof of Theorem 4.1.** Denote \( (x, 0, \ldots, 0) \in [0, 1] \times \{0\}^{n-1} \) by \( \hat{x} \). We first show that \( h_n^P(p) \geq n - 1 + f^P(m) \). Suppose \( B \) is a set containing a homothetic copy of \( p \) around each \( \hat{x} \in [0, 1] \times \{0\}^{n-1} \), so that for each \( x \in [0, 1] \), \( \hat{x} + r(x) \cdot p \in B \). Define

\[
A_j = \left\{ \langle \hat{x}, \hat{u}_j \rangle + d_j \cdot r(x) : x \in [0, 1] \right\} = \left\{ x \cdot (\hat{u}_j)_1 + d_j \cdot r(x) : x \in [0, 1] \right\} \subset \mathbb{R}.
\]

An elementary calculation shows that this quantity is the distance of \( H_j(\hat{x}) \) from the origin. We now use the following standard trick. Let \( F_j \) be the \((n - 1)\)-face of \( p \) contained in \( H_j \), and let \( v_1, \ldots, v_{n-1} \in \mathbb{R}^n \) be a basis
for the linear subspace \( U_j \) corresponding to \( H_j \). It follows that

\[
H_j = F_j + \sum_{i=1}^{n-1} \mathbb{Q} \cdot v_i.
\]

Repeating this argument for each hyperplane, it follows that there is a countable set \( C \) such that \( B' = B + C \) contains the entire hyperplane \( H_j(\tilde{x}) \) for each \( x \in [0,1]^n \). By the countable stability of packing dimension, \( \dim PB' = \dim PB \). In particular, \( B' \) contains the sets

\[
A_j' = \bigcup_{a \in A_j} U_j + a \cdot \bar{u}_j \subset \mathbb{R}^n.
\]

So,

\[
\dim PB = \dim PB' \geq \dim P \bigcup_{j \in J} A_j' = n - 1 + \max_{j \in J} \dim PA_j.
\]

by finite stability of fractal dimension. Finally, set

\[
A = \bigcup_{j \in J} \frac{1}{d_j} \cdot A_j = \left\{ j \cdot x + r(x) : x \in [0,1], j \in J \right\} \subset \mathbb{R}.
\]

By construction, \( A \) contains an \( m \)-term arithmetic progression with common difference \( x \) for every \( x \in [0,1] \), and \( \dim PA = \max_{j=1,\ldots,m} \dim PA_j \). This yields the inequality \( \hat{h}_n^P(p) \geq n - 1 + \ell^P(m) \).

Conversely, we claim that \( \hat{h}_n^M(p) \leq n - 1 + \ell^M(m) \). The argument above can essentially be reversed, with the subtlety that Minkowski dimension is not defined for unbounded sets, and is only finitely stable. Let \( A \subset \mathbb{R} \) be a bounded set containing an \( m \)-term arithmetic progression starting at some \( a(x) \in \mathbb{R} \) for every common difference \( x \in [0,1] \). Translating by an appropriate real number, we can assume that \( a(x) > 0 \) for every \( x \in [0,1] \). Set \( r(x) = a(x) \), and let \( B \) be the corresponding union of homothets of \( p \). Note that \( B \) is bounded because \( A \) is. As in the other direction of the proof, we proceed to define a larger set \( B' \) by modifying \( B \).

The intuition is that instead of replacing each face by an entire hyperplane, we replace it by a larger—yet bounded—piece of a hyperplane, taken to be large enough that \( B' \) contains \( B \). More precisely, with the notation above, \( B' \) is composed of a collection of sets \( A_j' \), one for each face \( j \). But instead of containing translations of \( (n-1) \)-dimensional linear subspaces \( U_j \), \( A' \) is taken to contain translations of sufficiently large \( (n-1) \)-cubes \( C_j \subset U_j \).

As before, we have \( \dim MB \leq \dim MB' = n - 1 + \dim MA \). In conclusion, we have the inequalities

\[
n - 1 + \ell^P(m) \leq \hat{h}_n^P(p) \leq \hat{h}_n^M(p) \leq n - 1 + \ell^M(m),
\]

and by Theorem 3.8 we have equality everywhere. \( \square \)

Remark 4.2. In the theorem statement, \( p \) is implicitly an \( m \)-tope (has \( m \) faces). The proof in fact allows for a generalization to polytopes with more faces. Suppose that \( p \) has bounding hyperplanes \( \{ H_j^{(i)} : j \in J, i \in I \} \) for \( J \) an arithmetic progression of length \( m \) and \( I \) a secondary indexing set intended to allow for additional faces. As usual, each hyperplane \( H_j^{(i)} \) is determined by the pair \( (u_j^{(i)}, d_j^{(i)}) \). If \( j d_j^{(i)} = (u_j^{(i)})_1 \) for all \( i, j \), then the conclusions of Theorem 4.1 hold. To see this, note that the sets \( A_j \) are entirely determined by the first coordinate of \( u_j^{(i)} \) and \( d_j^{(i)} \), and the scaling factors \( r(x) \). Then the subsets of \( B' \) containing homothets of \( H_j^{(i)} \) and \( H_j^{(i')} \) map identically into \( A \), for any \( i, i' \). Since \( p \) has finitely many faces, finite stability of Minkowski and packing dimensions is enough to conclude \( \hat{h}_n^M(p) = \hat{h}_n^P(p) = n - 1 + \ell(m) \). Note that this bound gets worse as we increase the size of \( I \), as \( m \) gets correspondingly smaller compared to the number of faces of \( p \).
To prove Theorem 1.10 we apply the previous theorem with an appropriate sequence of polytopes \((p_k)_k\).

**Proof of Theorem 1.10** For each \(k \geq 1\), the strategy is to apply the remark following Theorem 4.1 with \(J_k = \{-k, \ldots, k\}\), and \(I\) as large as necessary to complete the polytope \(p_k\). Let

\[
\begin{align*}
\bar{u}^{(i)}_{j,k} &= (j/k, \bar{v}^{(i)}_{j,k}), \\
d^{(i)}_{j,k} &= 1,
\end{align*}
\]

for each \(j \in J_k = \{-k, \ldots, k\}\), where \(\bar{v}^{(i)}_{j,k} \in \mathbb{R}^{n-1}\) is chosen so that ||\(\bar{u}^{(i)}_{j,k}\)|| = 1, and so that the corresponding polytopes converge to the sphere in the Hausdorff metric. To conclude, Theorem 4.1 and Theorem 1.9 imply that

\[
\lim_{k \to \infty} \hat{h}^M_n(p_k) = \lim_{k \to \infty} \hat{h}^P_n(p_k) = (n-1) + \lim_{k \to \infty} \lim_{N \to \infty} \frac{\log F_k(N)}{\log N}
\]

\[\square\]

For clarity, we illustrate the proof method for \(n = 2\).

**Example 4.3.** When \(n = 2\), for each fixed \(j, k\), there are exactly 2 possible choices of \(v^{(i)}_{j,k}\): they are \(\pm \sqrt{1 - j^2/k^2}\). Letting \(I = \{+, -\}\) parametrize these two possibilities, the collection \(\{H^{(+)}_j : j \in J\}\) can be thought of a set of bounding hyperplanes for the top half of the polygon \(p_k\), and \(\{H^{(-)}_j : j \in J\}\) as a set of bounding hyperplanes for the bottom half. The polygons \(p_k\) and their convergence to the circle are illustrated in Figure 1.

The construction above yields a polygon \(p_1\) with four sides defined by the unit normal vectors \((1, 0), (0, -1), (-1, 0), (0, 1)\), each side a unit distance from the origin. Then as in Figure 1, \(p_1\) is a square centered at the origin. The above theorem therefore provides information on the minimal Minkowski and packing dimensions of a set containing an axis-aligned squared centered at every point in the straight line segment \([0, 1] \times \{0\}\).
Corollary 4.4. The minimal Minkowski and packing dimensions of a set containing an axis-aligned square centered at each point on a segment of the x-axis are equal, and they are between $17/11$ and $7/4$. That is,

$$1.54 \leq \hat{h}_2^M(p_1) = \hat{h}_2^P(p_1) \leq 1.75$$

Proof. The Katz-Tao inequality asserts that $F'_2(N) \geq N^{6/11}$ [8]. Applying Theorem 3.8, we have $\ell(3) \geq 6/11$. The lower bound then follows immediately from Theorem 4.1 applied to $p_1$. On the other hand, in Theorem 1.2 of [10] it was shown that there is a compact set of Minkowski and packing dimension $7/4$ containing an axis-aligned square with every center in $[0, 1)^2$. After translating and scaling if necessary, this set has property specified in the corollary statement. \hfill \square

Above we consider our set of centers $S$ to be an axis-parallel line segment. Perhaps surprisingly, rotating $S$ by $45^\circ$, we obtain a different answer.

Corollary 4.5. The minimal Minkowski and packing dimensions of a set containing an axis-aligned square centered at each point on a segment of the line $y = x$ is 1.5.

Proof. Rotating by $45^\circ$, it suffices to consider sets containing a “diamond” (a $45^\circ$ rotation of an axis-aligned square) at each point on $[0, 1] \times \{0\}$. Such a diamond $p$ is defined by the four lines determined by the four normal vectors $(1/\sqrt{2}, \pm 1/\sqrt{2})$ and $(-1/\sqrt{2}, \pm 1/\sqrt{2})$, and the unit distances $d_2^p = 1$. Here $J = \{-1/\sqrt{2}, 1/\sqrt{2}\}$ and $I = \{+, -\}$ (as in Example 4.3). By the remark following Theorem 4.1, $\hat{h}_2^P(p) = \hat{h}_2^M(p) = 1 + \ell(2)$, so it suffices to compute $\ell(2)$. A trivial sumset bound shows that $\ell(2) \geq 1/2$. On the other hand, it was shown in section 2.3 that $G'_2 = O(N^{1/2})$, so it follows from Theorem 2.8 and Theorem 3.8 that $\ell(2) \leq 1/2$, concluding the proof. \hfill \square

Remark 4.6. The main distinction between the previous two corollaries is that differing slopes of $S$ results in different lengths of the arithmetic progression $J$. In Corollary 4.5, $|J| = 2$; while in Corollary 4.4, $|J| = 3$. By appropriately choosing a segment $S$ with slope $1/3$, we achieve $|J| = 4$. In this case, one can follow the proof of Corollary 4.4 to achieve the (slightly better) lower bound $11/7$, using the 4-term Katz-Tao inequality from [8].

So far, we have considered only the case when our set $S$ of centers is a straight line. Not much is known about other choices of $S$. One natural direction of generalization would be to other sets $S$ of dimension 1. In [10], a related construction was given:

Theorem 4.7. There exist sets $S, B \subset \mathbb{R}^2$ such that $B$ contains a square centered at every point of $S$, and

$$\dim_H S = \dim_M S = \dim_P S = 1$$

while

$$\dim_M B = \dim_P B = 1 + \frac{3}{8}.$$
Theorem 4.8. Let $\mathfrak{p} \subset \mathbb{R}^n$ be a convex polytope. If $B \subset \mathbb{R}^n$ contains a homothetic image of $\mathfrak{p}$ centered at each point in $S \subset \mathbb{R}^n$, then

$$\dim_P B \geq n - 1 + \frac{1}{n+1} \dim_P S.$$ 

Proof. Our proof is similar to that for the special case of triangles, outlined in the concluding remarks of [10]. Suppose $B$ contains a homothet of $\mathfrak{p}$ for every $x \in [0, 1]^n$. Fix an edge $e$ of $\mathfrak{p}$, and let $v_1$ and $v_2$ be the two vertices of $e$. Any homothet of $\mathfrak{p}$ is uniquely determined by the images of $v_1$ and $v_2$. We know that $e$ is the intersection of the boundary of $\mathfrak{p}$ with $n - 1$ hyperplanes—say, $H_1, \ldots, H_{n-1}$. There exist hyperplanes $H_n$ and $H_{n+1}$ so that

$$\bigcap_{i=1}^{n-1} H_i \cap H_n = v_1, \quad \bigcap_{i=1}^{n-1} H_i \cap H_{n+1} = v_2.$$ 

As in the proof of Theorem 4.1, we parametrize each homothet of $\mathfrak{p}$ by the distances of the translates of $H_1, \ldots, H_{n+1}$ from the origin. That is, with $(u_i, d_i)$ as earlier, set

$$A_i = \left\{ x \cdot u_i + (r(x) - 1) \cdot d_i : x \in [0, 1]^n \right\}, \quad A_i' = \bigcup_{a \in A_i} H_i + a, \quad i = 1, \ldots, n + 1.$$ 

By the same arguments as earlier, we have on one hand that

$$\dim_P B = n - 1 + \max_{i=1, \ldots, n+1} \dim_P A_i,$$

and on the other

$$\dim_P S \leq (n + 1) \max_{i=1, \ldots, n+1} \dim_P A_i.$$ 

Putting this together,

$$\dim_P B \geq n - 1 + \frac{1}{n+1} \dim_P S.$$ 

For a complementary upper bound, we apply probabilistic results of Shmerkin; the following lemma is a modification of corollaries 5.8 and 5.9 of [15].

Lemma 4.9. Let $\Gamma$ be a collection of lines in $\mathbb{R}^m$. For each line $V \in \Gamma$, let $\overset{\sim}{V}$ denote the unique line in $\mathbb{R}^m$ parallel to $V$ and passing through the origin. Suppose that,

(a) for each $V \in \Gamma$ and $I \subseteq [m]$, $\overset{\sim}{V}$ is not contained in the coordinate hyperplane $H^I := \{ x \in \mathbb{R}^m : x_i = 0, \forall i \in I \}$, and

(b) there is a cube $Q$ disjoint from the union of diagonals $\Delta = \{ x \in \mathbb{R}^m : x_i = x_j$ for some $i \neq j \}$ such that $\text{int}(Q) \cap V \neq \emptyset$ for each $V \in \Gamma$.

Then, for every $\epsilon > 0$, there is a suitable set $A \subset \mathbb{R}$ such that $\dim_P A = \dim_M A = 1 - 1/m + \epsilon$ and $A^m \cap V \neq \emptyset$ for each $V \in \Gamma$.

Theorem 4.10. Let $\mathfrak{p}$ be an $n$-dimensional polytope with $m$ faces, i.e. $m$ hyperplanes bounding it. For every $\epsilon > 0$, there is a set $B = B_\epsilon \subset \mathbb{R}^n$ containing a homothetic copy of $\mathfrak{p}$ centered at every point $x \in \mathbb{R}^n$ such that

$$\dim_P B = n - \frac{1}{m} + \epsilon.$$
Proof. Let $(\vec{u}_i, d_i), 1 \leq i \leq m$ parametrize the $m$ faces of $p$. For each $x \in \mathbb{R}^n$, define

$$x \cdot U = (\langle x, \vec{u}_1 \rangle, \ldots, \langle x, \vec{u}_m \rangle) \in \mathbb{R}^m,$$

and

$$V_x = \{ x \cdot U + r(d_1, \ldots, d_m) : r \in \mathbb{R} \} \subset \mathbb{R}^m.$$

Note that each $d_i$ is nonzero, so for each $V_x$, the corresponding $\tilde{V}_x$ is not contained in any of the coordinate hyperplanes. We want to find a cube $S \subset \mathbb{R}^n$ so we can apply the lemma to $\Gamma = \{ V_x \}_{x \in S}$. $V_x$ intersects $\Delta$ if and only if $\langle x, u_i \rangle + r \cdot d_i = \langle x, u_j \rangle + r \cdot d_j$ for some pair $i \neq j$. If $d_i = d_j$, then this equation is satisfied if and only if $x$ lies on the hyperplane orthogonal to $u_i - u_j$. Since there are only finitely many such “bad” hyperplanes, we can choose a cube $S$ disjoint from them. If $d_i \neq d_j$, since this equation is a continuous function of $x \in S$, there is some threshold $\delta$ such that for all $r > \delta$, this equation is not satisfied. In other words, the sets

$$V'_x := \{ x \cdot U + r(d_1, \ldots, d_m) : r > \delta \}, x \in S$$

are disjoint from $\Delta$. If a cube $Q$ disjoint from $\Delta$ intersects some $V'_w$ in its interior, then there is some neighbourhood $O$ of $w$ such that $\text{int}(O)$ intersects $V'_x$ for all $x \in O$. Shrinking $S$ is necessary, we assume that $S \subset O$ so that (b) holds. Applying the lemma, there is a set $A \subset \mathbb{R}$ such that for each $x \in \mathbb{R}^n$, $A^m \cap V_x \neq \emptyset$, or, $A$ contains points $\langle x, \vec{u}_1 \rangle + r \cdot d_1, \ldots, \langle x, \vec{u}_m \rangle + r \cdot d_m$ for some scaling factor $r$.

Now, defining $A_i := \bigcup_{a \in A} H_i + (a - d_i) \cdot \vec{u}_i$, define $B = \bigcup_{i=1}^m A_i$, so that $B$ contains a homothet of $p$ centered at each point of $S$, and $\dim F B = n - \frac{1}{m} + \epsilon$. \hfill \square

5. Patterns in other fields

5.1 Finite fields

Given a prime $p$, let $\pi_p : \mathbb{Z} \to \mathbb{F}_p$ be the canonical projection.

Definition 5.1. Given $U \subset \mathbb{Z}$, a $U$-pattern in $\mathbb{F}_p^n$ is a set of the form $x + \pi_p(U) \cdot r$ for $x, r \in \mathbb{F}_p^n$, with $r$ nonzero.

The following conjecture is technically a family of conjectures for each $n \in \mathbb{N}$ and each sequence $(U_k)_{k \in \mathbb{N}}$ such that $|U_k| = k$.

Conjecture 5.2 (The $n$-dimensional finite field $(U_k)$-pattern conjecture). Let $g_{n,U_k}(p)$ be the size of the smallest set that contains a $U_k$-pattern with basepoint $x$, for every $x \in \mathbb{F}_p^n$. Then,

$$\lim_{k \to \infty} \lim_{p \to \infty} \frac{\log g_{n,U_k}(p)}{\log p} = n.$$

Our first main result is the following.

Theorem 5.3. For any sequence $(U_k)_{k \in \mathbb{N}}$, the pattern conjecture in $\mathbb{Z}$ is equivalent to the $n$-dimensional finite field $(U_k)$-pattern conjecture for every $n \in \mathbb{N}$.

The proof proceeds in three steps.

Step (1). The $(U_k)$-pattern conjecture in $\mathbb{Z}$ implies the $n$-dimensional finite field $(U_k)$-pattern conjecture for every $n$.
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**Step (2).** For any \( n \in \mathbb{N} \), the \( n \)-dimensional finite field \((U_k)\)-pattern conjecture implies the 1-dimensional version.

**Step (3).** The 1-dimensional finite field \((U_k)\)-pattern conjecture implies the \((U_k)\)-pattern conjecture in \( \mathbb{Z} \).

For the third step, we need the following lemma, which follows from Lemma 4.9.

**Lemma 5.4.** For any set \( U_k \subset \mathbb{N} \) of size \( k \), \( q^P(U_k) = q^M(U_k) \leq 1 - 1/k \). As a result, for any \( \epsilon > 0 \), there is \( N \) sufficiently large so that \( G'_{U_k}(N) \leq N^{1-1/k+\epsilon} \).

**Proof.** Let \( U_k = \{u_1, \ldots, u_k\} \). For \( x \in [0, 1] \), define
\[
V_x = \{(x, \ldots, x) + r \cdot (u_1, \ldots, u_k) : r \in \mathbb{R}\} \subset \mathbb{R}^k.
\]
Since each \( u_i \) is nonzero, for each \( V_x \), the corresponding \( \tilde{V}_x \) is not contained in any of the hyperplanes. Further, since \( u_1, \ldots, u_k \) are all distinct, \( V_x \) only intersects \( \Delta \) in the point \( (x, \ldots, x) \), so we can find a cube \( Q \) satisfying (b). Applying Lemma 4.9 gives a set \( A \subset \mathbb{R} \) with \( \dim_A A = \dim_M A = 1 - 1/k + \epsilon \) such that for each \( x \in [0, 1] \), \( A^k \cap V_x \neq \emptyset \). Equivalently, \( A \) contains the points \( x + r \cdot u_1, \ldots, x + r \cdot u_k \) for some \( r \in \mathbb{R} \), so \( A \) contains a \( U_k \)-pattern for every basepoint in \([0, 1] \).

\( \Box \)

**Proof of step 1.** Fix a set \( U_k \) and \( n \in \mathbb{N} \). Fix \( \epsilon > 0 \), and let \( p \) be a large enough prime so that \( |u| < p^\epsilon \) for every \( u \in U_k \). Suppose \( A_1 \subset \mathbb{F}_p^n \) contains a \( U_k \)-pattern for every basepoint \( x \in \mathbb{F}_p^n \). Let \( \psi : \mathbb{F}_p \to \{0, \ldots, p-1\} \) be the natural “lifting” map, and extend this to a map \( \psi_n : \mathbb{F}_p^n \to \{0, \ldots, p-1\}^n \) by “lifting” each coordinate. For each \( x \in \mathbb{F}_p^n \), we have a pattern \( x + r(x) \cdot U_k \) in \( A_1 \). Define
\[
A_2 = \left\{ \psi_n(x) + \psi_n(r(x)) \cdot u : x \in \mathbb{F}_p^n, u \in U_k \right\}.
\]
By construction, \( A_2 \subset [-p^\epsilon(p-1), p^\epsilon(p-1)]^n \), and \( \pi(A_2) \subset A_1 \), where \( \pi : \mathbb{Z}^n \to \mathbb{F}_p^n \) is the natural projection. Each coordinate of an element in \( \pi(A_2) \) has at most \( 2p^\epsilon \) possible preimages, so \( |A_2| \leq (2p^\epsilon)^n |A_1| \).

Next, choose \( b \in \mathbb{N} \) large enough so that the following map is injective. Further, if \( b \) is sufficiently large, then
\[
\phi((x_1, \ldots, x_n) + u \cdot (r_1, \ldots, r_n)) = \phi((x_1, \ldots, x_n)) + u \cdot \phi((r_1, \ldots, r_n)).
\]
In other words, \( \phi(A_2) \subset \mathbb{Z} \) contains a \( U_k \)-pattern for \( p^n \) different basepoints, so \( |A_2| \geq G'_{U_k}(p^n) \). This yields \( g_{n,U_k}(p) \geq (2p^\epsilon)^{-n} G_{U_k}(p^n) \), so
\[
\lim_{p \to \infty} \frac{\log g_{n,U_k}(p)}{\log p} \geq n \lim_{p \to \infty} \frac{\log G'_{U_k}(p^n)}{\log p^n} - n\epsilon.
\]
Since \( n \) is fixed and \( \epsilon > 0 \) is arbitrary,
\[
\lim_{p \to \infty} \frac{\log g_{n,U_k}(p)}{\log p} \geq n \lim_{p \to \infty} \frac{\log G'_{U_k}(p^n)}{\log p^n}.
\]
\( \Box \)

**Proof of step 2.** The proof is straightforward. Suppose \( A \subset \mathbb{F}_p \) contains a \( U_k \) pattern for each basepoint \( x \in \mathbb{F}_p \). Then, \( A^n \subset \mathbb{F}_p^n \) contains a \( U_k \)-pattern for each basepoint \( (x_1, \ldots, x_n) \in \mathbb{F}_p^n \). This yields \( g_{n,U_k}(p) \leq \left( g_{1,U_k}(p) \right)^n \), so
\[
\lim_{p \to \infty} \frac{\log g_{1,U_k}(p)}{\log p} \geq \frac{1}{n} \lim_{p \to \infty} \frac{\log g_{n,U_k}(p)}{\log p}.
\]
\( \Box \)
Proof of step 3. Choose $0 < \epsilon 1/k$, and let $N$ be as in Lemma 5.4. Let $A_1$ be a set of size $G_{U_k}(N)$ containing a $U_k$-pattern for every basepoint in $[N]$, so that

$$|A_1| \leq C_k \log N \cdot N^{1-\epsilon}.$$ 

We want a prime $p > N$ so that projecting $A_1$ to $\mathbb{F}_p$ gives a $U_k$-pattern with $N$ basepoints in $\mathbb{F}_p$. However, given a pattern $x + r(x) \cdot U_k$, we need to guarantee that $r(x)$ is nonzero modulo $p$. Simultaneously, we need to guarantee that $p$ is close to $N$, so that $g_{1,k}(p)$ is close to $G_{U_k}(p)$. For this second condition, we want to choose $p$ to be a prime in the interval $(N, 2N]$.

Suppose we have no such choice: for every prime $p \in (N, 2N]$, there exists $x \in [N]$ so that $p$ divides $r(x)$. This is where we use the minimality of $A_1$. For fixed $u \in U_k$, we must have

$$\left|\{x + r(x) \cdot u : x \in [N]\}\right| \leq C_k \log N \cdot N^{1-\epsilon}.$$ 

In particular, we must have “many” nontrivial solutions to the equation

$$x + r(x) \cdot u = y + r(y) \cdot u : \quad x, y \in [N].$$

We will show that there exists a large subset $S \subset [N]$, such that this equation does not hold for any pair $x, y \in S$. The multiset $\{r(x) : x \in [N]\}$ has cardinality $N$, while there are only $N/\log N$ primes $p \in (N, 2N]$. As a result, there exists a prime $p \in (N, 2N]$ such that for at least $N - N/\log N$ values of $x \in [N]$, $p$ divides $r(x)$. Let $S \subset [N]$ be the set of these elements $x \in [N]$. Suppose for two distinct elements $x, y \in S$, $u \cdot (r(y) - r(x)) = (x - y)$. Then $r(x)$ and $r(y)$ must be distinct, and $p$ divides $r(y) - r(x)$, but $p$ cannot divide $x - y$ because $p > N$. So, no such solution exists. This yields that $|A_1| \geq N - N/\log N$, but this contradicts the upper bound for large enough $N$.

In other words, we can choose a prime $p = p(N) \in (N, 2N]$ such that $r(x) \equiv 0 \pmod{p}$ for any $x \in [N]$. Then, $A_2 = \pi_p(A_1)$ contains a $U_k$-pattern for $N \geq p/2$ distinct basepoints in $\mathbb{F}_p$. By translating $A_2$ by some set $T$, we obtain a set $A_3$ such that $A_3$ contains a $U_k$-pattern for every basepoint in $\mathbb{F}_p$, and $|A_3| \ll \log p \cdot |A_2| \leq \log p \cdot |A_1|$. So,

$$G_{U_k}(N) \geq \frac{1}{\log p} g_{1,U_k}(p(N)).$$

It follows that

$$\lim_{N \to \infty} \frac{\log G_{U_k}(N)}{\log N} \geq \lim_{N \to \infty} \frac{\log g_{1,U_k}(p(N))}{\log p(N)}.$$ 

\[ \square \]

5.2 An upper bound for number fields

In [7], Green and Ruzsa show the upper bound $F_k(N) \leq N^{1-c/\log \log k}$. We use a similar technique to obtain an upper bound for patterns in $\mathbb{Z}^d$.

For the rest of this section, we fix the following notation. Let $n$ be an integer of the form $2, 4, p^k$ or $2p^k$ for an odd prime $p$, and $d = \phi(n)$, where $\phi$ denotes the Euler totient function. Let $\zeta$ be a primitive $n$th root of unity. Define the free $\mathbb{Z}$-module

$$\mathcal{O}_K = \mathbb{Z}[\zeta] \cong \mathbb{Z} \oplus \mathbb{Z} \cdot \zeta \oplus \cdots \oplus \mathbb{Z} \cdot \zeta^{d-1}.$$ 

The latter isomorphism is a well-known fact in number theory (see for example Proposition 10.2 in [14]). Define a $\mathbb{Z}$-module isomorphism $\psi : \mathbb{Z}^d \to \mathcal{O}_K$ in the natural way. This allows us to define a multiplication $\otimes$ on $\mathbb{Z}^d$ by $r \otimes u = \psi^{-1}(\psi(r) \cdot \psi(u))$. 
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Theorem 5.5 (Proposition 10.3, [14]). Let \( a \) be a primitive root modulo \( n \), i.e. \( a \) generates \( \mathbb{Z}_n^\times \). If \( q \) is a prime in \( \mathbb{Z} \) and \( q \equiv a \pmod{n} \), then \( q\mathfrak{O}_K \) is a prime ideal in \( \mathfrak{O}_K \).

Definition 5.6. If \( U \subseteq \mathbb{N}^d \), a \( U \)-pattern is a set of the form \( x + r \odot U = \{ x + r \odot u : u \in U \} \), for \( x, r \in \mathbb{Z}^d \). We call \( x \) and \( r \) the basepoint and scaling factor of the pattern respectively.

Note that this is different from the kinds of patterns we considered in earlier sections, as the scaling factor also belongs to \( \mathbb{Z}^d \). Let \( (U_k)_{k \in \mathbb{N}} \) be a sequence such that each \( U_k \in \left( \mathbb{Z}^d \right)_k \). We will assume for convenience that from here on, the \( \ell^\infty \) norms of the elements of \( U_k \) are bounded by some subexponential \( f(k) \), i.e.

\[
\max_{u \in U_k} ||u||_\infty \leq f(k) = 2^{o(k)}.
\]

Theorem 5.7. Let \( U_k \in \left( \mathbb{Z}^d \right)_k \) be a sequence as above. Then for all large \( k \) and \( N \), there is a compact set \( B_k \) containing a \( U_k \)-arithmetic pattern with every center in \( [N]^d \) such that

\[
|B_k| < N^{d-1/O(\log k)}
\]

The important special cases are when \( d = 1 \) and \( d = 2 \). We will need three technical lemmas.

Lemma 5.8. Let \( r, u \in \mathbb{Z}^d \). Then

\[
||r \odot u||_\infty \leq 2d \cdot (||r||_\infty \cdot ||u||_\infty).
\]

Proof. Given \( r = (r_1, \ldots, r_d) \) and \( u = (u_1, \ldots, u_d) \), their product is

\[
\psi(r \odot u) = \psi(r) \cdot \psi(u) = \sum_{0 \leq i, j < d} r_i u_j \zeta^{i+j} = \sum_{k=0}^{2(d-1)} a_k \zeta^k.
\]

for some integers \( a_k \in \mathbb{Z} \). We want to express this in the basis \((1, \zeta, \ldots, \zeta^{d-1})\) so that we can pull the product back to \( \mathbb{Z}^d \) and bound its norm. Writing

\[
\sum_{k=0}^{2(d-1)} a_k \zeta^k = \sum_{l=0}^{d-1} b_l \zeta^l,
\]

it is clear that

\[
\sup_{l=0, \ldots, 2(d-1)} |b_l| \leq 2 \sup_{k=0, \ldots, d-1} |a_k| \leq 2d \sup_{i=0, \ldots, d-1} |r_i| \cdot \sup_{j=0, \ldots, d-1} |u_j|.
\]

\( \square \)

Lemma 5.9 (Chinese remainder theorem, Theorem 3.6 [14]). Let \( q_1, \ldots, q_k \in \mathbb{Z} \) be primes such that \( q_i \mathfrak{O}_K \) is a prime ideal, and \( Q = \prod_{i=1}^k q_i \). Then we have a ring isomorphism

\[
\mathfrak{O}_K/Q \mathfrak{O}_K \cong \bigoplus_i \mathbb{F}_{q_i^d}.
\]

\(^2\)Recall that by our convention, \( 0 \notin \mathbb{N} \), so for each \( u \in U_k \), no coordinate of \( u \) is equal to zero.
Lemma 5.10. Suppose \( \gcd(a, d) = 1 \), and let \( p_1 < p_2 < \ldots \) denote the sequence of all primes, \( q_1 < q_2 < \ldots \) denote those which are congruent to \( a \) modulo \( n \), where \( a \) is a fixed primitive root modulo \( n \) as earlier. Then

\[
\prod_{i=1}^{m} q_i = \left( \prod_{i=1}^{m} p_i \right)^{(1+o(1))} = m^{(1+o(1))m}
\]

Proof. According to Poussin, the number of primes \( q_i \equiv a \pmod{n} \) less than a number \( x > 0 \) is given by

\[
\pi_{n,a}(x) = \left( 1 + o(1) \right) \frac{x}{n} \pi(x).
\]

Together with the prime number theorem, which states that

\[
\pi(x) = (1 + o(1)) \frac{x}{\log x}
\]

we conclude that the \( i \)th prime \( p_i \) is approximately

\[
p_i = (1 + o(1))i \log i
\]

and that the \( i \)th prime \( q_i \) congruent to \( a \) modulo \( n \) is approximately

\[
q_i = (1 + o(1))ni \log i.
\]

We then have

\[
\prod_{i=1}^{m} q_i = \prod_{i=1}^{m} (1 + o(1))ni \log i
\]

\[
= (1 + o(1))^{m} n^m \prod_{i=1}^{m} i \log i
\]

\[
= (1 + o(1))^{m} n^m \prod_{i=1}^{m} (1 + o(1))p_i
\]

\[
= (1 + o(1))^{2m} n^m \prod_{i=1}^{m} p_i.
\]

Applying a primorial estimate yields

\[
\prod_{i=1}^{m} q_i = (1 + o(1))^{2m} n^m \prod_{i=1}^{m} p_i
\]

\[
= (1 + o(1))^{2m} n^m e^{(1+o(1))m \log m}
\]

\[
= e^{2m \log(1+o(1))} n e^{(1+o(1))m \log m}
\]

\[
= e^{(1+o(1))m \log m}.
\]

The result follows. \( \square \)
The proof of Theorem 5.7 is a routine deduction from the following discrete proposition, which we will prove first.

**Proposition 5.11.** Let $U_k \in \mathbb{N}^d$ be a sequence whose $\ell^\infty$ norm is subexponential in $k$. Then for all large $k$ and $N$, there is a compact set $B_k$ containing a $U_k$-pattern with every basepoint in $[N]^d$ such that

$$|B_k| < N^{d-1/O(\log k)}$$

**Proof.** Let

$$\max_{u \in U_k} ||u||_\infty \leq f(k) = 2^{O(k)}$$

as earlier. Let the residue classes of $\mathbb{Z}_n$ which generate $\mathbb{Z}_n^\times$ be denoted by $a_1, \ldots, a_\phi(d)$. Denote the sequence of primes which are congruent to some $a$ coprime to $n$ by $q_1 < q_2 < \ldots$. Fix $m = 2f(k)$, and let $Q(k) = Q = \prod_{i=1}^{m} q_i$. By Lemma 5.10

$$\log Q = (1 + o(1))m \log m - (1 + o(1))f(k) \log f(k) = (1 + o(1))f(k) \log f(k).$$

Let $U_k = \{u_1, \ldots, u_k\}$. For the rest of the proof, we will denote $[A]^d = \{(x_1, \ldots, x_d) \in \mathbb{Z}^d : x_i \in [A]\}$. Additionally, let

$$\psi : \mathbb{Z}^d \to \mathcal{O}_K$$

be the aforementioned isomorphism of $\mathbb{Z}$-modules. For convenience, we will denote $\psi(x) = \overline{x}$. Let

$$\pi_i : \mathcal{O}_K \to \mathcal{O}_K/(q_i) \cong \mathbb{F}_{q_i^d}$$

be the natural projection maps. The map $\pi = \prod_i \pi_i$ is then the projection onto $\mathcal{O}_K/(Q)$.

Now, for each $x \in [Q - 1]^d$, consider the projections $\pi_i(\overline{x})$ onto each of the finite fields $\mathbb{F}_{q_i^d}$. By the Chinese remainder theorem, there is a unique element $r(x) \in [Q]^d$ such that

$$\pi_i(r(x)) = \pi_i(\overline{x})^2$$

for each $i = f(k), \ldots, m$. Define the set

$$S = \{x + u_j \otimes r(x) : j \in [k], x \in [Q - 1]^d\}.$$

That is, $S$ contains a $U_k$-pattern with basepoint $x$ and scaling factor $r(x)$ for each $x \in [Q - 1]^d$. We want to show that $S$ is small by showing that each projection to $\mathbb{F}_{q_i^d}$ is small, and that the preimage of each point of $S$ under this projection is also small.

Fix some $j \in [k]$. For each $i$,

$$\pi_i(x + u_j \otimes r(x)) = \pi_i(\overline{x}) + \pi_i(\overline{u_j}) \cdot \pi_i(\overline{x})^2 = \pi_i(\overline{x}) + \frac{1}{\pi_i(\overline{u_j})} - \frac{1}{\pi_i(\overline{u_j})^2}$$

in $\mathbb{F}_{q_i^d}$. Note that since each coordinate of $u_j$ is nonzero and at most $f(k) < q_i$, $\pi_i(\overline{u_j})$ is invertible in $\mathbb{F}_{q_i^d}$, so the quantity on the right is well-defined. As $x$ varies, these quantities are in bijection with the quadratic residues in $\mathbb{F}_{q_i^d}$, and so $\pi_i(x + u_j \otimes r(x))$ takes values in a set of size at most $(q_i^d + 1)/2$ in $\mathbb{F}_{q_i^d}$. By the Chinese remainder theorem, $\pi(x + u_j \otimes r(x)) \equiv 0_K/(Q) \equiv \mathbb{Z}^d / \mathbb{Z}^d$ takes values in a set of size at most $2^{f(k)} \prod_{i=k}^{m} (q_i^d + 1)$. Lifting to $\mathbb{Z}^d$, and applying Lemma 5.8 we have

$$||x + u_j \otimes r(x)||_\infty \leq ||x||_\infty + O(||r(x)||_\infty ||u_j||_\infty) \leq Q + O(Q f(k)) = O(Q f(k))$$
Summing over all values of $x$, therefore, this quantity takes values in a set of size $O\left(f(k)^{d}\right)\cdot 2^{-f(k)} \prod_{i=f(k)}^{m} (q_i^d + 1)$. Summing over all values of $j$,

$$|S| \leq kO\left(f(k)^{d}\right)2^{-f(k)} Q^d \prod_{i=f(k)}^{m} \left(1 + \frac{1}{q_i^d}\right)$$

First, we apply Lemma 5.10 to obtain the bound $\prod_{i=f(k)}^{m} (1 + 1/q_i^d) < \prod_{i=1}^{m} (1 + 1/q_i) \ll \log m \ll k$. Next, an elementary counting argument\(^3\) tells us that $f(k)^d \geq k$, so

$$|S| \ll k^2 f(k)^d 2^{-f(k)} Q^d$$

$$= 2^{-f(k)(1+o(1))} Q^d$$

$$= Q^d \cdot \frac{1}{\log k}.$$ 

Since we have only constructed the set $S$ for one integer $Q$, the rest of the proof is a technicality to extend this construction for all integers. First, let $q$ be an arbitrary positive integer, let $N_q := Q^q$ and consider the set

$$A_q := \{ s_0 + s_1 Q + \ldots + s_{q-1} Q^{q-1} : s_i \in S\}.$$ 

Then $|A_q| \leq |S|^q \leq N_q^{d-\frac{d}{\log k}}$. The set $A_q$ contains a $U_k$-pattern for every basepoint $x \in \{0, 1, \ldots, Q - 1\}^d$, or in other words for all $x \in \{0, \ldots, N_q - 1\}^d$. Finally suppose $N$ is an arbitrarily large positive integer. With $q$ minimal such that $N_q > N$, set $A := A_q$. Then $A$ contains a $U_k$-pattern for every basepoint $x \in [N]^d$. Moreover,

$$|A| \ll_k N^{d-\frac{d}{\log k}}$$

and the result follows. \( \square \)

We now prove Theorem 5.7.

**Proof of Theorem 5.7** Let $Q \in \mathbb{Z}$ and $S \subset \mathbb{Z}^d$ be as earlier. Define the set

$$F = \left\{ \sum_{i=0}^{\infty} s_i Q^{-i} : s_i \in S \right\}.$$ 

It follows easily from the definition of Minkowski dimension that $\dim_M F = d - c/\log k$. Further, the same argument used in the proof of Theorem 3.8 tells us that $F$ contains a $U_k$-pattern for every basepoint $x \in [0, 1]^d$. \( \square \)

When $n = 2$, then $d = 1$, and the isomorphism $\mathbb{Z} \rightarrow \mathbb{O}_K$ is just the identity $\mathbb{Z} \rightarrow \mathbb{Z}$. In this case, we obtain the corollary

**Corollary 5.12.** If $(U_k)_{k \in \mathbb{N}}$ is a sequence in $\mathbb{Z}$ that grows subexponentially in $k$, then

$$\lim_{N \to \infty} \frac{\log G'_{U_k}(N)}{\log N} \leq 1 - c/\log k.$$ 

Setting $U_k = \{k\}$ proves Proposition 1.11.

When $n = 4$, then $d = 2$, and the isomorphism $\mathbb{Z}^2 \rightarrow \mathbb{O}_K$ is the natural map $\mathbb{Z}^2 \rightarrow \mathbb{Z}[i]$, so that the multiplication $\otimes$ is just complex multiplication. Geometrically, this corresponds to scaling and rotating the sets $U_k$. Setting $U_k$ to be the vertex set of a lattice $k$-gon, we obtain the proof of Proposition 1.12.

\(^3\)Each element of $U_k$ has $\ell^{\infty}$ norm at most $f(k)$. 
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A. APPENDIX

A.1 Random translates

We recall some standard results on random translates as presented in [7].

**Lemma A.1.** If \( S \subseteq \{1, \ldots, X\} \), then there is a set \( T \) of size \( \ll \frac{X}{|S|} \log X \) such that \( S + T \supseteq \{1, \ldots, X\} \).

**Lemma A.2.** If \( S \subseteq \mathbb{F}_p^n \), then there is a set \( T \subseteq \mathbb{F}_p^n \) of size \( \ll \frac{n}{|S|} n \log p \) such that \( S + T = \mathbb{F}_p^n \).

A.2 Equivalence of the pattern and restricted pattern conjectures

Now, we will prove Proposition 2.3 by modifying the proof from [7].

**Proof of Proposition 2.3** It is clear that \( G'_{U_k} (N) \leq G_{U_k} (N) \). For the converse, we claim that

\[
G_{U_k} (N) \leq C_k \log N \cdot G'_{U_k} (N)
\]

where \( C_k \) is a constant depending only on \( U_k \). It will then follow that

\[
\lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G_{U_k} (N)}{\log N} \leq \lim_{k \to \infty} \lim_{N \to \infty} \frac{\log \left( C_k \log N \cdot G'_{U_k} (N) \right)}{\log N} = \lim_{k \to \infty} \lim_{N \to \infty} \frac{\log G'_{U_k} (N)}{\log N},
\]

so that the restricted pattern conjecture implies the pattern conjecture. Let \( U_k = \{u_1, \ldots, u_k\} \), with \( u_1 < \cdots < u_k \). Let \( A_0 \) be a set that contains a \( U_k \)-term arithmetic progression with distinct integer basepoints \( a_1, \ldots, a_N \). Let the corresponding scaling factors be \( r_1, \ldots, r_N \), not necessarily distinct. We want to construct a set \( A_1 \) containing a \( U_k \)-term progression with basepoints \( 1, \ldots, N \) such that \( |A_1| \leq C_k \log N |A_0| \).

Choose \( \theta \in (0, 1) \) uniformly at random, and define

\[
\phi_\theta : \mathbb{Z} \to \{0, \ldots, N - 1\}
\]

by

\[
\phi_\theta(x) = \lfloor N \theta x \rfloor.
\]

We want to count the number of pairs \((i, j)\) for which \( \phi_\theta(a_i) = \phi_\theta(a_j) \). If \( i \neq j \), then

\[
\Pr(\phi_\theta(a_i) = \phi_\theta(a_j)) = \Pr(\lfloor N \theta a_i \rfloor = \lfloor N \theta a_j \rfloor) = 0 \leq \Pr(|\theta a_i - a_j| < 1/N) = 2/N,
\]

since \( \theta \) was chosen uniformly at random. The expected number of such pairs is then at most \( N - 1 \), so there is some choice of \( \theta \) for which the number of such pairs is at most \( N - 1 \). For \( n \in \{0, \ldots, N - 1\} \), set

\[
f(n) = \left| \{i : \phi_\theta(a_i) = n\} \right|.
\]

Then,

\[
\sum_n \left( \frac{f(n)}{2} \right) \leq N - 1, \quad \sum_n f(n) = N.
\]

So, \( \sum_n f(n)^2 \leq 3N \). Applying Cauchy-Schwarz,

\[
N^2 = \left( \sum_n f(n)^2 \right) \leq \left( \sum_n 1 \right) \left( \sum_n f(n)^2 \right) \leq \left( \sum_n 1 \right)^3 3N.
\]
It follows that \( f(n) \neq 0 \) for at least \( N/3 \) values of \( n \), or there are at least \( N/3 \) distinct values of \( \phi_\theta(a_i) \). Now let \( A_2 = \phi_\theta(A_0); |A_2| \leq |A_0| \), but it is not clear that \( A_2 \) contains the long progressions we need. Nevertheless, for every \( x, y \in \mathbb{N} \),

\[
\phi_\theta(x + y) - \phi_\theta(x) - \phi_\theta(y) = [N(\theta(x + y))] - [N(\theta x)] - [N(\theta y)] \in \{0, 1\} - \{0, N\} = \{0, 1, -N, 1 - N\}.
\]

By induction, it follows that

\[
\phi_\theta(a_i) + \phi_\theta(r_i) \cdot u_j - \phi_\theta(a_i + r_i \cdot u_j) \in \{0, \ldots, u_j\} - \{0, N, \ldots u_j \cdot N\}
\]

for \( 0 \leq j \leq k - 1 \). Define

\[
A_3 = A_2 + \{0, 1, \ldots, u_k\} - \{0, N, \ldots, u_k \cdot N\}.
\]

Then,

\[
|A_3| \leq (u_k + 1)^2|A_2| \leq (u_k + 1)^2|A_0|.
\]

\( A_3 \) contains a \( k \)-term progression centered at at least \( N/3 \) distinct elements of \( \{1, \ldots, N\} \). Now, results on random translates tell us that there is a set \( T \) of size \( C \log N \) such that every element of \( \{1, \ldots, N\} \) can be written as \( \phi(a_i) + t \). Then

\[
A_1 = A_3 + T
\]

is the desired set, and

\[
|A_1| \leq C \log N|A_3| \leq C(u_k + 1)^2 \log N|A_0|.
\]

Setting \( C_k = C(u_k + 1)^2 \) yields the desired result. \( \square \)

### A.3 The amplification lemma

**Lemma A.3** (Amplification lemma). *Suppose that there exist \( B \subset \mathbb{Z} \times \mathbb{Z} \), a set \( S \subset \mathbb{N} \) of size \( k \), and \( \epsilon > 0 \) such that*

\[
|\pi_{-1}(B)| > \max_{j \in S}|\pi_j(B)|^{1+\epsilon}.
\]

*Then, for all \( M > 0 \), there exists \( B' \subset \mathbb{Z} \times \mathbb{Z} \) such that*

\[
|\pi_{-1}(B')| > M \max_{j \in S}|\pi_j(B')|^{1+\epsilon}.
\]

**Proof.** For each \( n > 0 \), define

\[
B^{\oplus n} = \left\{ ((x_1, \ldots, x_n), (y_1, \ldots, y_n)) \in \mathbb{Z}^n \times \mathbb{Z}^n : (x_i, y_i) \in B \right\}
\]

and for each \( j \in S \),

\[
\pi_j^{\oplus n} : \mathbb{Z}^n \times \mathbb{Z}^n \rightarrow \mathbb{Z}^n
\]

\[
(x, y) \mapsto x + jy
\]

for all \( j \). Then we have

\[
|\pi_j^{\oplus n}(B^{\oplus n})| = |\pi_j(B)|^{n}
\]
for all $j \in S$, and $n \in \mathbb{N}$. Since by assumption $|\pi^{-1}(B)| > \max_{j \in S}|\pi_j(B)|^{1+\epsilon}$, for any $M > 0$, for $n$ sufficiently large,

$$|\pi^{-n}_{-1}(B^{\oplus n})| > M \max_{j \in S}|\pi^n_j(B^{\oplus n})|^{1+\epsilon}.$$ 

We will create $B'$ from this set $B^{\oplus n}$. For each $t \in \mathbb{Z}$, consider the maps

$$\psi_t : \mathbb{Z}^n \times \mathbb{Z}^n \rightarrow \mathbb{Z} \times \mathbb{Z}$$

$$(x, y) \mapsto ((t, \ldots, t^n) \cdot x, (t, \ldots, t^n) \cdot y),$$

where the dot denotes the standard inner product. We define an analogous map

$$\phi_t : \mathbb{Z}^n \rightarrow \mathbb{Z} : \phi_t(x_1, \ldots, x_n) = x_1 t + x_2 t^2 + \cdots + x_n t^n.$$

For fixed $j \in S \cup \{-1\}$, and $(x, y), (x', y')$ in $B^{\oplus n}$,

$$(\pi^{\oplus n}_j(x, y) - \pi^{\oplus n}_j(x', y')) \cdot (t, \ldots, t^n)$$

is a polynomial in $t$ with at most finitely many roots if $\pi^{\oplus n}_j(x, y) \neq \pi^{\oplus n}_j(x', y')$. Since $B$ is finite, there is a choice of $t$ for which $\phi_t$ is injective on $\pi^{\oplus n}_j(B^{\oplus n})$ for every $j \in S \cup \{-1\}$.

Set $B' = \psi_t(B^{\oplus n})$, so that

$$|\pi_j(B')| = |\phi_t \circ \pi^{\oplus n}_j(B^{\oplus n})| = |\pi^{\oplus n}_j(B^{\oplus n})|$$

and the result follows. \hfill \Box

### A.4 Equivalence of the $n$-dimensional AKCs

**Proof of Theorem 3.9** We will use an argument from [7]. First, let $A \subset \mathbb{Z}^n$ be a subset containing an $k$-term arithmetic progression with common difference $d$, for each $d \in \{1, \ldots, N\}^n$. Consider the map $f : \mathbb{Z}^n \rightarrow \mathbb{Z}$ defined by $f(x_1, \ldots, x_n) = \sum_{i=1}^n (10kN) x_j$. This map creates a subset of $\mathbb{Z}$ that preserves the desired properties of $A$. That is, $f(A)$ is a subset of $\mathbb{Z}$ containing an arithmetic progression for $N^n$ differences. Therefore, $|A| \geq F'_k(N^n)$, and thus $F_{n,k}(N) \geq F'_k(N^n)$. It follows that

$$\lim_{N \rightarrow \infty} \frac{\log F_{n,k}(N)}{\log N} \geq \frac{n}{\lim_{N \rightarrow \infty} \frac{\log F'_k(N^n)}{\log N}},$$

so that the 1-dimensional AKC implies the $n$-dimensional AKC.

For the converse, suppose we have a set $A_1 \subset \mathbb{Z}$ containing a $k$-term progression with common difference $d$ for each $d \in \{1, \ldots, N\}$. Partition $\mathbb{Z}$ into intervals $I_j := 10kN + \{1, \ldots, 10kN\}$, for each $j \in \mathbb{Z}$. Then, each of these progressions is either entirely contained in some $I_j$, or split into two progressions where one is in $I_j$, the other in $I_{j+1}$, and one of these intersections has length $\geq k/2$. Let

$$A_2 = \bigcup_j (A_1 \cap I_j) - 10kN.$$

$A_2$ is a subset of $\{1, \ldots, 10kN\}$ containing a progression of length at least $k/2$ for each common difference $d \in \{1, \ldots, N\}$. Notice that $|A_2| \leq |A_1|$. 28
Let $M := \lfloor N^{1/n} \rfloor$ and select $t \in \{-10kN, \ldots, 20kN - 1\}$ uniformly at random. Define

$$A_3(t) := \left\{(x_1, x_2, \ldots, x_n) \in \{0, \ldots, M - 1\}^n : \sum_{i=1}^n M^{i-1}x_i \in A_2 + t \right\}.$$ 

There are at least $(M/4k)^n$ such values of $d$ in $\{0, \ldots, N\}$ that can be written as $d = \sum_{i=1}^n M^{i-1}d_i$, with $0 \leq d_i \leq M/2k$ for each $i$. By assumption, a progression $\{x(d) + \lambda d : \lambda = 0, 1, \ldots, [k/2] - 1\}$ lies in $A_2$ for each such $d$. Thus, $\{x(d) + t + \lambda d : \lambda = 0, 1, \ldots, [k/2] - 1\}$ lies in $A_2 + t$. Let

$$S := \left\{ \sum_{i=1}^n M^{i-1}s_i : \forall i, 0 \leq s_i < M/2 \right\}.$$ 

If $t \in -x(d) + S$, then $A_3(t)$ contains a progression of length $k/2$ and difference $(d_1, \ldots, d_n)$. That is, $\{(s_1, \ldots, s_n) + \lambda(d_1, \ldots, d_n) : \lambda \in \{0, 1, \ldots, k - 1\}\}$, where $x(d) + t = \sum_{i=1}^n M^{i-1}s_i$.

Notice that $-x(d) + S \subseteq \{-10kN, \ldots, 20kN - 1\}$, because $0 \leq x(d) \leq 10kN$ and $S \subseteq \{0, 1, \ldots, M^n\}$. It follows that

$$\Pr(t \in -x(d) + S) = \frac{1}{30kN^3} |S| \leq \frac{1}{30kN^3} \left(\frac{N}{2}\right)^n \gg_k n.$$

Summing over the $(M/2k)^n \gg_k n$ choices of $d$, the expected number of $d$ for which $t \in -x(d) + S$ is $\gg_k n$. Fix some choice of $t$ such that $t \in -x(d) + S$ for $\gg_k n \gg_k n$ values of $d$, and write $A_3 := A_3(t)$. Then, by construction, $|A_3| \leq |A_2| \leq |A_1|$, where $A_3$ contains a progression of length $\geq k/2$ and common difference $d$ for all $d$ in some set $D \subseteq \{0, \ldots, M - 1\}^n$ with cardinality $\gg_k n^m$. Hence, $F'_{n,k/2}(N) \leq F_k(N)$, which concludes the proof.
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