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Abstract: Short and sparse characteristics and synonyms and homonyms are main obstacles for short-text classification. In recent years, research on short-text classification has focused on expanding short texts but has barely guaranteed the validity of expanded words. This study proposes a new method to weaken these effects without external knowledge. The proposed method analyses short texts by using the topic model based on Latent Dirichlet Allocation (LDA), represents each short text by using a vector space model and presents a new method to adjust the vector of short texts. In the experiments, two open short-text data sets composed of google news and web search snippets are utilised to evaluate the classification performance and prove the effectiveness of our method.
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1. Introduction

The popularity of various platforms, such as the Internet, Twitter, Weibo and e-commerce, and their integration into people’s daily lives have enabled people to express their opinions on these platforms at any time and any place. As a result, hundreds of millions of short texts are generated every day. Short texts, such as search snippets, comments, titles and opinions posted, are much more concise and sparser on major social platforms. Titles of news or products and search snippets are usually less than 20 words, while the maximum length of a tweet was only 140 characters before 2017. Short texts have posed new challenges because of their inherent characteristics, including

1. Being short and sparse.
2. Having different expressions produced by uncertain sources, which result in a low co-occurrence rate of words.

Text representations based on bag-of-word, such as Term Frequency-Inverse Document Frequency (TF-IDF) [13] and its variants [12, 24], have been developed and have achieved significant results in long text classification. These approaches focused on feature enrichment regarding the correlation of words occurring in documents and didn’t consider the word order and semantics [32].

Many studies have been performed for providing more short text information, and they can be summarized into two categories. The first category provides a context for short texts by using web search results. Every short text in a search engine (e.g. Google) is searched [22, 29], the results are ranked by similarity scores and the top k results are chosen as a semantic background of the short text. This approach is disadvantageous because each short text needs to be queried from search engines, which is time consuming. Thus, this method is unsuitable for real-time applications. The other is to extend the short text through an external knowledge (e.g., wiki) [2, 32]. However, this approach cannot guarantee the validity of the external data set [21, 31].

In this study, we propose a new method by adjusting the vector of short texts. Many words have the same meaning but are completely different, such as ‘Apple’ and ‘iPhone’. Moreover, many words have more than one meaning. For example, ‘Apple’ in ‘Apple Watch’ represents a watch released by Apple Inc., but ‘Apple’ in ‘Apple is my favourite kind of fruit’ represents a kind of fruit. These words are called synonyms and homonyms. In this work, we focus on weakening the influence of synonyms and homonyms on short-text classification.

The rest of this paper is organized as follows. Section 2 briefly introduces related works on text expression. Section 3 provides an overview of the proposed framework and introduces the Latent Dirichlet Allocation (LDA) topic model. Section 4 introduces the proposed algorithm for the adjusting vector representation of short texts. Section 5 evaluates the effectiveness of the algorithm from various aspects via experiments. Section 6 discusses advantages of our method. Section 7 summarizes the core work content of this study and proposes direction for further research.
2. Related Works
This section, we briefly introduce the related works on text representation:
1. Statistical model.
2. Probability model.
3. Neural network language model.
4. Text extension model for short texts.

2.1. Statistical Model
As the name suggests, the statistical model calculates the weight of words in a text by counting the frequency of occurrence of words. The statistical model does not consider word meaning and word order. The most widely used statistical model is TF-IDF, which calculates the weight of each word through term weighting scheme TF-IDF [13]. Each text in the TF-IDF model is represented by an N-dimensional vector, where N is the total number of words in the data set. The weight of TF-IDF is calculated as follows:

\[ w_i = t f_{i,i} \times \log \frac{|D|}{|\{ j : t_i \in d_j \}|} \] (1)

Where \( t f_{i,j} \) is the number of occurrences of a specific word in the document, \( \log \frac{|D|}{|\{ j : t_i \in d_j \}|} \) is a measure of the general importance of words, \( |D| \) is the total number of documents in the corpus and \( |\{ j : t_i \in d_j \}| \) is the number of documents containing the word \( t_i \).

2.2. Probability Based Model
The naïve Bayesian model is the simplest probabilistic model, but it cannot accurately describe semantic information in text tasks. Probabilistic latent semantic analysis (PLSA) [10], which is a topic related model proposed to overcome the shortcomings of the semantic expression of the naïve Bayesian model. Blei et al. [4] added a layer of Bayesian framework to PLSI, which is the LDA [4] model. The LDA model is a more complete theory of probability generation. It can produce a document-topic probability distribution matrix, where each text corresponds to a row in the matrix.

2.3. Neural Network Based Model
Neural network-based models have emerged with the development of deep learning technology [7], Word2vec [15] and glove [17], are widely recognized. Bengio proposed a method of training a language model using a neural network [3], specifically, an N-gram model that predicts the probability distribution of the \( n \) th word on the basis of the input \( n-1 \) words. The word vector is obtained in the process of training the language model. Many researchers have conducted in-depth research on word vector because it contains very rich information. Most of them focus on improving the complexity of word vectors. In these studies, word2vec [15] is the most typical and contains two training methods: continuous bag-of-words model and skip-gram model. Wang et al. [28] made a comparative analysis of the three classical expressions in this model.

2.4. Text Extension Model for Short Texts
Short text extension methods can be divided into three categories:
- Methods that provide a large semantic background for each short text by accessing the search engine [5, 14].
- Methods that use the existing semantic base (e.g. WordNet) to extend the short text [11, 25, 26].
- Methods that extend the short text with hidden topics, which are learned from external data sets (e.g. Wikipedia) [19, 27, 30]. Phan et al. [19] proposed a method of learning hidden topics from a large data set in 2008. Vo and Ock [27] used the topic model to train multiple common data sets for enriching short texts based on the topic-document probability distribution. Zhang and Zhong [30] utilized the vector representation of both words and hidden topics.

The current text representation methods introduced above have some disadvantages as follows. The probability of co-occurrence of text words is very small, and the statistical-based model has difficulty in expressing the meaning of a short text because of the short and noisy nature of short texts. Probability-based topic text model assumes that each document belongs to multiple topics and analyses the text set to obtain the distribution probability on the topic. The probability matrix can be used as a vector expression of the text, but it may be very sparse. The neural network language model is initially based on word vector representation, which can be realized by word connection or by averaging word vectors in the text, but the interpretability is relatively poor. Zheng et al. [31] also mentioned that extra resources and might lead to possible inconsistency. In addition, short texts expansion method is based on the topic-document probability distribution, which requires more time to process additional data and cannot guarantee its availability.

This study provides a new solution and proposes a specific implementation algorithm. Our contributions are as follows:
- We propose a method of adjusting the vector presentation using the LDA topics of the short text itself.
- We propose the concept of jumping point for the selecting topic words.
- We verified the validity of the proposed algorithm on two public data sets.
3. Overview of Proposed Classification Framework and Topic Model Analysis

3.1. Proposed Basic Framework

The proposed classification framework is depicted in Figure 1. This framework consists of the following three steps:

- Use short texts to build LDA [4] topic model and then estimate the parameters of the topic model.
- Use the vector space model (VSM) [23] to represent short texts and calculate the weight of each word through the term weighting scheme TF-IDF. Adjust the vector representation of short texts to weaken the effect of synonyms and homonyms on short-text classification.
- Classify short texts.

The issues that need to be solved in this framework are as follows: setting hyperparameters and estimating parameters, selecting words in the topic thesaurus and adjusting vector representation of short texts to reduce the effect of synonyms and homonyms on short texts.

3.2. Topic Model Analysis and Gibbs Sample

LDA is a document topic generation model that contains three layers of words, topics and documents. Generating documents can be divided into two parts Figure 2. The symbols used in the following parts are described in Table 1.

| Symbols | Description |
|---------|-------------|
| $M$     | The total number of documents |
| $K$     | The number of topics |
| $V$     | The total number of words |
| $\theta$ | A matrix of $M \times K$, $\theta_{m,k}$ is the topics distribution of the $m_{th}$ document |
| $\varphi$ | A matrix of $K \times V$, $\varphi_{k,v}$ is the words distribution of the $k_{th}$ topic |
| $z_{m,n}$ | The topic number of the $n_{th}$ word of the $m_{th}$ document |
| $w$ | A word that can be observed, $w_{m,n}$ is the $n_{th}$ word of the $m_{th}$ document |
| $\text{word}_i$ | The word ranked $i$ in the relevance to the $k_{th}$ topic |

The LDA topic model assumes that the document is composed of multiple topics, in which the words in the document are generated separately by a specific topic, and Blei et al. [4] defined the topic as the distribution of words. Baker and McCallum [1] proposed that a word can be considered as a distribution of document categories [17] provided by Pereira et al. [18]. The concept of ‘distributed clustering’ reveals the complex relationship between words and topics. To more easily understand the complex relationship between words and topics, the LDA model can be used to decompose the corpus and obtain the distribution of the topics on the words and the distribution of the documents on the topics. Determining the relationship between words, topics and documents enables us to better understand semantics.

In Figure 2, the first part (i.e. $\alpha \rightarrow \varphi_m \rightarrow z_{m,n}$) assumes that $M$ documents are present, selects a document based on Dirichlet$(\alpha)$ distribution and generates the topic of this document based on the Multinomial$(\theta_m)$ through the Multinomial$(\varphi_{m,n})$ distribution. This part is also a Multinomial–Dirichlet conjugate distribution. The probability distribution function is as follows [4]:

$$p(z|\theta) = \prod_{i=1}^{M} p(z_i = k|d_i = m) = \prod_{m=1}^{M} \prod_{k=1}^{K} \theta_{m,k}^{z_{m,n}}$$ (2)

In Figure 2, the second part (i.e. $\beta \rightarrow \varphi_k \rightarrow w_{m,n}|k = z_{m,n}$) supposes that multiple words are present for each topic and selects one word from all words in topic $z_{m,n}$ by $(\text{Multinomial}(\varphi_{m,n})$ distribution. This part is also a Multinomial–Dirichlet conjugate distribution. The probability distribution function is as follows [4]:

$$p(w|z, \varphi) = \prod_{i=1}^{M} p(w_i|z_i) = \prod_{k=1}^{K} \prod_{l=1}^{\varphi_{k,l}} \varphi_{k,l}^{w_{m,n}}$$ (3)

LDA is a relatively simple model, but estimating its parameters is difficult. Three methods, namely, variational method [4], expectation propagation [16] and Gibbs sampling [8, 9], are currently used to
estimate parameters. In this study, we choose Gibbs sampling that was firstly used by Griffiths [8] for parameter estimation of LDA. We estimate the parameters of LDA with Gibbs sampling (a package named GibbGLDA++) is used to implement this estimation). Gibbs sampling is a method based on Markov chain Monte Carlo. The Gibbs sampling formula of LDA model [4] is as follows:

\[
p(z_i = k | z_{-i}, \omega) = \frac{n_{k,i} + \beta_t}{\sum_i(n_{k,i} + \beta_t)} \frac{n^{(k)}_{m,i} + \alpha_t}{\sum_i(n^{(k)}_{m,i} + \alpha_t)}^{-1}
\]

Where \( i \) indicates that the index is not \( i \) and \( n_{k,i} \) is the number of words with an index that is not \( i \) and is assigned to topic \( k \). \( n^{(k)}_{m,i} \) is the number of the documents assigned to topic \( k \) after removing the word with the index \( i \).

After sampling, we can calculate the document-topic matrix and the topic-word matrix [4]:

\[
\varphi_{k,t} = \frac{n_{k,i} + \beta_t}{\sum_i(n_{k,i} + \beta_t)} \frac{n^{(k)}_{m,i} + \alpha_t}{\sum_i(n^{(k)}_{m,i} + \alpha_t)}^{-1}
\]

\[
\theta_{m,k} = \frac{n^{(k)}_{m,i} + \alpha_t}{\sum_i(n^{(k)}_{m,i} + \alpha_t)}^{-1}
\]

4. New Method for Adjusting Vector Representation of Short Texts

4.1. Text Observation and Analysis

An observation of the texts reveals three phenomena:

1. Synonym.
2. Two different type words with the same topic.
3. Homomorphic.

The algorithm presented in section 4.2 intends to solve these phenomena.

A data snippet represents a short pre-processed text. For Example, Table 2 shows three groups of sentences extracted from the data set composed of web search snippets. These three groups correspond to the three phenomena mentioned above.

### Table 2. Examples of web search snippets.

| Education-science 1 | 1 | school library media school library media activity monthly school library media activity monthly magazine school library media specialist plan collaborative lessons unit teacher |
|---------------------|---|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Education-science 2 | 2 | scholarship scholar ship com college scholarship search student loan college scholarship scholar ship com college scholarship info college scholarship search engine financial aid student loan |
| Business 1          | 3 | market commodity commodity market news data com commodity market news financial market price investor analysis com |
| Business 2          | 4 | money central men detail stock quote stock quote men money stock quote stock market quotes stock price fundamental investing data price chart news |
| Computer            | 5 | computer: computer how stuff work operating system how stuff work operating system operating system control task computer carry manage system resource optimize performance learn operating system |
| politics-society    | 6 | new america publication article downside our presidential system downside presidential system america foundation presidential system mechanism grapple election united live |

- In the first group, the word ‘school’ appears multiple times in Education-science 1, and the word ‘college’ appears multiple times in Education-science 2. The two words are synonymous, but this association cannot be obtained by the word vectors derived through statistical methods.
- In the second group, ‘market’ appears multiple times in Business 1, and ‘stock’ appears multiple times in Business 2. ‘Market’ and ‘stock’ are different types but highly related words that exist in the same domain. Given that they are different words, the statistics-based VSM document representation treats them as completely unrelated words. Accordingly, the distance of texts of the same category increases.
- The third group includes two categories drawn from two categories. They use the word ‘system’, which refers to different meanings in both sentences. We need to adjust its representation according to the topic of the text it belongs to, thus making the categories of the two texts more distinguishable.

4.2. Algorithm for Adjusting Vector Representation of Short Texts

4.2.1. Main Idea of the Algorithm

In view of the characteristics of short texts, we propose a method for adjusting vector representation of short texts using topic models (AVR hereinafter). The AVR algorithm uses the information obtained by the LDA topic model to adjust the textual representation of TF-IDF using the following steps:

1. Build original vector representation for each short text by calculating the weight of each word using TF-IDF.
2. Use the short text set to build the model based on LDA.
3. Estimate the parameters of LDA with Gibbs sampling and obtain document-topic probability distribution matrix and a topic-related vocabulary.
4. Sort the words in the topic-related vocabulary by the relevance weight between the word and the topic.
5. Select the words in the topic-related vocabulary based on the jumping points defined in Definition 1.
6. Adjust original vector representation for each short text.

We cannot accurately set the number of words retained in each topic when constructing LDA models, so in the fifth step, we will filter some topic-related words. The criteria for selecting is based on the definition of jumping point. Words with a weight lower than that of the jumping point are filtered out. The introduction of jump points ensures that the selected words are highly relevant to the topic.

[1]http://gibbslda.sourceforge.net/
Definition 1 (jumping point): Suppose that topic \( k \) contains the following words: \( \{ \text{word}_1^k, \ldots, \text{word}_{i-1}^k, \text{word}_i^k, \text{word}_{i+1}^k, \ldots, \text{word}_n^k \} \). The words are arranged in ascending order of relevance to the topic. When \( \left( \text{word}_i^k - \text{word}_{i-1}^k \right) \div \left( \text{word}_{i+1}^k - \text{word}_i^k \right) \geq \gamma \) occurs firstly, then \( \text{word}_i^k \) is the jumping point.

In Definition 1, \( \gamma \) is a hyper-parameter. Generally, the threshold \( \gamma > 1 \).

Table 3 and Figure 3 illustrate an example of the jumping point concept. A topic and its topic words sorted by relevance weights obtained by the LDA model are listed in Table 3. Figure 3 shows the weight change, where the coordinate scale of weight is enlarged to 1,000 times.

Table 3. Example of a topic and topic words.

| Index | word, | word, | word, | word, | word, | word, | word, | word, | ... |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| Word  | ...   | protest | baltimore | concuss | stream | kiko  | alono | watch | ... |
| Weight| 0.0063 | 0.0071 | 0.0079 | 0.0152 | 0.0165 | 0.0173 | 0.0189 | ... |

In Figure 3, each turning point in the curve represents the weight of a word. Let \( d_i \) represent the difference value between \( \text{word}_i \) and \( \text{word}_{i+1} \), that is, \( d_i = \text{word}_i - \text{word}_{i+1} \). In Figure 3, suppose that \( \text{word}_{i-1} \) = ‘concuss’, \( \text{word}_i \) = ‘stream’, \( \text{word}_{i+1} \) = ‘kiko’, and \( \gamma = 1.8 \), then \( d_{i-1} \div d_i \) is greater than the threshold \( \gamma \). Thus \( \text{word}_i \) (i.e., ‘stream’) is the jumping point, and the words whose weights are lower than that of \( \text{word}_i \) are filtered out. It is worth noting that, we only look for \( \text{word}_i \), which satisfies the first occurrence of \( \left( \text{word}_i - \text{word}_{i+1} \right) \div \left( \text{word}_i - \text{word}_{i-1} \right) \geq \gamma \).

After determining the topic words, we adjust the short text vector by combining the topic distribution matrix of the text with the topic distribution of the words in the short text for reducing the occurrence of the three phenomena mentioned in section 4.1. A word (as follows: \( w_i, w_j \)) whose weight is to be adjusted meets one of the following two conditions:

- \( w_i \in \text{text}_x, w_j \in \text{text}_y, w_i \in \text{topic}_k, w_j \in \text{topic}_m \), \( w_i \neq w_j \), \( \text{text}_x \neq \text{text}_y \), \( \text{topic}_k \neq \text{topic}_m \);
- \( w_i \in \text{text}_x, w_j \in \text{text}_x, w_i \in \text{topic}_k, w_j \in \text{topic}_m \), \( w_i = w_j \), \( \text{text}_x \neq \text{text}_y \), \( \text{topic}_k \neq \text{topic}_m \);

\( w_i \) and \( w_j \) are words; \( \text{text}_x \) and \( \text{text}_y \) are short texts; \( \text{topic}_k \) and \( \text{topic}_m \) represent the \( k \)th and \( m \)th topics, respectively.

In Algorithm 1, firstly, input the TextSet and represent each short text as a vector by TF-IDF. Afterwards, build LDA model on short texts, and obtain the topic-related vocabulary (trv) and topic distribution matrix of the document (\( \theta \)). In the next steps, filter topic-related vocabularies based on the definition of jumping point. In the last two loops, if the word \( x \) of the short text meets one of the two conditions mentioned in section 4.2.1, then its TF-IDF weight is replaced with the topic-related weight.

### 4.2.2. Algorithm Description

Our algorithm AVR is described as follows.

**Algorithm 1 AVR(TextSet)**

1. **Input TextSet**
   - for each text \( y \) in TextSet TF-IDF(y)
   - LDA_M(TextSet)
2. **GetTopicVoc (trv)**
3. **GetDisMat (\( \theta \))**
4. **Filter (trv)**
   - for each text \( y \) in TextSet
     - for each word \( x \) in \( y \)
       - if the word meets one of the two conditions described in 4.2.1 then \( W_x^z = \theta_k^x \times \text{trv}_z^x \)
   - Return adjusted TextSet vector representation matrix

Corresponding to Equations (5) and (6), the replaced weight can be calculated using Equation (7):

\[
W_x^z = \theta_k^x \times \text{trv}_z^x = \frac{n_k^x + \alpha_k}{\sum_{z=1}^{m_n} n_z^x + \alpha_k} \times \frac{n_k^z + \beta_x}{\sum_{z=1}^{m_n} n_z^z + \beta_x}
\]

For example, the vector representation of the short texts in Table 2 is processed using AVR, and the results are shown in Table 4. In the table, \( w_k \) is the weight of the word \( x \) calculated using TF-IDF.
Table 4. Vector representation of short text processed by the AVR algorithm.

| Domain                          | Training data | Test data |
|--------------------------------|---------------|-----------|
| Business                       | 1200          | 300       |
| Computer                       | 1200          | 300       |
| Culture-Arts-Ent               | 1800          | 330       |
| Education-Science              | 2300          | 300       |
| Engineering                    | 220           | 150       |
| Health                         | 880           | 300       |
| Politics-Society               | 1200          | 300       |
| Sport                          | 1120          | 300       |
| Total                          | 10060         | 2280      |

Table 5. Number of web search snippets as training and test data.

| Domain                          | Business | Health | Science | Sport | Technology | World | Total |
|--------------------------------|----------|--------|---------|-------|------------|-------|-------|
| Dataset                        | 2057     | 1572   | 799     | 2813  | 2343       | 2850  | 12432 |

5.1.2. Google News

All news (reports in Google news\(^3\)) are grouped according to different fields. We use the method described by Banerjee and Ramanathan\(^2\) to crawl news titles, which belong to the six domains of business, health, science, sport, technology and world, on October 20, 2017 and October 29, 2017. The details are shown in Table 6.

Table 6. Crawled google news number in various domains.

5.2. Data Pre-Processing and Classification Evaluation

The data set composed of web snippets is already processed and can be used directly. We deal with Google News as follows:

1. Letters are converted to lowercase.
2. Numbers, symbols and stop words are removed.
3. Sentences with fewer than five words are deleted.
4. Word stems are extracted. After pretreatment, 8,051 Google news titles are obtained.

5.3. Evaluation

Support Vector Machine (SVM) or K-Nearest Neighbour (KNN) classification method is conducted on the two text data sets represented by our approach to verify the effect of our text representation method on classification results.

Accuracy is used to evaluate the effectiveness of the classification, which proves the effectiveness of the proposed algorithm. Accuracy rate is defined as follows:

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}
\]

Where True Positive (TP) is the number of records from class A predicted as class A, True Positive (FP) is the number of records from class B predicted as class A, False Negative (FN) is the number of records from class A predicted as class B and True Negative (TN) is the number of records from class B predicted as class B.

---

\(^2\)http://jwebpro.sourceforge.net/data-web-snippets.tar.gz

\(^3\)https://news.google.com/news
B. Original vector representation of the short text data set is performed, and the validity of this expression is verified by classification.

5.4. Parameter Selection of LDA Model for Web Search Snippets

The experimental results are compared with the different number of topics and the different iterations of the LDA model. The data set used in this section is the web search snippets. The classification algorithm used in this section is KNN. The results are shown in Figures 4 and 5.

Figure 4 shows the change in classification accuracy with the number of topics. In this experiment, we use different numbers of topics (from 10 to 100) to estimate the LDA model, use the distribution matrix to adjust the vector representation of short texts in web search snippets and classify the adjusted short texts. Accuracy rate gradually increases with the number of topics from 10 to 60 and gradually decreases after 60. This finding indicates that classification performance is relatively stable with the number of topics, and we can carry out a test to obtain the optimal number of topics.

Figure 4. Classification accuracy with different topic number for web search snippets.

Figure 5 shows the change in classification accuracy with the number of topics and Gibbs iterations. The figure shows that classification accuracy is the highest when the number of topics is 60 and the number of iterations is 800.

Figure 5. Classification accuracy with different topic number and Gibbs iteration for web search snippets.

5.5. Results of Web Search Snippets

In this section, the experimental results of web search snippets are compared with those of other related works on web search snippets. The results are shown in Table 7. A comparative experiment is conducted with the four types of textual expressions introduced in the relevant works in section 2. Expressions of statistical model, probability-based model, text extension model for short text and our model are classified by SVM classifier. Expression of neural network language mode is classified by convolutional neural network (CNN) classifier.

Table 7. The classification accuracy of proposed method against other models.

| Domain                   | Expression | Accuracy |
|--------------------------|------------|----------|
| Statistical model        | TF-IDF     | 68.62%   |
| Probability based model  | LDA        | 76.10%   |
| Neural network language model [29] | Senna | 83.6%   |
|                          | GloVe      | 84.4%   |
|                          | Word2Vec   | 85.1%   |
| Text extension model for short texts | Phan et al. [20] | 82.7% |
|                          | Chen et al. [6] | 85.31% |
|                          | Zhang and Zhong [30] | 85.57% |
| Our model                | AVR        | 86.35%   |

Table 7 shows that our algorithm accuracy is higher than those of other algorithms, except for the approach proposed by Zhang and Zhong [30]. Our method does not require the introduction of external knowledge.

5.6. Results of Google News

We conduct experiments on the Google News data set to further illustrate the validity of our model. Similar to section 5.3, we obtain the best parameters for the LDA model on the Google News data set: the number of topics is 45, and the number of samples is 600.

We compare unprocessed TF-IDF text expression and AVR text expression. We randomly divide the data set into five equal parts and perform five cross-validation tests to examine the accuracy of our proposed algorithm on the Google News data set. The classification algorithm used in this section is KNN. The experimental results are shown in Figure 6. The figure shows that classification accuracy by AVR expression is higher than that of TF-IDF expression.

Figure 6. Classification accuracy of two text expressions of TF-IDF and AVR for Google news.

The Wilcoxon signed rank test method is used to analyse the experiment and compare the difference between the two text expressions of TF-IDF and AVR. The probability of no difference between the two methods is 0.018, which is less than 0.05. Thus, the AVR expression pattern is effective and is considerably improved relative to the original TF-IDF expression pattern.
6. Discussion

The proposed text expression method is verified through public data sets, and the experimental results show that the text classification accuracy is greatly improved without extending the number of text representation words. The proposed method is simpler and easier to operate compared with augmenting short texts and can achieve a very good result.

The original words in the text are not processed by other existing methods [19, 27, 30] after the topic words are inserted, although adding the topic words will reduce the influence of homonyms and synonyms. This study examines the processing of short text from a new angle by using carefully processed topic information to adjust the weights of the homographs and synonyms, such that several original words are changed. Several homographs and synonyms in the original texts are replaced by topics or topic words.

The largest advantage of this work is in solving the problem of unavailability of external data. In addition, the method of this research greatly improves the efficiency of short-text representation and does not take time to crawl external data and clean up crawled data.

7. Conclusions and Future Work

This study proposes an algorithm based on the topic model for adjust vector representation of short texts. The proposed algorithm reduces the influence of synonyms and homonyms on short-text classification. We build an LDA model of the short-text data set, establish a document–topic probability distribution matrix and a topic-related vocabulary, and propose the AVR algorithm. The problems of synonyms and homonyms are solved, and the performance of the classification is improved. In the future, further research will be conducted from the following aspects:

1. Optimizing the proposed AVR algorithm.
2. Combining our approach with short text enriching methods to improve the stability of classification.
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