PERSISTENT HOMOLOGY AND FLOER-NOVIKOV THEORY
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Abstract. We construct “barcodes” for the chain complexes over Novikov rings that arise in Novikov’s Morse theory for closed one-forms and in Floer theory on not-necessarily-monotone symplectic manifolds; in the case of classical Morse theory these coincide with the barcodes familiar from persistent homology. These barcodes completely characterize the filtered chain homotopy type of the chain complex, and in particular subsume in a natural way previous filtered Floer-theoretic invariants such as boundary depth and torsion exponents, as well as reflecting information about spectral invariants. We moreover prove a continuity result which is a natural analogue both of the classical bottleneck stability theorem in persistent homology and of standard continuity results for spectral invariants, and we use this to prove a $C^0$-robustness result for the fixed points of Hamiltonian diffeomorphisms. Our approach, which is rather different from the standard methods of persistent homology, is based on a non-Archimedean singular value decomposition for the boundary operator of the chain complex.
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1. Introduction

Persistent homology is a well-established tool in the rapidly-developing field of topological data analysis. On an algebraic level, the subject studies “persistence modules,” i.e., structures $V$ consisting of a module $V_t$ associated to each $t \in \mathbb{R}$ with homomorphisms $\sigma_{st}: V_s \rightarrow V_t$ whenever $s \leq t$ satisfying the functoriality properties that $\sigma_{ss} = I_{V_s}$ and $\sigma_{su} = \sigma_{tu} \circ \sigma_{st}$ (more generally $\mathbb{R}$ could be replaced by an arbitrary partially ordered set, but this generalization will not be relevant to this paper). Persistence modules arise naturally in topology when one considers a continuous function $f: X \rightarrow \mathbb{R}$ on a topological space $X$; for a field $K$ one can then let $V_t = H^*(\{f \leq t\}; K)$ be the homology of the $t$-sublevel set, with the $\sigma_{st}$ being the inclusion-induced maps. For example if $X = \mathbb{R}^n$ and the function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is given by the minimal distance to a finite collection of points sampled from some subset $S \subset \mathbb{R}^n$, then $V_t$ is the homology of the union of balls of radius $t$ around the points of the sample; the structure of the associated persistence module has been used effectively to make inferences about the topological structure of the set $S$ in some real-world situations, see e.g. [Ca09].

Under finiteness hypotheses on the modules $V_t$ (for instance finite-type as in [ZC05] or more generally pointwise-finite-dimensionality as in [Cr12]), provided that the coefficient ring for the modules $V_t$ is a field $K$, it can be shown that the persistence module $V$ is isomorphic in the obvious sense to a direct sum of “interval modules” $K I$, where $I \subset \mathbb{R}$ is an interval and by definition $(KI)_t = K$ for $t \in I$ and $\{0\}$ otherwise and and the morphisms $\sigma_{st}$ are the identity on $K$ when $s, t \in I$ and $0$ otherwise. The barcode of $V$ is then defined to be the multiset of intervals appearing in this direct sum decomposition. When $V$ is obtained as the filtered homology of a finite-dimensional chain complex, [ZC05] gives a worst-case-cubic-time algorithm that computes the barcode given the boundary operator on the chain complex.

If $f: X \rightarrow \mathbb{R}$ is a Morse function on a compact smooth manifold, a standard construction (see e.g. [Sc93]) yields a chain complex $CM_*(f)$ whose degree-$k$ part is formally spanned (say over the field $K$) by the critical points of $f$ having index $k$, such that the matrix elements of the boundary operator $\partial: CM_{k+1}(f) \rightarrow CM_k(f)$ count (with appropriate signs) negative gradient flowlines of $f$ which are asymptotic as $t \rightarrow -\infty$ to an index-$(k + 1)$ critical point and as $t \rightarrow \infty$ to an index $k$ critical point. For any $t \in \mathbb{R}$, if we consider the subspace $CM^*_k(f) \leq CM_*(f)$ spanned only by those critical points $p$ of $f$ with $f(p) \leq t$, then the fact that $f$ decreases along its negative gradient flowlines readily implies that $CM^*_k(f)$
is a subcomplex of $CM_*(f)$. So taking homology gives filtered Morse homology groups $HM^t_*(f)$, with inclusion induced maps $HM^t_*(f) \rightarrow HM^s_*(f)$ when $s \leq t$ that satisfy the usual functoriality properties. Thus the filtered Morse homology groups associated to a Morse function yield a persistence module; given a formula for the Morse boundary operator one could then apply the algorithm from \[ZC05\] to compute its barcode. In fact, standard results of Morse theory show that this persistence module is (up to isomorphism) simply the persistence module comprising the sublevel homologies $H_*\{f \leq t\}; K)$ with the inclusion-induced maps.

There are a variety of situations in which one can do some form of Morse theory for a suitable function $A: C \rightarrow \mathbb{R}$ on an appropriate infinite-dimensional manifold $C$. Indeed Morse himself \[MB34\] applied his theory to the energy functional on the loop space of a Riemannian manifold in order to study its geodesics. Floer discovered some rather different manifestations of infinite-dimensional Morse theory \[Fl88a\], \[Fl88b\], \[Fl89\] involving functions $A$ which, unlike the energy functional, are unbounded above and below and have critical points of infinite index. In these cases, one still obtains a Floer chain complex analogous to the Morse complex of the previous paragraph and can still speak of the filtered homologies $HF^t$ with their inclusion-induced maps $HF^s \rightarrow HF^t$; however it is no longer true that these filtered homology groups relate directly to classical topological invariants—rather they are new objects. Thus Floer’s construction gives (taking filtrations into account as above) a persistence module. If the persistence module satisfies appropriate finiteness conditions one then obtains a barcode by the procedure indicated earlier; however as we will explain below the finiteness conditions only hold in rather restricted circumstances. While the filtered Floer groups have been studied since the early 1990’s and have been a significant tool in symplectic topology since that time (see e.g. \[FlH94\], \[Sc00\], \[EP03\], \[Oh05\], \[U13\], \[HLS13\]), it is only very recently that they have been considered from a persistent-homological point of view. Namely, the authors of \[PS14\] apply ideas from persistent homology to prove interesting results about autonomous Hamiltonian diffeomorphisms of symplectic manifolds, subject to a topological restriction that is necessary to guarantee the finiteness property that leads to a barcode. This paper will generalize the notion of a barcode to more general Floer-theoretic situations; in particular this opens up the possibility of extending the results from \[PS14\] to manifolds other than those considered therein.

The difficulty with applying the theory of barcodes to general Floer complexes lies in the fact that, typically, Floer theory is more properly viewed as an infinite dimensional version of Novikov’s Morse theory for closed one-forms \[NS1\], \[Fa04\] rather than of classical Morse theory. Here one considers a closed 1-form $\alpha$ on some manifold $M$ which vanishes transversely with finitely many zeros, and takes a regular covering $\pi: \tilde{M} \rightarrow M$ on which we have $\pi^* \alpha = df$ for some function $\tilde{f}: \tilde{M} \rightarrow \mathbb{R}$. Then $\tilde{f}$ will be a Morse function whose critical locus consists of the preimage of the (finite) zero locus of $\alpha$ under $\pi$; in particular if the de Rham cohomology class of $\alpha$ is nontrivial then $\pi: \tilde{M} \rightarrow M$ will necessarily have infinite fibers and so $\tilde{f}$ will have infinitely many critical points.

One then attempts to construct a Morse-type complex $CN_*(\tilde{f})$ by setting $CN_k(\tilde{f})$ equal to the span over $K$ of the index-$k$ critical points of $\tilde{f}$, with boundary operator $\partial: CN_{k+1}(\tilde{f}) \rightarrow CN_k(\tilde{f})$. \footnote{“index” means Morse index in the finite-dimensional case, and typically some version of the Maslov index in the Floer-theoretic case}
\[ CN_k(\tilde{f}) \text{ given by setting, for an index-}(k+1) \text{ critical point } p \text{ of } \tilde{f}, \]

\[ \partial p = \sum_{ind_f(q)=k} n(p,q)q \]

where \( n(p,q) \) is a count of negative gradient flowlines for \( \tilde{f} \) (with respect to suitably generic Riemannian metric pulled back to \( \tilde{M} \) from \( M \)) asymptotic to \( p \) in negative time and to \( q \) in positive time. However the above attempt does not quite work because the sum on the right-hand side may have infinitely many nonzero terms; thus it is necessary to enlarge \( CN_k(\tilde{f}) \) to accommodate certain formal infinite sums. The correct definition is, where \( Crit_k(\tilde{f}) \) denotes the set of critical points of \( \tilde{f} \) with index \( k \):

(1) \[ CN_k(\tilde{f}) = \left\{ \sum_{p \in Crit_k(\tilde{f})} a_p p \mid a_p \in \mathcal{K}, (\forall C \in \mathbb{R})(\#\{p|a_p \neq 0, \tilde{f}(p) > C\} < \infty) \right\} \]

Then (in the cases relevant to this paper, including the classical Novikov complex where \( M \) is compact and various Floer theories where \( M \) is infinite-dimensional and the zeros of \( \alpha \) are some objects of interest (e.g. closed orbits of a Hamiltonian flow) on some other finite-dimensional manifold) it can be shown that definition of \( \partial \) above gives a well-defined map \( \partial : CN_{k+1}(\tilde{f}) \rightarrow CN_k(\tilde{f}) \) such that \( \partial^2 = 0 \). Moreover, just as in Morse theory, \( \partial \) preserves the \( \mathbb{R} \)-filtration given by, for \( t \in \mathbb{R} \), letting \( CN^t_k(\tilde{f}) \) consist of only those formal sums \( \sum_p a_p p \) where each \( \tilde{f}(p) \leq t \). In this way we obtain filtered Novikov homology groups \( HN^s(\tilde{f}) \rightarrow HN^t(\tilde{f}) \) satisfying the axioms of a persistence module over \( \mathcal{K} \).

However when the cover \( \tilde{M} \rightarrow M \) is nontrivial, this persistence module over \( \mathcal{K} \) does not satisfy the hypotheses of many of the major theorems of persistent homology—the maps \( HN^s(\tilde{f}) \rightarrow HN^t(\tilde{f}) \) generally have infinite rank and so the persistence module is not “\( q \)-tame” in the sense of [CdSGO12]. As is well-known, to get a finite-dimensional object out of the Novikov complex one should work not over \( \mathcal{K} \) but over a suitable Novikov ring. From now on we will assume that the cover \( \pi : \tilde{M} \rightarrow M \) is minimal subject to the property that \( \pi^*\alpha \) is exact—in other words the covering group coincides with the kernel of the homomorphism \( I_\alpha : \pi_1(M) \rightarrow \mathbb{R} \) induced by integrating \( \alpha \) over loops; this will lead to our Novikov ring being a field. Given this assumption, let \( \tilde{\Gamma} \leq \mathbb{R} \) be the image of \( I_\alpha \). Then by, for any \( g \in \tilde{\Gamma} \), lifting loops in \( M \) with integral equal to \( -g \) to paths in \( \tilde{M} \), we obtain an action of \( \tilde{\Gamma} \) on the critical locus of \( \tilde{f} \) such that \( \tilde{f}(p) - \tilde{f}(gp) = g \). In some Floer-theoretic situations this action can shift the index by \( s(g) \) for some homomorphism \( s : \tilde{\Gamma} \rightarrow \mathbb{Z} \) (for instance in Hamiltonian Floer theory \( s \) is given by evaluating the first Chern class of the symplectic manifold on spheres, while in the classical case of the Novikov chain complex of a closed one-form on a finite-dimensional manifold \( s \) is clearly zero); let \( \Gamma = \ker s \). So \( \Gamma \) acts on the index-\( k \) critical points of \( \tilde{f} \), and this action then gives rise to an action of the following Novikov field on \( CN_k(\tilde{f}) \):

\[ \Lambda^{\mathcal{K},\Gamma} = \left\{ \sum_{g \in \Gamma} a_g T^g | a_g \in \mathcal{K}, (\forall C \in \mathbb{R})(\#\{g|a_g \neq 0, g < C\} < \infty) \right\} \]

It follows from the description that \( CN_k(\tilde{f}) \) is a vector space over \( \Lambda^{\mathcal{K},\Gamma} \) of (finite!) dimension equal to the number of zeros of our original \( \alpha \in \Omega^1(M) \) which admit a lift to \( \tilde{M} \) which is
an index- \( k \) critical point for \( \tilde{f} \)—indeed if the set \{\( \tilde{p}_1, \ldots, \tilde{p}_{m} \)\} \( \subset \tilde{M} \) consists of exactly one such lift of each of these zeros of \( \alpha \) then \{\( \tilde{p}_1, \ldots, \tilde{p}_{m} \)\} is a \( \Lambda^{\mathcal{K},\Gamma} \)-basis for \( CN_k(\tilde{f}) \).

Now since the action by an element \( g \) of \( \Gamma \) shifts the value of \( \tilde{f} \) by \( -g \), the filtered groups \( CN_k(\tilde{f}) \) are not preserved by multiplication by scalars in \( \Lambda^{\mathcal{K},\Gamma} \), and so the aforementioned persistence module \( \{HF^i(\tilde{f})\} \) over \( \mathcal{K} \) can not be viewed as a persistence module over \( \Lambda^{\mathcal{K},\Gamma} \), unless of course \( \Gamma = \{0\} \), in which case \( \Lambda^{\mathcal{K},\Gamma} = \mathcal{K} \). (It can be viewed as a persistence module over the subring \( \Lambda_{\geq 0}^{\mathcal{K},\Gamma} \) consisting of formal sums \( \sum a_g T^g \) with all \( g \geq 0 \), but this does not seem especially useful since the theory of persistence modules over rings which are not fields is complicated and poorly understood.) Our strategy in this paper is to understand filtered Novikov and Floer complexes not through their induced persistence modules on homology but rather through the non-Archimedean geometry that the filtration induces on the chain complexes. This will lead to an alternative theory of barcodes which recovers the standard theory in the case that \( \Gamma = \{0\} \) but which makes sense for arbitrary \( \Gamma \), while continuing to enjoy various desirable properties.

We should mention that, in the case of Morse-Novikov theory for a function \( f : X \to \mathbb{S}^1 \), a different approach to persistent homology is taken in \[BD13]\, \[BH13]\, . These works are based around the notion of the (zigzag) persistent homology of level sets of the function; this is a rather different viewpoint from ours, as in order to obtain insight into Floer theory we only use the algebraic features of the Floer chain complex—in a typical Floer theory there is nothing that plays the role of the homology of a level set. Rather we construct what could be called an algebraic simulation of the more classical sublevel set persistence, even though (as noted in \[BD13]\, \[BH13]\,) from a geometric point of view it does not make sense to speak of the sublevel sets of an \( \mathbb{S}^1 \)-valued function. Also our theory, unlike that of \[BD13]\, \[BH13]\,, applies to the Novikov complexes of closed one-forms that have dense period groups. Notwithstanding these differences there are some indications (see in particular the remark after \[BH13\, Theorem 1.4\]) that the constructions may be related on their common domains of applicability; it would be interesting to understand this further.

1.1. Outline of the paper and summary of main results. With the exception of an application to Hamiltonian Floer theory in Section 12, the entirety of this paper is written in a general algebraic context involving chain complexes of certain kinds of non-Archimedean normed vector spaces over Novikov fields \( \Lambda = \Lambda^{\mathcal{K},\Gamma} \). (In particular, no knowledge of Floer theory is required to read the large majority of the paper, though it may be helpful as motivation.) The definitions necessary for our theory are somewhat involved and so will not be included in detail in this introduction, but they make use of the standard notion of orthogonality in non-Archimedean normed vector spaces, a subject which is reviewed Section 2. Our first key result is Theorem 3.4, which shows that any linear map \( A : C \to D \) between two finite-dimensional non-Archimedean normed vector spaces \( C \) and \( D \) over \( \Lambda \) having orthogonal bases admits a singular value decomposition: there are orthogonal bases \( B_C \) for \( C \) and \( B_D \) for \( D \) such that \( A \) maps each member of \( B_C \) either to zero or to one of the elements of \( B_D \). In the case that \( C \) and \( D \) admit orthonormal bases and not just orthogonal ones this was known (see \[Ke10\, Section 4.3\]) ; however Floer complexes typically admit orthogonal but not orthonormal bases (unless one extends coefficients, which leads to a loss of information), and in this case Theorem 3.4 appears to be new.

In Definition 4.1 we introduce the notion of a “Floer-type complex” \( (C_*, \partial, \ell) \) over a Novikov field \( \Lambda \); this is a chain complex of \( \Lambda \)-vector spaces \( (C_*, \partial) \) with a non-Archimedean norm \( \ell \) on each graded piece \( C_k \) that induces a filtration which is respected by \( \partial \). We later
construct our versions of the barcode by consideration of singular value decompositions of the various graded pieces of the boundary operator. Singular value decompositions are rather non-unique, but we prove a variety of results reflecting that data about filtrations of the elements involved in a singular value decomposition is often independent of choices and so gives rise to invariants of the Floer-type complex \((C_*, \partial, \ell)\). The first instance of this appears in Theorem 4.11 which relates the boundary depth of \([U11, U13]\), as well as generalizations thereof, to singular value decompositions. Theorem 4.13 shows that these generalized boundary depths are equal to (an algebraic abstraction of) the torsion exponents from \([FOOO09]\). Since the definition of the torsion exponents in \([FOOO09]\) requires first extending coefficients to the universal Novikov field (with \(\Gamma = \mathbb{R}\)), whereas our definition in terms of singular value decompositions does not require such an extension, this implies new restrictions on the values that the torsion exponents can take: in particular they all must equal differences between filtration levels of chains in the original Floer complex.

1.1.1. Barcodes. Our fundamental invariants of a Floer-type complex, the “verbose barcode” and the “concise barcode,” are defined in Definition 6.3. The verbose barcode in any given degree is a finite multiset of elements \(([a], L)\) of the Cartesian product \((\mathbb{R}/\Gamma) \times [0, \infty] \), where \(\Gamma \leq \mathbb{R}\) is the subgroup described above and involved in the definition of the Novikov field \(\Lambda = \Lambda^{\mathbb{R}, \Gamma}\), and is constructed in an explicit way from singular value decompositions of the graded pieces of the boundary operator on a Floer-type complex. The concise barcode is simply the sub-multiset of the verbose barcode consisting of elements \(([a], L)\) with \(L > 0\).

To be a bit more specific, as is made explicit in Proposition 7.4, a singular value decomposition can be thought of as expressing the Floer-type complex as an orthogonal direct sum of very simple complexes\(^2\) having the form

\[
\cdots \rightarrow 0 \rightarrow \text{span}_A \{y\} \rightarrow \text{span}_A \{\partial y\} \rightarrow 0 \rightarrow \cdots \quad \text{or} \quad \cdots \rightarrow 0 \rightarrow \text{span}_A \{x\} \rightarrow 0 \rightarrow \cdots
\]

and the verbose barcode consists of the elements \(\{[\ell(\partial y)], [\ell(y) - \ell(\partial y)]\}\) for summands of the first type and \(\{[\ell(x)], \infty\}\) for summands of the second type. The concise barcode discards those elements coming from summands with \(\ell(\partial y) = \ell(y)\) (as these do not affect any of the filtered homology groups).

To put these barcodes into context, suppose that \(\Gamma = \{0\}\) and that our Floer-type complex \((C_*, \partial, \ell)\) is given by the Morse complex \(CM_*(f)\) of a Morse function \(f\) on a compact manifold \(X\) (with \(\ell\) recording the highest critical value attained by a given chain in the Morse chain complex). Then standard persistent homology methods associate to \(f\) a barcode, which is a collection of intervals \([a, b)\) with \(a < b \leq \infty\), given the interpretation that each interval \([a, b)\) in the collection corresponds to a topological feature of \(X\) which is “born” at the level \(\{f = a\}\) and “dies” at the level \(\{f = b\}\) (or never dies if \(b = \infty\)). Theorem 6.2 proves that, when \(\Gamma = \{0\}\) (so that \(\mathbb{R}/\Gamma = \mathbb{R}\)), our concise barcode is equivalent to the classical persistent homology barcode under the correspondence that sends a pair \((a, L)\) in the concise barcode to an interval \([a, a + L)\). (Thus the second coordinates \(L\) in our elements of the concise barcode correspond to the lengths of bars in the persistent homology barcode.) To relate this back to the persistence module \(\{HM^k_t(f)\}_{t \in \mathbb{R}} \cong \{H_*(\{f \leq t\}; K)\}_{t \in \mathbb{R}}\) discussed earlier in the introduction, each \(HM^k_t(f)\) has dimension equal to the number of elements \((a, L)\) in the degree-\(k\) concise barcode such that \(a \leq t < a + L\), and the rank of the

\(^2\)The “Morse-Barannikov complex” described in \([LNV13\] Section 2\) can be seen as a special case of this direct sum decomposition when \(\Gamma = \{0\}\) and the Floer-type complex is the Morse complex of a Morse function whose critical values are all distinct.
inclusion-induced map $HM^*_k(f) \to HM^*_k(f)$ is equal to the number of such elements with $a \leq s \leq t < a + L$.

When $\Gamma$ is a nontrivial subgroup of $\mathbb{R}$, a Floer-type complex over $\Lambda$ is more akin to the Morse-Novikov complex of a multivalued function $f$, where the ambiguity of the values of $f$ is given by the group $\Gamma$ (for instance, identifying $S^1 = \mathbb{R}/\mathbb{Z}$, for an $S^1$-valued function we would have $\Gamma = \mathbb{Z}$). While this situation lies outside the scope of classical persistent homology barcodes for reasons indicated earlier in the introduction, on a naive level it should be clear that if a topological feature of $X$ is born where $f = a$ and dies where $f = b$ (corresponding to a bar $[a, b]$ in a hypothetical barcode), then it should equally be true that, for any $g \in \Gamma$, a topological feature of $X$ is born where $f = a + g$ and dies where $f = b + g$. So bars would come in $\Gamma$-parametrized families with $\Gamma$ acting on both endpoints of the interval; such families in turn can be specified by the coset $[a]$ of the left endpoint $a$ in $\mathbb{R}/\Gamma$ together with the length $L = b - a \in [0, \infty]$. This motivates our definition of the verbose and concise barcodes as multisets of elements of $(\mathbb{R}/\Gamma) \times [0, \infty]$. In terms of the summands in $\mathbb{Z}$, the need to quotient by $\Gamma$ simply comes from the fact that the elements $y$ and $x$ are only specified up to the scalar multiplication action of $\Lambda \setminus \{0\}$, which can affect their filtration levels by an arbitrary element of $\Gamma$. The following classification results are two of the main theorems of this paper.

**Theorem A.** Two Floer-type complexes $(C_*, \partial, \ell_C)$ and $(D_*, \partial, \ell_D)$ are filtered chain isomorphic to each other if and only if they have identical verbose barcodes in all degrees.

**Theorem B.** Two Floer-type complexes $(C_*, \partial, \ell_C)$ and $(D_*, \partial, \ell_D)$ are filtered chain homotopy equivalent to each other if and only if they have identical concise barcodes in all degrees.

Theorem A includes the statement that the verbose (and hence also the concise) barcode is independent of the singular value decomposition used to define it; indeed this statement is probably the hardest part of Theorems A and B to prove. We prove these theorems in Section 7.

As should already be clear from the above discussion, the only distinction between the verbose and concise barcodes of a Floer-type complex $(C_*, \partial, \ell)$ arises from elements $y \in C_*$ with $\ell(\partial y) = \ell(y)$. While our definition of a Floer-type complex only imposes the inequality $\ell(\partial y) \leq \ell(y)$, in many of the most important examples, including the Morse complex of a Morse function or the Hamiltonian Floer complex of a nondegenerate Hamiltonian, one in fact always has a strict inequality $\ell(\partial y) < \ell(y)$ for all $y \in C_* \setminus \{0\}$. For complexes satisfying this latter property the verbose and concise barcodes are equal, and so Theorems A and B show that the filtered chain isomorphism classification of such complexes is exactly the same as their filtered chain homotopy equivalence classification. (This fact can also be proven in a more direct way, see for instance the argument at the end of [UH11, Proof of Lemma 3.8].)

In Remark 4.3 below we mention some examples of naturally-occurring Floer-type complexes in which an equality $\ell(\partial y) = \ell(y)$ can sometimes hold. In these complexes the verbose and concise barcodes are generally different, and thus the filtered chain homotopy equivalence classification is coarser than the filtered chain isomorphism classification. For many purposes the filtered chain isomorphism classification is likely too fine, in that it may depend on auxiliary choices made in the construction of the complex (for instance, in the Morse-Bott complex as constructed in [FY04], it would depend on the choices of Morse functions on the critical submanifolds of the Morse-Bott function under consideration). The filtered chain homotopy type (and thus, by Theorem B, the concise barcode) is generally
insensitive to such choices, and moreover is robust in a sense made precise in Theorem 1.3 below.

When \( \Gamma = \{0\} \), Theorem B may be seen as an analogue of standard results from persistent homology (like [ZC05, Corollary 3.1]) which imply that the degree-\( k \) barcode of a Floer-type complex completely classifies the persistence module obtained from its filtered homologies \( H_\ast^k(C_\ast) \). Of course, the filtered chain homotopy type of a filtered chain complex is sufficient to determine its filtered homologies. Conversely, still assuming that \( \Gamma = \{0\} \), by using the description of finite-type persistence modules as \( \mathcal{K}[t] \)-modules in [ZC05], and taking advantage of the fact that (because \( \mathcal{K}[t] \) is a PID) chain complexes of free \( \mathcal{K}[t] \)-modules are classified up to chain homotopy equivalence by their homology, one can show that the filtered chain homotopy type of a Floer-type complex is determined by its filtered homology persistence module. Thus although the persistent homology literature generally focuses on homological invariants rather than classification of the underlying chain complexes up to filtered isomorphism or filtered homotopy equivalence, when \( \Gamma = \{0\} \) Theorem B can be deduced from [ZC05] together with a little homological algebra and Theorem 6.2.

For any choice of the group \( \Gamma \), the concise barcode contains information about various numerical invariants of Floer-type complexes that have previously been used in filtered Floer theory. In particular, by Theorems 4.11 and 4.13 and the definition of the concise barcode, the torsion exponents from [FOOO09] are precisely the second coordinates \( L \) of elements \( ([a], L) \) of the concise barcode having \( L < \infty \), written in decreasing order; the boundary depth of \([U11]\) is just the largest of these. Meanwhile in Section 6.1 we show that the concise barcode also carries information about the spectral invariants as in [Sc00], [Oh05]. In particular a number \( a \) arises as the spectral invariant of some class in the homology of the complex if and only if there is an element of form \( ([a], \infty) \) in the concise barcode. By contrast, the numbers \( a \) appearing in elements \( ([a], L) \) of the concise barcode with \( L < \infty \) do not seem to have standard analogues in Floer theory, and so could be considered as new invariants.

In Section 6.2 we show how the verbose (and hence also the concise) barcodes of a Floer-type complex in various degrees are related to those of its dual complex, and to those of the complex obtained by extending the coefficient field by enlarging the group \( \Gamma \). The relationships are rather simple; in the case of the dual complex they can be seen as extending results from [U10] on the Floer theory side and from [SMVJ] on the persistent homology side.

1.1.2. Stability. Among the most important theorems in persistent homology theory is the bottleneck stability theorem, which in its original form [CEH07] shows that, for the sublevel persistence modules \( \{H_\ast(\{f \leq t\}; \mathcal{K})\}_{t \in \mathbb{R}} \) associated to suitably tame functions \( f : X \to \mathbb{R} \) on a fixed topological space \( X \), the barcode of the persistence module depends in 1-Lipschitz fashion on \( f \), where we use the \( C^0 \) norm to measure the distance between functions and the bottleneck distance (recalled below) to measure distances between barcodes. Since in applications there is inevitably some imprecision in the function \( f \), some sort of result along these lines is evidently important in order to ensure that the barcode detects robust information. More recently a number of extensions and new proofs of the bottleneck stability theorem have appeared, for instance in [CCGGO09], [CdSGO12], [BL14]; these have recast the theorem as an essentially algebraic result about persistence modules satisfying a finiteness condition such as \( q \)-tameness. When recast in this fashion the stability theorem can
be improved to an isometry theorem, stating that two natural metrics on an appropriate class of persistence modules are equal.

Hamiltonian Floer theory \cite{hao1995,li1998,rob:hamiltonian,floer1999,pan2013} associates a Floer-type complex to any suitably non-degenerate Hamiltonian \( \Phi: S^1 \times M \to \mathbb{R} \) on a compact symplectic manifold \((M, \omega)\). A well-established and useful principle in Hamiltonian Floer theory is that many aspects of the filtered Floer complex are robust under \( C^0 \)-small perturbations of the Hamiltonian; for instance various \( \mathbb{R} \)-valued quantities that can be extracted from the Floer complex such as spectral invariants and boundary depth are Lipschitz with respect to the \( C^0 \)-norm on Hamiltonian functions \( (\text{Sc}00, \text{Oh}05, \text{U}11)\). Naively this is rather surprising since \( C^0 \)-perturbing a Hamiltonian can dramatically alter its Hamiltonian flow. Our notion of the concise barcode—which by Theorem B gives a complete invariant of the filtered chain homotopy type of a Floer-type complex—allows us to obtain a more complete understanding of this \( C^0 \)-rigidity property, as an instance of a general algebraic result which extends the bottleneck stability/isometry theorem to Floer-type complexes for general subgroups \( \Gamma \leq \mathbb{Z} \).

In order to formulate our version of the stability theorem we must explain the notions of distance that we use between Floer-type complexes on the one hand and concise barcodes on the other. Beginning with the latter, consider two multisets \( S \) and \( T \) of elements of \((\mathbb{R}/\Gamma) \times [0, \infty)\). For \( \delta \geq 0 \), a \( \delta \)-matching between \( S \) and \( T \) consists of the following data:

(i) submultisets \( S_{\text{short}} \) and \( T_{\text{short}} \) such that the second coordinate \( L \) of every element \( ([a], L) \in S_{\text{short}} \cup T_{\text{short}} \) obeys \( L \leq \delta \).

(ii) A bijection \( \sigma: S \setminus S_{\text{short}} \to T \setminus T_{\text{short}} \) such that, for each \( ([a], L) \in S \setminus S_{\text{short}} \) (where \( a \in \mathbb{R}, L \in [0, \infty) \)) we have \( \sigma([a], L) = ([a'], L') \) where for all \( \epsilon > 0 \) the representative \( a' \) of the coset \( [a'] \in \mathbb{R}/\Gamma \) can be chosen such that both \( |a' - a| \leq \delta + \epsilon \) and either \( L = L' = \infty \) or \( |(a' + L') - (a + L)| \leq \delta + \epsilon \).

Thus, viewing elements \( ([a], L) \) as corresponding to intervals \( [a, a + L) \) (modulo \( \Gamma \)-translation), a \( \delta \)-matching is a matching which shifts both endpoints of each interval by at most \( \delta \), with the proviso that we allow an interval \( I \) to be matched with a fictitious zero-length interval at the center of \( I \).

**Definition 1.1.** If \( S \) and \( T \) are two multisets of elements of \((\mathbb{R}/\Gamma) \times [0, \infty)\) then the **bottleneck distance** between \( S \) and \( T \) is

\[
d_B(S, T) = \inf\{ \delta \geq 0 | \text{There exists a } \delta \text{-matching between } S \text{ and } T \}
\]

If \( S = \{S_k\}_{k \in \mathbb{Z}} \) and \( T = \{T_k\}_{k \in \mathbb{Z}} \) are two \( \mathbb{Z} \)-parametrized families of multisets of elements of \((\mathbb{R}/\Gamma) \times [0, \infty)\) then we write

\[
d_B(S, T) = \sup_{k \in \mathbb{Z}} d_B(S_k, T_k)
\]

It is easy to see that in the special case that \( \Gamma = \{0\} \) the above definition agrees with the notion of bottleneck distance in \cite{CEH07}.

On the Floer complex side, we make the following definition which is a slight modification of \cite[Definition 3.7]{U13}. As is explained in Appendix B this is very closely related to the notion of interleaving of persistence modules from \cite{CCGG09}.

**Definition 1.2.** Let \( (C_*, \partial_C, \ell_C) \) and \( (D_*, \partial_D, \ell_D) \) be two Floer-type complexes, and \( \delta \geq 0 \). A **\( \delta \)-quasiequivalence** between \( C_* \) and \( D_* \) is a quadruple \( (\Phi, \Psi, K_1, K_2) \) where:

- \( \Phi: C_* \to D_* \) and \( \Psi: D_* \to C_* \) are chain maps, with \( \ell_D(\Phi c) \leq \ell_C(c) + \delta \) and \( \ell_C(\Psi d) \leq \ell_D(d) + \delta \) for all \( c \in C_* \) and \( d \in D_* \).
The quasiequivalence distance between \((C_*, \partial C_*, \ell_C)\) and \((D_*, \partial D_*, \ell_D)\) is then defined to be
\[
d_Q((C_*, \partial C_*, \ell_C), (D_*, \partial D_*, \ell_D)) = \inf \left\{ \delta \geq 0 \mid \text{There exists a } \delta\text{-quasiequivalence between } (C_*, \partial C_*, \ell_C) \text{ and } (D_*, \partial D_*, \ell_D) \right\}
\]

We will prove the following as Theorems 8.18 and 8.19 in Sections 9 and 10:

**Theorem 1.3.** Given a Floer-type complex \((C_*, \partial C_*, \ell_C)\), denote its concise barcode by \(\mathcal{B}(C_*, \partial C_*, \ell_C)\) and the degree-\(k\) part of its concise barcode by \(\mathcal{B}_{C_*,k}\). Then the bottleneck and quasiequivalence distances obey, for any Floer-type complexes \((C_*, \partial C_*, \ell_C)\) and \((D_*, \partial D_*, \ell_D)\):

\[
d_Q((C_*, \partial C_*, \ell_C), (D_*, \partial D_*, \ell_D)) \leq d_B(\mathcal{B}(C_*, \partial C_*, \ell_C), \mathcal{B}(D_*, \partial D_*, \ell_D)) \leq 2d_Q((C_*, \partial C_*, \ell_C), (D_*, \partial D_*, \ell_D)).
\]

For \(k \in \mathbb{Z}\) let \(\Delta_{D,k} > 0\) denote the smallest second coordinate \(L\) of all of the elements of \(\mathcal{B}_{D,k}\). If \(d_Q((C_*, \partial C_*, \ell_C), (D_*, \partial D_*, \ell_D)) < \frac{\Delta_{D,k}}{4}\), then
\[
d_B(\mathcal{B}_{C,*}, \mathcal{B}_{D,k}) \leq d_Q((C_*, \partial C_*, \ell_C), (D_*, \partial D_*, \ell_D)).
\]

Thus the map from filtered chain homotopy equivalence classes of Floer-type complexes to concise barcodes is at least bi-Lipschitz, with Lipschitz constant 2. We expect that it is always an isometry; in fact when \(\Gamma = \{0\}\) this can be inferred from [CaSGO12, Theorem 4.11] and Theorem 6.2, and we also show this to be true at the other extreme when \(\Gamma\) is dense, see Corollary 9.3.

Whether or not the map from Floer-type complexes to concise barcodes is an isometry using the distance functions \(d_Q\) and \(d_B\), by taking advantage of the last sentence of Theorem 1.3 we show in Section 11 that it is an isometry if the quasiequivalence distance \(d_Q\) between Floer-type complexes is replaced by a somewhat more complicated distance function \(d_P\) that we call the interpolating distance (see Theorem 11.2). Of course the expectation indicated in the previous paragraph can then be rephrased as saying that the distances \(d_P\) and \(d_Q\) are in fact equal (and apparently this is true when \(\Gamma\) is either trivial or dense). In any case, our experience has been that methods which lead to bounds on one of the distance functions \(d_P\) or \(d_Q\) often also produce bounds on the other.

The final section of the body of the paper applies our general algebraic results to Hamiltonian Floer theory, the relevant features of which are reviewed at the beginning of that section.\(^3\) Combining Theorem 11.2 with standard results from Hamiltonian Floer theory proves the following, later restated as Corollary 12.2:

**Corollary 1.4.** If \(H_0\) and \(H_1\) are two non-degenerate Hamiltonians on any compact symplectic manifold \((M, \omega)\) then the bottleneck distance between the concise barcodes of \((\text{CF}_*(H_0), \partial H_0, \ell_{H_0})\) and \((\text{CF}_*(H_1), \partial H_1, \ell_{H_1})\) is less than or equal to \(\int_0^1 \|H_1(t, \cdot) - H_0(t, \cdot)\|_{L^\infty} \, dt\).

\(^3\)While we focus on Hamiltonian Floer theory in Section 12 very similar results would apply to the Hamiltonian-perturbed Lagrangian Floer chain complexes or to the chain complexes underlying Novikov homology.
Summing up, we have shown how to associate to the Hamiltonian Floer complex combinatorial data in the form of the concise barcode, which completely classifies the complex up to filtered chain homotopy equivalence, and which is continuous with respect to variations in the Hamiltonian in a way made precise in Corollary 1.4. Given the way in which torsion exponents, the boundary depth, and spectral invariants are encoded in the concise barcode, this continuity can be seen as a simultaneous extension of continuity results for those quantities ([FOOO09, Theorem 6.1.25], [UT1, Theorem 1.1(iii)], [Sc00, (12)]).

We then apply Corollary 1.4 to prove our main application, Theorem 12.3, concerning the robustness of the fixed points of a Hamiltonian diffeomorphism under $C^0$-perturbations of the Hamiltonian: roughly speaking, as long as the perturbation is small enough (as determined by the concise barcode of the original Hamiltonian) the perturbed Hamiltonian, if it is nondegenerate, will have at least as many fixed points as the original one, with actions that are close to the original actions. Moreover, depending in a precise way on the concise barcode, fixed points with certain actions may be identified as enjoying stronger robustness properties (in the sense that a larger perturbation is required to eliminate them) than general fixed points of the same map. While $C^0$-robustness of fixed points is a familiar idea in Hamiltonian Floer theory (see, e.g., [CR03, Theorem 2.1]), Theorem 12.3 goes farther than previous results both in its control over the actions of the perturbed fixed points and in the way that it gives stronger bounds for the robustness of unperturbed fixed points with certain actions (see Remark 12.4).

In Appendix A we present an explicit algorithm for computing (almost all of) a singular value decomposition for a linear map between appropriate vector spaces over a Novikov field, which in particular suffices to find the barcode of a Floer-type complex in any given degree provided that one has a matrix representation of the boundary operator. The algorithm is similar to that introduced in classical persistent homology in [ZC05] and in particular should have similar (cubic) complexity, measured in (Novikov) field operations.

Finally, Appendix B identifies the quasiequivalence distance $d_Q$ that features in Theorem 1.3 with a chain level version of the interleaving distance that is commonly used (e.g. in [CCGGO09]) in the persistent homology literature.
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2. Non-Archimedean orthogonality

2.1. Non-Archimedean normed vector spaces. Fixing a ground field $\mathbb{K}$ and an additive subgroup $\Gamma \leq \mathbb{R}$ as in the introduction, we will consider vector spaces over the Novikov field defined as

$$\Lambda = \Lambda^{\mathbb{K}, \Gamma} = \left\{ \sum_{g \in \Gamma} a_g T^g \middle| a_g \in \mathbb{K}, (\forall C \in \mathbb{R}) (\# \{g \mid a_g \neq 0, g < C \} < \infty) \right\}$$
where $T$ is a formal symbol and we use the obvious “power series” addition and multiplication. This Novikov field adapts the ring used by Novikov in his version of Morse theory for multivalued functions; see [HS95] both for some of its algebraic properties and for its use in Hamiltonian Floer homology. Note that when $\Gamma$ is the trivial group, $\Lambda$ reduces to the ground field $K$.

For $\Lambda$ above, we can associate a valuation $\nu : \Lambda \to \mathbb{R} \cup \{\infty\}$ (i.e. for all $x, y \in \Lambda$, we have $\nu(xy) = \nu(x) + \nu(y)$, $\nu(x + y) \geq \min\{\nu(x), \nu(y)\}$ and $\nu(x) = \infty$ if and only if $x = 0$) simply by

$$\nu \left( \sum_{g \in \Gamma} a_g T^g \right) = \min \{ g \mid a_g \neq 0 \}$$

Note that we can take minimum exactly due to the finiteness condition in the definition of Novikov field. If $\Gamma$ is trivial, then $\nu$ is the trivial valuation defined by $\nu(a) = 0$ for all $a \in K \setminus \{0\}$ while $\nu(0) = \infty$.

**Definition 2.1.** A non-Archimedean normed vector space over $\Lambda$ is a pair $(C, \ell)$ where $C$ is a vector space over $\Lambda$ endowed with a filtration function $\ell : C \to \mathbb{R} \cup \{-\infty\}$ satisfying the following axioms:

- (F1) For any $x \in C$, $\ell(x) = -\infty$ if and only if $x = 0$
- (F2) For any $\lambda \in \Lambda$ and $x \in C$, $\ell(\lambda x) = \ell(x) - \nu(\lambda)$
- (F3) For any $x, y \in C$, $\ell(x + y) \leq \max\{\ell(x), \ell(y)\}$

Compared with the standard notation for non-Archimedean norms, the filtration function above is the logarithm of the standard one (in other words, $e^\ell$ is the corresponding norm). But we phrase the definition in this way because we will focus mainly on $\ell$.

We record the following standard fact:

**Proposition 2.2.** If $(C, \ell)$ is a non-Archimedean normed vector space over $\Lambda$ and the elements $x, y \in C$ have $\ell(x) \neq \ell(y)$, then

$$\ell(x + y) = \max\{\ell(x), \ell(y)\}.$$  

**Proof.** Of course the inequality “$\leq$” in (3) is just (F3). For “$\geq$” we assume without loss of generality that $\ell(x) > \ell(y)$, so we are to show that $\ell(x + y) \geq \ell(x)$. Now (F2) implies that $\ell(-y) = \ell(y)$, so $\ell(x) = \ell((x + y) + (-y)) \leq \max\{\ell(x + y), \ell(y)\}$. Thus since we have assumed that $\ell(x) > \ell(y)$ we indeed must have $\ell(x) \leq \ell(x + y)$. \qed

**Example 2.3.** (Rips complexes). Let $X$ be a collection of points in Euclidean space. For any parameter $\epsilon > 0$ one has a Rips complex of parameter $\epsilon$ which can be described in our terms as follows. Let $CR_*$ be the simplicial chain complex over $K$ of the complete simplicial complex on the set $X$, so that $CR_k$ is the free $K$-vector space generated by the $k$-simplices all of whose vertices lie in $X$. Define $\ell : CR_* \to \mathbb{R} \cup \{-\infty\}$ by setting $\ell(\sum_i a_i \sigma_i)$ equal to the largest diameter of any of the simplices $\sigma_i$ with $a_i \neq 0$ (and to $-\infty$ when $\sum_i a_i \sigma_i = 0$). Then $(C_*, \ell)$ is a non-Archimedean vector space over $\Lambda^{\mathcal{K},\{0\}} = K$. The degree-$k$ part of the Rips complex of parameter $\epsilon$ is then

$$CR_k(X; \epsilon) = \{ c \in CR_k(X) \mid \ell(c) \leq \epsilon \},$$

i.e. it is spanned by those simplices with diameter at most $\epsilon$. The standard simplicial boundary operator maps $CR_k(X; \epsilon)$ to $CR_{k-1}(X; \epsilon)$, yielding Rips homology groups $HR_k(X; \epsilon)$, and the dependence of these homology groups on $\epsilon$ is a standard object of study in applied persistent homology, as in [ZC05].
Example 2.4. (Morse complex). Suppose we have a closed manifold $X$ and $f$ is a Morse function on $X$. We may then consider its Morse chain complex $CM_*(X; f)$ over the field $K = \Lambda^{\mathbb{K};[0]}$ as in [Sc93]. Set $C = \bigoplus_k CM_k(X; f)$ and $\Lambda = K$ (here $\Gamma$ is trivial). For any element $x \in C$, by the definition of the Morse chain complex, $x = \sum a_ip_i$ where each $p_i$ is a critical point and $a_i \in K$. Then define $\ell : C \to \mathbb{R} \cup \{-\infty\}$ by $\ell \left( \sum_i a_i p_i \right) = \max \{ f(p_i) \mid a_i \neq 0 \}$.

It is easy to see that $\ell$ satisfies (F1), (F2) and (F3) above. Therefore, $(\bigoplus_k CM_k(X; f), \ell)$ is a non-Archimedean normed vector space over $K = \Lambda^{K;[0]}$.

Example 2.5. For appropriate functions $\tilde{f} : \tilde{M} \to \mathbb{R}$, the graded parts $CN_k(\tilde{f})$ of the Novikov-type complexes (including Hamiltonian Floer complex) as discussed in the introduction (see (1)) can likewise be seen as non-Archimedean vector spaces over $\Lambda = \Lambda^{K,\Gamma}$ where the group $\Gamma$ is as defined in the introduction: just as in the previous two examples we put $\ell \left( \sum a_ip_i \right) = \max \{ \tilde{f}(p) \mid a_i \neq 0 \}$.

We leave verification of axioms (F1), (F2), and (F3) to the reader.

2.2. Orthogonality. We will use the standard notions of orthogonality in non-Archimedean normed vector space (see [MS65]).

Definition 2.6. Let $(C, \ell)$ be a non-Archimedean normed vector space over a Novikov field $\Lambda$.

- Two subspaces $V$ and $W$ are said to be orthogonal if for all $v \in V$ and $w \in W$, we have $\ell(v + w) = \max \{ \ell(v), \ell(w) \}$

- A finite ordered collection $(w_1, \ldots, w_r)$ of elements of $C$ is said to be orthogonal if, for all $\lambda_1, \ldots, \lambda_r \in \Lambda$, we have

\[
\ell \left( \sum_{i=1}^r \lambda_i w_i \right) = \max_{1 \leq i \leq r} \ell(\lambda_i w_i)
\]

In particular a pair $(v, w)$ of elements of $C$ is orthogonal if and only if the spans $\langle v \rangle_\Lambda$ and $\langle w \rangle_\Lambda$ are orthogonal as subspaces of $C$. Of course, by (F2), the criterion (4) can equivalently be written as

\[
\ell \left( \sum_{i=1}^r \lambda_i w_i \right) = \max_{1 \leq i \leq r} \left( \ell(w_i) - \nu(\lambda_i) \right)
\]

Example 2.7. Here is a simple example illustrating the notion of orthogonality. Let $\Gamma = \{0\}$ so that $\Lambda = \mathbb{K}$ has the trivial valuation defined by $\nu(\lambda) = \begin{cases} -\infty & \lambda = 0 \\ 0 & \lambda \neq 0 \end{cases}$. Where $C = \text{span}_\mathbb{K}\{x, y\}$ we may define a filtration function $\ell$ on $C$ by declaring $(x, y)$ to be an orthogonal basis with, say, $\ell(x) = 1$ and $\ell(y) = 0$; then in accordance with (5) and the definition of the trivial valuation $\nu$ we will have

\[
\ell(\lambda x + \eta y) = \begin{cases} 1 & \lambda \neq 0 \\ 0 & \lambda = 0, \eta \neq 0 \\ -\infty & \lambda = \eta = 0 \end{cases}
\]
The ordered basis \((x + y, y)\) will likewise be orthogonal: indeed for \(\lambda, \eta \in \mathcal{K}\) we have

\[
\ell(\lambda(x + y) + \eta y) = \ell(\lambda x + (\lambda + \eta)y) = \begin{cases}
1 & \lambda \neq 0 \\
0 & \lambda = 0, \lambda + \eta \neq 0 \\
-\infty & \lambda = 0, \eta = 0
\end{cases}
\]

which is indeed equal to the maximum of \(\ell(\lambda(x + y))\) and \(\ell(\eta y)\) (the former being 1 if \(\lambda \neq 0\) and \(-\infty\) otherwise, and the latter being 0 if \(\eta \neq 0\) and \(-\infty\) otherwise).

On the other hand the pair \((x, x + y)\) is not orthogonal: letting \(\lambda = -1\) and \(\eta = 1\) we see that \(\ell(\lambda(x + \eta(x + y))) = \ell(y) = 0\) whereas \(\max \{\ell(\lambda x), \ell(\eta(x + y))\} = 1\).

Here are some simple but useful observations that follow directly from Definition 2.6.

**Lemma 2.8.** If \((C, \ell)\) is a non-Archimedean normed vector space over \(\Lambda\), then:

(i) If two subspaces \(U\) and \(V\) are orthogonal, then \(U\) intersects \(V\) trivially.

(ii) For subspaces \(U, V, W\), if \(U\) and \(V\) are orthogonal, and \(U \oplus V\) and \(W\) are orthogonal, then \(U \cap V \oplus W\) are orthogonal.

(iii) If \(U\) and \(V\) are orthogonal subspaces of \(C\), and if \((u_1, \ldots, u_r)\) is an orthogonal ordered collection of elements of \(U\) while \((v_1, \ldots, v_s)\) is an orthogonal ordered collection of elements of \(V\), then \((u_1, \ldots, u_r, v_1, \ldots, v_s)\) is orthogonal in \(U \oplus V\).

**Proof.** For (i), if \(w \in U \cap V\), then noting that (F2) implies that \(\ell(-w) = \ell(w)\), we see that, since \(w \in U\) and \(-w \in V\) where \(U\) and \(V\) are orthogonal,

\[-\infty = \ell(0) = \ell(w + (-w)) = \max \{\ell(w), \ell(w)\} = \ell(w)\]

and so indeed \(U\) intersects \(V\) trivially.

For (ii), first note that if \(U \oplus V\) and \(W\) are orthogonal, then in particular, \(V\) and \(W\) are orthogonal. For any elements \(u \in U, v \in V\) and \(w \in W\), we have

\[
\ell(u + (v + w)) = \ell((u + v) + w) = \max \{\ell(u + v), \ell(w)\} = \max \{\ell(u), \ell(v), \ell(w)\}
\]

The second equality comes from orthogonality between \(U \oplus V\) and \(W\); the third equality comes from orthogonality between \(U\) and \(V\); and the last equality comes from orthogonality between \(V\) and \(W\).

Part (iii) is an immediate consequence of the definitions. \(\square\)

**Definition 2.9.** An orthogonalizable \(\Lambda\)-space \((C, \ell)\) is a finite-dimensional non-Archimedean normed vector space over \(\Lambda\) such that there exists an orthogonal basis for \(C\).

**Example 2.10.** \((\Lambda, -\nu)\) is an orthogonalizable \(\Lambda\)-space.

**Example 2.11.** \((\Lambda^n, -\nu)\) is an orthogonalizable \(\Lambda\)-space, where \(\nu\) is defined as \(\nu(\lambda_1, \ldots, \lambda_n) = \min_{1 \leq i \leq n} \nu(\lambda_i)\). Moreover, fixing some vector \(\vec{t} = (t_1, \ldots, t_n) \in \mathbb{R}^n\), the perturbed version \((\Lambda^n, -\nu_\vec{t})\) is also an orthogonalizable \(\Lambda\)-space, where \(\nu_\vec{t}\) is defined as \(\nu_\vec{t}(\lambda_1, \ldots, \lambda_n) = \min_{1 \leq i \leq n} (\nu(\lambda_i) - t_i)\). In Example 2.5 above, if we let \(\{\vec{p}_i\}_{i=1}^n \subset \vec{M}\) consist of one point of each of the fibers of the covering space \(\vec{M} \to \vec{M}\) that contain an index-\(k\) critical point, then it is easy to see that we have a vector space isomorphism \(C N_k(\vec{f}) \cong \Lambda^n\), with the filtration function \(\ell\) on \(C N_k(\vec{f})\) mapping to the perturbed valuation \(-\nu_\vec{t}\) where \(t_i = f(\vec{p}_i)\).

**Remark 2.12.** Indeed, using (F2) and the definition of orthogonality, it is easy to see that any orthogonalizable \(\Lambda\)-space \((C, \ell)\) is isomorphic in the obvious sense to some \((\Lambda^n, -\nu_\vec{t})\); if \((v_1, \ldots, v_n)\) is an ordered orthogonal basis for \((C, \ell)\) then mapping \(v_i\) to the \(i\)th standard
basis vector for $\Lambda^n$ gives an isomorphism of vector spaces which sends $\ell$ to $-\nu^{\ell}$ where $t_i = \ell(v_i)$.

2.3. Non-Archimedean Gram-Schmidt process. In classical linear algebra, the Gram-Schmidt process is applied to modify a set of linearly independent elements into an orthogonal set. A similar procedure can be developed in the non-Archimedean context. The key part of this process comes from the following theorem, which we state using our notations in this paper (see Remark 2.12).

**Theorem 2.13.** ([U08], Theorem 2.5). Suppose $(C, \ell)$ is an orthogonalizable $\Lambda$-space and $W \leq C$. Then for any $x \in C \setminus W$ there exists some $w_0 \in W$ such that

$$
\ell(x - w_0) = \inf \{ \ell(x - w) \mid w \in W \}.
$$

Thus $w_0$ achieves the minimal distance to $x$ among all elements of $W$. Note that (in contrast to the situation with more familiar notions of distance such as the Euclidean distance on $\mathbb{R}^n$) the element $w_0$ is generally not unique. However, similarly to the case of the Euclidean distance, solutions to this distance-minimization problem are closely related to orthogonality, as the following lemma shows.

**Lemma 2.14.** Let $(C, \ell)$ be a non-Archimedean normed vector space over $\Lambda$, and let $W \leq C$ and $x \in C \setminus W$. Then $W$ and $(x)_{\Lambda}$ are orthogonal if and only if $\ell(x) = \inf \{ \ell(x - w) \mid w \in W \}$.

**Proof.** Suppose $W$ and $(x)_{\Lambda}$ are orthogonal. Then for any $w \in W$, by orthogonality,

$$
\ell(x - w) = \max \{ \ell(x), \ell(w) \} \geq \ell(x).
$$

Therefore, taking an infimum, we get $\inf \{ \ell(x - w) \mid w \in W \} \geq \ell(x)$. Moreover, by taking $w = 0$, we have $\inf \{ \ell(x - w) \mid w \in W \} \leq \ell(x - 0) = \ell(x)$. Therefore, $\ell(x) = \inf \{ \ell(x - w) \mid w \in W \}$.

Conversely, suppose that $\ell(x) = \inf \{ \ell(x - w) \mid w \in W \}$ and let $y = w + \mu x$ be a general element of $W \oplus (x)_{\Lambda}$; we are to show that $\ell(y) \geq \max \{ \ell(w), \ell(\mu x) \}$ (the reverse inequality is automatic from (F3)). If $\mu = 0$ this is obvious since then $y = w$, so assume from now on that $\mu \neq 0$. Then

$$
\ell(y) = \ell(\mu(\mu^{-1}w + x)) = \ell(\mu^{-1}w + x) - \nu(\mu) \geq \ell(x) - \nu(\mu) = \ell(\mu x)
$$

where the inequality uses the assumed optimality property of $x$. If $\ell(\mu x) \geq \ell(w)$ this proves that $\ell(y) \geq \max \{ \ell(w), \ell(\mu x) \}$. On the other hand if $\ell(\mu x) < \ell(w)$ then the fact that $\ell(y) \geq \max \{ \ell(w), \ell(\mu x) \}$ simply follows by Proposition 2.2. □

**Theorem 2.15.** (Non-Archimedean Gram-Schmidt process). Let $(C, \ell)$ be an orthogonalizable $\Lambda$-space and let $\{x_1, \ldots, x_r\}$ be a basis for a subspace $V \leq C$. Then there exists an orthogonal ordered basis $(x'_1, \ldots, x'_r)$ for $V$ whose members have the form

$$
x'_1 = x_1;
$$
$$
x'_2 = x_2 - \lambda_{2,1}x_1;
$$
$$
\vdots
$$
$$
x'_r = x_r - \lambda_{r,r-1}x_{r-1} - \lambda_{r,r-2}x_{r-2} - \cdots - \lambda_{r,1}x_1
$$

where $\lambda_{a,b}$’s are constants in $\Lambda$. Moreover if the first $i$ elements $x_1, \ldots, x_i$ of the initial basis are such that $(x_1, \ldots, x_i)$ are orthogonal then we can take $x'_j = x_j$ for $j = 1, \ldots, i$. 

Proof. We proceed by induction on the dimension $r$ of $V$. If $V$ is one-dimensional then we simply take $x'_1 = x_1$. Assuming the result to be proven for all $k$-dimensional subspaces, let $(x_1, \ldots, x_k)$ be an ordered basis for $V$, with $(x_1, \ldots, x_i)$ orthogonal for some $i \in \{1, \ldots, k+1\}$. If $i = k+1$ then we can set $x'_j = x_j$ for all $j$ and we are done. Otherwise apply the inductive hypothesis to the span $W$ of $\{x_1, \ldots, x_k\}$ to obtain an orthogonal ordered basis $(x'_1, \ldots, x'_k)$ for $W$, with $x'_j = x_j$ for all $j \in \{1, \ldots, i\}$. Now apply Theorem 2.15 to $W$ and the element $x_{k+1}$ to obtain some $w_0 \in W$ such that $\ell(x_{k+1} - w_0) = \inf\{\ell(x_{k+1} - w) \mid w \in W\}$. Where $x'_{k+1} = x_{k+1} - w_0$, it follows from Lemma 2.14 that $W$ and $(x'_{k+1})_A$ are orthogonal, and then it follows from Lemma 2.18 (iii) that $(x'_1, \ldots, x'_k, x'_{k+1})$ is an orthogonal ordered basis for $V$. Moreover since $x'_{k+1} = x_{k+1} - w_0$ where $w_0$ lies in the span of $x_1, \ldots, x_k$, it is clear that $x_{k+1}$ has the form required in the theorem. This completes the inductive step and hence the proof.

Corollary 2.16. If $(C, \ell)$ is an orthogonalizable $\Lambda$-space, then for every subspace $W \leq C$, $(W, \ell|_W)$ is also an orthogonalizable $\Lambda$-space.

Proof. Apply Theorem 2.15 to an arbitrary basis for $W$ to obtain an orthogonal ordered basis for $W$.

Corollary 2.17. If $(C, \ell)$ is an orthogonalizable $\Lambda$-space and $V \leq W \leq C$, any orthogonal ordered basis of $V$ may be extended to an orthogonal basis of $W$.

Proof. By Corollary 2.16 we have an orthogonal ordered basis $(v_1, \ldots, v_i)$ for $V$. Extend it arbitrarily to a basis $\{v_1, \ldots, v_i, v_{i+1}, \ldots, v_r\}$ for $W$, and then apply Theorem 2.15 to obtain an orthogonal ordered basis for $W$ whose first $i$ elements are $v_1, \ldots, v_i$.

Corollary 2.18. Suppose that $(C, \ell)$ is an orthogonalizable $\Lambda$-space and $U \leq C$. Then there exists a subspace $V$ such that $U \oplus V = C$ and $U$ and $V$ are orthogonal. (We call any such $V$ an orthogonal complement of $U$.)

Proof. By Corollary 2.16 we have an orthogonal ordered basis $(u_1, \ldots, u_k)$ for subspace $U$. By Corollary 2.17 extend it to an orthogonal ordered basis for $C$, say $(u_1, \ldots, u_k, v_1, \ldots, v_l)$ (so $\dim(C) = k + l$). Then $V = \text{span}_\Lambda \{v_1, \ldots, v_l\}$ satisfies the desired properties.

Orthogonal complements are generally not unique, as is already illustrated by Example 2.7 where $(x + ay)_K$ is an orthogonal complement to $(y)_K$ for any $a \in K$.

2.4. Duality. Given a non-Archimedean normed vector space $(C, \ell)$, the dual space $C^*$ (over $\Lambda$) becomes a non-Archimedean normed vector space if we associate a filtration function $\ell^* : C^* \to \mathbb{R} \cup \{\infty\}$ defined by

$$\ell^*(\phi) = \sup_{0 \neq x \in C} (-\ell(x) - \nu(\phi(x))).$$

Indeed, for $\phi$ and $\psi$ in $C^*$ and $x \in C$, we have

$$-\ell(x) - \nu(\phi(x) + \psi(x)) \leq -\ell(x) - \min\{\nu(\phi(x)), \nu(\psi(x))\}$$

$$= \max\{-\ell(x) - \nu(\phi(x)), -\ell(x) - \nu(\psi(x))\} \leq \max\{\ell^*(\phi), \ell^*(\psi)\}$$

and so taking the supremum over $x$ shows that $\ell^*(\phi + \psi) \leq \max\{\ell^*(\phi), \ell^*(\psi)\}$, and it is easy to check the other axioms (F1) and (F3) required of $\ell^*$. The following proposition demonstrates a relation between bases of the original space and its dual space.
Proposition 2.19. If \((C, \ell)\) is an orthogonalizable \(\Lambda\)-space with orthogonal ordered basis \((v_1, \ldots, v_n)\), then \((C^*, \ell^*)\) is an orthogonalizable \(\Lambda\)-space with an orthogonal ordered basis given by the dual basis \((v_1^*, \ldots, v_n^*)\). Moreover, for each \(i\), we have

\[
\ell^*(v_i^*) = -\ell(v_i).
\]

Proof. For any \(x \in C\), written as \(\sum_{j=1}^n \lambda_j v_i\), we have have \(v_i^* x = \lambda_i\) for each \(i\), so if \(\lambda_i = 0\) then \(-\ell(x) - \nu(v_i^* x) = -\infty\), while otherwise

\[
-\ell(x) - \nu(v_i^* x) = -\max_{1 \leq j \leq n} (\ell(v_j) - \nu(\lambda_j)) - \nu(\lambda_i)
\]

\[
\leq -(\ell(v_i) - \nu(\lambda_i)) - \nu(\lambda_i) = -\ell(v_i).
\]

Equality holds in the above when \(x = v_i\), so \(\ell^*(v_i^*) = -\ell(v_i)\).

To prove orthogonality, given any \(\lambda_1, \ldots, \lambda_n \in \Lambda\), choose \(i_0\) to maximize the quantity \(-\ell(v_i) - \nu(\lambda_i)\) over \(i \in \{1, \ldots, n\}\). Then

\[
\ell^* \left( \sum_{i=1}^n \lambda_i v_i^* \right) \geq -\ell(v_{i_0}) - \nu \left( \left( \sum_{i=1}^n \lambda_i v_i^* \right) v_{i_0} \right)
\]

\[
= -\ell(v_{i_0}) - \nu(\lambda_{i_0}) = \max_{1 \leq i \leq n} (\ell^*(v_i^*) - \nu(\lambda_i)).
\]

The reverse direction immediately follows from the non-Archimedean triangle inequality. Therefore, we have proven the orthogonality of dual basis.

\[\square\]

2.5. Coefficient extension. This is a somewhat technical subsection which is not used for most of the main results—mainly we are including it in order to relate our barcodes to the torsion exponents from [FOOO09]—so it could reasonably be omitted on first reading.

Throughout most of this paper we consider a fixed subgroup \(\Gamma \leq \mathbb{R}\), with associated Novikov field \(\Lambda = \Lambda^{\mathbb{K}, \Gamma}\), and we consider orthogonalizable \(\Lambda\)-spaces over this fixed Novikov field \(\Lambda\). Suppose now that we consider a larger subgroup \(\Gamma' \supseteq \Gamma\) (still with \(\Gamma' \leq \mathbb{R}\)). The inclusion \(\Gamma \hookrightarrow \Gamma'\) induces in obvious fashion a field extension \(\Lambda \hookrightarrow \Lambda^{\mathbb{K}, \Gamma'}\), and so for any \(\Lambda\) vector space \(C\) we obtain a \(\Lambda^{\mathbb{K}, \Gamma'}\)-vector space

\[C' = C \otimes_\Lambda \Lambda^{\mathbb{K}, \Gamma'}\]

If \((C, \ell)\) is an orthogonalizable \(\Lambda\)-space with orthogonal ordered basis \((w_1, \ldots, w_n)\) then \(\{w_1 \otimes 1, \ldots, w_n \otimes 1\}\) is a basis for \(C'\) and so we can make \(C'\) into an orthogonalizable \(\Lambda^{\mathbb{K}, \Gamma'}\)-space \((C', \ell')\) by putting

\[\ell' \left( \sum_{i=1}^n \lambda'_i w_i \otimes 1 \right) = \max_i (\ell(w_i) - \nu(\lambda'_i))\]

for all \(\lambda'_1, \ldots, \lambda'_n \in \Lambda^{\mathbb{K}, \Gamma'}\); in other words we are defining \(\ell'\) by declaring \((w_1 \otimes 1, \ldots, w_n \otimes 1)\) to be an orthogonal ordered basis for \((C', \ell')\). The following proposition might be read as saying that this definition is independent of the choice of orthogonal basis \((w_1, \ldots, w_n)\) for \((C, \ell)\).

Proposition 2.20. With the above definition, if \((x_1, \ldots, x_n)\) is any orthogonal ordered basis for \((C, \ell)\) then \((x_1 \otimes 1, \ldots, x_n \otimes 1)\) is an orthogonal ordered basis for \((C', \ell')\).
Proof. Where \((w_1, \ldots, w_n)\) is the orthogonal basis that was used to define \(\ell'\), let \(N \in GL_n(\Lambda)\) be the basis change matrix from \((w_1, \ldots, w_n)\) to \((x_1, \ldots, x_n)\), i.e., the matrix characterized by the fact that for \(j \in \{1, \ldots, n\}\) we have \(x_j = \sum_i N_{ij} w_i\). Then for \(\vec{X} = (\lambda'_1, \ldots, \lambda'_n) \in \Lambda^{K, \Gamma'}\) we have

\[
\ell' \left( \sum_{j=1}^{n} \lambda'_j x_j \otimes 1 \right) = \ell \left( \sum_{i=1}^{n} (N \vec{X})_i w_i \right) = \max_i \left( \ell(w_i) - \nu((N \vec{X})_i) \right).
\]

(8)

Now the vector \(\vec{X} \in (\Lambda^{K, \Gamma'})^n\) is a formal sum \(\vec{X} = \sum_{g \in \Gamma'} \vec{v}_g T^g\) where \(\vec{v}_g \in \mathbb{K}^n\) and where the set of \(g\) with \(\vec{v}_g \neq 0\) is discrete and bounded below. Let \(S_{\vec{X}} \subset \Gamma'\) consist of those \(g \in \Gamma'\) such that \(g\) is the minimal element in its coset \(g + \Gamma \subset \Gamma'\) having \(\vec{v}_g \neq 0\). We can then reorganize the above sum as

\[
\vec{X} = \sum_{g \in S_{\vec{X}}} \vec{v}_g T^g
\]

where now \(\vec{v}_g \in \Lambda^n\), and where the set \(S_{\vec{X}}\) is discrete and bounded below and has the property that distinct elements of \(S_{\vec{X}}\) belong to distinct cosets of \(\Gamma\) in \(\Gamma'\).

Now since \(N\) has its coefficients in \(\Lambda\), we will have

\[
N \vec{X} = \sum_{g \in S_{\vec{X}}} N \vec{X}_g T^g
\]

where each \(N \vec{X}_g \in \Lambda^n\). For each \(i\) the various \(\nu((N \vec{X}_g)_i)\) are equal to \(g + \nu((N \vec{X}_g)_i)\) and so belong to distinct cosets of \(\Gamma\) in \(\Gamma'\) (in particular, they are distinct from each other) and so we have for each \(i\)

\[
\nu((N \vec{X}_g)_i) = \min_{g \in S_{\vec{X}}} \left( g + \nu((N \vec{X}_g)_i) \right),
\]

and similarly \(\nu(\lambda'_j) = \min_g (g + \nu((\vec{X}_g)_j))\) for each \(j\). Combining this with (8) and using the orthogonality of \((w_1, \ldots, w_n)\) and \((x_1, \ldots, x_n)\) with respect to \(\ell\) and the fact that the \(\vec{v}_g\) belong to \(\Lambda^n\) gives

\[
\ell' \left( \sum_{j=1}^{n} \lambda'_j x_j \otimes 1 \right) = \max_{i, g} \left( \ell(w_i) - g - \nu((N \vec{X}_g)_i) \right)
\]

\[
= \max_{g} \left( -g + \max_{i} (\ell(w_i) - \nu((N \vec{X}_g)_i)) \right) = \max_{g} \left( -g + \ell \left( \sum_{i} (N \vec{X}_g)_i w_i \right) \right)
\]

\[
= \max_{g} \left( -g + \ell \left( \sum_{j} (\vec{X}_g)_j x_j \right) \right) = \max_{g} \left( -g + \max_{j} (\ell(x_j) - \nu((\vec{X}_g)_j)) \right)
\]

\[
= \max_{j} \left( \ell(x_j) - \min_{g} (g + \nu((\vec{X}_g)_j)) \right) = \max_{j} (\ell(x_j) - \nu(\lambda'_j)),
\]

proving the orthogonality of \((x_1 \otimes 1, \ldots, x_n \otimes 1)\) since it follows directly from the original definition of \(\ell'\) in terms of \((w_1, \ldots, w_n)\) that \(\ell'(x \otimes 1) = \ell(x)\) whenever \(x \in C\). \(\square\)
3. (Non-Archimedean) singular value decompositions

Recall that in linear algebra over $\mathbb{C}$ with its standard inner product, a singular value decomposition for a linear transformation $A: \mathbb{C}^n \to \mathbb{C}^m$ is typically defined to be a factorization $A = X \Sigma Y^*$ where $X \in U(n)$, $Y \in U(m)$, and $\Sigma_{ij} = 0$ when $i \neq j$ while each $\Sigma_{ii} \geq 0$. The “singular values” of $A$ are by definition the diagonal entries $\sigma_i = \Sigma_{ii}$, and then we have an orthonormal basis $(y_1, \ldots, y_n)$ for $\mathbb{C}^n$ (given by the columns of $Y$) and an orthonormal basis $(x_1, \ldots, x_m)$ for $\mathbb{C}^m$ (given by the columns of $X$) with $Ay_i = \sigma_i x_i$ for all $i$ with $\sigma_i \neq 0$, and $Ay_i = 0$ otherwise.

An analogous construction for linear transformations between orthogonalizable $\Lambda$-spaces will play a central role in this paper. In the generality in which we are working, we should not ask for the bases $(y_1, \ldots, y_n)$ to be orthonormal, since an orthogonalizable $\Lambda$-space may not even admit an orthonormal basis (for the examples $(\Lambda^n, -\vec{\nu})$ of Example 2.11 an orthonormal basis exists if and only if each $t_i$ belongs to the value group $\Gamma$). However in the classical case asking for a singular value decomposition is equivalent to asking for orthogonal bases $(y_1, \ldots, y_n)$ for the domain and $(x_1, \ldots, x_m)$ for the codomain such that for all $i$ either $Ay_i = x_i$ or $Ay_i = 0$; the singular values could then be recovered as the numbers $\|Ay_i\|/\|y_i\|$. This is precisely what we will require in the non-Archimedean context. For the case in which the spaces in question do admit orthonormal bases (and so are equivalent to $(\Lambda^n, -\vec{\nu})$) such a construction can be found in [Ke11, Section 4.3].

3.1. Existence of (non-Archimedean) singular value decomposition.

Definition 3.1. Let $(C, \ell_C)$ and $(D, \ell_D)$ be orthogonalizable $\Lambda$-spaces and let $A: C \to D$ be a linear map with rank $r$. A singular value decomposition of $A$ is a choice of orthogonal ordered bases $(y_1, \ldots, y_n)$ for $C$ and $(x_1, \ldots, x_m)$ for $D$ such that:

(i) $(y_{r+1}, \ldots, y_n)$ is an orthogonal ordered basis for $\ker A$;
(ii) $(x_1, \ldots, x_r)$ is an orthogonal ordered basis for $\operatorname{Im} A$;
(iii) $Ay_i = x_i$ for $i \in \{1, \ldots, r\}$;
(iv) $\ell_C(y_1) - \ell_D(x_1) \geq \cdots \geq \ell_C(y_r) - \ell_D(x_r)$.

Remark 3.2. Consistently with the remarks at the start of the section, the singular values of $A$ would then be the quantities $e^{\ell_D(x_i) - \ell_D(y_i)}$ for $1 \leq i \leq r$, as well as 0 if $r < n$. So the quantities $\ell_C(y_i) - \ell_D(x_i)$ from (iv) are the negative logarithms of the singular values.

Remark 3.3. Occasionally it will be useful to consider data $((y_1, \ldots, y_n), (x_1, \ldots, x_m))$ which satisfy all of the conditions of Definition 3.1 except condition (iv); such $((y_1, \ldots, y_n), (x_1, \ldots, x_m))$ will be called an unsorted singular value decomposition. Of course passing from an unsorted singular value decomposition to a genuine singular value decomposition is just a matter of sorting by the quantity $\ell_C(y_i) - \ell_C(x_i)$.

The rest of this subsection will be devoted to proving the following existence theorem:

Theorem 3.4. If $(C, \ell_C)$ and $(D, \ell_D)$ are orthogonalizable $\Lambda$-spaces, then any $\Lambda$-linear map $A: C \to D$ has a singular value decomposition.

We will inductively use a process which could be described as “orthogonally” cutting down one dimension. But before we start, we need the following crucial optimality property (see [UT13, Proposition 7.4]):
Lemma 3.5. Let \((C, \ell_C)\) and \((D, \ell_D)\) be orthogonalizable \(\Lambda\)-spaces and let \(A : C \to D\) be any nonzero \(\Lambda\)-linear map. Then there exists some \(y_0 \in C \setminus \{0\}\) such that, for all \(y \in C \setminus \{0\}\),
\[
\ell_D(Ay_0) - \ell_C(y_0) \geq \ell_D(Ay) - \ell_C(y).
\]

Proof. Because \(\ker A\) is a subspace of \(C\), by Corollary 2.16 and 2.17 there exists an orthogonal basis of \(C\), say \((v_1, \ldots, v_r, v_{r+1}, \ldots, v_n)\) such that \((v_{r+1}, \ldots, v_n)\) is an orthogonal basis for \(\ker A\) where \(r = \text{rank}(A)\). Meanwhile, let \((w_1, \ldots, w_m)\) be an orthogonal basis for \(D\). Represent \(A\) by an \(m \times n\) matrix \(\{A_{ij}\}\) over \(\Lambda\) with respect to these two bases, so that
\[
Av_j = \sum_{1 \leq i \leq m} A_{ij} w_i \text{ for each } j \in \{1, \ldots, n\}.
\]
For any \(y = \sum_{1 \leq j \leq n} \lambda_j v_j\) in \(C\), we have
\[
\ell_D(Ay) = \ell_D \left( \sum_{1 \leq i \leq m} \left( \sum_{1 \leq j \leq n} A_{ij} \lambda_j \right) w_i \right) = \max_{1 \leq i \leq m} \left( \ell_D(w_i) - \nu \left( \sum_{1 \leq j \leq n} A_{ij} \lambda_j \right) \right).
\]
where \(i(y) \in \{1, \ldots, m\}\) is the index attaining the maximum in the middle. By the definition of the valuation \(\nu\),
\[
-\nu \left( \sum_{1 \leq j \leq n} A_{i(y)j} \lambda_j \right) \leq \max_{1 \leq j \leq n} \left( -\nu(A_{i(y)j}) - \nu(\lambda_j) \right) = -\nu A_{i(y)j(y)} - \nu(\lambda_j(y))
\]
where, again, \(j(y) \in \{1, \ldots, n\}\) is the index attaining the maximum in the middle. Also note that \(\ell_C(y) \geq \ell_C(v_{j(y)}) - \nu(\lambda_{j(y)})\), so
\[
\ell_D(Ay) - \ell_C(y) \leq (\ell_D(w_{i(y)}) - \nu(A_{i(y)j(y)}) - \nu(\lambda_{j(y)})) - (\ell_C(v_{j(y)}) - \nu(\lambda_{j(y)}))
\]
\[
= \ell_D(w_{i(y)}) - \nu(A_{i(y)j(y)}) - \ell_C(v_{j(y)}).
\]
Now choose \((i_0, j_0)\) among \((i, j) \in \{1, \ldots, m\} \times \{1, \ldots, n\}\) so that
\[
\ell_D(w_{i_0}) - \nu(A_{i_0j_0}) - \ell_C(v_{j_0}) \geq \ell_D(w_i) - \nu(A_{ij}) - \ell_C(v_j)
\]
for all \(i\) and \(j\). Then
\[
\ell_D(Av_{j_0}) - \ell_C(v_{j_0}) = \max_{1 \leq i \leq m} \left( \ell_D(w_i) - \nu(A_{ij_0}) - \ell_C(v_{j_0}) \right) = \ell_D(w_{i_0}) - \nu(A_{i_0j_0}) - \ell_C(v_{j_0})
\]
Given any \(y \in C\), \((11)\) holds for \(i = i(y), j = j(y)\), so using \((10)\) we get
\[
\ell_D(Av_{j_0}) - \ell_C(v_{j_0}) \geq \ell_D(Ay) - \ell_C(y)
\]
Lemma 3.6. Let \((C, \ell_C)\) and \((D, \ell_D)\) be orthogonalizable \(\Lambda\)-spaces and let \(A : C \to D\) be any nonzero \(\Lambda\)-linear map. Then there is \(y_0 \in C\) and a subspace \(V \leq C\) such that:
\begin{itemize}
  \item[(i)] \(Ay_0 \neq 0\), and \(\ker A \leq V\);
  \item[(ii)] The subspaces \(V\) and \(\langle y_0 \rangle_\Lambda\) of \(C\) are orthogonal, with \(C = V \oplus \langle y_0 \rangle_\Lambda\);
  \item[(iii)] The subspaces \(AV\) and \(\langle y_0 \rangle_\Lambda\) of \(D\) are orthogonal.
\end{itemize}

Proof. Let \(y_0 \in C\) be the element given by Lemma 3.5. Note that \(Ay_0 \neq 0\), for otherwise \((9)\) would imply that \(A\) was the zero map, which we have assumed to be untrue.

Having chosen \(y_0\), we will now construct \(V\). By Corollary 2.18, there exists some subspace \(U \leq \text{Im} A\) such that \(U\) is an orthogonal complement of \(\langle Ay_0 \rangle_\Lambda\). Let \(V = A^{-1}(U)\). Since \(0 \in U\), \(\ker A \leq V\). So we have (i) and by definition, obviously we have (iii). It remains only to show that \(V\) and \(\langle y_0 \rangle_\Lambda\) are orthogonal in \(C\). By Lemma 2.14 it suffices to show that
\[ \ell_C(y_0) \leq \ell_C(y_0 - v) \text{ for all } v \in V. \] In fact, for any \( v \in V \), since \( U = AV \) is orthogonal to \( \langle Ay_0 \rangle \),
\[ \ell_D(A(y_0 - v)) = \max\{\ell_D(Ay_0), \ell_D(Av)\} \geq \ell_D(Ay_0). \]
Therefore, applying (9) with \( y = y_0 - v \), we obtain
\[ \ell_C(y_0 - v) \geq \ell_C(y_0) + \ell_D(A(y_0 - v)) - \ell_D(Ay_0) \geq \ell_C(y_0) \]
as desired. \( \Box \)

**Proof of Theorem 3.4.** We propose to form a sequence \( \ker A = V_r \leq V_{r-1} \leq \ldots \leq V_0 = C \) of subspaces of \( C \) and a corresponding sequence of elements \( z_1, \ldots, z_r \in C \) such that for \( Z_1 = \text{span}_A\{z_1, \ldots, z_i\} (1 \leq i \leq r) \),
\[ (a_i) \quad V_{i-1} = V_i \oplus \langle z_i \rangle_A, \quad V_i \text{ and } Z_i \text{ are orthogonal and } \langle z_1, \ldots, z_i \rangle \text{ is an orthogonal ordered basis for } Z_i; \]
\[ (b_i) \quad AZ_i \text{ is orthogonal to } AV_i \text{ and } \langle Az_1, \ldots, Az_i \rangle \text{ is an orthogonal ordered basis for } AZ_i. \]
Assume that we have such sequences. We then get an orthogonal splitting \( C = Z_r \oplus V_r = Z_r \oplus \ker A \). In particular, \( AZ_r = \text{Im} A \). Moreover, \( \langle z_1, \ldots, z_r \rangle \) is an orthogonal ordered basis for \( Z_r \), and \( \langle AZ_1, \ldots, AZ_r \rangle \) is an orthogonal ordered basis for \( \text{Im} A \). Let \( (y_1, \ldots, y_r) \) be the ordered basis for \( Z_r \) obtained by reordering \( z_1, \ldots, z_r \) in decreasing order of the quantity \( \ell_C(z_i) - \ell_D(Az_i) \) and let \( x_i = Ay_i \) for each \( i \in \{1, ..., r\} \). Finally, let \( (y_{r+1}, \ldots, y_n) \) be an arbitrary orthogonal ordered basis for \( \ker A \) (which exists by Corollary 2.16), and use Corollary 2.17 to extend \( (x_1, \ldots, x_r) \) to an orthogonal ordered basis \( (x_1, \ldots, x_m) \) for \( D \). Then the pair \( ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \) gives a singular value decomposition for \( A \). This reduces the proof of the theorem to the construction of the sequences \( \{V_i\} \) and \( \{z_i\} \).

To carry out this construction, the inductive process begins with \( V_0 = C \). Let \( i \in \{1, ..., r\} \) and assume inductively that we have \( \ker A \leq V_{i-1} \leq \ldots \leq V_0 = C \) and \( z_1, \ldots, z_{i-1} \) obeying the properties \( (a_{i-1}) \) and \( (b_{i-1}) \). By Corollary 2.16, \( V_{i-1} \) is orthogonalizable. Applying Lemma 3.6 to \( A|_{V_{i-1}} \) (which is nonzero, since \( V_{i-1} \) has dimension \( n - i + 1 > n - r \) while \( \ker A \) has dimension \( n - r \)), we will get an element \( y_0 \in V_{i-1} \) and a subspace \( V \leq V_{i-1} \). Set \( z_i = y_0 \) and \( V_i = V \). In particular, \( V_{i-1} = V_i \oplus \langle z_i \rangle_A \) with \( \ker A \leq V_i \). By induction, \( V_{i-1} \) is orthogonal to \( Z_{i-1} \), so by Lemma 2.8 (ii) (with \( U = V_i, V = \langle z_i \rangle_A \) and \( W = Z_{i-1} \)) we see that \( V_i \) is orthogonal to \( Z_i = Z_{i-1} \oplus \langle z_i \rangle_A \). (Here and below in the case \( i = 1 \), we simply set \( Z_0 = \{0\} \).) Moreover, we note that since \( z_i = y_0 \in V_{i-1} \) and \( V_{i-1} \) is orthogonal to \( Z_{i-1} \), \( Z_{i-1} \) is orthogonal to \( \langle z_i \rangle_A \). Therefore, \( \langle z_1, \ldots, z_{i-1}, z_i \rangle \) is an orthogonal ordered basis for \( Z_i \). Thus property \( (a_i) \) is satisfied.

We now prove \( (b_i) \). By one of the defining properties of \( z_i \) and \( V_i \) (Lemma 3.6 (iii)), \( \langle Az_i \rangle_A \) is orthogonal to \( AV_i \) and \( AV_{i-1} = AV_i \oplus \langle Az_i \rangle_A \). Moreover, by induction, \( AZ_{i-1} \) and \( AV_{i-1} \) are orthogonal. Again using Lemma 2.8 (ii) (with \( U = AV_i, V = \langle Az_i \rangle_A \) and \( W = AZ_{i-1} \)), we know that \( AV_i \) is orthogonal to \( AZ_i \). Moreover, since \( Az_i \in AV_{i-1} \) and \( AZ_{i-1} \) is orthogonal to \( AV_{i-1} \), we know that \( \langle Az_i \rangle_A \) is orthogonal to \( AZ_{i-1} \), so \( \langle Az_1, ..., Az_{i-1}, Az_i \rangle \) is an orthogonal ordered basis for \( AZ_i \). \( \Box \)

### 3.2. Duality and coefficient extension for singular value decompositions.

Proposition 2.19 allows us to easily convert a singular value decomposition for a map \( A: C \to D \) to one for the adjoint map \( A^*: D^* \to C^* \).

**Proposition 3.7.** Let \((C, \ell_C)\) and \((D, \ell_D)\) be two orthogonalizable \( \Lambda \)-spaces and \( A: C \to D \) be a \( \Lambda \)-linear map with rank \( r \). Suppose \( ((y_1, ..., y_n), (x_1, ..., x_m)) \) is a singular value
decomposition for $A$. Then $((x_1^*,...,x_m^*),(y_1^*,...,y_r^*))$ is a singular value decomposition for its adjoint map $A^*: D^* \to C^*$. 

**Proof.** By the first assertion of Proposition 2.19, $(x_1^*,...,x_m^*)$ is an orthogonal ordered basis for $D^*$ and $(y_1^*,...,y_r^*)$ is an orthogonal ordered basis for $C^*$. By the definition of a singular value decomposition, $Ay_i = x_i$ for $i \in \{1,...,r\}$ and $Ay_i = 0$ for $i \in \{r+1,...,n\}$, so $A^*x_i = y_i^*$ for $i \in \{1,...,r\}$ and $A^*x_i = 0$ for $i \in \{r+1,...,m\}$. Therefore $(x_1^*,...,x_m^*)$ is an orthogonal ordered basis for $\text{ker} A^*$ and $(y_1^*,...,y_r^*) = \{A^*x_{r+1},...,A^*x_r\}$ is an orthogonal ordered basis for $\text{Im} A^*$. Finally, for $i \in \{1,...,r\}$, by the second assertion of Proposition 2.19 we have

$$\ell_{D^*}(x_i^*) - \ell_{C^*}(y_i^*) = -\ell_D(x_i) + \ell_C(y_i) = \ell_C(y_i) - \ell_D(x_i).$$

So the ordering of $\ell_C(y_i) - \ell_D(x_i)$ implies the desired ordering for $\ell_{D^*}(x_i^*) - \ell_{C^*}(y_i^*)$. $\square$

Similarly, Proposition 2.20 implies that singular value decompositions are well-behaved under coefficient extension.

**Proposition 3.8.** Consider two subgroups $\Gamma \leq \Gamma' \leq \mathbb{R}$, and write $\Lambda = \Lambda^{\kappa,\Gamma}$ and $\Lambda' = \Lambda^{\kappa,\Gamma'}$. Let $(C,\ell_C)$ and $(D,\ell_D)$ be orthogonalizable $\Lambda$-spaces and let $A: C \to D$ be a $\Lambda$-linear map, with singular value decomposition $((y_1,\ldots,y_n),(x_1,\ldots,x_m))$. Then where $C \otimes_{\Lambda} \Lambda'$ and $D \otimes_{\Lambda} \Lambda'$ are endowed with the filtration functions $\ell_C$ and $\ell_D$ as in Section 2.5, the map $A \otimes 1: C \otimes_{\Lambda} \Lambda' \to D \otimes_{\Lambda} \Lambda'$ has singular value decomposition given by $((y_1 \otimes 1,\ldots,y_n \otimes 1),(x_1 \otimes 1,\ldots,x_m \otimes 1))$.

**Proof.** Proposition 2.20 implies that the ordered sets $(y_1 \otimes 1,\ldots,y_n \otimes 1)$ and $(x_1 \otimes 1,\ldots,x_m \otimes 1)$ are orthogonal. Moreover by definition of the relevant filtration functions we have $\ell_C(y_i \otimes 1) = \ell_C(y_i)$ and $\ell_D(x_i \otimes 1) = \ell_D(x_i)$ for all $i$ such that these are defined. Once these facts are known it is a trivial matter to check each of the conditions (i)-(iv) in the definition of a singular value decomposition. $\square$

4. **Boundary depth and torsion exponents via singular value decompositions**

The boundary depth as defined in [U11] or [U13] is a numerical invariant of a filtered chain complex that, in the case of the Hamiltonian and Lagrangian Floer complexes, has been effectively used to obtain applications in symplectic topology. A closely related notion is that of the torsion threshold and more generally the torsion exponents that were introduced in [FOOO09, Section 6.1] for the Lagrangian Floer complex over the universal Novikov ring and were used in [FOOO13] to obtain lower bounds for the displacement energies of polydisks. We will see in this section that, for complexes like those that arise in Floer theory, both of these notions are naturally encoded in the (non-Archimedean) singular value decomposition of the boundary operator of the chain complex. In particular our discussion will show that the boundary depth coincides with the torsion threshold when both are defined, and that certain natural generalizations of the boundary depth likewise coincide with the rest of the torsion exponents. This implies new restrictions on the values that the torsion exponents can take. Our generalized boundary depths will be part of the data that comprise the concise barcode of a Floer-type complex, our main invariant to be introduced in Section 6.

For the rest of the paper, we will always work with what we call a **Floer-type complex** over a Novikov field $\Lambda$, defined as follows:

**Definition 4.1.** A **Floer-type complex** $(C_*,\partial_C,\ell_C)$ over a Novikov field $\Lambda = \Lambda^{\kappa,\Gamma}$ is a chain complex $(C_* = \bigoplus_{k \in \mathbb{Z}} C_k,\partial_C)$ over $\Lambda$ together with a function $\ell_C: C_* \to \mathbb{R} \cup \{-\infty\}$
such that each \((C_k, \ell|_{C_k})\) is an orthogonalizable \(\Lambda\)-space, and for each \(x \in C_k\) we have \(\partial Cx \leq C_{k-1}\) with \(\ell(\partial Cx) \leq \ell C(x)\).

**Example 4.2.** According to Example 2.11, the Morse, Novikov, and Hamiltonian Floer chain complexes are all Floer-type complexes. In each case the boundary operator is defined by counting connecting trajectories between two critical points for some function, which satisfy a certain differential equation (see, e.g., [Sal97, Section 1.5] for the Hamiltonian Floer case).

**Remark 4.3.** In fact in many Floer-type complexes including the Morse, Novikov, and Hamiltonian Floer complexes one has the strict inequality \(\ell C(\partial Cx) < \ell C(x)\). However it is also often useful in Morse and Floer theory to consider complexes where the inequality is not necessarily strict; for instance the Biran-Cornea pearl complex [BC09] with appropriate coefficients can be described in this way, as can the Morse-Bott complex built from moduli spaces of “cascades” in [Fr04, Appendix A]. Also our definition allows other, non-Floer-theoretic, constructions such as the Rips complex (see Example 2.3), and the mapping cylinders which play a crucial role in the proofs of Theorem B and Theorem 1.3, to be described as Floer-type complexes, whereas requiring \(\ell C(\partial Cx) < \ell C(x)\) would rule these out. In the case that one does have a strict inequality for the effect of the boundary operator on the filtration, the verbose and concise barcodes that we define later are easily seen to be equal to each other.

**Definition 4.4.** Given two Floer-type complexes \((C_*, \partial C, \ell C)\) and \((D_*, \partial D, \ell D)\), a **filtered chain isomorphism** between these two complexes is a chain isomorphism \(\Phi : C_* \rightarrow D_*\) such that \(\ell D(\Phi(x)) = \ell C(x)\) for all \(x \in C_*\).

**Definition 4.5.** Given two Floer-type complexes \((C_*, \partial C, \ell C)\) and \((D_*, \partial D, \ell D)\), two chain maps \(\Phi, \Psi : C_* \rightarrow D_*\) are called **filtered chain homotopic** if there exists \(K : C_* \rightarrow D_{*+1}\) such that \(\Phi - \Psi = \partial D K + K \partial D\) and \(K\) preserves filtration, i.e. \(\ell D(K(x)) \leq \ell C(x)\) for all \(x\), and both \(\Phi\) and \(\Psi\) preserve filtration as well.

\((C_*, \partial C, \ell C)\) is **filtered homotopy equivalent** to \((D_*, \partial D, \ell D)\) if there exist chain maps \(\Phi : C_* \rightarrow D_*\) and \(\Psi : D_* \rightarrow C_*\) which both preserve filtration such that \(\Psi \circ \Phi\) is filtered chain homotopic to identity \(I_C\) while \(\Phi \circ \Psi\) is filtered chain homotopic to the \(I_D\).

In order to cut down on the number of indices that appear in our formulas, we will sometimes work in the following setting:

**Definition 4.6.** A **two-term Floer-type complex** \((C_1 \xrightarrow{\partial} C_0)\) is a Floer-type complex in the following form

\[
\cdots \rightarrow 0 \rightarrow C_1 \xrightarrow{\partial} C_0 \rightarrow 0 \rightarrow \cdots
\]

Given any Floer-type complex \((C_*, \partial C, \ell C)\), fixing a degree \(k\), we can associate a two-term Floer-type complex as follows

\[
\tilde{C}_1^{(k)} = C_k, \quad \tilde{C}_0^{(k)} = \ker(\partial|_{C_{k-1}})(\leq C_{k-1})
\]

and then \((\tilde{C}_1^{(k)} \xrightarrow{\partial|_{C_k}} \tilde{C}_0^{(k)})\) is a two-term chain Floer-type complex.

For the rest of this section, we will focus mainly on two-term Floer-type complexes; consistently with the above discussion this roughly corresponds to focusing on a given degree in one of the multi-term chain complexes that we are ultimately interested in. For a two-term Floer-type complex \((C_1 \xrightarrow{\partial} C_0)\), by Theorem 3.4 we may fix a singular value
decomposition \( (y_1, \ldots, y_n, (x_1, \ldots, x_m)) \) for the boundary map \( \partial: C_1 \to C_0 \). Denote the rank of \( \partial \) by \( r \). We will see soon that the numbers \( \{\ell(y_i) - \ell(x_i)\} \) for \( i \in \{1, \ldots, r\} \) (which have earlier been described as the negative logarithms of the singular values of \( \partial \)) can be characterized in terms of the following notion of robustness of the boundary operator.

**Definition 4.7.** Let \( \delta \in \mathbb{R} \). An element \( x \in C_0 \) is said to be \( \delta \)-robust if for all \( y \in C_1 \) such that \( \partial y = x \) it holds that \( \ell(y) > \ell(x) + \delta \). A subspace \( V \subseteq C_0 \) is said to be \( \delta \)-robust if every \( x \in V \setminus \{0\} \) is \( \delta \)-robust.

**Example 4.8.** When \( (C_1 \overset{\partial}{\to} C_0) \) is the two-term Floer-type complex \( \tilde{CM}_*(f) \) induced by the degree-\( k \) and degree-(\( k - 1 \)) parts of the Morse complex \( CM_*(f) \) of a Morse function on a compact manifold, the reader may verify that each nonzero element of \( C_0 \) is \( \delta \)-robust for all \( \delta < \delta_k \), where \( \delta_k \) is the minimal positive difference between a critical value of an index-\( k \) critical point and a critical value of an index-(\( k - 1 \)) critical point. Because a strict inequality is required in the definition of robustness, there may be elements of \( C_0 \) which are not \( \delta_k \)-robust.

In the presence of our singular value decomposition \( ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \), the following simple observation is useful for checking \( \delta \)-robustness:

**Lemma 4.9.** Let \( x = \sum_{i=1}^r \lambda_i x_i \) be any element of \( \text{Im}\partial \), and suppose \( y \in C_1 \) obeys \( \partial y = x \).

Then

\[
\ell(y) \geq \ell \left( \sum_{i=1}^r \lambda_i y_i \right) = \max \{ \ell(y_i) - \nu(\lambda_i) | 1 \leq i \leq r \}
\]

**Proof.** Since \( \partial y_i = x_i \) for \( 1 \leq i \leq r \) and \( \partial y_i = 0 \) for \( i > r \), and since the \( x_i \) are linearly independent, the elements \( y \in C_1 \) such that \( \partial y = x \) are precisely those of form \( \sum_{i=1}^r \lambda_i y_i + \sum_{i=r+1}^n \mu_i y_i \) for arbitrary \( \mu_{r+1}, \ldots, \mu_n \in \Lambda \). The proposition then follows directly from the fact that \( (y_1, \ldots, y_n) \) is an orthogonal ordered basis for \( C_1 \).

**Definition 4.10.** Given a two-term chain complex \( (C_1 \overset{\partial}{\to} C_0) \) and a positive integer \( k \), let \( \beta_k(\partial) = \sup \{ \{0\} \cup \{ \delta \geq 0 \} | \text{There exists a } \delta \text{-robust subspace } V \subseteq \text{Im}\partial \text{ with } \dim(V) = k \} \).

Note that \( \beta_k(\partial) = 0 \) if \( \partial \) is the zero map or if \( k > \dim(\text{Im}\partial) \). It is easy to see that, when \( k \leq \dim(\text{Im}\partial) \), \( \beta_k(\partial) \) can be rephrased as

\[
\beta_k(\partial) = \sup_{V \subseteq \text{Im}\partial, \dim(V) = k} \inf_{x \in V \setminus \{0\}} \{ \ell(y) - \ell(x) | \partial y = x \}
\]

When \( k = 1 \), this is exactly the definition of boundary depth in [U13] (see [U13 (24)]), and so we can view the \( \beta_k(\partial) \) as generalizations of the boundary depth. Clearly one has

\[
\beta_1(\partial) \geq \beta_2(\partial) \geq \cdots \beta_k(\partial) \geq 0
\]

for all \( k \). We will prove the following theorem which relates the \( \beta_k(\partial) \)'s to singular value decompositions.

**Theorem 4.11.** Given a singular value decomposition \( ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \) for a two-term chain complex \( (C_1 \overset{\partial}{\to} C_0) \), the numbers \( \beta_k(\partial) \) are given by

\[
\beta_k(\partial) = \begin{cases} 
\ell(y_k) - \ell(x_k) & 1 \leq k \leq r \\
0 & k > r
\end{cases}
\]

where \( r \) is the rank of \( \partial \).
Proof. For each $k \in \{1, \ldots, r\}$, we will show that there exists a $k$-dimensional $\delta$-robust subspace for any $\delta < \ell(y_k) - \ell(x_k)$, but that no $k$-dimensional subspace is $(\ell(y_k) - \ell(x_k))$-robust. This clearly implies the result by the definition of $\beta_k(\partial)$.

Considering the subspace $V_k = \text{span}_A \{x_1, \ldots, x_k\}$, let $x = \sum_{i=1}^{k} \lambda_i x_i$ be any nonzero element in $V_k$. Let $i_0 \in \{1, \ldots, k\}$ maximize the quantity $\ell(x) - \nu(\lambda_i)$ over all $i \in \{1, \ldots, k\}$, so that by the orthogonality of the $x_i$ we have $\ell(x) = \ell(x_{i_0}) - \nu(\lambda_{i_0})$. Then, using the orthogonality of the $y_i$,

$$\ell\left(\sum_{i=1}^{k} \lambda_i y_i\right) - \ell(x) = \max_i (\ell(y_i) - \nu(\lambda_i)) - (\ell(x_{i_0}) - \nu(\lambda_{i_0}))$$

$$\geq (\ell(y_{i_0}) - \nu(\lambda_{i_0})) - (\ell(x_{i_0}) - \nu(\lambda_{i_0})) = \ell(y_{i_0}) - \ell(x_{i_0})$$

$$\geq \ell(y_k) - \ell(x_k)$$

where the last inequality follows from our ordering convention for the $x_i$. But then by Lemma 4.9 it follows that whenever $\partial y = x$ we have $\ell(y) - \ell(x) \geq \ell(y_k) - \ell(x_k)$. Since this holds for an arbitrary element $x \in \text{span}_A \{x_1, \ldots, x_k\} \setminus \{0\}$ we obtain that $\text{span}\{x_1, \ldots, x_k\}$ is $\delta$-robust for all $\delta < \ell(y_k) - \ell(x_k)$.

Next, for any $k$-dimensional subspace $V$, let $W = \text{span}_A \{x_k, x_{k+1}, \ldots, x_r\}$. Since $W$ has codimension $k-1$ in $\text{Im}\partial$, the intersection $V \cap W$ contains some nonzero element $x$. Since $x \in W$ we can write $x = \sum_{i=k}^{r} \lambda_i x_i$ where not all $\lambda_i$ are zero. Choose $i_0 \in \{k, \ldots, r\}$ to maximize the quantity $\ell(y_i) - \nu(\lambda_i)$ over $i \in \{k, \ldots, r\}$. Then where $y = \sum_{i=k}^{r} \lambda_i y_i$, we have $\partial y = x$, and

$$\ell(y) - \ell(x) = (\ell(y_{i_0}) - \nu(\lambda_{i_0})) - \max_i (\ell(x_i) - \nu(\lambda_i)) \leq (\ell(x_{i_0}) - \nu(\lambda_{i_0})) - (\ell(x_{i_0}) - \nu(\lambda_{i_0}))$$

$$= \ell(y_{i_0}) - \ell(x_{i_0}) \leq \ell(y_k) - \ell(x_k)$$

by our ordering convention for the $x_i$. So since $x \in V \setminus \{0\}$ (and since the inequality required in the definition of $\delta$-robustness is strict) this proves that $V$ is not $(\ell(y_k) - \ell(x_k))$-robust.

Finally, when $k > r$, there is no $V \subseteq \text{Im}\partial$ such that $\text{dim}(V) = k$ (since $\text{dim}(\text{Im}\partial) = k$). Then by definition of $\beta_k(\partial)$, it is zero. \qed

Note that Definition 4.10 makes clear that $\beta_k(\partial)$ is independent of any choice of singular value decomposition; thus we deduce the non-obvious fact that the difference $\ell(y_k) - \ell(x_k)$ is likewise independent of choice of singular value decomposition for each $k \in \{1, \ldots, r\}$. Note also that any filtration-preserving $\Lambda$-linear map $A$ between two orthogonalizable $\Lambda$-spaces $C$ and $D$ can just as well be viewed as a two-term chain complex $(C \xrightarrow{A} D)$, and so we obtain generalized boundary depths $\beta_k(A)$. Theorem 3.4 or Theorem A.1 provides a systematic way to compute $\beta_k(A)$. It is also clear from the definition that if $A : C \to D$ has image contained in some subspace $D' \subseteq D$ then $\beta_k(A)$ is the same regardless of whether we regard $A$ as a map $C \to D$ or as a map $C \to D'$. For instance if $(C_\ast, \partial_C, \ell_C)$ is a Floer-type complex, for any $i$ we could consider either of the two-term complexes $(C_i \xrightarrow{\partial_{C_i}} C_{i-1})$ or $(C_i \xrightarrow{\partial_{C_i}} \ker(\partial_{C_i}|_{C_{i-1}}))$ and obtain the same values of $\beta_k$.

We conclude this section by phrasing the torsion exponents of [FOOO09], [FOOO13] in our terms and proving that these torsion exponents coincide with our generalized boundary depths $\beta_k$. We will explain this just for two-term Floer-type complexes $(C_1 \xrightarrow{\partial} C_0)$; for a general Floer-type complex one may work degree-by-degree using the reduction described after Definition 4.6.
So let \((C_1 \xrightarrow{\partial} C_0)\) be a two-term Floer-type complex over \(\Lambda = \Lambda^{K, \Gamma}\). We first define the torsion exponents (in degree zero) in our language, leaving it to readers familiar with [FOOO09] to verify that our definition is consistent with theirs. Write \(\Lambda\) the torsion exponents (in degree zero) in our language, leaving it to readers familiar with Proposition 2.20 into account, it is easy to see that if \((\ldots, \ldots)\) it is easy to see that if \((w_1, \ldots, w_a)\) for \(C_j\) and putting \(\ell'(\sum \lambda_i'w_i \otimes 1) = \max_i(\ell(w_i) - \nu(\lambda_i'))\) for any \(\lambda_i', \ldots, \lambda_s' \in \Lambda^{univ}\). By Proposition 2.20 this definition is independent of the choice of orthogonal basis \((w_1, \ldots, w_a)\).

Now, for \(j = 0, 1\), define
\[
\bar{C}_j = \{c \in C_j' \mid \ell'(c) \leq 0\}
\]
and observe that \(\bar{C}_j\) is a module over the subring \(\Lambda_0^{univ}\) of \(\Lambda^{univ}\). Moreover, again taking Proposition 2.20 into account, it is easy to see that if \((w_1, \ldots, w_a)\) is any orthogonal ordered basis for \(C_j\), then the elements \(\bar{w}_i = w_i \otimes \ell'(w_i)\) form a basis for \(C_j'\) as a \(\Lambda_0^{univ}\)-module.

The fact that \(\ell(\partial c) \leq \ell(c)\) implies that the coefficient extension \(\partial \otimes 1\): \(C_1' \to C_0'\) restricts to \(\bar{C}_1'\) as a map to \(\bar{C}_0'\). So we have a (two-term) chain complex of \(\Lambda_0^{univ}\)-modules \((\bar{C}_1' \xrightarrow{\partial \otimes 1} \bar{C}_0')\). Fukaya, Oh, Ohta, and Ono show [FOOO09, Theorem 6.1.20] that the zeroth homology of this complex (i.e., the quotient \(\bar{C}_0'/\partial \otimes 1\bar{C}_1')\) is isomorphic to
\[
\Lambda_0^{univ} t^q \oplus \bigoplus_{k=1}^s (\Lambda_0^{univ} / T^{\lambda_k} \Lambda_0^{univ})
\]
for some natural numbers \(q, s\) and positive real numbers \(\lambda_1, \ldots, \lambda_s\).

**Definition 4.12** ([FOOO09]). Order the summands in the decomposition (12) of \(\bar{C}_0'/\partial \otimes 1\bar{C}_1'\) so that \(\lambda_1 \geq \cdots \geq \lambda_s\). For a positive integer \(k\), the \(k\)th torsion exponent of the two-term Floer-type complex \((C_1 \xrightarrow{\partial} C_0)\) is \(\lambda_k\) if \(k \leq s\) and 0 otherwise. The first torsion exponent is also called the torsion threshold.

**Theorem 4.13.** For each positive integer \(k\) the \(k\)th torsion exponent of \((C_1 \xrightarrow{\partial} C_0)\) is equal to the generalized boundary depth \(\beta_k(\partial)\).

**Proof.** Let \((((y_1, \ldots, y_n), (x_1, \ldots, x_m))\) be a singular value decomposition for \(\partial\): \(C_1 \to C_0\). By Proposition 3.3 \(((y_1 \otimes 1, \ldots, y_n \otimes 1), (x_1 \otimes 1, \ldots, x_m \otimes 1))\) is a singular value decomposition for \(\partial \otimes 1\): \(C_1' \to C_0'\). Let \(r\) denote the rank of \(\partial\) (equivalently, that of \(\partial \otimes 1\)).

Let us determine the image \((\partial \otimes 1)(\bar{C}_1') \subset C_0'\). A general element \(x\) of \(C_0'\) can be written as
\[
x = \sum_{i=1}^m \lambda_i x_i \otimes 1 \quad \text{where } \lambda_i \in \Lambda^{univ}\).
\]
By the definition of a singular value decomposition, in order for \(x\) to be in the image of \(\partial \otimes 1\) we evidently must have \(\lambda_i = 0\) for \(i > r\). Given that this holds, we will have \((\partial \otimes 1)(\sum_{i=1}^r \lambda_i y_i \otimes 1) = x\), and moreover by Lemma 4.9 \(\sum_{i=1}^r \lambda_i y_i \otimes 1\) has the lowest filtration level among all preimages of \(x\) under \(\partial \otimes 1\). Now
\[
\ell'(\sum_{i=1}^r \lambda_i y_i \otimes 1) = \max_i(\ell(y_i) - \nu(\lambda_i)),
\]
so we conclude that \(x = \sum_{i=1}^m \lambda_i x_i \otimes 1\) belongs to \((\partial \otimes 1)(\bar{C}_1')\) if and only if both \(\lambda_i = 0\) for \(i > r\) and \(\nu(\lambda_i) \geq \ell(y_i)\) for \(i = 1, \ldots, r\).
Recall that the elements $\bar{x}_i = x_i \otimes T^{\ell(x_i)}$ form a $\Lambda_0^{\text{univ}}$-basis for $\bar{C}_0'$. Identifying $\lambda_i = T^{\ell(x_i)} \mu_i$, the conclusion of the above paragraph can be rephrased as saying that an element $\sum_{i=1}^m \mu_i \bar{x}_i$ belongs to $(\partial \otimes 1)(\bar{C}_1')$ if and only if $\mu_i = 0$ for $i > r$ and $\nu(\mu_i) \geq \ell(y_i) - \ell(x_i)$ for $i = 1, \ldots, r$. Now for $\mu \in \Lambda^{\text{univ}}$, and $c \in \mathbb{R}$, to say that $\nu(\mu) \geq c$ is equivalent to saying that $\mu \in T^c \Lambda_0^{\text{univ}}$. So we conclude that

$$(\partial \otimes 1)(\bar{C}_1') = \text{span}_{\Lambda_0^{\text{univ}}} \{T^{\ell(y_1)} - \ell(x_1)\bar{x}_1, \ldots, T^{\ell(y_r)} - \ell(x_r)\bar{x}_r\}$$

while as mentioned earlier

$$\bar{C}_0' = \text{span}_{\Lambda_0^{\text{univ}}} \{\bar{x}_1, \ldots, \bar{x}_m\}.$$

These facts immediately imply that

$$\frac{\bar{C}_0'}{(\partial \otimes 1)(\bar{C}_1')} = (\Lambda_0^{\text{univ}})^{m-r} \oplus \bigoplus_{k=1}^r (\Lambda_0^{\text{univ}}/T^{\ell(y_k)} - \ell(x_k) \Lambda_0^{\text{univ}}).$$

Comparing with (12) we see that the numbers that we have denoted by $s$ and $r$ are equal to each other, and that the $k$th torsion exponent is equal to $\ell(y_k) - \ell(x_k)$ for $1 \leq k \leq r$ and to zero otherwise. By Theorem 4.11 this is the same as $\beta_k(\partial)$. \hfill \Box

5. Filtration spectrum

The filtration spectrum of an orthogonalizable $\Lambda$-space is an algebraic abstraction of the set of critical values of a Morse function or the action spectrum of a Hamiltonian diffeomorphism (cf. [Sc00]).

Definition 5.1. A multiset $M$ is a pair $(S, \mu)$ where $S$ is a set and $\mu : S \to \mathbb{N} \cup \{\infty\}$ is a function, called the multiplicity function of $M$. If $T$ is some other set, a multiset of elements of $T$ is a multiset $(S, \mu)$ such that $S \subset T$.

For $s \in S$, the value $\mu(s)$ should be interpreted as “the number of times that $s$ appears” in the multiset $M$. By abuse of notation we will sometimes denote multisets in set-theoretic notation with elements repeated: for instance $\{1, 3, 1, 2, 3\}$ denotes a multiset with $\mu(1) = \mu(3) = 2$ and $\mu(2) = 1$. The cardinality of the multiset $(S, \mu)$ is by definition $\sum_{s \in S} \mu(S)$. (For notational simplicity we are not distinguishing between different infinite cardinalities in our definition; in fact, for nearly all of the multisets that appear in this paper the multiplicity function will only take finite values.)

Also, if $S \subset T$ and $\mu : T \to \mathbb{N} \cup \{\infty\}$ is a function with $\mu|_{T \setminus S} \equiv 0$ then we will not distinguish between the multisets $(T, \mu)$ and $(S, \mu|_S)$.

Definition 5.2. Let $(C, \ell)$ be an orthogonalizable $\Lambda$-space with a fixed orthogonal ordered basis $(v_1, \ldots, v_n)$. The filtration spectrum of $(C, \ell)$ is the multiset $(\mathbb{R}/\Gamma, \mu)$ where

$$\mu(s) = \# \{v_i \in \{v_1, \ldots, v_n\} | \ell(v_i) \equiv s \mod \Gamma\}$$

Remark 5.3. When $\Gamma$ is trivial, the filtration spectrum is just the set $\{\ell(v_1), \ldots, \ell(v_n)\}$ and multiplicity function is just defined by setting $\mu(s)$ equal to the number of $i$ such that $\ell(v_i) = s$.

Example 5.4. Let $\Gamma = \mathbb{Z}$ and $C = \text{span}_\Lambda \{v_1, v_2\}$ where $v_1, v_2$ are orthogonal with $\ell(v_1) = 2.5$ and $\ell(v_2) = 0.5$. Then for $[0.5] \in \mathbb{R}/\Gamma$, $\mu([0.5]) = 2$, while for $[0.7] \in \mathbb{R}/\Gamma$, $\mu([0.7]) = 0$. The filtration spectrum is then the multiset $\{[0.5], [0.5]\}$. 
While Definition 5.2 relies on a choice of an orthogonal basis for \((C, \ell)\), the following proposition shows that the filtration spectrum can be reformulated in a way that is manifestly independent of the choice of orthogonal basis, and so is in fact an invariant of the orthogonalizable \(\Lambda\)-space \((C, \ell)\).

**Proposition 5.5.** Let \((C, \ell)\) be an orthogonalizable \(\Lambda^{K, \Gamma}\)-space and let \((\mathbb{R}/\Gamma, \mu)\) be the filtration spectrum of \((C, \ell)\) (as determined by an arbitrary orthogonal basis). Then for any \(s \in \mathbb{R}/\Gamma\),

\[
\mu(s) = \max \{ k \in \mathbb{N} \mid (\exists V \leq C) (\dim(V) = k \text{ and } (\forall v \in V \setminus \{0\})(\ell(v) \equiv s \mod \Gamma)) \}.
\]

**Proof.** Let \((v_1, \ldots, v_n)\) be an orthogonal ordered basis of \(C\) and let \(\mu\) be the multiplicity of some element \(s \in \mathbb{R}/\Gamma\) in the filtration spectrum of \(C\). So by definition there are precisely \(\mu\) elements \(i_1, \ldots, i_\mu \in \{1, \ldots, n\}\) such that each \(\ell(v_{i_j}) \equiv s \mod \Gamma\) for \(j = 1, \ldots, \mu\). Any nonzero element \(u\) in the \(\mu\)-dimensional subspace spanned by the \(v_{i_j}\) can be written as \(u = \sum_j \lambda_j v_{i_j}\) where \(\lambda_j \in \Lambda\) are not all zero, and then \(\ell(u) = \max_j \{\ell(v_{i_j}) - \nu(\lambda_j)\} \equiv s \mod \Gamma\) since \(\nu(\lambda_j)\) all belong to \(\Gamma\). This proves that \(\mu\) is less than or equal to right hand side in the statement of the proposition.

For the reverse inequality, suppose that \(V \leq C\) has dimension greater than \(\mu\) and, where \(i_1, \ldots, i_\mu\) are as in the previous paragraph, let \(W = \text{span}_\Lambda \{v_i \mid i \notin \{i_1, \ldots, i_\mu\}\}\). Since \(W\) has codimension \(\mu\) and \(\dim V > \mu\), \(V\) and \(W\) intersect non-trivially. So there is some nonzero element \(v = \sum_{i \notin \{i_1, \ldots, i_\mu\}} \lambda_i v_i \in V \cap W\). Since the \(v_i\)'s are orthogonal, \(\ell(v)\) has the same reduction modulo \(\Gamma\) as one of the \(v_i\) with \(i \notin \{i_1, \ldots, i_\mu\}\), and so this reduction is not equal to \(s\). Thus no subspace of dimension greater than \(\mu\) can have the property indicated in the statement of the proposition. \(\square\)

### 6. Barcodes

Recall from the introduction that a persistence module \(\mathbb{V} = \{V_t\}_{t \in \mathbb{R}}\) over the field \(\mathbb{K}\) is a system of \(\mathbb{K}\)-vector spaces \(V_t\) with suitably compatible maps \(V_s \to V_t\) whenever \(s \leq t\).

A special case of a persistence module is obtained by choosing an interval \(I \subset \mathbb{R}\) and defining

\[
(K_I)_t = \begin{cases} \mathbb{K} & t \in I \\ 0 & t \notin I \end{cases}
\]

with the maps \((K_I)_s \to (K_I)_t\) defined to be the identity when \(s, t \in I\) and to be zero otherwise.

A persistence module \(\mathbb{V}\) is called **pointwise finite-dimensional** if each \(V_t\) is finite-dimensional. Such persistence modules obey the following structure theorem.

**Theorem 6.1.** ([ZC05], [Cr12]) Every pointwise finite-dimensional persistence module \(\mathbb{V}\) can be uniquely decomposed into the following normal form

\[
\mathbb{V} \cong \bigoplus_\alpha \mathbb{K}_{I_\alpha}
\]

for certain intervals \(I_\alpha \subset \mathbb{R}\).

The (persistent homology) **barcode** of \(\mathbb{V}\) is then by definition the multiset \((S, \mu)\) where \(S\) is the set of intervals \(I\) for which \(K_I\) appears in \((13)\) and \(\mu(I)\) is the number of times that \(K_I\) appears. As follows from the discussion at the end of the introduction in [Cr12], the barcode is a complete invariant of a finite-dimensional persistence module.
In classical persistent homology, where the persistence module is constructed from the filtered homologies of the Čech or Rips complexes associated to a point cloud, \[ \text{ZC05} \] provides an algorithm computing the resulting barcode (cf. Theorem A.1 below). In this case the intervals in the barcode are all half-open intervals \([a, b)\) (with possibly \(b = \infty\)). See, e.g., \[ \text{Ghr08}, \text{Figure 4}, \text{Ca09, p. 278} \] for some nice illustrations of barcodes.

Returning to the context of the Floer-type complexes \((C_\ast, \partial, \ell)\) considered in this paper, for any \(t \in \mathbb{R}\), if we let \(C^t_k = \{ c \in C_k | \ell(c) \leq t \}\) the assumption on the effect of \(\partial\) on \(\ell\) shows that we have a subcomplex \(C^t_k\); just as discussed in the introduction for any \(k\) the degree-\(k\) homologies \(H^t_k(C_\ast)\) of these complexes yield a persistence module over the base field \(\mathcal{K}\). Typically \(H^t_k(C_\ast)\) can be infinite-dimensional (and also may not satisfy the weaker descending chain condition which appears in \[ \text{Cr12}\]), so Theorem 6.1 usually does not apply to these persistence modules. The exception to this is when the subgroup \(\Gamma \leq \mathbb{R}\) used in the Novikov field \(\mathcal{A} = \mathcal{K}^{\mathbb{R}}\) is the trivial group, in which case we just have \(\mathcal{A} = \mathcal{K}\) and the chain groups \(C_k\) (and so also the homologies) are finite-dimensional over \(\mathcal{K}\). So when \(\Gamma = \{0\}\), Theorem 6.1 does apply to show that the persistence module \(\{H^t_k(C_\ast)\}_{t \in \mathbb{R}}\) decomposes as a direct sum of interval modules \(\mathcal{K}_I\); by definition the degree-\(k\) part of the barcode of \(C_\ast\) is then the multiset of intervals appearing in this direct sum decomposition. We have:

**Theorem 6.2.** Assume that \(\Gamma = \{0\}\) and let \((C_\ast, \partial, \ell)\) be a Floer-type complex over \(\mathcal{K}^{\mathbb{R}} = \mathcal{K}\). For each \(k \in \mathbb{Z}\) write \(\partial_{k+1} : C_{k+1} \to C_k\) for the degree-(\(k + 1\)) part of the boundary operator \(\partial\), and write \(Z_k = \ker \partial_k\), so that \(\partial_{k+1}\) has image contained in \(Z_k\). Let \((\{y_1, \ldots, y_n\}, \{x_1, \ldots, x_m\})\) be a singular value decomposition for \(\partial_{k+1} : C_{k+1} \to Z_k\). Then where \(r = \text{rank}(\partial_{k+1})\), the degree-\(k\) part of the barcode of \(C_\ast\) consists precisely of:

- an interval \([\ell(y_i), \ell(y_i)]\) for each \(i \in \{1, \ldots, r\}\) such that \(\ell(y_i) > \ell(x_i)\); and
- an interval \([\ell(x_i), \infty)\) for each \(i \in \{r + 1, \ldots, m\}\).

**Proof.** As explained earlier, \(\{H^t_k(C_\ast)\}_{t \in \mathbb{R}}\) is a pointwise-finite-dimensional persistence module. Therefore by Theorem 6.1 we have a normal form \(\bigoplus \mathcal{K}_I\). Given a singular value decomposition \((\{y_1, \ldots, y_n\}, \{x_1, \ldots, x_m\})\) as in the hypothesis, we first claim that, for all \(t \in \mathbb{R}\),

\[
H^t_k(C_\ast) = \text{span}_\mathcal{K}\left\{ [x_i] \mid \ell(x_i) \leq t < \ell(y_i) \quad \text{if} \quad i \in \{1, \ldots, r\} \right. \\
\left. \ell(x_i) \leq t \quad \text{if} \quad i \in \{r + 1, \ldots, m\} \right\}.
\]

In fact, \((x_1, \ldots, x_m)\) is an orthogonal ordered basis for \(\ker \partial_k\), so \([x_i] \ell(x_i) \leq t\) is an orthogonal basis for \(\ker(\partial_{k+1})\). Meanwhile, by Lemma 4.9 when \(\Gamma = \{0\}\) (so that \(\nu\) vanishes on all nonzero elements of \(\Lambda\)), an element \(x = \sum_{i=1}^m \lambda_i x_i\) lies in \(\partial_{k+1}(C_{k+1})\) if and only if it holds both that \(\lambda_i = 0\) for all \(i > r\) and that \(\ell(\sum_{i=1}^r \lambda_i y_i) \leq t\), i.e. if and only if \(x \in \text{span}_\mathcal{K}\{x_i | 1 \leq i \leq r, \ell(y_i) \leq t\}\). So we have bases \([x_i] \ell(x_i) \leq t\) for \(Z_k \cap C_k\) and \([x_i] 1 \leq i \leq r, \ell(y_i) \leq t\) for \(\partial_{k+1}(C_{k+1})\), from which the expression (14) for \(H^t_k(C_\ast)\) immediately follows.

Write \(V_t\) for the right hand side of (14). For \(s \leq t\), the inclusion-induced map \(\sigma_{st} : H^t_k(C_\ast) \to H^t_k(C_\ast)\) is identified with the map \(\sigma_{st} : V_s \to V_t\) defined as follows, for any generator \([x_i]\) of \(V_s\),

\[
\sigma_{st}([x_i]) = \begin{cases} 
[x_i] & \text{if } \ell(y_i) > t \text{ or } i \in \{r + 1, \ldots, s\} \\
0 & \text{if } \ell(y_i) \leq t 
\end{cases}
\]

Clearly, this is a \(\mathcal{K}\)-linear homomorphism. It is easy to check that \(\sigma_{ss} = I_{V_s}\) and for \(s \leq t \leq u\), \(\sigma_{su} = \sigma_{tu} \circ \sigma_{st}\). Therefore, \(V = \{V_t\}_{t \in \mathbb{R}}\) is a persistence module, which is (tautologically) isomorphic, in the sense of persistence modules, to \(\{H^t_k(C_\ast)\}_{t \in \mathbb{R}}\).
On the other hand, the normal form of $V$ can be explicitly written out as follows:

\begin{equation}
V \cong \bigoplus_{1 \leq i \leq r} K_{[\ell(x_i), \ell(y_i))] \oplus \bigoplus_{r+1 \leq j \leq m} K_{[\ell(x_j), \infty)}
\end{equation}

Indeed the indicated isomorphism of persistence modules can be obtained by simply mapping $1 \in (K_{[\ell(x_i), \ell(y_i))})_t = K$ to the class $[x_i]$ for $t \in [\ell(x_i), \ell(y_i))$ and $i = 1, \ldots, r$, and similarly for the $K_{[\ell(x_i), \infty)}$ for $i > r$. \hfill \Box

Thus in the “classical” $\Gamma = \{0\}$ case the barcode can be read off directly from the filtration levels of the elements involved in a singular value decomposition; in particular, these filtration levels are independent of the choice of singular value decomposition, consistently with Theorem 7.1 below. For nontrivial $\Gamma$ there is clearly some amount of arbitrariness of the filtration levels of the elements of a singular value decomposition: if $((y_1, \ldots, y_n), (x_1, \ldots, x_m))$ is a singular value decomposition, then $((T^{y_1}x_1, \ldots, T^{y_n}x_r, y_{r+1}, \ldots, y_n), (T^{y_1}x_1, \ldots, T^{y_n}x_m))$ is also a singular value decomposition for any $g_1, \ldots, g_m \in \Gamma$; based on Theorem 6.2 one would expect this to result in a change of the positions of each of the intervals in the barcode. Note that this change moves the endpoints of the intervals but does not alter their lengths. This suggests the following definition, related to the ideas of boundary depth and filtration spectrum:

**Definition 6.3.** Let $(C_*, \partial, \ell)$ be a Floer-type complex over $\Lambda = \Lambda^{K, \Gamma}$ and for each $k \in \mathbb{Z}$ write $\partial_k = \partial|_{C_k}$ and $Z_k = \ker \partial_k$. Given any $k \in \mathbb{Z}$ choose a singular value decomposition $((y_1, \ldots, y_n), (x_1, \ldots, x_m))$ for the $\Lambda$-linear map $\partial_{k+1} : C_{k+1} \to Z_k$ and let $r$ denote the rank of $\partial_{k+1}$. Then the degree-$k$ **verbose barcode** of $(C_*, \partial, \ell)$ is the multiset of elements of $(\mathbb{R}/\Gamma) \times [0, \infty]$ consisting of

(i) a pair $(\ell(x_i) \mod \Gamma, \ell(y_i) - \ell(x_i))$ for $i = 1, \ldots, r$;
(ii) a pair $(\ell(x_i) \mod \Gamma, \infty)$ for $i = r + 1, \ldots, m$.

The **concise barcode** is the submultiset of the verbose barcode consisting of those elements whose second element is positive.

Thus in the case that $\Gamma = \{0\}$ elements $[a, b)$ of the persistent homology barcode correspond according to Theorem 6.2 to elements $(a, b - a)$ of the concise barcode. In general we think of an element $([a], L)$ of the (verbose or concise) barcode as corresponding to an interval with left endpoint $a$ and length $L$, with the understanding that the left endpoint is only specified up to the additive action of $\Gamma$.

Definition 6.3 appears to depend on a choice of singular value decomposition, but we will see in Theorem 7.1 that different choices of singular value decompositions yield the same verbose (and hence also concise) barcodes. Of course in the case that $\Gamma = \{0\}$ this already follows from Theorem 6.2 in the opposite extreme case that $\Gamma = \mathbb{R}$ (in which case the first coordinates of the pairs in the verbose and concise barcodes carry no information) it can easily be inferred from Theorem 7.1.

### 6.1. Relation to spectral invariants

Following a construction that is found in [Sc00], [Oh05] in the context of Hamiltonian Floer theory (and which is closely related to classical minimax-type arguments in Morse theory), we may describe the **spectral invariants** associated to a Floer-type complex $(C_*, \partial, \ell)$: where $H_k(C_*)$ is the degree-$k$ homology of $C_*$, these take the form of a map $\rho : H_k(C_*) \to \mathbb{R} \cup \{-\infty\}$ defined by, for $\alpha \in H_k(C_*)$,

$$\rho(\alpha) = \inf \{\ell(c) | c \in C_k, [c] = \alpha\}$$
Let \( \rho \) shows that the infimum in the definition of \( \rho(\alpha) \) is always attained.

The spectral invariants are reflected in the concise barcode in the following way.

**Proposition 6.4.** Let \( B_{C,k} \) denote the degree-\( k \) part of the concise barcode of a Floer-type complex \( (C_\ast, \partial, \ell) \), obtained from a singular value decomposition of \( \partial_{k+1}: C_{k+1} \to \ker \partial_k \). Then:

- For each \( \alpha \in H_k(C_\ast) \setminus \{0\} \), the concise barcode \( B_{C,k} \) contains an element of the form \( ([\rho(\alpha)], \infty) \), where \( [\rho(\alpha)] \) is the reduction of \( \rho(\alpha) \) modulo \( \Gamma \).
- There is a basis \( \alpha_1, \ldots, \alpha_h \) for \( H_k(C_\ast) \) such that the submultiset of \( B_{C,k} \) consisting of elements with second coordinate equal to \( \infty \) is equal to \( \{(\rho(\alpha_1)), \infty), \ldots, (\rho(\alpha_h)), \infty)\} \).

**Proof.** Let \((y_1, \ldots, y_m), (x_1, \ldots, x_n)\) be a singular value decomposition of \( \partial_{k+1}: C_{k+1} \to \ker \partial_k \). In particular, where \( r \) is the rank of \( \partial_{k+1} \), \( \text{span}_{\Lambda} \{x_{r+1}, \ldots, x_m\} \) is an orthogonal complement to \( \text{Im} \partial_{k+1} \).

Let \( \alpha \in H_k(C_\ast) \setminus \{0\} \) be arbitrary, and choose a cycle \( c_\alpha \in \ker \partial_k \) whose homology class is equal to \( \alpha \). So the homology class \( \alpha \) consists of all elements of the form \( c_\alpha - w \) where \( w \in \text{Im} \partial_{k+1} \). By Lemma 6.13 if \( w_0 \in \text{Im} \partial_{k+1} \) is chosen so that \( c_\alpha - w_0 \in \text{span}_{\Lambda} \{x_{r+1}, \ldots, x_m\} \), then \( \ell(c_\alpha - w_0) \leq \ell(c_\alpha - w) \) for all \( w \in \text{Im} \partial_{k+1} \), i.e., \( \ell(c_\alpha - w_0) = \inf \{ \ell(c) | [c] = \alpha \} = \rho(\alpha) \). Note that since \( \alpha \neq 0 \) by assumption, \( c_\alpha - w_0 \neq 0 \).

Because \( c_\alpha - w_0 \in \text{span}_{\Lambda} \{x_{r+1}, \ldots, x_m\} \setminus \{0\} \) (and the \( x_i \) are orthogonal) we will have \( -\infty \not\in \ell(c_\alpha - w_0) = \ell(x_i) - \nu(\lambda) \) for some \( i \in \{r+1, \ldots, n\} \) and \( \lambda \in \Lambda \setminus \{0\} \); thus reducing modulo \( \Gamma \) we see that \( [\rho(\alpha)] = [\ell(c_\alpha - w_0)] = [\ell(x_i)] \), which proves the first statement of the proposition since \((\ell(x_i), \infty)\) is an element of the concise barcode.

As for the second statement, for each \( i \in \{r+1, \ldots, n\} \) the above argument shows that the homology class \([x_i] \) has spectral invariant \( \rho([x_i]) = [\ell(x_i)] \). Of course since the \( x_i \) form the basis for a complement in \( \text{Im} \partial_{k+1} \) in \( \ker \partial_k \), the classes \([x_i] \) form a basis for the homology \( H_k(C_\ast) \). So since the submultiset of \( B_{C,k} \) consisting of elements with second coordinate \( \infty \) is precisely \( \{(\ell(x_{r+1})), \infty), \ldots, (\ell(x_m)), \infty))\} \) the result follows by setting \( \alpha_i = [x_{r+i}] \). \( \square \)

6.2. **Duality and coefficient extension for barcodes.** Given a Floer-type complex \((C_\ast, \partial, \ell)\) over \( \Lambda = \Lambda^C \) one obtains a dual complex \((C^0_\ast, \delta, \ell^*)\) by taking \( C^0_k \) to be the dual over \( \Lambda \) of \( C_{-k} \), \( \delta: C^0_k = C^0_{k-1} \) to be the adjoint of \( \partial: C_{k+1} \to C_k \) and defining \( \ell^* \) as in Section 2.3. The following can be seen as a generalization both of [U10] Corollary 1.6 and of [DSMVJ] Proposition 2.4.

**Proposition 6.5.** If for all \( k \) \( \tilde{B}_{C,k} \) denotes the degree-\( k \) barcode of \((C_\ast, \partial, \ell)\), then the degree-\( k \) barcode of \((C^0_\ast, \delta, \ell^*)\) is given by

\[
\tilde{B}^{C^0,k} = \{([-a], \infty) | ([a], \infty) \in \tilde{B}_{C,-k} \} \cup \{([-a - L], L) | L < \infty \text{ and } ([a], L) \in \tilde{B}_{C,-k-1} \}
\]

**Proof.** Where \( r \) is the rank of \( \partial_{-k}: C_{-k} \to C_{-k-1} \), \( s \) is the rank of \( \partial_{-k+1}: C_{-k+1} \to C_{-k} \), and \( t \geq r \) is the dimension of the kernel of \( \partial_{-k-1}: C_{-k-1} \to C_{-k-2} \), it is straightforward to modify a singular value decomposition \((y_1, \ldots, y_m), (x_1, \ldots, x_n)\) of \( \partial_{-k}: C_{-k} \to C_{-k-1} \) so that it has the additional properties that:

- (i) \((x_1, \ldots, x_t)\) is an orthogonal ordered basis for \( \ker \partial_{-k-1} \), so in particular \((y_1, \ldots, y_m), (x_1, \ldots, x_t)\) is a singular value decomposition for \( \partial_{-k}: C_{-k} \to \ker \partial_{-k-1} \).
- (ii) \((y_{n-s+1}, \ldots, y_n)\) is an orthogonal ordered basis for \( \text{Im} \partial_{-k+1} \), so that the elements \([a], L\) of \( \tilde{B}_{C,-k} \) having \( L = \infty \) are precisely the \((\ell(y_{i+1})), \infty)\) for \( i \in \{r + 1, \ldots, n - s\} \).
By Proposition 2.19 a singular value decomposition for \( \delta_{k+1}: C^\vee_{k+1} \rightarrow C^\vee_k \) is given by \((x^*_1, \ldots, x^*_m), (y^*_1, \ldots, y^*_n)\), where the \( x^*_i \) and \( y^*_j \) form dual bases for the bases \((x_1, \ldots, x_m)\) and \((y_1, \ldots, y_n)\), respectively. Moreover by (ii) above, the kernel of \( \delta_k: C^\vee_k \rightarrow C^\vee_{k-1} \) (i.e., the annihilator of the image of \( \partial_{k+1} \)) is precisely the span of \( y^*_1, \ldots, y^*_n \), so \((x^*_1, \ldots, x^*_m), (y^*_1, \ldots, y^*_n)\) is a singular value decomposition for \( \delta_{k+1}: C^\vee_{k+1} \rightarrow \ker \delta_k \). Since by (17) we have \( \ell^\prime(x^*_i) = -\ell(x_i) \) and \( \ell^\prime(y^*_j) = -\ell(y_j) \) it follows that
\[
\tilde{B}^\vee_{C,k} = \{([-\ell(y_i)], \ell(y_i) - \ell(x_i)) | i = 1, \ldots, r \} \cup \{([-\ell(y_i)], \infty) | i = r + 1, \ldots, n - s \}
\]
which precisely equals the right hand side of (17). \( \square \)

The effect on the verbose barcode of extending the coefficient field of a Floer-type complex by enlarging the value group \( \Gamma \) is even easier to work out, given our earlier results.

**Proposition 6.6.** Let \((C_\ast, \partial, \ell)\) be a Floer-type complex over \( \Lambda = \Lambda^{K, \Gamma} \), let \( \Gamma' \leq \mathbb{R} \) be a subgroup containing \( \Gamma \), and consider the Floer-type complex \((C'_\ast, \partial \otimes 1, \ell')\) over \( \Lambda^{K, \Gamma'} \) given by letting \( C'_k = C_k \otimes_{\Lambda} \Lambda^{K, \Gamma'} \) and defining \( \ell' \) as in Section 2.5. Then where \( \tilde{B}^\vee_{C,k} \) is the verbose barcode of \((C_\ast, \partial, \ell)\) in degree \( k \) and where \( \pi: \mathbb{R}/\Gamma \rightarrow \mathbb{R}/\Gamma' \) is the projection, the verbose barcode of \((C'_\ast, \partial \otimes 1, \ell')\) in degree \( k \) is
\[
\{((\pi([a]), L)([a]), L) \in \tilde{B}^\vee_{C,k} \}.
\]
Proof. This follows directly from Proposition 3.8 and the definitions. \( \square \)

7. **Classification theorems**

In the spirit of the structure theorem (Theorem 6.1) for pointwise finite-dimensional persistence modules, we will use the verbose and concise barcodes to classify Floer-type complexes up to filtered chain isomorphism and filtered homotopy equivalence. Specifically, we will prove the following two key theorems, stated earlier in the introduction.

**Theorem A.** Two Floer-type complexes \((C_\ast, \partial_C, \ell_C)\) and \((D_\ast, \partial_D, \ell_D)\) are filtered chain isomorphic to each other if and only if they have identical verbose barcodes in all degrees.

**Theorem B.** Two Floer-type complexes \((C_\ast, \partial_C, \ell_C)\) and \((D_\ast, \partial_D, \ell_D)\) are filtered homotopy equivalent to each other if and only if they have identical concise barcodes in all degrees.

### 7.1. Classification up to filtered isomorphism

We will assume the following important theorem first, and then the proof of Theorem A will follow quickly.

**Theorem 7.1.** For any \( k \in \mathbb{Z} \), the degree-\( k \) verbose barcode of any Floer-type complex is independent of the choice of singular value decomposition for \( \partial_{k+1}: C_{k+1} \rightarrow Z_k \).

Proof of Theorem A. On the one hand, a filtered chain isomorphism \( C_\ast \rightarrow D_\ast \) maps a singular value decomposition for \((\partial_C)_{k+1}: C_{k+1} \rightarrow \ker(\partial_C)_k\) to a singular value decomposition for \((\partial_D)_{k+1}: D_{k+1} \rightarrow \ker(\partial_D)_k\), while keeping all filtration levels the same. Therefore, the “only if” part of Theorem A is a direct consequence of Theorem 7.1.

To prove the “if” part of Theorem A we begin by introducing some notation that will also be useful to us later. Given a collection of Floer-type complexes \( C_\ast = (C_{\alpha}, \partial_\alpha, \ell_\alpha) \) we define \( \oplus_\alpha C_\alpha \) to be the triple \( (\oplus_\alpha C_{\alpha*}, \oplus_\alpha \partial_\alpha, \hat{\ell}) \) where \( \hat{\ell}((c_\alpha)) = \max_\alpha \ell_\alpha(c_\alpha) \). Provided that, for each \( k \in \mathbb{Z} \), only finitely many of the \( C_{\alpha k} \) are nontrivial, \( \oplus_\alpha C_\alpha \) is also a Floer-type complex.
Proof of Proposition 7.4. For each $\alpha$ be a singular value decomposition for $(\partial \alpha)$ complexes induce a filtered chain isomorphism $\bigoplus \alpha$ chain isomorphic to $\bigoplus \alpha \lambda x$. Since quite generally filtered chain isomorphisms $\Phi \alpha$ is defined by $\partial \alpha (\lambda x + \mu y) = \lambda x$, and $\ell \alpha (\lambda x + \mu y) = \max\{a - \nu (\lambda), (a + \nu (\mu))\}$. 

Remark 7.3. If $b - a \in \Gamma$, then there is a filtered chain isomorphism $\mathcal{E} (a, L, k) \to \mathcal{E} (b, L, k)$ given by scalar multiplication by the element $T^{b-a} \in \Lambda$.

Proposition 7.4. Let $(\alpha, \partial, \ell)$ be a Floer-type complex and denote by $\tilde{B}_C, k$ the degree-$k$ verbose barcode of $(\alpha, \partial, \ell)$. Then there is a filtered chain isomorphism $(\alpha, \partial, \ell) \cong \bigoplus_{k \in \mathbb{Z}} \bigoplus_{[a,L) \in \tilde{B}_C, k} \mathcal{E}(a, L, k)$ (where for each $([a], L) \in \tilde{B}_C, k$ we choose an arbitrary representative $a \in \mathbb{R}$ of the coset $[a] \in \mathbb{R}/\Gamma$).

Proof of Proposition 7.4. For each $k$ let

$$\left( (y^k_1, \ldots, y^k_{r_k}, y^k_{r_k + m_{k+1}}, (x^k_1, \ldots, x^k_{m_k}) \right)$$

be a singular value decomposition for $(\partial \alpha)_{k+1} : C_{k+1} \to \ker(\partial \alpha)_k$, where $r_k$ is the rank of $(\partial \alpha)_{k+1}$. Note that since $(x^k_{1}, \ldots, x^k_{m_{k+1}})$ is an orthogonal ordered basis for $\ker(\partial \alpha)_{k+1}$, it is also true that

$$\left( (y^k_1, \ldots, y^k_{r_k}, x^k_{r_k + 1}, \ldots, x^k_{m_{k+1}}, (x^k_1, \ldots, x^k_{m_k}) \right)$$

is a singular value decomposition for $(\partial \alpha)_{k+1} : C_{k+1} \to \ker(\partial \alpha)_k$. So where

$$(a^k_i, L^k_i) = \left\{ \begin{array}{ll}
( \ell (x^k_i), \ell (y^k_i) - \ell (x^k_i) ) & 1 \leq i \leq r_k \\
( \ell (x^k_i), \infty ) & r_k + 1 \leq i \leq m_k
\end{array} \right. ,$$

we have $B_{C, k} = \{ (a^k_i, L^k_i) | 1 \leq i \leq m_k \}$ and the proposition states that $(\alpha, \partial, \ell)$ is filtered chain isomorphic to $\bigoplus_{k} \bigoplus_{i=1}^{m_k} \mathcal{E}(a^k_i, L^k_i, k)$. Now for each $i$ and $k$ there is an obvious embedding $\phi_i, k : \mathcal{E}(a^k_i, L^k_i, k) \to C_\alpha$ defined by $\phi_i, k (\lambda) = \lambda x_i, k$ when $L^k_i = \infty$ and $\phi_i, k (\lambda x + \mu y) = \lambda x_i^k + \mu y_i^k$ when $L^k_i < \infty$. From the definition of the filtration and boundary operator on $\mathcal{E}(a^k_i, L^k_i, k)$ this embedding is a chain map which exactly preserves filtration levels. Then

$$\bigoplus_{i, k} \phi_i, k : \bigoplus_{i, k} \mathcal{E}(a^k_i, L^k_i, k) \to C_\alpha$$

is likewise a chain map, and the fact that, for each $k$, $(y^k_1, \ldots, y^k_{r_k}, x^k_{r_k + 1}, \ldots, x^k_{m_{k+1}})$ is an orthogonal ordered basis for $C_{k+1}$ readily implies that $\bigoplus_{i, k} \phi_i, k$ is in fact a filtered chain isomorphism. 

Since, by Remark 7.3, the filtered isomorphism type of $\mathcal{E}(a, L, k)$ only depends on $[a], L, k$, and since quite generally filtered chain isomorphisms $\Phi_\alpha : C_\alpha \to D_\alpha$ between Floer-type complexes induce a filtered chain isomorphism $\oplus_\alpha : \oplus_\alpha C_\alpha \to \oplus_\alpha D_\alpha$, Proposition 7.4 shows
that the filtered chain isomorphism type of a Floer-type complex is determined by its verbose barcode, proving the “if part” of Theorem A. \qed

The remainder of this subsection is directed toward the proof of Theorem 7.1. We will repeatedly apply the following criterion for testing whether a subspace is an orthogonal complement of a given subspace.

**Lemma 7.5.** Let \((C, \ell)\) be an orthogonalizable \(\Lambda\)-space, and let \(U, U', V \subseteq C\) be such that \(U\) is an orthogonal complement to \(V\) and \(\dim U' = \dim U\). Consider the projection \(\pi_U : C \rightarrow U\) associated to the direct sum decomposition \(C = U \oplus V\). Then \(U'\) is an orthogonal complement of \(V\) if and only if \(\ell(\pi_U x) = \ell(x)\) for all \(x \in U'\).

**Proof.** Assume that \(U'\) is an orthogonal complement to \(V\). Then for \(x \in U'\), we of course have

\[
x = \pi_U x + (x - \pi_U x)
\]

where \(\pi_U x \in U\) and \(x - \pi_U x \in V\). Because \(U\) and \(V\) are orthogonal, it follows that \(\ell(x) = \max\{\ell(\pi_U x), \ell(x - \pi_U x)\}\). In particular, \(\ell(x) \geq \ell(\pi_U x)\). Meanwhile since

\[
\pi_U x = x - (x - \pi_U x)
\]

where \(x \in U'\), \(x - \pi_U x \in V\), and \(U'\) and \(V\) are orthogonal, we have \(\ell(\pi_U x) = \max\{\ell(x), \ell(x - \pi_U x)\}\). In particular, \(\ell(\pi_U x) \geq \ell(x)\). Combined with what we have already established this shows that \(\ell(x) = \ell(\pi_U x)\).

Conversely, suppose that \(\ell(\pi_U x) = \ell(x)\) for all \(x \in U'\). To show that \(U'\) is an orthogonal complement to \(V\) we just need to show that \(U'\) and \(V\) are orthogonal, that is, for any \(x \in U'\) and \(v \in V\) we have \(\ell(x + v) = \max\{\ell(x), \ell(v)\}\) (indeed if we show this, then by Lemma 2.8 (i) \(U'\) and \(V\) will have trivial intersection and so dimensional considerations will imply that \(C = U' \oplus V\)). Now write \(x \in U'\) as

\[
x = \pi_U x + (x - \pi_U x)
\]

where \(\pi_U x \in U\) and \(x - \pi_U x \in V\). Because \(U\) and \(V\) are orthogonal, our assumption shows that \(\ell(x) = \ell(\pi_U x) \geq \ell(x - \pi_U x)\). Now

\[
x + v = \pi_U x + (v + (x - \pi_U x))
\]

where \(\pi_U x \in U\) and \(v + (x - \pi_U x) \in V\). Again, \(U\) and \(V\) are orthogonal, so we have

\[
\ell(x + v) = \max\{\ell(\pi_U x), \ell(v + (x - \pi_U x))\}
\]

\[
= \max\{\ell(x), \ell(v + (x - \pi_U x))\}
\]

Now if \(\ell(v) > \ell(x)\) then \(\ell(x + v) = \ell(v) = \max\{\ell(x), \ell(v)\}\), as desired. On the other hand if \(\ell(v) \leq \ell(x)\) then \(\ell(v + (x - \pi_U x)) \leq \max\{\ell(v), \ell(x - \pi_U x)\} \leq \ell(x)\), and so \(\ell(x + v) = \ell(x) = \max\{\ell(x), \ell(v)\}\). So in any case we indeed have \(\ell(x + v) = \max\{\ell(x), \ell(v)\}\) for any \(x \in U'\), \(v \in V\), and so \(U'\) and \(V\) are orthogonal. \qed

**Notation.** Let \(((y_1, \ldots, y_n), (x_1, \ldots, x_m))\) be a singular value decomposition for a two-term Floer-type complex \((C_1, \partial) \rightarrow C_0\), and let \(r\) be the rank of \(\partial\). Denote \(k_1, \ldots, k_p \in \{1, \ldots, r\}\) to be the increasing finite sequence of integers defined by the property that \(k_1 = 1\) and, for \(i \in \{1, \ldots, p\}\), either \(\beta_{k_i}(\partial) = \beta_{k_{i+1}}(\partial) = \cdots = \beta_r(\partial)\) (in which case \(p = i\)) or else \(\beta_{k_i}(\partial) = \cdots = \beta_{k_{i+1}-1}(\partial) > \beta_{k_{i+1}}(\partial)\). Also let \(k_{p+1} = r + 1\). We emphasize that the numbers \(k_i\) are independent of choice of singular value decomposition (since the \(\beta_k(\partial)\) are likewise independent thereof, see Definition 3.10).
The proof of Theorem 7.1 inductively uses the following lemma, which is an application of Lemma 7.3.

**Lemma 7.6.** Let \( ((y_1, \ldots, y_m), (x_1, \ldots, x_m)) \) be a singular value decomposition for \((C_1 \to C_0)\) and \( r = \text{rank}(\partial) \), and let \( k_1, \ldots, k_{p+1} \) be the integers in the Notation above. Let \( i \in \{1, \ldots, p\} \), and suppose that \( V, W \leq \text{Im} \partial \) obey:

(i) \( \dim V = k_i - 1 \), \( V \) is \( \delta \)-robust for all \( \delta < \beta_{k_i - 1}(\partial) \), and \( V \) is orthogonal to \( \text{span}_A \{x_{k_i}, \ldots, x_m\} \).

(If \( i = 1 \) these conditions should be interpreted as stating that \( V = \{0\} \).)

(ii) \( \dim W = k_{i+1} - k_i \), \( V \) is orthogonal to \( W \), and \( V \oplus W \) is \( \delta \)-robust for all \( \delta < \beta_{k_i}(\partial) \).

Then \( V \oplus W \) is orthogonal to \( \text{span}\{x_{k_{i+1}}, \ldots, x_m\} \), and there is an isomorphism of filtered vector spaces \( W \cong \text{span}\{x_{k_i}, \ldots, x_{k_{i+1}-1}\} \).

**Proof.** Let \( X = \text{span}_A \{x_{k_i}, \ldots, x_{k_{i+1}-1}\} \) and \( X' = \text{span}_A \{x_{k_{i+1}}, \ldots, x_m\} \). Since \( V \) is orthogonal to \( X \oplus X' \) and \( X \) is orthogonal to \( X' \), by Lemma 2.8 we have an orthogonal direct sum decomposition \( C_0 = X \oplus (X' \oplus V) \). We will first show that the projection \( \pi_X : C_0 \to X \) associated to this direct sum decomposition has the property that \( \pi_X|_W \) exactly preserves filtration levels.

Let \( w \in W \), and write \( w = v + x + x' \) where \( v \in V \), \( x \in X \), and \( x' \in X' \), so our goal is to show that \( \ell(w) = \ell(x) \). Of course this is trivial if \( w = 0 \), so assume \( w \neq 0 \). Now

\[
\ell(w) = \max \{\ell(x + x'), \ell(v)\}
\]

since \( V \) is orthogonal to \( X \oplus X' \). Meanwhile since \( x + x' = w - v \) and \( V \) and \( W \) are orthogonal we have \( \ell(x + x') = \max \{\ell(v), \ell(w)\} \geq \ell(v) \). So \( \ell(w) = \ell(x + x') = \max \{\ell(x), \ell(x')\} \). (In particular \( x \) and \( x' \) are not both zero.) Now expand \( w - v = x + x' \) in terms of the basis \( \{x_j\} \) as

\[
w - v = \sum_{j=k_i}^r \lambda_j x_j
\]

The fact that we can take the sum to start at \( k_i \) follows from the definitions of \( X \) and \( X' \), and the sum terminates at \( r \) because \( w - v \in V \oplus W \leq \text{Im} \partial \). Then \( \ell(w - v) = \max \{\ell(\lambda_j x_j) \mid j \in \{k_i, \ldots, r\}\} \). By Lemma 4.9 the infimal filtration level of any \( \tilde{y} \in C_1 \) such that \( \partial \tilde{y} = x + x' \) is attained by \( \tilde{y} = y + y' \) where \( y = \sum_{j=k_i}^{k_{i+1}-1} \lambda_j y_j \) and \( y' = \sum_{j=k_{i+1}}^r \lambda_j y_j \); by the assumption that \( V \oplus W \) is \( \delta \)-robust for all \( \delta < \beta_{k_i}(\partial) \), we will have

\[
\ell(y + y') \geq \ell(w - v) + \beta_{k_i}(\partial) = \ell(x + x') + \beta_{k_i}(\partial).
\]

Thus by the orthogonality of the bases \( \{x_j\} \) and \( \{y_j\} \)

\[
\beta_{k_i}(\partial) \leq \ell(y + y') - \ell(x + x') = \max \{\ell(y), \ell(y')\} - \max \{\ell(x), \ell(x')\}.
\]

Now if we choose \( j_0 \) to maximize the quantity \( \ell(\lambda_j y_j) \) over all \( j \in \{k_{i+1}, \ldots, r\} \) we will have

\[
\ell(y') = \ell(\lambda_{j_0} y_{j_0}) = \ell(\lambda_{j_0} x_{j_0}) + \beta_{j_0}(\partial) \leq \ell(x') + \beta_{j_0}(\partial).
\]

So

\[
\ell(y') - \max \{\ell(x), \ell(x')\} \leq \ell(y') - \ell(x') \leq \beta_{j_0}(\partial) < \beta_{k_i}(\partial)
\]

since \( j_0 \geq k_{i+1} \). Thus in view of (18) we must have \( \ell(y) > \ell(y') \) and so by Proposition 2.2

\[
\ell(y + y') = \ell(y).
\]

Similarly, choose \( i_0 \in \{k_i, \ldots, k_{i+1} - 1\} \) to maximize the quantity \( \ell(\lambda_j x_j) \), so that \( \ell(x) = \ell(\lambda_{i_0} x_{i_0}) \). Then

\[
\ell(y) - \ell(x) \geq \ell(\lambda_{i_0} y_{i_0}) - \ell(\lambda_{i_0} x_{i_0}) = \beta_{i_0}(\partial).
\]
Symmetrically, choose \( i_1 \in \{k_1, \ldots, k_{i+1} - 1\} \) to maximize the quantity \( \ell(y) = \sum_{k_i}^{k_{i+1}-1} \lambda_i y_i \), that is \( \ell(y) = \ell(\lambda_i y_i) \). Then

\[
\ell(y) - \ell(x) \leq \ell(\lambda_i y_i) - \ell(\lambda_i x_i) = \beta_i(\partial).
\]

Because \( \beta_k(\partial) = \cdots = \beta_{k+1}(\partial) \) and \( i_0, i_1 \in \{k_1, \ldots, k_{i+1} - 1\} \), the above inequalities imply that \( \beta_0(\partial) = \beta_{k+1}(\partial) = \beta_k(\partial) \). Thus we necessarily have \( \ell(y) - \ell(x) = \beta_k(\partial) \). So we cannot have \( \ell(x') > \ell(x) \), since if this were the case then \( \ell(y + y') - \ell(x + x') = \ell(y) - \max\{\ell(x), \ell(x')\} \) would be strictly smaller than \( \beta_k(\partial) \), a contradiction. Thus \( \ell(x) \geq \ell(x') \). So since we have seen that \( \ell(w) = \max\{\ell(x), \ell(x')\} \) this proves that \( \ell(w) = \ell(x) \).

Thus the projection \( \pi_X : C_0 \to X \) associated to the direct sum decomposition \( X \oplus V \oplus X' \) has \( \ell(\pi_X w) = \ell(w) \) for all \( w \in W \), and in particular it is injective because 0 is the only element with filtration level \(-\infty\). So dimensional considerations prove the last statement of the lemma. By Lemma 7.6 this also implies that \( W \) is an orthogonal complement to \( V \oplus X' \). Since \( X' \) is orthogonal to \( V \) and \( V \oplus X' \) is orthogonal to \( W \) it follows from Lemma 2.8 (ii) that \( V \oplus W \) is orthogonal to \( X' \), which is precisely the remaining conclusion of the lemma.

**Corollary 7.7.** Let \( ((z_1, \ldots, z_n), (w_1, \ldots, w_m)) \) and \( ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \) be two singular value decompositions for \( (C_1 \stackrel{\beta}{\to} C_0) \). Then for each \( i \in \{1, \ldots, p\} \) there is a commutative diagram

\[
\text{span}_{\Lambda}\{z_k, \ldots, z_{k+1}-1\} \quad\quad \text{span}_{\Lambda}\{y_k, \ldots, y_{k+1}-1\}
\]

\[
\downarrow \quad \quad \downarrow
\]

\[
\text{span}_{\Lambda}\{w_k, \ldots, w_{k+1}-1\} \quad\quad \text{span}_{\Lambda}\{x_k, \ldots, x_{k+1}-1\}
\]

where the horizontal arrows are isomorphisms of filtered vector spaces.

**Proof.** Consider the following ascending sequence of subspaces of \( \text{Im}(\partial) \):

\[
\{0\} = V_0 \leq V_1 \leq V_2 \leq \cdots \leq V_p = \text{Im}(\partial)
\]

where \( V_i = \text{span}\{w_1, \ldots, w_{k+1}-1\} \). Each \( V_i \) is \( \delta \)-robust for all \( \delta < \beta_k(\partial) \) by Lemma 4.9. Also let \( W_i = \text{span}_{\Lambda}\{w_k, \ldots, w_{k+1}-1\} \), so we have an orthogonal direct sum decomposition \( V_i = V_{i-1} \oplus W_i \).

We claim by induction on \( i \) that \( V_i \) is orthogonal to \( \text{span}_{\Lambda}\{x_{k+1}, \ldots, x_m\} \). Indeed for \( i = 0 \) this is trivial, and assuming that it holds for the value \( i - 1 \) then applying Lemma 7.6 with \( V = V_{i-1} \) and \( W = W_i \) proves the claim for the value \( i \). Given this fact, for any \( i \) we may again apply Lemma 7.6 to obtain a filtered isomorphism \( W_i \to \text{span}_{\Lambda}\{x_k, \ldots, x_{k+1}-1\} \), which serves as the bottom arrow in the diagram in the statement of the Corollary.

Since the side arrows and the bottom arrow are all linear isomorphisms, there is a unique top arrow that makes the diagram commute. Moreover the bottom arrow exactly preserves filtration, and the side arrows both decrease the filtration levels of all nonzero elements by exactly \( \beta_k(\partial) \), so it follows that the top arrow is an isomorphism of filtered vector spaces as well.

**Proof of Theorem 7.1.** Let \( ((z_1, \ldots, z_n), (w_1, \ldots, w_m)), ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \) be two singular value decompositions and \( r = \text{rank}(\partial) \). Both of \( \text{span}_{\Lambda}\{w_{r+1}, \ldots, w_m\} \) and \( \text{span}_{\Lambda}\{x_{r+1}, \ldots, x_m\} \) are orthogonal complements to \( \text{Im}(\partial) \), so they are filtered isomorphic by Lemma 7.5 and so they have the same filtration spectra by Proposition 5.5. Meanwhile, the subspaces
where \( \text{span}_\Lambda \{ w_{k_i}, \ldots, w_{k_{i+1}-1} \} \) and \( \text{span}_\Lambda \{ x_{k_i}, \ldots, x_{k_{i+1}-1} \} \) are filtered isomorphic for each \( i \in \{1, \ldots, p\} \) by Corollary 7.7, so they likewise have the same filtration spectra. The conclusion now follows immediately from the description of verbose barcode, using Theorem 4.11 \( \square \)

### 7.2. Classification up to filtered homotopy equivalence

Now we move on to the classification of the filtered chain homotopy equivalence class of a Floer-type complex. First, we will prove the “if part”, which is the easier direction.

**Proposition 7.8.** For any Floer-type complex \((C_\ast, \partial_C, \ell_C)\), where we denote the degree-\(k\) concise barcode of \((C_\ast, \partial_C, \ell_C)\) as \(B_{C,k}\) and where for each \(([a],L) \in B_{C,k}\) we choose a representative \(a\) of the coset \([a] \in \mathbb{R}/\Gamma\), \((C_\ast, \partial_C, \ell_C)\) is filtered homotopy equivalent to

\[
\bigoplus_{k \in \mathbb{Z}} \bigoplus_{([a], L) \in B_{C,k}} \mathcal{E}(a, L, k)
\]

**Proof.** For each \(k\) let \(\tilde{B}_{C,k}\) denote the degree-\(k\) verbose barcode of \((C_\ast, \partial_C, \ell_C)\) and \(B_{C,k}\) the degree-\(k\) concise barcode, so \(B_{C,k} = \{([a], L) \in \tilde{B}_{C,k} | L > 0\}\).

By Proposition 7.4 if for each \(([a], L) \in \tilde{B}_{C,k}\) we choose a representative \(a\) of the coset \([a] \in \mathbb{R}/\Gamma\), \((C_\ast, \partial_C, \ell_C)\) is filtered chain isomorphic to

\[
(19) \quad \left( \bigoplus_k \bigoplus_{([a], L) \in B_{C,k}} \mathcal{E}(a, L, k) \right) \oplus \left( \bigoplus_k \bigoplus_{([a], 0) \in B_{C,k} \setminus B_{C,k}} \mathcal{E}(a, 0, k) \right)
\]

Recall the definition of \(\mathcal{E}(a, 0, k)\) as the triple \((E_\ast, \partial_E, \ell_E)\) where \(E_\ast\) is spanned over \(\Lambda\) by elements \(y \in E_{k+1}\) and \(x \in E_k\) with \(\partial_E y = x\) and \(\ell_E(y) = \ell_E(x) = a\). If we define \(K: E_\ast \to E_{k+1}\) to be the \(\Lambda\)-linear map defined by \(Kx = -y\) and \(K|_{E_m} = 0\) for \(m \neq k\), we see that \(\ell_E(K e) \leq \ell_E(e)\) for all \(e \in E_\ast\), that \((\partial_E K + K \partial_E) x = -\partial_E y = -x\), and that \((\partial_E K + K \partial_E y) = Kx = -y\). So \(K\) defines a filtered chain homotopy between 0 and the identity, in view of which \(\mathcal{E}(a, 0, k)\) is filtered homotopy equivalent to the zero chain complex. Since a direct sum of filtered homotopy equivalences is a filtered homotopy equivalence, the Floer-type complex in (19) (and hence also \((C_\ast, \partial_C, \ell_C)\)) is filtered homotopy equivalent to \(\bigoplus_{k \in \mathbb{Z}} \bigoplus_{([a], L) \in B_{C,k}} \mathcal{E}(a, L, k)\). \(\square\)

Recalling from Remark 7.3 that the filtered isomorphism type of \(\mathcal{E}(a, L, k)\) only depends on \(([a], L, k)\), so that up to filtered chain isomorphism \(\bigoplus_{k \in \mathbb{Z}} \bigoplus_{([a], L) \in B_{C,k}} \mathcal{E}(a, L, k)\) is independent of the choices \(a\) of representatives of the cosets \([a]\), the “if” part of Theorem B follows directly from Proposition 7.8.

### 7.2.1. Mapping cylinders

We review here the standard homological algebra construction of the mapping cylinder of a chain map between two chain complexes; the special case where the chain map is a homotopy equivalence will be used both in the proof of the “only if” part of Theorem B and in the proof of the stability theorem.

For a chain complex \((C_\ast, \partial_C)\) we use \((C[1], \partial_C)\) to denote the chain complex obtained by shifting the degree of \(C_\ast\) by 1: \(C[1]_k = C_{k-1}\), with the same boundary operator as \(C_\ast\).

**Definition 7.9.** Let \((C_\ast, \partial_C)\) and \((D_\ast, \partial_D)\) be two chain complexes over an arbitrary ring, and let \(\Phi: C_\ast \to D_\ast\) be a chain map. The **mapping cylinder** of \(\Phi\) is the chain complex \((\text{Cyl}(\Phi)_\ast, \partial_{\text{cyl}})\) defined by \(\text{Cyl}(\Phi)_\ast = C_\ast \oplus D_\ast \oplus C[1]_\ast\) and, for \((c,d,e) \in \text{Cyl}(\Phi)_\ast\),
\[ \partial_{cyl}(c, d, e) = (\partial_C c - e, \partial_D d + \Phi e, -\partial_C e) . \] Thus, in block form,

\[
\partial_{cyl} = \begin{pmatrix}
\partial_C & 0 & -I_C \\
0 & \partial_D & \Phi \\
0 & 0 & -\partial_C
\end{pmatrix}
\]

It is a routine matter to check that \( \partial_{cyl}^2 = 0 \), so \((Cyl(\Phi)_*, \partial_{cyl}) \) as defined above is indeed a chain complex.

For the moment we will work at the level of chain complexes, not of filtered chain complexes, the reason being that we will later use Lemma 7.11 below under a variety of different kinds of assumptions about filtration levels.

**Definition 7.10.** Given two chain complexes \((C_*, \partial_C)\) and \((D_*, \partial_D)\), a homotopy equivalence between \((C_*, \partial_C)\) and \((D_*, \partial_D)\) is a quadruple \((\Phi, \Psi, K_C, K_D)\) such that \(\Phi: C_* \to D_*\) and \(\Psi: D_* \to C_*\) are chain maps, and \(\Psi \Phi - I_{C_*} = \partial_C K_C + K_C \partial_C\) and \(\Phi \Psi - I_{D_*} = \partial_D K_D + K_D \partial_D\).

(In particular our convention is to consider the homotopies part of the data of a homotopy equivalence.)

**Lemma 7.11.** Let \((\Phi, \Psi, K_C, K_D)\) be a homotopy equivalence between \((C_*, \partial_C)\) and \((D_*, \partial_D)\). Then:

1. Where \(i_D: D_* \to Cyl(\Phi)_*\) is the inclusion, \(\alpha: Cyl(\Phi)_* \to D_*\) is defined by \(\alpha(c, d, e) = \Phi c + d\), and \(K: Cyl(\Phi)_* \to Cyl(\Phi)_{*+1}\) is defined by \(K(c, d, e) = (0, 0, c)\), the quadruple \((i_D, \alpha, 0, K)\) is a homotopy equivalence between \((D_*, \partial_D)\) and \((Cyl(\Phi)_*, \partial_{cyl})\).
2. Where \(i_C: C_* \to Cyl(\Phi)_*\) is the inclusion, \(\beta: Cyl(\Phi)_* \to C_*\) is defined by \(\beta(c, d, e) = c + \Psi d + K C e\), and \(L: Cyl(\Phi)_* \to Cyl(\Phi)_{*+1}\) is defined by \(L(c, d, e) = (-K C c, K_D (\Phi c + d), c - \Psi (\Phi c + d))\), the quadruple \((i_C, \beta, 0, L)\) is a homotopy equivalence between \((C_*, \partial_C)\) and \((Cyl(\Phi)_*, \partial_{cyl})\).

**Proof.** The proof requires only a series of routine computations to show that \(i_D, \alpha, i_C, \beta\) are all chain maps and that the various chain homotopy equations hold. We will do only the most nontrivial of these, namely the proof of the identity \(i_C \beta - I_{Cyl(\Phi)_*} = \partial_{cyl} L + L \partial_{cyl}\), leaving the rest to the reader. We see that, for \((c, d, e) \in Cyl(\Phi)_*\),

\[
(i_C \beta - I_{Cyl(\Phi)_*})(c, d, e) = (\Psi d + K C e, -d, -e)
\]

while

\[
\partial_{cyl} L(c, d, e) = \partial_{cyl} (-K C c, K_D (\Phi c + d), c - \Psi (\Phi c + d)) = (-\partial_C K C c - c + \Psi \Phi c + \Psi d, \partial_D K_D (\Phi c + d) + \Phi c - \Phi \Psi (\Phi c + d), -\partial_C c + C \partial_C (\hat{\Phi} \Phi c + d) = (K C \partial_C c + \Psi d, -K D \partial_D c, -K_C c + \partial_C \Psi (\Phi c + d))
\]

where we have used the facts that \(\Psi \Phi - I_{C_*} = \partial_C K_C + K_C \partial_C\) and \(\Phi \Psi - I_{D_*} = \partial_D K_D + K_D \partial_D\).

Meanwhile

\[
L \partial_{cyl} (c, d, e) = L (\partial_C c - e, \partial_D d + \Phi e, -\partial_C e) = (-K_C \partial_C c + K_C e, K_D (\Phi \partial_C c + \partial_D d), \partial_C c - e - \Psi (\Phi \partial_C c + \partial_D d))
\]

So

\[
(\partial_{cyl} L + L \partial_{cyl})(c, d, e) = (\Psi d + K C e, (\partial_D K_D - \Phi \Psi + K_D \partial_D) d, -e) = (\Psi d + K C e, -d, -e) = (i_C \beta - I_{Cyl(\Phi)_*})(c, d, e)
\]
where in the first equation we have used the fact that $\Phi$ and $\Psi$ are chain maps and in
the second equation we have again used that $\Phi \Psi - I_{D_\ast} = \partial_D K_D + K_D \partial_D$. So indeed
\[ i_\ast \beta - I_{Cyl}(\Phi) = \partial_{Cyl} L + L \partial_{Cyl}; \] as mentioned earlier the remaining identities are easier to prove and so are left to the reader. □

We can now fill in the last part of our proofs of the main classification results.

**Proof of Theorem B.** One implication has already been proven in Proposition [7.8]. For the
other direction, let $(C_\ast, \partial_\ast, L_\ast)$ and $(D_\ast, \partial_\ast, D_\ast)$ be two filtered homotopy equivalent Floer-
type complexes. Thus there is a homotopy equivalence $(\Phi, \Psi, K_C, K_D)$ satisfying the additional
properties that, for $c \in C_\ast$ and $d \in D_\ast$, we have
\[
\ell_D(\Phi c) \leq \ell_C(c) \quad \ell_C(\Psi d) \leq \ell_D(d) \quad \ell_C(K_C c) \leq \ell_C(c) \quad \ell_D(K_D d) \leq \ell_D(d).
\]
Now form the mapping cylinder $(Cyl(\Phi)_\ast, \partial_{cyl}, \ell_{cyl})$ as described earlier, and define $\ell_{cyl}: Cyl(\Phi)_\ast \to \mathbb{R} \cup \{-\infty\}$ by
\[
\ell_{cyl}(c, d, e) = \max\{\ell_C(c), \ell_D(d), \ell_C(e)\}
\]
It is easy to see that $(Cyl(\Phi)_\ast, \partial_{cyl}, \ell_{cyl})$ is then a Floer-type complex. Now $(Cyl(\Phi)_\ast, \partial_{cyl}, \ell_{cyl})$ has a concise barcode in each degree; we will show that this concise barcode is both the
same as that of $(C_\ast, \partial_\ast, L_\ast)$ and the same as that of $(D_\ast, \partial_\ast, D_\ast)$, which will suffice to prove the
result.

Using the notation of Lemma [7.11], since $\alpha: Cyl(\Phi)_\ast \to D_\ast$ is a chain map with $\alpha i_D = I_{D_\ast}$, we have a direct sum decomposition of chain complexes $Cyl(\Phi)_\ast = D_\ast \oplus \ker \alpha$. We claim that $D_\ast$ and $\ker \alpha$ are orthogonal (with respect to the filtration function $\ell_{cyl}$). Now
\[
\ker \alpha = \{(c, d, e) \in Cyl(\phi)_\ast | d = -\Phi c\} = \{(c, -\Phi c, e) | (c, e) \in C_\ast \oplus C[1]\}_1.
\]
Since $D_\ast$ is an orthogonal complement to $C_\ast \oplus C[1]$ in $Cyl(\phi)_\ast$, and since in each grading $k$
the dimensions of the degree-$k$ part of $\ker \alpha$ and of $C_k \oplus C[1]_k$ are the same, by Lemma [7.5] in
order to show that $\ker \alpha$ is orthogonal to $D_\ast$ it suffices to show that, where $\pi: Cyl(\phi)_\ast \to C_\ast \oplus C[1]$,
is the orthogonal projection $(c, d, e) \mapsto (c, e)$, one has $\ell_{cyl}(\pi x) = \ell_{cyl}(x)$ for
all $x \in \ker \alpha$. But any $x \in \ker \alpha$ has $x = (c, -\Phi c, e)$ for some $(c, e) \in C_\ast \oplus C[1]$, and
$\ell_D(-\Phi c) \leq \ell_C(c)$, so we indeed have $\ell_{cyl}(\pi x) = \max\{\ell_C(c), \ell_C(e)\} = \ell_{cyl}(x)$. So indeed $D_\ast$
and $\ker \alpha$ are orthogonal.

Given that we have an orthogonal direct sum decomposition of chain complexes $Cyl(\phi)_\ast = D_\ast \oplus \ker \alpha$, it follows that in every degree $k$ we can obtain a singular value decomposition
for $(\partial_{cyl})_{k+1}: Cyl(\phi)_{k+1} \to \ker(\partial_{cyl})_k$ by simply combining singular value decompositions for the restrictions of $(\partial_{cyl})_{k+1}$ to $D_{k+1}$ and to $(\ker \alpha)_{k+1}$. Using this, along with Theorem
A, we see that the Morse barcode for $Cyl(\phi)_\ast$ in any degree $k$ is the union of the degree-$k$
Morse barcodes of $D_\ast$ and of $\ker \alpha$. Now if $x \in \ker \alpha$ has $\partial_{cyl} x = 0$, then the equation
$i_D \alpha - I_{Cyl(\phi)} = \partial_{cyl} K + K \partial_{cyl}$ shows that $x = \partial_{cyl}(K x)$. But from the formula for $K$
from Lemma [7.11] we see that $\ell_{cyl}(-K x) \leq \ell_{cyl}(x)$. The fact that $\partial_{cyl}(-K x) = x$ of course
implies the reverse inequality, so $\ell_{cyl}(-K x) = \ell_{cyl}(x)$. So every element in $\ker(\partial_{cyl}|\ker \alpha)$ is
the boundary of an element having the same filtration level. In view of this every element
$([a], s)$ of the Morse barcode of $\ker \alpha$ has $s = 0$ (or, said differently, the Morse barcode
of $\ker \alpha$ is empty in every degree). Thus the Morse barcode of $Cyl(\phi)_\ast$ may be obtained
from the Morse barcode of $D_\ast$ by adding elements with second coordinate equal to zero; consequently the Morse barcodes of $Cyl(\phi)_\ast$ and of $D_\ast$ are equal.

\[\text{For comparison with what we do later it is worth noting that the fact that } \ell_{cyl}(\partial_{cyl} x) \leq \ell_{cyl}(x) \text{ for all } x \text{ is crucially dependent on (20).}\]
The proof that the concise barcodes of $Cyl(\phi)_s$ and $C_s$ are likewise equal is very similar. We have a direct sum decomposition of chain complexes $Cyl(\Phi)_s = C_s \oplus \ker \beta$, where $\ker \beta = \{ (\Phi d - K_{C^{\infty}}, d, e) | (d, e) \in D_s \oplus C[1]_* \}$. Where $\pi' : Cyl(\phi)_s \to D_s \oplus C[1]_*$ is the projection associated to the orthogonal direct sum decomposition $Cyl(\phi)_s = C_s \oplus (D_s \oplus C[1]_*)$, the inequalities \([20] \) imply that $\ell_{cyl}(\pi' x) = \ell_{cyl}(x)$ for all $x \in \ker \beta$. Hence by applying Lemma \([7,5] \) degree-by-degree we see that $Cyl(\phi)_s = C_s \oplus \ker \beta$ is an orthogonal direct sum decomposition of chain complexes, and hence that in any degree $k$ the verbose barcode of $Cyl(\phi)_s$ is the union of the degree-$k$ verbose barcodes of $C_s$ and of $\ker \beta$. Any cycle $x$ in $\ker \beta$ obeys $x = -\partial_{cyl} L x$, where the formula for $L$ (together with \([20] \) shows that $\ell_{cyl}(-Lx) \leq \ell(x)$. While $L x$ might not be an element of $\ker \beta$, the orthogonality of $C_s$ and $\ker \beta$ together with Lemma \([19] \) allow one to find $y \in \ker \beta$ with $\partial y = x$ and $\ell_{cyl}(y) \leq \ell_{cyl}(-Lx) \leq \ell_{cyl}(x)$. Just as above, this proves that all elements $([a], s)$ of the verbose barcode of $\ker \beta$ have second coordinate $s$ equal to zero, and so once again the concise barcode of $Cyl(\phi)_s$ coincides with that of $C_s$. 

\[8. \text{The Stability theorem} \]

The Stability Theorem (or a closely related statement sometimes called the Isometry Theorem) is the one of the most important theorems in the theory of persistent homology. It successfully transfers the problem of relating the filtered homology groups constructed by different methods (e.g., different Morse functions on a given manifold) to a combinatorial problem based on the associated barcodes. The result was originally established for the persistence modules associated to “tame” functions on topological spaces in \([CEH07] \); since then a variety of different proofs and generalizations have appeared (see e.g. \([CCGGO09] \), \([BL14] \)), and it now generally understood as an algebraic statement in the abstract context of persistence modules. In this section, we will introduce some basic notations and definitions in order to state our version of the stability theorem, which unlike previous versions applies to Floer-type complexes over general Novikov fields $\Lambda^{K, \Gamma}$. In the special case that $\Gamma = \{0\}$ the result follows from recent more algebraic formulations of the stability theorem like that in \([BL14] \), though we would say that our proof is conceptually rather different.

The following is an abstraction of the filtration-theoretic properties satisfied by the “continuation maps” in Hamiltonian Floer theory that relate the Floer-type complexes associated to different Hamiltonian functions; namely such maps are homotopy equivalences which shift the filtration by a certain amount which is related to an appropriate distance (the Hofer distance) between the Hamiltonians (see \([U13] \) Propositions 5.1, 5.3 and 6.1).

**Definition 8.1.** Let $(C_s, \partial_C, \ell_C)$ and $(D_s, \partial_D, \ell_D)$ be two Floer-type complexes, and $\delta \geq 0$. A $\delta$-quasi-equivalence between $C_s$ and $D_s$ is a quadruple $(\Phi, \Psi, K_C, K_D)$ where:

(i) $(\Phi, \Psi, K_C, K_D)$ is a homotopy equivalence (see Definition \([7,10] \)).

(ii) For all $c \in C_s$ and $d \in D_s$ we have

\[\ell_D(\Phi c) \leq \ell_C(c) + \delta \quad \ell_C(\Psi d) \leq \ell_D(d) + \delta \quad \ell_C(K_C c) \leq \ell_C(c) + 2\delta \quad \ell_D(K_D d) \leq \ell_D(d) + 2\delta.\]

The quasi-equivalence distance between $(C_s, \partial_C, \ell_C)$ and $(D_s, \partial_D, \ell_D)$ is then defined to be

$$d_Q((C_s, \partial_C, \ell_C), (D_s, \partial_D, \ell_D)) = \inf \left\{ \delta \geq 0 \left| \begin{array}{c} \text{There exists a } \delta\text{-quasi-equivalence between} \\ \text{(}C_s, \partial_C, \ell_C) \text{ and } (D_s, \partial_D, \ell_D) \end{array} \right. \right\}.$$
Of course, \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) are said to be \(\delta\)-quasiequivalent provided that there exists a \(\delta\)-quasiequivalence between them. Note that a 0-quasiequivalence is the same thing as a filtered homotopy equivalence.

**Remark 8.2.** It is easy to see that if \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) are \(\delta_0\)-quasiequivalent and \((D_*, \partial_D, \ell_D)\) and \((E_*, \partial_E, \ell_E)\) are \(\delta_1\)-quasiequivalent then \((C_*, \partial_C, \ell_C)\) and \((E_*, \partial_E, \ell_E)\) are \((\delta_0 + \delta_1)\)-quasiequivalent. Thus \(d_Q\) satisfies the triangle inequality. In particular, if \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) are \(\delta\)-quasiequivalent then \((C_*, \partial_C, \ell_C)\) is also \(\delta\)-quasiequivalent to any Floer-type complex that is filtered homotopy equivalent to \((D_*, \partial_D, \ell_D)\).

**Example 8.3.** Take \((F_1, g_1)\) and \((F_2, g_2)\) to be two Morse functions together with suitably generic Riemannian metrics on a closed manifold \(X\). Let \(\delta = \|F_1 - F_2\|_{L^\infty}\). Then it is well-known (and can be deduced from constructions in [Sc93], for instance) that the associated Morse chain complexes \(CM_*(X; F_1, g_1)\) and \(CM_*(X; F_2, g_2)\) are \(\delta\)-quasiequivalent.

**Example 8.4.** Take \((H_1, J_1)\) and \((H_2, J_2)\) to be two generic Hamiltonian functions together with compatible almost complex structures on a symplectic manifold \((M, \omega)\). Define

\[
E_+(H) = \int_0^1 \max_M H(t, \cdot) dt \quad \text{and} \quad E_-(H) = -\int_0^1 \min_M H(t, \cdot) dt
\]

Let \(\delta = \max\{E_+(H_2 - H_1), E_-(H_2 - H_1)\}\). Then the Hamiltonian Floer chain complexes \((CF_*(M; H_1, J_1))\) and \((CF_*(M; H_2, J_2))\) are \(\delta\)-quasiequivalent. The maps in the corresponding quadruple \((\Phi, \Psi, K_1, K_2)\) are constructed by counting solutions of certain partial differential equations (see [AD14] Chapter 11)).

**Remark 8.5.** One could more generally define, for \(\delta_1, \delta_2 \in \mathbb{R}\), a \((\delta_1, \delta_2)\)-quasiequivalence by replacing (21) by the conditions \(\ell_D(\Phi c) \leq \ell_C(c) + \delta_1, \ell_C(\Psi d) \leq \ell_D(d) + \delta_2, \ell_C(K_C c) \leq \ell_C(c) + \delta_1 + \delta_2, \) and \(\ell_D(K_D d) \leq \ell_D(d) + \delta_1 + \delta_2\). (So in this language a \(\delta\)-quasiequivalence is the same thing as a \((\delta, \delta)\)-quasiequivalence.) Then in Example 8.4 one has the somewhat sharper statement that \((CF_*(M; H_1, J_1))\) and \((CF_*(M; H_2, J_2))\) are \((E_+(H_2 - H_1), E_-(H_2 - H_1))\)-quasiequivalent. However since adding a suitable constant to \(H_1\) has the effect of reducing to the case that \(E_+(H_2 - H_1)\) and \(E_-(H_2 - H_1)\) are equal to each other while changing the filtration on the Floer complex (and hence changing the barcode) by a simple uniform shift, for ease of exposition we will restrict attention to the more symmetric case of a \(\delta\)-quasiequivalence.

**Remark 8.6.** We will explain in Appendix 13 that quasiequivalence is closely related with the notion of *interleaving* of persistence homology from [BL14].

Our first step toward the stability theorem will be a continuity result for the quantities \(\beta_k\) from Definition 4.10. Recall that for \(i \in \mathbb{Z}\) the degree-\(i\) part of the (verbose or concise) barcode of \((C_*, \partial_C, \ell_C)\) is obtained from a singular value decomposition of the map \((\partial_C)_i: C_{i+1} \rightarrow \ker(\partial_C)\).

**Lemma 8.7.** Let \((\Phi, \Psi, K_C, K_D)\) be a \(\delta\)-quasiequivalence and let \(\eta \geq 2\delta\). If \(V \leq \ker(\partial_C)_i\) is \(\eta\)-robust then \(\Phi |_V\) is injective and \(\Phi(V)\) is \((\eta - 2\delta)\)-robust.

**Proof.** If \(v \in V\) and \(\Phi v = 0\) then

\[
0 = v - \Phi v = \partial_C(-K_Cv)
\]

where \(\ell_C(-K_Cv) \leq \ell_C(v) + 2\delta\); by the definition of \(\eta\)-robustness this implies that \(v = 0\) since \(\eta \geq 2\delta\). So indeed \(\Phi |_V\) is injective.
Now suppose that \( 0 \neq w = \Phi v \in \Phi(V) \) with \( \partial_D y = w \). Then
\[
\partial_C \Psi y = \Psi \Phi v = v + \partial_C K_C v
\]
(where we’ve used the fact that \( V \leq \ker \partial_C \)). So \( v = \partial_C(\Psi y - K_C v) \). By the definition of \( \eta \)-robustness we have \( \ell_C(\Psi y - K_C v) > \ell_C(v) + \eta \). Since \( \ell_C(K_C v) \leq \ell_C(v) + 2\delta \leq \ell_C(v) + \eta \) this implies that
\[
\ell_C(\Psi y) > \ell_C(v) + \eta.
\]
But \( \ell_D(y) \geq \ell_C(\Psi y) - \delta \), and \( \ell_C(w) = \ell_C(\Phi v) \leq \ell_C(v) + \delta \), which combined with the displayed inequality above shows that \( \ell_C(y) > \ell_C(w) + (\eta - 2\delta) \). Since \( w \) was an arbitrary nonzero element of \( \Phi(V) \) this proves that \( \Phi(V) \) is \( (\eta - 2\delta) \)-robust.

**Corollary 8.8.** Suppose that \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) are \( \delta \)-quasiequivalent. Then for all \( i \in \mathbb{Z} \) and \( k \in \mathbb{N} \), we have \( |\beta_k((\partial_C)i+1) - \beta_k((\partial_D)i+1)| \leq 2\delta \).

**Proof.** By definition \( \beta_k((\partial_C)i+1) \) is the supremal \( \eta \geq 0 \) such that there exists a \( k \)-dimensional \( \eta \)-robust subspace of \( \operatorname{Im}(\partial_D)i+1 \), or is zero if no such subspace exists for any \( \eta \). If \( \beta_k((\partial_C)i+1) > 2\delta \), then given \( \epsilon > 0 \) there is a \( k \)-dimensional subspace \( V \leq \operatorname{Im}(\partial_D)i+1 \) which is \( (\beta_k((\partial_C)i+1) - \epsilon) \)-robust, and then (for small enough \( \epsilon \)) Lemma 8.7 shows that \( \Phi(V) \leq \operatorname{Im}(\partial_D)i+1 \) is \( k \)-dimensional and \( (\beta_k((\partial_C)i+1) - \epsilon - 2\delta) \)-robust. Since this construction applies for all sufficiently small \( \epsilon > 0 \) it follows that
\[
(22)
\beta_k((\partial_D)i+1) \geq \beta_k((\partial_C)i+1) - 2\delta
\]
provided that \( \beta_k((\partial_C)i+1) > 2\delta \). But of course if \( \beta_k((\partial_C)i+1) \leq 2\delta \) then (22) still holds for the trivial reason that \( \beta_k((\partial_C)i+1) \) is by definition nonnegative. So (22) holds in any case. But this argument may equally well be applied with the roles of the complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) reversed (as the relation of \( \delta \)-quasiequivalence is symmetric), yielding \( \beta_k((\partial_C)i+1) \geq \beta_k((\partial_D)i+1) - 2\delta \), which together with (22) directly implies the corollary.

In order to state our stability theorem we must explain the bottleneck distance, which is a measurement of the distance between two barcodes in common use at least since [CEH07]. First we will define some notions related to matchings between multisets, similar to what can be found in, e.g., [CdSGO12]. We initially express this in rather general terms; recall that a pseudometric space is a generalization of a metric space in which two distinct points are allowed to be a distance zero away from each other, and an extended pseudometric space is a generalization of a pseudometric space in which the distance between two points is allowed to take the value \( \infty \).

**Definition 8.9.** Let \((X,d)\) be an extended pseudometric space equipped with a “length function” \( \lambda : X \to [0,\infty] \), and let \( S \) and \( T \) be two multisets of elements of \( X \).

- A **partial matching** between \( S \) and \( T \) is a triple \( m = (S_{\text{short}}, T_{\text{short}}, \sigma) \) where \( S_{\text{short}} \) and \( T_{\text{short}} \) are submultisets of \( S \) and \( T \), respectively, and \( \sigma : S \setminus S_{\text{short}} \to T \setminus T_{\text{short}} \) is a bijection. (The elements of \( S_{\text{short}} \) and \( T_{\text{short}} \) will sometimes be called “unmatched.”)
- For \( \delta \in [0,\infty] \), a **\( \delta \)-matching** between \( S \) and \( T \) is a partial matching \( (S_{\text{short}}, T_{\text{short}}, \sigma) \) such that for all \( x \in S_{\text{short}} \cup T_{\text{short}} \) we have \( \lambda(x) \leq \delta \) and for all \( x \) in \( S \setminus S_{\text{short}} \) we have \( d(\sigma(x), x) \leq \delta \).
- If \( m \) is a partial matching between \( S \) and \( T \), the **defect** of \( m \) is
\[
\delta(m) = \inf\{ \delta \geq 0 | \text{m is a } \delta\text{-matching} \}. 
\]
Remark 8.10. If $S$ and $T$ are multisets of elements of $X$ and $f : X \to Y$ is any function then we have obvious multisets $f_*S = \{ f(s) | s \in S \}$ and $f_*T = \{ f(t) | t \in T \}$ of elements of $Y$ (allowing repetitions when $f$ is not injective, so that these multisets have the same cardinality as $S$ and $T$, respectively). Then a partial matching $m$ between $S$ and $T$ induces in obvious fashion a partial matching $f_*m$ between $f_*S$ and $f_*T$. Likewise, a partial matching $n$ between $f_*S$ and $f_*T$ induces a partial matching $f^*n$ between $S$ and $T$; we have $f_*f^*n = n$ and $f^*f_*m = m$.

Example 8.11. Let $H = \{ (x,y) \in (-\infty, \infty)^2 \mid x < y \}$ with the extended metric $d_H((a,b),(c,d)) = \max\{|c-a|,|d-b|\}$ and $\lambda_H((a,b)) = \frac{b-a}{2}$. Then our notion of a $\delta$-matching between multisets of elements of $H$ is readily verified to be the same as that used in [CdSGO12, Section 4] or [BL14, Section 3.2].

Example 8.12. Consider $\mathbb{R} \times (0, \infty]$ with the extended metric $d((a,L),(a',L')) = \max\{|a-a'|,|(a+L)-(a'+L')|\}$ and the length function $\lambda(a,L) = L/2$. Then the bijection $f : \mathbb{R} \times (0, \infty) \to H$ defined by $f(a,L) = (a, a+L)$ pulls back $d_H$ and $\lambda_H$ from the previous example to $d$ and $\lambda$, respectively, so giving a $\delta$-matching $m$ between multisets of elements of $\mathbb{R} \times (0, \infty]$ is equivalent to giving a $\delta$-matching $f_*m$ between the corresponding multisets of elements of $H$.

Example 8.13. Our main concern will be $\delta$-matchings between concise barcodes of Floer-type complexes, which are by definition multisets of elements of $(\mathbb{R}/\Gamma) \times (0, \infty]$ for a subgroup $\Gamma \leq \mathbb{R}$. For this purpose we use the length function $\lambda : (\mathbb{R}/\Gamma) \times (0, \infty) \to \mathbb{R}$ defined by $\lambda([a],L) = \frac{L}{2}$ and the extended pseudometric

$$d\left(([a],L),([a'],L')\right) = \inf_{g \in \Gamma} \max\{|a+g-a'|,|a+g+L)-(a'+L')|\}$$

In the case that $\Gamma = \{0\}$ this evidently reduces to Example 8.12.

For convenience, we rephrase the definition of a $\delta$-matching between concise barcodes:

Definition 8.14. Consider two concise barcodes (viewed as multisets of elements of $(\mathbb{R}/\Gamma) \times (0, \infty]$) $S$ and $T$. A $\delta$-matching between $S$ and $T$ consists of the following data:

(i) sub-multisets $S_{\text{short}}$ and $T_{\text{short}}$ such that the second coordinate $L$ of every element $([a],L) \in S_{\text{short}} \cup T_{\text{short}}$ obeys $L \leq 2\delta$.

(ii) A bijection $\sigma : S \setminus S_{\text{short}} \to T \setminus T_{\text{short}}$ such that, for each $([a],L) \in S \setminus S_{\text{short}}$ (where $a \in \mathbb{R}$, $L \in [0, \infty)$) we have $\sigma([a],L) = ([a'],L')$ where for all $\epsilon > 0$ the representative $a'$ of the coset $[a'] \in \mathbb{R}/\Gamma$ can be chosen such that both $|a'-a| \leq \delta + \epsilon$ and either $L = L' = \infty$ or $|(a'+L')-(a+L)| \leq \delta + \epsilon$.

It follows from the discussion in Example 8.12 that our definition agrees in the case that $\Gamma = \{0\}$ (via the map $(a,L) \mapsto (a,a+L)$) to the definitions in, for example, [CdSGO12] or [BL14].

Definition 8.15. If $S$ and $T$ are two multisets of elements of $(\mathbb{R}/\Gamma) \times (0, \infty]$ then the bottleneck distance between $S$ and $T$ is

$$d_B(S,T) = \inf\{\delta \geq 0 \mid \text{there exists a } \delta\text{-matching between } S \text{ and } T\}.$$
Definition 8.16. Let \( S = \{ S_k \}_{k \in \mathbb{Z}} \) and \( T = \{ T_k \}_{k \in \mathbb{Z}} \) be two families of multisets of elements of \((\mathbb{R}/\Gamma) \times (0, \infty)\). The bottleneck distance between \( S \) and \( T \) is then
\[
d_B(S, T) = \sup_{k \in \mathbb{Z}} d_B(S_k, T_k).
\]

Remark 8.17. It is routine to check that \( d_B \) is indeed an extended pseudometric. In particular, it satisfies the triangle inequality. (cf. Proposition 9.11).

We can now formulate another of this paper’s main results, the Stability Theorem.

Theorem 8.18. (Stability Theorem). Given a Floer-type complex \((C_*, \partial_C, \ell_C)\) and \( k \in \mathbb{Z} \), denote its concise barcode by \( B_{C,k} \); moreover let \( B_C = \{ B_{C,k} \}_{k \in \mathbb{Z}} \) denote the indexed family of concise barcodes for all gradings \( k \). Then the bottleneck and quasiequivalence distances obey, for any Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\):
\[
d_B(B_{C,k}, B_{D,k}) \leq 2d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))
\]
Moreover, for any \( k \in \mathbb{Z} \), if we let \( \Delta_{D,k} > 0 \) denote the smallest second coordinate \( L \) of all of the elements of \( B_{D,k} \), and if \( d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)) < \frac{2\Delta_{D,k}}{4} \), then
\[
d_B(B_{C,k}, B_{D,k}) \leq d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)).
\]

We will also prove an inequality in the other direction, analogous to \([CdSG012, (4.11’)]\).

Theorem 8.19. (Converse Stability Theorem) With the same notation as in Theorem 8.18 we have an inequality
\[
d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)) \leq d_B(B_{C,k}, B_{D,k})
\]

Thus, with respect to the quasiequivalence and bottleneck distances, the map from Floer-type complexes to concise barcodes is globally at least bi-Lipschitz, and moreover is a local isometry (at least among complexes having a uniform positive lower bound on the parameters \( \Delta_{D,k} \) as \( k \) varies through \( \mathbb{Z} \); for instance this is true for the Hamiltonian Floer complexes). We expect that the factor of two in (23) is unnecessary so that the map is always a global isometry (as is the case when \( \Gamma \) in trivial by \([CdSG012, Theorem 4.11]\)).

9. Proof of the Stability Theorem

9.1. Bottleneck distance and generalized boundary depth. Here we explain a relatively simple relationship between the bottleneck distance between barcodes and the generalized boundary depths \( \beta_k \) that were introduced in Section 4. In the special case that \( \Gamma \leq \mathbb{R} \) is a dense subgroup we will see that the bottleneck distance can be completely characterized in terms of the \( \beta_k \); combined with what we have already done this leads to a quick proof of the inequality \( d_B \leq d_Q \) (i.e., a stronger form of the inequality in (23)) in this case. It may at first seem surprising that the Stability Theorem is easier to prove when \( \Gamma \) is dense than when \( \Gamma \) is not dense; the explanation for this is that when \( \Gamma \) is not dense the bottleneck distance \( d_B \) is sensitive both to the positions of the intervals in the barcode and to their lengths, whereas when \( \Gamma \) is dense \( d_B \) only sees the lengths of the intervals (basically because in this case \( \mathbb{R}/\Gamma \) carries the trivial topology); thus an upper bound on \( d_B \) is a weaker—though certainly still meaningful—statement when \( \Gamma \) is dense.
Proposition 9.1. Let $S$ and $T$ be two finite multisets of elements of $[0, \infty]$, where $[0, \infty]$ carries the extended metric $d_\mathbb{R}(a, b) = |b - a|$ and the length function $\lambda_\mathbb{R}(a) = a$. Write the elements of $S$ in nonincreasing order as $s_1 \geq \cdots \geq s_N$, and those of $T$ in nonincreasing order as $t_1 \geq \cdots \geq t_N$, and assume that $N_S \leq N_T$. Then every partial matching $m$ between $S$ and $T$ has defect $\delta(m)$ obeying

$$\delta(m) \geq \max \left\{ t_{N_T+1}, \max_{1 \leq j \leq N_S} |s_j - t_j| \right\}$$

(where if $N_S = N_T$, $t_{N_S+1}$ should be interpreted as zero). Moreover, there exists a partial matching $m$ between $S$ and $T$ with defect equal to $\max \left\{ t_{N_S+1}, \max_{1 \leq j \leq N_S} |s_j - t_j| \right\}$.

Proof. Let $m = (S_{\text{short}}, T_{\text{short}}, \sigma)$ be a partial matching between $S$ and $T$. $S \setminus S_{\text{short}}$ has cardinality less than or equal to $N_S$, so assuming that $N_T > N_S$ at least one of the elements $t_1, \ldots, t_{N_S+1}$ does not lie in the image of $\sigma$. Thus if $N_T > N_S$ we have $t_i \in T_{\text{short}}$ for some $i \in \{1, \ldots, N_S + 1\}$ and so $\delta(m) \geq t_i \geq t_{N_S+1}$, while if $N_T = N_S$ we have $\delta(m) \geq 0 = t_{N_S+1}$ simply by definition.

It remains to show that $\delta(m) \geq |s_j - t_j|$ for all $j \in \{1, \ldots, N_S\}$. Suppose first that $s_j \geq t_j$. If $s_j \in S_{\text{short}}$ for some $i \in \{1, \ldots, j\}$ then $\delta(m) \geq s_i \geq s_j \geq |s_j - t_j|$. Otherwise each of $s_1, \ldots, s_j$ lie in the domain of $\sigma$, so by the pigeonhole principle there is some $i \leq j$ and some $k \geq j$ such that $\sigma(s_i) = t_k$. Then $\delta(m) \geq s_i - t_k \geq s_j - t_j = |s_j - t_j|$. So indeed $\delta(m) \geq |s_j - t_j|$ when $s_j \geq t_j$. The same reasoning applied to the bijection $\sigma^{-1}: T \setminus T_{\text{short}} \rightarrow S \setminus S_{\text{short}}$ shows that $\delta(m) \geq |s_j - t_j|$ when $t_j \geq s_j$, completing the proof of (25).

For the final sentence of the proposition we may simply take $S_{\text{short}} = \emptyset$, $T_{\text{short}} = \{t_{N_S+1}, \ldots, t_{N_T}\}$, and $\sigma(s_j) = t_j$ for $1 \leq j \leq N_S$; this partial matching is easily seen to have the stated defect. \qed

Proposition 9.2. Let $B_C$ and $B_D$ be the concise barcodes associated to the two-term Floer-type complexes $(C_1 \xrightarrow{\partial_C} C_0)$ and $(D_1 \xrightarrow{\partial_D} D_0)$, respectively. Then

$$d_B(B_C, B_D) \geq \frac{1}{2} \max_{k \geq 1} \{ |\beta_k(\partial_C) - \beta_k(\partial_D)| \}$$

Moreover if $\Gamma \leq \mathbb{R}$ is dense then equality holds in (26).

Proof. Define $f: (\mathbb{R}/\Gamma) \times (0, \infty) \rightarrow [0, \infty]$ by $f([a], L) = L/2$. So where $d$ and $\lambda$ are as defined in Examples 8.13 and $d_\mathbb{R}$ and $\lambda_\mathbb{R}$ are as defined in Proposition 9.1 we have, for all $x, y \in (\mathbb{R}/\Gamma) \times (0, \infty)$,

$$d_\mathbb{R}(f(x), f(y)) \leq d(x, y) \text{ and } \lambda_\mathbb{R}(f(x)) = \lambda(x).$$

Let $m$ be a partial matching between $B_C$ and $B_D$. Then it is trivial to see that (27) implies that we have the relation $\delta(m) \geq \delta(f_*m)$ between the defects of $m$ and $f_*m$, where $f_*m$ is as in Remark 8.10. Now by Theorem 4.11 the multiset $f_*B_C$ consists of the nonzero values $\beta_k(\partial_C)/2$ for $k \geq 1$, and likewise $f_*B_D$ consists of the nonzero $\beta_k(\partial_D)/2$; recall moreover that the $\beta_k$ always form a nonincreasing sequence. Hence Proposition 9.1 implies that we have $\delta(f_*m) \geq \frac{1}{2} \max_k \{ |\beta_k(\partial_C) - \beta_k(\partial_D)| \}$. So since $\delta(m) \geq \delta(f_*m)$ and $m$ was an arbitrary partial matching between $B_C$ and $B_D$ this proves (26).

In the case that $\Gamma$ is dense, observe that we can map $f([a], L) = L/2$ in fact satisfies

$$d_\mathbb{R}(f([a], L), f([a'], L')) = \frac{|L' - L|}{2} = \inf_{g \in \Gamma} \max \{|a + g - a'|, |(a + g + L) - (a' + L')|\}$$

$$= d(([a], L), ([a'], L')).$$
where the second equality follows by the fact that, $\Gamma$ being dense, $g$ can be chosen so that $g+a+\frac{1}{n}$ is arbitrarily close to $a'+\frac{1}{2}$. Since also $\lambda_\mathbb{R}(f([a],L)) = \lambda([a],L)$, it follows that for a partial matching $n$ between $f_*\mathcal{B}_C$ and $f_*\mathcal{B}_D$ we have $\delta(f^*n) = \delta(n)$. By Proposition 9.11, $n$ can be chosen to have defect $\max_k |\beta_k(\partial C) - \beta_k(\partial D)|$ and then $f^*n$ is a partial matching between $\mathcal{B}_C$ and $\mathcal{B}_D$ also having this defect. So in this case the inequality (26) must be an equality.

**Corollary 9.3.** Let $(C_*,\partial C,\ell_C)$ and $(D_*,\partial D,\ell_D)$ be Floer-type complexes over $\Lambda = \Lambda^{K,\Gamma}$ where $\Gamma \leq \mathbb{R}$ is a dense subgroup. Then for any $i \in \mathbb{Z}$, where $\mathcal{B}_{C,i}$ and $\mathcal{B}_{D,i}$ are the degree-$i$ concise barcodes of $C_*$ and $D_*$, we have

$$d_B(\mathcal{B}_{C,i},\mathcal{B}_{D,i}) \leq d_Q((C_*,\partial C,\ell_C),(D_*,\partial D,\ell_D)).$$

**Proof.** The preceding proposition shows that $d_B(\mathcal{B}_{C,i},\mathcal{B}_{D,i}) = \max_k \{ |\beta_k((\partial C)_i+1) - \beta_k((\partial D)_i+1)| \}$ for each $i$ and $k$. Meanwhile Corollary 9.3 shows that, for each $k$,

$$|\beta_k((\partial C)_i+1) - \beta_k((\partial D)_i+1)| \leq d_Q((C_*,\partial C,\ell_C),(D_*,\partial D,\ell_D)).$$

Taking the supremum over $i$ in Corollary 9.3 shows that we indeed have the inequality

$$d_B(\mathcal{B}_C,\mathcal{B}_D) \leq d_Q((C_*,\partial C,\ell_C),(D_*,\partial D,\ell_D))$$

in the case that $\Gamma$ is dense. Since any additive subgroup of $\mathbb{R}$ which is not dense is necessarily discrete, this reduces the proof of Theorem 8.18 to the case in which $\Gamma \leq \mathbb{R}$ is discrete.

### 9.2. Families of filtrations.

The proof of Theorem 8.18 in the case that $\Gamma$ is discrete will make use of a one-parameter family of filtration functions on the mapping cylinder constructed from a $\delta$-quasiequivalence. In this subsection we will prove some preliminary results about certain kinds of one-parameter families of filtrations and their relation to orthogonality and singular value decompositions.

**Definition 9.4.** Let $V$ be a finite-dimensional vector space over a Novikov field $\Lambda = \Lambda^{K,\Gamma}$. A **sliding family of filtrations** on $V$ parametrized by an interval $J \subset \mathbb{R}$ is a collection $\{\ell_t\}_{t \in J}$ of functions $\ell_t: V \to \mathbb{R} \cup \{-\infty\}$ such that, for some ($t$-independent) ordered basis $(e_1, \ldots, e_n)$ for $V$, the $\ell_t$ are given by the formula

$$\ell_t \left( \sum_{i=1}^n \lambda_i e_i \right) = \max_i \{ f_i(t) - \nu(\lambda_i) \}$$

where $f_1, \ldots, f_n: J \to \mathbb{R}$ are continuous functions.

Thus each $(V, \ell_t)$ is an orthogonalizable $\Lambda$-space, and for each $v \in V \setminus \{0\}$ the function $t \mapsto \ell_t(v)$ is a continuous function $J \to \mathbb{R}$. In particular, setting $\lambda_1 = 1$ and all other $\lambda_j = 0$, we get $f_1(t) = \ell_t(e_1)$, tracing how the filtration changes for the basis element $e_i$.

**Example 9.5.** If $V = \text{span}_\Lambda \{ x, y \}$, $J = \mathbb{R}$, $f_1(t) = 0$, and $f_2(t) = t$, the ordered basis $(x+y, y)$ is easily seen to be orthogonal for, and only for, $t \leq 0$ (cf. Example 2.7).

In what follows, we will fix the data $(V, J, \ell_t, \{ e_i \}, \{ f_i \})$ and study how the orthogonality of a fixed subset $\{ v_1, \ldots, v_k \}$ changes with respect to $\ell_t$ in terms of $t$. We first have a simple initial observation.
Lemma 9.6. For a fixed ordered set \((v_1, \ldots, v_k)\) of elements \(v_i \in V\), the set
\[
\{ t \in J \mid (v_1, \ldots, v_k) \text{ is orthogonal in } (V, \ell_t) \}
\]
is a closed subset of \(J\).

Proof. If a sequence \(\{t_j\}_{j=1}^\infty\) in the indicated set has \(t_j \to t^* \in J\), then for any given \(\lambda_1, \ldots, \lambda_k \in \Lambda\) we have
\[
\ell_{t^*} \left( \sum_{i=1}^k \lambda_i v_i \right) = \lim_{j \to \infty} \ell_{t_j} \left( \sum_{i=1}^k \lambda_i v_i \right)
\]
\[
= \lim_{j \to \infty} \max_{1 \leq i \leq k} \left( \ell_{t_j}(\lambda_i v_i) \right) = \max_{1 \leq i \leq k} \ell_{t^*}(\lambda_i v_i)
\]
where we have used the fact that the maximum of a finite set of continuous functions is continuous. \(\square\)

Definition 9.7. With notation as above, a **regular interval** \(I \subset J\) is an open interval with the following property: for any pair of integers \(i, j \in \{1, \ldots, n\}\), it holds that either \(f_i(t) - f_j(t) \notin \Gamma\) for all \(t \in I\), or that \(t \mapsto f_i(t) - f_j(t)\) is constant on the interval \(I\).

Lemma 9.8. Let \(I\) be a regular interval, let \(t \in I\), and let \(\lambda_1, \ldots, \lambda_n \in \Lambda\). Suppose that \(i_0 \in \{1, \ldots, n\}\) has the property that
\[
\ell_t \left( \sum_i \lambda_i e_i \right) = \ell_t(\lambda_{i_0} e_{i_0}).
\]
Then for all \(s \in I\) it continues to hold that
\[
\ell_s \left( \sum_i \lambda_i e_i \right) = \ell_s(\lambda_{i_0} e_{i_0}).
\]

Proof. By definition \(\ell_s(\lambda_i e_i) = f_i(s) - \nu(\lambda_i)\) and \(\ell_s(\sum_i \lambda_i e_i) = \max_i(f_i(s) - \nu(\lambda_i))\) for all \(s \in J\). In particular the hypothesis implies that
\[
f_{i_0}(t) - \nu(\lambda_{i_0}) \geq f_i(t) - \nu(\lambda_i) \quad \text{for all } i.
\]
Given \(i \in \{1, \ldots, n\}\) such that \(s \mapsto f_i(s) - f_{i_0}(s)\) is constant on \(I\), for all \(s \in I\) it follows that \(f_{i_0}(s) - f_{i_0}(t) = f_i(s) - f_i(t)\) and so, \(f_{i_0}(s) - \nu(\lambda_{i_0}) \geq f_i(s) - \nu(\lambda_i)\), that is, \(\ell_s(\lambda_{i_0} e_{i_0}) \geq \ell_s(\lambda_i e_i)\). Meanwhile if \(i \in \{1, \ldots, n\}\) is any index to which the previous sentence does not apply, then for all \(s \in I\) it holds that \(f_i(s) - f_{i_0}(s) \notin \Gamma\). So since \(\nu(\lambda_{i_0}), \nu(\lambda_i) \in \Gamma\) and \(\Gamma\) is an additive subgroup of \(\mathbb{R}\), for all \(s \in I\) we must have \(f_{i_0}(s) - \nu(\lambda_{i_0}) \neq f_i(s) - \nu(\lambda_i)\). But then by the intermediate value theorem it follows that \(f_{i_0}(s) - \nu(\lambda_{i_0}) > f_i(s) - \nu(\lambda_i)\) for all \(s \in I\), that is, \(\ell_s(\lambda_{i_0} e_{i_0}) > \ell_s(\lambda_i e_i)\). Thus we have shown that \(\ell_s(\lambda_{i_0} e_{i_0}) \geq \ell_s(\lambda_i e_i)\) for all \(s \in I\) and \(i \in \{1, \ldots, n\}\). So since \(\ell_s(\sum_i \lambda_i e_i) = \max_i \ell_s(\lambda_i e_i)\) the result follows. \(\square\)

Lemma 9.9. Let \(I \subset J\) be a regular interval, let \(t \in I\), and suppose that \((v_1, \ldots, v_k)\) is an ordered subset of \(V\) which is orthogonal with respect to the filtration function \(\ell_t\). Then \((v_1, \ldots, v_k)\) is still orthogonal with respect to \(\ell_s\) for all \(s \in I\) (where \(I\) is the closure of \(I\) in \(J\)).

Proof. Express each \(v_j\) as \(v_j = \sum_i A_{ij} e_i\), where \(A_{ij} \in \Lambda\). Let \(\lambda_1, \ldots, \lambda_k \in \Lambda\) be arbitrary. Then \(\sum_j \lambda_j v_j = \sum_i \left( \sum_j A_{ij} \lambda_j \right) e_i\), so applying Lemma 9.8 shows that there is \(i_0\) such that,
for each \( s \in I \),
\[
\ell_s \left( \sum_j \lambda_j v_j \right) = f_{i_0}(s) - \nu \left( \sum_j A_{i_0 j} \lambda_j \right).
\]

Meanwhile for \( j = 1, \ldots, k \) another application of Lemma 9.8 finds \( m_j \in \{1, \ldots, n\} \) such that \( \ell_s(\lambda_j v_j) = f_{m_j}(s) - \nu(\lambda_j A_{m_j j}) \). Then
\[
\max_j \ell_s(\lambda_j v_j) = \max_j (f_{m_j}(s) - \nu(\lambda_j A_{m_j j})).
\]

For \( i \in \{1, \ldots, n\} \) let \( \mu'_i = 0 \) if there is no \( j \) with \( m_j = i \); otherwise let \( \mu'_i = \lambda_j A_{i j} \), where \( j_i \) is chosen from among those \( j \) with \( m_j = i \) to maximize the quantity \(-\nu(\lambda_j A_{i j})\). Thus
\[
\max_j \ell_s(\lambda_j v_j) = \max_i (f_i(s) - \nu(\mu'_i)) = \ell_s \left( \sum_i \mu'_i e_i \right).
\]

So yet another application of Lemma 9.8 finds \( i_j \in \{1, \ldots, n\} \) such that \( \max_j \ell_s(\lambda_j v_j) = f_{i_1}(s) - \nu(\mu'_1) \) for all \( s \in I \). Next, since \( \{v_1, \ldots, v_k\} \) is orthogonal with respect to \( \ell_t \), we have
\[
\ell_t \left( \sum_j \lambda_j v_j \right) = \max_j \ell_t(\lambda_j v_j).
\]
In other words, \( f_{i_0}(t) - \nu \left( \sum_j A_{i_0 j} \lambda_j \right) = f_{i_1}(t) - \nu(\mu'_1) \). In particular it follows that \( f_{i_0}(t) - f_{i_1}(t) \in \Gamma \), and so since \( I \) is a regular interval \( f_{i_0}(s) - f_{i_1}(s) = f_{i_0}(t) - f_{i_1}(t) \) for all \( s \in I \). But then \( f_{i_0}(s) - \nu \left( \sum_j A_{i_0 j} \lambda_j \right) = f_{i_1}(s) - \nu(\mu'_1) \), that is,
\[
\ell_s \left( \sum_j \lambda_j v_j \right) = \max_j \ell_s(\lambda_j v_j), \text{ for all } s \in I.
\]

The elements \( \lambda_1, \ldots, \lambda_k \in \Lambda \) were arbitrary, so this proves the orthogonality of \( \{v_1, \ldots, v_k\} \) for all \( s \in I \). With this established, Lemma 9.6 immediately implies that the orthogonality continues to hold for all \( s \in I \).

Here we mention one application of this lemma.

**Corollary 9.10.** Suppose that we have a family of Floer-type complexes \((C_s, \partial, \ell_t)\) such that each \( \{\ell_t|_{C_{i_k}}\}_{t \in J} \) defines a sliding family of filtrations on \( C_k \). Let \( k \in \mathbb{Z} \), and let \( t^* \in I \) be any point in some regular interval \( I \). If \( ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \) is an unsorted singular value decomposition for the degree-\((k+1)\) part of boundary operator \( \partial_{k+1} : C_{k+1} \to \ker \partial_k \), then for any other point \( t \in I \), \( ((y_1, \ldots, y_n), (x_1, \ldots, x_m)) \) is also an unsorted singular value decomposition for \( \partial_{k+1} : C_{k+1} \to \ker \partial_k \).

**Proof.** This follows directly from Lemma 9.9 and the definition of an unsorted singular value decomposition in Remark 3.3.

Note that for a sliding family of filtrations \( \{\ell_t\}_{t \in J} \) on \( V \), for each \( t \) the filtration spectrum of \((V, \ell_t)\) is given by the multiset \( \{[f_t(t)]\} \) of elements of \( \mathbb{R}/\Gamma \) where the \( f_t \) are the functions in Definition 9.4. These filtration spectra can then be controlled by taking advantage of analytic properties of this family of functions. Therefore, this suggests a matching of bars in the barcodes associated with different filtrations. Specifically:

**Proposition 9.11.** Let \((C_s, \partial)\) be a finite-dimensional chain complex over \( \Lambda = \Lambda^K, \Gamma \) where \( \Gamma \subset \mathbb{R} \) is a discrete subgroup, and let \( k \in \mathbb{Z} \). Let \( \{\ell_k\}_{t \in [a, b]} \) be a collection of filtration functions on \( C_s \) such that \( \{\ell_k|_{C_{k+1}}\} + \{\ell_k|_{C_k}\} \) give sliding families of filtrations on \( C_{k+1} \) and \( C_k \), respectively. Thus \( \{\ell_k|_{C_k \oplus C_{k+1}}\}_{t \in [a, b]} \) is also a sliding family of filtrations; assume that the associated functions \( f_1, \ldots, f_n : [a, b] \to \mathbb{R} \) are real-analytic and that \( \ell_t(\partial c) \leq \ell_t(c) \)
for all \( t \in [a, b] \) and \( c \in C_* \), so that each \((C_*, \partial, \ell_t)\) is a Floer-type complex. Where for \( t \in [a, b] \), we denote \( B_{C,k,t} \) to be the degree-\( k \) concise barcode of \((C_*, \partial, \ell_t)\), we have

\[
(28) \quad d_B(B_{C,k,a}, B_{C,k,b}) \leq \int_a^b \max_i |f'_i(t)|dt.
\]

Proof. Let \( \mathcal{P} = \{(i, j) \in \{1, \ldots, n\}^2 | f_i - f_j: [a, b] \to \mathbb{R} \text{ is not constant}\} \).

Since each \( f_i - f_j \) is real-analytic and since we assume \( \Gamma \) to be discrete, the set \( \cup_{(i, j) \in \mathcal{P}} (f_i - f_j)^{-1}(\Gamma) \) consists of finitely many points, say \( t_1 < \ldots < t_{N-1} \). Then where \( t_0 = a \) and \( t_N = b \), each open interval \((t_{j-1}, t_j)\) for \( j = 1, \ldots, N \) is a regular interval for \( \{\ell_t|_{C_{k+1} \oplus C_k} \}_{t \in [a, b]} \) in the sense of Definition 9.7. By Corollary 9.10, we can find a single \((\Phi)\) which serves an unsorted singular value decomposition for \( C_{k+1} \to \ker \partial_k \) both with respect to \( \ell_{t_{j-1}} \) and with respect to \( \ell_{t_j} \). Then we can form an obvious matching between the associated barcodes: match pairs \( ([\ell_{t_{j-1}}(x_i)], \ell_{t_{j-1}}(y_i) - \ell_{t_{j-1}}(x_i)) \) (or \( ([\ell_{t_{j-1}}(x_i)], \infty) \)) with \( ([\ell_{t_j}(x_i)], \ell_{t_j}(y_i) - \ell_{t_j}(x_i)) \) (or \( ([\ell_{t_j}(x_i)], \infty) \)). This matching has defect at most

\[
\max_{c \in C_{k+1} \oplus C_k} |\ell_{t_j}(c) - \ell_{t_{j-1}}(c)| \leq \max_i |f_i(t_j) - f_i(t_{j-1})| \leq \int_{t_{j-1}}^{t_j} \max_i |f'_i(t)|dt
\]

and so the bottleneck distance between \((C_*, \partial, \ell_{t_{j-1}})\) and \((C_*, \partial, \ell_{t_j})\) is at most \( \int_{t_{j-1}}^{t_j} \max_i |f'_i(t)|dt \). So because \( d_B \) satisfies the triangle inequality, we have

\[
d_B(B_{C,k,a}, B_{C,k,b}) \leq \sum_{j=1}^N d_B(B_{C,k,t_{j-1}}, B_{C,k,t_j}) \leq \sum_{j=1}^N \int_{t_{j-1}}^{t_j} \max_i |f'_i(t)|dt = \int_a^b \max_i |f'_i(t)|dt.
\]

9.3. Splittings. As mentioned earlier, our proof of Theorem 8.18 will involve, given a \( \delta \)-quasiequivalence \((\Phi, \Psi, K_C, K_D)\), examining a sliding family of filtrations on the mapping cylinder \( Cy\ell(\Phi)_* \). It turns out that our arguments can be made sharper if we assume that the quasiequivalence \((\Phi, \Psi, K_C, K_D)\) satisfies a certain condition; in this subsection we introduce this condition and prove that there is no loss of generality in asking for it to be satisfied.

Definition 9.12. Let \((C_*, \partial, \ell)\) be a Floer-type complex. A splitting of \( C_* \) is a graded vector space \( F^C_* = \oplus_{k \in \mathbb{Z}} F^C_k \) such that each \( F^C_k \) is an orthogonal complement in \( C_k \) to \( \ker \partial_k (= \ker \partial|_{C_k}) \).

Clearly splittings always exist, as already follows from Corollary 2.18. One can read off a splitting from singular value decompositions of the boundary operator in various degrees: if \( ((y^k_{-1}, \ldots, y^k_{-1}), (x^k_{-1}, \ldots, x^k_{-1})) \) is a singular value decomposition for \( \partial_k: C_k \to \ker \partial_{k-1} \) and if \( r_k \) is the rank of \( \partial_k \) then we may take \( F^C_k = \text{span}_A \{y^k_{-1}, \ldots, y^k_{-1}\} \).

Definition 9.13. If \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) are Floer-type complexes with splittings \( F^C_* \) and \( F^D_* \) respectively, a chain map \( \Phi: C_* \to D_* \) is said to be split provided that \( \Phi(F^C_*) \subset F^D_* \).

Lemma 9.14. Let \( \Phi: C_* \to D_* \) be a chain map between two Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) having splittings \( F^C_* \) and \( F^D_* \), and let \( \pi_C : C_* \to F^C_* \) and
Suppose that \( \pi_D : D_\ast \to F_\ast^D \) be the projections associated to the direct sum decompositions \( C_\ast = F_\ast^C \oplus \ker(\partial_\ast) \), and \( D_\ast = F_\ast^D \oplus \ker(\partial_\ast) \). Define
\[
\Phi^\pi = \pi_D \Phi \pi_C + \Phi(I_C - \pi_C).
\]

Then this map satisfies following properties:

(i) \( \Phi^\pi \) is a chain map;

(ii) \( \Phi^\pi \) is split, and \( \Phi^\pi|_{\ker \partial_C} = \Phi|_{\ker \partial_C} \);

(iii) If \( \delta \geq 0 \) and \( \ell_D(\Phi(\pi) x) \leq \ell_C(x) + \delta \) for all \( x \in C_\ast \), then likewise \( \ell_D(\Phi^\pi(x)) \leq \ell_C(x) + \delta \) for all \( x \in C_\ast \).

**Proof.** For (i), since \( \partial_C(I_C - \pi_C) = 0 \), we see that \( \partial_C \pi_C = \partial_C \) and similarly, \( \partial_D \pi_D = \partial_D \).
Then using that \( \Phi \) is a chain map, we get
\[
\partial_D \Phi^\pi = \partial_D \pi_D \Phi \pi_C + \partial_D \Phi(I_C - \pi_C) = \Phi \partial_C \pi_C + \Phi \partial_C(I_C - \pi_C) = \Phi \partial_C.
\]
Moreover, \( \text{Im} \partial C \leq \ker \partial_C \), so \( \pi_C \partial_C = 0 \), and
\[
\Phi^\pi \partial_C = \pi_D \Phi \pi_C \partial_C + \Phi(I_C - \pi_C) \partial_C = \Phi \partial_C.
\]
So \( \Phi^\pi \) is a chain map.

For (ii), for \( x \in F_\ast^C \), \( \pi_C \partial_C = 0 \) and so \( (I_C - \pi_C)x = 0 \). So \( \Phi^\pi x = \pi_D \Phi \pi_C x = \pi_D \Phi x \in F_\ast^D \), proving that \( \Phi^\pi \) is split. Meanwhile for \( x \in \ker(\partial_C)_k \), we have \( \pi_C x = 0 \) and so \( \Phi^\pi x = \pi_D \Phi \pi_C x + \Phi(I_C - \pi_C)x = \Phi x \).

For (iii), note first that since \( \pi_D \) (being a projection) obeys \( \pi_D^2 = \pi_D \), we have
\[
\pi_D \Phi^\pi = \pi_D \Phi \pi_C + \pi_D \Phi(I_C - \pi_C) = \pi_D \Phi
\]
while
\[
(I_D - \pi_D) \Phi^\pi = (I_D - \pi_D) \Phi(I_C - \pi_C).
\]
So since \( F_\ast^D \) and \( \ker(\partial_D)_k \) are orthogonal, for all \( x \in C_\ast \) we have
\[
\ell_D(\Phi^\pi x) = \max\{\ell_D(\pi_D \Phi^\pi x), \ell_D((I_D - \pi_D) \Phi^\pi x)\}
= \max\{\ell_D(\pi_D \Phi x), \ell_D((I_D - \pi_D) \Phi(I_C - \pi_C)x)\} \leq \max\{\ell_D(\Phi x), \ell_D(\Phi(I_C - \pi_C)x)\}.
\]

But, assuming that \( \ell_D(\Phi x) \leq \ell_C(x) + \delta \) for any \( x \in C_\ast \), the orthogonality of \( F_\ast^C \) and \( \ker(\partial_C)_k \) implies that
\[
\ell_D(\Phi(I_C - \pi_C)x) \leq \ell_C(x - \pi_C x) + \delta \leq \ell_C(x) + \delta.
\]
Thus \( \ell_D(\Phi^\pi x) \leq \ell_C(x) + \delta \) for all \( x \in C_\ast \). \( \square \)

**Proposition 9.15.** Let \( (C_\ast, \partial, \ell) \) be a Floer-type complex with a splitting \( F_\ast^C \) and let \( \pi : C_\ast \to F_\ast^C \) be the projection associated to the direct sum decomposition \( C_\ast = F_\ast^C \oplus \ker \partial \).
Suppose that \( A, A' : C_\ast \to C_\ast \) are two chain maps such that:

(i) \( A = \partial K + K \partial \) for some \( K : C_\ast \to C_{\ast+1} \) such that there is \( \epsilon \geq 0 \) with the property that \( \ell(Kx) \leq \ell(x) + \epsilon \) for all \( x \in C_\ast \).

(ii) \( A' \) is split.

(iii) \( A|_{\ker \partial} = A'|_{\ker \partial} \).

Then where \( K' = \pi K(I_C - \pi) \), we have \( A' = \partial K' + K' \partial \) and \( \ell(x) \leq \ell(K'x) + \epsilon \) for all \( x \in C_\ast \).
Proof. The statement that \( \ell(x) \leq \ell(K'x) + \epsilon \) follows directly from the corresponding assumption on \( K \) and the fact that \( \pi \) and \( I_C - \pi \) are orthogonal projections. So we just need to check that \( A' = \partial K' + K'\partial \); we will check this separately on elements of \( \ker \partial_s \) and elements of \( F^*_C \).

For the first of these, note that just as in the proof of the preceding lemma we have \( \partial \pi = \partial \), and if \( x \in \ker \partial \), then \( (I_C - \pi)x = x \). Hence, by assumption (iii),

\[
A'x = Ax = \partial Kx + K\partial x = \partial Kx = \partial \pi Kx = \partial K'x = \partial K'x + K'\partial x,
\]
as desired.

On the other hand if \( x \in F^*_C \) we first observe that

\[
\partial A'x = A'\partial x = A\partial x = \partial Ax = \partial K\partial x
\]
where the second equality again follows from (iii). Now since \( \partial \pi = \partial \) and since \( I_C - \pi \) is the identity on \( \text{Im}\partial \) we have

\[
\partial K\partial x = \partial \pi K(I - \pi)\partial x = \partial K'\partial x.
\]
Thus \( \partial A'x = \partial K'\partial x \). But both \( A' \) and \( K' \) have image in \( F^*_C \), on which \( \partial \) is injective, so \( A'x = K'\partial x \). Meanwhile (since we are assuming in this paragraph that \( x \in F^*_C \)) we have \( (I_C - \pi)x = 0 \) and so \( K'x = 0 \). So indeed \( A'x = (\partial K' + K'\partial) x \).

Since \( A' \) and \( \partial K' + K'\partial \) coincide on both summands \( \ker \partial \) and \( F^*_C \) of \( C_s \) we have shown that they are equal.

\[
\text{Corollary 9.16.} \text{ Given two Floer-type complexes } (C_s, \partial_C, \ell_C) \text{ and } (D_s, \partial_D, \ell_D) \text{ with splittings } F^*_C \text{ and } F^*_D, \text{ the quasiequivalence distance } d_Q(((C_s, \partial_C, \ell_C), (D_s, \partial_D, \ell_D))) \text{ is equal to}
\]

\[
\inf \left\{ \delta \geq 0 \mid \begin{array}{l}
\text{There exists a } \delta\text{-quasiequivalence } (\Phi, \Psi, K_C, K_D) \\
\text{between } (C_s, \partial_C, \ell_C) \text{ and } (D_s, \partial_D, \ell_D) \text{ such that }
\end{array} \right\}.
\]

Proof. It suffices to show that if \( (\Phi, \Psi, K_C, K_D) \) is a \( \delta \)-quasiequivalence then there is another \( \delta\)-quasiequivalence \( (\Phi', \Psi', K'_{C'}, K'_{D'}) \) such that \( \Phi' \) and \( \Psi' \) are split. For this purpose we can take \( \Phi' = \Phi^s \) and \( \Psi' = \Psi^s \) to be the maps provided by Lemma 9.14. We can then apply Proposition 9.15 with \( A = \Psi \Phi - I_C \) and \( A' = \Psi' \Phi' - I_C \) to obtain \( K'_{C'}: C_s \to C_{s+1} \) with \( \Psi' \Phi' - I_C = \partial_C K'_{C'} + K'_{C'} \partial_C \) and \( \ell_C(K'_{C'}) \leq \ell_C(x) + 2\delta \). Similarly applying Proposition 9.15 with \( A = \Phi \Psi - I_D \) and \( A' = \Phi' \Psi' - I_D \) yields a map \( K'_{D'}: D_s \to D_{s+1} \), and the conclusions of Lemma 9.14 and Proposition 9.15 readily imply that \( (\Phi', \Psi', K'_{C'}, K'_{D'}) \) is, like \( (\Phi, \Psi, K_C, K_D) \), a \( \delta \)-quasiequivalence.

\[
9.4. \text{Filtered mapping cones. } \text{Fix throughout this section a nonnegative real number } \delta. \text{ We will make use of the following algebraic structure, related to the mapping cylinder introduced earlier.}
\]

\[
\text{Definition 9.17.} \text{ Given two chain complexes } (C_s, \partial_C) \text{ and } (D_s, \partial_D) \text{ and a chain map } \Phi: C_s \to D_s \text{ define the mapping cone } \text{ of } \Phi, (\text{Cone}(\Phi)_s, \partial_{co}) \text{ by}
\]

\[
\text{Cone}(\Phi)_s = D_s \oplus C[1]_s
\]
with boundary operator \( \partial_{co}(d, e) = (\partial_D - \Phi, -\partial_C e) \) i.e., in block form,

\[
\partial_{co} = \begin{pmatrix} \partial_D & -\Phi \\ 0 & -\partial_C \end{pmatrix}
\]
Assuming additionally that $\ell_D(\Phi x) \leq \ell_C(x) + \delta$ for all $x \in C_*$, define the filtered mapping cone $(\text{Cone}(\Phi)_*, \partial_{co}, \ell_{co})$ where the filtration function $\ell_{co}$ is given by $\ell_{co}(d,e) = \max\{\ell_D(d) + \delta, \ell_C(e) + 2\delta\}$.

It is routine to check that $\partial^2_{co} = 0$ and that $\ell_{co}(\partial_{co}(d,e)) \leq \ell_{co}(d,e)$ for all $(d,e) \in \text{Cone}_{**}(\Phi)$. In the case that $\Phi$ is part of a $\delta$-quasiequivalence $(\Phi, \Psi, K_C, K_D)$, we will require some information about the concise barcode of $\text{Cone}(\Phi)_*$; we will be able to make especially strong statement when $\Phi$ is split in the sense of the previous subsection. Specifically:

**Proposition 9.18.** Let $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$ be two Floer-type complexes with splittings $F^C_*$ and $F^D_*$, and let $(\Phi, \Psi, K_C, K_D)$ be a $\delta$-quasiequivalence such that $\Phi$ and $\Psi$ are split. Then all elements $(D) \in \text{cone}(\Phi)_*$ have second coordinate obeying $L \leq 2\delta$.

**Proof.** The desired conclusion is equivalent to the statement that, for all $x \in \ker(\partial_{co})_*$, there is $y \in \text{cone}(\Phi)_*$ such that $\partial_{co}y = x$ and $\ell_{co}(y) \leq \ell_{co}(x) + 2\delta$.

So let $x = (d,e) \in \ker(\partial_{co})_*$; thus $\partial_{co}(d,e) = (\partial_D d - \Phi e, -\partial_C e) = 0$. Therefore,

$$\partial_D d = \Phi e \quad \text{and} \quad \partial_C e = 0.$$  

Split $d$ according to the direct sum decomposition $D_* = F^D_* \oplus \ker(\partial_D)_*$ as $d = d_F + d_K$ and let $\lambda = \ell_{co}(x)$. Then $\ell_D(d) \leq \lambda - \delta$ and $\ell_C(e) \leq \lambda - 2\delta$. So since $F^D_*$ and $\ker(\partial_D)_*$ are orthogonal, $\ell_D(d_F) \leq \lambda - \delta$ and $\ell_D(d_K) \leq \lambda - \delta$. Moreover, since $\partial_C e = 0$, the equation $\Psi \Phi - I_C = \partial_C K_C + K_C \partial_C$ implies that $\partial(K_C e) = \Phi e - e$, where $\ell_C(K_C e) \leq \ell_C(e) + 2\delta \leq 2\delta$.

Write $K_C e = a + a'$ where $a \in F^C_*$ and $a' \in \ker(\partial_C)_*$. Then by the orthogonality of $F^C_*$ and $\ker(\partial_C)_*$, we have $\ell_C(a) \leq \ell_C(K_C e) \leq \lambda$, and $\partial_C a = \partial_C K_C e = (\Psi \Phi - I_D)e$.

We then find that

$$\partial_D(\Phi \Psi d_F - d_F - \Phi a) = \Phi \Psi \partial_D d_F - \partial_D d_F - \Phi \partial_C a = (\Phi \Psi - I_D)\Phi e - \Phi \partial_C a = 0.$$  

On the other hand, because $\Phi$ and $\Psi$ are split we have $\Phi \Psi d_F - d_F - \Phi a \in F^D_*$, so since $\partial_D|_{F^D_*}$ is injective, it implies that

$$\Phi a = \Phi \Psi d_F - d_F.$$  

Meanwhile since $\partial_D d_K = 0$, the element $b = K_D d_K \in D_{*+1}$ obeys

$$\partial_D b = (\Phi \Psi - I_D)d_K$$  

and $\ell_D(b) \leq \ell_D(d_K) + 2\delta = \lambda + \delta$. Let $y = (-b, a - \Psi d)$. We claim that this $y$ obeys the desired conditions stated at the start of the proof. In fact,

$$\partial_{co}(y) = (\partial_D(-b) - \Phi(a - \Psi d), -\partial_C(a - \Psi d)) = (-\partial_D b - \Phi a + \Phi d, -\partial_C a + \partial_C \Psi d)$$

$$= (d_K - \Phi \Psi d_K - \Phi a + \Phi d, e - \Psi \Phi e + \Psi \partial_D d)$$

$$= (d_K - \Phi \Psi d_K - \Phi d_F + d_F + \Phi d, e)$$

$$= (d, e) = x.$$  

Moreover, the filtration level of $y$ obeys

$$\ell_{co}(y) = \ell_{co}((-b, a - \Psi d)) = \max\{\ell_D(-b) + \delta, \ell_C(a - \Psi d) + 2\delta\} \leq \max\{\lambda + 2\delta, \max\{\ell_C(a), \ell_C(d) + \delta\} + 2\delta\}$$

$$= \lambda + 2\delta = \ell_{co}(x) + 2\delta.$$
Thus, \( i \) Given two Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\), define a new filtration function \( \ell \) check that each of the maps preserves filtration. We see that:

\subsection{Filtered mapping cylinders}

Recall the definition of the mapping cylinder \( \text{Cyl}(\Phi)_\ast \) of a chain map \( \Phi: C_* \to D_* \) from Section \ref{sec:filtered-mapping-cylinders} and the homotopy equivalences \((i_D, \alpha, 0, K)\) between \( D_* \) and \( \text{Cyl}(\Phi)_\ast \) and \((i_C, \beta, 0, L)\) between \( C_* \) and \( \text{Cyl}(\Phi)_\ast \) from Lemma \ref{lem:filtered-mapping-cylinders}. The “only if” direction of Theorem \ref{thm:main-theorem} was proven by, in the case that \((\Phi, \Psi, K_C, K_D)\) is a filtered homotopy equivalence, exploiting the behavior of a suitable filtration function on \( \text{Cyl}(\Phi)_\ast \) with respect to \((i_D, \alpha, 0, K)\) and \((i_C, \beta, 0, L)\). In the case that \((\Phi, \Psi, K_C, K_D)\) is instead a \( \delta \)-quasiequivalence, we will follow a similar strategy, but using different filtration functions on \( \text{Cyl}(\Phi)_\ast \) for the two homotopy equivalences.

\begin{proposition}
Given two Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) and a \( \delta \)-quasiequivalence \((\Phi, \Psi, K_C, K_D)\) between them, define a filtration function \( \ell_0: \text{Cyl}(\Phi)_\ast \to \mathbb{R} \cup \{-\infty\} \) by

\[ \ell_0(c, d, e) = \max\{\ell_C(c) + \delta, \ell_D(d), \ell_C(e) + \delta\}. \]

Then:

\begin{enumerate}[i]
\item \( \ell_0(\partial_{cyl}x) \leq \ell_0(x) \) for all \( x \in \text{Cyl}(\Phi)_\ast \). Thus \( \text{Cyl}(\Phi)_\ast, \partial_{cyl}, \ell_0 \) is a Floer-type complex.
\item Where \((i_D, \alpha, 0, K)\) is as defined in Lemma \ref{lem:filtered-mapping-cylinders}, \((i_D, \alpha, 0, K)\) is a filtered homotopy equivalence (that is, a 0-quasiequivalence) between \((D_*, \partial_D, \ell_D)\) and \( \text{Cyl}(\Phi)_\ast, \partial_{cyl}, \ell_0 \).
\end{enumerate}

\end{proposition}

\begin{proof}
For (i), if \((c, d, e) \in \text{Cyl}(\Phi)_\ast\) we have

\[ \ell_0(\partial_{cyl}(c, d, e)) = \max\{\ell_C(\partial_C c - e) + \delta, \ell_D(\partial_D d + \Phi e), \ell_C(\partial_C e) + \delta\} \]

while \( \ell_0(c, d, e) = \max\{\ell_C(c) + \delta, \ell_D(d), \ell_C(e) + \delta\} \). So (i) follows from the facts that:

- \( \ell_C(\partial_C c - e) + \delta \leq \max\{\ell_C(c) + \delta, \ell_C(e) + \delta\} \);
- \( \ell_D(\partial_D d + \Phi e) \leq \max\{\ell_D(d), \ell_D(\Phi e)\} \leq \max\{\ell_D(d), \ell_C(e) + \delta\} \);
- \( \ell_C(\partial_C e) + \delta \leq \ell_C(e) + \delta \).

By Lemma \ref{lem:filtered-mapping-cylinders} \((i_D, \alpha, 0, K)\) is a homotopy equivalence, so to prove (ii) we just need to check that each of the maps preserves filtration. We see that:

- Clearly \( \ell_0(i_D d) = \ell_D(d) \) for all \( d \in D_* \), by definition of \( \ell_0 \);
- For \((c, d, e) \in \text{Cyl}(\Phi)_\ast\),

\[ \ell_D(\alpha(c, d, e)) = \ell_D(\Phi c + d) \leq \max\{\ell_C(c) + \delta, \ell_D(d)\} \leq \ell_0(0, c, d, e) \]

- For \((c, d, e) \in \text{Cyl}(\Phi)_\ast\), \( \ell_0(K(c, d, e)) = \ell_0(0, 0, c) = \ell_C(c) + \delta \leq \ell_0(c, d, e) \).

Thus \((i_D, \alpha, 0, K)\) is indeed a filtered homotopy equivalence.
\end{proof}

\begin{proposition}
Given two Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\) having splittings \( F_*^C \) and \( F_*^D \) and a \( \delta \)-quasiequivalence \((\Phi, \Psi, K_C, K_D)\) where \( \Phi \) and \( \Psi \) are split, define a new filtration function \( \ell_1 \) on \( \text{Cyl}(\Phi)_\ast \) by

\[ \ell_1(c, d, e) = \max\{\ell_C(c), \ell_D(d) + \delta, \ell_C(e) + 2\delta\} \]

Then, with notation as in Proposition \ref{prop:filtered-mapping-cylinders}.
\end{proposition}
Moreover, replacing \((\Phi, \End ove rline{C}(\Phi))\) and ker \(\beta\) are orthogonal complements with respect to \(\ell_1\).

(iii) The second coordinates of all elements of the concise barcode of \((\ker \beta, \partial_{cyl}, \ell_1)\) are at most 2\(\delta\).

**Proof.** Part (i) follows just as in the proof of Proposition 9.20 (i) (which only depended on the fact that the shift \(\ell_0(0,0,e) - \ell_C(c)\) in the filtration level of \(\ell_C(c)\) in the definition of \(\ell_0\) was greater than or equal to both \(\ell_0(c,0,0) - \ell_C(c)\) and \(\delta + \ell_0(0,d,0) - \ell_D(d)\); this condition also holds with \(\ell_1\) in place of \(\ell_0\).

For part (ii), first note that ker \(\beta\) consists precisely of elements of the form \((-\Psi d - K_{Ce,d,e})\) for \((d,e) \in D_s \oplus C[1]_s\). We will apply Lemma 7.5 with \(V = i_C(C_s), U = \{0\} \oplus D_s \oplus C[1]_s,\) and \(U' = \ker \beta\). Clearly \(U\) and \(V\) are orthogonal with respect to \(\ell_1\), and the projection \(\pi_U: Cyl(\Phi) \to U\) is given by \((c,d,e) \mapsto (0,d,e),\) so

\[
\ell_1(-\Psi d - K_{Ce,d,e}) = \max\{\ell_D(d) + \delta, \ell_C(e) + 2\delta\} = \ell_1(0,d,e)
\]

which shows that \(\ell_1(\pi_U(x)) = \ell_1(x)\) for all \(x \in \ker \beta\). Thus ker \(\beta\) is indeed an orthogonal complement to \(V = i_C(C_s)\).

For part (iii), define a map \(f: \ker \beta \to Cone_\ast(-\Phi)\) by

\[
f(-\Psi d - K_{Ce,d,e}) = (d,e).
\]

We claim that \(f\) is a filtered chain isomorphism. By definition, we have \((f \circ \partial_{cyl})(-\Psi d - K_{Ce,d,e}) = (\partial_{d} d + \Phi e, -\partial_{Ce}).\) Meanwhile, \(\partial_{co} f (-\Psi d - K_{Ce,d,e}) = (\partial_{d} d + \Phi e, -\partial_{Ce}).\)

Therefore, \(f\) is a chain map. As for the filtrations,

\[
\ell_{co}(f(-\Psi d - K_{Ce,d,e})) = \ell_{co}(d,e) = \max\{\ell_D(d) + \delta, \ell_C(e) + 2\delta\} = \ell_1(-\Psi d - K_{Ce,d,e}).
\]

Thus \(f\) defines an isomorphism of Floer-type complexes between \((\ker \beta, \partial_{cyl}, \ell_1)\) and \((Cone_\ast(-\Phi), \partial_{co}, \ell_{co}).\) Moreover, replacing \((\Phi, \Psi, K_{C}, K_{D})\) by \((\Phi, -\Psi, K_{C}, K_{D})\) does not change the homotopy equations and also it has no effect on the filtration relations. Therefore, the conclusion follows from Theorem A and Proposition 9.13 \(\square\)

9.6. **End of the proof of Theorem 8.18.** If \(\Gamma\) is dense the theorem already follows from Corollary 9.3 so we assume that \(\Gamma\) is discrete.

Assume then that \(\delta \geq 0\) and that \((\Phi, \Psi, K_{C}, K_{D})\) is a \(\delta\)-quasiequivalence which is split with respect to splittings \(F^C_\ast\) and \(F^D_\ast\) for the Floer-type complexes \((C_s, \partial_C, \ell_C)\) and \((D_s, \partial_D, \ell_D)\). The preceding subsection gives filtration functions \(\ell_0, \ell_1: Cyl(\Phi)_\ast \to \mathbb{R} \cup \{ -\infty \}\).

**Lemma 9.22.** The bottleneck distance between \((Cyl(\Phi)_\ast, \partial_{cyl}, \ell_0)\) and \((Cyl(\Phi)_\ast, \partial_{cyl}, \ell_1)\) is less than or equal to \(\delta\), that is \(d_B(B_{Cyl, \ell_0}, B_{Cyl, \ell_1}) \leq \delta\).

**Proof.** Define a filtration function \(\ell_t\) for each \(t \in [0,1]\) by

\[
\ell_t(c,d,e) = \max\{\ell_C(c) + (1-t)\delta, \ell_D(d) + t\delta, \ell_C(e) + (1+t)\delta\}
\]

for \((c,d,e) \in Cyl(\Phi)_\ast\); evidently this coincides with our earlier definitions of \(\ell_0\) and \(\ell_1\). It is easy to see that \(\ell_t(\partial_{cyl}(c,d,e)) \leq \ell_t(c,d,e)\) for all \(t, c, d, e\), so each \((Cyl(\Phi)_\ast, \partial_{cyl}, \ell_t)\) is a Floer-type complex. Using a basis for \(Cyl(\Phi)_\ast\) obtained by combining orthogonal bases for \((C_s, \ell_C), (D_s, \ell_D),\) and \((C[1]_s, \ell_C)\), the \(\{\ell_t\}\) give a sliding family of filtrations on \(Cyl(\Phi)_\ast\), with each of the functions \(f_i\) (see notation in section 9.1) having either \(f_i(t) = -\delta\) or
$f'_t(t) = \delta$ for all $t \in [0, 1]$. Since we are assuming that $\Gamma$ is discrete, the indicated upper bound then follows directly from Proposition 9.11. \(\square\)

**Corollary 9.23.** If two Floer-type complexes $(C_*, \partial_C, \ell_C)$, $(D_*, \partial_D, \ell_D)$, are $\delta$-quasiequivalent, then we have $d_B(B_C, B_D) \leq 2\delta$. Therefore, in particular,

$$d_B(B_C, B_D) \leq 2d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))$$

**Proof.** By Corollary 9.16, the assumption implies that there is a $\delta$-quasiequivalence $(\Phi, \Psi, K_C, K_D)$ which moreover is split with respect to some splittings for $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$.

By Proposition 9.21 (ii), $(Cyl(\Phi)_*, \partial_{cyl}, \ell_1)$ decomposes as an orthogonal direct sum of subcomplexes $(i_C(C_*), \partial_{cyl}, \ell_1)$ and $(\ker \beta, \partial_{cyl}, \ell_1)$, so in any degree a singular value decomposition for $(Cyl(\Phi)_*, \partial_{cyl}, \ell_1)$ may be obtained by combining singular value decompositions for $(i_C(C_*), \partial_{cyl}, \ell_1)$ and $(\ker \beta, \partial_{cyl}, \ell_1)$. Thus the concise barcode for $(Cyl(\Phi)_*, \partial_{cyl}, \ell_1)$ is the union of the concise barcodes for these two subcomplexes.

Now $i_C$ embeds $(C_*, \partial_C, \ell_C)$ filtered isomorphically as $(i_C(C_*), \partial_{cyl}, \ell_1)$, so the concise barcode of $(Cyl(\Phi)_*, \partial_{cyl}, \ell_1)$ consists of the concise barcode of $(C_*, \partial_C, \ell_C)$ together with the concise barcode of $(\ker \beta, \partial_{cyl}, \ell_1)$. By Proposition 9.21 (iii), all elements $([a], L)$ in the second of these barcodes have $L \leq 2\delta$. Thus by matching the elements of the concise barcode of $(C_*, \partial_C, \ell_C)$ with themselves and leaving the elements of the concise barcode $(\ker \beta, \partial_{cyl}, \ell_1)$ unmatched, we obtain, in each degree, a partial matching between the concise barcodes of $(Cyl(\Phi)_*, \partial_{cyl}, \ell_1)$ and of $(C_*, \partial_C, \ell_C)$ with defect at most $\delta$. Thus, in obvious notation,

$$d_B(B_C, B_{Cyl, \ell_1}) \leq \delta.$$ 

Finally, by Proposition 9.20 (ii) and Theorem B, we know

$$B_{Cyl, \ell_0} = B_D.$$ 

Therefore, by the triangle inequality and Lemma 9.22, we get

$$d_B(B_C, B_D) \leq d_B(B_C, B_{Cyl, \ell_1}) + d_B(B_{Cyl, \ell_1}, B_{Cyl, \ell_0}) + d_B(B_{Cyl, \ell_0}, B_D) \leq 2\delta$$ \(\square\)

We have thus proven the inequality (23).

For the last assertion in Theorem 8.18 let $\lambda = d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))$, so there are arbitrarily small $\epsilon > 0$ such that there exists a (split) $(\lambda + \epsilon)$-quasiequivalence $(\Phi, \Psi, K_C, K_D)$ between $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$. So by Lemma 9.22 with $\delta = \lambda + \epsilon$, there is a $\delta$-matching $m$ between the concise barcodes of $(Cyl(\Phi)_*, \partial_{cyl}, \ell_0)$ and $(Cyl(\Phi)_*, \partial_{cyl}, \ell_1)$. Just as in the proof of Corollary 9.23, the first of these concise barcodes is, in any given degree $k$, the same as that of $(D_*, \partial_D, \ell_D)$, while the second of these is the union of the concise barcode of $(C_*, \partial_C, \ell_C)$ with a multiset $S$ of elements all having second coordinate at most $2(\lambda + \epsilon)$. For a grading $k$ in which $\lambda < \frac{\Delta_{D, k}}{4}$, let us take $\epsilon$ so small that still $\delta = \lambda + \epsilon < \frac{\Delta_{D, k}}{4}$. Since by definition the image of any element $([a], L)$ which is not unmatched under a $\delta$-matching must have second coordinate at most $L + 2\delta$, and since by assumption $B_{D, k}$ has no elements with second coordinate at most $4\Delta$, all of the elements of our multiset $S$ must be unmatched under $m$. But since all elements of $S$ are unmatched, we can discard them from the domain of $m$ and so restrict $m$ to a matching between the barcodes $B_{C, k}$ and $B_{D, k}$, still having defect at most $\delta = \lambda + \epsilon$. So $d_B(B_{C, k}, B_{D, k}) \leq \lambda + \epsilon$, and since $\epsilon > 0$ can be taken arbitrarily small this implies that $d_B(B_{C, k}, B_{D, k}) \leq \lambda = d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))$.  
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10. Proof of converse stability

Recall the elementary Floer-type complexes $\mathcal{E}(a, L, k)$ from Definition 7.2.

Lemma 10.1. If $\delta \in [0, \infty)$, $|a - a'| \leq \delta$, and either $L = L' = \infty$ or $|(a + L) - (a' + L')| \leq \delta$, then $\mathcal{E}(a, L, k)$ is $\delta$-quasiequivalent to $\mathcal{E}(a', L', k)$. Moreover if $L \leq 2\delta$ then $\mathcal{E}(a, L, k)$ is $\delta$-quasiequivalent to the zero chain complex.

Proof. In the case that $L = L' = \infty$, the chain complexes underlying $\mathcal{E}(a, L, k)$ and $\mathcal{E}(a', L', k)$ are just one-dimensional, consisting of a copy of $\Lambda$ in degree $k$, with filtrations given by $\ell(\lambda) = a - \nu(\lambda)$ and $\ell'(\lambda) = a' - \nu(\lambda)$. Where $\mathbb{I}$ is the identity on $\Lambda$, the fact that $|a - a'| \leq \delta$ then readily implies that $(\mathbb{I}, \mathbb{I}, 0, 0)$ is a $\delta$-quasiequivalence.

Similarly if $L$ and hence (under the hypotheses of the lemma) $L'$ are both finite, the underlying chain complexes of $\mathcal{E}(a, L, k)$ and $\mathcal{E}(a', L', k)$ are both $\Lambda$-vector spaces generated by an element $x$ in degree $k$ and an element $y$ in degree $k + 1$, with filtration functions $\ell$ and $\ell'$ given by saying that $(x, y)$ is an orthogonal ordered set with $\ell(x) = a$, $\ell(y) = a + L$, $\ell'(x) = a'$, and $\ell'(y) = a' + L'$. So the hypotheses imply that $|\ell(x) - \ell'(x)| \leq \delta$ and $|\ell(y) - \ell'(y)| \leq \delta$, and where $\mathbb{I}$ now denotes the identity on the two-dimensional vector space spanned by $x$ and $y$, $(\mathbb{I}, \mathbb{I}, 0, 0)$ is again a $\delta$-quasiequivalence.

Finally, if similarly to the proof of Theorem 7.8 we define a linear transformation $K$ on $\text{span}_\Lambda \{x, y\}$ by $Kx = -y$ and $Ky = 0$, then $(0, 0, K, 0)$ is readily seen to be a $\delta$-quasiequivalence between $\mathcal{E}(a, L, k)$ and the zero chain complex for all $\delta \geq L/2$, proving the last sentence of the lemma.

Proof of Theorem 10.19. Let $\delta = d_B(\mathcal{B}_C, \mathcal{B}_D)$; it suffices to prove the result under the assumption that $\delta < \infty$.

For any $k \in \mathbb{Z}$, $d_B(\mathcal{B}_{C,k}, \mathcal{B}_{D,k}) \leq \delta$. By the definition of the bottleneck distance (and using the fact that there are only finitely many partial matchings between the finite multisets $\mathcal{B}_{C,k}$ and $\mathcal{B}_{D,k}$, so the infimum in the definition is attained), there exists a partial matching $m_k = (\mathcal{B}_{C,k,\text{short}}, \mathcal{B}_{D,k,\text{short}}, \sigma_k)$ between $\mathcal{B}_{C,k}$ and $\mathcal{B}_{D,k}$ having defect $\delta(m_k) \leq \delta$.

We claim that, for all $\epsilon > 0$,

$$
\oplus_k \oplus([a], L) \in \mathcal{B}_{C,k} \mathcal{E}(a, L, k) \quad \text{and} \quad \oplus_k \oplus([a'], L') \in \mathcal{B}_{D,k} \mathcal{E}(a', L', k)
$$

are $(\delta + \epsilon)$-quasiequivalent, for some representatives $a$ and $a'$ of the various cosets $[a]$ and $[a']$ in $\mathbb{R}/\Gamma$. By Proposition 7.8 and Remark 8.2 this will imply that $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$ are $(\delta + \epsilon)$-quasiequivalent, which suffices to prove the theorem since by the definition of the quasiequivalence distance, it will show that $d_Q((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)) \leq \delta + \epsilon = d_B(\mathcal{B}_C, \mathcal{B}_D) + \epsilon$ for all $\epsilon > 0$.

To prove our claim, note that by Lemma 10.1 and the fact that $\delta(m_k) \leq \delta$, each $\mathcal{E}(a, L, k)$ for $([a], L) \in \mathcal{B}_{C,k,\text{short}} \cup \mathcal{B}_{D,k,\text{short}}$ is $(\delta + \epsilon)$-quasiequivalent to the zero chain complex (as these $\mathcal{E}(a, L, k)$ all have $L \leq 2\delta$). Also, for $([a], L) \in \mathcal{B}_{C,k} \setminus \mathcal{B}_{C,k,\text{short}}$, if we write $([a'], L') = \sigma_k([a], L)$, then there are representatives $a$ and $a'$ of the cosets $[a]$ and $[a']$ such that $|a - a'| \leq \delta + \epsilon$ and $|(a + L) - (a' + L')| \leq \delta + \epsilon$. So by Lemma 10.1 the associated summands $\mathcal{E}(a, L, k)$ and $\mathcal{E}(a', L', k)$ are $(\delta + \epsilon)$-quasiequivalent.

Moreover, it follows straightforwardly from the definitions that a direct sum of $(\delta + \epsilon)$-quasiequivalences is a $(\delta + \epsilon)$-quasiequivalence. So we obtain a $(\delta + \epsilon)$-quasiequivalence between $\oplus_k \oplus([a], L) \in \mathcal{B}_{C,k} \mathcal{E}(a, L, k)$ and $\oplus_k \oplus([a'], L') \in \mathcal{B}_{D,k} \mathcal{E}(a', L', k)$ by taking a direct sum of:
• a $(\delta + \epsilon)$-quasiequivalence between $\mathcal{E}(a, L, k)$ and $\mathcal{E}(a', L', k)$ for each $([a], L) \in \mathcal{B}_{C,k,short}$, where $([a'], L') = \partial_k([a], L)$;
• a $(\delta + \epsilon)$-quasiequivalence between $\oplus_k \oplus([a], L) \in \mathcal{B}_{C,k,short}$ $\mathcal{E}(a, L, k)$ and the zero chain complex;
• a $(\delta + \epsilon)$-quasiequivalence between the zero chain complex and $\oplus_k \oplus([a], L') \in \mathcal{B}_{D,k,short}$ $\mathcal{E}(a', L', k)$

\[\square\]

11. The interpolating distance

In this section we introduce a somewhat more complicated distance function on Floer-type complexes, the interpolating distance $d_P$, and prove the isometry result Theorem 11.2 between this distance and the bottleneck distance between barcodes. We think that it is likely that $d_P$ is always equal to the quasiequivalence distance $d_Q$, and indeed in the case that $\Gamma$ is dense this equality can be inferred from our results (specifically, Theorem 11.2 Corollary 9.3 and Theorem 8.19), while in the case that $\Gamma$ is trivial it can be inferred from Theorem 11.2 and [CaSGO12, Theorem 4.11].

The definition of the distance $d_P$ will be based on a strengthening of the notion of quasiequivalence, asking not only for a quasiequivalence between the two complexes $C_*$ and $D_*$ but also for a one parameter family of complexes that interpolates between $C_*$ and $D_*$ in a suitably “efficient” way. Our interest in $d_P$ is based on the facts that, on the one hand, we can prove Theorem 11.2 about it, and on the other hand standard arguments in Hamiltonian Floer theory (and other Floer theories) that give bounds for the quasiequivalence distance can be refined to give bounds on $d_P$, as we use in Section 12.

**Definition 11.1.** A $\delta$-interpolation between two Floer-type complexes $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$ is a family of Floer-type complexes $(C_s^*, \partial_s, \ell_s)$ indexed by a parameter $s$ that varies through $[0,1] \setminus S$ for some finite subset $S \subset (0,1)$, such that:

• $(C_s^0, \partial^0, \ell^0) = (C_s, \partial_C, \ell_C)$ and $(C_1, \partial^1, \ell^1) = (D_s, \partial_D, \ell_D)$; and
• for all $s, t \in [0,1] \setminus S$, $(C_s^*, \partial_s, \ell_s)$ and $(C_t^*, \partial_t, \ell_t)$ are $\delta|s - t|$-quasiequivalent

The **interpolating distance** $d_P$ between Floer-type complexes is then defined by

$$d_P((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)) = \inf \left\{ \delta \geq 0 \mid \text{There exists a } \delta\text{-interpolation between } (C_*, \partial_C, \ell_C) \text{ and } (D_*, \partial_D, \ell_D) \right\}$$

The following theorem gives a global isometry result between the bottleneck and interpolating distances.

**Theorem 11.2.** For any two Floer-type complexes $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$ we have

$$d_B(\mathcal{B}_{C}, \mathcal{B}_{D}) = d_P((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))$$

**Proof.** First, we will prove that for any degree $k \in \mathbb{Z}$,

$$d_B(\mathcal{B}_{C,k}, \mathcal{B}_{D,k}) \leq d_P((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)),$$

which will imply that $d_B(\mathcal{B}_{C}, \mathcal{B}_{D}) \leq d_P((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))$ by taking the supremum over $k$. Let $\lambda = d_P((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D))$, so by definition, given any $\epsilon > 0$, there exists a $\delta$-interpolation between $(C_*, \partial_C, \ell_C)$ and $(D_*, \partial_D, \ell_D)$ with $\delta \leq \lambda + \epsilon$, denoted as $(C^*, \partial^*, \ell^*)$ with a finite singular set $S$.

For any $p \in [0,1] \setminus S$ and any degree $k \in \mathbb{Z}$, choose $\epsilon_{p,k} > 0$ such that $\Delta_{C^p_k} > 4\delta \epsilon_{p,k}$, where the meaning of $\Delta_{C^p_k}$ is as in the last statement of Theorem 8.18. By the definition
of a $\delta$-interpolation, for any $s \in (p - \epsilon_{p,k}, p]$, $(C_s^p, \partial_s^p, \ell_s^p)$ and $(C_p^p, \partial_p^p, \ell_p^p)$ are $(\delta(p - s))$-quasiequivalent, which implies that
\[
d_Q((C_s^p, \partial_s^p, \ell_s^p), (C_p^p, \partial_p^p, \ell_p^p)) < \frac{\Delta C_p^p}{4}.
\]
Then by the last assertion from Theorem 8.18, we know (again assuming $s \in (p - \epsilon_{p,k}, p]$)
\[
d_B(B_{C^p,s,k}, B_{C^p,t,k}) = d_Q((C_s^p, \partial_s^p, \ell_s^p), (C_p^p, \partial_p^p, \ell_p^p)) \leq \delta(p - s).
\]
Symmetrically, for any $s' \in [p, p + \epsilon_{p,k})$,
\[
d_B(B_{C^p,s',k}, B_{C^p,t',k}) = d_Q((C_s^p, \partial_s^p, \ell_s^p), (C_{s'}^p, \partial_{s'}^p, \ell_{s'}^p)) \leq \delta(s' - p).
\]
Therefore, by the triangle inequality, for $s, s'$ such that $p - \epsilon_{p,k} < s \leq p \leq s' < p + \epsilon_{p,k}$, we have $d_B(B_{C^p,s,k}, B_{C^p,s',k}) \leq \delta(s' - s)$.

Now we claim that for any closed interval $[s, t] \subset [0, 1]$ with $s, t \notin S$, the following estimate holds:
\[(30)\]
\[
d_B(B_{C^p,s,k}, B_{C^p,t,k}) \leq (t - s)\delta.
\]
We will prove this by induction on the cardinality of $S \cap [s, t]$. First, when $S \cap [s, t]$ is empty, by considering a covering in $[s, t]$ where the $\epsilon_{p,k}$ are as above, we may take a finite subcover to obtain $s = s_0 < s_1 < \ldots < s_N = t$ such that $d_B(B_{C^p,s_i,k}, B_{C^p,s_{i+1},k}) \leq \delta(s_i - s_{i-1})$. Therefore, by the triangle inequality again,
\[
d_B(B_{C^p,s,k}, B_{C^p,t,k}) \leq \sum_{i=1}^N d_B(B_{C^p,s_i,k}, B_{C^p,s_{i+1},k}) \leq (t - s)\delta.
\]
Now inductively, we will assume that (30) holds when $|S \cap [s, t]| \leq m$. For the case that $|S \cap [s, t]| = m + 1$, denote the smallest element of $S \cap [s, t]$ by $p^*$ and consider the intervals $[s, p^* - \epsilon']$ and $[p^* + \epsilon', t]$ for any sufficiently small $\epsilon' > 0$. Applying the inductive hypothesis on both intervals,
\[
d_B(B_{C^p,s,k}, B_{C^p,s^*,k}) \leq (p^* - \epsilon' - s)\delta
\]
and
\[
d_B(B_{C^p,s^*,k}, B_{C^p,t,k}) \leq (t - p^* - \epsilon')\delta.
\]
Meanwhile, by the first conclusion of Theorem 8.18
\[
d_B(B_{C^p_{s^*},k, \Delta}, B_{C^p_{k}, s^* + \epsilon'}) \leq 4\epsilon\delta.
\]
Together, we get
\[
d_B(B_{C^p,s,k}, B_{C^p,t,k}) \leq (p^* - \epsilon' - s)\delta + (t - p^* - \epsilon')\delta + 4\epsilon\delta = (t - s)\delta + 2\epsilon\delta.
\]
Since $\epsilon'$ is arbitrarily small, it follows that $d_B(B_{C^p,s,k}, B_{C^p,t,k}) \leq (t - s)\delta$ whenever $s \leq t$ and $s, t \in [0, 1] \setminus S$. So we have proven (30).

In particular, letting $s = 0$ and $t = 1$, we get $d_B(B_{C^p,0,k}, B_{D^p,1,k}) \leq \delta \leq \lambda + \epsilon$. Since $\epsilon$ is arbitrarily small, this shows that indeed $d_B(B_{C^p,0,k}, B_{D^p,1,k}) \leq \lambda = d_P((C_s, \partial_s, \ell_s), (D_s, \partial_D, \ell_D))$.

Now we will prove the converse direction:
\[
d_P((C_s, \partial_s, \ell_s), (D_s, \partial_D, \ell_D)) \leq d_B(B_{C^p,0,k}, B_{D^p,1,k}).
\]
Let $\lambda = d_B(B_{C^p,0,k}, B_{D^p,1,k})$. It is sufficient to prove the result under the assumption that $\delta < \infty$. For any $k \in \mathbb{Z}$, $d_B(B_{C^p,k}, B_{D^p,k}) \leq \delta$. By definition, there exists a partial matching $m_k = (B_{C^p,k, short}, B_{D^p,k, short}, \sigma_k)$ between $B_{C^p,k}$ and $B_{D^p,k}$ such that $\delta(m_k) \leq \delta$. We will prove that, for all $\epsilon > 0$, there exists a $(\delta + \epsilon)$-interpolation between $(C_s, \partial_s, \ell_s)$ and $(D_s, \partial_D, \ell_D)$.
For each \([a], L \in \mathcal{B}_{C,k,\text{short}}\), choose a representative \(a\) of \([a]\); also if \([a], L \in \mathcal{B}_{C,k,\text{short}}\) write \(\sigma([a], L) = ([a'], L')\) where the representative \(a'\) is chosen so that both \(|a' - a| \leq \delta + \epsilon\) and \(|(a + L) - (a' + L')| \leq \delta + \epsilon\). Now for \(t \in (0, 1)\) consider the Floer-type complex \((C^t, \partial^t, \ell^t)\) given by:

\[
\bigoplus_{k \in \mathbb{Z}} \left( \bigoplus_{([a]', L') \in \mathcal{B}_{D,k,\text{short}}} \mathcal{E}(a' + (1 - t)L'/2, tL', k) \right) \oplus \left( \bigoplus_{([a], L) \in \mathcal{B}_{C,k,\text{short}}} \mathcal{E}(a + tL/2, (1 - t)L, k) \right) \oplus \left( \bigoplus_{([a], L) \in \mathcal{B}_{C,k,\text{short}}} \mathcal{E}((1 - t)a + ta', (1 - t)L + tL', k) \right)
\]

It is easy to see by Lemma \(10.1\) that, for \(t_0, t_1 \in (0, 1)\), the \(t_0\)-version of each of the summands above is \((\delta + \epsilon)|t_0 - t_1|\)-quasiequivalent to its corresponding \(t_1\)-version. So since the direct sum of \((\delta + \epsilon)|t_0 - t_1|\)-quasiequivalences is a \((\delta + \epsilon)|t_0 - t_1|\)-quasiequivalence this shows that \((C^0, \partial^0, \ell^0)\) and \((C^1, \partial^1, \ell^1)\) are \((\delta + \epsilon)|t_0 - t_1|\)-quasiequivalent for \(t_0, t_1 \in (0, 1)\). Moreover \(\mathcal{E}(a' + (1 - t)L'/2, tL', k)\) is \(\delta\)-quasiequivalent to the zero chain complex for each \(([a'], L') \in \mathcal{B}_{D,k,\text{short}}\), and likewise \(\mathcal{E}(a + tL/2, (1 - t)L, k)\) is \((1 - t)\delta\)-quasiequivalent to the zero chain complex for each \(([a], L) \in \mathcal{B}_{C,k,\text{short}}\). In view of Proposition \(7.8\) it follows that \((C_s^t, \ell_c^t, \partial_c)\) is \((\delta + \epsilon)\)-quasiequivalent to \((C_s^0, \ell_c^0, \partial_c)\), and that \((D_s^t, \ell_D^t, \partial_D^t)\) is \((1 - t)(\delta + \epsilon)\)-quasiequivalent to \((C_s, \partial^1, \ell^1)\). So extending the family \((C_s^t, \partial^t, \ell^t)\) to all \(t \in [0, 1]\) by setting \((C_s^0, \partial^0, \ell^0) = (C_s, \partial_c, \ell_c)\) and \((C_s^1, \partial^1, \ell^1) = (D_s, \partial_d, \ell_d)\), \(\{(C_s^t, \partial^t, \ell^t)\}_{t \in [0, 1]}\) gives the desired \((\delta + \epsilon)\)-interpolation between \((C_s, \partial_c, \ell_c)\) and \((D_s, \partial_d, \ell_d)\).

\[\square\]

12. APPLICATIONS IN HAMILTONIAN FLOER THEORY

We now bring our general algebraic theory into contact with Hamiltonian Floer theory on compact symplectic manifolds, leading to a rigidity result for fixed points of Hamiltonian diffeomorphisms. First we quickly review the geometric content of the Hamiltonian Floer complex; see, e.g., [Fl89], [HS95], [AD14] for more background, details, and proofs.

Let \((M, \omega)\) be a compact symplectic manifold. Where \(S^1 = \mathbb{R}/\mathbb{Z}\), a smooth function \(H: S^1 \times M \to \mathbb{R}\) induces a family of diffeomorphisms \(\{\phi^t_H\}_{t \in \mathbb{R}}\) obtained as the flow of the time-dependent vector field \(X_{H(t, \cdot)}\) that is characterized by the property that, for all \(t, \omega(\cdot, X_{H(t, \cdot)}) = d(H(t, \cdot))\). Let

\[\mathcal{P}(H) = \{ \gamma: S^1 \to M \mid \gamma(t) = \phi^t_H(\gamma(0)), \gamma \text{ is contractible} \}\]

so that in particular \(\mathcal{P}(H)\) is in bijection with a subset of the fixed point set of \(\phi^1_H\) via the map \(\gamma \mapsto \gamma(0) \in M\). The Hamiltonian \(H\) is called nondegenerate if for each \(\gamma \in \mathcal{P}(H)\) the linearized map \((d\phi^1_H)_{\gamma(0)}: T_{\gamma(0)}M \to T_{\gamma(0)}M\) has all eigenvalues distinct from 1. Generic Hamiltonians \(H\) satisfy this property. We will assume in what follows that \(H\) is nondegenerate, which guarantees in particular that \(\mathcal{P}(H)\) is a finite set.

Viewing \(S^1\) as the boundary of the disk \(D^2\) in the usual way, given \(\gamma \in \mathcal{P}(H)\) and a map \(u: D^2 \to M\) with \(u|_{S^1} = \gamma\), one has a well-defined “action” \(\int_0^1 H(t, \gamma(t))dt - \int_{D^2} u^*\omega\) and Conley-Zehnder index. Define \(\tilde{\mathcal{P}}(H)\) to be the set of equivalence classes \([\gamma, u]\) of pairs \((\gamma, u)\) where \(\gamma \in \mathcal{P}(H)\), \(u: D^2 \to M\) has \(u|_{S^1} = \gamma\), and \((\gamma, u)\) is equivalent to \((\gamma', v)\) if and only if \(\gamma = \gamma'\) and the map \(u \# v: S^2 \to M\) obtained by gluing \(u\) and \(v\) along \(\gamma\) has both vanishing \(\omega\)-area and vanishing first Chern number. Then there are well-defined maps \(A_H: \tilde{\mathcal{P}}(H) \to \mathbb{R}\) and \(\mu: \tilde{\mathcal{P}}(H) \to \mathbb{Z}\) defined by setting \(A_H([\gamma, u]) = \int_0^1 H(t, \gamma(t))dt - \int_{D^2} u^*\omega\) and \(\mu([\gamma, u])\)
equal to the Conley–Zehnder index of the path of symplectic matrices given by expressing \[ \{(d\phi_{T})_{\gamma(0)}\}_{t \in [0,1]} \] in terms of a symplectic trivialization of \( u^{*}TM \).

The degree-\( k \) part of the Floer chain complex \( CF_{k}(H) \) is then by definition (using the base field \( K \))

\[
\left\{ \sum_{[\gamma, u] \in \mathcal{P}(H), \mu([\gamma, u]) = k} a_{[\gamma, u]}[\gamma, u] \; | \; a_{[\gamma, u]} \in K, (\forall C \in \mathbb{R})(\# \{[\gamma, u]|a_{[\gamma, u]} \neq 0, A_{H}([\gamma, u]) > C\} < \infty) \right\}.
\]

Where

\[
\Gamma = \left\{ \int_{S^{2}} w^{*}\omega \; | \; w: S^{2} \to M, (c_{1}(TM), w_{*}[S^{2}]) = 0 \right\},
\]

\( CF_{k}(H) \) is a vector space over \( \Lambda = \Lambda^{K, \Gamma} \), with the scalar multiplication obtained from the action of \( \Gamma \) on \( \mathcal{P}(H) \) given by, for \( g \in \Gamma \) and \([\gamma, u] \in \mathcal{P}(H)\), gluing a sphere of Chern number zero and area \( g \) to \( u \).

\( CF_{k}(H) \) becomes a non-Archimedean normed vector space over \( \Lambda \) by setting

\[
\ell_{H} \left( \sum a_{[\gamma, u]}[\gamma, u] \right) = \max\{A_{H}([\gamma, u])|a_{[\gamma, u]} \neq 0\}.
\]

Where

\[
(31) \quad \mathcal{P}_{k}(H) = \{ \gamma \in \mathcal{P}(H)|(\exists u: D^{2} \to M)(u|_{S^{1}} = \gamma, \mu([\gamma, u]) = k) \},
\]

it is easy to see that an orthogonal ordered basis for \( CF_{k}(H) \) is given by \([\gamma_{1}, u_{1}], \ldots, [\gamma_{n_{k}}, u_{n_{k}}] \) where \( \gamma_{1}, \ldots, \gamma_{n_{k}} \) are the elements of \( \mathcal{P}_{k}(H) \) and, for each \( i \), \( u_{i} \) is an arbitrarily chosen map \( D^{2} \to M \) with \( u_{i}|_{\partial D^{2}} = \gamma_{i} \) and \( \mu([\gamma_{i}, u_{i}]) = k \). In particular \( (CF_{k}(H), \ell_{H}) \) is an orthogon-alizable \( \Lambda \)-space.

The function \( A_{H} \) introduced above could just as well have been defined on the cover of the entire space of contractible loops of \( M \) obtained by dropping the condition that \( \gamma \in \mathcal{P}(H) \); then \( \mathcal{P}(H) \) is the set of critical points of this extended functional. The degree-\( k \) part of the Floer boundary operator \( (\partial_{H})_{k}: CF_{k}(H) \to CF_{k-1}(H) \) is constructed by counting isolated formal negative gradient flowlines of this extended version of \( A_{H} \) in the usual way indicated in the introduction. It is a deep but (at least when \( (M, \omega) \) is semipositive) by now standard fact that \( \partial_{H} \) can indeed be defined in this way, so that the resulting triple \( (CF_{*}(H), \partial_{H}, \ell_{H}) \) obeys the axioms of a Floer-type complex; thus in every degree \( k \) we obtain a concise barcode \( \mathcal{B}_{CF_{*}(H), k} \). The construction of \( \partial_{H} \) depends on some auxiliary choices, but the filtered chain isomorphism type of \( (CF_{*}(H), \partial_{H}, \ell_{H}) \) is independent of these choices (see, e.g., [U11] Lemma 1.2)), so \( \mathcal{B}_{CF_{*}(H), k} \) is an invariant of \( H \).

**Proposition 12.1.** For two non-degenerate Hamiltonians \( H_{0}, H_{1}: S^{1} \times M \to \mathbb{R} \) on a compact symplectic manifold, the associated Floer chain complexes \( (CF_{*}(H_{0}), \partial_{H_{0}}, \ell_{H_{0}}) \) and \( (CF_{*}(H_{1}), \partial_{H_{1}}, \ell_{H_{1}}) \) obey

\[
d_{P} ((CF_{*}(H_{0}), \partial_{H_{0}}, \ell_{H_{0}}), (CF_{*}(H_{1}), \partial_{H_{1}}, \ell_{H_{1}})) \leq \int_{0}^{1} \|H_{1}(t, \cdot) - H_{0}(t, \cdot)\|_{L^{\infty}} dt.
\]

**Proof.** Write \( \delta = \int_{0}^{1} \|H_{1}(t, \cdot) - H_{0}(t, \cdot)\|_{L^{\infty}} dt \) and let \( \epsilon > 0 \); we will show that there exists a \( (\delta + \epsilon) \)-interpolation between \((CF_{*}(H_{0}), \partial_{H_{0}}, \ell_{H_{0}})\) and \((CF_{*}(H_{1}), \partial_{H_{1}}, \ell_{H_{1}})\).

Define \( \tilde{H}^{0}: [0, 1] \times S^{1} \times M \to \mathbb{R} \) by \( \tilde{H}^{0}(s, t, m) = sH_{1}(t, m) + (1-s)H_{0}(t, m) \). A standard argument with the Sard-Smale theorem (see e.g., [Le05] Propositions 6.1.2, 6.1.3]) shows
that, arbitrarily close to $\tilde{H}^0$ in the $C^1$-norm, there is a smooth map $\tilde{H} : [0, 1] \times S^1 \times M \to \mathbb{R}$ such that

- $\tilde{H}(0, t, m) = H_0(t, m)$ and $\tilde{H}(1, t, m) = H_1(t, m)$ for all $(t, m) \in S^1 \times M$.
- There are only finitely many $s \in [0, 1]$ with the property that $H(s, \cdot, \cdot) : S^1 \times M \to \mathbb{R}$ fails to be nondegenerate.

In particular we can take $\tilde{H}$ to be so $C^1$-close to $\tilde{H}^0$ that $\|\frac{\partial \tilde{H}}{\partial s} - \frac{\partial \tilde{H}^0}{\partial s}\|_{L^\infty} < \epsilon$.

For $s \in [0, 1]$ write $\tilde{H}_s(t, m) = \tilde{H}(s, t, m)$. Then for $0 \leq s_0 \leq s_1 \leq 1$ and $(t, m) \in S^1 \times M$ we have

$$|\tilde{H}_{s_1}(t, m) - \tilde{H}_{s_0}(t, m)| = \left| \int_{s_0}^{s_1} \frac{\partial \tilde{H}}{\partial s}(s, t, m)ds \right| \leq \epsilon |s_1 - s_0| + \left( \epsilon + |H_1(t, m) - H_0(t, m)| \right)(s_1 - s_0)$$

Thus, for any $s_0, s_1 \in [0, 1]$,

$$\int_0^1 \|\tilde{H}_{s_1}(t, \cdot) - \tilde{H}_{s_0}(t, \cdot)\|_{L^\infty} dt \leq \left( \epsilon + \int_0^1 \|H_1(t, \cdot) - H_0(t, \cdot)\|_{L^\infty} dt \right) |s_1 - s_0| = (\delta + \epsilon)|s_1 - s_0|$$

Let $S = \{s \in [0, 1] | \tilde{H}_s$ is not non-degenerate\}$, so by construction $S$ is a finite set, and for $s \in [0, 1] \setminus S$ we have a Floer-type complex $(CF_*(\tilde{H}_s), \partial_{\tilde{H}_s}, \epsilon_{\tilde{H}_s})$. Standard facts from filtered Hamiltonian Floer theory (summarized for instance in [U13, Proposition 5.1], though note that the definition of quasi-equivalence there is slightly different from ours) show that, for $s_0, s_1 \in [0, 1] \setminus S$, $(CF_*(\tilde{H}_{s_0}), \partial_{\tilde{H}_{s_0}}, \epsilon_{\tilde{H}_{s_0}})$ and $(CF_*(\tilde{H}_{s_1}), \partial_{\tilde{H}_{s_1}}, \epsilon_{\tilde{H}_{s_1}})$ are $(\int_0^1 \|\tilde{H}_{s_1}(t, \cdot) - \tilde{H}_{s_0}(t, \cdot)\|_{L^\infty} dt)$-quasi-equivalent, and hence $(\delta + \epsilon)|s_1 - s_0|$-quasi-equivalent by (32).

Thus the family $(CF_*(\tilde{H}_s), \partial_{\tilde{H}_s}, \epsilon_{\tilde{H}_s})$ defines a $(\delta + \epsilon)$ interpolation between $(CF_*(H_0), \partial_{H_0}, \epsilon_{H_0})$ and $(CF_*(H_1), \partial_{H_1}, \epsilon_{H_1})$. Since this construction can be carried out for all $\epsilon > 0$ the result immediately follows.

Combining this proposition with Theorem 11.2 we immediately get the following result:

**Corollary 12.2.** If $H_0$ and $H_1$ are two non-degenerate Hamiltonians on any compact symplectic manifold $(M, \omega)$ then the bottleneck distance between the concise barcodes of $(CF_*(H_0), \partial_{H_0}, \epsilon_{H_0})$ and $(CF_*(H_1), \partial_{H_1}, \epsilon_{H_1})$ is less than or equal to $\int_0^1 \|H_1(t, \cdot) - H_0(t, \cdot)\|_{L^\infty} dt$.

Similar results apply to the dependence of the barcodes of Lagrangian Floer complexes $CF(L_0, \phi_H(L_1))$ on the Hamiltonian $H$, or for that matter to Novikov complexes $CN_*(\hat{f})$ on the function $\hat{f} : \tilde{M} \to \mathbb{R}$. When $\Gamma$ is nontrivial these facts do not follow from previously-known results. (When $\Gamma$ is trivial they can be inferred from [CCCGGO09, Theorem 5.1].)

We now give an application of Corollary 12.2 to fixed points of Hamiltonian diffeomorphisms. Apart from its intrinsic interest, we also intend this as an illustration of how to use the methods developed in this paper.

It will be relevant that the Floer-type complex $(CF_*(H), \partial_{H}, \epsilon_{H})$ of a nondegenerate Hamiltonian on a compact symplectic manifold obeys the additional property that $\epsilon_{H}(\partial_{H}c) \leq \epsilon_{H}(c)$ for all $c \in CF_*(H)$, rather than the weaker inequality “$\leq$” which we generally required.
in the definition of a Floer-type complex (intuitively this is because on any negative gradient flowline of a function $f$ which—like those counted by $\partial$—is not constant, the value of $f$ strictly decreases along the flowline). Consequently there can be no elements of the form $([a], 0)$ in the verbose barcode of $(CF_k(H), \partial_H, \ell_H)$ in any degree $k$, as such an element would correspond to elements $x \in CF_k(H)$ and $y \in CF_{k+1}(H)$ with $\partial_H y = x$ and $\ell_H(y) = \ell_H(x)$. In other words, the verbose barcode of $(CF_k(H), \partial_H, \ell_H)$ is, in all degrees $k$, equal to its concise barcode $BCF_k(H, H, k)$.

To state the promised result, recall the notation $\mathcal{P}_k(H)$ from \cite{31}, and for any subset $E \subset \mathbb{R}$, define

$$\mathcal{P}_{E}^{E}(H_0) = \{\gamma \in \mathcal{P}_k(H)(\exists u: D^2 \to M) \ (u|_{S^1} = \gamma, A_{H_0}(\gamma, u) \in E, \mu(\gamma, u) = k)\}$$

**Theorem 12.3.** Let $H_0: S^1 \times M \to \mathbb{R}$ be a nondegenerate Hamiltonian on a compact symplectic manifold $(M, \omega)$, let $k \in \mathbb{Z}$, let $E \subset \mathbb{R}$ be any subset, and let $\Delta_E > 0$ be the minimum of:

- The smallest second coordinate $L$ of any element $([a], L)$ of the degree-$k$ part $BCF_k(H_0, k)$ of the concise barcode such that some representative $a$ of the coset $[a]$ belongs to $E$;
- The smallest second coordinate of any $([a], L) \in BCF_k(H_0, k-1)$ such that some $a \in [a]$ has $a + L \in E$.

Let $H: S^1 \times M \to \mathbb{R}$ be any nondegenerate Hamiltonian with $\int_0^1 \|H(t, \cdot) - H_0(t, \cdot)\|_{L^\infty} < \Delta_E$. Then there is an injection $f: \mathcal{P}_k^{E}(H_0) \to \mathcal{P}_k(H)$ and, for each $\gamma \in \mathcal{P}_k(H_0)$, maps $u, \bar{u}: D^2 \to M$ with $u|_{S^1} = \gamma$ and $\bar{u}|_{S^1} = f(\gamma)$ such that

$$|A_{H}([f(\gamma), \bar{u}]) - A_{H_0}(\gamma, u)| \leq \int_0^1 \|H(t, \cdot) - H_0(t, \cdot)\|_{L^\infty}$$

**Proof.** As in the proof of Proposition \cite{74} we can find singular value decompositions for $(\partial_{H_0})_{k+1}: CF_{k+1}(H_0) \to \ker(\partial_{H_0})_k$ and $(\partial_{H_0})_k: CF_k(H_0) \to \ker(\partial_{H_0})_{k-1}$ having the form

$$\left(\left(y_1^k, \ldots, y_{r_k}^k, x_{m_{k+1}}^k, \ldots, x_{m_k}^k\right), \left(x_1^k, \ldots, x_{m_k}^k\right)\right)$$

and

$$\left(\left(y_1^{k-1}, \ldots, y_{r_{k-1}}^{k-1}, x_1^k, \ldots, x_{m_k}^k\right), \left(x_1^{k-1}, \ldots, x_{m_k}^{k-1}\right)\right)$$

In particular $(y_1^{k-1}, \ldots, y_{r_{k-1}}^{k-1}, x_1^k, \ldots, x_{m_k}^k)$ is an orthogonal ordered basis for $CF_k(H_0)$. Write the elements of $\mathcal{P}_k(H_0)$ as $\gamma_1, \ldots, \gamma_s$, ordered in such a way that $\mathcal{P}_k^{E}(H_0) = \{\gamma_1, \ldots, \gamma_s\}$ for some $s \leq n$. As discussed before the statement of the theorem, if for each $i \in \{1, \ldots, n\}$ we choose an arbitrary $u_i: D^2 \to S^1$ with $u_i|_{S^1} = \gamma_i$ and $\mu(\gamma_i, u_i) = k$, and moreover $A_{H_0}(\gamma_i, u_i) \in E$ for $i = 1, \ldots, s$, then $(\gamma_1, \ldots, \gamma_s, u_1, \ldots, u_s)$ will be an orthogonal ordered basis for $CF_k(H_0)$. So by Proposition \cite{53} and the definition of $\ell_{H_0}$, there is a bijection $\alpha: \mathcal{P}_k(H_0) \to \{y_1^{k-1}, \ldots, y_{r_{k-1}}^{k-1}, x_1^k, \ldots, x_{m_k}^k\}$ such that $\ell_{H_0}(\alpha(\gamma_i)) \equiv A_{H_0}(\gamma_i, u_i) (mod \Gamma)$.

If $\alpha(\gamma_i) = y_j^{k-1}$ for some $j_i \in \{1, \ldots, r_{k-1}\}$, then the element $([a_i], L_i) := (\ell_{H_0}(x_{j_i}^k), \ell_{H_0}(y_{j_i}^{k-1}) - \ell_{H_0}(x_{j_i}^{k-1}))$ of the degree-$(k-1)$ verbose barcode of $(CF_k(H_0), \partial_{H_0}, \ell_{H_0})$ has $A_{H}(\gamma_i, u_i) \equiv a_i + L_i (mod \Gamma)$. Otherwise, $\alpha(\gamma_i) = x_j^k$ for some $j_i \in \{1, \ldots, m_k\}$, and then we have an element $([a_i], L_i)$ of the degree-$k$ verbose barcode of $(CF_k(H_0), \partial_{H_0}, \ell_{H_0})$ where $a_i = \ell_{H_0}(x_{j_i}^k)$ and $L_i = \ell_{H_0}(y_{j_i}^k) - \ell_{H_0}(x_{j_i}^k)$ if $1 \leq i \leq m_k$ and $L_i = \infty$ otherwise; in this case $A_{H}(\gamma_i, u_i) \equiv a_i (mod \Gamma)$. As noted before the theorem, the verbose barcode of $(CF_k(H_0), \partial_{H_0}, \ell_{H_0})$ is the
same in every degree as its concise barcode, so in particular these elements \((a_i, L_i)\) of the verbose barcodes belong to the concise barcodes \(\mathcal{B}_{CF_\ast(H_0), k}\) or \(\mathcal{B}_{CF_\ast(H_0), k - 1}\).

Considering now our new Hamiltonian \(H\), write \(\delta = \int_0^1 \|H(t, \cdot) - H_0(t, \cdot)\|_{L^\infty} dt\). Our hypothesis, along with the fact that \(\mathcal{A}_{H_0}([\gamma_i, u_i]) \in E\) for \(i = 1, \ldots, s\), then guarantees that, for \(i = 1, \ldots, s\), the elements \(([a_i], L_i)\) of the concise barcodes \(\mathcal{B}_{CF_\ast(H_0), k}\) or \(\mathcal{B}_{CF_\ast(H_0), k - 1}\) described in the previous paragraph all have \(L_i \geq \Delta^E > 2\delta\). On the other hand Corollary \[12.2\] implies that there are partial matchings between \(\mathcal{B}_{CF_\ast(H_0), k}\) and \(\mathcal{B}_{CF_\ast(H), k}\), and between \(\mathcal{B}_{CF_\ast(H_0), k - 1}\) and \(\mathcal{B}_{CF_\ast(H), k - 1}\), having defects at most \(\delta\). So since each \(L_i > 2\delta\), none of the elements \(([a_i], L_i)\) for \(i = 1, \ldots, s\) can be unmatched under this partial matching. So each of them is matched to an element of the degree-\(k\) or \(k - 1\) concise barcode of \((CF_\ast(H), \partial H, \ell_H)\) that we will denote \(([\tilde{a}_i], \tilde{L}_i)\); by the definition of defect we can choose \(\tilde{a}_i\) within its \(\Gamma\)-coset so that \(|\tilde{a}_i - a_i| \leq \delta\) and either \(\tilde{L}_i = L_i = \infty\) or \(|(\tilde{a}_i + \tilde{L}_i) - (a_i + L_i)| \leq \delta\).

Just as with \(CF_\ast(H_0)\), if we take singular value decompositions for \((\partial H)_{k + 1}\) and \((\partial H)_k\) on \(CF_\ast(H)\) in the form

\[
\left(\left(z_1^k, \ldots, z_{r_k}^k, w_1^{k + 1}, \ldots, w_{s_{k+1}}^{k+1}\right), (w_1^k, \ldots, w_{s_k}^k)\right)
\]

and

\[
\left(\left(z_1^{k-1}, \ldots, z_{r_{k-1}}^{k-1}, w_1^{k}, \ldots, w_{s'_k}^{k}\right), (w_1^{k-1}, \ldots, w_{s'_{k-1}}^{k-1})\right)
\]

and if the elements of \(\mathcal{P}_k(H)\) are written \([\eta_1, \ldots, \eta_p]\), then we can choose \(v_j: D^2 \to M\) with \(v_j|_{S^1} = \eta_j\) for each \(j \in \{1, \ldots, p\}\) in such a way that the multiset of real numbers

\[
\mathcal{A}_H([\eta_j, v_j])
\]

is equal to the multiset \(\{\ell_H(z_j^{k-1})|1 \leq j \leq s \} \cup \{\ell_H(w_j^k)|1 \leq j \leq m'_k\}\).

This gives an injection from the submultiset \(\{([\tilde{a}_i], \tilde{L}_i)|1 \leq i \leq s\} \subset \mathcal{B}_{CF_\ast(H), k} \cup \mathcal{B}_{CF_\ast(H), k - 1}\) described above to \(\mathcal{P}_k(H)\), which when \(i\) is such that \(\alpha(\gamma_i) = y_j^{k-1}\) sends \(([\tilde{a}_i], \tilde{L}_i)\) (which then belongs to the degree-\((k - 1)\) concise barcode of \(CF_\ast(H)\)) to some \(\eta_q\), with \(\mathcal{A}_H([\eta_q, v_q]) = \tilde{a}_i + \tilde{L}_i\), and when \(i\) is such that \(\alpha(\gamma_i) = x_j^k\) sends \(([\tilde{a}_i], \tilde{L}_i)\) (which then belongs to the degree-\(k\) concise barcode of \(CF_\ast(H)\)) to some \(\eta_q\) with \(\mathcal{A}_H([\eta_q, v_q]) = \tilde{a}_i\). The map \(f: \mathcal{P}_{k, \infty}^E(H_0) \to \mathcal{P}_k(H)\) promised in the theorem is then the one which sends each \(\gamma_i\) to \(\eta_q\); the fact that this obeys the required properties follows directly from the inequalities \(|\tilde{a}_i - a_i| \leq \delta\) and \(|(\tilde{a}_i + \tilde{L}_i) - (a_i + L_i)| \leq \delta\) and the fact that the value of \(\mathcal{A}_H([\eta_q, v_q])\) can be varied within its \(\Gamma\)-coset, without changing the grading \(k\), by using a different choice of capping disk \(v_q\). \(\square\)

**Remark 12.4.** Theorem \[12.3\] may be applied with \(E = \mathbb{R}\), in which case it shows that if \(\int_0^1 \|H(t, \cdot) - H(t, \cdot)\|_{L^\infty} dt\) is less than half of the minimal second coordinate of the concise barcode of \(CF_\ast(H_0)\) in any degree, then the time-one flow of the perturbed Hamiltonian \(H\) will have at least as many fixed points\(^5\) as that of the original Hamiltonian \(H_0\). This may appear somewhat surprising, as a \(C^0\)-small perturbation of the Hamiltonian function \(H\) can still rather dramatically alter the Hamiltonian vector field \(X_H\), which depends on the derivative of \(H\). However this basic phenomenon is by now rather well-known in symplectic topology; see in particular \[CR03, Theorem 2.1, U11 Corollary 2.3\], though these other results do not give control over the values of \(\mathcal{A}_H\) on \(\partial \mathcal{P}_k(H)\) as in Theorem \[12.3\].

For a more general choice of \(E\) our result does not appear to have analogues in the literature; this generalization is of interest when \(\Delta^E\), thought of as the minimal length of

---

\(^5\)with contractible orbit under \(\phi_H\), though one can drop this restriction by using a straightforward variant of the Floer complex built from noncontractible orbits
a barcode interval with endpoint lying in $E$, is larger than the minimal length $\Delta^E$ of all barcode intervals, in which case the Theorem shows that fixed points of $\phi^1_{\hat{H}_0}$ with action lying in $E$ enjoy a robustness that the other fixed points of $\phi^1_{\hat{H}}$ may not. For instance in the case that $E = \{a_0\}$ is a singleton and there is just one element $[\gamma_0, u_0]$ of $\tilde{P}_k$ having $A_H([\gamma_0, u_0]) = a_0$, then $\Delta^E$ is bounded below by the lowest energy of a Floer trajectory converging to $\gamma_0$ in positive or negative time, whereas $\Delta^R$ is bounded below by the lowest energy of all Floer trajectories, which might be much smaller.

**Appendix A. An algorithm for singular value decompositions**

In this appendix, we provide an algorithm (with proof) for producing enough of a singular value decomposition of a linear map between orthogonalizable $\Lambda$-spaces to allow one to read off the verbose barcode of a Floer-type complex in any given degree. The algorithm is essentially Gaussian elimination, but with a carefully-designed rule for pivot selection which allows us to achieve the desired orthogonality properties. In this respect it is similar to the algorithm from [ZC05] that computes barcodes in classical persistent homology; however [ZC05] uses a pivot-selection rule which does not adapt well to our context where the value group $\Gamma$ may be nontrivial, leading us to use a different such rule. Like the algorithm from [ZC05], our algorithm requires a number of field operations that is at most cubic in the dimensions of the relevant vector spaces, and can be expected to do better than this in common situations where the matrix representing the linear map is sparse. Of course, when working over a Novikov field there is an additional concern regarding how one can implement arithmetic operations in this field on a computer; we do not attempt to address this here.

**Theorem A.1.** (Algorithmic version of Theorem 3.4). Let $(C, \ell_C)$ and $(D, \ell_D)$ be orthogonalizable $\Lambda$-spaces, let $A : C \to D$ be a $\Lambda$-linear map, and let $(v_1, \ldots, v_n)$ be an orthogonal ordered basis for $C$. Then one may algorithmically construct an orthogonal ordered basis $(v'_1, \ldots, v'_n)$ of $C$ such that

(i) $\ell_C(v'_i) = \ell_C(v_i)$ and $\ell_D(Av'_i) \leq \ell_D(Av_i)$ for each $i$;

(ii) Where $U = \{i \in \{1, \ldots, n\} | Av'_i \neq 0\}$, the ordered subset $(Av'_i | i \in U)$ is orthogonal in $D$.

**Remark A.2.** In particular, $(v'_i | i \notin U)$ then gives an orthogonal ordered basis for $\ker A$.

**Proof.** Fix throughout the algorithm an orthogonal ordered basis $(w_1, \ldots, w_m)$ for $D$. Represent $A$ by a matrix $(A_{ij})$ with respect to these bases, so that $Av_j = \sum_i A_{ij}w_i$. Note that $v_j$ changes as the algorithm proceeds (though the $w_i$ do not), so the elements $A_{ij} \in \Lambda$ will likewise change in a corresponding way. Initialize the set of “unused column indices” to be
\[ J = \{1, \ldots, n\}, \] and the set of “pivot pairs” to be \( P = \emptyset \); at each step an element will be removed from \( J \) and an element will be added to \( P \). Here is the algorithm:

\[ \textbf{while} \ (\exists j \in J)(Av_j \neq 0) \textbf{do} \]

Choose \( i_0 \in \{1, \ldots, m\} \) and \( j_0 \in J \) which maximize the quantity \( \ell_D(w_{i_0}) - \nu(A_{i_0j_0}) - \ell_C(v_{j_0}) \) over all \((i, j) \in \{1, \ldots, m\} \times J\); Add \((i_0, j_0)\) to the set \( P \);

Remove \( j_0 \) from the set \( J \);

For each \( j \in J \), replace \( v_j \) by \( v'_j := v_j - \frac{A_{i_0j}}{A_{i_0j_0}}v_{j_0} \);

For each \( j \in J \) and \( i \in \{1, \ldots, m\} \), replace \( A_{ij} \) by \( A'_{ij} := A_{ij} - \frac{A_{i_0j}}{A_{i_0j_0}} \) (thus restoring the property that \( Av_j = \sum_{i=1}^{m} A_{ij}w_i \));

\[ \textbf{end} \]

Note that the while loop predicate implies that in each iteration there is some \((i, j) \in \{1, \ldots, m\} \times J\) such that \( A_{ij} \neq 0 \), so in particular \( A_{i_0j_0} \neq 0 \) (otherwise \( A = 0 \)) and so the divisions by \( A_{i_0j_0} \) in the last two steps of the iteration are not problematic. The ordered basis \((v'_1, \ldots, v'_n)\) promised in the statement of this theorem is then simply the tuple to which \((v_1, \ldots, v_n)\) has evolved upon the termination of the while loop. To prove that this satisfies the required properties it suffices to prove that, in each iteration of the while loop, the following assertions hold:

\[ \textbf{Claim A.3}. \text{ If the initial basis } (v_1, \ldots, v_n) \text{ is orthogonal, then so is the basis obtained by replacing } v_j \text{ by } v'_j = v_j - \frac{A_{i_0j}}{A_{i_0j_0}}v_{j_0} \text{ for each } j \in J, \text{ and } \ell_C(v'_j) = \ell_C(v_j) \text{ while } \ell_D(Av'_j) \leq \ell_D(Av_j). \]

\[ \textbf{Claim A.4}. \text{ After each iteration, the ordered set } (Av_j | j \notin J) \subset D \text{ is orthogonal.} \]

\[ \textbf{Proof of Claim A.3}. \text{ For any } j \in J, \text{ by the orthogonality of } (v_1, \ldots, v_n) \text{ and the definition of } v'_j, \text{ we have} \]

\[ \ell_C(v'_j) = \max \left\{ \ell_C(v_j), \ell_C \left( \frac{A_{i_0j}}{A_{i_0j_0}}v_{j_0} \right) \right\} \]

Because \((i_0, j_0)\) is chosen to satisfy \( \ell_D(w_{i_0}) - \nu(A_{i_0j_0}) - \ell_C(v_{j_0}) \geq \ell_D(w_i) - \nu(A_{ij}) - \ell_C(v_j) \) for all \( i \) and \( j \), it in particular holds that

\[ \ell_D(w_{i_0}) - \nu(A_{i_0j_0}) - \ell_C(v_{j_0}) \geq \ell_D(w_{i_0}) - \nu(A_{i_0j}) - \ell_C(v_j) \]

which can be rearranged to give \( \ell_C \left( \frac{A_{i_0j}}{A_{i_0j_0}}v_{j_0} \right) \leq \ell_C(v_j) \). So we get \( \ell_C(v'_j) = \ell_C(v_j) \). As for the statement about \( \ell_D(Av'_j) \), note that

\[ \ell_D(Av_{j_0}) = \ell_D \left( \sum_{i=1}^{m} A_{ij_0}w_i \right) = \max_{1 \leq i \leq n} (\ell_D(w_i) - \nu(A_{ij_0})) = \ell_D(w_{i_0}) - \nu(A_{i_0j_0}) \]

where the last equation follows from the optimality criterion satisfied by \((i_0, j_0)\). Then,

\[ \ell_D \left( \frac{A_{i_0j}}{A_{i_0j_0}}Av_{j_0} \right) = \ell_D(w_{i_0}) - \nu(A_{i_0j}) \leq \max_{1 \leq i \leq n} \ell_D(A_{ij}w_i) = \ell_D \left( \sum_{i=1}^{n} A_{ij}w_i \right) = \ell_D(Av_j) \]

and hence \( \ell_D(Av'_j) \leq \max \left\{ \ell_D(Av_j), \ell_D \left( \frac{A_{i_0j}}{A_{i_0j_0}}Av_{j_0} \right) \right\} = \ell_D(Av_j) \).

It remains to prove orthogonality of the basis obtained by replacing the \( v_j \) by \( v'_j \) for \( j \in J \). For the rest of the proof we use the variable values as they are after the third
step of the given iteration of the while loop—thus the $v_j$ have not been changed but $j_0$ has been removed from $\mathcal{J}$. The new basis will be $\{v'_1, \ldots, v'_n\}$ where $v'_j = v_j$ if $j \notin \mathcal{J}$ and $v'_j = v_j - \frac{A_{10j_0}}{A_{0j_0}} v_{j_0}$ otherwise. Let $\lambda_1, \ldots, \lambda_n \in \Lambda$ and observe that, by the orthogonality of $\{v_1, \ldots, v_n\}$,

$$\ell_C \left( \sum_{j=1}^{n} \lambda_j v'_j \right) = \ell_C \left( \sum_{j=1}^{n} \lambda_j v_j - \sum_{j \in \mathcal{J}} \lambda_j \frac{A_{10j}}{A_{0j_0}} v_{j_0} \right)$$

$$= \max \left\{ \ell_C \left( \left( \lambda_{j_0} - \sum_{k \in \mathcal{J}} \lambda_k \frac{A_{ik_0}}{A_{0j_0}} \right) v_{j_0} \right); \max_{j \neq j_0} \ell_C (\lambda_j v_j) \right\}.$$ 

If $\ell(\lambda_{j_0} v_{j_0}') > \ell(\lambda_j v_j')$ for all $j \neq j_0$, then of course $\ell_C \left( \sum_{j=1}^{n} \lambda_j v'_j \right) = \ell_C(\lambda_{j_0} v_{j_0}') = \max_j \{\ell_C(\lambda_j v_j')\}$. Otherwise, there is $j_1 \neq j_0$ such that $\max_{j_0} \ell_C (\lambda_{j_0} v_{j_0}) = \ell_C(\lambda_{j_1} v_{j_1})$. Now we showed earlier that for all $j$ we have $\ell_C (v'_j) = \ell_C (v_j)$, and also that for $j \in \mathcal{J}$, we have $\ell_C \left( \frac{A_{ikj}}{A_{0j_0}} v_{j_0} \right) \leq \ell_C (v_j)$. Consequently $\ell_C (\lambda_{j_1} v_{j_1}) \geq \ell_C (\lambda_{j_0} v_{j_0})$ and, for all $k \in \mathcal{J}$,

$$\ell(\lambda_{j_1} v_{j_1}) \geq \ell \left( \lambda_{k} \frac{A_{ikj}}{A_{0j_0}} v_{j_0} \right).$$

So we have

$$\ell_C \left( \sum_{j=1}^{n} \lambda_j v'_j \right) = \ell_C (\lambda_{j_1} v_{j_1}) = \ell_C (\lambda_{j_0} v_{j_0}) = \ell \left( \lambda_{k} \frac{A_{ikj}}{A_{0j_0}} v_{j_0} \right),$$

proving the orthogonality of $(v'_1, \ldots, v'_n)$. This completes the proof of Claim [A.3].

**Proof of Claim A.4.** For $k \geq 1$ let $(i_k, j_k)$ denote the pivot pair that is added to the set $\mathcal{P}$ during the $k$th iteration of the while loop. In particular $j_k$ is removed from $\mathcal{J}$ during the $k$-th iteration, and after this removal we have $\mathcal{J} = \{1, \ldots, n\} \setminus \{j_1, \ldots, j_k\}$. So the column operation in the last step of the $k$th iteration replaces the matrix entries $A_{ikj}$ for $j \notin \{j_1, \ldots, j_k\}$ by $A_{ikj} - \frac{A_{ikj} A_{ikj}}{A_{kk}} = 0$. Moreover for $j \notin \{j_1, \ldots, j_k\}$ and any $i \in \{1, \ldots, m\}$ such that after the prior iteration we had $A_{ijk} = A_{ij} = 0$ (for instance this applies, inductively, to any $i \in \{i_1, \ldots, i_{k-1}\}$), the fact that $A_{ij} = 0$ will be preserved after the $k$-th iteration. Thus, 

$$\text{(33)} \quad \text{After the kth iteration, } A_{ij} = 0 \text{ for } l \in \{1, \ldots, k\} \text{ and } j \notin \{j_1, \ldots, j_l\}. $$

We now show that, after the $k$-th iteration, the ordered set $(Av_{j_1}, \ldots, Av_{j_k})$ is orthogonal; this is evidently equivalent to the statement of the claim. Note that, for $1 \leq l \leq k$, neither the element $v_{j_l}$ nor the $ji_l$-th column of the matrix $(A_{ij})$ changes during or after the $l$-th iteration of the while loop, due to the removal of $j_l$ from $\mathcal{J}$ during that iteration. For $l \in \{1, \ldots, k\}$, the optimality condition satisfied by the pair $(i_l, j_l)$ guarantees that $\ell_{D}(w_i) - \nu(A_{ij_l}) \leq \ell_{D}(w_i) - \nu(A_{ij_l})$ for all $i$ and hence

$$\text{(34)} \quad \ell_{D}(Av_{j_l}) = \max_{i} \ell_{D}(A_{ij_l} w_i) = \ell_{D}(A_{ij_l} w_i).$$
Given $\lambda_1, \ldots, \lambda_k \in \Lambda$ we shall show that $\ell_D(\sum_{l=1}^{k} \lambda_l A v_{j_l}) = \max_{i} \ell_D(\lambda_i A v_{j_i})$. Let $l_0$ be the smallest element of $\{1, \ldots, k\}$ with the property that

$$\ell_D(\lambda_{l_0} A_{i_{l_0} j_{l_0}} w_{i_{l_0}}) = \max_{1 \leq l \leq k} \ell_D(\lambda_l A_{i_l j_l} w_{i_l}).$$

For all $i \in \{1, \ldots, m\}$ and $l \in \{1, \ldots, k\}$ we have, by the choice of $(i_l, j_l)$,

$$\ell_D(\lambda_l A_{i_l j_l} w_{i_l}) \leq \ell_D(\lambda_{l_0} A_{i_{l_0} j_{l_0}} w_{i_{l_0}}) \leq \ell_D(\lambda_l A_{i_l j_l} w_{i_l}).$$

Meanwhile, using (33),

$$\sum_l \lambda_l A_{i_l j_l} w_{i_l} = \lambda_{l_0} A_{i_{l_0} j_{l_0}} w_{i_{l_0}} + \sum_{l < l_0} \lambda_l A_{i_l j_l} w_{i_l}.$$  

Each term $\lambda_l A_{i_l j_l} w_{i_l}$ has filtration level bounded above by $\ell_D(\lambda_l A_{i_l j_l} w_{i_l})$ by the second equality in (33), and this latter filtration level is, for $l < l_0$, strictly lower than $\ell_D(\lambda_{l_0} A_{i_{l_0} j_{l_0}} w_{i_{l_0}})$ because we chose $l_0$ as the smallest maximizer of $\ell_D(\lambda_l A_{i_l j_l} w_{i_l})$. So in fact have

$$\ell_D\left(\sum_l \lambda_l A_{i_l j_l} w_{i_l}\right) = \ell_D(\lambda_{l_0} A_{i_{l_0} j_{l_0}} w_{i_{l_0}}).$$

By the orthogonality of the ordered basis $(w_1, \ldots, w_m)$ we therefore have

$$\ell_D\left(\sum_{l=1}^{k} \lambda_l A v_{j_l}\right) = \ell_D\left(\sum_{i=1}^{m} \lambda_l A_{i_l j_l} w_{i_l}\right)$$

$$= \max_{1 \leq l \leq m} \ell_D\left(\sum_{i=1}^{m} \lambda_l A_{i_l j_l} w_{i_l}\right) \geq \ell_D(\lambda_{l_0} A_{i_{l_0} j_{l_0}} w_{i_{l_0}})$$

$$= \max_l \ell_D(\lambda_l A_{i_l j_l} w_{i_l}) = \max_l \ell_D(\lambda_l A v_{j_l})$$

where in the first equality in the third line we use the defining property of $l_0$ and in the last equality we use (34). Since the reverse inequality $\ell_D(\sum_l \lambda_l A v_{j_l}) \leq \max_l \ell_D(\lambda_l A v_{j_l})$ is trivial this completes the proof of the orthogonality of $(A v_{j_1}, \ldots, A v_{j_k})$. □

As noted earlier, Claims A.3 and A.4 directly imply that the basis for $C$ obtained at the termination of the while loop satisfies the required properties, thus completing the proof of Theorem A.1. □

To go from Theorem A.1 to a singular value decomposition, first reorder the elements $v'_i$ produced by the theorem so that $A v'_i \neq 0$ if and only if $i \in \{1, \ldots, r\}$ where $r$ is the rank of $A$, and such that $\ell_C(v'_1) - \ell_D(A v'_1) \geq \cdots \geq \ell_C(v'_r) - \ell_D(A v'_r)$. In the case that $A$ is surjective, then $((v'_1, \ldots, v'_r), (A v'_1, \ldots, A v'_r))$ will immediately be a singular value decomposition for $A$. More generally, if $(x_{r+1}, \ldots, x_m)$ is an orthogonal ordered basis for any orthogonal complement to Im($A$) in $D$, then $((v'_1, \ldots, v'_r), (A v'_1, \ldots, A v'_r, x_{r+1}, \ldots, x_m))$ is a singular value decomposition for $A$.

To compute the degree-$k$ verbose barcode for a Floer-type complex $(C_*, \partial, \ell)$, one may thus proceed as follows:

- First, by applying the algorithm in Theorem A.1 to $\partial_k$: $C_k \to C_{k-1}$ or otherwise (see Remark A.2), obtain an orthogonal ordered basis $(w_1, \ldots, w_m)$ for ker $\partial_k$. 

• Express $\partial_{k+1} : C_{k+1} \to \ker \partial_k$ in terms of an orthogonal basis for $C_{k+1}$ and the basis $(w_1, \ldots, w_m)$ for $\ker \partial_k$, and apply Theorem A.1 to obtain data $(v'_1, \ldots, v'_n)$ and $\mathcal{U}$ as in the statement of that theorem.

• The degree-$k$ verbose barcode consists of one element $\{[\ell(Av'_i)], \ell(v'_i) - \ell(Av'_i)\}$ for each $i \in \mathcal{U}$, and one element $([a], \infty)$ for each $[a]$ lying in the multiset complement $\{[\ell(w_1)], \ldots, [\ell(w_m)]\} \setminus \{[\ell(Av'_i)]|i \in \mathcal{U}\}$.

### Appendix B. Interleaving distance

In this brief appendix, we will discuss the relation of our quasiequivalence distance $d_Q$ to the notion of interleaving, which is often used (e.g. in \cite{CCGGO09}) as a measure of proximity between persistence modules. Because the main objects of the paper are Floer-type complexes, rather than the persistence modules given by their filtered homologies, we will use the following definition: on passing to homology this gives (at least in principle) a slightly different notion than that used in \cite{CCGGO09}, as the maps on homology in \cite{CCGGO09} are not assumed to be induced by maps on the original chain complexes.

**Definition B.1.** For $\delta \geq 0$, a chain level $\delta$-interleaving of two Floer-type complexes $(C_*,\partial_C,\ell_C)$ and $(D_*,\partial_D,\ell_D)$ is a pair $(\Phi,\Psi)$ of chain maps $\Phi : C_* \to D_*$ and $\Psi : D_* \to C_*$ such that:

- $\ell_D(\Phi c) \leq \ell_C(c) + \delta$ for all $c \in C_*$
- $\ell_D(\Psi d) \leq \ell_D(d) + \delta$ for all $d \in D_*$
- For all $\lambda \in \mathbb{R}$ the compositions $\Psi \Phi : C_\lambda^* \to C_\lambda^{\lambda+2\delta}$ and $\Phi \Psi : D_\lambda^* \to D_\lambda^{\lambda+2\delta}$ induce the same maps on homology as the respective inclusions.

It is easy to see that a chain level $\delta$-interleaving induces maps $\Phi_* : H^\lambda(C_*) \to H^{\lambda+\delta}(D_*)$ and $\Psi_* : H^\lambda(D_*) \to H^{\lambda+\delta}(C_*)$ (as $\lambda$ varies through $\mathbb{R}$) which give a strong $\delta$-interleaving between the persistence modules $\{H^\lambda(C_*)\}$ and $\{H^\lambda(D_*)\}$ in the sense of \cite{CCGGO09}. It is also easy to see that if $(\Phi,\Psi,K_C,K_D)$ is a $\delta$-quasiequivalence between $(C_*,\partial_C,\ell_C)$ and $(D_*,\partial_D,\ell_D)$, then $(\Phi,\Psi)$ is a chain level $\delta$-interleaving. We will see that the converse of this latter statement is true provided that $\Phi$ and $\Psi$ are split in the sense of Section 9.3.

**Lemma B.2.** Let $F_*^C$ be a splitting of a Floer-type complex $(C_*,\partial_C,\ell_C)$, and suppose that $A : C_* \to C_*$ is a chain map which is split with respect to this splitting, such that there exists $\epsilon > 0$ such that $\ell_C(Ac) \leq \ell_C(c) + \epsilon$ for all $c \in C_*$ and, for all $\lambda \in \mathbb{R}$, the induced map $A_* : H_\lambda(C_*^\lambda) \to H_\lambda(C_*^{\lambda+\epsilon})$ is zero. Then there exists a map $K : C_* \to C_{*+1}$ such that $\ell_C(Kc) \leq \ell_C(c) + \epsilon$ for all $c \in C_*$ and $A = \partial_C K + K \partial_C$.

**Proof.** Let $B_* = \text{Im}(\partial_C)_{*+1}$. Then the boundary operator $\partial_C$ restricts as an isomorphism $(\partial_C)_{*+1} : F_{*+1}^C \to B_*$. Let $L_* = \oplus_k L_k$ where each $L_k$ is a complement to $B_k$ in $\ker(\partial_C)_k$, so that $\ker(\partial_C)_* = B_* \oplus L_*$. Let $s : C_* \to C_{*+1}$ be the linear map such that $s|_{L_* \oplus F_*} = 0$ and $s|_{B_*} = (\partial_C|_{F_{*+1}})^{-1}$. Therefore, $\partial_C s|_{B_*}$ is the identity map on $B_*$, and for any $b \in B_*$, $s(b)$ is the unique element of $F_*^C$ such that $\partial_C s(b) = b$. Moreover, because $F_{*+1}^C$ is orthogonal to $\ker(\partial_C)_{*+1}$

$$\ell_C(s(b)) = \inf \{\ell_C(c) \mid c \in C_{*+1}, \partial_C c = b\}.
$$

Now let $K = sA$; we will check that $A = \partial_C K + K \partial_C$. Indeed,

(i) For $x \in \ker(\partial_C)_*$, we have $(\partial_C K + K \partial_C)x = \partial_C K x = \partial_C s Ax = Ax$, since $Ax \in B_*$ by the hypothesis on $A_* : H_\lambda(C_*^\lambda) \to H_\lambda(C_*^{\lambda+\epsilon})$.
(ii) For \( y \in F_*^C \), since \( A \) is split and so \( Ay \in F_*^C \), \( Ky = sAy = 0 \). Therefore, \((\partial_K K + K \partial_C)y = sA \partial_C y = s \partial_C Ay = Ay\), where the last equality comes from the fact that \( \partial_C s \partial_C Ay = \partial_C Ay \) and that both \( s \partial_C Ay \) and \( Ay \) belong to \( F_*^C \), together with the injectivity of \( \partial_C|_{F_*^C} \).

Finally, by the hypothesis that each \( A_* : H_*^c(C_*^\lambda) \to H_*^c(C_*^{\lambda+\epsilon}) \) is zero, for any \( x \in \ker(\partial_C)_* \), there exists some \( z \in C_{*+1} \) such that \( \partial_C z = Ax \) and \( \ell_C(z) \leq \ell_C(x) + \epsilon \). Since \( Kx = sAx \) also obeys \( \partial_K Kx = Ax \), \( \epsilon \) implies that

\[
\ell_C(Kx) \leq \ell_C(z) \leq \ell_C(x) + \epsilon.
\]

More generally any \( c \in C_* \) can be written \( c = x + f \) where \( x \in \ker(\partial_C)_* \) and \( f \in F_*^C \), and by definition \( Kf = 0 \), so

\[
\ell_C(Kc) = \ell_C(Kx) \leq \ell(x) \leq \ell_C(c) + \epsilon
\]

where the final inequality follows from the orthogonality of \( \ker(\partial_C)_* \) and \( F_*^C \).

**Corollary B.3.** If there is a chain-level \( \delta \)-interleaving between the Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\), then there exists a \( \delta \)-quasiequivalence between \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\).

**Proof.** By Lemma 9.14, we can replace both \( \Phi \) and \( \Psi \) by \( \Phi^\pi \) and \( \Psi^\pi \) which are split with respect to splittings \( F_*^C \) and \( F_*^D \) of our two complexes; then we will have

\[
(\Psi^\pi \circ \Phi^\pi - I_C)(F_*^C) \subset F_*^C \quad \text{and} \quad (\Phi^\pi \circ \Psi^\pi - I_D)(F_*^D) \subset F_*^D
\]

Note that, due to condition (ii) in Lemma 9.14, \( \Phi^\pi \) and \( \Psi^\pi \) induce the same maps on homology as do \( \Phi \) and \( \Psi \), so the fact that \( (\Phi, \Psi) \) is a chain level \( \delta \)-interleaving implies that the maps \( \Psi^\pi \Phi^\pi - I_{C_*} : H^\lambda(C_*) \to H^{\lambda + 2\delta}(C_*) \) and \( \Phi^\pi \Psi^\pi - I_{D_*} : H^\lambda(D_*) \to H^{\lambda + 2\delta}(D_*) \) are all zero. Hence applying Lemma B.2 to \( \Psi^\pi \Phi^\pi - I_C \) and to \( \Phi^\pi \Psi^\pi - I_D \) gives maps \( K_C \) and \( K_D \) such that \( (\Phi^\pi, \Psi^\pi, K_C, K_D) \) is a \( \delta \)-quasiequivalence.

In other words, if we define the (chain level) interleaving distance \( d_I \) by, for any two Floer-type complexes \((C_*, \partial_C, \ell_C)\) and \((D_*, \partial_D, \ell_D)\),

\[
d_I((C_*, \partial_C, \ell_C), (D_*, \partial_D, \ell_D)) = \inf \left\{ \delta \geq 0 \mid \text{There exists a chain level } \delta \text{-interleaving} \right\}
\]

then we have an equality of distance functions \( d_I = d_Q \) where \( d_Q \) is the quasiequivalence distance.
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