ON ELEMENTARY, ODD, SEMIMAGIC AND OTHER CLASSES OF ANTILATTICES
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ABSTRACT. An antilattice is an algebraic structure based on the same set of axioms as a lattice except that the two commutativity axioms for ∧ and ∨ are replaced by anticommutative counterparts. In this paper we study certain classes of antilattices, including elementary (no nontrivial subantilattices), odd (no subantilattices of order 2), simple (no nontrivial congruences) and irreducible (not expressible as a direct product). In the finite case, odd antilattices are the same as Leech’s Latin antilattices which arise from the construction of semimagic squares from pairs of orthogonal Latin squares.

1. Introduction

Antilattices are algebraic structures introduced and studied by J. Leech in 2005 [13] and later expanded in the book [15]. Antilattices have two binary operations ∧, ∨, and fulfill almost the same set of axioms as lattices, except that the commutativity axioms are replaced by axioms of anticommutativity, in the sense that no two distinct elements commute with respect to either operation. In [12] it was shown that antilattices play a structural role in the theory of noncommutative lattices, where “noncommutative” is to be understood as “not necessarily commutative”. For introductions to the modern theory of noncommutative lattices, see [14], [15].

In both [13] and [15], Leech explored the connection between certain types of antilattices, which we here call Latin, with (semi)magic squares. In this paper, we carry out this approach a bit further. Among other things we show that finite antilattices without proper subantilattices of order 2 can be put into one-to-one correspondence with pairs of orthogonal Latin squares.
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In §2 we give some background information. We briefly review a few necessary notions from universal algebra; the reader familiar with this can safely skip that subsection. We then review some basic facts about bands, i.e., idempotent semigroups, especially rectangular bands. In §2.3 we discuss in detail generating matrices of rectangular bands; these are essentially a combinatorial expression of the algebraic fact that rectangular bands are direct products of left zero and right zero bands. In §3 we discuss a linear time algorithm for testing if a band is rectangular using a generating matrix.

In §4 we define antilattices in a broader context of noncommutative lattice theory. In §5 we discuss congruences of antilattices and how they correspond to a particular type of partition of generating matrices. We also discuss simple and irreducible antilattices.

In §6 we discuss semimagic and the aforementioned Latin antilattices. The latter are constructed via the Choi-Euler construction of semimagic squares from pairs of orthogonal Latin squares and we discuss this in some detail.

Returning to the algebraic side of the subject, in §7 we introduce elementary antilattices (those with no nontrivial subantilattices) and odd antilattices (those with no subantilattices of order 2). In the finite case, odd antilattices turn out be precisely the same as Latin antilattices (Theorem 7.5). Oddness is also equivalent to the emptiness of the even graph of an antilattice. We also connect to the paper [7] by showing that a regular odd antilattice must be trivial (Theorem 7.10).

Finally, §8 is devoted to our main result Theorem 8.1 which describes all the implications between the various classes of antilattices considered in this paper. We especially discuss examples based on orthogonal Latin squares which show which implications are not reversible.

2. Preliminaries

2.1. Universal algebra. Our approach to antilattices is a mix of both combinatorial and universal algebra methods, and so for the benefit of the reader unfamiliar with the latter, we briefly review the needed notions. A standard reference is [4].

An algebraic structure, such as a group or a lattice, is a set together with a collection of operations called its signature. A class of algebraic structures with the same signature is called a variety if it is axiomatized by a set of (universally quantified) identities. For example, lattices form a variety, defined by the above identities.

For algebras with the same signature one may define homomorphisms, subalgebras and direct products. Birkhoff’s fundamental HSP
Theorem states that an algebraic structure defines a variety if and only if it is closed under homomorphisms, subalgebras and direct products.

A quasi-variety is a class of algebraic structures axiomatized by quasi-identities, which are either identities or formulas or the form \((s_1 = t_1 \& \ldots \& s_k = t_k) \implies s = t\) where the \(s, t, s_i, t_i\) are terms (formulas formed from just variables and operations). A quasi-variety is proper if it is not a variety. For example, cancellative semigroups form a proper quasi-variety defined by the associative law and the cancellation quasi-identities \(xy = xz \implies y = z\) and \(yx = zx \implies y = z\).

The analog of Birkhoff’s HSP Theorem for quasi-varieties is Mal’cev’s Theorem, which states that an algebraic structure is a quasi-variety if and only if it is closed under subalgebras, direct products and ultraproducts. Proper quasi-varieties are not closed under taking homomorphic images.

A congruence \(\alpha\) on an algebraic structure \(A\) in a quasi-variety is an equivalence relation which, as a set of ordered pairs, is also a subalgebra of \(A \times A\). If \(A\) lies in a variety, then the quotient \(A/\alpha\) lies in the same variety. The First Isomorphism Theorem holds in this setting: congruences are precisely kernel relations of homomorphisms, and a homomorphism’s image is isomorphic to the quotient by its kernel.

An algebraic structure \(A\) is (congruence) simple if it has only two congruences, the diagonal (or identity) congruence \(\Delta\) and the universal congruence \(\Delta\). (Note that in some areas of algebra such as semigroup theory, the word “simple” is used in a different sense and the concept we describe here is instead called congruence-free ([9], p. 93).)

An algebraic structure \(A\) is said to be irreducible if it is not isomorphic to a direct product \(B \times C\) of nontrivial algebras. Here the meaning of “nontrivial” is relative to the class of algebraic structures under consideration. In the context of this paper, nontrivial will mean having cardinality greater than 1.

2.2. Bands, semilattices and rectangular bands. A magma \((B, \cdot)\) is a set \(B\) with a binary operation \(\cdot\). As is customary when only one binary operation is present, we abbreviate it by juxtaposition: \(xy = x \cdot y\). A magma is a semigroup if it satisfies the associative identity \((xy)z = x(yz)\) for all \(x, y, z\), and a magma is idempotent if it satisfies \(xx = x\) for all \(x\). A band is an idempotent semigroup. Thus bands form a variety. Subvarieties of the variety of all bands have been classified [8].
Every band has a natural preorder \( \preceq \) defined by \( x \preceq y \iff x = xyx \), and a natural partial order \( \leq \) defined by \( x \leq y \iff x = xy = yx \). The latter relation refines the former in the sense that \( \leq \subseteq \preceq \).

The equivalence relation associated to the natural preorder is known as Green’s \( D \)-relation, defined by \( xDy \iff x \preceq y \& y \preceq x \). This relation is a congruence. Green’s \( L \)- and \( R \)-relations are defined, respectively, by \( xLy \iff (xy = x \& yx = y) \), and \( xRy \iff (xy = y \& yx = x) \).

A semilattice is a commutative band, that is, a band satisfying the additional identity \( xy = yx \) for all \( x, y \). Semilattices are precisely those bands in which \( D \) is the identity relation.

A rectangular band is a band satisfying the anticommutativity quasi-identity \( xy = yx \implies x = y \). Thus rectangular bands form a quasivariety, but one can say more. It turns out that rectangular bands form a variety characterized by the identities of associativity, idempotence and the identity \( xyx = x \) for all \( x, y \). It follows that rectangular bands are precisely those bands in which \( D \) is the universal relation.

The main structural result about general bands is the Clifford-McLean Theorem: Every band is a semilattice of rectangular bands. More precisely, if \( B \) is a band, then \( B/D \) is a semilattice. Thus we can visualize a band as a Hasse diagram for a semilattice, where each node is a \( D \)-class.

It follows that a simple band is either a semilattice or a rectangular band. The only simple semilattices are the 1-element semilattice and the 2-element semilattice. We will see below what the simple rectangular bands are.

A left zero band is a band satisfying \( xy = x \) for all \( x, y \), and similarly, a right zero band is a band satisfying \( xy = y \) for all \( x, y \). Left zero bands and right zero bands are rectangular. Any permutation of a left [right] zero band is an automorphism of the band. It follows that for each positive integer \( n \), there is only one left [right] zero band of size \( n \) up to isomorphism.

Every rectangular band \( B \) is isomorphic to a direct product of a left zero band and a right zero band ([15], Thm. 1.2.4). Indeed, fix \( a \in B \), observe that \( Ba = \{ xa \mid x \in B \} \) is a left zero band, \( aB = \{ ay \mid y \in B \} \) is a right zero band, and then check that the mapping \( Ba \times aB \to B; (xa, ax) \mapsto x \) is an isomorphism.

It follows that an irreducible rectangular band is a left zero band or a right zero band. Further, a left [right] zero band of composite order \( mn \) is isomorphic to the direct product of a left [right] zero band of order \( m \) and a left [right] zero band of order \( n \). We conclude that a
rectangular band is irreducible if and only if it is a 1-element band or a left zero band of prime order or a right zero band of prime order.

**Lemma 2.1.** Every simple band is irreducible.

*Proof.* If $B$ and $B'$ are nontrivial bands, then the product band $N \times N'$ has two nontrivial congruences which are given by the kernels of the projection homomorphisms $B \times B' \to B$ and $B \times B' \to B$. Thus a simple band must be irreducible. □

A nontrivial simple rectangular band, being irreducible, is a left zero band or a right zero band of prime order. Any equivalence relation on a rectangular band is a congruence, hence any partition of a rectangular band is the partition of a congruence. Thus if the order of rectangular band is greater than 2, then the band will have a nontrivial congruence. It follows that the simple rectangular bands are the 1-element band, the 2-element left zero band, and the 2-element right zero band.

Putting this together with our earlier discussion, we conclude that there are precisely 4 simple bands: the 1-element band, the 2-element semilattice, the 2-element left zero band, and the 2-element right zero band.

We conclude this subsection with a useful elementary observation.

**Lemma 2.2.** Let $B$ be a band and let $\alpha$ be a congruence on $B$. Then each $\alpha$-class is a subband.

*Proof.* This follows from idempotence: if $a \alpha b$ then $ab \alpha aa = a$. □

### 2.3. Generating matrices

The preceding considerations lead to a different representation of rectangular bands. A rectangular band is determined by a rectangular array [15] called a generating matrix. In particular we have the following result.

**Proposition 2.3** ([15], p. 21). A band $(B, \cdot)$ of order $n$ is rectangular if and only if there exist $p, q$ such that $n = pq$, and a $p \times q$ matrix $G$ with distinct entries from $B$, called a generating matrix for $B$, such that

$$(G)_{ij} \cdot (G)_{kl} = (G)_{il}$$

for all $i, k \in \{1, \ldots, p\}$, $j, l \in \{1, \ldots, q\}.$
The rows of a generating matrix consist of the $\mathcal{R}$-classes and the columns consist of the $\mathcal{L}$-classes. Since any simultaneous permutation of rows and columns will preserve the relations of being in the same row or same column, such a permutation will transform the generating matrix into another one for the same rectangular band.

If a generating matrix for a band has size $n = pq$, then the pair $(p, q)$ is an invariant called its type. If $p = q$, the rectangular band is called square. If $p = 1$ or $q = 1$, the band is called flat. Any flat rectangular band is either a left zero band or a right zero band. Any rectangular band of prime order is flat.

A $p \times q$ generating matrix for a rectangular band on the elements $1, \ldots, pq$ is said to be in normal form if, for each $i \in \{1, \ldots, p\}$, the $i$th row consists of the elements $(i - 1)q + 1, \ldots, iq$ in order. Every finite rectangular band is isomorphic to one with generating matrix in normal form, just by relabeling the band elements. It follows that finite rectangular bands are determined up to isomorphism by their types.

Let $B$ be a rectangular band, and let $I$ and $J$ be, respectively, a left zero band and a right zero band such that $B \cong I \times J$. If $\alpha$ is a congruence of $B$, then there exist congruences $\alpha_\ell$ of $I$ and $\alpha_r$ of $J$ such that, for $i_1, i_2 \in I$, $j_1, j_2 \in J$, $(i_1, j_1) \alpha (i_2, j_2)$ if and only if $i_1 \alpha_\ell i_2$ and $j_1 \alpha_r j_2$ (\[9\], p.114).

If we interpret congruences in terms of their associated partition, then congruences in rectangular bands have a simple description using generating matrices [13]. In particular, any congruence on a rectangular band is characterized by a cartesian partition of its generating matrix, that is, a partition of the matrix induced by a partition of its rows and a partition of its columns. In this case, each equivalence class
of the partition of the band elements is, in fact, a congruence class. By permuting rows and columns, the matrix can be arranged so that elements in the same block of the cartesian partition lie in a submatrix.

For example, here is a cartesian partition of a generating matrix for a rectangular band of size 15, along with the corresponding quotient generating matrix, where the entries of the latter are labeled by the entries in the upper left corner of each submatrix of the former.

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 & 5 \\
6 & 7 & 8 & 9 & 10 \\
11 & 12 & 13 & 14 & 15 \\
\end{array}
\begin{array}{c}
1 \\
4 \\
11 \\
14 \\
\end{array}
\]

For finite rectangular bands, the conclusion of Lemma 2.2 can be seen combinatorially: a congruence on a band corresponds to a cartesian partition of a generating matrix, and each submatrix in the partition is itself a generating matrix, hence corresponds to a subband.

Finally, let \(B\) and \(C\) be rectangular bands of types \((p,q)\) and \((r,s)\), respectively, and with generating matrices \(G\) and \(H\), respectively. Then the direct product \(B \times C\) is of type \((pr,qs)\) and has generating matrix \(G \otimes H\) where \(\otimes\) denotes the Kronecker or tensor product of matrices.

3. Testing rectangularity

Testing whether a magma on an \(n\)-element set satisfies a particular identity typically involves looking up the values of the operation in its \(n \times n\) Cayley table. For example, testing if a magma is idempotent can be done in linear time \(O(n)\) just by checking the \(n\) values \(xx\) for each \(x\). On the other hand, the best known deterministic algorithms, such as Light’s Associativity Test, for testing if a magma is a semigroup have a worst-case runtime of \(O(n^3)\) steps. Thus testing if a magma is a band takes at worst \(O(n^3)\) steps.

If a magma is already known to be a band, then testing if it is rectangular using its Cayley table takes \(O(n^2)\) steps to verify the identity \(xyx = x\) or equivalently, the quasi-identity \(xy = yx \implies x = y\). However, by using a generating matrix, testing for rectangularity can be done in linear time \(O(n)\). This is shown by the following four-step algorithm.

(1) Choose an arbitrary element \(a\) and place it in the top left corner of the matrix.
(2) Fill in the first row with all elements of the form \(ay\).
(3) Fill in the first column with all elements of the form \(xa\).
(4) For each $x$ in the first column and for each $y$ in the first row, compute $u = xy$ and $v = yx$. Place $u$ in the intersection of the row of $x$ and the column of $y$ and verify that $v = a$.

Step 1 can be performed in constant time $O(1)$. Steps 2, 3 and 4 require linear time $O(n)$. Thus the total running time of the algorithm is linear.

Let $q$ be the length of the first row and let $p$ be the length of the first column. The algorithm detects if a band is not rectangular if, for any reason, the matrix fails to fill up with all the band entries, for instance, if $pq < n$ or if the same element occurs in two different entries. If $pq = n$ and the matrix fills up with all band entries, then the band is rectangular. To see this, note that if there were distinct elements $x$ and $y$ such that $xy = yx$, then there would exist two locations in the matrix with the same entry, a contradiction.

What remains is to show that the matrix we have constructed is a generating matrix, that is, for distinct elements $x$ and $y$, $xy$ should be in the same row as $x$ and the same column as $y$. To see this, note that the elements $xa$ and $ya$ are in the first column and in the same row as, respectively, $x$ and $y$. Similarly, the elements $ax$ and $ay$ are in the first row and in the same column as, respectively, $x$ and $y$. Thus $xy = [xa \cdot ax][ya \cdot ay] = xa \cdot axya \cdot ay = xa \cdot a \cdot ay = xa \cdot ay$.

Finally, we note that this algorithm only works if we know a priori that the given magma is a band. It does not allow us to bypass associativity testing. Indeed, consider the idempotent magma given by the following Cayley table:

$$
\begin{array}{cccc}
\cdot & 1 & 2 & 3 & 4 \\
1 & 1 & 2 & 1 & 1 \\
2 & 1 & 2 & 3 & 1 \\
3 & 3 & 4 & 3 & 1 \\
4 & 1 & 1 & 1 & 4 \\
\end{array}
$$

This magma is not a semigroup because $(1 \cdot 2) \cdot 3 = 2 \cdot 3 = 3$, but $1 \cdot (2 \cdot 3) = 1 \cdot 3 = 1$. Nevertheless, if we follow the algorithm starting with the element 1, we fill in a $2 \times 2$ “generating matrix”

$$
\begin{bmatrix}
1 & 2 \\
3 & 4 \\
\end{bmatrix}
$$

4. Antilattices

4.1. Definitions. A double band $(N, \land, \lor)$ is a set $N$ together with two associative and idempotent operations $\land$, $\lor$. In particular, the reducts $(N, \lor)$ and $(N, \land)$ are bands.
A quasilattice \((N, \wedge, \vee)\) is a double band satisfying the following pair of absorption laws.

\[
\begin{align*}
(1) & \quad x \wedge (y \vee x \vee y) \wedge x = x, \\
(2) & \quad x \vee (y \wedge x \wedge y) \vee x = x.
\end{align*}
\]

These identities express the duality \(x \wedge y \wedge x = x\) if and only if \(y \vee x \vee y = y\), that is, \(x \preceq y\) under \(\wedge\) if and only if \(y \preceq x\) under \(\vee\).

An antilattice \((N, \wedge, \vee)\) is a double band such that the reducts \((N, \wedge)\) and \((N, \vee)\) are rectangular bands. Thus besides associativity and idempotence, antilattices satisfy the anticommutativity identities:

\[
\begin{align*}
(3) & \quad x \wedge y \wedge x = x, \\
(4) & \quad x \vee y \vee x = x.
\end{align*}
\]

It is evident that every antilattice is a quasilattice. Note that since \(\vee\) does not occur in \((3)\) and \(\vee\) does not occur in \((4)\), any two rectangular band structures on the same underlying set determine an antilattice.
4.2. Generating matrices and types. Any antilattice \( N \) is determined by a pair of generating matrices, say \( M \) (meet) of order \((p,q)\) and \( J \) (join) of order \((r,s)\) where \(pq = rs = n\). The quadruple \((p, q, r, s)\) is an antilattice invariant called the type of \( N \). Since \(pq = rs\), the two matrices have the same number of entries. Any pair of matrices with the same number of entries is called compatible.

If both reduct bands of an antilattice are square, i.e. \( p = q = r = s \), or equivalently, if both generating matrices are square, the antilattice itself is called square. If one of the reducts is square, the antilattice is called semisquare. Square antilattices exist only for square orders, however not every antilattice of square order is square.

If both reduct bands of an antilattice are flat, the antilattice itself is called flat; if only one of them is flat, the antilattice is called semiflat. Any antilattice of prime order is flat.

It will often be convenient if one of the generating matrices of an antilattice is in normal form. By convention, we will choose the meet matrix \( M \) for this purpose. This can always be achieved by suitable relabelling of the antilattice elements [7].

4.3. Example. Let \( N = \{0, 1, 2, 3\} \) and let the operations be given by the following tables:

\[
\begin{array}{c|cccc}
\wedge & 0 & 1 & 2 & 3 \\
\hline
0 & 0 & 1 & 2 & 3 \\
1 & 0 & 1 & 2 & 3 \\
2 & 0 & 1 & 2 & 3 \\
3 & 0 & 1 & 2 & 3 \\
\end{array}
\]

\[
\begin{array}{c|cccc}
\vee & 0 & 1 & 2 & 3 \\
\hline
0 & 0 & 2 & 2 & 0 \\
1 & 3 & 1 & 1 & 3 \\
2 & 0 & 2 & 2 & 0 \\
3 & 3 & 1 & 1 & 3 \\
\end{array}
\]

\( N \) may given by generating matrices:

\[
M = \begin{bmatrix} 0 & 1 & 2 & 3 \end{bmatrix} \quad J = \begin{bmatrix} 0 & 2 \\ 3 & 1 \end{bmatrix}
\]

\( N \) is therefore of type \((1, 4, 2, 2)\), and is both semiflat and semisquare.

5. Congruences, quotients and products of antilattices, simple and irreducible antilattices

Any pair of generating matrices with entries from the same set \( N \) defines an antilattice on \( N \). However, understanding subantilattices, quotients and products of antilattices is more complicated than in the rectangular band case because both operations must be considered.
5.1. **Congruences and simplicity.** Since congruences in rectangular bands are described by cartesian partitions of their generating matrices, the same is true for antilattices. For an antilattice $N$ with generating matrices $M$ and $J$, cartesian partitions of $M$ and $J$ are *compatible* if they induce the same partition of $N$. Thus every congruence on $N$ can be described by a pair of compatible cartesian partitions.

Since both reducts of an antilattice are bands, Lemma 2.2 has the following immediate corollary.

**Corollary 5.1.** Let $N$ be an antilattice and let $\alpha$ be a congruence of $N$. Then every $\alpha$-congruence class is a subantilattice.

Recall that a quasilattice is *simple* if its only congruences are the diagonal congruence $\nabla$ and the universal congruence $\Delta$.

**Proposition 5.2** ([15]). *A simple quasilattice is either a lattice or an antilattice.*

There are only two simple lattices, namely the trivial lattice and the 2-element lattice. Hence understanding simple quasilattices “reduces” to studying simple antilattices.

However, unlike the situation for rectangular bands described earlier, there is no easy classification of simple antilattices. It is known that there are no simple antilattices of odd prime order ([15], Lem. 3.2.1) or of order 4 ([15], Prop. 3.2.2). On the other hand, simple antilattices exist for all composite orders greater than 5 ([15], Thm. 3.2.3). The smallest example given by Leech’s construction has $M$ a $2 \times 3$ matrix in normal form and

$$J = \begin{pmatrix} 1 & 2 & 4 \\ 5 & 6 & 3 \end{pmatrix}$$

A classification of finite simple antilattices seems way out of reach.

5.2. **Products of antilattices.** Let $N$ and $N'$ be antilattices with corresponding generating matrix pairs $(M, J)$ and $(M', J')$ and of types $(p, q, r, s)$ and $(p', q', r', s')$. Then the product antilattice $N \times N'$ is of type $(pp', qq', rr', ss')$ and has generating matrix pair $(M \otimes M', J \otimes J')$ where again, $\otimes$ denotes the Kronecker product of matrices.

Unlike the situation for rectangular bands, determining which antilattices are irreducible is not a straightforward task. For instance, it is easy to see that an antilattice of prime order is irreducible, but there exist irreducible antilattices of composite orders.

**Proposition 5.3.** Each simple antilattice is irreducible, but there exist irreducible antilattices that are not simple.
Proof. The first assertion follows by the same argument as in the proof of Lemma 2.1. For the second assertion, consider the antilattice of order 6 given by the following generating matrices:

\[
\begin{pmatrix}
1 & 2 & 3 \\
4 & 5 & 6
\end{pmatrix}
\quad \quad
\begin{pmatrix}
1 & 2 & 5 \\
4 & 6 & 3
\end{pmatrix}
\]

This antilattice is clearly not a product of antilattices of order 2 and 3, and hence, is irreducible. However, the partition \(\{\{1, 4\}, \{2, 3, 5, 6\}\}\) is cartesian, and therefore the antilattice is not simple. \(\square\)

6. SEMIMAGIC AND LATIN ANTILATTICES

6.1. Semimagic antilattices. A (classical) semimagic square is an \(n \times n\) array consisting of distinct entries from \(\{1, \ldots, n^2\}\) such that the sums of the numbers in each row and in each column are equal. A semimagic square is magic if the two diagonal also sum to that same value. Any simultaneous permutation of rows and columns preserve the property of being semimagic.

An antilattice is said to be semimagic if it has a generating matrix pair \((M, J)\) where \(M\) is in normal form and \(J\) is a semimagic square. A semimagic antilattice is magic if \(J\) is a magic square.

Semimagic and magic antilattices are not necessarily simple. As an example, consider the Dürer antilattice, where \(J\) is the magic square from Dürer’s Melancholia I.

Dürer’s antilattice is given by the matrices:

\[
\begin{pmatrix}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 16
\end{pmatrix}
\quad \quad
\begin{pmatrix}
16 & 3 & 2 & 13 \\
5 & 10 & 11 & 8 \\
9 & 6 & 7 & 12 \\
4 & 15 & 14 & 1
\end{pmatrix}
\]
Some of the congruences of the Dürer antilattice were found by Leech \cite{Leech}. Here they are in terms of the corresponding partitions:

\begin{align*}
\alpha_1 : & \quad [1, 2, 3, 4, 13, 14, 15, 16|5, 6, 7, 8, 9, 10, 11, 12] \\
\alpha_2 : & \quad [2, 4, 5, 8, 9, 12, 13, 16|2, 3, 6, 7, 10, 11, 14, 15] \\
\alpha_{12} : & \quad [1, 4, 13, 16|2, 3, 14, 15|5, 8, 9, 12|6, 7, 10, 11] \\
\beta_1 : & \quad [1, 2, 13, 14|3, 4, 15, 16|5, 6, 9, 10|7, 8, 11, 12] \\
\beta_2 : & \quad [1, 3, 13, 15|2, 4, 14, 16|5, 7, 9, 11|6, 8, 10, 12] \\
\gamma_1 : & \quad [1, 4, 5, 8|2, 3, 6, 7|9, 12, 13, 16|10, 11, 14, 15] \\
\gamma_2 : & \quad [1, 4, 9, 12|2, 3, 10, 11|5, 8, 13, 16|6, 7, 14, 15] \\
\delta_1 : & \quad [1, 13|2, 14|3, 15|4, 16|5, 9|6, 10|7, 11|8, 12] \\
\delta_2 : & \quad [1, 4|2, 3|5, 8|6, 7|9, 12|10, 11|13, 16|14, 15] \\
\epsilon_{11} : & \quad [1, 13|2, 14|3, 15|4, 16|5, 9|6, 10|7, 11|8, 12] \\
\epsilon_{12} : & \quad [1, 13|2, 14|3, 15|4, 16|5, 9|6, 10|7, 11|8, 12] \\
\epsilon_{21} : & \quad [1, 4|2, 3|5, 8|6, 7|9, 12|10|11|13, 16|14, 15] \\
\epsilon_{22} : & \quad [1, 4|2, 3|5, 8|6, 7|9|12|10, 11|13|16|14, 15].
\end{align*}

Using a SageMath \cite{SageMath} program, we found the following additional partitions:

\begin{align*}
\psi_1 : & \quad [1, 4, 13, 16|2, 3, 14, 15|5, 8|6, 7|9, 12|10, 11] \\
\psi_2 : & \quad [1, 4, 13, 16|2, 14|3, 15|5, 8, 9, 12|6, 10|7, 11] \\
\psi_3 : & \quad [1, 13|2, 3, 14, 15|4, 16|5, 9|6, 7, 10, 11|8, 12] \\
\psi_4 : & \quad [1, 4|2, 3|5, 8, 9, 12|6, 7, 10, 11|13, 16|14, 15] \\
\phi_1 : & \quad [1, 4, 13, 16|2, 14|3, 15|5, 8|6|7|9, 12|10|11] \\
\phi_2 : & \quad [1, 2, 3|4|5, 9|6, 7, 10, 11|8, 12|13|14, 15|16] \\
\phi_3 : & \quad [1, 13|2, 3, 14, 15|4, 16|5|6, 7|8|9|10, 11|12] \\
\phi_4 : & \quad [1, 4|2, 3|5, 8, 9, 12|6, 10|7, 11|13, 16|14|15].
\end{align*}

The Hasse diagram of the lattice of congruences for Dürer’s antilattice is depicted below.
6.2. Latin antilattices. A Latin square is an $n \times n$ array filled with $n$ different symbols, where each symbol occurs exactly once in each row and in each column. Two Latin squares are said to be orthogonal if, when they are superimposed, the ordered pairs in each entry are all distinct.

Let $N$ be an antilattice of type $(p, q)$ with generating matrix pair $(M, J)$ where the meet matrix $M$ is in normal form. Relabel the elements of $N$ with ordered pairs $(i, j)$ indicating the position of the element in $M$ where $1 \leq i \leq p$, $1 \leq j \leq q$. In other words, we replace the number $(i - 1)q + j$ with the pair $(i, j)$. For $k = 1, 2$, let $J_k$ be the matrix of $k$th components of the entries of $J$. $N$ is said to be a Latin antilattice if $J_1$ and $J_2$ are orthogonal Latin squares.

**Theorem 6.1.** Every Latin antilattice is semimagic.

**Proof.** This follows from the method discovered independently by Choi Seok-jeong (1646–1715) and Leonhard Euler (1707–1783) that constructs a semimagic square from any pair of orthogonal Latin squares (1, p. 12). Let $N$ be a Latin antilattice of order $n^2$ with meet matrix $M$ in normal form and join matrix $J$. As above, we associate to each entry $(i - 1)n + j$ of $J$ the ordered pair $(i, j)$, $1 \leq i, j \leq n$. Let $J_1$ and
Let $J_2$ be the matrices of components of the entries of $J$. Since each $J_k$ is
Latin, in any row or column of $J$, $i$ and $j$ range over all values from 1
to $n$. Thus the sum of the entries $(i-1)n+j$ in any row or column
of $J$ is found by summing over all $i$ and all $j$. This sum has the same
value $n(n^2+1)/2$ and so $J$ is a semimagic square.

We illustrate the construction as follows.

\[
\begin{pmatrix}
3 & 1 & 2 \\
1 & 2 & 3 \\
2 & 3 & 1
\end{pmatrix}
\quad J_2 =
\begin{pmatrix}
2 & 1 & 3 \\
3 & 2 & 1 \\
1 & 3 & 2
\end{pmatrix}
\rightarrow
J =
\begin{pmatrix}
(3,2) & (1,1) & (2,3) \\
(1,3) & (2,2) & (3,1) \\
(2,1) & (3,3) & (1,2)
\end{pmatrix}
\]

We replace each pair $(i,j)$ with the number $3(i-1)+j$ to get
\[
J =
\begin{pmatrix}
8 & 1 & 6 \\
3 & 5 & 7 \\
4 & 9 & 2
\end{pmatrix}
\]

which is the Lo-Shu semimagic square. Thus the Lo-Shu antilattice
is determined by the join matrix $J$ and the meet matrix $M$ in normal
form.

It is also illuminating to consider a variant of the reverse process.
Starting with $J$ as above, subtract 1 from each entry:

\[
\begin{pmatrix}
7 & 0 & 5 \\
2 & 4 & 6 \\
3 & 8 & 1
\end{pmatrix}
\]

Then write each entry in base 3:

\[
\begin{pmatrix}
21 & 00 & 12 \\
02 & 11 & 20 \\
10 & 22 & 01
\end{pmatrix}
\]

Then detach the two squares:

\[
\begin{pmatrix}
2 & 0 & 1 \\
0 & 1 & 2 \\
1 & 2 & 0
\end{pmatrix}
\quad \begin{pmatrix}
1 & 0 & 2 \\
2 & 1 & 0 \\
0 & 2 & 1
\end{pmatrix}
\]

This is a pair of orthogonal Latin squares. Adding 1 to each entry gives
us $J_1$ and $J_2$ above.

**Proposition 6.2.** A Latin antilattice of order $n$ exists if and only if
$n = k^2, k > 2$, except for $n = 36$.

**Proof.** This follows readily from the well-known disproof of Euler’s
conjecture about the existence of orthogonal pairs of Latin squares
\[2, 3\].
Proposition 6.3. There exist semimagic antilattices which are not Latin.

Proof. The join matrix of the Dürer antilattice cannot be constructed from a pair of orthogonal Latin squares. □

7. ELEMENTARY AND ODD ANTILATTICES

A subantilattice $M$ of an antilattice $N$ is said to be trivial if $|M| = 1$ and it is said to be proper if $M$ is a proper subset of $N$. An antilattice is said to be elementary if it has no proper nontrivial subantilattices.

An antilattice is said to be odd if it has no subantilattice with 2 elements.

Proposition 7.1. Every elementary antilattice is odd and simple.

Proof. That an elementary antilattice $N$ is odd just follows from the definitions. If $N$ is not simple, then it is has a nontrivial congruence with a congruence class which is a proper subset of $N$ and not a singleton. By Corollary 5.1, $N$ is not elementary. □

The converse is false, as we will see later.

The class of elementary antilattices is (trivially) closed under taking subantilattices and homomorphic images, but evidently not direct products, since the direct product of nontrivial simple antilattices is not simple.

Proposition 7.2. The class of all odd antilattices is a quasi-variety.

Proof. A 2-element rectangular band is either a left zero band or a right zero band. Thus there are four 2-element antilattices. Therefore an antilattice has no 2-element subantilattices if and only if the following quasi-identities are satisfied:

\[
\begin{align*}
x \land y &= x & \land & \land y \land x &= y & \land & \land x \lor y &= x & \land & \land y \lor x &= y \Rightarrow y &= x, \\
x \land y &= x & \land & \land y \land x &= y & \land & \land x \lor y &= y & \land & \land y \lor x &= x \Rightarrow y &= x, \\
x \land y &= y & \land & \land y \land x &= x & \land & \land x \lor y &= x & \land & \land y \lor x &= x \Rightarrow y &= x, \\
x \land y &= y & \land & \land y \land x &= x & \land & \land x \lor y &= y & \land & \land y \lor x &= x \Rightarrow y &= x.
\end{align*}
\]

These four together with the identities defining antilattices axiomatize odd antilattices, and therefore odd antilattices form a quasi-variety. □

The question is if these quasi-identities can be replaced by identities, in which case odd antilattices form a variety. Our suspicion is that the answer is no.

Conjecture 1. The quasivariety of odd antilattices is proper, that is, it is not a variety.
7.1. Characterisations of finite odd antilattices.

**Proposition 7.3.** Every finite odd antilattice is square.

*Proof.* Let \( N \) be a finite antilattice of type \((p, q, r, s)\) and assume, say, \( p > q \), that is, the columns of \( M \) are longer than the rows. We may also assume \( r \geq s \). Since \( pq = rs = n \) it follows that \( s < p \). Let \( W \) denote the set of elements from the first column of \( M \) so that \(|W| = p\). Since \( p \) is greater than the number of rows of \( J \), it follows from the Pigeonhole Principle, that at least one row of \( J \) contains at least two elements of \( W \), say \( a \) and \( b \). Since \( a \) and \( b \) are collinear in both \( M \) and \( J \), \( \{a, b\} \) is a subantilattice of \( N \), so that \( N \) is not odd. The other cases are proved similarly. \( \square \)

**Proposition 7.4.** The following are equivalent for an antilattice \( N \).

1. \( N \) has no subantilattice of nonsquare order;
2. \( N \) has no subantilattice of prime order;
3. \( N \) is odd.

*Proof.* (1) \( \implies \) (2) is obvious and (2) \( \implies \) (3) follows from the definition of odd. If \( N \) is odd, then any finite subantilattice of \( N \), which is also odd (by Proposition 7.2), must have square order (by Proposition 7.3). Thus (3) \( \implies \) (1). \( \square \)

In the finite case, odd antilattices have a particularly nice characterization.

**Theorem 7.5.** A finite antilattice \( N \) is odd if and only if it is Latin.

*Proof.* Let \( N \) be an antilattice with generating matrices \( M \) and \( J \), and assume \( M \) is in normal form. Since both Latin antilattices (by definition) and odd antilattices (by Proposition 7.3) are square, we may assume that \( N \) is square. As before, relabel the elements of \( N \) with ordered pairs \((i, j)\) indicating the position of \( n(i-1)+j \) in \( M \). Assuming \( J \) has this same labeling, let \( J_1 \) and \( J_2 \) be the matrices of components of the entries of \( J \).

A pair \( x = (i_x, j_x), y = (i_y, j_y) \in N \) forms a subalgebra of order 2 if and only if \( x \) and \( y \) are collinear both in \( M \) and \( J \). The pair is collinear in \( M \) if and only if \( i_x = i_y \) or \( j_x = j_y \). It is collinear in \( J \) if and only if \( J_1 \) or \( J_2 \) has a repeated element in one of its rows or columns. Therefore, by finiteness, the nonexistence of a subantilattice of order 2 is equivalent to the statement that each row and column of \( J_1 \) and \( J_2 \) is a permutation, or equivalently, that \( J_1 \) and \( J_2 \) are orthogonal Latin squares. This proves the desired equivalence. \( \square \)
Corollary 7.6. Every elementary antilattice is square. If an elementary antilattice has order $n$, then $n = k^2, k > 2$ and $n \neq 36$.

Proof. This follows from Theorem 7.5 and Proposition 6.2. □

Proposition 7.7. Let $N$ be a finite odd antilattice and let $\alpha$ be a congruence on $N$. Then there are a square number of $\alpha$-congruence classes, all of which have the same size.

Proof. Let $N$ be a finite odd antilattice. Then $N$ is square (Proposition 7.3) and each $\alpha$-congruence class, being an odd antilattice (by Corollary 5.1 and Proposition 7.2), is also square. Since the classes of $\alpha$ are given by cartesian partitions of the generating matrices of $N$, the desired result follows. □

Corollary 7.8. Let $p$ be a prime. Any odd antilattice of order $p^2$ is simple.

There are numerous odd antilattices of order $p^2$, $p$ prime, that are not elementary. This follows from a result of Heinrich and Zhu [11] and is described below.

7.2. Regular antilattices. An antilattice is regular if all four of Green’s $L$- and $R$-relations (one of each for each operation) are congruences for both operations. Regular antilattices form a variety which was studied in some detail in [7]. The main decomposition theorem for regular antilattices is as follows.

Proposition 7.9 ([7], Thm. 3.3). Every nonempty regular antilattice $N$ is isomorphic to a direct product $N_{LL} \times N_{LR} \times N_{RL} \times N_{RR}$ of flat antilattices, with each factor being unique up to isomorphism.

Here $N_{LL}$ satisfies the identities $x \lor y = x = x \land y$, $N_{LR}$ satisfies $x \lor y = x$, $x \land y = y$, and so on. For our purposes, all that matters is that each factor is flat.

Theorem 7.10. A regular, odd antilattice is trivial.

Proof. Suppose $N = N_{LL} \times N_{LR} \times N_{RL} \times N_{RR}$ is regular and nontrivial. Then at least one factor is nontrivial, say $N_{LL}$. Choosing distinct $a, b \in N_{LL}$, we have that $\{a, b\}$ is a subantilattice. Now fix $c_{lr} \in N_{LR}$, $c_{rl} \in N_{RL}$, and $c_{rr} \in N_{RR}$. Then $\{(a, c_{lr}, c_{rl}, c_{rr}),(b, c_{lr}, c_{rl}, c_{rr})\}$ is a subantilattice of $N$. Therefore $N$ is not odd. The cases where other factors are nontrivial are handled similarly. □
7.3. Even graphs. Let $D$ be any double band. The even graph $G(D)$ of $D$ is the graph with vertex set $D$ defined as follows: Two elements $a, b \in D$ are connected by an edge if and only if they \{a, b\} is a subalgebra.

It is not clear which class of graphs is determined by the class of all even graphs of quasilattices or antilattices. For antilattices, the following observation is immediate.

**Proposition 7.11.** An antilattice is odd if and only if its even graph is empty.

Here “empty” is in the graph theoretic sense of having empty edge set.

Even graphs of antilattices may also be defined by their generating matrices.

On an antilattice $N$, define four symmetric relations as follows. For $x, y \in N$,
- $x \sim_{hh} y$ if $x$ and $y$ are in the same row of $M$ and same row of $J$;
- $x \sim_{vv} y$ if $x$ and $y$ are in the same column of $M$ and same column $J$;
- $x \sim_{hv} y$ if $x$ and $y$ are in the same row of $M$ and same column of $J$;
- $x \sim_{vh} y$ if $x$ and $y$ are in the same column of $M$ and same row of $J$.

Finally, let $x \sim y$ if any of the above is true, that is, $\sim$ is the union of $\sim_{hh}, \sim_{vv}, \sim_{hv}$ and $\sim_{vh}$. These symmetric relations define an edge-colored graph $G(N) = (N, \sim)$ where the four colors are: $hh, vv, hv, vh$. This graph is exactly the even graph.

In the case of the Dürer antilattice, its even graph is a disjoint union of 4 cycles, spanning the set 1–16. Note that in this case only two edge colors are used.

```
1 --- 4  2 --- 3  5 --- 8  6 --- 7
|      |      |      |      |
13 --- 16  14 --- 15  9 --- 12  10 --- 11
```

The Lo-Shu antilattice, on the other hand, is Latin, hence odd, and so its even graph is empty.

8. Main Result

In the previous sections we have introduced several classes of antilattices. The following diagram represents the dependencies among these classes. We prove all implications and equivalences, and give examples showing that the implications are indeed sharp.
Theorem 8.1. The following implications and equivalences hold among classes of finite antilattices.

\[
\begin{align*}
\text{elementary} & \quad \downarrow \\
\text{odd and simple} & \quad \downarrow \\
\text{odd} & \quad \leftrightarrow \quad \text{empty even graph} & \quad \downarrow \\
\text{Latin} & \quad \downarrow \\
\text{semimagic} & \quad \downarrow \\
\text{square} & \\
\end{align*}
\]

We start at the bottom of the diagram. That every semimagic antilattice is square is just by definition. To see the implication is strict, just take any antilattice \( N \) with meet matrix \( M \) in normal form and \( J \) not a semimagic square. No relabeling of \( N \) can also have \( M \) in normal form and \( J \) semimagic.

That every Latin antilattice is semimagic is Theorem 6.1. That the implication is strict is Proposition 6.3.

The equivalence of finite odd antilattices, Latin antilattices, and antilattices with empty even graph are Theorem 7.5 and Proposition 7.11.

The strict implication from simple antilattices to irreducible antilattices is covered in Proposition 5.3.

There is no implication from simple antilattices to odd antilattices because of the existence of nonsquare simple antilattices discussed before.

That every elementary antilattice is odd and simple is Proposition 7.1.

What remains is to show that there exists an odd antilattice which is not simple, and there exists an odd, simple antilattice which is not elementary. For this we use the powerful results of Heinrich and Zhu [11] about the existence of orthogonal subsquares in orthogonal Latin squares. Let \( LS(v, n) \) denote a pair of orthogonal latin squares of order \( v \) such that some \( n \) rows and columns define in each square a pair of orthogonal latin squares of order \( n \). It is shown that for \( v > n > 1 \),
there exists a $LS(v,n)$ if and only if $v \geq 3n$, $v \neq 6$, $n \neq 2,6$. In the language of antilattices, the existence of orthogonal subsquares is equivalent to the existence of nontrivial subantilattices of an odd antilattice. The main result was obtained by work of several authors in a series of papers and can be stated in terms of antilattices as follows:

**Theorem 8.2.** An odd antilattice of order $v^2$ with a subantilattice of order $n^2$ exists if and only if $v \geq 3n$, $v \neq 6$, $n \neq 2,6$.

**Corollary 8.3.** Every odd antilattice of order less than 81 is elementary.

An example of the smallest case of Theorem 8.2, $n = 3$ and $v = 9$, gives us the following.

**Theorem 8.4.** There exist odd antilattices that are not simple.

*Proof.* We present the generating matrices of an antilattice of order 81, which is obtained as a product of two elementary antilattices of order 9. Thus it is odd but neither elementary nor simple. The matrix $9 \times 9$ matrix $M$ is in normal form on the entries $\{0, \ldots, 80\}$. Here is the matrix

\[
J = \begin{bmatrix}
0 & 20 & 10 & 60 & 80 & 70 & 30 & 50 & 40 \\
19 & 9 & 2 & 79 & 69 & 62 & 49 & 39 & 32 \\
11 & 1 & 18 & 71 & 61 & 78 & 41 & 31 & 48 \\
57 & 77 & 67 & 27 & 47 & 37 & 6 & 26 & 16 \\
76 & 66 & 59 & 46 & 36 & 29 & 25 & 15 & 8 \\
68 & 58 & 75 & 38 & 28 & 45 & 17 & 7 & 24 \\
33 & 53 & 43 & 3 & 23 & 13 & 54 & 74 & 64 \\
52 & 42 & 35 & 22 & 12 & 5 & 73 & 63 & 56 \\
44 & 34 & 51 & 14 & 4 & 21 & 65 & 55 & 72
\end{bmatrix}
\]

The following is a corollary of Theorem 8.2 and can be viewed as refining Corollary 7.8.

**Corollary 8.5.** Let $p$ be a prime. A nonelementary, simple odd antilattice of order $p^2$ exists if and only if $p \geq 11$.

For example, we may take $v = 11$ and $n = 3$ to obtain a nonelementary, simple, odd antilattice of order 121 containing a subantilattice of order 9.

Here is a more explicit example, given by a construction from [10]. It implies the existence of a simple, odd antilattice of order $13^2$ that contains a subantilattice of order $4^2 = 16$. Below is a Latin square $L$ of order 13 which is self-orthogonal, meaning that $L$ and its transpose...
$L^T$ form a pair of orthogonal Latin squares. The Latin subsquare of order 4 is depicted in red, and it is also self-orthogonal.

$$L = \begin{array}{cccccccccccc}
1 & 10 & 11 & 12 & 13 & 8 & 4 & 9 & 5 & 6 & 2 & 7 & 3 \\
6 & 2 & 10 & 11 & 12 & 13 & 9 & 5 & 1 & 7 & 3 & 8 & 4 \\
2 & 7 & 3 & 10 & 11 & 12 & 13 & 1 & 6 & 8 & 4 & 9 & 5 \\
7 & 3 & 8 & 4 & 10 & 11 & 12 & 13 & 2 & 9 & 5 & 1 & 6 \\
3 & 8 & 4 & 9 & 5 & 10 & 11 & 12 & 13 & 1 & 6 & 2 & 7 \\
13 & 4 & 9 & 5 & 1 & 6 & 10 & 11 & 12 & 2 & 7 & 3 & 8 \\
12 & 13 & 5 & 1 & 6 & 2 & 7 & 10 & 11 & 3 & 8 & 4 & 9 \\
11 & 12 & 13 & 6 & 2 & 7 & 3 & 8 & 10 & 4 & 9 & 5 & 1 \\
10 & 11 & 12 & 13 & 7 & 3 & 8 & 4 & 9 & 5 & 1 & 6 & 2 \\
5 & 6 & 7 & 8 & 9 & 1 & 2 & 3 & 4 & 10 & 12 & 13 & 11 \\
9 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 13 & 11 & 10 & 12 \\
4 & 5 & 6 & 7 & 8 & 9 & 1 & 2 & 3 & 11 & 13 & 12 & 10 \\
8 & 9 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 12 & 10 & 11 & 13
\end{array}$$

The $13 \times 13$ generating matrix $M$ of the corresponding antilattice is in normal form in the entries $\{0, \ldots, 168\}$ with the generating matrix of the subantilattice being the $4 \times 4$ block in the lower right corner:

$$\begin{array}{cccc}
126 & 127 & 128 & 129 \\
139 & 140 & 141 & 142 \\
152 & 153 & 154 & 155 \\
165 & 166 & 167 & 168
\end{array}$$

Here is the matrix $J$, again with the subantilattice’s matrix depicted in red:

$$J = \begin{array}{cccccccccccccccc}
0 & 122 & 131 & 149 & 158 & 103 & 50 & 114 & 61 & 69 & 21 & 81 & 33 \\
74 & 14 & 123 & 132 & 150 & 159 & 116 & 63 & 10 & 83 & 26 & 95 & 47 \\
23 & 87 & 28 & 124 & 133 & 151 & 160 & 12 & 76 & 97 & 40 & 109 & 52 \\
89 & 36 & 100 & 42 & 125 & 134 & 143 & 161 & 25 & 111 & 54 & 6 & 66 \\
38 & 102 & 49 & 113 & 56 & 117 & 135 & 144 & 162 & 8 & 68 & 20 & 80 \\
163 & 51 & 115 & 62 & 9 & 70 & 118 & 136 & 145 & 13 & 82 & 34 & 94 \\
146 & 164 & 64 & 11 & 75 & 22 & 84 & 119 & 137 & 27 & 96 & 39 & 108 \\
138 & 147 & 156 & 77 & 24 & 88 & 35 & 98 & 120 & 41 & 110 & 53 & 5 \\
121 & 130 & 148 & 157 & 90 & 37 & 101 & 48 & 112 & 55 & 7 & 67 & 19 \\
57 & 71 & 85 & 99 & 104 & 1 & 15 & 29 & 43 & 126 & 155 & 166 & 141 \\
105 & 2 & 16 & 30 & 44 & 58 & 72 & 86 & 91 & 167 & 140 & 129 & 152 \\
45 & 59 & 73 & 78 & 92 & 106 & 3 & 17 & 31 & 142 & 165 & 154 & 127 \\
93 & 107 & 4 & 18 & 32 & 46 & 60 & 65 & 79 & 153 & 128 & 139 & 168
\end{array}$$

We conclude with the following.

**Problem 1.** *For which orders do finite elementary antilattices exist?*
It would be also be interesting to investigate more general odd non-commutative lattices, such as odd quasilattices.
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