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1. Introduction

It is a classical problem to estimate sums involving the Fourier coefficients of a modular form. For instance, if \( f(z) = \sum_n \lambda(n)n^{-1/2} e(nz) \) is a weight \( k \) holomorphic cusp form then \( \sum_{n \leq N} \lambda(n)e(\alpha n) \ll f N^{1/2} \log 2N \), uniformly in \( \alpha \in \mathbb{R} \); see Theorem 5.3 of [Iw3]. This amounts to “square-root” cancellation, uniformly in \( \alpha \). This uniformity in \( \alpha \) is pleasant in applications and allows one to study sums over \( a(n) \) with \( n \) lying in a fixed arithmetic progression; e.g., see Corollary 5.4 of [Iw3].

In a different direction, it is interesting to study sums of Fourier coefficients over other sequences, such as the values of a quadratic polynomial [Bl]. In particular, sums involving \( \lambda(n^2) \) appear in many applications since these appear in the Dirichlet series coefficients of the symmetric-square \( L \)-function. In this paper, we study the following sum

\[
\sum_{n \leq N} \lambda_j(n^2)e(\alpha n),
\]

where \( \lambda_j(m) \) is the \( m \)-th Hecke eigenvalue of a Maass form for the full modular group with Laplacian eigenvalue \( 1/4 + t_j^2 \). It is well-known that the symmetric-square lift of a \( GL_2 \) Maass form is a \( GL_3 \) Maass form [GJ]. Therefore, the above sum is closely related to the following

\[
S_F(N) = \sum_{n \leq N} A_F(1, n)e(\alpha n),
\]

where \( A_F(1, n) = \sum_{m^2 = n} \lambda_j(m^2) \) and

\[
L(F, s) = \sum_{n=1}^{\infty} A_F(1, n)n^{-s}
\]

is the \( L \)-function associated to a \( SL_3(\mathbb{Z}) \) Maass form. S.D. Miller [M] showed that \( S_F(N) \ll F N^{3/4+\varepsilon} \) uniformly in \( \alpha \in \mathbb{R} \) but with an implied constant depending on \( F \). A key tool is the \( GL_3 \) Voronoi formula proved by Miller-Schmid [MS].

In this note we consider the dependence of (1.2) on the form \( F \), that is, in terms of the spectral parameter \( t_j \). Our motivation arises from some recent studies in the analytic theory of automorphic forms that require estimates which are uniform with respect to the automorphic form. For example, [LY] required an application of the Voronoi formula with a varying underlying form. In the more well-known \( GL_2 \) case we have available uniform asymptotic expansions of the Bessel functions which unfortunately are not known for the Whittaker functions in the \( GL_3 \) case. The problem of estimating (1.2) with a varying form
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$F$ is attractive for a few reasons. For one, it is fundamental to understand correlations of the $GL_3$ Fourier coefficients with a linear phase. Secondly, the limited number of parameters ($F, N, \lambda$) apparently makes a good setting for exploring new behavior in these types of sums. Finally, it turns out that there is some unexpected new behavior not present in the case of $F$ fixed.

The analysis of (1.2) leads to some difficult technical problems in the theory of exponential integrals. Restricting our considerations to symmetric-square lifts serves as a relatively nice compromise between generality and difficulty; already this case is quite tricky to analyze. It would be interesting to study (1.2) for a general Maass form $F$.

Our main result is

**Theorem 1.1.** Suppose $F$ is the symmetric-square lift of a $SL_2(\mathbb{Z})$ Hecke-Maass form with $A_F(1,1) = 1$. Then assuming the Ramanujan conjecture at the finite places for $F$, we have with $D = 1/4$,

$$
\sum_{n \leq N} A_F(1,n)e(\alpha n) \ll N^{3/4+\epsilon} \lambda_F(\Delta)^{D+\epsilon},
$$

where $\lambda_F(\Delta)$ is the Laplace eigenvalue of $F$. The implied constant depends on $\epsilon > 0$ only. Unconditionally, we have (1.4) with $D = 1/3$.

If $F$ has Langlands parameters $(iT, 0, -iT)$ then $\lambda_F(\Delta) = 1 + T^2$. The analytic conductor of $L(F, 1/2)$ is then $\asymp T^2$. If $F$ is the symmetric-square lift of a Maass form with Laplace eigenvalue $1/4 + t_j^2$ then $T = 2t_j$.

Our approach does not need the full strength of the Ramanujan conjecture. Instead, we require bounds on sums of the form

$$
\sum_{A \leq n \leq A+B} |A_F(1,n)|,
$$

where $B \leq A$. It is even tricky to see exactly how small we require for $B$.

We deduce Theorem 1.1 from the following

**Theorem 1.2.** Let conditions be as in Theorem 1.1. Suppose $w$ satisfies

$$
\begin{cases}
    w \text{ is smooth with support in the dyadic interval } [N, 2N] \\
    |w^{(j)}(y)| \leq c_j N^{-j},
\end{cases}
$$

for some positive real numbers $c_j$, and all $j = 0, 1, 2, \ldots$. Then

$$
\sum_{n=1}^{\infty} A_F(1,n)e(\alpha n)w(n) \ll N^{3/4+\epsilon} \lambda_F(\Delta)^{D+\epsilon},
$$

where $D = 1/4$ if the Ramanujan conjecture holds, and $D = 1/3$ unconditionally. The implied constant depends on the constants $c_j$ in (1.5) and on $\epsilon > 0$ only.

We sketch this (fairly standard) deduction in Section 9 below.
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3. Prerequisites on GL₃ Maass forms

We very briefly state the necessary notions of GL₃ Maass forms. We work almost exclusively on the level of L-functions so we simply refer to Goldfeld’s book [Go] for the automorphic picture. Suppose that F is a Maass form of type (ν₁, ν₂) for SL₃(ℤ) which is an eigenfunction of all the Hecke operators with Fourier coefficients Aₖ(m, n) normalized so that Aₖ(1, 1) = 1 and |Aₖ(1, p)| ≤ 3 is implied by the Ramanujan conjectures. Then the dual of F, denoted \( \widetilde{F} \) is of type (ν₂, ν₁) with (m, n)th Fourier coefficient equal to \( Aₖ(n, m) = Aₖ(m, n) \). It is often convenient to work with the Langlands parameters (α₁, α₂, α₃) defined by

\[
(\alpha_1) = -\nu_1 - 2\nu_2 + 1, \\
(\alpha_2) = -\nu_1 + \nu_2, \\
(\alpha_3) = 2\nu_1 + \nu_2 - 1.
\]

Notice that the dual of F has Langlands parameters \((-\alpha_3, -\alpha_2, -\alpha_1)\). Furthermore, observe that \(\alpha_1 + \alpha_2 + \alpha_3 = 0\). The L-function associated to F defined by [Go] satisfies the functional equation (see Theorem 6.5.15 of [Go] for example)

\[
G_{\alpha_1, \alpha_2, \alpha_3}(s)L(F, s) = G_{-\alpha_1, -\alpha_2, -\alpha_3}(1 - s)L(\widetilde{F}, 1 - s),
\]

where

\[
G_{\alpha_1, \alpha_2, \alpha_3}(s) = \pi^{-3s/2}\Gamma\left(\frac{s - \alpha_1}{2}\right)\Gamma\left(\frac{s - \alpha_2}{2}\right)\Gamma\left(\frac{s - \alpha_3}{2}\right).
\]

In the special case that F is the symmetric-square lift of a \( SL_2(ℤ) \) Maass form then the Langlands parameters take the form \(\alpha_1 = iT, \alpha_2 = 0, \alpha_3 = -iT\).

We quote our key tool, the GL₃ Voronoi formula. Suppose \( k = 0 \) or 1, and \( \psi(x) \) is a smooth, compactly-supported function on the positive reals. Define

\[
\tilde{\psi}(s) = \int_{0}^{\infty} \psi(x)x^s \frac{dx}{x}.
\]

For \( \sigma > -1 + \max\{-\text{Re}(\alpha_1), -\text{Re}(\alpha_2), -\text{Re}(\alpha_3)\} \), define

\[
\Psi_k(x) = \frac{1}{2\pi i} \int_{(\sigma)} (\pi^3 x)^{-s} \frac{\Gamma\left(\frac{1 + s + \alpha_1 + k}{2}\right)\Gamma\left(\frac{1 + s + \alpha_2 + k}{2}\right)\Gamma\left(\frac{1 + s + \alpha_3 + k}{2}\right)}{\Gamma\left(-\frac{s - \alpha_1 + k}{2}\right)\Gamma\left(-\frac{s - \alpha_2 + k}{2}\right)\Gamma\left(-\frac{s - \alpha_3 + k}{2}\right)} \tilde{\psi}(-s) ds.
\]

Then define

\[
\Psi_+(x) = \frac{1}{2\pi^{3/2}}(\Psi_0(x) + \frac{1}{i}\Psi_1(x))
\]

\[
\Psi_-(x) = \frac{1}{2\pi^{3/2}}(\Psi_0(x) - \frac{1}{i}\Psi_1(x)).
\]

**Theorem 3.1** [MS]. Let \( \psi(x) \) be smooth and compactly-supported on the positive reals. Suppose \( d, d', c \in ℤ \) with \( c \neq 0 \), \( (c, d) = 1 \), and \( d'd \equiv 1 \pmod{c} \). Then

\[
\sum_{n > 0} A_F(n, 1)e\left(\frac{nd}{c}\right)\psi(n) = c \sum_{n_1 | c} \sum_{n_2 > 0} \frac{A_F(n_2, n_1)}{n_1 n_2} S(d, n_2; c/n_1) \Psi_+\left(\frac{n_2 n_1^2}{c^3}\right) + c \sum_{n_1 | c} \sum_{n_2 > 0} \frac{A_F(n_2, n_1)}{n_1 n_2} S(d, -n_2; c/n_1) \Psi_-\left(\frac{n_2 n_1^2}{c^3}\right),
\]

where \( S(a, b; c) \) is the usual Kloosterman sum.

We also require the following result
Theorem 3.2. Let notation be as in this section and suppose $F$ is a Hecke-Maass form for $SL_3(\mathbb{Z})$ (not necessarily arising as a symmetric-square lift). Then for any $\varepsilon > 0$ we have

$$\sum_{n \leq x} |A_F(1, n)|^2 \ll \varepsilon x^{1+\varepsilon} \lambda_F(\Delta)^\varepsilon. \tag{3.11}$$

The implied constant is independent of $F$. In the special case that $F$ is a symmetric-square lift of a $SL_2(\mathbb{Z})$ Maass form, then

$$\sum_{n \leq x} |A_F(1, n)|^4 \ll \varepsilon x^{1+\varepsilon} \tau^\varepsilon. \tag{3.12}$$

The crucial point in Theorem 3.2 is the uniformity in terms of $F$. Similar results to (3.11) and (3.12) without any explicit dependency on $F$, were given in [LL]. We give the proof of Theorem 3.2 in Section 8. The proof is based on the following Lemma.

Lemma 3.3. Let $\lambda_j(n)$ be the $n$-th Hecke eigenvalue of a Hecke-Maass form $u_j$ for $SL_2(\mathbb{Z})$ with Laplace eigenvalue $1/4 + t_j^2$. Then we have

$$\sum_{n \leq x} |\lambda_j(n^2)|^4 \ll x^{1+\varepsilon} t_j^\varepsilon \quad \text{and} \quad \sum_{n \leq x} |\lambda_j(n)|^8 \ll x^{1+\varepsilon} t_j^\varepsilon, \tag{3.13}$$

with implied constants depending on $\varepsilon > 0$ only.

Corollary 3.4. Suppose $B \leq A$ and $A > 0$. Then uniformly in $F$,

$$\sum_{n=A+O(B)} \frac{|A_F(1,n)|}{n} \ll (B/A)^p A^\varepsilon \lambda_F(\Delta)^\varepsilon, \tag{3.14}$$

where we may take $p = 1/2$ if $F$ is a general $SL_3(\mathbb{Z})$ Maass form, $p = 3/4$ if $F$ is a symmetric-square lift, and the Ramanujan conjecture allows $p = 1$.

This follows from Theorem 3.2 using Hölder’s inequality.

4. Initial steps

Let $Q \geq 1$ be a parameter to be chosen later. By the Dirichlet approximation theorem, there exist coprime integers $a, q$ with $1 \leq q \leq Q$ so that $\alpha = a/q + \frac{\theta}{2\pi}$ with $|\theta| \leq (qQ)^{-1}$. Then with this notation the left hand side of (1.7) takes the form

$$S = \sum_{n \geq 1} A_F(1, n) e\left(\frac{an}{q}\right) \psi(n), \tag{4.1}$$

with

$$\psi(y) = e^{i\theta y} w(y). \tag{4.2}$$

Then with $d = \tilde{a}$, (and $c$ switched with $q$) $S$ is precisely the left hand side of (3.10). In order to analyze $S$ we then need to obtain satisfactory information on the behavior of the integral transforms $\Psi_\pm(x)$. It is convenient to record the following easy result.

Lemma 4.1. Suppose that $\psi$ is given by (4.2) and $\Psi_\pm$ is defined by (3.6)-(3.9). Then

$$|S| \ll q^{3/2+\varepsilon} \max_{d|q} \max_{n_1|q/d} \sum_{n \geq 1} \frac{|A_F(n, 1)|}{n} |\Psi_\pm\left(\frac{nn_1^2}{(q/d)^3}\right)|, \tag{4.3}$$

uniformly in $F$. 

This is a simple application of Weil’s bound for Kloosterman sums combined with the Hecke relations. In practice the important case is \( d = n_1 = 1 \).

**Proof.** By the Voronoi formula and Weil’s bound, the left hand side of (4.3) is

\[
(4.4) \quad |S| \ll \max_{\pm} q \sum_{n_1 | q} \sum_{n_2 > 0} A_F(n_2, n_1) (q/n_1)^{1/2} d(q) |\Psi_{\pm} \left( \frac{n_2 n_1^2}{q^3} \right)|,
\]

where \( d(q) \) is the divisor function. Next we use the Hecke relation \( A_F(n_2, n_1) = \sum_{d | (n_2, n_1)} \mu(d) A_F(n_2/d, 1) A_F(1, n_1/d) \) (see Theorem 6.4.11 of [Go]) followed by the triangle inequality and the bound \( |A_F(1, l)| \ll 1/l^2 \) (uniformly in \( F \)), we see that \( |A_F(n_2, n_1)| \ll \sum_{d | (n_1, n_2)} |A_F(n_2/d, 1)/(n_1/d)^{1/2} \). Using this bound in (4.4), and reversing the orders of summation, we have

\[
(4.5) \quad |S| \ll \max_{\pm} q^{3/2+E} \sum_{d | q} \sum_{n_1 | q/d} \sum_{n_2 > 0} A_F(n_2, 1) |\Psi_{\pm} \left( \frac{n_2 n_1^2}{(q/d)^3} \right)|.
\]

Making \( n = n_1 n_2 \) be a new variable and taking the max over \( d \) and \( n_1 \) gives the desired bound. \( \square \)

### 5. A Fourier-Mellin transform

As a first step in understanding \( \Psi_{\pm} \), we require information on the behavior of \( \tilde{\psi}(s) \), with \( \psi(x) \) given by (1.2). To this end, we have

**Lemma 5.1.** Suppose that \( \tau, \theta \), and \( N \) are real numbers, and \( w \) satisfies (1.6). Let

\[
(5.1) \quad I = \int_0^\infty w(x) e^{i\theta x} x^{i\tau} dx.
\]

Suppose that \( |\tau| \geq 1 \) and \( |\theta N| \geq 1 \). Then

\[
(5.2) \quad I = \sqrt{2\pi} w(-\tau/\theta) |\tau|^{-1/4} e^{i\tau \log |\tau/(\theta)|} e^{i\pi \text{sgn}(\theta)} + O(|\tau|^{-3/2}).
\]

Furthermore, if \( |\tau| \geq |\theta N|^{1+\varepsilon} \) then

\[
(5.3) \quad I \ll_{A,\varepsilon} |\tau|^{-A}.
\]

and if \( |\tau| \leq |\theta N|^{1-\varepsilon} \) then

\[
(5.4) \quad I \ll_{A,\varepsilon} |\theta N|^{-A}.
\]

**Remark.** The conditions that \( |\tau| \geq 1 \) and \( |\theta N| \geq 1 \) ensure that the integral is oscillatory. If these inequalities do not hold then the behavior of \( I \) is easily determined by the following reasoning. If \( |\tau| \leq 1 \) then the function \( \psi_\tau(x) := w(x)(x/N)^{-1+i\tau} \) satisfies (1.6) with different absolute constants, in which case

\[
(5.5) \quad I = N^{-1+i\tau} \int_{-\infty}^{\infty} \psi_\tau(x) e^{i\theta x} dx = N^{-1+i\tau} \tilde{\psi}_\theta(-\theta/(2\pi)),
\]

which displays the essential behavior of \( I \) in this case (in particular, \( I \ll_A |\theta N|^{-A} \)). Similarly, if \( |\theta N| \leq 1 \) then \( \psi_\theta(x) := w(x) e^{i\theta x} \) satisfies (1.6) with different constants, and the behavior of \( I \) is fully determined by

\[
(5.6) \quad I = \tilde{\psi}_\theta(i\tau),
\]

where \( \tilde{\psi}_\theta \) is the Mellin transform of \( \psi_\theta \). In particular,

\[
(5.7) \quad I \ll_A (1 + |\tau|)^{-A}.
\]
Proof. First we show (5.3) assuming \(|\tau| \geq |\theta N|^{1+\varepsilon}\). Let \(g(x) = w(x)e^{i\theta x}\) so that \(I = \hat{g}(i\tau)\). Integrating by parts \(j\) times shows \(I \ll (|\theta N|/|\tau|)^j\); choosing \(j\) large compared to \(\varepsilon\) gives the desired bound. The bound (5.4) is very similar but with \(g(x) = w(x)x^{-1+ix}\), so that \(I = \hat{g}(-\theta/2\pi)\). Integrating by parts \(j\) times shows \(I \ll (|\tau|/|\theta N|)^j\) which quickly gives (5.4) taking \(j\) large.

Now we show (5.2). We may assume \(|\theta N|^{-\varepsilon} \leq |\tau| \leq |\theta N|^{1+\varepsilon}\) since otherwise (5.2) is consistent with the above analysis. Write \(I = \int_0^\infty g(x)e(f(x))dx\) where \(g(x) = w(x)x^{-1}\) and \(2\pi f(x) = \theta x + \tau \log x\). Then \(2\pi f'(x) = \theta + \frac{\tau}{x}\) and for \(j \geq 2\) \(|f^{(j)}(x)| \asymp \frac{|x|}{x} \asymp \frac{|x|}{N^2}\). Note that the stationary point of \(f\) is \(x_0 = -\tau/\theta\). Suppose first that \(x_0\) is not near the support of \(w\) (which recall is a subset of \([N, 2N]\)) in the sense that \(x_0 \leq N/2\) or \(x_0 \geq 4N\). In this case, \(|f'(x)| \gg \max(|\theta|, |\tau/N|)\). Furthermore, \(g^{(s)}(x) \ll \frac{1}{N^{s+1}}\) for \(s = 0, 1, 2, \ldots\). Then we apply Lemma 5.5.5 of \([H]\) with Huxley’s notation \((T, M, U, N, \alpha, \beta)\) taking the values in our notation \((|\tau|, 100N, N^{-1}, N/2, 2N)\). Then we easily read off the bound \(I \ll N^{\varepsilon}|\tau|^{-2}\) which is consistent with (5.2) (note that the “main term” vanishes in this case).

Next suppose that \(N/2 \leq x_0 \leq 4N\), in which case it is appropriate to apply Lemma 5.5.6 of \([H]\) which gives the asymptotic formula for a weighted stationary phase integral. In this case we have Huxley’s parameters \((T, M, U, N, \alpha, \beta)\) taking the values in our notation \((|\tau|, 100N, N^{-1}, N/8, 8N)\). We chose \(\alpha, \beta\) so that \((\beta - x_0) \asymp (x_0 - \alpha) \asymp N\) so that the stationary point is not close to the endpoint of the range of integration. The error term in Lemma 5.5.6 of \([H]\) is then calculated to be \(O(|\tau|^{-3/2})\). If \(\tau < 0\) then \(f'(x)\) changes sign from negative to positive at \(x_0 = -\tau/\theta\) and \(f''(x) > 0\) so that we may directly compute the main term in Huxley’s lemma, giving the stated main term in (5.2). If \(\tau > 0\) then Huxley’s lemma applies directly to the complex conjugate of \(I\) which after some easy manipulations leads to (5.2) in this case too. \(\square\)

6. Bounds on \(\Psi_\pm(x)\)

**Lemma 6.1.** Let \(\Psi = \Psi_k\) (with either choice of \(k = 0\) or \(1\)) defined by (3.7), with \(\psi(x)\) defined by (4.2). Let

\[
U = \max\{1 + T^2, T^2|\theta N|, |\theta N|^3\},
\]

and

\[
\Delta = |xN - \frac{1}{(2\pi)^3}|\theta N|T^2|.
\]

Then

\[
\Psi(x) \ll \mathcal{M} + \mathcal{E}_\Delta,
\]

where

\[
\mathcal{M} = \max(1 + T, |\theta N|^{3/2})|NT|^{\varepsilon}(1 + \frac{xN}{U(T)^{\varepsilon}})^{-A}
\]

and with certain absolute implied constants,

\[
\mathcal{E}_\Delta = \begin{cases} \frac{T^2}{|\theta N|^2}, & \text{if } T^2/3 \leq |\theta N| \leq T^{1-\varepsilon} \text{ and } \Delta \ll |\theta N|^3, \\ \frac{T^3|\theta N|^2}{\Delta}, & \text{if } T^{2/3} \leq |\theta N| \leq T^{1-\varepsilon} \text{ and } |\theta N|^3 \ll \Delta \ll |\theta N|T^2, \\ |\theta N|T \min(1, \frac{T^2}{\Delta}), & \text{if } T^{\varepsilon} \leq |\theta N| \leq T^{2/3} \text{ and } \Delta \ll |\theta N|T^2, \\ 0, & \text{otherwise.} \end{cases}
\]
A heuristic calculation shows that if $\Delta \asymp |\theta N|^3 \gg T^2$ then the bound expressed by (6.5) is essentially sharp since it is consistent with the asymptotic arising from stationary phase. Likewise, if $\Delta \asymp T^{2+\varepsilon}$ and $|\theta N| \leq T^{2/3-\varepsilon}$ the bound is also essentially sharp and there is no cancellation in the integral. In other cases there could potentially be extra savings over what is stated in (6.5) by repeatedly integrating by parts but we did not investigate this.

Thus $x$ does indeed become localized in a relatively short interval (at least for certain ranges of the parameters). It is therefore unavoidable that we study sums of the $GL_3$ Fourier coefficients in short intervals. This is why the Ramanujan conjecture enters the picture. Also note that if the $GL_3$ Maass form is fixed (as in [M]) then this short-interval behavior is not really present.

**Proof.** Recall that

$$
\tilde{\psi}(-\sigma + i \tau) = \int_0^\infty w(x)x^{-\sigma}e^{i \theta x}x^i d\tau.
$$

If $|\theta N| \leq 1$, then a small variation on (5.7) then shows

$$
\tilde{\psi}(-\sigma + i \tau) \ll_{A, \sigma} N^{-\sigma}(1 + |\tau|)^{-A},
$$

with the implied constant independent of $|\theta|$ and $N$. If $|\theta N| > 1$ then Lemma 5.1 applies. We unify the cases with the bound $\tilde{\psi}(-\sigma + i \tau) \ll_{\sigma, \varepsilon, A} N^{-\sigma}(1 + \frac{|\tau|}{1 + |\theta N|^{1+\varepsilon}})^{-A}$, valid for all $\theta$ and any $A > 0$. By Stirling’s approximation, and for $k = 0$ or 1,

$$
\left| \frac{\Gamma \left( \frac{1+\sigma-i \tau+i T+k}{2} \right)}{\Gamma \left( \frac{-\sigma+i \tau+i T+k}{2} \right)} \right| \ll_{\sigma} \left| (1 + |\tau - T|)(1 + |\tau|)(1 + |\tau + T|) \right|^{|\sigma + \frac{1}{2}}
$$

$$
\ll (|\tau|^3 + (|\tau| + 1)T^2)^{\sigma + \frac{1}{2}}.
$$

Thus we obtain for $\sigma > -1$,

$$
\Psi(x) \ll_{\sigma, A} \int_{-\infty}^\infty (xN)^{-\sigma}(1 + \frac{|\tau|}{1 + |\theta N|^{1+\varepsilon}})^{-A}(|\tau|^3 + (|\tau| + 1)T^2)^{\sigma + \frac{1}{2}}d\tau
$$

$$
\ll (1 + |\theta N|^{1+\varepsilon})U^{1/2} \left( \frac{U}{xN} \right)^{\sigma}.
$$

In the special case $|\theta N| \leq T^\varepsilon$, then (6.9) is satisfactory for (6.4) by choosing $\sigma = 0$ if $xN \leq U(NT)^\varepsilon$, and $\sigma$ large otherwise. In this case the integration over $\tau$ is very short so that this is essentially optimal (except possibly for small values of $x$ which are not important in our application).

In fact, if $xN \geq U(NT)^\varepsilon$ then (6.9) is satisfactory for (6.4) for any range of $|\theta N|$. For the rest of the proof we therefore assume $|\theta N| \gg T^\varepsilon$,

$$
xN \leq U(NT)^\varepsilon,
$$

and we fix $\sigma = -\frac{1}{2}$ (for convenience). Since $\tilde{\psi}(-\sigma + i \tau)$ is very small except for $|\theta N|^{1-\varepsilon} \ll |\tau| \ll |\theta N|^{1+\varepsilon}$, we may restrict $\tau$ to such an interval, in the definition of $\Psi$; the error so obtained is much smaller than what is to be shown. In this region of $\tau$, we use the asymptotic formula (5.2) in which the main term takes the form

$$
N^{\frac{1}{2}}W \left( \frac{-\tau}{\theta} \right) |\tau|^{-\frac{1}{2}}e^{i \tau \log |\tau|/\theta},
$$
where $W$ is a function satisfying (1.6). In particular, the support on $W$ implies $\tau$ has the opposite sign of $\theta$, and $|\tau| \ll |\theta N|$. For $k = 0, 1$, let $\Phi_k$ be given by the integral formula (3.7) but with $\tilde{\psi}(-s)$ replaced by the main term from (3.2) Precisely, let

\begin{equation}
(6.12) \quad \Phi_k(x) = -\frac{(x N \pi^3)^{1/2}}{2\pi} \int_{-\infty}^{\infty} (x \pi^3)^i \tau W \left( \frac{-\tau}{\theta} \right) |\tau|^{-\frac{1}{2}} e^{i \tau \log |\tau|/|e\theta|} \frac{\Gamma \left( \frac{1+\sigma-it+iT+k}{2} \right)}{\Gamma \left( -\frac{\sigma+it+iT+k}{2} \right)} \frac{\Gamma \left( \frac{1+\sigma-iT+k}{2} \right)}{\Gamma \left( -\frac{\sigma-iT+k}{2} \right)} d\tau.
\end{equation}

The error term satisfies

\begin{equation}
(6.13) \quad |\Psi_k(x) - \Phi_k(x)| \ll \frac{\sqrt{x N}}{(|\theta N| + T)^{100}} + \sqrt{x N} \int_{|\theta N|^{|-\epsilon|} \ll |\tau| \ll |\theta N|^{1+\epsilon}} |\tau|^{-3/2} d\tau \ll \frac{\sqrt{x N}}{|\theta N|^{1/2-\epsilon}},
\end{equation}

which is consistent with (6.4).

We need to understand the oscillatory behavior of the gamma factors to determine the behavior of $\Phi_k$. Stirling’s approximation gives for $|t| \to \infty$

\begin{equation}
(6.14) \quad \frac{\Gamma \left( \frac{1+\sigma-it+iT+k}{2} \right)}{\Gamma \left( -\frac{\sigma+it+iT+k}{2} \right)} = |t/2|^{\sigma+1/2} e^{-it \log |t/2e|} (c_0 + c_1 |t| + \cdots + O \left( \frac{1}{|t|^{1/4}} \right)),
\end{equation}

where the $c_i$ are constants depending only on $k$ and the sign of $t$. Write $\Phi_k(x) = \Phi_{k1}(x) + \Phi_{k2}(x)$, where $\Phi_{k2}$ corresponds to the portions of the integral with either $|\tau - T| \leq \sqrt{T}$ or $|\tau + T| \leq \sqrt{T}$. A trivial bound gives

\begin{equation}
(6.15) \quad \Phi_{k2}(x) \ll \sqrt{x N},
\end{equation}

which is satisfactory for (6.4) upon noting that $|\theta N| \ll T$ in this situation.

Then using Stirling’s approximation, we obtain an asymptotic expansion for $\Phi_{k1}(x)$ as a sum of expressions of the form $\sqrt{x N} J$, where

\begin{equation}
(6.16) \quad J = \int_{|\tau + T| > \sqrt{T}} g(\tau) e^{i f(\tau)} d\tau,
\end{equation}

where

\begin{equation}
(6.17) \quad f(\tau) = \tau \log \left( \frac{x |\tau| \pi^3}{e |\theta|} \right) - (T + \tau) \log (|T + \tau|/2e) - \tau \log |\tau|/2e - (\tau - T) \log (|\tau - T|/2e),
\end{equation}

and $g(\tau)$ is a smooth function with support in an interval with $|\tau| \ll |\theta N|$, and satisfying bounds of the form

\begin{equation}
(6.18) \quad \frac{d^j}{d\tau^j} g(\tau) \ll |\tau|^{-\frac{1}{2}-j}.
\end{equation}

Furthermore, the error in this expansion can be made to be $O(T^{-A})$ for $A$ arbitrarily large. It therefore suffices to obtain upper bounds on $J$.

Notice that $f(\tau)$ simplifies a bit as

\begin{equation}
(6.19) \quad f(\tau) = \tau \log \left( \frac{2x^3 \pi^3}{|\theta|} \right) - (T + \tau) \log (|T + \tau|/2e) - (\tau - T) \log (|\tau - T|/2e).
\end{equation}

We compute the derivatives of $f$:

\begin{equation}
(6.20) \quad f'(\tau) = \log \left( \frac{8x^3 N}{\theta N (T + \tau)(T - \tau)} \right),
\end{equation}
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and
\begin{equation}
(6.21) \quad f''(\tau) = -\frac{1}{T+\tau} - \frac{1}{\tau - T} = -\frac{2\tau}{\tau^2 - T^2}.
\end{equation}

Now we treat cases. Suppose \(|\theta N| \geq T^{1-\varepsilon}\), so \(U \ll |\theta N|^3 T^\varepsilon\). We recall from say Lemma 5.1.3 of [H] that
\[
\int_{\alpha} g(\tau)e^{i\tau}d\tau \ll V/\sqrt{\lambda}
\] where \(V\) is the total variation of \(g\) along the interval of integration, plus the maximum modulus of \(g\), and where \(|f''(\tau)| \gg \lambda > 0\) along the interval. In our case, \(V \gg |\theta N|^{-\frac{3}{2}}\), and \(\lambda \gg |\theta N|^{-1-\varepsilon}\), showing the desired bound \(J \ll T^\varepsilon\) here.

Now suppose that \(T^{2/3} \leq |\theta N| \leq T^{1-\varepsilon}\), so \(U = |\theta N|T^2\). We recall from say Lemma 5.1.2 of [H] that \(\int_{\alpha} g(\tau)e^{i\tau}d\tau \ll V/\kappa\) where \(V\) is the total variation of \(g\) along the interval of integration, plus the maximum modulus of \(g\), and where \(\kappa\) is the infimum of \(|f'|\) along the interval. Notice that \(f'(\tau) = \log(\frac{8\pi^3 xN}{|\theta N|T^2}) + \frac{\tau^2}{T^2}(1 + o(1))\). Thus unless \(xN \geq |\theta N|T^2\) then \(|f'(\tau)| \gg 1\) and so the first derivative bound would show \(J \ll |\theta N|^{-1/2}\) which is consistent with (6.4). So suppose \(xN \gg |\theta N|T^2\). If it is the case that
\begin{equation}
(6.22) \quad |\log(\frac{8\pi^3 xN}{|\theta N|T^2})| \leq 100\frac{|\theta N|^2}{T^2}
\end{equation}
then a Taylor expansion of the logarithm shows that \(xN\) lies in an interval of the form \(\frac{1}{(2\pi)^3}|\theta N|T^2 + O(|\theta N|^3)\), that is, \(\Delta \ll |\theta N|^2\). For such values of \(x\) we apply the van der Corput bound (again, Lemma 5.1.3 of [H]) giving \(J \ll \frac{T}{T^3|\theta N|^{1/2}} \ll \frac{T}{|\theta N|^2}\), consistent with (6.5). In the other case where (6.22) does not hold then \(|f'(\tau)| \gg |\log(\frac{8\pi^3 xN}{|\theta N|T^2})| \approx \frac{\Delta}{|\theta N|T^2}\) for all \(\tau\) in the region of integration and so the first derivative bound (Lemma 5.1.2 of [H]) shows
\begin{equation}
(6.23) \quad J \ll \frac{|\theta N|T^2}{\Delta} \frac{1}{|\theta N|^{1/2}},
\end{equation}
which is consistent with (6.5).

Finally, consider the range \(T^\varepsilon \leq |\theta N| \leq T^{2/3}\). If \(\Delta \leq 100T^2\) then one can observe that the integral (6.10) is not oscillatory so we claim only the trivial bound which gives (6.5). If \(\Delta > 100T^2\) then the bound (6.23) carries over to this case also.

We have treated all possible cases and shown bounds consistent with (6.3), so the proof is complete. \(\Box\)

7. Bounding \(S\)

7.1. A general bound. Recall the definition of \(S\) given by (4.11). Here we prove a bound on \(S\) that is explicit in terms of \(q\) and \(\theta\). In the next section we find a bound that is uniform in \(\alpha\) and optimize the parameter \(Q\).

Applying Lemma 4.1 and Lemma 6.1 we obtain say \(S \ll S_M + S_\varepsilon\), corresponding to \(\Psi \ll \mathcal{M} + \mathcal{E}\). An easy calculation shows
\begin{equation}
(7.1) \quad S_M \ll q^{3/2}(T + |\theta N|^{3/2})(NTq)^\varepsilon.
\end{equation}
Using \(q|\theta| \leq 2\pi Q^{-1}\), we have
\begin{equation}
(7.2) \quad S_M \ll (Q^{3/2}T + N^{3/2}Q^{-3/2})(NTQ)^\varepsilon.
\end{equation}

To bound \(S_\varepsilon\), we break it into cases. We show that if \(T^{2/3} \leq |\theta N| \leq T^{1-\varepsilon}\) then
\begin{equation}
(7.3) \quad S_\varepsilon \ll q^{3/2} \frac{T^2}{|\theta N|^{1/2}} \left(\frac{|\theta N|^2}{T^2}\right)^p (NTq)^\varepsilon.
\end{equation}
where \( p \) is as in Corollary 3.4 and if \( T^e \leq |\theta N| \leq T^{2/3} \) then
\[
(7.4) \quad S_\varepsilon \ll q^{3/2}|\theta N|^{-p}T(NTq)^\varepsilon.
\]

Suppose first that \( T^{2/3} \leq |\theta N| \leq T^{1-\varepsilon} \) and consider the contribution from \( \Delta = |xN - (2\pi r)| |\theta N|T^2| \ll |\theta N|^3 \); recall \( x = nn_1^2d^3/q^3 \). We require Corollary 3.4 with \( A = \frac{q^3}{d^3n_1^2}|\theta|T^2 \) and \( B = \frac{q^3}{d^3n_1^2}|\theta|N^2 \). This gives a contribution to \( S_\varepsilon \) of size given by (7.3). It turns out that the case \( |\theta N|^3 \ll \Delta \ll |\theta N|T^2 \) is similar. Say \( Y \leq \Delta \leq 2Y \). Then we can dissect the interval \([Y, 2Y] \subset \mathbb{R}\) into \( \ll Y|\theta N|^{-3} \) subintervals of length at most \( |\theta N|^3 \). This leads to \( O(Y|\theta N|^{-3}) \) instances of bounds of the form (7.3) but with \( T^3|\theta N|/Y \) in place of the term \( T^2|\theta N|^{-1/2} \) appearing in (7.3). This leads to a bound of size
\[
(7.5) \quad q^{3/2}T^3|\theta N|^{-2} \left( \frac{|\theta N|^{2}}{T^2} \right)^p (NTq)^\varepsilon.
\]

Since \( T^3|\theta N|^{-2} \leq T^2|\theta N|^{-1/2} \) for this range on \( |\theta N| \), the above bound is no worse than (7.3), as desired. Thus we have proved (7.3).

The case of \( T^e \leq |\theta N| \leq T^{2/3} \) is similar. We have in this case \( A = \frac{q^3}{d^3n_1^2}|\theta|T^2 \) (as before), and \( B = \frac{q^3}{d^3n_1^2}T^2/N \), so \( B/A = |\theta N|^{-1} \). Then the contribution from \( \Delta \ll T^2 \) gives
\[
(7.6) \quad q^{3/2}|\theta N|T \frac{1}{|\theta N|^p}(NTq)^\varepsilon,
\]
consistent with (7.4). As in the previous case, the ranges with \( T^2 \ll \Delta \ll |\theta N|T^2 \) can be dissected into subintervals of length \( T^2 \) giving the same final contribution. This proves (7.4).

7.2. Uniform bound. Our bound on \( S \) depending on \( \theta \) and \( q \) is given by adding (7.2) and possibly (7.3) or (7.4) if applicable.

First, suppose that the Ramanujan conjecture holds, so \( p = 1 \). In this case we obtain
\[
(7.7) \quad S \ll (Q^{3/2}T + N^{3/2}Q^{-3/2})(NTQ)^\varepsilon
\]
which leads to (7.4) after choosing \( Q = N^{1/2}T^{1/3} \) (observe that the bound in (1.4) is trivial if \( N \leq T^2 \) so that \( Q \geq 1 \)).

Next we take the unconditional bound with \( p = 3/4 \). This leads to the same bound as (7.7) coming from the contribution of \( S_M \), plus two extra terms, the one arising from (7.3) having size
\[
(7.8) \quad q^{3/2}T^{1/2}|\theta N|(NTq)^\varepsilon \ll (Q^{-1/2}T^{1/2}N)(NTQ)^\varepsilon,
\]
and the other arising from (7.4) of size
\[
(7.9) \quad Q^{3/2}T^{7/6}(NTQ)^\varepsilon.
\]
Taken together, these lead to (1.4) after picking \( Q = N^{1/2}T^{1/3} \).

8. Bounds on moments of Hecke eigenvalue

Here we give a proof of Theorem 3.2. The bound (3.11) is a straightforward application of [13] while for (3.12) we require the convexity bound on \( GL_4 \times GL_4 \) due to [14]. Most importantly, these bounds rely on the automorphy of the second through fourth symmetric powers [S, GJ, KS, K].
Now we prove (3.12). This follows immediately from Lemma 3.3. We shall show

\[ S_{4,2}(x) := \sum_{n \leq x} |\lambda_j(n^2)|^4 \ll x^{1+\varepsilon} t_j^\varepsilon, \]

the other bound stated in (3.13) being similar. Actually, we sketch an argument giving an asymptotic formula for the left hand side of (8.1) (say modified with a smooth weight) with a power saving in the error term with polynomial dependence on \(t_j\); this is a modification of work in [LL] where the dependency on \(t_j\) is not explicated.

A simple Mellin transform argument using \(e \cdot e^{-n/x} \geq 1\) for all \(n \leq x\) then shows

\[ S_{4,2}(x) \leq \frac{1}{2\pi i} \int_{(2)} x^s \Gamma(s) D(s) ds, \]

where \(D(s) = \sum_{n=1}^{\infty} \lambda_j(n^2)^4 n^{-s}\). We shall show that \(D(s) \ll t_j^{-\epsilon} t_j^\varepsilon\) for \(s = \sigma + it\) and \(\sigma \geq 1 + \delta\), \(\delta > 0\) with the implied constant independent of the Maass form. This immediately gives (8.1) after moving the contour of integration to \(1 + \varepsilon\). In fact we show that \(D(s)\) has a meromorphic continuation to \(\sigma > 23/32\) and satisfies a polynomial growth in terms of \(t\) and \(t_j\) in this region.

We shall express \(D(s)\) in terms of \(L\)-functions associated to symmetric power lifts of \(u_j\) as in [LL]. Writing \(\lambda_j(p^k) = \sum_{m=0}^{k} \alpha_p^m \beta_p^{k-m}\) where \(\alpha_p + \beta_p = \lambda_j(p)\) and \(\alpha_p, \beta_p = 1\), we obtain

\[ D(s) = \prod_p \sum_{k=0}^{\infty} (\sum_{m=0}^{2k} \alpha_p^m \beta_p^{2k-m})^4 p^{-ks}. \]

Using Mathematica, say, we can compute this infinite series as a rational function in \(p^{-s}\). The main idea is to compare the coefficient of \(p^{-s}\) with known \(L\)-functions (this can be done by hand). In fact, we see that \(D(s)\) has the same coefficient of \(p^{-s}\) as

\[ E(s) := L(\text{sym}^4 u_j \times \text{sym}^3 u_j, s) L(\text{sym}^3 u_j \times \text{sym}^3 u_j, s)^2 L(\text{sym}^4 u_j, s)^3 L(\text{sym}^2 u_j, s)^3. \]

Recall that

\[ L(\text{sym}^r u_j \times \text{sym}^r u_j, s) = \prod_p \prod_{m=0}^{r} \prod_{n=0}^{r} (1 - \alpha_p^{r-m} \beta_p^m \alpha_p^{-n} \beta_p^m p^{-s})^{-1}, \]

and

\[ L(\text{sym}^r u_j, s) = \prod_p \prod_{m=0}^{r} (1 - \alpha_p^{r-m} \beta_p^m p^{-s})^{-1}. \]

By work of [S] [GJ] [KS] [K], we have that \(E(s)\) has a meromorphic continuation to \(\mathbb{C}\) with a pole at \(s = 1\) only. Furthermore, Xiannan Li [L] showed that \(E(s)\) satisfies the convexity bound, that is, \(|E(1 + \delta + it)| \leq C(\delta, \varepsilon)t_j^\varepsilon\) for \(\delta > 0\) and \(C(\delta, \varepsilon)\) not depending on \(t\) or \(t_j\); inside the critical strip there is a polynomial bound in terms of \(t_j\) and \(s\).

Write \(D(s) = E(s)U(s)\). Then a computer calculation shows that \(U(s) = \prod_p U_p(s)\) where

\[ U_p(s) = 1 + O((|\alpha_p|^{12} + |\beta_p|^{12})p^{-2\sigma}). \]

The implied constant is absolute. Next observe that the convexity bound for \(L(\text{sym}^4 u_j \times \text{sym}^3 u_j, s)\) implies that for \(\sigma > 1 + \delta\), \(\delta > 0\), we have

\[ \prod_p (1 + \frac{|\alpha_p|^{8} + |\beta_p|^{8}}{p^{2\sigma}}) \leq C(\delta, \varepsilon)t_j^\varepsilon. \]
The reason is that if \( p \) is such that the Ramanujan bound holds, that is \(|\lambda_j(p)| \leq 2\) then \(|\alpha_p| = |\beta_p| = 1\) while if Ramanujan does not hold then \( \alpha_p \) and \( \beta_p \) are real and by positivity the Euler factor at \( p \) in (8.5) with \( r = 4 \) is larger than the above Euler factor at \( p \). Combining cases gives (8.8). We relate \( U(s) \) to an instance of (8.8) by borrowing max\(|\alpha_p|, |\beta_p|\)^4 and using the Kim–Sarnak bound \([K]|\alpha_p|, |\beta_p| \leq p^{7/64}\) on this part. Hence, we have

\[
U(s) \ll \prod_p (1 + O(\frac{|\alpha_p|^8 + |\beta_p|^8}{p^{2\sigma - \frac{7}{16}}})).
\]

For \( \sigma \geq \frac{23}{32} + \delta \) we then have a bound \( U(s) \ll_{\delta, \epsilon} t^{\epsilon} \).

### 9. Unsmoothing

Here we show how to deduce Theorem 1.1 from Theorem 1.2. The uniformity in \( \alpha \) makes this deduction fairly easy with no essential losses in quality. We begin with

**Lemma 9.1.** For any integer \( x \geq 1 \) there exists a function \( h(t) \) satisfying

\[
\int_{-\infty}^{\infty} |h(t)| dt \leq 7 + \log(x),
\]

and for any integer \( n \),

\[
\int_{-\infty}^{\infty} h(t)e(nt) dt = \begin{cases} 
1, & |n| \leq x \\
0, & \text{otherwise}.
\end{cases}
\]

This is a simple variant on Lemma 9 of \([DFI]\) and we omit the proof. Now we show how to prove Theorem 1.1. Consider first the sum

\[
\sum_{2M/3 < n \leq M} A_F(1, n)e(\alpha n) = \sum_{2M/3 < n \leq M} A_F(1, n)e(\alpha n)w(n),
\]

where \( w \) is a function satisfying (1.6), with \( M = 15N/8 \) and \( w(n) = 1 \) for \( 2M/3 < n \leq M \). Write the right hand side as \( S_w(M) - S_w(2M/3) \). Then apply Lemma 9.1 to get

\[
|S_w(x)| \leq \int_{-\infty}^{\infty} |h(t)| \left| \sum_n A_F(1, n)e(n(\alpha + t))w(n) \right| dt.
\]

Theorem 1.2 applies to the sum over \( n \), the uniformity in \( \alpha \) being critical, and (9.1) controls the \( t \)-integral, giving Theorem 1.1.
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