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Abstract: This paper studies the safety control problem for rotating spacecraft proximity maneuver in presence of complex shaped obstacles. First, considering the attitude change of the target spacecraft, a dynamic model of close-range relative motion in a body-fixed coordinate system is derived using a novel approach. Then, the Gaussian mixture model (GMM) is utilized to reconstruct the complex shape of the spacecraft, and a novel GMM-based artificial potential function (APF) is proposed to represent the collision avoidance requirement. By combining GMM-based APF with fixed-time stability methodology, a fixed-time control (FTC) is designed for close-range proximity operation to a rotating spacecraft having a complex shape. The presented GMM-FTC scheme can guarantee the convergence of relative state errors, and ensure that no collision occurs. Finally, simulation results are provided to illustrate the feasibility of the proposed control approach.
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1. Introduction

Nowadays, because of factors like solar panels that fail to unfold, communication failure, exhaustion of thruster fuel, collision, etc., many spacecraft have decayed and become non-cooperative target like space debris. In order to improve the utilization value of space and save on costs to the aerospace industry, research and development for on-orbit service are ever-increasing. For example, the Cubesat Proximity Operations Demonstration (CPOD) implemented an on-orbit demonstration of rendezvous, proximity operations and docking of two 3U Cubesats [1]; MEV-1 completed the proximity operation to IS-901 satellite, and inserted the docking mechanism into the throat of IS-901 engine nozzle to realize rendezvous and docking; the RemoveDebris mission has successfully demonstrated on-orbit net and harpoon capture and the whole sequence of operations like vision-based navigation for the purpose of Active Debris Removal (ADR) [2]; also the e.Deorbit project has planned to testing technology to clear out space debris [3].

Proximity maneuvers are the premise of providing on-orbit services such as maintenance, filling, and taking over. Convergence and high efficiency of APF has been theoretically proven, and the APF can be applied to path planning of autonomous proximity maneuvers. With the APF, the motion space of spacecraft can be modeled using a potential field, where a high potential field represents the dead zone and the lower the potential field, the freer the movement [4]. Thus, spacecraft can implement proximity and docking maneuvers along the negative gradient of the APF.
al. [5] proposed a guidance algorithm, which combined linear quadratic regulator (LQR) with APF method, and the effectiveness has been verified on the Space-borne Autonomous Formation Flying Experiment (SAFFE). In order to overcome the adverse effects of disturbances and uncertainties in the space environment, a method that combines APF with sliding mode control (SMC) was proposed to ensure collision avoidance in proximity and docking maneuvers with strong robustness and fast convergence [6–9]. Moreover, adaptive control methods are also widely employed with APF and SMC for better response to disturbances and uncertainties in space [10].

However, failed spacecraft in space are often unable to maintain a stable attitude or rotation. For a rotating target, Costantinos et al. [11] analyzed the reachability of planar docking with a rotating target, and the reachability was found to depend on a set of initial conditions, which is related to the rotating angular velocity and control force amplitude. Ventura et al. [12] proposed an onboard trajectory planning generated by a direct optimization method, which is based on the inversion of the system dynamics for autonomous docking between a controlled spacecraft and an uncontrolled tumbling target in circular orbit. Moreover, the problem of minimum-time and minimum-energy optimal trajectories of proximity of a powered chaser and a non-cooperative target attracted a lot of attention [13–15]. In this paper, the target’s attitude change is considered into the dynamic model and is expressed in the body coordinate system. Then a controller is designed to achieve safe proximity operation to the rotating target. The method can integrate the target’s attitude change into the orbital dynamics and will simplify the controller design.

In practice, spacecraft are often composed of large solar panels, for the purpose of generating as much solar energy as possible, and antennas with different lengths, for communication. The complex shape will increase the risk of collision in proximity and docking maneuvers, especially when the target fails and cannot cooperate to complete maneuvers. To address this issue, some scholars use the geometric envelope method to describe the basic shape of the spacecraft, such as ellipsoid envelope [16] and super quadratic envelope [17], which ignored the details of the spacecraft shape. Besides, some modified APF methods were proposed to give more precise constraints of trajectory of proximity, such as sigmoid function-based APF [18], Cissoid-based APF [19,20], and harmonic functions based APF [21]. This paper proposed Gaussian Mixture model (GMM)-based APF, which combines the characteristics of the two methods. GMM has been widely used in estimation of space object collision probability [22], uncertainty propagation [23,24], trajectory optimization [25], model construction [26], and image reconstruction [27]. Based on GMM, an equal-collision-probability-curve method is proposed for safe spacecraft close-range proximity maneuvers, which uses the collision-probability to describe the space around the target spacecraft for safety problem [28,29]. In this paper, the GMM is used to reconstruct the complex shape of spacecraft, and a novel APF is built to constrain the motion trajectory. Compared with existing modified APF, the GMM-based APF can depict obstacle constraints of arbitrary targets with complex shape.

Despite the fact that proximity operation task is performed with the aforementioned control schemes, the convergence or finite-time convergence can only be guaranteed asymptotically. Time for stabilization is seriously affected by the initial conditions of the system [30]. Nevertheless, time constraints are often needed to be considered in on-orbit service. Therefore, a prior precise estimation of the settling-time is necessary. The notion of fixed-time stability (FTC) has been proposed to provide a desired finite time convergence regardless of initial condition, which features that the bound of settling-time is just related to the control gains [31]. The characteristics of fixed-time stability have attracted many studies and are widely used in different control scenarios. For example, Zuo et al. [32] summarized the latest progress in applying fixed-time cooperative control to multi-agent systems. Liu et al. [33] discussed the local and global fixed-time stability respectively for a port-Hamiltonian system based on interconnected and damped distributed passive control technology, and defined the fixed-time stable area and stable boundary. In terms of spacecraft on-orbit control applications, Jiang, Shi, Chen et al. [34–36] designed an adaptive nonsingular fixed-time sliding mode controller with the consideration of system uncertainty, external interference, actuator failure, and input saturation.
Fixed-time convergence of the controller can be guaranteed. Ton et al. [37] designed a sliding mode controller for spacecraft system with flexible attachments, which can restrain disturbance and make the attitude-tracking error converge to origin in a fixed time. Yanchao et al. [38] designed a closed-loop control law based on non-linear feedback FTC for spacecraft fixed-point hovering, and the principle of fixed-time stabilization had been described and proved. Considering the control problem of presupposed time transfer operation with tumbling target, Hu et al. [39] designed a time-varying delayed inverse control scheme with fixed-time convergence of relative parameter tracking error. K.T. et al. [40] designed a non-singular terminal sliding mode controller with fixed-time convergence for approaching non-cooperative spacecraft with disturbance and parameter uncertainty, which can achieve timing tracking control, as well as avoid singularity and chattering.

The study of this paper focuses on control design for safe proximity to a rotating spacecraft with complex shape so that superior features including collision avoidance and fixed-time convergence property. Motivated by the discussion above, the principal contributions of this paper can be outlined as follows:

1. A novel GMM-based potential function is proposed, which can depict obstacle constraints of arbitrary targets with complex shape and provide attraction force to the desired position and repulsive force to avoid collision to the components of target spacecraft.
2. A compound controller is designed for ultra-close-range safe proximity based on GMM and FTC method, which can guarantee not only collision avoidance, but also fixed-time convergence to the desired state.

The rest of this paper is organized as follows: in the next section, the novel dynamic model in body-fixed frame is derived and the required definition is given. The main methodologies are presented in Section 3, in which the GMM-based APF is stated, and a GMM-based FTC is developed to achieve collision avoidance and fixed-time convergence. Finally, simulation results and conclusions are given in Sections 4 and 5, respectively.

2. Problem Statement

2.1. Mathematical Preliminaries

The Euclidean norm of a vector or the induced norm of a matrix is represented by $\|\|$ . The $n \times n$ identity matrix is denoted by $I_n$. For the given vector $x = \begin{bmatrix} x_1, x_2, x_3 \end{bmatrix}^T \in \mathbb{R}^3$ and a constant $\zeta \in \mathbb{R}$, we define $x^\zeta = \begin{bmatrix} x_1^\zeta, x_2^\zeta, x_3^\zeta \end{bmatrix}^T$, $\text{sgn}(x) = \begin{bmatrix} |x_1|^\zeta \text{sgn}(x_1), |x_2|^\zeta \text{sgn}(x_2), |x_3|^\zeta \text{sgn}(x_3) \end{bmatrix}^T$ in which $\text{sgn}(\cdot)$ represents the sign function, and the skew symmetric matrix $S(x) \in \mathbb{R}^{3 \times 3}$ is defined as

$$S(x) = x \times = \begin{bmatrix} 0 & -x_3 & x_2 \\ x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{bmatrix}.$$}

**Lemma 1** ([31]). If there exists a continuous radially unbound function $V : \mathbb{R}^n \to \mathbb{R}^+ \cup \{0\}$, any solution $x(t)$ of $V$ satisfies the inequality $V(x) \leq -(\alpha V^p(x) + \beta V^q(x))^{\frac{k}{k}}$, where $\alpha$, $\beta$, $p$, $q$, $k > 0$ and $pk < 1$, $qk > 1$, then, for the nonlinear system $\dot{x} = f(x, t)$, the equilibrium point is fixed-time stable and the stability time satisfies the inequality constraint $T(x_0) \leq 1/\alpha^{\frac{1}{k}}(1 - pk) + (1/\beta^{\frac{1}{q}}(qk - 1))$, $\forall x_0 \in \mathbb{R}^n$.

**Corollary 1.** Let $k = 1$ in Lemma 1, assume that there is a Lyapunov function $V(x(t)) : \mathbb{R}^n \to \mathbb{R}^+ \cup \{0\}$, and $V(x) \leq -\alpha V^p(x) + \beta V^q(x)$, where $\alpha$, $\beta > 0$, $p < 1$, and $q > 1$. Then, for the nonlinear system $\dot{x} = f(x, t)$, the equilibrium point is fixed-time stable and the settling time $T(x_0) \leq 1/\alpha(1 - p) + (1/\beta(q - 1))$, $\forall x_0 \in \mathbb{R}^n$. 
Lemma 2. For \( x = \begin{bmatrix} x_1, & x_2, & x_3 \end{bmatrix}^T \in \mathbb{R}^3 \) and \( \zeta > 0 \), the following inequality holds:

\[
x^T \text{sgn}^\zeta(x) = \begin{bmatrix} x_1|x_1|^\zeta \text{sgn}(x_1), & x_2|x_2|^\zeta \text{sgn}(x_2), & x_3|x_3|^\zeta \text{sgn}(x_3) \end{bmatrix}^T \leq |x|^\zeta + 1.
\]

2.2. Coordinate Frames

The proximity operation mission scenario is described in Figure 1. There are two spacecrafts, the servicer and target. The target is non-cooperative, which has a pair of solar panels and antennas, rotating and running on an elliptical orbit. To describe the relative motion of spacecraft proximity operation process, the frame system should be established first. As shown in Figure 1, there are three types of coordinate frames, including Earth-centered inertial (ECI) frame, local vertical local horizontal (LVLH) frame, and body-fixed frame. They are denoted as \( \mathcal{F}_i = \{O_i, i, j, k_i\} \), \( \mathcal{F}_l = \{O_l, i_l, j_l, k_l\} \), and \( \mathcal{F}_b = \{O_b, i_b, j_b, k_b\} \), respectively. \( \mathcal{F}_i, \mathcal{F}_l, \) and \( \mathcal{F}_b \) are all right-handed system. \( O_i \) is located in the center of the Earth; \( i_i \) is along the direction of the vernal equinox; \( k_i \) points toward the north pole; \( j_i \) is perpendicular to \( i_i \) and \( k_i \). \( O_l \) and \( O_b \) are located at the target; \( i_l \) points along the instantaneous vector from Earth center to the target, \( j_l \) is perpendicular to \( i_l \), pointing along the instantaneous tangential velocity; \( k_l \) completes the triad. \( i_b, j_b \) and \( k_b \) point to the three body axes of the target, respectively.

![Figure 1. Mission scenario and three different coordinate frames.](image)

2.3. Translational Relative Dynamics

In LVLH frame, the relative position vector between the servicer and target is denoted as \( r = [x, y, z]^T \), then the relative dynamics can be described as \([41]\]

\[
\ddot{r} = Ar + B\dot{r} + f_e + f_d
\]

where,

\[
A = \begin{bmatrix}
\omega_e^2 + \frac{2\mu}{r^2} & \frac{\omega_e}{r} & 0 \\
-\frac{\omega_e}{r} & \omega_e^2 - \frac{\mu}{r^2} & 0 \\
0 & 0 & -\frac{\mu}{r^2}
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 2\omega_e & 0 \\
-2\omega_e & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]
\[ \mu = 3.986 \times 10^{14} \text{ m}^2/\text{s}^2 \text{ is gravitational constant of the Earth.} \]

\[ r_t \text{ is orbit radius of target spacecraft.} f_c, \]

\[ f_d \text{ is the external disturbance.} \]

\[ \omega_t \text{ and } \dot{\omega}_t \text{ represent the angular velocity and angular acceleration of target spacecraft, which can be obtained by} \]

\[ \omega_t = (1 + e \cos f)^2 \sqrt{\frac{\mu}{a^3}}, \quad \dot{\omega}_t = \frac{2 \mu(1 + e \cos f)^3 e \sin f}{a^3(1 - e^2)^2}, \quad (3) \]

where, \( e \) is the eccentricity of the target, \( a \) is the semi-major axis, and \( f \) is the true anomaly. Equation (1) is established by Clohessy and Wiltshire (CW) [42], in slightly eccentric orbits.

\[ \text{The above analysis establishes the dynamic model of the two spacecraft in the frame } F_F, \text{ without considering the attitude change of the target spacecraft. When the target spacecraft rotates on the orbit, its attitude change will cause a collision risk in the proximity operation process. To remedy this problem, the dynamic model in body-fixed frame } F_b \text{ needs to be considered, so as to depict the translational motion of servicer in rotating frame. Assuming the angle velocity of the target relative to the frame } F_f \text{ is } \omega_v, \text{ the vector conversion formulas between the two coordinate systems, } F_f \text{ and } F_b \text{, are introduced as} \]

\[ r' = M_b^r d' , \quad \]

\[ \frac{dr'}{dt} = \frac{\delta r_b}{\delta t} + \omega_b \times r', \quad (5) \]

\[ \frac{d^2 r'}{dt^2} = \frac{\delta^2 r_b}{\delta t^2} + \frac{\delta \omega_b}{\delta t} \times r' + 2 \omega_b \times \frac{\delta r_b}{\delta t} + \omega_b \times (\omega_b \times r'). \quad (6) \]

Then, substituting Equations (4)–(6) into Equation (1) yields

\[ \ddot{r} = (-\omega^2_b + AM_b^2 + B\omega_b^2 - \dot{\omega}_b) \dot{r} + (B - 2\omega_b^2)\dot{r} + f_b^r + f_d^r. \quad (7) \]

Equation (7) can be written in the form of state equation as

\[ \dot{X} = QX + R(\dot{u} + \gamma), \quad (8) \]

where, \( X = \begin{bmatrix} r^T, \dot{r}^T \end{bmatrix}^T \), \( Q = \begin{bmatrix} 0_3 & 0_3 \\ -\omega_b^2 + AM_b^2 + B\omega_b^2 - \dot{\omega}_b & I_3 \end{bmatrix} \), \( R = \begin{bmatrix} 0_3 \\ I_3 \end{bmatrix} \), \( \dot{u} = \begin{bmatrix} 0_3 \\ f_b^r \end{bmatrix} \).

Equation (8) is the relative dynamic model in target body-fixed frame \( F_b \). Note that all the subsequent parameters are expressed in the frame \( F_b \).

In the proximity operation mission, the desired state is denoted as \( X_d = \begin{bmatrix} r_d^T, \dot{r}_d^T \end{bmatrix}^T \). Define \( e = X - X_d \) as the relative error matrix, then the relative error dynamic model can be written as

\[ \dot{e} = Qe + R(\dot{u} + u_{eq} + \gamma), \quad (9) \]

where, \( u_{eq} = (-\omega_b^2 + AM_b^2 + B\omega_b^2 - \dot{\omega}_b) r_d + (B - 2\omega_b^2) \dot{r}_d - \dot{r}_d. \)

When the system reaches steady state, the relative error matrix converges to zero, i.e., \( e = 0, \dot{e} = 0 \). Then, if the external disturbance \( \gamma \) is ignored, \( \dot{u} = -u_{eq} \) can be obtained from Equation (9).

3. Main Methodologies

The main methodologies are summarized in Figure 2. The details of GMM-APF and GMM-FTC design are expanded in Sections 3.1 and 3.2, respectively.
3.1. GMM-Based APF Design

When performing the proximity operation to the target, the complex shape of the target, as shown in Figure 1, must be considered for the requirement of collision avoidance. Therefore, GMM is applied, which can give an analytical expression and more accurate depiction of the target outline. The GMM can be regarded as a model composed of K single Gaussian probability density functions [28], as shown in Equation (10). These K sub-models are hidden variables of the mixed model. The GMM is used here because the Gaussian distribution has good mathematical properties and good computing performance.

\[
p(r|\Theta) = \sum_{j=1}^{K} \pi_j \Phi(r|\mu_j, \Sigma_j) = \sum_{j=1}^{K} \frac{\pi_j}{(2\pi)^{D/2}|\Sigma_j|^{1/2}} e^{-\frac{1}{2}(r-\mu_j)^T \Sigma_j^{-1} (r-\mu_j)},
\]

(10)

where, \(\Phi(r|\mu_j, \Sigma_j)\) means the GMM’s \(j\)th gaussian component. \(\mu_j \in \mathbb{R}^3, \Sigma_j \in \mathbb{R}^{3 \times 3}\), and \(\pi_j \in \mathbb{R}\) are the expectation, covariance matrix, and weight of \(j\)th gaussian component, respectively. Meanwhile, \(\pi_j\) satisfies the constrain \(\sum_{j=1}^{K} \pi_j = 1\). \(D\) is the dimension of position vector \(r\). \(\Theta = \{\theta_j = (\pi_j, \mu_j, \Sigma_j)\}\) contains three key parameters, which determine the GMM.

To describe the outline by GMM, the three key parameters should be solved first. Utilizing servicer’s camera or other sensing equipment, a series of feature points of the target’s surface can be obtained in space, such as point-cloud model [26], which is recorded as \(R = \{r_i = [x_i, y_i, z_i]^T, i = 1, 2, \ldots, N\}\). Then, using the EM algorithm, the outline, described by the feature points, can be fitted by GMM. The steps of solving GMM by EM algorithm are shown below [43].

1. Set the initial parameters \(\Theta\).
2. E-step: Calculate the probability \(\gamma_{ij}\) that each data \(r_i\) comes from sub-model \(j\), based on above parameters.
   \[
   \gamma_{ij} = \frac{\pi_j p(r_i|\theta_j)}{p(r_i|\Theta)},
   \]
   (11)
3. M-step: Calculate the next generation parameters as follows,
   \[
   \mu_j = \frac{\sum_{i=1}^{N} \gamma_{ij} r_i}{\sum_{i=1}^{N} \gamma_{ij}}, j = 1, 2, \ldots, K,
   \]
\[ \Sigma_j = \frac{\sum_{i=1}^{N} y_{ij} (r_i - \mu_j) (r_i - \mu_j)^T}{\sum_{i=1}^{N} y_{ij}}, j = 1, 2, \ldots, K, \]  
(13)

\[ \tau_j = \frac{\sum_{i=1}^{N} y_{ij} N_i}{N}, j = 1, 2, \ldots, K, \]  
(14)

(4) Iterate the E-step and M-step until satisfying the condition in Equation (15). $\epsilon$ is small positive constant, and the superscript $k$ means the $k$th calculation.

\[ \| \Theta^{(k+1)} - \Theta^{(k)} \| < \epsilon \]  
(15)

In actual calculation process, the initial parameters greatly affect the calculation results, and the E-step often takes a long time. To improve the computational efficiency, in other words, to optimize initial parameters $\mu_j$, the K-means clustering algorithm is employed. The main effect of K-means is to divide a set of data into K clusters according to Euclidean distance, the steps of which are as follows [44].

1. Set the initial K means.
2. Calculate the Euclidean distance between $r_i$ and each mean $\mu_j$ ($j = 1, 2, \ldots, K$), then, dividing $r_i$ to the nearest cluster center, i.e., mean and recording as $r_{ij}$.
3. Recalculate each cluster center by the data in same cluster.
4. Iterate the steps (2) and (3) until $\Delta J = \left| J^{(k+1)} - J^{(k)} \right| < \epsilon$, $J$ is the distortion function of K-means, written as

\[ J = \frac{1}{N} \sum_{j=1}^{K} \sum_{i=1, r_i \in \mu_j}^{N} \| r_{ij} - \mu_j \|^2 \]  
(16)

The basic principle of the APF method is to construct an analytical scalar function related to states, usually composed of two types of fields: attractive potential field and repulsive potential field. Traditionally, the attractive potential field is a bowl-shaped function, while the repulsive potential field is a hill-shaped function around the restricted area. Therefore, when the object moves along the negative gradient of the potential field, it can reach the desired position without violating the path constraints.

In this paper, a novel artificial potential function based on GMM is proposed. The whole potential function is expressed as

\[ \phi(r, r_f) = \phi_{\text{att}}(r, r_f) + \phi_{\text{rep}}(r, r_f), \]  
(17)

where, $\phi_{\text{att}}$ and $\phi_{\text{rep}}$ are the attractive potential function and repulsive potential function, respectively.

For the repulsive potential function $\phi_{\text{rep}}$, it should be designed to satisfy the following properties: (1) $\phi_{\text{rep}}$ equals zero when the service spacecraft reaches the desired position; (2) $\phi_{\text{rep}}$ tends to infinity when the service is close to the target structural components. Therefore, based on the GMM, the repulsive $\phi_{\text{rep}}$ is designed as

\[ \phi_{\text{rep}} = \frac{1}{2} (r - r_f)^T M (r - r_f) \sum_{j=1}^{K} \frac{\tau_j}{(2\pi)^{D/2} \sqrt{|\Sigma_j|}} e^{-\frac{1}{2} (r - \mu_j)^T \Sigma_j^{-1} (r - \mu_j)}, \]  
(18)

where, $M$ is a positive definite symmetric matrix. The GMM-based repulsive potential function, as shown in Equation (18), can provide a potential field for collision avoidance constrained by the complete shape of the target spacecraft without ignoring any details. It is worth noting that the GMM-based repulsive potential function is suitable for arbitrarily complex shape.
The attractive function $\phi_{att}$ is designed in the classic form [19]

$$\phi_{att} = \frac{1}{2}(r - r_f)^T P (r - r_f), \quad (19)$$

where, $P$ is a positive definite symmetric matrix.

With the novel GMM-based potential function, as shown above, service spacecraft is able to avoid collision with the target’s complex shape structural components, such as solar panel and antenna, as well as to implement proximity operation.

### 3.2. GMM-Based Fixed-Time Controller Design

In this section, a novel nonlinear feedback controller is proposed for safe proximity operation to spacecraft with complex shape, by combining the GMM with fixed-time control method.

By defining $y_1 = e \in \mathbb{R}^3$ and $y_2 = e \in \mathbb{R}^3$, and ignoring the external disturbance $f_d$, Equation (8) can be reduced to the block form

$$
\begin{align*}
\dot{y}_1 &= A_{11} y_1 + A_{12} y_2 \\
\dot{y}_2 &= A_{21} y_1 + A_{22} y_2 + A_{23} (u + u_\epsilon), \quad (20)
\end{align*}
$$

where, $A_{11} = 0_3$, $A_{12} = A_{21} = I_3$, $A_{22} = -\omega_b^\times \times^2 + A M_b^b + B \omega_b^\times - \omega_b^\times$ and $A_{23} = B - 2 \omega_b^\times$.

Introduce the nonlinear coordinate transformation $s = \Phi(y)$ [31]:

$$
\begin{align*}
s_1 &= y_1 + \varphi_1 \\
s_2 &= y_2 + \alpha_1 (y_1 + \varphi_1) + \beta_1 (y_1 + \varphi_1)^3 + \frac{\partial}{\partial y_1} s_1 y_2, \quad (21)
\end{align*}
$$

where, $\alpha_1, \beta_1, k_b \in \mathbb{R}^{3 \times 3}$, $\varphi_1 = k_b \nabla_r \phi$ is related to the GMM-based artificial function in Equation (17). Then, through the transformation, Equation (20) can be transformed into

$$
\begin{align*}
\dot{s}_1 &= -\alpha_1 s_1 - \beta_1 s_1^3 + s_2 \\
\dot{s}_2 &= \Lambda(y_1) y_2 + k_b \Gamma(y_1, y_2) + [k_b \Psi(y_1) + I_3] y_2, \quad (22)
\end{align*}
$$

where,

$$\Lambda(y_1) = [\alpha_1 + 3 \beta_1 (y_1 + k_b \nabla_r \phi)^2] (I_3 + k_b \nabla_r \phi), \quad (23)$$

$$
\begin{align*}
\Gamma(y_1, y_2) &= -2 M y_2 \sum_{j=1}^K \eta_j \theta_j^T y_2 + \left( \sum_{j=1}^K \eta_j \theta_j^T y_2 \theta_j - \sum_{j=1}^K \eta_j \Sigma_j^{-1} y_2 \right) y_1^T M y_2 \\
&+ \frac{1}{2} y_1^T M y_1 \left[ \sum_{j=1}^K \eta_j \theta_j^T y_2 \theta_j - \Sigma_j^{-1} y_2 \right] + 2 \sum_{j=1}^K \eta_j \theta_j y_2^T \Sigma_j \Sigma_j^{-1} y_2, \quad (24)
\end{align*}
$$

$$
\begin{align*}
\Psi(y_1) &= P + M \sum_{j=1}^K \eta_j - M y_1 \left[ \sum_{j=1}^K \eta_j \theta_j^T - \sum_{j=1}^K \eta_j \theta_j y_1^T M + \frac{1}{2} y_1^T M y_1 \sum_{j=1}^K \eta_j \theta_j - \Sigma_j \Sigma_j^{-1} \right], \quad (25)
\end{align*}
$$

where, $\nabla_r \phi$ and $\nabla_r \phi$ are the gradient and double gradient of GMM-based artificial potential function with respect to $y_1$, shown as

$$\nabla_r \phi = P y_1 + M y_1 \sum_{j=1}^K \eta_j - \frac{1}{2} y_1^T M y_1 \sum_{j=1}^K \eta_j \theta_j, \quad (26)$$
where,
\[
\nabla_{rr}\phi = P + M \sum_{j=1}^{K} \eta_j - \sum_{j=1}^{K} \eta_j \theta_j y_j^T M - My_1 \sum_{j=1}^{K} \eta_j \theta_j^T + \frac{1}{2} y_1^T My_1 \sum_{j=1}^{K} \eta_j [\theta_j \theta_j^T - \Sigma_j^{-1}],
\]

where, \( \eta_j \) and \( \theta_j \) are written as
\[
\eta_j = \frac{\pi_j}{2\pi \sqrt{\Sigma_j}} e^{-\frac{1}{2}(r-\mu_j)^T \Sigma_j^{-1} (r-\mu_j)}.
\]

Substituting Equation (20) into Equation (22) yields
\[
\begin{align*}
\dot{s}_1 &= -\alpha_1 s_1 - \beta_1 s_1^3 + s_2 \\
\dot{s}_2 &= \Lambda(y_1) y_2 + k_1 \Gamma(y_1, y_2) + \left[k_2 \Gamma(y_1) + I_3\right] \Lambda y_1 + A_22 y_1 + A_23 (u + u_0). \tag{29}
\end{align*}
\]

Introduce the asymptotic law of the switching surface as
\[
\dot{s}_2 = -\sum_{i=1}^{2} \lambda_i \text{sig}(s_2^i) \tag{30}
\]

where, \( 0 < \zeta_1 < 1, \zeta_2 > 1 \) and \( \lambda_i \in \mathbb{R}^{3 \times 3} \) are positive-definite diagonal matrix.

Combing Equations (29) and (30), the control input \( u \) of GMM-FTC is expressed as
\[
u = [k_2 \Gamma + I_3]^{-1} \left[\sum_{i=1}^{2} \lambda_i \text{sig}(s_2^i) - \Lambda y_2 - k_2 \Gamma - A_21 y_1 - A_22 y_2 - u_0. \right]. \tag{31}
\]

The GMM-FTC in Equation (31) is expressed in frame \( \mathcal{F}_b \). However, the common controller is usually expressed in LVLH or inertial frame. Based on the vector transformation relation in Equation (6), the controller \( u' \), expressed in frame \( \mathcal{F}_l \) for relative acceleration, differs from the \( u \) expressed in frame \( \mathcal{F}_b \) by the additional converted acceleration \( a_c \) and Coriolis acceleration \( a_k \), as shown below.
\[
\begin{align*}
u' &= \nu + a_c + a_k = \nu + 2\omega_b \times v_b + \omega_b \times (\omega_b \times r_b), \tag{32}
\end{align*}
\]

where, \( r_b \) and \( v_b \) are the relative position vector and velocity vector between servicer and target, respectively.

**Theorem 1.** For the two spacecraft relative dynamic system as shown in Equation (8), if GMM-FTC is provided by Equation (31), then the trajectory of the closed-loop system converges to an arbitrary vicinity of the origin in a fixed time. In other words, the trajectory of the servicer’s proximity is practical fixed-time stable.

**Proof.** Choose a Lyapunov function candidate
\[
V = \frac{1}{2} s_2^T \cdot s_2 \geq 0. \tag{33}
\]

From Lemma 2, and substituting Equation (30) into the time derivative of \( V \) yields
\[
\dot{V} = s_2^T \cdot \dot{s}_2 = -s_2^T \sum_{i=1}^{2} \lambda_i \text{sig}(s_2^i) \leq -\sum_{i=1}^{2} \lambda_{i-\text{min}} ||s_2||^{\zeta+1}, \tag{34}
\]

where \( \lambda_{i-\text{min}} \) is the minimum diagonal element among the \( \lambda_i \).
Substituting Equation (33) into Equation (34) yields

\[ \dot{V} \leq - \sum_{i=1}^{2} \lambda_{i \text{--min}} (2V)^{\frac{\zeta_i+1}{2}} \leq - \sum_{i=1}^{2} \sqrt{2} \lambda_{i \text{--min}} V^{\frac{\zeta_i+1}{2}}. \]  

(35)

Therefore, from Corollary 1, it can be concluded that the system Equation (22) with GMM-FTC is stable in fixed-time. □

The convergence time \( T_{\text{max}} \) is given as

\[ T_{\text{max}} = \frac{\sqrt{2}}{\lambda_{1 \text{--min}} (1 - \zeta_1)} + \frac{\sqrt{2}}{\lambda_{2 \text{--min}} (\zeta_2 - 1)}. \]  

(36)

4. Numerical Simulation

To demonstrate the effectiveness of the proposed GMM-based artificial potential function and GMM-FTC, numerical simulations are presented in this section.

4.1. GMM-Based Artificial Potential Function Simulation

Suppose the main body of the target spacecraft is a cube of 8 cubic meters, which has two solar panels with a length of 6 m and a width of 2 m, and two antennas with a length of 2 m, as shown in Figure 3. By using equal division method, obtain 40,000 feature points data. Then, combining the K-means and EM method, calculate the key parameters of GMM. The initial parameters are listed in Table 1 and the calculation results are listed in Table 2. Because of the uniform sampling points and the regular shape of target spacecraft, the initial key parameters in Table 1 are very similar to the calculation results in Table 2.

Figure 3. Complex shape of target spacecraft.
Table 1. The initial key parameters of Gaussian mixture model (GMM).

| $j$ | $\pi_j$ | $\mu_j$ | $\Sigma_j$ |
|-----|--------|--------|--------|
| 1   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$ | $\text{diag}\{0, 0.3301, 0.3301\}$ |
| 2   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} -1 & 0 & 0 \end{bmatrix}^T$ | $\text{diag}\{0, 0.3302, 0.3301\}$ |
| 3   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & 1 & 0 \end{bmatrix}^T$ | $0.3300, 0, 0.3302$ |
| 4   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & -1 & 0 \end{bmatrix}^T$ | $0.3301, 0, 0.3299$ |
| 5   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$ | $0.3301, 0.3300, 0$ |
| 6   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & 0 & -1 \end{bmatrix}^T$ | $0.3300, 0.3300, 0$ |
| 7   | $4.193 \times 10^{-4}$ | $\begin{bmatrix} 0 & -2 & 0 \end{bmatrix}^T$ | $\text{diag}\{0, 0.3350, 0\}$ |
| 8   | $4.193 \times 10^{-4}$ | $\begin{bmatrix} 0 & 2 & 0 \end{bmatrix}^T$ | $\text{diag}\{0, 0.3350, 0\}$ |
| 9   | $1.256 \times 10^{-1}$ | $\begin{bmatrix} -2.5 & 0 & 0 \end{bmatrix}^T$ | $\text{diag}\{0.7550, 0, 0.3300\}$ |
| 10  | $1.252 \times 10^{-1}$ | $\begin{bmatrix} 2.5 & 0 & 0 \end{bmatrix}^T$ | $\text{diag}\{0.7500, 0, 0.3300\}$ |
| 11  | $1.252 \times 10^{-1}$ | $\begin{bmatrix} -5.5 & 0 & 0 \end{bmatrix}^T$ | $\text{diag}\{0.7500, 0, 0.3300\}$ |
| 12  | $1.252 \times 10^{-1}$ | $\begin{bmatrix} 5.5 & 0 & 0 \end{bmatrix}^T$ | $\text{diag}\{0.7500, 0, 0.3300\}$ |

Table 2. Calculation results of key parameters of GMM.

| $j$ | $\pi_j$ | $\mu_j$ | $\Sigma_j$ |
|-----|--------|--------|--------|
| 1   | $8.295 \times 10^{-2}$ | $\begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$ | $1 \times 10^{-5}, 0.3303, 0.3300$ |
| 2   | $8.295 \times 10^{-2}$ | $\begin{bmatrix} -1 & 0 & 0 \end{bmatrix}^T$ | $1 \times 10^{-5}, 0.3303, 0.3300$ |
| 3   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & 1 & 0 \end{bmatrix}^T$ | $0.3300, 1 \times 10^{-5}, 0.3300$ |
| 4   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & -1 & 0 \end{bmatrix}^T$ | $0.3301, 1 \times 10^{-5}, 0.3300$ |
| 5   | $8.300 \times 10^{-2}$ | $\begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$ | $0.3300, 1 \times 10^{-5}, 0.3300$ |
| 6   | $8.302 \times 10^{-2}$ | $\begin{bmatrix} 0 & 0 & -1 \end{bmatrix}^T$ | $0.3300, 1 \times 10^{-5}, 0.3300$ |
| 7   | $4.196 \times 10^{-4}$ | $\begin{bmatrix} 0 & -2.0043 & 0 \end{bmatrix}^T$ | $1 \times 10^{-5}, 0.3382, 1 \times 10^{-5}$ |
| 8   | $4.196 \times 10^{-4}$ | $\begin{bmatrix} 0 & 2.0043 & 0 \end{bmatrix}^T$ | $1 \times 10^{-5}, 0.3382, 1 \times 10^{-5}$ |
| 9   | $1.287 \times 10^{-1}$ | $\begin{bmatrix} -2.5886 & 0 & 0 \end{bmatrix}^T$ | $0.9601, 1 \times 10^{-5}, 0.3301$ |
| 10  | $1.279 \times 10^{-1}$ | $\begin{bmatrix} 2.5886 & 0 & 0 \end{bmatrix}^T$ | $0.9489, 1 \times 10^{-5}, 0.3301$ |
| 11  | $1.221 \times 10^{-1}$ | $\begin{bmatrix} -5.4843 & 0 & 0 \end{bmatrix}^T$ | $0.8751, 1 \times 10^{-5}, 0.3300$ |
| 12  | $1.225 \times 10^{-1}$ | $\begin{bmatrix} 5.4811 & 0 & 0 \end{bmatrix}^T$ | $0.8776, 1 \times 10^{-5}, 0.3300$ |

Based on the calculation results, the GMM-based reconstructed point-cloud and potential distribution are illustrated in Figure 4. Figure 4a gives the reconstructed point-cloud with additional red contours for better appearance. Figure 4b–d are the projection of GMM potential distribution in $x$-$O$-$y$, $x$-$O$-$z$, and $y$-$O$-$z$ planes, respectively, where the brighter color means the higher potential. It is obvious that the GMM can give an accurate depiction of the complex shape of spacecraft with an analytical expression in Equation (10).
Assume that the desired position is \( \mathbf{r}_f = \begin{bmatrix} -2 & 2 & 2 \end{bmatrix}^T \), and \( \mathbf{M} = \text{diag}\{ 2, 2, 2 \} \), \( \mathbf{P} = \text{diag}\{ 2, 2, 2 \} \). Then, the simulation of GMM-based artificial potential function in Equation (17) is obtained, as shown in Figure 5. The three figures show the potential of GMM-based APF in \( x-y \), \( x-z \) and \( y-z \) 2D coordinates, respectively. It is obvious that the surface of main body and two solar panels have high potential value, as well as the two antennas. The desired position has the globally lowest potential value, equaling to zero, which means that the spatial positions away from the desired position have higher potential value. So that the service spacecraft, moving in the potential space determined by GMM-based APF, will be attracted to the desired position, as well as avoiding collision with the target spacecraft.

Figure 4. The GMM-based reconstructed point-cloud and potential distribution. (a) Reconstructed point-cloud of the target shape; (b) the projection of GMM-based potential distribution in \( x-O-y \) plane; (c) the projection of GMM-based potential distribution in \( x-O-z \) plane; (d) the projection of GMM-based potential distribution in \( y-O-z \) plane.
The simulation step size is set to $h = 0.1$. The thruster output error is set to $\pm 5\%$. Then, the simulation of GMM-based artificial potential function in Equation (17) is obtained, as shown in Figure 5. The three figures show the potential of GMM-based APF in the potential distribution of GMM-based artificial potential function. (a) The potential of GMM-based APF in $x$-$y$ coordinate; (b) the potential of GMM-based APF in $x$-$z$ coordinate; (c) the potential of GMM-based APF in $y$-$z$ coordinate.

### 4.2. GMM-FTC Simulation

To implement the simulation of GMM-FTC, parameters of the controller are given in Table 3 and the orbit elements of target spacecraft are given in Table 4. The initial relative motion parameters are given in Table 5. The simulation step size is set to $h = 0.1$. The thruster output error is set to $\pm 5\%$.

**Table 3.** Parameters of Gaussian mixture model-fixed-time control (GMM-FTC).

| Parameters | Value  |
|------------|--------|
| $a_1$      | diag$[3 \times 10^{-1}, 3 \times 10^{-1}, 3 \times 10^{-1}]$ |
| $\beta_1$  | diag$[1 \times 10^{-2}, 1 \times 10^{-2}, 1 \times 10^{-2}]$ |
| $\zeta_1$  | 0.6    |
| $\zeta_2$  | 1.5    |
| $\lambda_1$| diag$[5 \times 10^{-2}, 5 \times 10^{-2}, 5 \times 10^{-2}]$ |
| $\lambda_2$| diag$[1 \times 10^{-2}, 1 \times 10^{-2}, 1 \times 10^{-2}]$ |
| $k_s$      | diag$[3 \times 10^{-4}, 1.0 \times 10^{-4}, 1.0 \times 10^{-4}]$ |
| $M$        | diag$[6 \times 10^{-1}, 6 \times 10^{-1}, 4 \times 10^{-1}]$ |
| $P$        | diag$[8 \times 10^{-1}, 8 \times 10^{-1}, 8 \times 10^{-1}]$ |
The stable precision of position error is better than $1 \times 10^{-4}$ m/s. From Figure 9, the amplitude of control force is less than 0.06 m/s$^2$. Note that the amplitude of velocity is less than 0.15 m/s, which means the service keeps very low speed during proximity, which is good for improving the security. The precision is better than $1 \times 10^{-4}$ m/s.

| Parameters                               | Value       | Units  |
|------------------------------------------|-------------|--------|
| Semi-major axis, $a$                     | 6878.14 km  |        |
| Eccentricity, $e$                        | 0.01        |        |
| Inclination, $i$                         | 45 deg      |        |
| Longitude of the ascending node, $\Omega$| 0 deg       |        |
| Argument of perigee, $\omega$            | 0 deg       |        |
| Initial true anomaly, $\sigma_0$         | 0 deg       |        |

Table 4. Orbit elements of the target spacecraft.

| Parameters                               | Value       | Units  |
|------------------------------------------|-------------|--------|
| Initial relative position, $r(0)$        | $[-12 -3 1]^T$ | m     |
| Initial relative velocity, $\dot{r}(0)$  | $[0 0 0]^T$  | m/s    |
| Desired relative position, $r_f$         | $[-2 1 0]^T$ | m     |
| Desired relative velocity, $\dot{r}_f$   | $[0 0 0]^T$  | m/s    |
| Angular velocity of target spacecraft, $\omega_b$ | $[0 0 0.05]^T$ | rad/s |
| Angular acceleration of target spacecraft, $\dot{\omega}_b$ | $[0 0 0]^T$ | rad/s$^2$ |
| Initial attitude of target spacecraft, $\sigma(0)$ | $[0 0 0]^T$ | rad   |

Table 5. Initial relative motion parameters expressed in frame $F_b$.

Then, the results of simulation are obtained, as shown in Figures 6–9. Figure 6 shows the trajectory of target spacecraft from initial position (blue point), to desired position (red point) under the GMM-FTC, and the spatial relationship between target spacecraft shape and trajectory. Figure 6b is the projection of Figure 6a in $x-O-y$ plane. It can be seen that under the GMM-FTC, the service can implement the proximity operation process while avoiding collision with any structural component of the target.

![Figure 6](image_url)

**Figure 6.** The proximity trajectory to target spacecraft. (a) The trajectory in 3D coordinates; (b) the projection of trajectory in the $x-O-y$ plane.

Figures 7–9 are the time response of position error $y_1$, velocity error $y_2$, and control force $u$, respectively. It can be seen that these parameters converge to small regions containing zero in 150 s. The stable precision of position error is better than $1 \times 10^{-4}$ m, as shown in partially enlarged view in Figure 7. From Figure 8, the amplitude of velocity is less than 0.15 m/s, which means the service keeps very low speed during proximity, which is good for improving the security. The precision is better than $1 \times 10^{-4}$ m/s. From Figure 9, the amplitude of control force is less than 0.06 m/s$^2$. Note that the amplitude of velocity is less than 0.15 m/s, which means the service keeps very low speed during proximity, which is good for improving the security. The precision is better than $1 \times 10^{-4}$ m/s.
better than $1 \times 10^{-4} \text{ m/s}$. From Figure 9, the amplitude of control force is less than 0.06 m/s$^2$. Note that the control force $u$ is stable at a constant, because the non-zero desired position vector contributes the constant force $u_{\text{eq}}$ as shown in Equation (9). To sum up in conclusion, under the effect of GMM-FTC, it can obtain high precision convergence, small amplitude control force, and enhanced security in the proximity operation process.

![Figure 7](image1.png)

**Figure 7.** Time response of position error $r-\hat{r}_f$.

![Figure 8](image2.png)

**Figure 8.** Time response of velocity error $\dot{r}-\dot{\hat{r}}_f$. 
Figure 9. Time response of control force $u$.

Shown Figures 6–9 are the trajectory and state parameters in frame $F_b$. As shown below, Figures 10 and 11 are the position of servicer and control force expressed in LVLH frame $F_l$, respectively. It is obvious that the servicer maintains flight around with the target after reaching the desired position in the $x$-$O$-$y$ plane and the control force keeps oscillating to keep the servicer in the desired position.

Figure 12 illustrates the trajectory of servicer and the attitude change of target in the frame $F_l$. The figures are projections in $x$-$O$-$y$ plane. The red curve is the trajectory of the servicer, the blue and green points are the initial and time-variant desired positions, respectively. Note that one antenna is depicted by red straight line in order to better show the attitude changes of the spacecraft, i.e., counterclockwise rotation. From Figure 12, it can be seen that servicer can approach to the desired position without any collision. After 150 s, the servicer has reached the desired position and moved to the following phase. It can be seen that the servicer can follow the rotating target and keep it in the desired position well.

Figure 10. Time response of relative position in local vertical local horizontal (LVLH) frame.
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5. Conclusions

The GMM-FTC is proposed to solve the proximity operation problem between a service spacecraft and a target spacecraft with complex shape. Numerical simulations show the high precision of convergence, small amplitude control force, and strengthened safety in the proximity operation process.
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5.1. GMM-based APF

Figure 11 illustrates the trajectory of the servicer and the attitude change of the target in the frame $x-O-y$. The red curve is the trajectory of the servicer, the blue and green points are the initial and time-variant desired positions, respectively. Note that one antenna is depicted by red straight line in order to better show the attitude changes of the spacecraft, i.e., $\mathcal{F}_T$.

Figure 12. Time response of control force $u^l$.

Figure 12. The servicer's trajectory and the target's attitude change.
5. Conclusions

In this paper, a body-fixed dynamic model is derived, and the Gaussian mixture model-based fixed time controller (GMM-FTC) is proposed to solve the proximity operation problem between a service spacecraft and a target spacecraft with complex shape. The GMM is used to design a novel artificial potential function (APF) to depict the complex shape obstacle. Numerical simulations of GMM-based APF and GMM-FTC are implemented. The former results show that the potential field distribution of GMM-based APF can well meet the requirements of collision avoidance and proximity operation. The latter results show the high precision of convergence, small amplitude control force, and strengthened safety in proximity operation process.
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