To understand the nature of a cell, one needs to understand the structure of its genome. For this purpose, experimental techniques such as Hi-C detecting chromosomal contacts are used to probe the three-dimensional genomic structure. These experiments yield topological information, consistently showing a hierarchical subdivision of the genome into self-interacting domains across many organisms. Current methods for detecting these domains using the Hi-C contact matrix, i.e. a doubly-stochastic matrix, are mostly based on the assumption that the domains are distinct, thus non-overlapping. For overcoming this simplification and for being able to unravel a possible nested domain structure, we developed a probabilistic graphical model that makes no a priori assumptions on the domain structure. Within this approach, the Hi-C contact matrix is analyzed using an Ising like probabilistic graphical model whose coupling constant is proportional to each lattice point (entry in the contact matrix). The results show clear boundaries between identified domains and the background. These domain boundaries are dependent on the coupling constant, so that one matrix yields several clusters of different sizes, which show the self-interaction of the genome on different scales.

1 Introduction

Early work using optical microscopy with fluorescent markers established that chromosomes are not randomly organized in the nucleus [1]. Exactly how the chromosomes are organized could not be further revealed by this method, even though multi-color experiments pushed the experimental boundary [2]. At this stage several models have been proposed how the genome is physically organized in space [3, 4, 5, 6, 7, 8, 9]. With the chromosome conformation capture technology (3C) [10] new data on the organization became available. Whereas the information coming from the microscopy experiments gives a physical relationship between between points in space, i.e., Euclidean distances on single cell data, the 3C (and later the Hi-C data [11]) yields topological information losing the embedding into euclidean space, i.e., only neighborhood relationships are
revealed attached with a certain probability. Furthermore the information represents an average over many cells. In a way this is very much information one would classify as of mean-field type. Thus the challenge is to develop a model that is consistent with the mean-field result in the sense that it succeeds to re-embed the topological information into euclidean space, i.e., geometrical information and topological information need to be reconciled.

A crucial part of this process is to identify the structures and substructures that appear in Hi-C heatmap data. Most prominently are the TADs (topologically associated domains). Their defining characteristic is that the interaction frequency within domains is much higher as opposed to that across domains, i.e. the contact matrix resembles a block-diagonal matrix.

There are various different methodological approaches identifying the domain structure in Hi-C contact maps. A first attempt was presented in Dixon et al. [12] and is based on a two-step strategy. Firstly, the 2D contact information is condensed to the directionality index, a 1D measure encoding both downstream and upstream chromatin interactions. In the second step, a hidden Markov model (HMM) is applied to this data to retrieve the segmentation into domains. Instead of a HMM, it is also possible to translate the directionality index into a test statistics in order to identify significant domain boundaries [13]. Lévy-Leduc et al. [14] developed a 2D model that fits a block diagonal matrix to observed contacts using maximum likelihood. Filippova et al. [15] use dynamic programing to find domains with maximal intra-domain contact frequency. Weinreb et al. [16] developed a method to find an optimal TAD hierarchy via dynamic programing. Chen et al. [17] present a method for identifying topological domains based on the spectral decomposition of the graph Laplacian of the Hi-C matrix.

Complementary to the above outlined heuristic and mostly image analysis motivated approaches, one can interpret the Hi-C data as interactions and treat them on this level. Following this idea leads naturally to probabilistic graphical models. In the following section we develop the approach.

2 Approach

The main idea is to use an energy based probabilistic graphical model. In fact we will construct a log linear model over a Markov network. For the energy function a possible choice is to use the pair interactions (pairwise node potential) that are defined by the Hi-C heatmap together with feature variables between which the interaction is defined. The energy of the pairs is symmetric. Now rather than learning parameters we sample the feature variables as a function of control parameters. If there is a strong interaction between a pair of nodes than we construct the energy function to favor the feature variables to be similar. On the other hand if there is only a weak interaction between nodes then the feature variables will be uncorrelated. Assume that the feature variables
take value ±1. Within a domain, where the interaction is strong, the feature variables will all have nearly identical average values. Where there is a very weak or no interaction the feature variable will average to zero. Within this scheme domains can be identified by the boundary from values above a certain threshold and zero.

3 Methods

Let $C$ be the matrix containing the raw counts from the Hi-C experiment

$$
C = (c_{ij})_{i,j:1,...,n} = \begin{pmatrix}
c_{11} & c_{12} & \cdots & c_{1n} \\
c_{21} & c_{22} & \cdots & c_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n1} & c_{n2} & \cdots & c_{nn}
\end{pmatrix}
$$

where $c_{ij} \geq 0$ for $i,j : 1,...,n$. This symmetric non-negative matrix can be normalized \[18\] such that the row/column sums in the euclidean norm $||·||_2$ is one

$$
C \rightarrow \eta = (\eta_{ij})_{i,j:1,...,n} = \begin{pmatrix}
\eta_{11} & \eta_{12} & \cdots & \eta_{1n} \\
\eta_{21} & \eta_{22} & \cdots & \eta_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\eta_{n1} & \eta_{n2} & \cdots & \eta_{nn}
\end{pmatrix}
$$

i.e.,

$$
1 = \sum_{i=1}^{n} \eta_{ij} \text{ for all } j : 1,...,n
$$

For our approach, the matrix does not need to be doubly stochastic. It rather is convenient to compare later results with respect to the parameters that control coupling strengths. The model and the algorithm presented below just rests on the fact the matrix describes a network where the entries in the matrix represent values for the edges of the network.

3.1 The Model

We define feature variables $s_i$ that can take on values ±1 that are associated with the nodes of a network (of which we have $N = n^2$) which in fact has a simple square lattice structure. The network is defined by the Hi-C matrix presented above where the edges of the network are the entries of the matrix $\eta_{ij}$ and the nodes carry the feature variables. For convenience we restrict ourselves here to just two features. In principle the feature set can be a set $\{0,...,q\}$ with $q \in \mathbb{N}$. Let $s = (s_1, ..., s_N)$ be a specific feature configuration. Based on the pair-interaction specified by the normalized Hi-C matrix and the feature configuration we specify a symmetric energy function. The idea being that if two nodes (here we restrict ourselves to nearest neighbor nodes) have a high value in the normalized Hi-C matrix then the feature variable should tend to be similar. If
the next-nearest neighbor nodes have in turn similar Hi-C entries the feature would be propagated depending on a control parameter that governs the relative strength. The simplest ansatz in this direction is a log-linear model. In this scheme the probability for a specific configuration $s$ is

$$p(s|\eta, \alpha, \beta) = \frac{1}{Z} e^{-\epsilon(s,\eta,\alpha,\beta)}$$

(4)

with the normalization

$$Z = \sum_s e^{-\epsilon(s,\eta,\alpha,\beta)}$$

(5)

and $\epsilon(s, \eta, \alpha, \beta)$ being the energy function. Assuming symmetric pairwise interaction between the nodes with the interaction given by the values of the normalized Hi-C matrix and a possible local bias we use the following form for the energy function

$$\epsilon(s, \eta, \alpha, \beta) = \alpha \sum_{<ij>} \eta_{ij} s_i s_j + \beta \sum_i \eta_i s_i$$

(6)

where $\alpha$ and $\beta$ are control parameters for the strength of the coupling between pairwise nodes ($\alpha$) and $\beta$ controlling the bias. Note that we restrict the pairwise interaction to nearest-neighbor nodes, as depicted in figure 1 denoted by the symbol $<ij>$.

In the above scheme we are using free boundary conditions. For nodes that have no nearest neighbors in one of the directions that interaction for this direction is taken to be zero.

3.2 Algorithm

Given the above model, we sample the feature variables using the Metropolis Monte Carlo method [19]. The goal is identify the domains that have on average equal feature. Since strong interaction favor a like feature, i.e. the Hi-C showed a high probability
for the connection between the nodes, with the parameter $\alpha$ we can control the relative strength of the interaction. Since this in turn influences the correlation between the nodes, large values of $\alpha$ will incorporate into domains of like feature also nodes that have a relative lower probability of connectivity. We can thus control how much of a domain structure one wants to explore.

At the start of the algorithm all feature variables are set to +1. Because the Hi-C interaction is non-negative, this ensures equilibrium in the sampling using MCMC [19]. The sampling is set to last up to a maximum number of iterations or terminates if the moving average of the overall feature variable has changed less than a given value.

To define the border between domains, we use a threshold $c$ above which the average value of the feature at node $i$ belongs to a domain, i.e. we define a characteristic function

$$\chi(i) = \begin{cases} 
0, & \text{if } \langle s_i \rangle < c \\
1, & \text{otherwise}
\end{cases} \quad (7)$$

where $\langle s_i \rangle$ is the average value of the feature variable $s$. For those nodes that are not strongly connected the average in the MCMC process will tend to zero, whereas those that are strongly connect tend to +1 given the initial condition of all nodes having +1.

This yields a configuration that has only 0 or 1 for each node. To detect the boundaries we delete all nodes where at least one of the nearest neighbor nodes has feature value 0. Connecting those nodes left hat have characteristic values of 1 along the diagonal define the border between the domains. With this algorithm, we are able to identify non-rectangular domains as we will shown below.

**Algorithm 1: Hi-C Domain Structure Identification**

- initialize feature variables with feature 1
- $mcs \leftarrow 1$
- **while** $mcs < mcs_{\max}$ **do**
  - generate a realization using Metropolis MC
  - compute individual feature average
  - $mcs \leftarrow mcs + 1$
- **end while**
- using $\chi$ project the average feature variable to 0 or 1
- delete all nodes that have at least one nearest neighbor with 0

### 3.3 Validation of the Algorithm

The above outlined algorithm was tested using synthetic data. Three cases were considered. First in line is the square domain with sharp and with fuzzy boundary. The result of the domain identification is shown in Figure 2 (top panel). In both cases the same control parameters $\alpha = 10000$ and $\beta = 0$ were used. In both cases the square domain is correctly identified. The dashed lines give the horizontal (vertical) identification line of the domain boundary.
The middle panel shows the results of the domain identification against a noisy background and have noise also inside of the domain with varying degree of intensity. In Figure 2c the interaction $\beta$ was slightly twice higher than in Figure 2d.

The bottom panel shows that also non-square domains can be identified which are associated with loops in the chromosome conformations.

4 Results

The algorithm was applied to the Caulobacter crescentus Hi-C data [13]. In all cases the bias $\beta$ was set to zero. Shown in Figure 3 is the result of the domain identification using several values for the interaction parameter $\alpha$ that controls the relative strength. For low values of $\alpha$, such as $\alpha = 1000$, only the strongest interactions survive the averaging procedure and the ensuing domain identifications. This leads to singling out the most obvious dark blue visual domains. Increasing $\alpha$ leads to larger domains to be identified where the relative strength of the interaction probability is weaker and more fuzzy (light blue domains). Nevertheless the algorithm is able to identify the domains. Doubling the control parameter $\alpha$ shifts the identified domains boundaries further to the off-diagonal. In the case of Caulobacter this also leads to the identification of larger domains. The dashed lines give the identified horizontal (vertical) lines of the domains.

5 Discussion

We have developed a probabilistic graphical model to study the domains structure visible in Hi-C heat maps. This model is based on a symmetric energy model where the interaction parameters come from the normalized entries of the heat map. Here the heat map is interpreted as a graph with $N = n^2$ nodes each node having a feature variable. Already a model where the feature variable has just two values is sufficient to identify synthetic domains. This domains incorporate partial noise as would be expected to the noise in the actual heat maps. The domains themselves are set against a background of noise. The model is able to identify the noise through the average feature variable which is clearly distinct to the one in the domain. Within the domain, depending on the strength of the control parameter, the average value of the feature variable is homogeneous. This leads to the clear identification of the domain boundary as those nodes that have at least one of the nearest neighbors having a feature value different from the others.
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Figure 2: Test cases for the algorithm: a) simple square with no background noise and \( \alpha = 10000 \), b) simple square with diffuse boundary and no background noise \( \alpha = 10000 \), c) domains within domains with background noise \( \alpha = 25000 \), d) domains within domains with background noise e) and f) static loop polymer with parameters: \( t = 1000 \) and \( t = 16000 \) respectively. All results are averages over 10000 Monte Carlo Steps. Dashed lines represent the horizontal (vertical lines identified by the algorithm belonging to a domain.
Figure 3: Test organism Hi-C data Caulobacter crescentus [13]. Parameters where a) original data, b) $\alpha = 1000$, c) $\alpha = 2000$, d) $\alpha = 4000$, e) $\alpha = 8000$, f) $\alpha = 16000$ and $\beta = 0$ for all cases. All results are averages over 10000 Monte Carlo Steps. Dashed lines represent the horizontal (vertical lines identified by the algorithm belonging to a domain.
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