An application of Barnacle Mating Optimizer in Infectious Disease Prediction: A Dengue Outbreak Cases
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Abstract
Meta-heuristic algorithms have been significantly applied in addressing various real-world prediction problem, including in disease prediction. Having a reliable disease prediction model benefits many parties in providing proper preparation for prevention purposes. Hence, the number of cases can be reduced. In this study, a relatively new meta-heuristic algorithm namely Barnacle Mating Optimizer (BMO) is proposed for short term dengue outbreak prediction. The BMO prediction model is realized over real dengue cases data recorded in weekly frequency from Malaysia. In addition, meteorological data sets were also been employed as input. For evaluation purposes, error analysis relative to Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), and Mean Absolute Deviation (MAD) were employed to validate the performance of the identified algorithms which includes the comparison between BMO against Moth Flame Optimizer (MFO) and Grey Wolf Optimizer (GWO) algorithms. Upon simulation, the superiority is in favour to BMO by producing lower error rates.
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Introduction
Due to the outstanding performance of meta-heuristic algorithms in addressing various practical problems [1], a good number of researches have been published which provides powerful contributions to the interested party. The glorious of meta-heuristic era begins with the introduction of well-regarded Genetic Algorithm (GA) [2] which simulates the natural selection and genetic mechanism of Darwin’s biological theory. Given the growing number of GA applications, a good number of publications can be seen across different fields which include face recognition [1], electrical [3], cloud computing [4], operation management [5] and many more. This proves that GA has contributed a significant impact in addressing many real-world problems. Progressing further, meta-heuristic algorithms were later become surprisingly popular with the present of many animals inspired based algorithms such as Particle Swarm Optimization (PSO) [6] which mimics the collective behaviour of birds in navigating and Ant Colony Optimization (ACO) [7] which simulates the social behaviour of ants in finding for the shortest food source. Unlike GA which is classified as Evolutionary Algorithm (EA), PSO and ACO are categorized as Swarm Intelligence (SI) algorithm. Other than PSO and ACO, recently the family of SI algorithms become bigger with Grey Wolf Optimization (GWO) [8], Moth-flame Optimization (MFO) [9], Salp Swarm Algorithm (SSA) [10]
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and Barnacles Mating Optimizer (BMO) [11], which is one of the most newly introduced SI algorithm. The application of SI algorithms are well accepted in numerous area and this includes in infectious disease prediction [12] [13].

Among of the critical infectious disease, dengue fever which is an infectious disease is continuously recognised as a serious, worldwide public health concern. Presented in more than 126 countries, it is known as the most prevalent mosquito borne disease in the world, which leading to 390 million of dengue infections annually, all over the globe [14]. The only continent that does not affected with dengue transmission are Europe and Antarctica [15]. Dengue fever carries similar symptoms to other fever such as Viral influenza, Chikungunya, Zika fever, and a few others [12]. Once positively diagnosed, the virus could cause serious reduction of blood platelets, which could lead to fatal.

In this case, Malaysia is not excluded. It is reported that the most affected regions are central region which include Selangor, Kuala Lumpur and southern region as well, which is Johor. With the increasing number of cases each year, it is rapidly becoming as the most critical health concern. It is recorded that a huge increment of number of dengue cases was reported between 2000 to 2014 with 91% of increments, from 32 cases per 100,000 population in year 2000 to 361 cases per 100,000 population in 2014 [16]. With such alarming situation, tremendous effort have been done to find the most effective vaccine to combat dengue, which includes the vaccine development, but to no avail [15].

The remaining sections are structured as follows: The next section provides the existing works on the issue of interest, followed by description on BMO as a predictor model. Next, experimental setup of this work is discussed which covers data collection, data scaling, evaluation and parameter setting. Meanwhile, the following section presents the obtained results and finally the main conclusions of this work is drawn on the last section.

Related Work
Concerning this matter, quite number of studies related to prediction and early detection of dengue have been published, which witnessed various techniques have been presented, with no exception on the application of meta-heuristic based algorithms. A hybrid model of Particle Swarm Optimization–Artificial Neural Network (PSO-ANN) has been proposed for earlier diagnosis of dengue disease [12]. In the proposed model, the PSO served as an optimizer to optimize the weight and bias parameters of ANN, before the detection task takes place. For experiment purposes, the proposed method was tested on real data of dengue from Delhi region. Based on a few metrics recorded which include the accuracy, the PSO-ANN is proven to be proficient and powerful model for the case under study.

Previously, an application of ANN for dengue confirmed cases has been presented by using physical parameters of mean temperature, mean relative humidity and total rainfall [17]. The results indicated that stated features including the total number of dengue confirmed-cases were efficient in predicting the number of dengue confirmed-cases. Recently, findings for dengue outbreak prediction using four hybrid meta-heuristic algorithms have been demonstrated, which limited to the data collected from Yogyakarta, Indonesia [13]. The obtained results indicate that the presented hybrid models are able to produce competitive results, with a slightly favour to Artificial Bee Colony-Least Squares Support Vector Machines (ABC-LSSVM) model. Similar studies also can be seen in [18].

Earlier in 2012, a hybrid dengue outbreak prediction model based on GA-ANN has been proposed [19]. The GA-ANN has been realized on time series of dengue cases data, rainfall data and proximity location data which were collected from State Health Department of Selangor (SHD) and Malaysian Meteorological Department. In the study, GA is employed for the determination of weight in neural network model. The findings show that the proposed hybrid model is superior compared to standalone models.

Despite numerous published studies on this issue, the importance of proper dengue outbreak cases prediction model is still wide open for an improvement as this issue involved human’s life. Concerning this matter, this study aims to propose a dengue outbreak cases prediction model based on BMO algorithm. Despite the young age, BMO has been proven to outperform other meta-heuristic algorithm which includes MFO[11]. Later, the effectiveness of the BMO prediction model will be validated against comparable meta-heuristic algorithm namely GWO and MFO.
Methodology of BMO as a predictor
This section provides an insight on BMO. The first subsection will give a brief description on barnacles in nature, followed by the mathematical model of BMO.

Barnacles Mating Optimizer in nature
Deep in the ocean, barnacles survive with such a unique social life. They commonly found permanently attached to rocks, corals or ships. Governed by its one of a kind features where its penises are probably the longest among microorganism, relative to its body, they perform mating activity to overcome their sessile state.

A. Mathematical Model
i) Initialization
The candidate solutions are represented as in (1):

\[
X = \begin{bmatrix}
X_1^1 & \ldots & X_1^N \\
X_2^1 & \ldots & X_2^N \\
\vdots & \ddots & \vdots \\
X_n^1 & \ldots & X_n^N 
\end{bmatrix}
\]  (1)

Where:
\( N \) = number of control variables to be optimized
\( n \) = number of population/barnacles

Similar with other existing meta-heuristic algorithms, the BMO begins with initialization where the candidate solutions are randomly generated. In order to obtain the initial performance of the candidates, an evaluation will be done, before the sorting process takes place.

Selection
Selection process is one of the critical stages in BMO. For this matter, the following rules are provided:

i. The selection is a random process which is subject to the constraint i.e length of the penis, \( pl \).

ii. In nature, every barnacle contributes and receives its sperm from other barnacles due to hermaphroditic behavior. However, in BMO, at one particular time, it is assumed that each barnacle can fertilized only by one barnacle even though in [20], it is noted that more than one male can copulate to a single female barnacle. This is implemented for the sake of simplicity.

iii. At the certain iteration, if the algorithm selects the same barnacle, the self-mating process assumed to be happened. Nevertheless, self-mating is very rare [21]. Thus, it will not be considered in the proposed BMO. When the stated situation occurred, no new offspring will be produced.

iv. If at certain iterations, the selection for mating is out of range of \( pl \) that has been set, it is assumed that the new offsprings are produced by sperm-cast mating process

ii) Off-spring generation
The generation of new off-spring obeys the Hardy-Weinberg equilibrium principle [22]. Like any other meta-heuristic algorithms, two important processes namely exploitation and exploration do take place n BMO algorithm. The exploitation process is defined as follow:

\[
x_{child}^{N\_new} = px_{dad}^{N} + qx_{mum}^{N} \text{ for } k \leq pl
\]

Meanwhile, (3) shows the definition of exploration process:

\[
x_{child}^{N\_new} = [rand()] \times x_{mum}^{N} + x_{mum}^{N} \text{ for } k > pl
\]

Where \( p \) represents the normally distributed random numbers, \( q=(1-p) \), \( x_{dad}^{N} \) and \( x_{mum}^{N} \) indicate the variables of Dad and Mum of barnacles respectively, which has been chosen for mating. Meanwhile, \( rand() \) is the randomly generated number between the range of 0 to 1 and \( k \) denotes the range of
barnacle’s penis can be reached during mating.

B. BMO prediction model

In this study, BMO algorithm will be served as an estimator of parameters’ vector. The inputs consist of humidity, minimum, maximum and average of temperature, rainfall and the number of dengue cases. The derivation of the stated inputs until day 6 are fed to the prediction model as well, as illustrated in Figure-1. Meanwhile, the output is the dengue cases from day 7 and onwards.

| Input       | Output          |
|-------------|-----------------|
| humidity    | d_cases         |
| temp (min)  | d_cases 7       |
| temp (max)  |                 |
| temp (avg)  |                 |
| rainfall    |                 |

$d_d=$day, $temp=$temperature, $min=$minimum, $max=$maximum, $avg=$average, $d_cases=$dengue cases, $d_cases 7=$number of dengue cases from day 7 and onwards

Figure 1- Input Output Configuration

Experimental Setup

A. Description of experimental data

This study employed a real time series data of dengue cases collected from several districts in Peninsular Malaysia. The data were recorded in weekly frequency, from 2003 to 2008 incorporated of weekly dengue cases incidence data as well as meteorological data namely humidity, minimum, maximum and average value of temperature and rainfall values. Table-1 shows the sample of the employed data.

Table 1- Sample of Employed Data

| Year | Weeks | Humidity (g/m3) | Temperature °c | Rainfall value (mm) | Dengue cases incidence |
|------|-------|-----------------|----------------|--------------------|------------------------|
| 2005 | 10    | 66.29           | 24.67          | 34.26              | 28.34                  | 24.14                  | 19                      |
|      | 11    | 65.33           | 24.79          | 36.01              | 29.05                  | 32.41                  | 15                      |
|      | 12    | 72.18           | 24.03          | 34.91              | 28.22                  | 55.66                  | 9                       |
|      | 13    | 77.03           | 23.57          | 32.96              | 27.26                  | 40.2                   | 13                      |
|      | 14    | 75.99           | 23.24          | 33.36              | 27.27                  | 130.13                 | 19                      |

The data were later split into training and testing sets, each consist of 70% and 30% of the observations, respectively.

B. Data Scaling

Prior to training, the data were first scaled to deal with out-of-bound attributes [23]. This is important to reduce the complexity of the employed data. In this study, the data were scaled using Min-Max normalization, which is defined as follow:

\[
v' = \frac{v - \text{min}_A}{\text{max}_A - \text{min}_A}
\]

(5)

Where \(v\) and \(v'\) indicate original value and normalized value respectively, while \(\text{min}_A\) and \(\text{max}_A\) represent the minimum and maximum value of the feature A.

C. Performance metrics

Three quantitative indices were employed for evaluation purposes, namely Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), and Mean Absolute Deviation (MAD). The definitions of the stated metrics are shown in (6), (7) and (8).
\[ MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - Y_i}{y_i} \right| \times 100 \] (6)

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - Y_i)^2 \] (7)

\[ MAD = \frac{1}{n} \sum_{i=1}^{n} |y_i - Y_i| \] (8)

Where \( y_i \) denotes the actual value for the \( i \)th data point, \( Y_i \) indicates the predicted value at period \( i \), and \( n \) is the number of prediction period.

D. BMO parameter setting

Before the experiments take place, the properties of identified are defined as follow: number of population = 30, maximum iteration = 100, and \( p_l \) (BMO parameter) = 25.

Empirical results and discussion

The experiment is executed using MATLAB platform on Intel® Core™ i3-5005U processor, CPU @ 2.00 GHz with 4.00 GB of RAM, in 64-bit Windows 10 operating system. The experiment is divided into two stages, where the first stage was conducted to compare the performance of BMO prediction model using raw and normalized data (see section 4.2). The BMO were trained using approximately 3 years and half of weekly recorded data, from 2004 – 2007, and later were tested on 2007-2008 of data, producing predictions of dengue outbreak cases for one week ahead. The obtained results are shown in Table-1.

| Table 1-Prediction Evaluation for BMO prediction model: Raw vs. Normalized data |
|--------------------------------|----------------|----------------|
|                                | Raw data       | Normalized data |
| MAPE (%)                       | 27.7082        | 27.3892        |
| MSE                            | 94.7667        | 90.8693        |
| MAD                            | 7.0506         | 6.9609         |

Based on the table, it is demonstrated that the BMO was able to produce lower error rates when realized on normalized data where the MAPE produced is 0.319% lower than MAPE produced when the model is fed with raw data. The other two metrics namely MSE and MAD showed a good agreement as well.

Data tabulated in Table-2 showed prediction values generated by BMO by using the stated data during testing period, from week 265 until 279. The bold font indicates the closest value produced by BMO, on respective data set. As shown in the table, the BMO is capable to predict closer to target values when realized on normalized data, especially in week 273.

| Table 2- Prediction value for BMO from week 265 to 279: Raw vs. Normalized data |
|--------------------------------|----------------|----------------|
| Week                          | Target | Raw Data | Normalized Data |
| 265                           | 19     | 22.2398  | 21.5417        |
| 266                           | 18     | 18.3264  | 16.8084        |
| 267                           | 21     | 13.594   | 16.0785        |
| 268                           | 30     | 14.6165  | 15.4803        |
| 269                           | 15     | 19.4453  | 19.6312        |
| 270                           | 18     | 15.701   | 14.0968        |
| 271                           | 26     | 12.4055  | 15.3338        |
| 272                           | 38     | 16.7796  | 17.1834        |
| 273                           | 23     | 24.4164  | 23.6493        |
| 274                           | 16     | 21.5889  | 19.0316        |
| 275                           | 31     | 13.959   | 16.1934        |
The comparison performance of BMO prediction model when tested on raw and normalized data is visualized in Figure 2. By referring to the figure, blue solid line indicates the target value, green dashed-dotted line represents the raw data while red dashed line denotes prediction values produced by BMO using normalized data.

**Figure 2** - BMO Prediction Model for Dengue Outbreak: Target vs. Raw Data vs. Normalized Data

Meanwhile, the convergence value produced by BMO by using raw and normalized data is illustrated in Figure 3. Based on the figure, the BMO converged at a very similar values, which are 0.0253 when using raw data and 0.0256 when tested on normalized data.

**Figure 3** - Convergence rate for BMO: Raw data vs. Normalized data

| Week | Data Type 1 | Data Type 2 | Data Type 3 | Data Type 4 |
|------|-------------|-------------|-------------|-------------|
| 276  | 30          | 18.3378     | 20.3135     |
| 277  | 30          | 22.4836     | 20.2301     |
| 278  | 21          | 22.2119     | 22.1333     |
| 279  | 23          | 18.2732     | 17.9749     |
The second stage of the experiment is to proceed with normalized data by performing a comparison between BMO and other identified prediction model, namely MFO and GWO. The findings of the experiment are tabulated in Table-3. By referring to the table, the prediction values of each of the 3 identified models are tested against each other over an approximately 2-years period. The BMO prediction model is able to produce lowest error rates, where the MAPE, MSE and MAD are 27.3892%, 90.8693 and 6.9609 respectively. Meanwhile, the MFO which is ranked second is able to record 24.6111% lower MAPE compared to GWO, which 33.66%. Meanwhile, the MSE and MAD recorded by MFO are 122.8911 and 8.8820 respectively.

Table 3-Prediction Evaluation for BMO vs. MFO vs. GWO using normalized data

|       | BMO          | MFO          | GWO          |
|-------|--------------|--------------|--------------|
| MAPE% | 27.3892     | 33.66        | 58.2711      |
| MSE   | 90.8693     | 122.8911     | 310.2388     |
| MAD   | 6.9609      | 8.8820       | 16.1967      |

Table-4 shows the prediction values recorded by all three identified prediction models, from week 265-279. For the convenience of comparison, the closest values produced by the respective prediction model are bolded. The visualized results are also provided, as shown in Figure-4. By referring to the figure, solid blue line represents the actual value while the results produced by BMO is indicated by dashed green line. Meanwhile, crossed and dotted marks denote prediction values recorded by MFO and GWO respectively.

Table 4- Prediction value for dengue outbreak cases using normalized data from week 265 to 279: BMO vs. MFO vs. GWO

| Week | Target | BMO     | MFO     | GWO     |
|------|--------|---------|---------|---------|
| 265  | 19     | 21.5417 | 21.37   | 11.71   |
| 266  | 18     | 16.8084 | 13.40   | 8.82    |
| 267  | 21     | 16.0785 | 12.83   | 8.61    |
| 268  | 30     | 15.4803 | 14.54   | 9.23    |
| 269  | 15     | 19.6312 | 19.66   | 11.09   |
| 270  | 18     | 14.0968 | 11.13   | 7.99    |
| 271  | 26     | 15.3338 | 12.83   | 8.61    |
| 272  | 38     | 17.1834 | 17.38   | 10.26   |
| 273  | 23     | 23.6493 | 24.22   | 12.74   |
| 274  | 16     | 19.0316 | 15.68   | 9.64    |
| 275  | 31     | 16.1934 | 11.69   | 8.19    |
| 276  | 30     | 20.3135 | 20.23   | 11.29   |
| 277  | 30     | 20.2301 | 19.66   | 11.09   |
| 278  | 21     | 22.1333 | 19.66   | 11.09   |
| 279  | 23     | 17.9749 | 14.54   | 9.23    |
The convergence rate achieved by all the identified prediction algorithms are illustrated in Figure-5. Based on the figure, it is visualized that all the identified algorithms converged at the same value, however, the BMO is identified as the fastest.

Meanwhile, results tabulated in Table-5 show the statistical level of the difference of the means between BMO prediction model and the other two identified prediction models viz. MFO and GWO are significant at 0.05% significance level.
Table 5- Significant Test for Dengue Outbreak Prediction using BMO, MFO and GWO

| Data      | Sig. (2 tailed) |
|-----------|----------------|
| BMO - MFO | .000           |
| BMO - GWO | .000           |

**Conclusion and future work**

This study presents an application of BMO in dengue outbreak prediction. The case study covered the collected data from several districts in Peninsular Malaysia. The experiments were divided into two stages, where the first experiment was conducted using raw data while the latter using normalized data. The purpose is to find the best suite data for the proposed prediction model. The obtained results indicated that BMO performs better by using normalized data. Later, the BMO was compared against MFO and GWO which the results are in favour to BMO, relative to the identified metrics. By producing significant difference against MFO and GWO, the proposed BMO can benefit the interested parties in combatting dengue outbreak.
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