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Abstract

In this work we study the quantisation of the Seiberg-Witten curve for the E-string theory compactified on a two-torus. We find that the resulting operator expression belongs to the class of elliptic quantum curves. It can be rephrased as an eigenvalue equation with eigenvectors corresponding to co-dimension 2 defect operators and eigenvalues to co-dimension 4 Wilson surfaces wrapping the elliptic curve, respectively. Moreover, the operator we find is a generalised version of the van Diejen operator arising in the study of elliptic integrable systems. Although the microscopic representation of the co-dimension 4 defect only furnishes an SO(16) flavour symmetry in the UV, we find an enhancement in the IR to representations in terms of affine $E_8$ characters. Finally, using the Nekrasov-Shatashvili limit of the E-string BPS partition function, we give a path integral derivation of the quantum curve.
1 Introduction

Quantum field theories in four dimensions with $\mathcal{N} = 2$ supersymmetry belong to a special class of theories for which the vacua in the IR are fully characterised by a holomorphic function known as the prepotential. The prepotential serves to compute the effective gauge coupling of the theory and receives classical, one-loop, and instanton contributions. In particular, instanton contributions give rise to an infinite series and, in general, can only be computed by means of sophisticated techniques involving integrals over their moduli spaces [1]. Before explicit instanton computations became tractable, another way to solve for the quantum vacua of the theory was presented in the seminal work of Seiberg and Witten [2] which provides a very elegant and geometric interpretation of the prepotential in terms of periods of an algebraic curve. In this framework, masses of BPS magnetic monopoles and dyons are expressed in terms linear combinations of IR gauge fugacities and suitable dual variables which in turn are computed in terms of integrals of a meromorphic one-form, denoted by $\lambda_{SW}$, over one-cycles of the algebraic Seiberg-Witten curve

$$H(p, x) = 0, \quad \lambda_{SW} = p \, dx.$$ (1.1)

It turns out that this picture can be lifted to string theory where the corresponding $\mathcal{N} = 2$ supersymmetric theories are obtained through compactifications of string theory on Calabi-Yau 3-folds and where the algebraic Seiberg-Witten curve has a physical manifestation in the geometry of the mirror-dual of the Calabi-Yau [3], where it is known as the mirror curve. It was later found that the Calabi-Yau framework provides a natural setting for the “quantisation” of the Seiberg-Witten curve [4] where it was observed that branes wrapping special Lagrangian 3-cycles in the Calabi-Yau intersect the mirror curve at points and, hence, their classical phase space is given by the total space of the curve. One can quantise this classical phase space by defining the holomorphic symplectic two-form

$$\omega = d\lambda_{SW} = dp \wedge dx,$$ (1.2)

which gives rise to the canonical commutation relations

$$[\hat{p}, \hat{x}] = i\hbar.$$ (1.3)

In this picture, the partition function of the brane becomes a quantum wave-function annihilated by the operator version of the mirror curve, denoted by $\hat{H}$. From the point of view of the supersymmetric Yang-Mills theory, the Calabi-Yau compactification together with the Lagrangian brane gives rise to co-dimension 2 defect operators in the gauge theory and the partition function of the brane encodes expectation values of such operators. Another breakthrough was provided by [5] where the authors realised that the Hamiltonian interpretation of the Seiberg-Witten curve in the presence of defects arises in the Nekrasov-Shatashvili (NS) limit where one of the deformation parameters in the Nekrasov partition function is sent to zero. Connecting to this work, it was shown in [6] that the quantisation of mirror curves can be performed in the framework of topological string theory by using the WKB approximation which leads to “quantum periods” admitting a series expansion in powers of $\hbar$. Several such quantum curves were subsequently studied in detail in the case of compactifications on toric Calabi-Yau manifolds [7]. In cases where the toric Calabi-Yau gives rise to a gauge theory, such quantum curves were further connected to surface defect partition functions in [8].

A particularly interesting class of quantum curves is the class of “elliptic quantum curves” which arise in compactifications of 6d superconformal field theories (SCFTs) with 8 supercharges on elliptic curves [9]. Compactifications of 6d SCFTs give rise to a wide plethora of four and five-dimensional quantum field theories where the 6d origin sheds light on many dualities between the lower dimensional theories [10–28] and thus it is expected that elliptic quantum curves mirror
these dualities. In particular, compactifications on an elliptic curve can be viewed as two successive circle compactifications where the intermediate 5d theory is of KK type and often admits a gauge theory interpretation [29–40]. Hence one can once again ask the question whether expectation values/partition functions of defect operators play the role of eigenvalues of a quantum mirror curve. Moreover, 6d SCFTs admit a classification in terms of an F-theory compactification on elliptic Calabi-Yau manifolds [41,42] and hence it is expected that the study of quantum curves in this context sheds further light on topological string theory as well as (refined) Ooguri-Vafa invariants [43,44].

In this work we focus on the E-string theory [45–47], which belongs to the class of 6d SCFTs whose corresponding 5d KK theories admit a description in terms of (quiver) SU(2) gauge theories. For such theories, after a further circle compactification to four dimensions, one obtains a Seiberg-Witten curve whose moduli space is the one of a suitable SU(2)C-bundle over the elliptic curve [48,49]. In fact, in such a case the Seiberg-Witten curve itself can be constructed from the determinant section of such a bundle [50,51]. Restricting to the class of 5d KK theories with SU(2) gauge group, it is expected that the corresponding quantum curve acting on the defect wave-function \( \tilde{Ψ} \) takes the form

\[
(Y^{-1} + \mathcal{P}(x)Y) \tilde{Ψ}(x) \sim \mathcal{W}_h^S(x) \tilde{Ψ}(x),
\]

where we have defined the shift operator \( Y \equiv e^{\phi} \) and \( \mathcal{P}(x) \) is a (meromorphic) Jacobi-form with elliptic argument \( x \). Moreover, \( \mathcal{W}_h^S \) admits an interpretation as a Wilson surface expectation value [52–56]. The above form of the quantum curve was confirmed for the case of two M5 branes probing a \( \mathbb{C}^2/\mathbb{Z}_k \) singularity in [9] and can be motivated by dividing both sides of the equation by \( \tilde{Ψ}(x) \), leading to an equation of the form

\[
\mathcal{Y}(x + h)^{-1} + \mathcal{P}(x)\mathcal{Y}(x) \sim \mathcal{W}_h^S,
\]

where the function \( \mathcal{Y}(x) \) is specified by a suitable ratio of wave-functions. The left-hand side of (1.5) is invariant under “iWeyl” reflections of SU(2) [49] (see also [57] for a nice exposition) and can be interpreted as the saddle-point in the NS-limit \( \epsilon_2 \to 0 \) of the tensor branch BPS partition function of the 6d SCFT on \( \mathbb{T}^2 \times \mathbb{R}^4_{\epsilon_1, \epsilon_2} \) upon identification of \( \epsilon_1 \) with \( h \).

The Seiberg-Witten curve of the E-string theory was derived in [58]. However, the form of the curve presented in [58] is not directly suitable for quantisation as the canonical variables \( x \) and \( p \) (with \( x \) being elliptic) do not appear explicitly. When restricting the \( E_8 \) flavour symmetry to SO(16) and then further to the diagonal SO(8) subgroup, the E-string SCFT can be viewed as conformal matter arising from an M5 brane probing a \( D_4 \) singularity [59]. Using recent results about elliptic genera of strings in 6d minimal SCFTs [60–62], the Seiberg-Witten curve for the \( D_4 \) conformal matter theory was computed by means of a saddle point analysis in the thermodynamic limit [51]. As discussed in Section 4, the structure of the classical curve suggests a quantisation in terms of the van Diejen operator which has appeared in the study of elliptic integrable systems [63–66]. In fact, the van Diejen operator has already appeared in the study of the E-string theory in [67], let us therefore explain the connection to our work in the following. The co-dimension 2 defect operators which are relevant in the study of the quantum curve arise in the E-string SCFT as extended over \( \mathbb{T}^2 \times \mathbb{R}^2 \) and localised at a point on the orthogonal \( \mathbb{R}^2 \). Viewing \( \mathbb{R}^2 \) as a decompactified two-sphere, in the NS-limit the space \( \mathbb{T}^2 \times \mathbb{R}^2_{\epsilon_1} \) can be identified with \( S^1 \times S^3 \) by using the Hopf-fibration description of \( S^3 \) as a circle-bundle over the two-sphere. In the IR, the theory on the defect then flows to a 4d \( \mathcal{N} = 1 \) SCFT whose superconformal index on \( S^1 \times S^3 \) can be identified with the defect partition function. Indeed it was shown in [67] that the superconformal index of a suitable E-string compactification preserving the diagonal SO(8) flavour subgroup satisfies the van Diejen difference equation. In our work, we find that the defect partition function with unrestricted \( E_8 \) fugacities satisfies a generalised version of the van Diejen equation found in [67] and can indeed be brought into the form (1.4). We then prove this using the path integral formalism in the NS-limit.
The remainder of the paper is organised as follows: Section 2 reviews the partition function for the E-string theory and the Higgs mechanism within partition functions. Thereafter, a co-dimension 2 defect is introduced via Higgsing with a position dependent vacuum expectation value. Subsequently, the normalised defect partition function is evaluated up to order $q^2$. Co-dimension 4 defects, in form of Wilson surfaces in 6d and Wilson lines in 5d, are discussed in Section 3, as these are relevant for the eigenvalues of the quantum curves. After these preliminary considerations, the detailed study of the E-string quantum curve is presented in Section 4. To begin with, the instructive M-string example is reviewed. Thereafter, the classical E-string curve is quantised. The resulting quantum curve can be rewritten in a form that allows an identification with the van Diejen difference equation. Lastly, the van Diejen difference equation is derived from a path integral formulation of the elliptic genera of the E-string theory in Section 5. Appendix A provides relevant notations and computational details. Appendix B presents Ooguri-Vafa invariants.

2 E-string: Partition function and defects via Higgsing

The description of 6d $\mathcal{N} = (1, 0)$ SCFTs on their tensor branch relies on three types of supermultiplets: tensor, hyper, and vector multiplets. Each tensor multiplet admits self-dual strings, with tension proportional to the vacuum expectation value of the real scalar field in the tensor multiplet. One of the simplest 6d $\mathcal{N} = (1, 0)$ theories is engineered in M-theory from an M5 brane approaching an M9 plane, leading to the well-known small $E_8$ instanton [46, 47, 68, 69]. The self-dual strings are realised by M2 branes connecting the M5 and the M9. Since the M9 wall supports an $E_8$ global symmetry, the strings are conventionally called E-strings and have been intensively studied [58,60,62,70–74].

For the considerations of this paper, it is convenient to use the dual brane realisation in Type IIA string theory of M5 branes near an M9 plane on an A-type singularity [75–77]. This becomes useful as it embeds the E-string theory into the family of $\text{Sp}(n)$ gauge theories with $N_f = 2n + 8$ flavours, where the theories are related via the Higgs mechanism, see for instance [73, 78]. In particular, the Higgsing

$$6\text{d }\text{Sp}(1) \text{ theory with 10 flavours } \rightarrow \text{ E-string theory} \quad (2.1)$$

is an essential step for analysing the E-string theory with co-dimension 2 defects.

Consider a single M5 at some finite distance away from the M9 on an $A_{2n-1}$ singularity, which is dual to the Type IIA configuration displayed in Figure 1. The brane configuration gives rise to
the following tensor branch description

\[
\begin{align*}
\text{SO}(4n + 16) & \quad + \quad 1 \text{ tensor multiplet} \quad (2.2) \\
\text{Sp}(n) & 
\end{align*}
\]

such that the \( n \to 0 \) limit formally leads to \( \text{Sp}(0) \) with 8 fundamentals, i.e. the E-string theory.

### 2.1 Partition function

The partition function is evaluated by placing the E-string theory on a \( T^2 \times \mathbb{R}^4_{e_1,e_2} \) background. The full partition function is then composed of two contributions

\[
Z_{6d} = Z_{\text{pert}} \cdot Z_{\text{str}} \quad (2.3)
\]

wherein \( Z_{\text{pert}} \) denotes the perturbative contributions and \( Z_{\text{str}} \) accounts for all non-perturbative contributions. The 6d supermultiplets, which specify the description of the 6d theory on the tensor branch, completely determine \( Z_{\text{pert}} \). On the contrary, the non-perturbative part stems from 2d supersymmetric world-volume theories of additional D2 branes. The resulting instanton partition function can be expressed as sum over elliptic genera

\[
Z_{\text{str}} = 1 + \sum_{k=1}^{\infty} q_{\phi}^k Z_k \quad \text{with} \quad q_{\phi} = e^{\phi} \quad (2.4)
\]

where \( \phi \) denotes the vacuum expectation value of the scalar field in the tensor multiplet.

#### 2.1.1 Perturbative contributions

Consider the perturbative contribution of the 6d SUSY multiplets of a \( \text{SU}(2) \cong \text{Sp}(1) \) gauge theory with \( N_f = 10 \) fundamental flavours and one tensor multiplet, i.e. the \( n = 1 \) case of (2.2). Following [79], the perturbative single-letter contribution of the 6d supermultiplets are given as follows:

\[
\begin{align*}
I_{\text{tensor}} &= -\frac{p + q}{(1 - p)(1 - q)} \quad (2.5a) \\
I_{\text{vector}} &= -\frac{(1 + p \cdot q)}{(1 - p)(1 - q)} \chi[2]_C \\
I_{\text{hyper}} &= \frac{\sqrt{p \cdot q}}{(1 - p)(1 - q)} \chi[1]_C \cdot \chi[1,0,\ldots,0]_D \quad (2.5c)
\end{align*}
\]

with \( p = e^{\epsilon_1}, \ q = e^{\epsilon_2} \), which are the Cartan generators of the rotations on \( \mathbb{R}^4_{e_1,e_2} \). Moreover, the appearing characters of \( C_1 \cong A_1 \) and \( D_{10} \cong so(20) \) are given by

\[
\begin{align*}
\chi[2]_C &= e^{2\alpha} + 1 + e^{-2\alpha} = A^2 + 1 + A^{-2}, \quad (2.6a) \\
\chi[1]_C &= e^{\alpha} + e^{-\alpha} = A + A^{-1}, \\
\chi[1,0,\ldots,0]_D &= \sum_{l=1}^{10} (e^{\mu_l} + e^{-\mu_l}) = \sum_{l=1}^{10} (M_l + M_l^{-1}). \quad (2.6c)
\end{align*}
\]
Here the roots of \( su(2) \) are \( \pm 2\alpha \) such that the fundamental weight is simply \( \alpha \). For \( so(20) \), the weight fugacities are \( \mu_l, l = 1, \ldots, 10 \). Lastly, one defines the exponentiated variables \( A = e^\alpha \) and \( M_l = e^{\mu_l} \). Then

\[
Z_{\text{pert}} = \text{PE} \left[ \left( I_{\text{tensor}} + I_{\text{vector}} + I_{\text{hyper}} \right) \cdot \left( \frac{Q}{1 - Q} + \frac{1}{2} \right) \right]
\] 

with \( Q = e^{2\pi i r} \), where \( r \) denotes the complex structure modulus of \( \mathbb{T}^2 \). Then, to summarise

\[
Z_{\text{pert}} = \text{PE} \left[ \frac{1}{(1 - p)(1 - q)} \left( \frac{Q}{1 - Q} + \frac{1}{2} \right) \left\{ -(p + q) - (1 + pq) \left( A^2 + 1 + A^{-2} \right) \right. \right.
\]

\[
+ \sqrt{pq}(A + A^{-1}) \sum_{l=1}^{10} \left( M_l + M_l^{-1} \right) \right\} \right]
\] 

(2.8)

**Comparison to 5d.** For later convenience in any comparison to 5d instanton partition functions, one may apply a flop transition [79]

\[
A^{-1} \rightarrow A,
\]

(2.9)

for all \( A^{-1} \) associated to the \( \frac{1}{2} \) terms in (2.8). It corresponds to assigning \( \frac{1}{2} \)-BPS boundary conditions to the 5d theory at infinity. After the flop transition, the 6d perturbative partition function turns out to be

\[
Z_{\text{pert}}^{\text{Sp(1)}} = \text{PE} \left[ \frac{1 + pq}{(1 - p)(1 - q)(1 - Q)} \left( A^2 + A^{-2} Q \right) + \frac{\sqrt{pq}(A + A^{-1} Q)}{(1 - p)(1 - q)(1 - Q)} \sum_{l=1}^{10} (M_l + M_l^{-1}) \right] \cdot \text{PE} \left[ \frac{p + q}{(1 - p)(1 - q)} \left( \frac{Q}{1 - Q} + \frac{1}{2} \right) \right] \cdot \text{PE} \left[ \frac{1 + pq}{(1 - p)(1 - q)} \left( \frac{Q}{1 - Q} + \frac{1}{2} \right) \right],
\]

(2.10)

where the contributions from the tensor and the Cartan piece of the vector multiplet have been separated into the second line.

### 2.1.2 Elliptic genus

The non-perturbative contributions stem from the self-dual strings, which are due to D2 branes in the brane configuration, see Figure 1. The 2d \( \mathcal{N} = (0, 4) \) world-volume theory on a stack of \( k \) D2 branes has been studied in [60, 62] and can be summarised as

\[
\begin{array}{cc}
\text{Sp}(n) \\
\text{sym} \\
\text{O}(k)
\end{array}
\]

\[
\text{with } N_f = 2n + 8
\]

(2.11)

and solid/dashed lines denote hypermultiplets/Fermi multiplets, respectively.

Once the D2 world-volume theory is known, one evaluates the partition function of the 2d \( \mathcal{N} = (0, 4) \) theory on a torus \( \mathbb{T}^2 \) with complex structure \( \tau \). In other words, the elliptic genus. The prescription for the elliptic genera via supersymmetric localisation has been presented in [80, 81]. To begin with, the compact zero modes need to be identified. These originate from \( \text{O}(k) \) flat connections on \( \mathbb{T}^2 \) and have been detailed in [60]. In brief, the flat connections are parametrised by two commuting group elements, which are the Wilson lines along the two circles of \( \mathbb{T}^2 \). As \( \text{O}(k) \) is a disconnected group, disconnected sectors for the Wilson lines arise.
• For $k = 2p \geq 4$, there are at most $p$ complex moduli $u_i$ and seven disconnected sectors.
• O(2) has seven sectors: One with continuous complex moduli and six with discrete holonomies.
• For $k = 2p + 1 \geq 3$ there are at most $p$ complex moduli $u_i$ and in total eight sectors.
• For O(1), there are no continuous moduli, but four sectors with discrete Wilson lines.

The reader is referred to [60] for the derivation. The O(1) and O(2) cases are summarised to some extent in Appendix A.3.

The field contents of the 2d GLSM are determined by the degrees of freedom of open strings attached to various branes and their boundary conditions. The D2-D2 modes, in presence of the 0$\text{S}_8$ plane, give rise to the (0, 4) vector and hyper multiplets in the adjoint and symmetric reps. of the 2d O$(k)$ gauge group; the D2-D8-O8 modes provides left-moving Majorana-Weyl fermions furnishing the bi-fundamental rep. of O$(k) \times SO(4n+16)$; at last, the D2-D6-O8 modes provide the (0, 4) half hypers in the bi-fundamental rep. of O$(k) \times \text{Sp}(n)$. For more details we refer the readers to [60]. Keeping the background of zero-modes fixed, the Gaussian path-integral over the massive non-zero modes yields the following 1-loop determinants for the various 2d supermultiplets [81]

$$Z_{\text{vec}} = \prod_{i=1}^{r} \left( \frac{2\pi \eta^2 d\theta_i r_1(u_1 + e_2)}{i\eta} \right) \prod_{\epsilon \in \text{roots}} \theta_1(\epsilon(u)) \theta_1(\epsilon_1 + e_2 + e(u)) \frac{\eta^2}{i^2 \eta^2}, \quad (2.12a)$$

$$Z_{\text{SO}(2N_f) \text{Fermi}} = \prod_{\rho \in \text{fund}} \prod_{l=1}^{N_f} \theta_1(\mu_l + \rho(u)) \frac{\eta^2}{i^2 \eta^2}, \quad (2.12b)$$

$$Z_{\text{Sp}(n) \text{hyper}} = \prod_{\rho \in \text{fund}} \prod_{j=1}^{n} \theta_1(\epsilon_1 + \rho(u) \pm \alpha_j) \frac{\eta^2}{i^2 \eta^2}, \quad (2.12c)$$

$$Z_{\text{sym hyper}} = \prod_{\rho \in \text{sym}} \theta_1(\epsilon_1 + \rho(u)) \theta_1(\epsilon_2 + \rho(u)) \frac{\eta^2}{i^2 \eta^2}, \quad (2.12d)$$

where $\epsilon_1$ and $\epsilon_2$ denote the rotations in the plane $x_{23}$ and $x_{45}$ planes respectively, and $\epsilon_\pm = (\epsilon_1 \pm \epsilon_2)/2$, corresponding to the fugacities of SO(4) $\cong$ SU(2)$_L \times$ SU(2)$_R$ symmetry of the plane $x_{2345}$. Besides, the brane set-ups also admit a SO(3) $\cong$ SU(2)$_L$ symmetry of the plane $x_{789}$. In terms of the 2d (0, 4) GLSM living on the D2 branes, SU(2)$_R \times$ SU(2)$_L'$ form the SO(4) R-symmetries. The “roots” denotes the SO$(k)$ roots and “fund” and “sym” denote representations of SO$(k)$. The appearing functions $\eta \equiv \eta(\tau), \theta_i(\tau(z) \equiv \theta_i(\tau(z)$ are defined in Appendix A.1. The “rank” $r$ equals the number of continuous complex parameters $u_i$. Since O$(k)$ is a disconnected group, the integration of one-loop determinants over the compact zero-modes needs to proceed with great care. As a result [60], the elliptic genus is computed by multiplying all 1-loop determinants for a given discrete sector, then integrating over the continuous parameter $u$, and, finally, summing over all disconnected sectors of the flat connections. In detail

$$\sum_{\ell} \frac{1}{|W_\ell|} \left( \frac{1}{2\pi i} \right)^r \oint Z^{(I)}_{\text{vec}} \cdot Z^{(I)}_{\text{SO}(2N_f) \text{Fermi}} \cdot Z^{(I)}_{\text{Sp}(n) \text{hyper}} \cdot Z^{(I)}_{\text{sym hyper}} \quad (2.13)$$

and the appearing contour integrals are evaluated via the Jeffrey-Kirwan residue prescription [82].

In view of (2.1), it is sufficient to consider the 2d $\mathcal{N} = (0, 4)$ gauge theory for the self-dual strings of the 6d Sp(1) theory with $N_f = 10$ and the E-string theory itself. To illustrate the above generic expressions, it is instructive to detail the one-loop determinant for the elliptic genera of the 6d Sp(1) theory and the E-string theory. One finds

$$Z^{\text{Sp}(1) \cdot N_f}_{1\text{-loop}} = \prod_{i=1}^{k} \left( 2\pi d\theta_i \theta_1(2\epsilon_i) \right) \prod_{\epsilon \in \text{roots}} \frac{\theta_1(\epsilon(u)) \theta_1(2\epsilon_1 + e(u))}{\eta^2} \prod_{\rho \in \text{fund}} \frac{\eta^2}{\theta_1(\epsilon_1 + \rho(u))} \frac{\eta^2}{\theta_1(\epsilon_1 + \rho(u))} \prod_{l=1}^{10} \frac{\theta_1(\mu_l + \rho(u))}{\eta} \frac{\eta^2}{\theta_1(\epsilon_1 + \rho(u))} \left( \theta_1(\epsilon_1 + \rho(u)) \pm \alpha \right), \quad (2.14)$$

and in total eight sectors.
The $k = 1$ elliptic genus for the E-string theory has been computed in [60] and reads

$$Z_{E, k=1}^{\text{str}} = -\frac{\Theta(\tau, \mu)}{\eta^2 \theta(\epsilon_1) \theta(\epsilon_2)} \quad \text{with} \quad \Theta(\tau, \mu) = \frac{1}{2} \sum_{n=1}^{8} \theta_n(\tau, \mu).$$

For convenience, the details of the derivation is summarised in Appendix A.3. The $k = 2$ elliptic genus faces the subtlety that there are seven sectors of $O(2)$ Wilson lines to take into account, as alluded above. The reader is referred to Appendix A.3 for a brief revision of the calculation.

### 2.2 Higgs mechanism in partition functions

To begin with, consider 6d SU(2) $\cong$ Sp(1) with 10 fundamental flavours, such that the hypermultiplet may be written as

$$\text{hyper} = \left( Y^m, (\tilde{Y}_m) \right) \quad \text{with} \quad Y^m \in \mathbf{2} \otimes \overline{\mathbf{10}}, \quad \tilde{Y}_m \in \mathbf{10} \otimes \overline{\mathbf{2}}. \quad (2.17)$$

However, the 10 hypermultiplets of SU(2), which at first glance have a U(10) flavour symmetry, can be arranged into 20 half-hypermultiplets which transform in the fundamental representation of an enhanced SO(20) flavour symmetry. The half-hypermultiplets are defined as

$$X^I_{\alpha} = (Y^m_{\alpha}, J_{\alpha \beta} \tilde{Y}^\beta_n) \quad \text{such that} \quad \{ I \} \equiv (\{ m \}, \{ m + 10 \}).$$

and $J_{\alpha \beta} = \epsilon_{\alpha \beta}$ is the invariant SU(2) $\cong$ Sp(1) anti-symmetric tensor. The mesonic gauge invariant operator composed of the $X^I_{\alpha}$ can be written as

$$\mathcal{M}^{[I,J]} = X^I_{\alpha} X^J_{\beta} J_{\alpha \beta}^\beta = \left( Y^m_{\alpha} J_{\alpha \beta} Y^\beta_m - Y^m_{\beta} \tilde{Y}_m^{\alpha} \right). \quad (2.19)$$

If, for instance, $\langle \mathcal{M}^{[9,10]} \rangle \neq 0$, which breaks the 6d gauge group completely, then the global symmetry charges of this operator are given by

$$\mathcal{M}^{[9,10]} : \quad \sqrt{pq} e^{-m_9} \cdot \sqrt{pq} e^{-m_{10}} = pq \cdot e^{-\mu_9 - \mu_{10}},$$

because each hypermultiplet has charges $(\frac{1}{2}, \frac{1}{2})$ under SO(4) $\cong$ SU(2) $\times$ SU(2). Moreover, note that the relevant hypermultiplets need to have opposite SU(2) gauge fugacity; therefore, there are at least two consistent VEVs for the hypermultiplets

$$\langle X^9_1 \rangle \neq 0, \langle X^9_2 \rangle \neq 0 \quad \text{or} \quad \langle X^{10}_1 \rangle \neq 0, \langle X^{10}_2 \rangle \neq 0. \quad (2.21)$$

Following [8, 83], the Higgsing (2.20) implies a condition on the fugacities

$$pq \cdot e^{-\mu_9 - \mu_{10}} = 1,$$

which realises the Higgsing on the level of the partition function as discussed in the next subsections.
2.2.1 Perturbative contributions

At the level of the partition function, imposing (2.22) is expected to reduce the Sp(1) partition function to the E-string theory partition function up to Goldstone boson contributions, which are due to the breaking of flavour symmetry from SO(20) to SO(16). As (2.22) implies only one condition on three fugacities, one may parametrise this condition in a convenient fashion to ease computations; for instance,

\[
\begin{aligned}
\alpha &= \mu, \\
\mu_9 &= \mu + \epsilon_+, \\
\mu_{10} &= -\mu + \epsilon_+,
\end{aligned}
\]

where \(\mu\) is a free variable. Next, imposing (2.23) to perturbative contributions (2.10) leads to

\[
Z_{\text{pert}}^{\text{Sp(1)}} = \text{PE} \left[ \frac{\sqrt{pq}}{(1-p)(1-q)(1-Q)} \sum_{i=1}^{8} (M_i + M_i^{-1}) \right] \cdot \text{PE} \left[ \frac{1 + pq}{(1-p)(1-q)} \left( \frac{Q}{1-Q} + \frac{1}{2} \right) \right]
\]

where \(M \equiv e^\mu\) corresponds to the fugacity of Goldstone boson modes. Therefore, one identifies

\[
Z_{\text{GB}} = \text{PE} \left[ \frac{\sqrt{pq}}{(1-p)(1-q)(1-Q)} \sum_{i=1}^{8} (M_i + M_i^{-1}) \right] \cdot \text{PE} \left[ \frac{1 + pq}{(1-p)(1-q)} \left( \frac{Q}{1-Q} + \frac{1}{2} \right) \right]
\]

as the Goldstone boson contribution. On the other hand, consider the Higgsing (2.1) where the tensor branch description of the E-string theory is an empty gauge theory with no matter content. The Higgs branch of the Sp(1) gauge theory with 10 flavours is known to be the closure of the minimal nilpotent orbit of \(D_{10} \cong \mathfrak{so}(20)\), which has quaternionic dimension \(2 \cdot 10 - 3 = 17\). Since there are no anomaly-free U(1) gauge groups in 6d, any consistent assignment of VEVs breaks the Sp(1) gauge group fully. Hence, there is a space of VEVs of complex dimension 34 along which the Sp(1) theory is higgsed to the tensor branch description of the E-string theory, see for instance [78]. Consequently, the appearing \(2+2 \cdot (8+8)\) massless chiral multiplets in (2.25) parametrise the closure of the \(\mathfrak{so}(20)\) minimal nilpotent orbit.

Consequently, removing the free fields from the Goldstone modes \(Z_{\text{GB}}\) leads to the result

\[
Z_{\text{pert}}^{\text{Sp(1)}} \xrightarrow{(2.23)} Z_{\text{pert}}^{\text{E-str}} \cdot Z_{\text{GB}} \quad \text{with} \quad Z_{\text{pert}}^{\text{E-str}} = \text{PE} \left[ \frac{-(p + q)}{(1-p)(1-q)} \left( \frac{Q}{1-Q} + \frac{1}{2} \right) \right].
\]

One recognises (2.26) as the contribution of a single tensor multiplet, which is consistent since the only 6d supermultiplet in the E-string theory is the tensor multiplet.

2.2.2 Elliptic genus

Consider a Higgsing process towards the E-string theory. As a naive check, one may inspect the relation of the one-loop determinants

\[
Z_{1 \text{- loop}}^{\text{Sp(1)}} = Z_{1 \text{- loop}}^{\text{E-str}} \cdot \prod_{\rho \in \text{fund}} \frac{\theta_1(\mu_9 + \rho(u)) \theta_1(\mu_{10} + \rho(u))}{\theta_1(\epsilon_+ + \rho(u) + \alpha) \theta_1(\epsilon_+ + \rho(u) - \alpha)}
\]

and for a consistent Higgsing, one would impose

\[
\forall \rho \in \text{fund} : \quad \frac{\theta_1(\mu_9 + \rho(u)) \theta_1(\mu_{10} + \rho(u))}{\theta_1(\epsilon_+ + \rho(u) + \alpha) \theta_1(\epsilon_+ + \rho(u) - \alpha)} = 1
\]
which can be realised for two choices

\[(A): \mu_9 = \epsilon_+ + \alpha, \quad \mu_{10} = \epsilon_- - \alpha \quad \Leftrightarrow \quad \alpha = \mu_9 - \epsilon_+ + \alpha, \quad \mu_{10} = 2\epsilon_+ - \mu_9 \]  
\[(B): \mu_9 = \epsilon_+ - \alpha, \quad \mu_{10} = \epsilon_- + \alpha \quad \Leftrightarrow \quad \alpha = \mu_9 - \epsilon_+ - \alpha, \quad \mu_{10} = 2\epsilon_+ - \mu_9 \]

which coincides with the two VEV assignments in (2.21), and, of course, is compatible with (2.22). The first choice (2.29) is consistent with the parametrisation (2.23), while the second choice would require a sign change to \(\mu = -\alpha\).

The simplification of (2.28) can be interpreted in terms of a mass deformation corresponding to a quadratic \(J\) term interaction that couples two of the half-hypers with two of the Fermis. One may also understand this mass deformation in terms of the brane set-ups for the 6d theory. First, the higgsing procedure is visualized in the following way: Starting from brane system Figure 1, one can move a pair of D8 branes across the pair of half-NS5 branes along the \(x_6\) direction from left and right respectively; There would be new D6 branes stretched between the pair of half-NS5 branes and D8 branes, once the D8s go across the half-NS5s; The new created D6 branes are fixed on the half-NS5 branes and immobilized. However they can rejoin with the D6 brane in the segment of the pair of half-NS5 branes, and lift along the direction of \(x_7\); A normal higgsing procedure is to move the one whole D6 and two D8s to infinity. On the other hand, focus on the worldsheet theory of the D2 branes along \(x_{10} \), which describes the instanton strings. The above higgsing procedure will introduce a tree level \(J\) term superpotential between the half hypers \(q\) from D2-D6 (within the pair of half-NS5s), and Fermis \(\chi\) from the D2-NS5-D6 branes, as \(J = m\chiq\) in the language of (0, 2) SUSY, where \(m\) is the mass proportional to \((x_7 + ix_8)/\ell_s^2\) and \(\ell_s\) is the string length. With the D6 and D8s going to infinity, the hypers and Fermis go to very heavy and decouple from the system as they should be.

### 2.3 Defects via Higgsing

The partition function of a theory with surface defects of type \((r,s)\) can be obtained from the partition function of the theory without defect via a Higgsing procedure with a position dependent VEV \([8,83]\). The Higgsing procedure was recently studied in the brane web diagram in \([84]\).

Recalling the mesonic VEV (2.22) that realises the desired Higgsing (2.1) of the \(Sp(1)\) theory to the \(E\) string, the \(E\) string theory with a co-dimension 2 defect can be constructed by the following position dependent VEV

\[
(p^r q^s) \cdot \mu_9 \cdot e^{-\mu_9 - \mu_{10}} = 1.
\]

In the following, a co-dimension 2 defect of type \((r,s) = (0,1)\) is considered.

Equivalently, the inclusion of such a co-dimension 2 defect can be realised in the Type IIA brane configuration via an additional D4 brane as indicated in Figure 2. For the \(E\)-string case, the open strings between D2-D4 give rise to a pair of bosonic and fermionic \(N = (0,2)\) multiplets charged under the 2d \(O(k)\) gauge group. These are the defect contributions to the elliptic genus.

For the theory in the presence of a defect, one may wish to compute the partition function

\[
Z_{6d}^{\text{def}} = Z_{6d}^{\text{pert}} \cdot Z_{6d}^{\text{str}},
\]

which again is composed of perturbative and non-perturbative contributions. A particularly useful quantity is the normalised defect partition function

\[
\tilde{Z}_{6d}^{\text{def}} = \frac{Z_{6d}^{\text{def}}}{Z_{6d}} = Z_{6d}^{\text{def}} \cdot \left(1 + \sum_{k=1}^{\infty} q_k \tilde{Z}_{6d}^{\text{def}} \right)
\]

and the \(q\) series expansion is detailed in Appendix A.2.
2.3.1 Perturbative contributions

To begin with, consider the perturbative part (2.10). One may parametrise the defect Higgsing equation (2.31) as follows

\[
\begin{align*}
\alpha &= \mu + \frac{\epsilon_2}{2}, \\
\mu_9 &= \mu + \epsilon_+ + \frac{\epsilon_2}{2}, \\
\mu_{10} &= -\mu + \epsilon_+ + \frac{\epsilon_2}{2}.
\end{align*}
\]  

(2.34)

Next, inserting (2.34) into (2.10), after some algebra, one finds

\[
Z^{\text{Sp(1)}}_{\text{pert}} \to Z^{\text{E-str}}_{\text{pert}} \cdot \text{PE}\left[\frac{M^2 - pM^{-2}Q}{(1 - p)(1 - Q)}\right] \cdot \text{PE}\left[\frac{\sqrt{pq}\left(\sqrt{qM} + (\sqrt{qM})^{-1}Q\right)}{(1 - p)(1 - q)(1 - Q)} \sum_{i=1}^{8} \left(M_i + M_i^{-1}\right)\right] \equiv Z^{\text{E-str},\text{extra}}_{\text{pert}},
\]  

(2.35)

where all terms independent on gauge and flavour fugacities have been dropped, as these are irrelevant to the rest of the discussion. The resulting extra term \(Z^{\text{extra}}_{\text{pert}}\) corresponds to the contributions from both the co-dimension 2 defect and Goldstone bosons. Therefore, one has to further strip off the Goldstone boson part (2.25) in order to derive the genuine defect contribution. In more detail, one computes

\[
Z^{\text{E-str+def}}_{\text{pert}} = Z^{\text{extra}}_{\text{pert}} |_{M_i \to \sqrt{q}M_i} \cdot \frac{1}{Z_{\text{GB}}}
\]

\[
= \text{PE}\left[\frac{M^2 - pM^{-2}Q}{(1 - p)(1 - Q)}\right] \cdot \text{PE}\left[\frac{\sum_{i=1}^{8} \sqrt{pq}\left(-MM_i + (MM_iq)^{-1}Q\right)}{(1 - p)(1 - Q)}\right],
\]  

(2.36)

and the shift \(M_i \to \sqrt{q}M_i\) is a normalisation which allows for a comparison with the partition function without defect. Moreover, one may introduce a defect parameter

\[
x \equiv -\mu_9 + 2\epsilon_+ = -\mu + \frac{\epsilon_1}{2}, \quad \text{or} \quad X = e^x = \sqrt{\frac{p}{M}}.
\]  

(2.37)
Finally, the perturbative defect contribution in the NS-limit, \( q \to 1 \), reads

\[
\tilde{Z}_{\text{pert}}^{\text{E-str+def}}(X) = Z_{\text{class}}^{\text{E-str+def}} \cdot \text{PE} \left[ \frac{pX^{-2} - X^2Q}{(1-p)(1-Q)} \right] \cdot \text{PE} \left[ \sum_{i=1}^{8} \frac{-pX^{-1}M_i + XM_i^{-1}Q}{(1-p)(1-Q)} \right]
\]

\[
= Z_{\text{class}}^{\text{E-str+def}} \left( \prod_{j=0}^{\infty} \prod_{k=0}^{\infty} \frac{1 - X^2 p^j Q^{k+1}}{1 - X^{-2} p^j Q^{k+1}} \right) \cdot \prod_{i=1}^{8} \left( \prod_{j=0}^{\infty} \prod_{k=0}^{\infty} \frac{1 - M_i X^{-1} p^j Q^{k+1}}{1 - M_i^{-1} X p^j Q^{k+1}} \right)
\]

(2.38)

where \( \Gamma_e(pX^{-2}; p, Q) \) denotes the elliptic gamma function. In addition, the classical contribution to the prepotential, denoted by \( Z_{\text{class}}^{\text{E-str+def}} = \exp \left( \frac{\mathcal{F}_{\text{class}}}{\epsilon_1 \epsilon_2} \right) \), has been included as explained below.

Note that (2.38) without the factor \( Z_{\text{class}}^{\text{E-str+def}} \) is not invariant under the Weyl symmetry \( \mu_i \to -\mu_i \), which suggests that one is missing some classical terms in the above considerations. The one-loop contribution in 5d, which is part of the classical prepotential, can be reconstructed from the expression

\[
\tilde{Z}_{\text{pert}}^{\text{E-str+def}}(X) = \frac{Z_{\text{class}}^{\text{E-str+def}}}{Z_{\text{class}}^{\text{E-str+def}}} \quad \text{PE} \left[ \frac{\sqrt{pq}}{(1-p)(1-q)(1-Q)} \left( \sqrt{\frac{p}{q}} X^{-2} + \sum_{i=1}^{8} qXM_i + Q \left( \sqrt{\frac{q}{p}} X^2 + \sum_{i=1}^{8} \frac{1}{qXM_i} \right) \right) \right] \times \text{PE} \left[ \frac{\sqrt{pq}}{(1-p)(1-q)(1-Q)} \left( -\sqrt{\frac{pq}{X^{-2}} - \sum_{i=1}^{8} X M_i + Q \left( -\frac{X^2}{\sqrt{pq}} + \sum_{i=1}^{8} \frac{1}{X M_i} \right) \right) \right].
\]

(2.39)

such that following the notation in [85], one expects that the one-loop contribution is given by

\[
\exp \left( \frac{\mathcal{F}_{\text{one-loop}}}{\epsilon_1 \epsilon_2} \right) = \exp \left[ -\frac{1}{12 \epsilon_1 \epsilon_2} \left( (-2x + \epsilon_1)^3 - (-2x + \epsilon_2)^3 + \sum_{i=1}^{8} \left( \mu_i + x + \epsilon_2 \right)^3 - \left( \mu_i + x \right)^3 \right) \right].
\]

(2.40)

In the NS limit \( \epsilon_2 \to 0 \), the \( x \) dependent term in (2.40) becomes

\[
\exp \left[ \frac{1}{\epsilon_1} \left( -\frac{x}{2} \left( \epsilon_1 + \sum_{i=1}^{8} \mu_i \right) \right) \right].
\]

(2.41)

As discussed in [85], the 6d \( \text{Sp}(1) \) theory with 10 fundamental flavours has the tree-level contribution

\[
Z_{\text{tree}}^{\text{Sp}(1)} = \exp \left[ \frac{1}{\epsilon_1} \left( \phi + \frac{\tau}{2} \right) \left( \frac{1}{4} (2\alpha)^2 - \frac{1}{2} \sum_{i=1}^{10} \mu_i^2 \right) \right].
\]

(2.42)

Applying the same Higgsing method as above, including the subtraction of the Goldstone boson part, and recalling (2.41), one finds the classical contribution to the defect partition function in the NS-limit

\[
Z_{\text{class}}^{\text{E-str+def}} = \exp \left( \frac{\mathcal{F}_{\text{tree}} + \mathcal{F}_{\text{one-loop}}}{\epsilon_1} \right) = \exp \left[ \frac{1}{\epsilon_1} \left( x\phi - \frac{1}{2} x \left( -\tau + \epsilon_1 + \sum_{i=1}^{8} \mu_i \right) \right) \right],
\]

(2.43)

where all \( x \) independent terms have been neglected.

### 2.3.2 Elliptic genus

As a next step, apply the defect Higgsing (2.34) to the elliptic genus. Starting from (2.14), the relevant piece to consider is

\[
\prod_{\rho \in \text{fund}} \frac{\theta_1(\mu_9 + \rho(u)) \theta_1(\mu_{10} + \rho(u))}{\theta_1(\epsilon_+ + \rho(u) + \alpha) \theta_1(\epsilon_+ + \rho(u) - \alpha)} = \prod_{\rho \in \text{fund}} \frac{\theta_1(x + \rho(u) + \epsilon_2)}{\theta_1(x + \rho(u))}
\]

(2.44)
and the 1-loop determinant for the E-string with co-dimension 2 defect of type \((r, s) = (0, 1)\) becomes
\[
Z_{1\text{-loop}}^{E\text{-str+def}} = Z_{1\text{-loop}}^{E\text{-str}} \cdot \prod_{\mu \text{fund}} \frac{\theta_1(x + \rho(u) + \epsilon_2)}{\theta_1(x + \rho(u))}. \tag{2.45}
\]

One can also understand this result from the brane realization in Figure 2, and the higgsing procedure involving a co-dimension two defect. In this case, we attach a D4 brane along \(x_{01239}\) between one side of the half-NS5 brane and the whole D6 brane moving to infinity. In the presence of the D4 brane, the open strings from D2-half-NS5-D4 introduce a \((0, 2)\) chiral and a \((0, 2)\) Fermi multiplets, both of which transform under the fundamental representation of the O(k) gauge group.

The full E-string partition function with defect then takes the form,
\[
Z^{E\text{-str+def}} = Z_{\text{pert}}^{E\text{-str+def}} Z_{\text{str}}^{E\text{-str+def}}, \tag{2.46}
\]
where
\[
Z_{\text{str}}^{E\text{-str+def}} = 1 + \sum_{k=1}^{\infty} q^k Z_k^{E\text{-str+def}}, \quad Z_k^{E\text{-str+def}} = \sum_l \frac{1}{|W_l|} \frac{1}{(2\pi i)^{\tau(k)}} \oint Z_{1\text{-loop},k}^{E\text{-str+def},(l)}. \tag{2.47}
\]

Finally, in order to compute the NS limit \(\epsilon_2 \to 0\), one needs the normalised partition function \(\tilde{Z}^{E\text{-str+def}}\) as defined in Appendix A.2. Once the defect contribution from the additional 2d multiplets is understood, one can proceed to evaluate the 1 and 2-string genera.

1-string. The \(k = 1\) string genus can be computed similarly to the 1-string genus of the E-string theory because there are only discrete sectors without continuous parameters. One finds
\[
Z_{k=1}^{E\text{-str+def}} = -\frac{\tilde{\Theta}(\tau, \mu_1, x)}{\eta^8 \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \quad \text{with} \quad \tilde{\Theta}(\tau, \mu_1, x) = \frac{1}{2} \sum_{l=1}^{4} \left( \frac{\theta_l(x + \epsilon_2)}{\theta_l(x)} \prod_{l=1}^{8} \theta_l(\tau, \mu_l) \right), \tag{2.48}
\]
and the details are presented in Appendix A.4. One may also compute the NS-limit of the normalised 1-string contribution, which becomes
\[
\lim_{\epsilon_2 \to 0} \tilde{Z}_{k=1}^{E\text{-str+def}} \equiv \lim_{\epsilon_2 \to 0} \left( Z_{k=1}^{E\text{-str+def}} - Z_{k=1}^{E\text{-str}} \right) = \frac{-1}{\eta^8 \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \sum_{l=1}^{4} \left( \frac{\theta_l'(x)}{\theta_l(x)} \prod_{l=1}^{8} \theta_l(\tau, \mu_l) \right) \tag{2.49}
\]
where \(\theta_l'(u, q)\) denotes the first derivative with respect to \(u\).

2-string. The computation of the 2-string elliptic genus of the theory with defect proceeds analogously to the theory without defect. In contrast to the 1-string case, there are new poles in the JK-residue prescription as there are continuous moduli. Since the resulting expression are rather involved, the details are referred to Appendix A.4. Finally, one evaluates the NS-limit of the normalised 2-string genus and finds
\[
\lim_{\epsilon_2 \to 0} \tilde{Z}_{2}^{E\text{-str+def}} \equiv \lim_{\epsilon_2 \to 0} \left( Z_{2}^{E\text{-str+def}} - Z_{2}^{E\text{-str}} - Z_{1}^{E\text{-str+def}} - Z_{1}^{E\text{-str}} \right) = \frac{1}{\eta^12 \theta_1(\epsilon_1) \theta_1(\pm 2x + \epsilon_1) \theta_1(\pm 2x)} + \frac{1}{8\eta^12(\theta_1'(0))^2 \theta_1(\epsilon_1)^2} \sum_{l=1}^{4} \left( \frac{\theta_l'(x)}{\theta_l(x)} \right)^2 \prod_{l=1}^{8} \theta_l(\mu_l)^2. \tag{2.50}
\]
to embed these into string theory. For example, Wilson surface defects on an Ω-deformed
Expectation values of Wilson surfaces [86, 87] are natural candidates for co-dimension 4 defects.

\[ \frac{1}{4\eta^2} \left( \frac{\theta_1'(0)}{\theta_1}(z_{\epsilon_1}) \right)^2 \sum_{i=1}^{4} \frac{\theta_1'(x)}{\theta_1(x)} \prod_{l=1}^{8} \theta_1(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_2'(0)}{\theta_2}(z_{\epsilon_1}) \right)^2 \frac{\theta_1'(x)}{\theta_1(x)} \frac{\theta_2'(x)}{\theta_2(x)} \prod_{l=1}^{8} \theta_1(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_3'(0)}{\theta_3}(z_{\epsilon_1}) \right)^2 \frac{\theta_3'(x)}{\theta_3(x)} \prod_{l=1}^{8} \theta_2(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_4'(0)}{\theta_4}(z_{\epsilon_1}) \right)^2 \frac{\theta_4'(x)}{\theta_4(x)} \prod_{l=1}^{8} \theta_3(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_1'(0)}{\theta_1}(z_{\epsilon_1}) \right)^2 \frac{\theta_1'(x)}{\theta_1(x)} \frac{\theta_1'(x)}{\theta_1(x)} \prod_{l=1}^{8} \theta_1(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_2'(0)}{\theta_2}(z_{\epsilon_1}) \right)^2 \frac{\theta_2'(x)}{\theta_2(x)} \frac{\theta_2'(x)}{\theta_2(x)} \prod_{l=1}^{8} \theta_2(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_3'(0)}{\theta_3}(z_{\epsilon_1}) \right)^2 \frac{\theta_3'(x)}{\theta_3(x)} \frac{\theta_3'(x)}{\theta_3(x)} \prod_{l=1}^{8} \theta_3(\mu_l)^2 \]

\[ + \frac{1}{4\eta^2} \left( \frac{\theta_4'(0)}{\theta_4}(z_{\epsilon_1}) \right)^2 \frac{\theta_4'(x)}{\theta_4(x)} \frac{\theta_4'(x)}{\theta_4(x)} \prod_{l=1}^{8} \theta_4(\mu_l)^2 \]

where \( \theta_i'(u, q) \) and \( \theta_i''(u, q) \) denote first and second derivatives with respect to \( u \).

\section{Wilson surface/line}

In this section, a Wilson surface defect is introduced to the E-string theory either via a co-dimension four D4 brane or via double Higgsing of two co-dimension two defects. The resulting defect partition function is evaluated up to 2-instanton order. It is well-known that the E-string theory compactified on a circle is dual to the 5d \( \mathcal{N} = 1 \) Sp(1) theory with 8 fundamental flavours. The Wilson surface in 6d reduces to the Wilson loop observable of the corresponding 5d gauge theory. However, due to the non-trivial holonomy along the circle [60], the 5d Wilson loop only preserves a SO(16) flavour symmetry, which is the maximal subgroup of the \( E_8 \) symmetry of the E-string. Here, the partition function for the 5d Sp(1) theory with a Wilson loop is computed up to 2-instanton order. The Wilson surface/line computation are important ingredients for quantisation of the E-string curve in next section.

\subsection{Wilson surface in 6d}

Expectation values of Wilson surfaces [86, 87] are natural candidates for co-dimension 4 defects. In lack of a field-theoretic formulation, a convenient method to formulate Wilson surface defects is to embed these into string theory. For example, Wilson surface defects on an Ω-deformed \( T^2 \times \mathbb{R}^4 \) background have been studied in [9, 53, 54, 56, 88, 89].
Wilson surface via D4 brane. Analogous to [9, 56, 89], one can compute the VEV of a Wilson surface introduced by an additional D4' brane. The Type IIA brane configuration is summarised in Table 1, where the D4' brane, filling $T^2$ and directions $x^{7,8,9}$, is clearly a co-dimension four defect. In presence of the D4' brane on the left of the half-NS5 brane, there is a single D2 brane stretched between the half-NS5 and D4' branes. In the woldvolume theory of the NS5 brane, the D2 brane ending on creates a Wilson surface defect in the fundamental representation. To study the 2d field contents respect to above brane set-ups, one can use the Hanany-Witten transition to move the D4' to the right of the NS5 brane. In this frame, the 2d worldsheet theory has new degrees of freedom from open strings stretched between the D4' brane and the stack of NS5 branes, filling $T^2$. Therefore, the partition function of the theory with Wilson surface is given by

$$W_D(u, v) \equiv \prod_{\rho \in \mathrm{fund.}} \frac{\theta_1(\pm \epsilon_+ + \rho(u) - v)}{\theta_1(\pm \epsilon_+ + \rho(u) - v)}.$$  

The corresponding $k$-th instanton string correction to the VEV of Wilson surface is

$$W_k(v) = \oint [du] Z_{1\text{-loop}}^{O(k)} \cdot W_D(u, v) = \oint [du] Z_{1\text{-loop}}^{O(k)} \cdot \prod_{\rho \in \mathrm{fund.}} \frac{\theta_1(\pm \epsilon_+ + \rho(u) - v)}{\theta_1(\pm \epsilon_+ + \rho(u) - v)},$$

where $v$ is the fugacity of the D4' brane. Therefore, the partition function of the theory with Wilson surface is given by

$$W^S(v) = \sum_{n=0}^{\infty} q_\phi^n W_n(v)$$

Wilson surface via double Higgings. It has been suggested in [55] that a co-dimension 4 defect can be constructed from two co-dimension 2 defects. Hence, one may be tempted to introduce the Wilson surface defect via defect Higgings of the 6d Sp(2) theory with 12 fundamental flavours; the resulting E-string theory with two co-dimension 2 defects should correspond to the E-string in the presence of a Wilson surface. To make the statement precise, one studies the Hicking of the mesonic operators in more detail. For a Sp($n$) gauge theory with $2n + 8$ fundamental hypermultiplets

$$H^m_\alpha = (Y^m_\alpha, (\tilde{Y}_m^{\alpha})^\dagger), \quad \text{with} \quad \alpha = 1, \ldots, n \quad \text{and} \quad m = 1, \ldots, 2n + 8,$$

*Table 1: Wilson surface via a D4 brane.*

| IIA  | $T^2$ | $\mathbb{R}_{x_1,x_2}^4$ | $x_{6,7,8,9}$ |
|------|-------|--------------------------|---------------|
| NS5  | $\bullet$ | $\bullet$ | $\bullet$ |
| D6   | $\bullet$ | $\bullet$ | $\bullet$ |
| D8+O8 | $\bullet$ | $\bullet$ | $\bullet$ |
| D2   | $\bullet$ | $\bullet$ | $\bullet$ |
| D4'  | $\bullet$ | $\bullet$ | $\bullet$ |
the $U(2n + 8)$ global symmetry is enhanced to $SO(4n + 16)$. Since $U(2n + 8) \subset SO(4n + 16)$, one can group the meson operators into three types of representations with respect to $U(2n + 8)$, i.e.

$$M_{mn}^* \equiv J^{\alpha \beta} Y^m_{\alpha} Y^n_{\beta}, \quad \tilde{M}_{mn} \equiv J_{\alpha \beta} \tilde{Y}^m_{\alpha} \tilde{Y}^n_{\beta} \quad \text{and} \quad N_{m}^* \equiv Y^m_{\alpha} \tilde{Y}^n_{\alpha}.$$  

(3.5)

The operators $M$, $\tilde{M}$ and $N$ correspond to the anti-symmetric, complex conjugate anti-symmetric, and adjoint representations of $U(2n + 8)$, respectively. All together these three $U(2n + 8)$ representations form the adjoint representation of $SO(4n + 16)$. Their fugacities are labelled as

$$[M_{mn}] = pq e^{-\mu_{m} - \mu_{n}}, \quad [\tilde{M}_{mn}] = pq e^{i \mu_{m} + \mu_{n}}, \quad [N_{m}] = pq e^{-i \mu_{m} + \mu_{n}}.$$  

(3.6)

One may choose the operator $M$ and $\tilde{M}$ to Higgs the $Sp(2)$ theory. More specifically, for $Sp(2)$ with 12 hypermultiplets, one assigns VEVs to the following meson operators

$$\langle M^{9,10} \rangle = \langle \tilde{M}_{11,12} \rangle = z,$$  

(3.7)

where $z = x^4 + ix^5$ is the complexified coordinate of $x^{4,5}$ direction, which coincides with the positions of the two $D4$ branes that trigger the Higgs mechanism. The corresponding conditions on the fugacities are

for $M^{9,10}$: $q \cdot pq e^{-\mu_{9} - \mu_{10}} = 1 \Rightarrow \begin{cases} \mu_{10} = 2 \epsilon_+ - \mu_9 + \epsilon_2, \\ a_1 = \mu_9 - \epsilon_+, \end{cases}$  

(3.8a)

for $\tilde{M}^{11,12}$: $q \cdot pq e^{i \mu_{11} + \mu_{12}} = 1 \Rightarrow \begin{cases} \mu_{12} = -2 \epsilon_+ - \mu_{11} - \epsilon_2, \\ a_2 = -\mu_{11} - \epsilon_+. \end{cases}$  

(3.8b)

Applying the Higgsing (3.8) to the one-loop determinants of the elliptic genera, one finds

$$\prod_{\rho \in \text{fund.}} \frac{\theta_1(\rho(u) + \mu_9) \theta_1(\rho(u) + \mu_{10})}{\theta_1(\epsilon_+ + \rho(u) \pm a_1)} \cdot \frac{\theta_1(\rho(u) + \mu_{11}) \theta_1(\rho(u) + \mu_{12})}{\theta_1(\epsilon_+ + \rho(u) \pm a_2)}$$  

$$= \prod_{\rho \in \text{fund.}} \frac{\theta_1(\rho(u) - \mu_9 + 2 \epsilon_+ + \epsilon_2)}{\theta_1(\rho(u) - \mu_9 + 2 \epsilon_+)} \cdot \frac{\theta_1(\rho(u) - \mu_{11} - 2 \epsilon_+ - \epsilon_2)}{\theta_1(\rho(u) - \mu_{11} + 2 \epsilon_+)}$$  

$$= \prod_{\rho \in \text{fund.}} \frac{\theta_1(\rho(u) - \mu_9 + 2 \epsilon_+ + \epsilon_2)}{\theta_1(\rho(u) - \mu_9 + 2 \epsilon_+)} \cdot \frac{\theta_1(\rho(u) - \mu_{11} - 2 \epsilon_+ - \epsilon_2)}{\theta_1(\rho(u) - \mu_{11} - 2 \epsilon_+)}.$$  

(3.9)

and the last equality follows from the fact that $\rho(u)$ evaluates to $\{ \pm u_i \}$ as $\rho$ takes values in the weights of the fundamental representation of the orthogonal group. Define $\chi_1 \equiv -\mu_9 + 2 \epsilon_+$ and $\chi_2 \equiv -\mu_{11} - 2 \epsilon_+$, then the defect contribution from double defect Higgsing reads

$$V_{D4D4}(\chi_1, \chi_2) = \prod_{\rho \in \text{fund.}} \frac{\theta_1(\rho(u) + \chi_1 + \epsilon_2)}{\theta_1(\rho(u) + \chi_1)} \cdot \frac{\theta_1(\rho(u) + \chi_2 - \epsilon_2)}{\theta_1(\rho(u) + \chi_2)}.$$  

(3.10)

If one further assigns

$$\begin{cases} \chi_1 = -v - \epsilon_+, \\ \chi_2 = -v + \epsilon_+, \end{cases}$$  

(3.11)

the defect $V_{D4D4}$ from double Higgsing coincides with the Wilson surface defect (3.1), i.e.

$$V_{D4D4}(u, \chi_1, \chi_2) = \prod_{\rho \in \text{fund.}} \frac{\theta_1(\rho(u) - v \pm \epsilon_+)}{\theta_1(\rho(u) - v \pm \epsilon_+)} = W_D(u, v).$$  

(3.12)
**1-instanton.** Now, compute the 1-instanton order of normalised Wilson surface defect in the NS-limit. The normalised Wilson surface is defined as follows:

\[
W_{h=\epsilon_1}^S = \sum_{n=0}^{\infty} q^n \widetilde{W}_n = \lim_{\epsilon_2 \to 0} W_{\text{str}}^S.
\]  

(3.13)

At one-instanton string order, one finds

\[
\widetilde{W}_1 = \lim_{\epsilon_2 \to 0} (W_1 - Z_1^\text{E-str}).
\]  

(3.14)

At this order for the elliptic genus, the gauge group for the 2d theory is \(O(1) = \mathbb{Z}_2\). Therefore, the discrete holonomies of \(O(1)\) are \(\rho(u) = u_I = \{0, \frac{1}{2}, \frac{1+\tau}{2}\}\). Further recall that for discrete holonomy, the \(\theta_1\) functions from both fermionic and bosonic contributions to elliptic genus should be understood as

\[
\text{"}\theta_1(u_I + z)\text{"} \equiv \theta_1(u_I + z)\theta_1(-u_I + z),
\]  

(3.15)

see also Appendix A.1. Bearing this in mind, one can show that

\[
W_D(u_I, v) = \frac{\theta_1(\pm \epsilon_- + u_I - v)}{\theta_1(\pm \epsilon_+ + u_I - v)} = \frac{\theta_1(\pm \epsilon_- - v)}{\theta_1(\pm \epsilon_+ - v)},
\]  

(3.16)

where \(I = \{1, 2, 3, 4\}\) corresponding to the choice of \(u_I = \{0, \frac{1}{2}, \frac{1+\tau}{2}\}\). Applying (2.16), (3.2), and (3.14), one finds

\[
\widetilde{W}_1(v) = -\frac{1}{2} \sum_{I=0}^{4} \frac{\prod_{I=1}^{8} \theta_I(\mu_I) \theta_I(0)}{\eta^6 \theta_1(\epsilon_1) \theta_1'(0)} \left( \frac{\theta_I'(v + \frac{\mu}{2})}{\theta_I(v + \frac{\mu}{2})} - \frac{\theta_I'(v - \frac{\mu}{2})}{\theta_I(v - \frac{\mu}{2})} \right).
\]  

(3.17)

In contrast to the \(\mathcal{N} = (2,0)\) \(A_1\) SCFT [9], the Wilson surface for the E-string theory is \(v\)-dependent.

**2-instanton.** Next, the Wilson surface contribution \(\widetilde{W}_2\) at 2-instanton string order is evaluated. The computational details are summarised in Appendix A.5. The elliptic genus \(W_2\) for the Wilson surface defect is composed of the sum of continuous and discrete holonomies

\[
W_{k=2} = \frac{1}{2} \sum_{k=2,3} W_{k,2,3} + \frac{1}{4} \sum_{k=2,1} W_{k,2,1}.
\]  

(3.18)

The normalised Wilson surface contribution, \(\widetilde{W}_2\), in the NS-limit \(\epsilon_2 \to 0\) reads

\[
\widetilde{W}_2 = \lim_{\epsilon_2 \to 0} (W_{k=2} - Z_{k=2} - Z_{k=1} (W_{k=1} - Z_{k=1}))
\]

\[
= \frac{\prod_{I=1}^{8} \theta_I(v \pm \mu + \frac{\mu}{2})}{2v^{12} \theta_1(2v) \theta_1'(2v) \theta_1(2v + 2\epsilon_1) \theta_1(2v + 2\epsilon_1)} + \frac{\prod_{I=1}^{8} \theta_I(v \pm \mu - \frac{\mu}{2})}{2v^{12} \theta_1(2v) \theta_1'(2v) \theta_1(2v - 2\epsilon_1) \theta_1(2v - 2\epsilon_1)}
\]

\[
+ \frac{1}{4} \sum_{I,J=1}^{8} \frac{\theta_I(\mu_I) \theta_J(\mu_J)}{4v^{10} \theta_1^2(\epsilon_1) \theta_1'(0) \theta_1'(0)} \cdot \frac{\theta_I'(v + \epsilon_1)}{\theta_I(v + \epsilon_1)} - \frac{\theta_J'(v - \epsilon_1)}{\theta_J(v - \epsilon_1)}\cdot \theta_I(v + \epsilon_1) \cdot \theta_J(v - \epsilon_1)
\]

\[
+ \frac{1}{4} \sum_{I,J=1}^{8} \frac{\theta_I'(\mu_I)}{8v^{10} \theta_1^2(\epsilon_1) \theta_1'(0) \theta_1'(0)} \cdot \theta_I'(v) \cdot \theta_I(v)
\]

\[
+ \prod_{I=1}^{8} \theta_I(\mu_I) \theta_2(\mu_I) \theta_2'(\epsilon_1) \cdot \theta_2'(\epsilon_1) \cdot \theta_2(\epsilon_1) \cdot \theta_2(\epsilon_1)
\]

\[
+ \prod_{I=1}^{8} \theta_3(\mu_I) \theta_4(\mu_I) \theta_3'(\epsilon_1) \cdot \theta_3'(\epsilon_1) \cdot \theta_4(\epsilon_1) \cdot \theta_4(\epsilon_1)
\]

\[
+ \prod_{I=1}^{8} \theta_5(\mu_I) \theta_5(\mu_I) \theta_5'(\epsilon_1) \cdot \theta_5'(\epsilon_1) \cdot \theta_5(\epsilon_1) \cdot \theta_5(\epsilon_1)
\]

\[
+ \prod_{I=1}^{8} \theta_6(\mu_I) \theta_6(\mu_I) \theta_6'(\epsilon_1) \cdot \theta_6'(\epsilon_1) \cdot \theta_6(\epsilon_1) \cdot \theta_6(\epsilon_1)
\]

\[
+ \prod_{I=1}^{8} \theta_7(\mu_I) \theta_7(\mu_I) \theta_7'(\epsilon_1) \cdot \theta_7'(\epsilon_1) \cdot \theta_7(\epsilon_1) \cdot \theta_7(\epsilon_1)
\]

\[
+ \prod_{I=1}^{8} \theta_8(\mu_I) \theta_8(\mu_I) \theta_8'(\epsilon_1) \cdot \theta_8'(\epsilon_1) \cdot \theta_8(\epsilon_1) \cdot \theta_8(\epsilon_1)
\]
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\[
\begin{align*}
&+ \frac{\prod_{i=1}^{8} \theta_1(\mu_i) \theta_4(\mu_i)}{4\eta^{12} \theta_1^2(\epsilon_1) \theta_4^2(0)} \cdot \frac{\theta_4^j(\epsilon_1)}{\theta_4(\epsilon_1)} \left( \theta_4^\Delta(v) + \theta_4^\Delta(v) \right) \\
&+ \frac{\prod_{i=1}^{8} \theta_2(\mu_i) \theta_3(\mu_i)}{4\eta^{12} \theta_1^2(\epsilon_1) \theta_4^2(0)} \cdot \frac{\theta_4^j(\epsilon_1)}{\theta_4(\epsilon_1)} \left( \theta_4^\Delta(v) + \theta_4^\Delta(v) \right) \\
&+ \frac{\prod_{i<j}^{8} \theta_1(\mu_i) \theta_1(\mu_j)}{4\eta^{12} \theta_1^2(\epsilon_1) \theta_4^2(0)} \theta_4^j(v) \cdot \theta_4^j(v), \\
&\text{where} \\
&\theta_4^\Delta(v) \equiv \frac{\theta_4^j(v - \frac{q^i}{2})}{\theta_4(v - \frac{q^i}{2})} = \frac{\theta_4^j(v + \frac{q^i}{2})}{\theta_4(v + \frac{q^i}{2})}. (3.20)
\end{align*}
\]

Even though (3.19) appears to be \( v \)-dependent, a careful expansion of \( \mathcal{W}_2 \) with respect to torus moduli \( Q \) shows that it is in fact independent on brane fugacity \( v \) and can be assembled in terms of \( E_8 \) characters,

\[
\begin{align*}
\mathcal{W}_2 & = \left( \chi_2^{su_2} + (\chi_{248} + 2) \chi_1^{su_2} + (\chi_{3875} + 2\chi_{248} + 4) \right) Q \\
&+ \left( \chi_4^{su_2} + (\chi_{248} + 3) \chi_3^{su_2} + (\chi_{3875} + 4\chi_{248} + 9) \chi_2^{su_2} + (\chi_{30380} + 4\chi_{3875} + 12\chi_{248} + 20) \chi_1^{su_2} \right) Q^2 \\
&+ \left( \chi_6^{su_2} + (\chi_{248} + 3) \chi_5^{su_2} + (\chi_{3875} + 4\chi_{248} + 11) \chi_4^{su_2} + (\chi_{30380} + 4\chi_{3875} + 15\chi_{248} + 28) \chi_3^{su_2} \\
&+ (\chi_{147250} + 4\chi_{30380} + 8\chi_{3875} + 17\chi_{248} + 20) \chi_2^{su_2} \right) Q^3, \\
&\text{where} \\
&\chi_n^{su_2} \equiv \sum_{j=-n}^{n} p^j, (3.22)
\end{align*}
\]

is the SU(2) characters respect to \( p = e^{i1} \).

### 3.2 Wilson line in 5d

Following [31, 90], the Wilson line in the 5d Sp(1) gauge theory with 8 fundamental flavours is considered in this section. The 5d Wilson loop observable only preserves an SO(16) flavour symmetry, as subgroup of \( E_8 \).

The 5d instanton partition function is given by

\[
Z_{\text{inst}}^{5d \text{Sp}(1)} = \sum_{k=0}^{\infty} U^k Z_k = \sum_{k=0}^{\infty} U^k \cdot \frac{1}{|W_k|} \int \prod_{i=1}^{k} \frac{d\phi_i}{2\pi i} Z_{\text{inst},k}(a, \phi_i, m_i), (3.23)
\]

where \( Z_{\text{inst},k}(a, \phi_i, m_i) \) denotes the integrand of the 5d instanton partition function modelled by an 1d quantum mechanics via the ADHM construction to parametrise the moduli space of the 5d \( k \) instantons. Furthermore, \( U, a, \) and \( m_i \) denote the 5d instanton fugacity, Sp(1) gauge fugacity, and SO(16) flavour fugacities, respectively. Moreover, \( \phi_i \) are the fugacities of the dual gauge group
O(k) of the 1d quantum mechanics for k instantons, and |W_k| is the order of Weyl group of O(k).

The Wilson loop is computed from the 5d instanton partition function with the insertion of the equivariant Chern characters for the fundamental Wilson loop of Sp(1),

$$\mathcal{W}_L = \sum_{k=0}^{\infty} U^k W_k(a, m_l) = \sum_{k=0}^{\infty} U^k \frac{1}{|W_k|} \int \left( \prod_{i=1}^{k} \frac{d\phi_i}{2\pi i} \right) \cdot \text{Ch}_k(\alpha, e^{\phi_i}) \cdot Z_{\text{inst}, k}(a, \phi_i, m_l), \quad (3.24)$$

where \(\text{Ch}_k(\alpha, e^{\phi_i})\) is the equivariant Chern character of Sp(1) and SO(k), with \(\alpha = e^\varphi\). The normalised Wilson line in the NS-limit is defined by

$$\mathcal{W}_{h=\epsilon_1} = \sum_{k=1}^{\infty} U^k \mathcal{W}_k \equiv \lim_{\epsilon_2 \to 0} \frac{\mathcal{W}_L}{Z_{\text{inst}}^{5d \text{Sp}(1)}}. \quad (3.25)$$

By expanding the right-hand side of (3.25) in terms of \(U\), one finds

$$\mathcal{W}_0 = W_0 = \alpha + \frac{1}{\alpha}, \quad \mathcal{W}_1 = \lim_{\epsilon_2 \to 0} \left( W_1 - \left( \alpha + \frac{1}{\alpha} \right) Z_1 \right). \quad (3.26)$$

Next, the computation of the 5d Wilson loop partition function up to two instanton order is briefly discussed. More computational details are presented in Appendix A.6.

**1-instanton.** For 1-instanton order, the 5d Sp(1) partition function and Wilson line are determined by the discrete holonomies of O(1) of the 1d quantum mechanics in the ADHM construction. One can easily read off their contributions. Further, (3.25) implies that the normalised Wilson loop in the NS-limit, \(\epsilon_2 \to 0\) or \(q \to 1\), reads

$$\mathcal{W}_1 = \lim_{q \to 1} \left( W_1 - \left( \alpha + \frac{1}{\alpha} \right) Z_1 \right)$$

$$= \chi_{128} \cdot \alpha - \chi_{128'} \chi_{1/2} \cdot \alpha^2 + \chi_{128} \chi_{1/2} \cdot \alpha^3 + \chi_{128'} \chi_{3/2} \cdot \alpha^4 + \ldots, \quad (3.27)$$

where \(\chi_{128}^{\text{SO}}\) is defined in (3.22) and \(\chi_{128}, \chi_{128'}\) are the SO(16) characters.

**2-instanton.** Next, consider the 2-instanton contribution of the Wilson loop. The 5d instanton moduli space is parametrised by one complex moduli parameter, that is integrated over in the JK-residue prescription. The computational subtlety here is that due to the large number of flavours, both the integrand of the 5d instanton partition function and Wilson loop suffer from higher order poles at infinity. Therefore, one has to introduce anti-symmetric matter fields in order to control the divergence and then perform the computation. In the end, one has to subtract the extra contributions from these additional matter fields and set their mass to infinity to decouple them from the theory. The reader is referred to [31, 90] for a thorough discussion; see also Appendix A.6 for the specific example of Sp(1) theory with 8 flavours. Here, only the main results of the normalised Wilson loop in the NS-limit at 2-instanton order are summarised

$$\mathcal{W}_2 = \lim_{q \to 1} \left( W_2 - W_1 \cdot Z_1 + \left( \alpha + \frac{1}{\alpha} \right) \cdot (Z_1^2 - Z_2) \right)$$

$$= \left( \chi_2^{\text{SU}} + (\chi_{120} + 3) \chi_{1/2}^{\text{SU}} + (\chi_{1820} + 3\chi_{120} + 6) \right) \cdot \alpha$$

$$- \left( \chi_{16} \chi_{5/2} + (\chi_{560} + 3\chi_{16}) \chi_{3/2}^{\text{SU}} + (\chi_{4368} + 3\chi_{560} + 7\chi_{16}) \chi_{1/2}^{\text{SU}} \right) \cdot \alpha^2$$

$$+ \left( \chi_4^{\text{SU}} + (\chi_{120} + 3) \chi_{3}^{\text{SU}} + (\chi_{1820} + 3\chi_{120} + 7) \chi_{2}^{\text{SU}} \right) \cdot \alpha^3 + \ldots.$$
Further from (3.30), one assigns one-instanton correction to the Wilson surface (3.17) depends on brane fugacity \(v\) to obtain the 5d Wilson line (3.29) from the 6d Wilson surface (3.19). It is worth noticing that the 6d Wilson line (3.29)

\[
\text{(3.29)}
\]

The non-trivial relation for the eighth mass parameter of the 5d and 6d theories reflects the fact that the Sp(1) gauge theory with 8 flavours, and correspondingly the Wilson surface gives rise to a 5d Sp(1) gauge theory with 8 flavours, and correspondingly the Wilson surface gives rise to the Wilson line. Based on the previous computations, the statement can be made more precise.

As mentioned in the beginning of the section, the circle compactification of the 6d E-string theory gives rise to a 5d Sp(1) gauge theory with 8 flavours, and correspondingly the Wilson surface gives rise to the Wilson line. Based on the previous computations, the statement can be made more precise.

The relation between the parameters of the 5d Sp(1) gauge theory and the 6d E-string theory can be derived by comparing their respective partition functions [60,90],

\[
Q = U^2, \quad q_8 = \alpha U e^{-m_8}, \quad M_8 = e^{m_8} U^{-2}, \quad \text{and} \quad \mu_l = m_l, \quad \text{for} \quad l = 1, \ldots, 7. \quad (3.30)
\]

The non-trivial relation for the eighth mass parameter of the 5d and 6d theories reflects the fact that the \(E_8\) flavour symmetry is broken to its maximal subgroup SO(16). From (3.30), one expects to obtain the 5d Wilson line (3.29) from the 6d Wilson surface (3.19). It is worth noticing that the one-instanton correction to the Wilson surface (3.17) depends on brane fugacity \(v\). Therefore, one should remove this piece and consider

\[
\mathcal{W}^S = 1 + q_8^2 \overline{W}_2 + \mathcal{O}(q_8^3). \quad (3.31)
\]

Further from (3.30), one assigns

\[
\mu_8 = m_8 - \tau, \quad \text{and} \quad \mu_l = m_l = 0, \quad \text{for} \quad l = 1, \ldots, 7, \quad (3.32)
\]
where the remaining seven mass parameters have been turned off for simplicity. With this parametrisation, one finds

\[
\frac{1}{\alpha} \cdot W^S = \frac{1}{\alpha} + \left( \frac{64}{\sqrt{\lambda}} + \frac{64\sqrt{\lambda}}{\alpha} + \frac{\lambda^2}{\alpha^2} \right) \cdot U \\
+ \left( \lambda_2 \chi_{su_2} + \left( \frac{92 + \frac{14}{\lambda} + 14\lambda}{\alpha} + 3 \right) \chi_{su_2} + \left( \frac{1092 + \frac{364}{\lambda} + 364\lambda}{\alpha} + 3 \left( \frac{92 + \frac{14}{\lambda} + 14\lambda}{\alpha} + 6 \right) \alpha \cdot U^2 \right) \\
+ O\left( \alpha^2, U^3 \right),
\]

(3.33)

with \( \lambda \equiv e^{im_8} \). One realises that the coefficients in (3.33) reproduce the branching \( \text{SO}(16) \to \text{SO}(14) \times \text{U}(1)_\lambda \) and, thus, agree with the 5d Wilson loop results (3.27), (3.28) and (3.29).

It would be interesting to verify if higher order instanton-string corrections to the 6d Wilson surface are still independent of the brane fugacity \( v \), and if these descend to the 5d Wilson line given by (3.30). On the other hand, in next section the Wilson surface/line results reappear via a different approach.

### 4 Elliptic quantum curves

To begin with, the classical geometry associated with Seiberg-Witten arising from compactifications of 6d SCFTs on elliptic curves is reviewed in this section. Thereafter, one proceeds to quantise these curves and describe the resulting operators and their relation to defect partition functions. Lastly, the van Diejen operator is proposed as the quantised version of the E-string classical curve. This identification is confirmed by several non-trivial consistency checks.

#### 4.1 Classical curves

It is expected that for compactifications of 6d SCFTs on elliptic curves, the resulting Seiberg-Witten curves can be expressed in terms of polynomials in a \( \mathbb{C}^* \)-variable \( t \) with coefficients being Jacobi-forms depending on an elliptic variable \( x \). Such curves were derived for M5 branes probing \( \mathbb{C}^2/\mathbb{Z}_k \)-singularities as well as for E-strings and \( \mathcal{O}(-4) \)-strings [9,50,51], and take the general form

\[
H(w, z) = t^N + v_1(x)t^{N-1} + \ldots + v_l(x)t^{N-l} + \ldots + v_N(x) = 0, \quad t = e^{2\pi iy},
\]

(4.1)

where the \( v_l \) are (meromorphic) Jacobi-forms. In the case of two M5 branes probing \( \mathbb{C}^2/\mathbb{Z}_k \) singularity, the resulting Riemann surface is a two-fold covering of the elliptic curve branched over \( 2k \) points and as such has, according to the Riemann-Hurwitz formula, a genus \( g = k + 1 \). This Riemann surface shall be denoted by \( \Sigma_{S_k} \). Following the original Seiberg-Witten result [2], one can define a meromorphic differential on \( \Sigma_{S_k} \)

\[
\lambda_{SW} = y dx = \log t \; dx,
\]

(4.2)

which can be successively used to compute IR expectation values of physical observables on the Coulomb branch. In particular, the geometry admits \( k \) independent A-cycles\(^1\) and the integrals of

\(^1\)The \( k+1 \)-th A-cycle is fixed by the condition that the sum of all A-cycles gives the corresponding cycle of the elliptic curve.
\( \lambda_{SW} \) over these,

\[
a_1 = \oint_{A_1} \lambda_{SW}, \\
a_2 = \oint_{A_2} \lambda_{SW}, \\
\vdots \\
a_k = \oint_{A_k} \lambda_{SW},
\]

(4.3)

can be interpreted as expectation values of gauge fugacities \( a_i, i = 1, \ldots, k \) of the corresponding 5d KK affine quiver theory obtained after circle compactification, see also \cite{91}. To give a more concrete example, restrict to the \( k = 1 \) case which corresponds to the M-string and which shares certain features with the E-string whose classical curve is given in Section 4.3. In the case of the M-string, the 6d theory is the \( \mathcal{N} = (2, 0) \) \( A_1 \) SCFT, and the corresponding 5d theory is the \( \mathcal{N} = 1^* \) SU(2) SYM with adjoint matter. The classical curve of the theory is, for example, given in \cite{9, 50} as

\[
t^2 - W^S(x) = 0,
\]

(4.4)

where \( W^S(x) \) admits the interpretation of a Wilson surface expectation value. By dividing both sides of the equation by the \( C^* \) variable \( t \), this curve can be brought to the more suggestive form

\[
t + \frac{\theta_1(x - m)\theta_1(x + m)}{\theta_1(x)^2} t^{-1} = W^S(x).
\]

(4.5)

In the following subsection, the above curve is reinterpreted as an operator identity in a process which is known as quantisation of a curve. Before proceeding to the quantisation, the curve is further analysed purely from the classical viewpoint. Note that in the case of the M-string, \( W^S(x) \) is actually independent of \( x \) and one can reinterpret it as the complex structure of the algebraic curve and write

\[
t + \frac{\theta_1(x - m)\theta_1(x + m)}{\theta_1(x)^2} t^{-1} = \frac{1}{z},
\]

(4.6)

where \( z \) is a free complex parameter. Now, (4.6) can be solved in terms of \( t \) and one obtains

\[
t = \frac{1 \pm \sqrt{1 - 4\omega z^2}}{2\omega z}, \quad \text{with} \quad \omega = \frac{\theta_1(x - m)\theta_1(x + m)}{\theta_1(x)^2}.
\]

(4.7)

Taking the series-expansion in \( z \), one therefore has the following:

\[
\log t = \log z + \omega z^2 + \frac{3}{2} \omega^2 z^4 + \mathcal{O}(z^5).
\]

(4.8)

Defining \( X = e^x \), the A-period is given by

\[
a_1(z) = \oint \lambda_{SW} = \frac{1}{2\pi i} \oint \frac{\log t}{X} dX = \log z + \left(1 + \frac{(\eta - 1)^4}{\eta^2}Q + \mathcal{O}(Q^2)\right) z^2 + \mathcal{O}(z^3),
\]

(4.9)

from which one can compute the inverse map

\[
z = \alpha - \left(1 + (6 - 4\eta - 4\eta^{-1} + \eta^2 + \eta^{-2})Q + \mathcal{O}(Q^2)\right) \alpha^3 + \mathcal{O}(\alpha^4),
\]

(4.10)
where $\eta \equiv e^m$ and $\alpha \equiv e^{a_1}$, and $a_1$ can be interpreted as the SU(2) gauge fugacity of the resulting 5d SYM KK theory. To see this more explicitly, note that from the above one obtains the following series expansion of the Wilson line expectation value:

$$ W_S = \frac{1}{z} = \frac{1}{\alpha} + \left( 1 + \left( \frac{1}{\eta^2} + \frac{4}{\eta^4} - \frac{4}{\eta^6} + \frac{6}{\eta^8} \right) Q + \left( \frac{6\eta^2}{\eta^4} - \frac{24\eta^4}{\eta^8} - \frac{24\eta^6}{\eta^{12}} + \frac{36\eta^8}{\eta^{16}} \right) Q^2 + \mathcal{O}(Q^3) \right) \alpha + \mathcal{O}(\alpha^2), $$

which for $\eta = 1$, where the 5d SYM has maximal $\mathcal{N} = 2$ supersymmetry, simplifies to

$$ W_S \bigg|_{\eta=1} = \frac{1}{\alpha} + \alpha = \chi_{SU(2)}^{1/2}, $$

which is the Weyl character of SU(2).

### 4.2 Quantisation

Quantisation of the curve (4.6) amounts to promoting the variables $y$ and $x$ to operators satisfying the commutation relation

$$ [\hat{y}, \hat{x}] = \hbar. $$

Defining $Y \equiv e^{-\hat{y}}$, the exponentiated variables satisfy the following relation

$$ Y \cdot X = p^{-1} X \cdot Y, \quad p = e^{\hbar}, $$

and in this setup $\hbar$ can be identified with the Omega-deformation parameter $\epsilon_1$. The quantum version of the classical curve (4.6) becomes [9]

$$ \left( Y^{-1} + q_\phi \frac{\theta_1(x - m)\theta(-\hbar + x + m)}{\theta_1(x)\theta_1(-\hbar + x)} Y \right) \cdot \tilde{\Psi}(x) = q_\phi^{1/2} W_h^{S}(x) \cdot \tilde{\Psi}(x), $$

where one performed the substitutions

$$ t \mapsto Y^{-1}, \quad t^{-1} \mapsto Y, $$

and shifted the quantum operator $\hat{y}$ by the classical value $\phi/2$ as follows:

$$ \hat{y} \mapsto \hat{y} - \frac{\phi}{2}. $$

resulting in factors $q_\phi^{1/2}$ (where $q_\phi \equiv e^\phi$ with $\phi$ being the M-string tension) and $q_\phi^{-1/2}$ in front of $Y$ and $Y^{-1}$. Note that (4.15) is now an operator equation which takes the form of a Hamiltonian operator acting on a wave-function $\tilde{\Psi}$ with energy eigenvalue $q_\phi^{1/2} W_h^{S}$. In the limit $\hbar \to 0$, (4.15) gives back the classical curve (4.6). The function $\tilde{\Psi}$ admits an interpretation in terms of the expectation value of a co-dimension 2 defect operator [9] with the perturbative contribution stripped off. Furthermore, note that the 5d gauge fugacity $\alpha$ is related to the 6d tensor VEV as

$$ a_1 = \frac{\phi}{2} \quad \text{or} \quad \alpha = q_\phi^{1/2}, $$

which implies that $q_\phi^{1/2} W$ admits a series expansion in terms of $q_\phi$. Next, one can divide by $\tilde{\Psi}(x)$ on both sides of (4.15), which results in

$$ \mathcal{Y}(x + \hbar)^{-1} + \mathcal{P}(x) \mathcal{Y}(x) = q_\phi^{1/2} W_h^{S}, $$

where

$$ \mathcal{Y} = \frac{1}{z} = \frac{1}{\alpha} + \left( 1 + \left( \frac{1}{\eta^2} + \frac{4}{\eta^4} - \frac{4}{\eta^6} + \frac{6}{\eta^8} \right) Q + \left( \frac{6\eta^2}{\eta^4} - \frac{24\eta^4}{\eta^8} - \frac{24\eta^6}{\eta^{12}} + \frac{36\eta^8}{\eta^{16}} \right) Q^2 + \mathcal{O}(Q^3) \right) \alpha + \mathcal{O}(\alpha^2), $$

and

$$ \mathcal{P}(x) = \frac{1}{\alpha} + \left( 1 + \left( \frac{1}{\eta^2} + \frac{4}{\eta^4} - \frac{4}{\eta^6} + \frac{6}{\eta^8} \right) Q + \left( \frac{6\eta^2}{\eta^4} - \frac{24\eta^4}{\eta^8} - \frac{24\eta^6}{\eta^{12}} + \frac{36\eta^8}{\eta^{16}} \right) Q^2 + \mathcal{O}(Q^3) \right) \alpha + \mathcal{O}(\alpha^2), $$

which for $\eta = 1$, where the 5d SYM has maximal $\mathcal{N} = 2$ supersymmetry, simplifies to

$$ W_S \bigg|_{\eta=1} = \frac{1}{\alpha} + \alpha = \chi_{SU(2)}^{1/2}, $$

which is the Weyl character of SU(2).
with the definitions
\[ \mathcal{Y}(x) \equiv \frac{\Psi(x-h)}{\Psi(x)}, \quad \mathcal{P} \equiv q_\phi \frac{\theta_1(x-m)\theta_1(-h+x+m)}{\theta_1(x)\theta_1(-h+x)}. \] (4.20)

Using (4.19), one can recursively solve for \( \mathcal{Y}(x) \) as a series expansion in \( q_\phi \) order by order.

Before proceeding, it is worth commenting that the difference equation (4.15) can be recast as an equation involving the full normalised defect partition function including the perturbative contribution,
\[ \Psi(x) \equiv \tilde{Z}^\text{def}_{\text{pert}} \cdot \tilde{\Psi}(x). \] (4.21)

This can be achieved by letting the Hamiltonian operator acting on \( \tilde{\Psi} \) undergo the following similarity transformation:
\[ \left( Y^{-1} + q_\phi \frac{\theta_1(x-m)\theta_1(-h+x+m)}{\theta_1(x)\theta_1(-h+x)} \right) \tilde{Z}^\text{def}_{\text{pert}} Y = \frac{\tilde{Z}^\text{def}_{\text{pert}}}{Y^{-1}} \tilde{Z}^\text{def}_{\text{pert}} Y^{-1} \frac{\theta_1(x-m)\theta_1(-h+x+m)}{\theta_1(x)\theta_1(-h+x)} Y. \] (4.22)

Using two results of [9]
\[ \frac{\tilde{Z}^\text{def}_{\text{pert}}}{Y \tilde{Z}^\text{def}_{\text{pert}}} = \frac{\theta_1(-h+x)}{\theta_1(-h+x+m)}, \quad \frac{\tilde{Z}^\text{def}_{\text{pert}}}{Y^{-1} \tilde{Z}^\text{def}_{\text{pert}}} = \frac{\theta_1(x+m+h)}{\theta_1(x+h)}. \] (4.23)

one can rewrite (4.15), now as an operator acting on the full normalised defect partition function \( \Psi(x) \), as follows:
\[ \left( \frac{\theta_1(x+m+h)}{\theta_1(x+h)} Y^{-1} + q_\phi \frac{\theta_1(x-m)}{\theta_1(x)} Y \right) \Psi(x) = q_\phi^{1/2} \mathcal{W}^S(x) \Psi(x). \] (4.24)

Both forms, (4.15) and (4.24), of the difference equation, are encountered when considering the E-string in the next subsection.

### 4.3 E-string curve and van Diejen difference operator

Having reviewed the M-string quantum curve, one can now consider the E-string theory, its Seiberg-Witten curve and the relation to the van Diejen model.

#### 4.3.1 Classical curve

The Seiberg-Witten curve for the E-string theory compactified on an elliptic curve was derived for the case where a \( \text{SO}(8) \times \text{SO}(8) \) subgroup of the flavour symmetry is preserved in [51]. This corresponds to the case where an M5 brane is probing a \( D_4 \) singularity, also known as \( D_4 \) conformal matter, and corresponds to the following restriction of E-string flavour fugacities
\[ \mu_l \mapsto -\mu_{l-4}, \quad l = 5, \ldots, 8. \] (4.25)
In [51, eqs. (4.41) & (4.47)], it has been shown that the curve for this parameter choice takes the following form:

\[
\prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} = \frac{1}{\theta_1(2x)^2} \left( 2 \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} + c \right) t + \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} = 0, \tag{4.26}
\]

where \(c\) is an \(x\)-independent modular form to be determined. Dividing both sides of the equation by \(t\) and bringing the \(t\)-independent pieces to the right-hand side, gives the following modified form of the curve:

\[
\prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} = \frac{1}{\theta_1(2x)^2} \left( 2 \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} + c \right) t\left( t + t^{-1} \right) = \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} + c. \tag{4.27}
\]

In analogy to the discussion of M-string above, the aim is to identify the right-hand side with the Wilson surface expectation value

\[
\mathcal{W}_S(x) = 2 \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} + c. \tag{4.28}
\]

As it turns out, the unknown \(c\) can be identified with the 5d Wilson loop expectation value

\[
c = \mathcal{W}_L. \tag{4.29}
\]

This can be shown, similarly to the case of the M-string discussed above, by identifying the constant \(c\) with the complex structure \(1/\bar{z}\) of the curve and defining a Seiberg-Witten differential

\[
\lambda_{SW} \equiv y \, dx = \log t \, \frac{dX}{X}, \tag{4.30}
\]

whose A-period admits a series expansion in terms of \(z\). By inverting this series, one can express \(e = 1/\bar{z}\) in terms of a series in the parameter \(q_0\) and compare with the result from the Wilson loop expectation value. This procedure is performed in the next subsection after discussing quantisation and finding a form of the curve where the full \(E_8\)-symmetry is manifest.

As a comment, (4.27) can be recast, by defining the variable

\[
\tilde{t} \equiv \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} t, \tag{4.31}
\]

to the following form:

\[
\tilde{t} + \left( \prod_{l=1}^{4} \frac{\theta_1(x \pm \mu_l)}{\theta_1(2x)^2} \right)^2 \tilde{t}^{-1} = \mathcal{W}_S. \tag{4.32}
\]

Both forms, (4.27) and (4.32), are useful when one proceeds to the quantisation.

### 4.3.2 Quantisation

Now, one proceeds to quantise the curve (4.27) by promoting the variables \(y\) and \(x\) to operators such that \(Y = e^{-\hat{y}}\) acts as a shift operator \(Y : x \rightarrow x - \epsilon_1\), or equivalently

\[
Y \cdot X = p^{-1} X \cdot Y, \tag{4.33}
\]

holds for the exponentials \(Y\) and \(X\). The strategy for quantising the classical curve (4.27), following the observations made in the M-string case, is to interpret the factors in front of \(t\) and \(t^{-1}\) as ratios between the shifted and unshifted perturbative part of the defect expectation value. To this end,
it turns out to be useful to define the quantum wave-function as a shifted co-dimension 2 defect
partition function as follows:
\[ \Psi(x) \equiv \mathcal{Z}^{E-\text{str}+\text{def}}(x + \epsilon_1/2). \]  
(4.34)

Similarly, one can define the pure normalised instanton wave-function by
\[ \tilde{\Psi}(x) \equiv \tilde{\mathcal{Z}}^{E-\text{str}+\text{def}}(x + \epsilon_1/2). \]  
(4.35)

Acting with \( Y \) on the perturbative part of the defect partition function (2.38), and using
\[ \Gamma_e(pz; p, Q) = \theta(z; Q) \Gamma_e(z; p, Q), \]  
(4.36)

where \( \theta(X; Q) = \prod_{n=1}^{\infty} (1 - XQ^{-1})(1 - X^{-1}Q^n) \) is the \( Q \)-theta function, and by further using the identity
\[ \theta(X; Q) = -iQ^{-1/2} \eta^{-1/2} \sqrt{X} \theta_1(x), \]  
(4.37)

one arrives at the following ratio of shifted defect partition functions:
\[ \frac{\mathcal{Z}^{E-\text{str}+\text{def}}_{\text{pert}}(Xp^2)}{Y \cdot \mathcal{Z}^{E-\text{str}+\text{def}}_{\text{pert}}(Xp^2)} = q_0 \mathcal{V}(x). \]  
(4.38)

For convenience and for later use, the function \( \mathcal{V}(x) \) has been introduced, which is defined as
\[ \mathcal{V}(x) \equiv -pX^{-2} \prod_{n=1}^{8} \theta_1(x - \mu_n - \epsilon_1/2) \frac{\eta_0^2 \theta_1(2x) \theta_1(2x - \epsilon_1)}{n_0 \theta_1(n_0 \theta_1(2x))}. \]  
(4.39)

In the limit \( \epsilon_1 \to 0 \) and for the choice of fugacities given in (4.25), the above takes the form of the factor in front of \((t + t^{-1})\) in (4.27), up to \( X^2 \)-factors which can be absorbed into a redefinition of \( t \). This suggests, in analogy to the M-string case, that the quantum version of the curve (4.27), with all \( E_8 \)-fugacities restored, takes the form
\[ \left( \mathcal{V}(x)Y + \mathcal{V}(-x)Y^{-1} \right) \Psi(x) = \Lambda(x) \Psi(x), \]  
(4.40)

where the arguments of the function \( V(x) \) are chosen such as to respect the symmetry \( x \mapsto -x \) as originally observed in [51]. Although the eigenvalue \( \Lambda(x) \) is not yet specified, the left-hand side of the operator equation (4.40) is known as part of what is called van Diejen-operator in the mathematics literature and which has already appeared in the physics literature in connection to the E-string in [67]. The next paragraph serves as an introduction to the van Diejen operator and shows that this operator provides indeed the correct framework to quantise the E-string curve.

**Van Diejen operator.** The van Diejen difference operator was first proposed by van Diejen [63] as a \( BC_N \) generalisation of the \( A \)-type relativistic Calogero-Moser model. For rank one case, the \( BC_1 \) Hamiltonian has two different types, the hyperbolic and the elliptic type, which contain four and eight parameters, respectively. It has been proven in [64] that these Hamiltonians have \( D_4/D_8 \) invariance, while the spectrum of the elliptic case has \( E_8 \) Weyl invariance [65]. In this paper, the focus lies on the elliptic 8-parameter \( BC_1 \) Hamiltonian, whose connection with the elliptic difference Painlevé equation [92] is discussed in [66].

Following the conventions of [64,65], one introduces
\[ a = \frac{1}{2}(a_+ + a_-), \]  
(4.41a)
\[
R(r, a; x) = \prod_{k=1}^{\infty} \left(1 - \exp[2irx - (2k - 1)ra]\right) \left(1 - \exp[-2irx - (2k - 1)ra]\right), \quad a > 0, \quad (4.41b)
\]
\[
R_+ (x) = R(r, a_+; x). \quad (4.41c)
\]

The BC1 analytic difference operator is defined as
\[
\hat{H} = V(x) \exp(-ia_- \partial_x) + V(-x) \exp(ia_- \partial_x) + V_0(x), \quad (4.42a)
\]
with
\[
V(x) = \prod_{n=1}^{\infty} \frac{R_+(x - h_n - ia_/2)}{R_+(2x + ia_/2) R_+(2x - ia_- + ia_/2)}, \quad (4.42b)
\]
and it is shown below that \(V(x)\) as defined above is equivalent to the form given in (4.39) after a suitable identification of parameters. To define \(V_0(x)\), one needs to introduce a few more definitions. Firstly, one introduces half-periods \(\omega_I, I = 1, \ldots, 4:\)
\[
\omega_1 = 0, \quad \omega_2 = \frac{\pi}{2r}, \quad \omega_3 = -\frac{ia_+}{2}, \quad \omega_4 = \frac{ia_+}{2}. \quad (4.43)
\]

Secondly, one defines four functions that involve a new parameter \(\sigma \in \mathbb{C}:\)
\[
\mathcal{E}_I(\sigma; z) \equiv \frac{R_+(z + \sigma - ia - \omega_I) R_+(z - \sigma + ia - \omega_I)}{R_+(z - ia - \omega_I) R_+(z + ia - \omega_I)}, \quad I = 1, \ldots, 4. \quad (4.44)
\]

Thirdly, one defines
\[
\begin{align*}
p_1 & \equiv \prod_n R_+(h_n), & p_2 & \equiv \prod_n R_+(h_n - \omega_1), & (4.45a) \\
p_3 & \equiv \exp(-2ra_+) \prod_n \exp(ia_+ \omega_n) R_+(h_n - \omega_3), & (4.45b) \\
p_4 & \equiv \exp(-2ra_+) \prod_n \exp(-ia_+ \omega_n) R_+(h_n - \omega_2). & (4.45c)
\end{align*}
\]

Such that \(V_0(x)\) can be defined as
\[
V_0(z) \equiv \sum_{I=1}^{4} \frac{1}{2} \left[\mathcal{E}_I(\sigma; z) - \mathcal{E}_I(\sigma; z_I)\right] \prod_{n=1}^{\infty} \frac{R_+(x - h_n - ia_/2)}{R_+(2x + ia_/2) R_+(x - ia_- - ia_/2)}, \quad (4.46)
\]
with\(^2\)
\[
z_1 = z_3 = \omega_2, \quad z_2 = z_3 = 0. \quad (4.47)
\]

In order to connect with the case at hand, one defines \(h_n \equiv \mu_n / (2ir) - ia_/2\), together with the identifications \(Q = e^{-2ra_+}, \quad \epsilon_1 = ia_-, \quad x = 2irz\) and the notation of theta functions, one arrives at
\[
\begin{align*}
V(x) & = -Q^{\frac{1}{2}} p_2^{\frac{3}{2}} \prod_{n=1}^{\infty} \exp\left(\frac{1}{2} \mu_n \right) \theta_1(x - \mu_n - \epsilon_1) \\
\quad & \quad \frac{\theta_1(x - \epsilon_1)}{\theta_1(2x)} \theta_1(2x + \epsilon_1), \quad (4.48a)
\end{align*}
\]
\[
\begin{align*}
V(-x) & = -Q^{\frac{1}{2}} p_2^{\frac{3}{2}} \prod_{n=1}^{\infty} \exp\left(\frac{1}{2} \mu_n \right) \theta_1(x + \mu_n + \epsilon_1) \\
\quad & \quad \frac{\theta_1(x + \epsilon_1)}{\theta_1(2x)} \theta_1(2x + \epsilon_1), \quad (4.48b)
\end{align*}
\]
and
\[
\begin{align*}
V_0(x) & = p_2^{\frac{1}{2}} Q^{\frac{1}{2}} \sum_{I=1}^{4} \prod_{n=1}^{\infty} \exp\left(\frac{1}{2} \mu_n \right) \theta_1(\mu_n) \\
\quad & \quad -2\epsilon_1 \theta_1(\epsilon_1) \theta_1(\epsilon_1), \quad (4.49a)
\end{align*}
\]
\(^2\)Note that the definition for \(z_I\) in [64] and [65] are different. If one follows the notation of [65], then \(z_I = 2\pi r \omega_I\). These two choices only differ in the constant terms \(c\) in (4.52a), which are not important in the discussion here.
where
\[
\hat{E}_I(\sigma; X) = \frac{\theta_I(x + \epsilon_1/2 - \sigma)\theta_I(x - \epsilon_1/2 + \sigma)}{\theta_I(x - \epsilon_1/2)\theta_I(x + \epsilon_1/2)}, \quad I = 1, \ldots, 4,
\]
and
\[
x_1 = x_4 = i\pi, \quad x_2 = x_3 = 0.
\]

With all ingredients at hand, one can define the quantum curve as a time-independent Schrödinger equation which, after multiplication by \(\exp(-\frac{1}{2}\mu_n) p^{\frac{1}{2}} Q^2 \), takes the following form:
\[
\frac{1}{z} \Psi(x) = \mathcal{V}(x) \Psi(x - \epsilon_1) + \mathcal{V}(-x) \Psi(x + \epsilon_1) + V_0(X) \Psi(x),
\]
where \(\mathcal{V}(x)\) was defined in (4.39) and
\[
V_0(X) = \frac{\sum_{I=1}^{4} [\hat{E}_I(\sigma; x) - \hat{E}_I(\sigma; x_I)] \prod_{n=1}^{8} \theta_I(\mu_n)}{-2\eta^6 \theta_1(\sigma)\theta_1(\sigma - \epsilon_1)}.
\]

Therefore, \(\Psi(x)\) is regarded as the eigenfunction and \(\frac{1}{z}\) the eigenvalue of the Hamiltonian.

As a remark, note that even though \(V_0(X)\) has an extra parameter \(\sigma\), it is actually independent of \(\sigma\), as proven in [65]. More precisely, one can set \(\sigma\) to any arbitrary value, and the results are the same up to an \(x\)-independent term. For example, if one sets \(\sigma = 0\)
\[
V_0(X) = \frac{1}{2} \sum_{I=1}^{4} \prod_{n=1}^{8} \theta_I(\mu_n) \left( \theta_I'(x - \epsilon_1/2) - \theta_I'(x + \epsilon_1/2) \right) + c,
\]
where
\[
c = \sum_{I=1}^{4} \prod_{n=1}^{8} \theta_I(\mu_n) \frac{\theta_I'(x_I + \epsilon_1/2)}{\eta^6 \theta_1'(0)\theta_1(\epsilon_1)\theta_1(x_I + \epsilon_1/2)}.
\]

In the following discussion, the constant term \(c\) is absorbed in a redefinition of \(\frac{1}{z}\) as it is \(X\)-independent. A remarkable outcome of rewriting the van Diejen operator in the above form is that the function \(V_0(X)\) (with the constant \(c\) term now stripped off) is identical to the negative of the Wilson surface expectation value at instanton order one, see (3.17):
\[
V_0(X) = -\tilde{W}_I(X).
\]

As a next step, introduce the function \(\mathcal{Y}(x)\) given by the ratio
\[
\mathcal{Y}(x) = -q_\phi p X^{-2} \prod_{n=1}^{8} \theta_1(x - \mu_n - \epsilon_1/2) \Psi(x - \epsilon_1) / \theta_1(2x - \epsilon_1) \Psi(x) = \tilde{\Psi}(x - \epsilon_1) / \Psi(x),
\]
where the identity (4.38) has been used to show that \(\mathcal{Y}(x)\) can be written in terms of the ratio of the pure instanton part of the defect partition function
\[
\tilde{\Psi}(x) = \hat{Z}^{\text{pert+def}}_I(X p^{\frac{1}{2}})^{-1} \Psi(x).
\]

Then the difference equation (4.50) can be rewritten in terms of \(\mathcal{Y}\) as follows:
\[
\frac{q_\phi}{z} = \mathcal{Y}(x) + \frac{\prod_{n=1}^{8} \theta_1(x + \mu_n + \epsilon_1/2)}{\eta^{12} \theta_1(2x) \theta_1(2x + \epsilon_1)^2 \theta_1(2x + 2\epsilon_1) \mathcal{Y}(x + \epsilon_1)} + q_\phi V_0(x),
\]
where \(q_\phi\) is defined from
\[
\log q_\phi = -\text{Res}_{x \to 0} \log(q_\phi^{-1} \mathcal{Y}(x)) = -\text{Res}_{x \to 0} \frac{\log(q_\phi^{-1} \mathcal{Y}(x))}{X} = \log z + \mathcal{O}(z).
\]
As customary, (4.57) is referred to as the mirror map, from which one can compute the inverse series. The \( q_\phi \) expansion of the inverse series becomes

\[
\frac{1}{z} = \frac{1}{q_\phi} + c + \sum_{i=2}^{\infty} a_i q_\phi^{i-1},
\]

where the expression of \( c \) can be found in (4.52b), and

\[
a_2|_{\epsilon_1,2 \to 0} = -\frac{1}{576Q^{\frac{1}{2}}}(2A_1^2(E_2^2 - E_4) + 5B_2(E_2E_4 - E_6) + 3A_2(E_2E_6 - E_4^2)),
\]

\[
a_3|_{\epsilon_1,2 \to 0} = -\frac{1}{2^73^5Q^{\frac{3}{2}}}(12A_1^3(E_3^2 - 3E_4E_2 + 2E_6) + 27A_1A_2(E_6E_2^2 + 2E_4^2E_2 - 3E_4E_6) + 45A_1B_2(E_4E_2^2 + 2E_6E_2 - 3E_4^2) + 14A_3E_2(E_3^2 - E_6^2) + 40B_3(E_4^3 - E_6^3)),
\]

\[\vdots\]

Here \( A_n, B_n \) are elements in the ring of \( E_8 \) invariant Jacobi forms proposed in [72], and proven in [93]. \( E_n \) denotes the Eisenstein series. Note that \( c \), the constant term of \( \frac{1}{z} \), does not have \( E_8 \) symmetry.

In order to compare with the elliptic genera of the co-dimension 2 defect, it is useful to define the \( q_\phi \) expansion of \( \mathcal{Y}(x) \) as \( \mathcal{Y}(x) = \sum_{i=0}^{\infty} \mathcal{Y}_i(x) q_\phi^i \) such that one can recursively solve for the expansion coefficients. One finds

\[
\mathcal{Y}_0(x) = 1,
\]

\[
\mathcal{Y}_1(x) = -c - V_0(x),
\]

\[
\mathcal{Y}_2(x) = -a_2 - \frac{\Pi_{n=1}^{8} \theta_1(x + \mu_n + \epsilon_1/2)}{\eta^{12}\theta_1(2x)\theta_1(2x + \epsilon_1)^2\theta_1(2x + 2\epsilon_1)}.
\]

Thus, it is straightforward to obtain

\[
\mathcal{Y}_1(x) = \tilde{Z}_{k=1}^{\text{def}}(x - \epsilon_1/2) - \tilde{Z}_{k=1}^{\text{def}}(x + \epsilon_1/2),
\]

\[
\mathcal{Y}_2(x) = \tilde{Z}_{k=2}^{\text{def}}(x - \epsilon_1/2) - \tilde{Z}_{k=2}^{\text{def}}(x + \epsilon_1/2) - \tilde{Z}_{k=1}^{\text{def}}(x - \epsilon_1/2) - \tilde{Z}_{k=1}^{\text{def}}(x + \epsilon_1/2).
\]

The expressions (4.61) and (4.62) can be equivalently derived from and are consistent with the definition of \( \mathcal{Y} \) as a ratio of defect partition functions given in (4.54), which finally shows that the co-dimension 2 defect partition function indeed satisfies the difference equation (4.50).

Finally, the claim is that \( \frac{1}{z} \) can be identified with the 5d supersymmetric Wilson loop \( \mathcal{W}^L \) in the fundamental representation, as discussed in Section 3.2. Here the 5d theory can be SU(2) theory or Sp(1) theory with 8 fundamental flavours. The first 5d theory has an enhanced \( E_8 \) global symmetry, and the latter 5d theory has SO(16) global symmetry, i.e. the maximal subgroup of \( E_8 \). The global symmetry is broken due to the effect of circle holonomy [60], with the following shift

\[
\mu_8 \to \mu_8 - \tau, \quad \phi \to \phi + \frac{1}{2} \tau - \mu_8,
\]

In the massless limit, the series expansion for \( \frac{1}{z} \) becomes

\[
\frac{1}{z} = q_\phi + \frac{1}{q_\phi} + \text{const.} + \left( 128q_\phi - 256q_\phi^2 + 384q_\phi^3 - 512q_\phi^4 + 640q_\phi^5 - 768q_\phi^6 + O(q_\phi^7) \right) Q^2 + \left( 2560q_\phi - 14848q_\phi^2 + 56832q_\phi^3 - 168960q_\phi^4 + 422400q_\phi^5 - 929280q_\phi^6 + O(q_\phi^7) \right) Q + \ldots
\]
which agrees with the Wilson loops calculation in Section 3.2. The agreement at quantum level and with non-vanishing mass parameters has been verified as well.

In summary, the results of this section show that the van Diejen operator can be recast as an eigenvalue equation with eigenvector given by \( \Psi(x) \) and eigenvalue the Wilson surface expectation value:

\[
(V(x)Y + V(-x)Y^{-1}) \Psi(x) = (\mathcal{W}_k^x) \Psi(x) = q_\phi^{-1} \mathcal{W}_k^S(x) \Psi(x), \tag{4.65}
\]

which is exactly the claim of (4.40).

**Classical limit.** Lastly, one is now in the position to check the classical limit and compare with the classical curve (4.26) derived in [51] from thermodynamic limit. The curve in [51] has been derived from the \( D_4 \) conformal matter theory with manifest \( D_4 \times D_4 \) symmetry, and with the following identifications:

\[
\mu_l \rightarrow -\mu_{-l}, \quad l = 5, \ldots, 8. \tag{4.66}
\]

With the constraints (4.66) and \( p = 1 \), define \( \Sigma(x) = X^2 V(x) + X^{-2} V(-x) \), such that the following holds:

\[
V_0(x) = -\Sigma(x) + X \text{ independent terms}. \tag{4.67}
\]

The proof of (4.67) proceeds by verifying that the residues of \( V_0(x) + \Sigma(x) \) at simple poles \( x = 0 \) and at \( i\pi \) vanish. It is straightforward to verify that in the classical limit \( p = 1 \) together with the constraints (4.66) one finds

\[
X^2 V(x) = X^{-2} V(x) = -Q^2 \frac{1}{\prod_{n=1}^{4} \theta_1(x \pm \mu_n)} \frac{\eta^{6} \theta_1(2x)^2}{\eta^{b} \theta_1(2x)^2} \tag{4.68}
\]

such that the curve becomes

\[
\frac{Q^2}{z} = \frac{\prod_{n=1}^{4} \theta_1(x \pm \mu_n)}{\eta^{b} \theta_1(2x)^2} (Y + Y^{-1} + 2), \tag{4.69}
\]

which matches the curve given in [51] after some normalisation of \( z \).

In the end of the section, we make a few remarks on the role of the Wilson surface defect in the quantum curve. First we want to clarify that the co-dimension four surface defect introduced in the beginning of Section 3, is not exactly the same as Wilson surface/loop in 6d/5d. The defect, probed by the heavy string stretched between the NS5 and D4’, genuinely depends on the fugacity \( v \) labeling the \( U(1) \) symmetry associated to the D4’ brane. In computation of Wilson surface defect in rank \( m \) anti-symmetric representations, for example, the Wilson surface defect will in general depend on a collection of fugacities labeling the symmetries of the stack of D4’ branes [56]. Therefore one has to extract the Wilson surface expectation value from the Wilson surface defect. Now, for the case of the E-string theory, an observation to not collect the one-instanton contribution of the Wilson surface defect, is that the 6d/5d duality implies the 5d SU(2) coulomb moduli \( \alpha \) is mapped to the 6d tensor moduli \( q_\phi \). The 5d Wilson loop starting from the SU(2) character thus implies the 6d Wilson surface should be written as \( q_\phi^{-1} (1 + q_\phi^2 + \ldots) \). The prefactor \( q_\phi^{-1} \) is due to the perturbative contribution to the Wilson surface, while the \( 1 + q_\phi^2 \) in the bracket implies that the one-instanton correction to the Wilson surface defect should be considered as a part of the quantum curve, rather than Wilson surface vev as the eigenvalue of the curve. Furthermore, in this section, we indeed verified that the one-instanton correction is precisely the 4-theta potential term in the van Diejen Hamiltonian.
5 A Path integral derivation

In this section, the van Diejen equation for the E-string instanton partition function is derived via the path integral formalism.

5.1 Path integral representation

Since the \( k \)-th instanton strings are modelled by the O\((k)\) elliptic genera, they receive various contributions from both continuous and discrete holonomy sectors as discussed in Section 2.1.2. In [51], it has been shown that the partition function is dominated by the contribution from the continuous holonomy sector in the thermodynamic limit \( \epsilon_2 \to 0 \). As shown below, this statement still holds in the NS-limit \( \epsilon_2 \to 0 \). To begin with, the \( 2n \) string contribution is evaluated in the continuous holonomy sector and then shown that instanton strings from other sectors give the same contribution as the continuous ones at \( \mathcal{O}(\epsilon_2^{-1}) \).

Continuous holonomy sector. The \( 2n \) string contributions in the continuous holonomy sector reads

\[
Z_{2n, cont.}^{SO(2n)} = \frac{1}{2^n n!} \int \prod_{i=1}^{n} du_i \left( \frac{2\pi \eta^2 \vartheta_1(2\epsilon_2)}{\vartheta_1(\epsilon_1) \vartheta_1(2\epsilon_2)} \right)^n \cdot \prod_{i=1}^{n} \left( \frac{1}{\vartheta_1(\pm 2u_i + \epsilon_{1,2})} \prod_{l=1}^{8} \vartheta_1(\pm u_i + \mu_l) \right) \cdot \prod_{1 \leq i < j \leq n} \frac{\vartheta_1(\pm u_i \pm u_j) \vartheta_1(\pm u_i \pm u_j + 2\epsilon_2)}{\vartheta_1(\pm u_i \pm u_j + \epsilon_1) \vartheta_1(\pm u_i \pm u_j + 2\epsilon_2)},
\]

\[
= \frac{1}{2^n n!} \int \left( \prod_{i=1}^{n} \frac{du_i}{2\pi i} \right) \left( \frac{2\pi \eta^2 \vartheta_1(2\epsilon_2)}{\vartheta_1(\epsilon_1) \vartheta_1(2\epsilon_2)} \right)^n \cdot \prod_{i=1}^{n} \left( \frac{1}{\vartheta_1(\pm 2u_i + \epsilon_{1,2})} \prod_{l=1}^{8} \vartheta_1(\pm u_i + \mu_l) \right) \cdot \prod_{i \neq j} \left( \frac{\vartheta_1(\pm u_i \pm u_j)}{\vartheta_1(\pm u_i \pm u_j + \epsilon_1) \vartheta_1(\pm u_i \pm u_j + 2\epsilon_2)} \right)^{\frac{1}{2}}
\]

\[
= \frac{1}{2^n n!} \int \prod_{i=1}^{n} du_i \Delta^n \cdot \prod_{i=1}^{n} Q(u_i) \cdot \prod_{i \neq j} D(u_i, u_j)^{\frac{1}{2}}
\]  

(5.1)

where \( 2^n n! \) is the order of the Weyl group of SO\((2n)\) and \( \vartheta_1(z) \equiv \frac{\theta_1(z)}{\eta} \), see Appendix A.1. Moreover, the following notation has been introduced:

\[
D(u, u') = \frac{\vartheta_1(\pm u \pm u') \vartheta_1(\pm u \pm u' + 2\epsilon_2)}{\vartheta_1(\pm u \pm u' + \epsilon_1) \vartheta_1(\pm u \pm u' + 2\epsilon_2)},
\]  

(5.2a)

\[
Q(u) = \frac{1}{\vartheta_1(\pm 2u + \epsilon_{1,2})} \prod_{l=1}^{8} \vartheta_1(\pm u + \mu_l),
\]  

(5.2b)

\[
\Delta = \frac{2\pi \eta^2 \vartheta_1(2\epsilon_2)}{\vartheta_1(\epsilon_1) \vartheta_1(2\epsilon_2)}.
\]  

(5.2c)

Next, introduce a density function

\[
\bar{\rho}(u) \equiv \frac{1}{\Delta} \sum_{i=1}^{n} \delta(u - u_i),
\]  

(5.3)

such that the integrand in the partition function can be recast as

\[
\prod_{i=1}^{n} Q(u_i) \cdot \prod_{i \neq j} D(u_i, u_j)^{\frac{1}{2}} = \exp \left( \sum_{i=1}^{n} \log Q(u_i) + \frac{1}{2} \sum_{i \neq j} \log D(u_i, u_j) \right)
\]
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\[
Z_{\text{str., cont.}} = \sum_{n=0}^{\infty} q_{n}^{2n} Z_{2n, \text{cont.}}
\]
\[
= \int D\rho \mathcal{D}\lambda \sum_{n=0}^{\infty} \frac{q_{n}^{2n}}{2^{n}n!} \int \left( \prod_{i=1}^{n} \frac{du_{i}}{2\pi i} \right) \Delta^{n} e^{-i \int du \lambda(u) \bar{\rho}(u)} \cdot \exp \left( \frac{\Delta^{2}}{2} \int du' \rho(u') \log D(u, u') \rho(u) + \Delta \int du \rho(u) \log Q(u) + i \int du \lambda(u) \cdot (\rho(u) - \bar{\rho}) \right),
\] (5.4)

where the Fourier transform of the delta distribution
\[
\delta(\rho(u) - \bar{\rho}) = \int \mathcal{D}\lambda \exp \left( i \int du \lambda(u) (\rho(u) - \bar{\rho}) \right)
\] (5.5)

has been used. Therefore, for the partition function from the continuous sector, one finds

\[
Z_{\text{str., cont.}} = \sum_{n=0}^{\infty} q_{n}^{2n} Z_{2n, \text{cont.}}
\]
\[
= \int D\rho \mathcal{D}\lambda \sum_{n=0}^{\infty} \frac{q_{n}^{2n}}{2^{n}n!} \int \left( \prod_{i=1}^{n} \frac{du_{i}}{2\pi i} \right) \Delta^{n} e^{-i \int du \lambda(u) \bar{\rho}(u)} \cdot \exp \left( \frac{\Delta^{2}}{2} \int du' \rho(u') \log D(u, u') \rho(u) + \Delta \int du \rho(u) \log Q(u) + i \int du \lambda(u) \cdot (\rho(u) - \bar{\rho}) \right).
\] (5.6)

The sum over \( n \) factor can be evaluated
\[
\sum_{n=0}^{\infty} q_{n}^{2n} Z_{2n, \text{cont.}} = \int D\rho \mathcal{D}\lambda \sum_{n=0}^{\infty} \frac{q_{n}^{2n}}{2^{n}n!} \int \left( \prod_{i=1}^{n} \frac{du_{i}}{2\pi i} \right) \Delta^{n} e^{-i \int du \lambda(u) \bar{\rho}(u)}
\]
\[
= \frac{q_{0}^{2} \Delta}{2} \int \frac{du}{2\pi i} e^{-\frac{i}{\Delta}\lambda(u)}
\] (5.7)

such that the expression becomes
\[
Z_{\text{str., cont.}} = \int D\rho \mathcal{D}\lambda \exp \left( \frac{\Delta^{2}}{2} \int du' \rho(u') \log D(u, u') \rho(u) + \Delta \int du \rho(u) \log Q(u) + i \int du \lambda(u) \cdot (\rho(u) - \bar{\rho}) \right).
\] (5.8)

One can further employ a shift in the auxiliary variable \( \lambda(u) \) as
\[
\lambda(u) = \lambda'(u) - i \Delta \log(-q_{0}^{2}) \, ,
\] (5.9)

to remove the explicit \( q_{0}^{2} \) dependence of the last term. Finally, one ends up with
\[
Z_{\text{str., cont.}} = \int D\rho \mathcal{D}\lambda' \exp \left( \frac{\Delta^{2}}{2} \int du' \rho(u') \log D(u, u') \rho(u) + \Delta \int du \rho(u) \log (-q_{0}^{2} Q(u)) + i \int du \lambda'(u) \cdot \rho(u) - \frac{\Delta}{4\pi i} \int du e^{-\frac{i}{\Delta}\lambda'(u)} \right).
\] (5.10)

Now, consider the leading order approximation of (5.10) in the NS-limit \( \epsilon_{2} \to 0 \). It is useful to evaluate the small \( \epsilon_{2} \) expansions of the following terms:
\[
\Delta = \epsilon_{2}^{-1} + \mathcal{O}(1) \, ,
\]
(5.11a)
\[
\log D(u, u') = (K(u, u'; \epsilon_{1}) - K(u, u'; 0)) \cdot \epsilon_{2} + \mathcal{O}(\epsilon_{2}^{2}) \, ,
\] (5.11b)
\[ Q(u) = Q_0(u) + \mathcal{O}(\epsilon_2) , \quad (5.11c) \]

where the following conventions have been used:

\[
K(u, u'; \beta) = \frac{\partial}{\partial \beta} \log \vartheta_1(\pm u \pm u' + \beta)
\]
\[
= \frac{\vartheta_1'((u + u' + \beta)}{\vartheta_1'(u + u' + \beta)} - \frac{\vartheta_1'((u + u' - \beta)}{\vartheta_1'(u + u' - \beta)} 
+ \frac{\vartheta_1'((u - u' + \beta)}{\vartheta_1'(u - u' + \beta)} - \frac{\vartheta_1'((u - u' - \beta)}{\vartheta_1'(u - u' - \beta)} , \quad (5.12a) \]

\[ Q_0(u) \equiv Q(u)|_{\epsilon_2=0} = \frac{\prod_{i=1}^n \vartheta_1(\pm u + \mu_i)}{\vartheta_1(\pm 2u) \vartheta_1(\pm 2u + \epsilon_1)} = \frac{\prod_{i=1}^8 \vartheta_1(\pm \mu_i)}{\eta^{12} \vartheta_1(2u)^2} \quad (5.12b) \]

It is worth noticing that \( K(u, u'; 0) = 0 \) by the virtue of the odd and even properties of \( \vartheta_1 \) and \( \vartheta_1' \). Therefore, in leading order \( \mathcal{O}(\epsilon_2^{-1}) \), one has

\[
Z_{\text{str., cont.}} = \int D\lambda' \ldots D\rho \exp \left( \frac{1}{2\epsilon_2} \int du' \rho(u') K(u, u'; \epsilon_1) \rho(u) + \frac{1}{\epsilon_2} \int du \rho(u) \log \left( -q_0^2 Q_0(u) \right) + \mathcal{O}(1) \right) , \quad (5.13) \]

where \( \ldots \) denotes terms of \( \lambda'(u) \) that are irrelevant to the subsequent saddle point analysis.

**Discrete holonomy sectors.** Now, string contributions from the discrete holonomy sectors have to be considered. As discussed in Section 2.1.2, there are seven discrete sectors for \( \text{SO}(2n) \) and eight for \( \text{SO}(2n+1) \),

\[
\text{SO}(2n) : \quad \{ \pm u_1, \ldots, \pm u_{n-1}; u_f, u_J \} \quad \text{and} \quad \{ \pm u_1, \ldots, \pm u_{n-2}; 0, \frac{r+1}{2}, \frac{r}{2} \}
\]
\[
\text{SO}(2n+1) : \quad \{ \pm u_1, \ldots, \pm u_n; u_f \} \quad \text{and} \quad \{ \pm u_1, \ldots, \pm u_{n-1}; u_f, u_J \} \quad (5.14) \]

where \( u_i \) denote, as before, the continuous moduli, and \( u_f \in \{ 0, \frac{1}{2}, \frac{r+1}{2}, \frac{r}{2} \} \) are the discrete holonomies. In the following, the focus is placed on the \{ \pm u_1, \ldots, \pm u_n; u_f \} sector of \( \text{SO}(2n+1) \) in order to demonstrate that its contribution gives the same contribution as \( Z_{\text{str., cont.}} \) at \( \mathcal{O}(\epsilon_2^{-1}) \) in the NS-limit. The instanton string contribution in this sector reads

\[
Z_{\text{2n, } \{u_f\}}^{\text{SO}(2n+1)} = \frac{1}{2n+1!} \int \prod_{i=1}^n du_i \left( 2\pi \eta^2 \vartheta_1(2\epsilon_1) \right)^n \prod_{i=1}^8 \vartheta_1(\pm u_i + \epsilon_1, 2) \prod_{i=1} \vartheta_1(\pm u_i + \mu_i) 
\cdot \prod_{1 \leq i < j \leq n} \vartheta_1(\pm u_i + \pm u_j + \epsilon_1) \vartheta_1(\pm u_i + \pm u_j + 2\epsilon_1) 
\cdot \left( \prod_{i=1}^n \vartheta_1(\pm u_i + u_f + \epsilon_1) \vartheta_1(\pm u_i + u_f + 2\epsilon_1) + \prod_{i=1}^8 \vartheta_1(u_f + \mu_i) \right) 
\cdot \prod_{i=1}^n \vartheta_1(\pm u_i + u_f + \epsilon_1) \vartheta_1(\pm u_i + u_f + 2\epsilon_1) 
\cdot \prod_{i=1}^{n+1} \vartheta_1(u_f + \epsilon_1, 2) \quad (5.15) \]

where the periodicity of \( D(u_i, u_f) \) with respect to \( u_i \sim u_i + 2u_f \) has been used. Similarly, one can use the density function (5.3) to rewrite the full order contribution from this discrete sector. After some algebra, one finds

\[
Z_{\text{str.}, \{u_f\}} = \sum_{n=1}^{2n+1} q_0^n Z_{\text{2n, } \{u_f\}}^{\text{SO}(2n+1)} 
= \left( q_0^{2n+1} \prod_{i=1}^8 \vartheta_1(u_f + \mu_i) \right) \int D\rho D\lambda' \exp \left( \frac{\Delta^2}{2} \int du du' \rho(u') \log D(u, u') \rho(u) \right) , \quad (5.16) \]
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and define
\[ Z_{\text{str}}(u, u_f) \]
More concretely, recall
\[ \Delta \int du \rho(u) \log \left( -q_0^2 Q(u) D(u, u_f)^{1/2} \right) + i \int du \lambda'(u) \cdot \rho(u) - \frac{\Delta}{4\pi i} \int du e^{-\frac{1}{2} \lambda'(u)} \]  

Note that (5.11) implies
\[ \Delta \cdot \log D(u, u_f)^{1/2} \sim \frac{1}{2} K(u, u_f; \epsilon_1) \cdot \mathcal{O}(1) \quad \text{as } \epsilon_2 \to 0 \quad (5.17) \]
Compared to (5.10), one finds
\[ \frac{Z_{\text{str}, (u_f)}}{Z_{\text{str, cont.}}} \sim \left( \frac{q_0}{2} \prod_{l=1}^N \vartheta \left( u_f + \mu_l \right) \right)^{- \frac{1}{2}} \cdot \mathcal{O}(1) \quad (5.18) \]
Consequently, \( Z_{\text{str}, (u_f)} \) has the same contribution as \( Z_{\text{str, cont.}} \) at order \( \mathcal{O}(\epsilon_2^{-1}) \).

Similarly, one can show that this argument holds for all other discrete holonomy sectors \( Z_{\text{str}, (u_f)} \), \( Z_{\text{str}, (u_f, u_f)} \), \( Z_{\text{str}, (u_f, u_f, u_f)} \), and \( Z_{\text{str}, \{0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \}} \). Therefore, the full partition function in the NS-limit behaves as
\[ Z_{\text{str}} = Z_{\text{str, cont.}} + \sum_{I} Z_{\text{str}, (u_{I})} + \sum_{I,J} Z_{\text{str}, (u_{I}, u_{J})} + \sum_{I,J,K} Z_{\text{str}, (u_{I}, u_{J}, u_{K})} + Z_{\text{str}, \{0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \}} = \mathcal{C} \cdot Z_{\text{str, cont.}}^{\epsilon_2^{-1}} + \mathcal{O}(1) \quad (5.19) \]
where \( \mathcal{C} \) is some irrelevant constant. For the purpose of the saddle point analysis, it is therefore sufficient to only focus on the contribution from continuous holonomy sector in (5.10) and (5.13).

### 5.2 Saddle point equation as van Diejen equation

After the preliminary considerations, one can proceed to study the saddle point of (5.13). Recall that
\[ Z_{\text{str}} = \int D\lambda' \ldots D\rho \exp \left( \frac{1}{2\epsilon_2} \int du du' \rho(u') K(u, u'; h) \rho(u) + \frac{1}{\epsilon_2} \int du \rho(u) \log \left( -q_0^2 Q_0(u) \right) + \mathcal{O}(1) \right) \quad (5.20) \]

with the convention \( h \equiv \epsilon_1 \). One can obtain the saddle point equation by varying \( \rho(u) \),
\[ \int du' K(u, u'; h) \rho(u') + \log \left( -q_0^2 Q_0(u) \right) = 0 \quad (5.21) \]
More concretely, recall
\[ K(u, u'; h) = \frac{\theta'_1(u + u' + h)}{\theta_1(u + u' + h)} \cdot \frac{\theta'_1(u + u' - h)}{\theta_1(u + u' - h)} + \frac{\theta'_1(u - u' + h)}{\theta_1(u - u' + h)} - \frac{\theta'_1(u - u' - h)}{\theta_1(u - u' - h)} \quad (5.22) \]
and define
\[ \omega(x) \equiv \exp \left( \int du' \rho(u') \frac{\theta'_1(u' + x)}{\theta_1(u' + x)} \right), \quad \text{and} \quad \Phi(x) \equiv \frac{\omega(x)}{\omega(-x)} \quad (5.23) \]
The saddle point equation can be rewritten as
\[ \log \left( \frac{\omega(u + h)}{\omega(-u - h)} \cdot \frac{\omega(-u - h)}{\omega(u - h)} \right) + \log \left( -q_0^2 Q_0(u) \right) = \log \left( -q_0^2 Q_0(u) \cdot \frac{\Phi(u + h)}{\Phi(u - h)} \right) = 0 \quad (5.24) \]
or, using the short-hand notation, this can also be expressed as
\[ \Phi(u - h) + q_0^2 Q_0(u) \cdot \Phi(u + h) = 0. \] (5.25)

One may apply a shift
\[ u \rightarrow u + \frac{h}{2}, \] (5.26)
and further define
\[ Y(u) = \frac{\Phi(u - h)}{\Phi(u + h)}, \] (5.27)
such that one finally arrives at
\[ Y(u) + \frac{\prod_{i=1}^8 \theta_1(u + \mu_i + h/2)}{\eta^{12} \theta_1(2u) \theta_1(2u + h)^2 \theta_1(2u + 2h)} \frac{q_0^2}{Y(u + h)} = 0. \] (5.28)

One would immediately recognise (5.28) as the van Diejen equation in (4.56) without the external potential term \( V_0(x) \). The absence of \( V_0(x) \) is of course not a problem, because the saddle point equation is only satisfied for certain fixed saddle point(s) "u". For generic defect parameter \( x \), one has to equate the LHS of saddle point equation (5.28) to a Wilson surface expectation value, i.e.
\[ Y(x) + \frac{\prod_{i=1}^8 \theta_1(x + \mu_i + h/2)}{\eta^{12} \theta_1(2x) \theta_1(2x + h)^2 \theta_1(2x + 2h)} \frac{q_0^2}{Y(x + h)} = \mathcal{W}^S_h(x). \] (5.29)

On the other hand, recall that \( \mathcal{W}^S_h(x) \) only depends on the defect parameter \( x \) at one-instanton order, which is precisely the external potential \( V_0(x) \) with a minus sign, while the remaining terms in \( \mathcal{W}^S_h(x) \) are \( x \)-indepand, and form the Wilson loop \( \mathcal{W}^L_h \) from 5d perspective,
\[ \mathcal{W}^S_h(x) = 1 + q_0 W_1(x) + q_0^2 W_2 + \cdots = -q_0 V_0(x) + q_0 \mathcal{W}^L_h. \] (5.30)
Therefore, the van Diejen difference equation is established
\[ Y(x) + \frac{\prod_{i=1}^8 \theta_1(x + \mu_i + h/2)}{\eta^{12} \theta_1(2x) \theta_1(2x + h)^2 \theta_1(2x + 2h)} \frac{q_0^2}{Y(x + h)} + q_0 V_0(x) = q_0 \mathcal{W}^L_h, \] (5.31)
from the saddle point approach of the instanton partition function of the E-string.

### 5.3 Defect partition function in path integral formalism

In this subsection, the aim is to show that \( \Phi(x) \), as defined in (5.23), coincides with the partition function of the theory in the presence of a co-dimension two defect. Recall from (2.45) that the defect induces extra contributions to the one-loop determinant, i.e.
\[ Z^\text{def}_{\text{str}} = \int \mathcal{D} \rho \mathcal{D} \lambda' \exp \left( \frac{\Lambda^2}{2} \int du du' \rho(u') \log D(u, u') \rho(u) + \int du \rho(u) \log \left(-q_0^2 Q(u) \cdot V_D(u, x) \right) + i \int du' \lambda'(u') \cdot \rho(u) - \frac{\Lambda}{4\pi i} \int du e^{-i\lambda(u)} \right), \] (5.33)
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with
\[ V_D(u, x) \equiv \frac{\theta_1(z u + x + \epsilon_2)}{\theta_1(z u + x)}. \] (5.34)

One notes in particular that
\[ \Delta \cdot \log V_D(u, x) = \left( \frac{\partial^2}{\partial (u+x)^2} - \frac{\partial^2}{\partial (u-x)^2} \right) \Theta_1(u+x) + O(\epsilon_2). \] (5.35)

Therefore, the defect does not contribute to the saddle point equation (5.21), but rather gives corrections at order \( O(1) \). Consequently, the normalised defect partition function is given by
\[ Z_{str}^{E-str+def}(x) = \lim_{\epsilon_2 \to 0} \frac{Z_{str}^{def}(x)}{Z_{str}^{E-str}} = \exp \left( \int du \rho(u) \left( \frac{\theta_1'(u+x)}{\theta_1(u+x)} - \frac{\theta_1'(u-x)}{\theta_1(u-x)} \right) \right) \frac{\omega(x)}{\omega(-x)} = \Phi(x) \] (5.36)
due to the saddle point equation. By expanding \( \mathcal{V}(x) = \frac{\Phi(x-h/2)}{\Phi(x+h/2)} \) on both sides with respect to \( q_\phi \), one obtains
\[ \mathcal{V}_1(x) = Z_{k=1}^{E-str+def}(x-h/2) - Z_{k=2}^{E-str+def}(x+h/2), \] (5.37)
\[ \mathcal{V}_2(x) = Z_{k=1}^{def}(x-h/2) - Z_{k=2}^{def}(x+h/2) - Z_{k=1}^{def}(x-h/2) - Z_{k=2}^{def}(x+h/2) \] (5.38)
which matches (4.61) and (4.62).

**Ground state degeneracy.** The Hamiltonian
\[ \hat{H} \equiv \mathcal{V}(x)Y + \mathcal{V}(-x)Y^{-1} - q_\phi^{-1} \mathcal{W}^S_h(x), \] (5.39)
commutes with the parity operator \( \hat{P} : x \mapsto -x \), i.e.
\[ \{ \hat{H}, \hat{P} \} = 0, \] (5.40)
which can be seen from the fact that the \( x \)-dependent part of \( \mathcal{W}^S_h \) is given by \( V_0(x) \), see (4.52a), which is an even function in \( x \). As a consequence
\[ \hat{P}^2 = \mathbb{1}, \] (5.41)
and the ground state of the Hamiltonian (5.39) is twice degenerate, namely
\[ \hat{H} \psi_1 = 0, \quad \hat{H} \psi_2 = 0. \] (5.42)

Here \( \psi_1 \) and \( \psi_2 \) are two linearly independent wave-functions, which are permuted by the parity operator \( \hat{P} \). In fact, one can immediately write down these two wave-functions. Using the identity (5.23), one sees that
\[ \hat{P} \Phi(x) = \Phi(x)^{-1}, \] (5.43)
and, hence, one identifies \( \psi_1(x) \equiv \Phi(x) \) and \( \psi_2(x) \equiv \Phi(x)^{-1} \). Moreover, one can define simultaneous \( \hat{H} \) and \( \hat{P} \) eigenfunctions as follows:
\[ \Phi_-(x) \equiv \Phi(x) - \Phi(x)^{-1}, \quad \Phi_+(x) \equiv \Phi(x) + \Phi(x)^{-1}, \] (5.44)
which are odd and even parity eigenstates, respectively.

---

\(^3\)One notes that \( \Phi(x) \) has an additional symmetry: \( x \mapsto -x, \Phi(x) \to \Phi(x)^{-1} \). It has been verified explicitly that the defect partition function up to two instanton order obeys this symmetry except for the contributions from additional poles of the defect. The reason is likely that the saddle point equation is insensitive to the presence of the defect.
6 Conclusions

In this work, we study the E-string theory in presence of the co-dimension two defect and co-dimension four defect, the Wilson surface. It turns out that these provide important ingredients for the quantisation of the E-string curve. More specifically, it has been shown that the co-dimension two defect partition function of the E-string theory can be understood as eigenfunction of the quantised E-string curve, which is equivalent to the van Diejen difference operator, with eigenvalue given by a Wilson surface expectation value. On the one hand, this result is a further step in the systematic analysis of quantisations of 6d Seiberg-Witten curves, as initiated in [9]. A crucial ingredient is the E-string curve of [51]. On the other hand, the outcome shows how the quantum curve is non-trivially connected to the van Diejen model, as already observed in the 4d context in [67]. The transition between both viewpoints sheds light on a remarkable relationship between the quantum Seiberg-Witten curves associated to 6d SCFTs and elliptic integrable systems. Besides, we also establish the relation between the 6d Wilson surface expectation value and the 5d Wilson loop observable as a byproduct.

It is intriguing to study quantum curves of other 6d SCFTs defined on $-n$ curves. A straightforward generalisation is to extend our method to the D-type minimal conformal matter theories, where the E-string theory can be viewed as the simplest one along this chain. Recently in the work of [94], it has been shown that various generalizations of the van Diejen operators can be obtained via the 4d/2d coupled theories resulted from the 6d D-type minimal conformal matter theories compactified onto Riemann surfaces with punctures. It would be curious to see if our approaches to the quantization of the 6d Seiberg-Witten curves in the corresponding conformal matters will also give rise to the difference operators they studied. On the other hand, higher rank E-strings would be also interesting to study from the 6d SCFTs perspective, whose 4d $\mathcal{N} = 1$ compactifications onto Riemann surfaces with fluxes [25] are expected to give a $BC_N$ type generalization of the van Diejen operator. In fact, it has been studied that, certain types of $\mathcal{N} = 2$ 4d theories from torus compactification of the 6d SCFTs have their coulomb branches identified to the Inozemtsev integrable system [95], which can be understood as the non-relativistic limit of the $BC_N$ type van Diejen. It would be interesting to put these clues together and make the whole picture complete. Moreover, the quantum curves of a series of minimal non-Higgsable SCFTs are surely interesting to investigate. Among them, the 6d Seiberg-Witten curve of the minimal SO(8) SCFT on $-4$ curve has been derived in [51], which is fibre-base dual to the E-string theory before taking the SCFT limit of the corresponding little string theory. Since it also admits a brane construction, we expect that our approach would be directly applicable to this case. In contrast, the minimal SU(3) SCFT on a $-3$ curve is certainly of interest, but it does not admit a brane construction, nor is the 6d Seiberg-Witten curve known.

Another important and interesting direction for future research is the realisation of 4d $\mathcal{N} = 1$ SCFTs as surface defects inside the E-string theory. Indeed, the co-dimension 2 defect can be regarded as such a 4d theory extended over $T^2 \times \epsilon \mathbb{R}^2$, meanwhile the Wilson surface wrapping over $T^2$ may be treated as a further co-dimension 2 object of the E-string defect itself. In addition, a wide class of 4d $\mathcal{N} = 1$ SCFTs have been constructed via compactifications of the E-string onto Riemann surfaces with punctures [17, 19]. In [67], it is further shown that the superconformal index of these 4d theories solves the same van Diejen equation and generates their co-dimension 2 defect in the 4d context. It would be interesting to establish the precise dictionary between our 6d co-dimension two/four defects and the 4d/2d coupled system from the E-string compactifications. Also, it would be worthwhile to study the 6d/4d/2d coupled systems from general 6d SCFTs and the relations to various elliptic integrable systems.
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A Background material

A.1 Theta functions

The non-perturbative contributions to the partition function of the 6d theory placed on the Ω-deformed $\mathbb{T}^2 \times \mathbb{R}^4$ background are an infinite sum of 2d elliptic genera. As these genera are most naturally written in terms of elliptic modular forms, the relevant definitions are summarised here.

Basic definitions. Various resources employ various different definitions of the theta functions. For this work, one may choose to follow [60]. Using the conventions $Q = e^{2\pi i \tau}$, $x = e^{2\pi i z}$, the Dedekind eta function and the elliptic theta functions are defined as follows:

\begin{align}
\eta(\tau) &= Q^{1/24} \prod_{k=1}^{\infty} (1 - Q^k), \\
\theta_1(\tau|z) &= -iQ^{\frac{1}{2}}x^{\frac{1}{2}} \prod_{k=1}^{\infty} (1 - Q^k)(1 - xQ^k)(1 - x^{-1}Q^{k-1}), \\
\theta_2(\tau|z) &= Q^{\frac{1}{2}}x^{\frac{1}{2}} \prod_{k=1}^{\infty} (1 - Q^k)(1 + xQ^k)(1 + x^{-1}Q^{k-1}), \\
\theta_3(\tau|z) &= \prod_{k=1}^{\infty} (1 - Q^k)(1 + xQ^{k-\frac{1}{2}})(1 + x^{-1}Q^{k-\frac{1}{2}}), \\
\theta_4(\tau|z) &= \prod_{k=1}^{\infty} (1 - Q^k)(1 - xQ^{k-\frac{1}{2}})(1 - x^{-1}Q^{k-\frac{1}{2}}).
\end{align}

Sometimes, it is more convenient to work with the following function

\[ \vartheta_1(\tau|z) = \frac{\theta_1(\tau|z)}{Q^{\frac{1}{24}}\eta(\tau)}, \]

as already used in [9].

Square root contribution. It has been argued in [60] that potential prefactors from half-period shifts drop out of the elliptic genus calculation. However, this is only true once the one-loop determinant contributions are understood appropriately: Each real scalar or each real fermion contributes a "square root" of $\theta_1$ factor. To exemplify the implications, consider (A.12) in more detail:

\[ Z^{E-\text{str}}_{k=1,i} = \frac{\eta^2}{\theta_1(\epsilon_{1,2} + 2u_i)} \cdot \prod_{l=1}^{8} \frac{\theta_1(\mu_l + u_i)}{\eta}, \quad u_i \in \left\{ 0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right\} \]
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• For \( u = 0 \), there is nothing to show.
• For \( u = \frac{\tau}{2} \), one has
  \[
  \theta_1(\mu_1 + \frac{1}{2}) = \theta_2(\mu_1) \quad \text{and} \quad \theta_1(\epsilon_{1,2} + 2u_i) = \theta_1(\epsilon_{1,2} + 1) = -\theta_1(\epsilon_{1,2}) \quad \text{(A.4)}
  \]
  and hence
  \[
  Z_{k=1,2}^{E-str} = \frac{\eta^2}{\theta_1(\epsilon_{1,2})} \cdot \prod_{l=1}^{8} \frac{\theta_2(\mu_i)}{\eta} \quad \text{(A.5)}
  \]
  without any potential extra factors to care about.
• For \( u = \frac{\tau}{2} \), one has
  \[
  \theta_1(\mu_1 + \frac{\tau}{2}) = \sqrt{\theta_1(\mu_1 + \frac{\tau}{2})\theta_1(\mu_1 - \frac{\tau}{2})} \\
  = \sqrt{iQ^{-\frac{1}{8}} e^{-i\pi \mu_1} \theta_4(\mu_1)\theta_1(\mu_1 - \frac{\tau}{2})} \\
  = \sqrt{iQ^{-\frac{1}{8}} e^{-i\pi \mu_1} \theta_4(\mu_1)\theta_1(\mu_1 + \frac{\tau}{2} - \tau)} \\
  = \sqrt{iQ^{-\frac{1}{8}} e^{-i\pi \mu_1} \theta_4(\mu_1)(-1) e^{2\pi i \mu_1} \theta_1(\mu_1 + \frac{\tau}{2})} \\
  = \sqrt{-i^2 Q^{-\frac{1}{8}} \theta_4(\mu_1) \theta_4(\mu_1)} \\
  = Q^{-\frac{1}{8}} \theta_4(\mu_1), \quad \text{(A.6)}
  \]
  where the shift property in \( \tau \) has been used. Note that the extra \( \mu_1 \) dependent factors only drop out once the square root understanding is used. Nevertheless, there is still an extra factor which only cancels once the \( \theta_1(\epsilon_{1,2}) \) terms are taken into account. For this,
  \[
  \theta_1(\epsilon_j + \tau) = \sqrt{\theta_1(\epsilon_j + \tau)\theta_1(\epsilon_j - \tau)} \\
  = \sqrt{(-1) Q^{-\frac{1}{8}} e^{-2\pi i \epsilon_j} \theta_1(\epsilon_j) \cdot (-1) Q^{-\frac{1}{8}} e^{2\pi i \epsilon_j} \theta_1(\epsilon_j)} \\
  = Q^{-\frac{1}{8}} \theta_1(\epsilon_j), \quad \text{(A.7)}
  \]
  where the potential \( p, q \) factors have cancelled due to the square root interpretation. In total, one finds
  \[
  Z_{k=1,3}^{E-str} = \frac{\eta^2}{Q^{-1} \theta_1(\epsilon_{1,2})} \cdot \prod_{l=1}^{8} Q^{-\frac{1}{8}} \frac{\theta_4(\mu_i)}{\eta} = \frac{\eta^2}{\theta_1(\epsilon_{1,2})} \cdot \prod_{l=1}^{8} \frac{\theta_4(\mu_i)}{\eta}. \quad \text{(A.8)}
  \]
  and indeed, all extra factors have cancelled.
• For \( u = \frac{\tau + 1}{2} \), one proceeds analogously.

### A.2 Normalised partition function

For the 6d theory with and without defect, the partition functions are

\[
Z^{6id} = Z_{\text{pert}}^{6id} \left( 1 + \sum_{k=1}^{\infty} q_\phi^k Z_k^{6id} \right), \quad \text{(A.9a)}
\]

\[
Z^{6id+\text{def}} = Z_{\text{pert}}^{6id+\text{def}} \left( 1 + \sum_{k=1}^{\infty} q_\phi^k Z_k^{6id+\text{def}} \right), \quad \text{(A.9b)}
\]
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such that the normalised defect partition function is defined as
\[
Z_{\text{6d+def}}^d = \frac{Z_{\text{6d+def}}}{Z_{\text{6d}}}.
\] (A.9c)

A perturbative \(q_\phi\) expansion yields
\[
\frac{1}{Z^{6d}} = \frac{1}{Z^{6d}_{\text{pert}}} \left[ 1 - Z_1^{6d} q_\phi - (Z_2^{6d} - (Z_1^{6d})^2) q_\phi^2 - (Z_3^{6d} - 2Z_1^{6d} Z_2^{6d} + (Z_1^{6d})^3) q_\phi^3 + O(q_\phi^4) \right].
\] (A.9d)

such that the series expansion of the normalised defect partition function becomes
\[
\frac{Z_{\text{6d+def}}^d}{Z_{\text{6d+def}}^{6d}_{\text{pert}}} = \left[ 1 + (Z_1^{6d+\text{def}} - Z_1^{6d}) q_\phi + (Z_2^{6d+\text{def}} - Z_2^{6d} - Z_1^{6d} (Z_1^{6d+\text{def}} - Z_1^{6d})) q_\phi^2 + O(q_\phi^3) \right].
\] (A.9e)

### A.3 Elliptic genus of E-string theory

In this appendix, the elliptic genus computation for \(k = 1, 2\) is reviewed for the benefit of the defect partition function computation.

**1-String.** Following [60], for an O(1) gauge group there are four Wilson lines, labelled by \((1, 1), (1, -1), (-1, 1), (-1, -1)\). For these discrete numbers, the exponents of the Wilson lines have been assigned to be
\[
(1, 1): \ u_i = 0, \quad (-1, 1): \ u_i = \frac{1}{2}, \quad (1, -1): \ u_i = \frac{\tau}{2}, \quad (-1, -1): \ u_i = \frac{1 + \tau}{2}.
\] (A.10)

As reviewed in Appendix A.1, the \(\theta_1\) functions can be replaced by one of the other Jacobi Theta functions under the half-period shifts
\[
\theta_1(z + \frac{1}{2}) = \theta_2(z), \quad \theta_1(z + \frac{\tau}{2}) = \theta_4(z), \quad \theta_1(z + \frac{1+\tau}{2}) = \theta_3(z).
\] (A.11)

with all potential extra factors dropping out in the elliptic genus. The one-loop determinant (2.15) for \(k = 1\) reduces to
\[
Z_{\text{E-str}}^{\text{E-str}} = \frac{\eta^2}{\theta_1(\epsilon_{1,2} + 2u_i)} \prod_{i=1}^{8} \frac{\theta_1(\mu_i + u_i)}{\eta}, \quad u_i \in \left\{ 0, \frac{1}{2}, \frac{\tau}{2}, \frac{1+\tau}{2} \right\}.
\] (A.12)

The contribution from the symmetric representation is invariant under the half-period shifts, because it has an addition factor of 2 that renders them into full-period shifts. Then, one obtains
\[
Z_{\text{E-str}}^{\text{E-str}}_{k=1,i=1} = \prod_{i=1}^{8} \frac{\theta_2(\mu_i)}{\theta_1(\epsilon_1) \theta_1(\epsilon_2) \eta^6}, \quad Z_{\text{E-str}}^{\text{E-str}}_{k=1,i=2} = \prod_{i=1}^{8} \frac{\theta_3(\mu_i)}{\theta_1(\epsilon_1) \theta_1(\epsilon_2) \eta^6},
\]
\[
Z_{\text{E-str}}^{\text{E-str}}_{k=1,i=3} = \prod_{i=1}^{8} \frac{\theta_4(\mu_i)}{\theta_1(\epsilon_1) \theta_1(\epsilon_2) \eta^6}, \quad Z_{\text{E-str}}^{\text{E-str}}_{k=1,i=4} = \prod_{i=1}^{8} \frac{\theta_1(\mu_i)}{\theta_1(\epsilon_1) \theta_1(\epsilon_2) \eta^6}.
\] (A.13)

Lastly, summing up all contributions and dividing by the order of the Weyl group in each case yields the desired result (2.16).
2-String. Next, review the 2-string case, for which the one-loop determinant (2.15) reduces to

\[ Z^{E\text{-str}}_{k=2} = \frac{1}{2\pi i} 2\pi du \theta_1(2\epsilon_+ + 2\epsilon) \prod_{\epsilon \in \text{root}} \theta_1(e(u)) \theta_1(2\epsilon_+ + e(u)) \prod_{\rho \neq \text{sym}} \frac{\eta^2}{\theta_1(\epsilon_{1,2} + \rho(u))} . \prod_{\rho \in \text{fund}} \theta_1(\mu + \rho(u)) . \prod_{\rho = 1}^8 \frac{\theta_1(\mu + \rho(u))}{\eta} . \tag{A.14} \]

As detailed in [60] there are seven sectors of O(2) Wilson lines: one sector with one complex modulus, and six discrete sectors. In the discrete sector, there are two eigenvalues \((u_+, u_-)\) of \(u\) given by

\[
\begin{align*}
(1) & : (u_+, u_-) = (0, \frac{i}{2}) \\
(2) & : (u_+, u_-) = (\frac{i}{2}, \frac{1+\tau}{2}) \\
(3) & : (u_+, u_-) = (0, \frac{1+\tau}{2}) \\
(4) & : (u_+, u_-) = (\frac{1}{2}, \frac{1+\tau}{2}) \\
(5) & : (u_+, u_-) = (0, \frac{1+\tau}{2}) \\
(6) & : (u_+, u_-) = (\frac{1}{2}, \frac{1+\tau}{2}) \\
\end{align*} \tag{A.15} \]

and

\[
e \in \text{root} : e(u) \in \{u_+ + u_-\} , \quad \rho \in \text{sym} : \rho(u) \in \{2u_+, 2u_-, u_+ + u_-\} , \quad \rho \in \text{fund} : \rho(u) \in \{u_+, u_-\} .
\]

Then, consider the following function

\[
Z^{E\text{-str}}_{k=2} = \frac{\theta_1(u_+ + u_-) \theta_1(2\epsilon_+ + u_+ + u_-)}{\eta^{12}} \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_1(\mu + u_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_1(\epsilon_{1,2} + 2u_i) \theta_1(\epsilon_{1,2} + u_i + u_i)} , \tag{A.16} \]

such that the contributions for the discrete sectors are given by

\[
\begin{align*}
Z^{E\text{-str}}_{k=2, i=1} &= \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_2(\mu_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_2(\epsilon_i) \theta_2(\epsilon_i)} , \\
Z^{E\text{-str}}_{k=2, i=2} &= \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_2(\mu_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_2(\epsilon_i) \theta_2(\epsilon_i)} , \\
Z^{E\text{-str}}_{k=2, i=3} &= \frac{\theta_4(0) \theta_4(2\epsilon_+)}{\eta^{12}} \cdot \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_4(\mu_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_4(\epsilon_i) \theta_4(\epsilon_i)} , \\
Z^{E\text{-str}}_{k=2, i=4} &= \frac{\theta_4(0) \theta_4(2\epsilon_+)}{\eta^{12}} \cdot \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_4(\mu_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_4(\epsilon_i) \theta_4(\epsilon_i)} , \\
Z^{E\text{-str}}_{k=2, i=5} &= \frac{\theta_3(0) \theta_3(2\epsilon_+)}{\eta^{12}} \cdot \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_3(\mu_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_3(\epsilon_i) \theta_3(\epsilon_i)} , \\
Z^{E\text{-str}}_{k=2, i=6} &= \frac{\theta_3(0) \theta_3(2\epsilon_+)}{\eta^{12}} \cdot \prod_{i=1}^8 \frac{\theta_1(\mu + u_i) \theta_3(\mu_i)}{\theta_1(\epsilon_{1,2} + 2u_i) \theta_3(\epsilon_i) \theta_3(\epsilon_i)} . \tag{A.17f} \end{align*} \]

In the continuous sector, the contour integral becomes

\[
Z^{E\text{-str}}_{k=2, i=0} = \int du \frac{1}{\eta^{i\delta}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu + u_i) \theta_1(\epsilon_{1,2} + 2u_i) \theta_1(\epsilon_{1,2} + 2u_i)}{\theta_1(\epsilon_{1,2}) \theta_1(\epsilon_{1,2} + 2u_i) \theta_1(\epsilon_{1,2} + 2u_i)} , \tag{A.18} \]

To evaluate the integral, one needs to consider the poles at \(\theta_1(\epsilon_{1,2} + 2u_i) = 0\). Hence, one computes the residues at

\[
u \in \{ -\frac{\epsilon_{1,2}}{2}, -\frac{\epsilon_{1,2}}{2} + 1 + \frac{i\tau}{2}, -\frac{\epsilon_{1,2}}{2} + 1 + \frac{i\tau}{2}, -\frac{\epsilon_{1,2}}{2} + 2 + \frac{i\tau}{2} \} \tag{A.19} \]

which are given by

\[
\begin{align*}
&\text{for } u = -\frac{\epsilon_{1,2}}{2} \\
&= \frac{1}{\eta^{\frac{8}{2}} \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \left( \frac{\prod_{i=1}^8 \theta_1(\mu + \epsilon_i)}{\theta_1(2\epsilon_1) \theta_1(\epsilon_2 - \epsilon_1) \theta_1(2\epsilon_2) \theta_1(\epsilon_2 - \epsilon_2)} + \frac{\prod_{i=1}^8 \theta_1(\mu + \frac{\epsilon_i}{2})}{\theta_1(2\epsilon_1) \theta_1(\epsilon_2 - \epsilon_1) \theta_1(2\epsilon_2) \theta_1(\epsilon_2 - \epsilon_2)} \right) . \tag{A.20a} \end{align*} \]
Therefore, the total contribution of the continuous Wilson line yields

\[ Z_{E^{\text{str}}} \]

\[ = \frac{1}{\eta^2 \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \left( \prod_{l=1}^8 \frac{\theta_2(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_2 - \epsilon_1)} + \prod_{l=1}^8 \frac{\theta_3(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_1 - \epsilon_2)} \right) \]  

(A.20b)

\[ \text{for } u = -\epsilon_1 + \frac{1}{2} \]

\[ \frac{1}{\eta^2 \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \left( \prod_{l=1}^8 \frac{\theta_2(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_2 - \epsilon_1)} + \prod_{l=1}^8 \frac{\theta_3(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_1 - \epsilon_2)} \right) \]  

(A.20c)

\[ \text{for } u = -\epsilon_1 + \frac{1}{2} \]

\[ \frac{1}{\eta^2 \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \left( \prod_{l=1}^8 \frac{\theta_2(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_2 - \epsilon_1)} + \prod_{l=1}^8 \frac{\theta_3(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_1 - \epsilon_2)} \right) \]  

(A.20d)

Therefore, the total contribution of the continuous Wilson line yields

\[ Z_{k=2,i=0}^{E^{\text{str}}} = \frac{1}{2\eta^{12} \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \sum_{i=1}^4 \left( \prod_{l=1}^8 \frac{\theta_1(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_2 - \epsilon_1)} + \prod_{l=1}^8 \frac{\theta_1(\mu_l + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_l) \theta_1(\epsilon_1 - \epsilon_2)} \right) \]  

(A.21)

In total, dividing by the order of the Weyl group in each sector leads to

\[ Z_{k=2}^{E^{\text{str}}} = \frac{1}{2} Z_{k=2,i=0}^{E^{\text{str}}} + \frac{1}{4} \sum_{i=1}^6 Z_{k=2,i}^{E^{\text{str}}} \]  

(A.22)

### A.4 Elliptic genus of E-string theory with co-dimension 2 defect

Having reviewed the E-string elliptic genera in Appendix A.3, this appendix provides the details for the elliptic genera of the E-string theory with a co-dimension 2 defect.

**1-String.** The one-loop determinant (2.45) for \( k = 1 \) becomes

\[ Z_{k=1,i}^{E^{\text{str+def}}} = \prod_{l=1}^8 \frac{\theta_1(\mu_l + u_i)}{\eta^6 \cdot \theta_1(\epsilon_1, 2 + 2u_i)} \frac{\theta_1(x + u_i + \epsilon_2)}{\theta_1(x + u_i)} \], \quad u_i \in \{0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \} \]  

(A.23)

The individual contributions are given by

\[ Z_{k=1,i=1}^{E^{\text{str+def}}} = \frac{\prod_{l=1}^8 \theta_1(\mu_l)}{\eta^6 \cdot \theta_1(\epsilon_1, \epsilon_2)} \frac{\theta_1(x + \epsilon_2)}{\theta_1(x)} \], \quad Z_{k=1,i=2}^{E^{\text{str+def}}} = \frac{\prod_{l=1}^8 \theta_2(\mu_l)}{\eta^6 \cdot \theta_1(\epsilon_1, \epsilon_2)} \frac{\theta_2(x + \epsilon_2)}{\theta_2(x)} \]  

(A.24)

\[ Z_{k=1,i=3}^{E^{\text{str+def}}} = \frac{\prod_{l=1}^8 \theta_3(\mu_l)}{\eta^6 \cdot \theta_1(\epsilon_1, \epsilon_2)} \frac{\theta_3(x + \epsilon_2)}{\theta_3(x)} \], \quad Z_{k=1,i=4}^{E^{\text{str+def}}} = \frac{\prod_{l=1}^8 \theta_3(\mu_l)}{\eta^6 \cdot \theta_1(\epsilon_1, \epsilon_2)} \frac{\theta_3(x + \epsilon_2)}{\theta_3(x)} \]

Therefore, summing up the pieces and dividing by the Weyl group yields (2.48).

**Normalised partition function in NS limit.** Following Appendix A.2, consider the normalised 1-string contribution in the NS-limit

\[ \bar{Z}_{k=1}^{E^{\text{str+def}}} = Z_{k=1}^{E^{\text{str+def}}} - Z_{k=1}^{E^{\text{str}}} = \frac{1}{\eta^6 \theta_1(\epsilon_1, \epsilon_2)} \frac{\Theta(\tau, \mu, x) - \Theta(\tau, \mu)}{\theta_1(x + \epsilon_2)} \]  

(A.25)

and taking the \( \epsilon_2 \to 0 \) limit yields the claim (2.49).
2-String. Having reviewed the \( k = 2 \) case without defect, one can approach the elliptic genus with defect. For the 6 discrete sector (A.15) of O(2) Wilson lines, one needs to consider the following one-loop determinant

\[
Z_{1\text{-loop}}^{E\text{-str+def} | k=2} = \frac{\theta_1(u_+ + u_-)\theta_1(2\epsilon_+ + u_+ + u_-)}{\eta^{12}} \cdot \frac{\prod_{i=1}^{8} \theta_1(\mu_i + u_+)\theta_1(\mu_i + u_-)}{\theta_1(\epsilon_{1,2} + 2u_1)\theta_1(\epsilon_{1,2} + 2u_2)\theta_1(\epsilon_{1,2} + u_1 + u_2)} \cdot \frac{\theta_1(x + u_+ + \epsilon_2)\theta_1(x + u_- + \epsilon_2)}{\theta_1(x + u_+}\theta_1(x + u_-)} \tag{A.26}
\]

and one finds for the discrete sectors

\[
Z_{k=2, i=1}^{E\text{-str+def}} = \frac{\theta_2(0)\theta_2(2\epsilon_+)}{\eta^{12}}, \quad \frac{\prod_{i=1}^{8} \theta_1(\mu_i)\theta_2(\mu_i)}{\theta_1(\epsilon_1)\theta_2(\epsilon_2)^2\theta_2(\epsilon_1)\theta_2(\epsilon_2)} \cdot \frac{\theta_1(x + \epsilon_2)\theta_2(x + \epsilon_2)}{\theta_1(x)\theta_2(x)}, \tag{A.27a}
\]

\[
Z_{k=2, i=2}^{E\text{-str+def}} = \frac{\theta_2(0)\theta_2(2\epsilon_+)}{\eta^{12}}, \quad \frac{\prod_{i=1}^{8} \theta_1(\mu_i)\theta_3(\mu_i)}{\theta_1(\epsilon_1)\theta_3(\epsilon_2)^2\theta_3(\epsilon_1)\theta_3(\epsilon_2)} \cdot \frac{\theta_1(x + \epsilon_2)\theta_3(x + \epsilon_2)}{\theta_1(x)\theta_3(x)}, \tag{A.27b}
\]

\[
Z_{k=2, i=3}^{E\text{-str+def}} = \frac{\theta_4(0)\theta_4(2\epsilon_+)}{\eta^{12}}, \quad \frac{\prod_{i=1}^{8} \theta_1(\mu_i)\theta_4(\mu_i)}{\theta_1(\epsilon_1)\theta_4(\epsilon_2)^2\theta_4(\epsilon_1)\theta_4(\epsilon_2)} \cdot \frac{\theta_1(x + \epsilon_2)\theta_4(x + \epsilon_2)}{\theta_1(x)\theta_4(x)}, \tag{A.27c}
\]

\[
Z_{k=2, i=4}^{E\text{-str+def}} = \frac{\theta_4(0)\theta_4(2\epsilon_+)}{\eta^{12}}, \quad \frac{\prod_{i=1}^{8} \theta_2(\mu_i)\theta_3(\mu_i)}{\theta_2(\epsilon_1)\theta_3(\epsilon_2)^2\theta_3(\epsilon_1)\theta_3(\epsilon_2)} \cdot \frac{\theta_2(x + \epsilon_2)\theta_3(x + \epsilon_2)}{\theta_2(x)\theta_3(x)}, \tag{A.27d}
\]

\[
Z_{k=2, i=5}^{E\text{-str+def}} = \frac{\theta_4(0)\theta_4(2\epsilon_+)}{\eta^{12}}, \quad \frac{\prod_{i=1}^{8} \theta_1(\mu_i)\theta_3(\mu_i)}{\theta_1(\epsilon_1)\theta_3(\epsilon_2)^2\theta_3(\epsilon_1)\theta_3(\epsilon_2)} \cdot \frac{\theta_1(x + \epsilon_2)\theta_3(x + \epsilon_2)}{\theta_1(x)\theta_3(x)}, \tag{A.27e}
\]

\[
Z_{k=2, i=6}^{E\text{-str+def}} = \frac{\theta_4(0)\theta_4(2\epsilon_+)}{\eta^{12}}, \quad \frac{\prod_{i=1}^{8} \theta_2(\mu_i)\theta_3(\mu_i)}{\theta_2(\epsilon_1)\theta_3(\epsilon_2)^2\theta_3(\epsilon_1)\theta_3(\epsilon_2)} \cdot \frac{\theta_2(x + \epsilon_2)\theta_3(x + \epsilon_2)}{\theta_2(x)\theta_3(x)}. \tag{A.27f}
\]

For the continuous sector with defect, the integrand becomes

\[
Z_{k=2, i=0}^{E\text{-str+def}} = \int du \frac{\theta_1(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^{8} \theta_1(\mu_i + u)}{\theta_1(\epsilon_1)\theta_1(\epsilon_2)\theta_1(\epsilon_1 + 2u)\theta_1(\epsilon_2 + 2u)} \cdot \frac{\theta_1(x + u + \epsilon_2)}{\theta_1(x + u)}. \tag{A.28}
\]

Besides the poles (A.19) from the part without defect there is a single new pole from \( \theta_1(x + u) \) at

\[
u = -x. \tag{A.29}
\]

Evaluating each pole, one finds

\( \text{for } u = -\frac{c_{1,2}}{2} \)

\[
\frac{1}{\eta^{12}\theta_1(\epsilon_1)\theta_1(\epsilon_2)} \left( \prod_{i=1}^{8} \frac{\theta_1(\mu_i + \frac{\epsilon_1}{2})}{\theta_1(2\epsilon_1)\theta_1(\epsilon_2 - \epsilon_1)} \frac{\theta_1(x + \frac{\epsilon_1}{2} + \epsilon_2)}{\theta_1(x + \frac{\epsilon_1}{2})} + \prod_{i=1}^{8} \frac{\theta_1(\mu_i + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_2)\theta_1(\epsilon_1 - \epsilon_2)} \frac{\theta_1(x + \frac{\epsilon_2}{2} + \epsilon_2)}{\theta_1(x + \frac{\epsilon_2}{2})} \right) \tag{A.30a}
\]

\( \text{for } u = -\frac{c_{1,2}}{2} + \frac{1+\tau}{4} \)

\[
\frac{1}{\eta^{12}\theta_1(\epsilon_1)\theta_1(\epsilon_2)} \left( \prod_{i=1}^{8} \frac{\theta_2(\mu_i + \frac{\epsilon_1}{2})}{\theta_1(2\epsilon_1)\theta_1(\epsilon_2 - \epsilon_1)} \frac{\theta_2(x + \frac{\epsilon_1}{2} + \epsilon_2)}{\theta_2(x + \frac{\epsilon_1}{2})} + \prod_{i=1}^{8} \frac{\theta_2(\mu_i + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_2)\theta_1(\epsilon_1 - \epsilon_2)} \frac{\theta_2(x + \frac{\epsilon_2}{2} + \epsilon_2)}{\theta_2(x + \frac{\epsilon_2}{2})} \right) \tag{A.30b}
\]

\( \text{for } u = -\frac{c_{1,2}}{2} + \frac{1+\tau}{4} \)

\[
\frac{1}{\eta^{12}\theta_1(\epsilon_1)\theta_1(\epsilon_2)} \left( \prod_{i=1}^{8} \frac{\theta_3(\mu_i + \frac{\epsilon_1}{2})}{\theta_1(2\epsilon_1)\theta_1(\epsilon_2 - \epsilon_1)} \frac{\theta_3(x + \frac{\epsilon_1}{2} + \epsilon_2)}{\theta_3(x + \frac{\epsilon_1}{2})} + \prod_{i=1}^{8} \frac{\theta_3(\mu_i + \frac{\epsilon_2}{2})}{\theta_1(2\epsilon_2)\theta_1(\epsilon_1 - \epsilon_2)} \frac{\theta_3(x + \frac{\epsilon_2}{2} + \epsilon_2)}{\theta_3(x + \frac{\epsilon_2}{2})} \right) \tag{A.30c}
\]
• for \( u = -\frac{\epsilon_1 + \epsilon_2}{2} + \frac{\tau}{2} \)

\[
\frac{1}{\eta^{12} \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \left( \frac{\prod_{i=1}^{s} \theta_4(\mu_i \pm \frac{\epsilon_i}{2})}{\theta_1(2\epsilon_1) \theta_1(\epsilon_2 - \epsilon_1)} \theta_4(x \pm \frac{\epsilon_1}{2} + \epsilon_2) + \frac{\prod_{i=1}^{s} \theta_4(\mu_i \pm \frac{\epsilon_i}{2})}{\theta_1(2\epsilon_2) \theta_1(\epsilon_1 - \epsilon_2)} \theta_4(x \pm \frac{\epsilon_2}{2} + \epsilon_2) \right)
\]

\text{(A.30d)}

• for \( u = -x \)

\[
\frac{\theta_1(2\epsilon_+) \prod_{i=1}^{s} \theta_1(\mu_i \pm x)}{\eta^{12} \theta_1(\epsilon_1) \theta_1(\epsilon_2) \theta_1(\epsilon_1 \pm 2x) \theta_1(\epsilon_2 \pm 2x)} \frac{\theta_1(\epsilon_1) \theta_1(2x + \epsilon_2)}{\theta_1(2x)}
\]

\[
= \frac{1}{\eta^{12}} \cdot \frac{\theta_1(\epsilon_1) \theta_1(2\epsilon_+) \prod_{i=1}^{s} \theta_1(\mu_i \pm x)}{\theta_1(\epsilon_1) \theta_1(2\epsilon_+) \theta_1(\epsilon_1 \pm 2x) \theta_1(\epsilon_2 \pm 2x)}
\]

\text{(A.30e)}

such that

\[
Z_{k=2,i=0}^{E-\text{str+def}} = \frac{1}{2\eta^{12} \theta_1(\epsilon_1) \theta_1(\epsilon_2)} \cdot \sum_{I=1}^{4} \left( \frac{\prod_{i=1}^{s} \theta_1(\mu_i \pm \frac{\epsilon_i}{2})}{\theta_1(2\epsilon_1) \theta_1(\epsilon_2 - \epsilon_1)} \theta_1(\epsilon_1 \pm \epsilon_2) \right) + \frac{\prod_{i=1}^{s} \theta_1(\mu_i \pm \frac{\epsilon_i}{2})}{\theta_1(2\epsilon_2) \theta_1(\epsilon_1 - \epsilon_2)} \theta_1(\epsilon_1 \pm \epsilon_2)
\]

\[
+ \frac{1}{\eta^{12}} \cdot \frac{\theta_1(\epsilon_1) \theta_1(2\epsilon_+) \prod_{i=1}^{s} \theta_1(\mu_i \pm x)}{\theta_1(\epsilon_1) \theta_1(2\epsilon_+) \theta_1(\epsilon_1 \pm 2x) \theta_1(\epsilon_2 \pm 2x)}
\]

\text{(A.31)}

and the full \( k = 2 \) elliptic genus is obtained by dividing the continuous contribution \text{(A.31)} as well as discrete contributions \text{(A.27)} by the order of the respective Weyl group

\[
Z_{k=2}^{E-\text{str+def}} = \frac{1}{2} Z_{k=2,i=0}^{E-\text{str+def}} + \frac{1}{4} \sum_{i=1}^{6} Z_{k=2,i}^{E-\text{str+def}}
\]

\text{(A.32)}

**Normalised partition function in NS limit.** Following appendix \text{A.2}, the normalised 2-string contribution is computed as follows:

\[
\bar{Z}_{2}^{E-\text{str+def}} \equiv Z_{2}^{E-\text{str+def}} - Z_{2}^{E-\text{str}} - Z_{1}^{E-\text{str}} \left( Z_{1}^{E-\text{str+def}} - Z_{1}^{E-\text{str}} \right).
\]

\text{(A.33)}

One can verify via direct computation, for instance using \text{Mathematica}, that the normalised 2-instanton contribution in the NS-limit is given by \text{(2.50)}.

**A.5 Elliptic genera of Wilson surface**

In this appendix, the details of the Wilson surface computation at 2-instanton order are provided. Similar to the computation in Section 2.3.2, the contributions of the defect partition function can be divided into the discrete and continuous holonomies, respectively.

**Discrete sector.** There are six discrete sectors, where two eigenvalues \((u_+, u_-)\) of \( u \) are given by

\[
(1): (u_+, u_-) = (0, \frac{1}{2}) \quad (2): (u_+, u_-) = (\frac{\tau}{2}, \frac{1+\tau}{2}) \quad (3): (u_+, u_-) = (0, \frac{\tau}{2})
\]

\[
(4): (u_+, u_-) = (\frac{1}{2}, \frac{1+\tau}{2}) \quad (5): (u_+, u_-) = (0, \frac{1+\tau}{2}) \quad (6): (u_+, u_-) = (\frac{1}{2}, \frac{\tau}{2})
\]

\text{(A.34)}

and

\[
e \in \text{root} : e(u) \notin \{u_+ + u_-\}, \quad \rho \in \text{sym} : \rho(u) \notin \{2u_+, 2u_-, u_+ + u_-\}, \quad \rho \in \text{fund} : \rho(u) \notin \{u_+, u_-\}.
\]
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and
\[
W_{k=2}^{\text{dis}} = \frac{\theta_1(u_+ + u_-) \theta_1(2\epsilon_+ + u_+ + u_-)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i + u_+) \theta_2(\mu_i + u_-)}{\theta_1(\epsilon_{1,2} + 2u_+) \theta_1(\epsilon_{1,2} + 2u_-) \theta_1(\epsilon_{1,2} + u_+ + u_-)}
\]
\[
\cdot \theta_1(u_+ - v \pm \epsilon_-) \theta_1(u_- - v \pm \epsilon_-)
\cdot \theta_1(u_+ - v \pm \epsilon_+ \epsilon_+) \theta_1(u_- - v \pm \epsilon_+ \epsilon_-)
\]
\[\tag{A.35}\]
where the term in second line is from the contribution of Wilson surface defect (3.1). Therefore, the contributions for the discrete sectors are given by
\[
W_{k=2,r=1}^{\text{dis}} = \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i) \theta_2(\mu_i)}{\theta_1(\epsilon_1)^2 \theta_1(\epsilon_2) \theta_2(\epsilon_1) \theta_2(\epsilon_2)} \cdot \frac{\theta_1(v \pm \epsilon_-)}{\theta_1(v \pm \epsilon_+) \theta_2(v \pm \epsilon_-)}, \tag{A.36a}
\]
\[
W_{k=2,r=2}^{\text{dis}} = \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i) \theta_3(\mu_i)}{\theta_1(\epsilon_1) \theta_2(\epsilon_2) \theta_3(\epsilon_1) \theta_3(\epsilon_2)} \cdot \frac{\theta_3(v \pm \epsilon_-)}{\theta_3(v \pm \epsilon_+) \theta_4(v \pm \epsilon_-)}, \tag{A.36b}
\]
\[
W_{k=2,r=3}^{\text{dis}} = \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i) \theta_3(\mu_i)}{\theta_1(\epsilon_1) \theta_4(\epsilon_2) \theta_3(\epsilon_1) \theta_4(\epsilon_2)} \cdot \frac{\theta_1(v \pm \epsilon_-)}{\theta_1(v \pm \epsilon_+) \theta_4(v \pm \epsilon_-)}, \tag{A.36c}
\]
\[
W_{k=2,r=4}^{\text{dis}} = \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i) \theta_3(\mu_i)}{\theta_1(\epsilon_1) \theta_4(\epsilon_2) \theta_3(\epsilon_1) \theta_4(\epsilon_2)} \cdot \frac{\theta_2(v \pm \epsilon_-)}{\theta_2(v \pm \epsilon_+) \theta_4(v \pm \epsilon_-)}, \tag{A.36d}
\]
\[
W_{k=2,r=5}^{\text{dis}} = \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i) \theta_3(\mu_i)}{\theta_1(\epsilon_1) \theta_4(\epsilon_2) \theta_3(\epsilon_1) \theta_4(\epsilon_2)} \cdot \frac{\theta_1(v \pm \epsilon_-)}{\theta_1(v \pm \epsilon_+) \theta_4(v \pm \epsilon_-)}, \tag{A.36e}
\]
\[
W_{k=2,r=6}^{\text{dis}} = \frac{\theta_2(0) \theta_2(2\epsilon_+)}{\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i) \theta_3(\mu_i)}{\theta_1(\epsilon_1) \theta_4(\epsilon_2) \theta_3(\epsilon_1) \theta_4(\epsilon_2)} \cdot \frac{\theta_2(v \pm \epsilon_-)}{\theta_2(v \pm \epsilon_+) \theta_4(v \pm \epsilon_-)}. \tag{A.36f}
\]

**Continuous sector.** In the continuous sector, the contour integral is given by
\[
W_{k=2}^{\text{cont}} = \oint \frac{du}{i\eta^9} \frac{\theta_1(2\epsilon_+)}{\theta_1(\epsilon_1) \theta_1(\epsilon_2) \theta_1(\epsilon_1 \pm 2u) \theta_1(\epsilon_2 \pm 2u)} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i \pm u)}{\theta_1(\epsilon_{1,2} + 2u_+) \theta_1(\epsilon_{1,2} + 2u_-) \theta_1(\epsilon_{1,2} + u_+ + u_-)} \cdot \theta_1(\pm u \pm v). \tag{A.37}
\]
The relevant poles for the JK-residue prescription are
\[
u \in \left\{-\frac{c_{1,2}}{2}, -\frac{c_{1,2}}{2} + \frac{1}{2}, -\frac{c_{1,2}}{2} + \frac{1 + \tau}{2}, -\frac{c_{1,2}}{2} + \frac{1}{2}, v \pm \epsilon_+\right\} \tag{A.38}
\]
and the contributions of the individual poles are as follows:

- for \( u = -\frac{c_{1,2}}{2} \)
\[
W_{k=2,j=1}^{\text{cont}} = \frac{1}{2\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i \pm \frac{c_{1,2}}{2})}{\theta_1(2\epsilon_1 \theta_1(\epsilon_2 - \epsilon_1)} \cdot \frac{\theta_1(\epsilon_1 \pm \frac{c_{1,2}}{2})}{\theta_1(\epsilon_2 \pm \frac{c_{1,2}}{2})} \cdot \frac{\theta_1(\epsilon_1 \pm \frac{c_{1,2}}{2})}{\theta_1(\epsilon_2 \pm \frac{c_{1,2}}{2})} + (\epsilon_1 \leftrightarrow \epsilon_2) \tag{A.39a}
\]

- for \( u = -\frac{c_{1,2}}{2} + \frac{1}{2} \)
\[
W_{k=2,j=2}^{\text{cont}} = \frac{1}{2\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i \pm \frac{c_{1,2}}{2})}{\theta_1(2\epsilon_1 \theta_1(\epsilon_2 - \epsilon_1)} \cdot \frac{\theta_1(\epsilon_1 \pm \frac{c_{1,2}}{2})}{\theta_1(\epsilon_2 \pm \frac{c_{1,2}}{2})} \cdot \frac{\theta_1(\epsilon_1 \pm \frac{c_{1,2}}{2})}{\theta_1(\epsilon_2 \pm \frac{c_{1,2}}{2})} + (\epsilon_1 \leftrightarrow \epsilon_2) \tag{A.39b}
\]

- for \( u = -\frac{c_{1,2}}{2} + \frac{1 + \tau}{2} \)
\[
W_{k=2,j=3}^{\text{cont}} = \frac{1}{2\eta^{12}} \cdot \frac{\prod_{i=1}^8 \theta_1(\mu_i \pm \frac{c_{1,2}}{2})}{\theta_1(2\epsilon_1 \theta_1(\epsilon_2 - \epsilon_1)} \cdot \frac{\theta_1(\epsilon_1 \pm \frac{c_{1,2}}{2})}{\theta_1(\epsilon_2 \pm \frac{c_{1,2}}{2})} \cdot \frac{\theta_1(\epsilon_1 \pm \frac{c_{1,2}}{2})}{\theta_1(\epsilon_2 \pm \frac{c_{1,2}}{2})} + (\epsilon_1 \leftrightarrow \epsilon_2) \tag{A.39c}
\]
for $u = -\frac{\epsilon_1 + 2}{2} + \frac{\tau}{2}$

$$W_{k=2,i=4}^{\text{cont}} = \frac{1}{2\eta^{12}\theta_1(\epsilon_1)\theta_1(\epsilon_2)} \left( \prod_{l=1}^{8} \theta_4(\mu_l \pm \frac{\epsilon_1}{2}) \cdot \theta_4(v + \epsilon_1 - \frac{\epsilon_2}{4}) \cdot \theta_4(v - \epsilon_1 + \frac{\epsilon_2}{4}) + (\epsilon_1 \leftrightarrow \epsilon_2) \right)$$

for $u = v + \epsilon_+$

$$W_{k=2,i=5}^{\text{cont}} = \frac{\prod_{l=1}^{8} \theta_4(v \pm \mu_l + \epsilon_+)}{\eta^{12}\theta_1(v + 2\epsilon_1,2)\theta_1(v + \epsilon_1 + \epsilon_2)\theta_1(v + \epsilon_1 + 2\epsilon_2)} \cdot \theta_1(2v + \epsilon_1,2) \cdot \theta_1(2v)\theta_1(2v + 2\epsilon_+).$$

for $u = v - \epsilon_+$

$$W_{k=2,i=6}^{\text{cont}} = \frac{\prod_{l=1}^{8} \theta_4(v \pm \mu_l - \epsilon_+)}{\eta^{12}\theta_1(v - 2\epsilon_1,2)\theta_1(v - \epsilon_1 - \epsilon_2)\theta_1(v - \epsilon_1 - 2\epsilon_2)} \cdot \theta_1(2v - \epsilon_1,2) \cdot \theta_1(2v - 2\epsilon_+).$$

As a result, the 2-string elliptic genus for the Wilson surface is computed by suitably summing up the individual parts as

$$W_{k=2} = \frac{1}{2} \sum_{i=1}^{6} W_{k=2,i}^{\text{cont}} + \frac{1}{4} \sum_{i=1}^{6} W_{k=2,i}^{\text{dis}}$$

Lastly, one computes the NS-limit, $\epsilon_2 \to 0$, of the normalised Wilson surface partition function, $\tilde{W}_2$, at 2-instanton order

$$\tilde{W}_2 = \lim_{\epsilon_2 \to 0} (W_{k=2} - Z_{k=2} - Z_{k=1}(W_{k=1} - Z_{k=1}))$$

where the following convention has been used

$$\theta^3_l(v) \equiv \frac{\theta^1_l(v - \frac{\epsilon_1}{2})}{\theta^1_l(v - \frac{\epsilon_1}{2})} = \frac{\theta^1_l(v + \frac{\epsilon_1}{2})}{\theta^1_l(v + \frac{\epsilon_1}{2})}.$$ 

### A.6 Wilson loop of 5d $Sp(1)$ theory with 8 flavours

**1-instanton.** For 1-instanton order, the 5d $Sp(1)$ partition function and Wilson line are determined by the discrete holonomies of $O(1)_k$ of the 1d quantum mechanics in the ADHM construction.
Therefore, one has
\[ Z_1 = \frac{1}{2}(Z_1^+ + Z_1^-), \]
\[ W_1 = \frac{1}{2}(W_1^+ + W_1^-), \]  
(A.43)
where
\[ Z_1^+ = Z_{1,\text{vec}}^+ \cdot Z_{1,\text{fund}}^+, \]
\[ W_1^+ = \text{Ch}_1^+ \cdot Z_{1,\text{vec}}^+ \cdot Z_{1,\text{fund}}^+, \]  
(A.44)
with
\[ Z_{1,\text{vec}}^+ \cdot Z_{1,\text{fund}}^+ = \prod_{l=1}^{\mu} \frac{\text{sh}(m_l)}{\text{sh}(\epsilon_{1,2})\text{sh}(\pm a + \epsilon_+)}, \]
\[ Z_{1,\text{vec}}^- = \prod_{l=1}^{\mu} \frac{\text{ch}(m_l)}{\text{sh}(\epsilon_{1,2})\text{ch}(\pm a + \epsilon_+)}, \]  
(A.45)
and
\[ \text{Ch}_1^+ = \alpha + \frac{1}{\alpha} \frac{(1-p)(1-q)}{\sqrt{pq}}, \]  
(A.46)
as the equivariant Chern character of $\text{Sp}(1)$, with $p = e^{\epsilon_1}$ and $q = e^{\epsilon_2}$. Also, it is convenient to define
\[ \text{sh}(x) \equiv 2 \sinh(x/2) = e^{x/2} - e^{-x/2}, \quad \text{ch}(x) \equiv 2 \cosh(x/2) = e^{x/2} + e^{-x/2}. \]  
(A.47)
From (3.25), one has
\[ \tilde{W}_1 = \lim_{q \to 1} \left( W_1 - \left( \alpha + \frac{1}{\alpha} \right) Z_1 \right) \]
\[ = \chi_{128} \cdot \alpha - \chi_{128} \cdot \chi_{1/2} \cdot \alpha^2 + \chi_{128} \cdot \chi_{1/2} \cdot \alpha^3 + \chi_{128} \cdot \chi_{1/2} \cdot \alpha^4 + \ldots \]  
(A.48)

2-instanton. Next, consider the 2-instanton correction to Wilson loop. Note that there are no continuous holonomy contributions to $Z_2^-$. Therefore, one only has
\[ Z_2^+ = \int d\phi \frac{\text{sh}(2\epsilon_+) \prod_{l=1}^{\mu} \text{sh}(\pm \phi + m_l)}{\text{sh}(\epsilon_{1,2}) \text{sh}(\epsilon_+ \pm \phi \pm \alpha) \text{sh}(\pm 2\phi + \epsilon_{1,2})}, \]
\[ Z_2 = \frac{1}{2} Z_2^+, \]  
(A.49)
and the integration is performed via the JK-residue prescription. However, there are higher order poles at infinities, which render the whole computation invalid. Therefore, following [31, 90], one has to introduce additional anti-symmetric matter fields to resolve this singularity. For one anti-symmetric matter field, the extra contribution is
\[ Z_{\text{asym}} = \frac{\text{sh}(-\epsilon_+ \pm \tau) \text{sh}(\pm \phi \pm \alpha \pm \tau)}{\text{sh}(-\epsilon_+ \pm \tau) \text{sh}(-\epsilon_+ \pm 2\phi \pm \tau)}, \]  
(A.50)
where $\mu = e^\tau$ is the mass of the anti-symmetric matter field. In the large $\phi$ limit, one finds
\[ Z_{\text{asym}} \rightarrow e^{2\phi} \frac{e^{4\phi}}{e^{4\phi}} = e^{-2\phi}. \]  
(A.51)
Therefore, the integrand with one anti-symmetric matter field is of order $\mathcal{O}(1)$ at infinity, which can be dealt with. In this situation, one can compute the partition function $Z_{\text{QM}}(\mu)$. To extract
Lastly, computing the normalised Wilson loop and taking the NS-limit, one finds
\[ \frac{Z_{5d\text{QFT}}}{Z_{\text{extra}}} = \lim_{\mu \to \infty} \frac{Z_{\text{QM}}(\mu)}{Z_{\text{extra}}} \quad (A.52) \]

To find the full order of \( Z_{\text{extra}} \), the reader is referred to [90]. For the purposes here, one only needs \( Z_{\text{extra}} \) up to \( O(U^2) \). For adding a single anti-symmetric matter field, one finds that
\[ Z_{\text{extra}} = 1 + \left( \frac{\sqrt{pq} \mu}{(1-p)(1-q)} - 2 \right) U^2 + O(U^2) \quad (A.53) \]

where at \( O(U^2) \) the first term corresponds to the extra contribution from the anti-symmetric matter, and the second term originates from the continuum spectra at infinity.

One can follow a similar procedure to compute the Wilson loop. However, the subtlety is that, for the Wilson loop at 2-instanton order, one has to insert the equivariant Chern character,
\[ \text{Ch}_2 = \alpha + \frac{1}{\alpha} - \frac{(1-p)(1-q)}{\sqrt{pq}} (e^\phi + e^{-\phi}) \quad (A.54) \]

into the numerator of the integrand. This modification further increases the order of poles at infinity. Therefore, at 2-instanton order, one has to add two anti-symmetric matter fields, with masses \( \mu_{1,2} = e^{\tau_{1,2}} \) respectively. With these two additional anti-symmetric matter fields, one can follow the JK-residue prescription to compute the partition function of the 1d quantum mechanic model, say \( W_{\text{QM}}(\mu_1, \mu_2) \). Similarly to above, it is not the genuine 5d partition function yet. By studying the divergence of \( W_{\text{QM}}(\mu_1, \mu_2) \) for \( \mu_1, \mu_2 \) tending to infinity, one finds that
\[ W_{\text{extra}} = 1 + \left( \alpha + \frac{1}{\alpha} \right) \frac{(pq)^{3/2}}{(1-p)(1-q)} \frac{\mu_1 + \mu_2}{(1-pq\mu_1/\mu_2)(1-pq\mu_2/\mu_1)} U^2 + O(U^2) \quad (A.55) \]

Therefore, one obtains
\[ W_2 = \lim_{\mu_1, \mu_2 \to \infty} \frac{W_{\text{QM}}(\mu_1, \mu_2)}{W_{\text{extra}}} \quad (A.56) \]

Lastly, computing the normalised Wilson loop and taking the NS-limit, one finds
\[
\widetilde{W}_2 = \lim_{q \to 1} \left( W_2 - W_1 \cdot Z_1 + \left( \alpha + \frac{1}{\alpha} \right) \cdot (Z_1^2 - Z_2) \right) \\
= \left( \chi_4^{\text{su}_2} + (\chi_1^{120} + 3) \chi_2^{\text{su}_2} + (\chi_{1820} + 3\chi_{120} + 6) \right) \cdot \alpha \\
- \left( \chi_1^{16} \chi_5^{\text{su}_2} + (\chi_{560} + 3\chi_{16}) \chi_3^{\text{su}_2} + (\chi_{4568} + 3\chi_{560} + 7\chi_{16}) \chi_1^{\text{su}_2} \right) \cdot \alpha^2 \\
+ \left( \chi_8^{\text{su}_2} + (\chi_1^{120} + 3) \chi_6^{\text{su}_2} + (\chi_{1820} + 3\chi_{120} + 7) \chi_4^{\text{su}_2} \\
+ (\chi_{8008} + 3\chi_{1820} + 7\chi_{120} + 13) \chi_2^{\text{su}_2} + (\chi_{1820} + 2\chi_{120} + 4) \right) \cdot \alpha^3 \\
- \left( \chi_1^{16} \chi_9^{\text{su}_2} + (\chi_{560} + 3\chi_{16}) \chi_7^{\text{su}_2} + (\chi_{4368} + 3\chi_{560} + 7\chi_{16}) \chi_5^{\text{su}_2} \\
+ (\chi_{11440} + 3\chi_{4368} + 7\chi_{560} + 13\chi_{16}) \chi_3^{\text{su}_2} + (\chi_{4368} + 3\chi_{560} + 6\chi_{16}) \chi_1^{\text{su}_2} \right) \cdot \alpha^4
\]
\[ Z_{\text{open}}^\text{top} = Z_{\text{pert}}^\text{top} \left( 1 + \sum_{k=1}^{\infty} q^k Z_{k}^{\text{def}} \right), \quad (B.1) \]

and extract the refined Ooguri-Vafa (OV) invariants, as a generalisation of the disk invariants [96, 97], from the free energy \( F_{\text{open}}^\text{top}(t, x) = \log Z_{\text{open}}^\text{top}(t, x) \). The all genus refined open string free energy has a close form expression from refined Chern-Simons theory [43] [44] with the insertion of an \( \epsilon_2 \)-brane

\[ F_{\text{open}}^\text{top}(t, \epsilon_{1,2}, x) = -\sum_{n=1}^{\infty} \sum_{s_1, s_2, d, m=0} D_{n}^{s_1, s_2, d} \frac{p^{n s_1} q^{n s_2}}{n(p - 2)} e^{n d t} e^{m n x}. \quad (B.2) \]

In our case, the defect partition function has SO(16) symmetry, we can use SO(16) characters \( \chi \) to expand the free energy

\[ F_{\text{open}}^\text{top}(t, \epsilon_{1,2}, x) = -\sum_{n=1}^{\infty} \sum_{d, f, \chi} \sum_{s_1, s_2, m=0} D_{m}^{s_1, s_2, d, f, \chi} \frac{p^{n s_1} q^{n s_2}}{n(p - 2)} e^{n(d_b + d_f)} e^{m n x} \sum_{\omega, \chi} \text{exp}(n \omega \cdot \mu). \quad (B.3) \]

where we use the notation \( t = \{ \phi, \tau, \mu \} \) and \( t_b = \phi - \frac{\tau}{2} \). In practice, we observe that there exist an new variable \( D_{m}^{s_1, s_2, d, f, \chi} \) always has positive value. Here \( \chi_{128} \) is the highest weight of representation \( \chi_{128} \), and \( (\tilde{\lambda}_{128}, \tilde{\omega}) \) is the scalar product of two weights of SO(16). We list the refined OV invariants in Table 2, 3, 4, 5.
\[ \beta = (t_b + \tau - 2x, \chi_1), \]
\[ (t_b + \tau - x, \chi_{18}), \]
\[ (t_b + 2\tau - 4x, \chi_1), \]
\[ (t_b + 2\tau - 3x, \chi_{16}), \]
\[ (t_b + 2\tau - 2x, \chi_{120}), \]
\[ (t_b + 2\tau - x, \chi_{560}) \]

\[ \beta = (t_b + \tau + x, \chi_{128}'), \]
\[ (t_b + \tau + 2x, \chi_{128}), \]
\[ (t_b + \tau + 3x, \chi_{128}'), \]
\[ (t_b + 2\tau + x, \chi_{1920}), \]
\[ (t_b + 2\tau + 2x, \chi_{1920}), \]
\[ (t_b + 2\tau + 3x, \chi_{1920}) \]

\[ \beta = (t_b + \tau + x, \chi_{16}), \]
\[ (t_b + \tau + 2x, \chi_{1}), \]
\[ (t_b + 2\tau + x, \chi_{560}), \]
\[ (t_b + 2\tau + 2x, \chi_{120}), \]
\[ (t_b + 2\tau + 3x, \chi_{16}) \]

\[ \beta = (t_b + \tau + x, \chi_1), \]
\[ (t_b + 2\tau - x, \chi_{128}'), \]
\[ (t_b + 2\tau - 2x, \chi_{560}), \]
\[ (t_b + 2\tau - 3x, \chi_{120}), \]
\[ (t_b + 2\tau - x, \chi_{16}) \]

\[ \beta = (t_b + \tau + x, \chi_{128}), \]
\[ (t_b + 2\tau - x, \chi_{128}'), \]
\[ (t_b + 2\tau - 2x, \chi_{1920}), \]
\[ (t_b + 2\tau - 3x, \chi_{1920}) \]

Table 2: Refined OV invariants $\tilde{D}^{s_1,s_2}_{m,d_b,d_f,\chi}$ for the class $\beta = (d_b t_b + d_f \tau + m x, \chi)$ with $d_b = 1$, $d_f \leq 2$ and $m \leq 3$. 

\[
\begin{array}{c|ccccc}
2s_2 \backslash 2s_1 & 0 & -1 & 1 & 1 \\
-1 & 1 & 2 & 1 & 1 \\
\hline
\beta = (t_b + 2\tau - 2x, \chi_1) & \beta = (t_b + 2\tau - x, \chi_{16}) & \beta = (t_b + 2\tau + x, \chi_{128}') & \beta = (t_b + 2\tau + 3x, \chi_{128}') \\
\end{array}
\]

\[
\begin{array}{c|ccccc}
2s_2 \backslash 2s_1 & -2 & -1 & 0 & 1 & 2 \\
-3 & 1 & 1 & 3 & 1 \\
\hline
\beta = (t_b + 2\tau - 2x, \chi_1) & \beta = (t_b + 2\tau - x, \chi_{16}) & \beta = (t_b + 2\tau + x, \chi_{128}') & \beta = (t_b + 2\tau + 3x, \chi_{128}') \\
\end{array}
\]

\[
\begin{array}{c|ccccc}
2s_2 \backslash 2s_1 & -2 & -1 & 0 & 1 & 2 \\
-1 & 1 & 3 & 1 \\
\hline
\beta = (t_b + 2\tau - 2x, \chi_1) & \beta = (t_b + 2\tau - x, \chi_{16}) & \beta = (t_b + 2\tau + x, \chi_{128}') & \beta = (t_b + 2\tau + 3x, \chi_{128}') \\
\end{array}
\]

\[
\begin{array}{c|ccccc}
2s_2 \backslash 2s_1 & -2 & -1 & 0 & 1 & 2 \\
-3 & 1 & 1 & 3 & 1 \\
\hline
\beta = (t_b + 2\tau - 2x, \chi_1) & \beta = (t_b + 2\tau - x, \chi_{16}) & \beta = (t_b + 2\tau + x, \chi_{128}') & \beta = (t_b + 2\tau + 3x, \chi_{128}') \\
\end{array}
\]
\[ \beta = (2t_b + 2\tau - x, \chi_{112320}) \]

\[ \beta = (2t_b + 3\tau + x, \chi_{112320}) \]

\[ \beta = (2t_b + 2\tau + x, \chi_{560}) \]

\[ \beta = (2t_b + 2\tau + x, \chi_{56320}) \]

\[ \beta = (2t_b + 3\tau + 5x, \chi_{16}) \]

\[ \beta = (2t_b + 3\tau + 2x, \chi_{13544}) \]

\[ \beta = (2t_b + 3\tau + 3x, \chi_{13544}) \]

\[ \beta = (2t_b + 2\tau - x, \chi_{1128}) \]

\[ \beta = (2t_b + 3\tau - 2x, \chi_{13312'}) \]

\[ \beta = (2t_b + 3\tau - 4x, \chi_{16}) \]

\[ \beta = (d_0 t_b + d_f \tau + m x, \chi) \] with \( d_0 = 2, d_f \leq 3 \) and \( m \leq 1 \).

Table 3: Refined OV invariants \( \tilde{D}_{m,d_0,d_f,x}^{s_1,s_2} \) for the class \( \beta = (d_0 t_b + d_f \tau + m x, \chi) \) with \( d_0 = 2, d_f \leq 3 \) and \( m \leq 1 \).
Table 4: Refined OV invariants $\tilde{D}^{s_1,s_2}_{m,d_b,d_f,\chi}$ for the class $\beta = (d_b t_b + d_f \tau + m x, \chi)$ with $d_b = 2$, $d_f \leq 3$ and $m \leq 1$, continued from Table 3.
$$\beta = (2t_b + 3\tau + x, \chi_{1344})$$

| $2s_2 \setminus 2s_1$ | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 |
|-----------------------|----|----|----|---|---|---|---|---|---|
| 0                     | 1  | 3  | 3  | 2 | 1 |
| 1                     |    |    |    |   |   |
| 2                     | 1  | 3  | 1 |
| 3                     |    |    |    |   |   |
| 4                     |    |    |    |   |   | 1 |


$$\beta = (2t_b + 3\tau + x, \chi_{560})$$

| $2s_2 \setminus 2s_1$ | -7 | -6 | -5 | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|-----------------------|----|----|----|----|----|----|----|---|---|---|---|---|---|---|---|
| -2                    |    |    |    |    |    |    |    | 1 |
| -1                    | 1  | 4  | 12 | 19 | 4 |
| 0                     |    |    |    |    |    |    |    |    |
| 1                     | 1  | 4  | 12 | 20 | 12 | 4 | 1 |
| 2                     |    |    |    |    |    |    |    |    |
| 3                     |    |    |    |    |    |    |    |    |
| 4                     |    |    |    |    |    |    |    |    |
| 5                     |    |    |    |    |    |    |    |    |
| 6                     |    |    |    |    |    |    |    |    |
| 7                     |    |    |    |    |    |    |    |    | 1 |

$$\beta = (2t_b + 3\tau + x, \chi_{128})$$

| $2s_2 \setminus 2s_1$ | -7 | -6 | -5 | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-----------------------|----|----|----|----|----|----|----|---|---|---|---|---|---|---|---|---|---|
| -2                    |    |    |    |    |    |    |    | 2 |
| -1                    | 1  | 4  | 12 | 22 | 21 | 15 | 9  | 4 | 1 |
| 0                     |    |    |    |    |    |    |    |    |
| 1                     | 1  | 4  | 12 | 20 | 12 | 4 | 1 |
| 2                     |    |    |    |    |    |    |    |    |
| 3                     |    |    |    |    |    |    |    |    |
| 4                     |    |    |    |    |    |    |    |    |
| 5                     |    |    |    |    |    |    |    |    |
| 6                     |    |    |    |    |    |    |    |    |
| 7                     |    |    |    |    |    |    |    |    |
| 8                     |    |    |    |    |    |    |    |    | 1 |

$$\beta = (2t_b + 3\tau + x, \chi_{16})$$

Table 5: Refined OV invariants $\tilde{D}_{m,d_b,d_f,\chi}^{s_1,s_2}$ for the class $\beta = (d_b t_b + d_f \tau + mx, \chi)$ with $d_b = 2, d_f \leq 3$ and $m \leq 1$, continued from Table 4.
References

[1] N. A. Nekrasov, Seiberg-Witten prepotential from instanton counting, *Adv. Theor. Math. Phys.* 7 (2003) 831 [hep-th/0206161].

[2] N. Seiberg and E. Witten, Electric - magnetic duality, monopole condensation, and confinement in N=2 supersymmetric Yang-Mills theory, *Nucl. Phys. B* 426 (1994) 19 [hep-th/9407087].

[3] S. H. Katz, A. Klemm and C. Vafa, Geometric engineering of quantum field theories, *Nucl. Phys. B* 497 (1997) 173 [hep-th/9609239].

[4] M. Aganagic, R. Dijkgraaf, A. Klemm, M. Marino and C. Vafa, Topological strings and integrable hierarchies, *Commun. Math. Phys.* 261 (2006) 451 [hep-th/0312085].

[5] N. A. Nekrasov and S. L. Shatashvili, Quantization of Integrable Systems and Four Dimensional Gauge Theories, in 16th International Congress on Mathematical Physics, 8, 2009, 0908.4052, DOI.

[6] M. Aganagic, M. C. N. Cheng, R. Dijkgraaf, D. Krefl and C. Vafa, Quantum Geometry of Refined Topological Strings, *JHEP* 11 (2012) 019 [1105.0630].

[7] R. Kashaev and M. Marino, Operators from mirror curves and the quantum dilogarithm, *Commun. Math. Phys.* 346 (2016) 967 [1501.01014].

[8] D. Gaiotto and H.-C. Kim, Surface defects and instanton partition functions, *JHEP* 10 (2016) 012 [1412.2781].

[9] J. Chen, B. Haghighat, H.-C. Kim and M. Sperling, Elliptic quantum curves of class $S_k$, *JHEP* 03 (2021) 028 [2008.05155].

[10] D. Gaiotto, N=2 dualities, *JHEP* 08 (2012) 034 [0904.2715].

[11] F. Benini, Y. Tachikawa and B. Wecht, Sicilian gauge theories and N=1 dualities, *JHEP* 01 (2010) 088 [0909.1327].

[12] I. Bah, C. Beem, N. Bobev and B. Wecht, Four-Dimensional SCFTs from M5-Branes, *JHEP* 06 (2012) 005 [1203.0303].

[13] D. Gaiotto and S. S. Razamat, $\mathcal{N}=1$ theories of class $S_k$, *JHEP* 07 (2015) 073 [1503.05159].

[14] S. S. Razamat, C. Vafa and G. Zafrir, 4d $\mathcal{N}=1$ from 6d (1, 0), *JHEP* 04 (2017) 064 [1610.09178].

[15] K. Ohmori, H. Shimizu, Y. Tachikawa and K. Yonekura, 6d $\mathcal{N}=(1,0)$ theories on $T^2$ and class $S$ theories: Part I, *JHEP* 07 (2015) 014 [1503.06217].

[16] K. Ohmori, H. Shimizu, Y. Tachikawa and K. Yonekura, 6d $\mathcal{N}=(1,0)$ theories on $S^1/T^2$ and class $S$ theories: part II, *JHEP* 12 (2015) 131 [1508.00915].

[17] H.-C. Kim, S. S. Razamat, C. Vafa and G. Zafrir, E-String Theory on Riemann Surfaces, *Fortsch. Phys.* 66 (2018) 1700074 [1709.02496].

[18] I. Bah, A. Hanany, K. Maruyoshi, S. S. Razamat, Y. Tachikawa and G. Zafrir, 4d $\mathcal{N}=1$ from 6d $\mathcal{N}=(1,0)$ on a torus with fluxes, *JHEP* 06 (2017) 022 [1702.04740].

[19] H.-C. Kim, S. S. Razamat, C. Vafa and G. Zafrir, D-type Conformal Matter and SU/USp Quivers, *JHEP* 06 (2018) 058 [1802.00626].

[20] S. S. Razamat and G. Zafrir, Compactification of 6d minimal SCFTs on Riemann surfaces, *Phys. Rev. D* 98 (2018) 066006 [1806.09196].

[21] H.-C. Kim, S. S. Razamat, C. Vafa and G. Zafrir, Compactifications of ADE conformal matter on a torus, *JHEP* 09 (2018) 110 [1806.07620].

[22] K. Ohmori, Y. Tachikawa and G. Zafrir, Compactifications of 6d $\mathcal{N}=(1,0)$ SCFTs with non-trivial Stiefel-Whitney classes, *JHEP* 04 (2019) 006 [1812.04637].

[23] S. S. Razamat, E. Sabag and G. Zafrir, From 6d flows to 4d flows, *JHEP* 12 (2019) 108 [1907.04870].

[24] J. Chen, B. Haghighat, S. Liu and M. Sperling, 4d $\mathcal{N}=1$ from 6d D-type $\mathcal{N}=(1,0)$, *JHEP* 01 (2020) 152 [1907.00536].

[25] S. Pasquetti, S. S. Razamat, M. Sacchi and G. Zafrir, Rank $Q$ E-string on a torus with flux, *SciPost Phys.* 8 (2020) 014 [1908.03278].

[26] S. S. Razamat and E. Sabag, Sequences of 6d SCFTs on generic Riemann surfaces, *JHEP* 01 (2020) 086 [1910.03603].

[27] S. S. Razamat and E. Sabag, SQCD and pairs of pants, *JHEP* 09 (2020) 028 [2006.03480].

[28] C. Hwang, S. S. Razamat, E. Sabag and M. Sacchi, Rank $Q$ E-String on Spheres with Flux, 2103.09149.

[29] O. J. Ganor, D. R. Morrison and N. Seiberg, Branes, Calabi-Yau spaces, and toroidal compactification of the $N=1$ six-dimensional E(8) theory, *Nucl. Phys. B* 487 (1997) 93 [hep-th/9610251].
[62] J. Kim, S. Kim and K. Lee, “Higgsing towards E-strings,” JHEP 01 (2021) 110 [1510.03128].
[63] J. F. van Diejen, “Integrability of difference Calogero-Moser systems,” J. Math. Phys. 35 (1994) 2983.
[64] S. N. M. Ruijsenaars, “Integrable BC_N analytic difference operators: hidden parameter symmetries and eigenfunctions,” in New trends in integrability and partial solvability, vol. 132 of NATO Sci. Ser. II Math. Phys. Chem., pp. 217–261, Kluwer Acad. Publ., Dordrecht, (2004), DOI.
[65] S. N. M. Ruijsenaars, “Hilbert-Schmidt operators vs. integrable systems of elliptic Calogero-Moser type IV. The relativistic Heun (van Diejen) case,” SIGMA Symmetry Integrability Geom. Methods Appl. 11 (2015) Paper 004, 78.
[66] M. Noumi, S. Ruijsenaars and Y. Yamada, “The elliptic Painlevé Lax equation vs. van Diejen’s 8-coupling elliptic Hamiltonian,” SIGMA Symmetry Integrability Geom. Methods Appl. 16 (2020) Paper No. 063, 16.
[67] J. D. Blum and K. A. Intriligator, “RG fixed points in six-dimensions via branes at orbifold singularities,” Nucl. Phys. B 496 (1997) 177 [hep-th/9702038].
[68] J. A. Intriligator, “New phases of string theory and 6-D RG fixed points via branes at orbifold singularities,” Nucl. Phys. B 506 (1997) 199 [hep-th/9705044].
[69] A. Klemm, P. Mayr and C. Vafa, “BPS states of exceptional noncritical strings,” Nucl. Phys. B Proc. Suppl. 58 (1997) 177 [hep-th/9607139].
[70] A. Bourget, S. Cabrera, J. F. Grimminger, A. Hanany, M. Sperling, A. Zajac et al., “The Higgs mechanism — Hasse diagrams for symplectic singularities,” JHEP 01 (2020) 157 [1908.04245].
[71] H. Hayashi, S.-S. Kim, K. Lee and F. Yagi, “Equivalence of several descriptions for 6d SCFT,” JHEP 01 (2017) 093 [1607.07786].
[72] F. Benini, R. Eager, K. Hori and Y. Tachikawa, “Elliptic genera of two-dimensional N=2 gauge theories with rank-one gauge groups,” Lett. Math. Phys. 104 (2014) 465 [1305.0533].
[73] P. Bourget, S. Cabrera, J. F. Grimminger, A. Hanany, M. Sperling, A. Zajac et al., “The Higgs mechanism — Hasse diagrams for symplectic singularities,” JHEP 01 (2020) 157 [1908.04245].
[74] H. Hayashi, S.-S. Kim, K. Lee and F. Yagi, “Equivalence of several descriptions for 6d SCFT,” JHEP 01 (2017) 093 [1607.07786].
[75] S. A. Karch, “String and gauge theory revisited,” Adv. Theor. Math. Phys. 7 (2003) 419 [hep-th/0211213].
[76] M. Del Zotto and G. Lockhart, “Universal Features of BPS Strings in Six-dimensional SCFTs,” JHEP 08 (2018) 173 [1804.09694].
[77] J. Gu, B. Haghighat, A. Klemm, K. Sun and X. Wang, “Elliptic blowup equations for 6d SCFTs. Part III. E-strings, M-strings and chains,” JHEP 07 (2020) 135 [1911.11724].
[78] A. Hanany and A. Zaffaroni, “Branes and six-dimensional supersymmetric theories,” Nucl. Phys. B 527 (1998) 581 [hep-th/9802168].
[79] I. Brunner and A. Karch, “Branes and six-dimensional fixed points,” Phys. Lett. B 409 (1997) 109 [hep-th/9705022].
[80] A. Hanany and A. Zaffaroni, “Chiral symmetry curve from type IIA branes,” Nucl. Phys. B 509 (1998) 145 [hep-th/9706047].
[81] A. Bourget, S. Cabrera, J. F. Grimminger, A. Hanany, M. Sperling, A. Zajac et al., “The Higgs mechanism — Hasse diagrams for symplectic singularities,” JHEP 01 (2020) 157 [1908.04245].
[90] C. Hwang, J. Kim, S. Kim and J. Park, General instanton counting and 5d SCFT, *JHEP* 07 (2015) 063 [1406.6793].

[91] A. P. Braun, J. Chen, B. Haghighat, M. Sperling and S. Yang, Fibre-base duality of 5d KK theories, 2103.06066.

[92] H. Sakai, Rational surfaces associated with affine root systems and geometry of the Painlevé equations, *Comm. Math. Phys.* 220 (2001) 165.

[93] H. Wang, Weyl invariant E8 Jacobi forms, 1801.08462.

[94] B. Nazzal, A. Nedelin and S. S. Razamat, Minimal (D, D) conformal matter and generalizations of the van Diejen model, 2106.08335.

[95] P. Argyres, O. Chalykh and Y. Lü, Inozemtsev System as Seiberg-Witten Integrable system, *JHEP* 05 (2021) 051 [2101.04505].

[96] M. Aganagic and C. Vafa, Mirror symmetry, D-branes and counting holomorphic discs, hep-th/0012041.

[97] M. Aganagic, A. Klemm and C. Vafa, Disk instantons, mirror symmetry and the duality web, *Z. Naturforsch.* A57 (2002) 1 [hep-th/0105045].