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ABSTRACT

The morphological diversity of galaxies is a relevant probe of galaxy evolution and cosmological structure formation, but the classification of galaxies in large sky surveys is becoming a significant challenge. We use data from the Stripe-82 area observed by the Southern Photometric Local Universe Survey (S-PLUS) in twelve optical bands, and present a catalogue of the morphologies of galaxies brighter than $r = 17$ mag determined both using a novel multi-band morphometric fitting technique and Convolutional Neural Networks (CNNs) for computer vision. Using the CNNs we find that, compared to our baseline results with 3 bands, the performance increases when using 5 broad and 3 narrow bands, but is poorer when using the full 12 band S-PLUS image set. However, the best result is still achieved with just 3 optical bands when using pre-trained network weights from an ImageNet data set. These results demonstrate the importance of using prior knowledge about neural network weights based on training in unrelated, extensive data sets, when available. Our catalogue contains 3274 galaxies in Stripe-82 that are not present in Galaxy Zoo 1 (GZ1), and we also provide our classifications for 4686 galaxies that were considered ambiguous in GZ1. Finally, we present a prospect of a novel way to take advantage of 12 band information for morphological classification using morphometric features, and we release a model that has been pre-trained on several bands that could be adapted for classifications using data from other surveys. The morphological catalogues are publicly available.
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1 INTRODUCTION

Galaxy morphology is the study of the shapes and structural properties of galaxies. Many different classifications of galaxies have been proposed in an attempt to understand the physics behind the differences in galaxy morphologies (e.g. Zwicky 1940; Vaucouleurs 1959; van den Bergh 1998 and references therein). Early galaxy classification schemes already recognized that there are many galaxies (then called nebulae) with spiral arms and others with a smooth, elliptical appearance (e.g. Herschel 1864). Still today, with the wealth of modern galaxy classification schemes and galaxy sub-types known (e.g. Borne et al. 1999), the dominant
classes for luminous galaxies remain the Spiral (Sp) and Elliptical (ETG) morphologies.

Morphological differences often reflect the presence of different stellar populations (Sánchez et al. 2007) and stellar kinematics (Edelean 1969; Wang et al. 2020), which is connected to the stellar masses and environments of the galaxies (Calvi et al. 2012; Crosett et al. 2014; Sarkar & Pandey 2020; Wu 2020). For example, Sp galaxies have disks, implying rotational support, and star formation tends to occur along the spiral arms. They usually have access to a reservoir of gas to maintain their star-formation activity. In contrast, ETG galaxies are pressure-supported systems and have much smoother surface brightness profiles (though the amount of rotational support increases from E4 onwards believed to be the result of mainly minor mergers (e.g. Kormendy et al. 2009; Naab et al. 2009; Forbes et al. 2011; Bernardi et al. 2019). As a global rule, massive galaxies evolved faster than less massive ones, but this effect is less pronounced when morphology is taken into account (Camps-Fariña et al. 2020; Peng et al. 2010; Bamford et al. 2009).

Morphology is thus a key evolutionary factor that allows us to understand galaxy evolution throughout cosmic time (e.g. Shao et al. 2015; Van Den Bergh 2001; Kraljic 2014; Buttrago et al. 2013).

Sky surveys in three or more bands have become widespread in the last decades, revolutionizing the fields of large scale structure and galaxy evolution. With the advent of the Sloan Digital Sky Survey (SDSS; York et al. 2000), studies that previously typically involved just hundreds to thousands of objects are now based on hundreds of thousands or even millions of objects. With the exploration of these large volumes of data at once also comes the need for massive automatically determined parameters and classifications. The methods used to perform galaxy classifications are quite diverse, and include human classifications by specialists (Nair & Abraham 2010; Ann et al. 2015) or citizen scientists (Lintott et al. 2008; Lintott et al. 2011; Willett et al. 2013; Simmons et al. 2017), and numerical algorithms to determine the main morphological parameters of galaxies (Spiekermann 1992; Storrie-Lombardi et al. 1992; Walmsley et al. 2020). Nevertheless, all these methods share the common problem that the image quality decreases as galaxies become fainter or more distant, which may compromise the classifications depending on the resolution and sensitivity of the observations (e.g. Pović et al. 2015). Although image resolution and quality are fundamental features to infer morphology, novel techniques and methods based on Principal Component Analysis (PCA; Kelly & McKay 2004; Wijesinghe et al. 2010) or Machine Learning (ML) have been shown to be powerful tools to improving galaxy classifications (de la Calleja & Fuentes 2004; Yamauchi et al. 2005; Huertas-Company et al. 2008; Banerji et al. 2010; Domínguez Sánchez et al. 2018; Wu et al. 2019; Clarke et al. 2020; Barchi et al. 2020) and, particularly for some state-of-the-art computer vision methods, to potentially mitigate these issues. In the coming years, we expect rapid progress in the use of these latter techniques, as required by the enormous volumes of data expected from, e.g., the Legacy Survey of Space and Time (LSST; Tyson 2002; Axelrod 2006) performed by the Vera C. Rubin Observatory and sky surveys with the Nancy Grace Roman Space Telescope (Gehrels & and 2015). The volume of data involved makes it unfeasible to perform galaxy morphology using citizen science efforts only. For instance, Walmsley et al. (2021) performed a hybrid approach, trying to combine both citizen science and ML.

ML is an excellent tool for analysing astronomical data given its power of extracting useful information from complex and varied data sets and assist in decision-making processes. Besides its use in the aforementioned classification of the morphologies of galaxies, ML has also been used successfully to detect, e.g., gravitational lenses and interacting galaxies and to classify quasars (Freeman et al. 2013; Shamir et al. 2013; Bom et al. 2015, 2017; Ostrovski et al. 2017; Ma et al. 2019; Metcalf et al. 2019; Knabel et al. 2020).

In the last decade, a subfield of ML known as Deep Learning (DL) has emerged as the main technique for computer vision applications, including classification, facial recognition (Lu et al. 2017), speech detection and characterization (Abdel-Hamid et al. 2014; Vecchiotti et al. 2018), object segmentation, music classification (Choi et al. 2017), and medical prognostics and diagnostics (Li et al. 2018; Hannun et al. 2019). DL techniques have thus proven useful to a wide range of multidisciplinary fields, including astronomy.

DL is particularly useful for the development of models that can process complex and minimally reduced (or even raw) data from different sources and extract relevant features that can then be effectively linked to other properties of interest. In particular, Deep Neural Networks (DNNs) are high-performance data-driven models that typically exceed humans in classification tasks (Metcalf et al. 2019). In astronomy, a number of recent works have demonstrated that DNNs can be used to identify morphological features in raw images with minimal intervention from humans (Glazebrook et al. 2017; Farias et al. 2020; Hausen & Robertson 2020; Lanusse et al. 2018; Cheng et al. 2019; Jacobs et al. 2019; Petrillo et al. 2019a,b; Metcalf et al. 2019; Madireddy et al. 2019; Barchi et al. 2020).

In this paper, we present the morphological classification of galaxies into Sp and ETG using new data from the Southern Photometric Local Universe Survey (S-PLUS; Mendes de Oliveira et al. 2019). The First Data Release (DR1) of S-PLUS covers the Stripe-82 region that was also studied by the citizen science project Galaxy Zoo 1 (thereafter GZ1) using the SDSS data. Our main aim is to test the advantage of using all 12 broad and narrow bands for performing morphological classifications compared to using the standard method based on a small number of just broad bands. We also test the use of state-of-the-art DL architectures for computer vision and evaluate the importance of training using neural network weights optimized in other data sets.

This paper is organized as follows. Section 2 presents the data and the definition of the different samples used in the DL process. Sections 3 and 4 present the DL models and the morphological analysis techniques used in this work, respectively. Section 5 gives the details of the training and validation process and Section 6 presents the results as well as a consistency check of our methods. We show the agreement between our morphologies and the galaxy spectral types obtained from template fitting codes. We also compare our morphologies with the output parameters (e.g., concentration and entropy ) from the 2D decomposition code Mofometykva (Ferrari et al. 2015). Finally, Section 7 presents a summary and discussion of our work followed by concluding remarks.

2 DATA

2.1 S-PLUS

S-PLUS is an optical survey using 12-bands (the so-called Javalambre magnitude system, described in Cenarro et al. 2019) that includes 5 SDSS-like bands and 7 narrow-bands centered on important stellar features (the Balmer jump/[OII], Ca H+K, Hα, G-band, Mg b triplet, Hα, and the Ca triplet). The survey’s depth is r<20 AB mag for the narrow bands and r<21 AB mag for the broad bands.

MNRAS 000, 000–000 (0000)
S-PLUS is performed with the T80-South Brazilian robotic telescope located at Cerro Tololo Interamerican Observatory, equipped with a 9.2k×9.2k e2v detector with 10 μm pixels, resulting in a field-of-view of 2 deg² with a plate scale of 0.55″ pixel⁻¹. The first public data release of S-PLUS (DR1) covers ~ 336 deg² over the Stripe-82.

We have used the full catalogue of the S-PLUS Data Release 1 (DR1) that comprises 3M sources including galaxies, quasars and stars in the Stripe 82 region (more details can be found in Nakazono et al. (2021). The Stripe 82 is an area of sky 2.5 degrees wide by 120 degrees long (-1.25 < Dec < 1.25, 310 < RA < 60) along the celestial equator that has been covered several times by the SDSS survey from 2000 to 2008 (Abazajian et al. 2009). The S-PLUS survey observed the Stripe 82 area, with a slightly larger spatial coverage (-1.5 < Dec < 1.5, 290 < RA < 60). Specifically, we employed two quantities of that catalogue in order to define the galaxy sample: the magnitude in the Petrosian region in r-band (rₚₑᵗᵣₒₙ) and the probability of an object to be a galaxy (prob₉₀₀₀₋₀₀₀). The quantity prob₉₀₀₀₋₀₀₀ is an estimate from a random forest model which was trained in S-PLUS data containing galaxies, quasars and stars. The algorithm uses the 12 magnitudes of S-PLUS, the Kron radius, full width at half maximum (FWHM), the semi-major and semi-minor axes of the object. The random forest library used was from scikit-learn¹. The interval criteria for these two quantities are:

\[ rₚₑᵗᵣₒₙ < 17 \text{ AB mag} \] \[ \text{and} \] \[ \text{prob₉₀₀₀₋₀₀₀} \geq 0.6 \]

Following these selection criteria, image stamps for the selected objects were created in the 12 S-PLUS filters for all the 170 fields in DR1. We kept the same standard stamp size for all images of 256×256 pixels² which corresponds to 140.8 arc-seconds per side. This image size represents a good compromise between the size of the object and the stamp’s dimension, to diminish the noise arising from the background in the fitting procedure and the inclusion of neighbouring galaxies. The stamps, in fits format, directly inputted in the pipeline. Thus, we avoid any loss of information due to format conversion or data compression.

As shown in the top panel of Figure 1, the majority of the galaxies falls into the faint-end of the brightness regime, ensuring that all the visible galaxy light fall within the size. Moreover, the DNN algorithm used in this contribution requires the inputs to have the same size. Figure 2 presents an example of the 12 stamps for an E (top panels) and S (bottom panels) galaxies.

For every image, we also perform a cleaning process in which foreground stars and other objects are removed. We make use of GALEAN (Ferreira et al. 2018; de Albernaz Ferreira & Ferrari 2018), which replaces bright sources with the noise distribution of the background. However, for the DNN method, we still use the original images stamps during training, validation and classification. As in some cases the masked image, resulting from the cleaning process, may contain artifacts (due to the masking procedure) and compromise the performance of the DL analysis. In fact, the DL algorithm may recognise the artefacts as an important element of image-recognition whether the features are quite large compared to the galaxy image, or a similar artefact (as a saturated masked star) is present in several images. Nevertheless, these masks are crucial for the morphometric processing (see Section 4).

¹ https://scikit-learn.org/
² The image cutout tasks can be found in this GitHub repository: https://github.com/lucatelli/splus-tools.

### Figure 1

**Top:** Normalized histogram of the distribution of the r-petrosian magnitudes (rₚₑᵗᵣₒₙ) for the three sub-samples considered in our analysis. Sub-sample I is the train and validation set, which are objects classified between ETG and spirals in GZ1. Sub-sample II is the ambiguous sample and galaxies in it are classified as ‘uncertain’ by GZ1. At last, sub-sample III are objects that are not present in GZ1 and it is our ‘blind’ set which will be used for test. The majority of the galaxies lies in the faint end of the distribution. **Bottom:** Distribution of spectroscopic redshift (Molino et al. 2020) for the galaxies in the three sub-samples.

#### 2.2 Galaxy Zoo I

GZ1 was a citizen-science project that ran from July 2007 until February 2009 and involved hundreds of thousands of volunteers to visually classify SDSS images in the GZ1 platform. It allowed not only the classification of nearly 900,000 objects (Lintott et al. 2008; Lintott et al. 2011), but also the discovery of other classes of objects, as, for example, green peas (Cardamone et al. 2009; Lintott et al. 2008), and supported a number of follow-up studies, such as those on galaxy spins (Land et al. 2008; Slosar & White 2009) and mergers detection (Holmbeck et al. 2016). In this paper, we use the wealth of data provided for galaxy classification by GZ1, to train a new galaxy Sp-ETG classification for S-PLUS objects. GZ1 is carried out using SDSS DR6 (Adelman-McCarthy et al. 2008), and provide a classification of galaxies into elliptical, spirals and mergers classes. The median 5-sigma depth for SDSS standard photometric observations \( r = 22.7 \) (Adelman-McCarthy et al. 2008; Abazajian et al. 2009). As from Mendes de Oliveira et al. (2019) the depth of S-PLUS survey in r band is \( m_{\text{mag}} = 22.88 \). We note that GZ1 is followed by a successor project, GZ2 (Willet et al. 2013), which classifies galaxies images extracted from the SDSS DR7 Legacy sample (Abazajian et al. 2009), and from co-added images of multiple exposures, for the Stripe82 area. GZ2 measures more detailed morphological features than GZ1, such as the presence of bars, spiral arms etc. Moreover, Jiang et al. (2014) release co-added images of the Sloan Digital Sky Survey (SDSS) Stripe 82, reaching a 5σ depth of roughly 23.9, 25.1, 24.6, 24.1.
and 22.8 AB magnitudes in the five bands, respectively. We leave the exploration of the subtle features that are present in GZ2, comparing with deepest data sets as the co-added SDSS data Jiang et al. (2014), for a future contribution. We selected only galaxies with known spectroscopy (from SDSS DR7), for which the so-called debiased classification (Bamford et al. 2009) from GZ1 is available (Lintott et al. 2011)\(^3\). Note that morphological classification is available for all galaxies, with and without spectroscopic redshift determination in Table 3 of Lintott et al. (2011).

In fact, a classification bias is present in GZ1 (Bamford et al. 2009; Lintott et al. 2011), due (i) to the sample selection (magnitude limits and the small volume at low redshift) and (ii) to signal-to-noise ratio and resolution effects. GZ1 provides four main classes: ‘Sp’, ‘ETG’, ‘don’t know’ and ‘merger’. The classification scheme assumes that galaxies that present spiral arms or are edge-on are classified as Sp while the remaining are considered ETG galaxies. Faint and small objects, though, tend to be classified as early-type galaxies, since spiral features are hard to be identified in such cases.

Bamford et al. (2009) developed a method to debias the classifications for galaxies of known luminosities, sizes and distances, by assuming that their morphological fraction does not vary with the survey depth in bins of galaxy parameter space (i.e. bins of redshift, luminosity and size). To avoid problems due to the low volume at low redshift, the first redshift bin, for which the debiasing technique is applied, starts at \( z \geq 0.03 \). The morphological classification used as a reference in this paper is the one published in Table 2 of the GZ1 data release, which provides a debiased likelihood of an object being a spiral or an elliptical galaxy, with a morphology flag, using a binary scheme (0=false,1=true). Details on such classification can be found in Section 4 of Lintott et al. (2011). The DL optimization loss procedure used in this work expects mutually exclusive classes and, it is better constrained to a 1/0 entry (Chollet 2018). Early tests presented a high numerical instability when probabilities were used. Thus, we chose for this paper to use the morphology flag instead of the debiased likelihood from Galaxy Zoo.

It is important to note that the classification bias in Galaxy Zoo is hard to disentangle a face-on S0 galaxy from an ETG galaxy or an edge-on S0 galaxy from and edge-on Sp. Bamford et al. (2009) found that the majority of the S0 galaxies fall into the ETG galaxy class, and they suggest that this class is referred to as early-type galaxies. In this work, we will follow this suggestion, leaving to a subsequent S-PLUS paper the challenge of finding bona fide S0 galaxies (Lucatelli et al. in prep.).

2.3 Deep Learning Sample Definitions

In this work, we use the debiased Sp and ETG GZ1 samples matched with S-PLUS DR1 as a training and validation set (sub-sample I); objects that are present in GZ1 and result unclassified due to the choice of using the morphology flag\(^4\) and matches S-PLUS DR1, constitute the ambiguous set (sub-sample II); and S-PLUS galaxies with no counterparts in the GZ1 sample are our blind set (sub-sample III). In Figure 1, we show the histogram of the distribution of \( r_{\text{petro}} \) and \( r_{\text{spec}} \) for each sub-sample. More details about these three sub-samples are given below and are also summarized in Table 1.

2.3.1 Training and Validation Set - I

This sub-sample comprises all objects classified by the GZ1 project as ‘Sp’ or ‘ETG’ in Stripe-82 (in total, 4232 objects). We use these objects to train, validate and test the deep learning network. The distribution in magnitudes of this galaxy sub-set is indicated by the blue line histogram of Figure 1 (top panel).

2.3.2 Ambiguous Set - II

Nearly 52% of the galaxies (4686 objects) in our S-PLUS DR1 sample are classified as ambiguous. It is worth noticing that in the distribution of the \( r \) band magnitude, as shown by the green line histogram in Figure 1, the galaxies are in average fainter than in the other two sub-sets (I and III). Consequently, it is harder to identify the presence of spiral arms, as pointed out by Bamford et al. (2009) and Lintott et al. (2011).

\(^3\) Data obtained from https://data.galaxyzoo.org/, Table 2, for reference.

\(^4\) The morphology flag is obtained by applying an 80 per cent threshold on the probability for a galaxy to be in a particular category. Such choice results in 60 per cent of galaxies being unclassified and 3 per cent misclassified. We refer to Figure 5 in Lintott et al. (2011) for a clear visualization of the effect of using different probability thresholds.
Table 1. Sample Description. In our sample the data are separated into three groups as indicated below.

| Name | Number of objects | Description |
|------|-------------------|-------------|
| I    | 4232              | Sp and ETG galaxies matched with GZ1 in S-PLUS DR1 after magnitude cut |
| II   | 4686              | Ambiguous galaxies matched with GZ1 in S-PLUS DR1 |
| III  | 3274              | Remaining unclassified galaxies in S-PLUS DR1 |

2.3.3 Blind Set - III

The third sub-sample (III) represents the S-PLUS data that does not have a counterpart in the GZ1 catalogue. For example, galaxies without spectroscopic redshift determinations, galaxies falling outside the SDSS Stripe82 area, galaxies with \( z \leq 0.03 \) and objects that did not reach the minimum number of votes needed for being classified in GZ1, would compose this sub-sample. The final number of objects in this set represents \( \sim 26\% \) (3274 objects) of the total galaxy sample. We also refer to this sample as unclassified. Since this group is ‘uncertain’ (i.e. it has \( \sim 40\% \) probability of being a star), we made a visual cleaning on the image stamps. We also checked the quality flag QF from Morfometryka (Ferrari et al. 2015; see Section 4.1) in order to remove possible non-galaxy objects. In conclusion, only 14% have QF \( \neq 0 \), which might be caused by, for example, ‘non-galaxy’ objects, foreground stars close to the galaxy, or errors during the Sérsic fit (see Ferrari et al. (2015) for more details about QF). Such objects, as well as the objects identified as ‘non-galaxy’ during the visual cleaning, have been excluded from this sub-sample, rendering it low contaminated by outliers. Note that this sub-sample’s redshift distribution is shifted toward lower redshifts with respect to the other two sub-samples (see Figure 1, lower panel). As explained in Section 2.2, only galaxies with \( z \geq 0.03 \) have been included in GZ1.

3 DEEP CONVOLUTIONAL NEURAL NETWORKS

3.1 Convolutional Neural Networks for Image Classification

Convolutional Neural Network (CNN) algorithms are a class of DNN techniques that makes use of a particular type of layers named convolutional layers. These layers were inspired in how animals visual cortex perceive patterns (Hubel & Wiesel 1962; LeCun et al. 2015). They consist of kernels, i.e. filters typically represented by matrices, convolved with the data as they flow through the DL model. The DNNS for pattern recognition in images are commonly based on several stacked convolutional layers among with dimensionality reduction layers (or pooling layers) and regularization layers (e.g., dropouts or batch normalizations, see Goodfellow et al. 2016; Chollet 2018). The trained kernels act as filters specialized in the identification of a specific pattern in the data. Those layers are later connected to traditional fully connected neural network layers that take into account the particular features from the previous layers and outputs the predicted class based on a softmax function (Goodfellow et al. 2016). This function returns a vector with the probabilities of the respective potential classes.

LeCun et al. (1998) introduced the first widely recognized successful application of these convolutional layers for image identification of handwritten digits. Since then, CNNs have become the primary technique on this field, and its several based architectures won the main computer vision community competitions (see, e.g. Russakovsky et al. 2015; Krizhevsky et al. 2012), making use of several different CNN based models such as VGG (Simonyan & Zisserman 2014), ResNet (He et al. 2016) and Inception models (Szegedy et al. 2015, 2016).

Many patterns of interest in astrophysics can be visually assessed. This spurred the use of CNNs in the field, as the aforementioned examples of pioneering galaxy morphological classification in Section 1. One of their major successful visual pattern recognition applications in astrophysical data was the search of Strong Lensing systems. This task has been widely explored both in simulated and real data (see, e.g. Bom et al. 2017; Jacobs et al. 2017; Lanusse et al. 2018; Petrillo et al. 2019a,b; Cai et al. 2020) and they also have their own computer vision challenges (Metcalf et al. 2019; Metcalf 2021), which were both won by CNN-based architectures. It is worth noticing that the model with the best performance in the latest Strong Lensing Challenge its a variation of a family of CNN models known as EfficientNet (Tan & Le 2019) that represents the state-of-the-art in one of the most knowledgeable datasets in computer vision: the ImageNet (Deng et al. 2009). We make use of this kind of model in this contribution as our base model for addressing the morphological classification task.

3.2 EfficientNet Models

EfficientNets are a family CNN based models that were scaled and optimized considering a computational resource constrain and accuracy. In its original paper Tan & Le (2019) proposes to start with a model similar to a mobile CNN (Howard et al. 2017). A multi-objective neural architecture search (Tan et al. 2019) is performed into this initial model to optimize both accuracy and Floating-point Operations Per Second (hereafter FLOPs). The resulting model is the base model known as B0. This approach, known as Auto Machine Learning (henceforth AutoML), tests several Neural Network hyperparameters combinations to optimize the Machine Learning model, and it is fully described in the previous references. After the B0 model is defined, Tan & Le (2019) proposed a set of scaling relations to define the width of the layers, i.e. how many kernel units in a layer, the depth, the convolutional blocks and layers and also the resolution of input images. Therefore, constraining the space of DNN hyperparameters to be explored in the optimization processes. The intuition for these quantities is that if deeper networks are more prone to learn complex features, on the other hand, they are also more likely to find the problem known as vanishing gradients, i.e., the derivative of the loss with respect to network weights approaches 0, and the training process is no longer able to minimise the loss function. Also, wider networks and high-resolution inputs are expected to learn fine-grained features (Zagoruyko & Komodakis 2016; Howard et al. 2017). In this case, the trade-off is that if one defines an excessively wide network, it becomes harder to learn the complex features. It is worth mentioning that deeper networks are also expected to saturate in accuracy (He et al. 2016), thus going deeper might result in unnecessary computational time and other convergence issues.
These scaling relations can be defined as follows:

\[
d = a^d \\
width: w = \beta^w \\
resolution: r = \gamma^r.
\]

\(\phi\) is an integer named compound coefficient. The coefficients \(\alpha, \beta, \) and \(\gamma\) are optimized by a small grid search in the base model, i.e. with fixed \(\phi = 1\). The number of FLOPS scales with \(d \cdot w^2 \cdot r^2\) or, in terms of Equation 1, with \((\alpha \cdot \beta^2 \cdot \gamma^2)^2\). Thus, to constrain the FLOPs to \(2^p\), the coefficients \(\alpha, \beta, \) and \(\gamma\) are subject to the following constraints:

\[
\alpha \cdot \beta^2 \cdot \gamma^2 = 2 \\
\alpha \geq 1, \beta \geq 1, \gamma \geq 1.
\]

Under this procedure, one may define a family of EfficientNets from the base model \(B0\) to any \(BN\) where \(\phi = N\). It is worth noticing that scaling up an already optimised CNN is a process orders of magnitude less computationally intensive than a fully neural architecture search. This might become prohibitive for many available computer facilities if one has a fixed computation time budget since the number of parameters is of the order of millions or dozen of millions.

For the Morphological Assessment of galaxies, we made use of the EfficientNet \(B2\) model architecture proposed in the original \(Tan \& Le\) (2019) paper. This network architecture was applied to the identification of Strong Lensing (Metcalf 2021) winning the II Tan & Le (2019) paper. This network architecture was applied to the parameters such as learning rates. The EfficientNet models are among other features (for a review see Conselice 2014) a family of EfficientNets from the base model \(B0\) to any \(BN\) where \(\phi = N\). It is worth noticing that scaling up an already optimised CNN is a process orders of magnitude less computationally intensive than a fully neural architecture search. This might become prohibitive for many available computer facilities if one has a fixed computation time budget since the number of parameters is of the order of millions or dozen of millions.

For the Morphological Assessment of galaxies, we made use of the EfficientNet \(B2\) model architecture proposed in the original \(Tan \& Le\) (2019) paper. This network architecture was applied to the identification of Strong Lensing (Metcalf 2021) winning the II Strong Lensing Classification Challenge. The \(B2\) was compared with other EfficientNet models (\(B0\) – \(B7\)) using their baseline input set of \(g, r, \) and \(i\) bands for morphological classification. The results were similar in terms of accuracy except for the networks with higher numbers of parameters which are the ones more prone to overfit. The \(B2\) model was adapted for our problem: the top layer was modified to output the probability of being a Sp or an ETG galaxy. Another significant change was the use of recent state-of-the-art adaptive learning rate optimiser named Rectified Adam (RADAM Liu et al. 2019). The authors of RADAM have shown empirically that the rectification term applied in the conventional ADAM (Kingma & Ba 2015) optimiser leads to a faster, more stable optimisation which is less sensitive to the choice of hyperparameters such as learning rates. The EfficientNet models are among the highest-ranked in terms of performance for image classification tasks, given an informative (in terms of variety) and sufficiently large structured image dataset as presented by \(Tan \& Le\) (2019), outperforming many of the aforementioned computer vision data challenge winners.

4 GALAXY MORPHOMETRY

Alongside the CNN approach (Section 3), in this work we performed an additional analysis to recover the morphometric parameters for the three sub-samples and compare their distribution. Such comparison is a consistency check of the CNN classification, since we are able to evaluate whether the same behaviour of the parameters, recovered using Morphometryka (hereafter MFMFTK, see Ferrari et al. 2015) in the training and validation set, is present in the ambiguous and blind sample. Moreover, galaxies of different morphologies present different values of morphometric parameters (Conselice 2014) such as concentration and entropy. Thus, the calculation of the distribution of such parameters for the ETG and Sp galaxies classified by the CNN can link the galaxy morphology from computer vision to its structure and physical properties from morphometry. MFMFTK and the main morphometric parameters used for this analysis are described in the following sections, while results of this analysis are presented in 6.4.

4.1 MORPHOMETRYKA

The morphometric processing is performed using MFMFTK (Ferrari et al. 2015), and it includes photometric (geometric and Sérsic parameters) and morphometric measurements. Typical ones among non-parametric quantities are the concentration \(C\), asymmetry \(A\), smoothness \(S\), Gini \(G\), second-order moment \(M_{20}\), spirality \(\sigma_{文艺}\), and entropy \(H\), which constitutes the CASGM-\(\sigma_{文艺}\)H system. These quantities evaluate global and internal properties of galaxy images, such as how asymmetric they are, how concentrated or homogenous the light distribution is, the existence or not of spiral arms, among other features (for a review see Conselice 2014).

All measurements obtained by MFMFTK are computed in an automated way from the image and its PSF as inputs. For the analysis and comparison of morphometric parameters, we select the concentration and entropy measurements, since they are more stable in relation to image resolution and signal-to-noise ratio (Ferrari et al. 2015; de Albernaz Ferreira & Ferrari 2018). A more general study of all morphometric and photometric parameters recovered with MFMFTK is left to another dedicated work, where a more detailed analysis will be conducted using Machine Learning techniques (Lucatelli et. al, in prep).

4.2 Concentration and Entropy

Concentration \((C)\) (Kent 1985; Bershady et al. 2000) is widely used to quantify how the brightness is distributed within a galaxy. \(C\) is defined as the ratio between two percentile radii of the galaxy. One example is the \(C\) index defined considering the radii that contains 80% and 20% of the total luminosity; in that case, \(C \approx R_{80}/R_{20}\). In MFMFTK, there are different \(C\) definitions:

\[
C_1 = \log_{10} \left( \frac{R_{80}}{R_{20}} \right), \quad C_2 = \log_{10} \left( \frac{R_{60}}{R_{90}} \right).
\]

Generally, ETG galaxies, compact galaxies and classical bulges display higher \(C\) values than Sp, disk-like galaxies or pseudo-bulges.

Complementary to \(C\), the entropy \((H)\) of a galaxy image (Ferrari et al. 2015) quantifies how the light is distributed in the image. The entropy adopted by MFMFTK is based on Shannon entropy,

\[
H = - \frac{1}{\ln K} \sum_{k=1}^{K} p(I_k) \log[p(I_k)], \quad H_{\text{max}} = \log K,
\]

where \(I_k\) is the intensity value associated with each \(k\) bin of the intensity distribution of an image and \(p(I_k)\) is the relative frequency of occurrence of \(I_k\) of this distribution. An image with a homogeneous distribution of intensity values will display higher \(H\) values than an unequal distribution (Bishop 2007). In this sense, ETG galaxies may present a lower \(H\) in relation to Sp galaxies.
5 TRAINING AND VALIDATION

5.1 Preprocessing

The images were normalized, this is a useful practice for neural network training convergence (Goodfellow et al. 2016). A simple image contrast adjustment was performed saturating the bottom 1% and the top 1% of all pixel values. We randomly inspect the images to check for quality or issues. In Section 7.2 we present some panels containing image examples. In the unlabeled sample, we also had to define a slightly different saturation level as this sample has more galaxies in the faint end and some close to saturated stars. For training purposes, we made use of data augmentation techniques. This procedure is known to increase DNN performance (see, e.g., Chollet 2018). The augmented sample was not used in the validation samples or any network quality metrics, only to enhance the training. To define the augmented sample, we use 180 degree rotation, horizontal flip and vertical flip.

5.2 Imbalanced data treatment

The train/validation dataset is obtained by cross-matching the S-PLUS catalogue with the debiased morphological catalogue of GZ1, as explained in Section 2.2. It contains 71% of Sp galaxies and 29% ETGs, reflecting the early-type to spirals ratio at $z \approx 0.03$ of the GZ1 datasets. In fact, such ratio is taken as a baseline estimate in the process of debiasing, which assumes that this fraction does not evolve with redshift for bins of fixed luminosity and size (see Appendix A of Bamford et al. 2009 for a detailed explanation of the debiasing technique).

We present the distribution of both classes in Figure 3. Due to the data imbalance between the two classes we apply a standard procedure\(^5\) to weight each class. We define the weights of a certain class $\alpha$ as:

$$w_\alpha = \frac{N}{mN_\alpha}, \quad (5)$$

where $N$ is the number of objects in the training set, $N_\alpha$ is the number of objects in the class $\alpha$ and $m$ is the number of classes. The weights are applied in the objective function, so each class has the same impact in the optimization process. Therefore, the procedure prevents the model to bias towards the class with more samples and loose generalization capacity. This is particularly important in problems where one class has orders of magnitude more samples than the other (Sun et al. 2009).

\(^5\) see, e.g., https://www.tensorflow.org/tutorials/structured_data/imbalanced_data

5.3 Training

We used the dataset I in Table 1 described in the previous sections, with the true GZ1 for training and validation purposes. We made use of a standard backpropagation procedure to minimize a cost function, also named as loss. This function is defined to be a cross-entropy function:

$$H(p,q) = - \sum_{x \in X} p(x) \log q(x), \quad (6)$$

where $p(x)$ is the galaxy labelled probability of an object pertaining to a certain class (either 0 or 1 in our case) and $q(x)$ is the probability predicted by our DL method. We split the dataset in 5 folds, or subgroups, to perform a cross-validation procedure (Moreno-Torres et al. 2012). Therefore we define 5 different splits into a training set, containing 4 folds, and a validation set, containing 1 fold each containing 80% and 20% of the dataset I, respectively. We define the first fold as validation and the other 4 as the training set for the first set. After the training procedure, we redefine the validation set as the second fold and the others as training. It is worth mentioning that the training subset for each fold is the only one used to update the network’s weights in the backpropagation algorithm (Ruder 2016). To decide which is the best network set of weights, we perform 50 epochs and choose the weights defined in the epoch with lower validation loss. The latter would be the weights, to be given to the network, that better generalize the results for a given validation set, unknown to the network training procedure. The cross-validation method defines one network configuration per training/validation split, which makes possible to evaluate how robust is the training for different sets. Additionally, this method guarantees that each object will be used at least once in the test set. Using the architecture defined in Section 3.2, we set up different models varying the kind of input or the use of preset weights initialization. The models are described in Table 2. The model A makes use of three broad bands $g, r$ and $i$ in a traditional 3 channel scheme for image classification in data science problems (Deng et al. 2009) using a uninformative weights initialization (Glorot & Bengio 2010). To evaluate the effect of pre-trained weights initialization, we define model B using the same 3 broad bands. This model also starts with weights derived from pre-training from Im-

---

Table 2. Short description of the models used.

| Name | Description |
|------|-------------|
| A    | $g, r, i$ bands. No pre-training |
| B    | $g, r, i$ bands, Model pre-trained with ImageNet |
| C    | 5 broad bands, $g, r, i, u, z$. No pre-training |
| D    | 5 broad bands and 3 narrow bands, F515, F660, F861. No pre-training |
| E    | 12 bands: 5 broad bands and 7 narrow bands. No pre-training |

Figure 3. Distribution of galaxy labels in the train/validation sample: i.e. number counts of galaxies classified as ETG or Sp in the unbiased GZ1 data release, present in our galaxy sample from S-PLUS DR1 data release, see Section 2.2.
ageNet dataset. This idea is known as transfer learning (Yosinski et al. 2014). It consists of using a given model (that is, an architecture and its weights) that learned in a given task/data domain, in our case classifying the ImageNet classes, as a base model for another task/data domain. This method relies on the hypothesis that a sufficiently large and well fitted DL model is effective in learning features and some of those features can be shared among tasks like different sets of image classification problems. We let all the weights free to be optimized in our training, which means that we only used the pre-trained weights to initialize the network. The subsequent models do not use the pre-trained initialization since they are defined in a different number of channels than the original ImageNet. Model C makes use of all 5 available broad bands g, r, i, u, and z. Model D is set to use the aforementioned broad bands and also 3 narrow bands with higher signal-to-noise ratio, namely F515, F660 and F861. These bands can retain information of important stellar features, such as Hα, Mgb triplet, and Ca triplet. Yet those emission lines fall into the corresponding filter only till a certain redshift (for example, the Hα line falls into the F660 filter only until $\zeta = 0.015$). Given the redshift distribution of the galaxies in this sample ($\zeta_{\text{max}} = 0.3$, $\zeta_{\text{median}} = 0.05$); see the lower panel of Figure 1), this is not the case for the majority of the targets, and the differential factor for the F515, F660 and F861 images is the higher S/N among the narrow band images (see Figure 2). Finally, model E makes use of all available broad and narrow bands from S-PLUS (a total of 12).

The training plots are presented in Figure 4. The left panel presents the optimisation in the training dataset, and the right panel presents the training performance in the validation dataset. All the models in the training dataset started with loss between $0.6 - 0.7$ and optimized until reach a phase of stability. However, the model with pre-trained ImageNet weights did perform better in terms of median loss in all folds. The baseline model with 3 bands presented a high instability in the training process and did not converge to a minimum in all the folds; thus, it presents a high standard deviation for training loss compared to other models. On the other hand, the models with 5 and 8 bands had a more stable convergence and performed similarly. It is worth noticing that, regarding the validation loss, none of the models present strong overfitting considering their variability in the folds. However, by looking into individual folds, we observed that the models with 5 or more bands tend to overfit after $\approx 40$ epochs. For the following analysis, we use the models at 40 epochs.

It is also worth noticing that all considered configurations, except the pre-trained with ImageNet, optimised the loss function in early epochs. However, the validation loss needed several epochs more to reach a comparable low value indicating that the DNN learned how to generalise for a dataset different from the one used in training (e.g. the validation dataset).

6 RESULTS

6.1 Model Performance

The model performance is evaluated only in the validation sets, i.e. the sets that was not used to optimize the DNN weights during the training. The uncertainty in each metric is derived by the k-folding procedure described in the previous section. We consider as metrics the purity (or precision), completeness (or recall, true positive rate) and false alarm rate (or false positive rate). The precision for the sample of galaxies of a class α is defined as:

$$\text{precision} = \frac{|\{\text{galaxies in } \alpha \} \cap \{\text{galaxies classified as } \alpha \}|}{|\{\text{galaxies classified as } \alpha \}|}. \quad (7)$$

The recall can be defined as:

$$\text{recall} = \frac{|\{\text{galaxies in } \alpha \} \cap \{\text{galaxies classified as } \alpha \}|}{|\{\text{galaxies in } \alpha \}|}. \quad (8)$$

The false alarm rate is:

$$\text{false alarm} = \frac{|\{\text{galaxies not in } \alpha \} \cap \{\text{galaxies classified as } \alpha \}|}{|\{\text{galaxies not in } \alpha \}|}. \quad (9)$$

The purity is the percentage of the elements classified as a given class that pertains to that class. The recall is the percentage of elements classified as a given class that pertains to that class compared to all existing class elements or how complete the sample is. The false alarm rate is how many objects classified as a given class are wrongly classified compared to all elements that do not pertain to that class. As the DNN outputs a number representing each class’s score (ETG or Sp), to obtain a precision and recall it is necessary to define a threshold $t$. If a given probability of a class in our validation dataset is above the threshold ($p > t$) we consider the object as part of this class. To define an optimized threshold and also to assess the performance, we plot the precision and recall and the Receiver Operating Characteristic (ROC, i.e. recall and false alarm rate) curves for any threshold in the range [0, 1]. The Area Under the Curve of the ROC curve (AUC) is an intuitive measurement of classification performance: a perfect classifier would have $\text{AUC} = 1$. In contrast, a random choice in a balanced dataset would have $\text{AUC} = 0.5$. The perfect classifier is the one that approaches the point (0, 1), i.e. 0% false positives for 100% completeness.

It is worth noticing that all models presented here have a high performance in terms of $\text{AUC}$, with median $\text{AUC} > 0.98$. In Figures 5 and 6 we present the ROC for models A to ETG. For ETG galaxies, we noticed that all models, except the one with 12 bands, have similar performance, close to $\text{AUC} = 0.99$ with $\approx 0.01$ sigma. The model pre-trained with ImageNet is more stable in terms of $\text{AUC}$, and this model is the one that gets closer to the perfect point (0, 1). The ROC in the Sp case favours the aforementioned pre-trained model, but also the 5- and 8-band models have a similar performance. We see that the model with 3 bands only has a higher error in $\text{AUC}$ and tends to deviate from the (0, 1) point if compared to the others.

The figures of precision and recall present a more clear picture of the models. We still see that the model with 3 bands only with no pre-training performs worst in the median curve and has a high average precision error compared to others. The 12 band model presents no gain compared to 5 or 8 bands. The models with 5 broad bands and 8 bands have similar results. However, the first has a very stable result on average precision for S galaxies. The most notable difference, except for the aforementioned model, is that the model with 3 bands only seems to be more sensible to the trials between test and validation for ETG galaxies. The 5-band model also gets closer to the perfect-classifier point (0, 1) than the 8-broadband model for ETG galaxies. However, the results show that 8- and 5-band differences are marginal. We present a more detailed picture considering the deviations in the five K-folds for the pre-trained model, the result for our base model with 3 bands only, and the 8-band model in Figure 6.

Considering these results, we define the best threshold to be the one closest to the point (0, 1) in $\text{AUC}$. We present our results for the confusion matrix in Figure 7 using the pre-trained network. This
model consistently presented a high performance with high stability in both ROC and precision-recall curves and required fewer inputs than the other similar model with 8- or 5-bands. The confusion matrix represents the overall performance of true positives, true negatives, false positives and false negatives. Considering all the K-folds, we misclassify $15 \pm 2$ objects in our validation sample, representing less than 2% (and therefore accuracy of 98%) for any object with $r < 17$ AB mag, in all redshift ranges considered.

6.2 Application to ambiguous and Galaxy Zoo unlabelled dataset

We apply our best model, EfficientNetB2-like architecture using pre-trained weights from ImageNet in three bands to the other two samples. In Figure 8 we present a histogram that gives the score distributions for the three datasets: training and validation, ambiguous, and unclassified/blind samples. We emphasize that the distributions are qualitatively similar; the model presents high confidence in the non ETG probability end. The histogram showing the distribution of the scores for the ambiguous sample presents a more smooth dis-
Figure 5. Results for A, C, D and E for the 3-, 5-, 8- and 12-band models, respectively. Model B used pre-trained ImageNet weights initialization with 3 bands. The upper panel presents the Receiver Operating Characteristic curve (ROC) where TPR is the True Positive rate (completeness or recall) and FPR is the false positive rate. The lower panels presents the Precision (purity) and Recall (completeness).

6.3 Testing the S-PLUS ETG-Sp classification: comparison with other morphological classifications

Figure 9 shows the comparison between results from this work with other morphological classification of Stripe-82, based on DL (Domínguez Sánchez et al. 2018; left column) and visual morphological classification (Nair & Abraham 2010; right column). It is worth noticing that Domínguez Sánchez et al. (2018) DL method was trained by using GZ2 classification and Nair & Abraham (2010) classification. In Figure 9, the first row shows the results for the training-validation set, the second row those for the ambiguous set and the last row those for the blind set. In the left column, the histogram showing the distribution of the galaxies classified as ETG has a peak at T-Type = -2.5 and generally the distribution falls below T-Type < 0 for the three cases. Galaxies classified as Sp have a broader distribution which peaks around T-Type =...
Figure 6. Results for A and D with the 3-, 8-band models, respectively. Model B used pre-trained ImageNet weights initialization with 3 bands. The shaded regions represent the standard deviation in the folds. The upper panel presents the Receiver Operating Characteristic curve (ROC) where TPR is the True Positive rate (completeness or recall) and FPR is the false positive rate. The lower panels present the Precision (purity) and Recall (completeness).

4.5 for the training-validation and blind sample. Yet some galaxies classified as Sp have a T-Type lower or around zero, due to the difficulties of discriminating the presence of spiral arms in faint and higher-redshift galaxies, as discussed in Section 2.2. This effect is stronger in the ambiguous class, exemplifying how this group of galaxies, if taken into consideration, would lead to an incorrect Sp-to-ETG galaxy ratio in the local Universe, and were therefore excluded during the debiasing process (Bamford et al. 2009). The right column of Figure 9 shows the histograms comparing the distributions of the ETG-Sp classification of this paper with respect to the T-Type visual classification from Nair & Abraham (2010), for the training-validation set, the blind and the ambiguous sets. Unfortunately, when matching Nair & Abraham (2010) and the catalogue presented in this work, the sub-sample of objects in common is not large ($\geq$ 100 objects). Even so, there is a clear agreement between the two classifications, with the only exception of T-Type = 0 (i.e., the S0 class), which is hard to classify since it is not explicitly considered in the classification procedure of this paper and it will be implemented in Lucatelli et al. (in prep).
6.4 Testing the S-PLUS E-S classification: morphological parameters of the newly classified galaxies

In order to evaluate how the morphometric features would be distributed in the sample, we obtained measurements of $C$ and $H$. We compare these features to what we would expect for Sp and ETG galaxies, given what is already known in the literature. The determinations of these quantities for the sub-samples in Table 1 are compared in Figure 10. This Figure shows the $C_2$-$H$ morphometric diagrams for the three sub-samples (I, II and III), and the plots are colour coded according to the galaxy classification. All left plots refer to measurements only in the r-band and all plots on the right are made taking the mean of $C$ and $H$ in different filters. The top of Figure 10 indicates the distribution of $C$ and $H$ for the training and validation samples, while the middle and bottom of Figure 10 refers to the same analysis but for sub-samples II and III, respectively. In these plots, the ETG and Sp classifications are the results of this work.

We note that, given that the ETG-Sp classification of this paper is trained using GZ1, i.e. visual classification based on the shapes of the objects (with or without spiral arms) and the morphometric parameters also measure the monochromatic light distribution, the plots in Figure 10 turns into a consistency check. The two methods, even if based in different techniques (classifications done by humans vs machines) recover the form of the objects, without taking into consideration the colour or stellar population of the galaxy.

The sub-sample measurements show a clear distinction between classes ETG and Sp, i.e., the centres of each contour lines are well separated. On the other hand, when looking to the ambiguous sub-sample, in the middle of Figure 10, the centres of the two distributions are not well separated. This reflects the fact that these objects are classified as uncertain, as it is clearly seen in the relation between $C$ and $H$. Finally, for sub-sample III, at the bottom of Figure 10, the centre of ETG and Sp distributions are better separated in relation to the sub-sample II, nevertheless, with a larger scatter than the classification from GZ1 (sub-set I at the top).

Subsequently, when considering the same comparisons but using the mean of $C_2$ and $H$ in different filters (instead of using the $r$-band), we have a reduced scatter in the data. Still, the discrimination between ‘ETG’ and ‘Sp’ in sub-sample II is worst than for...
Galaxy morphologies in S-PLUS

Figure 9. Left: Histograms comparing the distribution of the ETG-Sp classification of this paper with respect to the T-Type morphological classification from Domínguez Sánchez et al. (2018), for the training-validation set (top), the ambiguous set (center) and the blind set (bottom). Right: Histograms comparing the distribution of the ETG-Sp classification of this paper with respect to the T-Type visual classification from Nair & Abraham (2010), for the training-validation set (top), the ambiguous set (center) and the blind set (bottom). In general, S0s have $-3 \leq TType < 0$.

Finally, the left and central panels of Figure 11 show the $(g-r)$ and $(u-z)$ normalized colour distributions of the galaxies, colour coded according to the galaxy classification, for the three subsamples (I, II and III). The two galaxy populations, ETG and Sp, present the expected colour bimodality, with classified ETG’s being redder than Sp’s. Yet, there is a region of overlap where blue ETGs and red Sp’s fall, as already pointed out by the works of Bamford et al. (2009); Schawinski et al. (2009); Masters et al. (2010). The third column shows the distribution of the Bayesian spectral type (Tb) parameters, as obtained by Molino et al. (2020). Briefly speaking, to derive a photometric spectral measure (photo-z) from the galaxies’ SED it is necessary to fit, together with the redshift value, the most probable spectral type of the galaxy. The redshift is in fact determined from the shift of the observed SED with respect to galaxy templates used in the fitting routine. In this case, the results are obtained using BPZ (Benítez 2011) and are presented in Molino et al. (2020). The distribution of the Tb parameter shows that when the whole galaxy SED is taken into account, the complexity of the relation between galaxy morphology and the stellar population, already visible in overlap areas the colour distribution of ETG-Sp galaxies, is even more complex: quenching effects, as well as the influence of star formation bursts become detectable using a full SED fitting or some specific narrow bands. This plot also reveals the potential of S-PLUS survey in studying galaxy evolution and formation.

7 DISCUSSION AND CONCLUDING REMARKS

7.1 Summary

In this paper, we use the state-of-the-art of deep learning methods for image classification and present a model for predicting astrophysical features of nearby galaxies in Stripe-82 observed within S-PLUS. Specifically, we recover their morphology, assigning each object a probability of being a Sp or an ETG galaxy, using artificial intelligence. We also evaluate the use of 12 bands presented in S-PLUS. We use different combinations of filters (broad and narrow) to check the effect of the inclusion of narrow bands in the analysis. In fact, morphological classification using DL algorithms has been already implemented in several works (Domínguez Sánchez et al. 2018; Barchi et al. 2020; Tuccillo et al. 2016; Khalifa et al. 2018; Dieleman et al. 2015; Zhu et al. 2019; Dai & Tong 2018; Gupta et al. 2020; Vega-Ferrero et al. 2021). In this work, we investigate the gain/loss of adding narrow-band images to perform the classification. We also evaluate the use of weights extensively trained in other reference computer vision dataset to initialize the DNN. We deliver a new catalogue of galaxies morphologies, including a classification for galaxies considered ambiguous or unclassified in GZ1.
In Figure 13 we present a visual assessment of randomly chosen galaxies in the full catalogue in a certain confidence interval. It is clear that somehow we are biased toward the objects that have a higher number in the sample, i.e. as galaxies in top row: the images are quite shallow. Nevertheless the deep learning algorithm is doing a great job in classifying them as Sp’s or ETG’s: we have more obvious cases with larger and more clearly visible (to the human eye) spiral arms. Yet, since these types of galaxies are less present in the training sample, they get slightly lower values of probability (0.9). When the probability gets lower than 0.7 some cases of confusion are present. It is possible to see in Figure 8 that the number of cases with a prediction lower than 0.7 is scarce (in the case of the ETG galaxies, around 3 galaxies per bin of probability). The catalogue released within this contribution contains the probability of each class and also our classification using the same threshold imposed in the confusion matrix described in Section 6.1.

7.3 The effect of using narrow bands

We compared 5 different models of DL: using 3 broad bands (with and without pre-training), 5 broad bands, 8 bands (5 broad bands and 3 narrow bands) and 12 bands. Note that this is the first time that automated multi-band galaxy classification is applied to more than 4 bands (Vega-Ferrero et al. 2021). Looking at Figure 6, it is possible to see that the best model is the one with 3 bands, pre-trained with the ImageNet, highlighting the importance of pre-training in this type of analysis (note however that for the moment pre-training is possible only for 3 bands as the ImageNet images contain three channels). In fact, when comparing the remaining four cases with no pre-training, it is clear that the 3-band case has the worst performance; as mentioned earlier, it was the only one that did not optimize the training loss in all the folds. Interestingly, the 5- and 8-band models have the highest precision for recall (among the models with no pre-training), suggesting that using all the 12 bands, including some low S/N bluer narrow bands, might increase the confusion in the classification procedure, considering a DNN architecture with the same complexity. Not surprisingly, in the 8-bands model, the three narrow bands used are F515, F660 and F861, which have higher S/N. These findings suggest that this DL method can be efficiently applied to novel broad band surveys, such as LSST, with no much gain to the use of more bands in the current range of magnitudes and redshifts.

Another possibility would be to incorporate the current models in a Neural ordinary differential equations (NODE) approach as in Gupta et al. (2020). In fact, NODE is an efficient way to train a DNN that does not require large data set for training and we may find a gain using more bands, when implementing them in the pre-training.

7.4 Deep Learning performance and the relevance of traditional machine learning algorithms

Deep Learning exceeds human performance in several computer vision problems, including classification of astronomical sources (see, e.g. Metcalf et al. 2019; Metcalf 2021; Russakovsky et al. 2015). In particular, the validation set, not used for training the network weights, reached an accuracy of $\sim 98\pm 1\%$, which leaves little room for improvement or any measurable bias towards magnitude or redshifts in the current sample. In fact, these results are comparable to other works using a similar DNN architecture. For instance, Kalvankar et al. (2020) found 92.58% in accuracy for ETG and Sp...
classification, while Cheng et al. (2020) found 99% in 2,800 DES sample and Farias et al. (2020) found ~98% in a SDSS sample of jpg images. In Kalvankar et al. (2020) an extensive multiclass classification is explored. In such a regime, we found more ambiguity between classes and fewer examples per class. For this fine grained classification, it might be the case where more bands could be more advantageous. With fewer examples per class (sometimes orders of magnitude), this is also a regime where ML with morphological features other than DL, as the ones from MFMTK, could find competitive results. In fact, Figure 12 presents how the morphological features evolve in different bands in the two groups classified by the method presented in this paper. It is noteworthy the median separation between ETG and Sp. The figure presents visual prospect on how the 12 band morphological features could also be exploited for the current binary classification using an algorithm with lower computational complexity, i.e. easily scalable for Big Data regime. We leave this study, including multiclass approach, for a future contribution (Lucatelli et al., in prep.)

7.5 Agreement between Deep Learning classification intuition given in morphological features

The use of DL for imaging recognition extends to way more than astrophysics. Consequently, this method has rapidly advanced and improved in the last years, providing a database for pre-training, ideas and tools that have been largely applied in astronomy, resulting in a wealth of publications (see for example Domínguez Sánchez et al. (2018); Barchi et al. (2020); Tuccillo et al. (2016); Khalifa et al. (2018); Dieleman et al. (2015); Zhu et al. (2019); Dai & Tong (2018)). Barchi et al. (2020) applied ML and DL techniques to the Sloan Digital Sky Survey Data Release 7 (SDSS-DR7), providing a catalogue of 670,560 galaxies. They achieve a 99% accuracy on average when classifying galaxies into two classes (ETG’s and Sp’s). This result compares well with what obtained in this work, somehow not surprisingly (or maybe reassuring) since they make use of the same training and validation set (i.e. GZ1) and of a similar method based on DL. To deeply explore the results of these two methods, we can compare Figure 9 of this work with figures 11 and 12 in Barchi et al. (2020). These figures show which T-Type, as obtained by Domínguez Sánchez et al. (2018) and Nair & Abraham (2010), corresponds to ETG and Sp galaxies respectively. In
Figure 12. Evolution of morphometric measurements in different filters for ETG and Sp galaxies. Each dot represent the median value of the measure (y-axis) for all galaxies in a specific filter (x-axis). Therefore, we are observing how the median value of a given quantity changes globally for all galaxies as a function of filter. The shadowed errors are ±1σ. Top: Measures for concentration $C_1$ in the train and validation set (left), ambiguous set (centre) and blind set (left). Bottom: The same as $C_1$ but for entropy $H$.

theory, ETG and S0 – early-type galaxies – should have a T-Type $\leq 0$, while Sp – late-type galaxies – should present a T-Type $> 0$. On average, both works recover such behaviour, especially when compared with the visual classification of Nair & Abraham (2010) (note that in this work the number statistics in this comparison are lower than in Barchi et al. 2020). Interestingly, when comparing with the automated classification of Domínguez Sánchez et al. (2018), it is clear that in this work the E galaxies class is better defined (i.e. there are almost no galaxies classified as ETG with a T-Type $> 0$). Barchi et al. (2020) obtains a similar result when selecting only galaxies with a low probability of being S0 galaxies (as defined in Domínguez Sánchez et al. (2018)). The novel DL algorithm presented in this work is extremely accurate in identifying ETG galaxies. On the other side, some of the galaxies classified as Sp have a T-Type $\leq 0$ in Domínguez Sánchez et al. (2018), maybe caused by contamination from S0 galaxies. It is hard to compare these results since no code carries the truth, but it is interesting to notice that the main cause of confusion in both the classifications is generally occurring for T-Type $\approx 0$ (i.e., where the S0 class lies). In this work, as in previous works (Bamford et al. 2009; Lintott et al. 2008; Lintott et al. 2011), S0 galaxies are incorporated to the early-type galaxy class together with the ETG galaxies, since both classes of objects do not present spiral arms. Yet, low resolution or faint images of Sp galaxies can be easily misclassified as S0 galaxies and, therefore, as early-type galaxies. A morphological classification that explicitly considers this third group of objects is necessary to overcome this problem (Lucatelli et al in prep).

7.6 Future challenges for Deep Learning morphological classification

Despite the high performance results, there still open challenges for the DL approach in morphological classification. In particular, DNNs are known to find non trivial solutions which might be hard to interpret (Ribeiro et al. 2016; Lundberg & Lee 2017). Thus, it is worth exploring the behaviour of such DNN approach in the survey limits, i.e., in the faint and high redshift end, where humans or measurable morphological features fail, to see if and how the DNN could contribute beyond what one would expect. Other major challenge is to explore the range of small Petrosian radius.

This method will subsequently be applied to the whole S-PLUS survey, providing a morphological classification of galaxies for 8000 deg$^2$ of the southern hemisphere. We are also currently investigating the use of this method to obtain detailed features such as the ones defined in GZ2 such as bulge, spiral arms and bars among others. These features are more challenging not only because they represent a bigger variety, but also because these are non mutually exclusive classes. This case presents an interesting application of the S-PLUS filters as some features can be better constrained in different filters. Combining galaxy morphology with other data products of the S-PLUS survey, such as stellar population properties, as obtained through SED fitting of the 5 broad and 7 narrow bands, as well as environment measures, recovered via the precise photo-z determinations ($\delta z \approx 0.03$), will allow to map the large scale structure of the local Universe and probe the dependence on mass and environment of galaxy evolution. Our results enhance the use of pre-trained weights. Presently, due to ImageNet, we limit the pre-training to the 3-band case. However, as we produced models in multiband datasets, one could use those results in the advantage of pre-trained models for transfer learning using more than three bands in other surveys such LSST (LSST Sci. Collaboration et al. 2009), Euclid (Laureijs et al. 2011), Nancy Grace Roman Space Telescope (Gehrels & and 2015) among others. In particular, the narrow band model could be used as a starting point for narrow band surveys such as J-PAS (Benitez et al. 2014) and J-PLUS (Cenarro et al. 2019). By using the current pre-trained models in those surveys it would be possible to evaluate if pre-training in more bands can achieve a gain in a different range of magnitudes and redshifts. Thus, we release out DL models along with our catalogue as a value-added product for the astronomical community.
Figure 13. From top to bottom: Example of galaxies images as classified in this work, for decreasing values (from 1 to 0.5) of probability of being spiral (first and second columns) and elliptical galaxies (third and fourth column).
DATA AVAILABILITY

We make the morphological catalogues developed and some extra comparison panels publicly available in https://github.com/cdebom/splus_morph. The trained Deep Learning models are also public and can be downloaded in https://doi.org/10.5281/zenodo.4891060.
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APPENDIX A: NOTES ON THE AMBIGUOUS SAMPLE

The debiased classification published in Table 2 of the GZ1 data release provides a debiased likelihood of a galaxy being a spiral or an elliptical and a morphology flag Lintott et al. (2011), using a binary classification (0=false,1=true) that represents a final catalogue of ETG and S0 likelihood. The deep learning technique described in this contribution used the morphology flag instead of the debiased likelihood from Galaxy Zoo. We discussed this choice in Section 2.2. While all galaxies in Table 2 of GZ1 data release have a debiased likelihood of being elliptical or spiral galaxies, they might have a flag zero in both elliptical and spiral morphology, see Bamford et al. (2009); Lintott et al. (2011) for more details. Nevertheless, we can compare the probability of being a spiral or a lenticular galaxy obtained in this work using a DL method with the debiased likelihood provided in Lintott et al. (2011), as shown in Figure A1.

The debiased likelihood of the ambiguous set presents a smooth distribution. It is worth noticing that the threshold cut of 0.8 presented in (Bamford et al. 2009; Lintott et al. 2011) is not equivalent to the flag type used in this work, which includes objects with probability higher than 0.8 of being either S0 or E according to GZ1, resulting in a morphology flag equal to 0 in both classes. On the other side, the result of the DL method (the blue histogram

7 For further information we also refer to the data release notes in https://data.galaxyzoo.org/
Figure A1. Distribution of probabilities (scores) for galaxies to be ETG or Sp provided by the Neural Network (blue) in comparison with the debiased likelihood from GZ1 (red).

in Figure A2) shows a clear bimodality and a net classification between elliptical and spiral galaxies. To check if the Deep Learning method is overconfident, we inspected by eye all the galaxies belonging to the sub-sample II, comparing them with the deepest Legacy Survey (Dey et al. 2019; Zou et al. 2017) data. We present an example of such a comparison in Figure A2.

It is interesting to see that, in general, galaxies classified as spiral by the DL method present clear spiral arms in the Legacy data, even if these arms are barely visible in S-PLUS images. Note that the depth of the S-PLUS survey is slightly higher than the standard SDSS depth, which characterises GZ1 galaxies. On the other side, some galaxies classified as ETGs by the DL method present hints of spiral arms in the Legacy data. Clearly, the S-PLUS imaging only detects the central part of the galaxy light, where the bulge is dominant, revealing the limitations due to the data.

Figure A2. Example of color images showing ETG galaxies (left panels) and a Sp galaxy (right panels) for S-PLUS and Legacy Survey.