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We develop a microscopic theory to analyze the phase behavior and compute correlation functions of dense assemblies of soft repulsive particles both at finite temperature, as in colloidal materials, and at vanishing temperature, a situation relevant for granular materials and emulsions. We use a mean-field statistical mechanical approach which combines elements of liquid state theory to derive equations to obtain quantitative predictions for the location of phase boundaries, macroscopic thermodynamic properties and microstructure of the system. We focus in particular on the derivation of scaling properties emerging in the vicinity of the jamming transition occurring at large density and zero temperature. The new predictions we obtain for pair correlation functions near contact are tested using computer simulations. Our work also clarifies the conceptual nature of the jamming transition, and its relation to the phenomenon of the glass transition observed in atomic liquids.
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I. INTRODUCTION

A. From atoms to balls

It is common practice in physics textbook to represent various states of matter by replacing atomic or molecular arrangements by assemblies of spherical balls. The analogy goes much deeper, since simple theoretical models of spherical, repulsive particles are known to display phase transitions between states of matter that are actually observed in atomic systems. About 50 years ago, Bernal [1, 2] proposed a theory of the liquid state based on the intuition that dense liquids have a structure similar to dense assemblies of macroscopic grains, and performed with coworkers experiments to analyze the microstructure of steel ball bearings. Since Bernal’s insightful work, a large number of detailed experiments and numerical simulations have been made to characterize the structure of dense assemblies of spherical particles, both for hard particles relevant for granular materials [3] and for soft particles relevant for emulsions and foams [4].

However, while the structure of dense atomic liquids is by now well understood using the framework of statistical mechanics [5], the problem of sphere packing proved much more difficult to solve [6, 7]. Indeed, there are two major obstacles to be faced when approaching this problem. First, sphere packings are inherently nonequilibrium systems where thermal fluctuations play no role. This has for instance led researchers to extend concepts of statistical mechanics to specifically address athermal packings implementing ideas first put forward in particular by Edwards [8–11]. A second major difficulty is that one must deal with both fluid and solid disordered states of matter, which are poorly understood subjects even for atomic systems driven by thermal fluctuations. In particular, while dense liquids are appropriately described by liquid state theory, viscous liquids and amorphous materials are still the focus of intense research [12]. Following Bernal’s insight, it was suggested that the fluid to solid transition observed in athermal systems shares similarities with the glass transition of supercooled molecular fluids [13]. Since its publication, the “jamming phase diagram” has struck lively debates and a large literature seeking in particular to understand similarities and differences in parallel studies of both thermal and athermal amorphous media [14].

In this work, we are interested in describing theoretically fluid and solid disordered states of matter observed in dense assemblies of spherical repulsive particles both for finite temperatures relevant for colloidal materials, and in the athermal limit relevant for emulsions and foams. Unlike Bernal, we now have at our disposal theories for the liquid state, but this is not sufficient [15, 16]. Liquid state theory is essentially based on perturbation theory extrapolating from the gas state, and for this reason it inherently fails to describe the phase transitions to low temperature and high density solid phases of matter. However, the liquid-crystal transition is conveniently described by density functional theory, where one starts from an approximated form for the free energy as functional of the local density profile and looks for a transition between uniform and periodically modulated minima of this functional. Early studies of the glass transition [17, 18] used density functional theory and looked for amorphous density profiles that minimize the free energy. Theoretical developments in the field of spin glasses [19–21] suggested similarities between supercooled liquids and a class of mean-field spin glass models which can be extensively analyzed theoretically [22, 23]. These works gave birth to the so-called Random First
Order Transition (RFOT) theory [21], which is currently one of the most consistent theories of the glass transition [12, 24–26]. Along with these conceptual developments, RFOT theory has been turned into a quantitative computational scheme in a series of pioneering works by Monasson [27], Franz, Mézard and Parisi [28–31]. These works can schematically be seen as an extension of the tools developed in liquid state theory to study systems near the glass transition and the properties of amorphous solids, but they remain “mean-field” in nature in the sense that the glassy phase is assumed to be of the same nature as the one obtained from various mean-field perspectives [12]. We wish to emphasize, however, that “mean-field” has a very specific meaning in the context of glass theories. Although the theory we shall develop is a mean-field theory, it remains fully microscopic in nature (we start from the interaction between the particles), and it is able to capture many-body correlations between particles giving rise to a complex free energy landscape, which is crucial to accurately predict both the phase diagram of the system and correlation functions. In particular, we are able to provide a theoretical description of the distinct nature of both glass and jamming transitions.

Our goal is thus to apply concepts and tools from RFOT theory to analyze the glassy and jammed phases of systems of soft repulsive particles, thus contributing to better understanding amorphous, athermal states of matter [14, 32]. In previous work, Parisi and Zamponi (PZ) extended the scheme devised by Mézard and Parisi (MP) to treat systems of hard spheres [33]. The result is a RFOT theory of the glass transition and jamming of hard spheres; this theory is expected to be correct in the limit of large space dimension [33] for a modified model where particles are randomly displaced over the box [34] (both limits being of a mean-field nature), and gives quantitatively correct results in three dimensions [33]. In a similar spirit, Mari et al. devised a model of hard spheres with diluted interactions [35] where “mean-field” replica calculations become exact, although the solution remains quite involved [36]. We wish to unify the approaches of MP and PZ to describe simultaneously the critical properties on both sides of the jamming transition occurring in athermal materials, and in its vicinity at finite temperatures. The theory that we develop in this work is, in our opinion, the equivalent, for the jamming transition, of a Landau mean-field theory for second order phase transition.

### B. Glass and jamming transitions in harmonic spheres

A model system that can interpolate between finite temperature glasses and hard spheres is the model of harmonic spheres. An assembly of $N$ spherical particles of diameter $\sigma$ is enclosed in a volume $V$ in three spatial dimensions, interacting with a soft harmonic repulsion of finite range:

$$\phi(r) = \epsilon(1 - r/\sigma)^2 \theta(\sigma - r), \quad (1)$$

where $r \geq 0$ is the interparticle distance, $\theta(r)$ is the Heaviside step function and $\epsilon$ controls the strength of the repulsion. The model (1), originally proposed to describe wet foams [37], has become a paradigm in numerical studies of the $T = 0$ jamming transition [32, 38]. It has also been studied at finite temperatures [39–41], and finds experimental realizations in emulsions, soft colloids and grains [42]. The model has the two needed control parameters to explore the jamming phase diagram: the temperature $T$ (expressed in units of $\epsilon$), and the fraction of the volume occupied by the particles in the absence of overlap, the volume fraction $\varphi = \pi N\sigma^3/(6V)$. We now set $\sigma$ and $\epsilon$ to unity.

Over the last decade, a large number of numerical observations was reported for this model [14, 32]. A jamming transition is observed at $T = 0$ at some critical volume fraction $\varphi_j$, the density above which the packings carry a finite density of particle overlaps. This transition is pictorially represented in Fig. 1. Numerically, the zero-temperature energy density, $\epsilon_{\text{tot}}$, and pressure, $P$, are found to increase continuously from zero above $\varphi_j$ as power laws [38]. The pair correlation function of the density fluctuations [5], $g(r)$, develops singularities near $\varphi_j$ [43, 44], which are smoothed by thermal excitations [41]. In particular, $g(1) = \infty$ at $\varphi_j$ and $T = 0$. This behavior implies that the density of contacts between particles, $z$, jumps discontinuously from 0 to a finite value, $z_j$, at $\varphi_j$, and increases further algebraically above $\varphi_j$ [32, 38]. Thus, the jamming transition appears as a phase transition taking place in the absence of thermal motion, with a very peculiar critical behavior and physical consequences observable experimentally in a large number of materials. Note however that in the unjammed state below $\varphi_j$, the specific configurations sampled by the system might depend on the details of the preparation protocol. In the absence of fluctuations for instance [45, 46], the contact number is not vanishing even below the jamming point, because particles remain
in contact and the left cartoon in Fig. 1 is not a faithful representation.

As discussed in detail by Krzakala and Kurchan [47], the jamming transition is very similar in nature to the so-called SAT-UNSAT transition of random constraint satisfaction problems [48, 49]. These are problems where a large set of constraints has to be simultaneously satisfied. Upon increasing the density of constraints per variable, a phase transition is found, from a phase where the problem is typically solvable (SAT) to a phase where it is typically not (UNSAT). In the present context, the constraints are the non-overlapping conditions between spheres, and the control parameter is the density. At \( \varphi_1 \), the system goes from a phase where the non-overlap conditions can be satisfied to a phase where they cannot. In the context of random constraint satisfaction problems, it is very useful to introduce a soft version of the constraints, study the problem at finite temperature \( T \), and finally take the \( T \to 0 \) limit [50–52]. The reason is that introducing a temperature allows to use powerful statistical mechanics tools, that can be used in a context where they are not a priori relevant [47].

To address the purely geometrical packing problem of soft spheres, we then suggest to study first the statistical mechanics of the model defined by Eq. (1) at finite temperatures, before taking the \( T \to 0 \) limit where jamming occurs. Based on the analogy with constraint satisfaction problems, we have in mind the schematic phase diagram reported in Fig. 2, see in particular the result for Potts glasses in [52], and see also [53]. In this picture, that we will derive in the following, the liquid undergoes a glass transition at some temperature \( T_K(\varphi) \). The line \( T_K(\varphi) \) vanishes at a volume fraction \( \varphi_K \) which corresponds also to the ideal glass transition for hard spheres [33]. The point \( \varphi_K \) is not the jamming transition: indeed, the ground state energy and pressure remain zero across \( \varphi_K \). Above \( \varphi_K \), the system enters at zero temperature a hard sphere glassy state. In this state, particles vibrate near well-defined (but random) positions, and the system is not yet jammed [33]. Jamming happens when the glass reaches its close packing density, which we shall call “glass close packing” (GCP) [33]. We identify the jamming transition with \( \varphi_{\text{GCP}} \).

In Fig. 2 the density interval \((\varphi_K, \varphi_{\text{GCP}})\) is simply the amorphous analog of the interval \( \varphi \in [0.54, 0.74] \) for ordered states of hard spheres where a compressible crystalline structure exists at thermal equilibrium.

The main theoretical difficulty in the study of the jamming transition at \( \varphi_{\text{GCP}} \) is that it happens deep inside the glass phase. Therefore, we need to develop first an accurate theoretical description of the glass phase. As discussed in detail in Ref. [16], previous theories of the glass phase fail (see Fig. 2). The MP approach holds only at high enough temperature or density, where a simple harmonic approximation for vibrations in the glass holds. The PZ approach holds only in the hard sphere region, \( T = 0 \) and \( \varphi < \varphi_{\text{GCP}} \). The central theoretical achievement that we report in this paper is an approximation scheme that can naturally interpolate between those of MP and PZ and is correct in the entire vicinity of the jamming transition, thus allowing us to fully explore the phase diagram of Fig. 2, and in particular the region of low temperature, \( T < T_K(\varphi) \) and \( \varphi \sim \varphi_{\text{GCP}} \). We obtain theoretically from a first principle calculation a large number of the observed behaviors of harmonic spheres, and predict new results for the correlation functions of this system around the jamming transition. A short report of our results has been published in Ref. [54].

C. Discussion

Our approach is very different from, but complementary to, recent theoretical works on jamming.

The aim of our work is to show, directly from the Hamiltonian, that the jamming transition exists, and determine from first principles its location and properties. Other approaches assume the existence of jammed states and try to obtain geometrical informations on them [10, 55]. A particularly interesting approach is to develop a scaling picture of the jamming transition by showing that the transition is characterized by a diverging correlation length [56–58]. This approach allows to obtain a very detailed description of the jamming transition [59], that explains the anomalous scalings in shear [38, 60] and transport [61] properties of amorphous jammed packings.

Moreover, our method is crucially based on equilibrium statistical mechanics. In the glassy phase, on approaching \( T_K(\varphi) \) and below it, the equilibrium Gibbs distribution of the system is the superposition of many distinct ergodic components, each representing a differ-
ent glassy state; each of these "basins" (see Appendix A for a more detailed discussion) is visited, in our theory, according to its equilibrium weight. On the contrary, most of the numerical works on jamming focus on specific dynamic protocols, that often are athermal and therefore always out of equilibrium. It has been shown that these protocols sample jammed states with highly non-uniform probabilities [46, 62]. Even thermal protocols (see e.g. [43]) inevitably fall out of equilibrium before $T_K(\varphi)$ is reached, and therefore produce jammed packings with probabilities that are strongly different from the equilibrium ones [33, 47]. Still, a crucial observation is that the critical properties around the (protocol dependent) jamming density $\varphi_j$ are largely independent of the protocol, and therefore of the probability with which jammed states are visited. This observation suggests that the critical properties are shared by almost all jammed states, and therefore an equilibrium sampling of these states can appropriately describe these properties, as we showed in this work. Of course, some care will have to be taken when comparing with some specific protocols, in which no fluctuations are present at all (neither thermal, nor mechanical) [45, 46]. In those cases, as we already mentioned, the contact number is not vanishing even below the jamming point. Once these effects are taken into account, we believe that the generic picture we discuss in the following also applies to these protocols.

Finally, it is worth mentioning that if compression rates are small, partial crystallization takes place and the system can jam at any packing fraction between $\varphi_{GCP}$ and the close packing density corresponding to the most dense crystal [63–65]. In our theory, crystallization is not included by construction, as we will explain in the following, therefore this effect is absent. Extending this study to take into account partial crystallization would be interesting but probably very hard.

The outline of the paper is the following. In Sec. II, we present the approximation scheme developed earlier, and describe our own approximation specifically developed to study harmonic spheres. In Secs. III, IV and V respectively, we present results concerning the glass transition, the jamming transition and the correlation functions. In Sec. VI we compare the theoretical results with numerical data. We discuss and conclude the article in Sec. VII.

II. THE METHOD

A. The complexity

In mean-field models of glasses, upon decreasing temperature, a number $\mathcal{N}$ of metastable states, that scales as the exponential of $N$, appears [23]. The dynamics of the glass is slowed down considerably: once the glass has fallen into one of these metastable states, the barrier it has to cross in order to jump to another metastable state is proportional to $N$, due to the mean-field nature of the models. In mean-field theory there are two distinct transitions upon lowering the temperature towards the glass state [23]: at a first transition $T_d$, the metastable states appear, giving rise to a finite complexity $\Sigma = N^{-1} \log \mathcal{N}$, which is the entropic contribution due to the exponential number of metastable states. Below this temperature, the dynamics of the system is arrested: this temperature is indeed identified with the dynamical transition predicted by Mode-Coupling Theory [20, 23]. At a lower temperature $T_K$, the complexity vanishes, and the number of metastable states is sub-exponential; this has been identified with the Kauzmann entropy crisis transition [66]. Therefore at the mean-field level the complexity is finite between $T_d$ and $T_K$. Although we will not discuss this physics in the rest of the paper, it is worth noting at this point that RFO theory predicts that in a three (or finite) dimensional system the complexity is finite only locally. This is because the system gains entropy by accessing many different states; this creates an entropic driving force that allows the system to maintain its ergodicity by visiting all its metastable states. A nucleation theory of supercooled liquids has been developed based on these ideas [24–26], which predicts that the transition at $T_d$ is avoided in finite dimension through activated events, and the dynamics is arrested only at $T_K$. These ideas have been initially proposed on a phenomenological basis [24–26] but are now starting to be confirmed by renormalization group computations in simple models [67, 68]. While nucleation processes are surely important to describe activated dynamics below $T_d$, one expects that the local structural properties will not be affected by them and therefore mean-field theory should provide precise predictions as long as static and local observables are concerned. For this reason, in this work we follow Mézard and Parisi [28, 30] and directly apply the mean-field concepts described above to three dimensional glass-formers, neglecting activation.

Let us denote by $\mathcal{C}$ the microscopic configuration of the system. The starting point of the discussion is the assumption that in the glassy region, phase space can be partitioned in pure states, indexed by $\alpha = 1, \ldots, \mathcal{N}$, in such a way that a given configuration $\mathcal{C}$ belongs to one state $\alpha$. A practical implementation of this construction, which has been studied recently in Ref. [69], is discussed in Appendix A. Under this decomposition, the partition function can be written as:

$$Z = \sum_{\mathcal{C}} e^{-\beta E(\mathcal{C})} = \sum_{\alpha=1}^{\mathcal{N}} \sum_{\mathcal{C} \in \alpha} e^{-\beta E(\mathcal{C})}. \quad (2)$$

We define an effective free-energy of a pure state $f_\alpha$ by $f_\alpha = -\frac{1}{\beta N} \ln \left( \sum_{\mathcal{C} \in \alpha} e^{-\beta E(\mathcal{C})} \right)$, and the complexity $\Sigma$ as the logarithm of the number $\mathcal{N}(f)$ of pure states at a given free-energy $f$: $\Sigma(f) = \frac{1}{N} \log \mathcal{N}(f)$. We assume that, as in exactly solvable mean-field models [23], the complexity $\Sigma(f)$ is non-zero in a finite interval $[f_{\text{min}}, f_{\text{max}}]$ of free energy, and it vanishes linearly.
at $f_{\text{min}}$. We find:

$$Z = \int df N(f) e^{-\beta H} = \int df e^{-N\beta(f-T\Sigma(f))}. \quad (3)$$

It is convenient for the following of the paper to consider, instead of the total free energy $F = -T N^{-1} \log Z$, a "free entropy" $S = N^{-1} \log Z = -\beta F$: the advantage is that this quantity has a finite limit for $T \to 0$, which is the entropy of hard spheres. Saddle-point evaluation at thermodynamic limit gives an expression for the free entropy:

$$S(T, \varphi) \equiv \frac{1}{N} \ln Z = \Sigma(f^*(T, \varphi)) - \beta f^*(T, \varphi), \quad (4)$$

$$\frac{\partial \Sigma}{\partial f}(f^*(T, \varphi)) = \frac{1}{T}. \quad (5)$$

The glass transition is reached at the Kauzmann temperature $T_K(\varphi)$, when the complexity vanishes:

$$\Sigma(f^*(T_K(\varphi), \varphi)) = \Sigma(f_{\text{min}}) = 0. \quad (6)$$

When $T < T_K(\varphi)$, the system has the free energy $f_{\text{min}}(T, \varphi)$ and the complexity sticks to zero. Therefore, detecting the glass transition and calculating the free energy of the glass phase amounts to finding a way to compute the complexity as a function of the free energy.

A schematic plot of $T_K(\varphi)$ for harmonic spheres is reported in Fig. 2. Although our approach does not allow for a reliable calculation of $T_K(\varphi)$, we expect that the latter will be slightly bigger than $T_K(\varphi)$ and follow a similar trend, as it can be shown in mean-field lattice models (see e.g. Fig.2 in Ref. [70]).

### B. Replicating the system

The need to replicate the system in order to compute the thermodynamics of the glass originates from the difficulty in defining an order parameter for the glass transition. Indeed, below $T_K$ the system freezes in an amorphous density profile which is structurally very similar to a typical liquid configuration, therefore distinguishing the liquid and the glass by means of some observable related to structure (like a correlation function) is extremely difficult. Edwards and Anderson proposed a way out of this difficulty by introducing an order parameter defined as [22]

$$q_{\text{EA}} = \frac{1}{V} \int d^3x \langle \delta \rho(x) \rangle^2, \quad (7)$$

where $\langle \delta \rho(x) \rangle = \langle \rho(x) \rangle - \rho$ is the thermodynamic average of the fluctuation of the local density $\rho(x)$ with respect to its spatial average $\rho = N/V$. This order parameter is clearly zero in the liquid phase while it is non-zero in a frozen amorphous phase. The problem is that its computation is not easy since one has to compute the local density and average its square. A solution is to introduce two identical copies of the system and compute

$$q_{\text{EA}} = \frac{1}{V} \int d^3x \langle \delta \rho_1(x) \rangle \langle \delta \rho_2(x) \rangle. \quad (8)$$

The problem is that if the two replicas are independent, they will freeze in completely different profiles, and $q_{\text{EA}}$ will be zero since the integrand will have random signs. To avoid this problem, we must couple the two replicas via a small interaction, and then compute $q_{\text{EA}}$ by sending first $N \to \infty$ and then switching off the interaction. In a liquid phase, since ergodicity is maintained, the copy will eventually decorrelate from the original, and the order parameter will go to zero. In an ergodicity-broken phase, the copy will stay trapped near the original and the order parameter will go to a finite value. This prescription allows one to detect the glass transition but does not give any information on the free-energy of the glass and thus the glass phase itself.

Monasson [27] showed that replicas can provide a simple way to compute the complexity. He introduced an arbitrary number of replicas $m$, and assumed that a small coupling between each pair of replicas is present, in such a way that all replicas are constrained to be in the same metastable state. Since the number of metastable states does not change, the complexity is unaffected by this procedure. The partition function $Z_m$ of this replicated liquid then reads:

$$Z_m = \int df e^{-N\beta(mf - T\Sigma(f))}. \quad (9)$$

The number $m$ of replicas is eventually taken to be non-integer, creating an additional $m$ dependence of the free-energy and complexity of the glass. Equations (4) and (5) become now:

$$S(m; T, \varphi) = \Sigma(f^*(m; T, \varphi)) - m \beta f^*(m; T, \varphi), \quad (10)$$

$$\frac{\partial \Sigma}{\partial f}(f^*(m; T, \varphi)) = \frac{m}{T}. \quad (11)$$

This $m$-dependence of the free entropy allows one to compute the complexity as follows. We can determine $\Sigma$ and $f^*$ as functions of $m$ at fixed $(\varphi, T)$ using

$$\Sigma = -m \frac{\partial (S/m)}{\partial m}, \quad f^* = -T \frac{\partial \Sigma}{\partial m}. \quad (12)$$

Then one can eliminate parametrically the dependence on $m$ and in this way reconstruct the full curve $\Sigma(f)$. We showed in the previous section that for $T < T_K$ the free energy of the glass is equal to $f_{\text{min}}(T)$, the point where $\Sigma(f) = 0$. Therefore, to compute $f_{\text{min}}(T)$, we must impose that $\Sigma(f) = \langle S/m \rangle_{f_{\text{min}}} = 0$, which is equivalent to finding the minimum of $S/m$ with respect to $m$. Let us call $m^*(T, \varphi)$ the point where $S/m$ assumes its minimum.
Since $\Sigma = 0$ at the minimum, using Eq. (10), we get
$S(m^*; T, \varphi) = -m^* \beta f_{\min}(T, \varphi)$ which implies that:
\[
S_{\text{glass}}(T, \varphi) = -\beta f_{\text{glass}}(T, \varphi) = -\beta f_{\min}(T, \varphi)
\]
\[
S(m^*; T, \varphi) = \frac{S(m; T, \varphi)}{m} = \min_m \frac{S(m; T, \varphi)}{m}.
\] (13)
Now we see that, in order to compute the thermodynamics of the ideal glass, one must be able to calculate the free entropy of a replicated liquid. In the following, we will present several approximations schemes that we applied and adapted, when necessary, for harmonic spheres.

C. Effective potential approximation

Computing the free-energy and complexity of the glass amounts to computing the free entropy of a $m$-times replicated liquid. One can use a replicated version of standard liquid theory approximations such as the replicated Hyper-Netted-Chain (HNC) approximation [28, 29], but these kind of approximations usually break down deep in the glass phase. For a discussion of the reasons for the failure of replicated HNC, see Ref. [33]. One can also follow Refs. [30, 31] and start at high density, and perform cage expansions: at high densities the copies stay close to the originals, forming molecules of size $A$. One can then expand the replicated free entropy with respect to this parameter $A$. However, to be able to explicitly compute the various integrals appearing in the computation, one traditionally has to suppose that the attraction between copies is harmonic, an assumption which breaks down for hard spheres, as discussed in [33]. To treat correctly the replicated hard sphere system, Parisi and Zamponi [33] developed an effective potential approximation, which in the end amounts to performing an expansion in powers of $\sqrt{A}$ instead of $A$. We explain in the following the extension of the effective potential approximation to finite temperature harmonic spheres. By construction, we will see that we are bound to recover both high density MP results and zero temperature FZ results in a unified treatment.

The starting point of all these approaches is the assumption that (due to the explicit coupling between replicas) the replicated system is composed of molecules made of $m$ atoms, each belonging to a different replica. Making use of standard theory of molecular liquids, one can express the free energy as a functional of the single molecule density and the interaction potential, see [33] for details. In order to make the computation tractable, one then makes a Gaussian ansatz for the probability distribution function of the positions $\mathbf{x}$ of the replicas within a molecule [31, 33]:
\[
\rho(\mathbf{x}_1 \cdots \mathbf{x}_m) = \int d^3 x \prod_{a=1}^m \frac{1}{(2\pi A)^{3/2}} e^{-[(\mathbf{x}_a - \mathbf{x}_a^0)^2]}.
\] (14)
We can now integrate out all replicas except one. The effective interaction between particles in replica 1, $\phi_{\text{eff}}$, is obtained by averaging the full interaction over the probability distribution of the two molecules:
\[
e^{-\beta \phi_{\text{eff}}(\mathbf{x}_1 - \mathbf{y}_1)} = e^{-\beta \phi(\mathbf{x}_1 - \mathbf{y}_1)} \mathbf{\langle} \prod_{a=2}^m e^{-\beta \phi(\mathbf{x}_a - \mathbf{y}_a)} \mathbf{\rangle}_{\mathbf{\hat{x}}_1, \mathbf{\hat{y}}_1}
\]
\[
= \int d^3 x_2 \cdots d^3 x_m d^3 y_2 \cdots d^3 y_m \times \rho(\mathbf{x}_1 \cdots \mathbf{x}_m) \rho(\mathbf{y}_1 \cdots \mathbf{y}_m) \prod_{a=1}^m e^{-\beta \phi(\mathbf{x}_a - \mathbf{y}_a)}.
\] (15)
We get after some simple manipulation:
\[
e^{-\beta \phi_{\text{eff}}(r)} = e^{-\beta \phi(r)} \mathbf{\int} d^3 r' \gamma_{2A}(r') q(A; T; r - r')^{m-1},
\] (16)
where $\gamma_{2A}$ is a normalized and centered Gaussian of variance $2A$ and $q(A; T; r) = \mathbf{\int} d^3 r' \gamma_{2A}(r') e^{-\beta \phi(r - r')}$ is a function that can be explicitly computed for our harmonic potential and is given in Eq. (B2) of Appendix B1. This calculation is schematically represented in Fig. 3.

We can rewrite this result using bipolar coordinates:
\[
e^{-\beta \phi_{\text{eff}}(r)} = e^{-\beta \phi(r)} \frac{1}{r \sqrt{4\pi A}} \times \int_0^\infty du \left[ e^{-\frac{(r-u)^2}{4A}} - e^{-\frac{(r+u)^2}{4A}} \right] q(A; T; u)^{m-1}.
\] (17)

The integration of replicas $2 \cdots m$ induces also three-body (and more generally many-body) interactions on
replica 1; if we neglect these, and just keep the two-body effective potential, we obtain that the free entropy of the replicated liquid is the sum of an harmonic part $S_h(m, A)$ plus the free energy of a liquid interacting via the effective potential: $S = S_h + S_{liq}[\phi_{eff}]$ [33]. Furthermore, we define

$$Q(r) = e^{-\beta(\phi_{eff}(r)-m\phi(r))} - 1$$

$$e^{-\beta \phi_{eff}(r)} = e^{-\beta m\phi(r)}(1 + Q(r)) ;$$

we note that $Q(r)$ is equal to zero when $A = 0$, therefore for small $A$ we suppose that $Q(r)$ is a small perturbation, and we make use of equilibrium liquid perturbation theory. We finally obtain for the replicated free entropy $S(m, A; T; \varphi) = \frac{N}{\varphi} \log Z_m$:

$$S(m, A; T; \varphi) = S_h(m, A) + S_{liq}(T/m, \varphi)$$

$$+ \frac{3\varphi}{\pi} \int d^3r g_{liq}(T/m; \varphi; r) Q(r), \quad (19)$$

$$S_h(m, A) = \frac{3}{2}(m - 1) \ln(2\pi A) + \frac{3}{2}(m - 1 + \ln m), \quad (20)$$

where $S_{liq}(T/m, \varphi) = N^{-1} \log Z_{liq}$ is the free entropy of the liquid, $g_{liq}(T; \varphi; r)$ its correlation function (to be computed at temperature $T/m$).

Equation (19) allows for a full calculation of the replicated free entropy, and gives back both the MP small cage expansion in powers of $A$ at high density, and the PZ expansion in powers of $\sqrt{A}$ at zero temperature. Details about this can be found in the Appendix B 2 and C. The main theoretical goal of the paper is now achieved [54]: we obtained a set of equations that allow us to make a connection between zero temperature hard spheres and finite temperature harmonic spheres. Note that the molecular liquid is assumed to be in a liquid state, therefore crystallization is excluded a priori from the theory [33].

D. Low temperature approximation

Our purpose in interpolating between zero and finite temperature was to be able to probe the vicinity of the jamming point in the $(\varphi, T)$ phase diagram, thus we are interested mainly in the low temperature behaviour of the glass. We can exploit this by making an approximation that will allow us to push the analytical calculation much further. Defining the cavity distribution function $g(T, \varphi; r) = e^{-\beta(\phi)(T, \varphi; r)}$, we make the approximation of taking the cavity function of the liquid as a constant and equal to its $T = 0, r = 1$ value, which we call $y_{liq}^{HS}(\varphi)$.

As $T$ goes to zero, we see that the exponential factor converges towards a step function around $r = 1$, so that in all integrals that are cut at $r = 1$ by the pair potential, we can safely evaluate $y$ at its $r = 1$ value. Expanding $g$ in powers of $T$, it is easy to convince oneself that the temperature dependence leads to subdominant contributions in the integrals. Thus we suppose:

$$g_{liq}(T/m, \varphi; r) \sim e^{-\beta m\phi(r)} y_{liq}^{HS}(\varphi). \quad (21)$$

Plugging this approximation into Eq. (19), we get (the details of the computation are in Appendix B 3):

$$S(m, A; T; \varphi) = S_h(m, A) + S_{liq}(T/m, \varphi)$$

$$+ 4\varphi y_{liq}^{HS}(\varphi) G(m, A; T), \quad (22)$$

$$G(m, A; T) = 3 \int_0^\infty dr \rho^2 q(A, T; r)^m - e^{-3m\phi(r)}, \quad (23)$$

where $S_{liq}(T/m, \varphi)$ is the free entropy of the non-replicated liquid, evaluated at an effective temperature $T/m$. These are the finite-temperature version of the replicated free energy of hard-spheres obtained in Ref. [33].

Many technical aspects presented in the following already appear in [33], apart from the existence of a new control parameter, the temperature. The average cage radius $A^*(m; T, \varphi)$ is obtained by maximization of $S$ against $A$. We find an implicit equation for $A^*(m; T, \varphi)$:

$$J(m, A^*(m; T, \varphi); T) = \frac{9}{4\pi\rho y_{liq}^{HS}(\varphi)}, \quad (24)$$

$$J(m, A; T) = \frac{A}{1-m} \frac{\partial G(A, m; T)}{\partial A} \quad (25)$$

$$= \frac{m A}{1-m} \int_0^\infty dr \rho^2 q(A, T; r)^m - \frac{\partial q(A, T; r)}{\partial A}. \quad (26)$$

E. Liquid theory

The last quantities that we need to compute are the free energy $S_{liq}$ and the pair correlation function $g_{liq}(r)$ of the liquid. Given the pair correlation function, which represents the probability of finding a particle at distance $r$ from a particle fixed at the origin, we can express the internal energy $U$ as:

$$U(T, \varphi) = 12\varphi \int_0^\infty dr \rho^2 g(T, \varphi; r) \phi(r). \quad (26)$$

Plugging the low temperature approximation Eq. (21) for the liquid into this, we obtain:

$$U_{liq}(T, \varphi) \sim 12\varphi y_{liq}^{HS}(\varphi) \int_0^1 dr \rho^2 (1 - r)^2 e^{-\beta(1-r)^2} . \quad (27)$$

We are interested in computing the free entropy $S_{liq}$ of the liquid, which is related to the liquid free-energy $F_{liq}$ by $S_{liq}(T, \varphi) = -\beta F_{liq}(T, \varphi)$. The free entropy has a finite limit for hard spheres $T \to 0$, thus allowing to make the connection between hard spheres and soft spheres at finite temperature. Making use of the standard identity
\[ U(T) = \frac{\partial (F/T)}{\partial (T/T)} \], we can derive the low temperature approximation for the free entropy of the liquid:

\[
S_{\text{eq}}(T, \varphi) = S_{\text{eq}}^{HS}(\varphi) + 0 \varphi^{\text{HS}}(\varphi) \times \left[ \frac{\sqrt{\pi}}{2} \sqrt{T} (2 + T) \exp \left( \frac{1}{2T} \right) + T \left( e^{-1/T} - 2 \right) \right], \tag{28}
\]

where \( g_{\text{eq}}^{HS}(\varphi) \) and \( S_{\text{eq}}^{HS}(\varphi) \) are short-hand notations for \( g_{\text{eq}}^{HS}(T = 0, \varphi; r = 1) \) and \( S_{\text{eq}}^{HS}(T = 0, \varphi) \).

At this level of approximation, it is clear that the only input that is needed from liquid theory is the equation of state of the hard sphere liquid. From any given equation of state one can easily deduce the hard sphere free energy \( S_{\text{eq}}^{HS} \) and cavity function \( g_{\text{eq}}^{HS} \). The most reasonable choice would be to use the phenomenological Carnahan-Starling (CS) equation of state, as in [33], that provides the best fit to the hard sphere pressure.

In this paper we use instead the Hyper-Netted Chain (HNC) approximation: the HNC equations are non-linear integro-differential equations that require a numerical solution. Although HNC is known to be less accurate for the hard sphere system, using HNC allows us to also compare the present directly our results to the ones obtained from the MP approach valid at large density and finite temperatures. The procedure for solving these equations is described in full details in [71]. The HNC approximation overestimates \( g_{\text{eq}}^{HS} \) by 20\% in the relevant range of volume fraction \( \varphi \sim 0.64 \). This has the effect of reducing the glass transition density obtained from the theory, from the value \( \varphi_K = 0.62 \) obtained from CS [33] to \( \varphi_K = 0.58 \) obtained with HNC. Therefore the reader should keep in mind that the glass densities reported in the following are lower than the correct ones. In any case, here we are more interested in the low-temperature scaling in the glass phase than to the actual value of the glass transition density. We also checked that the scaling results are insensitive to the precise choice of the equation of state of the hard sphere liquid.

III. THERMODYNAMICS OF THE GLASS

A. Complexity and phase diagram

As discussed above, the glass transition is signalled by the point where the saddle point in Eq. (3) reaches the minimum \( f_{\text{min}} \) at which the complexity \( \Sigma(f) \) vanishes. In the replica formalism, the equilibrium complexity \( \Sigma(f^*) \) in Eq. (6) corresponds to the complexity in Eq. (12) evaluated at \( m = 1 \). We call this quantity the “equilibrium” complexity of the liquid \( \Sigma_{\text{eq}}(T, \varphi) \). The latter is easily computed by expanding the equations around \( m = 1 \):

\[
\Sigma_{\text{eq}}(T, \varphi) = S_{\text{eq}}^{HS}(T, \varphi) - \frac{3}{2} \ln(2\pi A^*(m = 1; T, \varphi) - 3 - 12\varphi g_{\text{eq}}^{HS}(\varphi) H(m = 1, A^*(m = 1; T, \varphi); T), \tag{29}
\]

\[
H(m, A; T) = \frac{1}{m} \frac{\partial G(m, A; T)}{\partial m} = \frac{1}{m} \int_0^{\infty} dr r^2 q(A, T; r)^m \ln q(A, T; r) - \frac{\beta}{m} \int_0^{\infty} \rho^2(r) e^{-m\beta\rho(r)}, \tag{30}
\]

We see that the only unknown in the previous equation is the optimal cage radius \( A^* \). It is computed with Eq. (24) evaluated at \( m = 1 \).

Since our computation makes connection with the hard spheres calculation of PZ, we expect to retrieve all their results in the \( T = 0 \) limit for \( \varphi < \varphi_{GC} \). Thus for \( \varphi \) smaller than \( \varphi_K \) (the Kauzmann transition of hard spheres), the system should be in a liquid phase, and thus its complexity should not vanish, and converge to the hard sphere complexity \( \Sigma_{\text{eq}}^{HS}(\varphi) \) found by PZ. In practice, since PZ performed a \( \sqrt{A} \) expansion, whereas we did not, our numerical values for \( \varphi_K \) and \( \Sigma_{\text{eq}}^{HS}(\varphi) \) could differ slightly. Nevertheless, \( A \) is typically found between \( 10^{-3} \) and \( 10^{-6} \), so that the difference is indeed very small. For example \( \varphi_K \) calculated by PZ differs from our value by less than \( 6 \cdot 10^{-3} \).

For \( \varphi \gtrsim \varphi_K \), the complexity vanishes at a temperature \( T_K(\varphi) \), called the Kauzmann temperature, that increases with the density. These results are summarized in Fig. 4, where we show the complexity as a function of temperature for several volume fractions around \( \varphi_K \). In the inset we show the zero temperature limit of the complexity \( \Sigma_{\text{eq}}^{HS} \) as a function of the density, that vanishes at \( \varphi_K \).
FIG. 6: (Color online) A thermodynamic Angell plot of \( \Sigma_{\text{eq}}/\Sigma_{\text{eq}} \), with \( \Sigma_{\text{eq}} = 1 \) as a definition of the glass transition, plotted against \( T_g/T \), for different volume fractions. The thermodynamic fragility is predicted to increase rapidly with volume fraction, in agreement with numerical simulations [39].

librium complexity \( \Sigma_{\text{eq}} \). In that case the Adam-Gibbs relation yields:

\[
\tau(T, \varphi) = A \exp \left( \frac{c}{T\Sigma_{\text{eq}}(T, \varphi)} \right),
\]

where \( c \) is a constant. We can push the correspondence between complexity and relaxation time a bit further, and use it to extract informations on the fragility of the glass. The fragility of a glass quantifies how different the relaxation processes are from usual Arrhenius relaxation processes, and can be observed by representing the logarithm of the relaxation time against the inverse temperature. A linear curve is then the signature of an Arrhenius relaxation, while steeper curves indicate a greater fragility, i.e., a faster increase of the relaxation time.

In Refs. [39, 40], Berthier and Witten showed that, for harmonic spheres, compressing the system leads to a significant increase of the fragility. Using our results for the complexity, we are able to check qualitatively whether replica theory can reproduce this feature. Indeed, thanks to Eq. (31), the fragility can be extracted equivalently from the relaxation time or from the complexity. Since the fragility is usually evaluated at the conventionally defined laboratory glass transition, we arbitrarily define the glass transition temperature \( T_g(\varphi) \) as the temperature at which the equilibrium complexity is equal to one, \( \Sigma(T_g(\varphi), \varphi) = 1 \), which is a typical value of the configurational entropy at the glass transition in most numerical simulations and experiments (its precise value is immaterial for our purposes). Using these values of \( T_g \) and \( \Sigma_{\text{eq}} = 1 \), we can construct an Angell plot for the complexity following Ref. [75]. In Fig. 6 we show the inverse of the complexity, linked to the logarithm of the relaxation time by Eq. (31), plotted against \( T_g/T \), for several densities. The fragility is the slope of the curves in \( T_g/T = 1 \) [75]. One can clearly see that increasing

B. Relaxation time and glass fragility

The calculation of the liquid complexity, apart from signalling the glass transition, can be related to the relaxation time of the liquid by making use of the Adam-Gibbs scenario [72–74], which relates the relaxation time \( \tau \) of a liquid to its configurational entropy. In the case of our mean-field vision of the phase space of the liquid, the configurational entropy can be identified with the equi-
the density drastically increases the fragility of the glassformer.

C. Free-energy of the glass

We turn now to the calculation of the free entropy of the glass, $S_{\text{glass}}$. We have seen in Sec. II that in order to compute $S_{\text{glass}}(T, \varphi)$, one needs to optimize the replicated free entropy $S(m, A; T, \varphi)/m$ defined in Eq. (22) with respect to $A$ first, via Eq. (24), then with respect to $m$, via Eq. (13). Calling $A^*(T, \varphi)$ and $m^*(T, \varphi)$ the optimal values of $A$ and $m$, we obtain:

$$S_{\text{glass}}(T, \varphi) = \frac{S(m^*(T, \varphi), A^*(T, \varphi); T, \varphi)}{m^*(T, \varphi)}. \tag{32}$$

Starting from Eq. (32), we can deduce all quantities of interest, for instance the pressure and energy of the glass and its specific heat. The derivations are reported in Appendix B.4. In particular, our approximations imply that the energy of the glass $U_{\text{glass}}$ can be computed directly from the knowledge of the effective potential $\phi_{eff}$ via the following relation:

$$U_{\text{glass}}(T, \varphi) = 12\varphi_{H^S}(\varphi) \int_0^1 \sqrt{r^2(1 - r)^3} e^{-\beta \phi_{eff}(r)} dr. \tag{33}$$

Similarly, we find that the reduced pressure (or "compressibility factor") $p = \beta P/\rho$ is given by

$$p_{\text{glass}}(T, \varphi) = \frac{1}{m^*} p_{H^S}(T/m^*, \varphi) - \frac{4\varphi}{m^*} \left[ \phi_{H^S}(\varphi) + \varphi \frac{d\phi_{H^S}(\varphi)}{d\varphi} \right] G(m^*, A^*; T). \tag{31}$$

In Fig. 7, we show the behavior of the optimal number of replicas $m^*$ as a function of the temperature, for different volume fractions. We see that the $T \to 0$ limit of $m^*(T, \varphi)$ converges when $\varphi$ is not too large to a finite value, which we call $m_{GCP}(\varphi)$, and which is shown in the inset. The replica parameter of hard spheres vanishes at a density $\varphi_{GCP}$, the glass close packing. This point is the equivalent, in our mean-field picture, of the jamming point of harmonic spheres. The behavior of the cage radius $A^*$ is similar to that of $m^*$. We will study in greater detail the behavior of the system around $\varphi_{GCP}$ in the next section.

From the knowledge of $m^*$ and $A^*$, we can deduce the energy and specific heat of the glass. We show in Fig. 8 the temperature evolution of the specific heat for three densities, one below $\varphi_{GCP}$, one very close to it, and one above. The temperature dependence of the specific heat is qualitatively in good agreement with the numerical data shown in Ref. [39], the only difference being that the abrupt jump predicted at $T_K$ using the theory is replaced by a smoother evolution and a small maximum at the numerical glass temperature.

Upon crossing the ideal glass transition, the specific heat undergoes a finite jump. We find that the amplitude of this jump increases continuously with $\varphi$ from $\varphi_{GCP}$. A qualitatively similar result was obtained in numerical simulations [39], where the jump of specific heat was studied at the numerical glass transition temperature. The behavior of the specific heat correlates well with the evolution of the thermodynamic fragility discussed in Fig. 6. Finally, we note that the $T \to 0$ limit of the specific heat jumps discontinuously from 0 to 3/2 at $\varphi_{GCP}$, which reveals that the ground state properties of the glass phase change abruptly at the jamming transition, as we now study in more detail.

IV. JAMMING POINT OF HARMONIC SPHERES

We now turn to the study of the region of the phase diagram deep in the glass phase, inside the line $T_K(\varphi)$ and close to the jamming point $\varphi_{GCP}$, see Fig. 2. In this region, $m^*(T, \varphi)$ is very small, as we discussed in the last section (see Fig. 7). In principle, one could just compute $m^*(T, \varphi)$ and then take the limit $T \to 0$ and $\varphi \to \varphi_{GCP}$ ("jamming limit"). However, both numerically and analytically, it is much more convenient to exchange the optimization with respect to $m$ and $A$ with the jamming limit, take the latter first, and then optimize the free energy. This is because, in the jamming limit, many of the integrals that appear in the free energy simplify considerably. However, the scaling of $m$ and $A$ in the jamming limit is different depending on the order of the limits, which emphasizes the asymmetry that exists between both sides of the jamming point. In this section we discuss how to exchange the jamming limit with the optimization procedure.
A. Zero temperature, below close packing

We consider first the limit $T \to 0$ for fixed $\varphi < \varphi_{GCP}$. In this case, we are bound to recover the results of [33] for hard spheres. Thus, we expect the optimal number of replicas $m^*(T, \varphi)$ and cage radius $A^*(T, \varphi)$ to tend to finite values $m^*_{HS}(\varphi)$ and $A^*_{HS}(\varphi)$ when $T \to 0$. Therefore, to recover hard spheres results, one has to take the limit $T \to 0$ at fixed $A$ and $m$, and optimize the resulting free entropy over $A$ and $m$. The corresponding expression for the replicated free entropy is given in Appendix C and coincides with that of [33]. We refer to this paper for further details on the hard sphere case.

We solved numerically the optimization equations; the result for $m^*_{HS}(\varphi)$ is plotted in the inset of Fig. 7. Approaching $\varphi_{GCP}$ by the left, $m^*_{HS}$ tends to zero linearly:

$$m^*_{HS} = \tilde{\mu} (\varphi_{GCP} - \varphi),$$

and $A^*_{HS}$ also goes to zero with $m$ as $\alpha m$. Thus the close packing limit for hard spheres can be computed by taking first the limit $T \to 0$, and then $m \to 0$ with $A = \alpha m$. Optimization on $A$ will now become an optimization on $\alpha$. From the inset of Fig. 7 we find

$$\varphi_{GCP} = 0.633353,$$

and $\tilde{\mu} = 20.7487$, see Appendix E for more details. Therefore, we find that the location of the jamming transition is different from the density of the hard sphere glass transition, which confirms the distinct nature of both phenomena.

B. Zero temperature, above close packing

In this limit ($T \to 0$ at finite $m$ and $A$), it is easy to see that $\varphi_{eff}$ has an hard-core of the same size of the original potential. Therefore, from Eq. (33), it is straightforward to see that the energy of the glass vanishes: the system becomes indeed a system of hard spheres. From Eq. (34), since both $p_{HS}(T = 0, \varphi)$ and $G(m, A; T = 0)$ are finite, we find that the reduced pressure goes to a finite value $p_{glass}(T = 0, \varphi)$ which is the reduced pressure of the hard sphere glass. The latter diverges at $\varphi_{GCP}$ since $m^* \to 0$ at that point. One can show that for $\varphi \to \varphi_{GCP}$, since $m^*$ vanishes linearly, one obtains [33]

$$p_{glass}(T = 0, \varphi) \sim \frac{3.03430 \varphi_{GCP}}{\varphi_{GCP} - \varphi}$$

where the prefactor is only 1% different from the correct value which is the space dimension $d = 3$, predicted by free volume theory [76] and by the small cage expansion of Ref. [33].
cage radius $\alpha$ with Eq. (D5), and replace the solution $\alpha^* (\varphi)$ in Eq. (D4). We obtain the replicated free entropy as a function of $\tau$, $S_0 (\tau; \varphi) = S_0 (\alpha^*, \tau; \varphi)$. To understand the physical meaning of this quantity, we have to go back to Eq. (10) and take the limit $T \to 0$ with $u = T / \tau$. Since the free energy $f^*$ reduces to the energy $e^*$ for $T = 0$, we get
\begin{equation}
S_0 (\tau; \varphi) = \lim_{T \to 0} S (T / \tau; T, \varphi) = \Sigma_0 (e^*) - e^* / \tau . \quad (38)
\end{equation}
Following the reasoning that led to Eq. (12), we get
\begin{equation}
\Sigma_0 (\tau, \varphi) = \frac{\partial (\tau S_0)}{\partial \tau} , \quad (39)
\end{equation}
and therefore
\begin{equation}
e_{GS} (\varphi) = U_{glass} (T = 0, \varphi) = - \min_{\tau} \{ \tau S_0 (\alpha^*, \tau; \varphi) \} \\
= - \tau^* (\varphi) S_0 (\alpha^*, \tau^* (\varphi); \varphi) , \quad (40)
\end{equation}
\[\text{since the ideal glass energy coincides with the amorphous ground state energy. We obtain the scaling of } \tau^* \text{ and of the energy around } \varphi_{GCP} \text{ by means of a development around } \varphi_{GCP}. \]
The calculation is presented in Appendix D, and the result is:
\begin{equation}
\tau^* (\varphi) \sim \tilde{\tau} (\varphi - \varphi_{GCP}) , \quad (41)
\end{equation}
\[\text{for } \varphi \to \varphi_{GCP}, \text{ so that the jamming limit corresponds to } \tau \to 0, \text{ as expected. We get } \\
\varphi_{GCP} = 0.633535 , \quad \tilde{\tau} = 0.00835355 \text{ and } \tilde{c} = 0.263017 \text{ (see Appendix E). In addition to the scalings in Eq. (41), we obtain the following scaling for the complexity against the ground-state energy for small } c:
\begin{equation}
\Sigma_0 (e, \varphi) = \Sigma_0^{HS} (\varphi) + A (\varphi) \sqrt{c} + \cdots \quad (42)
\end{equation}
\[\text{The function } \Sigma_0 (e, \varphi) \text{ is reported in Fig. 9. The energy of the ground state } c_{GS} (\varphi) \text{ corresponds to the vanishing of the complexity. We know that } \Sigma_0^{HS} (\varphi) \sim \varphi_{GCP} - \varphi. \text{ Since the coefficient } A \text{ is constant around } \varphi_{GCP}, \text{ one obtains the quadratic scaling of the energy.}
\]
Finally, from Eq. (34) we see that the pressure
\begin{equation}
P_{\text{glass}} (T = 0, \varphi) = \lim_{T \to 0} (\rho T p_{\text{glass}}) \text{ is proportional to } \tau^* \text{ and therefore}
\end{equation}
\begin{equation}
P (\varphi) \sim \tilde{P} (\varphi - \varphi_{GCP}) \quad (43)
\end{equation}
\[\text{with } \tilde{P} = 0.4030001 \text{ (see Appendix E). This result is indeed consistent with the exact relation } P_{\text{glass}} (T = 0, \varphi) = \frac{6}{\tilde{x}} \frac{\rho_{\text{glass}}}{\rho_0}.
\]
In this section we have thus derived the scaling laws (41) and (43) first observed numerically above the jamming transition at zero temperature [38, 60], which indicates that solvity emerges continuously at the jamming density. These results also confirm the correspondence between the jamming transition observed numerically and the glass close packing density defined within our theoretical approach.

C. Scaling around jamming

We have shown in Secs. IV A and IV B that all the thermodynamic quantities are singular at $\varphi_{GCP}$ for any $T > 0$, for instance $m^*$ is finite below $\varphi_{GCP}$ while it vanishes proportionally to $T$ above $\varphi_{GCP}$. The reduced pressure is also finite below $\varphi_{GCP}$, while it diverges at $\varphi_{GCP}$ and is formally infinite above $\varphi_{GCP}$. Both the energy and the pressure vanish below $\varphi_{GCP}$ while they are finite above $\varphi_{GCP}$.

From this observation, and since all quantities are analytic at finite $T$, it follows that all these quantities must satisfy scaling relations if $T$ is small enough and $\varphi$ is close enough to $\varphi_{GCP}$ [77]. We discuss explicitly the case of $m^*$ for which we assume a scaling relation of the form
\begin{equation}
m^* (T, \varphi) = T^{\gamma} \tilde{m} \left( \frac{|\varphi - \varphi_{GCP}|}{\sqrt{T}} \right) , \quad (44)
\end{equation}
\[\text{where the two scaling functions correspond to the two sides of the transition. In the hard sphere limit } T \to 0 \text{ and } \varphi \leq \varphi_{GCP}, \text{ to recover Eq. (35) we need } \\
\tilde{m}_- (x \to \infty) = \tilde{m}_x , \text{ and } \gamma = 1. \text{ For } \varphi > \varphi_{GCP} \text{ instead, } m^* = T / \tau^* (\varphi) \text{ and to recover Eq. (41) we need } \tilde{m}_+ (x \to \infty) = 1 / (\tilde{\tau} x) \text{ and } \gamma = 1 / 2. \text{ Finally, we are led to the scaling}
\begin{equation}
m^* (T, \varphi) = \sqrt{T} \tilde{m} \left( \frac{|\varphi - \varphi_{GCP}|}{\sqrt{T}} \right) , \quad (45)
\end{equation}
\[\text{This scaling is successfully tested in Fig. 10.}
\]
\[\text{Qualitatively similar scaling forms (with different exponents) apply to thermodynamic quantities such as the}
\]
energy, the pressure, or the complexity. Although we do not show the corresponding scaling plots explicitly, the energy and the pressure are plotted and compared with numerical data in the following (Fig. 12). Note finally that a scaling plot for the complexity is related, in the spirit of the Adam-Gibbs relation in Eq. (31), to the scaling plot of the numerically measured relaxation time reported in Ref. [39, 40].

V. THE PAIR CORRELATION FUNCTION

The pair correlation function is a key quantity that gives a lot of insight into the microstructure of dense fluids or packings. In this section we derive an expression for the pair correlation function of the glass and use it to discuss the scaling of the contact peak of \( g(r) \) close to the jamming transition.

A. General expression of the correlation function of the glass

It has been shown in [33, Eqs.(67)-(68)] that one can compute the correlation function of the glass starting from the replicable free energy. This is done by adding a small perturbation \( v(r) \) to the potential of replica 1 and taking the derivative of the free energy with respect to \( v(r) \). The glass correlation function is then calculated as:

\[
g_{\text{glass}}(r) = \frac{2}{\rho} \frac{\delta S}{\delta \delta v(r)}. \tag{46}
\]

We start from Eq. (19) and we use approximation (21). Since the perturbation acts only on replica 1, we have:

\[
S(m, A; T, \varphi) = S_0(m, A) + S_{\text{liq}} \left[ \varphi, e^{-\beta_0 \phi(r)} - \delta v(r) \right] + \int \frac{d^3 r}{\pi} e^{-\beta_0 \phi(r) - \beta v(r)} Q(r), \tag{47}
\]

and \( Q(r) \) depends only on the potentials of replicas 2 to \( m \), so it is independent of \( v \). Taking the derivative with respect to \( v(r) \) we have, using again Eq. (21):

\[
g_{\text{glass}}(r) = g_{\text{liq}}(T/m, \varphi; r) + H_{\text{liq}}^H(\varphi) e^{-\beta_0 \phi(r)} Q(r) \tag{48}
\]

\[
= \left[ H_{\text{liq}}^H(\varphi) e^{-\beta_0 \phi(r)} [1 + Q(r)] \right] = H_{\text{liq}}^H(\varphi) e^{-\beta_0 \phi_{1f}(r)}. \tag{49}
\]

Therefore the correlation function of the glass is directly related to the effective potential within the low temperature approximation we used to compute the thermodynamics of the system. Of course, an improved expression for this correlation could be obtained by using the HNC approximation to describe the effective liquid. In that case, \( g_{\text{glass}}(r) \) would be the HNC correlation of the effective liquid. Still, the much simpler expression (48) is enough to capture the scaling of \( g_{\text{glass}}(r) \) around jamming, at least close to the first peak. In the rest of this section we discuss the scaling form that is obtained starting from Eq. (48).

A very interesting quantity related to \( g(r) \) is the number of contacts, defined as the number overlaps per particle. Within our low temperature approximation it is given by:

\[
z(T, \varphi) = 24\varphi \int_0^1 dr r^2 g_{\text{glass}}(r) = 24\varphi H_{\text{liq}}^H(\varphi) \int_0^1 dr r^2 e^{-\beta_0 \phi_{1f}(r)}. \tag{49}
\]

Using the definition of the effective potential, Eq. (15), we can rewrite this in a simpler way:

\[
z(T, \varphi) = 24\varphi H_{\text{liq}}^H(\varphi) \int_0^\infty du u^2 \tilde{q}(A, T; u) e^{-\beta_0 \phi_{1f}(r)} \tag{50}
\]

with a function \( \tilde{q}(A, T; u) \) which is very similar to \( q(A, T; u) \); its form and the details of the derivation can be found in Appendix B5.

The starting point of the analysis of the correlation function of the glass are Eq. (48) and Eq. (17) where the effective potential is defined. In the following we keep the notation \( e^{-\beta_0 \phi_{1f}} \) since this function has a finite limit for \( T \to 0 \) even if \( \beta \) is formally infinite.

B. Scaling of the peak of the pair correlation at finite temperature

Here we discuss the effect of thermal fluctuations on the maximum of \( g_{\text{glass}}(r) \) near the the \( T = 0 \) jamming transition at \( \varphi_{GCP} \). This situation was studied numerically and experimentally in Refs. [15, 41]. We focus on the scaling of this maximum in a region of small \( T \) and for \( \varphi \sim \varphi_{GCP} \). In Fig. 11 we show the behavior of the maximum of \( g_{\text{glass}}(r) \), which we call \( g_{\text{max}} \), as a function of the density, for temperatures ranging from \( 10^{-5} \) to 0. This figure demonstrates that we are able to derive analytically all behaviors reported in Refs. [41, 43, 44, 78].

Namely, the density at which the pair correlation function reaches its maximum shifts towards higher values when the temperature departs from 0 and increases as \( \sqrt{T} \), while the maximum \( g_{\text{max}} \) diverges as \( (\varphi - \varphi_{GCP})^{-1} \) on both sides of the transition.

As discussed in the previous section, the zero temperature limit is very different for \( \varphi < \varphi_{GCP} \) or \( \varphi > \varphi_{GCP} \). Thus we now discuss these two limits separately.

C. Zero temperature below jamming: hard spheres

In this case we send \( T \to 0 \) before taking the jamming limit \( m \to 0 \) and \( A = \infty \), corresponding to hard spheres approaching jamming from below. Taking the limit \( T \to 0 \)
FIG. 11: (Color online) Evolution of the maximum of the glass pair correlation function with $T$ and $\varphi$. While $g_{\text{max}}$ diverges on both sides of the transition at $T = 0$ as $g_{\text{max}} \sim |\varphi - \varphi_{\text{GCP}}|^{-1}$, this divergence becomes a smooth maximum at finite $T$ near the transition, whose position shifts with temperature. This behavior compares very well with numerical [41, 43, 44] and experimental observations [41, 78].

0 we get the expression of [33]:

$$e^{-\beta \phi_{eq}(r)} = \theta(r - 1) \frac{1}{r \sqrt{4\pi A}} \times \int_0^\infty du \ u \left[ e^{-\frac{(r-u)^2}{4\lambda}} - e^{-\frac{(r+u)^2}{4\lambda}} \right] q(A; u)^{m-1},$$

(51)

with $q(A; u)$ defined in (C1). In the jamming limit $m \to 0$ and $A = \alpha m$ one can show (see Appendix C3) that this has the scaling [33] in the region $r = 1^+$:

$$e^{-\beta \phi_{eq}(r)} = \frac{1}{m} \Delta_\alpha \left( \frac{r-1}{m \sqrt{4\alpha}} \right),$$

(52)

where the function $\Delta_\alpha$ is given in Eq. (C16) and is very well approximated by $\Delta_\alpha(\lambda) = 1 - \sqrt{\pi} \alpha^2 (1 - \text{erf}(\lambda))$. For $\varphi \to \varphi_{\text{GCP}}$, one has $m \sim \mu(\varphi_{\text{GCP}} - \varphi)$ and $A^* = \alpha^* m$ with a finite $\alpha^* = \alpha^*(\varphi_{\text{GCP}})$: then the peak of the correlation function for $r = 1^+$ has a simple scaling form:

$$g_{\text{glass}}(r) \sim \frac{g_{\text{HS}}^{\text{eq}}(\varphi)}{\mu(\varphi_{\text{GCP}} - \varphi)} \Delta_\alpha^* \left( \frac{r-1}{\sqrt{4\alpha^* \mu(\varphi_{\text{GCP}} - \varphi)}} \right);$$

(53)

the numerical values of the parameters can be found in Appendix E. The height of the peak scales as $g_{\text{glass}}(r = 1^+, \varphi \to \varphi_{\text{GCP}}) \sim 1.09922/(\varphi_{\text{GCP}} - \varphi)$ and its width as $\varphi_{\text{GCP}} - \varphi$. One can obtain scaling functions:

$$g_{\text{glass}}(r) (\varphi_{\text{GCP}} - \varphi) = f \left( \frac{r-1}{\varphi_{\text{GCP}} - \varphi} \right),$$

(54)

with $f(\lambda) = \frac{g_{\text{HS}}^{\text{eq}}(\varphi)}{\mu} \Delta_\alpha^* \left( \frac{\lambda}{\mu \sqrt{4\alpha^*}} \right),$  

(55)

or alternatively:

$$\frac{g_{\text{glass}}(r)}{g_{\text{glass}}(1^+)} = f \left[ \frac{(r-1)(1 + 4\varphi g_{\text{glass}}(1^+))}{\lambda} \right],$$

(56)

with $f(\lambda) = \Delta_\alpha^* \left( \frac{\lambda}{8 \varphi g_{\text{HS}}^{\text{eq}}(\varphi) \sqrt{4\alpha^*}} \right).$  

(57)

The number of contacts is the integral of the peak at $r = 1^+$ which is given by

$$z \sim 24 \varphi \int_{\text{peak}} dr g_{\text{glass}}(r) \sim 24 \varphi g_{\text{HS}}^{\text{eq}}(\varphi) \sqrt{4\alpha^*} \int_0^\infty d\lambda \Delta_\alpha^*(\lambda)$$

(58)

Replacing the values given in Appendix E, we get $z = 6.13720$ for $\varphi = \varphi_{\text{GCP}}$, which is slightly above the expected $z = 2d = 6$.

Note that it has been shown in [33] that within a systematic expansion in $\sqrt{\lambda}$, one gets $z \sim 2d$ at first order. Here instead, in order to match with the soft sphere computation, we are using an approximation scheme which is not a consistent expansion in $\sqrt{\lambda}$. This could explain the fact that $z \neq 2d$. It would be interesting to have a full computation of the next term in the small $\alpha$ expansion to check whether the equality $z = 2d$ survives at this order. Unfortunately this seems to be a quite hard task.

D. Zero temperature above jamming

For $\varphi > \varphi_{\text{GCP}}$, the appropriate limit is to send $T \to 0$ with $m = T/\tau$ and $A = \alpha m$. Starting from Eq. (D13) and taking this limit, the effective potential takes the following form (the calculation is presented in Appendix D3):

$$e^{-\beta \phi_{eq}(r)} = \theta(r - 1) + \theta(1 - r) \theta \left( r - \frac{4\alpha}{r + 4\alpha} \right) \times \left( 1 + 4\alpha/r \right) \left( 1 + \frac{4\alpha(1-r)}{\tau T} \right)^2 e^{-\frac{4\alpha}{\tau} (r-1)^2}.$$  

(59)

Again, since $\tau \sim \varphi - \varphi_{\text{GCP}}$, close to $\varphi_{\text{GCP}}$ this function develops a delta peak close to $r = 1$ with height $(\varphi - \varphi_{\text{GCP}})^{-1}$ and width $\varphi - \varphi_{\text{GCP}}$. The main difference we observe with the hard sphere limit is that, despite the fact that both cases give rise to a delta function at $r = 1$, the mechanism is different since for hard spheres the support is concentrated on $r = 1^+$ while for soft spheres it is concentrated on $r = 1^-$. Another interesting observation is that the theory predicts that $g_{\text{glass}}(r)$ should vanish exactly for $r < \frac{4\alpha}{r + 4\alpha}$; this means that no pair of spheres can have an overlap larger than $\frac{r}{r + 4\alpha}$. Indeed in the limit $\tau \to 0$ we recover the GCP at which no overlap are present. Unfortunately, a direct numerical test of this prediccion is impossible: this is because when $1 - r = \frac{4\alpha}{r + 4\alpha}$, the exponential term in Eq. (59) is equal to $\exp(-1/(\tau + 4\alpha))$. Since both $\tau$ and $\alpha$ are already
extremely small (of the order of $10^{-3}$ at best), $g_{\text{glass}}(r)$ is extremely small in the region where we predict it to vanish, and numerically the signal to noise ratio becomes too large in that region.

Again in the limit $\varphi \to \varphi_{GCP}^+$ we obtain the scaling forms

$$g_{\text{glass}}(r)(\varphi - \varphi_{GCP}) = f \left[ \frac{1 - r}{\varphi - \varphi_{GCP}} \right]^2, \quad (60)$$

$$f(\lambda) = \left( 1 - \frac{4\alpha^+a^2}{\varphi_{GCP}} \right) \frac{\lambda}{2} \exp\left( -\frac{4\alpha^+a^2}{\varphi_{GCP}^2} \lambda^2 \right), \quad (61)$$

or alternatively:

$$g_{\text{glass}}(r) = f \left[ (r - 1)(1 + 4\varphi_{GCP}g_{\text{glass}}(1+)) \right]^2, \quad (62)$$

$$f(\lambda) = \left( 1 - \frac{\lambda^2}{4\varphi_{GCP}^2} \right)^2 \exp\left( -\frac{\alpha^2}{\varphi_{GCP}^2} \lambda^2 \right), \quad (63)$$

The number of contacts is easily obtained from Eq. (49) and Eq. (59) by a change of variable:

$$z_0(\varphi) = z(T = 0, \varphi) = 24 \varphi_{H}^{H}(\varphi) \int_0^1 \left[ \frac{1}{r^2} \exp\left( -\frac{\alpha^+a^2}{\varphi_{GCP}^2} \lambda^2 \right) \right] \, dr \, dr^2 e^{-\varphi_{GCP}r}.$$  

$$= 24 \varphi_{H}^{H}(\varphi) \int_0^1 \frac{1}{r^2} \exp\left( -\frac{\alpha^2}{\varphi_{GCP}^2} \lambda^2 \right) \, dr \, dr^2 e^{-\varphi_{GCP}r}.$$  

$$= 8 \varphi_{H}^{H}(\varphi) G_0^{H}(\alpha^+ + \tau/4), \quad (64)$$

with $G_0^{H}(\alpha)$ given in Eq. (C7). The expression above is linear in $\tau$ at small $\tau$. Therefore, for $\varphi \to \varphi_{GCP}^+$, since $\tau \sim (\varphi - \varphi_{GCP})$, we have $z_0(\varphi) = z_0(\varphi_{GCP}) + C(\varphi - \varphi_{GCP})$. This result is at odds with the numerical finding of a square root behavior [43, 44]. We comment further on this discrepancy in Sec. VII. At $\varphi_{GCP}^+$, we have

$$z_0(\varphi_{GCP}) = 8 \varphi_{H}^{H}(\varphi) G_0^{H}(\alpha + \tau/4) = 6.13720, \quad (65)$$

which differs slightly from the expected isotropic value $z = 2d$, for the technical reasons already discussed above in the hard sphere case.

Note that this value of $z_0(\varphi_{GCP})$ is identical to the one obtained on the hard sphere side (as it can be easily proven analytically), despite the fact that the two definitions of $z$ are not equivalent. In the soft sphere case we defined $z$ as the number of overlaps. On the hard sphere side, this number is strictly zero, therefore we defined $z$ as the integral of the delta peak at $r = 1+$.

VI. SCALING AROUND JAMMING: COMPARISON WITH NUMERICAL DATA

In this section, we compare the prediction of the theory with numerical data, in particular to test the scaling in temperature and in $\delta \varphi = \varphi - \varphi_{GCP}$ around the glass close packing point.

A. Details of the numerical procedure

We investigated a system of $N = 8000$ identical harmonic spheres. The system was prepared using the standard procedure of Ref. [38]. We started from a random configuration at high density; we then minimized the energy, and then reduced slowly the density, at each step minimizing the energy again, until a jammed configuration of zero energy and volume fraction $\varphi_j$ was found. This jammed configuration corresponds, according to the mean-field interpretation of [33], to the $T = 0, p \to \infty$ limit of a given hard sphere glass, or equivalently to the $T \to 0, P \to 0$ limit of a corresponding soft sphere glass. Starting from that configuration, we prepared configurations at different $T$ and $\varphi$ by using molecular dynamics simulations as in Ref. [40] to thermize the system inside the glass state selected by the initial jammed configuration. Since we always used very small $T$ and $\varphi \sim \varphi_j$, the system is not able to escape from that glass state, so it always remains in the vicinity of the original jammed configuration. This is a crucial requirement to numerically obtain scaling behavior near $\varphi_j$ as microscopic rearrangements would directly affect the location of $\varphi_j$ in the simulations [79]. We tested the absence of such an effect in our simulations by repeating the energy minimization starting from some equilibrated configurations at different $T$ and $\varphi$, and checking that we always found the same value of $\varphi_j$ (within numerical errors). For the particular series of run described below, we estimated $\varphi_j = 0.643152 \pm 0.000020$ by fitting the zero temperature energy using $e(\varphi) \sim (\varphi - \varphi_j)^2$.

B. Difficulties in the comparison with the theory

When comparing the theory with the numerical data, we face two difficulties. First of all, the value of $\varphi_j$ depends on the numerical protocol and on its particular realization we used, and therefore cannot be directly compared with $\varphi_{GCP}$. Note that $\varphi_{GCP}$ should represent an upper bound for $\varphi_j$, whatever the protocol, but the value $\varphi_{GCP} = 0.633333$ we report seems to contradict this statement. The reason is simply that our theoretical computations are based on the HNC equation of state for liquid hard spheres, which (as discussed above), underestimates the value of $\varphi_{GCP}$: a better result is obtained using the Carnahan-Starling equation of state, which gives $\varphi_{GCP} = 0.683$, consistently with the value of $\varphi_j$ found above [33]. To avoid confusion, here we stick to the use of the HNC equation of state; the theoretical calculations can be easily repeated for any other equation of state, and the scaling around $\varphi_{GCP}$ is unaffected by this choice. Once again we stress that the absolute values of density reported in this paper should always be taken with this caveat in mind. Since we are interested here mainly in the relative distance to jamming, which is $\varphi - \varphi_j$ for the numerical data, and $\varphi - \varphi_{GCP}$ for the theory, the absolute values of density are not crucial for our purposes.
The second difficulty is the following. For hard spheres, the theory predicts that the reduced pressure diverges as \( p_{\text{glass}}^\text{HS} \sim 3\varphi_{\text{GCP}}/(\varphi_{\text{GCP}} - \varphi) \), while \( y_{\text{glass}}^\text{HS}(\varphi) \sim 1.1/(\varphi_{\text{GCP}} - \varphi) \) for \( \varphi \to \varphi_{\text{GCP}} \), see Appendix E. As one can easily check, these scalings imply that the theory violates the exact thermodynamic relation \( p_{\text{glass}}^\text{HS} = 1 + 4y_{\text{glass}}^\text{HS}(\varphi) \), as already noticed in [33]. In particular, the divergence of \( y_{\text{glass}}^\text{HS}(\varphi) \) is correct, while the coefficient of the divergence of \( y_{\text{glass}}^\text{HS}(\varphi) \) is overestimated by a factor of \( \sim 1.46562 \). We will comment on the origin of this problem in Sec. VII. This error affects the prefactors in the scalings of \( y_{\text{glass}}(\varphi) \) and of \( \varepsilon \) around \( \varphi_{\text{GCP}} \). To correct for this error, we rescaled the \( \delta \varphi \) of the numerical data in such a way that the coefficient of the divergence of \( y_{\text{glass}}^\text{HS}(\varphi) \) is the same as the theoretical one.

To summarize, when comparing numerical data with the theory, we consider \( \delta \varphi = \varphi - \varphi_{\text{GCP}} \) for the theory, and \( \delta \varphi = 1.46562(\varphi - \varphi_{\text{GCP}}) \) for the numerical data such that the values of \( y_{\text{glass}}^\text{HS}(\delta \varphi) \) for theory and simulations are exactly the same close to \( \delta \varphi = 0 \). Note that this adjustment is based solely on the analysis of the hard sphere side of the jamming transition (\( \delta \varphi < 0 \)), but we find that it allows to describe the full scaling also for positive \( \delta \varphi \).

If the reader is uncomfortable with the above reasoning, another way of thinking is that we need to adjust two free parameters (the position of the transition and the amplitude of the rescaling of \( \delta \varphi \)) to obtain the best comparison of theory and numerical simulations. While the location is \( \varphi_{\text{GCP}} \), was always adjusted in previous work [32, 38, 43, 44], we need to adjust also one prefactor as we seek to compare theoretical predictions to simulations in absolute values, and not only at the level of leading diverging contributions.

C. Energy, pressure, average coordination

We start our discussion by the simplest observables. In Fig. 12 we plot the average energy \( U_{\text{glass}}(T, \varphi) \) and the inverse reduced pressure \( 1/p_{\text{glass}}(T, \varphi) \) as functions of \( \delta \varphi \) for several temperatures. The scaling around jamming is clearly visible in the figures. For instance, \( U_{\text{glass}}(T, \varphi) \) tends to a finite value for \( \delta \varphi > 0 \), while for \( \delta \varphi < 0 \) it goes to zero as a power law, since in this case the system becomes a hard sphere glass. Similarly, the reduced pressure is finite for \( \delta \varphi < 0 \), while it diverges proportionally to \( \beta \) for \( \delta \varphi > 0 \), since in this case the pressure is finite at zero temperature. At finite temperature, the curves interpolate between the two regimes. Scaling functions similarly to the ones shown in Fig. 10 for \( m^* \) can easily be constructed.

In Fig. 13 we report the average coordination number \( z(T, \varphi) \), as a function of \( \delta \varphi \) for several temperatures. At \( T = 0 \), the average coordination jumps from 0 to 6 (for numerical data) or to 6.13720 (for the theory). For \( \delta \varphi > 0 \), the average coordination grows linearly in \( \delta \varphi \) for the theory, while it grows as \( \delta \varphi^{1/2} \) for the numerical data. Therefore, the theory fails to capture the correct evolution of this structural property at \( \delta \varphi > 0 \) and \( T = 0 \).

A more detailed description of what happens is obtained by looking to the data at finite \( T \). When temperatures become too large, e.g. at \( T = 10^{-5} \), the theory eventually fails because of the low-\( T \) approximation we made on the liquid theory in Eq. (21). For any fixed temperature \( T \leq 10^{-6} \), we observe that the theory describes perfectly the numerical data for \( \delta \varphi < 0 \) and also for positive \( \delta \varphi \) up to some crossover value \( \delta \varphi_{\text{c}}(T) \). Around \( \delta \varphi_{\text{c}}(T) \) the theory starts deviating from the numerical data. The data in Fig. 13 suggest that \( \delta \varphi_{\text{c}}(T) \) is an increasing function of \( T \), i.e. that for higher temperatures the theory performs better, if the temperature is low enough that approximation (21) makes sense. Indeed, we expect that for \( \delta \varphi_{\text{c}}(T) \to 0 \) for \( T \to 0 \), since at \( T = 0 \) the theory fails to capture the behavior of the contact number at \( \delta \varphi > 0 \). We will come back to this point below.
Fig. 13: (Color online) Average number of contacts \( z \) as a function of distance from jamming \( \delta \varphi \), for several temperatures. We define \( \delta \varphi = \varphi - \varphi_{GCP} \) for the theory, and \( \delta \varphi = 1.46562(\varphi - \varphi_J) \) for the numerical data.

\[
\delta \varphi = -0.00075 - T_h = 0
\]

Fig. 14: (Color online) Pair correlation \( g_{glass}(r) \) just below jamming predicted by theory (full line) and measured in numerical simulations (symbols). Here \( \delta \varphi = -0.00075 \).

D. Correlation function

We now report data for the scaling of the contact peak of \( g_{glass}(r) \) near jamming. We first consider a fixed \( \delta \varphi < 0 \), and change the temperature. In Fig. 14 we report data for \( \delta \varphi = -0.00078 \) for several temperatures. In this regime the theory works very well down to \( T = 0 \); this is expected since we know that the theory works at \( T = 0 \) for hard spheres [33].

Next, we consider a fixed \( \delta \varphi > 0 \) and plot \( g_{glass}(r) \) for several temperatures. This is done in Fig. 15 for four different values of \( \delta \varphi \). Here, we observe that, like for the average coordination (Fig. 13), the theory works very well at moderately large \( T \). However, on lowering \( T \), at some point we observe that the numerical \( g_{glass}(r) \) saturates to a limiting curve which has a maximum at \( r < 1 \). By contrast, the theoretical curves slowly evolve towards the \( T = 0 \) theoretical limit, which is a half-Gaussian centered in \( r = 1 \), with its \( r > 1 \) part removed.

Therefore, below a certain temperature \( T_h(\delta \varphi) \) (the inverse of the function \( \delta \varphi_h(T) \) mentioned above), a deviation between theory and numerical data is observed close to the maximum of \( g_{glass}(r) \). Clearly, the deviation between data and theory is a smooth crossover, so determining \( T_h(\delta \varphi) \) is not easy. Here we choose the following procedure. The numerical data accumulate on a master curve as \( T \to 0 \). Therefore we define \( T_h(\delta \varphi) \) as the value of temperature at which the theoretical curve best fits the \( T \to 0 \) numerical curve. As an example, in the upper left panel of Fig. 15, we see that the theoretical curve for \( T = 10^{-10} \) fits very well the numerical curves for both \( T = 10^{-10}, 10^{-11} \), while the \( T = 10^{-11} \) theoretical curve is quite different. We fix \( T_h = 10^{-10} \) for this value of \( \delta \varphi \). Clearly the ambiguity on the precise numerical value of \( T_h \) is rather large. Despite this, we are able to qualitatively confirm that \( T_h(\delta \varphi) \) is an increasing function of \( \delta \varphi \), as already suggested in the previous section.

The function \( T_h(\delta \varphi) \) determined from the pair correlation functions is reported in Fig. 16. It emerges continuously from zero above \( \varphi_{GCP} \). A comparison with the temperature scale given by the glass temperature shows that it is orders of magnitude smaller than \( T_K \). Thus it is only in the small regime of \( T < T_h \) and \( \varphi > \varphi_{GCP} \) that our effective potential approach misses some important physics, as we discuss below in Sec. VII E.

Finally, in Fig. 17 we show that \( g_{glass}(r) \), at \( T = 0 \), follows the scaling relations predicted by the theory, Eqs. (54) and (60), with different scaling functions on the two sides of the transition. While the scaling is perfect for \( \delta \varphi < 0 \) [33], for \( \delta \varphi > 0 \) there is a small deviation around the maximum as already discussed, which is however very small in the scaling regime for \( \delta \varphi \to 0 \).

E. Discussion

The main discrepancy between the theory and numerical data is in the region \( \delta \varphi > 0 \) and very small temperature \( T < T_h(\delta \varphi) \). Here, the average coordination scaling \( z \propto \delta \varphi^{1/2} \) at \( T = 0 \) is not obtained. Furthermore, the shape of the peak of \( g_{glass}(r) \) is only partially captured by the theory. We tentatively attribute these discrepancies to the particular nature of the vibrational modes at \( T = 0 \) and \( \delta \varphi > 0 \). It has been shown that in this regime the low-frequency spectrum is dominated by spatially correlated vibrational modes. These modes cannot be described by our approach, in which vibrations are assumed to be Gaussian and only two-body correlations are taken into account. Therefore it is to be expected that the particular features of the jamming transition that are related to these correlated soft modes are not well reproduced by our theory.

On the hard sphere side, the soft modes induce a square-root divergence of the pair correlation function
\( g_{\text{glass}}(r) \propto 1/\sqrt{r - 1} \). Yet, for \( \delta \varphi \to 0^- \), this square root singularity is well separated from the contact peak [33]; therefore the shape of the scaling function for the contact peak is not affected by the soft modes and it is indeed correctly reproduced by the theory (see [33] and Fig. 17).

On the other side of the transition and for small \( \delta \varphi > 0 \), it is commonly assumed that both the contact peak and the square root singularity are shifted by \( \delta \varphi \). Under this assumption, the square root contribution should become \( g_{\text{glass}}(r) \sim 1/\sqrt{r - 1 + a\delta \varphi} \). Inserting this form of \( g_{\text{glass}}(r) \) into Eq. (49) yields the result that \( z = z_0 + c_{\delta \varphi} \delta \varphi^{1/2} \), where \( z_0 \) is the contribution of the contact peak. While \( z_0 \) is clearly unaffected by the shift, the scaling of \( z \) with \( \delta \varphi \) directly stems from the square root singularity of the pair correlation function. Therefore, the scaling of \( z \) is dominated by the soft modes contribution, which might explain why it is not well captured by our theory.

On the other hand, inserting the same expression in the general formula for the internal energy, Eq. (26), one finds that \( e_{\text{GS}} \sim \overline{\epsilon} \delta \varphi^2 + \epsilon \delta \varphi^{5/2} \), the first term being the contribution of the contact peak, the second being the one of the square root singularity. Therefore, for the energy the contribution of the anomalous modes is sub-dominant, and for this reason we observe that the theory reproduces well the numerical data in this case. The anomalous correction \( \delta \varphi^{5/2} \) is of course not reproduced by the theory, that gives an expansion of \( e_{\text{GS}} \) in integer powers of \( \delta \varphi \), but these are subdominant terms.

We also suspect that the shape of \( g_{\text{glass}}(r) \) near the peak is also influenced by a mixing of the contact peak with the square root singularity. While both contributions are well separated for \( \varphi < \varphi_j \), this is not necessarily the case above jamming, which likely explains the small deviations observed in Figs. 15 and 17, but we could not find an empirical or scaling argument to disentangle both contributions.

Finally, it is interesting to remark that these deviations between theory and simulations are washed out by a finite temperature \( T > T_\varphi(\delta \varphi) \). We suspect that \( T_\varphi(\delta \varphi) \) represents a temperature below which the many-body direct interactions induced by the presence of many replicas become relevant (see the discussion in section II C). Above this crossover temperature, vibrations are probably much less correlated and our approximations become correct.

A possible interpretation is that the low-temperature
correlated vibrations that are relevant below $T_K(\delta \varphi)$ are induced by the presence of strongly correlated soft vibrational modes at $T = 0$ [14, 32, 38, 56–60]. Interestingly, the fact that $T_K(\delta \varphi) \to 0$ for $\delta \varphi \to 0^+$ gives a hint that the correlations of these modes at $\delta \varphi = 0$ are extremely fragile, such that an arbitrary small temperature is able to destroy them and restore the agreement between theory and numerical data. This observation is consistent with the numerical finding that around the jamming point, strong anharmonicity is present [80, 81] and the Hessian matrix of the potential does not capture the correct density of states of the vibrations [81].

**VII. CONCLUSIONS**

In this final section we summarize our results and we discuss some perspectives for future work.

**A. Summary of results**

Understanding theoretically the physical properties of dense packings of soft repulsive particles is a fully nonequilibrium problem, because the jamming transition occurs in the absence of thermal fluctuations deep inside a glassy phase where phase space is dominated by the existence of a large number of metastable states. Athermal dynamical protocols sample packings with highly non-uniform weights [46, 62], while thermal protocols fall out of equilibrium at the glass transition [43].

Nevertheless, we showed that it can be successfully addressed using equilibrium statistical mechanics tools. We have developed a mean-field replica theory of the jamming transition of soft repulsive spheres which satisfactorily derives, from first principles, the existence and location of a jamming transition. This transition, that happens only at $T = 0$, is exactly the same as the SAT/UNSAT transition of random constraint satisfaction problems [48, 49, 52]: it is the point where the Parisi parameter $m^*$ that characterizes the RSB glass phase goes to zero, the reduced pressure of the hard sphere glass diverges, or equivalently its pressure and energy become finite. Within our approach, the jamming transition occurs deep into the glassy phase, and is thus a phenomenon which is physically distinct from the glass transition itself [33, 35]. Finally, we have shown that the average coordination jumps from zero to ~6 at the transition, and we derived scaling functions that describe well the contact peak of the pair correlation function.

We want to stress here again that the absolute values of density reported in this paper are affected by the fact that we used the HNC equation of state for the liquid [33], and thus quantitative agreement with simulations cannot be expected. Still, we found that the scaling around jamming is almost insensitive to the particular equation of state that is chosen for the liquid. We also investigated the region of small $T$ around the jamming transition. We showed that the theory reproduces quite well the scaling of numerical data with $T$ and $\delta \varphi$, the distance from the jamming transition. On the hard sphere side of the transition ($\delta \varphi < 0$) the theory works well down to $T = 0$. On the soft sphere side ($\delta \varphi > 0$) we have identified a temperature $T_K(\delta \varphi)$ below which, according to our interpretation, correlated vibrations [56, 58] that are neglected in our theory become relevant for some observables, and produce a series of interesting scalings that are not captured by our theory [14, 32, 59].

The most striking of these is the scaling of the number of contacts which our theory fails to reproduce. It is a major open problem to try and include in the theory a correct description of the divergent correlations in the vibrational modes [56, 58] that are relevant for $\delta \varphi > 0$ and $T < T_K(\delta \varphi)$.

**B. Technical aspects**

There are several more technical aspects on which the theory could be improved, even in the region where it works quite well.

Our theory falls within the general framework of the replica method, using the molecular liquid formulation of [30, 31]. However, to be able to describe the jamming transition, we had to develop a new approximation scheme, that is based on the effective potentials formulation of [33], and allows to write the molecular liquid as a simple liquid with effective potentials involving an arbitrary number of particles. Our approximation is based on the following steps:

1. As in [33], we neglect the three (and more)-body interactions, and just keep the two-body effective potential.
2. On top of this, we observe that the effective po-
potential is given by the original potential (rescaled by a factor $m$) plus a small perturbation, therefore we use liquid perturbation theory to write the free energy of the replicated liquid as in Eq. (19).

3. Finally, we performed the low temperature approximation Eq. (21), in order to simplify the numerical calculations. The last two approximations have been done mainly for practical reasons. However, we found that they are related to the first one. Indeed, if we get rid of approximation 3, we introduce an explicit dependence of $y_{eq}$ on temperature, hence on $\tau$ in the limit $T \to 0$ and $\delta \varphi > 0$. It is easy to realize that this dependence affects the scaling close to jamming. An additional term $\sqrt{\tau}$ appears in the small $\tau$ expansion (see Appendix D2), which implies that $\tau \propto \delta \varphi^2$ and $\epsilon \propto \delta \varphi^2$. An inspection of the small $\tau$ expansion reveals that if $y_{eq}$ does not depend on $\tau$, then a delicate cancellation happens to eliminate the $\tau^{1/2}$ term and produce the correct scalings. The crucial observation is that the anomalous term contains the derivative of $y_{eq}$ with respect to temperature, which is related to a three-body correlation function. Therefore we suspect that in a full treatment this term is cancelled by a term coming from the three body interaction potential. Therefore, getting rid of the third step of approximation might require taking into account three-body correlations as well, therefore getting rid of all steps at once.

This is of course an extremely interesting direction for future research, mainly because we suspect that getting rid of approximation 2 should allow to eliminate the violation of the exact thermodynamic relation $p^{HS}_\text{glass} = 1 + 4y_{eq}^{HS} \varphi$ that happens in the theory and forces us to rescale $\delta \varphi$ in order to compare with numerical data. It is also possible that taking into account interactions involving several particles one could capture at least partially the long range correlations at jamming.

Finally, our theory neglects the existence of rattlers (particles with less than 4 contacts, which are therefore not mechanically blocked in jammed packings) since the cages are assumed to be identical for all particles [33]. Therefore the rattlers are approximated as jammed particles. This should not influence the shape of $g(r)$ close to the contact peak since typically rattlers are not in contact with other particles, so they do not contribute in this region, which was the main focus of this work. The theory can be in principle extended to include cage heterogeneity, and therefore describe rattlers. The computations will be more involved because a distribution of cage radii $P(A)$ should be included.

C. Some general directions for future work

Our approach is general enough that it can be systematically improved and generalized to various models (e.g., Hertzian potentials, or truncated Lennard-Jones potential). Moreover, recent work reported on a method to compute the shear modulus within the replica approach [82, 83]. This could allow to add the external drive to the theory, and obtain a complete theoretical picture of the jamming transition in the three dimensional temperature, density, stress jamming phase diagram originally proposed by Liu and Nagel [13].

Finally, we believe that in the long term these studies could open a way towards a quantitative renormalization group treatment of structural glasses, following recent studies that formulated the renormalization group for lattice models [67, 68]. If successful, this program could lead to a correct treatment of long-range correlations in the glass phase [56, 58], and in particular at the jamming point, and could also allow us to address the behavior of pair correlations over a broader range of distances, since pair correlation functions also exhibit singular behavior.
Beyond the contact peak [43, 44], while the structure factor [84] and isothermal compressibility [85] also display intriguing anomalies at large scale which remain to be predicted theoretically.
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Appendix A: Complexity and the free-energy of basins

The replica calculation presented in this paper is based on the assumption that phase space can be decomposed into a set of "pure states", which is the basis of Eq. (2). The precise definition of these states in statistical mechanics is however tricky and not very practical for numerical implementation. Although less rigorous, a more intuitive presentation in terms of the minima of the potential energy function, sometimes called "inherent structures" [86] or "basins", is very enlightening and allows an explicit connection with many numerical procedures encountered in the literature to study the jamming transition [38, 69]. For the sake of completeness, we include this discussion below. It is worth noting, however, that a partitioning of phase space in basins always depends on the details of the way these basins are defined. We expect that the particular definition we use below will be a good approximation of the equilibrium decomposition, at least for small enough temperatures.

1. Definition of basins and their internal free energy

We suppose that the phase space of all configurations of the spheres $\hat{R}$ can be unambiguously partitioned in basins. Each basin is labeled by a representative configuration, $\hat{R}_0$, see Fig. 18. For instance, one might think that a basin represents the set of configurations that end up in $\hat{R}_0$ after an energy minimization ($\hat{R}_0$ is an energy minimum in this case). Or, for hard spheres, we can assume that a basin is the set of configurations that end up in $\hat{R}_0$ after a fast compression. One can, alternatively, minimize the energy first, then if the energy is zero (the configuration is not jammed), perform a fast compression, in such a way that $\hat{R}_0$ is always a jammed configuration. In any case, $\hat{R}_0$ will have minimal energy in the basin at the end of the procedure. Note that the partition defined in this way is, a priori, dependent on the precise procedure used to perform the energy minimization or the compression. It is reasonable to expect that the ambiguity due to this is small and negligible in most cases.

The potential energy of the harmonic spheres is $V[\hat{R}] = \sum_{i<j} \phi(|r_i - r_j|)$, and we define the free energy of a basin as

$$e^{-\beta N f[\hat{R}_0]} = \int d\hat{R} G(\hat{R}, \hat{R}_0) e^{-\beta V[\hat{R}]}$$  \hspace{1cm} (A1)

where $G(\hat{R}, \hat{R}_0) = 1$ if and only if configuration $\hat{R}$ belongs to basin $\hat{R}_0$. Note that for $\beta \to \infty$ we have

$$e^{-\beta N f[\hat{R}_0]} \rightarrow \begin{cases} v_h(\hat{R}_0) = e^{N\epsilon[\hat{R}_0]} & \text{if } e[\hat{R}_0] = 0 \\ e^{-\beta N\epsilon[\hat{R}_0]} & \text{if } e[\hat{R}_0] > 0 \end{cases}$$  \hspace{1cm} (A2)

where $v_h$ is the volume of the configurations of the basin that are compatible with the hard sphere constraint (its logarithm being the internal entropy of the basin). Indeed, if the basin contains zero-energy configurations ($\epsilon[\hat{R}_0] = 0$), then at zero temperature its free energy is dominated by the number of those configurations. In the opposite case, if there are no hard sphere configurations ($\epsilon[\hat{R}_0] > 0$), it is very reasonable to assume that the minimum of the energy is unique and if we assume that $\hat{R}_0$ is the configuration of minimal energy inside the basin, then the weight is just dominated by its energy $\epsilon[\hat{R}_0] = V[\hat{R}_0]/N$.  

FIG. 18: A partitioning of phase space into basins, labeled by a representative configuration $\hat{R}_0$, which we assume to have minimal energy in the basin. Of course the shape of the basins is much more complex due to the high-dimensional nature of phase space. The above is just a very schematic representation.
2. The replica method and the complexity

The replica method allows to compute the following object (for a given temperature $T$ and volume fraction $\varphi$), see Eq. (9):

$$Z_m = \sum_{\vec{R}_0} e^{-\beta m N f[\vec{R}_0]} . \quad (A3)$$

We can then compute a configurational entropy (or complexity) $\Sigma(m; T, \varphi)$ according to Eq. (12):

$$\Sigma(m; T, \varphi) = -m^2 \frac{d}{dm} \left[ \frac{1}{m} \log Z_m \right]$$

$$= - \sum_{\vec{R}_0} \frac{e^{-\beta m N f[\vec{R}_0]}}{Z_m} \log \left[ \frac{e^{-\beta m N f[\vec{R}_0]}}{Z_m} \right]$$

$$= - \sum_{\vec{R}_0} q_{\vec{R}_0} \log p_{\vec{R}_0}$$

$$= - \sum_{\vec{R}_0} p_{\vec{R}_0} \log p_{\vec{R}_0}$$ \quad (A4)

where

$$p_{\vec{R}_0} = \frac{e^{-\beta m N f[\vec{R}_0]}}{Z_m} . \quad (A5)$$

Therefore, the complexity is the entropy of basins, weighted by the weight $p_{\vec{R}_0}$. The weight is constructed by assigning an “energy” $N f[\vec{R}_0]$ to each basin, and then constructing a Boltzmann weight at the effective temperature $\tau = T/m$.

3. Special limits

Equation (A4) allows to give simple interpretation to the different limits we considered in Sec. IV, as follows:

1. Consider $m = 1$. Then the basins are weighted by their equilibrium free energy at temperature $T$. The associated complexity $\Sigma_{eq}(T, \varphi) = \Sigma(m = 1; T, \varphi)$ corresponds to the number of basins that dominate the equilibrium partition sum. In other words, if we take an equilibrium configuration at given $(T, \varphi)$, this configuration belongs, with probability 1 for $N \to \infty$, to one among $\exp[N \Sigma_{eq}]$ basins (all the other basins having a negligible probability at equilibrium). This equilibrium complexity is reported in Fig. 4.

2. Consider taking $\beta \to \infty$ first, then $m = 1$. In this case we get, at low enough density where hard sphere configurations exist (omitting the normalization)

$$p_{\vec{R}_0} \propto \nu_a[\vec{R}_0] . \quad (A6)$$

The basins are weighted by their hard sphere volume. Therefore $\Sigma^{HS}_{eq}(\varphi) = \Sigma(m = 1; T = 0, \varphi)$ is the equilibrium complexity of hard spheres: if one takes one hard sphere configuration at equilibrium at volume fraction $\varphi$, the latter will belong with probability 1 to one among $\exp[N \Sigma^{HS}_{eq}]$ basins. This quantity is reported in Fig. 16 of Ref. [33] and in the inset of Fig. 4.

3. Consider taking $m = 0$. In this case, the basins are not weighted. Therefore, $\Sigma(m = 0; T, \varphi)$ is just the logarithm of the total number of basins, of any energy and entropy.

4. Consider taking $\beta \to \infty$ first, again in the region of $\varphi$ where hard sphere configurations exist. Then, the weight becomes

$$p_{\vec{R}_0} \propto \nu_a[\vec{R}_0] \log p_{\vec{R}_0}$$ \quad (A7)

which means that basins are weighted by their volume of hard spheres configurations raised to the power $m$. In particular, those basins that do not contain any hard sphere configuration (those of positive energy) have zero weight and are not counted. Now, take $m \to 0$. The resulting weight is

$$p_{\vec{R}_0} \propto \theta\{\nu_a[\vec{R}_0] > 0\}$$ \quad (A8)

in other words we give uniform weight to all basins that contain at least one hard sphere configuration. The corresponding complexity is

$$\Sigma^{HS}_{\varphi}(\varphi) = \lim_{m \to 0} \lim_{T \to 0} \Sigma(m; T, \varphi)$$ \quad (A9)

and it counts the total number of basins for hard spheres.

5. Finally, consider taking the limit $\beta \to \infty$, with the effective temperature $\tau = T/m$ held constant (meaning that $m \to 0$ at the same time). In this case, the weight becomes

$$p_{\vec{R}_0} \propto e^{-N \psi[\vec{R}_0]/\tau} . \quad (A10)$$

Therefore, $\Sigma_{\varphi}(\tau, \varphi) = \lim_{T \to 0} \Sigma(m = T/\tau; T, \varphi)$ counts the basins weighted by their minimal energy at temperature $\tau$, irrespective of their entropy (in particular basins that contain hard sphere configurations have weight 1 in this case). Obviously, $\lim_{m \to 0} \Sigma_{\varphi}(\tau, \varphi) = \Sigma^{HS}_{\varphi}(\varphi)$ for $\varphi \leq \varphi_{COP}$. Moreover, one can perform a Legendre transformation with respect to $\tau$ to eliminate $\tau$ in favor of its conjugate variable (the basins minimal energy) and therefore obtain $\Sigma_{\varphi}(\psi, \varphi)$, which counts the basins of minimal energy $\psi$ at density $\varphi$. Again, $\lim_{m \to 0} \Sigma_{\varphi}(\psi, \varphi) = \Sigma^{HS}_{\psi}(\varphi)$ for $\varphi \leq \varphi_{COP}$, while for $\varphi > \varphi_{COP}$ one finds that $\Sigma_{\varphi}(\psi, \varphi)$ vanishes at a positive energy $\varepsilon_{COP}(\varphi)$, which is the global minimum energy for that density and increases as $\varepsilon_{COP}(\varphi) \propto (\varphi - \varphi_{COP})^2$ [54]. The quantity $\Sigma_{\varphi}(\tau, \varphi)$ is reported in Fig. 9. A similar object was recently measured numerically [69].
Appendix B: Some calculations and simplifications

1. The function $q$

The function $q(A, T; r)$ that appears in the effective potential Eq. (17) is given, using the definition and introducing bipolar coordinates, by:

$$q(A, T; r) = \int d^3r' \gamma_{2A}(r') e^{-\beta\phi(r-r')} = \frac{1}{r^{16\pi A}} \int_0^\infty du \, u \left[ e^{-\frac{(u-1)^2}{4A}} - e^{-\frac{u+1}{4A}} \right] e^{-\beta\phi(u)} . \tag{B1}$$

The Gaussian integral can be explicitly computed and the result is

$$q(A, T; r) = \frac{1}{2} \left( 2 + \text{Erf}\left( \frac{r - 1}{\sqrt{2A}} \right) - \text{Erf}\left( \frac{r + 1}{\sqrt{2A}} \right) \right) + \frac{4A^{3/2} \beta}{(1 + 4A\beta)^{1/2}} \left( e^{-(r-1)^2/4A} - e^{-(r+1)^2/4A} \right)$$

$$+ e^{-\frac{(r-1)^2}{4A\beta}} \frac{r + 4A\beta}{2r(1 + 4A\beta)^{3/2}} \left( \text{Erf}\left( \frac{r + 4A\beta}{2\sqrt{A}(1 + 4A\beta)} \right) + \text{Erf}\left( \frac{1 - r}{2\sqrt{A}(1 + 4A\beta)} \right) \right)$$

$$- e^{-\frac{(r+1)^2}{4A\beta}} \frac{r - 4A\beta}{2r(1 + 4A\beta)^{3/2}} \left( \text{Erf}\left( \frac{r - 4A\beta}{2\sqrt{A}(1 + 4A\beta)} \right) - \text{Erf}\left( \frac{1 + r}{2\sqrt{A}(1 + 4A\beta)} \right) \right). \tag{B2}$$

2. Link with the Mézard-Parisi small cage expansion

Here we show that our effective potential approximation reproduces the result of [31] in a small $A$ expansion at fixed $\beta$. Starting from Eq. (B1), we note that for small $A$, $r'$ is small, and we expand the potential $\phi(r-r')$ (which is assumed to be differentiable) for small $r'$:

$$q(A, T; r) = \int d^3r' \gamma_{2A}(r') e^{-\beta\phi(r-r')} , \tag{B3}$$

$$\sim e^{-\beta\phi(r)}[1 - \beta A \Delta\phi(r) + \beta^2 A(\nabla\phi(r))^2 + O(A^3)].$$

Plugging this in (23) and using an integration by parts, one easily obtains:

$$G(m, A; T) = 3\beta A(1 - m) \int_0^1 dr r^2 e^{-\beta\phi(r)} \Delta\phi(r) . \tag{B4}$$

This result, together with Eq. (22), reproduces the result of [31], with the additional approximation we made for the correlation function of the liquid, Eq. (21). Note that without the latter approximation, we would not reproduce the result of [31] exactly: this would require an expansion around the center of mass of the molecule and not around replica 1 as we did in Eq. (15).

3. Simplification of the replicated free entropy in the low-temperature approximation

We show here the details of the simplification of the replicated free entropy in the low-temperature approximation, Eq. (15). Starting from Eq. (19) and using Eq. (15), we get

$$\int d^3r g_{iq}(T/m, \varphi; r)Q(r) \sim \frac{g_{H_2}^S(\varphi)}{m} \int dr r e^{-\beta\phi(r)}Q(r) \equiv \frac{g_{H_2}^S(\varphi)4\pi}{3} G(m, A; T) , \tag{B5}$$

where:

$$G(m, A; T) = \frac{3}{4\pi} \int d^3r e^{-\beta\phi(r)}Q(r) = 3 \int_0^\infty dr \int_0^\infty dr' [e^{-\beta\phi_{eff}(r') - e^{-\beta\phi_{eff}(r)}}] \tag{B6}.$$
Then we observe that, using Eqs. (14) and (15), we get

\[
\int d^3x \, e^{-\beta \phi_{eff}(\vec{x})} = \frac{1}{V} \int d\vec{x}_1 \cdots d\vec{x}_m \rho(\vec{x}_1) \cdots \rho(\vec{x}_m) \prod_{a=1}^m e^{-\beta \phi(y_a)} = \frac{1}{V} \int d^3x \, d^3y \, q(A, T; \vec{x} - \vec{y})^m = \int d^3r \, q(A, T; r)^m,
\]

therefore we obtain

\[
G(m, A; T) = 3 \int_0^\infty dr \, r^2 [q(A, T; r)^m - e^{-\beta \rho_0(r)}],
\]

which leads to the desired result, Eqs. (22) and (23).

4. Energy and pressure of the glass

Here we show how to compute the energy and pressure of the glass, which can be computed using the general thermodynamic relations \( U = -dS/d\beta \) and \( p = \beta P/\rho = -\phi \rho dS/d\phi \), where \( p \) is the so-called “reduced pressure” or “compressibility factor”. From expression (13), together with (22) and (23), we have that \( S_{glass}(T, \varphi) = S(m^*, A^*; T, \varphi)/m^* \), where \( m^* \) and \( A^* \) are determined by optimization of \( S(m, A; T, \varphi)/m \). Therefore, we do not need to take explicit derivatives with respect to \( m \) and \( A \).

We get for the energy:

\[
U_{glass}(T, \varphi) = \frac{-1}{m^*} \partial S(m^*, A^*; T, \varphi) \partial \beta
\]

\[
= -\partial S_{liq}(T/m^*, \varphi) \partial (\beta m^*) - 12 \varphi \psi_{H^S}^{liq}(\varphi) \int_0^\infty dr \, r^2 \left[ q(A^*, T; r)^{m^* - 1} \frac{\partial q(A^*, T; r)}{\partial \beta} + \phi(r) e^{-\beta m^* \phi(r)} \right]
\]

\[
= U_{liq}(T/m^*, \varphi) - 12 \varphi \psi_{H^S}^{liq}(\varphi) \int_0^\infty dr \, r^2 \phi(r) e^{-\beta m^* \phi(r)} - 12 \varphi \psi_{H^S}^{liq}(\varphi) \int_0^\infty dr \, r^2 q(A^*, T; r)^{m^* - 1} \frac{\partial q(A^*, T; r)}{\partial \beta},
\]

where we made use of Eq. (27) for the liquid energy. Now we make use of the definition of \( q \), Eq. (B1), to get

\[
-\frac{\partial q(A, T; r)}{\partial \beta} = \frac{1}{r \sqrt{4\pi \Lambda}} \int_0^\infty du \, w(\phi) \left[ e^{-\frac{(r-u)^2}{4\Lambda}} - e^{-\frac{(r+u)^2}{4\Lambda}} \right] e^{-\beta \phi(\phi)}.
\]

We plug this in the equation above, and we get (exchanging the names of \( u \) and \( r \) in the integral):

\[
U_{glass}(T, \varphi) = 12 \varphi \psi_{H^S}^{liq}(\varphi) \int_0^\infty dr \, r^2 \phi(r) e^{-\beta \phi(r)} \frac{1}{r \sqrt{4\pi \Lambda}} \int_0^\infty du \left[ e^{-\frac{(r-u)^2}{4\Lambda}} - e^{-\frac{(r+u)^2}{4\Lambda}} \right] q(A^*, T; u)^{m^* - 1}
\]

\[
= 12 \varphi \psi_{H^S}^{liq}(\varphi) \int_0^\infty dr \, r^2 \phi(r) e^{-\beta \phi_{eff}(r)}
\]

where we used the definition (17). This is the desired result, Eq. (33).

For the pressure, we get the simple result

\[
p_{glass}(T, \varphi) = -\frac{\varphi}{m^*} \frac{\partial S(m^*, A^*; T, \varphi)}{\partial \varphi}
\]

\[
= \frac{1}{m^*} p_{liq}(T/m^*, \varphi) - \frac{4 \varphi}{m^*} \left[ \psi_{H^S}^{liq}(\varphi) + \varphi \frac{d \psi_{H^S}^{liq}(\varphi)}{d \varphi} \right] G(m^*, A^*, T).
\]
5. Simplified expression of the number of contacts and of the energy

Here we derive a simplified expression for the number of contacts. Using Eq. (15) we obtain

\[
\begin{aligned}
z(T, \varphi) &= 24 \varphi y_{iq}^{H \phi}(\varphi) \int_0^1 dr \, r^2 e^{-\beta \phi_{ij}(r)} \\
&= 24 \varphi y_{iq}^{H \phi}(\varphi) \int_0^\infty du \, u^2 q(A, T; u) u^m - \frac{1}{u \sqrt{4\pi A}} \int_0^1 dr \, r \left[ e^{-\frac{r^2}{4A}} - e^{-\frac{(r+u)^2}{4A}} \right] e^{-\beta(1-r)^2}
\end{aligned}
\]

where we defined the function

\[
\tilde{q}(A, T; u) = \frac{1}{u \sqrt{4\pi A}} \int_0^1 dr \, r \left[ e^{-\frac{(r-u)^2}{4A}} - e^{-\frac{(r+u)^2}{4A}} \right] e^{-\beta(1-r)^2}.
\]

Note that \( \tilde{q}(A, T; u) \) is equal to the part of \( q(A, T; u) \) that vanishes in the zero temperature limit. This allows to compute it starting from Eq. (B2):

\[
\begin{aligned}
\tilde{q}(A, T; r) &= q(A, T; r) - \lim_{T \to 0} q(A, T; r) \\
&= -\sqrt{\frac{A}{\pi}} \frac{1}{(1 + 4A\beta)_r} \left( e^{-\frac{(r-\frac{1}{2A})^2}{4A}} - e^{-\frac{(r+\frac{1}{2A})^2}{4A}} \right) \\
&\quad + e^{-\frac{(r-\frac{1}{2A})^2}{4A}} \frac{(r + 4A\beta)}{2r(1 + 4A\beta)^{3/2}} \left[ \text{Erf} \left[ \frac{r + 4A\beta}{2\sqrt{A(1 + 4A\beta)}} \right] \right] + \frac{1}{2\sqrt{A(1 + 4A\beta)}} \left( \text{Erf} \left[ \frac{r - 4A\beta}{2\sqrt{A(1 + 4A\beta)}} \right] - \text{Erf} \left[ \frac{1}{2\sqrt{A(1 + 4A\beta)}} \right] \right).
\end{aligned}
\]

Similarly, for the energy of the glass we get

\[
\begin{aligned}
U_{\text{glass}}(T, \varphi) &= 12 \varphi y_{iq}^{H \phi}(\varphi) \int_0^1 dr \, r^2 (1 - r)^2 e^{-\beta \phi_{ij}(r)} \\
&= 12 \varphi y_{iq}^{H \phi}(\varphi) \int_0^\infty du \, u^2 q(A, T; u) u^m - \frac{1}{u \sqrt{4\pi A}} \int_0^1 dr \, r (1 - r)^2 \left[ e^{-\frac{(r-u)^2}{4A}} - e^{-\frac{(r+u)^2}{4A}} \right] e^{-\beta(1-r)^2}
\end{aligned}
\]

Appendix C: The hard sphere limit

1. Free energy of hard spheres

Here we discuss how Eq. (23) is simplified in the limit \( T \to 0 \), with fixed \( m \) and \( A \), that is the appropriate one below \( \varphi_{\text{GCP}} \). Taking the limit \( T \to 0 \) at fixed \( A \), Eq. (B2) gives back the results of Parisi and Zamboni [33, Eqs. (C4)]:

\[
q(A; r) = \lim_{T \to 0} q(A, T; r) = \frac{1}{2} \left( 2 + \text{Erf} \left[ \frac{r - 1}{2\sqrt{A}} \right] - \text{Erf} \left[ \frac{r + 1}{2\sqrt{A}} \right] \right) + \sqrt{\frac{A}{\pi r}} \left( e^{-\frac{(r-1)^2}{4A}} - e^{-\frac{(r+1)^2}{4A}} \right).
\]

In this limit we obtain from Eq. (23) the following result:

\[
\begin{aligned}
S(m, A; \varphi) &= S_h(m, A) + S_{\text{glass}}^{H \phi}(\varphi) + 4\varphi y_{iq}^{H \phi}(\varphi) G(m, A) \\
G(m, A) &= 3 \int_0^\infty dr r^2 [q(A; r)^m - \theta(r - 1)].
\end{aligned}
\]

These equations coincide with the ones reported in [33, Eq. (72)].
2. Jamming limit from below

The jamming limit from the hard sphere side $\varphi \to \varphi_{GCP}$ is obtained by taking $m \to 0$ and $A = \alpha m$ \cite{Crisanti2018}. In this limit, the function $q(A; r)$ goes to $1$ for $r > 1$ and to $0$ for $r < 1$. Using the asymptotic expansions of the error function we get:

$$q(A; r) \sim \frac{1}{2} \left[ 1 + \text{Erf} \left( \frac{r - 1}{2\sqrt{A}} \right) \right] + \sqrt{\frac{A}{\pi}} r^{-\frac{1}{4} - \frac{1}{4r}} \sim \theta(r - 1) + \sqrt{\frac{A}{\pi}} e^{-\frac{(r - 1)^2}{4r}} \left[ 1 + \frac{1}{r - 1} R \left( \frac{1 - r}{\sqrt{A}} \right) \right],$$

where the function $R(x)$ goes to $1$ for $x \to \infty$ and is proportional to $x$ for $x \to 0$, in such a way that there is no singularity at $x = 1$.

Based on this result, we can evaluate the integral that defines $G(m, A)$ in Eq. (C2). For $r > 1$, we have $q(A; r) \to 1$ and therefore

$$\int_1^\infty dr r^2 [q(mA; r)^m - 1] = \int_1^\infty dr r^2 (m[q(mA; r) - 1] + \cdots) = S_1 m^2 + S_2 m^{5/2} + \cdots$$

(C4)

For $r < 1$, we have instead

$$\int_0^1 dr r^2 [q(mA; r)^m] \sim \left( \sqrt{\frac{\alpha m}{\pi}} \right)^m \int_0^1 dr r^2 e^{-\frac{(r - 1)^2}{4m}} \left[ 1 + \frac{1}{r - 1} R \left( \frac{1 - r}{\sqrt{A}} \right) \right]^m.$$  

(C5)

The last term in square brackets in the integral gives rise to a regular expansion in powers of $m$ for small $m$. Collecting all these results together we get

$$G(m, \alpha m) \sim m^{n/2} c_{0H}^{HS}(\alpha)(1 + R_1 m + R_2 m^2 + \cdots) + S_1 m^2 + S_2 m^{5/2} + \cdots,$$

$$G_0^{HS}(\alpha) = 3 \int_0^1 r^2 e^{-\frac{(r - 1)^2}{4m}} dr.$$  

(C6)

Then, in the limit $m \to 0$, Eqs. (C2) reduce to:

$$S_0^{HS}(\alpha; \varphi) = \frac{3}{2} \ln(2\pi \alpha) + 1 + S_0^{HS}(\varphi) + 4\varphi_{lq}^{HS}(\varphi)G_0^{HS}(\alpha),$$

$$G_0^{HS}(\alpha) = 3 \int_0^1 r^2 e^{-\frac{(r - 1)^2}{4m}} dr = 3\left[ \sqrt{\alpha \varphi(1 + 2\alpha)} \text{Erf} \left( \frac{1}{\sqrt{2\alpha}} \right) + 2\alpha e^{-\frac{1}{2\alpha}} - 4\alpha \right].$$

(C7)

Optimization over $\alpha$ yields an equation for $\alpha_{HS}^*(\varphi)$:

$$J_0^{HS}(\alpha_{HS}^*) = \frac{3}{8\varphi_{lq}^{HS}(\varphi)} = \frac{d G_0^{HS}(\alpha)}{d \alpha}.$$  

(C8)

Next we calculate the leading order in the small $m$ expansion around the previous result. We have

$$S(m, \alpha; \varphi) = S_0^{HS}(\alpha; \varphi) + \frac{1}{2} \left[ 3 + 4\varphi_{lq}^{HS}(\varphi)G_0^{HS}(\alpha) \right] m \log m + O(m, (m \log m)^2, \cdots).$$

(C9)

Therefore for the complexity we get at the leading order (recall that we do not need to add the explicit derivative with respect to $\alpha$, since $\alpha$ is defined by the condition that it vanishes):

$$\Sigma(m, \alpha; \varphi) = -m^2 \frac{d}{dm} [S(m, \alpha; \varphi)/m] = S_0^{HS}(\alpha; \varphi) - \frac{m}{2} \left[ 3 + 4\varphi_{lq}^{HS}(\varphi)G_0^{HS}(\alpha) \right].$$

(C10)

The expression above has to be computed in $\alpha = \alpha_{HS}^*(\varphi)$. Therefore, $S_0^{HS}(\alpha^*(\varphi); \varphi) = \Sigma_0^{HS}(\varphi)$ is the complexity of hard-spheres at $m = 0$ \cite{Crisanti2018}, which vanishes linearly at $\varphi = \varphi_{GCP}$. Since $m_{HS}(\varphi)$ is defined by $\Sigma(m, \alpha_{HS}^*(\varphi); \varphi) = 0$, we get the leading term of $m_{HS}(\varphi)$ for $m \to 0$ or $\varphi \to \varphi_{GCP}$:

$$m_{HS}(\varphi) = \frac{2\Sigma_0^{HS}(\varphi)}{3 + 4\varphi_{lq}^{HS}(\varphi)G_0^{HS}(\alpha_{HS}^*(\varphi))}.$$  

(C11)
3. Scaling of the effective potential on approaching jamming from below

Here we discuss the emergence of the delta peak at \( r = 1^{+} \) in the effective potential of hard spheres for \( \varphi \rightarrow \varphi_{GCP} \) [33], where \( A = m \alpha \) and \( m \to 0 \) as discussed above. For small \( A \), we have

\[
e^{-\beta \varphi_{eff}(r)} = \Theta(r-1) \frac{1}{r \sqrt{4 \pi A}} \int_{0}^{\infty} du \frac{a}{\sqrt{r+u}^{3/2}} q(A; u)^{m-1}, \tag{C12}
\]

with \( q(A; r) \) given in (C3). First we note that if \( r-1 \gg \sqrt{A} \), then the integral is peaked at \( u > 1 \), the function \( q \to 1 \) and the integral goes to 1 too. Therefore \( e^{-\beta \varphi_{eff}(r)} \to 1 \) for \( r - 1 \gg \sqrt{A} \).

We have then to study the region \( r - 1 \sim \sqrt{A} \). In this region one can easily show that the part of the integral at \( u > 1 \) gives a finite contribution. If we want to study the divergent part, we can truncate the integral at \( u = 1 \). We then introduce the scaling variable \( \lambda = (r-1)/\sqrt{4mA} = (r-1)/(m\sqrt{4\alpha}) > 0 \) and in the integral we change variable to \( u = 1 - x \sqrt{4A/m} = 1 - x \sqrt{4\alpha} \). Using the first equation in (C3), and defining

\[
\Theta(s) = \frac{1}{2} [1 + \text{Erf}(s)], \tag{C13}
\]

we get for the divergent part

\[
e^{-\beta \varphi_{eff}^{d}(\lambda)} = \frac{1}{\sqrt{\pi m}} \int_{0}^{1/\sqrt{4\alpha}} dx (1 - x \sqrt{4\alpha}) e^{-(\lambda \sqrt{m+1/\sqrt{m}})^{2}} \left[ \Theta \left( -\frac{x}{\sqrt{m}} \right) + \sqrt{\frac{m}{\pi}} \frac{\sqrt{\alpha}}{1 - x \sqrt{4\alpha}} e^{-\frac{x^{2}}{2}} \right]^{m-1}. \tag{C14}
\]

Making use of the asymptotic large \( s \) expansion of the error function, we have \( \Theta(-s) \sim e^{-s^{2}}/(2\sqrt{\pi}s) \), and we get

\[
e^{-\beta \varphi_{eff}^{d}(\lambda)} = \frac{e^{-m^{2}}}{\sqrt{\pi m}} \int_{0}^{1/\sqrt{4\alpha}} dx (1 - x \sqrt{4\alpha}) e^{-2\lambda x - x^{2}} \left[ \frac{m}{2x} \frac{1}{\sqrt{\alpha}} \right]^{-1} \tag{C15}
\]

\[
\sim \frac{1}{m} \int_{0}^{1/\sqrt{4\alpha}} dx (1 - x \sqrt{4\alpha}) e^{-2\lambda x - x^{2}} \left[ \frac{1}{2x} + \sqrt{\frac{\alpha}{1 - x \sqrt{4\alpha}}} \right]^{-1}
\]

where we introduced the scaling function that describes the delta peak:

\[
\Delta_{\alpha}(\lambda) = 2 \int_{0}^{1/\sqrt{4\alpha}} dx \left(1 - x \sqrt{4\alpha} \right)^{2} e^{-2\lambda x - x^{2}} \tag{C16}
\]

Note that at \( \varphi_{GCP} \) we have \( \alpha \sim 10^{-4} \); therefore an excellent approximation of the scaling function is obtained by setting \( \alpha = 0 \):

\[
\Delta_{0}(\lambda) = 2 \int_{0}^{\infty} dx x e^{-2\lambda x - x^{2}} = 1 - \sqrt{\pi} \lambda e^{\lambda^{2}} (1 - \text{Erf}(\lambda)), \tag{C17}
\]

that allows to recover the results of [33, Eq. (C40)].

Appendix D: The zero temperature soft sphere limit

1. Free energy of soft spheres at \( T = 0 \)

When \( \varphi \gg \varphi_{GCP} \), the appropriate \( T \to 0 \) limit is taken with \( m = T/\tau \) and \( A = m \alpha \) for constants \( \alpha \) and \( \tau \). We start by looking at the asymptotics of \( q(\alpha m, \tau m; r) \) when \( m \to 0 \). From the definition (B2) we find that:

\[
q(\alpha m, \tau m; r) \sim \begin{cases} 
1 & r > 1 \\
\frac{e^{-\frac{q(r)}{m^{(r+4)/\alpha} \sigma^{r+4}/(4\pi)} \left(1 + 4m/\tau\right)^{m/2}}}{r^{(r+4)/\alpha \tau}} & r < 1
\end{cases} \tag{D1}
\]
Therefore the part of the integrals in $G(m, A; T)$ for $r > 1$ vanishes in this limit. Plugging Eq. (D1) in Eq. (B8) we get:

\[
G(m, \alpha m; \tau m) \sim \frac{3}{m-0} \int_0^1 r^2 \left[ e^{-\frac{4\pi \alpha (1 + \tau)}{1 + 4\pi \alpha / \tau}} - e^{-\frac{4\pi \alpha}{1 + 4\pi \alpha / \tau}} \right] dr ,
\]  
(D2)

which can be written, using the definition (C7), as:

\[
G(m, \alpha m; \tau m) \sim G_0(\alpha, \tau) = G_0^{HS}(\alpha + \tau / 4) - G_0^{HS}(\tau / 4) .
\]  
(D3)

The free entropy is given by Eq. (22). Replacing $T = \tau m$ and $A = \alpha m$ and taking the $m \to 0$ limit, we obtain:

\[
S_0(\alpha, \tau; \varphi) = -\frac{3}{2} \left[ \ln(2\pi \alpha) + 1 \right] + S_{1q}(\tau, \varphi) + 4\varphi G_{1q}(\varphi) G_0(\alpha, \tau).
\]  
(D4)

As before, optimization over $\alpha$ yields an equation for $\alpha^*(\tau; \varphi)$ for each $\tau$ and $\varphi$:

\[
J_0(\alpha^*(\tau, \varphi), \tau) = \frac{3}{8\varphi G_{1q}(\varphi)},
\]

\[
J_0(\alpha, \tau) = \frac{dG_0}{d\alpha}(\alpha, \tau).
\]  
(D5)

In this limit, the free energy is much simplified and the optimization over $\alpha$ and $\tau$ is easily carried out.

2. Small $\tau$ expansion: jamming from above

A very important observation is that, taking the $\tau \to 0$ limit, we recover the hard-sphere value of $S_0^{HS}(\alpha; \varphi)$ given in Eq. (C7). Indeed we expect that $\tau$ tends to zero when approaching $\varphi_{GC,\varphi}$ from above. Therefore, to expand around the jamming point, we must perform a small $\tau$ expansion of the free entropy (D4).

We start from (D4) and make use of the expressions (28) and (C7). We note that some remarkable cancellations happen, that eliminate a dangerous term in $\sqrt{\tau}$. Keeping only the lowest orders in the expression (D4) of the free entropy, we get:

\[
S_0(\alpha, \tau; \varphi) = S_0^{HS}(\alpha; \varphi) + \tau S_1(\alpha, \varphi) + o(\tau),
\]

\[
S_1(\alpha, \varphi) = \varphi G_{1q}(\varphi) \left[ \frac{1}{\alpha} J_0^{HS}(\alpha) - 6 \right].
\]  
(D6)

The optimal value of $\alpha$ is defined by :

\[
\frac{dS_0^{HS}}{d\alpha}(\alpha^*(\tau, \varphi); \varphi) + \tau \frac{dS_1}{d\alpha}(\alpha^*(\tau, \varphi), \varphi) = 0 ,
\]  
(D7)

and it has the form

\[
\alpha^*(\tau, \varphi) = \alpha_{HS}(\varphi) + \tau b(\varphi) + o(\tau).
\]  
(D8)

Recalling that $\alpha_{HS}^*$ maximizes $S_0^{HS}(\alpha; \varphi)$, therefore $\partial_\alpha S_0^{HS}(\alpha; \varphi) = 0$, in $\alpha = \alpha_{HS}^*$, we see that the $\tau$-dependence of $\alpha^*$ does not contribute at lowest order. Thus:

\[
S_0(\alpha^*(\tau, \varphi), \tau; \varphi) = S_0^{HS}(\alpha_{HS}(\varphi); \varphi) + \tau S_1(\alpha_{HS}(\varphi), \varphi) + o(\tau).
\]  
(D9)

Remember that $S_0^{HS}(\alpha^*(\varphi); \varphi) = \Sigma_0^{HS}(\varphi)$ is the complexity of hard-spheres at $m = 0$ (see Appendix C). We define $S_1(\varphi) = S_1(\alpha_{HS}(\varphi), \varphi)$ and we obtain

\[
S_0(\tau; \varphi) = \Sigma_0^{HS}(\varphi) + \tau S_1(\varphi) + o(\tau) .
\]  
(D10)

Using Eq. (39), we obtain

\[
\Sigma_0(\tau, \varphi) = \Sigma_0^{HS}(\varphi) + 2\tau S_1(\varphi),
\]

\[
e(\tau, \varphi) = \tau^2 S_1(\varphi).
\]  
(D11)

Finally, reconstructing this parametric equation defining $\Sigma_0$, we obtain :

\[
\Sigma_0(\epsilon, \varphi) = \Sigma_0^{HS}(\varphi) + 2\sqrt{\epsilon} S_1(\varphi).
\]  
(D12)
3. Effective potential in the zero temperature limit for soft spheres

We start from the definition (17) of the effective potential and we take the limit $T \to 0$ with $m = T/\tau$ and $A = \alpha m$. A direct inspection of the different terms shows that, since $A$ is very small, one can discard a number of terms to obtain:

\[ e^{-\beta \phi_{\text{eff}}(r)} = e^{-\beta \phi(r)} \frac{1}{r \sqrt{4\pi A}} \int_0^\infty du \ u e^{\frac{-(u-1)^2}{4A}} q(A, T; u)^{m-1}, \]  

\[ q(A, T; u) \sim \Theta \left( \frac{u-1}{4A} \right) + e^{\frac{\beta(u-1)^2}{1+4A\beta}} u + 4A\beta \frac{u + 4A\beta}{u(1 + 4A\beta)^{3/2}} \Theta \left( \frac{1 - u}{4A(1 + 4A\beta)} \right), \]  

with $\Theta(s)$ defined in Eq. (C13). We should now make a separate analysis for $r > 1$ and $r < 1$. In both cases, the integral is dominated by $u \sim r$. Therefore, for $r > 1$ also $u > 1$ and in this case $q(A, T; u) \sim 1$, so we get $e^{-\beta \phi_{\text{eff}}(r)} \to 1$.

The more interesting case is for $r < 1$. We have

\[ e^{-\beta \phi_{\text{eff}}(r)} = e^{-\beta (1-r)^2} \frac{1}{r \sqrt{4\pi A}} \int_0^\infty du \ u e^{\frac{-(u-1)^2}{4A}} \Theta \left( \frac{u-1}{4A} \right) + e^{\frac{\beta(u-1)^2}{1+4A\beta}} u + 4A\beta \frac{u + 4A\beta}{u(1 + 4A\beta)^{3/2}} \Theta \left( \frac{1 - u}{4A(1 + 4A\beta)} \right) \right)^{m-1}, \]

For $r < 1$, the integral over $u$ is dominated by the decay of the function away from $u = 1$ (for $u < 1$). We recall that $\Theta(s \to -\infty) \sim e^{-s^2}$, while $\Theta(s \to \infty) \to 1$. Therefore, inside the square brackets we can neglect the first term $\Theta \left( \frac{u-1}{4A} \right)$ whose decay is faster. We get, neglecting all the terms that are small for $m \to 0$

\[ e^{-\beta \phi_{\text{eff}}(r)} = e^{-\beta (1-r)^2} \frac{1}{r \sqrt{4\pi A m}} \int_0^\infty du \ u e^{\frac{-(u-1)^2}{4A}} \Theta \left( \frac{u-1}{4A} \right) + e^{\frac{\beta(u-1)^2}{1+4A\beta}} u + 4A\beta \frac{u + 4A\beta}{u(1 + 4A\beta)^{3/2}} \Theta \left( \frac{1 - u}{4A(1 + 4A\beta)} \right) \right)^{m-1}. \]

The term in the exponential proportional to $1/m$ dominates. Rearranging terms we obtain:

\[ e^{-\beta \phi_{\text{eff}}(r)} = e^{-(1-r)^2} \frac{1}{r \sqrt{4\pi A m}} \int_0^\infty du \ u e^{\frac{-(u-1)^2}{4A}} \Theta \left( \frac{u-1}{4A} \right) + e^{\frac{\beta(u-1)^2}{1+4A\beta}} u + 4A\beta \frac{u + 4A\beta}{u(1 + 4A\beta)^{3/2}} \Theta \left( \frac{1 - u}{4A(1 + 4A\beta)} \right) \right)^{m-1}, \]

\[ = \frac{1}{r} \int_0^\infty du \ u \left( 1 - (r-1)(1+4A/\tau) \right) e^{-\frac{\beta(u-1)^2}{1+4A\beta}} u(1 + 4A/\tau)^2 \Theta \left( \frac{1 - u}{4A(1 + 4A\beta)} \right) \frac{1}{r \sqrt{4\pi A m (1 + 4A/\tau)}} \Theta \left( \frac{u-1}{4A(1 + 4A\beta)} \right) \right)^{m-1}, \]

\[ = \frac{1}{r} \left( 1 + 4A/\tau \right) \left( 1 + (r-1)(1+4A/\tau)^2 \right) e^{-\frac{\beta(r-1)^2}{1+4A\beta}}, \]

since the delta function forces $u = 1 + (r-1)(1 + 4A/\tau)$, but the integral vanishes unless this value of $u$ is positive. Adding the contribution for $r > 1$, we get the final result:

\[ e^{-\beta \phi_{\text{eff}}(r)} = \delta(r-1) + \delta(1-r) \delta \left( r - \frac{4A}{\tau + 4A} \right) \frac{1}{r} \left( 1 + 4A/\tau \right) \left( 1 + (r-1)(1+4A/\tau)^2 \right) e^{-\frac{\beta(r-1)^2}{1+4A\beta}}, \]

Since the above expression is discontinuous in $r = 1$, while at any finite $T$ the effective potential is continuous. We can derive the scaling function that describes the emergence of the discontinuity for $T \to 0$ as follows. We start from Eq. (D15) and perform a change of variable $u = 1 + x\sqrt{4A}$ in the integral, and define $\lambda = (r-1)/\sqrt{4A}$. Then we get in the zero temperature limit

\[ e^{-\beta \phi_{\text{eff}}(r)} = e^{-4\alpha/\tau \theta(-\lambda)} \frac{1}{\sqrt{\pi}} \int_{-\infty}^\infty dx e^{-\lambda x^2} \frac{1}{q_0(\alpha, \tau; x)}, \]

\[ q_0(\alpha, \tau; x) = \Theta(x) + \frac{1}{\sqrt{1 + 4A/\tau}} \Theta \left( \frac{x}{\sqrt{1 + 4A/\tau}} \right) e^{-\frac{\beta}{1+4A\beta} x^2}, \]

which provides the scaling function in the region where $\lambda$ is of order one, and $r-1 \sim \sqrt{\lambda}$. It is quite easy to check that the function above tends to 1 for $\lambda \to \infty$, while it tends to $1 + 4A/\tau$ for $\lambda \to -\infty$, therefore interpolating between the two regimes $r > 1$ and $r < 1$. 


Appendix E: Numerical calculations

In this Appendix we collect all the numerical results of the various calculations presented in the paper.

1. Hard spheres

We start from the determination of \( \varphi_{GCP} \), which is done in the most precise way by looking at the point where \( \Sigma_0^{HS}(\varphi) = 0 \), see Appendix C and D.2. We get

\[
\varphi_{GCP} = 0.633353, \\
\alpha_0^{HS}(\varphi_{GCP}) = 9.72187 \cdot 10^{-5},
\]

with \( y_{liq}^{HS}(\varphi_{GCP}) = 23.6238 \), and from Eq. (C11), using \( G_0^{HS}(\alpha_{HS}(\varphi_{GCP})) = 0.0179008 \), we get

\[
m_{HS}^{*}(\varphi) = \tilde{m}(\varphi_{GCP} - \varphi) = 20.7487(\varphi_{GCP} - \varphi).
\]

From this and from Eq. (34) we can get the scaling of the reduced pressure for \( \varphi \to \varphi_{GCP} \):

\[
p_{glass} \sim \frac{1}{\tilde{m}(\varphi_{GCP} - \varphi)} \left[ y_{liq}^{HS}(\varphi_{GCP}) - 4\varphi_{GCP} \left( y_{liq}^{HS}(\varphi_{GCP}) + \varphi_{GCP} \frac{dy_{liq}^{HS}}{d\varphi}(\varphi_{GCP}) \right) G_0^{HS}(\alpha_{HS}^{*}(\varphi_{GCP})) \right]
\]

\[
= \frac{3.03430}{\varphi_{GCP} - \varphi}.
\]

The prefactor 3.03430 is extremely close to the space dimension \( d = 3 \), as predicted by free volume theory; the value \( d \) is obtained in the small \( A \) expansion [33].

2. Soft spheres at zero temperature

Close to \( \varphi_{GCP} \) we have \( \Sigma_0^{HS}(\varphi) = 62.9577(\varphi_{GCP} - \varphi) \) and \( S_1(\varphi_{GCP}) = 3767.51 \), hence we immediately deduce from Eqs. (D11) that:

\[
\tau^{*}(\varphi) = -\Sigma_0^{HS}(\varphi)/(2S_1(\varphi)) = 0.0083535(\varphi - \varphi_{GCP}) ,
\]

\[
v_{GS}(\varphi) = (\Sigma_0^{HS}(\varphi))^2/(4S_1(\varphi)) = 0.263017(\varphi - \varphi_{GCP})^2.
\]

The pressure is obtained from Eq. (34):

\[
P_{glass}(T = 0, \varphi) = \lim_{T \to 0}[\mu T p_{glass}(T, \varphi)] = \frac{6\varphi}{\pi} \left[ y_{liq}^{HS}(\varphi) - 4\varphi \left( y_{liq}^{HS}(\varphi) + \varphi \frac{dy_{liq}^{HS}}{d\varphi}(\varphi) \right) G_0(\alpha^{*}(\varphi), \tau^{*}(\varphi)) \right] \tau^{*}(\varphi),
\]

\[
= \frac{0.403001}{\varphi - \varphi_{GCP}}.
\]

Clearly the same scaling could have been obtained from the exact relation \( P_{glass}(T = 0, \varphi) = \frac{6\varphi^2}{\pi} \frac{d\varphi_{GS}}{d\varphi} \).

3. Correlation functions

From these values we can deduce the scaling of the peak of \( g_{glass}(r) \) for \( \varphi \to \varphi_{GCP}^{+} \):

\[
g_{max}(\varphi \to \varphi_{GCP}^{+}) = \frac{y_{liq}^{HS}(\varphi) \left( 1 + \frac{4\alpha^{*}(\varphi)}{\tau^{*}(\varphi)} \right)}{\varphi - \varphi_{GCP}^{+}} = 1.09949.
\]
and for $\varphi \to \varphi_{GCP}$:
\[
g_{\text{max}}(\varphi \to \varphi_{GCP}) = \mu^S_{\text{HS}}(\varphi) \frac{1}{\mu^S_{\text{HS}}(\varphi)} \Delta_{\alpha}(0) = \frac{1.0922}{\varphi_{GCP} - \varphi}.
\]

Note that even though the prefactors are almost identical numerically, we were not able to prove that they actually coincide.
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