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Abstract

Purpose. $T_2$-Shuffling reconstructs multiple $T_2$-weighted images from a single volumetric fast spin-echo (3D-FSE) scan. Wave-CAIPI achieves good reconstruction at high accelerations by better utilizing coil-sensitivity information using additional sinusoidal gradients. In this work, the $T_2$-Shuffling model is augmented with wave-encoding to achieve higher acceleration capability. The resulting “Wave-Shuffling” approach is applied to 3D-FSE and Magnetization-Prepared Rapid Gradient-Echo (MPRAGE) to achieve rapid, 1 mm-isotropic resolution, time-resolved structural imaging.

Theory and Methods. Wave-encoding is incorporated into Shuffling and the wave-encoding parameters are optimized to achieve higher acceleration for the target time-resolved imaging application. 3D-FSE and MPRAGE sequences are modified to enable sinusoidal wave-gradients and random sub-sampling of k-space. In-vivo Shuffling and Wave-Shuffling undersampling MPRAGE experiments are performed to demonstrate the better conditioning provided by wave-encoding. In-vivo Wave-Shuffling 3D-FSE data are also acquired and reconstructed. A wave-encoding calibration method to account for system hardware imperfections suitable for random under-sampling acquisitions without a densely-sampled, low-resolution calibration region is proposed.

Results. For brain imaging application with 32-channel coil at 3T, Wave-Shuffling MPRAGE provides comparable reconstruction at $\approx 8\times$ higher acceleration compared to Shuffling. Wave-Shuffling is successfully applied to MPRAGE and 3D-FSE to recover high-quality time-series of images.

Conclusion. Wave-Shuffling enables rapid, time-resolved structural imaging.

Keywords. Wave-CAIPI, $T_2$-Shuffling, MPRAGE, 3D-FSE, Time-resolved structural imaging
Introduction

A number of widely used MR sequences such as Fast Spin Echo (FSE) [1] and Magnetization-Prepared Rapid Gradient-Echo (MPRAGE) [2] reduce scan time by performing k-space encoding along a multi-echo train. For high resolution acquisitions, signal variations along the long echo trains can cause significant image blurring. To solve this, spatio-temporal model-based techniques to improve image sharpness while also recovering additional multiple image contrasts across the echo train have emerged.

An inherent challenge in high resolution spatio-temporal imaging is acquiring enough k-space samples for each echo to resolve both spatial and temporal dimensions in a clinically feasible time frame. To overcome this, subspace methods have been introduced to greatly reduce the dimensionality of the temporal domain during reconstruction [3]. Despite the smaller dimensionality, the problem is still often ill-posed. Consequently, subspace methods have been used with random sampling and sparsity constrained optimization for better time-resolved imaging and accelerated $T_1$ and $T_2$ parameter mapping [4].

Note that in the above context and for the rest of the work, “time-resolved” refers to reconstructing individual echo-images from a single acquisition as the signal varies over the echo-train. In other words, the tissue dynamics over the multi-echo train are being resolved at the various echo-times over the multi-echo train. This is not related to real-time acquisitions.

$T_2$-shuffling is a promising subspace method that has been applied to clinical volumetric FSE (3D-FSE) imaging [5, 6]. By leveraging random under-sampling in the phase-encode and partition directions, and applying subspace reconstruction with the locally low-rank constraint, the method time-resolves an image-series that captures the signal evolution across the echo train and avoids image blurring artifacts. By combating image blurring, $T_2$-Shuffling has enabled clinical use of 3D-FSE for pediatric knee MRI by producing diagnostic images.
in 6 – 7 minutes with similar quality to conventional 2D-FSE acquisition that requires 13 minutes of scan time [7]. The Shuffling approach from $T_2$-Shuffling has also been applied to the MPRAGE sequence to extract a time-series of $T_1$-weighted images [8].

In addition to the use of subspace modeling, new sequence-based approaches have also been proposed to enable fast time-resolved imaging. MPnRAGE [9] is a multi-echo MPRAGE-like acquisition that leverages radial sampling and a sliding window reconstruction to recover the image time-series across the echo train. Echo Planar Time Resolved Imaging (EPTI) [10] improves on conventional multi-shot Echo Planar Imaging by optimizing k-space and time sampling to exploit temporal correlations during reconstruction to recover distortion free, multi-contrast time series of EPI images. Further more, subspace modeling has been incorporated into EPTI to achieve higher rates of acceleration [11].

In the pursuit of rapid, high resolution spatio-temporal imaging, advances in parallel-imaging that reduce the number of k-space samples needed to spatially resolve the underlying image in non time-resolved acquisitions can be leveraged to improve the encoding of accelerated time-resolved imaging. Wave-CAIPI [12] is a parallel-imaging technique that utilizes additional sinusoidal gradients during the readout to spread aliasing in the readout direction. This is shown to improve the acceleration capabilities of parallel-imaging through better utility of 3D coil-sensitivity information, resulting in a better posed inverse problem with excellent g-factor performance. Wave-CAIPI has been successfully applied to volumetric 3D-FSE to achieve nine-fold acceleration at 3T [13], and to MPRAGE to enable nine-fold and twelve-fold acceleration at 3T and 7T respectively [13, 14].

However, conventional Wave-CAIPI acquisitions cannot fully utilize the better conditioning provided by wave-encoding. Simulation studies have shown that g-factor performance is largely determined by the maximum gradient amplitude ($G_{\text{max}}$) of the sinusoidal wave-gradient and is independent of the number of sinusoidal cycles [13]. To achieve the maximum possible $G_{\text{max}}$, lower wave cycle numbers are required due to gradient hardware slew rate limitations. When utilizing such encoding, conventional Wave-CAIPI acquisitions, where the
data are acquired across a long echo train, suffer from undesirable image ringing artifacts due to the interaction between signal modulation along the echo train from $T_1/T_2$ signal relaxation and the voxel spreading effect from wave-encoding [13]. This “Signal-Mixing” artifact becomes significant when a high $G_{\text{max}}$ and a low cycle number wave-encoding is used, limiting the amount of encoding performance that can be practically achieved. However, this can be overcome by time-resolving the echo-train during reconstruction. In particular, while Wave-CAIPI was developed as a natural extension to controlled aliasing methods like Bunch Phase Encoding [15] and 2D-CAIPIRINHA [16, 17], the sinusoidal gradients have also been successfully applied to data acquired with random k-space sampling to achieve high rates of acceleration with good reconstruction [18, 19]. This suggests that wave-encoding can be integrated into spatio-temporal model-based techniques to be robust to Signal-Mixing artifacts while improving the acceleration performance of time-resolved applications.

When utilizing wave-encoding, hardware imperfections can cause errors in the sinusoidal gradient resulting in detrimental image ringing artifacts if not accounted for in the reconstruction. Auto-calibrated PSF (or “AutoPSF”) methods [19, 20] have been proposed to estimate these gradient imperfections directly from the under-sampled data, but these approaches cannot be directly applied to acquisitions with random under-sampling without a fully sampled calibration region due to high computational cost. Consequently, to avoid the need to acquire additional calibration data, a computationally efficient wave-calibration method for the mentioned conditions is required.

In order to fully utilize the better conditioning provided by high $G_{\text{max}}$ wave-encoding, “Wave-Shuffling” is proposed where wave-encoding is incorporated into the Shuffling model with the temporal subspace and random sub-sampling. By temporally-resolving the underlying signal during the reconstruction, “Wave-Shuffling” is shown to be robust to the “Signal Mixing” artifacts, enabling higher $G_{\text{max}}$ compared to conventional Wave-CAIPI. The $G_{\text{max}}$ of wave-encoding is then optimized to achieve significantly higher acceleration capability compared to standard Shuffling while retaining the multi-contrast and clinically desirable
blur-free reconstruction provided by Shuffling [7]. To enable Wave-Shuffling application that is robust to hardware imperfections, a computationally efficient modification of the AutoPSF approach by Cauley et al. [20] is proposed.

**Theory**

A brief review of the wave-encoding and the Shuffling model is provided, along with a description on how these approaches are combined to form Wave-Shuffling.

**Wave-encoding.**

In wave-encoding, additional sinusoidal \((G_y, G_z)\) gradients are applied during the readout as depicted in Figure 1(A). This induces a voxel spreading effect along the readout direction and the amount of spreading increases linearly as a function of the spatial \((y, z)\) locations. A two-dimensional \((x, y)\) example of this is shown in Figure 1(B) for \(G_y\) wave-encoding.

In an accelerated acquisition, this voxel spreading effect acts to increase the distance between the aliased voxels to allow for better use of coil sensitivity information for improved reconstruction [12].

The voxel spreading can be modeled by a simple point-wise multiplication with a wave point-spread function (Wave-PSF) [12]. This Wave-PSF, denoted \(W\), is described in the hybrid \((k_x, y, z)\) space and consists of phase-only entries with unitary complex magnitude.

Let \(m\) be the underlying image, \(v\) be the acquired data, \(S\) denote coil-sensitivity maps, \(F_x\) denote the forward Fourier transform along the readout direction, \(F_{yz}\) denote the forward Fourier transform along the phase encode and partition directions, and \(M\) be the k-space sampling mask. Let \(R\) be the resizing operator that resizes in the readout dimension to a larger field of view (FOV) to account for the larger \(FOV_x\) required to capture the spreading
effect of wave-encoding. The wave-encoding forward model is then,

\[ v = MF_{yz}WF_{x}RSm \]  

(1)

When using low \( G_{\text{max}} \) wave-encoding, it suffices to only resize the readout dimension to a larger field of view (FOV) to account the spreading effect of wave-encoding. In the regime of high \( G_{\text{max}} \) wave-encoding, in addition to zero-padding the readout dimension in image space \((x)\), it is necessary to zero-pad the phase-encode \((k_y)\) and partition encode \((k_z)\) directions in k-space to ensure that the multiplication with the Wave-PSF \((W)\), which is in \((k_x, y, z)\) space, correctly performs linear convolution in \((x, k_y, k_z)\) space. This zero-padding takes into account the k-space wrap around effect in \( k_y \) and \( k_z \) of large \( G_{\text{max}} \) wave-encoding in combination with the k-space interpolation performed by parallel-imaging.

**Shuffling.**

Shuffling models the magnetization temporal dynamics of the underlying image as it evolves over an echo train. The signal evolutions of tissues are observed to be well represented by a low-dimensional subspace for which an orthonormal basis can be calculated using the Singular Value Decomposition (SVD) [5]. This is depicted in Figure 1(C). The methodology this work used to pick temporal subspace rank is discussed in the Subspace Design subsection. This orthonormal temporal basis, denoted \( \Phi \), is used in the Shuffling forward model as follows:

\[ v = MF_{xyz}S\Phi\alpha \]  

(2)

Here, \( \alpha \) are the “coefficient” images that are passed through \( \Phi \) to recover the time-series of images over the echo train, \( M \) denotes the spatio-temporal sampling mask, and \( v \) denotes the acquired multi-echo k-space data.

Even with the incorporation of the temporal basis \((\Phi)\), Equation (2) is still ill-posed for applications that can be performed in a reasonable time frame with a limited number of k-space encoding lines (similar to that of conventional non time-resolved acquisitions).
To overcome this, random sampling along both k-space and the echo-time dimensions is employed with a regularized reconstruction and a sparsity promoting transform ($\Psi$) such as locally low-rank (LLR) to better recover the underlying coefficient images ($\alpha$).

$$\min_{\alpha} \|v - MF_{xyz} S\Phi\alpha\|_2^2 + \lambda \|\Psi\alpha\|_1$$  (3)

The expected performance of Equation (3) for a given Shuffling acquisition can be qualitatively analyzed by studying its Point Spread Function (PSF), which can be calculated as follows [5]:

$$\text{PSF}_n = (\Phi^* F^*_{xyz} MF_{xyz} \Phi) \delta_n$$  (4)

The delta image ($\delta_n$) is zero at all entries except at the center image of the $n^{th}$ coefficient, where it is one. The ideal response would be the same delta image for the $n^{th}$ coefficient with zero cross talk across the other coefficient images. However, due to acceleration and random sampling, the resulting PSF will have noise-like incoherent side-lobes in the $n^{th}$ coefficient image with signal aliasing to the other coefficients. The peak-to-side-lobe ratio of PSF$_n$ refers to the largest absolute voxel value over all coefficients of PSF$_n$ not including the voxel where $\delta_n$ is non-zero. The lower the peak-to-side-lobe of the PSF over all values of $n$, the weaker the noise-like incoherent aliasing artifacts and the more likely an $l_1$-regularized reconstructions like Equation (3) will be able to “de-noise” the incoherent aliasing artifacts to recover the true underlying images.

**Wave-Shuffling.**

In Wave-Shuffling, the Shuffling forward model (Equation (2)) is augmented with the sinusoidal gradients of Wave-CAIPI (Equation (1)). Akin to Shuffling, Wave-Shuffling is solved using a regularized reconstruction and a sparsifying transform ($\Psi$).

$$\min_{\alpha} \|v - MF_{yz} WF_{x} RS\Phi\alpha\|_2^2 + \lambda \|\Psi\alpha\|_1$$  (5)

The conditioning benefits of the wave sinusoidal gradients should allow for better utilization of the coil sensitivity profiles, allowing for higher under-sampling and hence faster acquisition times in comparison to standard Shuffling.
The PSF for Wave-Shuffling can be calculated as follows.

\[
WPSF_n = (\Phi^* R^* F_x^* W^* F_y^* M F_y^* W F_z^* R \Phi) \delta_n
\] (6)

**Wave-Encoding Parameter Optimization.**

As discussed in the Introduction section, better g-factor performance is achieved using sinusoidal wave-gradients with a higher \( G_{\text{max}} \) which require lower wave cycle numbers due to gradient hardware slew rate limitations. When utilizing such encoding, conventional Wave-CAIPI acquisitions suffer from ringing artifacts, denoted “Signal-Mixing”, due to the interaction between the \( T_1/T_2 \) signal relaxation over the echo-train and the voxel spreading effect from wave-encoding [13]. Wave-Shuffling mitigates this artifact as the data are time-resolved across the echo-train. Consequently, more efficient wave-encoding can be achieved by optimizing the wave-gradient maximum amplitude and the number of sinusoidal cycles. The peak-to-side-lobe ratio of the PSF of Wave-Shuffling (Equation (6)) as a function of wave-encoding parameters is used as a metric for parameter optimization.

**Wave-PSF Calibration.**

Hardware imperfections can cause errors in the sinusoidal gradients of wave-encoding, resulting in image ringing artifacts if not accounted for in the reconstruction. Auto-calibrated PSF (or “AutoPSF”) methods [19, 20] have been proposed to estimate these gradient imperfections directly from the under-sampled wave data. However, these approaches cannot be directly applied to Wave-Shuffling as data are acquired with random under-sampling without a fully sampled calibration region. To enable Wave-Shuffling application that is robust to hardware imperfections, an efficient AutoPSF method is developed for Wave-Shuffling by modifying the approach proposed by Cauley et al. in [20]. Below, a brief review of the AutoPSF approach in [20] is provided along with the proposed extension to enable it to work efficiently with Wave-Shuffling.

The Wave-PSF \( (W) \), used in Equation (1), is constructed in the \((k_x, y, z)\) domain [12].
as follows:

\begin{align*}
W(k_x(t), y, z) &= \exp \left\{ 1i \times 2\pi \times [P_y(k_x(t)) \cdot y + P_z(k_x(t)) \cdot z] \right\} \\
P_y(t) &= \frac{\gamma}{2\pi} \int_0^t G_y(\tau) d\tau \\
P_z(t) &= \frac{\gamma}{2\pi} \int_0^t G_z(\tau) d\tau
\end{align*}

(7)

Here, $G_y$ and $G_z$ are the sinusoidal gradients depicted in Figure 1(A), $\gamma$ is the Larmor frequency and $k_x(t)$ denotes the ($k_x$) point sampled at readout-time ($t$). Cauley et al. proposed a joint optimization technique that jointly solves for the underlying image and the imperfections of the sinusoidal gradients during reconstruction [20]. The key innovation of the approach is the observation that a select small set of Fourier coefficients accurately model the sinusoidal wave-gradients along with the related gradient hardware errors. Let $c_y$ and $c_z$ denote the select small set of Fourier coefficients of the $G_y$ and $G_z$ gradients respectively, and let $F$ denote the Fourier transform. The representation of the gradient wave-forms is as follows:

\begin{align*}
G_y(t) &= [F(c_y)](t) \\
G_z(t) &= [F(c_z)](t)
\end{align*}

(8)

The derived $(G_y, G_z)$ gradient wave-forms are used to generate the Wave-PSF ($W$) as in Equation (7). Let $W(c)$ denote the Wave-PSF derived from gradient wave-forms obtained from $c = (c_y, c_z)$. AutoPSF iterates between minimizing the underlying image ($m$) and the Fourier coefficients ($c$) to reduce the data consistency error of the reconstruction. Using the wave forward model in Equation (1), this alternating minimization can be expressed as,

\begin{align*}
\text{Data Consistency:} \quad m &= \arg \min_m \| v - MF_yW(c)F_xRSm \| \\
\text{Fourier Update:} \quad c &= \arg \min_c \| v - MF_yW(c)F_xRSm \|
\end{align*}

(9)

The first image ($m$) is reconstructed with Fourier estimates ($c$) that are derived from assuming ideal gradients ($G_y, G_z$) with no gradient hardware errors. This image ($m$) is then used to update the coefficients ($c$) in the Fourier Update step, and the new coefficients are used to update the image ($m$) in the Data Consistency step and so on. This alternating minimization approach is shown to provide high-quality reconstruction for the conventional Wave-CAIPI reconstruction [20].
In the Data Consistency step of Equation (9), instead of solving the entire imaging volume at once, AutoPSF leverages the structured aliasing of Wave-CAIPI for fast computation by selecting a small set of representative voxels from which an estimate of the data-consistency error is calculated. This does not extend to Wave-Shuffling as the use of random sampling results in incoherent aliasing artifacts (as opposed to the structured aliasing in Wave-CAIPI). Consequently, it is not possible to select a small subset of representative voxels and a full volume Wave-Shuffling reconstruction (Equation (5)) in lieu of the Data Consistency in Equation (9) is required to get an accurate representation of the data-consistency error. This dramatically increases the total computational cost of AutoPSF. To overcome this computational difficulty, the following PSF-calibration technique is proposed with the goal of robust and data-driven wave calibration for Wave-Shuffling acquisitions.

Let $c_0$ be the Fourier coefficients of the ideal wave sinusoidal gradients (assuming no hardware errors) and let $c_\ast$ be the Fourier coefficients of the corrected wave-gradients obtained from the optimization presented in Equation (9). Let $c_e$ denote the difference between $c_0$ and $c_\ast$.

$$c_e = (c_\ast - c_0). \tag{10}$$

Let $W_\ast, W_0$ and $W_e$ denote the Wave-PSFs derived from $c_\ast, c_0$ and $c_e$ respectively. Utilizing the linearity of the Fourier transform, Equation (10) in conjunction with Equation (7) implies the following:

$$W_\ast(k_x(t), y, z) = \exp\{1i \times 2\pi \times ([F((c_\ast)_y]) (k_x(t)) \cdot y + [F((c_\ast)_z]) (k_x(t)) \cdot z)\}$$

$$= \exp\{1i \times 2\pi \times ([F((c_e + c_0)_y]) (k_x(t)) \cdot y + [F((c_e + c_0)_z]) (k_x(t)) \cdot z)\}$$

$$= \exp\{1i \times 2\pi \times ([F((c_0)_y]) (k_x(t)) \cdot y + [F((c_0)_z]) (k_x(t)) \cdot z)\} \times$$

$$\exp\{1i \times 2\pi \times ([F((c_e)_y]) (k_x(t)) \cdot y + [F((c_e)_z]) (k_x(t)) \cdot z)\}$$

$$= W_0W_e \tag{11}$$

This suggests that the artifacts caused by an incorrect Wave-PSF can be modeled by a convolution with $W_e$, and that it may be possible to estimate a deconvolution to recover $W_\ast$ using Equation (11). Doing so re-casts the problem of wave calibration to a deconvolution
problem. Let \((\alpha_0)\) be the initial Wave-Shuffling reconstruction performed using \((W_0)\). This reconstruction is expected to have ringing artifacts due to system hardware imperfections. It is assumed that these artifacts are well approximated by a convolution with the Wave-PSF \((W_e)\), and finding the inverse PSF that mitigates these ringing artifacts will allow for the recovery of \((W_e)\). In particular, since \((W_e)\) is a phase only PSF, the inverse PSF is simply the element wise complex conjugate PSF \((W_e^*)\). Consequently, finding a PSF that mitigates the ringing artifacts of the initial reconstruction \((\alpha_0)\) is expected to be a good approximation of \((W_e^*)\) and consequently \((W_e)\).

In formulating an optimization procedure that can effectively find the Wave-PSF \((W_e^*)\) that mitigates the ringing artifacts of \((\alpha_0)\), note that these artifacts will be exaggerated by applying an edge-detector along the readout direction. Let this edge detector be \(T\). Consider the following optimization problem:

\[
c_e = \arg \min_c \| T \left( F_x^{-1} W_e^*(c) F_x \alpha_0 \right) \|_1
\]

(12)

This optimization attempts to correct for Wave-PSF errors by performing wave de-convolution as a post-processing step (by applying \(F_x^{-1} W_e^*(c) F_x\)). After deconvolving \((\alpha_0)\) with the estimated PSF \(W_e^*(c)\), the edge detector is applied to amplify the remaining artifacts. Since there are only a limited number of coefficients \((c)\), Equation (12) is efficiently solved with the Nelder-Mead simplex algorithm. The optimization is expected to recover the desired difference coefficients \((c_e)\) as other values of the coefficients \((c)\) in the optimization (Equation (12)) are expected to induce additional undesired voxel spreading. The corrected Wave-PSF \((W_e)\) can then be recovered as in Equation (11) to be used in a Wave-Shuffling reconstruction.

In this work, the following edge detector is used. Let \(D_x\) denote the finite difference along the readout direction and let \(\mu\) be a positive scalar. The edge detector \(T\) is defined as follows:

\[
T(m) = \text{sigmoid} \left( \mu \times |D_x(m)| \right) - \frac{1}{2}
\]

(13)
A $\mu$ value of 100 is empirically found to sufficiently amplify wave-related ringing artifacts while not being over-sensitive to noise.

For additional computational efficiency, the separability of wave-encoding is utilized. The $(G_y, G_z)$ sinusoidal gradients induce voxel spreading independently of each other. Consequently, the Wave-PSF ($W$) can be split into separate $(k_x, y)$ and $(k_z, z)$ PSFs as follows.

$$W(k_x, y, z) = W_y(k_x, y)W_z(k_x, z)$$ (14)

Therefore, to calibrate for $W_y$ without being affected by $W_z$, the optimization in Equation (12) is performed on a single slice of the three-dimensional volume at $z = 0$ spatial position. The similar process is repeated for $W_z$ by extracting the slice at $y = 0$ spatial position.

For succinctness, this method of Wave-Calibration will be referred to as “ShflPSF”.

**Methods**

**Subspace Design.**

It is helpful to first broadly describe the methodology used to generate the low-rank temporal basis (the $\Phi$ in Equations (2), (3) and (5)) for the acquisitions of interest.

**MPRAGE**

For all the following MPRAGE experiments, the Bloch equation was used to simulate the signal evolution across the echo train during the inversion recovery of MPRAGE using a flip angle of $9^\circ$ and $T_1$ relaxation values uniformly sampled across the range $[50, 5000]$ milliseconds at 10 millisecond intervals. These are the expected $T_1$ values of tissues in the brain, and are similar to those used in prior work [21]. In order to be robust to $B_1^+$ variation, the signal
simulations were repeated for MPRAGE flip angles across the range [6.3, 11.7] degrees with a step size of 0.9°. Unless otherwise specified, an echo spacing of 8.1 ms was assumed for the simulations.

The Singular Value Decomposition (SVD) of the simulated signal ensemble was taken and the singular vectors were used to derive the low-rank temporal subspace. The signal ensemble was projected onto the subspace spanned by the first $k$ singular vectors corresponding to the $k^{th}$ largest singular values and the normalized root mean squared error (NRMSE) for each signal in the ensemble was calculated. The maximum NRMSE over all signals was used as a metric to determine the number of basis vectors to use.

3D-FSE

For the following 3D-FSE experiment, note that a variable flip angle train was utilized to extend the signal duration over the echo-train [1]. Consequently, it is possible to recover signal at echo-times much longer than conventional spin-echo imaging. The signal evolutions were simulated using Extended Phase Graphs [22]. The flip angle train used during acquisition was saved and the simulations were generated assuming $T_1$ values of [200, 400, 800, 1400, 2000, 4000] in milliseconds, and $T_2$ values in the range [20, 2000] milliseconds with a step size of 2 milliseconds. Similarly to the MPRAGE case, these are the expected $T_1$ and $T_2$ values of tissues in the brain, and are similar to those used in prior work [21]. (FSE has a weak dependence on $T_1$ [5], hence a smaller range of $T_1$ values were used for simulation.) The first 45 echoes (of 256) were discarded as they significantly ill-conditioned the reconstruction. The Singular Value Decomposition (SVD) of the simulated signal ensemble was taken and the singular vectors were used to derive the low-rank temporal subspace. The signal ensemble was projected onto the subspace spanned by the first $k$ singular vectors corresponding to the $k^{th}$ largest singular values and the NRMSE for each signal in the ensemble was calculated. The maximum NRMSE over all signals was used as a metric to determine the number of basis vectors to use.
PSF Analysis and Wave-Encoding Parameter Optimization.

To examine the benefit of incorporating wave-encoding into the Shuffling model, the PSF of MPRAGE Shuffling and MPRAGE Wave-Shuffling was calculated for a k-space sampling mask where 25% of all phase and partition encodes was sampled uniformly at random and each encode was sampled exactly once. The matrix size assumed was $256 \times 256 \times 256$ with a turbo factor (TF) of 256. The PSFs calculations were implemented using MATLAB (MathWorks, Natick, MA). For simplicity and to aid visualization, only the first two basis vectors (corresponding to the two largest singular values) are used.

Delta images $\delta_1$ and $\delta_2$ were passed through the Shuffling and Wave-Shuffling forward models (Equations (4) and (6)) to obtain “PSF$_1$” and “PSF$_2$” for Shuffling, and “WPSF$_1$” and “WPSF$_2$” for Wave-Shuffling respectively.

The peak-to-side-lobe ratios of the PSFs were calculated and the result of the following Equation (15) as a function of wave cycle number and maximum wave amplitude are visualized.

$$\max_n [\text{peak-to-side-lobe (WPSF}_n)]$$  

This value was used to optimize the parameters for wave-encoding, as discussed in the Wave-Encoding Parameter Optimization sub-section. For a given cycle number, the maximum amplitude was determined by either gradient hardware slew rate limitations or the peripheral nerve stimulation limit.

In-Vivo Experiments.

The 3D-FSE and MPRAGE sequences were modified to enable sinusoidal wave-gradients and random sub-sampling of k-space. Three-dimensional Standard Wave MPRAGE, MPRAGE Shuffling, MPRAGE Wave-Shuffling and 3D-FSE Wave-Shuffling data from a single 24 year old healthy male were acquired on a 3T Siemens Prisma scanner with IRB approval and informed consent. All data were acquired using the following imaging parameters for brain acquisition: matrix size of $256 \times 256 \times 256$, 1 mm-isotropic resolution, and 32-channel head...
coil. The turbo factor for both MPRAGE and 3D-FSE was set to 256. To improve the computational efficiency of the reconstruction, 16-channel SVD coil compression was applied to all data sets. Coil sensitivity maps were estimated using ESPIRiT \cite{23, 24} from a 2-second low-resolution GRE calibration scan. All Shuffling and Wave-Shuffling data were prospectively under-sampled using a variable density Poisson disc sampling mask generated using the Berkeley Advanced Reconstruction Toolbox (BART) \cite{25}. Each phase encode was sampled at most once. The Standard Wave MPRAGE data were acquired using a regular $2 \times 2$ under-sampling pattern along the phase encode ($k_y$) direction.

This works lists the total acquisition times ($T_{acq}$) instead of acceleration factors. An acquisition time of 648 seconds corresponds to a fully sampled non time-resolved MPRAGE acquisition with the same sequence parameters.

For all Standard Wave acquisitions, the associated Wave-PSFs were calibrated using the approach by Cauley et al. \cite{20}. For the Wave-Shuffling acquisitions, the respective Wave-PSFs were estimated using ShflPSF. A fifty iteration reconstruction using a single temporal basis (the singular vector associated with the largest singular value) was used as the initial reconstruction ($\alpha_0$) in Equation (12). Nelder-Mead Simplex was used to solve Equation (12) using the edge-detector ($T$) defined in Equation (13). The optimization used “fminsearch” in MATLAB (MathWorks, Natick, MA).

In line with the Wave-encoding sub-section, the Wave-Shuffling reconstructions were performed at a synthetic resolution of $\approx 0.71$ mm in the phase encode ($y$) and partition encode ($z$) directions by zero-padding the $k_y$ and $k_z$ dimensions. The sparsifying transform (the $\Psi$ in Equations (3) and (5)) used was locally low-rank (LLR). The reconstruction algorithm used was the Fast Iterative Soft Thresholding Algorithm (FISTA) \cite{26}. For all cases, the acquired k-space was normalized to have an $l_2$ norm of one, and regularization values ($\lambda$) from the below set were searched through for the best qualitative reconstruction, yielding a
regularization value of $\lambda = 0.002$.

$$\lambda \in \{0.0001, 0.0002, \ldots, 0.0009, 0.001, 0.002, \ldots, 0.009, 0.01, 0.02\}$$

This value was then kept constant over all cases.

The Wave-Shuffling reconstruction was implemented with BART. Additionally, BART was compiled using the Intel(R) Math Kernel Library. The reconstructions were performed on an Intel(R) Xeon(R) Gold 6248R CPU.

**MPRAGE Experiments**

As per prior work [13], acquisitions were performed using an inversion time (TI) of 1100 ms, a repetition time (TR) of 2500 ms and a bandwidth (BW) of 200 Hz/Pixel. The wave-encoding used a sine wave on one gradient axis and a cosine wave on the other gradient axis as depicted in Figure 1(A). The cosine wave-gradient required a ramp up gradient period to reach the highest gradient amplitude at the start of the acquisition window and a ramp down period after the end of the acquisition to return to zero. For simplicity, the current cosine implementation utilized a quarter-cycle shifted sine wave with an additional half cycle. This is shown in the $G_z$ gradient of Figure 1(A). Consequently, when using low wave cycles, the minimum echo spacing increased as the size of the wave sinusoid was large. For MPRAGE, at low cycles, this necessitates an increase to the minimum inversion time (TI). The minimum possible number of cycles achievable while maintaining a TI of 1100 milliseconds seconds was five. Consequently, this work used 5 cycles as a lower limit to the number of cycles.

Standard Wave MPRAGE, MPRAGE Shuffling and MPRAGE Wave-Shuffling data were acquired using the parameters listed in Table 1. Regular Shuffling data at various prospective accelerations were acquired to determine how much acceleration can be achieved. Wave-Shuffling data at different prospective accelerations were also acquired at 17 cycles with a $G_{\text{max}}$ of 8 mT/m to match the wave parameters used in prior work for Standard Wave
| Acquisition Type | TI (ms) | TR (ms) | ESP (ms) | Cycles | $G_{\text{max}}$ (mT/m) | $T_{\text{acq}}$ (s) |
|------------------|---------|---------|----------|--------|--------------------------|---------------------|
| Standard Wave    | 1100    | 2500    | 7.9      | 17     | 8                        | 324                 |
| Standard Wave    | 1100    | 2500    | 8.4      | 5      | 27                       | 324                 |
| Shuffling        | 1100    | 2500    | 7.8      | 0      | 0                        | 648                 |
| Shuffling        | 1100    | 2500    | 7.8      | 0      | 0                        | 230                 |
| Shuffling        | 1100    | 2500    | 7.8      | 0      | 0                        | 144                 |
| Shuffling        | 1100    | 2500    | 7.8      | 0      | 0                        | 81                  |
| Wave-Shuffling   | 1100    | 2500    | 7.9      | 17     | 8                        | 144                 |
| Wave-Shuffling   | 1100    | 2500    | 7.9      | 17     | 8                        | 81                  |
| Wave-Shuffling   | 1100    | 2500    | 8.4      | 5      | 27                       | 144                 |
| Wave-Shuffling   | 1100    | 2500    | 8.4      | 5      | 27                       | 81                  |

Table 1: MPRAGE acquisition parameters. TI: Inversion Time, TR: Repetition Time. ESP: Echo Spacing, $G_{\text{max}}$: Maximum amplitude of the sinusoidal gradients, $T_{\text{acq}}$: Acquisition time.
MPRAGE [13]. Finally, to push $G_{\text{max}}$ of the wave-encoding to the maximum value while keeping the same TI, Wave-Shuffling data at various prospective accelerations were acquired at 5 cycles with a $G_{\text{max}}$ of 27 mT/m. To verify the efficacy of the Wave-Shuffling model in mitigating Signal Mixing artifacts (see the Wave-Encoding Parameter Optimization subsection), Standard Wave MPRAGE data were acquired at 17 cycles with a $G_{\text{max}}$ of 8 mT/m (to match prior work [13]) and at 5 cycles with $G_{\text{max}}$ of 27 mT/m (to demonstrate the Signal Mixing artifacts).

For each acquisition listed in Table 1, the Bloch equation was used to simulate signal evolutions across the echo train during the inversion recovery of MPRAGE using the acquisition parameters described in the PSF Analysis and Wave-Encoding Parameter Optimization sub-section with the appropriate echo-spacing.

All reconstructions were allowed to run for 500 FISTA[26] iterations.

3D-FSE Experiment.

For 3D-FSE, two cycle Wave-Shuffling data were acquired at the maximum possible amplitude of 22 mT/m. This corresponds to the lowest number of cycles such that the echo spacing and echo train length of the acquisition is within 20% of prior work [13]. Note that this is a variable flip angle acquisition with stimulated echoes, allowing for the reconstruction of images at later echo-times compared to conventional spin-echo imaging. The echo spacing was 4.32 milliseconds, the TR was 3.2 seconds, the BW was 592 Hz per pixel and the middle echo was acquired at an echo time of 557 milliseconds. The data was acquired with an acquisition time of 151 seconds.

The reconstruction was allowed to run for 500 FISTA[26] iterations with the locally low-rank constraint.
Results

Subspace Design.
For both MPRAGE and 3D-FSE, a rank of 4 was determined to be the smallest subspace such that the NRMSE of any signal in the ensemble was less than 2.5%. This is illustrated in Figure 2, where the x-axis denotes an index into the signal ensemble dictionary and the y-axis denotes the projection NRMSE. For MPRAGE, the range (A-B) corresponds to $T_1$ values in range [50, 5000] milliseconds with a flip angle of 6.3°, (B-C) corresponds to the same $T_1$ values with a flip angle of 7.2°, (C-D) corresponds to the same $T_1$ values with a flip angle of 8.1°, (D-E) corresponds to the same $T_1$ values with a flip angle of 9°, (E-F) corresponds to the same $T_1$ values with a flip angle of 9.9°, (F-G) corresponds to the same $T_1$ values with a flip angle of 10.8°, and (G-H) corresponds to the same $T_1$ values with a flip angle of 11.7°. Similarly for 3D-FSE, the range (A-B) corresponds to $T_2$ values in range [20, 2000] milliseconds with a step size of 2 milliseconds and a $T_1$ of 200 ms, (B-C) corresponds to the same $T_2$ values with a $T_1$ value of 400 ms, (C-D) corresponds to the same $T_2$ values with a $T_1$ value of 800 ms, (D-E) corresponds to the same $T_2$ values with a $T_1$ value of 1400 ms, (E-F) corresponds to the same $T_2$ values with a $T_1$ value of 2000 ms, and (F-G) corresponds to the same $T_2$ values with a $T_1$ value of 4000 ms.

PSF and Wave Parameter Optimization.
The PSF results are depicted in Figure 3. The maximum of the peak side-lobes as a function of the maximum sinusoid gradient amplitude ($G_{\text{max}}$) and number of cycles is depicted. For a particular $G_{\text{max}}$, a lower peak side-lobe is observed when using lower cycles. Similarly, for a particular cycle, a lower peak side-lobe is observed when using higher $G_{\text{max}}$ values. Therefore, in the following experiments, the use of Wave-Shuffling acquisitions with a low number of cycles and large $G_{\text{max}}$ is targeted.

The PSFs associated with MPRAGE Shuffling (with no wave encoding) and MPRAGE
Wave-Shuffling with the highest $G_{\text{max}}$ of 27 mT/m at 5 cycles are plotted. The maximum intensity projection along the $(x, y), (x, z)$ and $(y, z)$ spatial axes are taken to better visualize the incoherence. “PSF$_1$” and “PSF$_2$” depict the Shuffling outputs of $\delta_1$ and $\delta_2$ respectively. Similarly, “WPSF$_1$” and “WPSF$_2$” depict the Wave-Shuffling outputs of $\delta_1$ and $\delta_2$ respectively. The green dashed lines denote the Shuffling results and the red solid lines denote the Wave-Shuffling results. The voxel spreading induced by the sinusoidal wave-gradients in Wave-Shuffling are seen to distribute the incoherent artifacts across all the volumetric dimensions $(x, y, z)$ resulting in lower peak side-lobes. In particular, the second coefficient of PSF$_1$/WPSF$_1$ and the first coefficient of PSF$_2$/WPSF$_2$ demonstrates how Wave-Shuffling achieves less signal cross-talk between coefficients.

In-Vivo Experiments.

MPRAGE Experiments.

Figure 4 depicts the resulting reconstructions at selected TI times for MPRAGE Shuffling at various levels of acceleration with $T_{\text{acq}}$ in seconds of (648, 230, 144), and MPRAGE Wave-Shuffling at high acceleration with $T_{\text{acq}} = 81s$. While the early TIs have lower signal levels than the later TIs, for ease of visualization, each TI image is individually normalized. This figure illustrates how Wave-Shuffling provides comparable reconstruction at $\approx 8\times$ higher acceleration compared to Shuffling. In particular, MPRAGE Shuffling is stable at $T_{\text{acq}} = 648s$ but suffers from reconstruction artifacts at higher accelerations that are particularly noticeable at the early time points. In contrast, MPRAGE Wave-Shuffling at $T_{\text{acq}} = 81s$ is able to stably recover the underlying time series with reconstruction quality comparable to MPRAGE Shuffling at $T_{\text{acq}} = 648s$ up-to noise considerations arising from high levels of acceleration.

Figure 5 demonstrates the reconstruction quality of Wave-Shuffling as a function of
wave-encoding parameters, where reconstructions from a low-SNR time-point with low signal level (TI of 430 ms) are shown to highlight the differences in reconstruction performance. Regular Shuffling (no wave-encoding) is seen to have severe artifacts at the displayed time point at both accelerations $T_{acq} = 144s$ and $T_{acq} = 81s$. The 17-cycle, $G_{max} = 8$ mT/m case is seen to improve reconstruction at $T_{acq} = 144s$ and $T_{acq} = 81s$. The 5-cycle, $G_{max} = 27$ mT/m case is seen to provide much better conditioning and stably recovers the data at $T_{acq} = 81s$.

Figures 4 and 5 demonstrate how through the use of optimized wave-encoding, Wave-Shuffling was able to achieve significant increase in acceleration. Note that there are slight contrast differences between the reconstructed image at the specific inversion times due to echo spacing differences between the acquisitions (listed in Table 1).

Figure 6 shows how the Shuffling model is able to mitigate Signal Mixing artifacts. Standard Wave MPRAGE with parameters used as per prior work [13] at 17 cycles, $G_{max} = 8$ mT/m shows good reconstruction with no artifacts. However, Standard Wave MPRAGE at 5 cycles, $G_{max} = 27$ mT/m suffers from significant ringing artifacts arising from the signal recovery mixing across the echo-train during partition-encoding. In contrast, Wave-Shuffling at the same wave parameters (5 cycles, $G_{max} = 27$ mT/m) at the comparable TI of 1100 milliseconds shows no ringing artifacts even at high acceleration ($T_{acq} = 81s$). This confirms that modelling the temporal evolution over the echo-train avoids the Signal Mixing.

Figure 7 demonstrates how ShflPSF is able to correct for gradient hardware errors and mitigate ringing artifacts related to incorrect wave calibration. This particular figure depicts ShflPSF applied to the MPRAGE Wave-Shuffling at $T_{acq} = 81s$ with 5 cycles and a $G_{max}$ of 27 mT/m. ShflPSF is able to correct for gradient hardware errors and mitigate ringing artifacts related to incorrect wave sinusoids by performing a post-processing deconvolution with $W_e^*$ as described in the Wave-PSF Calibration subsection.

Figure 8 represents a showcase of the Wave-Shuffling method when applied to the
MPRAGE sequence for 1-mm isotropic resolution at $T_{acq} = 81s$. Four out of the 256 reconstructed images are depicted. A highly accelerated MPRAGE Wave-Shuffling acquisition and reconstruction is seen to stably recover a time series of images with multiple contrasts at high quality up to noise considerations. Note that the CSF is hypo-dense compared to relative tissue, particularly at short TE. Due to having a high $T_1$ value, the CSF is unable to fully recover within the prescribed TR and consequently, once the signal reaches steady-state, the CSF signal is suppressed relative to the surrounding tissue.

3D-FSE Experiment.

Figure 9 represents a showcase of the Wave-Shuffling method when applied to the 3D-FSE sequence for 1-mm isotropic acquisition at $T_{acq} = 151s$. Four out of the 256 reconstructed images are depicted. A highly accelerated 3D-FSE Wave-Shuffling acquisition and reconstruction is seen to stably recover a time series of images with multiple contrasts. Since 3D-FSE uses a variable flip angle train to stimulate echoes, there is still signal at around 500 ms.

Discussion

In this work, the Wave-Shuffling technique was developed for fast time-resolved structural imaging, where wave-encoding parameters were optimized using the PSF analysis to improve acceleration capability. Wave-Shuffling was successfully implemented on MPRAGE and 3D-FSE sequences and demonstrated to provide fast high-quality time-resolved brain imaging.

A direct application of the Wave-Shuffling technique is the further reduction of scan times for knee MRI exams [6]. A promising direction of Wave-Shuffling MPRAGE is to leverage the multiple-contrasts to study deep-brain structure like the lateral geniculate nucleus (LGN) which is more visible at the earlier TIs [27]. This is motivated by the quality of the
reconstruction performance demonstrated by Figure 8 with just 81 seconds of acquisition. In particular, the SNR is expected to significantly improve at scan times comparable to MP2RAGE [28, 29]. Note that Wave-Shuffling MPRAGE as discussed in this work resolves 256 echo-images over the 2 echo-images recovered by MP2RAGE.

With respect to Figure 2, for MPRAGE, note that the SVD-derived subspace has difficulty representing low $T_1$ values at lower ranks. For 3D-FSE, a similar pattern is seen for low $T_2$ values. While additional basis vectors results in lower projection NRMSE, the added unknowns ill-conditions the reconstructions described by Equations (3) and (5).

For MPRAGE Wave-Shuffling, the lower bound on the number of wave cycles was set empirically to five to maintain a TI of 1100 ms. A four cycle acquisition corresponds to a TI of 1130 ms and a three cycle acquisition corresponds to a TI of 1170 ms. Lower wave cycle numbers can achieve higher $G_{\text{max}}$ but may result in differential phase modulation within a voxel resulting in intra-voxel de-phasing [12], and at three cycles, the MPRAGE Wave-Shuffling reconstruction suffers from significant artifacts. With these constraints in mind, the PSF results in Figure 3 are seen to be a good qualitative indicator of Wave-Shuffling reconstruction performance. Similarly, for 3D-FSE, one cycle wave-encoding results in the non-trivial artifacts.

The reconstruction noise level is tied to the amount of acceleration. Wave-Shuffling, being a time-resolving method, is encoding-limited and SNR-limited (due to less noise averaging) at high accelerations, and consequently the reconstructions presented in Figures 4, 5 and 6 show increased noise levels. Areas to explore in this regard are optimized flip-angle encoding for a more noise-performant acquisition and machine-learning based de-noising.

ShflPSF is seen to mitigate the ringing artifacts associated with an incorrect Wave-PSF. Additionally, the method is flexible enough to be incorporated into model-based Wave-encoding reconstruction. It is empirically observed that a single coefficient usually suffices to effectively correct for the ringing artifacts. Since the Fourier coefficient is allowed to
be complex, the magnitude of the Fourier coefficient effectively models gradient amplitude
derrors while the phase of the coefficient encodes gradient delay errors.

Multiple rounds of ShflPSF can be performed, where the optimization alternates be-
tween Wave-PSF calibration and Wave-Shuffling reconstruction. However, this is not seen
to noticeably improve calibration or reconstruction performance while increasing the com-
putational burden of the method. Additionally, for Standard Wave acquisitions, ShflPSF
performs similarly to the method by Cauley et al. [20].

MPRAGE and 3D-FSE are commonly used sequences for $T_1$- and $T_2$- weighted images
respectively. These sequences are designed for maximizing contrasts differences between
tissues of interest and are not focused on quantitative mapping. In particular, the signal
evolutions over the echo train are highly correlated for both sequences. To give a specific
element, for the MPRAGE sequence, assuming a flip angle of $9^\circ$, the absolute correlation
coefficient between two simulated signals with $T_1$ values of 800 ms and 1000 ms is $\approx 0.99$.
Similarly, for 3D-FSE, assuming a $T_1$ of 800 ms, the absolute correlation coefficient between
two simulated signals with $T_2$ values of 20 ms and 40 ms is $\approx 0.98$. Since this work was
focused on augmenting existing sequences with known contrasts without modifying sequence
parameters, it is not optimized for $T_1$ and $T_2$ mapping as there is no clean separability between
the highly correlated signal evolutions. Future work would be to modify the flip angle train
and other sequence parameters to increase the separability of the signal evolutions of tissues
of interest in order to better fit for quantitative maps. That being said, to demonstrate what
can be achieved without any sequence modifications, $T_1$ dictionary fitting for Wave-Shuffling
MPRAGE is presented in the Supplementary material.

Given the flexibility of the wave-encoding and Shuffling models, Wave-Shuffling can be
easily extended to numerous other sequences with the possibility of complimentary-sampling
and joint-reconstruction across multiple Wave-Shuffling acquisitions for higher rates of ac-
celeration and better noise performance [30], which may be further enhanced with Deep
Learning methods [31, 32, 33]. For further improvement in reconstruction performance,
sampling mask optimization in a manner that is synergistic with the chosen regularization can be utilized [34].

**Conclusion**

Wave-encoding better conditions Shuffling reconstruction, enabling higher rates of acceleration. ShflPSF enables auto-calibrating Wave-PSF calibration for Wave-Shuffling acquisitions. Wave-Shuffling is applied to MPRAGE and 3D-FSE to achieve rapid, 1 mm-isotropic resolution, multi-contrast, time-resolved imaging of the brain.
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Figure 1: (A) In wave-encoding, additional sinusoidal \((G_y, G_z)\) gradients are applied during the readout. (B) The sinusoidal gradients induces a voxel spreading effect along the readout direction. The amount of spreading increases linearly as a function of the spatial \((y, z)\) locations. (C) This depicts simulated MPRAGE signal evolutions. These realistic signal evolutions are observed to live in a low-rank subspace that can be obtained via the Singular Value Decomposition (SVD).
Figure 2: The simulated signal ensemble for MPRAGE and 3D-FSE are projected onto SVD-derived subspaces of varying ranks and the NRMSE per signal is calculated. The red dotted line denotes the 2.5% cut-off. For MPRAGE, the range (A-B) corresponds to $T_1$ values in range [50, 5000] milliseconds with a flip angle of $6.3^\circ$, (B-C) corresponds to the same $T_1$ values with a flip angle of $7.2^\circ$, (C-D) corresponds to the same $T_1$ values with a flip angle of $8.1^\circ$, (D-E) corresponds to the same $T_1$ values with a flip angle of $9.1^\circ$, (E-F) corresponds to the same $T_1$ values with a flip angle of $9.9^\circ$, (F-G) corresponds to the same $T_1$ values with a flip angle of $10.8^\circ$, and (G-H) corresponds to the same $T_1$ values with a flip angle of $11.7^\circ$. For 3D-FSE, the range (A-B) corresponds to $T_2$ values in range [20, 2000] milliseconds with a $T_1$ of 200 ms, (B-C) corresponds to the same $T_2$ values with a $T_1$ value of 400 ms, (C-D) corresponds to the same $T_2$ values with a $T_1$ value of 800 ms, (D-E) corresponds to the same $T_2$ values with a $T_1$ value of 1400 ms, (E-F) corresponds to the same $T_2$ values with a $T_1$ value of 2000 ms, and (F-G) corresponds to the same $T_2$ values with a $T_1$ value of 4000 ms.
Figure 3: (Top) The maximum peak side-lobe as a function of sinusoid maximum gradient amplitude ($G_{\text{max}}$) and number of cycles is depicted. (See Equation (15).) A lower peak side-lobe is desirable. The black color denotes unreachable parameters due to gradient hardware slew rate limitations. (Bottom Left and Bottom Right) The PSFs associated with MPRAGE Shuffling (with no wave encoding) and high $G_{\text{max}}$ MPRAGE Wave-Shuffling are plotted for comparison. The former is plotted with a dotted green line, while the latter is plotted with a solid red line. The legend of the PSFs plots are depicted in the top-right sub-plot. The left two columns denote the first coefficient response while the right two columns denote the second coefficient response. To better visualize the side lobes, the peaks of the respective PSFs are scaled to one and the range [0, 0.1] is plotted. The maximum intensity projection along the ($x, y$), ($x, z$) and ($y, z$) spatial axes are taken to better visualize the incoherence. PSF$_1$/WPSF$_1$ and PSF$_2$/WPSF$_2$ depict the Shuffling/Wave-Shuffling outputs of $\delta_1$ and $\delta_2$ respectively.
Figure 4: This figure depicts MPRAGE Shuffling at various accelerations and MPRAGE Wave-Shuffling at high acceleration. MPRAGE Shuffling is stable at $T_{acq} = 648s$ but suffers from reconstruction artifacts at lower acquisition times. MPRAGE Wave-Shuffling at a significantly lower acquisition time provides well conditioned reconstruction with image quality comparable to MPRAGE Shuffling at $T_{acq} = 648s$ up-to noise considerations due to sub-sampling.
Wave Parameters vs. Acceleration (TI ≈ 150 ms)

Figure 5: The reconstruction quality of Wave-Shuffling varies as a function of wave-encoding parameters. Regular Shuffling is seen to have severe artifacts at the hard-to-reconstruct displayed time point (TI = 430 ms) at both accelerations ($T_{acq} = 144s$ and $T_{acq} = 81s$). The 5-cycle, $G_{\text{max}}$ of 27 mT/m case demonstrates the superior encoding capability of high $G_{\text{max}}$ wave-encoding with significantly better reconstruction quality at both accelerations.
Figure 6: The inclusion of the Shuffling model is seen to mitigate Signal Mixing artifacts associated with high gradient amplitude ($G_{\text{max}}$) wave-encoding acquisitions. Standard Wave MPRAGE at 17 cycles, $G_{\text{max}}$ of 8 mT/m shows good reconstruction with no artifacts. Standard Wave MPRAGE at 5 cycles, $G_{\text{max}}$ of 27 mT/m suffers from significant ringing artifacts due to signal recovery over the partition encode direction. MPRAGE Wave-Shuffling at the same parameters (5 cycles, $G_{\text{max}}$ of 27 mT/m) at the comparable TI of 1100 milliseconds shows no ringing artifacts even at high acceleration. For high $G_{\text{max}}$ Standard Wave MPRAGE (the middle column), the red and blue arrows highlight two different locations where the Signal-Mixing artifacts are observed. For the other two acquisitions, the arrows point to the respective comparable locations to demonstrate that low $G_{\text{max}}$ Standard Wave MPRAGE and high $G_{\text{max}}$ MPRAGE Wave-Shuffling are robust to said artifacts.
Figure 7: This figure depicts ShflPSF applied to the 5 cycles, 27 mT/m maximum gradient amplitude MPRAGE Wave-Shuffling acquisition at $T_{\text{acq}} = 81s$. ShflPSF is able to correct for gradient hardware errors and mitigate ringing artifacts related to incorrect wave calibration by performing deconvolution with $W_\ast$ as described in the Wave-PSF Calibration subsection.
Figure 8: Wave-Shuffling achieves 1 mm-isotropic resolution, time-resolved, multi-contrast MPRAGE imaging at high acceleration. Four out of 256 reconstructed images are depicted.
Figure 9: Wave-Shuffling achieves 1 mm-isotropic resolution, time-resolved, multi-contrast 3D-FSE imaging at high acceleration. Four out of 256 reconstructed images are depicted.
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1 (A) In wave-encoding, additional sinusoidal $G_y, G_z$ gradients are applied during the readout. (B) The sinusoidal gradients induces a voxel spreading effect along the readout direction. The amount of spreading increases linearly as a function of the spatial ($y, z$) locations. (C) This depicts simulated MPRAGE signal evolutions. These realistic signal evolutions are observed to live in a low-rank subspace that can be obtained via the Singular Value Decomposition (SVD).

2 The simulated signal ensemble for MPRAGE and 3D-FSE are projected onto SVD-derived subspaces of varying ranks and the NRMSE per signal is calculated. The red dotted line denotes the 2.5% cut-off. For MPRAGE, the range (A-B) corresponds to $T_1$ values in range $[50, 5000]$ milliseconds with a flip angle of $6.3^\circ$, (B-C) corresponds to the same $T_1$ values with a flip angle of $7.2^\circ$, (C-D) corresponds to the same $T_1$ values with a flip angle of $8.1^\circ$, (D-E) corresponds to the same $T_1$ values with a flip angle of $9^\circ$, (E-F) corresponds to the same $T_1$ values with a flip angle of $9.9^\circ$, (F-G) corresponds to the same $T_1$ values with a flip angle of $10.8^\circ$, and (G-H) corresponds to the same $T_1$ values with a flip angle of $11.7^\circ$. For 3D-FSE, the range (A-B) corresponds to $T_2$ values in range $[20, 2000]$ milliseconds with a $T_1$ of $200$ ms, (B-C) corresponds to the same $T_2$ values with a $T_1$ value of $400$ ms, (C-D) corresponds to the same $T_2$ values with a $T_1$ value of $800$ ms, (D-E) corresponds to the same $T_2$ values with a $T_1$ value of $1400$ ms, (E-F) corresponds to the same $T_2$ values with a $T_1$ value of $2000$ ms, and (F-G) corresponds to the same $T_2$ values with a $T_1$ value of $4000$ ms.
3 (Top) The maximum peak side-lobe as a function of sinusoid maximum gradient amplitude ($G_{\text{max}}$) and number of cycles is depicted. (See Equation (15).) A lower peak side-lobe is desirable. The black color denotes unreachable parameters due to gradient hardware slew rate limitations. (Bottom Left and Bottom Right) The PSFs associated with MPRAGE Shuffling (with no wave encoding) and high $G_{\text{max}}$ MPRAGE Wave-Shuffling are plotted for comparison. The former is plotted with a dotted green line, while the latter is plotted with a solid red line. The legend of the PSFs plots are depicted in the top-right sub-plot. The left two columns denote the first coefficient response while the right two columns denote the second coefficient response. To better visualize the side lobes, the peaks of the respective PSFs are scaled to one and the range \([0, 0.1]\) is plotted. The maximum intensity projection along the \((x, y)\), \((x, z)\) and \((y, z)\) spatial axes are taken to better visualize the incoherence. PSF$_1$/WPSF$_1$ and PSF$_2$/WPSF$_2$ depict the Shuffling/Wave-Shuffling outputs of $\delta_1$ and $\delta_2$ respectively.

4 This figure depicts MPRAGE Shuffling at various accelerations and MPRAGE Wave-Shuffling at high acceleration. MPRAGE Shuffling is stable at $T_{\text{acq}} = 648s$ but suffers from reconstruction artifacts at lower acquisition times. MPRAGE Wave-Shuffling at a significantly lower acquisition time provides well conditioned reconstruction with image quality comparable to MPRAGE Shuffling at $T_{\text{acq}} = 648s$ up-to noise considerations due to sub-sampling.

5 The reconstruction quality of Wave-Shuffling varies as a function of wave-encoding parameters. Regular Shuffling is seen to have severe artifacts at the hard-to-reconstruct displayed time point (TI = 430 ms) at both accelerations ($T_{\text{acq}} = 144s$ and $T_{\text{acq}} = 81s$). The 5-cycle, $G_{\text{max}}$ of 27 mT/m case demonstrates the superior encoding capability of high $G_{\text{max}}$ wave-encoding with significantly better reconstruction quality at both accelerations.
The inclusion of the Shuffling model is seen to mitigate Signal Mixing artifacts associated with high gradient amplitude ($G_{\text{max}}$) wave-encoding acquisitions. Standard Wave MPRAGE at 17 cycles, $G_{\text{max}}$ of 8 mT/m shows good reconstruction with no artifacts. Standard Wave MPRAGE at 5 cycles, $G_{\text{max}}$ of 27 mT/m suffers from significant ringing artifacts due to signal recovery over the partition encode direction. MPRAGE Wave-Shuffling at the same parameters (5 cycles, $G_{\text{max}}$ of 27 mT/m) at the comparable TI of 1100 milliseconds shows no ringing artifacts even at high acceleration. For high $G_{\text{max}}$ Standard Wave MPRAGE (the middle column), the red and blue arrows highlight two different locations where the Signal-Mixing artifacts are observed. For the other two acquisitions, the arrows point to the respective comparable locations to demonstrate that low $G_{\text{max}}$ Standard Wave MPRAGE and high $G_{\text{max}}$ MPRAGE Wave-Shuffling are robust to said artifacts.

This figure depicts ShflPSF applied to the 5 cycles, 27 mT/m maximum gradient amplitude MPRAGE Wave-Shuffling acquisition at $T_{\text{acq}} = 81$s. ShflPSF is able to correct for gradient hardware errors and mitigate ringing artifacts related to incorrect wave calibration by performing deconvolution with $W_e^*$ as described in the Wave-PSF Calibration subsection.

Wave-Shuffling achieves 1 mm-isotropic resolution, time-resolved, multi-contrast MPRAGE imaging at high acceleration. Four out of 256 reconstructed images are depicted.

Wave-Shuffling achieves 1 mm-isotropic resolution, time-resolved, multi-contrast 3D-FSE imaging at high acceleration. Four out of 256 reconstructed images are depicted.