THE KONTSEVICH TETRAHEDRAL FLOW IN 2D: A TOY MODEL
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ABSTRACT. In the paper “Formality conjecture” (1996) Kontsevich designed a universal flow $\mathcal{P} = Q_{\alpha\beta}(\mathcal{P}) = a\Gamma_1 + b\Gamma_2$ on the spaces of Poisson structures $\mathcal{P}$ on all affine manifolds of dimension $n \geq 2$. We prove a claim from loc. cit. stating that if $n = 2$, the flow $Q_{1,0} = \Gamma_1(\mathcal{P})$ is Poisson-cohomology trivial: $\Gamma_1(\mathcal{P}) = [\mathcal{P}, \mathcal{X}]$ for some vector field $\mathcal{X}$; we examine the structure of the space of solutions $\mathcal{X}$. Both the construction of differential polynomials $\Gamma_1(\mathcal{P})$ and $\Gamma_2(\mathcal{P})$ and the technique to study them remain valid in higher dimensions $n \geq 3$, but neither the trivializing vector field $\mathcal{X}$ nor the setting $b := 0$ survive at $n \geq 3$, where the balance is $a : b = 1 : 6$.

Introduction. Let $\mathcal{P} = (\mathcal{P}^{ij})$ be a Poisson bi-vector (whose coefficient matrix is skew-symmetric and satisfies the Jacobi identity) $[\mathcal{P}, \mathcal{P}] = 0$ on a real affine $n$-dimensional manifold $N^n$ and denote by $x = (x^1, \ldots, x^n)$ local coordinates. In [1], Kontsevich introduced two differential polynomials in the coefficients $\mathcal{P}^{\alpha\beta}$ and their derivatives $\mathcal{P}^{\alpha\beta}_\sigma \equiv \partial^{\alpha\beta}/\partial x^\sigma(\mathcal{P}^{\alpha\beta})$, where $\sigma = (\sigma_1 \cdots \sigma_k)$, $k \in \mathbb{N}$, denotes the indices of the coordinates with respect to which we differentiate, e.g. $\partial^{(122)}(\mathcal{P}^{\alpha\beta}) = \partial^3/\partial x_1^2 x_2^2$:

$$\Gamma_1^{ij}(\mathcal{P}) = \sum_{k,l,m,k',l',m'=1}^n \mathcal{P}^{ij}_{klm} \mathcal{P}^{k'l'm'} \mathcal{P}^{\ell\ell'} \mathcal{P}^{\ell\ell',m'm'}; \quad \Gamma_2^{im}(\mathcal{P}) = \sum_{j,k,l,k',l',m'=1}^n \mathcal{P}^{ij}_{kl} \mathcal{P}^{km} \mathcal{P}^{k'l'} \mathcal{P}^{\ell\ell',m'm'}.$$

From any initial bi-vector $\mathcal{P}$, the coefficients of a new bi-vector are constructed using the differential polynomial $\Gamma_1$: $\mathcal{P}_1^{ij}(\omega, \eta) = \Gamma_1^{ij}(\mathcal{P})\partial_x^i(\omega) \wedge \partial_x^j(\eta)$ where the functions $\omega, \eta \in C^\infty(N^n)$. We thereby obtain a 'flow' on the space of bi-vectors with infinitesimal deformation $\mathcal{P} \mapsto \mathcal{P} + \epsilon \Gamma_1(\mathcal{P}) + \bar{o}(\epsilon), \epsilon \in \mathbb{R}$. From a Poisson bi-vector $\mathcal{P}$, we construct the classical Poisson differential $\partial_\mathcal{P} = [\mathcal{P}, \cdot]$ and obtain the Poisson complex:

$$0 \to k \to C^\infty(N^n) \to \mathcal{X}^1(N^n) \to \mathcal{X}^2(N^n) \to \cdots \to \mathcal{X}^n(N^n) \to 0.$$
Does either of the flows mark a $\partial_P$-trivial class in the Poisson cohomology? If $n = 2$, every flow is $\partial_P$-closed because the Schouten bracket of the bi-vector $P$ with the bi-vector $\Gamma_1(P)$ or $\Gamma_2(P)$ is a tri-vector that sure vanishes on a two-dimensional affine manifold. The property we explore in this paper is the exactness, with respect to the Poisson differential, of the Kontsevich tetrahedral flows over 2-dimensional affine manifolds.

We first expand both the bi-vectors obtained from $\Gamma_1$ and skew-symmetrized $\Gamma_2$ with respect to the local coordinates $x^1 = x, x^2 = y$ of our 2-dimensional manifold. This means that we can expand the differential polynomials with their indices $i, j, k, \ell, m, k' \in \{1, 2\}$. In dimension $n = 2$, every bi-vector has only one unique component, $P_{ij}$, which is denoted by $u$.

**Proposition 1.** The only non-zero component of the bi-vector flow $\mathcal{P}_1$ is expressed in terms of $u, x$ and $y$ via

\[
\mathcal{P}_1 = u_{xxx}u_y - u_{yyy}u_x - 3u_{xxy}u_yu + 3u_{xxy}u_yu_y.
\]  

The bi-vector flow $\mathcal{P}_2$ vanishes identically (in dimension $n = 2$ under study).

**Proof.** We expand the differential formula for $\Gamma_1^{12}(P)$. Taking into account that the bi-vector coefficient $P_{ij}$ can be non-zero only when $i = 1, j = 2$ or $i = 2, j = 1$, the sum on the right-hand side of the formula for $\Gamma_1^{12}(P)$ yields:

\[
\Gamma_1^{12}(P) = \sum_{k,l,m} P^{12}_{klm} P^{kk'}_{l'm'} P^{mm'} + \sum_{\ell,m} P^{12}_{1lm} P^{12}_{l'm'} P^{mm'} + P^{12}_{2lm} P^{21}_{l'm'} P^{mm'}
\]

\[
= \sum_{m,m'} P^{12}_{11m} P^{12}_{2m} P^{2m} + P^{12}_{21m} P^{21}_{2m} P^{1m} + P^{12}_{22m} P^{21}_{2m} P^{1m} + P^{12}_{12m} P^{21}_{2m} P^{1m} + P^{12}_{11m} P^{21}_{2m} P^{1m} + P^{12}_{12m} P^{21}_{2m} P^{1m}
\]

A similar computation for $\mathcal{P}_2$ is given in Appendix A. 

From now on, we denote the bi-vector $\mathcal{P}_1$ obtained from $\Gamma_1$ unambiguously by $\mathcal{P}$.

The definition of a flow $\mathcal{P}$ to be $\partial_P$-exact is that there exists a vector field $X$, defined globally on $N^2$, whose coefficients are differential polynomials in $P$, such that the flow is the Schouten bracket of this vector field $X$ with the Poisson bi-vector: $\mathcal{P} = \partial_P X = [P, X]$. It is readily seen that for a two-dimensional vector field $X = F\partial/\partial x + G\partial/\partial y$, we have that the only non-zero component of $[P, X]$ is $[P, X]_{12} = u_x F + u_y G - u(F_x + G_y)$. The conjugation equation $\mathcal{P} = [P, X]$ is now expressed via:

\[
\begin{align*}
&u_{xxx}u_y - u_{yyy}u_x - 3u_{xxy}u_yu + 3u_{xxy}u_yu_y = u(F_x + G_y) - u F - u G. 
\end{align*}
\]  

Let us examine using Jets [5] whether equation (2) has any globally defined solutions $X$.

**Example 1.** A solution $X = F\partial/\partial x + G\partial/\partial y$ to equation (2), depending on the differential monomials $u_\sigma$, not exceeding order $|\sigma| = 3$, is:

\[
\begin{align*}
F &= u_{yyy}u_x - 2u_{xxy}u_yu + u_{xxy}u_y + 2u_{xxx}u_yu - 2u_{xxy}u_yu + cu_x, \\
G &= -u_{xxx}u_y + 2u_{xxy}u_x - u_{xxy}u_x - 2u_{xxx}u_yu + 2u_{xxy}u_x - cu_x, \ c \in \mathbb{R}.
\end{align*}
\]
It is easily verified that this vector field is divergence-free\(^3\): \(F_x + G_y = 0\).

One can obtain a more general solution by allowing higher differential orders \(|\sigma|\) of the monomials \(u_\sigma\) that make up the vector field components \(F\) and \(G\). The following method was hinted to us by P. Safronov and I. Khavkine\(^4\). Consider the weight homomorphism \(\text{wt}_x(u_\sigma) = (#x \in \sigma)\), such that \(\text{wt}_x(u_\sigma u_\tau) = \text{wt}_x(u_\sigma) + \text{wt}_x(u_\tau)\). Similarly, we let \(\text{wt}_y(u_\sigma) = (#y \in \sigma)\). We now let the differential polynomials that make up either side of equation (2) be quartic in \(u\) and homogeneous in \(\text{wt}_x\) and \(\text{wt}_y\). Under these assumptions, it follows from comparing the left-hand and right-hand sides of equation (2) that the polynomial terms of \(F\) and \(G\) are cubic in \(u_\sigma\), that the differential polynomials of \(F\) have \(\text{wt}_x = 2\) and \(\text{wt}_y = 3\), and those of \(G\) have \(\text{wt}_x = 3\) and \(\text{wt}_y = 2\). Specifically, \(F = \sum_{i=1}^N c_i u_{\sigma_1} u_{\sigma_2} u_{\sigma_3}\) such that \(\text{wt}_x(u_{\sigma_1} u_{\sigma_2} u_{\sigma_3}) = 2\) and \(\text{wt}_y(u_{\sigma_1} u_{\sigma_2} u_{\sigma_3}) = 3\) for all \(1 \leq i \leq N\), where \(N \in \mathbb{N}\) and \(c_i \in \mathbb{R}\). Similarly, \(G = \sum_{j=1}^M d_j u_{\tau_1} u_{\tau_2} u_{\tau_3}\) such that \(\text{wt}_x(u_{\tau_1} u_{\tau_2} u_{\tau_3}) = 3\) and \(\text{wt}_y(u_{\tau_1} u_{\tau_2} u_{\tau_3}) = 2\) for all \(1 \leq j \leq M\), where \(M \in \mathbb{N}\) and \(d_j \in \mathbb{R}\). In fact, \(M = N = 12\). We now substitute these polynomial expressions with undetermined coefficients for \(F\) and \(G\) into equation (2) and solve for the coefficients.

**Proposition 2.** Under all the above assumptions, the space of solutions to equation (2) is given by the vector fields \(X = F \partial/\partial x + G \partial/\partial y\), where

\[
F = (a + b)u_{xxxyy} u^2 + bu_{xxyy} u y + cu_{xyxy} u x + u_{xx} u y^2 + d u_{xxyy} u y u + e u_{xy} u y u \\
+ (a + d) u y y u x - 2 u_{xxyy} u x y + u_{yy} u x^2 + 2 u_{xx} u y y u - 2 u_{xy} u y u,
\]

\[
G = -(a + b)u_{xxxyy} u^2 + au_{xxyy} u y - (a + b + c)u_{xyxy} u x - (a + d) u_{xx} u y u \\
+ (a + c - e) u_{yy} u y u - (a + c + d) u_{xy} u x u - u_{xx} u y^2 + 2 u_{xy} u x u y - u_{yy} u x^2 \\
- 2 u_{xx} u y y u x + 2 u_{xy} u y u x,
\]

and \(a, b, c, d, e\) are real constants. These vector fields are not divergence-free except for the case when all coefficients vanish (without the entire solution vanishing, because the solution then becomes equal to (3) at \(c = 0\)).

Now that we have a vector field \(X\) such that \(\partial_p X = \mathcal{P}\) over a 2-dimensional affine manifold, we inspect whether its construction can be repeated to trivialize \(\mathcal{P}\) on all finite-dimensional affine manifolds. For this, we pass from the dimension dependent differential polynomials to dimension independent representations of said differential polynomials, by using Kontsevich graphs.

The graphs consist of ground vertices, drawn at the bottom of the figure, and internal vertices. All internal vertices in the graph represent a copy of \(\mathcal{P}^j\). Every vertex is the tail for an ordered pair of outgoing edges. These edges are labelled by the summation indices \(i, j\) in \(\mathcal{P}^j\) inside the vertex. In the 2-dimensional case, every vertex with \(u = \mathcal{P}^{12}\)

---

\(^3\)If the vector field \(X\) is divergence-free, then equation (2) with respect to \(F\) and \(G\) splits into an algebraic equation and an additional restriction on the vector field components. The solution to the divergence-free equation is of the form \(F = \varphi(x - y) - \psi(y)\) and \(G = \varphi(x - y) - \chi(x)\), for functions \(\varphi, \psi\) and \(\chi\) to be determined.

\(^4\)See http://mathoverflow.net/questions/209376. A solution reported there is obtained by setting the constant \(c = 0\) in equation (3). Choosing constants \(a, b, c, d, e\) equal to zero in solution (4) from Proposition 2 yields again that solution.
has outgoing edges labelled 1 and 2, respectively. Incoming edges with value 1 or 2 imply
differentiation of the target vertex with respect to \( x^1 \) or \( x^2 \), respectively. Finally, the
internal vertices connected by edges form a product of bi-vector components \( u = P^{12} \)
and derivatives thereof. The result is then multiplied by the arguments of the ground
vertices that are differentiated as specified by the incoming edges.

**Lemma 3.** Solving equation (2), the divergence-free vector field (3) in Example 1 is
realizable in terms of the Kontsevich graphs:

\[
X = \begin{array}{c}
  \includegraphics{example1.png} \\
+ c \cdot \includegraphics{example2.png}
\end{array} .
\]

**Proof.** Whenever \( F_x + G_y = 0 \) on \( \mathbb{R}^2 \ni (x, y) \), the vector field components \( F \) and \( G \) can
be potentiated such that \( F = H_y, G = -H_x; \) we let

\[ H = u_{xx}u_y^2 - 2u_{xy}u_xu_y + u_{yy}u_x^2 + cu , \]

where \( H \) can be viewed as a scalar function. These differential monomials can be written
as Kontsevich graphs (see above):

\[
H = \frac{1}{2} \left( \begin{array}{c}
  \includegraphics{graph1.png} + c \cdot i \!
\end{array} \right) .
\]

The five graphs with fixed values either 1 or 2 can be obtained from the two labelled
graphs below, by letting the labels in \((i, j, k, l, m, n)\) and \((i, j)\) all run over the values 1
and 2 in a sum.

\[
H = \frac{1}{2} \left( \begin{array}{c}
  \includegraphics{graph2.png} + c \cdot i \!
\end{array} \right) .
\]

As a graph, \( H \) encodes a bi-vector. In order to obtain \( F \) and \( G \), respectively, one must
differentiate with respect to \( x \) and \( y \). Observe that there are two edges, labelled \( i \) and \( j \),
falling on ground vertices. Since a one-vector is encoded by a graph with only 1 ground
vertex, we let one of these edges, edge \( j \), fall, by the Leibniz rule, on the above three
internal vertices. Summation over the index \( j \) guarantees differentiation with respect
to both \( x \) and \( y \). The same goes for the second graph. We have represented the vector
field \( X \) by two Kontsevich graphs, see (5).

**Remark 1.** The generic vector field described in Proposition 2 cannot be realized in
terms of Kontsevich graphs, due to the presence of terms like \( u_{xxyyyy}u^2 \) when \( a + b \neq 0 \).
This term would have to be represented by a graph with 5 edges falling on a single
vertex. Since there are only 3 vertices in total, one vertex would have to send both its
dges to the vertex encoding \( u_{xxyy} \). We know however, that graphs containing such
‘double edges’ vanish identically.

**Remark 2.** The vector field described by the two graphs in (5) exists in higher dimen-
sions but no longer solves the conjugation equation \( \{ P, X \} = \dot{P} \). This is verified by
evaluating the Poisson differential acting on the graphs encoding \( X \). Comparing the
result with the graph realization of the first tetrahedral flow, as described in Figure
2], one observes that the graphs in the Schouten bracket \([\mathcal{P}, \mathcal{X}]\) do not equal those in the flow \(\mathcal{Q}_{1,6}\). Therefore, the graphs in equation (5) cannot be expected to trivialize the flows of all Poisson structures on all manifolds of dimension \(n \geq 3\).

Given any lattice \(L \subset \mathbb{R}^n\), as a finitely generated abelian group, there exist a basis for this lattice, denoted by \(b_1, \ldots, b_m\) with \(m \leq n\). By the Gram-Schmidt orthogonalization process, there exists an invertible map between the this basis and an orthogonal basis \(o_1, \ldots, o_m\). This orthogonal basis is not necessarily a basis for the lattice \(L\), but rather one for a lattice \(\hat{L}\) that is isomorphic to \(L\).

**Proposition 4.** Consider a lattice \(L \subset \mathbb{R}^n\) and the associated projection under taking the quotient \(\pi : \mathbb{R}^n \to \mathbb{R}^n/L\). Let \(\mathcal{P}\) be a Poisson bi-vector on the \(n\)-dimensional affine manifold \(\mathbb{R}^n/L\), whose coefficients are \(L\)-periodic Fourier series. Then

1. the image of the flow \(\hat{\mathcal{P}}\) under projection is a well-defined bi-vector on \(M^n = \mathbb{R}^n/L\), and
2. for \(n = 2\), the image under projection of the trivializing vector field \(\mathcal{X}\) is well-defined on \(M^n = \mathbb{R}^n/L\).

**Proof.** The coefficients \(P^{ij}\) of \(\mathcal{P}\) are \(L\)-periodic Fourier series. Products of derivatives of these Fourier series yield new products of trigonometric functions with certain wavenumbers. The expressions for \(\hat{\mathcal{P}}, \mathcal{Q}_{1,6}\) and \(\mathcal{X}\) are all of this form. These products are reduced by trigonometric substitutions, resulting in Fourier series of higher wavenumbers; The wavenumbers of these new expression are no smaller than the original wavenumbers. Therefore, the coefficients of \(\hat{\mathcal{P}}, \mathcal{Q}_{1,6}\) and \(\mathcal{X}\) are also \(L\)-periodic Fourier series. We conclude that the image under the projection \(\pi\) of the flows \(\hat{\mathcal{P}}\) and \(\mathcal{Q}_{1,6}\) and the vector field \(\mathcal{X}\) are well-defined on \(M^n = \mathbb{R}^n/L\). \(\square\)

**Example 2.** Let us consider a flow defined on the 2-torus \(\mathbb{T}^2\) with periods \(\{1, 1\}\). We inspect the following 2-dimensional bi-vector \(\mathcal{P}\), well-defined, on that torus:

\[
\mathcal{P}^{12}(x, y) = u(x, y) = \alpha_{1,1} \sin(2\pi x) \cos(2\pi y), \quad \alpha_{1,1} \in \mathbb{R}.
\]

We can compute the corresponding flow using formula (11):

\[
\mathcal{Q}_{1,6}^{12} = -128\alpha_{1,1}^4 \pi^6 \cos(2\pi x) \cos(2\pi y) \sin^3(2\pi x) \sin^3(2\pi y) + 128\alpha_{1,1}^4 \pi^6 \sin(2\pi x) \sin(2\pi y) \cos^3(2\pi x) \cos^3(2\pi y).
\]

This expression contains products of sines and cosines, which we reduce using trigonometric substitutions to obtain:

\[
\mathcal{Q}_{1,6}^{12} = 16\alpha_{1,1}^3 \pi^6 (\sin(8\pi x) \sin(4\pi y) + \sin(4\pi x) \sin(8\pi y)),
\]

Which is again well-defined on our torus. From a direct computation and trigonometric substitutions, it follows that:

\[
H = -16\alpha_{1,1}^3 \pi^4 \sin(2\pi x) \cos(2\pi y) \left( \sin^2(2\pi x) \sin^2(2\pi y) + 2 \cos^2(2\pi x) \sin^2(2\pi y) + \cos^2(2\pi y) \cos^2(2\pi x) \right).
\]

The vector field \(\mathcal{X}\) is obtained through \(F = H_y\) and \(G = -H_x\). The obtained expressions for \(F\) and \(G\) are again reduced, by trigonometric substitutions, yielding:

\[
F = 8\alpha_{1,1}^3 \pi^3 (-2 \cos(2\pi x) \cos(2\pi y) - 3 \cos(6\pi x) \cos(2\pi y) + \cos(2\pi x) \cos(6\pi y)),
\]
\[ G = -8e^{3,1}_1 \pi^5 \left( 2 \sin(2\pi x) \sin(2\pi y) - 3 \sin(2\pi x) \sin(6\pi y) + \sin(6\pi x) \sin(2\pi y) \right). \]

We now verify that this vector field \( X \) on \( \mathbb{R}^2 \) obtained from the first graph in the above Lemma is well-defined on \( \mathbb{T}^2 \).

**Conclusion.** When restricting to 2-dimensional affine manifolds, only one of the two graphs in the Kontsevich tetrahedral flow has a non-zero contribution. The cocycle condition holds trivially and we proved that the flow is a coboundary by constructing a trivializing vector field. We also showed how the divergence free part of the trivializing vector field is realizable in terms of Kontsevich graphs. Finally, we explained why both the flow \( \bar{P} \) and vector field \( X \) remain well-defined when taking a quotient over a lattice with respect to which the original Poisson bi-vector was periodic.
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**Appendix A. Vanishing of \( \Gamma_2 \) in 2D**

To show that \( \frac{1}{2} (\Gamma_2^{ij}(P) - \Gamma_2^{ji}(P)) = 0 \) holds in the 2-dimensional case, we expand the sum in the formula of \( \Gamma_2^{ij} \) for \( i, j, k, \ell, m, k', \ell', m' \in \{1, 2\} \):

\[
\Gamma_2^{ij}(P) = \sum_{j,k,\ell,k',\ell',m,m'=1} \frac{P_{11}^{ij} p_{k'\ell' \ell \ell' m m' \ell}^{ik} + P_{12}^{ij} p_{k'\ell' \ell \ell' m m' \ell}^{ik}}{2} \\
= \sum_{j,k,\ell,k',\ell',m,m'=1} \frac{P_{11}^{ij} p_{k'\ell' \ell \ell' m m' \ell}^{ik} + P_{12}^{ij} p_{k'\ell' \ell \ell' m m' \ell}^{ik}}{2} \\
= \sum_{j,k,\ell,k',\ell',m,m'=1} \frac{P_{11}^{ij} p_{k'\ell' \ell \ell' m m' \ell}^{ik} + P_{12}^{ij} p_{k'\ell' \ell \ell' m m' \ell}^{ik}}{2} \\
= -u_{xk} u_{y\ell} + u_{xk} u_{y\ell} + u_{xk} u_{y\ell} - u_{xk} u_{y\ell} - u_{xk} u_{y\ell} + u_{xk} u_{y\ell}.
\]