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The bulk polarization is a $\mathbb{Z}_2$ topological invariant characterizing non-interacting systems in one dimension with chiral or particle-hole symmetries. We show that the bulk polarization can always be determined from the single-particle entanglement spectrum, even in the absence of symmetries that quantize it. In the symmetric case, the known relation between the bulk polarization and the number of virtual topological edge modes is recovered. We use the bulk polarization to compute Chern numbers in 1D and 2D, which illuminates their known relation to the entanglement spectrum. Furthermore we discuss an alternative bulk polarization that can carry more information about the surface spectrum than the conventional one and can simplify the calculation of Chern numbers.

I. INTRODUCTION

Topological phases of matter have attracted a lot of attention during the last decades, not the least because a large variety of relevant systems have been realized experimentally. The early focus was mainly on topologically ordered systems \cite{1, 2}, where interaction effects are crucial for stabilizing the phases. The most notable examples are the fractional quantum Hall liquids \cite{2} and quantum spin liquids \cite{3}. However, since 2005 \cite{4, 5} the focus has shifted to symmetry-protected topological phases (SPT) where symmetries are necessary to protect the topological phases and determine which distinct topological phases can be realized for a given dimensionality. These can be implemented as free-theories and can be characterized in terms of topological invariants \cite{6}

Entanglement has played an important role in the understanding and characterization of topological systems \cite{4, 8}. One can distinguish two types of states depending on their entanglement. Short range entangled states can be continuously transformed into a direct product state, while long range entangled states cannot. The latter correspond to topologically ordered states. Certain short range entangled states cannot be continuously transformed between themselves unless certain symmetries are broken. These are the SPT phases that we focus on in this paper.

There are different tools based on entanglement that have been used to characterize topological phases. A very efficient one is the entanglement entropy \cite{9}, which allows one to determine the total quantum dimension of the underlying topological quantum field theory \cite{10, 11}. However, it can only be used for topologically ordered phases and it cannot uniquely characterize the topological phase at hand. Another, closely related, tool is the entanglement spectrum (ES), originally introduced for fractional quantum Hall systems \cite{12}. It provides information about the edge spectrum and has proven useful for other topologically ordered phases such as fractional Chern insulators \cite{13} and certain quantum spin liquids \cite{14}.

For non-interacting topological insulators and superconductors the ES for (gapped) periodic systems can be computed very efficiently, using methods developed by Peschel and others \cite{15}. The ES in these systems is equivalent to the flat-band energy spectrum of the corresponding system with open boundaries \cite{16}. The same correspondence was also found for closely related gapless systems \cite{17}. However, even for non-interacting systems, it is unclear which information (beyond the protected ‘edge’ spectrum) is encoded in the ES. The aim of this paper is to show that other physical properties are also encoded in the ES, in particular the bulk polarization.

The bulk, or macroscopic, polarization is a fundamental concept in physics, primarily used to describe the response of matter to electric fields. The modern theory of polarization \cite{18, 21} related the bulk polarization to a geometric phase, which is nothing but the Zak phase for translationally invariant systems. Due to this, it has also found its way into topological physics \cite{22}. In certain symmetry classes the bulk polarization is quantized and serves as a $\mathbb{Z}_2$ topological invariant, where it is known to be related to certain feature of the ES \cite{23}. Because of its relation to a geometric phase, the bulk polarization is also related to other topological invariants in higher dimensions such as the Chern number.

We show that there is much more information encoded in the single-particle ES than was previously known. In particular, we show how the bulk polarization can be decoded from the single-particle ES, even when it is not quantized by the symmetries. This is a general property of non-interacting 1D gapped systems. We also apply this method to compute Chern numbers directly from the single-particle ES. The differences in the bulk polarization, which can be any real number, are the relevant quantities to study. They can, however, be difficult to compute from the bulk polarization itself, as it is only defined modulo 1. We show how, using our method, one can define an alternative bulk polarization, computed by using open boundary conditions, which is continuous in $\mathbb{R}$ for gapped paths in parameter space, simplifying the calculation of polarization differences. The bulk polarization defined this way can give more information about the edge spectrum than the conventional one, and can
be used to simplify the computation of Chern numbers. We also discuss the relation between this alternative bulk polarization and another topological invariant known as the trace index \[24\].

The relation between the ES and the bulk polarization has already been studied. In Ref. \[25\], the authors show that the Zak phase can be computed from the Schmidt decomposition of a translationally invariant, infinite chain. The latter is related to the ES. This suggests that, for non-interacting systems, there should be a direct relation between the Zak phase and the single-particle ES, which is substantially easier to compute than the ES. A particular limit of our result was derived for a fully dimerized SSH chain \[23\]. The similarity between the Zak phase and the ES of certain Chern insulators, which was observed in Ref. \[26, 27\], is also explained by our results.

Outline of the paper: In section II we introduce the 1D model used throughout the paper and we examine its phase diagram. In section III we discuss the bulk polarization: the different ways one can define it and its relation to the geometric phases. The ES is introduced in section IV, where we also set our notation. In section V we present our method and show how we can reproduce the bulk polarization for systems with and without translational invariance. In section VI we introduce an alternative bulk polarization constructed from the ES and use it to compute Chern numbers in 1D and 2D. Finally in section VII we conclude and discuss possible extensions of our work.

II. THE MODEL

To illustrate our results we consider a model in the BDI class \[28\]. Although simple, it supports a rich phase diagram containing topological phases with winding numbers \(\nu = 0, 1\) and \(2\). In order to show that our results are not limited to this particular symmetry class \[6\], we also include two symmetry breaking terms. The Hamiltonian is then

\[
H = \sum_{i\alpha,j\beta} c_{i\alpha}^\dagger H_{ij,\alpha\beta} c_{j\beta},
\]

where

\[
H_{ij} = (m \sigma_x + \kappa \sigma_z) \delta_{ij} + \frac{1}{2i} \kappa' \sigma_z (\delta_{i-j,1} - \delta_{i-j,-1}) + \frac{1}{2} \left[ (\sigma_x + i \sigma_y) \delta_{i,j+1} + (\sigma_x - i \sigma_y) \delta_{i,j-1} \right] + \frac{1}{2} t' \left[ (\sigma_x + i \sigma_y) \delta_{i,j+2} + (\sigma_x - i \sigma_y) \delta_{i,j-2} \right],
\]

and the corresponding Bloch Hamiltonian is

\[
H(k) = \begin{pmatrix}
\kappa + \kappa' \sin(k) & t' e^{i \kappa k} + t e^{i k} + m \\
t' e^{-i \kappa k} + t e^{-i k} + m & -\kappa - \kappa' \sin(k)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
t'(\cos(2k) + t \cos(k) + m) \sigma_x + (-t' \sin(2k) - t \sin(k)) \sigma_y + (\kappa + \kappa' \sin(k)) \sigma_z.
\end{pmatrix}
\]
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FIG. 1: Phase diagram for the system in the BDI class showing the winding number of each region — plotted for parameters \(t = 1, \kappa = \kappa' = 0\). Three cuts of the phase diagram, which will be used in later figures, are shown with continuous, dashed and dotted lines.

For \(\kappa = \kappa' = 0\), it is in the BDI class, i.e. it has time-reversal (T), particle-hole (C), and chiral symmetry (S):

\[
T = \mathcal{K}; \quad TH(-k)T^{-1} = H(k)
\]

\[
C = \sigma_z \mathcal{K}; \quad CH(-k)C^{-1} = -H(k)
\]

\[
S = \sigma_z; \quad SH(k)S^{-1} = -H(k).
\]

The corresponding phase diagram \[28\] is shown in Fig. 1 for \(t = 1\).

The BDI class in one spatial dimension is characterized by a \(Z\) invariant, the winding number. When open boundary conditions are imposed on the system, the number of symmetry-protected zero-energy edge modes is equal to the winding number. The behavior of the edge modes is shown in Fig. 2 using the dotted path \((t = 1, t' = -2)\) marked in the phase diagram in figure 1. Figure 2(a) shows the edge spectrum in the BDI class, with 4 (resp. 2) symmetry-protected zero modes for winding number 2 (1).

For \(\kappa' \neq 0\), only particle-hole symmetry \(C\) is preserved and the system belongs to symmetry class \(D\). In one spatial dimension, the latter is characterized by a \(Z_2\) invariant. Consequently, adding such a term causes the zero modes in the \(\nu = 2\) phase to split pairwise and the phase becomes topologically trivial, indistinguishable from the phase with \(\nu = 0\). This is shown in Fig. 2(b), where one clearly sees that the zero modes below \(m = 1\) are split.

For \(\kappa' \neq 0\) only time-reversal \(T\) is preserved and the system is in the AI class. In 1D this class is trivial and, thus, all zero-energy modes split from zero energy. With both \(\kappa \neq 0\) and \(\kappa' \neq 0\) the system has no local symmetry, thus belonging to the \(A\) class. This symmetry class is also topologically trivial in one dimension. Fig. 2(c) and (d)
show the edge spectrum for class AI and A, respectively. In both cases, the edge modes are split from zero for all values of $m$.

![Energy spectrum](image)

**FIG. 2:** Energy spectrum with open boundary conditions along the dotted path (i.e. $t = 1, t' = -2$) of Fig. 1 plotted for different values of the symmetry-breaking terms (a) $\kappa = \kappa' = 0$, (b) $\kappa = 0, \kappa' = 0.3$, (c) $\kappa = 0.3, \kappa' = 0$ and (d) $\kappa = 0.3, \kappa' = 0.3$

In Table I we summarize the different classes that this model can belong to for the different parameters, together with the correspondent symmetries and topological invariants in 1D.

| Model | $T$ | $C$ | $S$ | Class | inv. |
|-------|-----|-----|-----|-------|------|
| $\kappa = 0, \kappa' = 0$ | 1 | 1 | 1 | BDI | $\mathbb{Z}$ |
| $\kappa = 0, \kappa' \neq 0$ | 0 | 1 | 0 | D | $\mathbb{Z}_2$ |
| $\kappa \neq 0, \kappa' = 0$ | 1 | 0 | 0 | AI | 0 |
| $\kappa \neq 0, \kappa' \neq 0$ | 0 | 0 | 0 | A | 0 |

**TABLE I:** Different Cartan classes for the model in Eq. (2), with the correspondent symmetries and topological invariants in 1D.

III. GEOMETRIC PHASES AND BULK POLARIZATION

The bulk polarization is a property which characterizes topological insulators in 1D. The bulk polarization is proportional to the surface charges of the system with open boundary conditions. In a topological insulator these are quantized because of the appearance of zero-energy edge states. Because of this, the bulk polarization is itself quantized, and therefore serves as a topological invariant.

In this section we review some relevant aspects of the bulk polarization and the modern theory of polarization, which gives a geometrical description of the polarization. Consider a generic, quadratic Hamiltonian in one dimension

$$\mathcal{H} = \sum_{ij,\alpha\beta} c_{\alpha}^\dagger \mathcal{H}_{ij,\alpha\beta} c_{j\beta}. \quad (5)$$

We obtain its single-particle eigenstates by

$$\sum_{j\beta} \mathcal{H}_{ij,\alpha\beta} \psi^\dagger_{j\beta} = E_{\mu\nu} \psi^\dagger_{\mu\nu}, \quad (6)$$

where $[U]_{j\beta,\mu\nu} = \psi^\dagger_{j\beta} \psi_{\mu\nu}$ is the unitary matrix that diagonalizes $\mathcal{H}$. In translational invariant systems $\psi_{k\mu} = e^{ik\lambda} \psi_{k\mu}$, where $u_{k\mu}$ are the components of the eigenstates, $|u_{k\mu}\rangle$, of the Bloch Hamiltonian and $k$ is the momentum. For simplicity we consider a unit cell with a single site. One can now compute the Zak phase [29]. For a two-band model, it is defined as the geometric phase acquired by the occupied state $|u_k\rangle$ as it winds around the Brillouin zone,

$$\gamma = \int_{0}^{2\pi} dk A_k, \quad (7)$$

where $A_k = \langle u_k | \partial_k | u_k \rangle$ is the Berry connection [30]. The generalization to multi-band models is straightforward.

The Zak phase is only gauge invariant modulo $2\pi$. However, for two different states defined by a parameter $\lambda$ — assuming $A_k(\lambda)$ is smooth in the path connecting them — the change in the Zak phase can be computed as

$$\Delta \gamma_{\lambda,\lambda_f} = \int_{\lambda}^{\lambda_f} d\lambda \int_{0}^{2\pi} dk \Omega_{\lambda k}, \quad (8)$$

where

$$\Omega_{\lambda k} = \partial_\lambda A_k(\lambda, k) - \partial_k A_\lambda(\lambda, k) \quad (9)$$

is the Berry curvature. The Berry curvature is fully gauge invariant and, therefore, the change in the Zak phase in Eq. 8 is defined in $\mathbb{R}$. The Zak phase itself, as defined in Eq. 7, can be shown to be proportional to the winding number for a certain gauge (see Appendix C), which means that it carries physical information beyond modulo $2\pi$. Note that other ways of computing the Zak phase rely on computing $e^{i\gamma}$ instead, such that the result is always defined only modulo $2\pi$.

The derivative of the polarization with respect to $\lambda$ was obtained in Ref. 19 as

$$\partial_\lambda \mathcal{P}^{\text{Bloch}} = \int_{0}^{2\pi} \frac{dk}{2\pi} \Omega_{\lambda k}, \quad (10)$$

which allows us to make the identification $\mathcal{P}^{\text{Bloch}} = \gamma/2\pi$. The polarization itself is however not an observable.
relevant quantities are the derivatives or changes in the polarization with respect to external parameters. These result in currents and charge transport, which are the only measurable quantities. Similar to how only difference in the Zak phases between two states can be measured \[31\].

Considering a system with periodic boundary conditions, one can also compute the geometric phase obtained by threading a U(1) flux through the ring. This allows us to define a polarization in the absence of translational invariance. Depending on how the flux is introduced we obtain different polarizations with different physical meanings. These different polarizations, their relations and physical interpretations were studied in a recent article by Watanabe and Oshikawa \[32\]. We focus on two polarizations, \( \mathcal{P} \) and \( \bar{\mathcal{P}} \), obtained by introducing the flux in two different ways.

If the flux is introduced homogeneously through a vector potential \( A_x = \Phi/L \) we can define the polarization
\[
\mathcal{P} = \int_0^{2\pi} \frac{d\Phi}{2\pi} \left\langle \Psi^{\Phi} | \partial_\Phi | \Psi^{\Phi} \right\rangle + \frac{1}{2\pi} \text{Im} \ln \left\langle \Psi^{\Phi} | e^{2\pi i \hat{P}} | \Psi^{\Phi} \right\rangle ,
\]
(11)
where \( | \Psi^{\Phi} \rangle \) is the ground state in the presence of flux and \( \hat{P} = \frac{1}{2} \sum_{j,\alpha} j^\dagger j_{\alpha} \) is the polarization operator, with \( n_{j,\alpha} \) being the number operator. The second term is needed to make the expression gauge invariant. The derivative of this polarization gives the average current along the chain.

This is equivalent to the polarization obtained by Resta \[21\] as
\[
\mathcal{P} = \frac{1}{2\pi} \text{Im} \ln \text{det} \mathcal{S} ,
\]
(13)
where the matrix \( \mathcal{S} \) is given by
\[
\mathcal{S}_{\nu \mu, q \nu} = \sum_{j,\alpha} \psi_{j,\beta}^{j_\alpha} \bar{c}_{j,\alpha} \psi_{j,\beta}^{j_\alpha} ,
\]
(14)
and \( \text{det} \mathcal{S} \) indicates that the determinant is restricted to the space of occupied single-particle states. Below we will compare the bulk polarization obtained using our method to the one obtained using equation (13).

If the flux is introduced via twisted boundary conditions at the seam, i.e. in the bond between sites \( j = 1 \) and \( j = L \), this is equivalent to performing the gauge transformation
\[
\left| \tilde{\Psi}^{\Phi} \right\rangle = e^{i\Phi \hat{P}} \left| \Psi^{\Phi} \right\rangle ,
\]
(15)
which makes \( \left| \tilde{\Psi}^{\Phi} \right\rangle \) fully periodic in \( \Phi \). We can now define the bulk polarization
\[
\bar{\mathcal{P}} = \int_0^{2\pi} \frac{d\Phi}{2\pi} \left\langle \tilde{\Psi}^{\Phi} | \partial_\Phi | \tilde{\Psi}^{\Phi} \right\rangle ,
\]
(16)
whose derivative gives the current flowing through the seam \[32\]. This bulk polarization is related to the previous one by
\[
\mathcal{P} = \bar{\mathcal{P}} + \bar{\mathcal{P}}_0 ,
\]
(17)
where
\[
\bar{\mathcal{P}}_0 = \int_0^{2\pi} \frac{d\Phi}{2\pi} \left\langle \tilde{\Psi}^{\Phi} | \hat{\mathcal{P}} | \tilde{\Psi}^{\Phi} \right\rangle .
\]
(18)
Similar to the discussion about the Bloch polarization below Eq. (10), both \( \mathcal{P} \) and \( \bar{\mathcal{P}} \) are defined modulo 1, while their changes are defined in \( \mathbb{R} \). For translationally invariant systems one finds that
\[
\mathcal{P} = \mathcal{P}^{\text{Bloch}} + \frac{L - 1}{2} \nu \mod 1
\]
(19)
where here \( \nu \) denotes the number of occupied bands \[32\].

IV. ENTANGLEMENT SPECTRUM

Let us now proceed to discuss the ES. An important quantity to consider is the correlation matrix, which in position space is defined by the ground state expectation value
\[
C_{ij}^{\alpha \beta} = \left\langle c_{i,\alpha}^{\dagger} c_{j,\beta} \right\rangle .
\]
(20)
For a system where all single-particle eigenstates with energies \( E < 0 \) are occupied, the correlation matrix can be written (see Appendix B) in terms of the Hamiltonian as
\[
C_{ij}^{\alpha \beta} = \frac{1}{2} \left( I - H/(H^2)^{1/2} \right)_{ij,\alpha \beta} .
\]
(21)
In this paper, we are mainly interested in the spectrum of the correlation matrix when restricted to a spatial sub-region \( A \) (its complement will be denoted by \( B \) in the following), see figure 3. When restricted to sub-region \( A \), the boundaries of \( A \) act as virtual boundaries to the system. Following Refs \[20 \] \[27 \], we refer to this spectrum as the entanglement occupancy spectrum (EOS). We denote the eigenvalues of the EOS by \( \xi_j \). Topological
phases are characterized by (symmetry-protected) zero-energy modes in the edge spectrum and $\xi = \frac{1}{2}$ virtual edge modes in the EOS.

Following Ref. [15, 33], one can write the reduced density matrix as
\[ \rho_A = K \exp(-\mathcal{H}), \]
where $K$ is a normalization constant and $\mathcal{H}$ is a quadratic Hamiltonian, referred to as entanglement Hamiltonian. The spectrum of the reduced density matrix is the ES. The single-particle eigenvalues $\epsilon_j$ of $\mathcal{H}$, referred to as entanglement energies, form the single-particle ES. They are related to those of the EOS by
\[ \xi_j = (e^{\pi i j} + 1)^{-1}, \]
the corresponding eigenstates are the same. Consequently, the EOS is in one-to-one correspondence to the single-particle ES [16]. Eq. (23) implies that, for non-interacting systems, the full information of the ES is contained in the spectrum of the subsystem correlation matrix. The latter is much simpler to interpret. Consequently, we will focus on the EOS in the remainder of the paper and only mention the ES when necessary.

One property of the subsystem correlation matrix we will make use of later is that, for sufficiently large systems, its eigenstates are found to be exponentially localized on either virtual edge if $\xi$ is away from 0 and 1, or they are found to be bulk modes if the correspondent eigenvalues are exponentially close to $\xi = 0, 1$ [33].

A few comments are needed regarding our choice of bipartition. In the following sections, we show how the Zak phase can be recovered from the EOS. We also provide a simple formula in terms of the EOS eigenvalues that is identical to the Zak phase in the thermodynamic limit. However, for a generic, finite-size system, there will be finite-size discrepancies between our formula and the Zak phase — for a finite-size scaling analysis see figure 4(d). In order to reduce these, we are going to choose subsystem $A$ as half the system in the remainder of the manuscript. The results (in the thermodynamic limit) do not depend on this choice.

V. BULK POLARIZATION IN THE EOS

Let us first review previous results on the relation between the EOS and the bulk polarization (or Zak phase). For systems in 1D protected by chiral or particle-hole symmetries the Zak phase is a topological invariant. It is zero whenever there is an even number of eigenvalues per virtual edge at $\xi = 1/2$, and $\pi$ when the number is odd [31]. In the absence of symmetry-protection, much less is known. Ryu and Hatsugai considered the fully dimerized SSH chain with broken chiral symmetry [29]. This model is rather special in that there is only a single pair of eigenvalues in the EOS that is not strictly identical to 0 or 1: these are $\xi$ and $1 - \xi$, related due to translational symmetry. The authors could show that the value of one of these ‘midgap states’ is identical to the Zak phase divided by $2\pi$ — or alternatively $\tilde{\mathcal{P}}^{\text{Bloch}}$ — although they do not specify to which of the two eigenvalues it corresponds. Their result is a particular limit of equation (24), which we discuss in the next section.

In Ref.s [26, 27] the authors considered a two-dimensional Chern insulator and noted that there was a similarity between the Zak phase and the virtual topological edge states that connect the EOS values at 0 to those at 1. Interpreting this as a one-dimensional system with a parameter, we can explain this behavior by Eq. (26), noting that there is a single pair of eigenvalues that dominates the sum. Note that the observation of Ref.s [26, 27] is particular to systems with Chern number 0 or $\pm 1$, i.e. where there are only few midgap states in the EOS. It fails for systems with higher Chern numbers, for which there are several terms in Eq. (26) with comparably large contributions and, consequently, the Zak phase deviates considerably from the virtual topological edge states.

A. Systems with equispaced entanglement energies

We first discuss systems for which the entanglement energies of either virtual edge are equispaced. That is, they are given in the thermodynamic limit by $\xi_{\alpha} = \epsilon_{\alpha} + n\delta$, where $\alpha = L, R$ labels the two virtual edges. This is a feature of integrable systems [35], e.g. nearest neighbor hopping models such as the SSH chain, and it applies to the Hamiltonian in Eq. (2) when $t' = 0$. In this case, one can obtain the Zak phase in a very simple fashion: We reorder the eigenvalues of the EOS by magnitude, $\xi_1 < \xi_2 < \ldots < \xi_{L \cdot M}$, and compute
\[ \chi = \sum_{j=1}^{L \cdot M} \xi_{2j-1} \mod 1, \]
where $L_A$ is the length of subsystem $A$ and $M$ is the number of orbitals per site. In the thermodynamic limit, $\chi$ becomes identical to either $\tilde{\mathcal{P}}^{\text{Bloch}}$ or $1 - \tilde{\mathcal{P}}^{\text{Bloch}}$,
\[ \lim_{L \to \infty} \tilde{\mathcal{P}}^{\text{Bloch}} = \lim_{L \to \infty} \chi \mod 1. \]

In the special case where there is only one eigenvalue per edge that is $\neq 0, 1$ in the EOS, like in the fully dimerized limit of the SSH chain, we recover the equality between one of the two midgap eigenvalues and the Zak phase found in reference [23].

The issue concerning the sign ambiguity will be discussed and resolved in the next section. The origin of this ambiguity can be traced back to certain properties of the EOS. This sign is irrelevant in the case of symmetry-protected states where the Zak phase is quantized to 0 or $\pi$.

In Fig. 4 we show the EOS along the dashed cut in the phase diagram of Fig. 1 for $t' = 0$. Along this line,
our model is equivalent to an SSH chain. In the presence of chiral and translation symmetry, all eigenvalues of the EOS are doubly degenerate: one eigenvalue from each virtual edge, such that $\chi$ from Eq. (24) will pick up one eigenvalue from each pair. Because of chiral symmetry, the sum of the two eigenvalues related by the symmetry gives always 1 so they do not contribute to $\chi$. The only contribution to $\chi$ is the one from the eigenstates with $\xi = 1/2$ that do not have a chiral partner, see figure 4(a). Here we see explicitly the known relation between the Zak phase and the number of $\xi = 1/2$ modes. Note that the full sum in Eq. (24) evaluates to zero in the trivial regime despite the presence of modes with entanglement occupancy $0 < \xi < 1$.

When breaking chiral symmetry, as shown in figure 4(b), the EOS will no longer be doubly degenerate. Note that, even with the broken symmetry, the bulk polarization shows plateaus that point to a possible nearby topological transition. For small $m$, there are two dominant midgap eigenvalues, and the bulk polarization follows the lower one very closely. When this midgap eigenvalue approaches 0, the contribution from the other modes becomes more relevant and the bulk polarization starts to deviate from the dominant eigenvalue, see figure 4(c). In Fig. 4(d) we show how the difference between $\chi$ and the bulk polarization decreases with system size, showing that they are equal in the thermodynamic limit. Note that their discrepancy is very small already for small system sizes.

### B. General case

For general non-interacting gapped systems we find (see Appendix A) that it is only the eigenstates that localize on the left virtual edge ($A_L$ in Fig. 5) that should contribute to $\chi$. The inclusion of bulk modes is irrelevant since they have $\xi = 0, 1$. We can then compute

$$\chi = \sum_{\mu \in L} \xi_{\mu} \mod 1. \quad (26)$$

the sum is performed over the subspace $L$ formed by the eigenstates with $\langle \hat{x} \rangle < L/4$, where $L/4$ is the middle point of region $A$. It does not matter what threshold we use as long as we include all left-edge states and exclude all right-edge states. In practice only a few eigenvalues give a significant contribution to $\chi$.

In the thermodynamic limit we obtain

$$\lim_{L \to \infty} \tilde{\rho} = \lim_{L \to \infty} \chi \mod 1. \quad (27)$$

Note that in order to compute $\chi$ correctly the eigenstates with $\xi \neq 0, 1$ need to be localized in order for us to select the correct eigenvalues. It might be — like in Fig. 4(a) — that the spectrum has degenerate pairs of left and right eigenstates and the numerical diagonalization mixes them. This case is trivial, since we know that there is one left and one right eigenstate, but if the degeneracy is four-fold or higher we must obtain the localized eigenstates. Localizing the bulk eigenstates that are exponentially close to $\xi = 0, 1$ is more difficult but not doing so only results in an exponentially small error.

Before proceeding, let’s review again the result so far. First note that for translation invariant systems, the ES of the right and the left virtual edge are related by an overall $-\epsilon$ sign, i.e. for each eigenvalue $\epsilon$ on the right virtual edge, there is a corresponding value $-\epsilon$ on the left one. Since the spectra are equispaced, this implies that the two virtual edge spectra are merely shifted with respect to each other. If the shift is zero, e.g. in presence of a symmetry, summing every other eigenvalue is equivalent, modulo 1, to summing all the left eigenvalues. For a finite shift, summing all odd eigenvalues corresponds to either summing all left eigenvalues or all right eigenvalues. In general, this implies that $\chi$, as defined in Eq. (24), only gives the Zak phase up to an overall sign. This issue can be resolved by determining the localization of a single eigenstate.

In Fig. 5 we show two examples that highlight the importance of the localization structure of the EOS. In figures 5(a) and (b), we compute the EOS for varying $m$ at $t = 1/2$, $t' = 2$, indicated by the solid line in the phase-diagram in Fig. 4 in the presence of two different symmetry breaking terms: (a) $\kappa = 0.3, \kappa' = 0$ and (b) $\kappa = 0$, $\kappa' = 0.3$. For $\kappa = \kappa' = 0$, there is a phase transition $\nu = 2 \to 0$ at $m = 2$, whereas both choices of symmetry
pairs at opposite edges whose contribution cancels (mod-four fold degenerate states into two two-fold degenerate states). Two symmetry breaking terms split the four-fold degenerate states. While $\kappa$ splits the four-fold degenerate states into two two-fold degenerate pairs at opposite edges whose contribution cancels (modulo 1), $\kappa'$ splits them into two left-left and right-right pairs, with a finite contribution to the Zak phase. In figures (c) and (d), we consider the same symmetry breaking terms, but now for $t = 1$ and $t' = -2$, where the BDI systems shows a phase transition $\nu = 2 \rightarrow 1 \rightarrow 0$. Also here, Eq. (26) correctly reproduces the Zak phase for all values of $m$. Note that in Figs. (a) and (b) the observation made in Ref. [26], i.e. that the Zak phase is indeed equal to $\tilde{\mathcal{P}}$ and not $\mathcal{P}$.

VI. ALTERNATIVE BULK POLARIZATION AND CHERN NUMBERS

As mentioned above, the bulk polarization is only defined modulo 1. This is obvious when it is defined in terms of a geometric phase, which is only defined modulo $2\pi$. In our formulation in Eq. (27), this is reflected in an ambiguity in the number of bulk modes with $\xi = 1$ that are included in $\chi$. Being defined only modulo 1, the bulk polarization cannot differentiate the phases $\nu = 0$ and $\nu = 2$, even though the EOS of both phases is distinct. Another issue due to it being defined in $\mathbb{R}$ mod 1 appears when we try to follow its evolution over a path $C_{\lambda}$. Between any two points $\lambda$ and $\lambda'$ in this path it is not possible to tell if the bulk polarization has increased or decreased by only looking at $\tilde{\mathcal{P}}(\lambda)$ at these specific points. This latter drawback becomes relevant when computing Chern numbers.

In an attempt to solve these issues we introduce an alternative bulk polarization given by

$$\tilde{\mathcal{P}}_o = \int_0^{2\pi} \frac{d\Phi}{2\pi} \left\langle \tilde{\Psi}_o^\Phi \left| \frac{\partial \Phi}{\partial \Phi} \right| \tilde{\Psi}_o^{\Phi} \right\rangle. \quad (28)$$

where $\left| \tilde{\Psi}_o^{\Phi=0} \right\rangle$ is the ground state when the (previously periodic) chain is opened between sites $j = L/2$ and $j = L/2 + 1$ and

$$\left| \tilde{\Psi}_o^{\Phi} \right\rangle = e^{-i\Phi N_A} \left| \tilde{\Psi}_o^{0} \right\rangle. \quad (29)$$

When introducing the flux in the system with periodic boundary conditions (See Eq. (A5)) there is an ambiguity due to the bulk modes. This ambiguity disappears when we introduce the flux as above in the open chain — we simply include all the bulk modes. Note that $\Phi$ is not a magnetic flux but should be treated as an additional parameter, and therefore $\tilde{\mathcal{P}}_o$ is not the polarization of the open chain. $\mathcal{P}_o$ can be obtained in an even simpler way.
than $\tilde{P}$ as

$$\tilde{P}_o = \int_0^{2\pi} \frac{d\Phi}{2\pi} \langle \tilde{\Psi}_o^0 | N_A | \tilde{\Psi}_o^0 \rangle$$

$$= \sum_{\alpha,j \in A} |\langle \tilde{\Psi}_o^0 | e^{i\sigma_j \alpha} | \tilde{\Psi}_o^0 \rangle|^2$$

$$= \sum_{\alpha,j \in A} C_{\alpha,j} e^{i\sigma_j}$$

$$= \text{Tr}[C_{A,o}] \chi,$$

where we used Eq. (29) and $(C_{A,o})_C$ denotes the (subsystem) correlation matrix of the open chain.

The idea is that in the process of opening the chain, which can be done adiabatically, all eigenvalues that are related to the right virtual edge ($A_R$ in Fig. 3) are pushed to $\xi = 0, 1$. As a result, the sum of all eigenvalues of $C_{A,o}$ (modulo 1) is equal to $\chi$. Therefore, in the thermodynamic limit, we have

$$\lim_{L \to \infty} \tilde{P} = \lim_{L \to \infty} \tilde{P}_o \mod 1. \quad (31)$$

The advantage of using $\tilde{P}_o$ is that the contribution from the ‘bulk’ modes is constant as long as no states cross the Fermi energy, i.e. the system remains gapped. The quantity $\chi$ (26), on the other hand, is only independent of the bulk mode contribution when the modu- lus 1 is included. The consequence is that for paths $C_{\alpha}$ in parameter space, for which the energy spectrum is gapped, $\tilde{P}_o(\lambda)$ is defined in $\mathbb{R}$, such that the total change in $\tilde{P}_o$ along this path can be obtained knowing $\tilde{P}_o$ only in the initial and final states, $\Delta \tilde{P}_o(C_{\lambda}) = \tilde{P}_o(\lambda_f) - \tilde{P}_o(\lambda_i)$. Note, however, that $\tilde{P}_o$ is gauge-invariant only when taken modulo 1. This is similar to the case of the Zak phase, which is known to be equal to the winding number for certain gauges (see Appendix C). It encodes more information than what is accessible when considered modulo $2\pi$.

This method resolves most of the issues found in section V but unfortunately it cannot be applied when the system is in a non-trivial topological phase. When we open the chain for a system in a topological non-trivial state, zero-energy modes will appear. The ground state of the closed chain has several equivalent degenerate states for the open chain, so that $C_{A,o}$ is not well-defined at these points. One might think that this problem can be circumvented by introducing symmetry-breaking term that render the system trivial and extrapolating $\tilde{P}_o$ towards the topological phase. However, this extrapolation is again not necessarily unique, as there might be integer jumps in $\tilde{P}_o$ when the edge-modes cross zero-energy. As we will see below these jumps in $\tilde{P}_o$ are branch cuts that provide the correct description of the system.

### A. SSH chain

Consider first the simple case of the SSH chain. When we include the chiral-symmetry breaking parameter $\kappa$ the Hamiltonian has the symmetry

$$S H(\kappa) S^\dagger = -H(-\kappa), \quad S C_A(\kappa) S^\dagger = I - C_A(-\kappa), \quad (32)$$

so $\tilde{P}_o(-\kappa) = L - \tilde{P}_o(\kappa)$. Unless $\tilde{P}_o(0) = L/2$, which is the result expected for a trivial insulator, the result will be discontinuous at $\kappa = 0$. We can see this in Fig. 5(a) where we show $\tilde{P}_o$ in the parameter space $(m, \kappa)$. The presence of the zero-mode for $m < 1$ appears in $\tilde{P}_o$ as a branch cut. The appearance of a branch cut in the $(m, \kappa)$ parameter space is natural but its position depends on the choice of gauge (see Appendix C).

The relation between the zero-modes and discontinuities in $\text{Tr}[C_{A,o}]$ was already observed in the context of Chern insulators [24]. The appearance of the branch cut is the result of the degenerate point at $(m = 1, \kappa = 0)$ having an associated Chern number $C = 1$ [24].

For simplicity, assume that the branch cuts appear along $\kappa = 0$, such as depicted in Fig.s 6 (a) or (b). The generalization to more complicated scenarios is straightforward. Consider a counterclockwise loop around the degenerate point at $(m = \theta, \kappa = 0)$ starting from the branch cut parametrized by $\theta$.

$$m(\theta) = 1 + \frac{1}{2} \sin(\theta - \frac{\pi}{2})$$

$$\kappa(\theta) = -\sin(\theta).$$

The Chern number is then defined as

$$C = \frac{1}{2\pi} \oint d\theta \oint d\Phi \Omega_{\theta\Phi}, \quad (33)$$

with the Berry curvature $\Omega_{\theta\Phi}$ defined in equation (9). From Eq. (25), it follows that the Berry connection for the flux is simply $A_{\Phi}(\theta, \Phi) = \tilde{P}_o(\theta)$, so we now need to compute $A_{\Phi}(\theta, \Phi)$.

We can expand $|\tilde{\Psi}_o^{\Phi=0}\rangle$ in the eigenbasis of the number operator $\hat{N}_A$, denoted by $\{|j\rangle\}$, as

$$|\tilde{\Psi}_o^{\Phi=0}(\theta)\rangle = \sum_j c_j(\theta) |j\rangle,$$

where $c_j(\theta) = \langle j | \tilde{\Psi}_o^{\Phi=0}(\theta) \rangle$. The flux can then be introduced as

$$|\tilde{\Psi}_o^{\Phi}(\theta)\rangle = \sum_j c_j(\theta) e^{-i\Phi \hat{N}_A} |j\rangle. \quad (35)$$

Computing the derivative of the ground state with respect to the parameter $\theta$ gives

$$\partial_\theta |\tilde{\Psi}_o^{\Phi}(\theta)\rangle = \sum_j \partial_\theta c_j(\theta) e^{-i\Phi \hat{N}_A} |j\rangle. \quad (36)$$
The corresponding Berry connection then gives
\[ \left\langle \psi_o^\Phi(\theta) \left| \partial_\theta \right| \psi_o^\Phi(\theta) \right\rangle = \sum_{ij} c_i^j(\theta) (\partial_\theta c_j(\theta)) \left( |i\rangle e^{i\Phi(N_i^j - N_j^i)} |j\rangle \right) \]
\[ = \sum_j c_j^0(\theta) \partial_\theta c_j(\theta) \]
\[ \left\langle \psi_0^\Phi(\theta) \left| \partial_\theta \right| \psi_0^\Phi(\theta) \right\rangle , \quad (37) \]

i.e. it is independent of \( \Phi \).

The integral in Eq. (33) is performed on the surface of the torus defined by \( (\theta, \Phi) \). Because of the branch cut, the Berry connection \( A_\Phi(\theta) \) cannot be made smooth for the whole torus and therefore we cannot directly apply Stokes theorem. Instead, we split the torus into two cylinders, \( S_1 \) with \( \theta \in [\theta_0, 2\pi - \theta_0] \) and \( S_2 \) with \( \theta \in [2\pi - \theta_0, 2\pi + \theta_0] \) and we change the gauge in \( A(\theta) \) such that it is smooth in each cylinder. We can now apply Stokes theorem to the two cylinders independently. For \( S_1 \) we have
\[ C_1 = \frac{1}{2\pi} \int_{S_1} dS \cdot (\nabla \times A) \]
\[ = \frac{1}{2\pi} \int_{S_1} d\theta \cdot A(\theta, \Phi) \]
\[ = \frac{1}{2\pi} \int_{\theta_0}^{2\pi - \theta_0} d\theta A_\theta(\theta, 0) + \frac{1}{2\pi} \int_0^{2\pi} \frac{d\Phi}{2\pi} A_\Phi(2\pi - \theta_0, \Phi) \]
\[ - \frac{1}{2\pi} \int_{\theta_0}^{2\pi - \theta_0} d\theta A_\theta(\theta, 2\pi) - \frac{1}{2\pi} \int_0^{2\pi} \frac{d\Phi}{2\pi} A_\Phi(\theta_0, \Phi). \quad (38) \]

In our case, \( A_\theta \) is independent of \( \Phi \) so the terms involving it cancel and we have
\[ C_1 = \int_0^{2\pi} \frac{d\Phi}{2\pi} [A_\Phi(2\pi - \theta_0, \Phi) - A_\Phi(\theta_0, \Phi)]. \quad (39) \]

Similarly computing the integral for the other cylinder we obtain
\[ C_2 = \int_0^{2\pi} \frac{d\Phi}{2\pi} [A'_\Phi(2\pi + \theta_0, \Phi) - A'_\Phi(2\pi - \theta_0, \Phi)]. \quad (40) \]

The Chern number is then \( C = C_1 + C_2 \). Noting again that \( A'_\Phi(\theta) \) is continuous in \( S_2 \) taking the limit of \( \theta_0 \to 0^+ \) makes \( C_2 \) vanish and the Chern number is given by
\[ C = \int_0^{2\pi} \frac{d\Phi}{2\pi} [A_\Phi(2\pi^-, \Phi) - A_\Phi(0^+, \Phi)], \quad (41) \]
or
\[ C(m) = \tilde{P}_o(m, \kappa = 0^+) - \tilde{P}_o(m, \kappa = 0^-), \quad (42) \]
where \( C(m) \) is the Chern number of any loop around the degenerate point crossing \( \kappa = 0 \) at \( m \) and another point in the trivial region \( (m > 1) \). Using the symmetry of the polarization described above (see the discussion below Eq. (32)) gives
\[ C(m) = 2\tilde{P}_o(m, \kappa = 0^+) - L, \quad (43) \]
which results in \( +1 \) when \( m < 1 \) and \( 0 \) when \( m > 1 \), as it is known for the SSH chain. The only contribution to the Chern number comes from the discontinuity of \( \tilde{P}_o \) at the branch cut.

**B. \( \nu = 2 \) and disordered case.**

The analysis we did above of \( \tilde{P}_o \) for the SSH chain seems rather trivial as \( \tilde{P}_o \) does not seem to have more information than \( \tilde{P} \) modulo 1. This is no longer true when \( t' \neq 0 \) allowing for a \( \nu = 2 \) phase. In Fig. 6(b) we see \( \tilde{P}_o \) for the dotted cut in the phase diagram with an added symmetry breaking \( \kappa \) term. We can see that \( \tilde{P}_o \) is continuous for any path avoiding the branch cut even though the range of values for \( \tilde{P}_o \) is larger than 1. We can see that a loop around the two degenerate points will have a Chern number of \( C = 2 \).

Jumps in \( \tilde{P}_o \) originate from zero modes changing their occupation. Thus, a jump of \( n \) in \( \tilde{P}_o \) implies the existence of at least \( n \) zero-energy modes at that point. For this model this equivalence is exact and the jump of \( \tilde{P}_o \) at \( \kappa = 0 \) gives the number of topological zero-modes, i.e. the winding number. Note, however, that there are many ways of breaking the chiral symmetry and for some of them, \( \tilde{P}_o \) may not be related to the winding number any longer. For instance, replacing \( \kappa \) in Eq. (2) by \( \kappa_i = \sum_{i \neq k} |c_i|^2 \).
The zero-energy modes split in such a way that \( \tilde{P}_o \) is continuous at \( \kappa = 0 \). It cannot differentiate between the phases \( \nu = 0 \) and \( \nu = 2 \), and a loop like the one discussed above results in a Chern number \( C = 0 \).

To illustrate the advantage of \( \tilde{P}_o \) we also show \( \tilde{P} \) mod 1 in the \((m, \kappa)\) parameter space in figure 4(c). As mentioned above the only contribution to the Chern number comes from discontinuities in the bulk polarization. However, when it is computed using \( P \) we no longer know in advance where these discontinuities are located, due to it being defined modulo 1. One needs to look at the full path to know how the bulk polarization evolves along the loop.

Since \( \tilde{P}_o \) is defined in position space we can also use this method for a disordered system. Assume now that we add disorder in the \( t \) and \( m \) parameters
\[
t_i = t + \frac{W}{2} \omega_i, \\
m_i = m + W \omega'_i
\] where \( \omega_i \) and \( \omega'_i \) are selected from a uniform distribution with range \([-1/2, 1/2]\). For very strong disorder where the gap fills with bulk states, \( \tilde{P}_o \) will present many branch cuts as we approach the limit \( \lim_{\omega \rightarrow 0} \), which makes it impractical. In order to avoid this, we break chiral symmetry locally in the edge of the open chain so it only affects the edge modes. If any of the other states cross \( E = 0 \) they do it in chiral-symmetric pairs such that \( \tilde{P}_o \) is not affected by it. We show \( \tilde{P}_o \) in Fig. 7(a) using the local symmetry breaking term for a strong disorder, \( W = 3t \), where the gap is indeed filled with states. We see that it works just as in the case without disorder, where now due to the disorder a region of \( \nu = 1 \) opens up \( [28] \). The main difference is that since we break chiral symmetry only for the edge modes, \( \tilde{P}_o \) is quantized to multiples of 1/2. Note that, since the states that fill the gap are localized in the bulk, they will not appear in the EOS and one can still easily identify the appearance of virtual topological edge states (see figure 7(1)). In contrast, the topological edge states in the energy spectrum are completely masked by the (localized) bulk modes that fill the gap.

### C. Chern Number in 2D

We now discuss the computation of Chern numbers in 2D systems with \( \tilde{P}_o \). Consider the Chern insulator with inversion symmetry given by the Hamiltonian
\[
H = \sum_{i \alpha, j \beta} \sum_{k_y} \hat{c}_{i \alpha j \beta}^\dagger (k_y) H_{i \alpha j \beta} (k_y) c_{i \beta j \beta} (k_y),
\]

\[
H_{i \alpha j \beta} (k_y) = \frac{1}{2} (i \sigma_x - \sigma_z) \delta_{i,j+1} + \frac{1}{2} (-i \sigma_x - \sigma_z) \delta_{i,j-1} + \frac{1}{2} (\sin(k_y) \sigma_y + [2 - m - \cos(k_y)] \sigma_z) \delta_{i,j}.
\]

We can treat the Hamiltonian with elements \( H_{i \alpha j \beta} (k_y) \) as a 1D Hamiltonian with an extra parameter \( k_y \) and compute \( \tilde{P}_o \), or equivalently \( A_{\Phi} (\Phi, k_y) \), as in the last section. But first let’s analyze the EOS of the system with periodic boundary conditions, shown in Fig. 8(a) and (b) for \( m = 1 \) and 3, respectively. For \( 0 < m < 2 \) the EOS presents two edge modes that connect the occupied and empty bands that cross \( \xi = 1/2 \) at \( k_y = 0 \). In this region the occupied bands have a Chern number \( C = +1 \). For \( 2 < m < 4 \) there are also edge modes but they cross \( \xi = 1/2 \) at \( k_y = \pi \) and the system has \( C = -1 \). For \( m < 0 \) or \( m > 4 \) the system is a trivial insulator with \( C = 0 \). When we open the chain, the eigenvalue of the right virtual topological edge mode will be pushed to \( \xi = 0 \) or \( 1 \). This is seen in figure 8(a) and (b) for intermediate points in the process of opening the chain. This eigenvalue presents a jump whenever the corresponding edge-mode crosses zero energy, going between \( \xi = 1 \) and \( \xi = 0 \), i.e. the number of eigenvalues at \( \xi = 1 \) is not constant across \( k_y \). In this model, due to inversion symmetry, this is only possible at \( k_y = 0, \pi \).

We can now take a look at \( \tilde{P}_o \) in the parameter space \((m, k_y)\), shown in figure 8(c). We see, again, that \( \tilde{P}_o \) remains continuous except for the branch cuts that appear at the points where the physical edge-modes cross zero energy. The Chern number can be obtained as
\[
C(m) = \int_0^\pi \frac{dk_y}{2\pi} \partial_{k_y} \tilde{P}_o (m, k_y).
\]

However, since we know the position of the branch cuts we can integrate avoiding them and obtain
\[
C(m) = [\tilde{P}_o (m, k_y = 0^+) - \tilde{P}_o (m, k_y = -\pi^+)] + [\tilde{P}_o (m, k_y = \pi^+) - \tilde{P}_o (m, k_y = 0^+)].
\]
terms of the trace of $C_{A,o}$. In reference [24] it is shown to be equal to the Chern number by relating it to the Hall current. Here, the connection between the trace index and the Chern number is seen by framing $\text{Tr}[C_{A,o}]$ as a geometric quantity.

VII. CONCLUSION

It was previously known that the bulk polarization (Zak phase, or geometric phase for $U(1)$ flux insertion) was encoded in the ES. Here we have shown how it can be obtained from the single-particle ES of a non-interacting gapped system, even when it is not quantized, showing that there is substantially more information in the single-particle ES than previously realized. Our formulation is both simpler than the one involving the ES, which is much more difficult to compute, and it provides additional insight into the single-particle ES and EOS. In particular in the topological case, the relation between the quantized bulk polarization (or the Chern number in 2D) and the number of virtual topological edge states is demonstrated in a particularly transparent way. It also provides a new simple method for computing the bulk polarization for systems without translational invariance.

We also define a novel bulk polarization that is continuous in $\mathbb{R}$ for gapped paths. This provides additional information about the edge spectrum, similar to how the Zak phase is equal to the winding number when computed in a particular gauge. Our new bulk polarization simplifies the calculation of changes in the bulk polarization, and provides a new route to the computation of Chern numbers.

**Outlook:** In the application of our results to topological systems in 1D we have focused on systems with translational invariance even though our results do not require it. For general spatially inhomogeneous systems the same bulk can support different boundaries so the relation between bulk and boundary is not as straightforward as in the translational invariant case. Our results might give more insight into this relation.

As it stands, the relation derived in this paper only works for non-interacting systems. With interactions, the correlation matrix does not have the full information of the ground state. However, there might be certain systems, perhaps for weakly interacting systems, where the correlation matrix encodes the topological information. This would be worth exploring since, even for interacting systems, the correlation matrix is much easier to compute than the density matrix.

In the field of higher-order topological insulators some systems can be characterized by a physical generalization of the bulk polarization to two dimensions, the quadrupole moment [38,39]. This quadrupole moment is defined via the position operator and it is an open question whether there is a formulation in terms of twisted boundary conditions. In this case, one might be able to construct this quadrupole moment using the ES, as we did here for the bulk polarization.
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Appendix A: Computing the Bulk polarization from the Schmidt decomposition

In this appendix we review how to compute the bulk polarization from the Schmidt decomposition [25] and relate it to our own results.

Consider a closed chain of length $L$ and a bipartition...
into regions $A$, for $i \in [1, L/2]$, and $B$, for $i \in [L/2+1, L]$. Using a Schmidt decomposition the ground state gives

$$
|\Psi^0\rangle = \sum_{p,q} s_p s_q^* |p,q\rangle_A |q,p\rangle_B ,
$$

(A1)

The Schmidt indices $p$ and $q$ label the fluctuations at the left ($i = 1$) and right ($i = L/2$) cuts, respectively. The convention used for the states $|p,q\rangle_R$ is that the first (second) index labels the state near the left-most (right-most) region of $R$, where $R$ can be $A$ or $B$. Assuming the system is large enough compared with the correlation length the fluctuations across the two cuts are independent of each other. The reduced density matrix can be computed as

$$
\rho_A = \sum_{p,q} s_p^2 s_q^2 |p,q\rangle_A \langle p,q|_A .
$$

(A2)

As mentioned in section [IV] it is fully determined by the correlation matrix $C_A$. In the state $|p,q\rangle_A$, the Schmidt index $p$ ($q$) labels a set of occupation numbers of the eigenstates of $C_A$ related to the cut at $i = 1$ ($i = L/2$).

We are now in position to introduce the $U(1)$ flux via a twisted boundary condition as

$$
|\tilde{\Psi}^\phi\rangle = \sum_{p,q} s_p s_q^* e^{-i\Phi N_{A_L}^p} |p,q\rangle_A |q,p\rangle_B ,
$$

(A5)

where $N_{A_L}^p = \sum_{\mu \in A_L} n_{\mu}^p$. Note that there is an ambiguity in how the flux is introduced as one can always include bulk modes into $A_L$. As mentioned above, the label $p$ describes the set of occupation numbers $\{n_{\mu}^p\}$. Equation (A5) means that an electron crossing the virtual cut at $i = 1$ between region $B$ and $A_L$ will acquire a phase $-\Phi$, the convention on the sign is the same as the one used in reference [32].

The polarization can be now computed as

$$
\mathcal{\tilde{P}} = \int_0^{2\pi} \frac{d\Phi}{2\pi} i \langle \tilde{\Psi}^\phi | \partial_{\Phi} | \Psi^\phi \rangle
$$

$$
= \int_0^{2\pi} \frac{d\Phi}{2\pi} i \sum_{p,q} s_p s_q^* 2 e^{i\Phi N_{A_L}^p} \partial_{\Phi} e^{-i\Phi N_{A_L}^p}
$$

$$
= \int_0^{2\pi} \frac{d\Phi}{2\pi} \sum_{p,q} s_p s_q^* 2 N_{A_L}^p
$$

$$
= \sum_p s_p^2 \sum_{\mu \in A_L} n_{\mu}^p
$$

(A6)

where we used that $\sum_p s_p^2 = 1$. Inserting now the expression for $s_p^2$ we obtain

$$
\mathcal{\tilde{P}} = \sum_{\{n_{\mu} \in A_L\}} 1 \left( \sum_{j \in A_L} n_j \left( \prod_{k \in A_L} \lambda_k \right) \right) ,
$$

(A7)

where we defined

$$
\lambda_k = (1 - \xi_k) \left( \frac{\xi_k}{1 - \xi_k} \right) ^{n_k} .
$$

(A8)

If we expand the sum for one particular occupation number $n_p$ we have

$$
\mathcal{\tilde{P}} = \sum_{\{n_{\mu} \neq p \in A_L\}} 1 \left( \sum_{j \neq p \in A_L} n_j \left( 1 - \xi_p \right) \left( \prod_{k \neq p \in A_L} \lambda_k \right) \right)
$$

$$
+ \sum_{\{n_{\mu} \neq p \in A_L\}} 0 \left( \sum_{j \neq p \in A_L} n_j + 1 \right) \xi_p \left( \prod_{k \neq p \in A_L} \lambda_k \right)
$$

$$
= \sum_{\{n_{\mu} \neq p \in A_L\}} 0 \left( \sum_{j \neq p \in A_L} n_j \right) \left( \prod_{k \neq p \in A_L} \lambda_k \right)
$$

$$
+ \xi_p \sum_{\{n_{\mu} \neq p \in A_L\}} 0 \left( \prod_{k \neq p \in A_L} \lambda_k \right)
$$

(A9)

If we continue expanding the sum in the first term we will get terms like the second one for all the other $k \neq p$ eigenvalues. If we further expand the sum in the factor accompanying $\xi_p$ we have

$$
(1 - \xi_p') \sum_{\{n_{\mu} \neq p' \in A_L\}} 0 \left( \prod_{k \neq p, p' \in A_L} \lambda_k \right)
$$

$$
+ \xi_p' \sum_{\{n_{\mu} \neq p' \in A_L\}} 0 \sum_{n_{\mu} = 1} \prod_{k \neq p, p' \in A_L} \lambda_k = 1 .
$$

(A10)
If we continue this procedure for all other occupation numbers we arrive at
\[
\hat{\mathcal{P}} = \sum_{p \in A_L} \xi_p \mod 1. \quad (A11)
\]
In terms of the spectrum of \( C_A \) the bulk polarization simplifies greatly. As mentioned above, the subspace \( A_L \) is not well-defined, as one can always include bulk modes, however since the bulk polarization is defined modulo 1, this issue is irrelevant. In practice we extend \( A_L \) to include all eigenstates whose average position lies in the left half of \( A \) (which we denote by \( L \)) and we finally get
\[
\hat{\mathcal{P}} = \sum_{i \in L} \xi_i \mod 1. \quad (A12)
\]

**Appendix B: Alternative expression for the correlation matrix**

In this appendix, we show how to express the correlation matrix in terms of the Hamiltonian, used in Eq. (21). We consider the generic, quadratic Hamiltonian in one dimension of Eq. (5), which is diagonalized by a unitary matrix \( U \) with
\[
H = UDU^\dagger \quad \text{with} \quad D = \text{diag}(E_{pp}). \quad (B1)
\]
In terms of the fermionic operators that diagonalize the Hamiltonian,
\[
\gamma_{ia} = \sum_{j} \psi_{j\beta}^a \gamma_{j\beta}, \quad (B2)
\]
we find that the correlation matrix can be written as
\[
C_{ij}^{\alpha\beta} = \sum_{p_{\mu}, \mu \nu} \psi_{j\beta}^p \psi_{i\alpha}^{p*} \left\langle \gamma_{p\mu}^\dagger \gamma_{p\nu} \right\rangle
= \sum_{p_{\mu}} \psi_{j\beta}^p \psi_{i\alpha}^{p*} \left\langle \gamma_{p\mu}^\dagger \gamma_{p\mu} \right\rangle
= \sum_{p_{\mu}} \psi_{j\beta}^p \psi_{i\alpha}^{p*} \left[ 1 - \text{sign}(E_{pp}) \right] / 2. \quad (B3)
\]
The first term of the last line is simply a kronecker delta between both sets of indices. The second term can be rewritten, using Eq. (B1), as
\[
UD(|D|^{-1}U^\dagger = UD(U^D)^{-1/2} U^\dagger \quad (B4)
\]
We can rewrite this expression further by noting that
\[
[UD(D^2)^{-1/2} U^\dagger]^2 = UD(D^2)^{-1/2} U^\dagger UD(D^2)^{-1/2} U^\dagger
= UD(D^2)^{-1/2} U^\dagger
= UD^2 U^\dagger
= (UD^2 U^\dagger)^{-1}. \quad (B5)
\]
Therefore,
\[
UD^2 U^\dagger = (UD^2 U^\dagger)^{-1/2} \quad (B6)
\]
and we conclude that
\[
UD(|D|^{-1}U^\dagger = UD^2 U^\dagger)^{-1/2} U^\dagger = H (H^2)^{-1/2}. \quad (B7)
\]
Combining Eqs. (B3), and (B7), we arrive at the final expression of the correlation matrix in Eq. (21).

**Appendix C: Winding number in the SSH chain**

Consider the Bloch Hamiltonian of the Rice-Mele model
\[
H = \begin{pmatrix} \kappa & f(k) \\ f^\dagger(k) & -\kappa \end{pmatrix}, \quad (C1)
\]
which can also be written as \( H = h \cdot \sigma \) where
\[
h = (\text{Re}[f(k)], -\text{Im}[f(k)], \kappa)
= \sqrt{|f(k)|^2 + \kappa^2 (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)}
\]
In the gauge where the second component of the eigenstates remains real they are given by
\[
|+\rangle = \frac{1}{N_+} \begin{pmatrix} \cot(\theta/2) e^{-i\phi} \\ 1 \end{pmatrix}, \quad (C2)
\]
\[
|-\rangle = \frac{1}{N_-} \begin{pmatrix} -\tan(\theta/2) e^{-i\phi} \\ 1 \end{pmatrix}, \quad (C3)
\]
where
\[
N_+ = \sqrt{1 + \cot^2(\theta/2)}
N_- = \sqrt{1 + \tan^2(\theta/2)}.
\]
The Berry connections of the occupied state, \( A_\lambda = \langle - | \partial_\lambda | - \rangle \), can be obtained as
\[
A_\lambda = \frac{t}{2} \frac{\cos(\theta) - 1}{\cos(\theta)} \partial_\phi
= \frac{it}{2} \left( \frac{\kappa}{\sqrt{|f(k)|^2 + \kappa^2}} - 1 \right) \left( \frac{\text{Re}[f(k)]}{|f(k)|} \right)^2 \partial_\lambda \left( -\frac{\text{Im}[f(k)]}{\text{Re}[f(k)]} \right)
= -\frac{1}{2} \left( \frac{\kappa}{\sqrt{|f(k)|^2 + \kappa^2}} - 1 \right) \frac{f(k)^\dagger \partial_\lambda f(k) - f(k) \partial_\lambda f(k)^\dagger}{2|f(k)|^2}
\]
The Berry connection with respect to momentum gives
\[
A_k = \frac{it[t + m \cos(k)] [k - \sqrt{k^2 + m^2 + t^2 + 2mt \cos(k)}]}{2[m^2 + t^2 + 2mt \cos(k)] \sqrt{k^2 + m^2 + t^2 + 2mt \cos(k)}} \quad (C5)
\]
FIG. 9: $\gamma / 2\pi$ obtained in the smooth gauge that provides the winding number in the chiral symmetric limit.

and the resulting Zak phase can be seen in Fig. 9, which presents a branch cut for $m = 0, \kappa < 0$ for this particular gauge.

Note that in the chiral symmetric case, for $\kappa = 0$, the Zak phase is

$$
\gamma = \int_0^{2\pi} \, dk \, \frac{1}{2} \frac{f(k)\dagger \partial_k f(k) - f(k)\partial_k f(k)\dagger}{2|f(k)|^2} = \int_0^{2\pi} \, dk \, \frac{1}{2} q(k)\dagger \partial_k q(k),
$$

where $q(k) = f(k)/|f(k)|$. This is nothing else than the winding number $[6]$. 

\[ C6 \]