Abstract—Rapid global urbanization is a double-edged sword, heralding promises of economical prosperity and public health while also posing unique environmental and humanitarian challenges. Smart and connected communities (S&CCs) apply data-centric solutions to these problems by integrating artificial intelligence (AI) and the Internet of Things (IoT). This coupling of intelligent technologies also poses interesting system design challenges regarding heterogeneous data fusion and task diversity. Transformers are of particular interest to address these problems, given their success across diverse fields of natural language processing (NLP), computer vision, time-series regression, and multi-modal data fusion. This begs the question whether Transformers can be further diversified to leverage fusions of IoT data sources for heterogeneous multi-task learning in S&CC trade spaces. In this paper, a Transformer-based AI system for emerging smart cities is proposed. Designed using a pure encoder backbone, and further customized through interchangeable input embedding and output task heads, the system supports virtually any input data and output task types present S&CCs. This generalizability is demonstrated through learning diverse task sets representative of S&CC environments, including multivariate time-series regression, visual plant disease classification, and image-time-series fusion tasks using a combination of Beijing PM2.5 and Plant Village datasets. Simulation results show that the proposed Transformer-based system can handle various input data types via custom sequence embedding techniques, and are naturally suited to learning a diverse set of tasks. The results also show that multi-task learners increase both memory and computational efficiency while maintaining comparable performance to both single-task variants, and non-Transformer baselines.
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I. INTRODUCTION

It is projected that by 2050 nearly 68% of the global populace will live in urban areas [1]. Rapid urbanization in many countries around the world is ushered by promises of economical prosperity and increased population health and wellness. However, these boons pose equal challenges pertaining to environmental quality and food cultivation, both of which are vital to sustaining positive growth. Parallel to this expansion is also an increased emphasis on integrating intelligent technologies to build smart and connected communities (S&CCs). Sparked by recent advancements in artificial intelligence (AI) and the Internet of Things (IoT), this convergence of technology and society is the epicenter of S&CC development. In particular, the coupling of AI with IoT poses interesting system design challenges pertaining to data collection, and, most importantly, data fusion. Specifically, the question of how to design intelligent systems that can leverage a fusion of heterogeneous features arises. This is critical for data-rich locales, such as S&CC, in which many of the environmental features are captured by IoT, but remain untapped by AI to learn correlations. Hence, next-generation AI systems for S&CC environments must be designed to leverage a fusion of heterogeneous data sources to learn multiple tasks concurrently.

Focusing on the perspective of AI, there have been many interesting architectural developments to learn from sequence-based information. Specifically, Transformers [2] have revolutionized natural language processing (NLP) and neural machine translation (NMT) trade spaces over competitive recurrent neural networks (RNNs) models (i.e., long short-term memory (LSTM), gated recurrent unit (GRU), etc.). Moreover, their affinity for sequence-modeling tasks has also been shown to be applicable in fields of time-series regression [3–7], computer vision [8–10], and multi-modal data fusion [11, 12]. This applicability across many diverse trade spaces begs the question whether attention-based architectures can be further extended to leverage fusions of IoT data sources for heterogeneous multi-task learning in S&CC trade spaces.

A. Related Works and their Limitations

There has been a recent influx of literature studying the application of Transformers to time-series forecasting [3–7, 13], computer vision [8–10, 14], and multi-modal data fusion [11, 12] trade spaces. In terms of time-series forecasting, the authors of [3] propose the so-called Temporal Fusion Transformer (TFT), which combines LSTM technology with attention mechanisms to make quantile forecasts across multiple time horizons. In [5], the authors propose the first time-series Transformer design consisting of both encoder and decoder blocks to forecast univariate temporal data. In [4], the authors proposes the Informer architecture, which
introduces a variation of the traditional attention mechanism, called \textit{ProbSparse} self-attention. The authors in [6] propose an encoder-only Transformer architecture, called the Time Series Transformer (TST), for performing both multivariate time-series regression and classification tasks. In [7], the authors develop a further extension of the forecasting Transformer architecture, called Spacetimeformer, which considers both the temporal and spatial relationships between sequence features for multivariate time-series regression. In contrast, the authors in [13] study the viability of attention mechanisms for the multivariate time-series forecasting task. Regarding computer vision, the authors of [8] propose the novel Vision Transformer (ViT) architecture with patch encoding scheme. The authors of [9] successfully apply Vision Transformer (ViT) architecture to the agriculture trade space, specifically distinguishing crops from weeds using aerial images. In [10], the authors also apply the ViT architecture to agriculture, identifying diseases of cassava plants using images of their leaves. In contrast, the authors of [14] study the validity of vanilla ViT performance claims. Lastly, regarding data fusion, in [11], the authors apply Transformers to fuse images and LiDAR representations of space in autonomous driving tasks. Meanwhile, the authors of [12] propose a novel approach to multi-modal fusion learning, called Unified Transformer (UniT), which also doubles as a multi-task learning architecture.

However, approaches pertaining to time-series forecasting only focus on either univariate regression [3, 5], same-feature multivariate regression [6] (i.e., the features used as input are the same as those predicted at the output), or unique univariate target regression [4, 7, 13] (i.e., multiple input features and a single unique output feature). In terms of computer vision, while the results in [15] and [14] demonstrate the overall viability of ViT variations, and the authors of [9] and [10] prove that ViT can be applied to agriculture, they only focus on a limited set of images and classes, with the latter only examining diseases in cassava plants. Regarding data fusion, the limitations of [11] are two-fold: 1) the reliance on convolutional neural networks (CNNs) for feature extraction, rather than pure Transformer networks, and 2) the similarity between image and LiDAR data sources, both of which represent visual and spatial information. The former being less computationally efficient, and the latter lacking in feature diversity. Further, the work in [12] only focuses on image and text inputs, which are not representative of the environmental and temporal features present in S&CCs. Hence, there is a need for novel approaches which not only address these issues, but also consider their broader impact on the global community through application in S&CC environments.

B. Contributions

The main contribution of this paper is the design of a novel Transformer-based AI framework for generalized IoT data fusion and multi-task learning in S&CCs. Our framework is built upon a backbone of purely Transformer encoder layers, and further customized through interchangeable input embedding and output task heads. This enables system deployments to learn from a variety of heterogeneous input data types from IoT sources and output task types present S&CCs environments. Moreover, the extendable nature of the output heads facilitates learning multiple tasks parallel. We consider five unique problem sets for our framework, which were chosen to simulate the problem diversity in smart urban environments; these are 1) multivariate time-series forecasting of localized meteorological data, 2) plant health and disease classification using images, a fusion of both 3) multivariate time-series data and 4) images to perform individual forecasting and plant health classification tasks, and 5) a fusion of these same inputs to perform multi-task learning in parallel. Deployments of our framework are split across several input type (i.e., single-input, and multi-input) and task type (i.e., single-task, and multi-task) regimes. In the \textit{single-input single-task} regime, a Transformer model is associated with each task and learns it using a single data source (i.e., time-series, images). In the \textit{multi-input single-task} regime, a Transformer model is associated with each task, and learns it using a fusion of image and time-series data sources. Lastly, in the \textit{multi-input multi-task} regime, a single Transformer model is used for all tasks, which it learns through input data fusion. All of our source code is publicly available on GitHub\(^1\).

We run extensive experiments to evaluate the performance of our framework. The results show that the proposed Transformer-based system can indeed handle various input data types via custom sequence embedding techniques. Our results also demonstrate that the Transformer system is well-suited to learning heterogeneous task sets. We also compare our Transformer-based models against competitive non-Transformer variants for each task. Specifically, our comparisons show that our proposed framework either maintains or exceeds the performance capabilities of non-Transformer baselines. In addition, we observe that multi-task learners exhibit both increased memory and computational efficiency while also maintaining comparable performance to both single-task variants and baselines. This affinity demonstrates the flexibility of Transformer networks to learn from a fusion of IoT data sources, their applicability in S&CC trade spaces, and their further potential for deployment on edge computing devices.

The rest of this paper is organized as follows. Section II presents the system model. In Section III, we propose Transformer architectures for multi-variate time-series regression, visual plant disease classification, single-task data fusion, and heterogeneous multi-task learning tasks. Section IV provides simulation results. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL

We consider the design and deployment of an AI framework within S&CC environments in which there are networks of IoT sensors. These sensors collect a wealth of visual, spatial, and ecological data from within the city. This information paints a picture of how the city is jointly effected by these factors, and their relationship can then be used to bolster positive growth and development.

\(^1\)https://github.com/news-vt/makassar-ml
A real-world example of this kind of environment is Makassar City, Indonesia. Makassar is the 5th largest urban center in Indonesia, with a population of 1.7 million [16], and aims to become a world-class metropolis through combining both IoT and AI to transform many of its 7,520 alleyways into smart and sustainable gardens. Supported by the U.S. National Science Foundation (NSF) and the U.S. Department of State, the Smart Garden Alley Project proposes to develop smart garden alleys following a biomimetic philosophy; this represents the garden alleys, IoT sensor networks, and AI-informed government policy as a collection of cells, nerves, and a brain.

We formulate the design of an AI framework for S&CC environments, like Makassar City, as problems of both data fusion and multi-task learning. The variety of data available to IoT sensor networks necessitates the design of AI that can both input diverse feature types, such as visual and ecological, while also learning relationships between them. Likewise, the variety of tasks that can be performed using the IoT data, such as classification and forecasting, further necessitates AI that can not only implement these heterogeneous tasks, but also learn the relationships between them.

A. Heterogeneous Data Fusion

We now formulate the problem of heterogeneous data fusion in S&CC environments. Next-generation AI systems for S&CC must learn to leverage a fusion of IoT data sources to perform necessary tasks. This facilitates learning relationships between loosely-correlated environmental characteristics, and encourages generalization through diverse fusion of these features. However, the design of such AI systems which use these diverse feature sets is non-trivial. In particular, special considerations must be made for both data preprocessing and the overall AI architecture.

With regards to preprocessing, the frequency of each input feature set matters significantly for ingestion into the model. Consider for example time-delimited meteorological data as one feature set, which may have an hourly frequency. If the task necessitates fusion with images, the question arises of how to combine static image frames with this time-delimited data. The key point here is that, while many algorithmic approaches to this fusion are viable, special consideration must be made to formulate a preprocessing algorithm in general. This in turn adds increased layers of complexity to the overall system design.

With regards to the overall AI architecture, several considerations must be taken into account when fusing diverse feature sets. Extrapolating from the aforementioned data frequency concern, this also affects the design of model input layers as well as any embedding schemes. In particular, traditional AI design assumes inputs to be supplied in discrete increments, and the frequency the data affects the overall input shape. Consider the previous example in which time-delimited data is fused with images. If static images are supplied, then an input layer must be designed to accept just a single image. However, if the preprocessing algorithm instead produces multiple images in a buffer, then the design of the input layer must change to support a sequence of frames. Likewise, knowledge of the input shape will affect the downstream embedding schemes, which could completely change the AI architecture. For example, single-image embedding could pool the matrix pixels, whereas multi-image embedding could instead project the sequence of frames. The key point is that the fusion of diverse feature sets is non-trivial, and affects the entire AI architecture design.

B. Multi-Task Learning using Attention

Now, we formulate the problem of multi-task learning of diverse task sets in S&CC environments using attention-based Transformer architectures. Highly-performant AI language models such as BERT [17], XLNet [18], and GPT-3 [19] all use attention mechanisms and Transformers as their baseline architecture. The dominance of Transformers has extended beyond fields of NLP, finding applications in computer vision with models such as the ViT [8], and time-series forecasting with models such as the Temporal Fusion Transformer (TFT) [3] and Informer [4]. However, all of these models are designed with a singular input data type in mind (i.e., text, images, time-series, etc.). In the presence of multiple data types, none of the aforementioned architectures alone can learn correlations between the heterogeneous feature sets. Consider now our system model of IoT sensor networks in urban environments, as shown in Fig. 1. There exists many sensory features from these devices, such as meteorological information, traffic camera video feeds, and citizen mobility from wireless networks that can be leveraged to bolster smart city growth and development. In addition to diverse feature sets, each data collection is often also associated with more than one task. Consider for example the fusion of time-series meteorological data and images of plants as discussed in Section II-A. Using both inputs, it is possible to perform multiple tasks such as forecasting meteorological events, predicting necessary irrigation changes to promote plant growth, and even identifying the onset of disease. Next-generation AI systems for deployment in S&CC environments must be able to leverage diverse feature sets such as these to make more tailored decisions. As such, one key goal of this paper is to design and implement an AI framework which learns to S&CC growth using a fusion of heterogeneous features.

In light of the Transformer’s affinity across diverse trade spaces, we propose to exploit them in the context of smart cities, because they are capable of learning heterogeneous feature correlations for a variety of tasks in parallel fashion. The Transformer assumes inputs to be of an embedded sequential nature, but is agnostic to task-specific nuances. This generalizability makes the Transformer architecture a prime choice for implementing fusion models, as many data types can be represented using sequence-based embedding schemes. Hereinafter, we refer to the process of learning relationships between these diverse feature sets as data fusion, and the art of learning multiple tasks as multi-task learning. Data fusion correlates features from multiple input sources via timestamp or geographic location and fuses them within the Transformer
network. Multi-task learning extends this relation of input features to learning several tasks across various trade spaces in parallel. During training the network optimizes losses for each output task concurrently, allowing a single model to learn from shared experience and thereby boosting generalization performance. Several challenges arise in the process of designing Transformer architectures tailored for data fusion and multi-task learning. Feature diversity in both dimension and physical properties are challenges in data fusion. For example, image and meteorological datasets have completely unique shapes (e.g., pixels with RGB color channels, multivariate time-series, etc.) and value units (e.g., pixels in range 0-255, hourly temperature in Celsius, etc.). The challenge is designing a fusion technique which takes these properties into account and learns across appropriate sequence dimensions. Likewise, task diversity is a challenge in multi-task learning. The challenge is designing an AI architecture such that its core framework supports the diverse dimensionality requirements of the output tasks (e.g., RGB image generation, 24-hour meteorological forecast, etc.) and capability for various multivariate projections (e.g., sinusoidal, exponential, etc.). Next-generation AI systems for S&CC deployments can greatly benefit from both data fusion and multi-task architecture design choices to leverage the wide array of IoT sensor data available.

In the following section, we address the aforementioned challenges and propose Transformer architectures for data fusion and multi-task learning.

III. TRANSFORMER NETWORKS FOR SMART CITIES

We propose five Transformer-based architectures that are tailored specifically to smart city task sets. In particular, we focus on five specific supervised-learning problems which simulate the tasks encountered in S&CCs, like Makassar City. These tasks are divided into two different categories for single-task and multi-task learning.

In the single-task category, we first formulate a supervised multivariate time-series regression task. Specifically, unique input features within a historical time window are used to predict a separate set of features along a finite-time horizon. Second, we formulate a plant health identification task using images labeled with various healthiness categories (i.e., healthy, diseased, etc.). In this task, a single image is used as input to predict a class label. Third, we formulate a variation of the regression task that fuses both time-series and image datasets to enhance performance. In this task, a model accepts both a single image and a window of multivariate time-series data as input. The model then uses this information to predict a unique set of output features along a finite-time horizon, similar to the single-input case. Fourth, we formulate a plant health classification task using a fusion of the aforementioned datasets. Here the same image and time-series window are used as input, whereas now the model predicts the probability distribution over a finite set of class labels.

In the multi-task category, we extend the single-task data fusion problems to perform both heterogeneous tasks simultaneously using a single model. Specifically, we fuse both static images and multivariate time-series windows as input, and use this information to predict both the healthiness class label and a set of output features along a finite-time horizon. This configuration allows a single AI model to optimize multiple tasks in parallel, while also benefiting from shared experience.

A. Forecast Transformer for Multivariate Regression

We propose the Forecast Transformer (FoT) architecture for supervised time-series regression of multi-input and multi-output feature spaces. This model was developed in conjunction with an application to the financial trade space in mind. Specifically, forecasting stock market asset valuations using multiple unique feature sets. Naturally, this can be directly applied to our smart city problem, as many tasks involve the computation of arbitrary output values as a function of some input. In the case of urban farming, the input could, for example, be multivariate time-series meteorological data, which is then used to predict output features such as plant irrigation requirements and expected crop yield. A key point of the FoT design is that it is agnostic to any specific regression task. Specifically, a clear advantage of this architecture over alternative competitive models is its portability to multiple trade spaces, given generalized time embedding schemes, and its ability to learn arbitrary multivariate sequence relations.

At its core, the FoT architecture uses a pure-encoder approach to time-series regression. Time-series relations are learned through encoding a multivariate input sequence through cascaded TransformerEncoder layers. These layers employ multi-head self-attention mechanisms [2] to learn both cross-feature and cross-sequence-index relations with the given input sequence. This is in contrast to the traditional NLP Transformer design, which uses both encoder and decoder layers for sequence-to-sequence translation. In addition, the model employs a Time2Vec (T2V) [20] embedding layer, which learns a vector representation of the input time sequence. The architecture is made dynamic via hyperparameters which control the length of the input sequence, number of input features, number of output features, number of fully-connected sub-layers, embedding dimension, number
Mathematically, our MT2V embedding scheme extends the linear and periodic components and using these as the vector real time periodicity of each input feature by learning both scheme performs two tasks within the network. First, it acts multivariate Time2Vec (MT2V) embedding of the T2V embedding scheme proposed in [20], which we call frequencies). We overcame this issue by implementing a variation relative to the overall dataset (i.e., hourly, daily, or monthly frequency). This means that the sequence information gathered via auto-regression in RNNs is lost in the presence of Attention-based networks. To overcome this issue for NLP-related tasks, the original Transformer architecture adopted a fixed position-encoded embedding scheme, which represents an element’s position within a sequence as a sinusoid of varying frequencies [2]. In working with time-series data, however, this encoding scheme fails to capture the time information of an element relative to the overall dataset (i.e., hourly, daily, or monthly frequencies). We overcame this issue by implementing a variation of the T2V embedding scheme proposed in [20], which we call multivariate Time2Vec (MT2V) embedding. This embedding scheme performs two tasks within the network. First, it acts as an embedding layer that represents the input features as vectors in higher-dimensional space. Second, it captures the real time periodicity of each input feature by learning both linear and periodic components and using these as the vector embedding; akin to a learned Fourier Series representation. Mathematically, our MT2V embedding scheme extends the definition of [20] to multivariate input vectors, instead of simple scalar inputs. Given an input feature vector $\tau$ with $F_m$ feature dimensions, and a total embedding dimension $k$, the embedding scheme MT2V of $\tau$, denoted as $MT2V(\tau)$, is a 2-dimensional matrix defined as

$$MT2V_{ij}(\tau) = \begin{cases} \omega_{ij}\tau_i + \phi_{ij}, & \text{if } j = 0, \\ \mathcal{F}(\omega_{ij}\tau_i + \phi_{ij}), & \text{if } 1 \leq j < k, \end{cases}$$

(1)

where $\omega$ is a learned frequency matrix with shape $(F_m, k)$, $\phi$ is a learned phase shift matrix with shape $(F_m, k)$, $\mathcal{F}$ is a periodic function (i.e., sin, cos, etc.), and $MT2V_{ij}(\tau)$ is the i’th feature and j’th embedding dimension of the learned embedding matrix with shape $(F_m, k)$ for the given input feature vector. In practice, the feature and embedding dimensions are flattened to create a single vector with $F_m \times k$ dimensions. This allows the embedding to be repeated along the sequence dimension $S_m$ to create a final sequence embedding matrix with shape $(S_m, F_m \times k)$, which is more easily ingested into the Transformer attention layers. The final step of the embedding process, prior to feeding into the Transformer encoder layers, is to concatenate the original batched sequence input with shape $(B, S_m, F_m)$ with the MT2V embedding output, resulting in a final encoder input with shape $(B, S_m, D_e)$, where $D_e = F_m(1 + k)$ is the inner model dimension of the Transformer encoder.

2) Transformer Encoder Layers: The core of the network is the Transformer Encoder, which is comprised of cascaded TransformerEncoder layers. The design of these layers is similar to those proposed in [20], with some minor changes to be compatible with time-series data. Each layer consists of a two concise sub-layers. The input to the encoder layer is a matrix with shape $(B, S_m, D_e)$, where $B$ is number of batches, $S_m$ is the input sequence length, and $D_e$ is the inner model dimension (derived from the MT2V embedding output shape). In the first sub-layer, the encoder input passes through a multi-head self-attention layer [20], which learns, or “attends” to, cross-element and cross-feature importance of the input. The output of this attention layer (also a matrix of with shape $(B, S_m, D_e)$) passes through a dropout regularization layer with probability $P_{drop}$, and then gets added to the original encoder input to form a residual and normalized using a LayerNormalization layer. The output of this normalization passes through the second sub-layer, which consists of a point-wise feed forward network (called PointWiseFeedForward), followed by another sequence of dropout, residual addition, and layer normalization. The point-wise feed forward network acts as a cascaded series of convolutions with a kernel size of 1, which upscales and then downscales the attention output into separate feature dimension $D_h$ respectively. The number of encoders $E$, number of self-attention heads $h$, embedding factor $k$, feed-forward dimension $D_f$, and dropout regularization rate $P_{drop}$ are controlled via hyperparameters.

3) Fully-Connected Regressor: Up to this point in the network, the model has learned a time vector embedding and cross-feature relations through attention mechanisms in the encoder layers. To actually perform multivariate regression, the encoder output (recall having shape $(B, S_m, D)$) must be mapped to the desired output sequence length and number of output features. In this paper we only consider output sequences with length 1 (i.e., 1 day in the future) to simplify the architecture design. However, it should be noted that the design could be extended to support longer sequences in future works. The output feature mapping can therefore be achieved using a single fully-connected layer with linear activation as the final layer of the model. This final regressor layer maps the result of the previous fully-connected layers to the desired output feature space (akin to a classification layer in classifier networks, sans softmax activation).
architectures take as input source images with 3 dimensions for successful application to object classification tasks. CNN et al. by Lecun et al. are used as the standard for image-based machine learning (ML) tasks. Convolution-based networks were originally proposed as the sequence dimension for the Transformer encoder, and $D_p = H_p \times W_p \times C$ serves as the patch projection dimension. Knowing the original patch size and number of color channels allows the user to extract the resulting patches individually for closer inspection.

To better understand the patching algorithm a simple example is shown in Fig. 4. In this example, an arbitrary input image with shape $(6, 6, 1)$ is passed to the extraction algorithm using a patch shape of $(2, 2)$ and stride of $(4, 4)$. The image is split into 4 unique patches which are organized into a matrix with shape $(2, 2, 2, 2, 1)$, where the first 2 dimensions are the patch grid $(2, 2)$, and the latter 3 are the patch image $(2, 2, 1)$.

Further, a demonstration of the patch extraction algorithm on a real image is shown in Fig. 5. Here, an RGB image with shape $(256, 256, 3)$ is used as input. Using a patch size of $(18, 18)$, and a stride offset of $(18, 18)$, the image is split into

$$\text{(W, H, C)},$$

where the former two refer to the image width and height, and the latter the number of color channels (i.e., $C = 1$ for grey-scale, $C = 3$ for RGB, etc.). Convolutional layers within a CNN learn to extract features from source images by performing matrix dot-product operations on small windowed regions commonly referred to as kernels. These kernels are convolved with the input image using various settings for padding and stride offsets which filter the pixels within the region down to a single value. Multiple kernels can be applied in parallel to project the resulting convolved image into higher or lower channel dimensions, thereby varying the number of features that can be extracted from a single image.

In contrast, the ViT architecture learns image features by first splitting a source input image into multiple smaller regions called patches. The algorithm generates patches similar to a convolution. Patches are extracted using a kernel with shape $(H_p, W_p)$ which copies source pixels within its region. This kernel is then convolved with the input image using a stride offset to pad the distance between each region from its nearest neighbors. The patch extraction operation results in a output matrix with shape $(N_{row}, N_{col}, H_p, W_p, C)$, where $(N_{row}, N_{col})$ are the number of rows and columns in the resulting patch grid, $(H_p, W_p)$ are the width and height of each patch, and $C$ is the number of channels in the original input image. In practice, the patch matrix for a single image is flattened into shape $(S_p, D_p)$, where $S_p = N_{row} \times N_{col}$ serves as the sequence dimension for the Transformer encoder, and $D_p = H_p \times W_p \times C$ serves as the patch projection dimension. Knowing the original patch size and number of color channels allows the user to extract the resulting patches individually for closer inspection.

B. Vision Transformer for Plant Health Identification

We propose a variation of the well-known ViT [8] architecture for computer vision tasks in smart city environments. This facilitates learning image features using attention mechanisms, which maintains a similar architecture structure to that of the aforementioned time-series regression task, and also has been known to exceed performance over competitive CNN models.

Similar to the FoT, the ViT also leverages the same underlying pure-encoder Transformer architecture for learning image feature correlations. The primary difference between them is in the underlying embedding scheme. Images are single static objects, but the Transformer attention mechanism requires sequence-based input to learn relationships. To make an image compatible as input, the ViT applies a patch extraction algorithm which converts a static image into a sequence of small square subset frames akin to a checkerboard. These patches are then projected (embedded) into a higher dimensional space matching the input dimension of the cascaded TransformerEncoder layers. The output of the encoders is then passed through a cascaded sequence of fully-connected layers, and subsequently a final dense classification layer for classification tasks. The ViT architecture is made dynamic via multiple hyperparameters which control the number of patches, patch shape, number of fully-connected sub-layers, embedding dimension, number of cascaded encoder layers, encoder point-wise feed forward dimension, and the number of self-attention heads per encoder. The design of the ViT architecture is shown in Fig. 3.
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To better understand the patching algorithm a simple example is shown in Fig. 4. In this example, an arbitrary input image with shape $(6, 6, 1)$ is passed to the extraction algorithm using a patch shape of $(2, 2)$ and stride of $(4, 4)$. The image is split into 4 unique patches which are organized into a matrix with shape $(2, 2, 2, 2, 1)$, where the first 2 dimensions are the patch grid $(2, 2)$, and the latter 3 are the patch image $(2, 2, 1)$.

Further, a demonstration of the patch extraction algorithm on a real image is shown in Fig. 5. Here, an RGB image with shape $(256, 256, 3)$ is used as input. Using a patch size of $(18, 18)$, and a stride offset of $(18, 18)$, the image is split into

$$\text{(W, H, C)},$$

where the former two refer to the image width and height, and the latter the number of color channels (i.e., $C = 1$ for grey-scale, $C = 3$ for RGB, etc.). Convolutional layers within a CNN learn to extract features from source images by performing matrix dot-product operations on small windowed regions commonly referred to as kernels. These kernels are convolved with the input image using various settings for padding and stride offsets which filter the pixels within the region down to a single value. Multiple kernels can be applied in parallel to project the resulting convolved image into higher or lower channel dimensions, thereby varying the number of features that can be extracted from a single image.
196 unique patches along a $14 \times 14$ grid$^3$. Notice that, since the patch size and stride offset are the same, the resulting patches will completely cover the original image with no omitted pixels.

To incorporate the patch extraction algorithm into the ViT architecture, we designed a static TensorFlow layer called Patches. The advantage of this approach is that the layer can be directly inserted into model build or even preprocessing pipelines to dynamically extract patches from batches of input images. The layer is made dynamic through hyperparameters such as patch size and stride offset which tune the resulting patch dimensions. Note that, by default, the patch size and stride offset are the same so as to have complete coverage of the input image.

2) Image Patch Embedding: Before image patches can be fed into the TransformerEncoder layers they must first be projected into the same inner dimension of the encoder. Recall that output of the patch extraction algorithm for a single image is a matrix of shape $(S_p, D_p)$. However, the Transformer encoder requires the input to have dimension $(S_p, D_e)$, where $D_e$ is the encoder inner dimension. Therefore, an embedding scheme must be applied which projects the patch dimension $D_p$ to the encoder dimension $D_e$. In addition, the embedding must also incorporate the sequential information of the patches as the Transformer attention mechanism processes all sequence input concurrently. To accomplish this, we built a custom PatchEncoder layer which does both tasks. First, a fully-connected layer is used to learn the projection $D_p \rightarrow D_e$. Second, a relative positional embedding is added to the projection to encode the sequence information for each patch. The result is a matrix of shape $(S_p, D_e)$ which can be fed directly into the Transformer encoder layers.

C. Fusion Transformer for Multi-Task Learning

Up to this point, our proposed model designs used each input data set independently to perform a single task. In particular, FoT only uses multivariate sequential data for regression, and ViT only uses images for classification. This compartmentalization of data and tasks results in several AI models being required for a single system. Depending on the environment,

$^3$The number patches along each row or column is computed as $N_{row} = \lfloor \frac{H}{S_p} \rfloor$ and $N_{col} = \lfloor \frac{W}{S_p} \rfloor$ respectively

this separation may be required. In IoT environments, however, where the data is loosely-correlated (i.e., weather and timestamped images), it would be more efficient for a single model to input a fusion of heterogeneous input data sets and learn to perform multiple tasks in parallel. Hence, we propose the Fusion Transformer (FuT), which combines the techniques of the aforementioned FoT and ViT architectures for both single-task data fusion and multi-task learning. Data fusion is critical in IoT applications where data collection sources are plentiful, and the data itself is often time-correlated. Examples of such data in smart city environments include weather data from meteorological sensors, and images from video cameras placed on street corners. Using the example of Makassar City’s smart garden alleys, the FuT architecture facilitates building an AI nerve-center for the city that can leverage a fusion of the various IoT data sources at its disposal to forecast plant health and environmental conditions.

The core of the FuT model is a Y-network where each branch acts as an encoding pipeline that is uniquely associated with each input data source. The output of these pipelines are fed into task-dependent output blocks, referred to as task heads, that fuse the learned encodings for all input data sources and applies them to learn a specific task (i.e., classification, regression, etc.). A high-level view of the FuT architecture is shown in Fig. 6. Note that the number of input embedding heads and Transformer encoder pipeline pairs $n$ is dependent on the amount of input desired, and the number of task heads $m$ is dependent on the application.
model can benefit from the experience that the pre-trained stub has learned. In FuT, the encoder pipelines for each input branch can be pre-trained and grafted into a new output head to learn a different task. Further, FuT supports multi-task learning frameworks with the option for multiple output task heads. This emphasis on both transfer learning and multi-task learning offers many benefits to S&CCs as its needs and requirements change over time. For example, initial models could fuse time-series meteorological data and images of plants to forecast irrigation requirements. If the city then desires to add the capability of identifying plant diseases, a classification head can be appended to the pre-trained base model to accomplish both tasks simultaneously.

1) Input Embedding Heads: Each branch of the Y-network is dedicated to encoding a specific input data source using cascaded TransformerEncoder layers. The input to each pipeline is a pre-embedded 2-dimensional input sequence. This generalization decouples the input data embedding scheme from the model, thereby making it agnostic to any specific input data sources. It is therefore the job of data-specific input heads to perform embedding and reshaping operations which ultimately conform to the encoding pipeline format. Gleaning from techniques used in ViT and FoT Transformers, we extract the embedding sections of these networks and encapsulate them as self-contained embedding layers for image and multivariate time-series data respectively. Examples of these embedding heads are shown in Fig. 7.

The image embedding head in Fig. 7a accepts 3-dimensional images of shape \((H, W, C)\) and extracts patches according to the algorithm discussed in Section III-B1. These patches are then reshaped into a 2-dimensional matrix and embedded according to the technique described in Section III-B2. Note that here we also add a positional encoding to capture the sequential nature of the image patches in the attention mechanism. This produces a 2-dimensional matrix of shape \((N_{\text{seq}}, D_e)\), where \(N_{\text{seq}}\) is the number of patches and \(D_e\) is the patch embedding dimension. The newly-encoded patches are then passed directly to an associated Transformer encoder pipeline to learn feature relations.

The time-series embedding head in Fig. 7b accepts 2-dimensional multivariate sequence data of shape \((S_{\text{in}}, F_{\text{in}})\), where \(S_{\text{in}}\) is the sequence length and \(F_{\text{in}}\) is the number of input features. These features pass through a MT2V embedding layer, as discussed in Section III-A1, which represents the time-series information as a Fourier series. This Fourier series representation is then combined with the original input via a concatenation layer along the feature dimension to form a 2-dimensional matrix of shape \((S_{\text{in}}, F_{\text{in}}(1 + k))\), where \(k\) is the MT2V embedding factor. Similar to the image embedding head, the output of the time-series embedding head is also passed directly to an associated Transformer encoder pipeline to learn feature relations.

A particular point about these input heads is the shape of its associated output. Each produces a 2-dimensional output matrix with shape \((S, F)\), where \(S\) is the sequence length and \(F\) is the number of embedding features. Notice that the sequence length and feature size are tightly coupled with the input data. This standardization to a 2-dimensional form ensures that all embedding outputs are compatible with Transformer encoder pipelines, which assume 2-dimensional input matrices.

2) Data Encoding Pipelines: After the input data passes through each respective embedding head it is fed through a cascaded sequence of TransformerEncoder layers that are unique to the branch. The operation of these layers is similar to those discussed in Section III-A2. It is important to note that Transformer encoders maintain the dimensionality of their input data; meaning that the shapes of both input and output matrices are identical. In FuT, each branch maintains the original shape of its embedding head. This is important because, depending on the embedding scheme, the resulting length and number of features for each sequence could be different. This approach was chosen, however, to make the encoders for each branch unique to the sequences they learn. It is then the job of the following task-specific output head to choose how the sequences are fused.

3) Task-Specific Output Heads: After the input data passes through its respective Transformer encoder pipelines, the output of each pipeline is then fused together at the final block of the network, referred to as a task head. The task head is interchangeable based on the desired ML task, and multiple heads can be combined in parallel to build a multi-task learning framework. This interchangeable nature of input heads and output heads provides sufficient generalizability to learn the variety of tasks present in smart city environments.

As input, the task head has access to all encoder pipeline outputs at its disposal. The core Y-network learns encoded forms of the original input, and the self-contained task head learns how to fuse these encodings to learn a specific task. Separating the pipelines like this gives the task head full control over how the learned encodings are fused together, which further generalizes the architecture design.

In Fig. 8, we give examples of designs for both classification and regression task heads. Note the similarities between ViT and FoT architectures, as discussed in Sections III-A and III-B respectively. The final task-specific layers of these models have been encapsulated within interchangeable blocks. This allows
encoded forms of both input data types to be fused to enhance performance for each task.

The classification head in Fig. 8a takes the outputs from \( n \) encoder pipelines with shapes \((S_0, F_0), \ldots, (S_n, F_n)\), flattens them down to 1-dimensional vectors, and concatenates them resulting in a single vector with shape \((S_0 \times F_0 + \ldots + S_n \times F_n)\). This vector is then passed through a fully-connected network with ReLU activation and dropout regularization. The final step is a dense classification layer with softmax activation to compute probabilities for each class.

The regression head in Fig. 8b also takes the outputs from \( n \) encoder pipelines with shapes \((S_0, F_0), \ldots, (S_n, F_n)\) and projects each independently into a common feature dimension \(D_{fusion}\). This results in \( n \) sequences with shapes \((S_0, D_{fusion}), \ldots, (S_n, D_{fusion})\). This projection is critical as it allows the encoder outputs to be combined along the sequence dimension to form a unified encoded matrix with shape \((S_0 + \ldots + S_n, D_{fusion})\). This matrix is flattened and then passed through a fully-connected regression layer with linear activation to compute the output features with dimension \(F_{out}\).

There are two important points about these two example task heads. First, notice that both use the data from all encoder pipelines in different ways. Specifically, the classification task head in Fig. 8a flattens each pipeline matrix prior to concatenation, whereas the regression head in Fig. 8b first projects the features of each pipeline matrix to a common dimension and then concatenates these projections along the sequence dimension to form a single unified sequence. The second point is that the outputs of each head are unique and independent of the others, which is subtle yet critical. This means that the model can learn heterogeneous tasks simultaneously using the same input data. In addition, this design also provides the flexibility for the AI system to grow in conjunction with the smart city. This means that as the needs of the city evolve over time, so can the AI system with the capability for interchangeable output heads. If new tasks are required in the future, custom task heads can be created to generate the necessary output.

IV. Simulation Results

For our simulations, we examine the performance of the FoT, ViT, and FuT architectures presented in Sections III-A to III-C respectively. In Section IV-A, we detail a multivariate time-series regression task to demonstrate the performance of the FoT model in comparison with a non-Transformer baseline. In Section IV-B, we detail a plant disease identification task to demonstrate the performance of the ViT model, and also define a non-Transformer baseline for comparison. In Section IV-C, we detail two fusion learning experiments, combining images and time-series data for regression and classification tasks, and demonstrate the performance of the FuT model with a single output head (i.e., single-task mode). In Section IV-D, we detail an experiment for multi-task learning using the fusion of images and time-series data to demonstrate the performance of the FuT model with multiple output heads (i.e., multi-task mode). Finally, in Section IV-E, we compare model performance across all tasks. All models were trained for 30 epochs and a batch size of 256 on Virginia Tech’s Advanced Research Computing (ARC) high-performance computing (HPC) cluster.

A. Multivariate Time-Series Forecasting

In this task, we consider the Beijing PM2.5 [24] dataset, with a history window of 24 hours to predict a horizon of 1 hour. These windows were selected due to their small size (i.e., easier to train) and relative periodicity (i.e., consider what occurred in the past day to predict 1 hour into the future). Specifically, we train the FoT model to take an input sequence of \( S_{in} = 24 \) consecutive hours with \( F_{in} = \{\text{TEMP}, \text{DEWP}, \text{PRES}, \text{Ir}, \text{ws}\} \) input features per hour, which are temperature, dew point, pressure, and wind speed respectively. The FoT model then predicts a horizon of \( S_{out} = 1 \) hour with \( F_{out} = \{\text{pm2.5}, \text{Ir}\} \) output features, which are air quality, and inches of rain respectively.

To fully examine the performance of our proposed FoT architecture, we also evaluated a non-Transformer variant as a baseline for comparison. In the case of unique multivariate regression, we considered an LSTM architecture, which has historically been a top-performer in many regression trade spaces. In terms of parameters, for the LSTM model we chose 3 cascaded LSTM layers with 1024, 512, and 256 units each, followed by 2 fully-connected layers with 128, and 64 units each, and 10% dropout regularization. Note that here we only train a single baseline LSTM model, instead of hyperparameter tuning. This decision was made intentionally to reduce experiment complexity, directing resources to focus on tuning the proposed models rather than the baselines. We therefore selected this static set of LSTM network parameters using intuition from previous experience in the financial trade space.

The data was distributed using a train/val/test percentage split of 70/20/10 respectively. This subset size was chosen such that our models would have sufficient historical data to learn periodic trends between seasons. The FoT models were optimized using the Adam optimizer coupled with various learning rate schedules as tunable parameters to stabilize...
performance. We minimize mean squared error (MSE) loss and use mean absolute error (MAE) as an added metric to indicate performance.

B. Plant Disease Classification

In this task, we consider images in the Plant Village [25] dataset to predict a probability distribution across 38 healthiness class labels. All images are resized to shape (72, 72, 3), and scaled to range [0, 1]. In addition, the training and validation images are augmented with random flips in both the vertical and horizontal axes.

To fully examine the performance of the ViT architecture, we also evaluated a non-Transformer variant for comparison on the plant disease identification task. Here, we considered the well-known InceptionV3 [26] architecture, which is based on CNNs. A ready-to-use implementation of this architecture is provided through the TensorFlow API\(^4\), which we employed to simplify experiment complexity. However, note that for this experiment we trained an InceptionV3 model from scratch; that is, we did not use any pre-trained weight options. This is an important distinction, as TensorFlow provides the option for InceptionV3 variants which have been pre-trained on the ImageNet [27] dataset. In addition, as the InceptionV3 model was provided through TensorFlow, its design is more rigidly defined compared to custom implementations. This prohibits most of the hyperparameter tuning options that we employ with our custom models. Therefore, because of this, we only trained a single InceptionV3 model using the built-in parameter list.

The data was distributed using a train/val/test percentage split of 70/20/10 respectively. The ViT models were optimized using the Adam optimizer coupled with a constant learning rate of $10^{-4}$. We chose a constant learning rate here as our preliminary tests indicated that the ViT model was less sensitive to changes in learning rate, and therefore did not require a decay schedule in contrast to the regression tasks. We minimize the sparse categorical crossentropy (SCCE) loss, and we use accuracy as an added metric to indicate performance.

C. Data Fusion Learning

In this task, we consider a fusion of the Plant Village and Beijing PM2.5 datasets to ensure fair performance comparison between FoT and ViT models. Just like in the classification task, all images are resized to shape (72, 72, 3), rescaled to range [0, 1], and augmented to improve generalization. Likewise for the time-series dataset, we consider an input sequence of $S_{in} = 24$ consecutive hours with $F_{in} = \{\text{TEMP}, \text{DEWP}, \text{PRES}, Iws\}$ input features per hour to predict a horizon of $S_{out} = 1$ hour with $F_{out} = \{\text{pm2.5}, Ir\}$ output features.

D. Multi-Task Learning

In this task we again consider a fusion of the Plant Village and Beijing PM2.5 datasets to ensure fair performance comparison with FoT, ViT, and FuT models with single output heads. All input data pre-processing for this experiment is equivalent to the single-head fusion experiments discussed in Section IV-C.

Because the multi-task FuT architecture has multiple output heads, each head is given its own loss and metrics to optimize. The regression head uses MSE loss with MAE metric, and the classification head uses SCCE loss with accuracy metric. These losses are aggregated using weighted mean into a single loss value for each train/val/test category to optimize the overall model. Model performance can therefore be examined either for each individual head (using its associated loss), or for the entire model using the aggregated loss.

E. Performance Comparison

For each of the tasks discussed in Sections IV-A to IV-D we train 48 hyperparameter variations of our FoT, ViT, single-task FuT, and multi-task FuT models. The best configuration for each model is identified as having the lowest validation loss metric across all variants (i.e., MSE for regression, and SCCE for classification). We omit the complete training results across all models for brevity, instead concisely listing the best models and their hyperparameters in Table I. Specifically, we found FoT model 9, ViT model 37, regression FuT model 20, classifier FuT model 43, and multi-task FuT model 42 as the best. The train/val/test performance for these models across all epochs are shown in Fig. 9. Likewise, their train/val/test metrics are shown visually in Fig. 10, and tabularly in Tables IIa and IIb. Further, while raw performance is important, computational complexity should also be taken into account, especially in IoT environments where energy and compute resources are at a premium. To finalize the comparison between models we therefore also consider their size (in number of parameters). The total sizes of these best models are shown in Table III.

{| Table I: Hyperparameters of the top-performing models for each task. Unlisted values indicate the associated parameter is not used for the model. |
|---|---|---|---|---|---|---|
| Model | $P_{top}$ | $k$ | $D_h$ | $E$ | $h$ | $(H_p, W_p)$ |
| FoT 9 | 0.1 | 5 | 512 | 6 | 8 | |
| ViT 37 | 0.3 | 32 | 256 | 6 | 8 | (6,6) |
| Regression FuT 20 | 0.3 | 5 | 32 | 256 | 3 | 8 | (6,6) | 8 |
| Classifier FuT 43 | 0.3 | 10 | 32 | 256 | 6 | 8 | (6,6) |
| Multi-Task FuT 42 | 0.3 | 5 | 32 | 256 | 6 | 8 | (6,6) | 16 |

Consider the performance of the regression models in Table IIa, Fig. 9a, and Figs. 10a and 10b. First, we see that our proposed FoT model 9 exhibits slightly better training, validation, and testing performance compared to the baseline LSTM. Specifically, FuT model 9 achieves train/val/test MSE 0.9939/0.8630/0.5057 and MAE 0.5258/0.4956/0.4668, whereas the LSTM achieves MSE 1.0078/0.8728/0.5044 and MAE 0.5284/0.4957/0.4745. Second, we see that our proposed single-task FuT regression model 20 outperforms the previous models in all metrics, while also exhibiting the highest overall validation scores, with MSE
Finally, we see that our proposed multi-task FuT model 42 outperforms all other models in terms of training and test performance, with train/val/test MSE 0.3031/0.5767/0.4734 and MAE 0.3092/0.3405/0.3554. In addition, the lack of plateau in its training and validation performance in Fig. 9a indicates that increased training could further improve the model.

Next, consider the performance of the classification models in Table IIb, Fig. 9b, and Figs. 10c and 10d. Here we see much more variation between training, validation, and testing SCCE loss and accuracy metrics. First, the InceptionV3 model exhibits the best validation and test scores, with SCCE 0.0276/0.1581/0.1490 and accuracy 0.9912/0.9606/0.9615. However, it's convergence in Fig. 9b is much more unstable starting around epoch 5. Second, we see that ViT model 37 learns the training set rather well, but performs the worst in terms of validation and test metrics, with SCCE 0.0977/0.3499/0.3307 and accuracy 0.9750/0.8936/0.8978. Lastly, we see our proposed single-task FuT classifier model 43 (SCCE 0.0064/0.3112/0.3057, accuracy 0.9994/0.9202/0.9192) and multi-task FuT model 42 (SCCE 0.0135/0.3108/0.2985, accuracy 0.9987/0.9176/0.9166) exhibit very similar performance.

In addition, the convergence of all our proposed classifier models exhibits a plateau by epoch 30. This indicates that further training on the image dataset would likely not improve classification performance.

Next, consider the relationship between model size and overall performance for single-task learners with and without data fusion. Here we see that the FuT regression model 20 has 47,288 fewer parameters compared to FoT model 9, and 8,071,256 fewer parameters than the baseline LSTM, while exhibiting significantly better performance. In contrast, the FuT classification model 43 has 222,504 more parameters than...
TABLE III
SIZE COMPARISON OF BEST MODELS PER INPUT AND TASK TYPES VIA TOTAL NUMBER OF PARAMETERS. HERE WE ALSO SHOW THE SIZE OF COMBINED SINGLE-TASK MODELS FOR COMPARISON WITH MULTI-TASK VARIANTS.

| Input Type | Task Type | Model       | Parameters |
|------------|-----------|-------------|------------|
| Single-input | Single-task | LSTM InceptionV3 | 8,191,298/21,880,646/30,071,944 |
|            |           | FoT 9 VIT 37 | 167,330/399,382/476,712 |
| Multi-input | Single-task | Regression FuT 20 Classifier FuT 43 | 120,042/531,886/651,928 |
|            | Multi-task | FuT 42      | 428,488/ - |

ViT model 37 and similar performance. This indicates that, while not guaranteed, data fusion can enhance performance, but can also come at the cost of increased complexity. However, comparing with the baseline InceptionV3, we see a dramatic reduction of 21,571,264 fewer parameters. As discussed in Section IV-C, the baseline InceptionV3 indeed has better performance than ViT; however, the boost is marginal when also comparing the memory and computational complexities introduced by such a large increase in model size.

Finally, consider the overall performance of multi-task learners with combined single-task variants. To perform multiple tasks using single fusion models, we must combine FuT regression model 20 and classification model 43. However, doing so requires a total of 120,042 + 531,886 = 651,928 parameters. If we then compare the results of multi-task FuT model 42 we see that equivalent performance can be achieved with only 428,488 parameters (a reduction of 223,440). If we were to combine the simpler single-input single-task FoT and ViT models, totaling 309,382 + 167,330 = 476,712 parameters, multi-task FuT model 42 is still smaller (reducing the size by 48,224). Further, multi-task FuT model 42 is significantly smaller than the two baseline LSTM and InceptionV3 models combined, totaling 8,191,298 + 21,880,646 = 30,071,944 parameters. This reduction in model size is significant for two reasons. First, the smaller size requires less computational resources for inference, thereby making deployment more viable on IoT devices. Second, it also reduces the complexity of having two separate models, which further reduces memory overhead, and also reduces deployment costs, as one multi-task IoT device can do the job of two single-task variants. These boons in performance, efficiency, and cost therefore establish the multi-task data fusion architecture as the prime candidate for deployment in smart city environments.

V. CONCLUSION

In this paper, we have provided several AI designs based on pure-encoder Transformer architectures for use in S&CC environments. We showed that pure-encoder Transformers serve as a viable baseline for single-task learning models, and demonstrated their capability on independent supervised multivariate time-series regression and computer vision classification tasks. We enhanced our proposed single-task AI system design by leveraging the fusion of the aforementioned heterogeneous datasets as input, and showed that this fusion can improve learning over single-input variants. We further extended the fusion architecture with custom output task heads to facilitate heterogeneous multi-task learning. The flexibility offered by these custom heads allows our proposed architecture to support virtually any task, and any combination of tasks desired. We showed through extensive experimentation that our proposed multi-input multi-output enhancement either maintains or exceeds the performance capabilities of both single-task variants and non-Transformer baselines, while also reducing its memory footprint and computational overhead. Hence, we have demonstrated that our proposed next-generation multi-task Transformer-based AI system is viable for deployment in smart city environments. It can successfully learn to perform unique multivariate regression of time-series meteorological features, while concurrently identifying the onset of fungal diseases through visual feature extraction. Moreover, it performs these heterogeneous tasks using a fusion of both static images and multivariate time-series data. Indeed, this flexibility to support diverse feature sets from heterogeneous IoT data sources, while also learning a variety of tasks in parallel, shows that our system can bolster sustainable urban development practices, and, in particular, foster the growth of S&CCs.
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