NeRF, meet differential geometry!

Thibaud Ehret  Roger Marí  Gabriele Facciolo
Université Paris-Saclay, CNRS, ENS Paris-Saclay, Centre Borelli
91190, Gif-sur-Yvette, France

Abstract

Neural radiance fields, or NeRF, represent a breakthrough in the field of novel view synthesis and 3D modeling of complex scenes from multi-view image collections. Numerous recent works have been focusing on making the models more robust, by means of regularization, so as to be able to train with possibly inconsistent and/or very sparse data. In this work, we scratch the surface of how differential geometry can provide regularization tools for robustly training NeRF-like models, which are modified so as to represent continuous and infinitely differentiable functions. In particular, we show how these tools yield a direct mathematical formalism of previously proposed NeRF variants aimed at improving the performance in challenging conditions (i.e. RegNeRF). Based on this, we show how the same formalism can be used to natively encourage the regularity of surfaces (by means of Gaussian and Mean Curvatures) making it possible, for example, to learn surfaces from a very limited number of views.

1 Introduction

Realistic rendering of new views of a 3D scene or a given volume is a long standing problem in computer graphics. The interest in this problem has been rekindled by the growth of augmented and virtual reality. Traditionally, such scenes were estimated from a set of images using tools such as, for example, COLMAP [26] based on the concept of structure from motion.

Recently, Mildenhall et al. [17] have shown that differentiable volume rendering operations can be plugged into a neural network to learn a neural radiance field (NeRF) volumetric representation of a scene encoding its geometry and appearance. Starting from a sparse, but nonetheless large, set of views of the scene, NeRF learns in a self-supervised manner, by maximizing the photo-consistency across the predicted renderings corresponding to the available viewpoints. After convergence, the network is able to render realistic novel views by querying the NeRF function at unseen viewpoints.

This breakthrough led to a very active research topic focusing on pushing back the limits of the initial models. Notably, Martin-Brualla et al. [14] showed that it is possible to learn scenes from unconstrained photos with, for example, moving transient objects or different lightning conditions. Other works deal with dynamic or deformable scenes [21, 31, 19, 20, 12], complex illumination models [28, 2, 36, 13] or very few training views [34, 9, 11]. In other words, the goal is to make NeRF more robust to be able to train reliably even in the most adverse conditions. For example, imposing regularity constraints on the scene seems like a promising way to reduce reliance on large datasets [18].

In this work, we introduce NeRF to differential geometry. We aim to show that differential geometry can provide tools that, straight out of the box, can help make NeRF more robust. The advantages are twofold: first, differential geometry is mathematically formalized and its literature is vast with many suitable tools already available and, second, neural representations are perfectly adapted to represent continuous infinitely differentiable volumetric functions in which the differential geometry operators are naturally defined.
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To this aim, we present two applications of differential geometry applied to NeRF and its extensions. The first application, in Section 3, is linked to the problem of training a NeRF model when few images (for example only three) are available. For that, we show that the newly proposed RegNeRF [18] can be expressed in terms of differentiable calculus and we show that the new expression leads to better regularization and generalization, and thus better performance. The second application, in Section 4, concerns surface regularization of volumetric renderings. We show that by adding a regularization on the curvature of the surface estimated by VolSDF [33], it is possible to estimate surfaces that are less noisy and therefore more accurate to the target surface.

2 Related Work

2.1 Fundamentals of Neural Radiance Fields

NeRF was originally introduced as a continuous volumetric function \( F \), learned by a multi-layer perceptron (MLP), to model the geometry and appearance of a 3D scene [17, 30]. Given a 3D point \( x \in \mathbb{R}^3 \) of the scene and a viewing direction \( v \in \mathbb{R}^3 \), NeRF predicts an associated RGB color \( c \in [0, 1]^3 \) and a scalar volume density \( \sigma \in [0, \infty) \), i.e.

\[
F : (x, v) \mapsto (c, \sigma).
\]

The value of \( \sigma \) defines the geometry of the scene and is learned exclusively from the spatial coordinates \( x \), while the value of \( c \) is also dependent on the viewing direction \( d \), which allows to recreate non-Lambertian surface reflectance.

NeRF models are trained based on a classic differentiable volume rendering operation [15], which establishes the resulting color of any ray passing through the scene volume and projected onto a camera system. Each ray \( r(t) = o + tv \) with \( t \in \mathbb{R}^+ \), defined by a point of origin \( o \) and a direction vector \( v \), is discretized into \( N \) 3D points \( \{x_i\}_{i=1}^N \), where \( x_i = o + t_i v \) with \( t_i \) sampled between the minimum and maximum depth. The sampling depends on the method. The rendered color \( c(r) \) of a ray \( r \) is obtained as

\[
c(r) = \sum_{i=1}^N T_i \alpha_i c_i, \quad \text{where} \quad \alpha_i = 1 - \exp(-\sigma_i(t_{i+1} - t_i)) \quad \text{and} \quad T_i = \prod_{j=1}^{i-1} (1 - \alpha_j). \tag{2}
\]

In (2), \( c_i \) and \( \sigma_i \) correspond to the color and volume density output by the MLP at the \( i \)-th point of the ray, i.e. \( F(x_i, v) \) as per (1). The transmittance \( T_i \) and opacity \( \alpha_i \) are two factors that weight the contribution of the \( i \)-th point to the rendered color according to the geometry described by \( \sigma_i \) and \( \sigma_j : j < i \), to handle occlusions.

Using the transmittance \( T_i \) and opacity \( \alpha_i \), the observed depth \( d(r) \) in the direction of a ray \( r \) can be rendered in a similar manner to (2) [6, 23] as

\[
d(r) = \sum_{i=1}^N T_i \alpha_i t_i. \tag{3}
\]

Following this volume rendering logic, the NeRF function \( F \) is optimized by minimizing the squared error between the rendered color and the real colors of a batch of rays \( \mathcal{R} \) that project onto a set of training views of the scene taken from different viewpoints:

\[
L_{RGB} = \sum_{r \in \mathcal{R}} \| c(r) - c_{GT}(r) \|_2^2, \tag{4}
\]

where \( c_{GT}(r) \) is the observed color of the pixel intersected by the ray \( r \), and \( c(r) \) is the NeRF prediction (2). The rays in each batch \( \mathcal{R} \) are chosen randomly from the available views, encouraging gradient flow where rays casted from different viewpoints intersect with consistent scene content.

mip-NeRF: The original NeRF approach casts a single ray per pixel [17]. When the training images observe the scene at different resolutions, this strategy can lead to blurred or aliased renderings. To prevent such situation, the mip-NeRF formulation [11] can be adopted, which casts a cone per pixel instead. As a result, mip-NeRF is queried in terms of conical frustums and not discrete points, yielding a continuous and natively multiscale representation of regions of the volume space.
2.2 Regularization in Few-shot Neural Rendering

The original NeRF methodology was demonstrated using 20 to 62 views for real world static scenes, and 100 views or more for synthetic static scenes [17]. In the absence of large datasets, the MLP usually overfits to each training image when only a few are available, resulting in unrealistic interpolation for novel view synthesis and poor geometry estimates.

A number of NeRF variants have been recently proposed to address few-shot neural rendering. The use of regularization techniques is common in these variants, to achieve smoother results in unobserved areas of the scene volume or radiometrically inconsistent observations [11].

Implicit/indirect regularization methods rely on geometry and appearance priors learned by pre-trained models. PixelNeRF [34] introduced a framework that can be trained across multiple scenes, thus acquiring the ability to generalize to unseen environments. The MLP learns generic operations while keeping the output conditioned to scene-specific content thanks to an additional input feature vector, extracted by a pre-trained convolutional neural network (CNN). Similarly, DietNeRF [9] complements the NeRF loss (4) with a secondary term that encourages similarity between pre-trained CNN high-level features in renderings of known and unknown viewpoints. Other approaches like π-GAN [4], Pix2NeRF [3] or LOLNeRF [22] combine NeRF with generative models: latent codes are mapped to an instance of a radiance field of a certain pre-learned category (e.g. faces, cars), thus providing a reasonable 3D model regardless of the number of available of views.

Explicit/direct regularization methods can be divided into externally supervised and self-supervised. Self-supervised variants incorporate constraints to enforce smoothness between neighboring samples in space, such as RegNeRF [18] (see Section 5). InfoNeRF [11] is another example that prevents inconsistencies due to insufficient viewpoints by minimizing a ray entropy model and the KL-divergence between the normalized ray density obtained from neighbor viewpoints. In contrast, externally supervised regularization methods usually penalize differences with respect to predefined geometric cues. Depth-supervised NeRF [6] encourages the rendered depth (3) to be consistent with a sparse set of 3D surface points obtained by structure from motion. A similar strategy is used in [13], based on a set of 3D points refined by bundle adjustment; or [23], where a sparse point cloud is converted into dense depth priors by means of a depth completion network.

3 Differential geometry to formalize (and improve) previous methods

RegNeRF definition. In order to improve the robustness of the models when training with few data, Niemeyer et al. [13] proposed RegNeRF, which uses an additional term in the loss function to regularize the predicted depth map. Indeed, a classic hypothesis in depth and disparity estimation is that the target is smooth [25, 8]. This work also proposed a regularization of the appearance of a predicted patch using a normalizing flow network trained to estimate the likelihood of a predicted patch compared to normal patches from the JFT-300M dataset [29]. This part is however not studied here.

Consider the depth map \( \tilde{d} \) produced by the NeRF model from a given viewpoint (using Eq. (3)). Let \((x, y)\) be the coordinate of a given pixel of this depth map. Depth regularization can be obtained by enforcing that all neighboring pixels \((x + i, y + j)\) for \(i \in \{-1, 1\}\) and \(j \in \{-1, 1\}\) have the same depth as the central pixel \((x, y)\). Based on this, the additional loss term proposed by Niemeyer et al. [18] can be expressed as

\[
L_{depth} = \sum_{(x,y)} \sum_{(i,j) \in \{-1,1\}^2} (\tilde{d}(x + i, y + j) - \tilde{d}(x, y))^2. \tag{5}
\]

In practice, this regularization is not done on the entire depth maps but rather by sampling patches. Note that this loss is computed not only for all patches corresponding to a view in the training dataset, but also for rendered patches whose observation is not available. Indeed, all views should verify this depth regularity property, not only those in the training data. This means that training the RegNeRF model requires the sampling of rays corresponding to unseen views.

Formal definition of RegNeRF. The loss proposed by Niemeyer et al. [13] in Eq. (5) can be seen as a regularization term

\[
L_{depth} = \sum_{(x,y)} \|
abla \tilde{d}(x, y)\|^2 \tag{6}
\]
on the depth map computed using the finite difference formula. Regularization penalizing the squared $L_2$ norm of the gradients has the effect of removing high gradients in the depth map and as such making the resulting depth smooth as aimed. In addition, it does not penalize slanted surfaces (since they have null Laplacian) as it would happen in the case of using a total variation regularization $[24]$. We show now that the approximated regularization term computed using finite difference on patches can be directly computed using differential calculus and exploiting the automatic differentiation of neural networks. First, by changing the ReLU activation function to a Softplus activation function, we can transform the MLP used in NeRF into a continuous and infinitely differentiable function. This allows to train directly using the gradient of the model, or even higher order operators as it will be shown in Section 4 since the operator is defined everywhere.

Note that in Eq. (3) the depth $\tilde{d}$ map is a projected image parametrized by the image coordinates $(x, y)$, while the depth $d$ in Eq. (3) is defined in the space of rays, which are defined by an optical center and viewing direction $(o, v)$. Let $C : \mathbb{R}^2 \rightarrow \mathbb{R}^3$ be the transformation that converts the image coordinates into the equivalent ray so that $d(x, y) = d(o, C(x, y))$, then the corresponding gradients are $\nabla_{(x,y)} d(x, y) = \nabla d(o, v) J_C(x, y)$, where $v = C(x, y)$ and $J_C$ is the Jacobian matrix of $C$.

In order to work directly in the space of rays when defining the differential of $d$ and speed up the computation, we drop the contribution of $\nabla d(o, v)$ in the $v$ direction. Refer to the supplementary material for more details on why this approximation does not affect the final result.

Under the above hypothesis, assume that $\tilde{d}(x, y)$ correspond to the projection of the volume density onto the plane with normal $v$ and going through $o$. This means that $\nabla \tilde{d}(x, y)$ corresponds to the component orthogonal to $v$ of $\nabla d(o, v)$ with $\nabla d$ corresponding to the gradient computed with respect to $o$. This means that $L_{\text{depth}}$ can be expressed as

$$L_{\text{depth}} = \sum_{(o,v) \in \mathcal{R}} \| \nabla d(o, v) \cdot (\nabla d(o, v) \cdot v) v \|^2. \quad (7)$$

We shall point out that this expression of the loss function does not require patches and therefore can be directly computed using differential calculus and patch-wise activation. We, thus, replace their depth loss by the one derived in this section.

Experimental results. We test the impact of the proposed differential regularization on the task of scene estimation using only three input views from the LLFF dataset $[16]$. This is the most extreme test case and, as such, it is highly reliant on the quality of the regularization to avoid catastrophic collapse as shown by Niemeyer et al. $[18]$ for mip-NeRF $[1]$. In order to compare the proposed formalization of RegNeRF $[18]$ to its original version, we modified the code of the authors and replace their depth loss by the one derived in this section.

In Table 1 we compare the results of the original RegNeRF (using the models trained by the authors) with the modified loss proposed in this Section, referred as $\text{diff RegNeRF}$. Since the code released by the authors does not contain the additional appearance loss, we added a third comparison that corresponds to RegNeRF without the additional appearance loss ($i.e.$ the models that can be trained using the code from the authors). The proposed diff RegNeRF not only improves by 1dB the PSNR of reconstructed unseen views compared to the equivalent RegNeRF version, it also outperforms the RegNeRF with the appearance loss by almost 0.5dB. This is also the case for other metrics such as SSIM and LPIPS.

Visual results on two examples of the LLFF dataset are shown in Figs. 1 and 2. In both cases, we compare the proposed version with the models trained by Niemeyer et al. $[18]$. Fig. 1 shows a first example where our formalization outperforms RegNeRF across all the evaluation metrics. The proposed method is able to learn a better geometry of the image, leading to a more complete reconstruction of the triceratops skull (see the horn on the right), but also of the rest of the scene, such as the sign panel in the foreground or the handrails in the background.

Fig. 2 shows a second example where the PSNR is worse with respect to the original method. However, the depth map estimated by our formalism is still much smoother without losing details. In addition, just like with the triceratops, we can see that some details are also better reconstructed, like...
Table 1: Quantitative comparison of novel view synthesis for different implementations of RegNeRF on the LLFF dataset. All models were trained using only three input views. RegNeRF (w/o app. reg.) corresponds to the original RegNeRF without appearance regularization, while the proposed modification is diff RegNeRF. The results using RegNeRf with appearance regularization are also provided for reference. The proposed mathematical formalization of RegNeRF almost systematically achieves the best results across all metrics without requiring any additional appearance regularization. The LPIPS metric is computed using the official implementation provided by Zhang et al. [35]. Best results are shown in bold.

|                | fern | flower | fortress | horns | leaves | orchids | room | trex | avg. |
|----------------|------|--------|----------|-------|--------|---------|------|------|------|
| **PSNR**       |      |        |          |       |        |         |      |      |      |
| RegNeRF (w/o app. reg.) | 19.85 | 19.64  | 22.28    | 13.05 | 16.46  | 15.43   | 20.62| 20.37| 18.46|
| diff RegNeRF   | **20.15** | **20.27** | **23.68** | **17.80** | **16.88** | **15.50** | **20.58** | **19.49** |
| RegNeRF [18]   | 19.87 | 19.93  | 23.32    | 15.65 | 16.60  | 15.56   | 21.53| 20.17| 19.08|
| **SSIM**       |      |        |          |       |        |         |      |      |      |
| RegNeRF (w/o app. reg.) | 0.694 | 0.677  | 0.706    | 0.486 | 0.599  | 0.483   | 0.843| 0.774| 0.658|
| diff RegNeRF   | **0.703** | **0.707** | **0.761** | **0.680** | **0.645** | 0.487  | **0.864** | **0.791** | **0.705** |
| RegNeRF [18]   | 0.697 | 0.688  | 0.743    | 0.610 | 0.613  | **0.502** | 0.861| 0.766| 0.685|
| **LPIPS**      |      |        |          |       |        |         |      |      |      |
| RegNeRF (w/o app. reg.) | 0.323 | 0.243  | 0.294    | 0.341 | 0.229  | 0.259   | 0.204| 0.197| 0.261|
| diff RegNeRF   | **0.290** | **0.223** | **0.219** | **0.293** | **0.186** | **0.247** | **0.171** | **0.166** | **0.224** |
| RegNeRF [18]   | 0.304 | 0.234  | 0.258    | 0.356 | 0.222  | 0.251   | 0.185| 0.197| 0.251|

the audio conferencing system in the middle of the table. Note how, in both examples, the depth map is better regularized than the original RegNeRF even though we only used the input views at training time while [18] also regularizes unseen views and requires defining a patch size and patch-based dataloaders. This shows that the proposed formalism yields a much better generalization. Moreover, our implementation is only slightly slower ($1.2\times$ the computation time of the original implementation) and slightly more costly in terms of memory, because of the need to estimate additional gradients. All experiments in this section were computed using a loss weight of $1e^{-7}$ with a clipping value of 20.0 on an NVIDIA GeForce 3090ti GPU.

4 Differential geometry for surface regularization using mean and Gaussian curvatures

Learning regularized surfaces with NeRF-like models. The second example we propose to look into is the regularization of 3D surfaces. Indeed, another trend with NeRF-like models is to directly learn a surface model instead of a density function as shown in Section 2.1. In particular, IDR [32] and volSDF [33] both learn the surface thanks to a signed distance function (SDF). This SDF can then be used directly or as a guide to sample points as done in NeRF to learn the surface. Since this SDF function can be seen as an implicit function $F$ defining the surface $S$ as the set of points $\{ x \in \mathbb{R}^3 \mid F(x) = 0 \}$, it is possible to compute other differential quantities related to surface regularity, such as the curvature. We propose in this section to look at the Gaussian curvature $\gamma_{gauss}$ and the mean curvature $\gamma_{mean}$, since they both have an analytical expression that can be easily implemented using the existing deep learning frameworks.

These curvatures are respectively defined as

$$\gamma_{mean} = -\text{div} \left( \frac{\nabla F}{\| \nabla F \|} \right) \quad \text{and} \quad \gamma_{gauss} = \frac{\nabla F \times H^*(F) \times \nabla F^T}{\| \nabla F \|^4},$$

where $H^*$ is the adjoint of the Hessian of $F$. Derivation details of these two curvatures can be found in [7]. Using [8], we can define a regularization loss as

$$L_{\text{curv}}(\kappa_{\text{curv}}) = \mathbb{E}_{x \in S} \left[ \min (|\gamma(x)|, \kappa_{\text{curv}}) \right],$$
Figure 1: Visual example of novel view synthesis for the *horns* sequence of the LLFF dataset after training with three views. The depth map produced by our definition of the loss (top) is more regular than the one produced by the original RegNeRF with appearance regularization (bottom). It also recovers more details both in the foreground (see the sign panel on the left or the triceratops’ left horn) but also in the background (see the glass panels and the handrails). Results best seen zoomed.

Figure 2: Visual example of novel view synthesis for the *room* sequence of the LLFF dataset after training with three views. Even for a scene where the proposed redefinition of the loss (top) produces worse PSNR, the depth map corresponding to the novel view is more regular than the one of the original RegNeRF (bottom). Some details, such as the audio conference system, are also better reconstructed. Results best seen zoomed.
Figure 3: Study of the impact of the two parameters controlling the strength of the regularization, i.e. the weight of regularization loss $\lambda_{\text{curv}}$ and the clipping value $\kappa_{\text{curv}}$, on the scene 110 of the DTU dataset. While intermediate parameters, such as $\lambda_{\text{curv}} = 0.0005$ and $\kappa_{\text{curv}} = 5$, provide a good balance between detail preservation and surface smoothness, strong regularization can produce surprising surfaces such as the Cubist-like representation given by $\lambda_{\text{curv}} = 0.001$ and $\kappa_{\text{curv}} = 5$. These results were computed using the Gaussian curvature. Results best seen zoomed.

where $\gamma$ can be either $\gamma_{\text{mean}}$ or $\gamma_{\text{gauss}}$, depending on the preferred behavior, and $\kappa_{\text{curv}}$ is the clipping value. The final loss to train such a regularized volSDF model then becomes

$$L = L_{\text{RGB}} + \lambda_{\text{SDF}} L_{\text{SDF}} + \lambda_{\text{curv}} L_{\text{curv}}(\kappa_{\text{curv}})$$

with $L_{\text{SDF}} = \mathbb{E}_{x \in \mathbb{R}^3}[(\|\nabla F(x)\| - 1)^2]$. (10)

As in [33], the $L_{\text{SDF}}$ term enforces the Eikonal constraint on the implicit function $F$, thus learning a signed distance function. In our experiments, the parameter $\lambda_{\text{SDF}}$ is fixed and set to 0.1.

**Practical details.** In our experiments, we build on the code of volSDF [33] and modify it by adding the curvature regularization loss (9). Since volSDF samples many points (in the order of 128) close to the surface, it is important to regularize only those directly on the surface (like mentioned in [2]) to keep the additional computational cost small. Doing this means that the implementation has an equivalent memory footprint and computation time as the original code. Otherwise, trying to regularize all sampled points indistinctly would be very expensive both in terms of time and memory required. All results presented in this section were computed using an NVIDIA V100 GPU.

At training time, we observed instabilities in some of the experiments. The convergence would sometimes fail when using the mean curvature regularization because of the appearance of NaNs, requiring to restart the training from the last checkpoint before failure to finish the training. This
problem was never encountered when using the Gaussian curvature regularization. We do not think that this unstable behavior is related to the definition of the mean curvature but to the current implementation instead.

**Parameters study.** The mean and Gaussian curvature can also be expressed in terms of the minimum curvature \( \gamma_{\text{min}} \) and maximum curvature \( \gamma_{\text{max}} \) of the surface at a given point

\[
\gamma_{\text{mean}} = \frac{\gamma_{\text{min}} + \gamma_{\text{max}}}{2} \quad \text{and} \quad \gamma_{\text{gauss}} = \frac{\gamma_{\text{min}} \gamma_{\text{max}}}{\gamma_{\text{min}} + \gamma_{\text{max}}}. \tag{11}
\]

While this is not a practical definition of the curvature since it doesn’t allow for straightforward computation, it helps understanding the impact of a regularization based on either of them. Minimizing the mean curvature leads to surface smoothing [5], while minimizing the Gaussian curvature forces the minimum curvature to be zero, resulting in flat surfaces with sharp straight edges. In Fig. 3, we show the impact of the two parameters controlling the loss, namely the weight of the loss \( \lambda_{\text{curv}} \) and the value of the clipping \( \kappa_{\text{curv}} \), on a specific example of the DTU dataset [10] using Gaussian curvature. A very small weight and a strong clipping (\( \lambda_{\text{curv}} = 0.0001 \) and \( \kappa_{\text{curv}} = 1 \)) leads to barely no regularization as expected. On the contrary, a large weight with little clipping (\( \lambda_{\text{curv}} = 0.001 \) and \( \kappa_{\text{curv}} = 10 \)) learns a sort of envelope of the surface. The most interesting results, however, are obtained with intermediate parameters. For example, \( \lambda_{\text{curv}} = 0.0005 \) and \( \kappa_{\text{curv}} = 5 \) produces a surface that is both strongly regularized while keeping most of the details. Another interesting result is that of \( \lambda_{\text{curv}} = 0.001 \) and \( \kappa_{\text{curv}} = 1 \), which leads to a Cubist-style surface, with little details and exaggerated edges. Such models might be interesting to learn a surface that can be represented by a mesh with few triangles or for deriving a piece-wise developable surface [27]. Note also how the regularization has a tendency to fill small gaps (for example the mouth of the bunny is completely regularized with parameters \( \lambda_{\text{curv}} = 0.0001 \) and \( \kappa_{\text{curv}} = 10 \)). This shows the importance of clipping to preserve small details and the limits of such type of regularization.

**Experimental results.** The proposed regularization can have multiple practical applications. The first, and most straightforward, is to improve the quality of the surface models learned by using an *a priori* on the shape of the object or scene that is learned. For example, when trying to reconstruct buildings, it is expected that the surface would be very flat and with sharp straight edges. This is then a perfect application for the Gaussian curvature regularization as shown in Fig. 3. In Fig. 4, we provide two examples that are improved by using a curvature regularization. In both cases, the learned model is less noisy when using the regularization than otherwise. Another example of application is, as in Section 3, to learn a model with few views (for example, only three views). Indeed, as shown in Fig. 5, few-shot scenarios can cause volSDF [33] to produce collapsed results with holes, while the equivalent model learned using a curvature regularization is able to learn a closed and more accurate model.

## 5 Conclusions

We demonstrate with two introductory, yet key, experiments the usefulness of differential geometry to improve the robustness of NeRF-like models. The vast literature on differential geometry opens up many exciting opportunities, from different definitions of curvature appropriate for different types of surfaces to mathematical formalism of previously proposed methods, which we hope pushes the limits of neural rendering even further.

Modern deep learning frameworks already provide the necessary tools to implement these operators, which facilitates their use in practice. However, this is still subject to certain limitations. Higher-order operators can be costly both in memory and in computation time so a careful implementation and avoidance of brute-force regularization is required. The latter can be done, for example, by restricting regularization costs to a carefully chosen subset of sampled points. We observed during our experiments that computation and memory requirements are not a bottleneck in that case, making the regularized variants almost as efficient as the original methods we built upon. Additional care must also be taken to avoid instabilities.

The main problem is then to find the most appropriate tool for the problem at hand. Indeed, we have seen that the operator should be chosen differently based on the problem. For example, a Gaussian curvature regularization is perfectly appropriate for flat surfaces with strong edges, such as buildings,
Figure 4: Visual examples of regularized reconstruction on the scene 40 (top) and scene 63 (bottom) of the DTU dataset. From left to right: regularized reconstructions, original volSDF results and ground truth. The Chamfer $\ell_1$ distance (in mm) is also provided in the top left of each reconstruction (smaller is better). As it can be seen, regularization improves the reconstruction for these two examples with less noise in the learned surface. The example on the top is regularized using Gaussian curvature while the example at the bottom is regularized using mean curvature. Results best seen zoomed.

Figure 5: Example of reconstruction when using only three input views of the scene 65 of the DTU dataset using the original volSDF [33] (in the middle), with Gaussian curvature regularization (on the left) and the ground truth (on the right). The regularization allows to reconstruct a more regular surface without holes. This shows that the addition of such a regularization allows for a more robust model even when using few input views. Results best seen zoomed.

but might fill holes, such as the mouth of the bunny, in irregular surfaces. We believe that this offers new and interesting research perspectives.

Lastly, we do not foresee any other negative societal impacts than the ones already covered by NeRF [17] and related methods.
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