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Abstract—Strictly Positive Real (SPR) transfer functions arise in many areas of engineering like passivity theory in circuit analysis and adaptive control to name a few. In many physical systems, it is possible to conclude that the system is Positive Real (PR) or SPR but system identification algorithms might produce estimates which are not SPR. In this paper, an algorithm to approximate frequency response data with SPR transfer functions using Generalized Orthonormal Basis Functions (GOBFs) is presented. Prior knowledge of the system helps us to get approximate pole locations, which can then be used to construct GOBFs. Next, a convex optimization problem will be formulated to obtain an estimate of the SPR transfer function.

I. INTRODUCTION

Strictly Positive Real (SPR) transfer functions arise in many areas of engineering like passivity theory in circuit analysis and adaptive control. In passivity theory, storage functions and lyapunov functions are related through the positive real lemma. Passivity theory and Hyper-stability are also used to analyze the stability of parameter adaptation algorithms which involves an SPR condition. Though the series-parallel adaptation algorithms (also called equation error methods) automatically satisfy the SPR condition, they produce biased estimates of the plant in the presence of measurement noises. Parallel predictors (also called output error methods) prove to be better in the presence of measurement noises but suffer from stability issues. The stability condition in this case requires the transfer function with just the poles of the system being identified to be SPR which is not necessary to happen. To overcome this issue, a prefilter is designed such that the system formed by the ratio of the prefilter and the poles of the system being identified satisfies an SPR condition. But coming up with this filter has mostly been heuristic based on the prior knowledge of the location of the poles which is still not easy. This forms one of the motivating factors to come up with an algorithm for SPR system identification.

Frequency response measurements can be obtained for the plants of interest in many cases at least when the plants are stable and can be used to build plant models. The plant models can be used as initial conditions for the adaptation algorithms. But even with a precise knowledge of the frequency domain data, coming up with good estimates of the plants is hard as in some cases even when it is known that the plant is stable, the least squares fits might produce an estimate which is unstable. A nonconvex optimization problem is posed and solved in [2] to obtain stable estimates from frequency response data. System identification algorithms in the time domain like the series-parallel adaptation algorithm usually do not suffer from this issue as the error signals at every time instant are compared and the system usually converges to a stable model when the plant being identified is stable. Eigensystem Realization Algorithm (ERA) in [22] is an algorithm which estimates the system matrices by exciting the system with impulses. An extension of this is the Observer/Kalman filter identification (OKID) method in [1], [3]–[7], [24] which uses non-impulsive inputs and identifies the optimal Kalman filter gains in the presence of noises with unknown variances and co-variances. These unique properties of time domain and frequency domain system identification techniques can be used in tandem to obtain SPR estimates.

In this paper, we will present a systematic methodology to obtain SPR estimates by combining the time domain response data and frequency response measurements of the system of interest. The time domain data can first be used to obtain an initial estimate of the system using OKID/ERA or series parallel adaptation algorithm etc. This estimated system is not necessarily SPR but the poles and zeros would be close to the real values. In the second step, the poles of the estimated system will be used to construct GOBFs. The actual system is assumed to be a linear combination of these GOBFs and their coefficients will be found such that $\mathcal{H}_\infty$ norm of the error between the actual frequency response measurements and the frequency response of the estimated system is minimized. The SPR condition on the system will be converted to a finite set of linear inequality constraints obtained by evaluating the SPR condition at various frequencies which are then incorporated into the optimization problem. As this is a data-driven technique, the SPR constraint is enforced only at a finite set of frequencies, the confidence level of the algorithm can be improved by using a large set of frequency response data.

II. OBSERVER/KALMAN FILTER IDENTIFICATION AND EIGENSYSTEM REALIZATION ALGORITHM (OKID/ERA)

In this section, a brief summary of OKID/ERA will be presented which could be used as the first step in obtaining an initial estimate of the plant from the time domain response of the plant. This initial estimate could be used to represent...
prior knowledge of the system in cases where there is absolutely no knowledge of the system being identified.

OKID/ERA is a framework for system identification when the process and measurement noises are assumed to be zero mean white noises with unknown variances and covariances. [24] extends this framework to a case when the noises are colored by an unknown stable process which is an important problem in hard disk drives as the runout is a colored noise. Any other system identification technique can also be used for obtaining the initial estimate like a series-parallel adaptation algorithm on the time domain signals or a simple Least-Squares algorithm on the frequency response data.

Consider the following dynamical system in the state space form

\[ x(k + 1) = Ax(k) + Bu(k) + w_p(k) \]
\[ y(k) = Cx(k) + Du(k) + w_m(k) \] (1)

where \((A, B, C, D)\) are the system’s state, input, output and feedthrough matrices respectively. \(x(k), y(k)\) and \(u(k)\) are the system’s state, measured output and input at the \(k\)th time instant. \(w_p(k)\) and \(w_m(k)\) are the process and measurement noises at the \(k\)th time instant. \(w_p\) and \(w_m\) are assumed to be zero mean white noises with unknown variance and covariance.

The pair \((A, C)\) is assumed to be observable, and hence a steady state Kalman filter can be designed for the system if we exactly know the matrices \((A, B, C, D)\). Hence a Kalman filter gain \(K\) exists such that \(A-KC\) is Schur. With the filter gains defined (as unknowns), the observer dynamics can be expressed as

\[ \hat{x}(k + 1) = (A-KC)\hat{x}(k) + (B-KD)u(k) + Ky(k) \]
\[ \hat{y}(k) = C\hat{x}(k) + Du(k) \] (2)

Let \(F = A-KC, \quad H = B-KD\) and \(G = K\). Defining \(L = [H \quad G]\) and \(\nu_x(k) = [u^T(k) \quad y^T(k)]^T\) for brevity, we get the observer in predictor form as

\[ \hat{x}(k + 1) = F\hat{x}(k) + L\nu_x(k) \]
\[ \hat{y}(k) = C\hat{x}(k) + Du(k) \] (3)

Using 2, the observer state at \(k\)th time instant for any \(p\) can be derived as

\[ \hat{x}(k) = F^p\hat{x}(k-p) + Tz(k) \] (4)

where

\[ T = [I \quad F \quad ... \quad F^{p-2} \quad F^{p-1}] \]
\[ z(k) = [\nu_x^T(k-1) \quad \nu_x^T(k-2) \quad ... \quad \nu_x^T(k-p)] \]

The stability of the observer ensures that \(F^p\) becomes negligible for sufficiently large values of \(p (p >> n)\) and hence the observer state in 4 becomes

\[ \hat{x}(k) \approx Tz(k) \] (5)

Substituting 5 in 3, we get the estimated output as

\[ \hat{y}(k) = CTz(k) + Du(k) \] (6)

The estimated output in 6 is related to the measured output as

\[ y(k) = \Phi\nu(k) + \epsilon(k) \] (7)

where \(\Phi = [D \quad CL \quad CFL \quad ... \quad CF^{p-2}L \quad CF^{p-1}L]\), \(\nu(k) = [u^T(k)z^T(k)]^T\) and \(\epsilon(k)\) is the error between the measured output and the estimated output. The outputs at different time instants can be collected and stacked to obtain the following equation

\[ Y = \Phi V + E \] (8)

where

\[ Y = [y(p) \quad y(p+1) \quad ... \quad y(l-1)] \] (9a)
\[ V = [\nu(p) \quad \nu(p+1) \quad ... \quad \nu(l-1)] \] (9b)
\[ E = [\epsilon(p) \quad \epsilon(p+1) \quad ... \quad \epsilon(l-1)] \] (9c)

for \(l\) measurements. The best estimate of \(\Phi\) is obtained using least squares formulation as \(\hat{\Phi} = YV^†\) (\(\dagger\) denotes the pseudo inverse). Various system matrices and the Kalman filter gain can be extracted from \(\hat{\Phi}\) using the Eigensystem Realization Algorithm (ERA).

Eigensystem Realization Algorithm, first developed in [22], is a system identification technique used most popularly for aerospace and civil structures from the input and output time domain data. Though ERA uses impulses as inputs to excite the system, it can be intertwined with OKID framework to estimate the system matrices using non-impulsive inputs. There are many variants to the ERA depending on the application and the type of data collected. In this section we will summarize one of the variants to extract estimates of the system matrices and the Kalman filter gain from \(\Phi\).

It can be easily seen that \(D\) is the first column in \(\Phi\). From the Markov parameters in \(\Phi\), the following Hankel matrices can be defined

\[ \mathcal{H}(0) = \begin{bmatrix} CL & CFL & CF^2L & ... \\ CFL & CF^2L & CF^3L & ... \\ \vdots & \vdots & \vdots & \ddots \end{bmatrix} = \mathcal{OC} \] (10)
\[ \mathcal{H}(1) = \begin{bmatrix} CFL & CF^2L & CF^3L & ... \\ CF^2L & CF^3L & CF^4L & ... \\ \vdots & \vdots & \vdots & \ddots \end{bmatrix} = \mathcal{OFC} \] (11)

where \(\mathcal{O}\) is the observability matrix and \(\mathcal{C}\) is the controllability matrix of the dynamical system in 3 with \(\nu_x\) as its input.

Using singular value decomposition, \(\mathcal{H}(0)\) can be decomposed as

\[ \mathcal{H}(0) = USV^T = [U_+ \quad U_-] \begin{bmatrix} \Sigma_+ & 0 \\ 0 & \Sigma_- \end{bmatrix} \begin{bmatrix} V_+^T \\ V_-^T \end{bmatrix} \] (12)

The subscript ‘+’ denotes the singular values above a specified threshold and ‘−’ for the singular values below the threshold. The desired degree of the estimated system can be decided from these dominant singular values.

The Observability and Controllability matrices can be split
as follows ( [23] presents other ways in which the matrices can be split).

\[ O = U_+ \Sigma_+^\frac{1}{2} \quad (13) \]

\[ C = \Sigma_+^\frac{1}{2} V_+^T \quad (14) \]

Now using the Hankel matrix \( \mathcal{H}(1) \), the matrix \( F \) can be obtained as

\[ \mathcal{H}(1) = OFC = U_+ \Sigma_+^\frac{1}{2} F \Sigma_+^\frac{1}{2} V_+^T \]
\[ \implies F = \Sigma_+^\frac{1}{2} U_+^T \mathcal{H}(1) V_+ \Sigma_+^\frac{1}{2} \quad (15) \]

Since \( C \) is the controllability matrix of \( \{3\} \), \( L \) can be obtained from the first few columns of \( C \) and similarly \( C \) can be obtained from the first few rows of \( O \) based on the dimensions. Further \( H \) and \( G \) can be obtained from \( L \) as \( L = [H G] \). The Kalman filter gain \( K = G \). Now, the state matrix \( A \) and the input matrix \( B \) can be estimated from \( F \) and \( H \) matrices respectively as follows

\[ F = A - KC \quad \implies A = F + GC \quad (16) \]
\[ H = B - KD \quad \implies B = H + GD \quad (17) \]

III. GENERALIZED ORTHONORMAL BASIS FUNCTIONS (GOBF)

In this section a brief description of Generalized Orthonormal Basis Functions (GOBFs) will be provided. Orthogonal functions were used in [27], [28] for the identification of a finite sequence of expansion coefficients. The idea is based on the fact that every stable system can be represented as a unique series expansion in terms of a prechosen basis. A representation with finite number of terms can serve as an approximate model. Historically, the coefficients of the series expansion have been estimated from the input-output time domain data, but they can also be estimated from the frequency domain data as will be shown later.

Consider a stable discrete system \( G(q) \). Then there exists a unique series expansion in terms of orthonormal basis function \( \{f_k(q)\}_{k=1,2,...} \) such that

\[ G(q) = \sum_{k=1}^{\infty} a_k f_k(q) \quad (18) \]

where \( \{a_k\}_{k=1,2,...} \) are real coefficients. Since \( \{f_k(q)\}_{k=1,2,...} \) are orthonormal, they satisfy the following property

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} f_k(e^{j\omega T_s}) f_m(e^{-j\omega T_s}) d\omega = \begin{cases} 1 & \text{if } l = m \\ 0 & \text{if } l \neq m \end{cases} \quad (19) \]

If we are choosing a finite number of basis functions, it is profitable to use filters that reflect the dominant dynamics of the system, i.e., the poles. The poles of the estimated system from OKID/ERA will be used to build these filters. The most well known filters and Laguerre filters for well damped poles and Kautz filters for underdamped poles.

Laguerre filters:

\[ L_k(q, a) = \frac{\sqrt{1 - a^2} \left[ 1 - aq \right]}{q \left[ 1 - aq \right]} \quad (16) \]

Kautz filters:

for odd \( k \)

\[ \Psi_k(q, a) = \frac{\sqrt{1 - c^2}}{q^2 + b(c - 1)q + 1} \quad (17) \]

for even \( k \)

\[ \Psi_k(q, a) = \frac{\sqrt{1 - c^2}}{q^2 + b(c - 1)q - 1} \quad (18) \]

Here \( a, b, c \) are the parameters that decide the location of the poles.

IV. SPR SYSTEM ESTIMATION

In this section, utilizing the GOBFs, identification of the SPR transfer function will be posed as an optimization problem. Various texts provide various definitions of SPR transfer functions, so, to be consistent, we present the definition from [26].

Definition: A discrete time transfer function \( G(q) \) is said to be strictly positive real if

1) \( G(q) \) is Schur
2) \( \Re\{G(e^{j\omega T_s})\} > 0 \ \forall \ \omega \in [\frac{-\pi}{T_s}, \frac{\pi}{T_s} ] \)

Note that in discrete time, a transfer function can be SPR only if its relative degree is zero.

The first condition is automatically satisfied when we choose the GOBFs to have stable poles. After choosing the GOBFs, we proceed with formulating the identification problem as a convex optimization problem. The transfer function estimate can be approximated as a linear combination of the GOBFs as

\[ \hat{G}(q) = \sum_{i=1}^{N} a_i f_i(q) = \theta^T \Phi(q) \quad (20) \]

where \( f_i(q) \) is either a Laguerre or a Kautz filter and the constants \( a_i \) are to be determined. Let \( G(e^{j\omega_n T_s}) \) denote the frequency response measurements of the system at \( p \) different frequencies \( \omega_n \) for \( n = 1, ..., p \)

\[ \hat{G}(e^{j\omega_n T_s}) = \sum_{i=1}^{N} a_i f_i(e^{j\omega_n T_s}) = \theta^T \Phi(e^{j\omega_n T_s}) \quad (21) \]

where \( \theta = [a_1 \ a_2 \ \ldots \ a_N]^T \) and \( \Phi(q) = [f_1(q) \ f_2(q) \ \ldots \ f_N(q)]^T \).

Since \( G \) must be strictly positive real, \( \Re\{\hat{G}\} \geq \epsilon \) for some \( \epsilon > 0 \) for some user defined tolerance \( \epsilon \), i.e.,

\[ \hat{G}(e^{j\omega_n T_s}) + \hat{G}(e^{-j\omega_n T_s}) \geq \epsilon \]
\[ \implies \sum_{i=1}^{N} a_i \Re\{f_i(e^{j\omega_n T_s})\} \geq \epsilon \]
\[ \implies \theta^T \Re\{\Phi(e^{j\omega_n T_s})\} \geq \epsilon \quad (22) \]
which forms a set of linear inequality constraints. The problem of finding the constants \( \alpha_i \) can now be formulated as a convex quadratic program by minimizing the squared weighted/unweighted \( H_\infty \) norm of the difference between the estimate’s frequency response and the frequency response of the actual plant with the SPR constraints formulated as linear constraints as follows:

\[
\hat{G}^* = \arg\min_{\hat{G}} \sum_{n=1}^{p} ||G(e^{j\omega_n T_s}) - \hat{G}(e^{j\omega_n T_s})||^2_2
\]

subject to \( \text{Re}(\hat{G}(e^{j\omega_n T_s})) \geq \epsilon, \ n = 1, \ldots, p. \) \hfill (23)

which from (20) is equivalent to

\[
\theta^* = \arg\min_{\theta} \sum_{n=1}^{p} ||G(e^{j\omega_n T_s}) - \theta^T \Phi(j\omega_n T_s)||^2_2
\]

subject to \( \theta^T \text{Re}(-\Phi(e^{j\omega_n T_s})) \leq -\epsilon, \ n = 1, \ldots, p. \) \hfill (24)

The same procedure can be used to come up with estimates that satisfy the SPR condition on the ratio of the real transfer function and its estimate to ensure stability in adaptive control algorithms. In case of a constraint like \( \text{Re}(\hat{G}(e^{j\omega_n T_s})/G(e^{j\omega_n T_s})) > 0 \), we can formulate the optimization problem as follows:

\[
\hat{G}^* = \arg\min_{\hat{G}} \sum_{n=1}^{p} ||G(e^{j\omega_n T_s}) - \hat{G}(e^{j\omega_n T_s})||^2_2
\]

subject to \( \text{Re}(\hat{G}(e^{j\omega_n T_s})/G(e^{j\omega_n T_s})) \geq \epsilon, \ n = 1, \ldots, p. \) \hfill (25)

V. SIMULATIONS

In this section, the SPR identification algorithm presented in the previous section will be demonstrated on two simple transfer functions. The first example considers the case when the actual transfer function is SPR and the second example considers the case in which the actual transfer function is not SPR. In both the cases, the algorithm will be able to find a transfer function that is SPR whose frequency response is as close as possible to the frequency response of the actual plant.

**Example 1:** In this example, a simple second order discrete time transfer function will be considered which is strictly positive real. The transfer function corresponding to the frequency response considered is

\[ G(q) = \frac{q^2 + 0.2q + 0.3}{q^2 + 0.4q + 0.5} \]

Kautz filters were built with \( c = -0.2 \) and \( b = -0.33 \). It can be seen that the values used for \( b \) and \( c \) do not represent the actual poles of the system and yet the simulation results will show that a good fit can be obtained. \( N \) was chosen to be 8 for the algorithm. The Bode plot in fig.1 and Nyquist plot in fig.2 show a close fit and that the SPR conditions are also being satisfied.

**Example 2:** In this example, a slight variation of the first example is considered which makes the Nyquist plot extending to the left half of the imaginary axis. The transfer function corresponding to the frequency response considered is

\[ H(q) = \frac{0.25q^2 + 0.2q + 0.3}{q^2 + 0.4q + 0.5} \]

Kautz filters were chosen to be the basis functions with the same parameters as in example 1. In this case, the Bode plot in fig.1 shows a fit that deviates significantly from the original frequency response. Yet, the Nyquist plot in fig.2 shows a fit that satisfies the SPR conditions.

VI. CONCLUSIONS

In this paper a data-driven technique for estimating strictly positive real transfer functions from its frequency response with prior knowledge of the approximate location of poles is presented. The problem is posed as a convex optimization problem with a quadratic objective function and linear constraints. The robustness of the algorithm was demonstrated through examples in which the real poles were far from the poles considered to build the basis functions.
Fig. 3. Frequency responses of the actual plant and the estimated plant

Fig. 4. Nyquist plot of the actual plant and the estimated plant
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