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SUMMARY This paper presents a method to monitor information of a large-sized multicast group that can follow the group’s dynamics in real-time while avoiding feedback implosion by using probabilistic polling. In particular, this paper improves the probabilistic-polling-based approach by deriving a reference mean value as the reference control value for the number of expected feedback from the properties of a binomial estimation model. As a result, our method adaptively changes its estimation parameters depending on the feedback from receivers in order to achieve a fast estimate time with high accuracy, while preventing the possible occurrence of feedback implosion. Our experimental implementation and evaluation on PlanetLab showed that the proposed method effectively controls the number of feedback and accurately estimates the size of a dynamic multicast group.
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1. Introduction

Methods for monitoring information about a multicast group, such as group size, loss rate distribution, RTT distribution, have been studied for many years. The main issue in this problem is how to get that information in a timely fashion, while not overwhelming the network with unnecessary messages. An early implementation for counting group size in a timely manner has been demonstrated by Dutta et al. in MarconiNet [1]. Their implementation relies on the real-time transport control protocol, RTP/RTCP [2]. However, the protocol takes a longer time to finish counting and does not scale well to large multicast group size.

For large-scale multicast applications where tracking the group size population in real-time is important as well as the accuracy, it is more appropriate to implement sampling-based techniques. The sampling-based technique reduces the number of feedback through a polling query sent over multicast, where the probability \( p \) of the query is set by the sender. The sender can then estimate the number of receivers using the binomial estimation model. In this technique, the feedback from receivers can be sent in unicast and the destination does not have to be the sender itself, which depend on the defined subsequence queries from the sender (appropriate for SSM [3] operation). This technique can follow the dynamic numbers of multicast receivers by polling at intervals of \( T \), where \( T \) is the observation time. Unfortunately, feedback implosion may still occur in this approach; and there could be problems in determining the optimal \( p \) and \( T \), as discussed in [4].

The information of multicast group size can be acquired by soliciting the feedback from all receivers through either a *sender-initiated* or a *receiver-initiated* mechanism [5]. However, both mechanisms lead to the scaling problem in feedback handling. Two general approaches have been proposed to avoid the feedback implosion. The first is the hierarchical approach, in which feedback suppression through *hierarchical* trees is employed. This can be implemented in network routers [6]–[10] or representative designated nodes [11]–[13]. The second approach is the *end-to-end* approach, whose implementation is more practical and more feasible, because this approach does not require network support and it employs feedback suppression by a random timer [14]–[16] or sampling [4], [17]–[19].

In this paper, we propose a method to sample a multicast group in a fast and scalable manner that adaptively follows the dynamics of multicast group size. We achieved this by proposing an *adaptive* polling query that changes the probability value \( p \), in order to maintain the number of expected feedback around a certain reference value, and the observation time \( T \), in order to dynamically adapt to the network response times. As a result, our proposed method could estimate a very large of multicast group size in a fast estimate time with a high accuracy as well as preventing the possible occurrence of the feedback implosion.

This work is motivated by our conviction that the service of broadcasting industry and the Internet with global IP multicast will converge. Multicast TV and radio have started in live broadcast service since 2007 in UK [20] as an example. In this broadcasting industry, knowing the size of audience of the broadcasted contents in timely manner is the most important figure as it is associated with the commercial ads. With IP Multicast the size of audience, represented by the multicast group size, will be possible to be measured in real-time with a much better accuracy.

Multicast group size estimate is also an essential component in reliable multicast, since it is needed for minimizing the number NAKs. It is also useful for real-time video multicast, where it can be used to detect congestion and adjust the sender’s rate based on the collected feedback from receivers regarding the loss rate in the group, as used in [17]. We believe that in the near future, the group size estimate will be an important function for carrying out adaptive video
multicasting, where the sender achieves quality adaptation or congestion control by inferring reception status from its heterogeneous receivers.

The paper is organized as follows. We describe the behavior of the general probabilistic polling method in Sect. 2. In Sect. 3, we present our approach for dealing with adaptive estimation parameters. In Sects. 4 and 5, we provide details of the simulation and analysis of our adaptive estimation method. In Sect. 6, we describe the experimental implementation and evaluation of our approach using PlanetLab. We discuss the related work in Sect. 7. Finally, in Sect. 8 concludes this paper.

2. Probabilistic-Polling-Based Method

In the probabilistic-polling-based method, a data sender (source) sends a probabilistic polling query \( p \) to a multicast group address for soliciting feedback from receivers [21]. Each receiver receives a query and then generates a random value from the uniform distribution \( U[0 \ldots 1] \). Only those receivers whose random value is less than or equal to \( p \) will send feedback to the source via unicast. This mechanism reduces the number of feedback received by the source. Figure 1 illustrates the probabilistic-polling-based method.

This method is best modeled using binomial estimation as defined in [18]. The polling query occurs over a series of polling rounds, \( t = 1 \ldots k \), where the response of each receiver, \( n \in \{1 \ldots N\} \), follows a random variable \( X_{t,n} \sim \text{Bernoulli}(p) \). At each polling query \( p_t \), a success event, i.e., a receiver sends a feedback, is defined as \( X_{t,n} = 1 \); otherwise \( X_{t,n} = 0 \). Then, the sum of these identically independent distributed (iid) Bernoulli trials represents the number of feedback \( Y \) received by the source, as

\[
Y_t = \sum_{t=1}^{kN} X_{t,n}.
\]

By this definition, \( Y \) is considered as a binomial random variable with parameters \((N, p)\): \( Y \sim \text{binomial}(N, p) \).
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**Fig. 1** Probabilistic-polling-based method; the left side illustrates the number of feedback \( Y \) acquired in each polling round \( t \), the right side illustrates the response of receivers.

2.1 Estimator

In order to estimate the size of a large multicast group using the probabilistic-polling-based method, the source can use a naive estimator. By this estimator, \( Y_t \), the number of feedback in each polling round \( t \), would be divided by the query probability \( p \). The naive estimate of multicast group size \( \hat{N}_t \) is given by

\[
\hat{N}_t = \frac{Y_t}{p}.
\]

In the case of a very large group size, the ratio \( Y/N \) of the number of feedback received to the group size will converge to \( p \) (follows the strong law of large numbers). However, when the query probability \( p \) is small, the estimate \( \hat{N}_t \) is very noisy, as emphasized by [4], and this estimator does not take into account the previous estimate. A better estimator that incorporates the previous estimate for making future estimates, as used by [22], is the Exponential Weighted Moving Average (EWMA) estimator, which is defined as

\[
\hat{N}_t = \alpha \hat{N}_{t-1} + (1 - \alpha) \frac{Y_t}{p}.
\]

The performance of this estimator has been analyzed in [23] and it is considerably better than the naive estimator used in their experiment. We also confirmed similar findings in a simulation (described later in Sect. 4), as shown in Fig. 2. In this simulation, we used \( p = 0.1 \) for both the estimators and \( \alpha = 0.8 \) for the EWMA estimator.

Figure 2 shows the probability \( p \) is the determining factor behind the feedback implosion. A constant \( p \) will lead to the feedback implosion problem if the value is not set appropriately. Even if \( p \) is set to an appropriate value for a certain multicast group size, significant changes in the multicast group size will make the \( p \) value no longer appropriate.
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**Fig. 2** Naive versus EWMA estimates using static \( p = 0.1 \) and \( \alpha = 0.8 \) for the EWMA estimator. The number of feedback messages is directly proportional to the number of receivers with a sampling factor \( p \). The inset picture shows that EWMA estimates are less noisy than Naïve estimates.
2.2 Feedback Response Time

In the probabilistic-polling-based method, the estimate can only be made at the end of the observation time. In most previous studies [4], [17], researchers used a fixed observation time (polling interval) that was equal to or twice the common round trip time (RTT). However, the RTT varies depending on the location where a sender and the receivers are located in the networks.

Nonnenmacher [16] based on Wei [24] stated that receivers’ RTT distribution as seen by a multicast source roughly follows a beta distribution. We express the RTT distribution as a beta distribution. We express the receivers’ RTT distribution as seen by a multicast source as a beta distribution. We express the RTT distribution roughly follows a beta distribution as seen by a multicast source.

$$Y \sim \text{binomial}(N, p),$$

mentioned in Sect. 2, has an expected value $E[Y] = Np$ and standard deviation $SD(Y) = \sqrt{Np(1-p)}$ [25, pp.144–145]. According to the well-known De Moivre-Laplace limit theorem, when $N$ is large ($N \rightarrow \infty$), a binomial random variable with parameters $N$ and $p$ will have approximately the same distribution as a normal random variable with the same mean and standard deviation as the binomial, $Y \sim \text{normal}(Np, \sqrt{Np(1-p)})$.

This approximation, in general, will give good approximation as long as $5 \leq Np \leq N - 5$ [26].

In an estimation with a single polling round using normal approximation, the number of feedback should not be close to 5 [27, p.18]. Therefore, we propose a method to always maintain the number of feedback to a value greater than 5 by changing the probability $p$ in the subsequent polling rounds. As expressed in Eq. (2), the ratio $Y/N$ will converge to $p$; therefore, adjusting the value of $p_t$ will trigger the incoming feedback $Y$. Let $rd$ be a target value; then, $p_{t+1}$ is defined as follows:

$$p_{t+1} = p_t \frac{rd}{Y_t}. \quad (4)$$

Hence, the number of feedback on the next polling round, $Y_{t+1}$, is expected to be around $rd$. However, $Y$ is a normal random variable, thus it will always change even when $N$ does not change. Let $Np = rd$ be the expected value $E[Y]$, hence the interval estimator for $Y$ at a level of confidence $1 - \alpha$ is thus:

$$\left[ rd-(0.5+z_{\alpha/2})\sqrt{rd(1-p)}, rd+(0.5+z_{\alpha/2})\sqrt{rd(1-p)} \right]. \quad (5)$$

The constant 0.5 is a continuity correction attributed to the normal approximation when approximating a discrete distribution, such as a binomial distribution [25, p.206]. This continuity correction gives a more accurate approximation, especially for small $N$. The $z_{\alpha/2}$ ($\Phi(z_{\alpha/2}) = 1 - \alpha/2$) is a two-sided confidence interval value from standard normal. To avoid frequent changes of $p$ that could deteriorate the estimation $\hat{N_t}$, we refine Eq. (4) to include boundary conditions as follows:

$$p_{t+1} = \begin{cases} 
    p_t, & Y_{\min} \leq Y_t \leq Y_{\max} \\
    p_t \frac{rd}{Y_t}, & \text{otherwise},
\end{cases} \quad (6)$$

where $Y_{\min}$ and $Y_{\max}$ denote the lower and upper bounds in Eq. (5). From this equation, $p$ will change only when $Y_t$ crosses the boundary; with large $z_{\alpha/2}$ prevents unnecessary changes in $p$. With these $p_t$ and $Y_t$, we can then calculate $\hat{N_t}$. By means of this approach, the number of expected feedback can be maintained around the anticipated reference value regardless of the dynamics of multicast group size.

3.2 Adaptive Observation Time

As discussed in Sect. 2.2, we assumed that the delay distribution roughly follows a beta distribution and the observation time in each polling round should be long enough to
include all, or at least almost all, feedback. First we use a normal approximation to the collected RTTs of feedback samples in each polling round; below we refine the approximation. Therefore, we define the observation time of the next polling round $t + 1$ as

$$T_{t+1} = E[RTT_t] + z_α SD(RTT_t), \quad (7)$$

where $z_α$ ($Φ(z_α) = 1 - α$) should be chosen sufficiently large such that all – or at least almost all – feedback is captured by the next observation time period, $T_{t+1}$. For example $z_α = 3.54$ (obtained from the one-sided confidence interval of a standard normal table) will cover approximately 99.98% of the normal approximation distribution.

However, the normal approximation in Eq. (7) may ignore the late feedback responders when the RTT distribution tends to $beta(a, b)$ with $a < b$ as in Fig. 3. To solve this problem, we propose a correction technique in which the $RTT_t$ is still being monitored during the on-going polling round $t + 1$. Therefore, we refine Eq. (7) to be as follows:

$$T_{t+1} = \begin{cases} \max(RTT_t), & \text{if } RTT_t \text{ exists at } t + 1 \\ E[RTT_t] + z_α SD(RTT_t), & \text{otherwise}. \end{cases} \quad (8)$$

We call this the adaptive observation time. The simulation and analysis of this adaptation technique in Sects. 4.2 and 5.2 show how this adaptive observation time contributes to the estimation accuracy.

### 3.3 Initialization

We take into consideration the initialization period in this adaptive solution. We start polling conservatively with a low query probability $p_0$, assuming $N_0 \approx 10^6$, with a reasonable observation time $T_0 = 1$ s. The query probability $p$ and the observation time $T$ will gradually change according to Eq. (6) and Eq. (8).

In summary, our proposed adaptive method determines the optimal values of $p$ and $T$ that reflect the dynamics of the multicast group size and network response times, respectively. Combined with the estimator defined in Eq. (3), this adaptive method provides an estimation of a large multicast group size, prevents the possible occurrence of feedback implosion, and achieves a fast estimate time.

### 4. Simulation

In this section, we investigate the robustness of the method and try to identify the situations in which it works well/poorly. We have performed two types of simulations to show the adaptiveness of our approach.

In the first simulation, we wrote an original simulation program in C that took into account the multicast join and leave model; the selected estimator in this case was EWMA Eq. (3). The size of multicast group at a particular time can be calculated on the basis of the join and leave events of receivers. The generic representation of the number of receivers $N(τ)$, or equivalently, the size of multicast group at time $τ$ can be defined as follows:

$$N(τ) = \sum_{i=1}^{∞} 1(J_i ≤ τ ≤ J_i + D_i), \quad (9)$$

where $J_i$, $D_i$ and $J_i + D_i$, respectively, denote the join time, the duration of participation and the leave time of the receiver $i$. According to the model in [28], we consider an exponential distribution for the join time and the duration of participation of receivers used in Eq. (9). With this model we could generate the dynamics of multicast group size in the simulation.

In the second simulation, we wrote a simulation program that includes heterogeneous RTT which follows a beta distribution, as discussed in Sect. 2.2.

#### 4.1 Adaptiveness of $p$

We performed the first simulation to show how our method cope with the dynamics of multicast group size with a defined target value, rd. Through this simulation program, we were able to propose our adaptive method for solving the possible feedback implosion problem in probabilistic-polling-based method.

The target value rd must first be determined for the adaptive query probability in Eq. (6). The value of rd should be sufficiently large (more than 5) to achieve good estimation accuracy (the larger the rd value, the higher will be the estimation accuracy). Moreover, the rd value should also reflect the consideration of the feedback rate that can be handled by the sender to avoid feedback implosion. Suppose that a sender can receive feedback at rates of up to 256 kbit/s, where the size of each feedback packet is 128 bytes. Hence, the number of feedback should be less than 250 packets per second.

In our simulation, we conservatively set $rd = 160$ and the observation time $T = 1$ s. If we assume that $N_0 \leq 10^6$ (as considered in Sect. 3.3) and $Np \approx rd$ at $τ = 0$, we can begin an initial polling round with a probability polling query, $p_0 = 0.00016$. We then calculate the boundary values using Eq. (4) with $z_{0.9999} = 3.72$; thus we obtain $Y_{min} = 112$ and $Y_{max} = 207$ (less than 250 packets per second) for the first polling round. We used these values to perform our first simulation.

Figure 4 shows the estimation results obtained using the EWMA estimator with our adaptive probabilistic polling query technique, where the feedback has a mean close to $rd = 160$. As also shown in this figure, the parameter $p$ in each polling round gets adjusted accordingly whenever the number of feedback goes outside $[Y_{min}, Y_{max}]$.

#### 4.2 Adaptiveness of $T$

We performed the second simulation with a constant 20,000 receivers for 10 polling rounds. The simulation uses a constant $p = 0.008$ and an initial polling interval $T_0 = 1$ s. $RTT$
distribution is generated from $\beta(2, 6)$ random values at intervals $1 - 1500$ ms and $z_r = 3.54$ is used for the adaptive observation time as described in Eq. (8). In Fig. 5, we evaluated the use of adaptive observation time in adapting to the dynamics of RTT and also compared the effect on the estimation accuracy with the use of fixed observation time interval $T = 1$ s.

As indicated in Fig. 5, the adaptive observation time adaptively follows the dynamics of receivers latency. The fixed observation time ($T = 1$ s) results in a higher estimation error compared to the adaptive observation time, because it ignores feedback arriving after the observation time.

5. Analysis

In this section, we analyze the results of the simulations described in Sect. 4.

5.1 Feedback Rate and Estimation Accuracy

The simulation result presented in Fig. 4 shows that our method could successfully maintain the feedback average at around the reference target value. The average feedback rate is 155.027 packets per second; this value is well below the limit set in Sect. 4.1, namely, 250 packets per second. Further, only 0.602% of the polling rounds triggered the changes in $p$, in which the number of feedback was out of the boundary values.

The sender can anticipate the incoming rate of feedback, therefore feedback implosion could be avoided. At the same time, as shown in Fig. 6, $rd$ also influences the estimation accuracy. If a sender is able to handle a high feedback rate, then a high value of $rd$ could be defined to achieve a more accurate estimation.

We also performed several simulation instances using the same simulation program as in Sect. 4.1 to analyze the estimation accuracy of our adaptive probabilistic polling query under various $rd$ values and confidence levels.

We analyzed the data of 20 simulation instances using the 99.98% confidence level with various $rd$ values. The estimation accuracy analysis in Table 1 reveals that the estimation accuracy remains almost unchanged on increasing the confidence levels from 68.28% to 99.98% with $rd = 160$ and that the changes in $p$ decreases as the confidence level increases. When the
Table 1  Estimation errors vs confidence level.

| Confidence Level with rd = 160 | 68.28% | 95% | 99% | 99.98% |
|-------------------------------|-------|-----|-----|--------|
| Mean(%)                      | 2.112 | 2.118 | 2.130 | 2.124  |
| SD(%)                        | 0.356 | 0.359 | 0.360 | 0.360  |
| # p changes                  | 6506.50 | 2080.10 | 742.75 | 84.20 |

Fig. 7  Estimation accuracy using the adaptive observation time and using the fixed observation time interval on different RTT distributions. Receivers latency are distributed within an interval of 1 – 1500 ms and for fixed observation time, \( T = 1 \) s is used.

Confidence level of the two-sided interval is 99.98%, the number of changes in \( p \) is the smallest and the mean and standard deviation of the percentage of relative errors are 2.124% and 0.360%, respectively.

5.2 Observation Time and Estimation Accuracy

The simulation results in Fig. 5 show that the adaptive observation time adaptively follows the dynamics of feedback response times. We then evaluated the use of the adaptive observation time and the use of fixed observation time interval on the accuracy of estimation. Using three types of receivers latency distribution, \( \text{beta}(2, 6) \), \( \text{beta}(6, 6) \), and \( \text{beta}(6, 2) \), according to Sect. 2.2, the adaptive observation time always gives lower estimation errors compared to the fixed observation time interval, as shown in Fig. 7. In conclusion, using a fixed observation time will have low estimation accuracy if the value \( T \) does not cover the majority of samples.

The initial polling interval time \( T_0 = 1 \) s for the adaptive observation time affected the estimation accuracy whenever most of the feedback latencies are more than one second and obviously many feedback messages were ignored. Since the EWMA estimator is used, where previous estimates influenced the on-going estimate, the slope of estimation errors in the beginning of polling rounds is visible in Fig. 7 and indicates a transient state of estimation. The estimation accuracy then improved in the following polling rounds, since the use of adaptive observation time avoids ignoring feedback as much as possible.

5.3 Performance Comparison

We used the EWMA estimator along with our adaptive polling query method in all previous simulations. We now compare the estimation results between two static probabilistic-polling-based methods and our adaptive method. To obtain a representative comparison, we performed 20 simulations using adaptive probabilistic-polling-based methods with Alouf’s estimator [4, Eq. (24)] and EWMA estimator. However, in order to use Alouf’s estimator, we need to know the average group size under the steady-state condition \( \rho \) and the mean service rate \( \mu \) in advance, which is very difficult under real-case conditions. In our analysis, we extracted \( \rho \) and \( \mu \) from the real group size generated in our adaptive method simulations and then performed simulations using Alouf’s estimator. Finally, the performance of these three simulations are presented as an average of estimation relative errors in Fig. 8.

Estimation error spikes were observed in the transient state periods in the case of all estimators; moreover in the transient state periods, Alouf’s estimator performed worse in both conditions. From the relative errors table shown in the inset of Fig. 8, we infer that the estimation errors of the adaptive probabilistic-polling-based method are comparable to those of the static polling-based methods under all simulation conditions, especially in the transient state periods.

Alouf’s estimator is superior to the other estimators during steady-state period only if the parameters \( \rho \) and \( \mu \) can be determined in advance, as confirmed in Fig. 8. These two important parameters, as discussed in [23], may be estimated by the source through several probes by letting the newly arrived receivers send a “hello” message and, in a similar way, by letting receivers probabilistically send a “goodbye” message when leaving the session. However, the
best method for finding these parameters without sacrificing the convergence estimate times has still been a research question.

5.4 Parameter Setup

In this subsection, we summarize the parameter values used in our simulation. As discussed in Sect. 4.1, the boundary values are derived from Eq. (5), and using a 99.98% confidence level of the two-sided interval from the standard normal distribution table, we obtain $z_{0.9999} = 3.72$. From the simulation results described in Sect. 4.1, it was observed that only 0.602% of the polling rounds triggered the changes in $p$, in which the number of feedback was out of the boundary values; therefore, we believe that the value of $z_{0.9999}$ is suitable for our method, as $p$ does not change unless there is a significant change in $N$. Meanwhile, $p_{0}$ and $rd$ can be changed according to the feedback implosion avoidance requirement and the assumption of $N_{0}$. In this research, we used $p_{0} = 0.00016$ and $rd = 160$; thus Eq. (6) becomes

$$P_{t+1} = \begin{cases} p_{t}, & Y_{\min} \leq Y_{t} \leq Y_{\max}, \\ \frac{160}{p_{t}Y_{t}}, & \text{otherwise,} \end{cases}$$

where $Y_{\min} = 159.5 - 3.72 \sqrt{160(1-p_{t})}$ and $Y_{\max} = 160.5 + 3.72 \sqrt{160(1-p_{t})}$. To calculate the observation time $T_{t}$, we use Eq. (8) and we set $T_{0}$ to 1 s, as described in Sect. 4.2. The change in $T$ is given by

$$T_{t+1} = \begin{cases} \text{Max}(RTT), & \text{if } RTT \text{ exists at } t + 1 \\ E[RTT] + 3.54 \times SD(RTT), & \text{otherwise,} \end{cases}$$

where the constant 3.54 is obtained from the one-sided confidence interval of the standard normal table with 99.98% confidence level. These values in the adaptive probabilistic polling query Eq. (10) and the adaptive observation time Eq. (11) are defined as the reference parameters setup for our experimental implementation.

6. Experimental Implementation

We implemented and evaluated our proposed adaptive estimation method on the PlanetLab testbed [29] with following objectives:

- to evaluate our adaptive estimation method, and
- to analyze the implementation results.

6.1 Implementation

We installed a receiver daemon on 100 stable PlanetLab nodes. In order to generate a large group size (large number of receivers), each PlanetLab node run a daemon that randomly emulates up to 1000 virtual receivers. The generation of the emulated group size depends on each virtual receiver’s join and leave times. Similar to what we did in our simulation, we incorporated an exponential join and leave time distribution. Approximately 100,000 virtual multicast receivers were emulated in our PlanetLab testbed.

We ran our receiver program on each PlanetLab node. This program listened to a UDP port and responded to the sender’s polling queries. For evaluation purposes, each of the 100 PlanetLab nodes sent information to the sender about the total number of emulated receivers and the number of sampled receivers in each polling round. A random delay ranging from 0 to 600 ms was introduced to each virtual receiver before replying to a query from the sender. This delay is to emulate the heterogeneous link delay for each virtual receiver. Hence, we can expect to gain some insight into the dynamics of the response times from this implementation.

At a sender node, the reference adaptive parameters (the adaptive probabilistic polling query and the observation time) described in Sect. 5.4 were used and implemented with the EWMA estimator. A host running Linux at our lab acted as a sender and was connected to the PlanetLab network. Multicast communication from this sender was emulated by sending each query packet to all nodes simultaneously. The process of packets reaches all receivers was considered as an emulation of flooding process in the multicast routing protocol. We used the same packet size, i.e., 64 bytes, for the polling query and the polling reply. Since we used IP and UDP, the feedback packet size in the network was 92 bytes.

6.2 Evaluation

We successfully generated nearly 70,000 simultaneous receivers at the peak level for the validation of our adaptive method. Furthermore, the implementation results are in complete agreement with the simulation results.

Figures 9 and 10 show that our method can successfully control the number of expected feedback to around the defined reference value. Figure 9 shows that 98.9% of the feedback are within the boundary values. This behavior indicates that the query probability changed adaptively according to the number of feedback received by the sender. The observation times also adaptively changed according to the feedback response times, as shown in Fig. 10. This adap-
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tiveness of the observation time indicates that the estimate convergence times were achieved in the granularity of the network response times.

We repeated the experiment 10 times and analyzed the collected data. The estimation errors were below 10%, as shown in Fig. 11. The estimation error follows the relative rate of change in the real group size. Moreover, upon close inspection, we suspect that the parameter \( \alpha = 0.8 \) in the case of EWMA estimator is not optimal for the group size distribution obtained in our experiment, especially when the group size was decreased significantly in a short time periods.

Figure 12 shows a snapshot of the incoming feedback traffic as measured at the sender’s network interface. This snapshot of feedback traffic was captured during one of the experiment runs, in which it confirms the similar pattern to what we observed in the number of received feedback in Fig. 10. Thus, from these implementation results, we can infer that the adaptive parameters setup prevents feedback implosion very well.

7. Related Work

We have analyzed the problem in probabilistic-polling-based on estimating very large group size in multicast-capable network environment by considering the dynamics of multicast group size and feedback response times. The probability polling query \( p \) is an important scaling parameter that can either cause or prevent feedback implosion, while the polling interval \( T \) is an important parameter to appropriately follow the dynamics of feedback response times.

Bolot et al. [17] estimated the group size of a multicast group using the mechanism of soliciting feedback through a series of polling rounds until the sender receives the responses. Their mechanism uses an incremented probability \( p \) from \( 2^{-16} \), polling is stopped after a reply is received or when the value of \( p \) has reached 1.0. The observation timer is set to two times the largest RTT. If the timer expires, the sender initiates the next polling round with a new \( p \). It prevents feedback implosion when the number of receivers is less than or equal to \( 2^{16} \). Yet, this approach has several disadvantages, including low estimation quality, slow estimation (several polling queries), and possible occurrence of feedback implosion. Moreover, the approach does not consider the dynamic nature of the multicast group size.

Nonnenmacher and Biersack [16] proposed an intelligent feedback suppression using a timer-based technique that is applied to all receivers. This approach was proven to be scalable up to \( 10^6 \) in their simulation. They estimated the number of receivers based on the received feedback messages only from a single polling round; however, with an increase in the number of receivers, the convergence estimate times become slow. It has a low estimator quality since it is biased whenever the group size increases. Liu and Nonnenmacher [19] extended this work [16] by adding the closed form of the estimator, and they derived the estimator bounds using Poisson approximation in order to obtain a more accurate estimator for a multicast group size.

Friedman and Towsley [18] analyzed the research results of [16], [17] and proposed a refined algorithm to im-
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Adaptive query probability and observation times.
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Estimation accuracy.
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A snapshot of the incoming feedback traffic as measured at the sender’s network interface.
prove the estimation quality. They mapped their analysis of the polling-based method into binomial \((N, p)\) estimation model to add a more accurate estimator by carrying out several rounds of polling before estimating the group size until a minimum number of feedback was received. While their estimator quality is good, the convergence estimate time is slow. Moreover, they did not consider the dynamic nature of the multicast group size.

Alouf et al. [4] proposed a refinement of the former research by defining an unbiased estimator and by applying Kalman filter theory to obtain more accurate estimation results. Moreover, they used a polling round at every observation step \(nT\) (larger than the largest RTT) with static probability \(p\), in which an estimate of the dynamics of multicast group size was performed at the end of each polling round. However, they have an open issue on determining the optimal values selection for the probability \(p\) and the observation time \(T\). These values were heavily influenced of a good estimation.

8. Conclusion and Future Work

In this paper, we presented our contribution to the probabilistic-polling-based approach by providing an adaptive mechanism to follow the dynamics of multicast group size and feedback response times. Our method improves the static probabilistic polling methods by relying on the properties of the binomial estimation model to derive an adaptive polling query. In addition, we have included an observation time that takes into account the network response times in each polling round. We have evaluated our proposed adaptive estimation method through simulations and by an actual implementation over a wide-scale network using the PlanetLab testbed. We conclude that our adaptive estimation method achieves a good balance between estimation convergence time, estimation accuracy and scalability.
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