Classical benchmarking of Gaussian Boson Sampling on the Titan supercomputer
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Abstract
Gaussian Boson Sampling (GBS) is a model of photonic quantum computing where single-mode squeezed states are sent through linear-optical interferometers and measured using single-photon detectors. In this work, we employ a recent exact sampling algorithm for GBS with threshold detectors to perform classical simulations on the Titan supercomputer. We determine the time and memory resources as well as the amount of computational nodes required to produce samples for different numbers of modes and detector clicks. It is possible to simulate a system with 800 optical modes postselected on outputs with 20 detector clicks, producing a single sample in roughly 2 h using 40% of the available nodes of Titan. Additionally, we benchmark the performance of GBS when applied to dense subgraph identification, even in the presence of photon loss. We perform sampling for several graphs containing as many as 200 vertices. Our findings indicate that large losses can be tolerated and that the use of threshold detectors is preferable over using photon-number-resolving detectors postselected on collision-free outputs.
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1 Introduction

The first generation of programmable quantum devices is emerging. This has led to an increased interest to understand their practical applications and their potential to surpass the capabilities of traditional computers [1,2]. Classical simulation algorithms
play an important role in this development: They can be used to benchmark the correctness of quantum algorithms and to set the bar of performance for quantum computers [3–7].

In photonic quantum computing, Boson sampling is a sub-universal model where indistinguishable single photons are sent through linear optics interferometers and their output ports are recorded using single-photon detectors [8–11]. Despite its conceptual simplicity, it is believed that simulating the behavior of a boson sampling device requires exponential time on a classical computer [8,12]. This standard boson sampling model requires single-photon sources, which are challenging to realize experimentally at a large scale. Consequently, other variants of boson sampling have been proposed where the inputs are squeezed states, which are more amenable to implement in practice. Examples of these models include scattershot boson sampling [13–15] and Gaussian Boson Sampling (GBS) [16,17]. Notably, it has been shown that GBS has applications in quantum chemistry [18–20], optimization [21,22], and graph theory [23].

Alongside these theoretical and experimental developments, significant progress has been made in designing classical algorithms for simulating boson sampling. In Ref. [24], a Markov chain Monte Carlo algorithm for approximate boson sampling was introduced, capable of significantly outperforming strategies based on a brute force calculation of the probability distribution. This result was improved in Ref. [25], where an exact boson sampling algorithm was proposed having the same asymptotic complexity as the algorithm of Ref. [24], but lower runtime for fixed problem sizes.

Both of these algorithms rely on special properties of the matrix permanent, which characterizes the probability distribution of standard boson sampling with single-photon inputs. These algorithms have not been extended to other boson sampling models, whose probability distributions are described by different matrix functions. Instead, Ref. [26] introduced a physically motivated and exact classical algorithm for GBS with threshold detectors. These are detectors that register a click when one or more photons are observed, but are incapable of resolving photon number. The GBS distribution with threshold detectors approximates conventional GBS with photon-number-resolving detectors when the probability of more than one photon reaching a given port is small, i.e., so that samples are collision free.

In this work, we employ the classical algorithm of Ref. [26] to perform classical simulation of GBS with threshold detectors. We determine the time and memory resources as well as the amount of computational nodes required to produce samples for different numbers of optical modes and detector clicks. The computational resources required to implement the algorithm increase exponentially with the number of detector clicks and polynomially with the number of modes. Therefore, for large system sizes, the simulation becomes intractable for traditional desktop computers. For such simulations, we employ the Titan supercomputer housed at Oak Ridge National Laboratories. We employ distributed memory parallelization using the message passing interface (MPI) protocol together with OpenMP multi-threading for increased performance, thus fully exploiting the capabilities of the supercomputer. This allows us to push the limits of a full simulation of GBS for a system of 800 modes, postselecting on outcomes with 20 detector clicks using 240,000 CPU cores, producing a single sample in roughly 2 h.
Additionally, we employ our simulations to study the performance of a recently proposed method of using GBS for dense subgraph identification [21]. We first study a small graph of 30 vertices with a planted densest subgraph of 10 vertices. Our simulation results show that using threshold detectors significantly increases the performance compared to photon-number-resolving detectors that are postselected on collision-free samples. This indicates that threshold detectors, besides being experimentally appealing due to their low cost and room-temperature operation, can lead to better results for specific applications. We also simulate sampling from this graph in the presence of photon loss. We find that significant improvement compared to classical sampling remains even in the presence of losses as large as 6 dB. Finally, we use our simulations to find dense subgraphs of a graph of 200 nodes from the DIMACS dataset [27].

The paper is organized as follows. In Sect. 2, we briefly review the algorithm introduced in Ref. [26] for GBS with threshold detectors. In Sect. 3, we analyze the memory and runtime requirements of the algorithm and discuss the benchmarking results using the Titan supercomputer to produce samples of various system sizes. In Sect. 4, we employ the simulations for dense subgraph identification. We conclude with a discussion of our results in Sect. 5.

2 The algorithm

In this section, we detail the classical algorithm introduced in Ref. [26] to simulate GBS with threshold detectors. Consider a GBS device with $\ell$ modes. The main idea of the algorithm is that, even though the positive-operator-valued measure (POVM) element representing a click is non-Gaussian, it can be written as the difference of two Gaussian operators. Thus, whenever the POVM element corresponding to a click is applied to a Gaussian state, it is possible to represent the conditional state of the remaining modes as the difference of two Gaussian states. Given the linearity of the action of the measurements on a quantum state, the aforementioned result generalizes to a linear combination of several Gaussian states when more clicks are detected.

Before presenting the algorithm in detail, we introduce useful notation related to Gaussian states. An $\ell$-mode Gaussian state is uniquely characterized by a $2\ell \times 2\ell$ covariance matrix $V$ and a vector of means $\bar{r}$. These quantities are defined as the following expectation values on the Gaussian state $\rho$:

$$V_{ij} = \frac{1}{2} \langle \Delta \hat{r}_i \Delta \hat{r}_j + \Delta \hat{r}_j \Delta \hat{r}_i \rangle_{\rho},$$

$$\Delta \hat{r} = \hat{r} - \bar{r},$$

$$\bar{r} = \langle \hat{r} \rangle_{\rho} = \text{Tr} \left( \hat{r} \rho \right),$$

$$\hat{r} = (\hat{x}_1, \hat{p}_1, \ldots, \hat{x}_\ell, \hat{p}_\ell)^T,$$

where $\hat{x}_j$ and $\hat{p}_k$ are the canonical quadratures of the modes satisfying the commutation relation $[\hat{x}_j, \hat{p}_k] = 2i \delta_{j,k}$, where we have set $\hbar = 2$. Having set up the notation for covariance matrices, we write $\rho(V, \bar{r})$ to identify the Gaussian state with covariance matrix $V$ and vector of means $\bar{r}$. 

\[ \text{Springer} \]
The algorithm is based on a sequence of measurements on the output ports of the device. Each time a mode is measured, and the new state is computed via the following update rule. Upon measuring the $\ell$th mode of an $\ell$-mode state that is a linear combination of $M$ Gaussian states, we obtain an $\ell - 1$ mode state. If a click is recorded, the new state can be expressed as a linear combination of $2M$ Gaussian states. If no click is recorded, it is a linear combination of $M$ Gaussian states. Thus, each click gives rise to a doubling of the number of states that must be recorded. Sequential measurements on all modes then gives a string of click events, namely a measurement sample. More precisely, the update rule proceeds as follows:

- **Input:** an $\ell$-mode state

  $$\rho_\ell = \sum_{k=1}^{M} a_k \rho_{\ell,k}(V_k, \bar{r}_k),$$  

  that is a linear combination of Gaussian states $\rho_{\ell,k}(V_k, \bar{r}_k)$.

- For each element of the linear combination $k$, decompose the covariance matrix as

  $$V_k \rightarrow \begin{bmatrix} V_{A,k} & V_{AB,k} \\ V_{AB,k}^{T} & V_{B,k} \end{bmatrix}, \quad \bar{r}_k \rightarrow \begin{bmatrix} \bar{r}_{A,k} \\ \bar{r}_{B,k} \end{bmatrix},$$

  where $V_{A,k}$ is a $2(\ell - 1) \times 2(\ell - 1)$ matrix describing modes 1 to $\ell - 1$ and $V_{AB,k}$ is a $2(\ell - 1) \times 2$ matrix describing the correlations between modes 1 to $\ell - 1$ and mode $\ell$. Finally, $V_{B,k}$ is a $2 \times 2$ matrix describing mode $\ell$, the mode being measured.

- Calculate the update rules for the case where no click is detected

  $$V'_{A,k} \rightarrow V_{A,k} - V_{AB,k}(V_{B,k} + I_2)^{-1}V_{AB,k}^{T},$$  

  $$\bar{r}'_{A,k} \rightarrow \bar{r}_{A,k} - V_{AB,k}(V_{B,k} + I_2)^{-1}\bar{r}_{B,k}.$$  

- Calculate the click probability:

  $$p = \sum_{k=1}^{M} a_k q_k, \quad \text{with} \quad q_k = \frac{2e^{-\bar{r}_{B,k}^{T}(V_{B,k} + I_2)^{-1}\bar{r}_{B,k}}}{\sqrt{\det(V_{B,k} + I_2)}}.$$  

- Flip a coin with bias $p$.

- If a click is obtained, then

  $$\rho_{\ell-1} \rightarrow \sum_{k=1}^{M} a_k \frac{\rho_{\ell-1,k}(V_{A,k}, \bar{r}_{A,k}) - q_k \rho_{\ell-1,k}(V'_{A,k}, \bar{r}'_{A,k})}{1 - p}.$$
Fig. 1 Memory (left panel) and Titan compute nodes (right panel) required to generate a sample, plotted with respect to the number of steps \( k \) in the algorithm for a device with \( \ell = 800 \) modes and \( m = 20 \) clicks. Each curve corresponds to a different random sample and jumps in each curve mark a click. Typically, \( 10^3 - 10^4 \) GB of memory and \( 10^2 - 10^4 \) Titan compute nodes are needed to simulate samples with 20 clicks in a device with 800 modes (Color figure online)

otherwise

\[
\rho_{\ell-1} \rightarrow \sum_{k=1}^{M} \left( \frac{a_k q_k}{p} \right) \rho_{\ell-1,k}(V'_{A,k}, \bar{r}'_{A,k}).
\]  

(7)

- At the end of this update rule, we end up with an \( \ell - 1 \) mode state. If no click is recorded, the state is described as a linear combination of \( M \) Gaussian states. If a click is recorded, the \( \ell - 1 \)-mode state is described using \( 2M \) Gaussian states.

If the initial state is just a Gaussian state then \( M = 1 \). As the algorithm progresses and \( m \) clicks are detected, \( 2^m \) Gaussian states are required to describe the conditional state since each click doubles the number of Gaussian states in the linear combination. As shown in Ref. [26], when \( m \) clicks are detected, the complexity of the algorithm is \( O(\ell^2 2^m) \) for a system of \( \ell \) modes. Thus, this algorithm is best suited to simulating settings involving a large number of modes and comparatively few detector clicks.

3 Benchmarking

Before discussing the numerical implementation of the algorithm, we estimate the associated computational resource requirements. Recall that the algorithm is based on sequential measurements, each one yielding a new conditional state for a subsequent measurement. Therefore, advancing to the next step requires storing the covariance matrix and the mean vector associated to the updated conditional state as well as evaluating the probability of click in the next measurement. Since the number of Gaussian states required to represent this conditional state increases exponentially with the number of clicks observed, the memory to store them and compute time to evaluate their sum also scales exponentially.

All numerical computations discussed in this paper are performed using the Titan supercomputer housed at the Oak Ridge National Laboratory. Titan is equipped with 18,688 compute nodes, each having 16 CPU cores and 32 gigabytes of memory.
Fig. 2 Histogram of walltimes (left panel) and average CPU hours (right panel) to simulate samples with various number of clicks $m$ and modes $\ell = 2m^2$. As shown in the left panel the walltime for a given number of clicks can vary depending on when the clicks are observed during the execution of the algorithms. If more clicks are observed earlier in the process, the walltime is higher. The average CPU hours, as shown in the right panel increases exponentially. Therefore, the algorithm discussed in this paper becomes intractable, even with supercomputers, for click sizes around $m = 25$ when $\ell = 2m^2$ (Color figure online)

Hence, with a total of 299,008 CPU cores and 598,016 gigabytes of memory, it has a 27 petaFLOPS of theoretical peak performance [28]. In the following, we discuss the memory and runtime requirements for the algorithm.

### 3.1 Memory

Consider an $\ell$-mode Gaussian initial state with covariance matrix $V$ of size $2\ell \times 2\ell$. For benchmarking purposes, we consider input states with 8 dB of squeezing and a linear optical network described by unitaries drawn from the Haar measure. For concreteness, we start the measurement at the $\ell$th mode. After measurement of this mode, we obtain the conditional state of the remaining $\ell - 1$ modes for the next measurement. If no click is observed, the conditional state remains Gaussian for the remaining modes with an updated covariance matrix of size $2(\ell - 1) \times 2(\ell - 1)$. On the other hand, if a click is observed, the conditional state for the remaining modes is given by a linear combination of two separate Gaussian states with covariance matrices of sizes $2(\ell - 1) \times 2(\ell - 1)$. Hence, each time a click is observed in the sequence of measurements, the number of covariance matrices needed to characterize the conditional state doubles. After $m$ clicks have been recorded at the $k$th step, the state for the next step will be given by $2^m$ covariance matrices, each of size $2(\ell - k) \times 2(\ell - k)$. At this stage, we need to store as many as $4(\ell - k)^2 \times 2^m$ matrix elements to represent the state. Furthermore, numerical simulations show that to obtain an accurate estimate of the probabilities, it is necessary to work with quad precision, which requires 16 bytes of memory to store one floating point number. Therefore, the total memory (in gigabytes) to store the covariance matrices corresponding to the state at the $k$th step is:

$$M_k(m) = \eta \times 4(\ell - k)^2 \times 2^m \times 16/2^{30} \text{ gigabytes}$$

$$= \eta 2^{m-24}(\ell - k)^2 \text{ gigabytes,} \quad (8)$$
where \( \eta \approx 2 \) is an overhead factor introduced to account for the temporary variables created during the execution of the algorithm.

Equation (8) dictates that the memory requirement increases exponentially with \( m \). For large enough \( m \) and \( \ell \), a local desktop computer is not sufficient to run the algorithm, since a large memory capacity is required. In order to overcome this issue, we use a distributed memory parallel implementation of the algorithm where covariance matrices are allocated over multiple compute nodes of a supercomputer (or a compute cluster). The evaluation of the sum in Eq. (5) is distributed over multiple compute nodes where each one performs a partial sum. Subsequently, at each step of the algorithm we accumulate different partial sums using the message passing interface (MPI) protocol. In addition, we employ OpenMP multithreading for enhanced speed in evaluating the partial sum at each node. Hence, the required computational resources in terms of number of compute nodes is decided by the memory requirement of the problem and the available memory at each node of the cluster. If each compute node has \( \mu \) gigabytes of memory, the number \( N \) of compute nodes required is at least

\[
N = \frac{M_k}{\mu},
\]

where \( M_k \) is the memory needed at step \( k \) during the computation. Each compute node of the Titan supercomputer has memory of \( \mu = 32 \) gigabytes and 16 cores.

Let us consider a GBS device with 800 modes. Figure 1 shows the memory and number of Titan nodes \( N \) used as we progress through different steps of the algorithm. We consider 10 different random samples with 20 clicks in each sample. Each time a click is observed, the number of covariance matrices double and so does the memory needed to store them. This is marked by jumps in each curve. A total of roughly \( 10^4 - 10^5 \) GB of memory and \( 10^3 - 10^4 \) nodes, each with 16 processors, are needed to generate a typical sample with 20 clicks in an 800-mode device.

It is noteworthy that the memory requirements are higher for samples in which more clicks appear in earlier steps of the algorithm. Therefore, for a sample of \( m \) clicks, the memory requirement would be highest if all clicks appear in the first \( m \) steps. Consider the following two scenarios for a system of \( \ell \) modes: (i) all \( m \) clicks are observed in the last \( \ell - m \) modes, and (ii) all \( m \) clicks are observed in the first \( m \) modes. In the former situation, because no doubling of the number of covariance matrices occurs for the first \( \ell - m \) modes, we only need to store a single covariance matrix at each step. Moreover, since the size of this matrix is equal to the number of remaining modes, it decreases with each measurement. Once clicks are detected, the number of covariance matrices increases exponentially, but they are small in size. Conversely, in the latter case, after measuring the first \( m \) modes we already need to deal with an exponential number of large covariance matrices, which requires significantly more memory.

### 3.2 Runtime

The runtime of the algorithm is dominated by the requirement to access and process the covariance matrices stored in memory during the execution of the algorithm. Thus,
runtime also scales exponentially with the number of clicks, with variations around the average runtime arising from whether most clicks are detected early or late in the algorithm. For benchmarking purposes, we fix the output in advance to have the desired number of clicks. From the perspective of the algorithm, this means that instead of flipping a coin with bias \( p \) as in Eq. (5), we set the outcome of this coin flip beforehand to a desired value. This allows us to more efficiently study the properties of the algorithm without the need to wait until a sample of the desired click size is randomly obtained.

Figure 2 shows histograms of walltimes (real user time between start and end of the simulation) to obtain a sample of various numbers of clicks \( m \). Here the position of the clicks was chosen uniformly at random. For each value of \( m \), there is a distribution of walltimes: Higher walltimes correspond to the cases for which most of the clicks are observed earlier in the execution of the algorithm. The right panel of Fig. 2 shows the average CPU hours as a function of number of clicks \( m \). It is evident that on average the CPU hours scale exponentially. A fit to these runtimes indicate that simulations of samples with \( m = 30 \) require \( 10^9 \) CPU hours, which is equivalent to the entire Titan supercomputer running for approximately 5 months, assuming the availability of sufficient memory.

### 3.3 Worst-case setting

We now consider the memory and runtime requirements in the worst-case scenario of all \( m \) clicks appearing in the first \( m \) modes. Figure 3 shows the computing resources needed to generate samples with different values of \( m \), with \( \ell = 2m^2 \). Tables 1 and 2 provide supporting numbers. Note that \( \ell = 2m^2 \) is the regime of small collision probability [8], where the effect of threshold detectors is minor compared to photon-number-resolving detectors [26]. The left panel shows the memory and Titan nodes
used for the simulations and the right panel shows the CPU hours and the walltime when appropriate number of compute nodes are utilized for parallel execution of the algorithm.

It is evident from the left panel that in order to meet the memory requirements of the simulations, an exponentially large number of compute nodes are needed. The walltime for running the algorithm can be brought down to approximately 2 h by using the appropriate number of compute nodes. For \( m = 20 \) and \( \ell = 800 \), a total of 8192 Titan nodes (131,072 processors) were employed—which is approximately 40% of the available CPUs on Titan—running for 2 h. Hence, a total of 240,000 CPU hours and approximately 100,000 gigabytes of memory were consumed (see Table 2). Therefore, a simulation of this algorithm with \( m > 22 \) and \( \ell = 2m^2 \) would be beyond the current capabilities the Titan supercomputer.

In the following section, we use the algorithm to generate samples for manageable problem sizes and study the application of these samples to dense subgraph identification.

### 4 Application: dense subgraph identification

We study an NP-hard optimization task known as the densest \( k \)-subgraph problem: given a graph \( G \) with \( n \) vertices, find the subgraph of size \( k < n \) with the largest number of edges [29]. This problem has a connection to clustering tasks that aim at finding highly correlated subsets of data, with applications in a wide range of fields such as data mining [30–33], bioinformatics [34,35], and finance [36].

It was shown in Refs. [21,22] that GBS can be employed to enhance classical algorithms for the densest \( k \)-subgraph problem. The main insight of this approach is that, using the encoding technique of Ref. [23], a GBS device can be configured to sample subgraphs in such a way that the probability of observing each subgraph is directly
correlated with its density. This leads to a sampling device that selects dense subgraphs with high probability, thus aiding in their identification. In this setting, the number of modes is equal to the number of vertices in the graph and subgraphs are identified by postselecting on collision-free samples and assigning vertices corresponding to the modes where clicks were detected.

Classical simulation algorithms can be used to quantitatively benchmark the improvement that can be attained when using GBS to find dense subgraphs. Previous simulation techniques were limited to graphs of a few dozen vertices and were incapable of including the effects of experimental imperfections such as photon loss [21]. Here, we employ the algorithm of Ref. [26] to simulate threshold GBS for a variety of instances.

### 4.1 Random graph with planted subgraph

We study the random graph of 30 vertices presented in Ref. [21], which is built as follows. First, a random graph of 20 vertices was created, where each edge was added with probability $p = 0.5$. Second, a planted random graph of 10 vertices was constructed with probability $q = 0.875$ of adding each edge. Finally, eight vertices were selected uniformly at random in both graphs and an edge was added between them to define a full graph of 30 vertices. This resulting graph has the property that the planted subgraph has the largest density among subgraphs of size 10, even though its vertices have a smaller degree than the average for the full graph. This makes the densest subgraph difficult to identify for algorithms based on vertex degree.

We study the performance of random search algorithms for identifying the planted subgraph, where the strategy is to randomly sample subgraphs and select the densest
Fig. 5 Enhancing random search using threshold GBS for dense subgraph identification in the brock200 graph [27] of Sect. 4.2. Here, the number of edges in the densest found 12 vertex subgraph is plotted against the number of samples, and lines correspond to sampling from different distributions. Results are averaged over 10 independent runs. We see that samples from threshold GBS (solid blue line) allow random search to outperform uniform sampling (dashed gray line). The densest subgraph of size 12 is known to be complete, with 66 edges, motivating the use of more advanced heuristics and the combination with threshold GBS. It took 30 gigabytes of memory for each samples, and in total 45,000 core hours to generate 260,000 samples of which we postselect approximately 10,000 samples with 12 clicks (Color figure online)

among all outputs. We compare three different strategies: (i) uniform sampling, (ii) GBS postselected on collision-free outcomes, i.e., outcomes where not more than one photon is detected in each mode, and (iii) GBS with threshold detectors. For threshold GBS, we also investigate the effect of losses, sampling with loss values of 1.2 dB (25%), 3.0 dB (50%), and 6.0 dB (75%). Note that the ability to simulate losses is a unique feature of the algorithm of Ref. [26].

The results are summarized in Fig. 4. As expected, both loss-free versions of GBS with photon-number-resolving (PNR) and threshold detectors outperform uniform sampling. Interestingly, GBS with threshold detectors performs noticeably better than PNR-based GBS with collision-free postselection. Indeed, threshold GBS consistently finds the planted graph after a few hundred samples. The effect of a threshold detector is equivalent to a postprocessing of the PNR outputs where events with two or more photons detected in a mode are considered as a single click in those modes. Thus, our results indicate that retaining collision outputs is beneficial for the purpose of dense subgraph identification, a task that is done automatically by threshold detectors. Moreover, a performance advantage persists for threshold GBS even in the lossy regime. Here, even with a loss of 6.0 dB, threshold GBS is comparable to PNR-based GBS with postselection and no losses.

In this example, we are interested in finding the densest subgraph of 10 vertices. The proportion of 10 click samples depends on the amount of loss, and we postselect on $4 \times 10^6$ samples yielding: 4.1% of samples for no losses, 3.2% for 1.2 dB loss, 2.0% for 3.0 dB loss, and 0.5% for 6.0 dB loss. Simulation of each of these cases needed approximately 1000 CPU hours and was completed in less than half an hour using 150 Titan compute nodes each having 16 CPU cores.
4.2 DIMACS graph

We now investigate the performance of GBS with threshold detectors for dense subgraph identification for a much larger graph of 200 vertices. We use the brock200 graph [27] of the DIMACS dataset and search for the densest subgraph with 12 vertices. The maximum clique, i.e., the largest complete subgraph, of this graph is known to be dimension 12, meaning that the densest subgraph has 66 edges. For a graph of this size, it is intractable to perform a brute force GBS postselected on collision-free outcomes.

We use approximately 30 gigabytes of memory for each sample and a total of 45,000 core hours to generate 260,000 samples. Out of these, 9000 samples with 12 clicks were postselected, which we use to compare the performance of random search using GBS with threshold detectors to uniform random search. The results are shown in Fig. 5. Here it can also be seen that, as expected, threshold GBS enhances random search. This simple sampling strategy, however, is unable to find the optimum subgraph of 66 vertices, showcasing the increased difficulty of dense subgraph identification for large graphs. In such cases, it is preferable to combine GBS with more advanced heuristics [21].

5 Conclusion

Our results constitute the largest simulation of GBS with threshold detectors to date. We have thus set a first goalpost for experiments aiming to build quantum devices capable of outperforming classical algorithms: They must be able to generate enough squeezing to observe more than 20 clicks on average over systems of several hundred modes. The difficulty of classically simulating GBS depends both on the expected number of clicks and the number of modes. The number of clicks in our simulations could thus have in principle been increased at the expense of a smaller number of modes. Regardless, fixing the number of modes as $\ell = 2m^2$, simulating a sample with $m > 22$ clicks is beyond the current capabilities of the Titan supercomputer.

The simulation algorithm of Ref. [26] is ideally suited for benchmarking near-term devices. First, it is an exact sampling algorithm: it generates samples from the GBS distribution, not an approximate one. Second, the algorithm can natively incorporate the effect of experimental imperfections, making it ideal to verify that the physical devices are working adequately and to test the performance of GBS for practical applications, namely identifying dense subgraph.

Currently, the bottleneck of the classical algorithm presented here is the memory usage, which restricts the maximum number of clicks that can be simulated for a given number of modes. Finding more efficient methods of memory allocation or altogether new algorithms is necessary to push simulation capabilities even further. Indeed, it is an important open question whether existing algorithms for boson sampling with indistinguishable single photons can be extended to GBS, where squeezed vacuum inputs are used. These techniques include an approximate algorithm [24] and an exact sampling algorithm [25]. The complexity of these algorithms is determined by hardness of computing the permanent of a matrix of size given by the number of photons.
and using supercomputers one can simulate a boson sampling event for approximately 50 photons [24,37]. For GBS, the complexity is determined by the hafnian of matrices with sizes equal to the number of clicks in the sample. Based on the results reported in Ref. [38], computing the hafnian of a $54 \times 54$ matrix requires approximately 1000 seconds on a supercomputer. Therefore, if the techniques of Refs. [24,25] could be extended to GBS, limits of simulations presented here can be potentially pushed further. So far such an extension is still an open problem.

A python version of the code designed to run on local desktop computers is available at [39]. Optimized code to run large simulations on a supercomputer can be made available upon written request to the authors.
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