Theory of Moiré Magnets and Topological Magnons
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We develop a comprehensive theory of twisted bilayer magnetism. Starting from the first-principles calculations of two-dimensional honeycomb magnet CrI₃, we construct the generic spin models that represent a broad class of twisted bilayer magnetic systems. Using Monte-Carlo method, we discover a variety of non-collinear magnetic orders and topological magnons that have been overlooked in the previous theoretical and experimental studies. As a function of the twist angle, the collinear magnetic order undergoes the phase transitions to the non-collinear order and the magnetic domain phase. In the magnetic domain phase, we find that the spatially varying interlayer coupling produces the magnetic skyrmions even in the absence of the Dzyaloshinskii–Moriya interactions. In addition, we describe the critical phenomena of the magnetic phase transitions by constructing the field theoretical model of the moiré magnet. Our continuum model well-explains the nature of the phase transitions observed in the numerical simulations. Finally, we classify the topological properties of the magnon excitations. The magnons in each phases are characterized by the distinct mass gaps with different physical origins. In the collinear ferromagnetic order, the higher-order topological magnonic insulator phase occurs. It serves as a unique example of the higher-order topological phase in magnonic system, since it does not require non-collinear order or asymmetric form of the interactions. In the magnetic domain phases, the magnons are localized along the domain wall and form one-dimensional topological edge mode. As the closed domain walls deform to a open network, the confined edge mode extends to form a network model of the topological magnons.

I. INTRODUCTION

After the discovery of superconductivity and correlated insulator phases in twisted bilayer graphene [1, 2], engineering moiré superlattices now becomes a novel platform for designing exotic material properties and correlated phases of two-dimensional materials [3–13]. One of the promising routes to generalize the moiré superlattice engineering is to consider the twisted bilayer of two-dimensional magnets. Understanding the spin systems in the moiré superlattice is a challenging problem since the single unit cell accompanies a large number of the spin degrees of freedom. In this regard, there have been both experimental and theoretical efforts in pursuit of understanding moiré magnets. The emergence of the non-collinear order and magnetic domain wall has been experimentally observed in twisted bilayer of chromium triiodide (CrI₃) using nitrogen-vacancy centers magnetometer [14] and magnetic circular dichroism [15]. Theoretical works have been also proposed using the effective continuum model description [16, 17], monolayer-substrate model, which assumes the fixed spins on the substrate layer [18–20], and the network model of untwisted domains [21].

Although there have been several studies in the theory of moiré magnetism, most of the previous works have relied on either continuum approximation or the effective model, which ignores the mutual interactions between the layers. Here, we provide comprehensive theory of the moiré magnetism by fully taking account of the lattice structure and mutual spin interactions between the two layers. Our study offers important guidance in future experiments of moiré magnetism by providing the following theoretical breakthroughs: (i) In our model, the mutual spin interactions between the layers are fully taken into account in the Monte-Carlo simulations. The resulting magnetic ground states are different from the previous predictions in substrate models. (ii) The implementation of the full lattice model explains the magnetic structures beyond the small twist angle regime, where the continuum models have focused on. (iii) We provide the topological band theory of the magnonic excitations, based on the full lattice model and magnetic symmetry groups.

The main goal of this work is to unveil the non-collinear magnetic orders of twisted bilayer magnet CrI₃ and provide a general theoretical framework that can be extended to various two-dimensional magnetic materials with different magnetic interactions and symmetries. By controlling the twist angle, we show that the collinear magnetic order in the aligned bilayer undergoes the phase transitions to the non-collinear domain, magnetic domain, and skyrmion domain phases. The development of the non-collinear magnetic order is based on the geometric property of a moiré superlattice that different local stacking regions coexist within a single moiré unit cell. In particular, our theory explains the recent experimental observation of the magnetic domains of CrI₃ [14], and therefore our comprehensive analysis will provide useful guidance for future experiments. Furthermore, by
considering the general spin model with different sets of the spin interactions and anisotropies, we explicitly show that our theory of non-collinear phase transition is applicable to other magnetic materials such as XXZ-type and Ising type magnets.

Chromium trihalide family represented by CrI$_3$ has gathered great interests for the controllable two-dimensional magnetism [22–44]. The bilayer CrI$_3$ exhibits the magnetic phase transitions from the interlayer ferromagnetism (FM) to the interlayer antiferromagnet (AFM) accompanied by the structural phase transitions of stacking patterns [22, 23, 30]. Such stacking dependent interlayer coupling poses an interesting physical scenario when the twisted bilayer is considered. In turn, twisted bilayer of the honeycomb magnet consists of local stacking patches, each of which interacts ferromagnetically (AB stacking) and antiferromagnetically (AB’ stacking) simultaneously [See Fig. 1]. The coexistence of the ferromagnetic and antiferromagnetic interlayer coupling generates the energetic competition between the collinear and the non-collinear magnetic ground states. In general, van der Waals magnets have weak interlayer couplings compared to the intralayer couplings. Nevertheless, we show that the sufficiently small twist angle stabilizes the non-collinear magnetic ground states, even when the strength of the interlayer coupling is arbitrarily small.

Another important hallmark of honeycomb magnet is the topological magnons associated with Dirac magnons [45–54]. Recently inelastic neutron scattering experiment explicitly observed the topological mass gap of the Dirac magnons in the bulk sample of CrI$_3$ [46]. In general, the magnetic ground state and the associated band topology of the magnons are highly dependent on the form of the interlayer couplings [55]. Here, we show that each of the magnetic phases we uncovered is characterized by massive Dirac magnon excitations with different physical origins. We find various topological magnonic phases depending on the underlying symmetries and ground states. In the collinear magnetic order, we find the higher-order topological magnonic insulator phase, in which the two-dimensional bulk topology characterizes the zero-dimensional corner magnon excitations [56–58]. In contrast to the previous proposals, we show that this HOTMI can also be well-stabilized without the aid of non-collinear orders or asymmetric interaction. In the magnetic domain phases, the interior and the exterior of the domain have different Chern numbers, where the domain wall harbors a confined one-dimensional topological edge mode excitations. Due to the confinement of the domain, the edge mode manifests as the flat band with the macroscopic degeneracy. As the geometry of the magnetic domains varies and the domain walls are connected each other, the confined edge mode extends to form a network model of the topological magnons.

This paper is organized as follows. In Sec. II, we consider the generic spin model of the twisted bilayer magnets. Based on the first-principles calculations, the effective spin model of twisted bilayer CrI$_3$ is constructed. In Sec. III, using Monte Carlo simulation, we clarify the magnetic phase transitions to the non-collinear orders as a function of the twist angle. In the small twist angles, we find the emergence of the non-collinear domain, magnetic domain, and skyrmion phases respectively. In particular, the skyrmion phase is stabilized in the absence of the Dzyaloshinskii–Moriya interactions (DMI) due to the peculiar spatial distributions of the interlayer couplings. We compare our results with previous experimental results. In Sec. IV, we construct the generic continuum field theoretical model and compare it with the results obtained from the numerical Monte Carlo simulation. In Sec. V, we use the linear spin-wave theory to describe the magnon excitations of each phase. We show that the distinct topological invariants characterize both collinear and non-collinear order found in Sec III. In the collinear phase, the higher-order topological magnonic insulator phase is found. In the non-collinear phase, the first-order topology manifests as the edge modes localized on the domain walls. In Sec. VI, we conclude our study by providing future research directions with the discussion of various van der Waals magnetic materials.

A. Lattice structures and symmetries of moiré superlattice

Starting from AA-stacked honeycomb bilayer of CrI$_3$ (point group D$_{3d}$), the rotation along one of the hexagonal center [see Fig. 1 (a)] and the subsequent lateral shift of one layer with respect to the other generate all possible commensurate moiré superlattice structures. The rotation is characterized by the commensurate twist angles, which is given as $\theta_{m,n} = \arccos \left[ \frac{1}{2} \sqrt{m^2+n^2+4mn} \right]$, where $m$ and $n$ are coprime integers [59, 60]. The twist results in an enlarged moiré unit cell with the lattice length $L = a_0 \sqrt{m^2+n^2+mn}$, where $a_0$ is the monolayer honeycomb lattice length. The area of the moiré unit cell has general tendency to diverge $A \sim 1/\theta^2$ ($L \gg a_0$) in the small angle limit of $\theta \to 0$.

The subsequent lateral shift by a vector, $\mathbf{d}_{\text{shift}}$, does not change the size of the moiré unit cell, but it further lowers the global point group symmetry. We classify the laterally shifted moiré superlattices of CrI$_3$ based on their point group symmetry [See Table III in Appendix A]. For example, when $\mathbf{d}_{\text{shift}} = 0$, the superlattice belongs to the point group D$_3$ by retaining the two rotational symmetry C$_{3z}$ and C$_{2z}$ along $z$ and $y$ axis, but the twist breaks $S_{0z}$ about the $z$ axis. This is different from the previously well-studied cases of the AA stacked twisted bilayer graphene (point group D$_6$) [61], since the non-magnetic iodine atoms break the two-dimensional rotation C$_{2z}$. An arbitrary lateral shift further breaks both C$_{3z}$ and C$_{2z}$. However, there exist special lateral shifts that restore both symmetries by moving the rotational axis and centers to the other sites within a single moiré unit cell. The number of such symmetry restoring points...
TABLE I. The parameters of the interlayer Heisenberg interaction in Eq. (2.2) obtained from the first-principles calculation of CrI₃.

| J₀ (meV) | J₁ (’’’’’) | J₀₀ (Å) | J₁₁ (’’’’’) | q₀ (Å⁻¹) | q₁ (’’’’’) |
|----------|-------------|---------|-------------|---------|---------|
| 0.1      | 0.5         | 0.1     | 0.3         | 0.6     | (0.7, 0) |
|          |             |         |             | (1.73, 1) |         |
FIG. 2. (a) The magnetic phase diagram showing the ferromagnetic order-parameter \( M \) as a function of the twist angle and the intralayer exchange coupling. Here, FM, NCD, MD, and SK denote the collinear ferromagnetic phase, the non-collinear domain phase, the magnetic-domain phase, and the skyrmion domain phase, respectively. (b)-(c) The examples of the magnetic structures for (b) NCD phase and (c) MD phase respectively. In the NCD phase, both layers exhibit the non-collinear spin tilting to the horizontal direction in the interior of the domain. In the MD phase, one layer exhibits the magnetic domain with \( \pi \)-rotation of the spins, while the other layer exhibits the nearly ferromagnetic ground state. (d)-(e) Magnified view of the spin texture of a single domain for (d) NCD phase and (e) MD phase respectively. In (b)-(e), \( J = 11.3 \text{ meV} \) is used. In all plots, \( D_z = 0.2 \text{ meV} \) is used.

The detailed values of the parameters are summarized in Table I. The first term in Eq. (2.2) is the simple ferromagnetic interactions, and the second and the third term characterize the oscillatory behaviors, which are responsible for the stacking dependent magnetism. In principle, the higher-order oscillatory terms can be included, but we find that the first-order term is enough to describe the case of CrI\(_3\). (See Appendix B for the comparison of the DFT result and the effective model.)

Within a single moiré unit cell, the spatially varying local stacking pattern gives rise to the competing interlayer interactions within a unit cell. For instance, Fig. 1 (b) presents the local stacking structures. We find that AB, AB', AB\(_1\)', and M stacking structures simultaneously appear in which each local structure possesses either ferromagnetic or antiferromagnetic interlayer couplings. Correspondingly, the interlayer spin interaction shows the spatial variation. Fig. 1 (c) shows the effective exchange field of the ferromagnetic bottom layer acting on the top layer through the interlayer coupling, which is defined as,

\[
J_\perp(x_i) = \sum_{j \in \text{bottom layer}} J_{ij},
\]

where \( x_i \) represents the coordinate of the spins on the top layer. While the average interlayer coupling (\( \sum_i J_\perp(x_i) \)) is found to be ferromagnetic, we find the well-defined local antiferromagnetic patches (red triangles inside green circles) on the ferromagnetic background regions (blue triangles). Furthermore, the antiferromagnetic patches can be divided into the three distinct regions depending on how the local field acts on different sublattices: (i) both A and B sublattices are antiferromagnetic, (ii) only A sublattice are antiferromagnetic, while B sublattice is ferromagnetic, and (iii) the opposite of the region (ii). This sublattice selective local field has not been found in previous studies. In the microscopic model, the origin of the sublattice selection is attributed to the iodine atoms that break the \( C_{2z} \) symmetry, which exchanges A and B sublattice degree of the freedom. In the next sections, we show that the sublattice selective interaction plays a crucial role in determining the magnetic ground state.

### III. MONTE CARLO SIMULATIONS: EMERGENCE OF NON-COLLINEAR ORDER

#### A. Heisenberg spin Model

After constructing the microscopic spin model, we perform the classical Monte-Carlo simulations (See Appendix C for the detailed methods). Figure 2 (a) plots the ferromagnetic order parameter as a function of the
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nearest neighbor intralayer couplings and the twist angle, which is given as,

$$M = \frac{1}{N} \sum_{i=1}^{N} S_i,$$

(3.1)

where $S_i$ represents a spin vector at each site $i$, and $N$ is the number of spins within a single moiré unit cell. We first focus on the case of CrI$_3$, which corresponds to the intralayer coupling $J \approx 2.2-2.7$ meV [62, 64]. In the large twist angle limit ($\theta \gtrsim 5^\circ$), the non-collinear orders cost a large gradient energy proportional to the intralayer coupling. [See Fig. 4 (a) for the energy comparison of each phase.] We find that the interlayer ferromagnetic phase (FM), indicated by the saturation of the ferromagnetic order parameter, $M = 1$, is stabilized.

Away from the FM phase, as the twist angle decreases ($2^\circ \lesssim \theta \lesssim 5^\circ$), the continuous decrease of the ferromagnetic order parameter $M$ is observed, which signals the magnetic phase transition from the ferromagnetic phase to non-collinear domain (NCD) phase. In the NCD phase, both layers show the spin tilting to the horizontal direction in the interior of the local antiferromagnetic patches (Fig. 2 (b)). Compared to the FM phase, the interlayer coupling energy density gain scales with the tilting angle ($\Phi_0$) while the intralayer gradient energy density cost rather scales with the rate of change of the tilting angle ($\Phi_0/R$). Therefore, in the small twist angle limit, the interlayer coupling energy dominates over the intralayer gradient energy, and as a result the NCD phase is favored over the FM phase. We emphasize that this non-collinear phase transition occurs in the sufficiently small twist angle even in the presence of the arbitrary weak strength of the interlayer couplings. [See the phase boundary of FM-NCD phases in Fig. 4 (a)].

As the twist angle is further lowered ($\theta \lesssim 2^\circ$), we find the additional non-collinear ordered phases distinguished from the NCD phase, which we refer to as magnetic domain (MD) phase. $\pi$-spin flip occurs in one of the layers across the domain wall [Fig. 2 (c)]. The interior of the AF local patches exhibits the interlayer antiferromagnetic domain, while the outside of the AF local patch shows the interlayer ferromagnetism. The MD phase occurs due to the presence of the small anisotropy, which energetically favors the polar-directional spin-flip ($\sim \pi$) in one of the layers rather than the two horizontal-directional spin tilting ($\lesssim \pi/2$) from both layers. In contrast, the large spin tilting of the MD phase costs more gradient energy than the case of the NCD phase. Thus, the MD phase is stabilized in the smaller angles than the NCD phase [See the phase boundary of MD-NCD phases in Fig. 4 (a)].

We identify two more magnetic ground states, as the intralayer coupling is decreased. In the small intralayer coupling limit ($J \rightarrow 0$), the magnetic ground state is disordered due to the loss of intralayer coherence. In the intermediate intralayer coupling strength between the MD phase and the disordered phase, the skyrmion (SK) magnetic domain phase is additionally distinguished from the MD phase. Along the one-dimensional domain wall, the orientation of the azimuthal spins winds through the equator in the Bloch sphere [See Fig. 3 (a)]. The spin texture ($S = (S_{\text{top}}, S_{\text{bot}}) \in \mathbb{S}^2 \times \mathbb{S}^2$) can be topologically classified by the two independent skyrmion numbers defined in each layer ($\pi_2(\mathbb{S}^2 \times \mathbb{S}^2) = \mathbb{Z} \times \mathbb{Z}$), which is given as,

$$N_{\text{SK}} = \frac{1}{4\pi} \int_A d^2x S_{\text{top}(\text{bot})} \cdot (\partial_x S_{\text{top}(\text{bot})} \times \partial_y S_{\text{top}(\text{bot})}).$$

(3.2)

where $A$ represents the two dimensional area including the interior and the exterior of the domain. In the SK phase, one of the layer carries the non-trivial skyrmion number, while the spins of the other layer form nearly ferromagnet (trivial skyrmion number) [See Fig. 3 (b)]. We note that the skyrmion phase occurs even in the absence of asymmetric interactions such as DMI, as we focus on the simple Heisenberg model. The absence of the inversion symmetry and the sublattice selective interlayer interaction discussed in Sec. II.A are essential for the stabilization of the skyrmion phase since they effectively behave as the inversion breaking exchange field. The addition of the small intrinsic DMI along $z$ direction further enhances the stability of the SK phase.

Finally, we classify the magnetic symmetry of each phase. The group of the symmetry operation that leaves the Heisenberg model in Eq. (2.1) invariant is described by the spin-space group $\mathbb{G} = \mathbb{G}_z \times \mathbb{S}$, where the symmetry operations of the spin space and the real space are effectively decoupled. The corresponding spin-space group, $G_\alpha = G \times S$ is the direct product of the space group, $G$, which includes $C_{2y}$ and $C_{2z}$ with the lattice translations, and the spin group, $S = \{U(1), \mathbb{Z}_2\}$, where $U(1)$ is the spin-rotation along $z$-axis and $\mathbb{Z}_2$ maps $S_z \rightarrow -S_z$. We classify the symmetry of the magnetic phases in Table II. While the point group symmetries and spin rotations are broken, their product can be intact. For example, in
FIG. 4. (a) The comparison of the kinetic energy ($-J S_i \cdot S_j$), the interlayer coupling energy ($J_\perp S_i \cdot S_j$), and the single-ion anisotropy energy ($-D_z \sum_i (S^z_i)^2$) per spin as a function of the twist angle. (b) Three-dimensional magnetic phase diagram as a function of the intralayer coupling, twist angle, and single-ion anisotropy. As the single-ion anisotropy increases (approaching to the Ising spin limit), the non-collinear magnetic orders are suppressed.

the FM phase, $Z_2 \times C_{2y}$, is preserved, while each of which is broken. Each magnetic phase is guaranteed to remain well-stabilized even in the presence of a small perturbation that preserves the underlying symmetries, summarized in Table II.

B. Ising and XY spin models

After we have established the magnetic phase diagram of the nearly Heisenberg spin models, we describes the scenario in the generic spin models. Fig. 4 (b) presents the three-dimensional phase diagram as an additional function of the single-ion anisotropy. While we find the overall similar phase structure, the non-collinear order is strongly suppressed in the positive anisotropy region due to the additional energy cost. As a result, in the limit of the Ising spin ($D_z \gg 1$), all non-collinear orders are destabilized, and the FM phase survives regardless of the twist angles. On the other hand, in the opposite limit ($D_z \ll -1$), the spins effectively behave as XY type. Since NCD and MD phases are co-planar orders, the stabilities of these two non-collinear orders are unaffected compared to the case of the ideal Heisenberg model ($D_z = 0$). On the other hand, we find that the skyrmion phase, which is non-co-planar order, is quickly destabilized in the XY model limit. We remark that the qualitative features of our analysis are generally applicable in the generic spin systems in the presence of the stacking-dependent magnetism.

IV. CONTINUUM MODEL DESCRIPTION OF MAGNETIC PHASE TRANSITIONS

After establishing the magnetic phase diagram, we construct the low-energy effective field theory that describes the critical behaviors and the magnetic phase transitions. When the spatial variation of the local spin vector vary slow enough ($\nabla n_{t,b}(x) \ll 1$), the spin model in Eq. (2.1) can be well-approximated by the following continuum free energy functional:

$$F[n_t, n_b] = \sum_{l=t,b} \int d^2 x \left\{ \frac{3a_0^2}{4} J [\nabla_x n_l(x)]^2 - D_z [n^z_l(x)]^2 \right\} + \int d^2 x \ J_\perp n_t(x) \cdot n_b(x),$$

(4.1)

where $n_l(x)$ is a normalized spin vector for $l$-th layer. $J$ and $D_z$ are the same magnetic interactions given in Eq. (2.1), and $J_\perp$ is the coarse grained value of interlayer coupling, $J^j_{ij}$. Using this free energy functional, we now describe the field theoretical model of the magnetic phase transitions of each magnetic phases.

| Phase | $U(1)$ | $Z_2$ | $C_{2y}$ | $C_{3z}$ | $Z_2 \times C_{2y}$ | $Z_2 \times C_{2y}$ | $Z_3z \times C_{3z}$ | $Z_3z \times C_{3z}$ |
|-------|--------|-------|-------|-------|----------------|----------------|----------------|----------------|
| FM    | +      | -     | -     | -     | +               | -               | -               | -               |
| NCD   | -      | -     | -     | -     | +               | -               | +               | -               |
| MD    | -      | -     | -     | -     | -               | +               | +               | +               |

TABLE II. Classification of magnetic structures in twisted bilayer honeycomb magnets based on the spin rotation and point group symmetry. $Z_2y$ and $Z_3z$ indicates the two-fold and the three-fold rotations of spins along $y$ and $z$ axis respectively. “+ (−)” indicates that the corresponding symmetry is respected (broken).
A. Continuous Phase Transition: FM and NCD phases

The NCD phase is characterized by the antiferromagnetic spin tilting to the azimuthal direction [Fig. 5 (a)]. Without loss of generality, the spin tilting can be expressed as,

\[ \mathbf{n}_t = (\sin \Phi_0, 0, \cos \Phi_0), \]
\[ \mathbf{n}_b = (-\sin \Phi_0, 0, \cos \Phi_0), \]

where the dependence of the tilting angle of the spin, \( \Phi_0(\rho) = \Phi_0(1 - \rho/R) \), is evaluated up to the linear-order as a function of the distance, \( \rho \), from the center of the domain. \( R \) is the size of the non-collinear magnetic domain. Inserting the above ansatz of the NCD phase into Eq. (4.1), we obtain the expression of the free energy functional up to the quartic order as a function of the tilting angle \( \Phi_0 \) as,

\[ F[\Phi_0] = N_{\text{ncd}}(\theta)(J_{\perp} - 2D_z) \]
\[ + \frac{a}{2}[J - J_c(\theta)]\Phi_0^2 + \frac{b}{4}J_c(\theta)\Phi_0^4 + O(\Phi_0^6). \]

\( N_{\text{ncd}}(\theta) \) is the number of tilted spins in the non-collinear magnetic domain, which scales as a function of the twist angle as, \( N_{\text{ncd}}(\theta) \sim 1/\theta^2 \). \( J_c(\theta) \) is the characteristic energy scale given as, \( J_c(\theta) = cN_{\text{ncd}}(\theta)(J_{\perp} - D_z) \), and \( a, b, c \) are \( O(1) \) constant (See Appendix D 1 for the details of the analytical calculation). We consider the Landau theory of the second-order phase transition as a function of \( \Phi_0 \). As the twist angle decreases from large value, the sign of the coefficient of the quadratic term changes from positive to negative, which develops the non-trivial free energy minimum (\( \Phi_0 \neq 0 \) [See Fig. 5 (e)]. As a result, the continuous phase transition occurs from FM to NCD phase. Near the phase transition boundary, the local minimum \( \Phi_0 \) follows the behavior of the order parameter in the standard second order phase transition as,

\[ \Phi_0 = \pm \sqrt{\frac{a}{b}} \left[ 1 - \frac{J}{J_c(\theta)} \right]. \]

Fig. 5 (c) explicitly compares the tilting angle in the continuum theory model and the Monte-Carlo simulation. We clearly observe the behavior of the first order phase transition from the numerical result obtained from the Monte-Carlo simulation. We conclude that the FM-NCD phase transition falls into the category of standard second-order phase transition of the Landau theory.

B. First-order Phase Transition: NCD and MD phases

In contrast to the NCD phase, the MD phase has the spin flipping in one of the layer, and the other layer is nearly ferromagnetically ordered [see Fig. 5 (b)]. The spin configuration of the MD phase for each layer is expressed as,

\[ \mathbf{n}_t = (\sin \Phi_0, 0, \cos \Phi_0), \]
\[ \mathbf{n}_b = (0, 0, 1), \]
FIG. 6. (a) Magnon gap as a function of intralayer coupling strength and the twist angle. The small angle regime of the FM phase is shown to be gapless, which is analogous to the electron spectrum of graphene. In the large angle regime of the FM phase, the short wave-length interlayer exchange interaction induces a finite coupling between the Dirac magnons in the different valleys, and it gives rise to a mass gap. In the NCD phase, the spin tilting breaks the $U(1)$ spin rotation symmetry. In the magnon spectrum, the lack of $U(1)$ manifests as the finite pairing gap (white region), distinct from the intervalley coupling induced gap. (b) Schematic illustration of the physical origin of the magnon gap. In the large angle FM phase, $U(1)_c$ symmetry breaking due to the intervalley coupling (Dirac cones at $K$ and $K'$) induces the magnon gap. In the NCD phase, the finite pairing breaks $U(1)_c$ symmetry and induces the magnon gap.

where $\Phi_t(\rho) = \pi$ represents $\pi$-spin flip of the top layer in the interior of the domain for $0 \leq \rho \leq R - l$. $\Phi_t(\rho) = \pi(R - \rho)/l$ represent the continuous spin flip in the domain wall region for $R - l < \rho \leq R$, where $R$ and $l$ are the size of the magnetic domain and the width of the domain wall, respectively. Inserting this expression into Eq. (4.1), we obtain the corresponding expression of the free energy for the MD phase as a function of the width of the domain wall $l$ as

$$F[l] = \frac{aJ\pi^2}{4} \left( \frac{2R}{l} - 1 \right) - D_z N_{md}(\theta) \left[ \frac{3}{2} + \frac{1}{2} \left( 1 - \frac{l}{R} \right)^2 \right]$$

$$- J_\perp N_{md}(\theta) \left[ \left( 1 - \frac{l}{R} \right)^2 - \frac{4}{\pi^2} \left( \frac{l}{R} \right)^2 \right],$$

(4.6)

where $N_{md}(\theta)$ is the number of spins in the magnetic domain, which scales as a function of the twist angle as $N_{md}(\theta) \approx \frac{1}{\theta^2}$. In the large twist angle, the free energy has only a trivial minimum with $l = R$, i.e. a magnetic state without magnetic domains. When $\theta$ becomes small, however, $F$ develops a nontrivial minimum for $l < R$ [See Fig. 5 (f)], which corresponds to the stable MD phase. If this minimum has a lower energy than NCD state, the first-order phase transition from the NCD phase to the MD phase occurs [See Fig. 5 (d)]. (See Appendix D2 for the details of the analytical calculation and the case when spin tilting is introduced in the bottom layer).

V. TOPOLOGICAL MAGNONS : LINEAR SPIN WAVE THEORY

The non-collinearity of the magnetic ground state plays a crucial role in the description of the magnon excitations. Especially, the Dirac magnons that exists in the honeycomb magnet is the subject of great interest for the realization of the topological phases. In this section, we now turn our attention to the magnon excitations. We construct the linear spin wave theory of each magnetic phases we uncovered in Sec. III. (See Appendix E for the detailed methods).

A. Case of collinear FM : HOTMI phase

In the collinear FM phase, the $U(1)$-spin rotation symmetry along the collinear axis exists ($U(1)_c$), and it allows to decouple the Hilbert space of the magnon Hamiltonian into the particle-hole sectors as,

$$H_{\text{BdG}}(k) = H_+ \oplus H_-,$$

(5.1)

where each sector is composed of the single-particle magnon excitations carrying spin $\pm 1$ respect to the collinear axis respectively. Each subsector can be diagonalized as $H_\pm = \pm UD|\pm\rangle$. The corresponding eigenstates satisfy the unitary condition, $UU|\pm\rangle = U^\dagger|\pm\rangle = I$, where $U$ is the unitary transformation.
pling between the particle-hole sector ( \( U(1)_c \) symmetry), and \( C_{2z}\mathcal{T} \) (effective space-time inversion), where \( \mathcal{T} \) is the effective time-reversal symmetry of magnons (\( \mathcal{T}: S_y \rightarrow -S_y \)). Within the spin-space group, the co-existence of the three symmetries (\( \{ U(1)_c, U(1)_c, C_{2z}\mathcal{T} \} \)) provides the \( \mathbb{Z}_2 \)-valued topological protection of the Dirac magnons, associated with the quantized \( \pi \)-Berry phase.

As the finite interlayer exchange interaction is turned on, Fig. 6 (a) shows that the two distinct regions of the collinear FM phase depending on the presence of the magnon gap: gapless small angle regime (\( \theta \lesssim 10^\circ \)) and gapped large angle regime (\( \theta \gtrsim 10^\circ \)). The angle dependent magnon gap can be understood by effective decouplings between different valleys [68]. In the small angle limit, the size of the moiré unit cell diverges, and the long-wave length component of the interlayer coupling (small momentum exchange) become dominant. The finite intervalley couplings, which requires short-wave length coupling (large momentum exchange), are suppressed in the small angle limit. The approximate restoration of \( U(1)_c \) symmetry with \( C_{2z} \) symmetry protects the Dirac magnons.

On the other hands, in generic large angles, the finite valley coupling breaks \( U(1)_c \) symmetry. Fig. 6 (a) shows that the non-negligible magnon gap is enhanced as the twist angle is increased (\( \theta \rightarrow 30^\circ \)). The gapped Dirac magnon is characterized by the non-trivial \( C_{2y} \)-symmetry protected \( \mathbb{Z}_2 \)-class topological number, which is given as [69],

\[
N_2 = \prod_{n \in \text{acc}; C_{2y}=1} \text{sgn}(n_\Gamma - n_M)n_\Gamma - n_M \quad (5.3)
\]

where \( n_\Gamma \) and \( n_M \) represents the number of the occupied bands in \( C_{2y} = 1 \) space below the massive Dirac points at \( \Gamma \) and \( C_{2y} \)-symmetric \( M \) point respectively. In the presence of the additional \( C_{2z} \) symmetry which the magnonic Hamiltonian approximately preserves, we can additionally define the Zak phase, \( \nu_\pm \), calculated along \( C_{2y} \) symmetric line for \( C_{2y} = \pm 1 \) subsector. The mirror winding number \( \nu_\pm \) can be evaluated by,

\[
\nu_\pm = \frac{1}{i\pi} \text{log det} [U_\pm (\Gamma, M_3)U_\pm (M_3, \Gamma)] \quad (5.4)
\]

Here, \( U_\pm (k_1, k_2) \equiv P \exp [i \int_{k_1}^{k_2} \mathcal{A}_\pm (k) \cdot dk] = \tilde{P}_\pm (k_1) \prod_{k} \tilde{P}_\pm (k) \tilde{P}_\pm (k_2) \), \( \mathcal{A}_\pm \) is the non-Abelian Berry connection evaluated from the \( \pm \)-sector, respectively. \( P \) indicates the path ordering, and \( \tilde{P}_\pm \) is the projection operator to the occupied mirror \( \pm \)-subspace. The physical manifestation of the non-trivial Zak phase is the quantized polarization along \( C_{2y} \)-symmetric line in the BZ, analogous to the Su-Schrieffer-Heeger model. The quantized polarization manifests as the topological magnon modes at the \( C_{2y} \)-symmetric corners, characterizing the HOTMI phase [See Fig. 7. [70, 71]]
corresponds to the Haldane model of the electronic system, which is characterized by the non-trivial Chern number [47]. The Chern number changes the sign depending on the relative orientations of the DM vector and the magnetic order. (i.e. $C = 1(-1)$ if the DM vector and the spin polarization is parallel (anti-parallel)). As a result, the inside and outside the domain wall has the Chern number difference +2, which physically manifests as the pair of the topological edge mode flowing around the domain wall [See Fig. 8 (d)].

In the moiré BZ, the topological edge mode realizes as the extensive number of the flat band (mid gap states within the massive Dirac fermions), since each domain wall magnon is isolated from one another. On the other hands, near the disordered phase by gradually decreasing the intralayer coupling strength, the spin configurations of the domains are connected each other, and the domain wall form extended network (See Fig. 12 in the Appendix C). In such a case, the localized topological edge modes form a delocalized network [72], and the corresponding low energy theory is described by Chalker-Coddington model [73] [Fig. 8 (b)]. In the moiré BZ, the delocalized network states manifests dispersive band.

VI. CONCLUSION

In this work, we have constructed the theory of moiré magnetism. Starting from the first-principles calculations, we construct the effective spin model of twisted bilayer CrI$_3$. Our theory based on full lattice model descriptions reveal various non-collinear order and topological magnon phases that have been overlooked in previous studies. In particular, the interlayer coupling, which intrinsically lacks $C_{2z}$ symmetry, plays an important role by stabilizing the magnetic skyrmion phase and HOTMI phase without DMI. We also classify the topological magnon phases, and the topological phases sensitively depend on the underlying symmetry of the magnetic order. The measurement of the change of the magnonic excitations can be the fingerprints of the exotic non-collinear orders, and it can be experimentally detected through the thin-film neutron scattering experiment [74].

Our theory can be readily generalized to the other family of the transition metal trihalides such as CrCl$_3$ and CrBr$_3$. Broader classes of two-dimensional magnetic materials are promising candidates for twisted magnetism. For example, the family of A$_2$TMPO$_3$ compounds (A=Na,Li, TM=transition metal), which contains many monolinic honeycomb antiferromagnets [75–79], is expected to exhibit qualitatively different behaviors as it exhibits zigzag intralayer order. It would be also an interesting direction to consider a general form of spin interactions. Transition metal phosphorus trisulfides, TMPS$_3$ [80, 81] compounds exhibits Ising type (FePS$_3$) [81–86], XY type and XXZ type (NiPS$_3$) [87–91], and Heisenberg-type antiferromagnetic interactions (MnPS$_3$) [92–98]. More complicated form of magnetic interactions

B. Non-collinear phase: Topological domain wall edge mode

In the NCD phase, the spin tilting to the azimuthal directions explicitly breaks $U(1)_c$ symmetry, and it contributes to the finite pairing gap in the BdG Hamiltonian of the magnons. The amplitude of the magnon gap is gradually enhanced as the spin tilting to the horizontal direction is increased in the deep NCD phase region. As the twist angle is further lowered, in the MD phase, the local spins of deep inside and far outside of the domain can be approximated as the collinear interlayer antiferromagnet and ferromagnet respectively, where $\pi$-spin flip locally restores $U(1)_c$ symmetry both inside and outside of the magnetic domain. Due to the restoration of $U(1)_c$ symmetry, the magnon gap vanishes.

On the other hand, CrI$_3$ still possesses the additional inversion symmetry preserving next-nearest neighbor intralayer DMI [46], which gaps out the Dirac magnons. The DMI is explicitly written as,

$$H_{\text{DMI}} = \sum_{\langle ij \rangle} A_{ij} \cdot S_i \times S_j,$$  \hspace{1cm} (5.5)

where $A_{ij} = \pm |D| \nu_{ij} \hat{z}$ represent the DMI, where the sign alternates for the sublattice degree of freedom. $\nu_{ij} = +1(-1)$ for the clockwise (counter-clockwise) circulation respect to the honeycomb center. The addition of the small DMI does not suppress the local FM order, but it immediately generates the mass gap of Dirac magnons by breaking the time-reversal symmetry (of the magnonic Hamiltonian). The magnonic Hamiltonian of each layer

FIG. 8. (a) In the MD phase, the finite DMI induces the different Chern number between the interior and the exterior of the domain. The physical manifestation is the topological edge mode confined in the domain wall. (b) When the domain wall form a closed (open) loop within a unit cell, the magnon spectrum shows the flat (dispersive) band spectrum. (c) the spin texture of the MD phase at the twist angle, $\theta = 1.61^\circ \\{(m,n)=(20,21)\}$. (d) Numerically calculated wave function amplitude of the topological edge mode.
such as Kitaev interactions [99, 100] in the moiré systems can be also interesting for future studies.

Another natural generalization of our work is to consider the twisted multiple-layer magnets. For instance, in the case of twisted triple layers, enhanced interlayer coupling is expected to promote the non-collinearity and unconventional magnetic phases. In the case of the twisted double bilayer [101], we expect that the top and the bottom layers interact with each other through the renormalized coupling strength. In such case, the effective spin model realizes the strong coupling regime of the moiré superlattice, where the strength of the interlayer coupling exceeds the intralayer coupling strength. The extension to the multiple layer system will be the topic of the future study.
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Note: During the completion of the manuscript, we noticed that the higher-order topological magnonic states are independently proposed in the simple ferromagnetic twisted bilayer ferromagnet model in the presence of $C_{2z}$ symmetry [102]. In our work, we explicitly show that the HOTMI phase is well-defined in the absence of $C_{2z}$ symmetry, which is the case for the ferromagnetic phase of CrI$_3$.
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Appendix A: Crystal structure of twisted bilayer CrI$_3$

1. Lattice structure of monolayer CrI$_3$

Monolayer CrI$_3$ consists of magnetic Cr atoms that form a honeycomb lattice. Each Cr atom is surrounded by six I atoms that form a distorted edge-sharing octahedron [23]. The lattice structure is described by the following lattice vector:

$$\mathbf{R}_i = x_i \mathbf{a}_1 + y_i \mathbf{a}_2,$$

where $\mathbf{a}_1 = a_0(1,0,0)$ and $\mathbf{a}_2 = a_0(1/2, \sqrt{3}/2, 0)$ are primitive lattice vectors of a triangular lattice and $x_i$ and $y_i$ are integers and $a_0 = 6.86\,\text{Å}$ is the lattice length of the honeycomb lattice. The coordinates of the two Cr atoms in the unit cell are given as,

$$\mathbf{R}^{Cr}_{i,s} = \mathbf{R}_i + \mathbf{D}^{Cr}_s,$$

$$\mathbf{D}^{Cr}_s = \{(0, a_0/\sqrt{3}, 0), (0,0,0)\},$$

TABLE III. Point group symmetries of CrI$_3$ twisted bilayer structures defined in Eq. (A6). “+ (−)” indicates that the corresponding symmetry is present (absent).
where \( s = A, B \) denote the sublattice index for the honeycomb lattice of Cr atoms. The coordinates of the additional six I atoms in the unit cell can be expressed as,

\[
\mathbf{R}^{1}_{i,a} = \mathbf{R}_i + \mathbf{D}^{1}_{a}^{\text{top(bottom)}},
\]

\[
\mathbf{D}^{1}_{a}^{\text{top}} = \begin{cases} 
(b_0 \cos(60^\circ + \phi_0), b_0 \sin(60^\circ + \phi_0), c_0), \\
(b_0 \cos(180^\circ + \phi_0), b_0 \sin(180^\circ + \phi_0), c_0),
\end{cases}
\]

\[
\mathbf{D}^{1}_{a}^{\text{bottom}} = \begin{cases} 
(b_0 \cos(-\phi_0), b_0 \sin(-\phi_0), -c_0), \\
(b_0 \cos(120^\circ - \phi_0), b_0 \sin(120^\circ - \phi_0), -c_0),
\end{cases}
\]

where \( b_0 = 2.24 \AA \) and \( c_0 = 1.56 \AA \) stand for the distance from the center Cr atom to I atom in the in-plane and the z direction respectively, and \( \phi_0 = 2.2^\circ \) is a distortion angle.

The corresponding coordinates of monolayer CrI\(_3\) is classified by \( D_{3d} \) point group, which contains the important symmetries : \( C_{2y}, C_{3z} \) rotational symmetries, and \( S_{6z} \) roto-reflection symmetry [103]. The symmetry operations for each of these symmetries are given as,

\[
\mathbf{R}^{\text{Cr}}_{t,s} - \mathbf{R}_0 \rightarrow \mathbf{R}^{\text{Cr}}_{X}(\mathbf{R}^{\text{Cr}}_{t,s} - \mathbf{R}_0),
\]

\[
\mathbf{R}^{1}_{r,a} - \mathbf{R}_0 \rightarrow \mathbf{R}^{1}_{X}(\mathbf{R}^{1}_{r,a} - \mathbf{R}_0),
\]

where the transformation matrices \( \mathbf{R}_X \) for \( X \in \{C_{2y}, C_{3z}, S_{6z}\} \) are explicitly written as,

\[
\mathbf{R}_{C_{2y}} = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad \mathbf{R}_{C_{3z}} = \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \mathbf{R}_{S_{6z}} = \begin{bmatrix} 1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix}.
\]

Here, \( \mathbf{R}_0 = (a_1 + a_2)/3 = a_0(1/2, \sqrt{3}/6, 0) \) is the rotation center located at the hexagonal center. Under such transformations, the positions of Cr and I atoms are invariant up to translation by the lattice vector.

## 2. Lattice structure of twisted bilayer CrI\(_3\)

In the case of the twisted bilayer, the atomic structure is constructed by the rotation of the optimized AA-stacked structure obtained from Ref. [63]. In the absence of the additional lattice distortion, the twisted bilayer structures of CrI\(_3\) are explicitly constructed as follows,

\[
\mathbf{R}^{\text{Cr}_t}_{t,s} = \mathbf{R}(\theta_{m,n}/2)\mathbf{R}^{\text{Cr}_t}_{t,s} + (d_0/2)\hat{z} + \mathbf{L}_\perp/2,
\]

\[
\mathbf{R}^{\text{Cr}_b}_{t,s} = \mathbf{R}(-\theta_{m,n}/2)\mathbf{R}^{\text{Cr}_b}_{t,s} - (d_0/2)\hat{z} - \mathbf{L}_\perp/2,
\]

\[
\mathbf{R}^{1}_{t,a} = \mathbf{R}(\theta_{m,n}/2)\mathbf{R}^{1}_{t,a} + (d_0/2)\hat{z} + \mathbf{L}_\perp/2,
\]

\[
\mathbf{R}^{1}_{b,a} = \mathbf{R}(\theta_{m,n}/2)\mathbf{R}^{1}_{b,a} + (d_0/2)\hat{z} + \mathbf{L}_\perp/2,
\]

\[
\mathbf{R}^{1}_{t,b} = \mathbf{R}(-\theta_{m,n}/2)\mathbf{R}^{1}_{t,b} - (d_0/2)\hat{z} - \mathbf{L}_\perp/2,
\]

\[
\mathbf{R}^{1}_{b,t} = \mathbf{R}(-\theta_{m,n}/2)\mathbf{R}^{1}_{b,t} - (d_0/2)\hat{z} - \mathbf{L}_\perp/2,
\]

where the coordinates of the iodine atoms outward the layers \( \mathbf{R}^{1}_{t,a}, \mathbf{R}^{1}_{b,a} \) (inward layers \( \mathbf{R}^{1}_{t,a}, \mathbf{R}^{1}_{b,a} \)) are characterized by the constants in Eq. (A3), \( b_0 = 2.24 \AA, c_0 = 1.56 \AA, \phi_0 = 2.2^\circ \) \( (b_0 = 2.22 \AA, c_0 = 1.57 \AA, \phi_0 = 2.9^\circ) \) respectively.

Here, \( \theta_{m,n} = \arccos \left( \frac{1}{2} \frac{m^2+n^2+4mn}{m^2+n^2+mn} \right) \) is a commensurate twist angle generated by a pair of the coprime integers \( m \) and \( n \). \( \mathbf{R}(\phi) \) is a transformation matrix for rotation about the z axis, which is explicitly given as,

\[
\mathbf{R}(\phi) = \begin{bmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

\( d_0 = 6.7 \AA \) is the interlayer distance between the two layers, and \( \mathbf{L}_\perp = (L_x, L_y, 0) \) represents a global lateral shift between two layers in the in-plane direction.
An untwisted AA-stacked bilayer with \( \theta_{m,n} = 0 \) and \( \mathbf{L}_\perp = (0, 0, 0) \) has the same point group symmetry \( D_{3d} \) as with the monolayer. A twist by \( \theta_{m,n} \neq 0 \) makes interlayer Cr and I atoms misaligned, so it breaks \( S_{3z} \) of the original AA-stacked bilayer in addition to the inversion symmetry. As a result, the point group of the twisted bilayer is classified by \( D_3 \) point group symmetry or the subgroups of \( D_3 \), which includes \( C_3 \), \( C_2 \), and \( C_1 \), depending on the lateral shift vector \( \mathbf{L}_\perp \). There exist four different cases depending on the lateral shifts: (i) If \( \mathbf{L}_\perp = (0, 0, 0) \) or the lateral shift by the finite \( \mathbf{L}_1 \), makes some hexagonal centers of Cr atoms from both layers overlapped on \( x - y \) plane, then the twisted bilayer has the \( D_3 \) point group symmetry since both \( C_{2y} \) and \( C_{3z} \) are preserved. (ii) If \( \mathbf{L}_\perp \) makes two Cr atom sites from the top and the bottom layers overlap on \( x - y \) plane, then the twisted bilayer has the \( C_3 \) point group symmetry since the new rotation center for \( C_{3z} \) appears at this position. (iii) If \( \mathbf{L}_\perp \parallel \hat{z} \), the twisted bilayer has the \( C_2 \) point group symmetry since \( C_{2y} \) symmetry is preserved. (iv) Finally, if \( \mathbf{L}_\perp \) does not satisfy any of the conditions above, it breaks both \( C_{2y} \) and \( C_{3z} \), then the twisted bilayer has the trivial point group symmetry of \( C_1 \). Table III summarizes the point group symmetries of all possible twisted bilayer structures and their point group symmetries.

Appendix B: Spin model construction

1. Coupling function for interlayer exchange interactions

In this section, we characterize the form of the interlayer exchange couplings of the twisted bilayer \( \text{CrI}_3 \) based on the crystalline symmetry. While the local magnetic moments of \( \text{CrI}_3 \) are carried by the magnetic Cr atoms, the non-magnetic I atoms also effect the crystalline symmetries by participating the exchange couplings of the Cr spins through the super-super exchange interactions [23]. In general, there exist four different interlayer coupling interaction function for the different kinds of the sublattice degree of the freedom \( \{ J_{sA}^{(r)}, J_{sB}^{(r)}, J_{sA}^{(r)} \}, J_{sB}^{(r)} \) as a function of the relative coordinate displacement of two Cr atoms, \( r \equiv \mathbf{R}^{\text{Cr, top}} - \mathbf{R}^{\text{Cr, bottom}} \), where \( \mathbf{R}^{\text{Cr, top/(bottom)}} \) is the coordinate vector of Cr atom in the top (bottom) layer.

The form of the interlayer exchange coupling function is determined by the underlying point group symmetry of the atomic structure. Firstly, in the non-twisted limit, the inversion symmetry of the atomic structure forces

\[
J_{sA}^{(r)} = J_{sB}^{(r)}, \quad J_{sB}^{(r)} = J_{sA}^{(r)}.
\]

(B1)

Therefore, we only need to consider the two independent interlayer exchange couplings. Secondly, the interlayer exchange coupling should be invariant under \( C_{3z} \) rotation operation as

\[
J_{sA'}^{(r)} = J_{sB'}^{(r)}(R(2\pi/3)r), \quad J_{sB}^{(r)}(R(4\pi/3)r),
\]

(B2)

where \( R(\phi) \) is given in Eq. (A7). Thirdly, the reflection operations about three planes, each of which is parallel with \( \mathbf{r}_m = \{(1,0),(1/2,\sqrt{3}/2),(1/2,-\sqrt{3}/2)\} \), gives rise to the following condition as

\[
J_{sA'}^{(r)} = J_{sB}^{(r)}(M(\mathbf{r}_m)r),
\]

(B3)

We can write down the functional form of the interlayer exchange coupling, which satisfies both Eqs. (B2) and (B3), as

\[
J_{sA'}^{(r)} = J_0 \exp\left(-|r|/d_0\right) + J_1^{s} \exp\left(-|r-r_s|/l_1^{s}\right) \sum_{a=1}^{3} \sin(q_a^{s} \cdot \mathbf{r}_1^{s}) + J_1^{c} \exp\left(-|r-r_c|/l_1^{c}\right) \sum_{a=1}^{3} \cos(q_a^{c} \cdot \mathbf{r}_1^{c}).
\]

(B4)

Here, the first term describes the isotropic decaying coupling term while the second and the third sinusoidal functions describe the oscillatory behavior of the interlayer coupling depending on the variation of the local stacking structure. The two sets of wave vectors \( q_a^{s,c} \) describe the detailed pattern of such change, where the \( C_{3z} \) symmetry in Eq. (B2) forces the wave vectors in each set to be related with each other, while their directions are further specified by the reflection symmetry in Eq. (B3). As a result, the wave vectors are given explicitly as

\[
q_1^{s} = q^{s}(1,0,0), \quad q_2^{s} = R(2\pi/3)q_1^{s}, \quad q_3^{s} = R(4\pi/3)q_1^{s},
\]

(B5a)

\[
q_1^{c} = q^{c}(\sqrt{3}/2,1/2,0), \quad q_2^{c} = R(2\pi/3)q_1^{c}, \quad q_3^{c} = R(4\pi/3)q_1^{c}.
\]

(B5b)

We have introduced the exponential functions to describe the decaying of the interlayer coupling as a function of distance \( r = \sqrt{|\mathbf{r}_1|^2 + d_0^2} \), where \( d_0 \) is the constant interlayer distance. Physically, such decay originates from the decaying of the hybridization of orbitals as a function of interlayer distance in the super-super exchange interaction [23]. The remaining unspecified parameters including the interaction strength, \( J_0, J_1^{s}, J_1^{c} \), the magnitudes of the wave vectors, \( q^{s}, q^{c} \), and the other length scales, \( l_0, l_1^{s}, l_1^{c}, d_0, r_s \), are determined by the DFT calculations.
FIG. 10. (a)-(d) Interlayer Heisenberg exchange interactions in bilayer CrI$_3$ as a function of perpendicular displacement ($x, y$) between two interlayer Cr spins. (a) and (b) present DFT results for interactions between spins on the same sublattice and on different sublattices, respectively. (c) and (d) present the fitting results for (a) and (b), respectively, where the fitting function is given in Eq. (B4) and the fitting parameters are given in the first and second rows in Table IV. (e)-(h) Interlayer Heisenberg exchange interactions in two simple models studied in this work, which are constructed based on the DFT results. (e) and (f) present C$_3$- and C$_6$-symmetric interlayer interactions, respectively, constructed from Eq. (B4) with the parameters given in the third and fourth rows in Table IV. (g) and (h) present the stacking dependent the interlayer magnetic energy corresponding to (e) and (f), respectively, where $x, y$ denote the displacement for a global relative translation of two layers in the perpendicular direction. The negative (positive) sign indicates ferromagnetic (antiferromagnetic) interactions in all plots.

2. Ab initio parameters and DFT calculation details

We now determine the precise form of Eq. (B4) based on the density-functional theory computations. We used the density functional theory package ‘openMX’ [104, 105], which takes the linear combination of numerical pseudo-atomic orbital (PAO) as a basis set and the norm-conserving pseudo-potential. DFT calculations were performed within the generalized gradient approximation [106] for the exchange-correlation potential. To describe the on-site electron correlation within Cr 3d orbitals, the DFT +U method was adopted with a charge-density-based scheme [107–111] using $U = 2.9$ eV and $J = 0.7$ eV from cRPA method [30]. The $11 \times 11 \times 1$ k-meshes are used for the calculation. The vacuum size is taken by larger than 18.6 Å. The structure is constructed by the lateral shift of the AA-stacked structure [63]. The magnetic exchange interactions between intra- and interlayer Cr ions were calculated within the magnetic force linear response calculation [112–116] using the implemented package ‘Jx’ [117, 118].

We obtain the real space map of the interlayer Heisenberg exchange coupling as a function of perpendicular dis-

|                | $J_0$ (meV) | $J_1''$ | $J_2''$ | $l_0$(Å) | $l_1''$(Å) | $l_2''$(Å) | $q_1''$(Å$^{-1}$) | $q_2''$(Å$^{-1}$) |
|----------------|-------------|---------|---------|----------|------------|------------|-------------------|-------------------|
| AA coupling (DFT) | -0.20      | -0.66   | 0.10    | 0.35     | 0.23       | 0.59       | (0.65,0)         | (1.78,1)          |
| AB coupling (DFT) | -0.31      | -0.24   | 0.10    | 0.12     | 0.40       | 0.65       | (0.72,0)         | (1.82,1)          |
| C$_3$-symmetric (model) | -0.1       | -0.5    | 0.1     | -0.1     | 0.3        | 0.6        | (0.7,0)          | (1.73,1)          |
| C$_6$-symmetric (model) | 0          | 0       | 0.1     | -        | -0.6       | -          | (1.73,1)         |                   |

TABLE IV. The parameters for the coupling function in Eq. (B4) for interlayer Heisenberg interactions. The first and second rows present the fitting results of DFT data. The third and fourth rows present the parameter values for two simplified models studied in this work.
FIG. 11. Convergence tests of the Monte-Carlo simulation in three magnetic phases: a collinear ferromagnetic phase (a), a non-collinear domain phase (b), and a magnetic domain phase (c). \( J = 16, 2, 1 \) are used for (a), (b) and (c), respectively. \( \theta = 2.0^\circ \) and \( D_z = 0.2 \) are utilized in all plots. Each lines represent the different sets of the initial conditions.

placement between two Cr atoms as shown in Fig. 10 (a) and (b). We fit the DFT data to the coupling function in Eq. (B4) and obtain the fitting parameters as summarized in Table IV in the first and second rows. Fig. 10 (c) and (d) present the fitting results for (a) and (b), respectively, which agree well with the DFT results.

Based on the above analysis, we construct two simplified models studied in this work. The first model, which is the main consideration in this work, retains the \( C_3 \)-symmetric feature of the original interlayer coupling of bilayer CrI\(_3\) [see Fig. 10 (e)] and exhibits the similar pattern of stacking-dependent interlayer magnetism [see Fig. 10 (g)] as with bilayer CrI\(_3\) [23]. The second model exhibits the \( C_6 \)-symmetric feature [see Fig. 10 (g)], and accordingly the \( C_6 \)-symmetric pattern of stacking dependent interlayer magnetism [see Fig. 10 (h)]. In both models, the same interlayer coupling function in Eq. (B4) is utilized where the parameters are given in the third and fourth rows in Table IV, respectively. In both models, we do not distinguish AA and AB couplings since the difference between them is minor in bilayer CrI\(_3\) as shown in Fig. 10 (a) and (b).

Appendix C: Monte-Carlo simulation

1. Simulation method

To find the magnetic ground state of the classical spin model, we perform an extensive Monte-Carlo approach. Here, we focus on translation-invariant magnetic states satisfying periodic boundary conditions, since there is no next neighbor couplings in the unit of the moiré unit cell, which induces the magnetic order with finite \( q \) vector. For the detailed method, we first construct a random spin configuration from \( N \) spin vectors \( \mathbf{n}_i \), each of which is randomly generated. Next, we update the spin configuration by subtracting each \( \mathbf{n}_i \) with a gradient vector \( \mathbf{h}_i \equiv \frac{\partial H}{\partial \mathbf{n}_i} \) and normalizing it as

\[
\mathbf{n}_i \rightarrow \mathbf{n}'_i = \frac{\mathbf{n}_i - c\mathbf{h}_i}{|\mathbf{n}_i - c\mathbf{h}_i|}, \quad (C1)
\]

where \( c \) is a control parameter for the update rate and the gradient term \( \mathbf{h}_i \) is explicitly given as

\[
\begin{align*}
\mathbf{h}_i^x &= -2J \sum_{j \in \mathcal{N}(i)} n_j^x + 2 \sum_j J_{ij} n_j^x, \\
\mathbf{h}_i^y &= -2J \sum_{j \in \mathcal{N}(i)} n_j^y + 2 \sum_j J_{ij} n_j^y, \\
\mathbf{h}_i^z &= -2J \sum_{j \in \mathcal{N}(i)} n_j^z + 2 \sum_j J_{ij} n_j^z - 2D_z n_i^z. \quad (C2a, b, c)
\end{align*}
\]

The new spin configuration with \( \mathbf{n}'_i \) has a lower energy than the original one with \( \mathbf{n}_i \). After a sufficiently large number of iterative updates, the resulting configuration converges and becomes a local minimum of the energy functional.
To find a global minimum one, we take a large number of samples, each of which has a different random initial configuration, and perform the same computation for each sample. Then, the ground state of the spin model is chosen by the minimum energy one among the resulting minimum energy configurations. The result is stochastically correct and becomes more accurate as more samples are taken into account.

Figure 11 shows the convergence tests of the Monte-Carlo simulation method. After 5000 sweeps of iterations, the magnetic state converges to (a) a collinear ferromagnetic state, (b) a non-collinear domain state, and (c) a magnetic domain state where the convergence is manifested by both the magnetic energy per spin $H|n_i|/N$ (left axis) and the ferromanetic order parameter $|\sum_i n_i|/N$ (right axis). Here, we have taken 50 samples most of which converge to the same magnetic state in fact.

2. Ground state spin configurations

Figure 12 shows the ground state spin configurations presented in Fig. 2 and 3 in more details. In (a) NCD phase, the spin configuration exhibits the interlayer antiferromagnetism in the in-plane direction. In the interior of the domain, the spins in two layers are tilted in the opposite direction while in the exterior of the domain they are ordered ferromagnetically in the out-of-plane direction. Meanwhile, in (b) MD phase, the spin configuration exhibits the interlayer antiferromagnetism in the out-of-plane direction. In the interior (exterior) of the domain, the spins in two layers are antiferromagnetically (ferromagnetically) ordered in the out-of-plane direction. Accordingly, in the spin-flipped layer (the top layer in the example) the spins rotate 180° across the domain while in the other layer
the spins are almost fixed, showing only the slight tilting within the domain wall. In (c) Sk-MD phase, the spin configuration exhibits the similar antiferromagnetism as MD phase. The difference is that the spins in the domain walls rotate horizontally and wind through the equator in the Bloch sphere. The overall spin texture exhibits a spiral skyrmion configuration, which distinguishes this phase from MD phase with the plain domain wall. Finally, in (d) disordered phase, the interlayer spins are aligned parallel or anti-parallel in an almost random fashion depending on the sign of the local interlayer coupling.

Figure 13 shows selected examples of the ground spin configurations from which we computed the order parameters presented in Fig. 2, 4, and 5 of the main text. A series of panels shows the evolution of the characteristic features of magnetic states such as the tilting angle, the domain size, and the domain-wall width as a function of $J$ and $D_z$. In NCD phase (outside the red box), the tilting angles of spins increase as $J$ decreases as shown by the increasing of the brightness in the domain. Meanwhile, the size of the domain continuously decreases as $D_z$ increases as shown by the decreasing size of the white disk. In MD phase (inside the red box), the size of the domain (the size of the ring) is not very dependent on $J$ nor $D_z$. Meanwhile, the width of the domain wall (the width of the white ring) does depend on $J$ and $D_z$, and it continuously decreases as $J$ decreases or $D_z$ increases.

### 3. Order parameters of phases transitions

The observations made in Sec. C 2 suggest that the NCD state can be characterized by the tilting angle while the MD state can be characterized by the width of the domain wall. Those quantities change systematically as a function of $J$ and $D_z$ so they can be utilized as “order parameters” for the magnetic phase transitions. In addition to the usual ferromagnetic order parameter, we compute those three order parameters to investigate the magnetic phase transitions quantitatively. The ferromagnetic order parameter is computed numerically as

$$M = \frac{1}{N} \left| \sum_i n_i \right|,$$  \hspace{1cm} (C3)

where $n_i$ is a spin vector at site $i$ and $N$ is the number of spins in the moiré unit cell. The tilting angle order parameter is computed numerically as

$$\Phi_0 = \max \{ \Phi_i \},$$  \hspace{1cm} (C4)

where $\Phi_i = \cos^{-1} \left[ \frac{n_i^z}{\sqrt{(n_i^x)^2 + (n_i^y)^2}} \right]$ is the polar angle of $n_i$. The order parameter for the domain-wall width is computed numerically as

$$l/R = 1 - \sqrt{1 - N_{d_w}/(N_d + N_{d_w})},$$ \hspace{1cm} (C5)

where $l$ and $R$ are the width of the domain-wall and the radius of the whole domain, respectively. Here, the order parameter is defined as the ratio of $l$ and $R$ since both $l$ and $R$ increase trivially as the twist angle $\theta$ decreases but their ratio is not scaled with $\theta$ so can utilized to keep track of the evolution of MD state. If the shape of the domain is approximated as a disk [see Fig. 12 (b)], $l$ and $R$ are given as $2\pi R l - \pi l^2 = A_0 N_{d_w}$ and $\pi (R - l)^2 = A_0 N_d$ where $N_{d_w}$ and $N_d$ are the number of spins inside the domain wall and the interior of the domain, respectively, and $A_0$ is a unit area. From the relations, Eq. (C5) can be obtained straightforwardly. We numerically find $N_{d_w}$ by counting the number of tilted spins whose out-of-plane components are smaller than some threshold $\lambda_{dw}$, i.e. $|n_i^z| < \lambda_{dw}$ ($|n_i^z| \geq \lambda_{dw}$). We also find $N_d$ by counting the number of flipped spins, i.e. $n_i^z \ast (\sum_i n_i^z) < 0$, which are not in the domain wall, i.e. $|n_i^z| \geq \lambda_{dw}$. We take $\lambda_{dw}$ to be 0.9 and the result is not very dependent on the value of $\lambda_{dw}$.

Figure 14 shows the computation results of the order parameters. As shown in the first row, the ferromagnetic parameter well describes global magnetic phase transitions. The continuous FM-NCD phase transition is signified by decreasing of $M$, which is fixed to be unity in FM phase. The discontinuous NCD-MD phase transition is signified by discontinuous drop of $M$. The size of drop decreases as $D_z$ decreases and finally turns into a kink as $D_z \rightarrow 0$, indicating that NCD and MD phases coalesce and become indiscernible. As shown in the second row in Fig. 14, the tilting angle order parameter $\Phi_0$ correctly describes the FM-NCD phase transition, which is zero in FM phase and increases continuously in NCD phase. Finally, as shown in the third row in Fig. 14, the domain wall width order parameter $l/R$ correctly describes the evolution of MD state where $l/R$ continuously decreases as $\theta$ decreases in MD phase.
FIG. 13. Examples of ground state spin configurations in NCD phase (outside the red box) and MD phase (inside the red box) for selected $J$ and $D_z$. Each panel represents one of two layers (the spin-flipped layer) in NCD phase (MD phase). In each panel, the black-white color code indicates the magnitude of the out-of-plane component of the local spin where the black implies that the spin is polarized in the $z$ direction. $\theta = 0.93^\circ$ is utilized in all plots.
Appendix D: Continuum model

In this section, we derive the free energy expressions given in Eq. (4.3) and Eq. (4.6) of the main text. Consider the moiré magnets with small twist angle. In such a system, the local spin vector is found to vary smoothly accordingly with the smooth change of the interlayer coupling inside the moiré unit cell, and the gradient of the local spin vector can be considered as a small perturbation. In this case, we may take the continuum limit approximation of the classical spin model and expand it with the gradient of the local spin vector. As a result, we obtain the following free energy functional:

\[
F[n_t, n_b] = \frac{1}{A_0} \int dx \sum_{l=t,b} \left\{ \frac{3a_0^2 J}{2} |\nabla n_l(x)|^2 - D_z |n_l^z(x)|^2 \right\} + \frac{1}{A_0} \int dx \, J_\perp(x)n_t(x) \cdot n_b(x),
\]

where \(n_{t,b}(x) = (\sin \theta_{t,b}(x) \cos \phi_{t,b}(x), \sin \theta_{t,b}(x) \sin \phi_{t,b}(x), \cos \theta_{t,b}(x))\) represents a normalized vector field for spins in each layer. \(a_0\) and \(A_0 = 3\sqrt{3}a_0^2/4\) are the lattice length and the unit area of the monolayer of honeycomb lattice, respectively. The integral is constrained on the magnetic domain region where spin configuration changes across magnetic phase transitions.

1. Free energy of non-collinear domain (NCD) phase

We first compute the free energy \(F\) for the non-collinear domain phase. As observed in the simulation, this phase is characterized by the formation of local non-collinear magnetic domains [see Fig. 12 (a)]. Suppose spins are aligned in the positive \(z\)-direction, \(n_{t,b} = (0, 0, 1)\), outside these domains. Then, inside each domain, the spins are progressively tilted from the positive \(z\)-direction to the horizontal direction, where the orientation of the tilting is opposite in two
layers. For an analytic computation, we take into account this configuration in a simple function form given as

\[ n_I = (\sin[\Phi_0(1 - \rho/R)], 0, \cos[\Phi_0(1 - \rho/R)]) \], \tag{D2a} \]

\[ n_B = (-\sin[\Phi_0(1 - \rho/R)], 0, \cos[\Phi_0(1 - \rho/R)]) \], \tag{D2b} \]

where \( \Phi_0 \) stands for the maximum value of the tilting angles, \( R \) is the width of the non-collinear magnetic domain, and \( \rho \) is a radial coordinate measured from the center of the domain. \( \phi_I = 0 \) and \( \phi_B = -\pi \) have been taken without loss of generality (\( \phi_I - \phi_B = \pi \) in general). Inserting Eq. (D2) into Eq. (D1), we obtain

\[ F(\Phi_0) = \frac{1}{A_0} \int_0^{2\pi} d\varphi \int_0^R d\rho \rho \left\{ 2\bar{J}(\Phi_0/R)^2 - 2D_z \cos^2[\Phi_0(1 - \rho/R)] + J_\perp(\rho, \varphi) \cos[2\Phi_0(1 - \rho/R)] \right\}. \tag{D3} \]

The integrals for \( \bar{J} \) and \( D_z \) are computed straightforwardly as

\[ \int_0^{2\pi} d\varphi \int_0^R d\rho \rho \left\{ 2\bar{J}(\Phi_0/R)^2 - 2D_z \cos^2[\Phi_0(1 - \rho/R)] \right\} = 2\pi \bar{J} \Phi_0^2 - \pi R^2 D_z (1 + \sin^2 \Phi_0/\Phi_0^2), \tag{D4} \]

The integral for \( J_\perp(\rho, \varphi) \) depends on the form of \( J_\perp(\rho, \varphi) \) and cannot be evaluated in general. However, when the spin vector fields vary smoothly, i.e. \( \Phi_0/R \ll 1 \), we may obtain the generic functional dependence on \( J_\perp(\rho, \varphi) \) by approximating the integral as

\[ \int_0^{2\pi} d\varphi \int_0^R d\rho \rho J_\perp(\rho, \varphi) \cos[2\Phi_0(1 - \rho/R)] \simeq 2\pi \bar{J}_\perp \int_0^R d\rho \cos[2\Phi_0(1 - \rho/R)] = \pi R^2 \left( \bar{J}_\perp \sin^2 \Phi_0/\Phi_0^2 \right), \tag{D5} \]

where \( \bar{J}_\perp \) is the average value of \( J_\perp(\rho, \varphi) \) given as

\[ \bar{J}_\perp = \frac{1}{\pi R^2} \int_0^{2\pi} d\varphi \int_0^R d\rho \rho J_\perp(\rho, \varphi). \tag{D6} \]

Inserting Eqs. (D4) and (D5) into Eq. (D3), we finally obtain

\[ F(\Phi_0) = \frac{4\pi}{\sqrt{3}} \bar{J} \Phi_0^2 - N_{ncd}(\theta) D_z (1 + \sin^2 \Phi_0/\Phi_0^2) + N_{ncd}(\theta) \bar{J}_\perp \sin^2 \Phi_0/\Phi_0^2, \tag{D7} \]

where \( N_{ncd}(\theta) \) is the number of tilted spins in the non-collinear magnetic domain, which is given as \( N_{ncd}(\theta) = \pi R^2/A_0 \).

The free energy \( F(\Phi_0) \) explains the FM-NCD phase transition within a standard Landau theory of the phase transition. As \( \Phi_0 \) increases, \( F \) is increased by the first two terms while decreased by the last term. When \( F \) is dominated by the last term, which can be achieved by either decreasing \( J \) and/or \( D_z \) or increasing \( N_{ncd} \), a continuous phase transition occurs and \( F \) has a non-trivial minimum with a non-zero \( \Phi_0 \). Near the phase transition, \( \Phi_0 \) would be small, and we may expand \( F \) about \( \Phi_0 = 0 \) as

\[ F(\Phi_0) = F_0 + \Phi_0^2 \left\{ \frac{4\pi}{\sqrt{3}} J - \frac{N_{ncd}(\theta)}{3} (-D_z + \bar{J}_\perp) \right\} + \Phi_0^4 \left\{ \frac{2N_{ncd}(\theta)}{45} (-D_z + \bar{J}_\perp) \right\} + O(\Phi_0^6), \tag{D8} \]

where \( F_0 \) is a free energy in the ferromagnetic phase given as

\[ F_0 = N_{ncd}(\theta)(-2D_z + \bar{J}_\perp). \tag{D9} \]

We rewrite \( F \) more simply as

\[ F(\Phi_0) = F_0 + \frac{a}{2} \left[ J - J_c(\theta) \right] \Phi_0^2 + \frac{b}{4} J_c(\theta) \Phi_0^4 + O(\Phi_0^6), \tag{D10} \]

where \( J_c(\theta) \) is given by

\[ J_c(\theta) = c N_{ncd}(\theta)(-D_z + \bar{J}_\perp), \tag{D11} \]

and \( a, b, c \) are given by

\[ a = \frac{8\pi}{\sqrt{3}}, \quad b = \frac{32\pi}{15\sqrt{3}}, \quad c = \frac{1}{4\pi \sqrt{3}}. \tag{D12} \]
We find the ground state by minimizing $F$ with respect to $\Phi_0$ as

$$F_{\text{min}} = F_0 - \frac{a^2}{4b} J_c(\theta) \left[ 1 - J/J_c(\theta) \right]^2,$$

(D13)

where $\Phi_0$ is given by

$$\Phi_0 = \pm \sqrt{\frac{a}{b} \left[ 1 - J/J_c(\theta) \right]}.$$

(D14)

Note that the NCD phase terminates at $\bar{J}_\perp = D_z$. Physically, this means that there is no energy gain from the interlayer coupling in forming non-collinear order since there is a comparable energy cost from $D_z$.

Lastly, we compute the ferromagnetic order parameter defined in Eq. (C3), which in the continuum model reads as

$$M = M_1 + M_2,$$

(D15a)

$$M_1 = \frac{1}{N} \sum_{l=t,b} \int_{AF} dx \, n_l(x),$$

(D15b)

$$M_2 = \frac{1}{N} \sum_{l=t,b} \int_{F} dx \, n_l(x),$$

(D15c)

where $M_1$ and $M_2$ represent the contributions from the magnetic domains and the outside of the magnetic domains, respectively, and $N$ stands for the total number of spins in both layers per moiré unit cell. Inserting Eq. (D2) into Eq. (D15b), we obtain

$$M_{1,z} = 3 \times \frac{2}{N A_0} \int_0^{2\pi} d\phi \int_0^R d\rho \cos[\Phi_0(1 - \rho/R)] = f_{\text{ncd}} \frac{\sin^2(\Phi_0/2)}{\Phi_0/2^2},$$

(D16)

where $M_{1,z}$ and $M_{1,y}$ are zero. Here, the factors of 3 come from the fact that there are three magnetic domains in a moiré unit cell and $f_{\text{ncd}} = 6N_{\text{ncd}}/N$ stands for the fraction of the spins in the domains among all spins in the moiré unit cell. Outside the magnetic domains, the spin vector field is given by $n_{t,b} = (0,0,1)$. Inserting this into Eq. (D15c), we obtain

$$M_2 = (0,0,1 - f_{\text{ncd}}),$$

(D17)

Summing both contributions, we finally obtain $M = |M|$ as

$$M = 1 - f_{\text{ncd}} + f_{\text{ncd}} \frac{\sin^2(\Phi_0/2)}{\Phi_0/2^2}.$$

(D18)

The ferromagnetic order parameter for the non-collinear domains is given as

$$M_{\text{ncd}} \equiv (1 - M)/f_{\text{ncd}} = \frac{\sin^2(\Phi_0/2)}{(\Phi_0/2)^2}.$$ 

(D19)

2. Free energy of magnetic domain (MD) phase

We next compute the free energy $F$ for the magnetic domain phase. As observed in the simulation, this phase is characterized by the formation of local antiferromagnetic domains where interlayer spins are ordered antiferromagnetically in the out-of-plane direction [see Fig. 12 (b)]. Suppose spins are aligned in the positive $z$ direction, $n_{t,b} = (0,0,1)$, outside these domains. Then, inside each domain, spins are flipped in one of the layers, say the top layer to be specific, as

$$n_t(0 \leq \rho < R - l) = (0,0,1),$$

(D20a)

$$n_b(0 \leq \rho < R - l) = (0,0,1),$$

(D20b)

where $R$ and $l$ are the width of the domain and the domain-wall, respectively, and $\rho$ is a radial coordinate measured from the center of the domain. In the domain-wall, the top layer spins are progressively flipped while the bottom
layer spins are tilted in the opposite direction with the top layer spins. For an analytic computation, we take into account these configurations in simple function forms given as

\[ \mathbf{n}_t(R - l < \rho \leq R) = (\sin[\pi R - \rho]/l, 0, \cos[\pi R - \rho]/l), \quad (D21a) \]

\[ \mathbf{n}_b(R - l < \rho \leq R) = (-\sin[\Phi_0(l/2 - |\rho - R + l/2|)/l], 0, \cos[\Phi_0(l/2 - |\rho - R + l/2|)/l]), \quad (D21b) \]

where \( \Phi_0 \) stands for the maximum value of the tilting angles of the bottom layer spins and \( \phi_t = 0 \) and \( \phi_b = \pi \) have taken without loss of generality (\( \phi_t - \phi_b = \pi \) in general). Inserting Eqs. (D20) and (D21) into Eq. (D1), we obtain

\[
F(l, \Phi_0) = \frac{1}{A_0} \int_0^{2\pi} d\varphi \int_0^{R-l} dp \{ -2D_z - J_\perp(\rho, \varphi) \} + \frac{1}{A_0} \int_0^{2\pi} d\varphi \int_0^R dp \{ \tilde{J}(\pi^2 + \Phi_0^2)/l^2 - D_z \cos^2[\pi(R - \rho)/l] \}
+ \frac{1}{A_0} \int_0^{2\pi} d\varphi \int_{R-l}^{R-1/2} dp \{ -D_z \cos^2[\Phi_0(R - l - \rho)/l] + J_\perp(\rho, \varphi) \cos[(\pi - \Phi_0)(R - \rho)/l + \Phi_0] \}
+ \frac{1}{A_0} \int_0^{2\pi} d\varphi \int_{R-1/2}^{R} dp \{ -D_z \cos^2[\Phi_0(R - \rho)/l] + J_\perp(\rho, \varphi) \cos[(\pi + \Phi_0)(R - \rho)/l] \}. \quad (D22)
\]

The integrals for \( D_z \) are computed straightforwardly as

\[
\int_0^{2\pi} d\varphi \int_{R-l}^{R-1/2} dp \{ -D_z \cos^2[\pi(R - \rho)/l] \} = -\frac{1}{2} D_z (2\pi R l - \pi l^2), \quad (D23a)
\]

\[
\int_0^{2\pi} d\varphi \int_{R-l}^{R-1/2} dp \{ -D_z \cos^2[\Phi_0(R - l - \rho)/l] \} = -\frac{1}{4} D_z (2\pi R l - \pi l^2) \left( 1 + \frac{\sin\Phi_0}{\Phi_0} \right) + \frac{1}{4} D_z \pi l^2 \frac{1 - \cos\Phi_0}{\Phi_0^2}, \quad (D23b)
\]

\[
\int_0^{2\pi} d\varphi \int_{R-1/2}^{R} dp \{ -D_z \cos^2[\Phi_0(R - \rho)/l] \} = -\frac{1}{4} D_z (2\pi R l - \pi l^2) \left( 1 + \frac{\sin\Phi_0}{\Phi_0} \right) - \frac{1}{4} D_z \pi l^2 \frac{1 - \cos\Phi_0}{\Phi_0^2}. \quad (D23c)
\]

We again approximate the integrals for \( J_\perp(\rho, \varphi) \) to obtain the generic functional dependences on \( J_\perp(\rho, \varphi) \) as

\[
\int_0^{2\pi} d\varphi \int_0^{R-l} dp \ J_\perp(\rho, \varphi) \simeq \bar{J}_\perp \pi (R - l)^2, \quad (D24a)
\]

\[
\int_0^{2\pi} d\varphi \int_{R-l}^{R-1/2} dp \ J_\perp(\rho, \varphi) \cos[(\pi - \Phi_0)(R - \rho)/l + \Phi_0] \simeq \bar{J}_\perp 2\pi l^2 \frac{1 - \sin[\Phi_0/2]}{(\pi - \Phi_0)^2} - \bar{J}_\perp (2\pi R l - \pi l^2) \frac{\cos[\Phi_0/2]}{(\pi - \Phi_0)}, \quad (D24b)
\]

\[
\int_0^{2\pi} d\varphi \int_{R-1/2}^{R} dp \ J_\perp(\rho, \varphi) \cos[(\pi + \Phi_0)(R - \rho)/l] \simeq \bar{J}_\perp 2\pi l^2 \frac{1 + \sin[\Phi_0/2]}{(\pi + \Phi_0)^2} + \bar{J}_\perp (2\pi R l - \pi l^2) \frac{\cos[\Phi_0/2]}{(\pi + \Phi_0)}, \quad (D24c)
\]

where \( \bar{J}_\perp \) is the average value of \( J_\perp(\rho, \varphi) \) given in Eq. (D6). Inserting Eqs. (D23) and (D24) into Eq. (D22), we obtain

\[
F(l, \Phi_0) = K + V, \quad (D25)
\]

where \( K \) and \( V \) are given by

\[
K = (2R/l - 1) \frac{2\pi}{\sqrt{3}} J(\pi^2 + \Phi_0^2), \quad (D26a)
\]

\[
V = -N_{md}(\theta)(1 - l/R)^2 \bar{J}_\perp + 2D_z,
+ N_{md}(\theta) \left[ 2l/R - (l/R)^2 \right] \left\{ -D_z \left( 1 + \frac{\sin\Phi_0}{2\Phi_0} \right) + J_\perp \left( \frac{\cos[\Phi_0/2]}{\pi + \Phi_0} - \frac{\cos[\Phi_0/2]}{\pi - \Phi_0} \right) \right\}
+ N_{md}(\theta)(l/R)^2 \bar{J}_\perp \left\{ \frac{2(1 + \sin[\Phi_0/2])}{(\pi + \Phi_0)^2} + \frac{2(1 - \sin[\Phi_0/2])}{(\pi - \Phi_0)^2} \right\}, \quad (D26b)
\]

where \( N_{md}(\theta) \) represents the number of spins in the domain, which is given as \( N_{md}(\theta) = \pi R^2/A_0 \).
Lastly, we compute another order parameter for the NCD-MD phase transition, which is the ferromagnetic order parameter defined in Eq. (C3). Inserting Eqs. (D20) and (D21) into Eq. (D15b), we find

\[ M_{1,x} = \frac{3}{N A_0} \int_0^{2\pi} d\varphi \int_{R-l}^R \! d\rho \rho \left\{ \sin \left[ \pi (R - \rho)/l \right] - \sin \left[ \Phi_0 \left( l/2 - |\rho - R + l/2|/l \right) \right] \right\}, \]

\[ M_{1,z} = \frac{3}{N A_0} \int_0^{2\pi} d\varphi \int_{R-l}^R \! d\rho \rho \left\{ \cos \left[ \pi (R - \rho)/l \right] + \cos \left[ \Phi_0 \left( l/2 - |\rho - R + l/2|/l \right) \right] \right\}, \]

where \( M_{2,y} \) is zero. The integrals can be done straightforwardly, and the results are given as

\[ M_{1,x} = \frac{f_{nd}}{2} \left[ 2l/R - (l/R)^2 \right] \left\{ \frac{2}{\pi} - \frac{2}{\Phi_0} \left( 1 - \cos[\Phi_0/2] \right) \right\}, \]

\[ M_{1,z} = \frac{f_{md}}{2} \left( l/R \right)^2 \frac{4}{\pi^2} + \frac{f_{md}}{2} \left[ 2l/R - (l/R)^2 \right] \frac{2\sin[\Phi_0/2]}{\Phi_0}, \]

where \( f_{md} = 6N_{md}/N \) stands for the fraction of the spins in the domains among all spins in the moiré unit cell. \( M_2 \) is the same with NCD phase, which is given as

\[ M_2 = (0, 0, 1 - f_{md}), \]

Summing both contributions, we finally obtain \( M \) as

\[ M_x = \frac{f_{md}}{2} \left[ 2l/R - (l/R)^2 \right] \left\{ \frac{2}{\pi} - \frac{2}{\Phi_0} \left( 1 - \cos[\Phi_0/2] \right) \right\}, \]

\[ M_z = (1 - f_{md}) + \frac{f_{md}}{2} \left( l/R \right)^2 \frac{4}{\pi^2} + \frac{f_{md}}{2} \left[ 2l/R - (l/R)^2 \right] \frac{2\sin[\Phi_0/2]}{\Phi_0}, \]

where \( M_y \) is zero. Finally, we obtain the ferromagnetic order parameter \( M = |M| \) as

\[ M = \left[ \left\{ \frac{f_{md}}{2} \left[ 2l/R - (l/R)^2 \right] \left\{ \frac{2}{\pi} - \frac{2}{\Phi_0} \left( 1 - \cos[\Phi_0/2] \right) \right\} \right\}^2 \right. \]

\[ \left. + \left\{ (1 - f_{md}) + \frac{f_{md}}{2} \left( l/R \right)^2 \frac{4}{\pi^2} + \frac{f_{md}}{2} \left[ 2l/R - (l/R)^2 \right] \frac{2\sin[\Phi_0/2]}{\Phi_0} \right\}^2 \right]^{1/2}. \]

3. Scaling analysis for the phase transitions

Figure 15 (a) and (b) shows the scaling analysis results for FM-NCD phase transition with two order parameters \( \Phi_0 \) and \( M_{ncd} \) [(a) is the same with Fig. 5 (a) of the main text]. The scaling formulae for \( \Phi_0 \) and \( M_{ncd} \) are given as

\[ \Phi_0 = \sqrt{(a/b)[1 - J/J_c(\theta)]}, \]

\[ M_{ncd} = \frac{\sin^2(\Phi_0/2)}{(\Phi_0/2)^2}, \]

\[ J_c(\theta) = c f_{ncd} N(\theta)(-D_z + \tilde{J}_\perp), \]

where \( N(\theta) \approx 4/\theta^2 \) is the total number of spins inside the moiré unit cell (valid when \( \theta \ll 1 \)), and \( a, b, c \) numerical constants [see Sec. D1 for the derivation]. As shown in the phase diagram of Fig. 4 of the main text, the NCD phase terminates at \( D_z \approx 0.8 \), which suggests \( \tilde{J}_\perp \approx 0.8 \) since the termination occurs at \( \tilde{J}_\perp = D_z \) in the continuum model. The remaining parameter \( f_{ncd} \) stands for the fraction of spins in the non-collinear magnetic domain and turns out to strongly vary depending on \( D_z \) in the simulation [see Fig. 13]. Thus, we utilize it as a fitting parameter in the scaling analysis for each \( D_z \) and find its value as shown in Table V. As shown in Fig. 15 (a) and (b), the scattered data from different \( \theta \) presented in the first and second rows in Fig. 14 are well-collapsed into a single curve which also agrees well with the analytic formula.

Figure 15 (c) and (d) shows the scaling analysis results for \( l/R \) and \( M \) in MD phase. In contrast to the FM-NCD case, the scaling formulae for \( l/R \) and \( M \) are very difficult to find due to a complex function form of the free energy.
FIG. 15. Scaling analysis in the FM-NCD phase transition with respect to (a) the tingle angle order parameter $\Phi_0$ and (b) the ferromagnetic order parameter $M_{ncd}$ in the non-collinear domain. Here, $J_c(\theta)$ represents the critical intralayer coupling strength given in Eq. (D32c) and the black lines represent the analytic fitting functions given in Eqs. (D32a) and (D32b), respectively. Scaling analysis in the NCD-MD phase transition for (c) the domain-wall width order parameter $l/R$ and (d) the ferromagnetic order parameter $M$. Here, $J_*(\theta)$ represents another critical intralayer coupling strength given in Eq. (D33).

in Eq. (D25). Despite the complexity, we conjecture that the competing energy scale for the intralayer coupling $J$ is simply proportional to $\bar{J}_\perp$ and the number of spins in the magnetic domain $N_{md}(\theta)$, which is explicitly given as

$$J_*(\theta) = \frac{\sqrt{3}}{4\pi^3} f_{md} N(\theta) \bar{J}_\perp,$$

(D33)

where $f_{md}$ $\approx$ 0.55 stands for the fraction of spins in the magnetic domain and the numerical constant is found from Eq. (D25). Indeed, as shown in Fig. 15 (c) and (d), we find that the scattered data from different $\theta$ presented in the first and third rows in Fig. 14 are well-collapsed though in different curves for each $D_z$ in contrast to the FM-NCD transition case.

In Fig. 5 (d) of the main text, we used $J_c(\theta)$ for both NCD and MD phases and $M$ (not $M_{ncd}$) to cover all magnetic phases. The collapse of scattered data from different $\theta$ is clearly seen though in different curves for each $D_z$.

Appendix E: Magnon excitations

1. Derivation of Magnon Hamiltonian

For a given magnetic ground state, the Bogoliubov-de Gennes (BdG) Hamiltonian of the magnons can be derived by using the Holstein-Primakoff (HP) transformation [119]. In this section, we explain how we obtain magnon excitations from the spin Hamiltonian in Eq. (2.1) for a given magnetic order. We first explain our analytic derivation for magnon. We generally write down the Heisenberg spin Hamiltonian with the anisotropy term, which is given as,

$$H = \sum_{i,j} \sum_{\mu,\nu} H_{ij,\mu\nu} + \sum_i A_{i\mu},$$

(E1a)

$$H_{ij,\mu\nu} = \sum_{\alpha=x,y,z} J_{ij,\mu\nu} \hat{S}_i^\alpha \hat{S}_j^\alpha,$$

(E1b)

$$A_{i\mu} = -D_z \hat{S}_i^z \hat{S}_i^\mu,$$

(E1c)

where $H_{ij,\mu\nu}$ and $A_{i\mu}$ represent a Heisenberg interaction and a single-ion anisotropy energy. $i, j$ is the index represents the unit cell. $\mu, \nu$ represent the different sites within a unit cell. $\alpha = x, y, z$ is the index that represent the direction.

| $D_z$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
|-------|-----|-----|-----|-----|-----|-----|-----|
| $f_{ncd}$ | 0.99 | 0.68 | 0.53 | 0.38 | 0.30 | 0.23 | 0.20 |

TABLE V. The fraction of spins in the non-collinear magnetic domain as a function $D_z$ found from the scaling analysis in Fig. 15 in (a) and (b).
of the magnetic order. We consider a generic non-collinear magnetic order where the spin vectors of \( \mathbf{n}_\mu \) are ordered differently at each site \( \mu \). To perform the HP transformation, we need to transform the spin operators at each site represented in the global coordinate to the local coordinate in the ordered direction by rotating the coordinate system. The spin operator, \( \tilde{S}_\mu \), represented in the local coordinate frame, is given as,

\[
\tilde{S}_\mu^\alpha = \sum_{\beta=x,y,z} [R(\mathbf{n}_\mu)]^{\alpha\beta} \tilde{S}_{i\mu}^\beta,
\]

where \( R(\mathbf{n}_\mu) \) is the three-dimensional rotation matrix, and it is explicitly written as,

\[
R(\mathbf{n}_\mu) = \begin{bmatrix}
    n_\mu^x + \frac{(n_\mu^y)^2}{1+n_\mu^y} & -n_\mu^z n_\mu^y & n_\mu^x \\
    -n_\mu^z n_\mu^y & n_\mu^x + \frac{(n_\mu^y)^2}{1+n_\mu^y} & n_\mu^y \\
    -n_\mu^y & n_\mu^z & -n_\mu^x
\end{bmatrix} \equiv \begin{bmatrix} u(\mathbf{n}_\mu) & v(\mathbf{n}_\mu) & \mathbf{n}_\mu \end{bmatrix}.
\]

Accordingly the Heisenberg term in the global coordinate \( H_{ij\mu\nu} \) transforms in the rotated frames as,

\[
H_{ij\mu\nu} = \sum_{\alpha,\beta=x,y,z} \tilde{J}^{\alpha\beta}_{ij\mu\nu} \tilde{S}_{i\mu}^\alpha \tilde{S}_{j\nu}^\beta,
\]

where \( \tilde{J}^{\alpha\beta}_{ij\mu\nu} \equiv J_{ij\mu\nu}[R(\mathbf{n}_\mu)^T R(\mathbf{n}_\nu)]^{\alpha\beta} \) represents an “effective Heisenberg interaction” in the rotated frames, which we explicitly write down the expression as,

\[
\tilde{J}^{\alpha\beta}_{ij\mu\nu} = J_{ij\mu\nu} \begin{bmatrix} u(\mathbf{n}_\mu) \cdot u(\mathbf{n}_\nu) & u(\mathbf{n}_\mu) \cdot v(\mathbf{n}_\nu) & u(\mathbf{n}_\mu) \cdot \mathbf{n}_\nu \\
 v(\mathbf{n}_\mu) \cdot u(\mathbf{n}_\nu) & v(\mathbf{n}_\mu) \cdot v(\mathbf{n}_\nu) & v(\mathbf{n}_\mu) \cdot \mathbf{n}_\nu \\
 \mathbf{n}_\mu \cdot u(\mathbf{n}_\nu) & \mathbf{n}_\mu \cdot v(\mathbf{n}_\nu) & \mathbf{n}_\mu \cdot \mathbf{n}_\nu \end{bmatrix}^{\alpha\beta}_{ij\mu\nu}.
\]

After the transformation to the local coordinate frame, we perform the standard HP transformation, which is given as,

\[
\tilde{S}_{i\mu}^\alpha \simeq \frac{\sqrt{2S}}{2} (a_{i\mu} + a_{i\mu}^\dagger), \quad \tilde{S}_{i\mu}^y \simeq \frac{\sqrt{2S}}{2i} (a_{i\mu} - a_{i\mu}^\dagger), \quad \tilde{S}_{i\mu}^z = S - a_{i\mu}^\dagger a_{i\mu}.
\]

By plugging in the above expression, we expand \( H_{ij\mu\nu} \) up to the quadratic order of the magnon Hamiltonian, which is now given as,

\[
H_{ij\mu\nu} = \tilde{J}_{ij\mu\nu}^{zz} S^2 + \sqrt{2S}^{3/2} \left[ (\tilde{J}_{ij\mu\nu}^{xz} - i \tilde{J}_{ij\mu\nu}^{zy} a_{i\mu} + h.c.) - S \tilde{J}_{ij\mu\nu}^{zz} (a_{i\mu} a_{j\nu} + a_{j\nu}^\dagger a_{i\mu}) + \frac{1}{2} \left( \tilde{J}_{ij\mu\nu}^{xx} - \tilde{J}_{ij\mu\nu}^{yy} + i \tilde{J}_{ij\mu\nu}^{xy} + i \tilde{J}_{ij\mu\nu}^{yx} a_{i\mu} a_{j\nu} + h.c. \right) \right] + \mathcal{O}(\sqrt{S}).
\]

We also rewrite \( A_{i\mu} \) in the rotated frames as

\[
A_{i\mu} = - \sum_{\alpha,\beta=x,y,z} \tilde{D}_{ij\mu}^{\alpha\beta} \tilde{S}_{i\mu}^\alpha \tilde{S}_{j\nu}^\beta,
\]

where \( \tilde{D}_{ij\mu}^{\alpha\beta} \) represents an “effective single-ion anisotropy energy” in the rotated frames, which we also write down explicitly as

\[
\tilde{D}_{ij\mu}^{\alpha\beta} = \left[ \begin{array}{ccc}
    n_\mu^x + \frac{(n_\mu^y)^2}{1+n_\mu^y} & -n_\mu^z n_\mu^y & n_\mu^x \\
    -n_\mu^z n_\mu^y & n_\mu^x + \frac{(n_\mu^y)^2}{1+n_\mu^y} & n_\mu^y \\
    -n_\mu^y & n_\mu^z & -n_\mu^x
\end{array} \right]_{ij\mu}^{\alpha\beta}.
\]

Using the HP transformation, we also expand \( A_{i\mu} \) as

\[
A_{i\mu} = - \tilde{D}_{ij\mu}^{zz} S^2 - \sqrt{2S}^{3/2} \left[ (\tilde{D}_{ij\mu}^{zz} - i \tilde{D}_{ij\mu}^{zy}) a_{i\mu} + h.c. \right],
\]

\[
- S \left( \tilde{D}_{ij\mu}^{xx} + \tilde{D}_{ij\mu}^{yy} - 2 \tilde{D}_{ij\mu}^{zz} a_{i\mu} a_{j\nu} + \frac{1}{2} \left( \tilde{D}_{ij\mu}^{xx} - \tilde{D}_{ij\mu}^{yy} + 2i \tilde{D}_{ij\mu}^{xy} a_{i\mu} a_{j\nu} + h.c. \right) \right] + \mathcal{O}(\sqrt{S}).
\]
In general non-collinear order, the BdG Hamiltonian can be diagonalized as

$$H_{\text{BdG}} = 2 \sum_i \sum_{\mu} E_{\mu} a_{i\mu}^\dagger a_{i\mu} + \sum_{i,j,\mu,\nu} \left[ T_{ij\mu\nu} a_{i\mu}^\dagger a_{j\nu} + \Delta_{ij\mu\nu} a_{i\mu}^\dagger a_{j\nu}^\dagger + h.c. \right],$$

(E11)

where

$$E_{\mu} = -S \sum_j \sum_{\nu} \tilde{J}_{ij\mu\nu}^{zz} + S(\tilde{D}_{ij\mu\nu}^{zz} - \tilde{D}_{ij\mu\nu}^{xx}/2 - \tilde{D}_{ij\mu\nu}^{yy}/2),$$

(E12)

$$T_{ij\mu\nu} = \frac{S}{2} \left( \tilde{J}_{ij\mu\nu}^{xx} + \tilde{J}_{ij\mu\nu}^{yy} - i \tilde{J}_{ij\mu\nu}^{xy} + i \tilde{J}_{ij\mu\nu}^{yx} \right),$$

(E13)

$$\Delta_{ij\mu\nu} = \frac{S}{2} \left( \tilde{J}_{ij\mu\nu}^{xx} - \tilde{J}_{ij\mu\nu}^{yy} + i \tilde{J}_{ij\mu\nu}^{xy} + i \tilde{J}_{ij\mu\nu}^{yx} \right) - \delta_{ij} \delta_{\mu\nu} \frac{S}{2} \left( \tilde{D}_{ij\mu\nu}^{xx} - \tilde{D}_{ij\mu\nu}^{yy} + 2i \tilde{D}_{ij\mu\nu}^{xy} \right).$$

(E14)

Finally, we arrive at the expression of the Bogoliubov Hamiltonian $H_{\text{BdG}}$, which is given as,

$$H_{\text{BdG}} = \sum_k \sum_{\mu,\nu} \left( \begin{array}{cc} a_{k\mu}^\dagger & a_{-k\mu} \end{array} \right) \left( \begin{array}{cc} \delta_{\mu\nu} E_{\mu} + T_{k\mu\nu} & \Delta_{k\mu\nu} \delta_{\mu\nu} E_{\mu} + T_{-k\nu\mu} \end{array} \right) \left( \begin{array}{c} a_{k\nu} \cr a_{-k\nu}^\dagger \end{array} \right),$$

(E15)

where

$$T_{k\mu\nu} = T_{ij\mu\nu} + \frac{1}{2} e^{ik(r_i - r_j)} T_{ij\mu\nu},$$

(E16)

$$\Delta_{k\mu\nu} = \Delta_{ij\mu\nu} + \frac{1}{2} e^{ik(r_i - r_j)} \Delta_{ij\mu\nu}.$$

(E17)

In general non-collinear order, the BdG Hamiltonian can be diagonalized as, $H_{\text{BdG}} = U D U^\dagger$, where $D$ is the diagonal matrix containing the magnon band energy. The bosonic commutation relations of the magnons require the paraunitary condition of the bosonic wave function, which is given as, $U^\dagger \Sigma_z U = \Sigma_z$, where $\Sigma_z$ is the Pauli matrix acting on the particle-hole degree of the freedom. In general, the paraunitary nature of the bosonic wave function makes the deviation of the band topological classifications from the ordinary fermionic topological systems [120, 121].

**Appendix F: Topological classification of magnon excitations**

1. **General consideration**

For a given magnetic ground state, the BdG Hamiltonian of the Holstein-Primakoff magnons are obtained by the method described in the previous section E. In this section, we consider the general symmetry structure of the magnon Hamiltonian and the magnon band topological classifications. The BdG Hamiltonian of the magnon can be diagonalized as,

$$H_{\text{BdG}}(k) = U_k D_k U_k^\dagger,$$

(F1)

where $U_k$ is the paraunitary matrix that satisfy the paraunitary condition such that $U_k^\dagger \Sigma_z U_k = \Sigma_z$ due to the bosonic commutation relation of the magnon, where $\Sigma$ denotes the Pauli matrices acting on the particle-hole space. To obtain the paraunitary wave function, the non-Hermitian Hamiltonian, $\Sigma_z H_{\text{BdG}}(k)$ is diagonalized[122]. In addition, the particle-hole symmetry of the BdG Hamiltonian, which is given as,

$$\Sigma_z H_{\text{BdG}}^T(k) \Sigma_z = H_{\text{BdG}}(-k).$$

(F2)

The particle-hole symmetry of the BdG Hamiltonian allows the decomposition of the wave functions into the positive and negative energy sectors as $U_k = (V_k, \Sigma_z V_{-k})$ where $V_k$ is $N \times \frac{N}{2}$-dimensional matrix, which is comprised of the eigenvectors with the positive energy [123–125].
2. Collinear order and Dirac magnons

In the case of the collinear magnetic order, the system possesses the additional $U(1)$-spin rotation symmetry ($U(1)_c$) along the easy axis. As the pairing term in the BdG Hamiltonian vanishes due to the $U(1)_c$ symmetry, the Bogoliubov-de Gennes (BdG) Hamiltonian can be decoupled into the particle and hole sectors as,

$$H_{\text{BdG}}(\mathbf{k}) = H_{s=+1} \oplus H_{s=-1},$$

where $H_{s=\pm 1}$ indicates the particle (hole) sector of the magnons carrying the spin $\pm 1$ along the collinear axis. When the particle and the hole sectors are decoupled, we can choose the basis of the eigenfunctions, which satisfy the unitary condition, $U_k^\dagger U_k = I$. The unitary eigenstates of the magnons follow the same topological classifications of the spinless fermions. In the presence of the space-time inversion symmetry ($\mathcal{PT}$), where $\mathcal{T} : S_y \rightarrow -S_y$ is the effective time-reversal symmetry of the magnons, ensures $\mathbb{Z}_2$ quantization of the Berry phase along a closed loop in the BZ (AI class in the Altland-Zirnbauer classification). The non-trivial $\pi$-Berry phase along a closed loop topologically protects the odd number of the Dirac cones of the magnonic systems in the interior of the loop. In the commensurate angles of the twisted bilayer systems, the Dirac cones from the top layer and the bottom layers are located at the same point in the folded BZ [59]. The topological protection of the two individual Dirac cones requires the effective decoupling between the two, which manifests as $U(1)_c$ symmetry.