Robo-HUD: Interaction Concept for Contactless Operation of Industrial Cobot Systems
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Abstract: Intuitive and safe interfaces for robots are challenging issues in robotics. Robo-HUD is a gadget-less interaction concept for contactless operation of industrial systems. We use virtual collision detection based on time-of-flight sensor data, combined with augmented reality and audio feedback, allowing the operators to navigate a virtual menu by “hover and hold” gestures. When incorporated with virtual safety barriers, the collision detection also functions as a safety feature, slowing or stopping the robot if a barrier is breached. Additionally, a user focus recognition module monitors the awareness, enabling the interaction only when intended. Early case studies show that these features present good use-cases for inspection tasks and operation in difficult environments, where contactless operation is needed.
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1. Introduction

The industry must adapt ever faster to constantly changing environmental conditions, such as technological leaps and product individualization. An important prerequisite for the design of the future production factories is therefore their adaptability. The current new generation of autonomous and collaborative robots further amplifies this factor [1–3]. Right now humans and robots coexist in the industrial environment mostly with physical barriers, to ensure safety. Removing these barriers creates new possibilities and challenges [4] in the field of human–robot interaction (HRI). The hazard posed by an industrial robot can be reduced to a certain degree by utilizing cobots, robots especially designed for human–robot collaboration, cooperation and coexistence, an important field of HRI [5].

Yet the challenge of an intuitive human–machine interaction system for industrial robots remains unresolved.

1.1. Related Works

In order to implement cobotic systems into industrial fields, the safety requirements must be met, most notably the safety standards ISO 10218-1/2 and the technical specification ISO/TS 15066. These identify four forms of collaboration:

1. **Safety-rated monitored stop**, stopping the robot in case the robot operations are halted when safety zones are violated;
2. **Hand guiding**, allowing the operator to teach new positions without the need of a teaching interface;
3. **Speed and separation monitoring**, changing the robots speed in relation to the position of the operator;
4. **Power and force limiting mode**, restricting the contact force in collaborative work.

As shown by Pasinetti et al. [6], time-of-flight (ToF) cameras can be utilized to reliably monitor the operator and, in combination with virtual barriers, slow down or stop the robot...
if safety protocol is breached. Magrini et al. [7] have proposed a system that ensures the human safety in a robotic cell and enables gesture recognition for low-level robot control (e.g., start/stop).

There have been many different implementations of contactless HRI [8–16]. Tölgyessy et al. utilized a pointing gesture to point the robot to a certain location, where the direction of the pointing gesture intersects with the planar surfaces. The approach can be generalized by their proposed “Laws of Linear HRI” utilizing an intersection of a line, formed by any two joints of the detected human and a plane in the robots environment, creating a point of interest (POI) or a potential target for navigation. This pointing gesture method can also be used to distinguish between pre-programmed objects. The approach is specialized in finding POIs; however, it lacks user feedback, as it is unclear where the user was pointing until the robot executes the command [9].

Alvarez-Santos et al. [10] presented an augmented reality graphical user interface (AR-GUI) as the core element of their tour-guiding robot’s interaction. A user sees himself together with augmentation on the screen of the laptop, placed on top of the mobile robot and can push virtual buttons and perform gestures and patterns after performing an initialization for hand detection. Many other approaches utilize head mounted displays [11–14]; unfortunately these are not intuitive, require additional hardware for each user and are often difficult to integrate into the industrial environment. In addition to the time-of-flight sensors, there are approaches with capacitive [15], radar [17] or tomographic [16] sensors to detect gestures.

1.2. Previous Work

In a previous Wizard-of-Oz (WoZ) study, we explored the different forms of communication required for intuitive human–robot interaction (HRI). We implemented a WoZ framework “RoSA”, the “Robot System Assistant”, to overcome resource and current technology limitations, and carried out a study with 36 participants in which a “wizard” actively controlled the system. Participants were able to use speech, gaze, mimics and gestures without additional constraints to interact with a stationary cobot to solve some tasks related to cube stacking. Figure 1 shows the participant interacting with the system. According to strictly defined rules, the wizard, who observed the participant from another room, controlled the robot, following the participant’s instructions. Based on the results of the study, we intend to implement a real system that can use natural multimodal inputs to control robot assistants. Our findings suggest that speech and gesture recognition are indispensable for such a system, to allow intuitive HRI. [18]
1.3. Our Approach

While the safety aspects of collaborative robot systems are already well defined in ISO/TS 15066, we focus our work on the intuitive operation and communication between humans and robots. Using augmented reality as visual user interface (UI) increases the simplicity and control in this field, as shown by Williams et al. [19]. The use of speech and gesture recognition also influences the efficiency of the communication. We propose a contactless UI approach, as avoiding the physical interaction between operator and robot can also increase the safety of the human operator. Our concept combines safety aspects and intuitive control using virtual barriers, contactless gestures and a Head-up-Display (HUD), a concept which is also referred to as virtual mirror [20]. The operator can move freely without having to wear virtual reality goggles or another gadget. Although not stated directly in their work, the method used by Alvarez-Santos et al. [10] would also classify as virtual mirror. The main difference would be the ability for multi-user input, no need for initialisation and use of the system for safety purposes. To further improve safety and user experience, we utilized gaze data [21] to ensure the operator is attentive [22,23].

2. System Setup

In the following, we will describe the hardware and software of the system setup used for our real-time HUD in robotic environments.

2.1. Hardware

The system is based on a UR5e cobot, by Universal Robots, equipped with a RG6 gripper by On-Robot, to fit safety standards for HRI [24]. A display, positioned behind the robot, acts as a virtual mirror, giving visual feedback while speakers give audio feedback and voice outputs. For contactless input, the RGB-D data from a Kinect V2 camera are used. The Kinect is positioned above the monitor.

The robot is placed on a sturdy metal table. The floor in front of the robot is divided into interaction zones, which are highlighted with tape. All devices are connected to the same PC (Specs: Intel Core i7-9800X @ 3.8GHz, NVIDIA 1080 TI, 32Gb RAM, SSD). The build can be seen in Figure 2.

![Figure 2. Experimental setup.](image)

2.2. Software

The system is split into different modules for simplicity and re-usability purposes: sensor module, HUD module, safety module, attention module, speech module, robot module and collision module. Each module is prepared to work as a standalone, using a publish and subscribe service (e.g., Robot Operating System (ROS): open source robotics middleware suite, or Message Queuing Telemetry Transport (MQTT): a lightweight, publish-
subscribe network protocol) as a middleware. For the initial test, the modules are compiled together and share the data in a main program. The summary of the interaction and information flow can be seen in Figure 3.

![Final schematic representation for the interaction of the components (system concept).](image)

3. Modules

In the following, we will explain each module and its functionalities as described in the previous chapter.

3.1. Sensor Module and Calibration

The sensor module initializes the camera and loads the extrinsic calibration between the camera and the robot. The calibration is done using Radon chessboard detection [25] and World/Robot-Tool-Flange calibration with 3D-EasyCalib™ [26]. For the body and gesture detection, the Kinect software development kit (SDK) is used. In this step, the depth data are converted to a body skeleton and an open/closed/pointing hand gesture estimation. Our preliminary experiment with 21 subjects for Kinect skeletal accuracy shows a mean deviation under $20\, \text{mm}$ for hand detection under optimal conditions, when the hands of the subject are clearly visible and not occluded. These findings are supported by different studies and contribute to the reason why Kinect v2 was chosen for our setup [27,28].

To increase robustness against outliers, a mean over the 30 recently estimated hand positions is used as a filter, when time is uncritical but deliberate user input is needed. The sensor module subsequently outputs the skeleton data, audio input and RGB feed towards other modules for further processing.

3.2. Collision Module

The skeleton, provided by the sensor module, is processed by the collision module to allow the user to interact with virtual objects such as safety planes or augmented UIs. All object interaction is calculated in three-dimensional Euclidean space and is based on a point $(x, y, z)$, to which we refer as $\text{SpacePoint}$. For example, the skeleton as estimated by the Kinect SDK, consists of 25 $\text{SpacePoints}$.

$\text{ColBase}$, a base class for collision, contains the name of the virtual object and a boolean attribute of the momentary collision. $\text{ColPoint}$ is an inheritance of $\text{ColBase}$ and contains a $\text{SpacePoint}$ as its center and a radius in which a collision can occur. The main collision detection uses the algorithm for a sphere–sphere collision detection:

$$|c_1 - c_2| < r_1 + r_2$$

which compares the distance between the two sphere centers $(c_1, c_2)$, with the combined radii $(r_1, r_2)$. An overlap or collision is possible only if the distance between the sphere
centers is smaller than the radius combined. Further objects with increased complexity can be created by grouping ColPoints together: ColLine consists of different ColPoints, ColQuad of different ColLines, etc. The full structure of collision objects can be seen in Figure 4.

Figure 4. ColPoint Class diagram in UML. ColPoint contains a SpacePoint as a center. ColBase inherits its attributes (name and collision) to ColPoint, ColLine, ColQuad and ColOcto.

To fill in the spaces between two ColPoints, a linear interpolation can be used. This allows the creation of mesh-like objects that require only the outer points and a subdivision count for definition. The radius $r$, when considering the distance $l$ between two SpacePoints, should be at least $\frac{1}{2}\sqrt{2}l$ in 2D and $\frac{1}{2}\sqrt{3}l$ in 3D to ensure a gap-free collision object.

A ColQuad can be defined by its outer corners and span a mesh of ColPoints to be impenetrable for collision detection. The advantage of this approach versus the use of a rectangle or a plane is that it can adapt to the real-world geometry, which is usually inexact. These imperfections are then leveled by the two-dimensional interpolation forming a curved mesh, which suits the real world better than a mathematically defined rectangle (Figure 5). A good use for a ColQuad would be as a virtual barrier for a safety fence or an interaction zone. In Figure 6, an interaction between a skeleton and a ColQuad can be seen.

Figure 5. Representation of a ColQuad with a subdivision factor of five from three different perspectives. Note: in this example point A is not on the plane defined by BCD. The ColQuad is not a quadrilateral restricted to 2D but a 3D construct.
Figure 6. Examples of real-time visualization and interaction with ColPoint objects. Collisions between a ColQuad and body SpacePoints are shown.

3.3. HUD Module

The HUD module is connected to each module, as it controls the outputs and the robot’s actions and gives feedback to the user. Our real-time head up display for robotic environments utilizes the concept of a virtual mirror, as described by Billinghurst et al. [20], to augment a virtual menu as the main user interface. The user sees a mirrored live-feed of the Kinect depth data as well as the estimated skeletal and gaze data. When the preconditions are met (only one user in the interaction zone, gaze is focused on the robot/virtual mirror) a menu is augmented into the scene, fixed to the virtual skeleton, half a meter in of the subject. This way it follows the user moving in the interaction zone. Users can interact with the menu by extending their arms.

The menu consists of up to nine ColPoints arranged on a grid, represented as buttons. Only active menu items are displayed. With the intention to keep the system simple and consistent, the menu’s appearance was devised in a circular design. In order for the operator to activate a virtual button, the collisions of skeleton and corresponding ColPoint need to be calculated by the collision module. Any prior collision of skeleton and virtual menu results in a “click/tick sound” as feedback for a possible interaction. An input is only accepted when an expected gesture is held in place for a certain number of frames (15–30). This way accidental inputs are disregarded. The progress is also visualized by gradually changing the color of the chosen button and by playing a sound when the input is accepted. We refer to this action as “hover and hold”.

The process of selection can be seen in Figure 7: first an outline around the button is displayed, then the infill gradually becomes green.

Figure 7. Augmented virtual menu for user interaction.
The menu allows to switch between the different robot modes: speed and separation monitoring, hand guiding/freedrive mode and direct robot control. Each choice needs to be confirmed (e.g., “Wish to continue?”, “yes/no”). If canceled, the user returns to the main menu and the robot returns to its home position.

3.4. Attention Module

We implemented a Kinect SDK independent head pose tracker that estimates the person’s gaze to monitor awareness and intention for interaction. The head pose estimation uses the HPFL method and is trained with the SyLaHP database both introduced by Werner et al. [21]. The head pose is predicted through Support Vector Regression [29]. If the resulting angle deviates from the given field of view for a few seconds, the input for the virtual menu is deactivated, as seen in Figure 8. This is done to ensure that the communication between the operator and the robot is only possible when a direct line of sight is present.

The implemented tracker also allows an identification and differentiation between users. Face attribute detection with deep metric learning [30,31] is used to generate user IDs. Users reentering the scene get recognized and assigned to the same ID that was used the last time. This would allow an access control, if paired with an user database. For our research interest, we only tracked whether the same person would be assigned the correct ID.

Figure 8. Attention detection: interaction is disabled when the user looks away.

3.5. Safety Module

To further ensure the human safety, the menu is only active when the operator is looking at the robot and stands within a predefined operating range. The operating range is defined by virtual barriers not shown on the virtual mirror, but highlighted on the ground. Violation of the virtual barriers are calculated in real time by the collision module Section 3.2. The robot is halted if the operator comes too close or leaves the work space abruptly. Additionally, speed reduction can be activated if the operator loses the robot out of sight (Section 3.4). The safety module operates parallel to the robot’s own safety measures described in Section 3.7.

3.6. Speech Module

For a more intuitive multi-modal user experience, speech synthesis was implemented. The system is able to readout prompts and questions and give audio feedback such as: “Ok”, “robot: ready”, etc. It utilizes the Microsoft Speech Platform, as it is easy to implement in the Windows environment and works offline. For now only speech synthesis is used.
3.7. Robot

The robot module controls the status, position and mode of the UR 5e robot. The robot’s status is permanently monitored by the safety module allowing fast reaction and bi-directional control using Real-Time Data Exchange (RTDE). The robot is running basic movement programs, awaiting changes in its local registers, updated by the PC at 125 Hz that change depending on the user input:

- **Speed and separation monitoring**, where the robot is moving between predefined points and slows down if the user looks away;
- **Hand guiding/Freedrive mode**, allowing the operator to manipulate the robot manually;
- **Direct control**, allowing the user to move the robot arm directly via the menu.

By default the robot is running in **Speed and separation monitoring** mode. The robot module does not interfere with the built-in safety measures by UR. These include Safeguard Stop, stopping the robot if certain forces are exceeded, as well as the limits for joint position, pose and power. These features have been tested in accordance with EN ISO 13849-1:2015, Cat.3, PL [24]. Additionally integrated robot safety planes restrict the robot in its movements, to ensure there is no movement out of certain bounds that could damage the robot or the equipment.

4. Results and Discussion

In summary, our system combines safety aspects as proposed by Magrini et al. [7], a similar interaction as Alvarez-Santos et al. [10] with the addition of gaze detection by Werner et al. [21] and our implementation of a collision system based on ColPoints. We use Microsoft Speech Platform for the speech synthesis.

Further we will discuss our results and overall findings.

4.1. Industrial Use

Additionally, in our laboratory environment we deployed our setup in industrial environment for user feedback. It was presented as an interactive demonstrator, to explore the features, without defined tasks. In Figure 9 two users can be seen detected by the system, while only one is marked as “active”.

**Summary of our observations:**

- concern for fatigue for prolonged use;
- need for height adjustment, as taller persons had minor difficulties with the HUD;
- users trying to “click” the buttons instead of “hover and holding”;
- users extending their arms too far, instead of holding, thus resulting in leaving the predefined menu ColPoint resulting in abortion of the wanted action;
- quick adaption to the system and the ability to control the robot within minutes;
- overall positive feedback for the user experience;
- good use-case for inspection tasks and operation in difficult environments where contactless operation is advantageous (high voltage, acid, sharp pieces).

4.2. Collision

Our goal for collision detection was real-time capability, which is 30 frames per second or above, as defined by the frame rate of the 3D input. The experiments showed that a worse-case scenario allowed about 100,000 verifications in single CPU thread mode. With multi-threading optimization, the load can be distributed evenly between the CPU treads allowing practically a million sphere–sphere collisions to be detected in real time. Considering six persons that can be detected by Kinect V2 with their respective 25 skeletal input SpacePoints, this sums up to 150 necessary collision verifications per ColPoint. This leads to total of 6000–7000 possible ColPoints that can be safely checked every frame. To further reduce the computational cost, a hull SpacePoint or a sphere-tree approach could be added. It would be also interesting to port the algorithm to a GPU.
4.3. Safety

Avoiding physical contact between the human and robot, through our gesture-based, contactless approach, increases the safety of the user. By adding ColPoints to the joint positions of the robot, simple human–robot collision prevention can be achieved. The robot, in this case, stops before the collision occurs because a virtual collision with a ColPoint happens first. Our introduced “Virtual Barriers” present an alternative for laser-based security scanners. This would be a novel approach since the first safety-rated (performance level D) 3D ToF camera (Spotguard© from Tofmotions) became available for the market.

By certifying the collision detection algorithm, our method could be used in the industrial environment. At this point, laser-based security scanners can be added as redundancy, to further improve safety and ensure a safety-rated monitored stop.

4.4. UI

Our “hover and hold” approach system differs from most conventional UIs (hover and click/touch), as there is no need for depth movement. Some users wanted to press a button/object expecting the system to react to pointing/clicking gestures varying in depth. The safety aspect of our multi-modal approach can therefore be perceived as less intuitive in comparison to Alvarez-Santos et al. [10], who included both options.

4.5. Future Works and Author Remarks

The current setup is limited to 2D gesture control. Dynamic gestures and micro gestures (moving just the fingertips) are not detected by the system. As derived from our previous RoSA research, the the system still lacks a pointing gesture similar to the one implemented by Tölgysey et al. [9], as well as voice control.

The described system is a part of an upcoming field study with a significant group of subjects. The goal is to allow a multi-modal natural interaction with robotic assistance systems utilizing speech, gaze, mimics and gestures using current technologies. Since the goal and the necessary system are of higher complexity, we decided to split the research into smaller parts. To replicate the RoSA System from the WoZ Study, but without the “wizard”, the speech input, a dialog system, augmented projection, pointing gestures and ROS middleware are yet to be implemented. The evaluation, which was currently not possible due to the COVID-19 pandemic, will then happen in a large field study for the overall system while also containing tasks for each module separately.
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