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Evaluation of performance of drought prediction in Indonesia based on TRMM and MERRA-2 using machine learning methods
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A B S T R A C T

East Nusa Tenggara Province is one of the most vulnerable regions in Indonesia to drought. Drought prediction is definitely needed as a mitigation action to minimize the risk of drought. However, a sparse dataset has led to difficulties in accurately predicting future droughts in areas without meteorological stations, and hence a dataset with a finer resolution is required. This research investigates the performance of a 3-month Standardized Precipitation Index (SPI) derived from the Tropical Rainfall Measuring Mission (TRMM) and Modern-Era Retrospective analysis for Research and Applications (MERRA-2) to predict drought. CART and Random Forest are applied as the classification methods. Using several predictors, the analysis finds that CART has lower predictability than Random Forest. The average accuracy of the prediction using Random Forest reaches 100% with an average Area Under Curve (AUC) of about 0.8. The analysis also shows that predictions using the MERRA-2 dataset lead to higher accuracy and AUC than those using the TRMM. Therefore, using the MERRA-2 dataset predicted by Random Forest can be an optimal way to predict drought in East Nusa Tenggara. The methods confirmed that average soil surface temperature (day and night), Multivariate ENSO Index (MEI), Arctic Oscillation Index (AOI) and Normalized Difference Vegetation Index (NDVI) are strong predictors of drought. The performance of CART and Random Forest is improved with the Synthetic Minority Over-Sampling Technique (SMOTE).

The techniques described:
- translate drought information and predictors of drought into a base classifier that optimizes the AUC;
- allow drought to be predicted for many grid points efficiently and with high accuracy; and
- are computationally efficient and easy to implement.
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Specifications Table

| Subject Area:             | Environmental Science |
|--------------------------|-----------------------|
| More specific subject area: | Drought Prediction |
| Method name:             | Random Forest and CART |
| Name and references for original method: | Breiman, L. (1996) Bagging Predictors, Machine Learning, 26, 123–140. Breiman, L. (2001) Random Forests. Machine Learning, 45, 5–32. Breiman, L, Friedman, J.H., Olshen, R.A., and Stone, C.J. (1984) Classification and Regression Trees, Wadsworth, Monterey, CA. |
| Resource availability:   | MERRA-2 Re-analysis dataset available online |
|                          | TRMM satellite data available online |
|                          | R (Open source software for data processing) |

Method details

Drought is a natural disaster of below-average precipitation in a certain area caused by disruption to an expected precipitation pattern, and it has a very wide impact. One type of drought that occurs in Indonesia is meteorological drought, which can be defined as an event that takes place naturally and repeatedly because of reduced rainfall from normal conditions [1]. One of the provinces in Indonesia with the most frequent meteorological droughts is East Nusa Tenggara (NTT), and this is listed as the top priority region that is most vulnerable to drought [2]. Mitigation of drought, by methods such as providing reliable predictions of future droughts, is definitely required to minimize the risk and the negative impact of drought.

Meteorological drought monitoring can be done by examining the rainfall data recorded from observation stations [3]; such data are effective and relatively accurate in describing the rainfall in an area. However, meteorological stations are not evenly distributed, resulting in the reduced accuracy of the results of the analysis [4,5], particularly in regions with no stations. To deal with this drawback, a dataset of satellite-based data has been extensively used in many analyses [5]. Remote-sensing data originating from meteorological satellites can provide rainfall data with a better spatial and temporal distribution [6]. According to Rhee and Im [3], remote-sensing data can be used widely and dynamically in drought monitoring. For tropical regions, the remote-sensing data generated from meteorological satellites that have been widely used in various studies are from the Tropical Rainfall Measuring Mission (TRMM) [7–15]. Most studies have found that TRMM satellite precipitation gives a relatively good performance. For the case of Indonesia, the performance of the TRMM has been investigated [16,17]. Hatmoko et al. [18] used TRMM data for drought analysis.

Another dataset that has been extensively used to build drought prediction is Modern-Era Retrospective Analysis for Research and Applications (MERRA-2). This is a re-analysis product that assimilates satellite rainfall estimates from the Special Sensor Microwave Imager (SSMI) and the TRMM Microwave Imager (TMI) [19]. Among the studies that have used MERRA-2 to build drought prediction are that of Kulkani [20], who applied MERRA-2 to the case of India and Chen et al. [21], who compared the performance of MERRA-2 with that of other re-analysis products such as ERA-Interim and the NCEP-2 re-analysis for China, and found that MERRA-2 has a better performance. MERRA-2 has been used in numerous studies in different climatic regions [22–24]. Uncertainties in MERRA-2 datasets have been evaluated against different observations (e.g. [25,26]). The results showed that MERRA-2 provides valuable information consistent with observation, especially in the mid-latitudes, while uncertainties in the high latitudes are often large [27].

This present paper investigates the performance of TRMM and MERRA-2 for predicting drought in East Nusa Tenggara, Indonesia. The prediction of drought will generate a classification of drought, based on the 3-month SPI derived from those two data sources. The 3-month SPI is used because it can describe short- and medium-term humidity conditions, according to the World Meteorological
Organization (WMO). In addition, the 3-month SPI has commonly been used by the Indonesian Agency for Meteorology, Climatology and Geophysics (BMKG) for monitoring drought conditions in Indonesia. Following Rhee et al. [3], drought is predicted using several predictors such as the Normalized Difference Vegetation Index (NDVI), the average soil surface temperature day and night, the Multivariate ENSO Index (MEI), and the Arctic Oscillation Index (AOI).

This research applies two different machine learning methods to classify the drought status, Classification and Regression Tree (CART) and Random Forest (RF). Both methods were selected because of their strength in applications to a large sample dataset, as in our case. Moreover, both methods have been proved to be computationally efficient. Various machine learning approaches have been extensively applied in the case of drought prediction (see, for example, [28–32]). The most recent work by Fung et al. [33] provides a comprehensive review of the applications of statistics-based modelling as well as machine learning methods for drought forecasting over the period from 2007 to 2017. Most of the papers agree that machine learning is a powerful tool for drought forecasting. This present paper also proposes the combination of the machine learning methods with sampling method to overcome the problem of imbalance class response as well as to improve the predictive performance.

Materials and methods

Data source and variable

The data used in this study are secondary data obtained from several different sources. The remote-sensing data are obtained from https://search.earthdata.nasa.gov. The data cover the spatial region of East Nusa Tenggara, from latitude 8°S to 11°S and longitude 118.75°E to 125.25°E. The SPI is derived from monthly data spanning from 1998 to 2017. The analyses for the two responses (TRMM and MERRA-2) are conducted separately. A short description of the sources of the data follows:

Tropical rainfall measuring mission (TRMM)

TRMM or Tropical Rainfall Measuring Mission is a collaborative project between Japan and the United States, especially the space agencies of the two countries, the Japan Aerospace Exploration Agency (JAXA) and the National Aeronautics and Space Administration (NASA).

Modern-era retrospective analysis for research and applications (MERRA-2)

The second version of the Modern-Era Retrospective Analysis for Research and Applications is an atmospheric re-analysis that was started by NASA in 1980. MERRA-2 is a re-analysis product, which means that the available data are the result of processing or correcting with certain algorithms.

Moderate-resolution imaging spectroradiometer (MODIS)

The surface temperature (day and night) was obtained from MYD11C3 Land Surface Temperature and Emissivity, which is one of the results of the Moderate Resolution Imaging Spectroradiometer (MODIS) sensor on NASA’s Aqua satellite. The Normalized Difference Vegetation Index (NDVI) is obtained from the MYD13C2 Vegetation Indices.

Multivariate ENSO index (MEI) and arctic oscillation index (AOI)

MEI and AOI are variables that are considered to represent climate conditions globally, especially in predictions of drought. They include information about the anomalies that occur, such as El Nino.

The variables used in this study are in Table 1.

Classification and regression trees (CART)

CART is an algorithm used for classification, and uses a decision tree. The concept behind this method is binary recursive partitioning [34]. There are three stages in classifying using the CART
method: forming a classification tree with the formation procedure using recursive node splitting, pruning the trees that are produced to produce a simpler classification tree series, and determining the optimal classification tree.

**Optimal classification trees**

**Splitting strategy.** In the splitting selection, the training data sample is split on the basis of splitting rules and goodness of split criteria, maintaining the heterogeneity of the split samples. The splitting selection depends on the type of tree or on the type of response variable. The results of the splitting process must be more homogeneous than the parent node. The level of heterogeneity of the node can be measured using impurity or $r(t)$. The function of the Gini index is written in the equation as follows:

$$r(t) = \sum_{c_0} \sum_{c_1} p(c_0)t)p(c_1t) = 1 - \sum_{i=0}^{1} (c_i)^2, c_0 \neq c_1$$  \hspace{1cm} (1)

where $r(t)$ is the Gini index (heterogeneity function) at node $t$, $p(c_0t)$ is the proportion of class 0 at node $t$ and $p(c_1t)$ is the proportion of class 1 at node $t$. Furthermore, the criteria for goodness of split are determined with a splitting evaluation carried out for split $s$ at node $t$. The formula for calculating the value of goodness of split is the following:

$$\phi(s, t) = \Delta_1(s, t) = r(t) - p_Lr(t_L) - p_Rr(t_R)$$  \hspace{1cm} (2)

where $\phi(s, t)$ is the value of the goodness of split, $r(t)$ is the heterogeneity function at node $t$, $p_L$ and $p_R$ are the proportion of the right node observations on the left and right sides, respectively, and $r(t_L)$ and $r(t_R)$ are the heterogeneity functions at the right and left nodes. The split that produces the highest value of goodness of split is the best split because it can reduce heterogeneity further. Each variable will produce a score to show how much the variable contributes to the tree formation process.

**Terminal nodes.** A node $t$ is a terminal node when there is no significant decrease in heterogeneity, or there is only one observation at each child node, or there is a minimum limit of observations $m$ for each child node produced.

**Class label.** Marking class labels on the terminal nodes based on the rules of the highest number is shown in the following equation:

$$p(c_t) = \max p(c_i t)$$  \hspace{1cm} (3)
The class label for the terminal node $t$ is $c_t$, which gives the expected value of classifying errors at the smallest node $t$, which is equal to $r(t) = 1 - \max p(c_t)$.

**Classification tree pruning**

Pruning the classification tree, commonly called pruning, needs to be done because the more splitting that is done, the smaller the level of prediction errors, or, in other words, the prediction value exceeds the actual value (overfitting). Tree pruning is done by determining the minimum cost of complexity. The cost complexity value can be calculated by the following equations:

$$R_a(T) = R(T) + a|\tilde{T}|$$

where $R_a(T)$ denotes a measure of the complexity of a tree $T$ on complexity $a$, $R(T)$ is the tree resubstitution estimate or misclassification rate of $T$ trees, $a$ is the cost complexity parameter for adding a terminal node to the $T$ tree, and $|\tilde{T}|$ is the number of terminal nodes in the $T$ tree.

**Optimal classification tree determination**

The replacement estimator is often used if there are a large of observation in the test sample. This procedure is applied by dividing the sample $L$ into two parts, $L_1$ (training) and $L_2$ (testing). The observations in $L_1$ are used to form $T$ trees, while the observations in $L_2$ are used to estimate $R(T)$. $N_1$ is the number of observations in $L_1$ and $N_2$ the number of observations in $L_2$. Furthermore, $X(\cdot)$ is 0 if the statement in parentheses is wrong and is 1 if the statement in parentheses is correct. The test sample estimator can be shown in the following equation:

$$R^{TS}(T_t) = \frac{1}{N_2} \sum_{(x_n,d_n) \in L_2} X(d(x_n) \neq j_n)$$

where $R^{TS}(T_t)$ is the total proportion of errors in the test sample estimate, and $N_2$ is the number of observations in the $L_2$ training data. In this case we want to estimate the proportion of errors generated from the classification tree formation process, so that the optimal classification tree chosen is the $T_t$ tree which has the minimum test sample estimation value or $R^{TS}(T_t) = \min_t R^{TS}(T_t)$.

**Random forest**

The Random Forest method is a development of the CART method that applies the bootstrap aggregating (bagging) and random feature selection methods [35,36]. In this method many trees are made so that a forest is formed, and the following analysis is performed on the trees:

1. Perform a random sample size $n$ with replacement in the data. This is the bootstrap stage.
2. Using a bootstrap sample, the tree is built until it reaches the maximum size (without pruning). Tree construction is carried out by applying random feature selection in each split selection process, that is, $m$, the predictor variable, is chosen randomly, where $m \ll p$, then the best split is selected based on the predictor variable $m$.
3. Repeat steps 1 and 2 $B$ times, so that a forest consisting of $B$ trees is formed.

**Evaluation of classification results**

Area Under Curve is the area under the curve of the ROC or receiver operating curve. In general, AUC is used for classification problems in binary data; by binarizing, the AUC can be obtained by calculating the average for all combinations of AUC one-against-one, and this has the same function as AUC in general [37]. The classification evaluation is performed by AUC average based on the cross tabulations in Table 2.

The accuracy can be calculated by dividing the number of observations classified correctly by the total number of observations. The formula for calculating the AUC in binary classification and AUC in
multiclass classification is as follows:

\[
\hat{A}(c_i|c_j) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \psi(\rho_i > \rho_j)
\]

\[
\psi(\rho_i > \rho_j) = \begin{cases} 
1, & \rho_i > \rho_j \\
1/2, & \rho_i = \rho_j \\
0, & \rho_i < \rho_j
\end{cases}
\]

\[
AUC(c_i, c_j) = \frac{\hat{A}(c_i|c_j) + \hat{A}(c_j|c_i)}{2}
\]

\[
AUC_{total} = \frac{2}{C(C-1)} \sum_{i<j} AUC(c_i, c_j)
\]

where:
- \(\rho_i\) = Opportunities for an observation with \(k\) positive class to be classified into a positive class.
- \(\rho_j\) = Opportunities for an observation with \(l\) negative class to be classified into a positive class.
- \(m\) = The number of positive class observations.
- \(n\) = The number of negative class observations.
- \(C\) = Number of classes in the multiclass classification.

**Validation method**

The validation method used in this analysis is k-fold cross validation. In k-fold cross validation, the sample data are divided randomly into a number of parts, with each part having equal proportions, and this is repeated many times. The k value that is often used is 10, because it is the value that gives the best estimate of error [38]. An illustration of data sharing using this validation method is found in Fig. 1.

**Results and discussions**

Prior to the analysis, the data were pre-processed to obtain the same grid resolution for all variables i.e. \(0.25^\circ \times 0.25^\circ\). Therefore, the resolution of the pixel in the maps is about
27.5 km x 27.5 km. Fig. 2 shows the number of months in which droughts in NTT were detected from the TRMM (left) and MERRA-2 (right) data. The upper panel of the figure shows the occurrence of moderate droughts, while the lower panel shows the number of severe droughts. Using the data from July 2002 until August 2018, based on the 3-month SPI data derived from TRMM and MERRA-2, it can be revealed that a drought happened almost every year in NTT, at either a moderate or a severe level. From the 3-month SPI, we see that the MERRA-2 data overestimate the TRMM data in all cases. This is shown by the number of drought occurrences, where the TRMM data show a lower number of occurrences of moderate and severe droughts than MERRA-2. On average over the whole area, NTT experienced about 15 to 20 months of moderate drought and about 10 months of severe drought, within these 16 years. Furthermore, MERRA-2 shows that the south-eastern part of NTT experienced a longer drought than the other regions (more than 10 months of drought in total).

Drought level classification based on 3-month SPI using the CART method

The analysis is done on a grid basis, meaning that the analysis for one grid (we occasionally refer to an area) is independent of the analysis for another. An example is given for the CART analysis at longitude 120.125° E and latitude 8.625° S. Fig. 3 shows the determination of the optimal complexity parameter as a step in CART for pruning the classification tree. We see from the figure that the optimum complexity parameter is 0.0095. The classification tree in Fig. 3 can be used to predict the drought level in the specified grid. Suppose that at a certain condition where $X_4 = 1, X_1 = 400, X_6 = 0.5, \text{and } X_3 = 0.68$, the drought level is classified into class 2 (moderate).

Using the optimum complexity parameter, we obtain the AUC and accuracy for both the training and the testing dataset as shown in Table 3.

The table reveals that the CART method is able to predict drought in this area with an accuracy of above 80%. However, the AUCs are very low for both the training and the testing dataset. The high accuracy comes from the unbalanced class response, while the AUC considers this balancing issue in the formula. The process above is repeated for all grids, and results in average AUC values as plotted in Fig. 4. Note that we used 10 cross validations (folds) for the CART analysis. The left side is the AUC for drought prediction using the TRMM dataset, while the right side is the AUC for drought prediction using the MERRA-2 dataset.

From Fig. 4, it is known that CART can classify the drought level with AUC of 0.5 to 0.75. Both the TRMM and the MERRA-2 datasets produce similar AUCs, although there are some inconsistencies in one particular region.

Drought level classification based on 3-month SPI using random forest method

The analysis using Random Forest is carried out as follows. We set the parameters mtree = 1, 2, 3, 4, 5 and ntry = 100, 500, 1000, 1500, 2000 and evaluate the AUC mean value obtained from a 10 cross validations procedure, similar to the analysis with CART. A sample of the analysis step is given for the same grid as with the CART method. Fig. 5 below depicts the tuning parameter of the Random Forest.

We see from the figure that the combination of mtree of 2 with ntry of 1500 is the optimal setting to predict drought in this area (grid), resulting in an AUC of 0.6033. Table 4 shows the accuracy and AUC
Fig. 2. Drought characteristics in East Nusa Tenggara Province based on TRMM (left) and MERRA-2 (right) for (a) moderate and (b) severe levels.
for each fold. We see that the average AUC in this grid reaches 0.6, which is significantly higher than the one obtained with CART.

The step above is then repeated for all grids. Note that the optimum parameters above are valid only for that area, and the parameters can be different for other areas. The results of the average AUC for all grids are depicted in Fig. 6.

From the figure, we see that drought prediction using MERRA-2 yields significantly better AUC figures than prediction using TRMM, as shown by the proportion of areas with an AUC higher than 0.8. However, if we compare the results of the analyses using CART and Random Forest, we can clearly see that the Random Forest improves the accuracy and the AUC significantly. Overall, the average accuracy of drought prediction in NTT using Random Forest reaches 80%.
Improving the prediction performance using Synthetic Minority Over-Sampling Technique (SMOTE)

The results presented above indicated that both CART and Random Forest have modest performance in particular of the AUC values. The AUC closes to 0.5 indicates that the method tends to predict the majority class e.g. similar to a random guess. Therefore, the prediction performance needs to be improved. One of the very obvious reasons of the low AUC is the imbalance response class. Note that there were only about 15% “very dry” condition found within the examined periods and it creates imbalance response classes, which is an essential issue in classification problem. To overcome this problem, this section proposes to improve the prediction performance by combining the machine learning methods with Synthetic Minority Oversampling Technique (SMOTE). We denoted hereafter the methods as SMOTE-CART and SMOTE-Random Forest, for the combination of oversampling with CART and Random Forest respectively.
The SMOTE is one of the methods for controlling imbalance data proposed by Chawla et al. [38]. The basic idea of SMOTE is to increase the number of samples in the minor class to be equivalent to the major class by generating synthetic data based on the nearest k-nearest neighbor where the closest neighbor is chosen based on the euclidean distance between the two data. The illustration of SMOTE procedure is given in Fig. 7.

Given a dataset with \( r \) variable i.e. \( \mathbf{x}^T = [x_1, x_2, \ldots, x_r] \) and \( \mathbf{z}^T = [z_1, z_2, \ldots, z_r] \) the euclidean distance \( d(x,z) \) can be calculated by

\[
d(x,z) = \sqrt{(x_1 - z_1)^2 + (x_2 - z_2)^2 + \ldots + (x_r - z_r)^2}
\]

The synthetic data generation is done by using the following equation:

\[
x_{\text{syn}} = x_i + (x_{\text{knn}} - x_i)\gamma
\]

where \( x_{\text{syn}} \) is the synthetic data, \( x_i \) is the \( i \)-th data from the minor class, \( x_{\text{knn}} \) is data with the closest distance from the data to be replicated and \( \gamma \) is random numbers between 0 and 1. The SMOTE will be run under \( k \)-fold cross validation for each training data. It is done to avoid overoptimistic results due to the pattern replication on training and testing data if the sampling is applied to the entire data [39]. The illustration of SMOTE procedure in \( k \)-fold cross validation is given in Fig. 8.

![Fig. 7. Illustration of the SMOTE Procedure.](image-url)

![Fig. 8. Illustration of SMOTE procedure in k-fold cross validation.](image-url)
This part mainly focuses on improving the AUC which represents the classification performance overall. The results of predicting drought in NTT based on TRMM and MERRA-2 using SMOTE-CART and SMOTE-Random Forest can be seen Fig. 9.

If we compare the CART performance in Fig. 4 with SMOTE-CART performance in the upper panel of Fig. 9, we observe a significant improvement on the AUC values overall. Meanwhile, the Random Forest performance in Fig. 6 with SMOTE-Random Forest in the lower panel of Fig. 9 are relatively similar with only slight improvement. Increasing the AUC values means that the drought predictability at the corresponding region is significantly improved. In some regions, the classification accuracy exceeds 90%. To summarize, the comparison can be seen in Fig. 10.

The boxplots in Fig. 10 present the AUC values over the entire regions in NTT. We see that SMOTE improves CART performance significantly, both for TRMM and MERRA-2 data. In all cases, Random Forest is robust against imbalance response issue and it still outperforms CART either with SMOTE or
without SMOTE. Interestingly, the SMOTE slightly improves the Random Forest performance if we focus only on the mean of the AUC. Furthermore, if we look at the AUC distribution entirely, some regions show higher AUC after sampling.

**Conclusion**

Drought prediction analysis in East Nusa Tenggara was performed using two different data sources (TRMM and MERRA-2) and two different machine learning methods (CART and Random Forest). The analysis showed that there is no significant difference in performance between TRMM and MERRA-2, when the drought prediction is carried out using CART. The average AUC reached a maximum of 0.75. Meanwhile, the analysis using Random Forest significantly improved the AUC of the prediction, with the AUC reaching 0.8. Unlike with CART, the drought prediction accuracy using TRMM was significantly different from that with MERRA-2 when the analysis used Random Forest. In this case, MERRA-2 outperformed TRMM. Although many studies have shown that no single machine learning method will always perform better than the others, this study supports the fact that Random Forest is a very powerful method. Moreover, the analysed datasets clearly have imbalance responses, which is an important issue in machine learning applications. To deal with this, the drought prediction accuracy can be improved by applying a certain method to overcome the imbalance in the response class i.e. oversampling (SMOTE), prior to the classification. The SMOTE improves the CART performance significantly, while the Random Forest performance is slightly improved after SMOTE. To conclude, we would suggest that the MERRA-2 dataset, predicted using Random Forest, is used to obtain more accurate drought prediction in East Nusa Tenggara, Indonesia.

**Acknowledgments**

We would like to acknowledge the financial support from the National Academy of Science (NAS) USA and USAID through the Partnership for Enhanced Engangement in Research (PEER) Cycle 5 as well as partial support form the Ministry of Research, technology and Higher Education (Menristekdikti) Indonesia.

**References**

[1] M. Rafiuddin, B.K. Dash, F. Khanam, M.N. Islam, Diagnosis of drought in Bangladesh using Standardized Precipitation Index, International Conference on Environment Science and Engineering, vol. 8, IACSIT Press, Singapore, 2011.

[2] W.F.P. Indonesia, East Nusa Tenggara (NTT) Profile, World Food Programme, Jakarta, 2013.

[3] J. Rhee, J. Im, S. Park, Meteorological drought forecasting for ungaged areas based on machine learning: using long-range climate forecast and remote sensing data, Agric. For. Meteorol. 273–278 (2017) 105–122.

[4] P. Xie, P.A. Arkin, Analyses of monthly precipitation using gaugeobservations, satellite estimates and numerical model predictions, J. Clim. 9 (1996) 840–858.

[5] G.W. Petty, W.F. Krajewski, Satellite estimation of precipitation over land, Hydrol. Sci. J. 41 (4) (1996) 433–451.

[6] P. Xie, A. Yatagai, M. Chen, T. Hayasaka, Y. Fukushima, C. Liu, S. Yang, A gauge-based analysis of daily precipitation over East Asia, J. Hydrometeorol. 8 (2007) 607–626.

[7] D. Kumar, A.K. Gautam, S.S. Palmate, A. Pandey, S. Suryavanshi, N. Rathore, Evaluation of TRMM multi-satellite precipitation analysis (TMPA) against terrestrial measurement over a humid sub-tropical basin, India, Theor. Appl. Climatol. 129 (3–4) (2016) 783–799.

[8] S. Chen, et al., Hydrologic evaluation of the TRMM multisatellite precipitation analysis over Ganjiang Basin in humid southeastern China, IEEE J. Sel. Top. Appl. Earth Obs. Remote. Sens. 3 (2015) 4568–4580.

[9] C.A. Jamandre, C.T. Narisma, Spatio-temporal validation of satellite-based rainfall estimates in the Philippines, Atmos. Res. 122 (2013) 599–608.

[10] X. Xue, et al., Statistical and hydrological evaluation of TRMM-based multi-satellite precipitation analysis over the Wangchu Basin of Bhutan: are the latest satellite precipitation products 3B42V7 ready for use in ungagged basins? J. Hydrol. (2013) 91–99.

[11] D. Kneis, C. Chatterjee, R. Singh, Evaluation of TRMM rainfall estimates over a large Indian river basin (Mahanadi), Hydrol. Earth Syst. Sci. 18 (2014) 2493–2502.

[12] Y.C. Cai, et al., Comprehensive precipitation evaluation of TRMM 3B42 with dense rain gauge networks in a mid-latitude basin, northeast, China, Theor. Appl. Climatol. 126 (2016) 659–671.

[13] Z. Zulkaffi, et al., A comparative performance analysis of TRMM 3B42 (TMPA) Versions 6 and 7 for hydrological applications over Andean–Amazon River Basins, J. Hydrometeorol. 15 (2014) 581–592.

[14] M. Gupta, P.K. Srivastava, T. Islam, A.M.B. Ishak, Evaluation of TRMM rainfall for soil moisture prediction in a subtropical climate, Environ. Earth Sci. 71 (2014) 4421–4431.
[15] L. Giglio, J.D. Kendall, C.J. Tucker, Remote sensing of fires with the TRMM VIRS, Int. J. Remote Sens. 21 (2000) 203–207.

[16] R. Prasetia, T. Osawa, I.W.S. Adnyana, Prediction of monthly rainfall based on the TRMM precipitation radar satellite data over region of Indonesia, Ecotrophic: J. Environ. Sci. 5 (2) (2015) 129–134.

[17] R. Prasetia, A.R. As-syakur, T. Osawa, Validation of TRMM precipitation radar satellite data over Indonesian region, Theor. Appl. Climatol. 112 (2013) 575–587.

[18] W. Hatmoko, W. Seizarwati, R. Verrimmen, Comparison of TRMM satellite rainfall and APHRODITE for drought analysis in the Pemalui-comal River Basin, Procedia Environ. Sci. 33 (2016) 187–195.

[19] W. Zhan, K. Guan, J. Sheffield, E.F. Wood, Depiction of drought over-subsaharan Africa using reanalyses precipitation data sets, J. Geophys. Res. Atmos. 121 (2016) 10555–10574.

[20] M.N. Kulkarni, A new tool for predicting drought: an application over India, Sci. Rep. 5 (2015) 7680.

[21] S. Chen, T.Y. Gan, X. Tan, D. Shao, Assessment of CFSR, ERA-interim, JRA-55, MERRA-2, NCEP-2 reanalysis data for drought analysis over China, Clim. Dyn. (2019) 1–21.

[22] M.G. Bosilovich, F.R. Robertson, J. Chen, Global energy water budgets in MERRA, J. Clim. 24 (22) (2011) 5721–5739.

[23] S. Golian, O. Mazdiyasni, A. Aghakouchak, Trends in meteorological and agricultural droughts in Iran, Theor. Appl. Climatol. 119 (3–4) (2014).

[24] S. Wong, E.J. Fetzer, B.H. Kahn, B. Tian, B.H. Lambrigetsen, H. Ye, Closing the global water vapor budget with AIRS water vapor, MERRA reanalysis, TRMM and GPCP precipitation, and GSSTF surface evaporation, J. Clim. 24 (2011) 6307–6321.

[25] Y. Yi, J.S. Kimball, L.A. Jones, R.H. Reichle, K.C. McDonald, Evaluation of MERRA land surface estimates in preparation for the Soil Moisture Active Passive Mission, J. Clim. 24 (2011) 3797–3816.

[26] A.D. Kennedy, X. Dong, B. Xi, S. Xie, Y. Zhang, J. Chen, A comparison of MERRA and NARR reanalyses with the DOE ARM SGP data, J. Clim. 24 (2011) 4541–4557.

[27] R.H. Reichle, R.D. Koster, G.J.M. De Lannoy, B.A. Forman, Q. Liu, S.P.P. Mahanama, A. Touré, Assessment and enhancement of MERRA land surface hydrology estimates, J. Clim. 24 (2011) 6322–6338.

[28] A.M. Belayneh, J. Adamowski, Drought forecasting using new machine learning methods, J. Water Land Dev. 18 (1) (2013) 3–12.

[29] N.A. Agana, A. Homaiifar, Deep learning based approach for long-term drought prediction, SoutheastCon (2017).

[30] Z.N. Liu, Q.-F. Li, L.B. Nguyen, G.H. Xu, Comparing machine-learning models for drought forecasting in Vietnam’s Cai River Basin, Pol. J. Environ. Stud. 27 (6) (2018) 2633–2646.

[31] R.C. Deo, M. Sahin, Application of the extreme learning machine algorithm for the prediction of monthly Effective Drought Index in eastern Australia, Atmos. Res. 153 (2015) 512–525.

[32] R. Tan, M. Perkowski, Wavelet-Coupled machine learning methods for drought forecast utilizing hybrid meteorological and remotely-sensed data, Int’l Conf. Data Mining| DMIN’15, 2015

[33] K.F. Fung, Y.F. Huang, C.H. Koo, Y.W. Soh, Drought forecasting: a review of modelling approaches 2007–2017, J. Water Clim. Chang. (2019) jwcc2019236.

[34] L. Breiman, J. Friedman, R. Olshen, C. Stone, Classification and Regression Trees, Chapman Hall, New York, 1993.

[35] L. Breiman, Bagging predictors, Mach. Learn. 26 (1996) 123–140.

[36] L. Breiman, Random forests, Mach. Learn. 45 (1) (2011) 5–32.

[37] D.J. Hand, R.J. Till, A simple generalisation of the area under the ROC curve for multiple class classification problems, Mach. Learn. 45 (2) (2001) 171–186.

[38] N.V. Chawla, K.W. Bowyer, L.O. Hall, W.P. Kegelmeyer, SMOTE: synthetic minority over-sampling technique, J. Artif. Intell. Res. 16 (2002) 321–357.

[39] M.S. Santos, J.P. Soares, P.H. Abreu, H. Araujo, J. Santos, Cross-validation for imbalanced datasets: avoiding overoptimistic and overfitting approaches [Research frontier], IEEE Comput. Intell. Mag. 13 (4) (2018) 59–76.