Incoherent Transport through Molecules on Silicon in the vicinity of a Dangling Bond
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We theoretically study the effect of a localized unpaired dangling bond (DB) on occupied molecular orbital conduction through a styrene molecule bonded to a $n^{++}$ H:Si(001)-(2×1) surface. For molecules relatively far from the DB, we find good agreement with the reported experiment using a model that accounts for the electrostatic contribution of the DB, provided we include some dephasing due to low lying phonon modes. However, for molecules within 10Å to the DB, we have to include electronic contribution as well along with higher dephasing to explain the transport features.

PACS numbers: 85.65.+h, 73.20.-r, 73.63.-b

I. INTRODUCTION

Interest in atomic scale conduction continues to grow at a rapid pace both in the engineering and scientific communities. The comparatively stable C-Si bond and the well characterized Si surface chemistry\(^{1,2}\) not only place organic molecules in an ideal position to complement existing Si technology, but also offer a unique platform to study scientific phenomena\(^{3,4}\) with experimental reproducibility. Notably, Si contacts may give rise to novel features such as negative differential resistance\(^{5,6,7}\), although the mechanism is not yet established\(^8\).

In Si technology, dangling bond (DB) defects in the form of $P_1$ centers have created reliability issues - consider, negative bias temperature instability in metal-oxide-Si structures. However, one could engineer such defects to be useful in novel devices. Recently Piva et al\(^9\) observed significant shifts in the onset voltages along a styrene chain as function of distance from a negatively charged unpaired DB on a $n^{++}$ H:Si(001)-(2×1) surface using scanning tunneling spectroscopy (STS). In this paper, we theoretically study their results. A comparison between calculated and experimentally observed current-voltage (I-V) plots is shown in Fig. 1. The DB, being negatively charged, pushes molecular levels upward. A schematic energy level/band diagram is shown in Fig. 1. The onset voltage depends on the gap between the equilibrium chemical potential ($\mu_c$) and molecular levels. Given that the onset voltage is decreasing in the vicinity of the DB, one concludes that conduction is through occupied orbitals. The trend would have been reversed for unoccupied orbital conduction.

Furthermore, observed onset voltages for molecules 4Å and 8Å\(^9,10\) away from the DB are grouped together; whereas a molecule 12Å away has a distinctly different onset voltage. Electrostatically, one would expect them to follow an inverse distance relationship. To explain the above discrepancy, we propose that the DB also affects the I-V characteristics of the styrene chain electronically by introducing a near-midgap state in the local density of states (LDOS) of Si atoms 4Å and 8Å away. For these molecules, this contribution would lead to an early onset of conduction at approximately 0.5V (rather than 1.1V due to the bulk Si band gap) as shown in Fig. 1. Since the DB wavefunction decays exponentially, this contribution would be nearly absent for a molecule 12Å away. Apart from this, the effect on transport due to the DB state would be pronounced when the highest occupied molecular orbital (HOMO) level is sufficiently broadened to form a significant overlap with the DB state as shown in the inset of Fig. 2. Moreover, this effect would be diminished if the HOMO level is too far from the DB state.

The impact of dephasing due to low lying phonons on experimentally observed lineshapes is further explored in this paper. In molecular junctions, the dominant phonon modes are the ones having low energy, which arise due to the combined motion [translational, rotational, etc] of the entire molecule relative to the contacts and have been discussed theoretically in Refs.\(^{11,12}\). Experimentally, some evidence of the presence of these low lying modes is available\(^{13,14,15}\). Since experimental results are suggestive, a detailed study needs to be done to establish it on a solid footing. These low lying phonon modes are excited due to inelastic electron-phonon scattering. Similarly, the styrene should be able to vibrate, rotate and move with respect to the Si and tip contacts, and hence we expect a similar trend. Since $\hbar \omega \ll k_B T$ at room temperature for these modes, we include their effect through elastic dephasing for simplicity. Furthermore, broadening due to such modes could be large as in Ref.\(^{16}\). The dephasing strength used in our calculation gives a comparable broadening.
The electrostatic and electronic contributions of the DB are included in these calculations. We assume a lower dephasing strength (D) of 1.4 eV in the vicinity of a negatively charged DB. Experimental data is indicated by × marks. As a function of decreasing distance from the DB, the onset voltages shift toward lower tip voltages implying occupied molecular orbital conduction. I-V plots from the DB, the onset voltages shift toward lower tip voltages implying occupied molecular orbital conduction. The electrostatic and electronic contributions of the DB are included in these calculations. We assume a lower dephasing strength (D) of 1.4 eV for the molecule that is farthest from the DB, as compared to 1.85 eV for the closer ones.

II. THEORETICAL MODEL AND ASSUMPTIONS

We use the single particle non-equilibrium Green’s function formalism in the mean field approximation using a non-orthogonal basis to model quantum transport as in Ref. 17. We extend this work by including elastic dephasing within the self-consistent Born approximation.18,19 The time-reverted Green’s function is defined as:

\[ G = [(E + i0^+)S - H_d - U_d - U_{DB} - \Sigma_{Si,tip} - \Sigma_s]^{-1} \]

where \( H_d \) is the device Hamiltonian and \( S \) is the overlap matrix. \( U_d \) is the potential experienced by the molecule and consists of (1) Laplace potential due to applied tip voltage, (2) Band lineup potential due to the Fermi level mismatch of n++-Si and tip contacts, (3) Hartree and Image potentials, due to non-equilibrium statistics of the electrons on the molecular region. \( U_{DB} \) is the potential due to the negative charge on the unpaired dangling bond, which causes a shift in the molecular levels. The electrostatic and electronic boundary conditions are set by the tip voltage and contact self-energies (\( \Sigma_{Si,tip} \)) respectively. \( \Sigma_s \) is the scattering self-energy. In a non-orthogonal basis for the elastic dephasing, the scattering broadening function is given as:

\[ \Gamma_s(E) = \Sigma_s^{in} + \Sigma_s^{out} \approx D \cdot \text{SA}(E) \]

where \( \Sigma_s^{in} \) is the scattering inflow function and \( \Sigma_s^{out} \) is the scattering outflow function. D is the dephasing strength which is a fourth rank tensor, but in our calculations it is approximated by a scalar and is used as a fitting parameter. Treating D as a scalar would ignore the minute details of dephasing that may be otherwise present when a carrier gets scattered from one electronic state to another electronic state more strongly or weakly. A is the Spectral function defined as \( i(G - G^\dagger) = G^n + G^p \), where \( G^n \) and \( G^p \) are the electron and hole correlation functions respectively. Using Eq. 2, the scattering self-energy is given as:

\[ \Sigma_s(E) = \frac{1}{\pi} \int_{-\infty}^{\infty} dy \frac{\Gamma_s(y)/2}{E - y} - i \frac{\Gamma_s(E)}{2} \]

It has been shown that the real part of \( \Sigma_s(E) \) calculated by the Hilbert transform as shown in Eq. 2 is about few meV for different organic molecules contacted by Au(111) electrodes due to slowly varying \( \Gamma_s(E) \). We expect it to be small for the molecular transport through Si valence band due to slowly varying density of valence band states. However, this approximation may not be appropriate for a one dimensional contact like carbon nanotube or graphene nanoribbon due to van Hove singularities. Given that this calculation is computationally very expensive and has small effect on the final results, we ignore the real part of \( \Sigma_s(E) \). Since \( \Sigma_s, G, G^n(= -iG^\dagger) \) and \( \Sigma_s^{out}(= -i\Sigma_s^{in}) \) depend on each other, we solve for the above four quantities self-consistently along with the Hartree self-consistent loop of the applied tip voltage.

The electronic structure of Si(001),22 styrene23 and the tip is calculated using Extended Hückel Theory (EHT). Importantly, EHT provides the correct bulk Si band gap (as compared to LDA24) and captures the surface and band structure effects accurately.25 We incorporate an isolated DB in a H:Si(001)-(2×1) symmetric dimer unit cell, composed of 64 Si atoms with 8 at the surface, out of which 7 are passivated and one is unpassivated which has the dangling bond, as shown in the inset of Fig. 4 (visualized using GaussView). Additional surface relaxation due to the DB is small22 and hence ignored. We calculate the surface Green’s function (\( g_s \)) recursively22 and find that the DB gives rise to a near-midgap state in the Si band gap similar to Ref. 26. We assume a constant \( g_s \) for the tip similar to Ref. 26. However, \( \Sigma_{tip} \) is still energy dependent, since it is defined as \( [(E + i0^+)S_1 - H_1]g_s[(E + i0^+)S_1^\dagger - H_1^\dagger] \) where \( S_1 \) and \( H_1 \) are the overlap and Hamiltonian matrices between tip and styrene molecule. For a good STS tip which can give atomic resolution, the last tip atom at the apex dominates STS and hence we use a single tungsten (W) atom.

FIG. 1: (color online) Calculated transport properties of a styrene molecule bonded to a n++ H:Si(001)-(2×1) surface in the vicinity of a negatively charged DB. Experimental data is indicated by × marks. As a function of decreasing distance from the DB, the onset voltages shift toward lower tip voltages implying occupied molecular orbital conduction. I-V plots from the DB, the onset voltages shift toward lower tip voltages implying occupied molecular orbital conduction. The electrostatic and electronic contributions of the DB are included in these calculations. We assume a lower dephasing strength (D) of 1.4 eV for the molecule that is farthest from the DB, as compared to 1.85 eV for the closer ones.
as shown in Fig. 2(a). This apparent barrier height is about 10eV with original parameters. Apart from this, the HOMO level of W atom lies at -10.73eV, whereas the work function of W(110) tip is around 5.2eV, therefore we have an offset of 5.53eV with respect to vacuum. Similarly, the Si conduction band edge \((E_c)\) obtained from EHT has an offset of 7.75eV. To calculate the offset of styrene, we use the HOMO level obtained from DFT-B3PW91/6-31g* calculations as a reference, since the occupied states in DFT are relatively well characterized. To ensure a proper alignment with respect to vacuum, we shift the Hamiltonians by the above-mentioned offsets \(E_{\text{offset}}\) for the systems \(i\) and \(j\) within EHT procedure as follows:

\[
H_{ij} = \frac{1}{2} S_{ij}(K_{ii}H_{ii} + K_{jj}H_{jj} + E_{\text{offset}} - i + E_{\text{offset}} - j) \quad (4)
\]

In order to match the experimentally observed onset voltages, we shift the molecular levels by +0.5eV [shifted toward the valence band minimum]. This shift is a one time adjustment for all the molecules under consideration and hence it affects the onset voltages of all the molecules by an offset of +0.5V. Further changes in the onset voltages come due to the DB potential \(U_{DB}\), which varies inversely with distance of different molecules from the DB. Since, the density of states inside LUMO is in the vicinity of a charged dangling bond which could however, the difference in our case is that the styrene chain is in the vicinity of a charged dangling bond which could change local nature of Si-C bond. This governs the charge transfer at equilibrium, whereas in Ref. 33, there is no dangling bond. Furthermore, we do not calculate the charge transfer at equilibrium, rather use the shift in energy levels due to charge transfer as an adjusting parameter. In short, there are two fitting parameters in these calculations, shift of energy levels [a one time adjustment] and dephasing strength \(D\). These two fitting parameters are used to capture two independent features in the experiment. The first one, \text{i.e.,} shift of energy levels, is used to quantitatively match the experimentally observed onset voltages and it does not affect the lineshapes observed whether we include dephasing or not. The second parameter, \text{i.e.,} dephasing strength \(D\), is used to reproduce the experimentally observed \textit{concave} lineshapes. The dephasing affects the onset voltage in a minor fashion since as tip. Transport quantities are then calculated through a single molecule. The molecular structure is taken from Ref. 32, which reports structure for a styrene molecule on hydrogenated Si surface. There is an important difference between bonding geometry of styrene on hydrogenated and unpassivated Si. For hydrogenated Si, one C atom of styrene bonds to one Si atom as shown in Fig. 1. For unpassivated Si, styrene goes through a cyclo-addition process and the two C atoms on the styrene bind with unpassivated Si. For hydrogenated Si surface. There is an important difference between bonding geometry of styrene on hydrogenated Si surface. There is an important difference between bonding geometry of styrene on hydrogenated and unpassivated Si. For hydrogenated Si, one C atom of styrene bonds to one Si atom as shown in Fig. 1. For unpassivated Si, styrene goes through a cyclo-addition process and the two C atoms on the styrene bind with unpassivated Si. For hydrogenated Si, the EHT parameters of the s-orbital basis set are modified (similar to Ref. 30) to get an appropriate apparent barrier height \((\phi_{ap})\). We obtain \(\phi_{ap} = 4.3eV\) from the calculated I(z) plot with 2V applied at tip.

For \(\Sigma_{\text{tip}}\), the EHT parameters of the s-orbital basis set are modified (similar to Ref. 30) to get an appropriate apparent barrier height \((\phi_{ap})\). We obtain \(\phi_{ap} = 4.3eV\) from the calculated I(z) plot with 2V applied at tip.

FIG. 2: (color online) Tip modeling and electrostatic contribution of the DB. (a) Tunnel current as a function of tip height showing exponential decay, which gives an apparent barrier height of 4.3eV. (b) A 3D continuum finite-element electrostatic calculation showing a hyperbolic trend in the average potential, due to a negatively charged DB, along a styrene chain. The insets show a contour plot potential profile 4Å away.
molecules. This scenario is different from the ones re-}
level mismatch, since the tip is quite far from the styrene
about one tenth of the applied tip voltage and/or Fermi
captured for the applied tip voltage. Furthermore, for
Solving for a 3D potential ensures that Stark effect is
level mismatch of 1.15eV between the tip and
the zero bias band lineup potential due to the Fermi
discussed in detail in Ref.

element method to obtain the potential profile across
it broadens the energy levels and hence current starts
flowing at lower tip voltages.

We solve the 3D Laplace’s equation using the finite-
element method to obtain the potential profile across styrene due to the tip voltage. This method has been
discussed in detail in Ref.\textsuperscript{12}. This method also provides
the zero bias band lineup potential due to the Fermi
level mismatch of 1.15eV between the tip and \( n^{++} \) Si.
Solving for a 3D potential ensures that Stark effect is
captured for the applied tip voltage. Furthermore, for
the experimental conditions the molecular levels shift by
about one tenth of the applied tip voltage and/or Fermi
level mismatch, since the tip is quite far from the styrene
molecules. This scenario is different from the ones re-
ported in Refs.\textsuperscript{5,6}, where the molecular levels shift by
about one third of the tip voltage because tip is quite close to the molecule. Apart from this, the tip heights are modified\textsuperscript{14} to reflect actual changes during experi-
mental data acquisition\textsuperscript{35} and hence tip heights are not
used as adjustment parameters. Rather, it implies that
our model is flexible to incorporate the very delicate experi-
mental details.

For calculating the potential due to the DB, a 3D finite-
element continuum calculation\textsuperscript{36} is performed by taking
into account the DB’s approximate shape\textsuperscript{37}. The styrene
chain is approximated by a 100 Å long 3D box with width
and height corresponding to that of styrene and having
a relative dielectric constant of about 2.4. This box is
placed on a Si bulk having a relative dielectric constant
of about 12. An STM tip is placed about 1nm above
the styrene chain in the form of a metallic sheet. An
average of the calculated potential \( U_{DB} \) taken over the
lateral cross-section is included in our transport calculation.
A plot of \( U_{DB} \) as a function of distance from the DB
is shown in Fig. 2(b). The potential profile across
a molecule 4Å away from the DB [shown in the inset of
Fig. 2(b)], shows a weak electrostatic contribution in Si.
Incorporating \( U_{DB} \) in an averaged fashion ignores Stark
effect within a single molecule due to charge on the dan-
gling bond. This may quantitatively affect the results in
a minor way because as seen in the inset of Fig. 2(b), the
dangling bond potential is comparatively constant over a
single molecule, i.e within about 0.5-0.7eV. This simple
continuum model seems to be satisfactory for calculating
the electrostatics of the DB, because (1) the screening
effect of the styrene chain should be small due to the one
dimensional nature of the styrene chain. In particular,
occupied states are more localized than unoccupied states
and hence this screening is expected to be small for occup-
iplied states conduction [a case discussed in this paper] (2)
we obtain a hyperbolic dependence as a function of dis-
tance from the dangling bond i.e. \( U_{DB} \approx 2.4(eV)/d(Å) \),
which is expected. For calculating the electrostatic con-
tribution, treating the charged DB, styrene chain and
\( n^{++} \) doped Si in atomistic manner may result in quan-
titatively different \( U_{DB} \), however it is still expected to
show a hyperbolic dependence and can be readily incor-
porated in our model. Such a change would result in
different onset voltages as a function of distance from
the dangling bond, however the reported lineshapes in
Sec. III would remain the same.

Moreover, based on a finite-element MEDICI\textsuperscript{38} calcu-
lation, we conclude that tip induced band bending is
also negligible. Additionally, dopants in \( n^{++} \) Si in-
troduce states approximately 50meV\textsuperscript{38} below \( E_c \), which
contribute weakly\textsuperscript{39} to transport for a tip voltage of
about 50meV. In our calculations, we ignore the above-men-
tioned effects. The Hartree potential for the molecule
is included via the complete neglect of differential over-
lap method\textsuperscript{14}. Image effects are incorporated\textsuperscript{14} to ensure
that self-consistency is not over-estimated, which can al-
ter results significantly. In all of the above electrostatic
calculations, the tip is taken to be a metal sheet having

\begin{figure}[h]
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\caption{(color online) Effect of dephasing and electrostatic contribution of the DB on transport properties. (a) Calculated I-V plots for the molecule 12Å away with and without dephasing. Without dephasing, the lineshape [red (dark gray) dotted line] does not match with the experiment (blue x marks). With \( D = 1.4eV^2 \), there is a good quantitative agreement with the experiment. (b) Calculated I-V plots for molecules 4Å, 8Å and 12Å away from the DB after incorporating \( U_{DB} \).}
\end{figure}
work function of 5.2eV - a value attributed to W(110) tip.

III. DISCUSSION OF RESULTS

A transport calculation to study the effect of dephasing for a molecule 12Å away from the DB is presented in Fig. 3(a). Without dephasing, the lineshape [red (dark gray) dotted line] does not match with the experiment [blue (dark gray) × marks]. The lineshapes for the theoretically calculated and experimentally observed I-V characteristics are quite different. Experimentally observed lineshapes are concave, whereas the calculated lineshape has a convex character. For coherent transport, obtaining a convex lineshape is expected because it represents that current starts flowing through a level and then saturates when the level is fully inside the bias window. The corresponding conductance peak [not shown] has a full width half maximum (FWHM) of about 0.2eV. This is roughly equal to the coupling between styrene and Si contact because tip is quite far and hence the I-V characteristics do not get affected much by the Hartree potential due to the non-equilibrium carrier statistics. This small coupling is expected since styrene binds with Si through only one Si-C bond and HOMO is localized on the aromatic ring of the styrene molecule, see e.g. Refs. 9, 44. However, after including dephasing (with $D = 1.4eV^2$), not only is the lineshape reproduced, but good quantitative agreement with the experiment is achieved. This transition from a convex lineshape to concave lineshape needs further discussion. The physical effect of dephasing is that it broadens the molecular levels. Since the local density of states (LDOS) of Si contact [see Fig. 4] increases with decreasing energy/increasing positive tip voltage, the current starts increasing in a fashion proportional to the coupling to the Si contact, which is proportional to the LDOS of Si contact. In this case, as can be seen in Fig. 4, the LDOS increases with decreasing energy as one goes away from the valence band edge. The current increases with increasing tip voltage in a concave manner because of this increase in LDOS of Si contact. This LDOS corresponds to increased surface Green’s function of Si and hence larger Si self-energy $\Sigma_{Si}$, which results in a higher current. In order to adjust for this, we have to use higher tip height of 8.67Å in our model, after including dephasing, instead...
of 7.79 Å for coherent transport to get the same current level. Since experimentally tip heights in general remain to be unknown, this variation is acceptable. However, relative tip heights are known experimentally. In the set of experiments we consider, these relative heights were changed during experimental data acquisition for the molecules 4 Å and 8 Å away from the DB and we include them in our model.

Using the same D for molecules 4 Å and 8 Å away from the DB, and including $U_{DB}$, we obtain the I-V plots shown in Fig. 3(b). Although the lineshapes are similar to the experimentally observed lineshapes, there is still a significant mismatch in the onset voltages between experiment and calculation for molecules 4 Å and 8 Å away. Experimentally, their onset voltages are grouped together and are much smaller than the calculated ones. This is expected since the valence band edge corresponds to a tip voltage of about 1.1 V and hence very small current should be expected for tip voltages below 1.1 V. However, as can be seen in Fig. 3(b), experimentally conduction starts from about 0.5 V. We interpret this disagreement between experiment and calculation to be induced by the DB. Besides contributing electrostatically, the DB introduces a near-midgap state in the LDOS of Si atoms beneath the styrene chain extending up to about 10 Å. The calculated LDOS for Si atoms 4 Å and 8 Å away from the DB is shown in Fig. 4. A near-midgap state is clearly visible inside the band gap which is responsible for the early onset of conduction at about 0.5 V of tip voltage. The local DOS contribution of the DB state exponentially decays and is nearly absent for a styrene molecule about 12 Å away.

In our transport model, the DB is taken to be fully occupied under equilibrium and non-equilibrium conditions through inelastic processes inside the Si contact. This is a valid assumption since the energetic location of the DB state is well below the chemical potential. Furthermore, the electronic structure calculations are for intrinsic Si, where the effect of dopants and charged DB is ignored for simplicity, otherwise the calculations become computationally prohibitive. The effect of doping, however, is electrostatically included in our transport calculations by adjusting the equilibrium Si chemical potential. Besides this, treating the DB state as charged is expected to cause a shift in its energetic position within band gap. Since these states are thermally broadened on the order of 0.5 eV or more at room temperature and that the DB state is close to midgap, the results presented are expected to be comparatively insensitive to this shift.

In Fig. 5(a), the bias dependent calculated transmission $T(E,V)$ through molecules 4 Å, 8 Å and 12 Å away from the DB is shown. For molecules 4 Å and 8 Å away, there is finite conduction inside the band gap due to this DB state, which is absent for the molecule 12 Å away. For the molecule 4 Å away, at higher tip voltages, the level below the HOMO level i.e. HOMO-1 level, also starts conducting. Fig. 5(b) shows the corresponding I-V characteristics after including the DB’s electronic and electrostatic contribution with $D = 1.4 eV^2$. The onset voltages for molecules 4 Å and 8 Å away match reasonably well with the experiment and are grouped together, but the lineshapes still differ. There is an increase in current at about 0.6 V and then current tends to saturate. This is because contribution of the DB state is small in this energy range. Using a higher D of 1.85 eV$^2$ for molecules 4 Å and 8 Å away broadens the molecular spectral density more and hence reproduces the experimentally observed lineshapes as shown in Fig. 1. These molecules, being at the end of styrene chain, may have more phonon degrees of freedom thus resulting in a higher dephasing. Another possible explanation could be that the dephasing processes inside the Si contact broaden the LDOS contribution of the midgap state. Further experimental and theoretical work needs to be carried out to establish a detailed understanding of the dephasing mechanism. For example, conducting temperature dependent transport experiments would sharpen the spectroscopic features with decreasing temperature, since $D \propto T$ for $h \omega \ll k_B T$. Apart from this, using different molecules with varying HOMO levels may give an insight into the electronic contribution.

Since we are calculating transport properties of an isolated styrene molecule and comparing with the styrene molecules embedded in a chain, the question arises if we are missing something. As far as one can obtain atomic resolution with the tip which means that there is one apex atom and the tip is above a styrene molecule, the conduction from the tip to other styrene molecules inside the chain is expected to be small. Because styrene molecules are about 4 Å away and if the tip is about 8 Å above the styrene molecule, the distance of the tip atom from the next styrene molecule would be about 9 Å. This should result in an order of magnitude lower current through the next styrene molecule. Therefore, although the conduction along the styrene chain may be noticeable as discussed in Ref. 2, since the tip is placed above a styrene molecule, the lowest conduction path is still through this particular styrene molecule and hence conduction through the neighboring styrene molecules would still be small. However, if the tip is placed between two styrene molecule [a case not discussed in this paper], one has to consider transport though both the styrene molecules as well as tunneling between them. Since in our case, the neighboring styrene molecules are expected to remain in equilibrium, the effect of self-consistent potential variation in the neighboring styrene molecules can be ignored as well. It should be noted that our case is different from that of a self-assembled monolayer device contacted by a flat contact, because in this case all the molecules are expected to conduct and hence a molecule would be affected by the self-consistent potential of the neighboring molecules. The self-consistent potential of the styrene molecule through which the conduction is occurring could affect the neighboring styrene molecule electrostatics and in return the perturbed neighboring molecules could affect the self-consistent potential of the
conducting molecule itself. Since, tip is far from the molecule and self-consistent potential is small [although not negligible], this effect is expected to be small.

We also ignore the tilt angle of the styrene molecule with respect to the Si substrate as a function of distance from the dangling bond that may be present in reality. It has been shown previously that the tilt angle for a styrene chain in the absence of the dangling bond as a function of distance from the end of the styrene chain may lead to significant changes in the current flowing through the styrene chain and hence the observed STM images. This end effect has been observed experimentally for low bias and qualitatively reproduced theoretically in Ref. This end effect vanishes at higher bias and is still not well understood. As shown experimentally in Ref. in the presence of a charged dangling bond at the end of the styrene chain, this end effect is not present. Therefore, assuming that the tilt angle of the molecules near the end of the chain does not change seems to be a good approximation. However, a detailed quantitative study is needed. It would also be interesting to analyze how the low lying phonon spectrum gets modified for a styrene chain on Si surface in the presence of a dangling bond, whereas previously phonon spectrum of a single molecule on a substrate has been discussed. The inter-molecular interactions are expected to give rise to new peaks in the phonon spectrum.

Apart from this, there is a possibility that the neighboring styrene molecules may be electronically affecting each other. Although the styrene molecules are not chemically bonded, there still may be some effect of broadening. In particular, this effect has been theoretically addressed in Ref. where they conclude that it would be higher for unoccupied states than occupied states. This conclusion is consistent with Ref. where based on DFT calculations, it has been reported that for occupied states upto 80% of the wave-function is localized on the aromatic ring of the styrene molecule. Furthermore, the unoccupied states are also analyzed theoretically in Ref. reaching the same conclusion. It means that hybridization along the chain for occupied state is small and hence broadening caused by it is expected to be small. Another calculation in Ref. shows similar behavior with additional information that for the energy range corresponding to tip voltages less than about +2V [the voltage range discussed in this paper], the coupling between the styrene molecules is small and hence they attribute the experimental observation of the slope effect to this localized charge on styrene molecules in this voltage range. However, for larger energy range and for tip voltages greater than about +2V [a case not discussed in this paper], the spectral densities on neighboring styrene molecules start overlapping and charge density becomes delocalized and hence slope effect vanishes. Since in our study, we are calculating transport properties for occupied states in 0-2V tip voltage range, this effect is expected to be small in our voltage range of interest and hence is not included in our calculations.

IV. CONCLUSIONS

We have studied occupied level conduction through a styrene molecule in the vicinity of a negatively charged DB on a \( n^{++} \) H:Si(001)-(2x1) surface. We put forward that the DB not only affect conduction through styrene electrostatically within approximately 100Å but also electronically up to 10Å from the DB by introducing a near-midgap state in the LDOS of neighboring Si atoms. Dephasing is further expected to play a significant role in these experiments.

V. APPENDIX

In this section we show the derivation of Eq. 2. The scattering inflow function \((\Sigma_s^{\text{in}})\), outflow function \((\Sigma_s^{\text{out}})\) and broadening function \((\Gamma_s)\) are defined as:

\[
\Sigma_s^{\text{in, out}}(E) = \int_0^\infty \frac{d(\hbar\omega)}{2\pi} D^{\text{em,ab}}(\hbar\omega)SG^{\text{in, p}}(E+\hbar\omega)S+D^{\text{ab,em}}(\hbar\omega)SG^{\text{n, p}}(E-\hbar\omega)
\]

\[
\Gamma_s(E) = \Sigma_s^{\text{in}} + \Sigma_s^{\text{out}}
\]

where \(D^{\text{em}}(\hbar\omega) = (N+1)D_o(\hbar\omega)\) and \(D^{\text{ab}}(\hbar\omega) = N D_o(\hbar\omega)\) are emission and absorption dephasing functions respectively and are related by \(D^{\text{ab}}/D^{\text{em}} = \exp(-\hbar\omega/k_B T)\). N is the equilibrium number of phonons given by Bose-Einstein statistics as \(1/\exp(\hbar\omega/k_B T)-1\). For \(\hbar\omega \ll k_B T\), \(N+1 \approx N \approx k_B T/\hbar\omega\) by keeping first term in the Taylor series expansion of \(\exp(\hbar\omega/k_B T) \approx 1 + \hbar\omega/k_B T\), which leads to,

\[
\Gamma_s(E) = \int_0^\infty \frac{d(\hbar\omega)}{2\pi} [D^{\text{em}}(\hbar\omega) + D^{\text{ab}}(\hbar\omega)]SA(E)S
\]

and

\[
D^{\text{em}}(\hbar\omega) \approx D^{\text{ab}}(\hbar\omega) = N D_o(\hbar\omega) \approx \frac{k_B T}{\hbar\omega} D_o(\hbar\omega)
\]

Substituting these results in the above Eq. gives Eq. 2:

\[
\Gamma_s(E) \approx T \int_0^\infty \frac{d(\hbar\omega)}{2\pi} \frac{2k_B T D_o(\hbar\omega)}{\hbar\omega} SA(E)S
\]

The presence of low lying phonon modes depends on many details (type of molecule, surface, bias voltage, etc). This implies that not only the energy (\(\hbar\omega\)) of the phonon modes would change under different conditions, but also the associated dephasing functions \(\Gamma_s\). We leave the detailed study of these phonon modes for the styrene chain on Si surface in the presence of a dangling bond.
for future work and in this study, treat this effect in an average manner by using the dephasing strength $D$ as an adjusting parameter.
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