UNIFORM SOBOLEV ESTIMATES IN $\mathbb{R}^n$ INVOLVING SINGULAR POTENTIALS
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Abstract. We generalize the Stein-Tomas [22] $L^2$-restriction theorem and the uniform Sobolev estimates of Kenig, Ruiz and the second author [13] by allowing critically singular potential. We also obtain Strichartz estimates for Schrödinger and wave operators with such potentials. Due to the fact that there may be nontrivial eigenfunctions we are required to make certain spectral assumptions, such as assuming that the solutions only involve sufficiently large frequencies.

1. Introduction and main results.

The main purpose of this paper is to extend the uniform Sobolev inequalities in $\mathbb{R}^n$ of Kenig, Ruiz and the second author [13], as well as the $L^2$-restriction theorem of Stein and Tomas [22] to include Schrödinger operators,

$$H_V = -\Delta + V(x) \quad \text{(1.1)}$$

with critically singular potentials $V$, which are assumed to be real-valued and

$$V \in L^{n/2}(\mathbb{R}^n). \quad \text{(1.2)}$$

In a recent work of the authors with Blair and Sire [1], the same problem was considered for compact Riemannian manifolds, which generalizes results in [6], [4] and [17]. Also, in an earlier work of Blair, Sire and the second author [2], quasimode and related spectral projection estimates were discussed in $\mathbb{R}^n$ under the additional assumption that $V \in \mathcal{K}$, the Kato class. The spaces $L^{n/2}$ and $\mathcal{K}$ have the same scaling properties, and both obey the scaling law of the Laplacian, which accounts for their criticality. It is natural to assume that $V \in \mathcal{K}$ when dealing with large exponents, and, as was shown in [2], this assumption is needed to obtain optimal sup-norm estimates for quasimodes. However, motivated by the results in [1], for the smaller exponents arising in uniform Sobolev inequalities, it is natural to merely assume that $V$ in $L^{n/2}$, which we shall discuss below in Theorem 1.1.

As was shown in the appendix of [1], if $V \in L^{n/2}$ then $H_V$ is essentially self-adjoint and bounded from below. As a result, we shall assume throughout that

$$\text{Spec } H_V \subset [-N_0, +\infty), \text{ i.e., } H_V + N_0 \geq 0, \quad \text{(1.3)}$$

for some fixed positive number $N_0$ which depends on $V$.
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The uniform Sobolev estimates and quasimode estimates that we can obtain are the following.

**Theorem 1.1.** Let \( n \geq 3 \) and suppose that
\[
\min(q, p(q)) > \frac{2n}{n-1}, \quad \text{and} \quad \frac{1}{p(q)} - \frac{1}{q} = \frac{2}{n},
\]
Then if \( V \in L^{n/2}(\mathbb{R}^n) \) is real-valued and \( \Lambda, \delta > 0 \) are fixed constants with \( \Lambda = \Lambda(q, n, V) \) sufficiently large, we have the uniform bounds
\[
\left\| (HV - \zeta)^{-1} u \right\|_q \lesssim \left\| u \right\|_{p(q)}, \quad \text{if} \quad \zeta \in \Omega_\delta,
\]
where
\[
\Omega_\delta = \{ \zeta \in \mathbb{C} \setminus [-N_0, +\infty) : \text{dist}(\zeta, [-N_0, +\infty)) \geq \delta \text{ if } \Re \zeta < \Lambda^2 \}.
\]
Also, suppose that
\[
\frac{2(n+1)}{n-1} \leq q \leq \frac{2n}{n-1}, \quad \text{if} \quad n \geq 5, \quad \text{or} \quad \frac{2(n+1)}{n-1} \leq q < \infty, \quad \text{if} \quad n = 3, 4.
\]
Then if \( u \in \text{Dom}(HV) \), for any \( 0 < \varepsilon < \lambda/2 \), we have
\[
\left\| u \right\|_q \lesssim \lambda^{n(1/2-1/q)-3/2} \varepsilon^{-1/2} \left\| (HV - \lambda^2 + i\lambda \varepsilon) u \right\|_2, \quad \text{if} \quad \lambda \geq \Lambda.
\]

Here, \( \text{Dom}(HV) \) denotes the domain of \( HV \) and \( N_0 \) as in (1.3). Also, \( r' \) denotes the conjugate exponent for \( r \), i.e., the one satisfying \( 1/r + 1/r' = 1 \). Additionally, we are using the notation that \( A \lesssim B \) means that \( A \) is bounded from above by a constant times \( B \). The implicit constant might depend on the parameters involved, such as \( n, q \) and \( V \), but not on \( \zeta, \lambda \) or \( \varepsilon \) in (1.5) and (1.8).

The condition (1.4) on the range of exponents was shown to be sharp in (13). The gap condition in (1.4) that \( \frac{1}{p(q)} - \frac{1}{q} = \frac{2}{n} \), follows from scaling considerations, while the necessity of the first part of (1.4) is related to the fact that the Fourier transform of surface measure on the sphere in \( \mathbb{R}^n \) is not in \( L^q(\mathbb{R}^n) \) if \( q \leq \frac{2n}{n-1} \). The condition (1.7) on the exponents is also sharp, since it agrees with conditions in the standard quasimode estimates when \( V \equiv 0 \) except for the case \( n = 3, q = \infty \). In that case, (1.8) may not be valid if we only assume \( V \in L^{n/2}(\mathbb{R}^n) \) due to the possible existence of unbounded eigenfunctions for the operator \( HV \). See e.g., (2) for more details.

(1.5) - (1.6) imply that we have uniform \( L^{p(q)} \rightarrow L^q \) operator bounds for \( (HV - \zeta)^{-1} \) if \( \Re \zeta \) is large and \( \Im \zeta \neq 0 \), which is a natural analog of the uniform Sobolev estimates of Kenig, Ruiz and the second author (13), and, in the special case where \( V \equiv 0 \) is equivalent to the results in (13). Inequalities of this type, as well as weighted \( L^2 \)-estimates for \( (HV - \zeta)^{-1} \), have been extensively studied for different types of potentials; see, e.g, (10, 16, 8, 15). In particular, in (16), it is proved by Mizutani that (1.5) - (1.6) hold for \( V \in L_{0, \infty}^0(\mathbb{R}^n) \), where \( L_{0, \infty}^0 \) denotes the completion of \( C_0^\infty \) functions under the \( L_{0, \infty}^1 \) norm. Although \( L^{n/2} \rightarrow L_{0, \infty}^\infty \), the proof of (1.6) is based on a different method and we shall discuss at the end of section 2 that how we can modify the proof there to further weaken the conditions on \( V \).

By results in (20) the bounds in (1.8) are equivalent to the following spectral projection bounds
\[
\left\| \chi_{[\lambda, \lambda+\varepsilon]}^V \right\|_{L^2(\mathbb{R}^n) \rightarrow L^q(\mathbb{R}^n)} \lesssim \varepsilon^{1/2} \lambda^{n(1/2-1/q)-1/2}, \quad \forall \ 0 < \varepsilon < 1, \ \lambda \geq \Lambda,
\]
for some $\Lambda$ large enough and $q$ as in (1.7), if $\lambda_\Lambda(V)$ denotes the spectral projection operator which projects onto the part of the spectrum of $H_V$ in the corresponding shrinking intervals $[\Lambda^2, (\Lambda + \varepsilon)^2]$. If in addition to (1.2) we assume that $V$ is in the Kato class then we also have (1.10), as in the $V \equiv 0$ case for all $p \geq \frac{2(n+1)}{n-1}$, which is equivalent to the Stein-Thomas restriction theorem for the sphere (see, i.e., Chapter 5 in [19]).

In [2], analogs of (1.9) were obtained for all $\lambda \geq 0$ under the assumption that the $L^{n/2}$ norm of $V$ is small. In that case, using a simple argument involving Sobolev estimates, it is not hard to show that $H_V = -\Delta + V$ itself defines a positive self-adjoint operator which can not have negative spectrum. We generalize the results in [2] by removing the smallness condition at the cost of ignoring lower part of the spectrum.

By letting $\varepsilon \to 0$, inequalities like (1.9) certainly implies the absence of embedded eigenvalues in the corresponding region of spectrum. As far as the problem of absence of eigenvalues is considered, the $L^{n/2}$ norm here is critical, since in [14], Koch and Tataru showed that if $q < n/2$ there are examples of compactly supported potentials $V \in L^q$ and smooth compact supported functions $u$ such that $H_V u = 0$. In the opposite direction, Ionescu and Jerison [9] proved that $H_V$ does not admit positive eigenvalues for $V \in L^2_{loc}$ with certain decay conditions as $|x| \to \infty$.

Since $H_V$ does not admit large eigenvalues, if $E'(\lambda)$ denotes the density of the spectral measure associated to the operator $H_V$, with $\int E'(\lambda) d\lambda$ being the resolution of identity, by Stone’s formula,

$$E'(\lambda) = \frac{1}{2\pi i} \lim_{\varepsilon \to 0} (H_V - \lambda - i\varepsilon)^{-1} - (H_V - \lambda + i\varepsilon)^{-1}, \quad \text{if} \ \lambda > \Lambda^2,$$

which is equivalent to

$$E'(\lambda) = \frac{1}{\pi} \lim_{\varepsilon \to 0} \varepsilon \cdot (H_V - \lambda - i\varepsilon)^{-1}(H_V - \lambda + i\varepsilon)^{-1}.$$  

Thus, for $\lambda$, $\varepsilon$ defined as above, by applying (1.8) with $\lambda' = \lambda^{1/2}$, $\varepsilon' = \varepsilon/\lambda^{1/2}$ and duality, we have the following restriction type estimates

**Corollary 1.2.** Suppose that $q$ satisfies (1.7), then we have

$$\|E'(\lambda)f\|_{L^q(\mathbb{R}^n)} \leq C\lambda^{\frac{nq}{2}(\frac{1}{p} - \frac{1}{2}) - 1}\|f\|_{L^{p'}(\mathbb{R}^n)} \quad \text{if} \ \lambda > \Lambda^2.$$  

Among other things, if $\lambda^{\Lambda}_{(-\infty, \Lambda]}$ denotes the spectral projection onto the interval $(-\infty, \Lambda^2)$ for $H_V$, for $q$ satisfying (1.7), the quasimode estimates (1.8) also implies

$$\|\lambda^{\Lambda}_{(-\infty, \Lambda]}\|_{L^2(\mathbb{R}^n) \to L^q(\mathbb{R}^n)} \lesssim 1,$$

since $H_V$ is bounded from below. Using (1.9) and (1.11), it is straightforward to adapt the proof of Theorem 8.1 and Theorem 9.5 in [2] to obtain the following

**Theorem 1.3.** Let $n \geq 3$ and fix $V \in L^{n/2}(\mathbb{R}^n)$. Let $u$ be the solution of

$$\left\{ \begin{array}{ll} \left( \partial_t^2 - \Delta + V(x) \right) u = 0 \\
|u|_{t=0} = f_0, \quad \partial_t|u|_{t=0} = f_1. \end{array} \right.$$  

Then for $p_c = \frac{2(n+1)}{n-1}$, we have

$$\|u\|_{L^{p_c}([0,1] \times \mathbb{R}^n)} \leq C_V \left( \|(i + H_V)^{1/4}f_0\|_{L^2(\mathbb{R}^n)} + \|(i + H_V)^{-1/4}f_1\|_{L^2(\mathbb{R}^n)} \right).$$
Additionally, suppose that \( \chi \in C^\infty(\mathbb{R}) \) is a smooth function satisfying
\[
\chi(\lambda) = 1 \text{ for } \lambda \geq 1 \text{ and } \chi(\lambda) = 0 \text{ for } \lambda \leq 1/2.
\]

Then
\[
\|\chi(H_V/M)u\|_{L^p(\mathbb{R}^n)} \leq C_V \left( \|\chi H_V\|^{1/4}_{L^2} f_0 \|_{L^2(\mathbb{R}^n)} + \|\chi (i + H_V)^{-1/4} f_1\|_{L^2(\mathbb{R}^n)} \right),
\]
assuming that \( M \) is a large enough constant which depends on \( V \).

Here the operator \( \chi(H_V/M) \) denotes a smooth spectral projection onto the interval \((M/2, +\infty)\) for \( H_V \). More specifically,
\[
\chi(H_V/M)f = \int \chi(\lambda/M)E'(\lambda)f d\lambda.
\]

Similarly, as (1.14), (1.15) suggest, by projecting onto the subspace with large spectrum, we have the following global Strichartz estimates for Schrödinger equations.

**Theorem 1.4.** Let the potential \( V \in L^{n/2}(\mathbb{R}^n) \) be real-valued, and \( \chi \in C^\infty(\mathbb{R}) \) be as in (1.14). Then for each pair of exponents \((p, q)\) satisfying
\[
n(1/2 - 1/q) = 2/p, \ 2 \leq p \leq \infty \text{ and } n \geq 3,
\]
we have
\[
\|\chi(H_V/M)e^{-i t H_V} f\|_{L^p_L L^q_t L^2(\mathbb{R}^n)} \lesssim \|f\|_{L^2(\mathbb{R}^n)},
\]
where \( M \) is a large constant which depends on \( V \). Additionally, if \( V \in L^{n/2}(\mathbb{R}^n) + L^\infty(\mathbb{R}^n) \) is real-valued, then for \((p, q)\) satisfying (1.17), we have
\[
\|e^{-i t H_V} f\|_{L^p_L L^q_t([0,1] \times \mathbb{R}^n)} \lesssim \|f\|_{L^2(\mathbb{R}^n)}.
\]

If \( V \equiv 0 \), it is well-known that the Strichartz estimates (1.18) are a consequence of the following dispersive estimate
\[
\|e^{i t \Delta} f\|_{L^\infty(\mathbb{R}^n)} \lesssim t^{-n/2} \|f\|_{L^1(\mathbb{R}^n)},
\]
with the endpoint of above estimates corresponding to \( p = 2, q = \frac{2n}{n-2}, n \geq 3 \) obtained by Keel and Tao in [12]. However, the natural \( L^1 \to L^\infty \) dispersive estimates for the operator \( e^{-i t H_V} \), as well as the Strichartz estimates (1.18) may break down due to the possible existence of bounded states. If \( V \in L^{n/2}(\mathbb{R}^n) \), it was proved by Goldberg in [7] that global Strichartz estimates (1.18) hold with \( f \) projected onto the continuous part of the spectrum under the assumption that 0 is neither a eigenvalue or resonance. Under the same condition, Mizutani [15] also proved similar inhomogeneous Strichartz estimates when the pairs \((p, q)\) are outside the admissible range in (1.17). The inequalities in (1.18) show that, even if 0 is a eigenvalue or resonance, the same estimates still hold as long as \( f \) is projected onto the higher part of the spectrum. See also [11] for related high energy estimates for a different class of potentials \( V \).

We are grateful to Mizutani [15] for pointing out his recent work after a preliminary version of this paper was completed.
2. Uniform Sobolev inequalities and quasimode estimates in $\mathbb{R}^n$. 

In this section we shall prove Theorem 1.1. As in [1], the main idea is to use the second resolvent formula

\[(2.1) \quad (-\Delta + V - \zeta)^{-1} - (-\Delta - \zeta)^{-1} = \Lambda\]

along with quasimode estimates and uniform Sobolev estimates for the unperturbed operator $H_0 = -\Delta$ from [13] and [2]. Specifically, we shall require that for $n \geq 3$

\[(2.2) \quad \|(-\Delta - \zeta)^{-1}f\|_{L^p(\mathbb{R}^n)} \leq C\|f\|_{L^p(\mathbb{R}^n)}, \quad \forall \zeta \in \mathbb{C} \setminus [0, +\infty),
\]

for pairs of exponents $(p, q)$ satisfying (1.4), which is due to Kenig, Ruiz, and the second author [13]. We also need the quasimode estimates

\[(2.3) \quad \|u\|_{L^{p_c}(\mathbb{R}^n)} \leq C\lambda^{-1+1/p_c} \|(-\Delta - \zeta)^{-1}f\|_{L^2(\mathbb{R}^n)}, \quad \forall \ 0 < \varepsilon < \lambda/2,
\]

where $p_c = \frac{2(n+1)}{n}$. By a change of scale argument, it is not hard to check that (2.3) is an equivalent version of Stein-Thomas restriction theorem for $\mathbb{R}^n$ (see, e.g., [2] Proposition 9.3). Actually, similar estimates also hold in the case $\varepsilon \geq \lambda/2$, but we skip these here since they are less useful.

To prove Theorem 1.1, a key ingredient is the following theorem.

**Theorem 2.1.** Let $n \geq 3$ and $\frac{2n}{n-1} < q < \frac{2n}{n-2}$, then if $V \in L^{n/2}(\mathbb{R}^n)$ is fixed, we have

\[(2.4) \quad \|(-\Delta - \lambda^2 + i\varepsilon\lambda)^{-1}(Vf)\|_q \leq 1/2 \|f\|_q, \quad \forall \lambda \geq \Lambda, \ \varepsilon > 0,
\]

assuming that $\Lambda = \Lambda(q, n, V) \geq 1$ sufficiently large.

(2.4) essentially follows from Lemma 3.3 in [15], where the author gave a short proof of this lemma using uniform Sobolev estimates for the free resolvent operator when $\frac{1}{p} - \frac{1}{q} = \frac{1}{2}$. The proof of (2.4) that we shall give is more complicated since it requires a decomposition of the free resolvent operator into dyadically localized operators. However, we obtain results that are less restrictive on the conditions required for $V$. See the discussion at the end of this section for more details.

We shall postpone the proof of Theorem 2.1 to the end of this section and first see how we can apply the above theorem to obtain (1.5) and (1.8). Even though the proof mostly follows from the arguments in [1], we include it here for the sake of completeness.

To prove (1.5), if $\text{Re}\zeta \geq \Lambda^2$, it is equivalent to showing that

\[\|(H_V - \lambda^2 + i\varepsilon\lambda)^{-1}\|_{L^p \to L^q} \lesssim 1, \quad \text{if} \quad \lambda \geq \Lambda,
\]

with $\Lambda$ sufficiently large and $(p, q)$ as in (1.4). By duality, it suffices prove this inequality when

\[(2.5) \quad \frac{2n}{n-1} < q \leq \frac{2n}{n-2}.
\]

Thus, our task is to show that

\[(2.6) \quad \|(H_V - \lambda^2 + i\varepsilon\lambda)^{-1}f\|_{L^q(\mathbb{R}^n)} \leq C\|f\|_{L^p(\mathbb{R}^n)} \quad \text{if} \quad \lambda \geq \Lambda,
\]

with $(p, q)$ satisfying (1.4) and (2.5). We are also assuming that (2.2) and (2.3) are valid for this pair of exponents.
We are assuming (2.5) since by Sobolev estimates (see, e.g., (6.5) in the appendix of [1]), we have
\[ u \in L^q(\mathbb{R}^n), \quad 2 \leq q \leq \frac{2n}{n-2} \text{ if } (H_V - \lambda^2 + i\varepsilon\lambda)u \in L^2. \]
Thus for \( q \) as in (2.5)
\[(2.7) \quad \| (H_V - \lambda^2 + i\varepsilon\lambda)^{-1}f \|_{L^q(\mathbb{R}^n)} < \infty \quad \text{if } f \in L^2(\mathbb{R}^n). \]
In proving (2.6), since \( L^2 \) is dense in \( L^p \) we may and shall assume that \( f \in L^2(\mathbb{R}^n) \) to be able to use (2.7) to justify a bootstrapping argument that follows.
By (2.7), this leads to (2.6) since we are assuming, as we may, that \( f \) is dense in \( L^q(\mathbb{R}^n) \).

If we combine (2.8), (2.10) and (2.11), we conclude that for \( \lambda \geq \Lambda \) we have
\[(2.12) \quad \| (H_V - \lambda^2 + i\varepsilon\lambda)^{-1}f \|_{L^q(\mathbb{R}^n)} \leq C\|f\|_{L^p(\mathbb{R}^n)} + \frac{1}{2} \| (H_V - \lambda^2 + i\varepsilon\lambda)^{-1}f \|_{L^q(\mathbb{R}^n)}. \]
By (2.1), this leads to (2.6) since we are assuming, as we may, that \( f \in L^2(\mathbb{R}^n) \).

Now we shall give the proof of quasimode estimates (1.8), which are needed later in the proof of (1.5) for \( \Re \zeta < \Lambda^2 \). First, note that by the quasimode estimates (2.3) for the unperturbed operator,
\[(2.11) \quad \| f \|_{L^p} \leq C\lambda^{-1+2/p_c} \varepsilon^{-1/2} \| f \|_2, \quad \text{if } 0 < \varepsilon < \lambda/2. \]
If we combine (2.8), (2.10) and (2.11), we conclude that for \( \lambda \geq \Lambda \) we have
\[(2.12) \quad \| (H_V - \lambda^2 + i\varepsilon\lambda)^{-1}f \|_{L^p(\mathbb{R}^n)} \leq C\lambda^{-1+2/p_c} \varepsilon^{-1/2} \| f \|_{L^2(\mathbb{R}^n)} + \frac{1}{2} \| (H_V - \lambda^2 + i\varepsilon\lambda)^{-1}f \|_{L^p(\mathbb{R}^n)}. \]
By (2.1), this leads to (1.8) for \( q = p_c = \frac{2(n+1)}{n-1} \), since in this case \(-1 + 1/p_c = n(1/2 - 1/p_c) - 3/2\).

The remaining estimates in (1.8) for exponents \( q > \frac{2(n+1)}{n-1} \) as in (1.7) now just are a consequence of the following theorem.

**Theorem 2.2.** Let \( n \geq 5 \), assume that (1.8) holds for some \( \frac{2(n+1)}{n-1} \leq r < \frac{2n}{n-4} \) and \( \lambda \geq \Lambda(r, V) \), with \( 0 < \varepsilon < \lambda/2 \). Then if \( V \in L^{n/2}(\mathbb{R}^n) \) we have for \( u \in \text{Dom}(H_V) \)
\[(2.12) \quad \| u \|_q \leq C\lambda^{n(1/2 - 1/q) - 3/2} \varepsilon^{-1/2} \| (-\Delta + V - \lambda^2 + i\varepsilon\lambda)u \|_2, \quad \text{if } \lambda \geq \Lambda, \quad r < q < \frac{2n}{n-4}. \]
Similarly, for \( n = 3 \) or \( n = 4 \), assume that (1.8) holds for some \( \frac{2(n+1)}{n-1} \leq r < \infty \), with \( 0 < \varepsilon < \lambda/2 \), then we have
\[
\text{(2.13) } \|u\|_q \leq C \lambda^{n(1/2-1/q)-3/2} \varepsilon^{-1/2} \|(-\Delta + V - \lambda^2 + i\varepsilon \lambda)u\|_2, \quad \text{if } \lambda \geq \Lambda, \quad r < q < \infty, \]
assuming that \( \Lambda = \Lambda(q, n, V) \) in (2.12) and (2.13) are sufficiently large.

Theorem 2.2 is essentially the analog of Theorem 2.3 in [1], which says we can use the quasimode estimates for smaller exponents \( r \) to obtain quasimode estimates for larger exponents \( q \) up to the optimal range. Here compared with Theorem 2.3 in [1], we do not have to assume that \( \varepsilon \) has a lower bound which depends on \( \lambda \) by requiring that \( \lambda \geq \Lambda(q, n, V) \), as in the case of uniform Sobolev inequalities, (1.5).

As in [1], the proof of Theorem 2.2 requires the following lemma.

**Lemma 2.3.** Let \( V \in L^{n/2}(\mathbb{R}^n) \) be real valued, then there exists a constant \( N_0 > 1 \) large enough such that for \( u \in \text{Dom}(H_V) \), we have
\[
\text{(2.14) } \|u\|_q \leq \|(-\Delta_g + V + N_0)u\|_2, \quad \text{for } 2 < q < \infty, \quad \text{if } n = 3, 4, \quad \text{or } 2 < q \leq \frac{2n}{n-4} \quad \text{if } n \geq 5.
\]

Lemma 2.3 is essentially a special case of Lemma 2.4 in [1], where the authors proved a sharp Sobolev type estimates for the operator \( H_V \) on compact manifolds. However, their proof works equally well in the case of \( \mathbb{R}^n \). Thus, for the sake of brevity, we shall skip the proof of (2.14) here and refer the reader to the proof of Lemma 2.4 in [1] for details. The main idea is that although the uniform resolvent estimates for the operator \((-\Delta - \zeta)^{-1}\) hold for a rather restricted range of exponents \((p, q)\), it is possible to enlarge the range of \((p, q)\) at the expense of requiring \( \zeta \) to lie in certain regions of the complex plane.

**Proof of Theorem 2.2.** Throughout the proof we shall assume that
\[
\text{(2.15) } \frac{2(n+1)}{n-1} \leq r < q \leq \frac{2n}{n-4}, \quad \text{if } n \geq 5, \quad \text{or } \frac{2(n+1)}{n-1} \leq r < q < \infty, \quad \text{if } n = 3, 4.
\]
Note that proving (2.12) and (2.13) is equivalent to showing that for \( q \) satisfying (2.15)
\[
\text{(2.16) } \|(-\Delta + \lambda^2 + i\varepsilon \lambda)^{-1} f\|_q \leq C \lambda^{n(1/2-1/q)-3/2} \varepsilon^{-1/2} \|f\|_2, \quad \text{if } \lambda \geq \Lambda.
\]
The proof of (2.12) and (2.13) also relies on the simple fact that if we let
\[
\text{(2.17) } V_{\leq N}(x) = \begin{cases} V(x), & \text{if } |V(x)| \leq N, \\ 0, & \text{otherwise}, \end{cases}
\]
then, of course,
\[
\text{(2.18) } \|V_{\leq N}\|_{L^\infty} \leq N,
\]
and, if \( V_{\geq N}(x) = V(x) - V_{\leq N}(x) \),
\[
\text{(2.19) } \|V_{\geq N}\|_{L^{n/2}(\mathbb{R}^n)} \leq \delta(N), \quad \text{with } \delta(N) \downarrow 0, \quad \text{as } N \to \infty,
\]
since we are assuming that \( V \in L^{n/2}(\mathbb{R}^n) \).
Fix a smooth bump function $\beta \in C_0^\infty(1/4, 4)$ with $\beta \equiv 1$ in $(1/2, 2)$, and let $P = \sqrt{-\Delta}$, write

\[(2.20) \quad (H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f \]
\[= \beta(P/\lambda)(H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f + (1 - \beta(P/\lambda))(H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f \]
\[= A + B.\]

To deal with the first term, note that since $m(\xi) = \lambda^{-\alpha}|\xi|^\alpha \beta(|\xi|/\lambda)$ is a Mikhlin multiplier, i.e.,

\[|\xi|^k |\nabla^k m(\xi)| \leq C_k, \quad \forall k \geq 0, \quad \xi \neq 0.\]

Therefore, by the Mikhlin multiplier theorem (see, e.g., [19] Theorem 0.2.6), we have

\[(2.21) \quad \|(-\Delta)^{\frac{\alpha}{2}} \beta(P/\lambda)\|_{L^r \to L^{r'}} \lesssim \lambda^{\alpha}, \quad \text{if } 1 < r < \infty.\]

So by Sobolev estimates, (2.21) and (1.8) for the exponent $r$, if $\alpha = n(\frac{1}{q} - \frac{1}{2})$ and $0 < \varepsilon < \lambda/2$, we have

\[(2.22) \quad \|A\|_q \leq \|(-\Delta)^{\frac{\alpha}{2}} \beta(P/\lambda)(H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f\|_r \]
\[\leq \lambda^{\alpha(n(\frac{1}{q} - \frac{1}{2}))} \|H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f\|_r \]
\[\leq C \lambda^{\alpha(n(1/2 - 1/q) - 3/2)} \varepsilon^{-1/2} \|f\|_2, \quad \text{if } \lambda \geq \Lambda_1 = \Lambda(r).\]

To bound the second term, we shall use the second resolvent formula (2.1) to write

\[(1 - \beta(P/\lambda))(H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f \]
\[= (1 - \beta(P/\lambda))(-\Delta - \lambda^2 + i\varepsilon\lambda)^{-1} f \]
\[- (1 - \beta(P/\lambda))(-\Delta - \lambda^2 + i\varepsilon\lambda)^{-1} (V_{> N} \cdot (H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f) \]
\[- (1 - \beta(P/\lambda))(-\Delta - \lambda^2 + i\varepsilon\lambda)^{-1} (V_{\leq N} \cdot (H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f) \]
\[= I - II - III.\]

Since the function $1 - \beta(\tau/\lambda)$ vanishes in a dyadic neighborhood of $\lambda$, it is easy to see that

\[(1 - \beta(|\xi|/\lambda))(|\xi|^2 - \lambda^2 + i\varepsilon\lambda)^{-1}(|\xi|^2 + 1)\]
is a Mikhlin multiplier, and so

\[(2.23) \quad \| (1 - \beta(P/\lambda))(-\Delta - \lambda^2 + i\varepsilon\lambda)^{-1} f\|_q \leq \|(-\Delta + 1)^{-1} f\|_q, \quad \text{if } 1 < q < \infty.\]

So by (2.23), Sobolev estimates, and H"older’s inequality, we have for $q$ satisfying (2.15)

\[(2.24) \quad \|II\|_q \leq \|(-\Delta + 1)^{-1} (V_{> N} \cdot (H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f)\|_q \]
\[\leq \|V_{> N} \cdot (H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f\|_{p(q)} \]
\[\leq C \delta(N) \|(H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f\|_q,\]

where $\frac{1}{p(q)} - \frac{1}{q} = \frac{2}{n}$. By (2.19) we can fix $N$ large enough so that $C \delta(N) < 1/4$, yielding the bounds

\[(2.25) \quad \|II\|_q < \frac{1}{4} \|(H_V - \lambda^2 + i\varepsilon\lambda)^{-1} f\|_q.\]
For the third term $III$, note that as before, by the support property of $\beta$, it is straightforward to check that
\[
(1 - \beta(|\xi|/\lambda))(|\xi|^2 - \lambda^2 + i\varepsilon\lambda)^{-1}\lambda^2
\]
is a Mikhlin multiplier, and so
\[
\begin{align*}
\|f\|_q &\leq C\lambda^{-2}\|f\|_q, \text{ if } 1 < q < \infty. 
\end{align*}
\]
Thus, by (2.18), we have
\[
\|III\|_q \leq C\lambda^{-2}\|f\|_q
\]
(2.27)
\[
\|III\|_q \leq CN\lambda^{-2}\|f\|_q.
\]
If we choose $\Lambda_2$ such that $\Lambda_2^2 = 4CN$, we have
\[
\|III\|_q \leq \frac{1}{4}\|f\|_q, \text{ if } \lambda \geq \Lambda_2.
\]
We are left with estimating the first term $I$. Note that for $q$ satisfying (2.15), we have
\[
\frac{1}{q} - \frac{1}{2} \leq \frac{\alpha}{q}.
\]
By Sobolev estimates, if $\alpha = n\left(\frac{1}{q} - \frac{1}{2}\right)$
\[
\|\Delta f\|_q \leq \|\Delta f\|_2
\]
(2.29)
\[
\|\Delta f\|_q \leq \|\Delta f\|_2.
\]
Since the symbol of the operator on the right side of (2.29) satisfies
\[
\tau^\alpha (1 - \beta(\tau/\lambda))(\tau^2 - \lambda^2 + i\varepsilon\lambda)^{-1} \leq \lambda^{-2},
\]
by the spectral theorem, this yields the bounds
\[
\|I\|_q \leq \lambda^{n(\frac{1}{q} - \frac{1}{2}) - 2}\|f\|_2,
\]
which are better than those in (2.10), since we are assuming that $\varepsilon < \lambda/2$.

If we combine (2.22), (2.25), (2.29), and (2.31), we conclude that for $\lambda \geq \Lambda$ with $\Lambda = \max\{\Lambda_1, \Lambda_2\}$, we have
\[
\|\Delta f\|_2 \leq C\lambda^{n(\frac{1}{2} - \frac{1}{q}) - 3/2}\|f\|_2
\]
(2.30)
\[
\|\Delta f\|_2 \leq C\lambda^{n(\frac{1}{2} - \frac{1}{q}) - 3/2}\|f\|_2 + \frac{1}{2}\|\Delta f\|_2.
\]
Note that as a consequence of Lemma 2.3 for $q$ satisfying (2.15), we have
\[
\|\Delta f\|_2 < \infty \text{ if } f \in L^2(\mathbb{R}^n).
\]

Thus (2.32) and (2.10) are equivalent, and so the proof of Theorem 2.2 is complete. \(\square\)

Now we shall prove (1.5) for the region $\text{Re}\, \zeta < \Lambda^2$ by using the results we have just proved. Note that by spectral theorem as well as (1.3), we have
\[
\|H \Delta f\|_2 \leq C_{\Lambda, \delta}\|\Delta f\|_2
\]
(2.33)
\[
\|H \Delta f\|_2 \leq C_{\Lambda, \delta}\|\Delta f\|_2, \text{ if } \text{Re}\, \zeta < \Lambda^2, \text{ and dist}(\zeta, [-N_0, +\infty)) \geq \delta.
\]

On the other hand, by a simple interpolation argument along with the trivial $L^2$ estimates,
(1.8) implies
\[
\|H \Delta f\|_2 \leq C_{\Lambda}\|f\|_{L^2(\mathbb{R}^n)}, \text{ if } \frac{2n}{n - 1} < q < \frac{2n}{n - 3}.
\]
By duality, this yields
\[ \|(H_V - \zeta)^{-1} f\|_{L^2(\mathbb{R}^n)} \leq C\|f\|_{L^p(\mathbb{R}^n)}, \]
if \( \frac{2n}{n+3} < p < \frac{2n}{n+1} \), \( \text{Re}\, \zeta < \Lambda^2 \), and \( \text{dist}(\zeta, [-N_0, +\infty)) \geq \delta \).

To prove (1.5) when \( \text{Re}\, \zeta < \Lambda^2 \), by repeating the previous arguments, it suffice to show that
\[ \|(H_V - \zeta)^{-1} f\|_{L^q(\mathbb{R}^n)} \leq C\|f\|_{L^p(\mathbb{R}^n)}, \]
with \((p, q)\) satisfying (1.4) and (2.5), and \( \zeta \) satisfying the conditions in (2.36).

To exploit this we use the second resolvent formula (2.1) to write
\[ (H_V - \zeta)^{-1} f = (-\Delta - \zeta)^{-1} f - (-\Delta - \zeta)^{-1} (V_{\geq N} \cdot (H_V - \zeta)^{-1} f) - (-\Delta - \zeta)^{-1} (V_{\leq N} \cdot (H_V - \zeta)^{-1} f) = I - II - III. \]

By the uniform Sobolev estimates (2.2) for the unperturbed operator we have
\[ \|I\|_q \leq C\|f\|_p, \]
as well as
\[ \|II\|_q \leq C\|V_{> N} \cdot (H_V - \zeta)^{-1} f\|_p \leq C\|V_{> N}\|_{L^{n/2}} \cdot \|(H_V - \zeta)^{-1} f\|_{L^n}, \]
using Hölder’s inequality and the fact that \( \frac{1}{p} - \frac{1}{q} = \frac{2}{n} \) in the last step. By (2.19) we can fix \( N \) large enough so that \( C\|V_{> N}\|_{L^{n/2}} < 1/2 \), yielding the bounds
\[ \|II\|_q < \frac{1}{2} \|(H_V - \zeta)^{-1} f\|_q. \]

To bound the third term \( III \), note that by simple Sobolev estimates, for \( q \) satisfying (2.5) and \( \zeta \) satisfying conditions in (2.34), we have
\[ \|(-\Delta - \zeta)^{-1} f\|_{L^q(\mathbb{R}^n)} \leq C\Lambda\|f\|_{L^2(\mathbb{R}^n)}. \]
If we combine (2.31) and (2.36), we conclude that
\[ \|III\|_q \leq C_{\Lambda, \delta} N \|f\|_p. \]

Thus, (2.33), (2.40) and (2.42) imply that
\[ \|(H_V - \zeta)^{-1} f\|_{L^q(\mathbb{R}^n)} \leq C\|f\|_{L^p(\mathbb{R}^n)} + 1/2 \|(H_V - \zeta)^{-1} f\|_{L^q(\mathbb{R}^n)}, \]
if \( \text{Re}\, \zeta < \Lambda^2 \), and \( \text{dist}(\zeta, [-N_0, +\infty)) \geq \delta \).

By (2.7), this implies (1.5) when \( \text{Re}\, \zeta < \Lambda^2 \).

To conclude this section we shall give the proof of Theorem 2.1.

**Proof of Theorem 2.1.** Write \( V = V_{> N} + V_{\leq N} \), we shall focus on the term \( V_{\leq N} \), since, as in (2.22), we can always fix \( N \) large enough so that
\[ \|(-\Delta - \Lambda^2 + i\varepsilon\lambda)^{-1} V_{> N} f\|_q \leq 1/4\|f\|_q. \]
Recall that for $\lambda \geq 1$ the Euclidean resolvent kernels equal
\[
(-\Delta - \lambda^2 + i\varepsilon \lambda)^{-1}(x, y) = (2\pi)^{-n} \int_{\mathbb{R}^n} \frac{e^{i(x-y, \xi)}}{|\xi|^2 - \lambda^2 + i\varepsilon \lambda} d\xi
\]
(2.45)
\[
= (2\pi)^{-n} \lambda^{n-2} \int_{\mathbb{R}^n} \frac{e^{i\lambda(x-y, \xi)}}{|\xi|^2 - 1 + i\varepsilon/\lambda} d\xi.
\]

Fix a real-valued Littlewood-Paley bump function $\beta \in C_0^\infty((1/2, 2))$ satisfying
\[
1 = \sum_{-\infty}^{\infty} \beta(2^{-j}s) \text{ for } s > 0, \text{ and } \beta(s) = 1, s \in [3/4, 5/4].
\]
(2.46)

Note that is straightforward to check that $m(\xi) = (1 - \beta(|\xi|))(|\xi|^2 - 1 + i\varepsilon/\lambda)^{-1}$ is a symbol of order $-2$, i.e., $(\frac{d}{d\lambda})^2 m(r) \leq C_\alpha (r^2 + 1)^{-2-j}$. Therefore, by a simple integration by parts argument,

\[
K_0(x, y) = (2\pi)^{-n} \lambda^{n-2} \int_{\mathbb{R}^n} (1 - \beta(|\xi|)) \frac{e^{i\lambda(x-y, \xi)}}{|\xi|^2 - 1 + i\varepsilon/\lambda} d\xi
\]
(2.47)
\[
= O(|x-y|^{-n}(1 + \lambda|x-y|)^{-N}), \text{ } \forall \lambda > 0.
\]

Thus, by Young’s inequality
\[
\|K_0(V_{\leq N} f)\|_q \leq C\lambda^{-2}\|V_{\leq N} f\|_q \leq C\lambda^{-2} N\|f\|_q.
\]
(2.48)

By choosing $\Lambda_1$ such that $C\Lambda_1^{-2} N \leq 1/12$, we have
\[
\|K_0(V_{\leq N} f)\|_q \leq 1/12\|f\|_q, \text{ if } \lambda \geq \Lambda_1.
\]
(2.49)

Here in (2.48) and (2.49) we are abusing notation a bit by letting $K_0$ denote the integral operator with kernel $K_0(x, y)$ and we shall use similar notation in what follows.

On the other hand, if $|\xi| \approx 1$, by stationary phase methods or the Fourier transform formula for the sphere, we have

\[
K_1(x, y) = (2\pi)^{-n} \lambda^{n-2} \int_{\mathbb{R}^n} \beta(|\xi|) \frac{e^{i\lambda(x-y, \xi)}}{|\xi|^2 - 1 + i\varepsilon/\lambda} d\xi
\]
(2.50)
\[
= \begin{cases} 
O(\lambda^{-n-2}), & \text{if } |x-y| < \lambda^{-1} \\
\sum_{\pm} e^{\pm i\lambda|x-y|} c_\pm(|x-y|), & \text{if } |x-y| \geq \lambda^{-1},
\end{cases}
\]
where $|\frac{d^{n/2}}{dn} c_\pm(s)| \leq B_j \lambda^{\frac{n-2}{2}} s^{\frac{n-1}{2}-j}$.

Now we split the kernel $K_1(x, y)$ as
\[
K_1(x, y) = \sum_{j=0}^{\infty} K_1^j(x, y),
\]
where
\[
K_1^0(x, y) = \beta(|x-y|\lambda^{-j}) K_1(x, y), \text{ if } j > 0,
\]
and
\[
K_1^j(x, y) = \beta_0(|x-y|\lambda) K_1(x, y),
\]
with
\[
\beta_0(s) = (1 - \sum_{j=1}^{\infty} \beta(2^{-j}s)).
\]
Note that as a consequence of (2.50) and Young’s inequality,
\[(2.51) \quad \|K_1^j(V \leq N f)\|_q \leq C\lambda^{-2j\frac{1}{2}+\frac{n+1}{q}}\|V \leq N f\|_p \leq C\lambda^{-2j\frac{1}{2}+\frac{n+1}{q}} N \|f\|_q,\]
if \(2^j \leq 2^k \approx \lambda^{\frac{2}{n+1}}\). Thus, by choosing \(\Lambda_2\) such that \(2\lambda^{\frac{1}{2}} N \leq 1/12\), we have
\[(2.52) \quad \sum_{j=0}^{j_0} \|K_1^j(V \leq N f)\|_q \leq 1/12\|f\|_q, \text{ if } \lambda \geq \Lambda_2.\]

On the other hand, for each fixed \(j > 0\), the operator \(K_1^j\) satisfies the following bounds.

**Proposition 2.4.** Let \(n \geq 3\), and suppose that
\[(2.53) \quad 1 \leq p \leq 2, \quad q \geq (n+1)p/(n-1).\]
Then
\[(2.54) \quad \|K_1^j f\|_{L^q(\mathbb{R}^n)} \leq C\lambda^{-2+n(\frac{1}{p}-\frac{1}{q})} 2^{j\left(\frac{n}{p}+\frac{1}{q}\right)} \|f\|_{L^p(\mathbb{R}^n)}.\]

When \(q = (n+1)p/(n-1)\), (2.54) is essentially Lemma 5.4 in [18], which can be proved by standard change of scale arguments and an application of Stein’s oscillatory integral theorem. While if \(q = \infty\), the above estimates follows from Young’s inequality noticing that \(K_1^j\) is supported in the set \(|x-y| \approx \lambda^{-1}2^j\). The remaining inequalities in (2.54) now follow from interpolation.

The intersection of the two regions (1.4) and (2.53) are pairs of exponents \((p, q)\) satisfying \(\frac{1}{p} - \frac{1}{q} = \frac{2}{n}\), \(\frac{2n^2}{n^2 - n - 2} < p < \frac{2n}{n+1}\). By applying (2.54) along the uniform Sobolev line \(\frac{1}{p} - \frac{1}{q} = \frac{2}{n}\) and duality, we have for \((p, q)\) satisfying (1.4),
\[(2.55) \quad \|K_1^j f\|_{L^q(\mathbb{R}^n)} \leq C2^{-j\delta(p)} \|f\|_{L^p(\mathbb{R}^n)},\]
where \(\delta(p) > 0\) is a fixed constant which depends on \(p\).

A combination of (2.55) and Hölder’s inequality yields
\[(2.56) \quad \|K_1^j(V \leq N f)\|_q \leq C2^{-j\delta(p)} \|V \leq N f\|_p \leq C2^{-j\delta(p)} \|V\|_{n/2} \|f\|_q.\]
For each fixed \(p\) with \(\frac{1}{p} - \frac{1}{q} = \frac{2}{n}\), if we choose \(\Lambda_3\) large enough such that
\[(1 - 2^{-\delta(p)})^{-1} C\lambda^{-\frac{2\delta(p)}{n+1}} \|V\|_{n/2} \leq 1/12,\]
after summing over \(2^j \geq 2^k \approx \lambda^{\frac{2}{n+1}}\),
\[(2.57) \quad \sum_{j=j_0}^{\infty} \|K_1^j(V \leq N f)\|_q \leq 1/12\|f\|_q, \text{ if } \lambda \geq \Lambda_3.\]
If we combine (2.54), (2.55), (2.56) and (2.57), we conclude that for \(\lambda \geq \max(\Lambda_1, \Lambda_2, \Lambda_3)\) we have
\[(2.58) \quad \|(-\Delta - \lambda^2 + i\varepsilon\lambda)^{-1} (V f)\|_q \leq 1/2\|f\|_q, \text{ if } \frac{2n}{n-3} < q < \frac{2n}{n-3},\]
which completes the proof of Theorem 2.1. \(\square\)
Remark. The above proof of Theorem 2.1 does not make full use of the condition that $V \in L^{n/2}(\mathbb{R}^n)$ and it can be easily adapted to prove bounds for certain potentials in $L^{n/2}_{\text{loc}}$. For example, in (2.48) and (2.51), instead of using $L^p \to L^q$ type estimates, we can use their $L^p \to L^q$ analogs with $\frac{1}{p} - \frac{1}{q} = \frac{2}{n}$, and exploit the locally supported condition for the operators $K^j_0$ and $K^j_1$ to remove the $L^\infty$ condition on $V$ used there.

Specifically, if we assume that
\[
(2.59) \quad \lim_{r \to 0} \sup_x \|V\|_{L^{n/2}(B_r(x))} \to 0
\]
as well as
\[
(2.60) \quad \sup_x \|V\|_{L^{n/2}(B_R(x))} \leq C \varepsilon R^\varepsilon, \quad \forall \varepsilon > 0, \ R > 1,
\]
then one could decompose the resolvent operator $(-\Delta - \lambda^2 + i\varepsilon \lambda)^{-1}$ as a sum of dyadically localized operators and repeat the above arguments to get the same conclusion. Also, the condition (2.59) itself ensures that the operator $H_V$ defines a self-adjoint operator which is bounded from below. Thus, it is possible to get the same results in Theorem 1.1 assuming that $V$ satisfies (2.59) and (2.60).

Recall that in Ionescu and Jerison [9], a special case of the conditions the authors used to guarantee the absence of positive eigenvalues was that $V \in L^{n/2}_{\text{loc}}(\mathbb{R}^n)$ and
\[
\lim_{R \to \infty} \|V\|_{L^{n/2}(\mathbb{R}^n, x < 2R)} = 0,
\]
which implies (2.59) and (2.60) with $R^\varepsilon$ replaced by $\log R$.

On the other hand, by an interpolation theorem of Stein and Weiss, i.e., Chapter V, Theorem 3.15 in [21], it is straightforward to show that, e.g., (2.56) still holds with $\|V\|_{L^{n/2}}$ replaced by $\|V\|_{L^{n/2, \infty}}$. Thus the conditions in (2.59) and (2.60) can further be weakened to
\[
(2.61) \quad \lim_{r \to 0} \sup_x \|V\|_{L^{n/2, \infty}(B_{r}(x))} \to 0
\]
as well as
\[
(2.62) \quad \sup_x \|V\|_{L^{n/2, \infty}(B_{R}(x))} \leq C \varepsilon R^\varepsilon, \quad \forall \varepsilon > 0, \ R > 1.
\]

3. Strichartz estimates for Schrödinger operators with singular potentials in $\mathbb{R}^n$.

In this section we shall prove Theorem 1.4. We shall first give the proof of (1.19), which is an easy consequence of Duhamel’s principle and a bootstrap argument.

If $V \in L^{n/2}(\mathbb{R}^n) + L^{\infty}(\mathbb{R}^n)$, by adapting the arguments in the appendix of [1], one can show that $H_V = -\Delta + V$ defines a self-adjoint operator which is bounded from below. If necessary, we may add a constant to $V$ so that $H_V \geq 0$. This will not affect our estimates, since, if we, say, add the constant $N$ to $V$ the two different Schrödinger operators will agree up to a factor $e^{\pm it N}$. By spectral theorem, we have
\[
\|e^{-it H_V}\|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)} = O(1), \quad \forall \ t \in \mathbb{R}.
\]
Thus, it suffices to prove (1.19) for the other endpoint, i.e.,
\[
(3.1) \quad \|e^{-it H_V} f\|_{L^2(\mathbb{R}^n)} \lesssim \|f\|_{L^2(\mathbb{R}^n)}.
\]
To proceed, note that for \( V \in L^{n/2}(\mathbb{R}^n) + L^\infty(\mathbb{R}^n) \), as in (2.17)–(2.19), we can always write \( V = V_{\leq N} + V_{> N} \), with
\[
\|V_{\leq N}\|_{L^\infty} \leq N,
\]
while
\[
\|V_{> N}\|_{L^{n/2}} = \delta(N) \to 0
\]
as \( N \to \infty \).

By Duhamel’s formula, we can write
\[
\begin{aligned}
e^{-itH_V} f &= e^{it\Delta} f + i \int_0^t e^{i(t-s)\Delta} V_{\leq N} e^{-isH_V} f ds + i \int_0^t e^{i(t-s)\Delta} V_{> N} e^{-isH_V} f ds \\
&= I + II + III.
\end{aligned}
\]

Note that, by the Keel-Tao [12] theorem, we have
\[
\|e^{it\Delta} f\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)} \leq C\|f\|_{L^2(\mathbb{R}^n)},
\]
as well as
\[
\int_0^t \left\| e^{i(t-s)\Delta} F(s, \cdot) ds \right\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)} \leq C\|F\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)}.
\]

Thus, the first term \( I \) is bounded by the right side of (3.1), and if we choose \( N \) large enough such that \( C\delta(N) \leq 1/2 \) for the constant \( C \) appeared in (3.4), we have
\[
\|III\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)} \leq C\|V_{> N} e^{-itH_V} f\|_{L^2_t L^\infty_x(\mathbb{R}^n)}
\]
\[
\leq C\|V_{> N}\|_{L^{n/2}(\mathbb{R}^n)} \|e^{-itH_V} f\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)}
\]
\[
\leq 1/2 \|e^{-itH_V} f\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)}.
\]

To estimate \( II \) we shall use Minkowski inequality and (3.3). More specifically,
\[
\|II\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)} \leq C \int_0^1 \left\| e^{it\Delta} (e^{is\Delta} V_{\leq N} e^{-isH_V}) \right\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)} ds
\]
\[
\leq C \int_0^1 \|e^{is\Delta} V_{\leq N} e^{-isH_V} f\|_{L^2_x(\mathbb{R}^n)} ds
\]
\[
\leq CN \int_0^1 \|e^{-isH_V} f\|_{L^2_x(\mathbb{R}^n)} ds
\]
\[
\leq CN\|f\|_{L^2(\mathbb{R}^n)}.
\]

If \( f \in H^1(\mathbb{R}^n) \), then by Sobolev estimates and (6.9) in the appendix of [1], \( e^{itH_V} f \in L^\frac{2n}{n+2} \), which implies
\[
\|e^{-itH_V} f\|_{L^2_t L^\frac{2n}{n+2_x}([0,1] \times \mathbb{R}^n)} < \infty.
\]

Thus, a combination of (3.3), (3.5), (3.6) and a bootstrap argument gives us
\[
\|e^{-itH_V} f\|_{L^2_t L^\infty_x([0,1] \times \mathbb{R}^n)} \leq CV\|f\|_{L^2(\mathbb{R}^n)}, \quad \text{if } f \in H^1(\mathbb{R}^n).
\]

Since \( H^1 \) is dense in \( L^2 \), the proof of (3.1) is complete.
The proof of (1.18) requires more work since we can not bound the term II as before if the support of $s$ is unbounded. To proceed, we shall follow the strategy in a recent work [8] by the authors and prove an analogous dyadic estimates which will allow us to obtain (1.18). Also, we have to show that the Littlewood-Paley estimates for $H_V$ are valid for the exponents $q$ as in (1.17). This was done in the appendix of [8] in the setting of compact manifolds and the same argument can be used to handle the Euclidean space $\mathbb{R}^n$.

As in [8], the proof of dyadic variants of (1.17) rely on certain microlocalized “quasi-mode” estimates for the unperturbed scaled Schrödinger operators with a damping term,

$$i\lambda \partial_t + \Delta + i\varepsilon \lambda.$$  

Unlike the case of compact manifold, we need to allow the damping term $\varepsilon \lambda$ to be arbitrary small and prove results that are uniform in $\varepsilon$ in order to get global Strichartz estimates. Furthermore, since the Littlewood-Paley operators associated with $-\Delta$ may not be compatible with the corresponding ones for $H_V = -\Delta + V(x)$ with $V$ singular, we shall also introduce the Littlewood-Paley operators acting on the time variable

$$\beta(-D_t/\lambda)h(x) = (2\pi)^{-1} \int_{-\infty}^{\infty} e^{it\tau} \beta(-\tau/\lambda) \hat{h}(\tau) d\tau,$$

with $\beta$ defined as in (2.46).

More specifically, to prove (1.18) our main estimates will concern solutions of the scaled inhomogeneous Schrödinger equation with damping term

$$(i\lambda \partial_t + \Delta_g + i\varepsilon \lambda)w(t, x) = F(t, x), \quad w(0, \cdot) = 0.$$ 

It will be convenient to assume that the “forcing term” here satisfies

$$F(t, x) = 0, \quad t \notin [0, \varepsilon^{-1}].$$

The result that we shall need in order to prove (1.18) is the following.

**Theorem 3.1.** Let $n \geq 3$, suppose $F$ satisfies the support assumption in (3.10) and $w$ solves (3.9). Then for $\lambda \geq 1$, we have

$$\left\| \beta(-D_t/\lambda)w \right\|_{L^2_x L^\infty_t \mathbb{R}^n} \lesssim \lambda^{-1/2} \varepsilon^{-1/2} \| F \|_{L^2_x([0,\varepsilon^{-1}] \times \mathbb{R}^n)},$$  

and also

$$\left\| \beta(-D_t/\lambda)w \right\|_{L^2_t L^\infty_x \mathbb{R}^n} \lesssim \| F \|_{L^2_t L^2_x([0,\varepsilon^{-1}] \times \mathbb{R}^n)}.$$ 

Additionally, if for all time $t$, supp $F(t, \cdot) \subset B_R$, with $B_R$ being a fixed ball of radius $R \geq 1$ in $\mathbb{R}^n$ centered at origin, we have

$$\left\| \beta(-D_t/\lambda)w \right\|_{L^2_t L^\infty_x[0,R] \mathbb{R}^n} \lesssim C_R \lambda^{-1/2} \| F \|_{L^2_x L^2([0,\varepsilon^{-1}] \times \mathbb{R}^n)}.$$ 

Inequalities (3.11) and (3.12) are analogs of those in Theorem 1.2 in [8], which, as we shall see later, can be proved by using a similar argument. Inequality (3.13) is the main new ingredient, which will allow us to deal with forcing terms involving bounded and compactly supported potentials. Also, compared with Theorem 1.2 in [8], we only consider the special case $p = 2$, $q = \frac{2n}{n-2}$ here for the sake of simplicity since we are assuming that $n \geq 3$ where the endpoints are always admissible. In other words, this
endpoint Strichartz estimate implies all the others by interpolating with the trivial $L^2$-estimate.

Before giving the proof of Theorem (3.1), which we shall postpone until the end of the section, let us see how we can use the above inequalities to prove (1.18). Recall that under the assumption (1.2), $H_V$ defines a self-adjoint operator and, as noted before, we may assume that

\[(3.14) H_V \geq 0.\]

To proceed, we shall require the following multiplier bounds associated to the operator $H_V$.

**Proposition 3.2.** Let $V \in L^{n/2}(\mathbb{R}^n)$ be real valued, and suppose that\n
\[(3.15) 1 < q < \infty \text{ for } n = 3, 4 \text{ or } 2n/(n+4) < q < 2n/(n-4) \text{ and } n \geq 5.\]

Then if $m \in C^\infty(\mathbb{R}_+)$ is a Mikhlin-type multiplier, i.e.,\n
\[(3.16) |\partial_j \tau m(\tau)| \leq C(1 + \tau)^{-j}, \tau > 0, \quad 0 \leq j \leq n/2 + 1,\]

we have\n
\[(3.17) \| \sqrt{H_V} m f \|_{L^q(\mathbb{R}^n)} \leq C_q \| f \|_{L^q(\mathbb{R}^n)},\]

as well as\n
\[(3.18) \| h \|_{L^q(\mathbb{R}^n)} \leq C_{q,V} \| \beta_0(\sqrt{H_V}) h \|_{L^q(\mathbb{R}^n)} + \| (\sum_{k=1}^\infty |\beta(\sqrt{H_V}/2^k) h|^2)^{1/2} \|_{L^q(\mathbb{R}^n)},\]

for $q, V$ as above and $\beta$ being the Littlewood-Paley bump function satisfying (2.46).

The proof of (3.17) was given in the appendix of [8] in the compact manifold case. We can repeat the arguments and see that, to obtain (3.17) in the Euclidean setting, it suffices to check the following two properties hold for the operator $H_V$ in $\mathbb{R}^n$.

i). Finite propagation speed for the wave equation associated to $H_V$, that is, if $u, v \in L^2(\mathbb{R}^n)$ and $\text{dist}(\text{supp } u, \text{supp } v) = R$ then

\[(3.19) (u, \cos t \sqrt{H_V} v) = 0, \quad |t| < R.\]

By a result of Coulhon and Sikora [5], (3.19) is valid when $H_V$ is nonnegative, self-adjoint and $V \in L^1_{\text{loc}}(\mathbb{R}^n)$. Alternately, one can use arguments from [2] to show this for the potentials that we are considering.

ii). For $q$ satisfying (1.7) and $\beta$ defined as in (2.46), we have the Bernstein type (dyadic Sobolev) estimates

\[(3.20) \| \beta(\sqrt{H_V}/\lambda) u \|_{L^q(\mathbb{R}^n)} \leq C\lambda^n(\frac{\lambda}{\lambda} - \frac{1}{2}) \| u \|_{L^2(\mathbb{R}^n)}, \quad \lambda \geq 1,\]

and

\[\| \beta_0(\sqrt{H_V}) u \|_{L^q(\mathbb{R}^n)} \leq C \| u \|_{L^2(\mathbb{R}^n)}, \quad \text{if } \beta_0(s) = 1 - \sum_{k=1}^\infty \beta(2^{-k}s).\]

This, in turn, is a direct consequence of (1.8) and the spectral theorem if we let $u = \beta(\sqrt{H_V}/\lambda) u$ and $\varepsilon = \lambda$ there.

The fact that the conditions i) and ii) implies (3.17) now follows from the same procedure as in the appendix of [8]. Also given (3.17), the Littlewood-Paley estimate
The estimate trivially holds for $p$.

The Littlewood-Paley bump function arising in Theorem 3.1 satisfies

assuming that $\Lambda = \Lambda(V)$ sufficiently large.

We choose this interval $(9/10, 11/10)$ as the support of $\rho$ since we are assuming that the Littlewood-Paley bump function arising in Theorem 3.1 satisfies

$$\beta(s) = 1 \text{ on } [3/4, 5/4]\text{ and supp } \beta \subset (1/2, 2).$$

Since, by the spectral theorem

the estimate trivially holds for $p = \infty$ and $q = 2$. Therefore, by interpolation, since we are assuming that $n \geq 3$ it suffices to prove the estimate for the other endpoint, i.e.,

$$\|e^{-itH_V} \rho(\sqrt{H_V}/\lambda)f\|_{L^2_x L^2_t(\mathbb{R} \times \mathbb{R}^n)} \leq C\|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)}, \text{ if } \lambda > \Lambda.$$}

To be able to use 3.11 and 3.12, we note that, after rescaling, 3.24 is equivalent to the statement that

$$\|e^{-it\lambda^{-1}H_V} \rho(\sqrt{H_V}/\lambda)f\|_{L^2_x L^2_t^2([\varepsilon^{-1}, \varepsilon^{-1}] \times \mathbb{R}^n)} \leq C\lambda^{1/2}\|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)}$$

where $C = C(n, V)$ is a uniform constant independent of $\varepsilon$.

By 3.24, this is equivalent to showing that whenever

$$\eta \in C^\infty((0, 1)),$$

are fixed we have

$$\|w\|_{L^2_x L^2_t^2([\varepsilon^{-1}, \varepsilon^{-1}] \times \mathbb{R}^n)} \leq C\lambda^{1/2}\|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)}, \text{ if } \lambda > \Lambda,$$

with $w(t, x) = \eta(\varepsilon t) \cdot e^{-it\lambda^{-1}H_V} \rho(\sqrt{H_V}/\lambda)f$.

To proceed we need the following simple lemma.

**Lemma 3.3.** Let $n \geq 3$ and let $w$ be as in 3.26 with $\eta \in C^\infty_0((0, 1))$ and $\rho \in C^\infty_0$ as in 3.21. Then for large enough $\lambda$ and each $N = 1, 2, \ldots$ we have the uniform bounds

$$\|(I - \beta(-D_t/\lambda))w\|_{L^2_x L^2_t^2([\varepsilon^{-1}, \varepsilon^{-1}] \times \mathbb{R}^n)} \leq C\lambda^{-N}\|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)}.$$}

This is essentially the Euclidean version of Lemma 3.1 in [8], and so we can repeat the arguments there to prove 3.24 with minor modifications. For completeness, we include the details below.
By the spectral theorem, we conclude that
\[(3.34) \quad V \text{ where} \]
where
\[(3.32) \quad a(t; \mu) = (2\pi)^{-1} \int_{-\infty}^{\infty} e^{it\tau} \frac{\hat{\mu}}{\lambda}(1 - \beta(-\tau/\lambda)) d\tau. \]

Since for \( q_0 = \frac{2n}{n-2} \), by (6.7) in [1], the following Sobolev estimates are valid
\[(3.30) \quad \|u\|_{L^{q_0}(\mathbb{R}^n)} \lesssim \|(I + \sqrt{\rho})^{1/2}u\|_{L^2(\mathbb{R}^n)}. \]

Therefore, by the spectral theorem,
\[(3.31) \quad \|a(t; \sqrt{\rho})\|_{L^{q_0}(\mathbb{R}^n)} \lesssim \lambda \|a(t; \sqrt{\rho})\|_{L^{q_0}(\mathbb{R}^n)}. \]

Next, since \( 2 \leq q_0 < \infty \), by Minkowski’s inequality and Sobolev’s theorem for \( \mathbb{R} \) we therefore have
\[(3.32) \quad \|(I - \beta(-D_t/\lambda))u\|_{L^2 L^{q_0}(\mathbb{R} \times \mathbb{R}^n)} \lesssim \lambda \sup_{\mu \in [9\lambda/10, 11\lambda/10]} \|D_t|^{1/2-1/p}a(t; \mu)\|_{L^2(\mathbb{R})} \cdot \|\sqrt{\rho}f\|_{L^2(\mathbb{R}^n)}. \]

Next, by Plancherel’s theorem, (3.22) and (3.29),
\[\|D_t|^{1/2-1/p}a(t; \mu)\|_{L^2(\mathbb{R})}^2 = (2\pi)^{-1} \int_{-\infty}^{\infty} |\tau|^{1-2/p} |\hat{\mu}|(1 - \beta(-\tau/\lambda)) |(1 - \beta(-\tau/\lambda))|^2 d\tau, \]

Note that \( |\tau + \mu^2/\lambda| \approx (|\tau| + \lambda) \) if \( \tau \notin [-5\lambda/4, -3\lambda/4] \) and \( \mu \in [9\lambda/10, 11\lambda/10] \), and since \( \hat{\mu} \in \mathcal{S}(\mathbb{R}) \) the preceding inequality leads to the trivial bounds
\[(3.33) \quad \sup \|D_t|^{1/2-1/p}a(t; \mu)\|_{L^2(\mathbb{R})} \lesssim \lambda^{-N}. \]
Combining this inequality with (3.32) yields (3.27). 

We now are able to prove (3.26). For fixed \( V \in L^{n/2}(\mathbb{R}^n) \), let us split
\[V = V_1 + V_2,\]
where
\[(3.34) \quad V_1(x) = \begin{cases} V(x), & \text{if } |V(x)| \leq \ell \text{ and } |x| < R \vspace{1mm} \\ 0, & \text{otherwise.} \end{cases} \]
The assumption \( V \in L^{n/2}(\mathbb{R}^n) \) then yields
\[
\|V_2\|_{L^{n/2}(\mathbb{R}^n)} = \delta(\ell, R), \quad \text{with} \quad \delta(\ell, R) \rightarrow 0 \quad \text{as} \quad \ell, R \rightarrow \infty,
\]
and we also trivially have
\[
\|V_1\|_{L^\infty(\mathbb{R}^n)} \leq \ell.
\]

To use this we note that since \(-H_V = \Delta_g - V\)
\[
(i \lambda \partial_t + \Delta_g + i \lambda)w = (i \lambda \partial_t - H_V + i \varepsilon \lambda)w + Vw
\]
and also \(w(0, \cdot) = 0\). So we can split
\[
w = \tilde{w} + w_1 + w_2,
\]
where
\[
i \lambda \partial_t + \Delta_g + i \varepsilon \lambda)\tilde{w} = (i \lambda \partial_t - H_V + i \varepsilon \lambda)w = \tilde{F}, \quad \tilde{w}(0, \cdot) = 0,
\]
\[
(i \lambda \partial_t + \Delta_g + i \varepsilon \lambda)w_1 = V_1 w = F_1, \quad w_1(0, \cdot) = 0,
\]
and
\[
i \lambda \partial_t + \Delta_g + i \varepsilon \lambda)w_2 = V_2 w = F_2, \quad w_2(0, \cdot) = 0.
\]

Note that since \(w(t, x) = 0, \ t \notin (0, \varepsilon^{-1})\) each of the forcing terms \(\tilde{F}, F_1\) and \(F_2\) also vanishes for such \(t\) which allows us to apply the estimates in Theorem 5.1 for \(\tilde{w}, w_1\) and \(w_2\).

By (3.27) and (3.37) we have for each \(N = 1, 2, \ldots\)
\[
\|w\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} \lesssim \|\beta(-D_t/\lambda)w\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} + C_N \lambda^{-N} \|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)}
\]
\[
\leq \|\beta(-D_t/\lambda)\tilde{w}\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} + \|\beta(-D_t/\lambda)w_1\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)}
\]
\[
+ \|\beta(-D_t/\lambda)w_2\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} + C_N \lambda^{-N} \|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)}.
\]

Based on this we would obtain (3.20) if we have the following three inequalities
\[
\|\beta(-D_t/\lambda)\tilde{w}\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} \leq C \lambda^{1/2} \|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)},
\]
as well as
\[
\|\beta(-D_t/\lambda)w_1\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} \leq \frac{1}{4} \|w\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)}
\]
\[
+ C \lambda^{1/2} \|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)},
\]
and finally
\[
\|\beta(-D_t/\lambda)w_2\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)} \leq \frac{1}{4} \|w\|_{L_t^2 L_x^{2n/(n-2)}(\mathbb{R}^n \times \mathbb{R}^n)}.
\]

Indeed we just combine (3.41)–(3.44) and use a simple bootstrapping argument which is justified since the right side of (3.44) is finite by the aforementioned Sobolev estimates for \(H_V\).
To prove these three estimates we shall use Theorem 3.1 as we may, since, as mentioned before, the forcing terms in (3.38), (3.39) and (3.40) obey the support assumption in (3.10).

To prove (3.42) we note that if $\tilde{F}$ is as an (3.38) then, since $w$ is as in (3.26), we have

$$\tilde{F}(t, x) = (i\lambda \partial_t - H_V + i\varepsilon \lambda)(\eta(\varepsilon t) - i\varepsilon \lambda \eta'(\varepsilon t))e^{-i\lambda \varepsilon t - iH_V t}(\sqrt{H_V}/\lambda) f(x)$$

Consequently, if we use (3.12), (3.40), Hölder’s inequality and (3.35) then we conclude

$$\tilde{F}(t, x) = (i\lambda \partial_t - H_V + i\varepsilon \lambda)(\eta(\varepsilon t) + i\varepsilon \lambda \eta'(\varepsilon t))e^{-i\lambda \varepsilon t - iH_V t}(\sqrt{H_V}/\lambda) f(x).$$

Consequently, we may use the $L^2$-estimate, (3.11), in Theorem 3.1 to deduce that

$$\|\beta(-D_t/(\lambda))\bar{w}\|_{L^2_tL^{2n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)}$$

$$\leq \lambda^{-1/2}e^{1/2}||\varepsilon \lambda \eta'(\varepsilon t) + \eta(\varepsilon t)|| \cdot e^{-i\lambda \varepsilon t - iH_V t}(\sqrt{H_V}/\lambda) f \|_{L^2_tL^2(\mathbb{R} \times \mathbb{R}^n)}$$

as desired.

To prove (3.43) and (3.44) we shall need to use (3.12) and (3.13) in Theorem 3.1. Note that

$$\frac{1}{q'} - \frac{1}{q} = \frac{2}{n}, \text{ if } q = 2n/(n-2), \quad q' = 2n/(n+2).$$

Consequently if we use (3.12), (3.40), Hölder’s inequality and (3.35) then we conclude that we can fix $\ell_1, R_1$ large enough so that we have

$$\|\beta(-D_t/(\lambda))w_2\|_{L^2_tL^{2n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)} \leq C\|V_2 w\|_{L^1_tL^{n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)}$$

$$\leq C\|V_2\|_{L^{n/2}(\mathbb{R}^n)} \cdot \|w\|_{L^1_tL^{n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)}$$

$$\leq \frac{1}{q'}\|w\|_{L^2_tL^{2n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)},$$

assuming, as we may, in the last step that, if $\delta(\ell_1, R_1)$ is as in (3.35), $C\delta(\ell_1, R_1) \leq \frac{1}{q}.$

Similarly, by repeating the above argument, and using the support condition on $V_1$, we have

$$\|\beta(-D_t/(\lambda))w_1\|_{L^2_tL^{2n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)} \leq C\|V_1 w_1\|_{L^1_tL^{n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)}$$

$$\leq C\|V_1\|_{L^{n/2}(\mathbb{R}^n)} \cdot \|\chi_{R_1} w_1\|_{L^1_tL^{n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)}$$

$$\leq C\|V_1\|_{L^{n/2}(\mathbb{R}^n)} \cdot \|\chi_{R_1} w\|_{L^2_tL^{2n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)},$$

where $\chi_{R_1} \in C_0^\infty(\mathbb{R}^n)$ with $\chi_{R_1} \equiv 1$ if $|x| \leq R_1$ and vanishes if $|x| > 2R_1.$

Although at the moment we do not obtain the right side of (3.43) as we want, we gain a support function $\chi_{R_1}$, which will allow us to use (3.13). To see this, as in (3.37), we shall split

$$\chi_{R_1} w = \chi_{R_1} \bar{w} + \chi_{R_1} w_1 + \chi_{R_1} w_2,$$

with $\bar{w}, w_1, w_2$ satisfying (3.38), (3.39), (3.41) correspondingly, but with a different choice of $\ell, R$ in (3.33) which we shall specify later.

By (3.41) and (3.47), we would obtain (3.43) if we have the following inequalities

$$\|\chi_{R_1} \beta(-D_t/(\lambda))\bar{w}\|_{L^2_tL^{2n/(n-2)}_x(\mathbb{R} \times \mathbb{R}^n)} \leq C\lambda^{1/2}\|\rho(\sqrt{H_V}/\lambda)f\|_{L^2(\mathbb{R}^n)},$$
(3.50) \[ \|\chi_R \beta(-D_t/\lambda) u_1\|_{L^2_t L^2_x/(0, \infty)} \leq \frac{1}{8C_1} \|w\|_{L^2_t L^2_x/(0, \infty)^c}, \]

and finally

(3.51) \[ \|\chi_R \beta(-D_t/\lambda) u_2\|_{L^2_t L^2_x/(0, \infty)} \leq \frac{1}{8C_1} \|w\|_{L^2_t L^2_x/(0, \infty)^c}, \]

with \( C_1 = C\|V\|_{L^{n/2}(\mathbb{R}^n)} \) as in (3.47).

Note that (3.49) follows directly from (3.42), and (3.51) follows from (3.46) if we choose \( \ell_2, R_2 \) large enough such that \( R_2 \geq R_1 \) and \( C\delta(\ell_2, R_2) < \frac{1}{8C_1} \).

Up until now we have not used the condition that \( \lambda > \Lambda \). We need this condition to obtain (3.50) with the required small constant on the right side. To see this, note that by applying (3.13) for \( R = R_2 \) and using the fact that \( V_1 \leq \ell_2 \) and \( \text{supp} V_1 \subset B_{R_2} \), we have

(3.52) \[ \|\chi_R \beta(-D_t/\lambda) u_1\|_{L^2_t L^2_x/(0, \infty)} \leq C R_2 \Lambda^{-1/2} \|V_1\|_{L^2_t L^2_x/(0, \infty)} \leq C R_2 \Lambda^{-1/2} \|w\|_{L^2_t L^2_x/(0, \infty)^c}. \]

Thus, if we choose \( \Lambda^2 = 8C\|V\|_{L^{n/2}(\mathbb{R}^n)} \) \( C R_2 \ell_2 \), we obtain (3.50) for \( \lambda > \Lambda \), which complete the proof of (3.50).

The rest of the paper is devoted to the proof of Theorem 3.1, with a focus on the Fourier analysis related to the standard Laplacian \( \Delta \) or free Schrödinger equation in Euclidean space. In other words, we can assume \( V \equiv 0 \) from now on.

To proceed, if \( \beta \) is as in (2.46), let us define “wider cutoffs” that we shall also use as follows

(3.53) \[ \tilde{\beta}(s) = \sum_{|j| < 10} \beta(2^{-j}s) \in C^\infty_0((2^{-10}, 2^{10})). \]

For future use, note that

(3.54) \[ \tilde{\beta}(s) = 1 \quad \text{on} \quad (1/4, 4). \]

For fixed \( 0 < \varepsilon < 1 \), our first estimate concerns the operator

(3.55) \[ U(t) = \mathbb{1}_t \tilde{\beta}(P/\lambda) e^{i\lambda t} \Delta e^{-\varepsilon t}, \]

where \( \mathbb{1}_t(s) = \mathbb{1}_{(0, \infty)}(s) \) denote the Heaviside function and \( P = \sqrt{-\Delta} \). For later use, let us note that we can rewrite this operator. Indeed, if we recall that

\[ (2\pi)^{-1} \int_{-\infty}^{\infty} e^{it\tau} d\tau = \mathbb{1}_t(e^{-\varepsilon t}), \]

we deduce that

(3.56) \[ U(t)f(x) = \frac{i\lambda}{2\pi} \int_{-\infty}^{\infty} e^{it\tau} -\lambda\tau + \Delta + i\varepsilon \tilde{\beta}(P/\lambda) f(x) d\tau. \]

Also, if we regard \( U \) as an operator sending functions of \( x \) into functions of \( x, t \), then its adjoint is the operator

(3.57) \[ U^* F(x) = \int_0^\infty e^{-\varepsilon s} (e^{-i\lambda s} \Delta \tilde{\beta}(P/\lambda) F(s, \cdot)) (x) ds. \]
Consequently,

\[(3.58) \quad \int U(t)U^*(s)F(s, x) \, ds = 1_+ (t) \int_0^\infty \left( e^{i(t-s)\lambda^{-1}} e^{-c(t-s)\beta^2(P/\lambda)} e^{-2s} F(s, \cdot) \right)(x) \, ds.\]

Note also that if, say,

\[(3.59) \quad F(t, x) = 0, \quad t \notin [0, \varepsilon^{-1}],\]

then the solution to the scaled inhomogeneous Schrödinger equation with damping term

\[(3.60) \quad (i\lambda \partial_t + \Delta_g + i\varepsilon \lambda) w(t, x) = F(t, x), \quad w(0, \cdot) = 0\]

is given by

\[(3.61) \quad w(t, x) = (i\lambda)^{-1} \int_0^t \left( e^{i(t-s)\lambda^{-1}} e^{-c(t-s)\beta^2(P/\lambda)} F(s, x) \right) ds = (2\pi)^{-1} \int_0^\varepsilon \int_{-\lambda \tau + \Delta + i\varepsilon \lambda}^{\lambda \tau + \Delta + i\varepsilon \lambda} F(s, \cdot)(x) \, d\tau \, ds.\]

Thus, since \( w(t, \cdot) = 0 \) for \( t < 0 \), it follows from \((3.56), (3.57)\) and \((3.61)\) that

\[(3.62) \quad \beta^2(P/\lambda) w(t, x) = (i\lambda)^{-1} \int_0^t U(t)U^*(s) \left( e^{2\varepsilon s} F(s, \cdot) \right)(x) \, ds = (2\pi)^{-1} \int_0^\varepsilon \int_{-\lambda \tau + \Delta + i\varepsilon \lambda}^{\lambda \tau + \Delta + i\varepsilon \lambda} \beta^2(P/\lambda) F(s, \cdot)(x) \, d\tau \, ds.\]

Using these formulas, we claim that we can use the Keel-Tao [12] theorem to deduce the following.

**Proposition 3.4.** Suppose that \( F \) satisfies the support assumption in \((3.59)\) and that \( w \) solves \((3.60)\). Then for \( \lambda \geq 1 \) we have

\[(3.63) \quad \left\| \beta^2(P/\lambda) w \right\|_{L^2_tL^{\infty}_x(\mathbb{R} \times \mathbb{R}^n)} \lesssim \lambda^{-1/2} \varepsilon^{-1/2} \left\| F \right\|_{L^1_tL^2_x([0, \varepsilon^{-1}] \times \mathbb{R}^n)},\]

and also

\[(3.64) \quad \left\| \beta^2(P/\lambda) w \right\|_{L^2_tL^{\infty}_x(\mathbb{R} \times \mathbb{R}^n)} \lesssim \left\| F \right\|_{L^2_tL^{\infty}_x([0, \varepsilon^{-1}] \times \mathbb{R}^n)}.\]

Additionally, if for all times \( t \), \( \text{supp} \ F(t, \cdot) \subset B_R \), with \( B_R \) being a fixed ball of radius \( R \geq 1 \) in \( \mathbb{R}^n \) centered at origin, we have

\[(3.65) \quad \left\| \beta^2(P/\lambda) w \right\|_{L^2_tL^{\infty}_x(\mathbb{R} \times B_R)} \leq C R \lambda^{-1/2} \left\| F \right\|_{L^2_tL^2_x([0, \varepsilon^{-1}] \times \mathbb{R}^n)}.\]

**Proof.** Let

\[(3.66) \quad V(t')f(x) = U(\lambda t')f(x) = 1_+ (t') e^{-c\lambda' \beta^2(P/\lambda)} e^{it' \Delta s} f(x).\]

We then clearly have

\[\left\| V(t') \right\|_{L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)} = O(1),\]
and since
\[ V(t')(V(s'))^* f(x) = \mathbf{1}_k(t') \mathbf{1}_k(s') e^{-\varepsilon(t'+s')/(2\pi)^n} \int_{\mathbb{R}^n} e^{i(x-y,s)+(t'-s')|\xi|^2/\lambda^2} f(y) dy, \]
by stationary phase methods, we have
\[ \|V(t')(V(s'))^*\|_{L^1(\mathbb{R}^n) \rightarrow L^\infty(\mathbb{R}^n)} \lesssim |t' - s'|^{-n/2}. \]

We can use the Keel-Tao theorem along with these two inequalities to deduce that
\[ \|V(t')\|_{L^2(L^\infty(\mathbb{R}^n))} \lesssim \|f\|_{L^2(\mathbb{R}^n)}, \]
as well as
\[ \left\| \int_0^{t'} V(t')V^*(s')G(s', \cdot) ds' \right\|_{L^1(\mathbb{R}^n) \rightarrow L^\infty(\mathbb{R}^n)} \lesssim \|G\|_{L^2(L^\infty(\mathbb{R}^n))}, \]
and
\[ \left\| \int_0^\infty V^*(s')G(s', \cdot) ds' \right\|_{L^2(\mathbb{R}^n)} \lesssim \|G\|_{L^2(L^\infty(\mathbb{R}^n))}. \]
Using (3.66) we deduce that these inequalities are equivalent to
\[ \|U(t)f\|_{L^2(L^\infty(\mathbb{R}^n))} \lesssim |t|^{-n/2} \|f\|_{L^2(\mathbb{R}^n)}, \]
as well as
\[ \left\| \int_0^{t} U(t)U^*(s)H(s, \cdot) ds \right\|_{L^1(\mathbb{R}^n) \rightarrow L^\infty(\mathbb{R}^n)} \lesssim \lambda \|H\|_{L^2(L^\infty(\mathbb{R}^n))}, \]
and
\[ \left\| \int_0^\infty U^*(s)H(s, \cdot) ds \right\|_{L^2(\mathbb{R}^n)} \lesssim \lambda^{-1/2} \|H\|_{L^2(L^\infty(\mathbb{R}^n))}, \]
respectively.

Using (3.62) with \( H = e^{2\varepsilon^2} F \) along with (3.68) we obtain (3.64) since \( \|H\|_{L^2(L^\infty(\mathbb{R}^n))} \approx \|F\|_{L^2(L^\infty(\mathbb{R}^n))} \) due to (3.59). Moreover, since \( \|U^*(s)\|_{L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n)} = O(1) \), using (3.62) along with (3.67) we find that if \( H = e^{2\varepsilon^2} F \)
\[ \left\| \bar{\beta}^2(P/\lambda)w \right\|_{L^2(L^\infty(\mathbb{R}^n))} \lesssim \lambda^{-1/2} \|U^*(s)H(s, \cdot)\|_{L^2(L^\infty(\mathbb{R}^n))} ds \]
\[ \lesssim \lambda^{-1/2} \int_0^{e^{-1}} \|U^*(s)H(s, \cdot)\|_{L^2} ds \]
\[ \lesssim \lambda^{-1/2} \int_0^{e^{-1}} \|F(s, \cdot)\|_{L^2} ds \lesssim \lambda^{-1/2} \varepsilon^{-1/2} \|F\|_{L^2([0, \varepsilon^{-1}] \times \mathbb{R}^n)}, \]
as desired, which is (3.69).

To prove (3.60), note that if we assume
\[ \bar{\beta}^2(P/\lambda)w(t, x) = (i\lambda)^{-1} \int_{\mathbb{R}^n} \int_{\mathbb{R}} K(t, s, x, y) F(s, y) d s d y, \]

\[ \int_{\mathbb{R}^n} \int_{\mathbb{R}} K(t, s, x, y) F(s, y) d s d y, \]

\[ \int_{\mathbb{R}^n} \int_{\mathbb{R}} K(t, s, x, y) F(s, y) d s d y, \]

\[ \int_{\mathbb{R}^n} \int_{\mathbb{R}} K(t, s, x, y) F(s, y) d s d y, \]

\[ \int_{\mathbb{R}^n} \int_{\mathbb{R}} K(t, s, x, y) F(s, y) d s d y, \]

\[ \int_{\mathbb{R}^n} \int_{\mathbb{R}} K(t, s, x, y) F(s, y) d s d y, \]
then by (3.62), we have

\[
(3.71) \quad K(t, s, x, y) = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{i\xi \cdot (x-y)} e^{-\varepsilon(t-s)} \int_{\mathbb{R}^n} e^{i(t-s)\lambda^{-1}|\xi| |\xi|/\lambda} d\xi.
\]

Since, in proving (3.65), we only consider the case where \(x, y \in B_R\), by the definition of \(\beta\) in (3.53) and using integration by parts,

\[
(3.72) \quad |K(t, s, x, y)| \leq C_N \lambda^n (1 + \lambda|x - y| + \lambda|t - s|)^{-N}, \quad \text{if } |t - s| > 2^{11} R.
\]

Now let us choose a function \(\eta \in C^\infty_0(\mathbb{R})\) satisfying \(\eta(t) = 0\), if \(|t| > 1\), and \(\sum_{j=-\infty}^{\infty} \eta(t-j) \equiv 1\). Given \(R \geq 1\), we shall set

\[
(3.73) \quad \eta_j(t) = \eta_{j,R}(t) = \eta((2^{11} R)^{-1} \cdot t - j),
\]

and write

\[
(3.74) \quad K(t, s, x, y) = K_1(t, s, x, y) + K_2(t, s, x, y) = \sum_{j, s \in \mathbb{Z} | j-k| \leq 1} \eta_j(t)\eta_k(s)K(t, s, x, y) + \sum_{j, s \in \mathbb{Z} | j-k| > 1} \eta_j(t)\eta_k(s)K(t, s, x, y).
\]

As a consequence of (3.72) and (3.73), we have

\[
(3.75) \quad |K_2(t, s, x, y)| \leq C_N \lambda^n R^{-N} (1 + \lambda|x - y| + \lambda|t - s|)^{-N},
\]

which, after an application of Young’s inequality, gives us much better bounds than the right side of (3.65).

Hence, it suffices to consider the case where \(t, s\) are supported near diagonal, i.e., we need to show that

\[
(3.76) \quad \|K_1F\|_{L_t^2 L_x^\frac{2n}{n-2}([0,\varepsilon^{-1}] \times \mathbb{R}^n)} \leq C R \lambda^{1/2} \|F\|_{L_t^2 L_x^\frac{2n}{n-2}([0,\varepsilon^{-1}] \times \mathbb{R}^n)}.
\]

Firstly, for fixed \(j, k\), using (3.62) along with (3.67), we find that if \(H = \eta_k(s)e^{2\varepsilon s}F\),

\[
\left\| \int \eta_j(t)\eta_k(s)K(t, s, x, y)F(s, y)ds dy \right\|_{L_t^2 L_x^\frac{2n}{n-2}([0,\varepsilon^{-1}] \times \mathbb{R}^n)} \leq \lambda^{1/2} \int_0^{\varepsilon^{-1}} \int \eta_j(t)U(t)U^*(s)H(s, \cdot)\|_{L_t^2 L_x^\frac{2n}{n-2}([0,\varepsilon^{-1}] \times \mathbb{R}^n)} ds
\]

\[
\leq \lambda^{1/2} \int_0^{\varepsilon^{-1}} \|U^*(s)H(s, \cdot)\|_{L_x^2} ds
\]

\[
\leq \lambda^{1/2} \int_0^{\varepsilon^{-1}} \|H(s, \cdot)\|_{L_x^2} ds \leq \lambda^{1/2} R^{1/2} \|H\|_{L_t^2 L_x^\frac{2n}{n-2}([0,\varepsilon^{-1}] \times \mathbb{R}^n)},
\]

where we used the fact that \(H(s, \cdot)\) is supported in an interval of length \(\approx 2^{11} R\) in the last inequality.
Since \( \eta_j(t)\eta_k(t) = 0 \) if \(|j - k| > 1\), by Cauchy Schwartz and the above inequality,
\[
\left\| \int K_1(t, s, x, y) F(s, y) ds dy \right\|_{L^2 L^2_x(\mathbb{R} \times \mathbb{R}^n)}^2 \\
\leq \sum_j \left\| \sum_{k : |k - j| \leq 1} \int \eta_j(t) \eta_k(s) K(t, s, x, y) F(s, y) ds dy \right\|_{L^2 L^2_x(\mathbb{R} \times \mathbb{R}^n)}^2 \\
\leq \sum_j \left\| \sum_{k : |k - j| \leq 1} \int \eta_j(t) \eta_k(s) K(t, s, x, y) F(s, y) ds dy \right\|_{L^2 L^2_x(\mathbb{R} \times \mathbb{R}^n)}^2 \\
\leq \sum_j \sum_{k : |k - j| \leq 1} \lambda R \| \eta_k(t) e^{2xt} F(x) \|_{L^2 L^2_x([0, \varepsilon^{-1}] \times \mathbb{R}^n)}^2 \leq \lambda R \| F \|_{L^2 L^2_x([0, \varepsilon^{-1}] \times \mathbb{R}^n)},
\]
which completes the proof of (3.76).}

Finally, to prove Theorem 3.1 using Proposition 3.4, we shall basically repeat the argument at the end of Section 2 in [8]. To proceed, we shall require the following two elementary lemmas which are analogous to Lemma 2.2 and Lemma 2.3 in [8].

**Lemma 3.5.** Let \( \alpha \in C([0, \infty)) \) and \( 1 < p \leq q < \infty \). Then
\[
\| \alpha(P) f \|_{L^p(\mathbb{R}^n)} \leq C_{p,q} \left( \sup_{\mu \geq 0} \sum_{n=0}^\infty \left( \int_0^\infty |\alpha(t)| dt \right)^{\frac{n}{2}} \| f \|_{L^q(\mathbb{R}^n)} \right).
\]

**Lemma 3.6.** Suppose that
\[
|K_\lambda(t, t')| \leq \lambda(1 + |t - t'|)^{-2}.
\]
Then if \( 1 \leq p \leq q \leq \infty \) we have the following uniform bounds for \( \lambda \geq 1 \)
\[
\left\| \int K_\lambda(t, t') G(t', \cdot) dt' \right\|_{L^p L^q_{x,y}(\mathbb{R} \times \mathbb{R}^n)} \leq C \| G \|_{L^p L^q_{x,y}(\mathbb{R} \times \mathbb{R}^n)}.
\]
Also, suppose that
\[
WF(t, x) = \int_{-\infty}^\infty \int_{\mathbb{R}^n} K(t, x; t', y) F(t', y) dy dt'
\]
and that for each \( t, t' \in \mathbb{R} \) the operator
\[
W_{t,t'} f(x) = \int_{\mathbb{R}^n} K(x, t; y, t') f(y) dy
\]
satisfies
\[
\| W_{t,t'} f \|_{L^r(\mathbb{R}^n)} \leq \lambda(1 + |t - t'|)^{-\frac{1}{2}} \| f \|_{L^r(\mathbb{R}^n)}
\]
for some \( 1 \leq r \leq q \leq \infty \). Then if \( 1 \leq s \leq p \leq \infty \) we have for \( \lambda \geq 1 \)
\[
\| WF \|_{L^s L^q(\mathbb{R} \times \mathbb{R}^n)} \leq C \lambda^{\frac{1}{2} - \frac{1}{2}} \| F \|_{L^s L^q(\mathbb{R} \times \mathbb{R}^n)}.
\]

Both lemmas are well known. The first lemma is a direct consequence of Sobolev estimates and spectral theorem, while the second lemma is essentially Theorem 0.3.6 in [19]. For more details about the proof of the two lemmas, see, i.e., [8].

**Proof of Theorem 3.1.** We first note that the kernel of \( \beta(-D_t/\lambda) \) is \( O(\lambda(1 + \lambda |t - t'|)^{-2}) \). Therefore, by (3.79)
\[
\| \beta(-D_t/\lambda) \beta^2(P/\lambda) w \|_{L^2 L^q_{x,y}(\mathbb{R} \times \mathbb{R}^n)} \lesssim \| \beta^2(P/\lambda) w \|_{L^2 L^q_{x,y}(\mathbb{R} \times \mathbb{R}^n)}.
\]
Therefore, if as in Proposition 3.14 and our theorem our forcing term $F$ satisfies (3.11), it suffices to show that $\beta(-D_t/\lambda)(I - \tilde{\beta}^2(P/\lambda))w$ enjoys the bounds in (3.11), (3.12) and (3.13).

Recalling (3.61), this means that it suffices to show that

$$
(3.81) \quad \left\| \int_0^{\epsilon^{-1}} \int_{-\infty}^{\infty} \frac{e^{i(t-s)\tau}}{-\lambda \tau - P^2 + i\epsilon \lambda} \beta(-\tau/\lambda) \left(1 - \tilde{\beta}^2(P/\lambda)\right) F(s, \cdot) \, d\tau ds \right\|_{L^2_t L^\infty_x(\mathbb{R} \times \mathbb{R}^n)} \lesssim \lambda^{-1/2} \|F\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R}^n)},
$$

as well as

$$
(3.82) \quad \left\| \int_0^{\epsilon^{-1}} \int_{-\infty}^{\infty} \frac{e^{i(t-s)\tau}}{-\lambda \tau - P^2 + i\epsilon \lambda} \beta(-\tau/\lambda) \left(1 - \tilde{\beta}^2(P/\lambda)\right) F(s, \cdot) \, d\tau ds \right\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R}^n)} \lesssim \|F\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R}^n)}.
$$

Actually, (3.81) also implies that $\beta(-D_t/\lambda)(I - \tilde{\beta}^2(P/\lambda))w$ enjoys a better bound than $\tilde{\beta}^2(P/\lambda)w$ since we do not have the $\epsilon^{-1/2}$ factor on the right side of (3.11).

To use Lemma 3.6 set

$$
\alpha(t, s; \mu) = \int_{-\infty}^{\infty} \frac{e^{i(t-s)\tau}}{-\lambda \tau - \mu^2 + i\epsilon \lambda} \beta(-\tau/\lambda) \left(1 - \tilde{\beta}^2(\mu/\lambda)\right) \, d\tau,
$$

and note that, by (3.51) and the support properties of $\beta$ we have for $j = 0, 1, 2$

$$
\lambda \left| \lambda^j \partial_t^j \left((1 - \tilde{\beta}^2(\mu/\lambda))\beta(-\tau/\lambda)(-\lambda \tau - \mu^2 + i\epsilon \lambda)^{-1}\right) \right| \lesssim \lambda (\mu^2 + \lambda^2)^{-1},
$$

which, by a simple integration parts argument, translates to the bound

$$
|\alpha(t, s; \mu)| \lesssim \lambda(1 + \lambda |t - s|)^{-2} \cdot (\mu^2 + \lambda^2)^{-1}.
$$

If we use Lemma 3.5 we deduce from this that the “frozen operators”

$$
T_{t,s}h(x) = \int_{-\infty}^{\infty} \frac{e^{i(t-s)\tau}}{-\lambda \tau - P^2 + i\epsilon \lambda} \beta(-\tau/\lambda) \left(1 - \tilde{\beta}^2(P/\lambda)\right) h(x) \, d\tau,
$$

satisfy

$$
(3.83) \quad \|T_{t,s}h\|_{L^2_t L^\infty_x(\mathbb{R} \times \mathbb{R}^n)} \lesssim \lambda(1 + \lambda |t-s|)^{-2} \cdot \lambda^{-2+1} \|h\|_{L^2_x(\mathbb{R}^n)}
$$

as well as

$$
(3.84) \quad \|T_{t,s}h\|_{L^2_t L^{\infty+\epsilon}(\mathbb{R} \times \mathbb{R}^n)} \lesssim \lambda(1 + \lambda |t-s|)^{-2} \|h\|_{L^2_x(\mathbb{R}^n)}
$$

due to the fact that $n(\frac{1}{2} - \frac{n-2}{2n}) = 1$ and $n(\frac{n+2}{2n} - \frac{n-2}{2n}) = 2$.

If we combine (3.83) and (3.84), we conclude that the left side of (3.81) is dominated by $\lambda^{-1} \|F\|_{L^2_t L^2_x(\mathbb{R} \times \mathbb{R}^n)}$, which is better than the bounds posited in (3.81) by a factor of $\lambda^{-1/2}$. Similarly, if we combine (3.83) and (3.84), we find that the left side of (3.82) is dominated by $\|F\|_{L^2_t L^{2+\epsilon}_x(\mathbb{R} \times \mathbb{R}^n)}$, which completes the proof. □
UNIFORM SOBOLEV ESTIMATES IN $\mathbb{R}^n$ INVOLVING SINGULAR POTENTIALS
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