Approximative Algorithms for Multi-Marginal
Optimal Transport and Free-Support
Wasserstein Barycenters

Johannes von Lindheim*

February 3, 2022

Abstract

Computationally solving multi-marginal optimal transport (MOT) with squared Euclidean costs for $N$ discrete probability measures has recently attracted considerable attention, in part because of the correspondence of its solutions with Wasserstein-2 barycenters, which have many applications in data science. In general, this problem is NP-hard, calling for practical approximative algorithms. While entropic regularization has been successfully applied to approximate Wasserstein barycenters, this loses the sparsity of the optimal solution, making it difficult to solve the MOT problem directly in practice because of the curse of dimensionality. Thus, for obtaining barycenters, one usually resorts to fixed-support restrictions to a grid, which is, however, prohibitive in higher ambient dimensions $d$. In this paper, after analyzing the relationship between MOT and barycenters, we present two algorithms to approximate the solution of MOT directly, requiring mainly just $N - 1$ standard two-marginal OT computations. Thus, they are fast, memory-efficient and easy to implement and can be used with any sparse OT solver as a black box. Moreover, they produce sparse solutions and show promising numerical results. We analyze these algorithms theoretically, proving upper and lower bounds for the relative approximation error.

1. Introduction

The multi-marginal optimal transport problem (MOT) is an increasingly popular generalization of the classical Monge–Kantorovich optimal transport problem to several marginal measures. It was originally introduced by [23] in the continuous setting for squared Euclidean costs and further generalized in various ways, e.g. to entropy regularized [9, 25] and unbalanced variants with non-exact marginal constraints [2]. For a survey with general cost functions and their applications, e.g. in economics [10] or density functional theory in physics [14, 18], we refer to [38].

Closely related to MOT, and among its most prominent applications, are computations of barycenters in the Wasserstein space, see [5, 1, 40]. Wasserstein barycenters have nice mathematical properties, since they are the Fréchet means with respect to the Wasserstein distance [48, 47, 52]. Their applications range from mixing textures [42], stippling patterns, BRDF [10] or color distributions and shapes [44] over averaging of sensor data [21] to Bayesian statistics [45], just to name a few. We also refer to the surveys [39, 37].

Unfortunately, MOT and Wasserstein barycenters are in general hard to compute [4]. Although there are polynomial-time methods for fixed dimension $d$ [3], there is still a need for fast ap-
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proximations. Many algorithms restrict the support of the solution to a fixed set and minimize only over the weights. Such methods include projected subgradient [19], iterative Bregman projections [8], (proximal) algorithms based on the latter [30], an interior point method [24], Gauss-Seidel based alternating direction of multipliers [20], the multi-marginal Sinkhorn algorithm and its accelerated variant [33], the debiased Sinkhorn barycenter algorithm [29], methods using the Wasserstein distance on a tree [46], accelerated Bregman projections [32] and a method based on mirror prox and one based on the dual extrapolation scheme [20], among others.

On the other hand, barycenters without such restriction are called free-support barycenters. As we will see, they can be obtained directly from the solution of the MOT problem (2.2), which can be obtained by solving a linear program (LP) [5] that scales exponentially in $N$, however. An exact polynomial-time method for fixed $d$ is given in [3], several LP based methods in [12, 13], whereas approximative algorithms include another LP-based method [11], an inexact proximal alternating minimization method [11] and the iterative swapping algorithm [10]. A free-support barycenter method based on the Frank–Wolfe algorithm is given in [34]. Another method computes continuous barycenters using another way of parameterizing them [31]. Further speedups can be obtained by subsampling the given measures [26] or dimensionality reduction of the support point clouds [28].

Despite the plethora of literature, many algorithms with low theoretical computational complexity or high accuracy solutions are lacking practical applicability, since their implementation is rather involved or they are slow in real-world scenarios. While iterative Bregman projections are a standard benchmark that are hard to beat in simplicity, fixed-support methods applied on a grid suffer from the curse of dimensionality in $d$. Using the sparsity of the solution (see Theorem 2.3), free-support methods or algorithms approximating MOT directly can overcome this, but a simple yet effective algorithm is still missing. Thus, we present two approximative algorithms that are straightforward to implement, while our numerical experiments validate their precision and speed. Moreover, both algorithms enjoy theoretical approximation guarantees, have a computational complexity independent of $d$ and produce sparse solutions, such that they are memory-efficient. In a nutshell, they “glue together” an approximate solution of MOT from $N - 1$ standard two-marginal transport plans that can be found using any off-the-shelf sparse optimal transport solver as a black box.

The remainder of this paper is organized as follows. In Section 2, we elaborate on the relation between the MOT (2.2) and Wasserstein barycenter problem (2.7), as this will be the foundation for our theoretical analyses. In Section 3 we introduce our two algorithms and show upper and lower relative error bounds for each of them. Further, we prove that they provide exact solutions in the case $d = 1$. In Section 4 we validate the accuracy and speed of the algorithms by numerical examples. Concluding remarks are given in Section 5.

### 2. Relation of Barycenter and MOT Problem

Let $\mathcal{P}(\mathbb{R}^d)$ denote the space of probability measures on $\mathbb{R}^d$. For some measurable function $T: \mathbb{R}^{d_1} \to \mathbb{R}^{d_2}$, the push-forward measure of $\pi \in \mathcal{P}(\mathbb{R}^{d_1})$ is defined as $T_# \pi = \pi \circ T^{-1} \in \mathcal{P}(\mathbb{R}^{d_2})$. For two discrete measures $\mu = \sum_{j=1}^n \mu_j \delta(x_j)$, $\nu = \sum_{k=1}^m \nu_k \delta(y_k)$, the Wasserstein-2-distance is defined by

$$ W_2^2(\mu, \nu) = \min_{\pi \in \Pi(\mu, \nu)} \langle c, \pi \rangle = \min_{\pi \in \Pi(\mu, \nu)} \sum_{j=1}^n \sum_{k=1}^m \rho_{j,k} \|x_j - y_k\|_2^2, $$

where $c(x, y) := \|x - y\|_2^2$ and $\Pi(\mu, \nu)$ denotes the set of probability measures

$$ \pi = \sum_{j=1}^n \sum_{k=1}^m \pi_{j,k} \delta(x_j, y_k) $$
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with marginals \( \mu \) and \( \nu \). The above optimization problem is convex, but can have multiple minimizers \( \pi \). It can be shown that there exists a minimizer supported only on \( n + m - 1 \) points, see [59 Prop. 3.4] and Theorem [2,3] below. Moreover, there are several algorithms for computing a minimizer that meet this support requirement, e.g., the network simplex method [2].

In this paper, we consider multi-marginal optimal transport problems for \( N \) discrete probability measures \( \mu^i \in \mathcal{P}(\mathbb{R}^d) \) supported at supp(\( \mu^i \)) = \{ \( x_1^i, \ldots, x_m^i \) \}, \( i = 1, \ldots, N \), i.e.,

\[
\mu^i = \sum_{j=1}^{n_i} \mu^i_j \delta(x^i_j), \quad i = 1, \ldots, N. \tag{2.1}
\]

To this end, we introduce for pairwise different \( i_1, \ldots, i_m \in \{1, \ldots, N\} \) the projections

\[
P_{i_1, \ldots, i_m}(x_1, \ldots, x_N) = (x_{i_1}, \ldots, x_{i_m})
\]

and define the set of transport plans

\[
\Pi(\mu^1, \ldots, \mu^N) = \{ \pi \in \mathcal{P}((\mathbb{R}^d)^N) : (P_i)\#\pi = \mu^i, \ i = 1, \ldots, N \}.
\]

Given \( \lambda = (\lambda_1, \ldots, \lambda_N) \in \Delta_N \), where \( \Delta_N := \{ \lambda \in (0,1)^N : \sum_{j=1}^N \lambda_j = 1 \} \) denotes the open probability simplex, we want to solve the MOT problem

\[
\min_{\pi \in \Pi(\mu^1, \ldots, \mu^N)} \Phi(\pi), \quad \Phi(\pi) := \langle c_{\text{MOT}}, \pi \rangle, \quad c_{\text{MOT}}(x_1, \ldots, x_N) := \sum_{s < t}^N \lambda_s \lambda_t \|x_s - x_t\|_2^2. \tag{2.2}
\]

Every \( \pi \in \Pi(\mu^1, \ldots, \mu^N) \) can be written as

\[
\pi = \sum_{j_1=1}^{n_1} \cdots \sum_{j_N=1}^{n_N} \pi_{j_1, \ldots, j_N} \delta(x^1_{j_1}, \ldots, x^N_{j_N}),
\]

where \( \pi_{j_1, \ldots, j_N} \in [0,1] \) and \( \sum_{j_1, \ldots, j_N} \pi_{j_1, \ldots, j_N} = 1 \). Instead of this notation we will often use a representation that counts only positive summands of pairwise different point tuples, i.e., if we have \( M \) of such summands we write

\[
\pi = \sum_{j=1}^M \pi_j \delta(x_{1,j}, \ldots, x_{N,j}). \tag{2.3}
\]

Here is an example for \( N = 2 \):

\[
\pi = \pi_{1,1} \delta(x^1_1, x^2_1) + \pi_{1,2} \delta(x^1_1, x^2_2) + \pi_{2,2} \delta(x^1_2, x^2_2)
\]

\[
= \pi_{1,1} \delta(x_1, x_2, 1) + \pi_{2,1} \delta(x_1, x_2, 2) + \pi_{3} \delta(x_1, x_2, 3).
\tag{2.4}
\]

With this notation, we have for the marginals that

\[
(P_{i_1, \ldots, i_m})\#\pi = \sum_{j=1}^M \pi_j \delta(x_{i_1,j}, \ldots, x_{i_m,j}).
\]

We will need the following relation between the MOT problem [2,2] and pairwise Wasserstein distances

\[
\Phi(\pi) = \sum_{j=1}^M \pi_j c_{\text{MOT}}(x_{1,j}, \ldots, x_{N,j}) = \sum_{j=1}^M \pi_j \sum_{s < t}^N \lambda_s \lambda_t \|x_s - x_t\|_2^2
\]

\[
\geq \sum_{s < t}^N \lambda_s \lambda_t W_2^2(\mu^s, \mu^t). \tag{2.6}
\]
We are in particular interested in the relation between the MOT problem with marginals \( \mu^i, i = 1, \ldots, N \) and the Wasserstein-2 barycenter problem for the same measures:

\[
\min_{\nu \in \mathcal{P}(\mathbb{R}^d)} \Psi(\nu), \quad \Psi(\nu) := \sum_{i=1}^{N} \lambda_i W_2^2(\mu^i, \nu).
\]  

(2.7)

The relation is given via the weighted mean operator \( M_\lambda : \mathbb{R}^{N,d} \to \mathbb{R}^d \) defined by

\[
M_\lambda(x_1, \ldots, x_N) := \sum_{i=1}^{N} \lambda_i x_i.
\]

Then we have

\[
(M_\lambda)_{\pi}^\# = \sum_{j=1}^{M} \pi_j \delta(m_j), \quad m_j := M_\lambda((x_{1,j}, \ldots, x_{N,j})) = \sum_{i=1}^{N} \lambda_i x_{i,j}.
\]  

(2.8)

Note that \( \sum_{j=1}^{M} \pi_j \delta(x_{i,j}, m_j) \in \Pi(\mu^i, (M_\lambda)_{\pi}^\#) \).

The following lemma shows a relation between the functions \( \Phi \) in the MOT problem and \( \Psi \) from the barycenter problem. The proof of the lemma contains some fundamental relations that will be often used in the following.

**Lemma 2.1.** For the functions \( \Phi \) and \( \Psi \) given by (2.2) and (2.7), respectively, we have

\[
\Phi(\pi) \geq \Psi((M_\lambda)_{\pi}^\#)
\]  

(2.9)

for any \( \pi \) in (2.3).

**Proof.** By incorporating the weighted means (2.8), the function \( \Phi \) can be rewritten as

\[
\Phi(\pi) = \frac{1}{2} \sum_{j=1}^{M} \pi_j \sum_{s,t=1}^{N} \lambda_s \lambda_t \|x_{s,j} - x_{t,j}\|_2^2
\]

\[
= \frac{1}{2} \sum_{j=1}^{M} \pi_j \left( \sum_{s=1}^{N} \lambda_s \|x_{s,j}\|_2^2 + \sum_{s=1}^{N} \lambda_s \|x_{t,j}\|_2^2 - 2 \sum_{s,t=1}^{N} \lambda_s \lambda_t (x_{s,j}, x_{t,j}) \right)
\]

\[
= \sum_{j=1}^{M} \pi_j \left( \sum_{s=1}^{N} \lambda_s \|x_{s,j}\|_2^2 - \|m_j\|^2 \right)
\]

\[
= \sum_{j=1}^{M} \sum_{s=1}^{N} \pi_j \lambda_s \|x_{s,j} - m_j\|_2^2.
\]  

(2.10)

Then we see that

\[
\Phi(\pi) = \sum_{i=1}^{N} \lambda_i \pi_j \|x_{i,j} - m_j\|^2 \geq \sum_{i=1}^{N} \lambda_i W_2^2(\mu^i, (M_\lambda)_{\pi}^\#) = \Psi((M_\lambda)_{\pi}^\#).
\]

\( \square \)

Next, we aim to show that for an optimal solution \( \hat{\pi} \) of the MOT problem, we do indeed have \( \Phi(\hat{\pi}) = \Psi(\hat{\nu}) \). We start by stating the following equality, which we will use frequently from now on.
Lemma 2.2. For any points $x_1, \ldots, x_N, y \in \mathbb{R}^d$ and $\lambda \in \Delta_N$, we have
\[
\sum_{i=1}^{N} \lambda_i \|x_i - y\|_2^2 = \|m - y\|_2^2 + \sum_{i=1}^{N} \lambda_i \|x_i - m\|_2^2,
\] (2.11)
where $m := \sum_{i=1}^{N} \lambda_i x_i$.

Proof. Setting $z := m - y$ we obtain
\[
\sum_{i=1}^{N} \lambda_i \|x_i - y\|_2^2 = \sum_{i=1}^{N} \lambda_i \|x_i - m + z\|_2^2 = \sum_{i=1}^{N} \lambda_i \left( \|z\|_2^2 + \|x_i - m\|_2^2 - 2\langle x_i - m, z \rangle \right) = \|m - y\|_2^2 + \sum_{i=1}^{N} \lambda_i \|x_i - m\|_2^2.
\]

Next, we restate some results from [5] in our notation.

Theorem 2.3. If $\hat{\pi} = \sum_{j=1}^{M} \hat{\pi}_j \delta(x_{1,j}, \ldots, x_{N,j})$ is an optimal plan of $\Phi$ in (2.2), then an optimal solution $\hat{\nu}$ of the barycenter problem (2.7) is
\[
\hat{\nu} = (M_\lambda)_{\#} \hat{\pi} = \sum_{j=1}^{M} \hat{\pi}_j \delta(\hat{m}_j), \quad \hat{m}_j := \sum_{i=1}^{N} \lambda_i \hat{x}_{i,j}.
\] (2.12)

Conversely, each optimal barycenter $\hat{\nu}$ in (2.7) can be obtained in such a way from an optimal MOT plan $\hat{\pi}$ in (2.2).

Further, there exists an optimal plan $\hat{\pi}$ such that
\[
\#\text{supp}(\hat{\pi}) \leq \sum_{i=1}^{N} n_i - N + 1.
\] (2.13)

Proof. Note that $\pi$ in our notation is the law of the random variable $(X_1, \ldots, X_N)$ in [5, Prop. 1]. Thus, setting
\[
\mathbb{P}((X_1, \ldots, X_N) = (x_{1,j}, \ldots, x_{N,j})) = \pi_j, \quad \bar{X} = \frac{1}{N} (X_1 + \cdots + X_N), \quad m_j = \sum_{i=1}^{N} \lambda_i x_{i,j},
\]
we get by rearranging (2.11) that
\[
\mathbb{E}\|\bar{X}\|^2 = \sum_{j=1}^{M} \pi_j \|m_j - 0\|^2 = \sum_{j=1}^{M} \pi_j \left( \sum_{i=1}^{N} \lambda_i \|x_{i,j} - m_j\|^2 + \|x_{i,j} - 0\|^2 \right) = -\Phi(\pi) + \text{const}.
\]
Thus, maximizing $\mathbb{E}\|\bar{X}\|^2$ is equivalent to minimizing $\Phi(\pi)$. We conclude by noticing that the proofs in [5] Prop. 1, Thm. 2] are straightforward to generalize to arbitrary $\lambda \in \Delta_N$.

In particular, the theorem says that for an optimal barycenter $\hat{\nu}$,
\[
\text{supp}(\hat{\nu}) \subseteq \left\{ \sum_{i=1}^{N} \lambda_i x^i : x^i \in \text{supp}(\mu^i), i = 1, \ldots, N \right\},
\]
Lemma 2.2 that

Without loss of generality we consider the case

Proof. Assume that in contrary \( \hat{m}_j = \hat{m}_k = m \) for some \( j \neq k \). Without loss of generality let \( \hat{x}_{N,j} \neq \hat{x}_{N,k} \). Then we define the tuples

\[
(x'_1, \ldots, x'_{N-1}, x'_{N,j}) = (\hat{x}_{1,j}, \ldots, \hat{x}_{N-1,j}, \hat{x}_{N,k})
\]
\[
(x'_1, \ldots, x'_{N-1}, x'_{N,k}) = (\hat{x}_{1,k}, \ldots, \hat{x}_{N-1,k}, \hat{x}_{N,j})
\]

and consider for \( h := \min(\hat{\pi}_j, \hat{\pi}_k) > 0 \) the plan

\[
\pi' := \pi + h (\delta(x'_1, \ldots, x'_{N,j}) + \delta(x'_1, \ldots, x'_{N,k}) - \delta(\hat{x}_{1,j}, \ldots, \hat{x}_{N,j}) - \delta(\hat{x}_{1,k}, \ldots, \hat{x}_{N,k})).
\]

By construction, we verify that \( \pi' \in \Pi(\mu^1, \ldots, \mu^N) \). Further, we conclude as in (2.10) that

\[
\frac{1}{h}(\Phi(\hat{\pi}) - \Phi(\pi')) = \sum_{s < t} \lambda_s \lambda_t \left( ||\hat{x}_{s,j} - \hat{x}_{t,j}||^2 + ||\hat{x}_{s,k} - \hat{x}_{t,k}||^2 - ||x'_{s,j} - x'_{t,j}||^2 - ||x'_{s,k} - x'_{t,k}||^2 \right)
\]
\[
= \sum_{i=1}^{N} \lambda_i \left( ||\hat{x}_{i,j} - m||^2 + ||\hat{x}_{i,k} - m||^2 - ||x'_{i,j} - m'||^2 - ||x'_{i,k} - m'||^2 \right),
\]

where \( m_i' := M_\lambda(x'_1, \ldots, x'_{N,l}) \), \( l = j, k \). Finally, we obtain by definition of the tuples and Lemma 2.2 that

\[
\frac{1}{h}(\Phi(\hat{\pi}) - \Phi(\pi')) = \sum_{i=1}^{N} \lambda_i \left( ||x'_{i,j} - m||^2 + ||x'_{i,k} - m||^2 - ||x'_{i,j} - m'||^2 - ||x'_{i,k} - m'||^2 \right)
\]
\[
= ||m - m'||^2 + ||m - m'||^2 = 2 \lambda_N \|
\]

which contradicts the optimality of \( \hat{\pi} \).

Next, we show how the optimal transport from \( \hat{\nu} = (M_\lambda)_{\#} \hat{\pi} \) to \( \mu^i \) is determined by \( \hat{\pi} \).

Proposition 2.5. Let \( \hat{\pi} \) be an optimal plan in (2.2) and \( \hat{\nu} = (M_\lambda)_{\#} \hat{\pi} \). Then it holds for all \( i = 1, \ldots, N \) that

\[
\sum_{j=1}^{M} \hat{\pi}_j \delta(\hat{m}_j, \hat{x}_{i,j}) \in \arg\min_{\pi \in \Pi(\hat{\nu}, \mu^i)} \langle c, \pi \rangle.
\]

Proof. Without loss of generality we consider the case \( i = N \). Assume that (2.14) is not true. Since \( \hat{\nu} \) is supported on \( \hat{m}_j \), \( j = 1, \ldots, M \), we have that \( \pi^N \in \arg\min_{\pi \in \Pi(\hat{\nu}, \mu^N)} \langle c, \pi \rangle \) can be written by counting only positive summands in the form

\[
\pi^N = \sum_{j=1}^{M} \sum_{l_j} \pi_{j,l_j}^N \delta(\hat{m}_j, x_{N,j,l_j})
\]
where $x_{N,j,l} \in \text{supp}(\mu^N)$ and $\sum_{l_j} \pi_{N,j,l} = \hat{\pi}_j$. Note that by Proposition 2.4 the $\hat{m}_j$ are pairwise different. Then, by assumption,
\[
\sum_{j=1}^{M} \hat{\pi}_j \| \hat{m}_j - \hat{x}_{N,j} \|^2 > \sum_{j=1}^{M} \sum_{l_j} \pi_{N,j,l} \| \hat{m}_j - x_{N,j,l} \|^2.
\] (2.15)

Now we consider
\[
\pi' := \sum_{j=1}^{M} \sum_{l_j} \pi_{N,j,l} \delta(\hat{x}_{1,j}, \ldots, \hat{x}_{N-1,j}, x_{N,j,l})
\]
which is clearly in $\Pi(\mu^1, \ldots, \mu^N)$. Setting for $i = 1, \ldots, N - 1$ and all $l_j$, 
\[
x_{i,j,l} := \hat{x}_{i,j} \quad \text{and} \quad m_{j,l} = \sum_{i=1}^{N} \lambda_i x_{i,j,l}
\]
we see as in (2.10) that
\[
\Phi(\pi') = \sum_{j=1}^{M} \sum_{l_j} \pi_{N,j,l} \sum_{i=1}^{N} \lambda_i \| x_{i,j,l} - m_{j,l} \|^2
\]
\[
\leq \sum_{j=1}^{M} \sum_{l_j} \pi_{N,j,l} \left( \| \hat{m}_j - m_{j,l} \|^2 + \sum_{i=1}^{N} \lambda_i \| x_{i,j,l} - m_{j,l} \|^2 \right)
\]
and further by Lemma 2.2 that
\[
\Phi(\pi') \leq \sum_{j=1}^{M} \sum_{l_j} \pi_{N,j,l} \sum_{i=1}^{N} \lambda_i \| x_{i,j,l} - \hat{m}_j \|^2
\]
\[
= \sum_{j=1}^{M} \hat{\pi}_j \sum_{i=1}^{N-1} \lambda_i \| \hat{x}_{i,j} - \hat{m}_j \|^2 + \sum_{j=1}^{M} \sum_{l_j} \pi_{N,j,l} \lambda_N \| x_{N,j,l} - \hat{m}_j \|^2.
\]
Now (2.15) implies
\[
\Phi(\pi') < \sum_{j=1}^{M} \hat{\pi}_j \sum_{i=1}^{N} \lambda_i \| \hat{x}_{i,j} - \hat{m}_j \|^2 = \Phi(\hat{\pi})
\]
which contradicts the optimality of $\hat{\pi}$.

Finally, the previous considerations lead to the desired result.

**Proposition 2.6.** Let $\hat{\pi}$ be an optimal solution of the MOT problem in (2.2) and $\hat{\nu}$ an optimal barycenter, i.e., a minimizer in (2.7). Then it holds
\[
\Phi(\hat{\pi}) = \Psi(\hat{\nu}).
\]

**Proof.** As a direct consequence of (2.10) and Proposition 2.5 we get that $\Phi(\hat{\pi}) = \Psi((M_\lambda)_{\#}\hat{\pi})$. Since $(M_\lambda)_{\#}\hat{\pi}$ is an optimal solution of (2.7) by Theorem 2.3, it holds $\Psi((M_\lambda)_{\#}\hat{\pi}) = \Psi(\hat{\nu})$. Notably, the Propositions 2.5 and 2.4 also show that the optimal transport from $\hat{\nu}$ to any $\mu^i$ is non-mass-splitting.

Next, we show a relation between the cost $\Psi(\hat{\nu})$ of any barycenter $\hat{\nu}$ and the cost $\Psi(\hat{\nu})$ of the optimal barycenter $\hat{\nu}$ and their Wasserstein distance $\mathcal{W}_2^2(\hat{\nu}, \hat{\nu})$. 
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Proposition 2.7. For any discrete \( \tilde{\nu} \in \mathcal{P}(\mathbb{R}^d) \), it holds that
\[
\Psi(\tilde{\nu}) \leq \Psi(\tilde{\nu}) + \mathcal{W}_2^2(\tilde{\nu}, \tilde{\nu}).
\] (2.16)

Proof. Since \( \tilde{\nu} = (M_\lambda)_{\#} \hat{\pi} \), as above we can write
\[
\hat{\pi} = \sum_k \hat{\pi}_k \delta(\hat{x}_{1,k}, \ldots, \hat{x}_{N,k}) \quad \text{and} \quad \hat{\nu} = \sum_k \hat{\pi}_k \delta(\hat{m}_k) \quad \text{with} \quad \hat{m}_k = \sum_{i=1}^N \lambda_i \hat{x}_{i,k}.
\]

We also write \( \tilde{\nu} = \sum_j \tilde{\nu}_j \tilde{m}_j \). Since \((P_i)_{\#} \hat{\pi} = \mu^i\) for all \(i = 1, \ldots, N\), \(\mu^i\) can be written as \(\mu^i = \sum_k \hat{\pi}_k \delta(\hat{x}_{i,k})\). Let
\[
\hat{\pi}^i := \sum_k \hat{\pi}_k \delta(\hat{m}_k, \hat{x}_{i,k})
\]
be the coupling between \( \hat{\nu} \) and \( \mu^i \) given by \( \hat{\pi} \) for all \(i = 1, \ldots, N\). Next, take some \( \bar{\pi} \in \arg\min_{\pi \in \Pi(\tilde{\nu}, \mu^i)} \langle c, \pi \rangle \), which can be written as
\[
\bar{\pi} = \sum_{j,k} \bar{\pi}_{j,k} \delta(\hat{m}_j, \hat{x}_{i,k})
\]
such that \(\sum_j \bar{\pi}_{j,k} = \hat{\pi}_k\). Then we define a – not necessarily optimal – transport plan \(\hat{\pi}^i \in \Pi(\tilde{\nu}, \mu^i)\) for every \(i = 1, \ldots, N\) as follows, which will produce the right hand side of (2.16):
\[
\hat{\pi}^i := \sum_{j,k} \bar{\pi}_{j,k} \delta(\hat{m}_j, \hat{x}_{i,k}).
\]

It is easy to see that \(\hat{\pi}^i \in \Pi(\tilde{\nu}, \mu^i)\). Thus,
\[
\Psi(\tilde{\nu}) = \sum_{i=1}^N \lambda_i \mathcal{W}_2^2(\tilde{\nu}, \mu^i) \leq \sum_{i=1}^N \lambda_i \langle c, \bar{\pi}^i \rangle = \sum_{j,k} \bar{\pi}_{j,k} \sum_{i=1}^N \lambda_i \|\hat{m}_j - \hat{x}_{i,k}\|^2
\]
and hence, by Lemma 2.2 and (2.10),
\[
\Psi(\tilde{\nu}) \leq \sum_{j,k} \bar{\pi}_{j,k} \sum_{i=1}^N \lambda_i (\|\hat{m}_j - \hat{m}_k\|^2 + \|\hat{m}_k - \hat{x}_{i,k}\|^2)
\]
\[
= \sum_{j,k} \bar{\pi}_{j,k} \|\hat{m}_j - \hat{m}_k\|^2 + \sum_{j,k} \bar{\pi}_{j,k} \sum_{i=1}^N \lambda_i \|\hat{m}_k - \hat{x}_{i,k}\|^2 = \mathcal{W}_2^2(\tilde{\nu}, \tilde{\nu}) + \Phi(\bar{\pi}).
\]

By \(\Phi(\hat{\pi}) = \Psi(\hat{\nu})\), the statement follows. \(\square\)

We conclude this section with an example, where
\[
\Phi(\bar{\pi}) > \Phi(\hat{\pi}) + \mathcal{W}_2^2(\tilde{\nu}, \tilde{\nu}),
\]
i.e., Proposition 2.7 does not hold for \(\Phi\) instead of \(\Psi\).

Example 2.8. Set
\[
x_{1,1} = 0, \quad x_{1,2} = 3, \quad x_{2,1} = 1, \quad x_{2,2} = 2, \quad x_{3,1} = 1, \quad x_{3,2} = 2.
\]
Set \(\lambda = \frac{1}{3}\) and \(\mu^i = \frac{1}{2} (\delta(x_{i,1}) + \delta(x_{i,2}))\) for \(i = 1, 2, 3\). Further,
\[
\hat{\pi} = \frac{1}{2} (\delta(x_{1,1}, x_{2,1}, x_{3,1}) + \delta(x_{1,2}, x_{2,2}, x_{3,2})),
\]
\[
\bar{\pi} = \frac{1}{2} (\delta(x_{1,1}, x_{2,2}, x_{3,2}) + \delta(x_{1,2}, x_{2,1}, x_{3,1})).
\]
Then we have
\[ \hat{\nu} = \frac{1}{2} \left( \delta \left( \frac{2}{3} \right) + \delta \left( \frac{7}{3} \right) \right), \quad \tilde{\nu} = \frac{1}{2} \left( \delta \left( \frac{4}{3} \right) + \delta \left( \frac{5}{3} \right) \right). \]

Further,
\[ \Phi(\hat{\pi}) = \frac{2}{9} \cdot 1^2 = \frac{2}{9}, \quad \Phi(\tilde{\pi}) = \frac{2}{9} \cdot 2^2 = \frac{8}{9}, \quad \mathcal{W}_2^2(\tilde{\nu}, \hat{\nu}) = \left( \frac{2}{3} \right)^2 = \frac{4}{9}. \]

Hence
\[ \Phi(\hat{\pi}) = \frac{8}{9} > \frac{6}{9} = \frac{2}{9} + \frac{4}{9} = \Phi(\tilde{\pi}) + \mathcal{W}_2^2(\tilde{\nu}, \hat{\nu}). \]

Nevertheless, it holds
\[ \Psi(\tilde{\nu}) = \frac{1}{3} \left( (\frac{4}{3})^2 + 2 \cdot (\frac{1}{3})^2 \right) = \frac{18}{27} = \frac{6}{9} = \Phi(\hat{\pi}) + \mathcal{W}_2^2(\tilde{\nu}, \hat{\nu}) = \Psi(\hat{\nu}) + \mathcal{W}_2^2(\tilde{\nu}, \hat{\nu}) \]
in alignment with Proposition 2.7. This example highlights that the optimal two-marginal transport plans from \( \tilde{\nu} \) to the \( \mu \) can not be directly read off of the support of \( \hat{\pi} \), which is in contrast to the optimal plan \( \tilde{\pi} \), see Proposition 2.5.

We note in passing that the same example also shows that different multi-marginal plans can have the same barycenter: Define
\[
\pi^1 = \frac{1}{2} \left( \delta(x_{1,1}, x_{2,1}, x_{3,2}) + \delta(x_{1,2}, x_{2,2}, x_{3,1}) \right), \]
\[
\pi^2 = \frac{1}{2} \left( \delta(x_{1,1}, x_{2,2}, x_{3,1}) + \delta(x_{1,2}, x_{2,1}, x_{3,2}) \right).
\]

Then \( (M_{\lambda})_{\#}\pi^1 = (M_{\lambda})_{\#}\pi^2 = \frac{1}{2} (\delta(1) + \delta(2)) \).

### 3. Algorithms for MOT Approximation

In this section, we propose two algorithms for computing approximate MOT plans. We will see that both algorithms require mainly the computation of \( N - 1 \) two-marginal Wasserstein plans.

In the following, let \( N \) discrete measures \( \mu^i \in \mathcal{P}(\mathbb{R}^d) \) of the form (2.1) and \( \lambda \in \Delta_N \) be given. Then, starting with \( \tilde{\pi}^{(1)} := \mu^1 \), the algorithms compute for \( r = 2, \ldots, N \) iteratively
\[ \hat{\pi}^{(r)} \in \arg\min_{\pi \in \Pi(\tilde{\pi}^{(r-1)}, \mu^r)} \langle c_r, \pi \rangle, \] where
\[ \Pi(\tilde{\pi}^{(r-1)}, \mu^r) := \{ \pi \in \mathcal{P}(\mathbb{R}^d)^r : (P_1, \ldots, P_{r-1})_{\#} \pi = \tilde{\pi}^{(r-1)}, (P_r)_{\#} \pi = \mu^r \} \]
and the cost functions \( c_r \) are given by

**Algorithm 1:** \[ c_r(x_1, \ldots, x_r) := \|x_1 - x_r\|^2, \] \[ (3.3) \]

**Algorithm 2:** \[ c_r(x_1, \ldots, x_r) := \| \sum_{i=1}^{r-1} \lambda_{i,r-1} x_i - x_r \|^2, \] \[ (3.4) \]
where
\[ \bar{\lambda}_r = (\bar{\lambda}_{r,1}, \ldots, \bar{\lambda}_{r,r}) \in \Delta_r, \quad \bar{\lambda}_{i,r} := \frac{\lambda_i}{\sum_{j=1}^{r} \lambda_j}. \]
Then, for \( \tilde{\pi} := \tilde{\pi}^{(N)} \), we can approximate the optimal barycenter by \( \tilde{\nu} := (M_\lambda)_\# \tilde{\pi} \). Clearly, we have by construction for both cost functions that

\[
\begin{align*}
(P_i)_\# \tilde{\pi} &= \mu_i, & i = 1, \ldots, N, \\
(P_{1,i})_\# \tilde{\pi} &= (P_{1,i})_\# (\tilde{\pi}^{(r)}), & r = 2, \ldots, N, \ i = 1, \ldots, r.
\end{align*}
\]

Since the cost function in the first algorithm always refers to \( \mu_1 \) we call it \textit{reference algorithm}. It is somewhat inspired by the recent literature on linear optimal transport, see e.g. [49, 35, 36, 6, 15].

On the other hand, the second algorithm will be called \textit{greedy algorithm}, which can be motivated as follows. Denote by

\[
c^{(r)}_{\text{MOT}}(x_1, \ldots, x_r) := \sum_{i<l} \lambda_i \lambda_l \|x_i - x_l\|^2
\]

the cost function of the MOT problem (2.2) reduced to the first \( r \) measures \( \mu_1, \ldots, \mu_r \) and set

\[
m := \sum_{i=1}^{r-1} \bar{\lambda}_{i,r-1} x_i.
\]

By construction, we have \( c^{(N)}_{\text{MOT}} = c_{\text{MOT}} \) where \( c_{\text{MOT}} \) is defined as in (2.2). A greedy approach would be to set the cost function \( c_r \) in iteration (3.1) to \( c_r = c^{(r)}_{\text{MOT}} \). By Lemma 2.2

\[
c^{(r)}_{\text{MOT}}(x_1, \ldots, x_r) = \sum_{i<l<r} \lambda_i \lambda_l \|x_i - x_l\|^2 + \lambda_r \sum_{i=1}^{r-1} \lambda_i \|x_i - x_r\|^2
\]

\[
= \sum_{i<l<r} \lambda_i \lambda_l \|x_i - x_l\|^2 + \lambda_r (1 - \lambda_r) \sum_{i=1}^{r-1} \bar{\lambda}_{i,r-1} \|x_i - m\|^2 + \lambda_r (1 - \lambda_r) \|m - x_r\|^2.
\]

Since the first \( r - 1 \) marginals in (3.1) are fixed, the first two sums are just a constant, while last sum is equal to the cost function \( c_r \) in (3.4) up to a multiplicative constant. Thus, the greedy approach using the cost function \( c^{(r)}_{\text{MOT}} \) in (3.1) is equivalent to using the cost function (3.4).

The optimal plans \( \tilde{\pi}^{(r)} \) in (3.1) are in general not unique. We are interested in plans with small supports. In the next two subsections we have a closer look at the computations of such plans and address the question how well these algorithms approximate the exact barycenters. We will use that by (2.9) and Theorem 2.3 the relation

\[
\frac{\Psi(\tilde{\nu})}{\Phi(\tilde{\pi})} = \frac{\Psi(\tilde{\nu})}{\Phi(\tilde{\pi})} \leq \frac{\Phi(\tilde{\pi})}{\Phi(\tilde{\pi})}
\]

holds true, so that it is sufficient to bound only the last quotient.

Note that some theoretical upper bounds can be obtained already for certain trivial choices. For example, for \( k = \arg \max_i \lambda_i \), simply taking \( \tilde{\nu} := \mu_k \) yields

\[
\Psi(\tilde{\nu}) = \Psi(\mu_k) = \sum_{i=1}^{N} \lambda_i \mathcal{W}_2^2(\mu_k, \mu^i)
\]

and by (2.9) and (2.6),

\[
\Psi(\tilde{\nu}) = \Phi(\tilde{\pi}) \geq \sum_{s<t} \lambda_s \lambda_t \mathcal{W}_2^2(\mu^s, \mu^t) \geq \lambda_k \sum_{i=1}^{N} \lambda_i \mathcal{W}_2^2(\mu_k, \mu^i)
\]
such that
\[
\frac{\Psi(\hat{\nu})}{\Psi(\tilde{\nu})} \leq \frac{1}{\lambda_k} \leq N.
\]

Further, for the choice \(\tilde{\nu} := \sum_{i=1}^{N} \lambda_i \mu_i\), setting \(\pi^{st} \in \text{argmin}_{\pi \in \Pi(\mu^s, \mu^t)} \langle c, \pi \rangle\), we get
\[
\Psi(\tilde{\nu}) = N \sum_{s=1}^{N} \lambda_s \mathcal{W}_2^2(\mu^s, \mu^t) \leq 2 \sum_{s<t} \lambda_s \lambda_t \mathcal{W}_2^2(\mu^s, \mu^t)
\]
such that
\[
\frac{\Psi(\hat{\nu})}{\Psi(\tilde{\nu})} \leq 2.
\]

However, these linear combinations of the input measures clearly do not convey any useful information for interpolating between the measures in a Wasserstein sense, and will be far from \(\hat{\nu}\) in practice.

3.1. Algorithm 1 – Reference Algorithm

In this subsection, we consider the cost function \(c_r\) in (3.3). First, we observe the following fact.

Lemma 3.1. Let \(\tilde{\pi} = \tilde{\pi}^{(N)} = \sum_{j=1}^{M} \tilde{\pi}_j \delta(\tilde{x}_{1,j}, \ldots, \tilde{x}_{N,j})\) be obtained by (3.1) with cost function (3.3). Then it holds for \(i = 1, \ldots, N\) that
\[
\sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{1,j} - \tilde{x}_{i,j}\|^2 = \langle c, (P_{1,i}) \# \tilde{\pi} \rangle = \mathcal{W}_2^2(\mu^1, \mu^i).
\]
(3.7)

Proof. The first equality follows by construction, so that we only have to verify the second one. We prove this assertion by induction on \(r\), i.e., we show for \(i = 2, \ldots, r\) that
\[
\langle c, (P_{1,i}) \# \tilde{\pi}^{(r)} \rangle = \mathcal{W}_2^2(\mu^1, \mu^i).
\]
(3.8)

For \(r = 2\), the assertion follows by construction.

Let \(r \geq 3\) and assume that (3.8) is fulfilled for \(\tilde{\pi}^{(r-1)}\). For \(i = 2, \ldots, r - 1\), we have by the marginal constraint in (3.1) that
\[
(P_{1,i}) \# \tilde{\pi}^{(r)} = (P_{1,i}) \# \tilde{\pi}^{(r-1)},
\]
so that by induction assumption \(\tilde{\pi}^{(r)}\) fulfills the assertion for those \(i\). It remains to consider \(i = r\). Let
\[
\tilde{\pi}^{(r)} = \sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \delta(\tilde{x}_{1,j}^{(r)}, \ldots, \tilde{x}_{N,j}^{(r)}).
\]
Then it follows
\[
\sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \|\tilde{x}_{1,j}^{(r)} - \tilde{x}_{r,j}^{(r)}\|^2 = \langle c, (P_{1,r}) \# \tilde{\pi}^{(r)} \rangle \geq \mathcal{W}_2^2(\mu^1, \mu^r).
\]
To show the reverse direction, let
\[
\pi^{1r} \in \text{argmin}_{\pi \in \Pi(\mu^1, \mu^r)} \sum_{j=1}^{M_r} \pi_{j1,jr} \|x_{j1}^1 - x_{jr}^r\|^2
\]
and define the measure
\[ \bar{\pi}^r := \sum_{j_1, \ldots, j_r} \bar{\pi}^r_{j_1, \ldots, j_r} \delta(x^1_{j_1}, \ldots, x^r_{j_r}), \quad \bar{\pi}^r_{j_1, \ldots, j_r} := \frac{\bar{\pi}^{(r-1)}_{j_1, \ldots, j_{r-1}} \pi^r_{j_1, j_r}}{\mu_{j_1}}. \]

We have that \( \bar{\pi}^r \in \Pi(\bar{\pi}^{(r-1)}, \mu^r) \), since
\[ \sum_{j_r} \bar{\pi}^r_{j_1, \ldots, j_r} = \sum_{j_r} \frac{\bar{\pi}^{(r-1)}_{j_1, \ldots, j_{r-1}} \pi^r_{j_1, j_r}}{\mu_{j_1}} = \frac{\sum_{j_r} \pi^r_{j_1, j_r} \pi^{(r-1)}_{j_1, j_{r-1}}}{\mu_{j_1}} = \pi^{(r-1)}_{j_1, \ldots, j_{r-1}} \]
and
\[ \sum_{j_1, \ldots, j_{r-1}} \bar{\pi}^r_{j_1, \ldots, j_r} = \sum_{j_1, \ldots, j_{r-1}} \frac{\bar{\pi}^{(r-1)}_{j_1, \ldots, j_{r-1}} \pi^r_{j_1, j_r}}{\mu_{j_1}} = \frac{\sum_{j_1} \pi^r_{j_1, j_r} \pi^{(r-1)}_{j_1, \ldots, j_{r-1}}}{\mu_{j_1}} = \sum_{j_1} \bar{\pi}^{(r-1)}_{j_1, j_r} = \bar{\pi}^r_{j_1, \ldots, j_r}. \]

Since \( \bar{\pi}^{(r)} \in \arg\min_{\pi \in \Pi(\bar{\pi}^{(r-1)}, \mu^r)} \langle c, (\bar{P}_1)^r \# \bar{\pi}^{(r)} \rangle \) by construction, we obtain
\[ \langle c, (\bar{P}_1)^r \# \bar{\pi}^{(r)} \rangle = \langle c_r, \bar{\pi}^{(r)} \rangle = \sum_{j_1, \ldots, j_r} c_r(x^1_{j_1}, \ldots, x^r_{j_r}) \bar{\pi}^r_{j_1, \ldots, j_r} \]
\[ = \sum_{j_1, j_r} \|x^1_{j_1} - x^r_{j_r}\|^2 \sum_{j_2, \ldots, j_{r-1}} \bar{\pi}^r_{j_1, \ldots, j_r} = \sum_{j_1, j_r} \bar{\pi}^{(r-1)}_{j_1, j_r} \|x^1_{j_1} - x^r_{j_r}\|^2 = W_2^2(\mu^1, \mu^r), \]
which yields the assertion. \( \square \)

Now we can give an intuition for a transport plan \( \bar{\pi} \) obtained from iteration (3.1) with cost function (3.3). Consider the multivariate cost function
\[ \tilde{c}(x_1, \ldots, x_N) := \sum_{i=2}^N \lambda_i \|x_1 - x_i\|^2 = \sum_{i=2}^N \lambda_i c(x_1, x_i). \]
Note that this is, up to the multiplicative constant \( \lambda_1 \), precisely \( c_{\text{MOT}} \) without all terms that do not depend on \( x_1 \). For any \( \pi \in \Pi(\mu^1, \ldots, \mu^N) \) it holds
\[ \langle \tilde{c}, \pi \rangle = \sum_{i=2}^N \lambda_i \langle c, (\bar{P}_1)^i \# \pi \rangle \geq \sum_{i=2}^N \lambda_i W_2^2(\mu^1, \mu^1). \]
As a consequence of Lemma 3.1 equality holds for \( \pi = \bar{\pi} \), such that \( \bar{\pi} \) is the solution to the minimization problem
\[ \min_{\pi \in \Pi(\mu^1, \ldots, \mu^N)} \langle \tilde{c}, \pi \rangle. \]
Indeed, due to the special cost function, we can find \( \bar{\pi}^{(r)} \) by solving the \( N \) optimal transport problems belonging to \( W_2^2(\mu^1, \mu^i), i = 1, \ldots, N \) and then choosing any way to fit the marginals \( \Pi(\bar{\pi}^{(r-1)}, \mu^r) \). Algorithm 1 shows a possibility how this can be done such that the resulting measure \( \bar{\pi} = \bar{\pi}^{(N)} \) has a small support. Note that the first for-loop, which is the computational bottleneck of the algorithm, can readily be parallelized for further speedups.

Note that for \( N = 2 \), the choice \( j_1 \leftarrow \min\{ j : x_{1,i,j} = x^1 \} \) in Algorithm 1 corresponds to the so-called north-west corner rule, see e.g. [39, Sec. 3.4.2]. In that case, this heuristic is often used to merely produce a sparse coupling as an initialization for another optimization procedure such as the network simplex method. Despite there being more elaborate approaches, we use this one for simplicity.

Here is an example of how the algorithm performs:
Algorithm 1. Reference algorithm

Input: Discrete measures $\mu^j = \sum_{j=1}^{n_j} \mu_j^j \delta(x_j^i)$, $i = 1, \ldots, N$, with $x_1^i < \cdots < x_{n_i}^i$ if $d = 1$

for $i = 2, \ldots, N$ do
Compute

$$\pi_i \in \arg\min_{\pi \in \Pi(\mu^1, \mu^i)} \langle c, \pi \rangle = \sum_j \pi_j^i(x_{1i,j}, x_{i,j}) \text{ s.t. } \#\text{supp}(\pi) \leq n_1 + n_i - 1 \quad (3.9)$$

if $d = 1$ then
Sort lexicographically $(x_{1i,1}, x_{i,1}) < (x_{1i,2}, x_{i,2}) < \ldots$
end if

Initialization: $\tilde{\pi} = 0$

for $k = 1, \ldots, n_1$ do
while $x_k^i \in P_1(\text{supp}(\pi^i))$ for $i = 2, \ldots, N$ do
for $i = 2, \ldots, N$ do
$j_i \leftarrow \min \{j : x_{1i,j} = x_k^i\}$
end for
$h \leftarrow \min_{j_i, \pi_j^i} \pi_j^i$
$\tilde{\pi} \leftarrow \tilde{\pi} + h \delta(x_k^i, x_{j_i})$
end for
$\pi^i \leftarrow \pi^i - h \delta(x_k^i, x_{j_i})$
end while
end for

Output: $\tilde{\pi}$

Example 3.2. Suppose

$$\mu^1 = \frac{1}{2} \delta(x_1^1) + \frac{1}{2} \delta(x_2^1), \quad \mu^2 = \frac{1}{4} \delta(x_1^2) + \frac{3}{4} \delta(x_2^2), \quad \mu^3 = \frac{1}{3} \delta(x_1^3) + \frac{2}{3} \delta(x_2^3)$$

and that

$$\pi^2 = \frac{1}{4} \delta(x_1^1, x_1^2) + \frac{1}{4} \delta(x_1^1, x_2^2) + \frac{1}{2} \delta(x_2^1, x_2^2) = \frac{1}{4} \delta(x_{1,2,1}, x_{1,2,1}) + \frac{1}{4} \delta(x_{1,2,2}, x_{2,2,2}) + \frac{1}{2} \delta(x_{1,2,3}, x_{2,2,3})$$

$$\pi^3 = \frac{1}{3} \delta(x_1^1, x_1^3) + \frac{1}{6} \delta(x_1^1, x_2^3) + \frac{1}{2} \delta(x_2^1, x_2^3) = \frac{1}{3} \delta(x_{1,3,1}, x_{3,1,3}) + \frac{1}{6} \delta(x_{1,3,2}, x_{3,2,3}) + \frac{1}{2} \delta(x_{1,3,3}, x_{3,3,3}).$$

Initialize $\tilde{\pi} \leftarrow 0$.

$k = 1$

$j_2 \leftarrow 1$, $j_3 \leftarrow 1 \Rightarrow h \leftarrow \frac{1}{4}$. Then

$$\tilde{\pi} \leftarrow \frac{1}{4} \delta(x_1^1, x_1^2),$$
$$\pi^2 \leftarrow \frac{1}{4} \delta(x_1^1, x_2^2) + \frac{1}{2} \delta(x_1^2, x_3^2), \quad \pi^3 \leftarrow \frac{1}{12} \delta(x_1^1, x_1^3) + \frac{1}{6} \delta(x_1^1, x_2^3) + \frac{1}{2} \delta(x_2^1, x_2^3).$$

$j_2 \leftarrow 2$, $j_3 \leftarrow 1 \Rightarrow h \leftarrow \frac{1}{12}$. Then

$$\tilde{\pi} \leftarrow \frac{1}{4} \delta(x_1^1, x_1^2, x_1^3) + \frac{1}{12} \delta(x_1^1, x_2^2, x_1^3),$$
$$\pi^2 \leftarrow \frac{1}{6} \delta(x_1^1, x_2^2) + \frac{1}{2} \delta(x_1^2, x_2^3), \quad \pi^3 \leftarrow \frac{1}{6} \delta(x_1^1, x_1^3) + \frac{1}{2} \delta(x_2^1, x_2^3).$$
\( j_2 \leftarrow 2, j_3 \leftarrow 2 \Rightarrow h \leftarrow \frac{1}{6} \). Then
\[
\tilde{\pi} \leftarrow \frac{1}{4} \delta(x_1^1, x_1^2, x_1^3) + \frac{1}{12} \delta(x_1^1, x_2^2, x_1^3) + \frac{1}{6} \delta(x_1^1, x_2^2, x_1^3),
\]
\[
\pi^2 \leftarrow \frac{1}{2} \delta(x_2^1, x_2^2), \quad \pi^3 \leftarrow \frac{1}{2} \delta(x_2^1, x_2^3).
\]

\( k = 2 \)
\( j_2 \leftarrow 3, j_3 \leftarrow 3 \Rightarrow h \leftarrow \frac{1}{2} \). Then
\[
\tilde{\pi} \leftarrow \frac{1}{4} \delta(x_1^1, x_1^2, x_1^3) + \frac{1}{12} \delta(x_1^1, x_2^2, x_1^3) + \frac{1}{6} \delta(x_1^1, x_2^2, x_1^3) + \frac{1}{2} \delta(x_2^1, x_2^2, x_2^3),
\]
\[
\pi^2 \leftarrow 0, \quad \pi^3 \leftarrow 0.
\]

By the next proposition, \( \tilde{\pi} \) has a sparse support.

**Proposition 3.3.** Let \( \tilde{\pi} \) be computed by Algorithm \ref{alg:main}. Then
\[
\#\text{supp}(\tilde{\pi}) \leq \sum_{i=1}^{N} n_i - N + 1.
\]

**Proof.** Let \( n(i, k) := \#(j_i : (x_{k,i,j_i}) \in \text{supp}(\pi^i)) \) denote the number of support pairs in \( \pi^i \) that contain \( x_{k, i}^1 \). Then, for each \( k = 1, \ldots, n_1 \) in Algorithm \ref{alg:main} the while-loop is iterated at most
\[
\sum_{i=2}^{N} (n(i, k) - 1) + 1 = \sum_{i=2}^{N} n(i, k) - N + 2
\]
times. In total, this amounts to
\[
\sum_{k=1}^{n_1} \left( \sum_{i=2}^{N} n(i, k) - N + 2 \right) = n_1(2 - N) + \sum_{i=2}^{N} \#\text{supp}(\pi^i)
\]
\[
\leq -(N - 2)n_1 + \sum_{i=2}^{N} (n_1 + n_i - 1) = \sum_{i=1}^{N} n_i - N + 1
\]
iterations. Noticing that there is exactly one support point added to \( \tilde{\pi} \) in each while-iteration, this yields the assumption.

The following theorem gives an upper bound for the relative error. Later we will see that this bound can in general not be improved.

**Theorem 3.4.** Let \( \tilde{\pi} \) be a multi-marginal plan obtained by \[3.1\]. Then it holds
\[
\frac{\Phi(\tilde{\pi})}{\Phi(\tilde{\pi})} \leq \frac{1}{\lambda_1}, \tag{3.10}
\]
If we choose reference measure \( \mu^1 \) according to \( \lambda_1 \geq \cdots \geq \lambda_N \), then the right-hand side is not larger than \( N \). If we choose the reference measure randomly, so that with probability \( \lambda_i \) we take \( \mu^i \), \( i = 1, \ldots, N \) as reference measure, then it holds
\[
\mathbb{E}\left[ \frac{\Phi(\tilde{\pi})}{\Phi(\tilde{\pi})} \right] \leq 2. \tag{3.11}
\]
Proof. By Lemma 3.1 we know for \( \tilde{\pi} = \sum_{j=1}^{\tilde{M}} \tilde{\pi}_j \delta(\tilde{x}_{1,j}, \ldots, \tilde{x}_{N,j}) \) that

\[
\sum_{j=1}^{\tilde{M}} \tilde{\pi}_j \|\tilde{x}_{1,j} - \tilde{x}_{i,j}\|^2 = W_2^2(\mu^1, \mu^i).
\]

Then, for \( \tilde{m}_j := M_\lambda(\tilde{x}_{1,j}, \ldots, \tilde{x}_{N,j}) \), we obtain by (2.10) and Lemma 2.2 that

\[
\Phi(\tilde{\pi}) = \tilde{M} \sum_{j=1}^{\tilde{M}} \tilde{\pi}_j \sum_{i=1}^{N} \lambda_i \|\tilde{x}_{i,j} - \tilde{m}_j\|^2 = \tilde{M} \sum_{j=1}^{\tilde{M}} \tilde{\pi}_j \left( -\|\tilde{x}_{1,j} - \tilde{m}_j\|^2 + \sum_{i=1}^{N} \lambda_i \|\tilde{x}_{1,j} - \tilde{x}_{i,j}\|^2 \right)
\]

\[
\leq \sum_{i=1}^{N} \lambda_i \sum_{j=1}^{\tilde{M}} \tilde{\pi}_j \|\tilde{x}_{1,j} - \tilde{x}_{i,j}\|^2 = \sum_{i=2}^{N} \lambda_i \sum_{j=1}^{\tilde{M}} \tilde{\pi}_j \|\tilde{x}_{1,j} - \tilde{x}_{i,j}\|^2 = \sum_{i=2}^{N} \lambda_i W_2^2(\mu^1, \mu^i).
\]

On the other hand, we conclude by (2.6) that

\[
\Phi(\hat{\pi}) \geq \sum_{s<t} \lambda_s \lambda_t W_2^2(\mu_s, \mu_t) \geq \lambda_1 \sum_{i=2}^{N} \lambda_i W_2^2(\mu^1, \mu^i).
\]

Thus,

\[
\frac{\Phi(\tilde{\pi})}{\Phi(\hat{\pi})} \leq \frac{\sum_{i=2}^{N} \lambda_i W_2^2(\mu^1, \mu^i)}{\lambda_1 \sum_{i=1}^{N} \lambda_i W_2^2(\mu^1, \mu^i)} = \frac{1}{\lambda_1}.
\]

Further, if the reference measure is chosen randomly according to the probabilities \( \lambda_i \), we obtain

\[
E[\Phi(\tilde{\pi})] \leq \sum_{i=1}^{N} \lambda_i \sum_{i \neq j} \lambda_j W_2^2(\mu^i, \mu^j) = 2 \sum_{i<j} \lambda_i \lambda_j W_2^2(\mu^i, \mu^j),
\]

so that

\[
\frac{E[\Phi(\tilde{\pi})]}{\Phi(\hat{\pi})} \leq 2.
\]

Theorem 3.5. For every odd \( N \in \mathbb{N} \) and \( \varepsilon > 0 \), there exist measures \( \mu_1, \ldots, \mu_N, \lambda \in \Delta_N \), such that

\[
\frac{\Phi(\tilde{\pi})}{\Phi(\hat{\pi})} \geq N - \varepsilon. \tag{3.12}
\]

For every even \( N \in \mathbb{N} \), there exist measures \( \mu_1, \ldots, \mu_N, \lambda \in \Delta_N \), such that

\[
\frac{\Phi(\tilde{\pi})}{\Phi(\hat{\pi})} \geq N - \frac{1}{N-1} - \varepsilon.
\]

Further, if the reference measure is chosen randomly as in Theorem 3.4, the upper bound (3.11) is asymptotically tight, meaning that for every \( N \in \mathbb{N} \), there are measures \( \mu_1, \ldots, \mu_N, \lambda \in \Delta_N \), such that the corresponding plans for every \( N \) are denoted by \( \tilde{\pi}(N) \) and \( \hat{\pi}(N) \), we have

\[
\lim_{N \to \infty} \frac{E[\Phi(\tilde{\pi}(N))]}{\Phi(\hat{\pi}(N))} = 2.
\]

The proof can be found in the appendix.
3.2. Algorithm 2 – Greedy Algorithm

The second algorithm with cost function $c_\rho$ in (3.4) is a greedy algorithm. Again it requires only the solution of a two-marginal Wasserstein problem in each iteration. To this end, let

$$\tilde{\pi}^{(r-1)} = \sum_{k=1}^{M_{r-1}} \tilde{\pi}_k^{(r-1)} \delta(\tilde{x}_{1,k}^{(r-1)}, \ldots, \tilde{x}_{r-1,k}^{(r-1)}).$$

Then the iteration (3.1) can be rewritten as in Algorithm 2.

**Algorithm 2. Greedy algorithm**

**Input:** Discrete measures $\mu^1, \ldots, \mu^N$, weights $\lambda \in \Delta_N$

**Initialization:** $\tilde{\pi}^{(1)} := \mu^1$

for $r = 2, \ldots, N$ do

$$\tilde{\rho}^{(r-1)} := (M_{\lambda_{r-1}})^\# \tilde{\pi}^{(r-1)} = \sum_{k=1}^{M_{r-1}} \tilde{\pi}_k^{(r-1)} \delta(\tilde{m}_k^{(r-1)}),$$

where $\tilde{m}_k^{(r-1)} := M_{\lambda_{r-1}}(\tilde{x}_{1,k}^{(r-1)}, \ldots, \tilde{x}_{r-1,k}^{(r-1)}) = \sum_{i=1}^{r-1} \tilde{\lambda}_{i,r-1} \delta_x(\tilde{x}_{i,k}^{(r-1)}).

$$\tilde{\pi}^{(r)} \in \arg\min_{\pi \in \Pi(\tilde{\rho}^{(r-1)}, \mu^r)} \sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \delta(\tilde{m}_j^{(r-1)}, \tilde{x}_{r_j}^{(r)}) \text{ s.t. } \#\text{supp}(\tilde{\pi}) \leq M_{r-1} + n_r - 1,$$

where for each $j$, $\tilde{m}_j^{(r-1)} = \tilde{m}_k^{(r-1)}$ for some $k \in \{1, \ldots, M_{r-1}\}$

and $\tilde{x}_{r_j}^{(r)} = \tilde{x}_l^{(r)} \in \text{supp}(\mu^r)$ for some $l \in \{1, \ldots, n_r\}$

$$\tilde{\pi}^{(r)} := \sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \delta(\tilde{x}_{1,j}^{(r)}, \ldots, \tilde{x}_{r-1,j}^{(r)}),$$

where $(\tilde{x}_{1,j}^{(r)}, \ldots, \tilde{x}_{r-1,j}^{(r)})$ corresponds to $\tilde{m}_j^{(r-1)}$

via $M_{\lambda_{r-1}}(\tilde{x}_{1,j}^{(r)}, \tilde{x}_{r-1,j}^{(r)}) = \tilde{m}_j^{(r-1)}$

end for

**Output:** $\tilde{\pi} := \tilde{\pi}^{(N)}$

Since

$$\tilde{\lambda}_{i,r} = (1 - \tilde{\lambda}_{r,r}) \tilde{\lambda}_{i,r-1}, \quad i = 1, \ldots, r - 1$$

we get

$$\tilde{\rho}^{(r)} = \sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \delta(\tilde{\lambda}_{1,r} \tilde{x}_{1,j}^{(r)} + \cdots + \tilde{\lambda}_{r-1,r} \tilde{x}_{r-1,j}^{(r)} + \tilde{\lambda}_{r,r} \tilde{x}_{r_j}^{(r)}),$$

$$= \sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \delta((1 - \tilde{\lambda}_{r,r}) \tilde{\lambda}_{1,r-1} \tilde{x}_{1,j}^{(r)} + \cdots + (1 - \tilde{\lambda}_{r,r}) \tilde{\lambda}_{r-1,r-1} \tilde{x}_{r-1,j}^{(r)} + \tilde{\lambda}_{r,r} \tilde{x}_{r_j}^{(r)}),$$

$$= \sum_{j=1}^{M_r} \tilde{\pi}_j^{(r)} \delta((1 - \tilde{\lambda}_{r,r}) \tilde{m}_j^{(r-1)} + \tilde{\lambda}_{r,r} \tilde{x}_{r_j}^{(r)}).$$

In other words, we alternate computing a two-marginal OT plan between $\tilde{\rho}^{(r-1)}$ and $\mu^r$ and an appropriately weighted so-called McCann-interpolation between them, which is optimal for two measures. Otherwise, only some bookkeeping of indices is required to obtain an approximate MOT plan.
First, we show that the proposed procedure produces a plan with sparse support.

**Proposition 3.6.** Let $\tilde{\pi}$ be computed by Algorithm 2. Then it holds

$$\#\text{supp}(\tilde{\pi}) \leq \sum_{i=1}^{N} n_i - N + 1.$$ 

**Proof.** By construction, we have

$$\#\text{supp}(\tilde{\pi}^{(r)}) = \#\text{supp}(\tilde{\pi}^{(r-1)}) + n_r - 1$$

for all $r = 2, \ldots, N$. Thus, we get inductively

$$\#\text{supp}(\tilde{\pi}) \leq \#\text{supp}(\tilde{\pi}^{(N-1)}) + n_N - 1 \leq \sum_{i=1}^{N-1} n_i - (N-1) + 1 + n_N - 1 = \sum_{i=1}^{N} n_i - N + 1.$$ 

Again, we would like to analyze the relative error $\Phi(\tilde{\pi})/\Phi(\hat{\pi})$. We start with an upper bound.

**Theorem 3.7.** Let $\lambda_1 \geq \cdots \geq \lambda_N$ and $\tilde{\pi}$ be computed by Algorithm 2. Then it holds

$$\frac{\Phi(\tilde{\pi})}{\Phi(\hat{\pi})} \leq \frac{1}{3} (2N^2 - 5).$$  \hspace{1cm} (3.13)

A linear lower bound is given in the next theorem.

**Theorem 3.8.** For each $N \geq 2$, and $\varepsilon > 0$, there exist measures $\mu^1, \ldots, \mu^N$ and $\lambda \in \Delta_N$, such that

$$\frac{\Phi(\tilde{\pi})}{\Phi(\hat{\pi})} \geq \frac{N - H_N}{\frac{\pi^2}{6} + 1} - \varepsilon \geq \frac{1}{4} N - \frac{1}{3},$$

where $\tilde{\pi}$ denotes a plan computed by Algorithm 2 and $H_N = \sum_{i=1}^{N} 1/i$.

Finally, similar as in Section 3.1, we show that for $\lambda \equiv 1/N$ it is possible to reduce the worst case error by randomizing the order of the input measures.

**Theorem 3.9.** Let $E[\Phi(\tilde{\pi})]$ be the expected value of the costs of Algorithm 2 when it is run on the inputs $\lambda \equiv 1/N$ and $\mu^{\sigma(1)}, \ldots, \mu^{\sigma(N)}$, where $\sigma$ is a permutation of length $N$ chosen uniformly at random. Then it holds for all $N \geq 2$, that

$$\frac{E[\Phi(\tilde{\pi})]}{\Phi(\hat{\pi})} \leq \frac{1}{12} (11N - 4 - \frac{6}{N-1}) < N.$$  \hspace{1cm} (3.14)

The proofs can be found in the appendix. Although the given upper bounds (3.13) and (3.14) are quadratic and linear in $N$, we conjecture that they can be improved.

Although in our experience, the greedy algorithm usually performs better than the reference algorithm, see e.g. Section 4.1 we conclude this section by giving an example of $N = 4$ two-point-measures, where one algorithm or the other is better, only depending on the order of the input measures.
Example 3.10. Consider

\[ x_1 = (-1, \frac{5}{8}), \quad x_2 = (0, \frac{5}{8}), \quad x_3 = (1, \frac{5}{8}), \quad x_4 = -x_1, \quad x_5 = -x_2, \quad x_6 = -x_3 \]

and

\[ \nu^1 = \frac{1}{2}(\delta(x_1) + \delta(x_4)), \quad \nu^2 = \frac{1}{2}(\delta(x_2) + \delta(x_5)), \quad \nu^3 = \frac{1}{2}(\delta(x_3) + \delta(x_6)), \]

with \( \lambda \equiv \frac{1}{4} \). By elementary computations, for \((\mu_1, \mu_2, \mu_3, \mu_4) = (\nu_1, \nu_2, \nu_2, \nu_3)\), the optimal plan

![Figure 1. Sketch of the example showing that neither Algorithm 1 nor Algorithm 2 is always better. Next to the names of the support points are written the measures to whose support they belong. The two different colors indicate two different orderings. The greedy algorithm performs better for the measures written in red, whereas the reference algorithm performs better for the measures written in blue. The diagonal lines indicate the distances on the left hand side in (3.15) and (3.16), respectively.](image)

is

\[ \hat{\pi} = \frac{1}{2}(\delta(x_1, x_2, x_2, x_3) + \delta(x_4, x_5, x_5, x_6)), \]

whereas for

\[ \tilde{\pi} = \frac{1}{2}(\delta(x_1, x_2, x_2, x_6) + \delta(x_4, x_5, x_5, x_3)), \]

we have \( \Phi(\hat{\pi}) > \Phi(\tilde{\pi}) \). Further computations show that

\[
\| \frac{1}{2}x_1 + \frac{1}{2}x_2 - x_6 \|^2 < \| \frac{1}{2}x_1 + \frac{1}{2}x_2 - x_3 \|^2, \quad \text{but} \quad (3.15)
\]

\[
\| \frac{1}{3}x_1 + \frac{2}{3}x_2 - x_6 \|^2 > \| \frac{1}{3}x_1 + \frac{2}{3}x_2 - x_3 \|^2 \quad (3.16)
\]

such that by definition of the algorithms, for \((\mu_1, \mu_2, \mu_3, \mu_4) = (\nu_1, \nu_2, \nu_2, \nu_3)\), we have \( \pi^{\text{greedy}} = \hat{\pi} \) and \( \pi^{\text{ref}} = \tilde{\pi} \), whereas for the ordering \((\mu_1, \mu_2, \mu_3, \mu_4) = (\nu_2, \nu_1, \nu_3, \nu_2)\), we get \( \pi^{\text{greedy}} = \tilde{\pi} \) and \( \pi^{\text{ref}} = \hat{\pi} \). For an illustration of this example, see Figure 1.
3.3. Optimality for $d = 1$

In this section, we assume $d = 1$, i.e., $\mu^1, \ldots, \mu^N \in \mathcal{P}(\mathbb{R})$. Then we can show that the presented algorithms yield the optimal solution $\hat{\pi}$. To this end, we first make the following definitions to characterize $\hat{\pi}$.

**Definition 3.11.** For $x_k = (x_{1,k}, \ldots, x_{N,k})$, $x_l = (x_{1,l}, \ldots, x_{N,l})$, define the partial order

$$x_k \preceq x_l :\Leftrightarrow x_{i,k} \leq x_{i,l} \text{ for all } i = 1, \ldots, N.$$

A multi-marginal plan $\pi \in \Pi(\mu^1, \ldots, \mu^N)$ is said to have the sorting property, if $\preceq$ is a total order on $\text{supp}(\pi)$.

Next, we show that the sorting property is equivalent to optimality, see also [39, Remark 9.6]. This is a well-known result in the case $N = 2$, see e.g. [43, Lemma 2.8, Theorem 2.9].

**Proposition 3.12.** A plan $\pi \in \Pi(\mu^1, \ldots, \mu^N)$ has the sorting property if and only if it is optimal.

**Proof.** Suppose $\pi \in \Pi(\mu^1, \ldots, \mu^N)$ has the sorting property. Write

$$\pi = \sum_{j=1}^M \pi_j \delta(x_{1,j}, \ldots, x_{N,j}).$$

Then for any $s < t$,

$$\pi^{st} := \sum_{j=1}^M \pi_j \delta(x_{s,j}, x_{t,j}) = (P_{s,t})\pi$$

clearly has the sorting property as well. For any $(x, y), (x', y') \in \pi^{st}$ with $x < x'$, it follows that $(x, y) \preceq (x', y')$, otherwise $\preceq$ would not be a total ordering. Thus, $x < x' \Rightarrow y \preceq y'$, such that the condition from [43, Lemma 2.8] is fulfilled and $\pi^{st}$ is optimal by [43, Theorem 2.9]. Hence,

$$\Phi(\pi) = \sum_{s < t} \lambda_s \lambda_t \sum_{j=1}^M \pi_j \|x_{s,j} - x_{t,j}\|^2 = \sum_{s < t} \lambda_s \lambda_t W_2^2(\mu^s, \mu^t) \leq \Phi(\hat{\pi})$$

by (2.6), which shows optimality of $\pi$.

The other direction is shown by contradiction: Let $\hat{\pi}$ be optimal and assume that there exist two tuples $\hat{x}, \hat{\pi}$ in $\text{supp}(\hat{\pi})$ with $\hat{x}_k \not\preceq \hat{x}_l$ and $\hat{x}_l \not\preceq \hat{x}_k$. That is, there exist $1 \leq s, t \leq N$ such that $\hat{x}_{s,k} > \hat{x}_{s,l}$ and $\hat{x}_{l,l} > \hat{x}_{l,k}$. Set $\hat{m}_j = \sum_{i=1}^N \lambda_i \hat{x}_{i,j}$ for all $j$ and assume without loss of generality that $\hat{m}_k \geq \hat{m}_l$ and $\hat{x}_{N,k} > \hat{x}_{N,l}$. Let $h := \min(\hat{m}_k, \hat{m}_l)$ and define the coupling

$$\pi' := \hat{\pi} + h(\delta(x'_k) + \delta(x'_l) - \delta(\hat{x}_k) - \delta(\hat{x}_l)),$$

where

$$x'_k := (x'_{1,k}, \ldots, x'_{N-1,k}, x'_{N,k}) := (\hat{x}_1, \ldots, \hat{x}_{N-1,k}, \hat{x}_{N,k})$$

$$x'_l := (x'_{1,l}, \ldots, x'_{N-1,l}, x'_{N,l}) := (\hat{x}_1, \ldots, \hat{x}_{N-1,l}, \hat{x}_{N,l})$$

$$m'_j := \sum_{i=1}^N \lambda_i x'_{i,j}, \quad j = k, l.$$
Clearly, $\pi'$ fulfills the same marginal constraints as $\hat{\pi}$. By Lemma 2.2 and since $(\hat{m}_k - m_k')^2 = \lambda_k^2(\hat{x}_{N,k} - x_{N,l})^2 > 0$ by assumption, it holds
\[
\sum_{i=1}^{N} \lambda_i(x'_{i,k} - m_k')^2 = -(\hat{m}_k - m_k')^2 + \sum_{i=1}^{N} \lambda_i(x'_{i,k} - \hat{m}_k)^2 < \sum_{i=1}^{N} \lambda_i(x'_{i,k} - \hat{m}_k)^2,
\]
similarly for $l$. Thus, with (2.10), it holds
\[
\frac{1}{h}(\Phi(\hat{\pi}) - \Phi(\pi')) = \sum_{i=1}^{N} \lambda_i((\hat{x}_{i,k} - \hat{m}_k)^2 + (\hat{x}_{i,l} - \hat{m}_l)^2 - (x'_{i,k} - m_k')^2 - (x'_{i,l} - m_l')^2)
\]
\[
> \sum_{i=1}^{N} \lambda_i((\hat{x}_{i,k} - \hat{m}_k)^2 + (\hat{x}_{i,l} - \hat{m}_l)^2 - (x'_{i,k} - \hat{m}_k)^2 - (x'_{i,l} - \hat{m}_l)^2)
\]
\[
= \lambda_N((\hat{x}_{N,k} - \hat{m}_k)^2 + (\hat{x}_{N,l} - \hat{m}_l)^2 - (x'_{N,k} - \hat{m}_k)^2 - (x'_{N,l} - \hat{m}_l)^2)
\]
\[
= -2\lambda_N(\hat{x}_{N,k}\hat{m}_k + \hat{x}_{N,l}\hat{m}_l - \hat{x}_{N,k}\hat{m}_k - \hat{x}_{N,l}\hat{m}_l)
\]
\[
= -2\lambda_N(\hat{x}_{N,k} - \hat{x}_{N,l}) (\hat{m}_k - \hat{m}_l) \geq 0,
\]
which contradicts the optimality of $\hat{\pi}$.

Proposition 3.13. If $d = 1$, then $\Phi(\hat{\pi}) = \Phi(\tilde{\pi})$, where $\tilde{\pi}$ is computed by Algorithm 1 or 2.

Proof. By Proposition 3.12, it is enough to verify the sorting property of $\tilde{\pi}$ for each algorithm. Suppose that $\tilde{\pi}$ has been computed by Algorithm 1. We show the assertion by induction over the number of while-loop-iterations adding to the support of $\tilde{\pi}$, which we denote by $l$. If $l = 1$, there is nothing to show. Otherwise, assume as the induction hypothesis that
\[
(\tilde{x}_{1,1}, \ldots, \tilde{x}_{1,l}) \lesssim \cdots \lesssim (\tilde{x}_{1,l-1}, \ldots, \tilde{x}_{N,l-1}).
\]
By definition of Algorithm 1, $\tilde{x}_{1,1}, \ldots, \tilde{x}_{1,l-1} \leq \tilde{x}_{1,l}$. Further, since $\pi'$ has the sorting property for all $i = 2, \ldots, N$ by Proposition 3.12, the lexicographical sorting
\[
(x_{1,1,i}, x_{1,1,i}) < (x_{1,1,i}, x_{1,1,i}) < \ldots
\]
together with the choice
\[
j_i = \min\{j : x_{1,i,j} = x_{1,k}^1\}
\]
in the previous iterations of Algorithm 1 ensures that we must have $\tilde{x}_{i,1}, \ldots, \tilde{x}_{i,l-1} \leq \tilde{x}_{i,l}$ for all $i = 2, \ldots, N$ as well. Thus,
\[
(\tilde{x}_{1,1}, \ldots, \tilde{x}_{N,1}) \lesssim \cdots \lesssim (\tilde{x}_{1,l}, \ldots, \tilde{x}_{N,l}),
\]
completing the induction.

Next, suppose $\tilde{\pi}$ has been computed by Algorithm 2. We show the statement by induction over $N$. The case $N = 2$ is clear. For $N > 2$, take $\tilde{x}_k = (\tilde{x}_{1,1}, \ldots, \tilde{x}_{N,k}), \tilde{x}_l = (\tilde{x}_{1,1}, \ldots, \tilde{x}_{N,l}) \in \text{supp}(\tilde{\pi})$. If $(\tilde{x}_{1,1}, \ldots, \tilde{x}_{N-1,k}) = (\tilde{x}_{1,1}, \ldots, \tilde{x}_{N-1,l})$, then either $\tilde{x}_k \leq \tilde{x}_l$ or $\tilde{x}_l \leq \tilde{x}_k$ follows directly. Otherwise, write $\tilde{m}_{j}^{(N-1)} = \sum_{i=1}^{N-1} \lambda_{i,N-1} \tilde{x}_{i,j}, j = k, l$. Then we have $\tilde{m}_{j}^{(N-1)} \neq \tilde{m}_{j}^{(N-1)}$, since then $\tilde{x}_{i,j} \neq \tilde{x}_{i,l}$ for at least one $i \in \{1, \ldots, N-1\}$ and by induction hypothesis it holds $\tilde{x}_{i,k} \leq \tilde{x}_{i,l}$ for all $i = 1, \ldots, N-1$ or $\tilde{x}_{i,k} \geq \tilde{x}_{i,l}$ for all $i = 1, \ldots, N-1$. Assume without loss of generality that $\tilde{x}_{i,k} \leq \tilde{x}_{i,l}$ for all $i = 1, \ldots, N-1$ so that $\tilde{m}_{k}^{(N-1)} < \tilde{m}_{l}^{(N-1)}$. It suffices to show that $\tilde{x}_{N,k} \leq \tilde{x}_{N,l}$. However, since two-marginal plan
\[
\pi^{(N)} = \sum_{j} \pi_{j}^{(N)} \delta(\tilde{m}_{j}^{(N-1)}, \tilde{x}_{N,j})
\]
in Algorithm 2 has the sorting property by optimality, $\tilde{m}_{k}^{(N-1)} < \tilde{m}_{l}^{(N-1)}$ implies $\tilde{x}_{N,k} \leq \tilde{x}_{N,l}$. □
4. Numerical Results

We present a numerical comparison of different barycenter algorithms and, as applications, an interpolation between measures and textures, respectively. To compute the two-marginal transport plans of the presented algorithms, we used the `emd` function of the Python-OT (POT 0.7.0) package [22], which is a wrapper of the network simplex solver from [10], which, in turn, is based on an implementation in the LEMON C++ library.

4.1. Ellipse Dataset

We compute Wasserstein barycenters with different algorithms for $\lambda \equiv 1/N$ and a data set of $N = 10$ ellipses shown in Figure 2, which is originally from [19] and has been commonly used as a benchmark example in the literature. It is given as images of $60 \times 60$ pixels. We call the algorithms above “Greedy” and “Reference” below and compute $\tilde{\nu} = (M_\lambda)_# \tilde{\pi}$ of the resulting multi-marginal transport $\tilde{\pi}$ (without parallelization). Further, we compute the barycenter using publicly available implementations for the methods [29, 24, 34], called “Debiased”, “IBP”, “Product”, “MAAIPM” and “Frank–Wolfe” below, the exact barycenter method from [3] called “Exact” below and the method from [32] called “FastIBP” below. We also tried the BADMM method from [61], but since it did not converge properly, we do not consider it further. While the fixed support methods receive the input as measures supported on $\{0, \ldots, 59/60\} \times \{0, \ldots, 59/60\}$, the free-support methods get the measures as a list of support positions and corresponding weights. For all Sinkhorn methods, we used a parameter of $\varepsilon = 0.002$ and otherwise chose the default parameters. The order of the measures for the greedy and reference algorithm have been chosen according to the ordering in Figure 2. To compare the runtimes, we executed all codes on the same laptop with Intel i7-8550U CPU and 8GB memory running on Linux. The Matlab codes were run in Matlab R2020a. The runtimes of the Python codes are averages over several runs, as obtained by Python’s `timeit` function. The results are shown in Figure 3 and Table 1.

All methods achieve a relative error $\Psi(\tilde{\nu})/\Psi(\hat{\nu})$ well below 2, which is a lot better than the worst case bounds shown above. Whereas the greedy algorithm achieves the lowest error of all approximative algorithms, the reference algorithm achieves the lowest runtime. Note that
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the support size of the $N - 1$ two-marginal OT plans in the greedy algorithm is growing in each iteration, unlike as in the reference algorithm. As another evaluation score, we computed the product of the error and the runtime, such that low scores in this metric indicate a good compromise between fast runtime and high precision. Except for the exact method, which has no error but a very high runtime, the greedy and reference algorithms are the best with respect to this metric. Notably, the FastIBP method is a lot slower than IBP whilst producing a more blurry result, which might indicate an implementation issue. While the Frank–Wolfe method suffers from outliers, the support of most fixed-support methods is more extended than exact barycenter’s support, since Sinkhorn-barycenters have dense support. Altogether, the results of the proposed algorithms look promising.

4.2. Multiple Different Sets of Weights

For this numerical application, we aim to interpolate between several given measures for multiple sets of weights $\lambda^k = (\lambda^k_1, \ldots, \lambda^k_N)$, $\lambda^k \in \Delta_4$, $k = 1, \ldots, K$. Encouraged by the precision results of the greedy algorithm in Section 4.1, we apply it for this example, using two different approaches. On the one hand, we can compute a $\tilde{\pi}^k$ and $\tilde{\nu} = (M_{\lambda^k})_{\#} \tilde{\pi}^k$ for each given $\lambda^k$, $k = 1, \ldots, K$ using Algorithm 2. On the other hand, since this is the computational bottleneck, we can compute $\tilde{\pi}$ only once for e.g. $\lambda \equiv 1/N$ and then compute $\tilde{\nu} = (M_{\lambda^k})_{\#} \tilde{\pi}$ for all $k = 1, \ldots, K$. We compare

Figure 3.: Barycenters for data set in Figure 2 computed by different methods. The weight of a support point is indicated by its area in the plot.
\[ \Psi(\tilde{\nu}) \, \tilde{\nu}/\Psi(\hat{\nu}) \]

| Algorithm   | \(\Psi(\tilde{\nu})\) | \(\tilde{\nu}/\Psi(\hat{\nu})\) | Error | Runtime | Error-Runtime | Free Support |
|-------------|------------------------|----------------------------------|-------|----------|---------------|--------------|
| Exact       | 0.02666                | 1.0000                           | 0.0000 | 18187.67 | 0.0000        | ✓            |
| Reference   | 0.02680                | 1.0050                           | 0.0050 | \textbf{0.05} | \textbf{0.0003} | ✓            |
| Greedy      | 0.02669                | 1.0012                           | \textbf{0.0012} | 0.34 | 0.0004 | ✓            |
| IBP         | 0.02723                | 1.0214                           | 0.0214 | 0.07 | 0.0016 | ✗            |
| Debiased    | 0.02675                | 1.0033                           | 0.0033 | 1.19 | 0.0039 | ✗            |
| Product     | 0.02688                | 1.0082                           | 0.0082 | 17.58 | 0.1440 | ✗            |
| MAAIPM      | 0.02672                | 1.0020                           | 0.0020 | 158.51 | 0.3091 | ✗            |
| FastIBP     | 0.02753                | 1.0323                           | 0.0323 | 111.03 | 3.5899 | ✗            |
| Frank–Wolfe | 0.02870                | 1.0763                           | 0.0763 | 56.59 | 4.3168 | ✓            |

Table 1.: Numerical results for the ellipse barycenter problem. The error here is the absolute error defined as \(1 - \Psi(\tilde{\nu})/\Psi(\hat{\nu})\). The runtime is measured in seconds. The best scores of all approximative algorithms are highlighted in bold.

both approaches for a data set of four measures given as images of size 50 \(\times\) 50, for sets of weights that bilinearly interpolate between the four unit vectors. The results are shown in Figures 4–6.

While the results from Figures 4 and 5 look quite similar, we highlight small differences in the results in Figure 6. In general, the interpolation from the recomputation approach looks a bit more smooth and has less artifacts. The price to pay is of course a much higher computational cost, whereas for the second approach, only one run of Algorithm 2 as a preparation is enough to be able to compute the other interpolations very fast.

4.3. Texture Interpolation

For another application, we lift the experiment of Section 4.2 from interpolation of measures in Euclidean space to interpolation of textures via the synthesis method from [27], using their publicly available source code. While the authors already interpolated between two different textures in that paper, requiring only the solution of a two-marginal optimal transport problem to obtain a barycenter, we can do this for multiple textures using Algorithm 2. Briefly, the authors proposed to encode a texture as a collection of smaller patches \(F_j\), where each, say, \(4 \times 4\)-patch is encoded as a point \(x_j \in \mathbb{R}^{16}\). The texture is then modeled as a “feature measure” \(\frac{1}{M} \sum_{j=1}^M \delta(x_j) \in \mathcal{P}(\mathbb{R}^{16})\), such that this description is invariant under different positions of its patches within the image. Finally, this is repeated for image patches at several scales \(s\), obtaining a collection of measures \((\mu^s)\), \(s = 1, \ldots, S\). Synthesizing an image is done by optimizing an optimal transport loss between its feature measure and some reference measure (summing over \(s\)), as obtained, e.g., from a reference image. Thus, the synthesized image tries to imitate the reference image in terms of its feature measures. Here, we choose four texture images of size 256 \(\times\) 256 from the “Describable Textures Dataset” [17]. We compute their feature measures \(\mu_1^s, \ldots, \mu_4^s\) for each scale. Next, as in Section 4.2, we compute their barycenters \(\tilde{\nu}^k,s = (P_k)^\# \tilde{\pi}^k,s\) for all \(k\) and \(s\) and perform the image synthesis for each \(k\) using the \(\tilde{\nu}^k,s\) as feature measures to imitate. The results are shown in Figure 7. Using this approach, one obtains visually pleasing interpolations between the four given textures.

7 https://github.com/ahoudard/wgenpatex
Figure 4: Barycenters \( \tilde{\nu} = (M_{\lambda^k})_# \tilde{\pi}^k \) of \( \mu^1, \ldots, \mu^4 \) for different weight sets \( \lambda^k \), where Algorithm 2 has been run once for each weight set \( \lambda^k \). The measures \( \mu^1, \ldots, \mu^4 \) are shown in the four corners.

5. Discussion

In this paper, after relating the MOT and barycenter problems with squared Euclidean cost, we introduced two approximative algorithms for them. They are easy to implement, produce sparse solutions and are thus memory-efficient. We analyzed both algorithms theoretically and validated their speed and precision in the numerical experiments.

In the future, we aim to close the gap between the upper and lower bound of the greedy algorithm. Further, since (2.14) is in general not met for suboptimal solutions \( \tilde{\pi} \), as seen in Example 3.2, this suggests another greedy iterative strategy that we would like to explore: Given some \( \tilde{\pi} \), for all \( i \) cyclically, remove \( \mu^i \) from \( \tilde{\pi} \), i.e., form \( (P_{1,\ldots,i-1,i+1,\ldots,N})_# \tilde{\pi} \). Now add \( \mu^i \) back as in the greedy algorithm’s last iteration, which produces a solution at least as good as before, and repeat until convergence. For the reference algorithm, using reference measures other than \( \mu^1 \) is also possible, which could yield better theoretical or numerical results. Finally, since two-marginal OT solvers like the simplex method handle arbitrary costs, we want to generalize the presented
methods to MOT-problems with costs composed of other functions than $c$.
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A. Proofs

We will present some examples below that show a lower bound to the relative error \( \Phi(\tilde{\pi})/\Phi(\hat{\pi}) \) of the presented algorithms, that is, examples where the algorithms perform badly. These worst-case examples exploit the periodicity of the 1-dimensional torus \( \mathbb{T} \). However, since we are interested in barycenters in the Euclidean space \( \mathbb{R}^d \), we need the following lemma as a preparation. It states that for “enough periodic repetitions” on the torus, the examples also work for the corresponding \( \mathbb{R}^2 \)-embeddings.

Lemma A.1. Let \( T : \mathbb{T} \to \mathbb{R}^2, \gamma \mapsto (\cos(\gamma), \sin(\gamma)) \) be the embedding of the torus into the two-dimensional Euclidean space. Then, for any \( \alpha, \beta \in [0, \pi) \) with \( \beta > \alpha \), it holds
\[
\lim_{s \to 0} \frac{\|T(s\alpha) - T(s\beta)\|}{s(\beta - \alpha)} = 1.
\]

Proof. We have
\[
\|T(s\alpha) - T(s\beta)\| = \|\cos(s\beta) - \cos(s\alpha), \sin(s\beta) - \sin(s\alpha)\| \\
= \sqrt{(\cos(s\beta) - \cos(s\alpha))^2 + (\sin(s\beta) - \sin(s\alpha))^2} \\
= \sqrt{2 - 2\cos(s\beta)\cos(s\alpha) - 2\sin(s\beta)\sin(s\alpha)} \\
= \sqrt{2 - 2\cos(s(\beta - \alpha))} = 2\sin\left(\frac{1}{2}s(\beta - \alpha)\right),
\]
where we have used the identity \( 1 - \cos(x) = 2\sin^2(x/2) \) for the last equality. Since \( \sin(x)/x \to 1 \) for \( x \to 0 \), we finally get
\[
\lim_{s \to 0} \frac{\|T(s\alpha) - T(s\beta)\|}{s(\beta - \alpha)} = \lim_{s \to 0} \frac{2\sin\left(\frac{1}{2}s(\beta - \alpha)\right)}{s(\beta - \alpha)} = \lim_{s \to 0} \frac{\sin\left(\frac{1}{2}s(\beta - \alpha)\right)}{\frac{1}{2}s(\beta - \alpha)} = 1.
\]

A.1. Reference Algorithm – Lower Bound

After the previous preparation, we prove Theorem 3.5.

Proof. Set \( \lambda \equiv 1/N \) and choose
\[
x_1^1 = 0, \\
x_1^2 = x_1^4 = \cdots = \frac{1}{1 + \tilde{\epsilon}} \cdot \frac{\pi}{M}, \\
x_1^3 = x_1^5 = \cdots = -\frac{1}{1 + \tilde{\epsilon}} \cdot \frac{\pi}{M}, \\
x_j^i = x_1^i + (j - 1) \cdot \frac{2\pi}{M} \text{ for all } i = 1, \ldots, N, j = 2, \ldots, M
\]
for some \( 0 < \tilde{\epsilon} \) small enough, \( 1 < M \in \mathbb{N} \), with slight abuse of notation (denoting here by \( \pi \) the area of the unit circle). Finally, choose
\[
\mu_i = \frac{1}{M} \sum_{j=1}^{M} \delta(x_j^i) \text{ for all } i = 1, \ldots, N.
\]

For a sketch of this example, see Figure 8.
Figure 8.: Sketch of a worst-case example for the reference algorithm for the case $M = 2$, i.e., for each transport plan, there is $M = 2$ tuples. The green lines between points indicate the tuples of $\hat{\pi}$, whereas the yellow lines indicate the tuples chosen by Algorithm 3.1.

For the costs, we use the squared distance on the torus. First, assume $N$ to be odd. From Figure 8, it becomes clear what the multi-marginal plan $\tilde{\pi}$ chosen by the reference heuristic and the optimal plan $\hat{\pi}$ are: The optimal two-marginal couplings chosen by the reference heuristic are just coupling the points of $\mu_1$ with their nearest neighbors, so that we get

$$\tilde{\pi} = \frac{1}{M} \sum_{j=1}^{M} \delta(x_1^j, \ldots, x_N^j).$$

On the other hand, setting $x_{M+1}^i = x_1^i$ for all $i = 1, \ldots, N$, consider the plan $\hat{\pi}$ as sketched in Figure 8 given as

$$\hat{\pi} = \frac{1}{M} \sum_{j=1}^{M} \delta(x_1^j, x_2^j, x_3^j, x_4^j, \ldots, x_N^j). \quad (A.1)$$

Next, we compute the costs $\Phi(\tilde{\pi})$ and $\Phi(\hat{\pi})$. By definition of $\Phi$, we have

$$\Phi(\tilde{\pi}) = \sum_{j=1}^{M} \frac{1}{N^2} \sum_{s<t} |x_s^j - x_t^j|^2.$$

Note that $|x_s^j - x_t^j|^2 = |x_s^1 - x_t^1|^2$ for all $j = 2, \ldots, M$ and all $s, t = 1, \ldots, N$. Further, $|x_s^1 - x_t^1|^2 = 0$ whenever $s, t \geq 2$ and both are even or both are odd. Using this, and taking $N^2$ to the other side, we get

$$N^2 \Phi(\tilde{\pi}) = \sum_{s<t} |x_s^1 - x_t^1|^2 = \sum_{i=2}^{N} |x_i^1 - x_i^1|^2 + \sum_{2 \leq s<t \not\equiv (t \mod 2)} |x_s^1 - x_t^1|^2$$

$$= (N-1) \left( \frac{\pi}{M} \right)^2 \frac{1}{(1+\bar{\varepsilon})^2} + \left( \frac{N-1}{2} \right)^2 \left( \frac{\pi}{M} \right)^2 \frac{2^2}{(1+\bar{\varepsilon})^2} = \left( \frac{\pi}{M} \right)^2 N(N-1) \frac{1}{(1+\bar{\varepsilon})^2}.$$
Similarly \(|x_i^j - x_j^i|^2 = |x_j^s - x_i^t|\) for all \(j = 2, \ldots, M\) and \(s, t = 1, \ldots, N\). Thus, from the coupling \((A.1)\), we get

\[
N^2 \Phi(\hat{\pi}) \leq \sum_{2 \leq i \leq t \text{ even}} |x_1^i - x_1^i|^2 + \sum_{2 \leq i \leq t \text{ odd}} |x_1^i - x_1^j|^2 + \sum_{2 \leq i \leq t} |x_1^i - x_1^j|^2
\]

\[
= \left(\frac{\pi}{M}\right)^2 \left( \frac{N - 1}{2} \right) \left( \left( 1 - \frac{\varepsilon}{1 + \varepsilon} \right)^2 + \left( 1 + \frac{\varepsilon}{1 + \varepsilon} \right)^2 \right) + \left( \frac{N - 1}{2} \right) \left( \frac{2\varepsilon}{1 + \varepsilon} \right)^2
\]

\[
\leq \left(\frac{\pi}{M}\right)^2 \left( (N - 1)^2 \left( \frac{1 + 2\varepsilon}{1 + \varepsilon} \right)^2 + (N - 1)^2 \frac{\varepsilon^2}{(1 + \varepsilon)^2} \right)
\]

\[
= \left(\frac{\pi}{M}\right)^2 \frac{N - 1}{(1 + \varepsilon)^2} \left( (1 + 2\varepsilon)^2 + \varepsilon^2(N - 1) \right).
\]

Thus we get

\[
\frac{\Phi(\hat{\pi})}{\Phi(\hat{\pi})} \geq \frac{N}{(1 + 2\varepsilon)^2 + \varepsilon^2(N - 1)} \xrightarrow{\varepsilon \to 0} N.
\]

Using the same example for even \(N\), similarly we obtain

\[
N^2 \Phi(\tilde{\pi}) = (N - 1) \left(\frac{\pi}{M}\right)^2 \frac{1}{(1 + \varepsilon)^2} + \frac{N}{2} \left( \frac{N}{2} - 1 \right) \left(\frac{\pi}{M}\right)^2 \frac{2^2}{(1 + \varepsilon)^2} = \left(\frac{\pi}{M}\right)^2 \frac{N(N - 1) - 1}{(1 + \varepsilon)^2}
\]

and

\[
N^2 \Phi(\hat{\pi}) = \left(\frac{\pi}{M}\right)^2 \left( \frac{N}{2} \left( 1 - \frac{\varepsilon}{1 + \varepsilon} \right)^2 + \left( \frac{N}{2} - 1 \right) \left( 1 + \frac{\varepsilon}{1 + \varepsilon} \right)^2 + \frac{N}{2} \left( \frac{N}{2} - 1 \right) \left( \frac{2\varepsilon}{1 + \varepsilon} \right)^2 \right)
\]

\[
\leq \left(\frac{\pi}{M}\right)^2 \frac{1}{(1 + \varepsilon)^2} \left( (N - 1)(1 + 2\varepsilon)^2 + N(N - 2)\varepsilon^2 \right),
\]

such that

\[
\frac{\Phi(\tilde{\pi})}{\Phi(\hat{\pi})} \geq \frac{N(N - 1) - 1}{(N - 1)(1 + 2\varepsilon)^2 - N(N - 2)\varepsilon^2} \xrightarrow{\varepsilon \to 0} N - \frac{1}{N - 1}.
\]

Finally, we would like to obtain the statement for Euclidean distances as well. To this end, we embed the points from the torus into \(\mathbb{R}^2\) using \(T\) as defined in Lemma \((A.1)\). When calculating \(\Phi(\tilde{\pi})\) and \(\Phi(\hat{\pi})\) for the embedded example, the Euclidean distances can be rewritten as

\[
\|T(x_j^s) - T(x_j^t)\|^2 = \frac{\|T(x_j^s) - T(x_j^t)\|^2}{|x_j^s - x_j^t|^2} |x_j^s - x_j^t|^2,
\]

where the fraction goes to 1 for \(M \to \infty\) by Lemma \((A.1)\). Thus, for \(M\) large enough, we get arbitrarily close to the result using the torus distances. Altogether, for \(\varepsilon\) small enough and \(M\) large enough, we obtain the desired result.

The same example shows that \((3.11)\) is asymptotically tight for growing \(N\): Choose a sequence \((\varepsilon_N)\) with \(\varepsilon_N/N \to 0\) for \(N \to \infty\), and choose for each odd \(N\) the example above with \(\varepsilon = \varepsilon_N\). Thus, for each \(N\), we get plans \(\tilde{\pi}(N)\) and \(\hat{\pi}(N)\). Since we choose \(\mu_1\) with probability \(1/N\), we get

\[
\frac{\mathbb{E}[\Phi(\tilde{\pi}(N))]}{\Phi(\hat{\pi}(N))} \geq \frac{1}{N(N - \varepsilon_N)} + \frac{N - 1}{N} \cdot 1 \xrightarrow{N \to \infty} 2.
\]

This concludes the proof.
A.2. Greedy Algorithm – Upper Bound

Next, we prove Theorem 3.7 on the upper bound of the greedy algorithm’s relative error \( \Phi(\hat{\pi})/\Phi(\tilde{\pi}). \)

**Proof.** The proof is given by induction over \( N \). For \( N = 2 \), we have \( \Phi(\hat{\pi}) = \Phi(\tilde{\pi}) \), so the statement is clear since the right-hand side of (3.13) is 1 in this case. In the following, assume \( N > 2 \). Let

\[
\tilde{\pi} = \sum_{j=1}^{M} \tilde{\pi}_j \delta(x_{1,j}, \ldots, x_{N,j}).
\]

In this proof, write \( \tilde{\lambda}_i = \tilde{\lambda}_{i,N-1} \). By construction of the algorithm and the marginal constraints on \( \tilde{\pi} \), the plan

\[
(P_{1,...,N-1})\# \tilde{\pi} = \tilde{\pi}^{(N-1)} = \sum_{j=1}^{M_{r-1}} \tilde{\pi}_j \delta(x_{1,j}, \ldots, x_{N-1,j})
\]

is the plan obtained by the algorithm before the last iteration. We denote by

\[
\tilde{\nu}^{(N-1)} = (M_\lambda)\# \tilde{\pi} = \sum_{j=1}^{M_{r-1}} \tilde{\pi}_j \delta(\tilde{m}_j^{(N-1)}), \quad \tilde{m}_j^{(N-1)} = \sum_{i=1}^{N-1} \tilde{\lambda}_i \tilde{x}_{i,j}
\]

the corresponding barycenter. Further, we make the same definitions for an optimal plan \( \hat{\pi} \), only exchanging all tildes for hats above. Recall the notation \( \mu^i = \sum_{j=1}^{n_i} \mu^i_j x^i_j \) from (2.1).

We construct the following, not necessarily optimal, couplings between \( \tilde{\nu}^{(N-1)} \) and \( \mu_N \), one for every \( i = 1, \ldots, N-1 \), as follows. Fix \( i \) and write \( \mu_N = \sum_j \hat{\pi}_j \delta(\hat{x}_{N,i}) \), which is possible by the marginal constraints on \( \tilde{\pi} \). Then define

\[
\pi^i = \sum_{k,l} \pi_{k,l}^i \delta(\tilde{m}_k^{(N-1)}, \hat{x}_{N,l}), \quad \pi_{k,l}^i = \delta(\tilde{x}_{i,k} = \hat{x}_{i,l} = x^i_j) \frac{\tilde{\pi}_k \tilde{\pi}_l}{\mu^i_j},
\]

where \( \delta \) in the last definition denotes the Kronecker delta. Written differently,

\[
\pi^i = \sum_{j=1}^{n_i} \sum_{k} \sum_{l} \frac{\tilde{\pi}_k \tilde{\pi}_l}{\mu^i_j} \delta(\tilde{m}_k^{(N-1)}, \hat{x}_{N,l}).
\]

That is, we couple the barycenter support point \( \tilde{m}_j^{(N-1)} \) of the algorithm with all support points \( \hat{x}_{N,l} \) of \( \mu_N \) that have an intersection in the \( i \)-th coordinate in their corresponding tuples of the multi-marginal plans \( \tilde{\pi} \) resp. \( \hat{\pi} \) they correspond to. We show that the marginal constraints \( \pi^i \in \Pi(\tilde{\nu}^{(N-1)}, \mu_N) \) are met: Suppose \( k \) is fixed, i.e., \( \tilde{x}_{i,k} = x^i_j \) is fixed for some \( j \), then

\[
\sum_l \pi_{k,l}^i = \sum_l \frac{\tilde{\pi}_k \tilde{\pi}_l}{\mu^i_j} \sum_{\hat{x}_{i,l} = x^i_j} \tilde{\pi}_l = \tilde{\pi}_k.
\]

If \( l \) is fix, i.e., \( \hat{x}_{N,l} \) is fix, then \( (\hat{x}_{1,l}, \ldots, \hat{x}_{N,l}) \) is fix and hence \( \hat{x}_{i,l} = x^i_j \) is fix for some \( j \). Thus

\[
\sum_k \pi_{k,l}^i = \sum_k \frac{\tilde{\pi}_k \tilde{\pi}_l}{\mu^i_j} \sum_{\tilde{x}_{i,k} = x^i_j} \tilde{\pi}_k = \tilde{\pi}_l.
\]
Since the algorithm chooses the optimal coupling between $\tilde{\nu}^{(N-1)}$ and $\mu_N$ by construction, it holds

$$
\sum_{j=1}^M \tilde{\pi}_j \|\tilde{m}_j^{(N-1)} - \tilde{x}_{N,j}\|^2 = \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^M \tilde{\pi}_j \|\tilde{m}_j^{(N-1)} - \tilde{x}_{N,j}\|^2 \leq \sum_{i=1}^{N-1} \tilde{\lambda}_i \langle c, \pi_i \rangle
$$

$$
= \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{n_i} \sum_{k} \sum_{l} \tilde{\pi}_k \tilde{\pi}_l \|\tilde{m}_k^{(N-1)} - \tilde{x}_{N,l}\|^2
$$

$$
\leq 2 \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{n_i} \sum_{k} \sum_{l} \tilde{\pi}_k \tilde{\pi}_l \left(\|\tilde{m}_k^{(N-1)} - x_j\|^2 + \|x_j - \hat{x}_{N,l}\|^2\right)
$$

$$
= 2 \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{n_i} \sum_{k} \tilde{\pi}_k \|\tilde{m}_k^{(N-1)} - x_j\|^2 + 2 \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{n_i} \sum_{l} \tilde{\pi}_l \|x_j - \hat{x}_{N,l}\|^2
$$

$$
= 2 \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{m}_j^{(N-1)} - \tilde{x}_{i,j}\|^2 + 2 \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{i,j} - \hat{x}_{N,l}\|^2
$$

and using Lemma 2.2 this equals

$$
2 \sum_{ij} \tilde{\lambda}_i \tilde{\pi}_j \|\tilde{m}_j^{(N-1)} - \tilde{x}_{i,j}\|^2 + 2 \sum_{ij} \tilde{\lambda}_i \tilde{\pi}_j \|\tilde{x}_{i,j} - \tilde{m}_j^{(N-1)}\|^2 + 2 \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{m}_j^{(N-1)} - \hat{x}_{N,l}\|^2.
$$

Next, we decompose the cost $\Phi(\tilde{\nu})$ in terms of an induction hypothesis part and this new part. First note that, since $\tilde{m}_j = (1 - \lambda_N)\tilde{m}_j^{(N-1)} + \lambda_N \tilde{x}_{N,j}$, we have

$$
\|\tilde{m}_j^{(N-1)} - \tilde{m}_j\|^2 = \lambda_N^2 \|\tilde{m}_j^{(N-1)} - \tilde{x}_{N,j}\|^2.
$$

Then we compute, using (2.10) and Lemma 2.2

$$
\Phi(\tilde{\nu}) = \sum_{i=1}^{N} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{i,j} - \tilde{m}_j\|^2 = \sum_{i=1}^{N} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{i,j} - \tilde{m}_j^{(N-1)}\|^2 - \|\tilde{m}_j^{(N-1)} - \tilde{m}_j\|^2
$$

$$
= -\lambda_N^2 \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{m}_j^{(N-1)} - \tilde{x}_{N,j}\|^2 + \lambda_N \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{N,j} - \tilde{m}_j^{(N-1)}\|^2
$$

$$
+ (1 - \lambda_N) \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{i,j} - \tilde{m}_j^{(N-1)}\|^2
$$

$$
= (1 - \lambda_N) \left(\lambda_N \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{N,j} - \tilde{m}_j^{(N-1)}\|^2 + \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j \|\tilde{x}_{i,j} - \tilde{m}_j^{(N-1)}\|^2\right).
$$

Note that the same calculation can be made for $\Phi(\hat{\pi})$, again swapping all tildes for hats. Thus
Finally, by elementary computations, this equals which concludes the proof.

\begin{align*}
\Phi(\hat{\pi}) &= \lambda_N \sum_j \hat{\pi}_j \|\hat{x}_{N,j} - \hat{m}_j^{(N-1)}\|^2 + \sum_{i=1}^{N-1} \hat{\lambda}_i \sum_j \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2 \\
\Phi(\hat{\pi}) &\leq 2\lambda_N \sum_j \hat{\pi}_j \|\hat{m}_j^{(N-1)} - \hat{x}_{N,j}\|^2 + \sum_{i=1}^{N-1} \hat{\lambda}_i \sum_j \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2 \\
&\leq 2\lambda_N \sum_j \hat{\pi}_j \|\hat{m}_j^{(N-1)} - \hat{x}_{N,j}\|^2 + \frac{2\lambda_N \sum_{i,j} \hat{\lambda}_i \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2}{\sum_{i,j} \hat{\lambda}_i \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2} \\
&\quad + \frac{(1 + 2\lambda_N) \sum_{i,j} \hat{\lambda}_i \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2}{\sum_{i,j} \hat{\lambda}_i \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2} \\
&= 2 + 2\lambda_N + \frac{(1 + 2\lambda_N) \sum_{i,j} \hat{\lambda}_i \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2}{\sum_{i,j} \hat{\lambda}_i \hat{\pi}_j \|\hat{x}_{i,j} - \hat{m}_j^{(N-1)}\|^2}.
\end{align*}

By induction hypothesis, this is at most

\[2 + 2\lambda_N + \left(1 + 2\lambda_N\right) \left(\frac{2}{3} (N - 1)^2 - \frac{5}{3}\right),\]

and because of \(\lambda_N \leq \lambda_1, \ldots, \lambda_{N-1}\), i.e. \(\lambda_N \leq \frac{1}{N}\), this is at most

\[2 + \frac{2}{N} + \left(1 + \frac{2}{N}\right) \left(\frac{2}{3} (N - 1)^2 - \frac{5}{3}\right).\]

Finally, by elementary computations, this equals

\[\frac{1}{3} (2N^2 - 5),\]

which concludes the proof.

\[\square\]

### A.3. Randomized Greedy Algorithm – Upper Bound

Next, we prove Theorem 3.9 on the upper bound of the greedy algorithm’s expected relative error for \(\lambda \equiv 1/N\) for a permutation of the input measures that is chosen uniformly at random. The proof combines arguments from the proofs of Theorems 3.4 and 3.7 on the upper bounds of Algorithms 1 and 2.

**Proof.** First, we present the core idea, preparing the induction later on. Given some fixed

\[\pi = \sum_{j=1}^{\hat{M}} \hat{\pi}_j \delta(\hat{x}_{1,j}, \ldots, \hat{x}_{N,j}),\]

we can write

\[\mu^i = \sum_{j=1}^{\hat{M}} \hat{\pi}_j \delta(\hat{x}_{i,j}) \quad \text{for all } i = 1, \ldots, N - 1 \quad \text{and} \quad \mu^N = \sum_{k=1}^{n_N} \mu^N_k \delta(x_k^N).\]

Let

\[\pi_{i,N}^j = \sum_{j,k} \pi_{i,N}^j \delta(\hat{x}_{i,j}, x_k^N) \in \arg\min_{\pi \in \Pi(\mu^i, \mu^N)} \langle c, \pi \rangle,
\]
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such that
\[
\sum_{k=1}^{N} \pi_{j,k}^{i,N} = \tilde{\pi}_j \quad \text{and} \quad \sum_{j=1}^{M} \pi_{j,k}^{i,N} = \mu_k^{N}.
\]

Then we set
\[
\pi^i := \sum_{j,k} \pi_{j,k}^{i,N} \delta(m_j^{(N-1)}, x_k^{N}) \in \Pi(N-1), \mu_k^{N}).
\]

We use \(\tilde{\lambda} = (\tilde{\lambda}_{1,N-1}, \ldots, \tilde{\lambda}_{N-1,N-1})\) as shorthand notation as above. With a similar computation as in the proof of Theorem 3.7, we obtain
\[
\sum_{j=1}^{M} \tilde{\pi}_j ||\tilde{m}_j^{(N-1)} - \tilde{x}_{N,j}||^2 = \sum_{i=1}^{N-1} \tilde{\lambda}_i \sum_{j=1}^{M} \tilde{\pi}_j ||\tilde{m}_j^{(N-1)} - \tilde{x}_{N,j}||^2 \leq \sum_{i=1}^{N-1} \tilde{\lambda}_i (c, \pi^i)
\]
\[
= \sum_{i=1}^{N-1} \sum_{j,k} \tilde{\lambda}_j \pi_{j,k}^{i,N} ||\tilde{m}_j^{(N-1)} - \tilde{x}_{i,j}||^2 + \sum_{i=1}^{N-1} \sum_{j,k} \tilde{\lambda}_j \pi_{j,k}^{i,N} (||\tilde{m}_j^{(N-1)} - \tilde{x}_{i,j}||^2 + ||\tilde{x}_{i,j} - \tilde{x}_k^{N}||^2)
\]
\[
= 2 \sum_{i=1}^{N-1} \sum_{j,k} \tilde{\lambda}_j \pi_{j,k}^{i,N} ||\tilde{m}_j^{(N-1)} - \tilde{x}_{i,j}||^2 + 2 \sum_{i=1}^{N-1} \lambda_i \mathbb{W}_2^2(\mu^i, \mu^{N}).
\]

Inserting this estimate into (A.2), we get that
\[
\Phi(\tilde{\pi}) \leq (1 - \lambda_N)(1 + 2\lambda_N) \sum_{i=1}^{N-1} \sum_{j=1}^{M} \tilde{\lambda}_j \pi_{j,k}^{i,N} ||\tilde{m}_j^{(N-1)} - \tilde{x}_{i,j}||^2 + 2(1 - \lambda_N)\lambda_N \sum_{i=1}^{N-1} \lambda_i \mathbb{W}_2^2(\mu^i, \mu^{N})
\]
\[
= (1 - \lambda_N)(1 + 2\lambda_N)\Phi(\tilde{\pi}^{(N-1)}) + 2 \sum_{i=1}^{N-1} \lambda_i \lambda_N \mathbb{W}_2^2(\mu^i, \mu^{N}),
\]
where we abuse notation slightly, letting \(\Phi(\tilde{\pi}^{(N-1)})\) be defined by (2.2) with
\[
c_{MOT}(x_1, \ldots, x_{N-1}) = \sum_{s<t}^{N-1} \tilde{\lambda}_s \tilde{\lambda}_t ||x_s - x_t||^2.
\]

After this preparation, set
\[
f(N) := \frac{1}{12} (11N - 4 - \frac{6}{N - 1})
\]
to be the right hand side of (3.14). In the following, we let \(\tilde{\pi}\) be a random variable depending on the random permutation \(\sigma\). We show inductively that for all \(N \geq 2\), it holds
\[
\mathbb{E}[\Phi(\tilde{\pi})] \leq f(N) \sum_{s<t}^{N} \frac{1}{N^2} \mathbb{W}_2^2(\mu^s, \mu^t).
\]

Since \(f(2) = 1\), the statement is clear for \(N = 2\) by definition of Algorithm 2. For \(N > 2\), note that since the ordering \(\sigma\) of the measures is chosen uniformly at random, the probability that \(\sigma(N) = i\) is \(1/N\) for any \(i = 1, \ldots, N\). By the induction hypothesis and (A.3), we therefore get that
\[
\mathbb{E}[\Phi(\tilde{\pi})] \leq (1 - \frac{1}{N})(1 + \frac{2}{N})\mathbb{E}[\Phi(\tilde{\pi}^{(N-1)})] + \sum_{i=1}^{N} \frac{1}{N} \cdot 2 \sum_{j \neq i}^{N} \frac{1}{N^2} \mathbb{W}_2^2(\mu^i, \mu^j)
\]
\[
\leq (1 - \frac{1}{N})(1 + \frac{2}{N}) \sum_{i=1}^{N} \frac{1}{N} \left(f(N - 1) \sum_{s<t}^{N-1} \frac{1}{(N-1)^2} \mathbb{W}_2^2(\mu^s, \mu^t)\right) + 4 \sum_{s<t}^{N} \frac{1}{N^2} \mathbb{W}_2^2(\mu^s, \mu^t).
\]
Note that
\[
\sum_{i=1}^{N} \sum_{s<t, s \neq i} W_2^2(\mu^s, \mu^t) = \sum_{i=1}^{N} \left( \sum_{s<t} W_2^2(\mu^s, \mu^t) - \sum_{j=1}^{N} W_2^2(\mu^j, \mu^t) \right) = N \sum_{s<t} W_2^2(\mu^s, \mu^t) - 2 \sum_{s<t} W_2^2(\mu^s, \mu^t) = (N-2) \sum_{s<t} W_2^2(\mu^s, \mu^t).
\]

Thus,
\[
\mathbb{E}[\Phi(\tilde{\pi})] \leq \left( (1 - \frac{1}{N})(1 + \frac{2}{N})(N-2) \frac{1}{N} f(N-1) \left( \frac{N}{N-1} \right)^2 + \frac{4}{N} \right) \sum_{s<t} \frac{1}{N^2} W_2^2(\mu^s, \mu^t),
\]

with
\[
(1 - \frac{1}{N})(1 + \frac{2}{N})(N-2) \frac{1}{N} f(N-1) \left( \frac{N}{N-1} \right)^2 + \frac{4}{N} = \frac{(N-2)(N+2)}{N(N-1)} f(N-1) + \frac{4}{N}.
\]

By elementary computations, this is equal to \( f(N) \), which concludes the induction. Finally, using (2.6), we get
\[
\mathbb{E}[\Phi(\tilde{\pi})] \leq \frac{f(N) \sum_{s<t} \frac{1}{N^2} W_2^2(\mu^s, \mu^t)}{\sum_{s<t} \frac{1}{N^2} W_2^2(\mu^s, \mu^t)} = f(N).
\]

**A.4. Greedy Algorithm – Lower Bound**

Finally, we prove the lower bound given by Theorem 3.8.

**Proof.** As in the proof of Theorem 3.5 we give an example on the 1-dimensional torus that will generalize to two-dimensional Euclidean space using Lemma A.1. We identify all \( x \in \mathbb{R} \) that differ only by a multiple of \( 2\pi \) and denote by
\[
s(x) := 1_{(0,\pi]} - 1_{(\pi,2\pi]} \]
a “sign function” on the torus, where \( 1_A \) denotes the characteristic function on the set \( A \). Further, we write
\[
|x| := \begin{cases} x, & x \in [0,\pi) \\ 2\pi - x, & x \in [\pi,2\pi). \end{cases}
\]

Let \( M \in \mathbb{N} \) be large and \( \mathbb{R}_{>0} \supset (\varepsilon_i) \to 0 \) be a sequence of small enough positive numbers. Define inductively for all \( i = 1, \ldots, N \):
\[
\begin{align*}
x_0^i &= 0, \quad \tilde{m}_0^{(i)} = 0 & \text{for } i = 1 \\
x_0^i &= \tilde{m}_0^{(i-1)} + \frac{1}{2} \cdot \frac{2\pi}{M} + s(\tilde{m}_0^{(i-1)}) \cdot \varepsilon_i & \text{for } i > 1 \\
x_j^i &= x_0^i + j \cdot \frac{2\pi}{M} & \text{for all } j = 1, \ldots, M-1 \\
\mu^i &= \sum_{j=1}^{M} \frac{1}{M} \delta(x_j^i)
\end{align*}
\]

Compute \( \tilde{\pi}^{(i)} = \sum_{j=1}^{M} \frac{1}{M} \delta(\tilde{x}_{1,j}, \ldots, \tilde{x}_{i,j}) \) and \( \tilde{m}_j^{(i)} = \sum_{k=1}^{i} \frac{1}{\tau} \tilde{x}_{k,j} \) using Algorithm 2.
Figure 9.: Sketch of the presented example for the greedy heuristic for the case $M = 2$. Note that zero is north in the drawing and the positive direction is clock-wise. The points of $N = 5$ measures are drawn in black, and the mean-points $\tilde{m}_j^{(i)}$ (up to the $i = 4$) in red. The positions of the points were estimated by eye, precise enough to illustrate the principle. The red rectangles indicate the tuples created by Algorithm 2, whereas the green ellipses indicate the optimal tuples of $\hat{\pi}$. Already for such small $N$, we see that the points $x_j^i$ and $\tilde{m}_j^{(i)}$ are each clustering in a region shifted roughly by $\pi/M$ to each other.

We use the squared distances on the torus for the cost $c$ and choose $\lambda \equiv 1/N$. For an illustration of this example, see Figure 9.

Note that for all $i = 1, \ldots, N$, $x_0^i$ and $x_{M-1}^i$ are the closest points to $\tilde{m}_0^{(i-1)}$ with almost the same distance to $\tilde{m}_0^{(i-1)}$. However, the last term in the definition of $x_0^i$ is chosen carefully so that whenever $s(\tilde{m}_0^{(i-1)}) = -1$, the point $x_0^i$, which fulfills $s(x_0^i) = 1$, is slightly closer to $\tilde{m}_0^{(i-1)}$.

On the other hand, if $s(\tilde{m}_0^{(i-1)}) = 1$, the point $x_M^{i-1}$ with $s(x_M^{i-1}) = -1$ is slightly closer to $\tilde{m}_0^{(i-1)}$. As a consequence, $\tilde{\pi}(i) = \sum_{j=1}^{M} \frac{1}{M} \delta(\tilde{x}_1^i, \ldots, \tilde{x}_i^i)$ with $\tilde{m}_j^{(i)} = \sum_{k=1}^{i} \frac{1}{2} \tilde{x}_k^i$ will be so that $\tilde{x}_i^0 = x_0^i$ if $s(\tilde{m}_0^{(i-1)}) = -1$ and $\tilde{x}_i^0 = x_M^{i-1}$ if $s(\tilde{m}_0^{(i-1)}) = 1$. That is, we always have $s(\tilde{x}_i^0) \neq s(\tilde{m}_0^{(i-1)})$. Intuitively, the sign in front of $\varepsilon_i$ is chosen so that the algorithm takes the “wrong choice” between to almost equally good alternatives.

Next, we estimate $\Phi(\hat{\pi})$ and $\Phi(\tilde{\pi})$ inductively from above and below, respectively. Set $m_j = \sum_{i=1}^{N} \frac{1}{N} \tilde{x}_i^j$ and $m_j = \sum_{i=1}^{N} \frac{1}{N} x_j^i$. Note that for $M$ large enough, $|x_0^i|, |x_M^{i-1}|$ and thus $|\tilde{m}_0^{(i)}|$ are small enough so that they are equal to the standard absolute value function around zero. We use the plan

$$\pi = \sum_{j=1}^{M} \frac{1}{M} \delta(x_j^1, \ldots, x_j^N)$$
with $\Phi(\hat{\pi}) \leq \Phi(\pi)$ as a lower bound. By the symmetry, (2.10) and Lemma 2.2 it holds

$$\Phi(\hat{\pi}) \leq \Phi(\pi) = \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{1}{NM} |x_{ij} - m_j|^2 = \sum_{i=1}^{N} \frac{1}{N} |x_{i0} - m_0|^2$$

$$= \sum_{i=1}^{N} \frac{1}{N} \left( |x_{i0} - \frac{1}{2\pi M}|^2 - |m_0 - \frac{1}{2\pi M}|^2 \right) \leq \sum_{i=1}^{N} \frac{1}{N} |x_{i0} - \frac{\pi}{M}|^2$$

$$= \frac{1}{N} \left( \frac{\pi}{M} \right)^2 + \sum_{i=2}^{N} \frac{1}{N} |x_{i0} - \frac{\pi}{M}|^2,$$

where the terms in the sum are equal to

$$\sum_{i=2}^{N} \frac{1}{N} |\tilde{m}_0^{(i-1)} + \frac{\pi}{M} + s(\tilde{m}_0^{(i-1)}) \cdot \varepsilon_i - \frac{\pi}{M}|^2 = \sum_{i=2}^{N} \frac{1}{N} |\tilde{m}_0^{(i-1)} + s(\tilde{m}_0^{(i-1)}) \cdot \varepsilon_i|^2$$

$$= \sum_{i=2}^{N} \frac{1}{N} (|\tilde{m}_0^{(i-1)}| + \varepsilon_i)^2 = \sum_{i=2}^{N} \frac{1}{N} \varepsilon_i \left( 2|\tilde{m}_0^{(i-1)}| + \varepsilon_i \right) + \sum_{i=2}^{N} \frac{1}{N} |\tilde{m}_0^{(i-1)}|^2.$$

To derive an upper bound for this, we show by induction that

$$|\tilde{m}_0^{(i)}| \leq \frac{1}{i} \frac{\pi}{M}$$

for all $i = 1, \ldots, N$. The case $i = 1$ is clear. For $i > 1$, it holds by construction that

$$|\tilde{m}_0^{(i-1)} - \tilde{x}_{i,0}| = \frac{\pi}{M} - \varepsilon_i.$$

Since $s(\tilde{m}_0^{(i-1)}) \neq s(\tilde{x}_{i,0})$,

$$|\tilde{x}_{i,0}| \leq |\tilde{m}_0^{(i-1)} - \tilde{x}_{i,0}| = \frac{\pi}{M} - \varepsilon_i.$$

Furthermore,

$$|\tilde{m}_0^{(i)}| = \left| \sum_{k=1}^{i} \frac{1}{k} \tilde{x}_{k,0} \right| = \left| \frac{i-1}{i} \tilde{m}_0^{(i-1)} + \frac{1}{i} \tilde{x}_{i,0} \right|.$$

Again using $s(m_0^{(i-1)}) \neq s(\tilde{x}_{i,0})$, we therefore get

$$|\tilde{m}_0^{(i)}| \leq \max \left( \frac{i-1}{i} |\tilde{m}_0^{(i-1)}|, \frac{1}{i} |\tilde{x}_{i,0}| \right) \leq \max \left( \frac{i-1}{i} |\tilde{m}_0^{(i-1)}|, \frac{1}{i} \frac{\pi}{M} - \varepsilon_i \right).$$

We conclude the induction by seeing that using the induction hypothesis,

$$|\tilde{m}_0^{(i)}| \leq \max \left( \frac{i-1}{i} \frac{1}{i-1} \frac{\pi}{M}, \frac{1}{i} \frac{\pi}{M} - \varepsilon_i \right) = \frac{1}{i} \frac{\pi}{M}.$$

Thus, for $(\varepsilon_i)$ small enough, $\Phi(\hat{\pi})$ is bounded from above by

$$\Phi(\hat{\pi}) \leq \frac{1}{N} \left( \frac{\pi}{M} \right)^2 + \sum_{i=2}^{N} \frac{1}{N} \varepsilon_i \left( 2|\tilde{m}_0^{(i-1)}| + \varepsilon_i \right) + \sum_{i=1}^{N} \frac{1}{N} |\tilde{m}_0^{(i-1)}|^2$$

$$= \frac{1}{N} \left( \frac{\pi}{M} \right)^2 + \sum_{i=2}^{N} \frac{1}{N} \varepsilon_i \left( 2 \frac{1}{i-1} \frac{\pi}{M} + \varepsilon_i \right) + \sum_{i=2}^{N} \frac{1}{N} \left( \frac{1}{i-1} \frac{\pi}{M} \right)^2$$

$$\leq \varepsilon' + \frac{1}{N} \left( \frac{\pi}{M} \right)^2 + \sum_{i=1}^{N} \frac{1}{N} \left( \frac{1}{i} \frac{\pi}{M} \right)^2 \leq \varepsilon' + \frac{1}{N} \left( \frac{\pi}{M} \right)^2 \left( \frac{\pi^2}{6} + 1 \right)$$
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for any $\varepsilon' > 0$.

For $\Phi(\tilde{\pi})$, we first note that by construction,

$$|x_0^i - \tilde{m}_0^{(i-1)}| = |\tilde{m}_0^{(i-1)} + \frac{\pi}{M} + s(\tilde{m}_0^{(i-1)}) \cdot \varepsilon_i - \tilde{m}_0^{(i-1)}| \geq \frac{\pi}{M} - \varepsilon_i.$$ 

Further,

$$|x_{M-1}^i - \tilde{m}_0^{(i-1)}| = |x_0^i - \frac{2\pi}{M} - \tilde{m}_0^{(i-1)}| = |\tilde{m}_0^{(i-1)} + \frac{\pi}{M} + s(\tilde{m}_0^{(i-1)}) \cdot \varepsilon_i - \frac{2\pi}{M} - \tilde{m}_0^{(i-1)}|$$

$$= | - \frac{\pi}{M} + s(\tilde{m}_0^{(i-1)}) \cdot \varepsilon_i| \geq \frac{\pi}{M} - \varepsilon_i.$$

Thus,

$$|\tilde{x}_{i,0} - \tilde{m}_0^{(i-1)}| = \min(|x_0^i - \tilde{m}_0^{(i-1)}|, |x_{M-1}^i - \tilde{m}_0^{(i-1)}|) \geq \frac{\pi}{M} - \varepsilon_i.$$

Then we can show by induction that for any $2\pi/M > \varepsilon'' > 0$, if $\varepsilon_i$ is chosen small enough, it holds

$$\Phi(\tilde{\pi}) \geq (1 - \frac{1}{N} H_N) (\frac{\pi}{M} - \varepsilon'')^2,$$

where

$$H_N = \sum_{i=1}^{N} \frac{1}{i}.$$

For $N = 2$,

$$\Phi(\tilde{\pi}) = \frac{1}{4} \frac{M}{M} \left( \frac{\pi}{M} - \varepsilon_2 \right)^2 \geq \left( 1 - \frac{1}{2} \left( 1 + \frac{1}{2} \right) \right) \left( \frac{\pi}{M} - \varepsilon'' \right)^2,$$

for $\varepsilon_2$ small enough. For $N > 2$, by (A.2),

$$\Phi(\tilde{\pi}) = \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{1}{N M} |\tilde{x}_{i,j} - \tilde{m}_j|^2 = \sum_{i=1}^{N} \frac{1}{N} |\tilde{x}_{i,0} - \tilde{m}_0^{(N)}|^2$$

$$= \left( 1 - \frac{1}{N} \right) \left( \frac{1}{N} |\tilde{x}_{N,0} - \tilde{m}_0^{(N-1)}|^2 + \sum_{i=1}^{N-1} \frac{1}{N-1} |\tilde{x}_{i,0} - \tilde{m}_0^{(N-1)}|^2 \right).$$

By the induction hypothesis and the computations above, we get that this is greater or equal to

$$\left( 1 - \frac{1}{N} \right) \left( \frac{1}{N} \left( \frac{\pi}{M} - \varepsilon_2 \right)^2 + (1 - \frac{1}{N-1} H_{N-1}) \left( \frac{\pi}{M} - \varepsilon'' \right)^2 \right).$$

By choosing $\varepsilon_N \leq \varepsilon''$, this is

$$\geq \left( \frac{\pi}{M} - \varepsilon'' \right)^2 \left( 1 - \frac{1}{N} \right) \left( 1 - \frac{1}{N-1} H_{N-1} + \frac{1}{N} \right),$$

which, by elementary computations, equals

$$\left( \frac{\pi}{M} - \varepsilon'' \right)^2 \left( 1 - \frac{1}{N} H_N \right).$$

The relative error can now be bounded from below by

$$\frac{\Phi(\tilde{\pi})}{\Phi(\tilde{\pi})} \geq \left( \frac{\pi}{M} - \varepsilon'' \right)^2 \left( 1 - \frac{1}{N} H_N \right) \geq \frac{N - H_N}{\varepsilon' + \frac{1}{N} \left( \frac{\pi}{M} \right)^2 (\frac{\pi}{6} + 1)} - \frac{\varepsilon'' \cdot 2\pi}{M} (1 - \frac{1}{N} H_N)$$

$$\geq \frac{N - H_N}{\varepsilon' + \frac{1}{6} \left( \frac{\pi}{M} \right)^2 (\frac{\pi}{6} + 1)} - \frac{\varepsilon'' \cdot 2\pi}{M} (1 - \frac{1}{N} H_N).$$

If $(\varepsilon_i)$ is chosen small enough, then this is at least

$$\frac{N - H_N}{\varepsilon' + \frac{1}{6} \left( \frac{\pi}{M} \right)^2 (\frac{\pi}{6} + 1)} - \varepsilon.$$
for any $\varepsilon > 0$. Using
\[
N - H_N \geq N - (1 + \frac{1}{2} + \frac{1}{3}(N - 2))
\]
for $N \geq 2$ and
\[
9 = 3^2 < \pi^2 < \left(\frac{22}{7}\right)^2 = \frac{484}{49} < 10,
\]
for $\varepsilon$ small enough, by elementary computations, this is at least
\[
\frac{1}{4}N - \frac{1}{3}.
\]
Finally, we use Lemma A.1 as in the proof of Theorem 3.5 to conclude the proof. \qed