SOME CONSIDERATIONS ON THE NONABELIAN TENSOR SQUARE OF CRYSTALLOGRAPHIC GROUPS
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Abstract. The nonabelian tensor square $G \otimes G$ of a polycyclic group $G$ is a polycyclic group and its structure arouses interest in many contexts. The same assertion is still true for wider classes of solvable groups. This motivated us to work on two levels in the present paper: on one hand, we investigate the growth of the Hirsch length of $G \otimes G$ by looking at that of $G$, on another hand, we study the nonabelian tensor product of pro-$p$-groups of finite coclass, which are a remarkable class of solvable groups without center, and then we do considerations on their Hirsch length. Among other results, restrictions on the Schur multiplier will be discussed.

1. Introduction

The nonabelian tensor square $G \otimes G$ of a group $G$ is the group generated by the symbols $x \otimes y$ and subject to the relations

\[
xy \otimes z = (z \otimes x^y)(x \otimes z) \quad \text{and} \quad x \otimes zt = (x \otimes z)(z \otimes xt)
\]

for all $x, y, z, t \in G$, where $G$ acts on itself via conjugation $x^y = xyx^{-1}$. In particular, if $G$ is abelian and acts trivially on itself, we have the usual abelian tensor product $G \otimes \mathbb{Z}$. The group $G \wedge G = G \otimes G/\langle x \otimes x | x \in G \rangle$ is called the nonabelian exterior square of $G$, where $\langle x \otimes x | x \in G \rangle$ is the kernel of the map $\kappa : G \otimes G \to \Gamma(G^{ab})$ described in [5].

After the initial work [7], many authors investigated the structure of $G \otimes G$ by looking at that of $G$ and in the last times there is a significant production which is devoted to the classes $\mathcal{P}$ of all polycyclic groups, $\mathfrak{S}$ of all finite groups and $\mathfrak{G}$ of all solvable groups (see [3, 4, 8, 16, 21]). In a solvable group $G$ we recall that the number of infinite cyclic factors $h(G)$ is an invariant, called
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Hirsch length, or torsion–free rank, of $G$ (see [14] pp.14, 15, 16, 85]). If $G \in \mathfrak{P}$, we have $h(G) = 0$ if and only if $G \in \mathfrak{P} \cap \bar{\mathfrak{P}}$. Now, if $G$ is abelian, then $G \otimes G$ is abelian by [21] Theorem 3.1; if $G \in \mathfrak{P}$, then $G \otimes G \in \mathfrak{P}$ (see [1] [8] [16]) and, so far as we know, the structure of $G \otimes G$ is widely described in terms of the upper central series of $G$. For instance, [12] classifies $G \otimes G$, when $G$ is a 2–generator 2–group, and so, $G$ is a particular type of polycyclic group with nontrivial center. [19] describes $G \otimes G$, where $G$ is an infinite nonabelian 2–generator nilpotent group of class 2, and so, $G$ is still a polycyclic group with nontrivial center. There are several contributions on this line of research but it is hard to find information on $G \otimes G$ when $G$ is a polycyclic group with trivial center: we found the initial idea in [2] and a recent interest in [3] [8] [9] [13].

The aim of the present work is to detect the structure of $G \otimes G$, when $G$ is a polycyclic group with trivial center, or more generally an infinite solvable group with trivial center, starting from bounds on $h(G \otimes G)$ and $h(G)$. The absence of literature on such a line of investigation has motivated us to write the present paper. On another hand, R. F. Morse has kindly pointed out (see [17]) that the same question was posed by C. Rover at the Conference on Computational Group Theory and Cohomology at the Harlaxton College (Harlaxton Lincolnshire, UK) in 2008. We end this introduction, noting that the terminology and the notations of the present paper are standard and can be found in [5] [6] [7] [11].

2. The Growth of the Hirsch Length in the Nonabelian Tensor Square

The following (unpublished) lemma was communicated to us by D. Ramras and describes some classical situations, which we may encounter, when we deal with the presentations of polycyclic groups. Further details can be found in [18].

Lemma 2.1. Let $l, p, k, m, n_1, n_2, \ldots, n_m$ be integers. Consider an extension of groups $1 \to A \to \Gamma \to Q \to 1$ in which $A$ is a finitely generated abelian group and $Q$ is finite. If

$$Q = \langle q_1, \ldots, q_l \mid r_1(q_1, \ldots, q_l) = \ldots = r_p(q_1, \ldots, q_l) = 1 \rangle$$

for some words $r_1, \ldots, r_p$ in the free group on $l$ letters and

$$A = \langle a_1, \ldots, a_{k+m} \mid [a_i, a_j] = 1 (1 \leq i \leq j \leq k + m), \ a_1^{n_1} = \ldots = a_m^{n_m} = 1 (1 \leq n_1 \leq \ldots \leq n_m) \rangle,$$

then for some words $w_i$ and $u_{ij}$ (not uniquely determined) in the free group on $k + m$ letters,

$$\Gamma = \langle a_1, \ldots, a_{k+m}, \gamma_1, \ldots, \gamma_l \mid r_1(\gamma_1, \ldots, \gamma_l) = w_1(a_1, \ldots, a_{k+m}), \ldots, \gamma_l a_j^{-1} = u_{ij}(a_1, \ldots, a_{k+m}), \gamma_l a_j^{-1} = u_{ij}(a_1, \ldots, a_{k+m}),$$

$$(1 \leq i \leq j \leq k + m).$$

Proof. To begin, we must specify the words $u_{ij}$ and $w_i$. Choose elements $\tilde{q}_i \in \Gamma$ lying over $q_i \in Q$. Since $A$ is normal in $\Gamma$, we know that $\tilde{q}_ia_j\tilde{q}_i^{-1} \in A$, and hence $\tilde{q}_ia_j\tilde{q}_i^{-1} = w_i(a_1, \ldots, a_{k+m})$ for some word $w_i$. Next, since $r_i(q_1, \ldots, q_l) = 1$ in $Q$, we know that $r_i(q_1, \ldots, q_l) \in A$, and hence $r_i(q_1, \ldots, q_l) = w_i(a_1, \ldots, a_{k+m})$ for some word $w_i$. Now, let $\tilde{\Gamma}$ denote the group presented by

$$(2.3) \quad \Gamma = \langle a_1, \ldots, a_{k+m}, \gamma_1, \ldots, \gamma_l \mid r_1(\gamma_1, \ldots, \gamma_l) = w_1(a_1, \ldots, a_{k+m}), \ldots, \gamma_l a_j^{-1} = u_{ij}(a_1, \ldots, a_{k+m}), \gamma_l a_j^{-1} = u_{ij}(a_1, \ldots, a_{k+m}),$$

$$(1 \leq i \leq j \leq k + m).$$

$$(2.4) \quad \gamma_l a_j^{-1} = u_{ij}(a_1, \ldots, a_{k+m}),$$

$$(2.5) \quad (1 \leq i \leq j \leq k + m).$$

The map $\tilde{\Gamma} \to \tilde{Q}$ induces a surjection $\tilde{\Phi} : \tilde{Q} \to \tilde{Q}$, and we have a commutative diagram

$$1 \longrightarrow \tilde{A} \longrightarrow \tilde{\Gamma} \longrightarrow \tilde{Q} \longrightarrow 1$$

$$(2.6) \quad \Phi \downarrow \quad \tilde{\Phi} \downarrow$$

$$1 \longrightarrow A \longrightarrow \Gamma \longrightarrow Q \longrightarrow 1$$

The map $\tilde{\Gamma} \to \tilde{Q}$ induces a surjection from the free group on the generators $\gamma_i$ onto $\tilde{Q}$, and this surjection factors through the quotient group $\langle \gamma_1, \ldots, \gamma_l \mid r_i(\gamma_1, \ldots, \gamma_l) = 1 \rangle \cong Q$. Hence we have a surjection $Q \to \tilde{Q}$, meaning that $\tilde{Q}$ is a finite group of order at most $|Q|$. The existence of
the surjection $\tilde{\Phi} : \tilde{Q} \to Q$ now shows that both of these surjections must in fact be isomorphisms. Next, we show that the map $\tilde{A} \to A$ is injective. Each element $\alpha \in \tilde{A}$ has the form $\alpha_1 \alpha_2 \alpha_3 \ldots \alpha_{k+m}$ for some integers $p_i$. Our presentation for $A$ shows that, if $\Phi(\alpha) = 0$, then $p_i$ is a multiple of $n_i$ for $1 \leq i \leq m$, and $p_i = 0$ for $i > m$. But such elements are already trivial in $\Gamma$, so $\phi$ is injective when restricted to $\tilde{A}$. We have now shown that the two outer maps in (2.6) are isomorphisms, and the 5-lemma shows that $\Phi$ is an isomorphism as well.

Lemma 2.3 can be specialized in various ways. For instance, assume that the cyclic group $C_n = \langle t \mid t^n = 1 \rangle$ of order $n > 1$ is equal to $Q$; the free abelian group $\mathbb{Z}^{n-1} = \mathbb{Z} \times \cdots \times \mathbb{Z}$ restricted to $A$; $C_n$ acts on $\mathbb{Z}^{n-1}$ via the following homomorphism

$$
\xi : t \in C_n \mapsto \xi(t) = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
-1 & -1 & -1 & \ldots & -1 & -1
\end{pmatrix} \in GL_{n-1}(\mathbb{Z}).
$$

We have the crystallographic group $G_n = C_n \ltimes \mathbb{Z}^{n-1}$ of holonomy $n$ and several information on it can be found in [3, §6.3], or [11, Proposition 3.3]. Looking at its construction, $G_n \in \mathcal{P}$, $h(G_n) = n - 1$, $Z(G_n) = \{1\}$ and $G_n$ is metabelian (in particular, $\langle G_n, G_n \rangle$ is abelian). On another hand, we may get a presentation for $G_n$, taking a generating set for $C_n$, another for $\mathbb{Z}^{n-1}$ and considering the action $\phi$. We have as follows.

**Corollary 2.2.** $G_n = \langle a_1, \ldots, a_{n-1}, t \mid t^n = 1, t^{-1}a_it = a_{i+1} (1 \leq i \leq n-2), t^{-1}a_{n-1}t = a_1^{-1}a_{a_{n-1}^{-1}}, [a_i, a_j] = 1 (1 \leq j < i \leq n-1) \rangle$.

We can be more accurate in the description of $\langle G_n, G_n \rangle$ of the abelianization $G_n^{ab} = G_n/[G_n, G_n]$. In fact $\langle G_n, G_n \rangle$ is generated by the commutators of generators of $G_n$ and their inverses. Since all the $a_i$ commute and $t$ has finite order, one has only to consider commutators of the form $[t, a_i]$ and thus

$$
\langle G_n, G_n \rangle = \langle a_i^{-1}a_{i+1}a_i^{-1}\ldots a_{n-2}a_{n-1}^{-1} \rangle.
$$

We note that $\langle G_n, G_n \rangle$ is free abelian of rank $n - 1$. On another hand, when we factor $G_n$ through $\langle [G_n, G_n], t \rangle$, we have that $t$ is an independent generator and $a_1 = a_2 = \ldots = a_{n-1}$. So $a_{n-1} = a_{n-1}^{-1} = 1$ and $a_{n-1}$ is a second independent generator. We conclude that $G_n^{ab} = C_n \times C_n$.

On another hand, if $G_n$ has $n = p^s$ ($p$ prime and $s \geq 1$) and we replace $\mathbb{Z}^{n-1}$ with $\mathbb{Z}_p^d$, where $\mathbb{Z}_p$ denotes the group of $p$-adic integers and $d_s = p^s - p^{s-1}(p-1)$, then we have the pro-$p$-group $K_s = C_{p^s} \times \mathbb{Z}_p^d$ of finite coeclls with central exponent $s$, studied in [9, 13]. This time we cannot apply Lemma 2.3 but computational arguments are still true. We recall a result in this direction, to convenience of the reader.

**Lemma 2.3 (See [9], Theorem 7).** For an integer $i$ let $e_i = 1$ if $p^{s-1}$ divides $i - 1$, and $e_i = 0$ otherwise. Then $K_s = \langle a_1, \ldots, a_{d_s}, t \mid t^p = 1, t^{-1}a_it = a_{i+1}^{-1}, t^{-1}a_it = a_{i+1}^{-1}a_{i+1}^{-1}, (1 \leq i \leq d_s), [a_i, a_j] = 1 (1 \leq j < i \leq d_s) \rangle$. Furthermore, $M(K_s) \simeq \mathbb{Z}_p^{d_s}$, unless $p = 2$ and $s = 1$ in which case $M(K_s) = 1$.

We may use the above arguments in order to note that $K_s$ is a metabelian group with $h(K_s) = d_s$, $[K_s, K_s] \simeq \mathbb{Z}_p^d, K_s^{ab} = C_{p^s} \times C_{p^s}$ and $Z(K_s) = \{1\}$. However, $K_s \not\in \mathcal{P}$, but $K_s \in \mathcal{G}$.

B. Eick and W. Nickel [8] have studied the nonabelian tensor square of $G_n$, when $n = p$. For $p = 2$ we have the infinite dihedral group $G_2 = D_{\infty} = \langle a, x \mid a^x = a^{-1}, x^2 = 1 \rangle = C_2 \ltimes \mathbb{Z}$. Quoting [8, Figure at p.943], the following list holds:

$$
h(G_2 \otimes G_2) = h(G_2) = 1, h(G_2 \otimes G_3) - h(G_2) = 3 - 2 = 1,
$$

(2.10)
(2.11) \( h(G_5 \otimes G_5) - h(G_5) = 6 - 4 = 2, h(G_7 \otimes G_7) - h(G_7) = 9 - 6 = 3, \ldots \)

With the help of GAP [20], one can see that the same list is true when \( s = 1, p = 2, 3, 5, 7 \) and we deal with \( K_2 = C_2 \ltimes \mathbb{Z}_2, K_3 = C_3 \ltimes \mathbb{Z}_3^2, K_5 = C_5 \ltimes \mathbb{Z}_5^2, K_7 = C_7 \ltimes \mathbb{Z}_7^2 \). Then it would be interesting to detect the properties of the following function from the set of the integers onto the set of the integers

(2.12) \( f : h(S) \in \{ h(S) \mid S \in \mathcal{S} \} \mapsto f(h(S)) = h(S \otimes S) - h(S). \)

**Remark 2.4.** I. Nakaoka and M. Visscher show that \( S \otimes S \in \mathcal{S} \), whenever \( S \in \mathcal{S} \) (see [14, 16, 21]) and so \( f \) is well–posed. On another hand, G. Ellis [10] and P. Moravec [16] show that \( F \otimes F \in \mathfrak{F} \cap \mathfrak{P} \), whenever \( F \in \mathfrak{F} \cap \mathfrak{P} \). Then \( 0 = h(G_2) \mapsto f(0) = 0 \), or more generally, \( 0 = h(F) \mapsto f(0) = 0 \) for all \( F \in \mathfrak{F} \cap \mathfrak{P} \), but also \( 1 = h(G_2) \mapsto f(1) = 0 \). Hence \( f \) is not injective. In fact \( N(f) = \{ h(S) \mid f(h(S)) = 0 \} = \{ h(S \otimes S) = h(S) \mid S \in \mathcal{S} \} \). Finally, one can note that \( f \) is neither additive nor multiplicative.

The next property of the Hirsch length is well–known.

**Lemma 2.5** (See [14, §1.3].) If \( A, B \in \mathcal{S} \) and \( \varphi : A \to B \) is a homomorphism of groups, then \( h(A) = h(\varphi(A)) + h(\ker \varphi) \). In particular, the Hirsch length is additive on the extensions.

We have immediately the next consequence.

**Corollary 2.6.** \( f(h(S)) \leq h(J_2(S)) \) for all \( S \in \mathcal{S} \).

**Proof.** (32) shows that \( S \otimes S \in \mathcal{S} \) is a central extension of \( J_2(S) \) by \([S,S] \). From Lemma 2.5, \( h(S \otimes S) = h(J_2(S)) + h([S,S]) \). On another hand, \([S,S] \leq S \) implies \( h([S,S]) \leq h(S) \) and so \( h(S \otimes S) \leq h(J_2(S)) + h(S) \) from which the result follows.

We recall the following information on the structure of \( J_3(G), \nabla(G) \) and \( G \otimes G \).

**Proposition 2.7** (See [3], Corollary 1.4). Let \( G \) be a group such that \( G^{ab} \) is abelian finitely generated with no elements of square order. Then \( J_2(G) = \Gamma(G^{ab}) \times M(G) \).

**Proposition 2.8** (See [3], Theorem 1.3 (iii)). Let \( G \) be a group such that either \( G^{ab} \) has no elements of square order or \( G' \) has a complement in \( G \). Then \( \nabla(G) \simeq \nabla(G^{ab}) \) and \( G \otimes G \simeq \nabla(G) \times (G \wedge G) \).

The linear growth of (2.12) is described by the next result.

**Proposition 2.9.** In Lemma 2.3 let \( s = 1, p \neq 2 \) and \( K_p = C_p \ltimes \mathbb{Z}_p^{p-1} \) be the corresponding pro–\( p \)–group. Then \( f(h(K_p)) = \frac{1}{p} (p - 1) \). In particular, \( f(h(K_p)) = h(J_2(K_p)) = h(M(K_p)) \) has a linear growth.

**Proof.** We claim that (12) is equivalent to the following diagram (2.13)

\[
\begin{array}{ccccccccc}
\text{H}_3(K_p) & \longrightarrow & C_p^2 \times C_{p^2} & \stackrel{\psi}{\longrightarrow} & C_p^2 \times C_{p^2} \times \mathbb{Z}_p^{p-1} & \longrightarrow & \mathbb{Z}_p^{p-1} & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
\text{H}_3(K_p) & \longrightarrow & C_p^2 \times C_{p^2} & \stackrel{\psi}{\longrightarrow} & C_p^2 \times C_{p^2} \times \mathbb{Z}_p^{p-1} \times \mathbb{Z}_p^{p-1} & \longrightarrow & \mathbb{Z}_p^{p-1} \times \mathbb{Z}_p^{p-1} & \longrightarrow & 1.
\end{array}
\]

From [3] §2, (13), p.181,

(2.14) \( \Gamma(K_p^{ab}) = \Gamma(C_p \times C_p) = C_p \times C_p \times (C_p \otimes \mathbb{Z} C_p) = C_p \times C_p \times C_{p^2} \).
Note that $C_p \otimes \mathbb{Z} C_p = C_p^2$ is an elementary fact on the usual abelian tensor product. Still by [5, §2],
\begin{equation}
\psi(G(C_p \times C_p)) = \nabla(K_p) = C_p \times C_p \times C_p^2.
\end{equation}
From Lemma 2.3 $M(K_p) = \mathbb{Z}_p^{\frac{p-1}{2}}$. We do not have elements of square order in $K_p^{ab} = C_p \times C_p$ and Proposition 2.7 yields $J_2(K_p) \simeq \Gamma(K_p^{ab}) \times M(K_p) \simeq C_p \times C_p \times C_p^2 \times Z_p^{\frac{p-1}{2}}$.

The commutativity of (1.2) shows that $K_p \otimes K_p$ is a central extension of $M(K_p) = \ker \kappa'$ by $[K_p, K_p]$, which are both normal abelian subgroups of $K_p \otimes K_p$, then $K_p \otimes K_p = \langle m(K_p), [K_p, K_p] \rangle = M(K_p)[K_p, K_p] = \langle \mathbb{Z}_p^{p-1}, Z_p^{\frac{p-1}{2}} \rangle = Z_p^{p-1}Z_p^{\frac{p-1}{2}}$. On another hand,
\begin{equation}
[M(K_p), M(K_p)] = [[K_p, K_p], [K_p, K_p]] = 1
\end{equation}
implies
\begin{equation}
[K_p \wedge K_p, K_p \wedge K_p] = [M(K_p)[K_p, K_p], M(K_p)[K_p, K_p]] = [M(K_p), M(K_p)][M(K_p), [K_p, K_p]]
\end{equation}
\begin{equation}
[[K_p, K_p], [K_p, K_p]][M(K_p), [K_p, K_p]] = [M(K_p), [K_p, K_p]].
\end{equation}
Since $M(K_p) = \mathbb{Z}_p^{\frac{p-1}{2}} \leq \mathbb{Z}_p^{p-1} = [K_p, K_p]$, we deduce $C_{K_p \wedge K_p}([K_p, K_p]) \leq C_{K_p \wedge K_p}(M(K_p))$ and then
\begin{equation}
[K_p, K_p] \leq C_{K_p \wedge K_p}([K_p, K_p]) \leq C_{K_p \wedge K_p}(M(K_p)),
\end{equation}
which implies $[M(K_p), [K_p, K_p]] = 1$. We conclude that $K_p \wedge K_p$ is abelian and then the central extension is actually a direct product of the form $K_p \otimes K_p = \mathbb{Z}_p^{p-1} \times \mathbb{Z}_p^{\frac{p-1}{2}}$. From Proposition 2.8
\begin{equation}
K_p \otimes K_p = C_p \times C_p \times C_p^2 \times \mathbb{Z}_p^{p-1} \times \mathbb{Z}_p^{\frac{p-1}{2}}.
\end{equation}
Then
\begin{equation}
h(M(K_p)) = h(J_2(K_p)/\nabla(K_p)) = h(J_2(K_p)) = \frac{p-1}{2}.
\end{equation}
We conclude from (2.13) and Lemma 2.4 that
\begin{equation}
h(K_p \otimes K_p) = h(\kappa(K_p \otimes K_p)) + h(J_2(K_p)) = (p-1) + h(M(K_p)) = \frac{3}{2}(p-1).
\end{equation}
Therefore $f(h(K_p)) = h(J_2(K_p)) = \frac{1}{2}(p-1)$.

The methods in the above proof continue to be valid when $s > 1$. Therefore we draw the following result, which has independent interest and, in view of [13] Theorem 7.4.12, Corollary 7.4.13, describes the nonabelian tensor square of all pro-$p$-groups of finite coclass with trivial center.

**Theorem 2.10.** If $s > 1$ and $p$ is an odd prime, then $K_s \otimes K_s = C_p^2 \times C_p^{2s} \times \mathbb{Z}_p^{\frac{p-1}{2}}$. In particular, $f(h(K_s)) = h(J_2(K_s)) = h(M(K_s))$ has a linear growth.

**Proof.** Mutatis mutandis, we may argue as in the proof of Proposition 2.9. □

The computational data show that $M(G_p) = \mathbb{Z}_p^{\frac{p-1}{2}}$. In alternative, an argument as in [9] Proof of Theorem 7 can be applied, that is, we may express the Schur’s Formula for $M(G_p)$, beginning from the presentation in Corollary 2.6. Equivalently, we may work via duality, since the cohomology of $G_p$ is known by [11]. This justifies the assumption of the next result.

**Corollary 2.11.** Assume $M(G_p) = \mathbb{Z}_p^{\frac{p-1}{2}}$ for all primes $p \neq 2$. Then $f(h(G_p)) = \frac{1}{2}(p-1)$. In particular, $f(h(G_p)) = h(J_2(G_p)) = h(M(G_p))$ has a linear growth.

**Proof.** We may argue as in the proof of Proposition 2.9 replacing $K_p$ with $G_p$. □
The above results prove that there are crystallographic groups of holonomy $p \neq 2$ which achieve the bound in Corollary 2.6. The same is true for the pro-$p$-group $K_p$ with $p \neq 2$. Note that Proposition 2.9 describes rigorously the structure of $K_p \otimes K_p$ with respect to that of $K_p$ in terms of their torsion-free factors. The same is true for $G_p$ by Corollary 2.11. The fact that 2.12 has a linear growth can be translated in terms of restrictions on the Schur multiplier as follows.

**Corollary 2.12.** If $f(h(S)) = c \cdot h(S)$ for some integer $c \geq 0$ and $S \in \mathfrak{G}$, then $h(M(S)) \leq h(S)^2 + (c + 1)h(S)$. The equality holds, whenever $S \in \mathfrak{G}$.

**Proof.** We have $f(h(S)) = h(S \otimes S) - h(S) = (h(J_2(S)) + h([S, S])) - h(S) = h(M(S)) - h(\nabla(S)) + h([S, S]) - h(S)$. Now we may always write $s \otimes s = (s \otimes 1)(1 \otimes s)$ in a unique way and then the map $\iota : s \otimes s \in \nabla(S) \mapsto \iota(s \otimes s) = \iota((s \otimes 1)(1 \otimes s)) = \iota(s \otimes 1)\iota(1 \otimes s) = (s, s) \in S \times S$ is a monomorphism. Therefore $h(\nabla(S)) \leq h(S)^2$ and so $h(M(S)) = f(h(S)) + h(\nabla(S)) + h([S, S]) + h(S) \leq f(h(S)) + h(\nabla(S)) + h(S) \leq c \cdot h(S) + h(S)^2 + h(S)$ from which the result follows.

Unfortunately, 2.12 has not a linear growth for all groups in $\mathfrak{G}$ and we cannot predict its form in general. Already in $\mathfrak{P}$ there are examples in this sense (see [5, Figure at p.943]). However, a nice circumstance is described below.

**Corollary 2.13.** There exists a metabelian group $G$ with trivial center for which $f(h(G)) = h(M(G)) = \frac{1}{2}p^{s-1}(p-1)$, where $s > 1$ and $p$ is an odd prime.

**Proof.** Consider $G = K_s$. By Lemma 2.3, $h(M(K_s)) = \frac{1}{2}p^{s-1}(p-1)$. From Theorem 2.10, $f(h(K_s)) = h(K_s \otimes K_s) - h(K_s) = (p^{s-1}(p-1) + \frac{1}{2}p^{s-1}(p-1)) - p^{s-1}(p-1) = \frac{1}{2}p^{s-1}(p-1) = h(M(K_s))$.

We end the section with an explicit description for 2.12, modifying a classic argument of N. Rocco, which can be found in [3, Theorem 1] (see also [3, Observation]).

**Theorem 2.14.** Let $G$ be a group in $\mathfrak{P}$ such that $G^{ab} = \prod_{i=1}^{n} C_{p^{e_i}}$, for integers $1 \leq e_i \leq e_j$ such that $1 \leq i < j \leq n$, $p$ odd prime and $d = \sum_{i=1}^{n} (n-i)e_i$.

(a) If $G$ is finite, then $|G \otimes G| = p^d|G|M(G)$.

(b) If $G$ is infinite, then $f(h(G)) = h(M(G))$.

**Proof.** (a) Assume $G$ is finite. Since $G^{ab}$ is finitely generated and has no elements of order two, all the hypotheses of [3, Theorem 1] are satisfied and so $G \otimes G \simeq \nabla(G) \times G \wedge G$. From this and 1.24, we deduce

$$|G \otimes G| = \frac{|\nabla(G)|}{|G^{ab}|}|G||M(G)| = \frac{|\Gamma(G^{ab})|}{|G^{ab}|}|G||M(G)| = \prod_{i=1}^{n} (C_{p^{e_i}})^{n-i}|G||M(G)| = p^d|G||M(G)|$$

where $d = \sum_{i=1}^{n} (n-i)e_i$.

(b) Assume $G$ is infinite. From Proposition 2.7 and Lemma 2.5, we conclude that $h(J_2(G)) = h(\Gamma(G^{ab})) + h(M(G)) = h(M(G))$, where the last equality is due to the fact that $\Gamma(G^{ab})$ is periodic. Proceeding as in 2.22,

$$h(G \otimes G) = h(\kappa(G \otimes G)) + h([G, G]) = h(J_2(G)) + h([G, G]) = h(M(G)) + h([G, G]).$$

Subtracting $h(G)$, we find

$$f(h(G)) = h(G \otimes G) - h(G) = h(M(G)) - h(G) - h([G, G]) = h(M(G)) - h(G^{ab}) = h(M(G)),$$

since $G^{ab}$ is periodic.

**Remark 2.15.** It is not used the hypothesis $G \in \mathfrak{P}$ in Theorem 2.14 (a) and so this part of the result is true for an arbitrary finite group.
3. Some evidences

The present section is devoted to evaluate (2.12) for other classes of groups for which it is known their nonabelian tensor product. A Bieberbach group $B$ is an extension of a free abelian group $L$ (called lattice group) of finite rank by a group $P$ (called holonomy group). Following the notation of Lemma 2.4, we are fixing $A = L$, $B = \Gamma$ and $Q = P$, imposing a precise choice for these groups. The dimension of $B$ is the rank of $L$. It is easy to see that $G_{p}$, studied in the previous section, is of this form, once $L = \mathbb{Z}^{n-1}$ and $P = C_{n}$. It is known that

$$B(2) = \langle a, x, y \mid a^{2} = y, axa^{-1} = x^{-1}, [a, y] = [x, y] = 1 \rangle$$

is a Bieberbach group of dimension 2 with point group $C_{2}$ and that the groups

$$B(n) = B(2) \times \mathbb{Z}^{n-2} \text{ for } n \geq 2$$

are Bieberbach groups of dimension $n$ with point group $C_{2}$. More details can be found in [15]. The next two results check (2.12) on $B(2)$ and $B(n)$.

**Corollary 3.1.** In $B(2)$ we have that $f$ is constant to 0.

**Proof.** From [15] Theorem 4.1 we have

$$B(2) \otimes B(2) = C_{2} \times C_{4} \times \mathbb{Z}^{2}.$$ 

Still from [15] we know that $M(B(2))$ is trivial. Now $f(h(B(2))) = h(B(2) \otimes B(2)) = 2 - 2 = 0$ and the result follows.

**Corollary 3.2.** In $B(n)$ we have that $f(h(B(n))) = n^{2} - 3n + 4$ for all $n > 2$.

**Proof.** From [15] Corollary 4.1 we have

$$B(n) \otimes B(n) = C_{2}^{2n-3} \times C_{4} \times \mathbb{Z}^{(n-1)^{2}+1}.$$ 

Still from [15] we know that $M(B(2)) = n - 2$ and so it is nontrivial. Now $f(h(B(n))) = h(B(n) \otimes B(n)) - h(B(n)) = ((n - 1)^{2} + 1) - (n - 2) = n^{2} - 2n + 2 - n + 2 = n^{2} - 3n + 4$ and the result follows.

In a certain sense Theorem 2.4 (b) forces the growth of (2.12) to be equal to that of the Schur multiplier, when the abelianization of the group is the direct product of finite cyclic groups. Is this condition really necessary? Unfortunately, the answer is positive and $B(n)$ for $n > 2$ shows it.

**Corollary 3.3.** For all $n > 2$, $f(h(B(n)))$ has not a linear growth but $h(M(B(n)))$ has a linear growth.

**Proof.** $f(h(B(n))) = n^{2} - 3n + 4$ and $h(M(B(n))) = n - 2$.

Recent progresses in [31] show that the nonabelian tensor product of Bieberbach groups has a similar structure with respect to that of the free solvable groups of finite rank and free nilpotent groups of finite rank. Therefore we have the following results.

**Corollary 3.4.** Let $F$ be the free group of finite rank $r \geq 1$ and $G = F/F(d)$ be the free solvable group of derived length $d \geq 1$ and rank $r$. If $F'$ is periodic, then $f(h(G)) \leq \frac{1}{2r}(r - 1)$. In particular, if $h(G) = r$, then the equality holds and $f(h(G)) = \frac{1}{2r}(r - 1)$.

**Proof.** We may apply [31] Corollary 2.4] and so $G \otimes G = \mathbb{Z}^{\frac{1}{2r}(r+1)} \times F'/[F, F(d)]$. Lemma 2.5 implies $h(G \otimes G) = \frac{1}{2r}(r+1)$. Of course $h(G) \leq r$. Then $f(h(G)) \leq \frac{1}{2r}(r+1) - r = \frac{1}{2r}(r - 1)$, as claimed.

**Corollary 3.5.** Let $G$ be the free nilpotent group of rank $r \geq 1$ and class $c \geq 1$. If $G'$ is periodic, then $f(h(G)) \leq \frac{1}{2c}(r - 1)$. In particular, if $h(G) = r$, then the equality holds and $f(h(G)) = \frac{1}{2c}(r - 1)$.

**Proof.** Note that nilpotent groups are solvable and so it is meaningful to consider $f(h(G))$. Applying [31] Corollary 2.3], $G \otimes G = \mathbb{Z}^{\frac{1}{2r}(r+1)} \times G'$ and the remainder is similar to the previous corollary.
However, Lemma 2.1 imposes the following question, which we leave open in its generality.

**Open Question 3.6.** What is the growth of $h(\Gamma \otimes \Gamma)$ with respect to $h(\Gamma)$, where $\Gamma$ is an arbitrary extension of two abelian groups $A$ and $Q$ as in Lemma 2.1?
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