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Abstract—Deepfake detection methods based on convolutional neural networks (CNN) have demonstrated high accuracy. However, these methods often suffer from decreased performance when faced with unknown forgery methods and common transformations such as resizing and blurring, resulting in deviations between training and testing domains. This phenomenon, known as overfitting, poses a significant challenge. To address this issue, we propose a novel block shuffling regularization method. Firstly, our approach involves dividing the images into blocks and applying both intra-block and inter-block shuffling techniques. This process indirectly achieves weight-sharing across different dimensions. Secondly, we introduce an adversarial loss algorithm to mitigate the overfitting problem induced by the shuffling noise. Finally, we restore the spatial layout of the blocks to capture the semantic associations among them. Extensive experiments validate the effectiveness of our proposed method, demonstrating robustness against cross-dataset evaluations and common image transformations. Especially our method can be easily integrated with various CNN models. Source code is available at Github.

Index Terms—Deepfake detection, overfitting, regularization, block shuffling.

I. INTRODUCTION

In recent years, the field of deep learning has witnessed significant advancements, particularly in the area of face forgery techniques. Notably, these techniques, which rely on deep learning, have demonstrated substantial progress. As reported by Sensity in a comprehensive survey [1], the proliferation of harmful deepfake videos crafted by skilled creators on the Internet has been alarmingly escalating, with the number of such videos approximately doubling every 6 months. These face forgery techniques can be categorized based on their intended targets, namely face swapping [2], facial attribute editing [3], [4], and face generation [5], as depicted in Fig. 1. Of particular influence are face swapping methods, with DeepFakes [6] serving as a prominent example. These techniques possess the capability to manipulate the facial identity information within an image. Consequently, the widespread dissemination of fabricated images on the Internet has engendered significant security risks, thus necessitating the advancement of deepfake detection technologies. Presently, the majority of detection algorithms [7] approach the problem as a classification task, leveraging data-driven training of convolutional neural networks (CNNs) to identify fake faces and achieve good performance. However, the continuous update of forgery methods and the propagation of images often leads to varying degrees of degradation, including resizing and blurring, thereby challenging the generalization capability of detection methods. In severe cases, deep models may exhibit satisfactory performance on the training data but encounter a considerable decline in accuracy when confronted with new data. An essential contributing factor to this phenomenon is the overfitting problem inherent in the detection model’s local context.

The issue of overfitting significantly affects the task of forgery detection, as the decision-making process for identifying fake images primarily relies on localized regions. Face forgery entails altering specific attributes, such as identity and expression, of a face in an image to resemble those of another face. The forgery techniques aim to bridge the visual and distribution gap between the two images. Various forgery methods introduce distinct artifacts-based features in different facial regions [11]. Deepfake detection methods [12]–[14] heavily rely on the accurate perception of these local regions to identify subtle clues, such as mismatched colors, distorted shapes, and incorrect textures, caused by imperfect facial manipulation techniques. However, these traces of forgery are inherently unstable, primarily due to differences in forgery methods and
image scaling, compression, and cropping during their dissemination across the Internet. Consequently, the relatively small and unstable local regions, combined with the vast number of parameters within the network, give rise to the overfitting problem, thus impeding the model’s generalization ability. Motivated by the effectiveness of regularization techniques in addressing overfitting, we propose a novel regularization method that specifically focuses on the local regions, aiming to enhance the forgery detection performance of the model.

This paper introduces a weight-sharing regularization-based framework for deepfake detection, referred to as Block Shuffling Learning (BSL). The proposed framework focuses on positional transformations of image pixels, maintaining their original values. It comprises two main operations: intra-block shuffling and inter-block shuffling, which facilitate indirect weight-sharing across different dimensions. In the intra-block shuffling operation, local representations are enhanced through the introduction of positional transformations. Additionally, an adversarial loss is designed to filter out noisy patterns resulting from intra-block shuffling. In the inter-block shuffling operation, the global structure is disrupted to encourage feature extraction from local regions. The semantic correlations among blocks are then modeled by restoring the original global structure. It is important to emphasize that our framework represents more than a simple integration or modification of existing methods. It fundamentally differs from existing approaches in terms of usage scenarios, compositional principles, and operational logic. To the best of our knowledge, we are the first to address the issue of overfitting caused by local regions in the context of deepfake detection and propose regularization as a solution. Existing scramble-based regularization methods [15], [16] are not specifically designed for deepfake detection tasks and fail to account for the noise introduced by random shuffling operations, rendering them relatively ineffective.

Our work makes the following main contributions:

- We propose an efficient weight-sharing regularization method to address the overfitting problem in local regions, which consists of an intra-block shuffling and an inter-block shuffling. Our method can be easily adopted in a variety of CNN models.
- We propose an adversarial loss to overcome the shuffling noise and model the semantic relevance of local features through the position restoration of the blocks.
- Our method has undergone extensive experimentation, which substantiates its superiority in terms of detection performance across various datasets. Consistently surpassing existing methods, our approach stands out, particularly excelling in cross-dataset and cross-image quality experiments. These results serve as compelling evidence that our regularization method effectively ensures the network’s generalization capabilities in the context of forgery detection.

II. RELATED WORKS

In this section, we briefly review the current representative face forgery detection and regularisation methods relevant to our work.
al. [16] propose dividing the feature maps into non-overlapping patches and reordering the patches to enhance the rotation and translation invariance. It is widely used in neural architecture search (NAS) because it can improve the search efficiency and reduce instability [36].

Most of the latest CNN models [12], [37], [38] integrate multiple regularization methods. However, these methods cannot efficiently solve the overfitting problem of forgery detection tasks because most of them do not pay attention to the local area. Their works [15], [16] are similar to our proposed method. We all design shuffling methods that act on blocks. However, compared with PatchShuffle [15], we randomly select blocks for intra-block shuffling, not all blocks. And we notice the noise patterns introduced by intra-block shuffling and design an adversarial loss to solve it. PatchReordering [16] reorder blocks according to specific rules while we shuffle randomly. And we propose a position restoration method to build correlations between blocks.

III. PROPOSED METHOD

In this section, we commence by providing an overview of the deepfake detection problem, highlighting key observations that guide the development of our approach. Subsequently, we present a Block Shuffling Learning (BSL) framework, comprising four integral modules: an intra-block shuffling module, an inter-block shuffling module, an adversarial loss module, and an position restoration module. An illustration of the framework can be found in Fig. 2. In Sec. III-B, we delve into the specifics of the intra-block shuffling module and adversarial module, while Sec. III-C details the inter-block shuffling module and position restoration module.

A. Motivation

The deepfake algorithms for face swapping can be roughly divided into three categories: methods based on graphics [39], methods based on autoencoder [6] and methods based on generative adversarial network (GAN) [40]. These techniques only require a few face images to forge realistic fake images in a short time, which is pretty deceptive. It is difficult for even human eyes to distinguish whether the images have been manipulated [41]. As shown in Fig. 3, face forgery technology mainly consists of three s.png to manipulate the target face and create a fake image: 1) face detection; 2) face synthesis; 3) image blending. It is noted that a fake image $I_F$ is obtained by combining two images $I_T$ and $I_S$:

$$I_F = F(I_T, S(I_T, I_S))$$

where $I_T$ is the image of the replaced face identity and $I_S$ is the face image used for replacement. $S$ is a method of synthesizing two faces, such as making the expression in $I_S$ similar to that in $I_T$. $F$ is the method of blending the synthesized face into $I_T$, which usually requires some graphics and colour transformations.

Face forgery detection methods generally consider the traces produced by the second and third stages in local areas of fake images [13], [14]. However, these traces are small, varying and not easily captured by CNN. Therefore, we propose a regularization method to help the network extract local features more effectively in deepfake detection tasks. For the characteristics of focusing on local areas, we divide the image into blocks of the same size and perform random intra-block and inter-block shuffling respectively.

![Fig. 2. The framework of our method. Our method consists of four important components: 1) an intra-block shuffling module for rich local representations; 2) an inter-block shuffling module that emphasizes local features; 3) an adversarial loss module for overcoming the shuffling noise; 4) a position restoration module for modeling the semantic relevance of local features.](image-url)
The utilization of intra-block shuffling introduces rich local variations within the image. Firstly, each pixel instance within a specific image position can be regarded as being uniformly sampled from the corresponding image block. Consequently, weight-sharing is achieved within each block across multiple iterations. Secondly, the random shuffling technique effectively applies perceptual encryption to the affected regions, prompting the network to extract distributional features while discouraging the extraction of non-distributed features. This mechanism improves the generalization of the network by simulating the occlusion of local areas [30], [42]. Lastly, local changes induced by intra-block shuffling do not adversely impact the global information of the image. The distinct representations captured within the local and global contexts allow intra-block shuffling to play a beneficial role in the forgery detection task.

Through the implementation of inter-block shuffling, the global structure of the image is intentionally disrupted. The reordering of image patches enhances the network’s translation invariance capabilities [16], thereby preventing the forgery detection task from devolving into a mere face recognition task. Each block instance can be viewed as being sampled uniformly from the blocks into which the image is divided. Given that specific regions of the face image are more likely to exhibit forgery traces, we have devised a position restoration method to establish correlations between the blocks.

B. Intra-block shuffling

Detecting one or several specific defects in a fake image can often be an easy task. However, the challenge arises when deepfake detection methods encounter scenarios where training and test data are generated using different deepfake techniques. In such cases, the performance of these methods tends to significantly deteriorate with the addition of simple transformations. To address this limitation and enhance the generalization capabilities of the network, we propose a novel approach involving the shuffling of the internal structure of image blocks. By shuffling the internal structure of image blocks, we aim to enable the network to learn more generalized features that can effectively discriminate between genuine and fake images, even when subjected to various transformations. However, it is important to note that the process of intra-block shuffling introduces noise patterns that are potentially detrimental to the detection performance. Consequently, we propose the utilization of an adversarial loss to identify and eliminate patterns unrelated to deepfake detection, thereby enhancing the overall effectiveness of our approach.

1) Pixel shuffling transformation: Intra-block shuffling methods serve to enhance the local representations of the image while facilitating weight-sharing within each block. By applying perceptual image encryption [43]–[45] through intra-block shuffling, the network faces challenges in extracting non-distributed features from the shuffled local regions. This observation highlights a similar role of intra-block shuffling to occluding local areas [42], thereby promoting the network’s generalization capabilities. Importantly, our method ensures that the local distribution of the image remains unchanged, thereby encouraging the neural network to extract both local and global structural features and other structure-independent features. In order to achieve this objective, we have devised a transformation method, which is outlined as follows.

Specifically, given an input image $I$ with a dimension of $x \times y$, we first divide the image into blocks with a size of $s \times s$, where $x$ and $y$ should be divisible by $s$. Thus, we get $m \times n$ blocks denoted by $B_{i,j}$, where $m$ and $n$ are the numbers of horizontal and vertical blocks, $i$ and $j$ are the horizontal and vertical indices, respectively. Apripyone et al. [46] demonstrate the ability of the neural network to learn specific shuffling rules. Thus, our proposed method uses a random transformation to shuffle the pixels in the block. The $k^{th}$ pixel value is denoted by $p(k)$ in each block, where $1 \leq k \leq s \times s$. Let $\alpha$ be a random permutation vector of the integers from 1 to $s \times s$. The new $k^{th}$ pixel value $p'(k)$ after shuffling is given by $p'(k) = p(\alpha_k)$. Fig. 4 illustrates the process of pixel shuffling transformation.

This transformation is randomly applied to each image block in image $I$, and the permutation vector $\alpha$ is regenerated each time. Then we can get a shuffled image $I'$. We can only shuffle part of blocks instead of all by adjusting the ratio parameter $q$. The reason why we regenerate the vector $\alpha$ every time the blocks are shuffled is that we find that if the same vector $\alpha$ is used for shuffling transformation, the neural network can restore the local spatial information destroyed by a single transformation operation through learning. But our goal is to occlude local areas by shuffling, so we discourage the network from restoring spatial information.

For deepfake detection tasks, the neural network predicts whether the input image $I$ is real or fake. Thus we label each image using a scalar $y$ as 1 if the input image is fake, otherwise...
it is 0. The classification network $C$ maps the input image $I$ to a probability variable $C_\Theta(I)$, where $\Theta$ are learnable parameters in the neural network. Using the shuffled image $I_P$ for training, the cross-entropy loss $\ell_{cls}(\Theta)$ can be written as:

$$\ell_{cls}(\Theta) = -\sum y \log [C_\Theta(I_P)] \quad (2)$$

2) Adversarial Loss: Neural networks also describe random noise and error while learning the underlying data distribution [47]. As shown in Fig. 5, the shuffling transformation introduces noise patterns. The features learned by the neural network from these noise patterns mislead the detection task, which increases the false positive rate in the results. Adversarial loss is efficient for preserving domain-invariant patterns and rejecting domain-specific patterns [48]–[50]. Thus, we propose an adversarial loss to reject patterns unrelated to deepfake detection to prevent the network from being affected by noise patterns introduced by shuffling.

![Fig. 5. Examples for original images (left), intra-block shuffled images (right) and marked matrix (middle).](image)

Given image $I$ and its corresponding shuffled version $I_P$, we get a $m \times n$ matrix $P$. $P_{i,j}$ represents the element in the $i^{th}$ row and $j^{th}$ column corresponding to the block $B_{i,j}$ in the image $I_P$. $P_{i,j}$ is 1 if the image block $B_{i,j}$ is shuffled, otherwise it is 0. An adversarial network $A$ can be added as a new branch in the framework to output a matrix with a size of $m \times n$ to judge whether image blocks are shuffled or not. The intra-block adversarial loss $\ell_{adv}(\Theta^{[1,u]},\Psi)$ can be computed as:

$$\ell_{adv}(\Theta^{[1,u]},\Psi) = -\sum P \cdot \log [A_\Psi(C_{\Theta^{[1,u]}}(I_P))] \quad (3)$$

where $\Theta^{[1,u]}$ is the learnable parameters from the $1^{st}$ layer to $u^{th}$ layer in the neural network, $C_{\Theta^{[1,u]}}(I_P)$ is the output features of the $u^{th}$ layer in the neural network. $A$ represents a region alignment network work on the output features, and $\Psi$ is its parameters. As shown in Fig. 6, we use a PixleShuffle [51] instead of upscaling to align the input features with the mark matrix $P$. The features are processed by a ReLU to get a matrix with the size of $m \times n$.

![Fig. 6. The structure of adversarial branch.](image)

C. Inter-block shuffling

In deepfake detection tasks, the focus is primarily directed towards local features rather than global information. This emphasis is attributed to the fact that facial images tend to exhibit a consistent global structure, while the significant differences between real and fake facial images typically manifest in local regions. Therefore, the accurate identification of specific differences within local areas plays an important role in effective deepfake detection. Moreover, an undue emphasis on global information by neural networks may lead to a degradation of the deepfake detection process, converging it towards face recognition. To address this problem, we propose a novel approach that disrupts the global structure through inter-block shuffling, so that the network can focus on the extraction of features from local areas. By inducing changes in the locations of image patches, we establish a function that indirectly facilitates weight-sharing among local regions and enhances the translation invariance capabilities of the network. Additionally, we introduce a position restoration method to preserve the correlation of local features without requiring labels. By implementing these strategies, our proposed method aims to optimize deepfake detection by augmenting the focus on local features while mitigating the potential for misclassification stemming from an overemphasis on global information.

Algorithm 1 Block Shuffling Procedure.

**Input:** Input image $I$; Block size $s$; The numbers of horizontal blocks $m$; The numbers of horizontal blocks $n$; Blocks of image $B$; intra-shuffling ratio $q_{ia}$; inter-shuffling ratio $q_{ib}$.

**Output:** Shuffled image $I^*$; Matrix $P$ marks the intra-shuffling of the blocks; Matrix $M$ marks the inter-shuffling of the blocks.

$q_1 \leftarrow \text{Rand}(0, 1)$;

if $q_1 > q_{ia}$ then

- generate the matrix $M$;
- intra-shuffle image $I$;
end if

for $i \leftarrow 1$ to $m$ do

for $j \leftarrow 1$ to $n$ do

$q_2 \leftarrow \text{Rand}(0, 1)$;

if $q_2 > q_{ia}$ then

- intra-shuffle block $B_{i,j}$;
- $P_{i,j} \leftarrow 1$;
else

- $P_{i,j} \leftarrow 0$;
end if

end for
end for
shuffled. Using two shuffling methods for training, the shuffled algorithm flow is shown in Algorithm 1. To conveniently obtain the label matrix \( P \) of intra-block shuffling, we first perform inter-block shuffling and then intra-block shuffling to get the shuffled image \( I^* \). The cross-entropy loss \( \ell_{cls}(\Theta) \) can be written as:

\[
\ell_{cls}(\Theta) = - \sum y \cdot \log [C_\Theta(I^*)]
\]  

(4)

2) Block position restoration: Some discernible signs of forgery consistently emerge in specific regions of manipulated images, such as inconsistencies in eye color, the absence of nostril shadows, or misalignments in teeth structures. These localized imperfections represent important cues that neural networks utilize to identify fake images. Therefore, we propose the implementation of a position restoration algorithm to preserve the correlation of these distinctive attributes [52], [53]. For the human observer, even when presented with only a small portion of a facial image, it is often possible to ascertain its origin within the face, such as the eye or nose region, and subsequently infer its approximate position within the complete facial image. In a similar vein, our objective is to enable the neural network to acquire this intuitive understanding and extract more effective features for the detection of deepfake images. By this approach, we aim to imbue the neural network with a human-like understanding, allowing it to discern and localize significant facial components, thus enhancing its ability to detect deepfake images more accurately.

Given image \( I \) and its corresponding inter-block shuffled version \( I^* \), we get a \( 2 \times m \times n \) matrix \( M \). \( M_{0,i,j} \) and \( M_{1,i,j} \) are the row coordinates and column coordinates of the coordinates \( \beta(i,j) \), respectively. An inter-block position restoration branch \( R \) extracts the output features of the \( v^\text{th} \) layer of the classification network and outputs the original coordinates corresponding to each image block. The inter-block restoration loss \( \ell_{loc}(\Theta^{[1,v]}, \Phi) \) can be expressed as:

\[
\ell_{loc}(\Theta^{[1,v]}, \Phi) = - \sum |M - R_\Phi(C_{\Theta^{[1,v]}}(I^*))|_1
\]  

(5)

where \( \Phi \) are the parameters in the branch \( R \). As shown in Fig. 8, the branch \( R \) consists of a PixleShuffle, a 1 \( \times \) 1 convolution and a Hardtanh to get a map with the size of \( 2 \times m \times n \).

D. Loss function

Our framework completes the deepfake detection task through an end-to-end framework. As shown in Algorithm 2, firstly, the input image \( I \) enters the shuffling module to get a shuffled image \( I^* \), a mark matrix \( P \) records the intra-shuffling information, and a coordinate matrix \( M \) records the inter-shuffling information. The shuffled image \( I^* \) input classification network \( C \) and get the result of forgery detection. The \( u^th \) and \( v^th \) feature layers of network \( C \) are input to the adversarial branch \( A \) and the restoration branch \( R \), respectively. These branches help to suppress random noise and learn unique features based on the correlation of various blocks in the face image. Therefore, the neural network can extract a set of image features with good discrimination and generalization. Our method can work on most CNNs with almost no additional computational cost. Specifically, we want to minimize the following objective:

\[
\ell(\Theta, \Psi, \Phi) = \ell_{cls}(\Theta) + \alpha \ell_{adv}(\Theta^{[1,u]}, \Psi) + \beta \ell_{loc}(\Theta^{[1,v]}, \Phi)
\]  

(6)

where \( \alpha \) and \( \beta \) are the balancing hyperparameters.

Algorithm 2 Block Shuffling learning framework Procedure.

**Input:** Training set \( \{(I^{(n)}, y^{(n)}) \}_{n=1}^{N} \), the learning rate \( \gamma \), the maximum number of iterations \( T \).

**Initialization:** \( w \leftarrow 0; u \leftarrow 0; v \leftarrow 0; t \leftarrow 0 \).

repeat

for \( n \leftarrow 1 \) to \( N \) do

generate shuffled image \( I^* \), matrix \( P \) and \( M \) based on Algorithm 1

\( w \leftarrow w + y^{(n)} \cdot \log [C_\Theta(I^*)] \)

\( u \leftarrow u + P \cdot \log [A_\Phi(C_{\Theta^{[1,u]}}(I^*))] \)

\( v \leftarrow v + [M - R_\Phi(C_{\Theta^{[1,v]}}(I^*))]_1 \)

end for

\( \Theta \leftarrow \Theta - \gamma \nabla (w + \alpha u + \beta v) \)

\( \Psi \leftarrow \Psi - \gamma \nabla \alpha u \)

\( \Phi \leftarrow \Phi - \gamma \nabla \beta v \)

\( t \leftarrow t + 1 \)

until \( t = T \)

IV. Experiments

In this section, we first introduce the experimental setups and then use a large number of experimental results to show the superiority of our method.
A. Experimental settings

Datasets: We conduct experiments on FaceForensics++ (FF++)\(^1\) [54], Celeb-DF(v2)\(^2\) [8] and DeeperForensics-1.0 (DF1.0)\(^3\) [55]. FF++ is a large-scale video dataset consisting of 1,000 original videos with real faces that have been manipulated by four deepfake methods [6], [39], [56], [57]. On this basis, FF++ has two subsets FaceShifter [58] and Deep Fake Detection Dataset provided by Google & JigSaw\(^4\). The use of these two subsets in this paper is described separately. Celeb-DF(v2) includes 590 original videos collected from YouTube and 5639 deepfake videos generated by an improved deepfake synthesis algorithm, which brings better visual quality. DF1.0 contains 60000 videos, where fake videos are generated by their DF-VAE method. The dataset performs more challenging benchmarks with larger scale and higher diversity by applying a wide range of real-world perturbations on videos.

Evaluation Metrics: We mainly apply the Accuracy score (ACC) and the Area Under the RoC Curve (AUC) as our evaluation metrics, which are commonly used in deepfake detection tasks [7], [13], [21], [24], [30], [31].

Implementation details: For all real and fake videos, we use a state-of-the-art efficient face detector BlazeFace [59] to detect the faces of each frame and resize the facial images as inputs with a size of 224 \(\times\) 224. Random horizontal flip is applied for data augmentation. For intra-block shuffling, we set the block size \(s\) to 16. We set the ratio parameter \(q \sim U(0.4,0.6)\) of intra-block shuffling. For inter-block shuffling, we set the block size \(s\) to 32. We apply the inter-block shuffling to all blocks of the image. We set the hyperparameters \(\alpha = 1\) and \(\beta = 1\) by default. We adopt Xception [12] as the backbone network of our BSL framework. We use Adam [60] for optimization with a learning rate of \(1e^{-4}\) and weight decay of \(1e^{-6}\). We train our models on an Nvidia A10 GPU with a batch size of 64.

B. Evaluation of Intra-datasets

Detecting fake images using the same forgery method as the training set is the basic ability of the deepfake detection model. FF++ is the most widely used dataset to test the basic capabilities of deepfake detection algorithms. FF++ contains multiple video quality versions. We train and test the HQ (c23) and the LQ (c40) versions. As the results shown in Table I, our method achieves state-of-the-art performance on the HQ version. However, since M2TR [31] incorporates a multi-model and multi-scale feature extractor for the generalization of image compression, our method performs 0.18% lower than M2TR in the LQ version. In contrast, our method achieves similar results with almost no additional computation. Moreover, our method does not conflict with M2TR and can work together with the network. As shown in Table II, our proposed method achieves good performance on all experimental datasets, which demonstrates the effectiveness of the method in the face of various forgery methods.

| Methods      | HQ   | LQ   |
|--------------|------|------|
| Xception\(^5\) [12] | 96.30 | 89.30 |
| DSP-FWA\(^6\) [24] | 99.28 | 92.49 |
| M2TR\(^7\) [31] | 99.05 | 94.25 |
| SRM\(^8\) [26] | 98.70 | 91.36 |
| Multi-att\(^9\) [13] | 98.97 | 87.26 |
| CFFs\(^10\) [61] | 97.63 | 90.35 |
| Ours(Xception) | 99.95 | 93.13 |

C. Cross-dataset evaluation

It is possible for a deepfake detection model to encounter fake methods that it did not encounter during the training phase. To evaluate the performance of the detection method in this case, we trained the model on the HQ version of FF++ and tested the model on Celeb-DF(v2). The results are shown in Table III. Our method outperforms most of the existing methods, especially better than our model’s backbone network Xception. Although Two Branch [62] is slightly higher than ours in cross-dataset performance, its performance on the original dataset FF++ is far inferior to ours.

In order to more intuitively demonstrate the generalization of our method under different datasets, we train the model on each of the four methods on the HQ version of FF++ dataset and evaluate its performance on CelebDF(v2) and DF1.0. This experimental setting is very challenging. Each model is trained with only one type of fake sample, and the real samples and fake methods in the test sets are not repeated with the training sets. The results are shown in Table IV. Our method achieves the best results in most experiments. Among

---

\(^1\)https://github.com/ondyari/FaceForensics
\(^2\)https://github.com/yuezunli/celeb-deepfakeforensics
\(^3\)https://github.com/EndlessSora/DeeperForensics-1.0
\(^4\)https://ai.googleblog.com/2019/09/contributing-data-to-deepfake-detection.html
\(^5\)https://github.com/tstandley/Xception-PyTorch
\(^6\)https://github.com/yuezunli/DSP-FWA
\(^7\)https://github.com/wangjk666/M2TR-Multi-modal-Multi-scale-Transformers-for-Deepfake-Detection
\(^8\)https://github.com/crywang/face-forgery-detection
\(^9\)https://github.com/yoctua/multiple-attention
\(^10\)https://github.com/botianzhc/CFFExtractor
\(^11\)https://github.com/HongguLiu/MesoNet-Pytorch
\(^12\)https://github.com/nii-yamagishilab/Capsule-Forensics
TABLE III
CROSS-DATASET EVALUATION (AUC(\%)) ON CELEB-DF(v2) BY TRAINING ON THE HQ VERSION OF FF++. RESULTS OF SOME OTHER METHODS ARE CITED DIRECTLY FROM [13]. THE BEST RESULTS ARE MARKED AS BOLD.

| Methods            | FF++   | Celeb-DF(v2) |
|--------------------|--------|--------------|
| Two-stream [21]    | 70.10  | 53.80        |
| MesoNet\textsuperscript{11} [22] | 84.70  | 54.80        |
| Mesolnception\textsuperscript{4} [22] | 83.00  | 53.60        |
| FWA [24]           | 80.10  | 56.90        |
| Xception-raw [12]  | 99.70  | 48.20        |
| Xception-c23 [12]  | 99.70  | 65.30        |
| Xception-c40 [12]  | 95.50  | 65.50        |
| Capsule\textsuperscript{12} [23] | 96.60  | 57.50        |
| DSP-FWA [24]       | 93.00  | 64.60        |
| Two Branch [62]    | 93.18  | 73.41        |
| Multi-att [13]     | 99.80  | 67.44        |
| Ours(Xception)     | 99.72  | 69.10        |

D. Cross video quality evaluation

The quality of the video will be affected when it spreads in the network, and this quality degradation may affect the performance of the deepfake detection model. FF++ provides video versions compressed under H264 video encoding by ffmpeg software. The HQ version and the LQ version correspond to the c23 and c40 compression settings respectively. We simulate the video quality degradation experienced by deepfake detection models by training the HQ version and testing on the LQ version. The results are listed in Table VI. We reproduce three existing methods and compare with our method. Although the results illustrate that the metrics of all models have dropped significantly and are lower than the results trained with the LQ version. Our method shows better generalization than SRM [26] using frequency domain information and DSP-FWA [24] using multi-scale design in the case of video compression.

E. Resizing and blurring evaluation

We evaluate the performance of the forgery detection method under image transformations such as resizing and blurring, which are the most common transformations that images spread across the Internet. We chose Celeb-DF(v2) as the experimental data set, because the high-quality images provided by Celeb-DF(v2) are more suitable for testing the

\textsuperscript{11}https://github.com/Daisy-Zhang/Face-X-ray
\textsuperscript{12}https://github.com/Leminhbinh0209/F3Net
\textsuperscript{13}https://github.com/crywang/RFM
\textsuperscript{14}https://github.com/liangchen527/SLADD

V. ABLATION STUDY

A. Effectiveness of block shuffling

To evaluate the effectiveness of different modules, we combine them and use evaluations, respectively. All models
TABLE IV
CROSS-DATASET EVALUATION (AUC(%)) ON CELEBDF(V2) AND DF1.0 BY TRAINING ON EACH OF THE FOUR METHODS ON THE HQ VERSION OF FF++. THE FIRST ROW DENOTES THE TRAINING DATA, AND THE SECOND ROW DENOTES THE CORRESPONDING TEST DATA. RESULTS OF SOME OTHER METHODS ARE CITED DIRECTLY FROM [63]. THE BEST RESULTS ARE MARKED AS BOLD.

| Methods          | DF   | F2F  | FS   | NT   |
|------------------|------|------|------|------|
|                  | CelebDF | DF1.0 | CelebDF | DF1.0 | CelebDF | DF1.0 | CelebDF | DF1.0 |
| Xception [12]    | 68.1 | 61.7 | 59.8 | 74.5 | 60.1 | 60.5 | 62.5 | 83.8 |
| Face X-ray [13]  | 55.4 | 66.8 | 68.4 | 76.6 | 69.7 | 79.5 | 70.3 | 86.6 |
| F3Net [14]       | 66.4 | 65.8 | 65.4 | 76.1 | 63.6 | 65.1 | 68.9 | 93.2 |
| RFM [15]         | 72.3 | 71.7 | 66.3 | 73.2 | 59.1 | 71.4 | 60.0 | 84.6 |
| SRM [26]         | 65.0 | 72.0 | 69.3 | 77.5 | 64.3 | 77.1 | 65.1 | 93.6 |
| SLADD [16]       | 73.0 | 74.2 | 78.1 | 78.6 | 80.0 | 69.5 | 75.9 | 88.9 |
| Ours (Xception)  | 73.7 | 82.0 | 67.1 | 92.7 | 62.6 | 76.9 | 69.8 | 87.0 |

TABLE V
CROSS VIDEO QUALITY EVALUATION (ACC(%) AND AUC(%) ON THE LQ VERSION OF FF++ BY TRAINING ON THE HQ VERSION. THE BEST RESULTS ARE MARKED AS BOLD.

| Methods          | ACC   | AUC   |
|------------------|-------|-------|
| Xception [12]    | 83.45 | 93.13 |
| SRM [26]         | 84.05 | 91.33 |
| DSP-FWA [24]     | 85.98 | 92.84 |
| Ours (Xception)  | 87.41 | 95.89 |

are trained on the HQ version of FF++ dataset and tested on the HQ version and the LQ version of FF++ dataset. This setting separately evaluates the basic detection ability and generalization ability in the face of video quality degradation. The results are listed in Table VII.

Compared with model 1 (baseline Xception), model 2 (Xception with Intra-block shuffling) achieves a 1.69% improvement on the HQ version but a 0.63% drop on the LQ version. This is because although intra-block shuffling enhances detection, the introduced noise patterns limit the generalization ability. Model 3 (addition of adversarial learning) dramatically enhances performance and surpasses model 1 because it overcomes the overfitting caused by noise patterns due to the adversarial loss. Model 4 (addition of the Inter-block shuffling) saw a 0.77% drop in performance on the HQ version because relying solely on the features extracted within the block significantly limits the detection ability of the model. We enhance local features by position restoration to build correlations in local regions. Model 5 (addition of the Block position restoration) achieves the best performance, and the ACC score increases by 2.91% on the HQ version and 3.96% on the LQ version.

B. Effectiveness of block position restoration

The Block position restoration is designed to help the network model the correlations between local features. The distance between blocks before and after restoration represents the effect of correlation modelling. We count the restoration results of the model trained on the HQ version of FF++ dataset. As shown in the Fig. 12, the experimental results show that the distance before and after restoration of more than 80% of blocks is less than or equal to 1. This means that most blocks are back in their original positions after restoration. Fig. 11 intuitively illustrates the effect of inter-block shuffling and restoration.

Fig. 11. Examples for intact images (top), inter-block shuffling images (middle) and restore images (bottom) from ff++ dataset.

Fig. 12. Evaluation of Block position restoration on the FF++ dataset. The distance between blocks before and after restoration is counted.

C. Effectiveness of block size for intra-block shuffling

To evaluate the impact of different block sizes, we count the forgery detection results and the results of the adversarial branch at different sizes on the HQ version of the ff dataset. Since the adversarial branch predicts whether each block is
TABLE VI
CROSS VIDEO QUALITY EVALUATION(ACC(%) AND AUC(%) ) ON THE LQ VERSION OF FF++ BY TRAINING ON THE HQ VERSION. THE BEST RESULTS ARE MARKED AS BOLD.

| Methods      | Attack | Random | PD  | WD+SR | ComDefend | Con | Ours |
|--------------|--------|--------|-----|-------|-----------|-----|------|
| Clean        | 100    | 99.68  | 83.50 | 86.34 | 93.80     | 98.74 | 97.70 |
| FGSM         | 33.84  | 53.52  | 53.86 | 60.98 | 56.53     | 97.90 | 97.52 |
| BIM          | 0.06   | 17.72  | 60.76 | 69.22 | 44.15     | 92.00 | 95.35 |
| C&W          | 1.90   | 93.32  | 84.81 | 87.50 | 90.39     | 96.50 | 97.00 |
| DeepFool     | 0.68   | 90.94  | 84.32 | 87.36 | 89.09     | 96.48 | 96.21 |
| PGD          | 0.02   | 18.50  | 66.44 | 79.42 | 50.91     | 93.14 | 94.82 |
| MI-FGSM      | 0.04   | 8.96   | 39.44 | 65.08 | 34.17     | 87.00 | 90.46 |
| DI-FGSM      | 1.30   | 2.80   | 60.68 | 69.00 | 41.77     | 65.44 | 70.34 |
| MD-FGSM      | 1.18   | 2.28   | 21.10 | 29.62 | 20.53     | 75.26 | 81.26 |
| APGD-CE      | 0.00   | 18.14  | 69.13 | 70.68 | 41.40     | 96.94 | 97.18 |
| APGD-DLR     | 0.00   | 66.38  | 77.47 | 77.64 | 45.48     | 96.78 | 97.02 |

TABLE VII
ABLATION STUDY OF THE PROPOSED BSL. WE COMPARE BSL BY GRADUALLY REMOVING EACH MODULE.

| ID | Intra | Adv | Inter | Restore | HQ | LQ |
|----|-------|-----|-------|---------|----|----|
| 1  | ✓     | ✓   |       |         | 95.73 | 83.45 |
| 2  | ✓     | ✓   | ✓     |         | 97.42 | 82.82 |
| 3  | ✓     | ✓   | ✓     | ✓       | 96.69 | 85.29 |
| 4  | ✓     | ✓   | ✓     | ✓       | 96.92 | 85.64 |
| 5  | ✓     | ✓   | ✓     | ✓       | 98.64 | 87.41 |

shuffled, we adopt ACC to measure how well the adversarial branch works. The results are shown in Fig. 13. For fake detection results, the detection performance is the best when the block size equals 16. But compared with other block sizes, the detection performance drops significantly when the block size equals 32. The choice of block size for intra-block shuffling is subtle. Too large a block causes intra-block shuffles to behave like global shuffles, which is disastrous for tasks such as forgery detection that value local regions. For the adversarial branch, the adversarial effect decreases slightly as the block size decreases. Because the smaller the blocks are, the more likely they are completely in the solid colour area (e.g. hair, forehead), and it is difficult to judge whether these blocks are shuffled or not.

D. Effectiveness of block size for inter-block shuffling

The block size of inter-block shuffling directly affects the granularity of local features and the difficulty of position restoration. The smaller block size, the less information it contains, and it is more challenging to build correlations between blocks. We count the forgery detection and restoration results of the models at different block sizes on the HQ version of the ff dataset. We use ACC to evaluate the detection performance and use the average distance difference before and after restoration to evaluate the restoration performance. To intuitively represent the restoration performance at different block sizes, we divide the distance difference by the block size to get the relative distance difference. The smaller the value, the better the restoration.

As shown in Fig. 14, the experimental results show that the detection and reduction performance are the best when the block size equals 32. The detection performance and reduction performance decrease significantly as the block size decreases. Because the small block contains very little high-level feature information, almost only low-level colour information can be extracted, which significantly increases the difficulty of restoration. Meanwhile, the result of restoration affects the detection performance, and the detection performance also decreases.

E. Effectiveness of hyperparameters

To evaluate the impact of hyperparameters $\alpha$ and $\beta$, we train on the HQ version of the ff++ dataset and test the HQ version and the LQ version under different parameter values. Fig. 15 and Fig. 16 show the ACC results tested on the HQ and LQ version datasets, respectively, and the best results are achieved when $\alpha = 1$, $\beta = 1$. When $\alpha$ and $\beta$ take large values, the centre of gravity of the network tends to adversarial learning and position restoration learning, two auxiliary tasks, so the forgery detection effect is not good. When $\alpha$ and $\beta$ take small values, the network degenerates into
the backbone network, and the result of forgery detection is also close to the performance of the backbone network. When the hyperparameters take values 1 and 0.1, the model shows similar performance, with the highest performance when both hyperparameters are 1.

**F. Universality of BSL with various backbones**

In this section, we evaluate the versatility of our method. The above experiments are all based on Xception, and we also perform the same experiment on ResNet50\(^\text{17}\) and EfficientNet\(^\text{18}\). The results listed in Table VIII show that our proposed method plays an active role in various CNNs. The performance of the networks trained based on our method is significantly improved.

**VI. CONCLUSION**

This paper discusses the significance of addressing the overfitting issue that arises within local regions during deepfake detection tasks, while also exploring its potential causes. Our focus has been on weight-sharing regularization as a means of investigating deepfake detection, with the introduction of the random shuffling method. To achieve weight-sharing across different dimensions indirectly, we propose a block shuffling learning framework that comprises an intra-block shuffling module and an inter-block shuffling module. The former module enhances network generalization by randomly occluding local areas and employs adversarial loss to suppress noise modes. On the other hand, the latter module aims to disrupt the global structure, encouraging the network to learn local features. Additionally, it employs position restoration algorithms to model the semantic correlation between local features. Our proposed method has demonstrated substantial improvements across a range of extensive metrics, as validated by comprehensive experimental results. It is important to note that our current approach primarily focuses on the spatial location of pixels within the image and does not involve alterations to pixel values. Moving forward, future work will consider augmenting network generalization by incorporating pixel-level random perturbations and exploring methods for reconstructing the original images during the training phase. These avenues of investigation hold promise for further enhancing the effectiveness of our proposed methodology.

**TABLE VIII**

| Methods                  | HQ    | LQ    |
|--------------------------|-------|-------|
| ResNet50 [37]            | 96.04 | 80.90 |
| Ours(ResNet50)           | 97.60 | 86.79 |
| EfficientNet-B4 [38]     | 96.54 | 76.93 |
| Ours(EfficientNet-B4)    | 97.92 | 85.61 |
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