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Abstract

We examine for the first time the major stock markets of eight Latin American countries for indication of psychological barriers at round numbers. We test for uniformity in the trailing digits of the indices and use regression and GARCH analysis to assess the differential impact of being above or below a possible barrier. The Chilean stock market seems to be significantly different from its counterparts as it is the only one that showed virtually no signs of psychological barriers. There is mild to strong evidence of barriers in the remaining markets. These findings challenge the notion that most Latin American markets are unpredictable and lend credit to the claim that technical analysis strategies can be useful in some of these markets.

Key words: Latin American markets, psychological barriers, stock market indices, market psychology, round numbers.

JEL-Codes: G11, G12, G14, G15.

* Universidade do Porto - Faculdade de Economia do Porto (University of Porto - School of Economics and Management). Rua Dr. Roberto Frias, 4200-464. Porto - Portugal. T: +351 2225571100; F: +351 2225505050. E-mails: jlobao@fep.up.pt, nfortuna@fep.up.pt, 110401171@fep.up.pt
Resumen

Examinamos por primera vez los principales mercados bursátiles de ocho países latinoamericanos para indicación de barreras psicológicas en los números redondos. Probamos la uniformidad en los dígitos finales de los índices y usamos regresiones y análisis GARCH para evaluar el impacto diferencial de estar por encima o debajo de una posible barrera. El mercado de valores chileno parece ser significativamente diferente de sus contrapartes, ya que es el único que prácticamente no mostró señales de barreras psicológicas. Hay evidencia leve a fuerte de barreras en los restantes mercados. Estos hallazgos desafían la noción de que la mayoría Los mercados latinoamericanos son impredecibles y otorgan crédito al reclamo que las estrategias de análisis técnico pueden ser útiles en algunos de estos mercados.
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1. INTRODUCTION

Market practitioners and journalists often refer to the existence of psychological barriers in stock markets. Many investors believe that round numbers serve as barriers, and that prices may resist crossing these barriers. Moreover, the use of technical analysis is based on the assertion that traders will “jump on the bandwagon” of buying (selling) once the price breaks up (down) through a “psychologically important level” thus suggesting that the crossing of one of these barriers may push the prices up (down) more than otherwise warranted. Frequently used phrases by the business press such as “support levels” and “resistance levels” imply that, until such time as an important barrier is breached, increases and decreases in the prices may be restrained.

The impact of such kind of psychological barriers in investors’ decisions has been studied since the 1990’s for a variety of asset classes, from exchange rates with De Grauwe and Decupere (1992) to stock options with Jang et al. (2015). The evidence of psychological barriers on stock market indices suggests some significant impacts of this phenomenon in the returns and variances in different geographies and periods (e.g., Koedijk and Stork, 1994; Cyree et al., 1999; Bahng, 2003; Woodhouse et al., 2016).

This article examines the existence of psychological barriers at round numbers in the major stock market indices of eight Latin American countries: Argentina (MERVAL), Brazil (BOVESPA), Chile (IPSA), Colombia (COLCAP), Mexico (IPC), Panama (BVPSI), Peru (IGBVL), and Venezuela (IBVC). To the best of our knowledge, none of these markets has ever been analysed with this purpose.
The anchoring effect, a well-known behavioral bias firstly identified by Tversky and Kahneman (1974), is the main explanation for the existence of psychological barriers in financial markets. Individuals, when performing an estimation in an ambiguous situation, tend to fixate (‘to anchor’) on a salient number even if that number is irrelevant for the estimation. The anchoring on round numbers is important for its great explanatory power of some of the features commonly associated to financial markets. It may help to understand, for example, the excessive price volatility (Westerhoff, 2003), the momentum effect (George and Hwang, 2004), or even the emergence of speculative bubbles (Shiller, 2015).

Of course, behavioral biases are not the only reason why barriers could exist. For example, the fact that option exercise prices also are usually round numbers may be an additional explanation for the phenomenon.

The existence of psychological barriers points to some level of predictability in stock markets and thus may potentially lead to abnormal risk-adjusted returns. Hence empirical evidence for the existence of psychological barriers is not only of interest to practitioners who are looking for profitable strategies but it also represents a contribution to the literature on market anomalies.

To investigate the existence of psychological barriers, we conduct tests for positional and transgressional effects. We test for uniformity in the trailing digits of the stock indices and use regression and GARCH analysis to assess the differential impact of being above or below a possible barrier. The results obtained reveal substantial differences in the incidence of psychological barriers on the markets of the sample. The Chilean stock market is the only one that shows virtually no signs of psychological barriers. There is mild evidence of barriers in the stock markets of Brazil, Colombia and Venezuela and strong indication of psychological barriers in the stock markets of Argentina, Mexico, Panama and Peru. These results are difficult to reconcile with the notion that capital markets are unpredictable and lend support to the claim that trading strategies based on price support and resistance levels can be useful at least in some Latin American stock markets.

This article is organized in as follows. Section 2 reviews the empirical evidence regarding psychological barriers. Section 3 presents the data and methodologies used in this paper. Section 4 presents the empirical results. Section 5 offers conclusions.

2. PREVIOUS FINDINGS

Donaldson (1990a, 1990b) and De Grauwe and Decupere (1992) were the first to study the phenomenon of psychological barriers and showed that round numbers are indeed of special importance for investors in the stock market and in the foreign exchange markets, respectively. From then on, several other studies followed, focusing not only on different geographies and periods, but also on different asset classes, such as bonds, commodities and derivatives.
However, to date, little research has been conducted on the existence of psychological barriers in emerging markets. Bahng (2003) constitutes a noteworthy exception. The author considered seven major Asian stock market indices to show that the Taiwanese index did possess significant price barrier effects and that the price level distributions of the Taiwanese, Indonesian, and Hong Kong indices were not uniform.

Cai, Cai and Keasey (2007) studied the price behavior of 1,050 Chinese stocks and conclude that the digits 0 and 5 constituted significant resistance points. According to the authors, these findings may be explained by cultural factors.

Berk et al. (2017) examined the prices of 77 individual stocks belonging to 15 frontier equity markets. Overall, psychological barriers were found to be a feature of frontier market equity pricing. A large number of securities exhibited predictable pricing patterns after passing through a psychologically important price point, including round numbers.

On a related vein, Carrera (2015) used the notion of price barrier to assess the exchange rates of 15 Latin American countries. It was found evidence of deviations in the exchange rates relative to the US dollar from a long-run equilibrium perspective.

The current study contributes to the scarce literature on psychological barriers in emerging markets by analyzing the phenomenon in a set of eight Latin American stock market indices.

Most of the literature on psychological barriers consider developed market indices. For example, Donaldson (1990a, 1990b) tested for uniformity in the trailing digits of the Dow Jones Industrial Average (DJIA), the FTSE-100, the TSE, and the Nikkei 225. His findings rejected uniformity for all but the Nikkei index. The results pertaining to the DJIA were later corroborated by Donaldson and Kim (1993) and Ley and Varian (1994).

Koedijk and Stork (1994) expanded the research to the Brussels Stock Index (Belgium), the FAZ General (Germany), the Nikkei 225 (Japan), the S&P 500 (US), and the FTSE-100 (UK). They discovered significant indications of psychological barriers’ existence on the FAZ General, the FTSE-100 and the S&P 500, but weak indications on the Brussels Index, and none for the Nikkei 225.

De Ceuster, Dhaene and Schatteman (1998) compared the last digits of DJIA, FTSE-100, or the Nikkei 225 with the empirical distribution of a Monte Carlo simulation. They did not find any indication of the existence of psychological barriers on those three indices.

Cyree et al. (1999) showed that the last two digits of the DJIA, the S&P 500, the Financial Times U.K. Actuaries (London) and the DAX are not equally distributed. Prices next to barriers turn up less frequently than prices in a more distant position.

More recently, Dorfleitner and Klein (2009) focused on the DAX 30, the CAC 40, the FTSE-50 and the DJ EURO STOXX 50 for different periods until 2003. They found fragile traces of psychological barriers in all indices at the 1000-level.

The literature on psychological barriers in stock indices continues to be active nowadays. For example, Shawn and Kalaichelvan (2012) examined five European
indices (FTSE-100, CAC 40, DAX 30, ATX, SMI). They only found evidence for barriers in the SMI at the 1000-level.

Woodhouse et al. (2016) investigated the existence of barriers in the NASDAQ Composite index from 1971 to 2012. Statistically significant barrier effects were detected in certain index levels (usually in multiples of 100).

Different studies concluded that price barriers or at least significant deviations from uniformity also exist in other asset classes such as exchange rates (De Grauwe and Decupere, 1992; Mitchell and Izan, 2006), bonds (Burke, 2001), commodities (Aggarwal and Lucey, 2007; Lucey and O’Connor, 2016), derivatives (Schwartz, Van Ness and Van Ness, 2004; Chen and Tai, 2011; Jang et al., 2015; Dowling, Cummins and Lucey, 2016; Palao and Pardo, 2018) and cryptocurrencies (Fonseca, Pacheco and Lobão, 2020; Li, Li and Chong, 2020). Overall, evidence of price barriers in various asset classes seems to be fairly robust.

3. DATA AND METHODOLOGY

3.1. Data

All the indices under scrutiny use a weighted market capitalization to measure performance. The examination window for each of the stock market indices under study is presented in Table 1 below. Starting dates are different since we used the data pertaining each index since its inception. The data have daily frequency and were retrieved from Thomson Reuters Datastream and, in the case of the Colombian stock market, from the respective official stock exchange website. Summary statistics on the stock prices are presented in Table 2 where it can be seen that all the markets of the sample had a positive mean return in the sample period. Brazil and Argentina present the most volatile markets in the region. There is no pattern in the asymmetry of the returns distributions. Moreover, all the stock markets show a number of outliers inconsistent with normality. This conclusion is corroborated by the results of the Jarque-Bera test.

3.2. Methodology

Regarding existence of positional effects, we investigate if the indices close more or less frequently around round numbers by performing a number of uniformity tests and barrier tests on the M-values of the closing prices, as it will be described in the following sections. The presence of transgressional effects is captured by investigating the dynamics of the conditional mean return and conditional variance before and after the crossing of a barrier. We use regression and GARCH analysis to assess the differential impact of being above or below a possible barrier.
TABLE 1
DATA USED IN THE STUDY

| Series  | Stock Index | Starting date     | Ending date       |
|---------|-------------|-------------------|-------------------|
| Argentina | MERVAL     | October 19th, 1989 | December 31st, 2015 |
| Brazil   | BOVESPA     | January 3rd, 1994  |                   |
| Chile    | IPSA        | September 27th, 1987 |                 |
| Colombia | IPSA        | January 14th, 2008 |                   |
| Mexico   | IPC         | January 4th, 1988  |                   |
| Panama   | BVPSI       | January 1st, 1992  |                   |
| Peru     | IGBVL       | January 2nd, 1991  |                   |
| Venezuela| IBVC        | April 1st, 1993    |                   |

TABLE 2
SUMMARY STATISTICS ON STOCK PRICES DATA SERIES

| Series  | Obs.     | Return series | Level series |
|---------|----------|---------------|--------------|
|         |          | Mean | Std. Dev. | Skewness | Kurtosis | Jarque-Bera stat. (p-value) | Min.  | Max.     |
| Argentina | 6835    | 0.000930 | 0.027991 | -2.138783 | 90.23957 | 0.00000 | 15.89 | 14173.87 |
| Brazil   | 5738    | 0.000585 | 0.022271 | 0.513736  | 14.89715 | 0.00000 | 380.09 | 73516.00 |
| Chile    | 5809    | 0.000334 | 0.011119 | 0.237394  | 10.7631  | 0.00000 | 538.01 | 5040.97  |
| Colombia | 2079    | 0.000058 | 0.011059 | -0.633427 | 9.714583 | 0.00000 | 686.64 | 1942.37  |
| Mexico   | 7303    | 0.000828 | 0.015262 | 0.068445  | 10.42913 | 0.00000 | 86.61  | 46357.24 |
| Panama   | 6261    | 0.000340 | 0.008115 | 5.102059  | 163.41840 | 0.00000 | 13.70  | 478.75   |
| Peru     | 6521    | 0.000914 | 0.014736 | -0.076298 | 11.31932 | 0.00000 | 22.92  | 24051.62 |
| Venezuela| 5935    | 0.001651 | 0.017485 | 0.836699  | 21.70214 | 0.00000 | 0.76   | 15580.47 |

3.2.1. Definition of Barriers

Following Brock, Lakonishok and LeBaron (1992) and Dorfleitner and Klein (2009), we will use the so-called band technique and barriers will thus be defined as a certain range around the actual barrier. The main reason is that market participants will most certainly become active at a certain level before the index touches a round price level. Considering an index level of 100, for instance, over-excitement is expected to begin for instance at 99 or 101, or even at 95 or 105. Barriers will thus be defined as multiples of the $l$th power of ten, with intervals with an absolute length of 2%, 5%, 10%, and 25% of the corresponding power of ten as barriers. These intervals are conventionally used in the literature about psychological barriers. Formally, we may consider possible barrier bands:
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3.2.2. M-Values

M-values refer to the last digits in the integer portion of the indices under analysis. Initially used by Donaldson and Kim (1993), M-values consider potential barriers at the levels ..., 300, 400, ..., 3400, 3500, i.e. at:

\[ k \times 100, \quad k = 1, 2, \ldots \] (1)

Later, De Ceuster, Dhaene and Schatteman (1998) claimed that this definition was too narrow because the series was not multiplicatively regenerative, resulting, for instance, on 3400 being considered a barrier, whereas 340 would not. Additionally, the authors claimed that, as defined by Eq. (1), the gap between barriers would tend to zero as the price series increased, disrupting the intuitive appeal of a psychological barrier. Thus, one should also consider the possibility of barriers at the levels ..., 10, 20, ..., 100, 200, ..., 1000, 2000, ..., i.e. at:

\[ k \times 10^l, \quad k = 1, 2, \ldots, 9; \quad l = \ldots, -1, 0, 1, \ldots \] (2)

and, on the other hand, at the levels ..., 10, 11, ..., 100, 110, ..., 1000, 1100, ..., i.e. at:

\[ k \times 10^l, \quad k = 10, 11, \ldots, 99; \quad l = \ldots, -1, 0, 1, \ldots \] (3)

M-values would then be defined according to these barriers. For barriers at the levels defined in Eq. (1), M-values would be the pair of digits preceding the decimal point:

\[ M^a_i = [P_i \mod 100]; \] (4)

where \( P_i \) is the integer part of \( P_t \) and \( \mod 100 \) refers to the reduction modulo 100. For barriers at the levels defined by Eq. (2) and Eq. (3), the M-values would be defined respectively as the second and third and the third and fourth significant digits. Formally,

\[ M^b_i = [100 \times 10^{\log P_i \mod 1}] \mod 100; \] (5)

\[ M^c_i = [1000 \times 10^{\log P_i \mod 1}] \mod 100; \] (6)
where logarithms are to base 10. In practical terms, for example if $P_t = 1234.56$, then $M^p_t = 34$. At this level, barriers should appear when $M^a_t = 00$. Additionally, $M^b_t = 23$ and $M^c_t = 12$.

3.2.3. Uniformity Test

Having computed the $M$-values, the next step consists of examining the uniformity of their distribution. Following Aggarwal and Lucey (2007), this will be done through a Kolmogrov-Smirnov Z-statistic test. Thus we will be testing $H_0$: uniformity of the $M$-values distribution against $H_1$: non-uniformity of the $M$-values distribution.

It is important to emphasize that the rejection of uniformity might suggest the existence of significant psychological barriers but it is not in itself sufficient to prove their existence. Ley and Varian (1994) showed that the last digits of the Dow Jones Industrial Average were in fact not uniformly distributed and even appeared to exhibit certain patterns, but the returns conditional on the digit realization were still significantly random. Additionally, De Ceuster, Dhaene and Schatteman (1998) noted that as a series grows without limit and the intervals between barriers become wider, the theoretical distribution of digits and the respective frequency of occurrence is no longer uniform.

3.2.4. Barrier Tests

Barrier tests are used to assess whether observations are less frequent near barriers than it would be expected considering a uniform distribution. The existence of a psychological barrier implies we will observe a significantly lower closing price frequency within an interval around the barrier (Donald and Kim, 1993; Ley and Varian, 1994). Therefore, the objective of the barrier tests is to investigate the influence of round numbers in the non-uniform distribution of $M$-values. We will use two types of barrier tests: the barrier proximity test and the barrier hump test.

a) Barrier Proximity Test

This test examines the frequency of observations, $f(M)$, near potential barriers and will be performed according to Eq. (7).

$$f(M) = \alpha + \beta D + \epsilon$$  \hfill (7)

The dummy variable will take the value of unity when the index is at the supposed barrier and zero elsewhere. As it was mentioned in section 3.2.1, this barrier will not be strictly considered as an exact number but also as a number of different specific intervals, namely with an absolute length of 2%, 5%, 10% and 25% of the corresponding
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power of ten as barriers. The null hypothesis of no barriers will thus imply that $\beta$ equals zero, while $\beta$ is expected to be negative and significant in the presence of barriers as a result of lower frequency of $M$-values at these levels.

b) Barrier Hump Test

The second barrier test will examine not just the tails of frequency distribution near the potential barriers, but the entire shape of the distribution. It is thus necessary to define the alternative shape that the distribution should have in the presence of barriers (Donaldson and Kim, 1993; Aggarwal and Lucey, 2007). Bertola and Caballero (1992), who analysed the behaviour of exchange rates in the presence of target zones imposed by forward-looking agents, suggest that a hump-shape is an appropriate alternative for the distribution of observations.

The test to examine this possibility will follow Eq. (8), in which the frequency of observation of each $M$-value is regressed on the $M$-value itself and on its square.

$$f(M) = \alpha + \Phi M + \gamma M^2 + \eta$$ (8)

Under the null hypothesis of no barriers $\gamma$ is expected to be zero, whereas the presence of barriers should result in $\gamma$ being negative and significant.

3.2.5. Conditional Effect Tests

The study of positional effects should be complemented with the investigation regarding transgressional effects that result from psychological barriers (Ley and Varian, 1994). Therefore, it is necessary to analyse the dynamics of the returns series around these barriers, namely regarding mean and variance in order to examine the differential effect on returns due to prices being near a barrier, and whether these barriers were being approached on an upward or on a downward movement (Cyree et al., 1999; Aggarwal and Lucey, 2007).

Accordingly, we will thus define four regimes around barriers: BD for the five days before prices reaching a barrier on a downward movement, AD for the five days after prices crossing a barrier on a downward movement, and BU and AU for the five days respectively before and after prices breaching a barrier on an upward movement. These dummy variables will take the value of unity for the days noted and zero otherwise. To examine the robustness of the results to the assumption that the regime should last for five days, we will also consider a window of ten days. In the absence of barriers, we expect the coefficients on the indicator variables in the mean equation to be non-significantly different from zero.

$$R_t = \beta_1 + \beta_2 BD_t + \beta_3 AD_t + \beta_4 BU_t + \beta_5 AU_t + \varepsilon_t$$ (9)
Following Aggarwal and Lucey (2007), we started with an OLS estimation of Eq. (9) but heteroscedasticity and autocorrelation were present across our data base. Therefore, the full analysis of the effects in the proximity of barriers required us to apply the former test also to the variances. Eq. (10) represents this approach assuming autocorrelation similar to one as in Cyree et al. (1999) and Aggarwal and Lucey (2007). Besides the abovementioned dummy variables it includes a moving average parameter and a GARCH parameter.

\[ \varepsilon_t = N(0, V_t) \]

\[ V_t = \alpha_1 + \alpha_2 BD_t + \alpha_3 AD_t + \alpha_4 BU_t + \alpha_5 AU_t + \alpha_6 V_{t-1} + \alpha_7 \varepsilon_{t-1}^2 + \eta_t \]

The four possible hypothesis to be tested are the following:

H1: There is no difference in the conditional mean return before and after a downward crossing of a barrier.

H2: There is no difference in the conditional mean return before and after an upward crossing of a barrier.

H3: There is no difference in conditional variance before and after a downward crossing of a barrier.

H4: There is no difference in the conditional variance before and after an upward crossing of a barrier.

4. EMPIRICAL FINDINGS

4.1. Uniformity Test

Table 3 provides the results of a uniformity test concerning the distribution of digits for the eight stock market indices under scrutiny. Overall, there is robust evidence that the \( M \)-values do not follow a uniform distribution in each one of the stock markets included in the sample. Moreover, uniformity is more clearly rejected in in the highest barrier levels. In the case of the markets of Panama and Peru, uniformity is rejected at 1% in all the barrier levels. The rejection of uniformity of the trailing digits is not so strong in the Colombian market: from the four barrier levels under test, uniformity is rejected at a significance level of 5% only in the two highest barrier levels.
Table 3 shows the results of a Kolmogorov-Smirnov test for uniformity. Each test was performed for the daily closing prices of each stock index. P-values are in parenthesis. H₀: uniformity in the distribution of digits, H₁: non-uniformity in the distribution of digits. ***: significant at the 1 percent level; **: significant at the 5 percent level; *: significant at the 10 percent level.

### 4.2. Barrier Tests

#### 4.2.1. Barrier Proximity Test

Results for the barrier proximity tests are shown in Tables 4 to 8 for the intervals mentioned in sections 3.2.1 and 3.2.4. As referred above, in the presence of a barrier we would expect \( \beta \) to be negative and significant, implying a lower frequency of \( M \)-values at these points. Considering a barrier in the exact zero module point, evidence in Table 4 shows that only Brazil at the 10-level barrier seem to reject the no barrier hypothesis at a statistical significance of 10%. If we assume a barrier to be in the interval 98-02, there are four markets that seem to reject the no barrier hypothesis at a statistical significance of 5%: Panama at the lower barrier level and Mexico, Peru, and Venezuela at the 1000-level barrier. As we keep widening the barrier interval, evidence appear to confirm the results for three of these four countries. In fact, considering the 95-05 interval, Table 6 shows that the no barrier hypothesis is again rejected for Panama, Mexico and Peru at the same barrier levels. The difference is that the results for Mexico and Peru are now statistically significant at the 1% level. In addition, Moreover, Table 6 shows that in the case of the Argentinian and Colombian markets the no barrier hypothesis is rejected at the 1000-level barrier at a statistical
| Series     | M0.1 \( (l = 0) \) | M1 \( (l = 1) \) | M10 \( (l = 2) \) | M100 \( (l = 3) \) | M1000 \( (l = 4) \) |
|------------|----------------|----------------|----------------|----------------|----------------|
|            | \( \beta \) | p-value | R\(^2\) | \( \beta \) | p-value | R\(^2\) | \( \beta \) | p-value | R\(^2\) | \( \beta \) | p-value | R\(^2\) |
| Argentina  | -0.0609 | 0.6764 | 0.0018 | -0.0104 | 0.9397 | 0.0001 | 0.2323 | 0.0796** | 0.0310 | -0.0254 | 0.2099 | 0.0017 | -0.0699 | 0.7330 | 0.0006 |
| Brazil     | 0.2826  | 0.5170 | 0.0043 | 5.6762  | 0.0016*** | 0.0968 | 0.0510 | 0.7354 | 0.0012 | -0.0048 | 0.7394 | 0.0001 | -0.0063 | 0.1722 | 0.0005 |
| Chile      | 0.1520  | 0.2597 | 0.0129 | 0.1722  | 0.2054 | 0.0163 | 0.1519 | 0.2727 | 0.0123 | 0.0147 | 0.4910 | 0.0005 | -       | -       | -     |
| Colombia   | 0.2327  | 0.2516 | 0.0134 | 0.2324  | 0.3136 | 0.0103 | 0.2327 | 0.3041 | 0.0108 | 0.0366 | 0.3996 | 0.0013 | -       | -       | -     |
| México     | 0.1013  | 0.3656 | 0.0084 | 0.0404  | 0.7756 | 0.0008 | 0.0400 | 0.7647 | 0.0009 | 0.0104 | 0.7907 | 0.0001 | -0.0081 | 0.7841 | 0.0001 |
| Panama     | -0.0300 | 0.9339 | 0.0001 | -0.3026 | 0.6786 | 0.0018 | -0.0402 | 0.9615 | 0.0000 | -       | -       | -     | -       | -       | -     |
| Peru       | 1.3136  | 0.0080*** | 0.1097 | 0.1712  | 0.2436 | 0.0138 | -0.1617 | 0.3588 | 0.0086 | -0.0071 | 0.9215 | 0.0000 | -       | -       | -     |
| Venezuela  | -0.0601 | 0.7858 | 0.0008 | -0.2124 | 0.6836 | 0.0017 | 0.2723 | 0.5006 | 0.0046 | -0.0217 | 0.7776 | 0.0002 | 0.5964 | 0.0000*** | 0.1970 |

Table 4 shows the results of the regression \( f(M) = \alpha + \beta D + \epsilon \), where \( f(M) \) stands for the frequency of appearance of \( M \)-values, \( D \) is a dummy variable that takes the value of unity when \( M = 00 \) and 0 otherwise. Refer to section 3.2.4 for details. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
## TABLE 5

**BARRIER PROXIMITY TEST: 98-02 BARRIER**

| Series | M0.1 (l = 0) | M1 (l = 1) | M10 (l = 2) | M100 (l = 3) | M1000 (l = 4) |
|--------|--------------|------------|-------------|--------------|---------------|
|        | $\beta$     | p-value    | $R^2$       | $\beta$     | p-value       | $R^2$       | $\beta$     | p-value       | $R^2$       | $\beta$     | p-value       | $R^2$       | $\beta$     | p-value       | $R^2$       | $\beta$     | p-value       | $R^2$       |
| Argentina | -0.0256     | 0.7011     | 0.0015      | 0.0671      | 0.2839       | 0.0117      | 0.0737      | 0.2252       | 0.0150      | -0.0156     | 0.2671       | 0.0013      | -0.0038     | 0.9359       | 0.0000      |
| Brazil  | -0.0447     | 0.7378     | 0.0011      | -0.1077     | 0.8490       | 0.0004      | 0.0337      | 0.4653       | 0.0055      | -0.0003     | 0.9661       | 0.0000      | 0.0008      | 0.3629       | 0.0002      |
| Chile   | 0.0511      | 0.4078     | 0.0070      | 0.0089      | 0.8859       | 0.0002      | 0.1099      | 0.0807*      | 0.0308      | 0.1454      | 0.0000***    | 0.1004      | –           | –           | –           |
| Colombia | 0.0825     | 0.3738     | 0.0081      | 0.1369      | 0.1926       | 0.0173      | -0.0038     | 0.9708       | 0.0000      | 0.0401      | 0.0882*      | 0.0053      | –           | –           | –           |
| México  | 0.0298      | 0.5606     | 0.0035      | -0.0126     | 0.8453       | 0.0004      | 0.0964      | 0.1118       | 0.0256      | -0.0412     | 0.0527*      | 0.0065      | 0.0088      | 0.0002***    | 0.0150      |
| Panama  | -0.2965     | 0.0702*    | 0.0331      | -0.1659     | 0.6187       | 0.0025      | 0.0634      | 0.8676       | 0.0003      | –           | –           | –           | –           | –           | –           |
| Peru    | 0.2237      | 0.2207     | 0.0153      | -0.0363     | 0.5890       | 0.0030      | -0.0738     | 0.3590       | 0.0086      | -0.0771     | 0.0310**     | 0.0096      | –           | –           | –           |
| Venezuela | 0.0637     | 0.5278     | 0.0041      | -0.2003     | 0.3993       | 0.0073      | -0.1752     | 0.3421       | 0.0092      | -0.0782     | 0.0408**     | 0.0098      | -0.0536     | 0.6324       | 0.0016      |

Table 5 shows the results of the regression $f(M) = \alpha + \beta D + \epsilon$, where $f(M)$ stands for the frequency of appearance of $M$-values, $D$ is a dummy variable that takes the value of unity when $M$=value is in the 98-02 interval and 0 otherwise. Refer to section 3.2.4 for details. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
Table 6 shows the results of the regression $f(M) = \alpha + \beta D + \epsilon$, where $f(M)$ stands for the frequency of appearance of M-values, D is a dummy variable that takes the value of unity when M=value is in the 95-05 interval and 0 otherwise. Refer to section 3.2.4 for details. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.

| Series  | M0.1 ($l = 0$) | M1 ($l = 1$) | M10 ($l = 2$) | M100 ($l = 3$) | M1000 ($l = 4$) |
|---------|----------------|-------------|-------------|--------------|--------------|
|         | $\beta$ | p-value | $R^2$ | $\beta$ | p-value | $R^2$ | $\beta$ | p-value | $R^2$ | $\beta$ | p-value | $R^2$ |
| Argentina | -0.0014 | 0.9767 | 0.0000 | 0.0793 | 0.0672* | 0.0338 | 0.0684 | 0.1048 | 0.0266 | -0.0175 | 0.0563* | 0.0039 | -0.0207 | 0.5368 | 0.0021 |
| Brazil   | 0.0551  | 0.5282 | 0.0041 | -0.0599 | 0.9188 | 0.0001 | 0.0230 | 0.6312 | 0.0024 | -0.0021 | 0.6754 | 0.0002 | 0.0007  | 0.2492 | 0.0004 |
| Chile    | 0.0680  | 0.1119 | 0.0256 | 0.0230 | 0.5955 | 0.0029 | 0.0791 | 0.0710* | 0.0329 | 0.1241 | 0.0000 | 0.2250 | -       | -       | -       |
| Colombia | 0.0781  | 0.2262 | 0.0149 | 0.1727 | 0.0171** | 0.0566 | 0.0638 | 0.3761 | 0.0080 | -0.0217 | 0.1619 | 0.0035 | -       | -       | -       |
| México   | -0.0058 | 0.8711 | 0.0003 | -0.0010 | 0.9819 | 0.0000 | 0.0169 | 0.6905 | 0.0016 | -0.0435 | 0.0019*** | 0.0167 | 0.0002  | 0.9185 | 0.0000 |
| Panama   | -0.2346 | 0.0392** | 0.0427 | -0.1415 | 0.5421 | 0.0038 | 0.1024 | 0.6990 | 0.0015 | -       | -       | -       | -       | -       | -       |
| Peru     | -0.0056 | 0.9652 | 0.0000 | 0.0035 | 0.9401 | 0.0001 | -0.0655 | 0.2419 | 0.0139 | -0.0649 | 0.0061*** | 0.0155 | -       | -       | -       |
| Venezuela | -0.0127 | 0.8565 | 0.0003 | -0.0698 | 0.6737 | 0.0018 | -0.0689 | 0.5923 | 0.0029 | -0.0317 | 0.2135 | 0.0036 | -0.0544 | 0.5339 | 0.0027 |
### Table 7

**Barrier Proximity Test: 90-10 Barrier**

| Series   | M0.1 ($l = 0$) | M1 ($l = 1$) | M10 ($l = 2$) | M100 ($l = 3$) | M1000 ($l = 4$) |
|----------|----------------|--------------|---------------|----------------|-----------------|
|          | β   | p-value | R²   | β   | p-value | R²   | β   | p-value | R²   | β   | p-value | R²   |
| Argentina| 0.0286 | 0.4227 | 0.0066 | 0.0780 | 0.0185** | 0.0553 | 0.0476 | 0.1423 | 0.0218 | -0.0051 | 0.4028 | 0.0008 |
| Brazil   | 0.1450 | 0.1719 | 0.0190 | 0.3314 | 0.4622   | 0.0055 | 0.0217 | 0.5554 | 0.0036 | -0.0016 | 0.6587 | 0.0002 |
| Chile    | 0.0428 | 0.1932 | 0.0172 | -0.0012 | 0.9719   | 0.0001 | 0.0704 | 0.0358** | 0.0442 | 0.0982 | 0.0000*** | 0.3097 |
| Colombia | 0.0783 | 0.1134 | 0.0254 | 0.0568 | 0.3135   | 0.0104 | 0.0433 | 0.4343 | 0.0063 | -0.0464 | 0.0001*** | 0.0288 |
| México   | 0.0154 | 0.5727 | 0.0033 | 0.0199 | 0.5654   | 0.0034 | 0.0001 | 0.9976 | 0.0000 | -0.0381 | 0.0003*** | 0.0229 |
| Panama   | -0.2359 | 0.0065*** | 0.0731 | -0.2062 | 0.2463   | 0.0137 | 0.1919 | 0.3444 | 0.0091 | -  | -  | -  |
| Peru     | 0.0995 | 0.3093 | 0.0105 | -0.0139 | 0.6994   | 0.0015 | -0.0773 | 0.0708* | 0.0329 | 0.1200 | 0.0000*** | 0.0930 |
| Venezuela| -0.0048 | 0.9293 | 0.0001 | -0.0769 | 0.5456   | 0.0037 | -0.0982 | 0.3196 | 0.0101 | 0.0118 | 0.5455 | 0.0009 |

Table 7 shows the results of the regression $f(M) = \alpha + \beta D + \epsilon$, where $f(M)$ stands for the frequency of appearance of $M$-values, $D$ is a dummy variable that takes the value of unity when $M$-value is in the 90–10 interval and 0 otherwise. Refer to section 3.2.4 for details. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
### Table 8

**BARRIER PROXIMITY TEST: 75–25 BARRIER**

| Series    | M0.1 ($l = 0$) | M1 ($l = 1$) | M10 ($l = 2$) | M100 ($l = 3$) | M1000 ($l = 4$) |
|-----------|----------------|--------------|---------------|----------------|-----------------|
|           | $\beta$       | p-value      | $R^2$         | $\beta$       | p-value         | $R^2$         | $\beta$      | p-value       | $R^2$           | $\beta$        | p-value       | $R^2$       |
| Argentina | -0.0014        | 0.9767       | 0.0000        | 0.0793        | 0.0672          | 0.0338        | 0.0684       | 0.1048        | 0.0266       | -0.0175     | 0.0563*       | 0.0039     | -0.0207     | 0.5368       | 0.0021       |
| Brazil    | 0.0551         | 0.5282       | 0.0041        | -0.0599       | 0.9188          | 0.0001        | 0.0230       | 0.6312        | 0.0024        | -0.0021     | 0.6754        | 0.0002     | 0.0007      | 0.2492       | 0.0004       |
| Chile     | 0.0680         | 0.1119       | 0.0256        | 0.0230        | 0.5955          | 0.0029        | 0.0791       | 0.0710*       | 0.0329        | 0.1241     | 0.0000***     | 0.2250     | –           | –            | –            |
| Colombia  | 0.0781         | 0.2262       | 0.0149        | 0.1727        | 0.0171**        | 0.0566        | 0.0638       | 0.3761        | 0.0080        | -0.0217    | 0.1619        | 0.0035     | 0.0002      | 0.9185       | 0.0000       |
| México    | -0.0058        | 0.8711       | 0.0003        | -0.0010       | 0.9819          | 0.0000        | 0.0169       | 0.6905        | 0.0016        | -0.0435    | 0.0019***     | 0.0167     | 0.0002      | 0.9185       | 0.0000       |
| Panama    | -0.2346        | 0.0392**     | 0.0427        | -0.1415       | 0.5421          | 0.0038        | 0.1024       | 0.6990        | 0.0015        | –         | –             | –         | –           | –            | –            |
| Peru      | -0.0056        | 0.9652       | 0.0000        | 0.0035        | 0.9401          | 0.0001        | -0.0655      | 0.2419        | 0.0139        | -0.0649    | 0.0061***     | 0.0155     | –           | –            | –            |
| Venezuela | -0.0127        | 0.8565       | 0.0003        | -0.0698       | 0.6737          | 0.0018        | -0.0689      | 0.5923        | 0.0029        | -0.0317    | 0.2135        | 0.0036     | -0.0544     | 0.5339       | 0.0027       |

Table 8 shows the results of the regression $f(M) = \alpha + \beta D + \epsilon$, where $f(M)$ stands for the frequency of appearance of $M$-values, $D$ is a dummy variable that takes the value of unity when $M$-value is in the 75-25 interval and 0 otherwise. Refer to section 3.2.4 for details. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
significance of 10% and 5%, respectively. Table 7 contains the results considering the 90-10 interval. The evidence confirms the previous results for the markets of Panama, Mexico and Colombia, all at a statistical significance of 1%. In the case of Peru, the no barrier hypothesis continues to be rejected but now at the 100-level barrier. Finally, Table 8 displays the results in the interval 75-25. The results for Colombia, Mexico and Panama continue to be statistically significant at the conventional levels. In addition, the no barrier hypothesis in rejected by the Argentinian market at the 1000-level barrier at a statistical significance of 5%. All the other series are either not significant or $\beta$ is not negative.

Overall, evidence suggests that positional effects related to psychological barriers are a relevant phenomenon for the markets of Panama at the lowest barrier level and for the markets of Colombia, Mexico and Peru at the 1000-level barrier. There is weak evidence of barriers in the markets of Argentina, Brazil and Venezuela and practically no evidence at all of psychological barriers around round numbers in the Chilean stock market.

4.2.2. Barrier Hump Test

Table 9 shows the results for the barrier hump test, which is meant to test the entire shape of the distribution of M-values. Assuming it should follow a hump-shape distribution, we thus expected $\Upsilon$ to be negative and significant in the presence of barriers. The results of the barrier hump test partially confirm the evidence presented previously with the barrier proximity tests. The relevance of the psychological barrier of the markets of Panama and Peru, respectively at the lowest barrier level and at the 100-level barrier, is corroborated by the rejection of the no barrier hypothesis at a statistically significant level of 1%. Furthermore, those two markets also reject that hypothesis at the 10-level barrier but only at a statistically significant level of 10%. In the case of the Mexican market, the evidence suggests again that there was a significant barrier at the 1000-level. In addition, the no barrier hypothesis is rejected by the Argentinian market at the 1000- and at the 10000- level barriers, at a statistical significance level of 1% and 10%, respectively. Finally, there is an indication of a price barrier at the 100-level barrier for the stock market of Venezuela at a statistical significant level of 10%. All the other series are either not significant or $\Upsilon$ is not negative.

Overall, from the results presented so far it is possible to discern substantial differences in the incidence of psychological barriers on the markets under study. In the Chilean stock market, it was not detected practically any evidence of psychological barriers. In the case of the stock markets of Argentina, Brazil, Colombia and Venezuela there is weak to mild evidence of barriers mostly at high levels (1000- and 10000-level barriers). Lastly, the stock markets of Mexico, Panama and Peru stock market exhibit the strongest indications of psychological barriers nearby round numbers. In the case of the Panamanian market the positional effect is particularly noticeable at the lowest
barrier level. In the cases of Peru and Mexico the barrier is especially salient at the 100-level and at the 1000-level, respectively.

4.2.3. Conditional Effects Test

Assuming the existence of psychological barriers, we expected the dynamics of return series to be different around these points. In fact, results in Table 10 provide some interesting evidence of mean effects after both upward and downward movements through potential psychological barriers. The coefficients of BD are negative for all indices except Venezuela, and statistically significant for the markets of Argentina, Chile, Colombia, and Peru in the 5-day window around the potential barrier. When the time-window is widened to cover a 10-day period, the effect becomes statistically significant for all but two stock markets (Brazil and Venezuela). This suggests that stock market returns tend to be significantly lower when a barrier is to be crossed on a downward movement. BU is positive and significant for three markets of the sample (Argentina, Brazil, and Peru) considering a 5-day window and for four markets in a 10-day time window (Mexico is added to the three previously mentioned markets). This means that stock markets returns in these countries showed higher returns in the proximity of a barrier when the barrier was to be crossed in an upward movement. The return effects after the breaching of a barrier either on a downward or in an upward movement do not seem to be so clear across the markets. The pattern of conditional effects before the crossing of a possible barrier is similar to that obtained by Cyree et al. (1999) for the Dow Jones, the S&P500, and other six stock indices.

Table 11 contains results for the conditional variance equations. The variance effects are shown to be particularly evident in a 5-day window before and after an upward movement through a barrier. The coefficient of BU in the variance equation is negative and statistically significant in five of the markets under study. The Peruvian market is the exception with a positive and significant value in BU. This result indicates that in general the markets tend to calm before having risen through a barrier. This is in sharp contradiction with the results obtained by Cyree et al. (1999) according to which, in most cases, markets tend to be more volatile before crossing a barrier in an upward movement. In the post-crossing period, the results are somewhat heterogeneous: three markets present positive and significant results but four other markets show negative and significant coefficients at the conventional levels. Considering a 10-day window, the results are qualitatively similar. The volatility effects around a possible barrier when prices move on a downward movement are not so clear across the markets. Before crossing the barrier prices seem to be less volatile solely in the cases of Argentina and Panama in the 5-day window and in the markets of Colombia, Panama and Venezuela in the 10-day window. After crossing the barrier prices show less volatility in the market of Panama but more volatility in the Colombian market considering a 5-day window. With a longer time window, prices tend to be less volatile not only in Panama but also in Mexico and Venezuela.
Table 9 shows the results of the regression \( f(M) = \alpha + qM + \gamma M^2 + \eta \), where \( f(M) \), the frequency of appearance of each \( M \)-values, is regressed on \( M \), the \( M \)-value itself, and \( M^2 \), its square. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.

| Series       | \( M_{0.1}(l=0) \)          | \( M_{1}(l=1) \)          | \( M_{10}(l=2) \)         | \( M_{100}(l=3) \)        | \( M_{1000}(l=4) \)       |
|--------------|-------------------------------|----------------------------|---------------------------|----------------------------|---------------------------|
|              | \( \gamma \)       | p-value | \( R^2 \) | \( \gamma \) | p-value | \( R^2 \) | \( \gamma \) | p-value | \( R^2 \) | \( \gamma \) | p-value | \( R^2 \) |
| Argentina    | 0.00000779      | 0.6901   | 0.0072 | 0.00002500 | 0.1576 | 0.0205 | 0.00005020 | 0.0034*** | 0.1278 | -0.0000014 | 0.0000*** | 0.0755 | -0.0000925 | 0.1109 | 0.0180 |
| Brazil       | 0.00005250      | 0.3686   | 0.0100 | 0.00002540 | 0.9185 | 0.0023 | 0.00001320 | 0.5115 | 0.0104 | 0.00000151 | 0.7722 | 0.0011 | 0.0000000 | 0.3614 | 0.0017 |
| Chile        | 0.00000728      | 0.6851   | 0.0246 | -0.00001370 | 0.4512 | 0.0122 | 0.00002880 | 0.1011 | 0.1236 | 0.00000727 | 0.0000*** | 0.5733 | -    | -    | -    |
| Colombia     | 0.00005301      | 0.2686   | 0.0157 | 0.00000922 | 0.7643 | 0.0187 | 0.00001290 | 0.6682 | 0.0245 | -0.00000313 | 0.5142 | 0.0403 | -    | -    | -    |
| Mexico       | -0.00000622     | 0.9672   | 0.0035 | 0.00002260 | 0.2275 | 0.0398 | 0.00000488 | 0.7855 | 0.0008 | -0.0000069 | 0.0000*** | 0.0396 | 0.0000006 | 0.001*** | 0.0187 |
| Panama       | -0.00011300     | 0.0181** | 0.0572 | -0.00014800 | 0.1288 | 0.0306 | 0.00015900 | 0.1063 | 0.2357 | -    | -    | -    | -    | -    | -    |
| Peru         | 0.00001450      | 0.7882   | 0.0014 | -0.00002920 | 0.1296 | 0.0653 | -0.00008510 | 0.002*** | 0.1440 | -0.0000014 | 0.7339 | 0.0680 | -    | -    | -    |
| Venezuela    | -0.00000206     | 0.9447   | 0.0002 | -0.00002200 | 0.7388 | 0.0400 | -0.00009600 | 0.1960 | 0.0255 | -0.0000064 | 0.2907 | 0.0026 | -0.0000316 | 0.7522 | 0.0095 |
### Table 10

**GARCH Analysis: Mean Equation (5 Days and 10 Days)**

|                | Argentina | Brazil | Chile | Colombia | Mexico | Panama | Peru | Venezuela |
|----------------|-----------|--------|-------|----------|--------|--------|------|-----------|
| **Mean Equation (5 days)** |           |        |       |          |        |        |      |           |
| \(C\)          | 0.1847    | 0.0900 | 0.0651| 0.0381   | 0.0961 | 0.0940 | 0.0778| 0.0939    |
| (0.0330)       | (0.021)   | (0.0116)| (0.0217)| (0.0135)| (0.0263)| (0.0140)| (0.0168)|           |
| \(BD\)         | -0.8193   | -0.9022| -0.4138| -0.3199  | -0.3605| -0.0760| -0.2749| 0.0483    |
| (0.1284)****   | (0.5731)  | (0.1699)*| (0.1647)*| (0.3311)| (0.1602)| (0.0971)**| (0.1120)|           |
| \(AD\)         | -0.1982   | 0.2813 | -0.0611| 0.1512   | 0.3823 | 0.0683 | -0.0868| 0.0937    |
| (0.1411)       | (0.4025)  | (0.2296)| (0.2336)| (0.2209)*| (0.1470)| (0.0915)| (0.1499)|           |
| \(BU\)         | 0.85117   | 1.2110 | -0.0289| 0.0939   | 0.1283 | -0.0860| 0.2103 | -0.1042   |
| (0.087)****    | (0.1533)**| (0.1366)| (0.1732)| (0.2107)| (0.1440)| (0.1039)**| (0.0894)|           |
| \(AU\)         | 0.5112    | 0.2103 | -0.1264| 0.3165   | -0.3970| -0.0753| 0.1063 | -0.1680   |
| (0.0725)****   | (0.8250)  | (0.1927)| (0.2038)| (0.4270)| (0.1436)| (0.0915)| (0.0762)**|           |
| **Mean Equation (10 days)** |           |        |       |          |        |        |      |           |
| \(C\)          | 0.1199    | 0.0866 | 0.0672| 0.0423   | 0.0942 | 0.0538 | 0.0782| 0.1015    |
| (0.0244)       | (0.0215)  | (0.0117)| (0.0221)| (0.0136)| (0.0068)| (0.0145)| (0.0171)|           |
| \(BD\)         | -0.4332   | -0.7201| -0.3203| -0.2953  | -0.4498| -0.1870| -0.2960| -0.0936   |
| (0.1080)****   | (0.6791)  | (1.007)**| (1.316)**| (0.2381)*| (0.388)**| (0.110)**| (0.0638)|           |
| \(AD\)         | -0.0575   | -0.1084| -0.2922| -0.0960  | 0.1304 | 0.0952 | -0.2204| -0.0982   |
| (0.1073)       | (0.4758)  | (1.254)**| (0.1637)| (0.1884)| (0.392)**| (0.0838)**| (0.0659)|           |
| \(BU\)         | 0.3066    | 0.4797 | 0.1782 | 0.1721   | 0.3990 | -0.0923| 0.1913 | -0.0316   |
| (0.0952)****   | (0.2723)*| (0.2131)| (0.1458)| (0.2133)*| (0.0588)| (0.0630)**| (0.0771)|           |
| \(AU\)         | -0.0728   | 0.0913 | 0.3353 | 0.0375   | 0.0236 | 0.0698 | 0.0141 | -0.0918   |
| (0.1073)       | (0.3601)  | (0.1279)**| (0.1444)| (0.2231)| (0.0600)| (0.0574)| (0.0993)|           |
| \(N\)          | 6835      | 5738   | 5809  | 2079     | 7303   | 6261   | 6521  | 5935      |

Table 10 shows the results of the mean equation of a GARCH estimation of the form \(R_t=\beta_1+\beta_2BD+\beta_3AD+\beta_4BU+\beta_5AU+\epsilon_t; \epsilon_t~N(0,V_t); V_t=\alpha_1+\alpha_2BD+\alpha_3AD+\alpha_4BU+\alpha_5AU+\alpha_6\epsilon_{t-1}+\alpha_7\epsilon_t-1+\eta_t\). BD, AD, BU and AU are dummy variables. BD takes the value 1 in the 5 days (10 days) before crossing a barrier on a downward movement and zero otherwise, whereas AD is for the 5 days (10 days) after the same event. BU is for the 5 days (10 days) before crossing a barrier from below, while AU is 1 in the 5 days (10 days) after the same upward crossing. \(Vi-1\) refers to the moving average parameter and \(\epsilon2t-1\) stands for the GARCH parameter. \(l = 3\) is tested for Brazil, Chile, Colombia and Mexico; \(l = 2\) is tested for Argentina, Panama and Peru; \(l = 1\) is tested for Venezuela. Robust standard error t statistics are in parentheses. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
Table 11 shows the results of the variance equation of a GARCH estimation of the form $R_t = \beta_1 + \beta_2 BD + \beta_3 AD + \beta_4 BU + \beta_5 AU + \epsilon_t; \epsilon_t \sim N(0, V_t)$; $V_t = \alpha_1 + \alpha_2 BD + \alpha_3 AD + \alpha_4 BU + \alpha_5 AU + \alpha_6 V_{t-1} + \alpha_7 \epsilon_{t-1}^2 + \eta_t$. BD, AD, BU and AU are dummy variables. BD takes the value 1 in the 5 days (10 days) before crossing a barrier on a downward movement and zero otherwise, whereas AD is for the 5 days (10 days) after the same event. BU is for the 5 days (10 days) before crossing a barrier from below, while AU is 1 in the 5 days (10 days) after the same upward crossing. $V_{t-1}$ refers to the moving average parameter and $\epsilon_{t-1}^2$ stands for the GARCH parameter. $l = 3$ is tested for Brazil, Chile, Colombia and Mexico; $l = 2$ is tested for Argentina, Panama and Peru; $l = 1$ is tested for Venezuela. Robust standard error $t$ statistics are in parentheses. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
A market by market analysis reveals that the conditional effects were felt, albeit with different intensities, in most of the markets that make up our sample. Regarding the mean effects, two markets deserve to be highlighted due to the intensity and statistical significance of the respective results: the Argentinian market where, within a 5-day period, returns increased in the immediate vicinity of a potential barrier when the latter was crossed in an upward direction, and the Peruvian market, where, within a 10-day period, it was observed a decrease in returns around a potential barrier when it was crossed on a downward movement.

Regarding the effects on volatility, three markets deserve to be mentioned as they had shown a statistically significant reduction of volatility around potential barriers, at a statistically significant level of 1%: we are referring to the stock markets of Argentina, Panama and Venezuela. In the case of the Panamanian market, the effects were more extensive as they took place before and after the crossing of a barrier, regardless of the direction in which it was to be crossed. For the remaining two markets, the decrease in volatility was especially felt in the vicinity of the barrier when it was to be traversed on an upward movement. In the case of the Argentinian market it is worth noting that the decrease in volatility in these circumstances was accompanied, as already mentioned, by a contemporaneous increase in mean returns. A similar result was obtained by Cyree et al. (1999) for several indices. These authors noticed that this result appeared to represent an “aberration” in the equilibrium risk-return relationship and posed a challenge to the standard financial models that predict a positive correlation between these two variables.

Tables 12 and 13 contain the test results of the four barrier hypothesis mentioned in section 3.2.5, considering a 5-day period and a 10-day period, respectively. If some kind of barrier indeed existed, we would expect that the restraints in terms of mean and variance would be relaxed after the price crossed that barrier.

The results show that the conditional differences in the mean returns and variances tend to be more significant within a 5-day period. In fact, while in the 5-day period there are 10 observations with significant differences at a statistically significant level of 1% whereas in the 10-day period there are only three observations with significant differences at the same level of statistical significance.

However, these effects are not uniform across the series under test. In the shorter time horizon, the cases of Argentina and Panama are worth noting since in these two markets there were significant differences in the mean return and in the variance after crossing a barrier both as part of an upward move and as part of a downward move. The Brazilian stock market also shows a significant increase in variance after breaching a barrier no matter the direction of the movement (the results are significant at least at a statistically significant level of 5%). In general, all these findings are in line with our previous analysis (see Tables 10 and 11).

When we consider a longer time window, of 10 days, the results are weaker and highly significant conditional differences before and after the crossing of a barrier seem
Table 12 shows the results of a Chi-square test based on the likelihood ratio test of the four different null hypothesis. p-values are in parenthesis. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
### TABLE 13

**BARRIER HYPOTHESIS TESTS (10 DAYS)**

| Argentina | Brazil | Chile | Colombia | Mexico | Panama | Peru | Venezuela |
|-----------|--------|-------|----------|--------|--------|------|-----------|
| 6.14      | 0.64   | 0.04  | 0.98     | 3.36   | 7.66   | 0.38 | 0.03      |
| (0.0132)**| (0.4237)| (0.8415) | (0.3222) | (0.0668)* | (0.0056)** | (0.5376) | (0.8625) |

**H1:** There is no difference in the conditional mean return before and after a downwards crossing of a barrier.

| Argentina | Brazil | Chile | Colombia | Mexico | Panama | Peru | Venezuela |
|-----------|--------|-------|----------|--------|--------|------|-----------|
| 7.66      | 0.72   | 0.36  | 0.466    | 1.64   | 2.99   | 4.66 | 0.30      |
| (0.0056)**| (0.3961)| (0.5485) | (0.4948) | (0.2003) | (0.0838)* | (0.0309)** | (0.5839) |

**H2:** There is no difference in the conditional mean return before and after an upwards crossing of a barrier.

| Argentina | Brazil | Chile | Colombia | Mexico | Panama | Peru | Venezuela |
|-----------|--------|-------|----------|--------|--------|------|-----------|
| 1.84      | 0.02   | 0.10  | 4.074    | 2.86   | 6.16   | 0.76 | 0.12      |
| (0.1750)  | (0.8875)| (0.7518) | (0.0435)** | (0.0908)* | (0.0131)** | (0.3833) | (0.7290) |

**H3:** There is no difference in conditional variance before and after a downwards crossing of a barrier.

| Argentina | Brazil | Chile | Colombia | Mexico | Panama | Peru | Venezuela |
|-----------|--------|-------|----------|--------|--------|------|-----------|
| 3.44      | 3.98   | 0.01  | 0.55     | 3.50   | 4.43   | 2.44 | 17.50     |
| (0.0636)* | (0.0460)**| (0.9203) | (0.4583) | (0.0614)* | (0.0353)** | (0.1183) | (0.0000)** |

**H4:** There is no difference in conditional variance before and after an upwards crossing of a barrier.

---

Table 13 shows the results of a Chi-square test based on the likelihood ratio test of the four different null hypothesis. P-values are in parenthesis. *, **, *** indicates significance at the 10%, 5% and 1% level, respectively.
to be observed mainly in the markets of Argentina (in the case of the mean returns) and Panama (both for the mean returns and for the variance). In both cases, there was a significant increase in the mean return and in the variance in the post-crossing period. Interestingly, the market of Chile is the only one that does not exhibit any significant differences in mean returns and variance effects between pre-crossing and post-crossing periods.

Overall, the results obtained reveal substantial differences in the incidence of psychological barriers on the markets of the sample. In fact, when we consider the combination of positional and transgressional effects it is possible to distinguish several different situations. Of all the stock markets under analysis, there is only one— the Chilean market— that has revealed virtually no signs of psychological barriers. Second, there are markets that have shown moderate signs of psychological barriers. We may include in this group the markets of Brazil, Colombia, and Venezuela. In all these cases, the results show that there were some relevant positional effects (case of Colombia) or some relevant transgressional effects (case of Brazil) or a combination between moderate effects of these two types of results (case of Venezuela). Third, the markets of Argentina, Mexico, and Peru can be included in a group where the evidence of psychological barriers is strong. In this instance, the detected positional effects were strong (as in the case of Mexico and Peru) or there was a combination of moderate positional effects with strong transgressional effects (case of Argentina). Finally, it can be concluded that the Panama stock market was the one that showed the strongest signs of psychological barriers in all applied tests (uniformity tests, barrier tests and conditional effects tests).

5. CONCLUSION

Psychological barriers have been found to impact financial markets in different geographies and asset classes. Due to several behavioral biases and the consequent inability to make fully rational decisions, the average market practitioner is often affected, directly or indirectly, by such phenomenon.

Following the most widely used methodolgies for studying psychological barriers, we provide new evidence regarding this phenomenon in eight Latin American stock markets. Considering an extended sample period, we examined the existence of barriers at round numbers in the major stock market indices of Argentina (MERVAL), Brazil (BOVESPA), Chile (IPSA), Colombia (CALCAP), Mexico (IPC), Panama (BVPSI), Peru (IGBVL), and Venezuela (IBVC).

In summary, it was possible to distinguish three types of situations regarding the presence of positional effects and transgressional effects in the stock markets under scrutiny. First, the Chilean stock market showed virtually no signs of psychological barriers. Second, there is mild evidence of barriers in the cases of the markets
of Brazil, Colombia and Venezuela. Lastly, the markets of Argentina, Mexico, Panama and Peru showed strong or very strong signs of psychological barriers. The Panamanian market is the one with the strongest indications of psychological barriers nearby round numbers.

The markets of Argentina, Colombia and Mexico seem to present important psychological barriers at the 1000-level barrier while the market of Panama tends to reject the no barrier hypothesis at the lowest level (1-level barrier).

It is interesting to notice that the country with the highest GDP per capita from the countries of the sample and where the stock market presents the largest market capitalization in percentage of the GDP (World Bank, 2016), i.e. that of Chile, is the only one that essentially exhibits no signs of psychological barriers.

The literature on psychological barriers suggests that cultural factors may contribute to this phenomenon (e.g., Cai, Cai and Keasey, 2007). However, in the case of our results, the existence of very different levels of incidence of psychological barriers in countries with relatively similar cultural characteristics suggests that other factors may be relevant. It would be interesting to investigate, in addition to the microstructure characteristics of the markets, the role played by recent economic history in the formation of psychological barriers. Some of the countries in our sample (Argentina, Brazil, and Venezuela, for example) experienced recent historical periods marked by very high levels of inflation. In theory, investors would be expected to become less sensitive to price barriers in countries where the nominal level of prices increases very rapidly. However, the results presented in this article do not confirm this conjecture.

Overall, these findings provide evidence supporting the existence of psychological barriers with respect to index returns. Our results are thus in line with earlier studies (e.g., Koedijk and Stork, 1994; Cyree et al., 1999; Bahng, 2003; Woodhouse et al., 2016) and can be regarded as evidence that prices tend to exhibit some pockets of predictability thus contradicting the random walk usually associated with efficient capital markets. Moreover, our results seem to suggest that technical analysis strategies based on price support and resistances around round numbers can be profitable, at least in some stock markets. However, it should be noted that the fact that prices may be predictable, in itself, does not necessarily mean that investors should be able to obtain abnormal profits. The existence of significant limits to arbitrage (arising from synchronization risk, noise trader risk or trading costs, for example) may prevent investors from profiting from predictable stock prices.

There is much to be investigated about psychological barriers in financial markets. Further avenues for research may include the analysis of trading volume around possible price barriers, the adoption of statistical tests based on the assumption that prices follow specific distributions (e.g., the Benford’ Law) and the study of the impact of salient events (e.g., a financial crisis) on the prevalence of price barriers.
DO PSYCHOLOGICAL BARRIERS EXIST IN LATIN AMERICAN STOCK MARKETS?
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