Simultaneous detection and analysis of optical and ultraviolet broad emission lines in quasars at z ~ 2.2*,**
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ABSTRACT

We studied the spectra of six z ~ 2.2 quasars obtained with the X-shooter spectrograph at the Very Large Telescope. The redshift of these sources and the X-shooter’s spectral coverage allow us to cover the rest of the spectral range ~1200–7000 Å for the simultaneous detection of optical and ultraviolet lines emitted by the broad-line region. Simultaneous measurements, avoiding issues related to quasars variability, help us understand the connection between the different broad-line region line profiles generally used as virial estimators of black hole masses in quasars. The goal of this work is to compare the different emission lines for each object to check on the reliability of Hα, Mg II and C IV with respect to Hβ, Hα and Mg II linewidths correlate well with Hβ, while C IV shows a poorer correlation, due to the presence of strong blueshifts and asymmetries in the profile. We compared our sample with the only other two whose spectra were taken with the same instrument and for all examined lines our results are in agreement with the ones obtained with X-shooter at z ~ 1.5–1.7. We finally evaluate C III] as a possible substitute of C IV in the same spectral range and find that its behaviour is more coherent with those of the other lines: we believe that, when a high quality spectrum such as the ones we present is available and a proper modelization with the Fe II and Fe III emissions is performed, it is more appropriate to use this line than that of C IV if not corrected for the contamination by non-virialized components.
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1. Introduction

Black holes (BH) are believed to be the origin of quasars’ extreme phenomenology and, more generally, of active galactic nuclei (AGN; Rees 1984). The growth of BHs occurs by accretion of the gas available in its proximity (Shakura & Sunyaev 1973).

The gravitational force and angular momentum of the super massive BH forces the gas to rotate around it and the gas emission reveals the properties of the motion. Broad (width > 2000 km s⁻¹) emission lines detected in the spectra of quasars are a consequence of this process. These lines are believed to form in the near proximity of the BH (d ≪ 1 pc) in the so-called broad-line region (BLR). Given the spatial dimensions involved and the distances of these luminous sources, the study of the BLR emissions is one of the few ways available to have an insight into the nuclear region, otherwise inaccessible to observations. This is why the technique known as reverberation mapping (or echo mapping) (Blandford & McKee 1982; Peterson 1993) has received so much attention. Since its development, which originally aimed to improve knowledge of the geometrical properties of the BLR (Bahcall et al. 1972), it has then provided the opportunity of measuring the mass of the central body (Peterson et al. 2004; Bentz & Katz 2015). As long as the gas in the central regions is forced to rotate under the gravitational influence exerted by the BH, the width of the emission lines coming from these regions is a measurement of the BH mass, according to the equation

\[ v^2 = f \frac{GM_{BH}}{R_{BLR}}, \]  

where \( f \) is the virial factor, accounts for the geometry of the BLR (Collin et al. 2006; Netzer & Marziani 2010), still mostly unknown. The term \( R_{BLR} \) is the dimension of the BLR as deduced by reverberation mapping, \( v \) is the velocity of the emitting gas, and \( G \) is the gravitational constant. In addition, the presence of a relation between the size of the BLR and the continuum luminosity (Kaspi et al. 2000; Bentz et al. 2013) enables us to give a measurement of the central mass with a single spectroscopic observation in all the sources for which we can see the emissions coming from the BLR (type 1 AGN), avoiding the limits...
imposed by spatially resolved kinematic measurements and by the long observational times required by reverberation mapping. The measurement of BH masses through the analysis of spectroscopic features then opens up the possibility of a statistical study of these peculiar sources.

The BLR emission line most used for virial mass determination is by far Hβ, mostly because this line is known to be emitted by gas in virialized conditions and also because of its prominence in the optical spectral window. For very distant sources the optical range is no more available and we have to find a replacement for Hβ. The most promising candidates for this role are CIV (λ1549) and MgII (λ2800) (McLure & Jarvis 2002), both in the UV rest spectral range of the sources; in using these lines we assume that they are emitted by approximatively the same region as Hβ, by gas in virialized conditions, and therefore that they have widths comparable with that of this line. However, it is well known that the BLR is stratified in terms of ionization potential (Dietrich et al. 1993; Peterson & Wandel 1999). The CIV line has a much higher ionization potential than Hβ and even more so than MgII. Moreover, CIV emission has very different behaviours depending on the source and exhibits very often a blueshift and a general asymmetry. This fact does not fit well in an ordered Keplerian motion scenario and it is believed to be associated with outflows or winds in the gas (Murray et al. 1995; Richards 2012). It is then clear why the use of Balmer lines is more advisable in general and why MgII can be considered a more reasonable replacement. When the redshift of the source allows the use of CIV alone, we are, however, compelled to find a different solution. The most important point, therefore, consists of identifying which part of the line can be associated with the gas of the BLR in Keplerian motion and which part we should instead consider in a non-virial state (Denney 2012). Furthermore, the emission variability of AGN is more important for shorter wavelengths and a comparison of CIV with the optical lines is not truly reliable if these lines are not simultaneously detected. The simultaneous detection eludes the problems connected with the very fast variability of these lines, a typical signature of AGN spectroscopic emissions, and helps us in the search for possible connections between the properties of the lines to obtain rules that could be used when the optical virial estimator (Hβ) is not available.

2. Sample selection, observations and data reduction

X-shooter (Vernet et al. 2011) is a three-arm, single object echelle spectrograph which started operations in October 2009. The instrument covers simultaneously the wavelength range from 300 to 2400 nm in the three arms: UVB (λUVB = 300–550 nm), VIS (λVIS = 550–1020 nm) and NIR (λNIR = 1020–2400 nm), respectively. For our observations we used slit widths of 1.3, 1.2 and 1.2 arcsec respectively for the three arms resulting in observing powers R = λ/Δλ = 4000, 6700 and 4300.

The sample was selected with the goal of extending the work presented in (Ho et al. 2012, Paper I hereafter) at higher redshift. In that paper a sample of relatively bright (r ~ 18–19) quasars from the SDSS DR7 release (Abazajian et al. 2009) with redshift around ~1.5 was analyzed. The redshift choice ensures a simultaneous coverage from CIV to Hα with X-shooter. For this effort we selected, again from the SDSS DR7 release, QSOs with redshift around ~2.3 ensuring again that X-shooter would detect CIV to Hα shifted at higher wavelengths with respect to the previous sample. In order to obtain higher S/N spectra, especially in the near infra-red (NIR) where the spectra are noisier, we selected slightly brighter (r ~ 17.5–18.5) QSOs observable in a single night at the Very Large Telescope. The resulting sample contained eight QSOs. After selection we also checked from the SDSS spectra that the selected objects have broad emission lines suitable to BH mass estimation and that they have no obvious broad absorption features. The average broad lines full width at half-maximum (FWHM) of the sources in the sample is consistent with the average at these redshifts. However the average bolometric luminosity is (log Lbol = 47.25, higher than the average bolometric luminosity of QSOs at this redshift, log Lbol = 46.8 ± 0.3 (Shen et al. 2011), but compatible within 1.5σ. This ensures that our sample is not strongly biased.

Observations were performed in the framework of the French Guaranteed Time and took place on March the 10th 2011. In Table 1 we report the properties and the characteristics of the observations for all our sources. The night was not photometric and the observing conditions were changing. Therefore during the night we monitored the spectra that were reduced online and we increased or decreased the observing time of the targets depending on their quality. The data collection that night was also hampered by strong winds whose speed was near (and sometimes over) the 12 m/s limit\(^1\) which prevents pointing towards northern targets such as ours. These strong winds caused a loss of about two and a half hours of observing time on our programme forcing us to drop two targets. The six observed targets are listed in Table 1 with exposure times, average airmass and seeing.

---

\(^{1}\) http://archive.eso.org/asm/ambient-server?site=paranal

---

Table 1. Sample and observations properties.

| Name                      | zShen | zfit | D_L | r   | E(B−V) | Exp time | Airmass | Seeing |
|---------------------------|-------|------|-----|-----|--------|----------|---------|--------|
| J093147.37+021204.3       | 2.2867| 2.29708 ± 0.00016 | 19.385 | 18.69 | 0.059  | 1800     | 1.41    | 1.2    |
| J103325.92+012836.3       | 2.1771| 2.18428 ± 0.00007 | 17.307 | 18.59 | 0.038  | 1800     | 1.46    | 0.8    |
| J105239.38-003707.3       | 2.2569| 2.26327 ± 0.00009 | 18.073 | 18.31 | 0.049  | 2400     | 1.26    | 1.0    |
| J121911.23-004345.5       | 2.2933| 2.2976 ± 0.0004    | 18.407 | 17.95 | 0.028  | 2400     | 1.37    | 1.1    |
| J123120.55+072552.6       | 2.3899| 2.38369 ± 0.00008  | 19.254 | 18.08 | 0.018  | 3000     | 1.26    | 1.0    |
| J124220.07+023257.6       | 2.2239| 2.22036 ± 0.00006  | 17.656 | 18.16 | 0.024  | 1800     | 1.15    | 1.0    |

Notes. zShen are the redshifts initially used to rest-frame the spectra (Shen et al. 2011), zfit is the redshift we estimate from the central wavelength of the [OIII]5007 line for every source, D_L is the luminosity distance, r is the SDSS r-band PSF magnitude and E(B−V) the galactic extinction from Schlafly & Finkbeiner (2011). In determining the luminosity distance D_L we use the following cosmological parameters: H0 = 70 km s\(^{-1}\) Mpc\(^{-1}\), Ω_m = 0.3 and Ω_lambda = 0.7.
Each observation consisted of four different exposures of 450 s to 750 s each for a total of 1800 to 3000 s. The exposures were taken using the nodding along the slit technique with an offset of 5 arcsec between exposures in a standard ABBA sequence. The slit was put at parallactic angle. Every observation was preceded by an observation of a telluric A0V standard at similar airmass.

We processed the spectra using version 1.3.0 of the X-shooter data reduction pipeline (Goldoni et al. 2006; Modigliani et al. 2010). The pipeline performed the following actions. The raw frames were first subtracted and cosmic ray hits were detected and corrected using the method developed by van Dokkum (2001). The frames were then divided by a master flat field obtained by using day-time flat field exposures with halogen lamps. The orders were extracted and rectified in wavelength space using a wavelength solution previously obtained from calibration frames. The resulting rectified orders were then shifted and added to superpose them thus obtaining the final 2D spectrum. The orders were then merged and in the overlapping regions the merging was weighted by the errors which were being propagated during the process. From the resulting 2D merged spectrum a one dimensional spectrum was extracted at the source’s position. The one dimensional spectrum with the corresponding error file and bad pixel map was the final product of the reduction.

To perform flux calibration we used different procedures for the UVB data and for the VIS-NIR data. In the UVB band we extracted a spectrum from a staring observation of the flux standard LT3T218 (Hamuy et al. 1992, 1994) taken in the beginning of the night. We then reduced the data using the same steps as above but in this case we subtracted the sky emission lines using the Kelson (2003) method. This spectrum was divided by the flux table of the same star delivered with the pipeline to produce the response function. The response was then applied to the spectrum of the sources. For the VIS and NIR arm, we used the A0V stars as flux and telluric standards. We extracted the A0V spectra with the same procedure used for the flux standard. We then used these spectra to apply telluric corrections and flux calibrations simultaneously using the Spextool software (Vacca et al. 2003). We then verified if the final spectra of the three arms were compatible in the common wavelength regions and performed a correction using the UVB spectra as reference where needed. The spectral shapes are compatible with the ones of the SDSS spectra, and low ionization lines (HIL: O\textsc{iv}, C\textsc{ii}, Si\textsc{v}) parameters pertaining to one group, such as the central velocity and H\textsc{α} and H\textsc{β} emissions. As long as the total spectrum is well reproduced by the fit. Narrow lines are fitted instead with a simple Gaussian, because their emissions are generally very well reproduced by this function. Where a blue asymmetry is present, as in the case of [O\textsc{iii}] λ5007 Å, a second Gaussian takes into account this feature.

First we obtained the slope of the continuum for fits of the entire UV region (wavelength range ~1400–3500 Å, containing C\textsc{iv}, C\textsc{iii} and Mg\textsc{ii}) and for the optical window (wavelength range ~4000–7300 Å, containing H\textsc{β} and H\textsc{α}). We then used these slopes in the fits for the four narrower windows – for C\textsc{iv}, C\textsc{iii}, Mg\textsc{ii}, H\textsc{β} and H\textsc{α} emissions. Where necessary we applied a mask to the spectral regions contaminated by sky emissions (this was particularly required in the case of H\textsc{β} spectral window).

For the UV spectral window we took into account several emission lines, following the prescriptions proposed in Nagao et al. (2006): emissions are separated in two groups, high and low ionization lines (HIL: O\textsc{iv}, I4102.06, N\textsc{iv}, I486.496, C\textsc{iv}, I5149.96, He\textsc{ii}, I640.42; LIL: Si\textsc{iv}, I396.76, O\textsc{iii}, I463.48, Al\textsc{iii}, I587.40, Si\textsc{ii}, I6092.03, C\textsc{iii}, I1908.73, Al\textsc{ii}, I2669.95, O\textsc{iii}, I2672.04), whose velocity profiles are known to have systematically different behaviours, so that some parameters pertaining to one group, such as the central velocity and the two power law indexes for blue and red tails, can be tied for each line. We determined these fitting parameters using C\textsc{iv} for the HIL group and C\textsc{iii} for the LIL group. The Mg\textsc{ii} doublet was instead fitted independently of the other lines. This line should in theory be included in the LIL and therefore be tied to C\textsc{iii} parameters, but since Mg\textsc{ii} is one of our investigation target it did not make sense to tie it to another line (considering also that the C\textsc{iii} complex, with three emission lines present, can be degenerate). The optical window includes the Balmer lines, H\textsc{β} and H\textsc{α}, and a few other lines not always present in the spectra (H\textsc{δ}, I4103, H\textsc{γ}, I4342, He\textsc{i}, I4472, [O\textsc{iii}], I4959, 5007, [N\textsc{ii}], I5685, 6550 and He\textsc{i}, I7067). H\textsc{β} and H\textsc{α} were fitted independently.

The fitting procedure also includes Fe\textsc{ii} emissions; they are reproduced convolving emission templates with a Gaussian that accounts for the velocity of the emitting gas. We used two types of template: the first one is the I Zw 1 Fe\textsc{ii} template by Véron-Cetty et al. (2004), valid only for the visible band, and the second one is a series of model templates obtained with the photoionization code Cloudy (Ferland et al. 2013).

\[ f(\lambda) \propto \begin{cases} 
(\frac{\lambda}{\lambda_0})^\alpha & \text{if } \lambda < \lambda_0 \\
(\frac{\lambda}{\lambda_0})^\beta & \text{if } \lambda > \lambda_0,
\end{cases} \]
Table 2. Different combinations of the ionizing photons flux emitted by the primary source ($\Phi(H)$) and electronic density in the BLR clouds ($N_e$), used as input for Cloudy Fe II simulated templates for different physical condition of the BLR.

| $log\left(\frac{N_e}{cm^{-3}}\right)$ | 8  | 10 | 12 | 14 | 16 | 18 | 20 | 22 | 24 |
|-------------------------------------|----|----|----|----|----|----|----|----|----|
| $log\left(\frac{\Phi(H)}{cm^{-3} \cdot s^{-1}}\right)$ | 17 | 17 | 17 | 17 | 19 | 21 | 17 | 19 | 21 |

Notes. The two parameters define the space of possible values for the ionization parameter $U$, describing the physical condition in the ionized region. For every combination we considered the case a microturbulence velocity $v_{\text{micro}} = 100$ km s$^{-1}$ is present. The result is a set of 20 templates for the Fe II emissions.

The Cloudy templates were computed with the following setup:

- we used the 371 levels Fe II model (Verner et al. 1999) instead of the simplified model (Wills et al. 1985);
- we considered a continuum emission similar to that examined in Mathews & Ferland (1987), resembling the spectrum of a typical radio-quiet AGN;
- we assumed a plane-parallel geometry with maximum cloud column density of $10^{23}$ cm$^{-2}$;
- we used ten combinations of ionizing photon flux and column density to consider the possible physical conditions of the BLR;
- for all models we also considered the possibility of a 100 km s$^{-1}$ microturbulence velocity.

The above assumptions result in 20 different templates, which are shown in Table 2. For the C IV-C III] spectral window, Fe III emissions were also taken into account. Specifically we used the Vestergaard & Wilkes (2001) empirical template for Fe II and Fe III as deduced from the I Zwicky 1 spectrum.

During the fitting procedure the templates are combined with a positive weight (free parameter of the fit) and convolved with a Gaussian function accounting for the velocity of the emitting gas (whose central value and $\sigma$ are free parameters of the fit as well).

None of the examined lines exhibits an evident narrow component. We decided to then fit all of the permitted lines with a double power law function. Also the [N II] doublet in the fitting process. A special case is represented instead of [NII] and, as a consequence of this we considered the doublet of the line profile reveals the presence of [NII] and, as a consequence of this we considered the doublet in the fitting process. A special case is represented instead of [NII].

The regions usually excluded from the fit are the red shelf of C IV, the bump of emission between O III] $\lambda$1663.48 Å and the C III] complex, when present, and the wide spectral region between 2000 and $\sim 2450$ Å (see Nagao et al. 2006). This choice affects neither the continuum slope determination nor the line analysis, since the proper examination of the lines is performed on the individual spectral line windows.

For all the sources the FWHM and the $\sigma$ were estimated on the best fit profile for each line. They are connected to the shape of the line; while the FWHM is more representative of the core, the $\sigma$ depends more on the tails of the line (Shen 2013). Choosing one or the other leads to different results in BH virial mass estimations, especially if we are dealing with poor quality data (Denney et al. 2016).

To give an estimate of the errors of these quantities we used a Monte Carlo approach, extracting 1000 independent values for every parameter pertaining to the line. On these synthetic profiles we evaluated 1000 values for FWHM and $\sigma$; from the distributions of the 1000 value of the FWHM and the $\sigma$ we were able to infer the relative error to be associated with a given measurement. As a consistency check, we also performed the fit of 100 mock realizations of the original spectra, obtained with a random extraction, within its $\sigma$ uncertainty, of the flux in each channel. We measured the properties of the profile for all the 100 best fit and determined the standard deviation of the distribution. This, then, is the error associated with the property for the best fit of the true spectrum. This check was repeated for the lines in every spectral window. The errors on the measured quantities obtained in this way are consistent with those determined with the Monte Carlo approach. The errors on the UV and optical slopes and on the luminosities at 1350, 1450, 3000 and 5000 Å are instead computed performing, for every source, fits of various regions of the spectra and then evaluating the differences between these results and those obtained in the original fit (Pita et al. 2014). All the measured quantities are listed in Table 3.

We noticed that the central wavelength of the [O III] $\lambda$5007 Å line, from which the redshift was estimated (Shen et al. 2011), in almost every case was not close to the nominal wavelength. We then corrected the redshift using only the principal component of [O III] (excluding the blueshifted component from the whole profile, which is instead considered in the estimate of Shen et al. 2011). A more accurate estimate of the redshift of the sources can improve the analysis of the shifts of the lines with respect to their nominal wavelengths. The corrected redshifts are listed in Table 1 and have been used in the following analysis.

4. Results

4.1. Line comparison

For a visual comparison in Fig. 2 we show the best fit profiles for every line in all spectra. The profiles are normalized to their peak values and presented on a velocity scale. As a general trend, H$\alpha$, H$\beta$ and Mg II behave similarly, according to what expected if the three lines are all emitted from regions in a virialized condition (McLure & Jarvis 2002; Greene & Ho 2005; Marziani et al. 2013). They all show symmetric profiles and small shifts in the central wavelengths, generally below 300 km s$^{-1}$ (Table 3). Surprisingly, the most asymmetric line among these (usually in the red wing) is H$\beta$. We suspect this is the result of a possible degeneration within the H$\beta$-[O III] complex, especially when He I and Fe II, whose emission are difficult to disentangle by the fitting procedure, are present. The most asymmetric line of all is C IV. This line frequently shows a significant shift in the central wavelength, about $\sim 730$ km s$^{-1}$ on average, and all cases show...
the presence of a prominent blueshift. We notice that, in contrast with what found in Paper I, C III does not seem to behave so differently from the other lines. All sources do not present a large shift (≈90 km s$^{-1}$ on average). Furthermore, in all sources C III does not show a prominent blueshift as, instead, does C IV.

### 4.2. Line widths comparison

Figure 3 (second, third and fourth columns) shows a comparison of FWHM for every pair of lines commonly examined for virial estimates, Hβ, Mg II, Hα and C IV. The measurements used in the final analysis are indicated on the figure.

For J123120 we decided to perform two fits, one using only the broad components (black points) and one including also the narrow ones. The latter fit was done in two ways: the first one leaving the width of the narrow component as a free parameter and the other one fixing it to the one of C III in the UV range and to the one of [O III] and Hβ in the optical range. The points we adopted for the following analysis correspond to the case in which we tie the narrow component in the UV spectrum and to the case in which we left it free in the optical range. While in the UV we could use the obvious technique of linking together the widths of the narrow components, we could not do the same in the optical because the narrow Hα component is much broader than the [O III] one and they cannot be reasonably linked together. The presence of a narrow component in J123120 is particularly evident for the Mg II line, although it improved the fits also for the other lines.
Even for our small sample a correlation between FWHM of Hβ, Hα and Mg II is present. Instead, C IV has a less strong correlation with the other lines; this is not surprising given the blueshift of the line in almost every source of the sample. We report the results of the linear fit assuming a relation between the linewidths of the form \( \log(\text{FWHM}_\lambda) = m \cdot \log(\text{FWHM}_\lambda) + c \), with \( m = 1 \), in Table 4. Concerning the parametrization of the line width, although the \( \sigma \) is in principle a more reliable estimator, especially when data quality is poor (Collin et al. 2006; Denney et al. 2016), most of the recent works
Fig. 3. FWHM correlations between line pairs. The lines labelled in the upper left of every panel refer to Y and X axis respectively. 1st column: correlations for the C\textsc{iii}] line. The black dashed line represents the 1:1 relation, while the light green one represents the best fit to our data, considering a linear relation between the logarithm of the FWHM for every pair of lines. The solid yellow line is the best fit when not considering J121911 in the sample. Intercept and scatter for all the relations are given in Table 6. In the case of relations involving C\textsc{iii}], we do not plot the different measurements for linewidths of J123120 (i.e. broad lines only vs. broad and narrow lines considered in the fit). As in the case of the other lines, however, we take into account the FWHM measurements pertaining to the broad component when the narrow component is present. 2nd, 3rd and 4th columns: correlations for all the lines commonly considered in virial estimates. The red and magenta points are the measurements used in the final analysis. The black point represents the measurement taking into account only broad components for J123120, while the magenta point is the measurement including also narrow components in the fit and used in the final analysis. The grey point is the alternative measurement including the narrow component that we did not choose to use (refer to main text for details). The black dashed line represents the 1:1 relation, while the light green one represents the bestfit to our data (red and magenta points), considering a linear relation between the logarithms of the FWHM for every pair of lines. Intercept and scatter for all the relations are reported in Table 4.

In our measurements we do not observe such a larger scatter in the relationships involving the line dispersion $\sigma$ with respect to the FWHM (see Fig. 4 and Table 4). The only exceptions are the relationships involving Mg\textsc{ii}, for which essentially...
to be slightly brighter than those selected in Paper I, we expect the Eddington ratio. Since the quasars in our sample are selected with some of the works mentioned before and our data quality allows the use of the FWHM, we will focus our analysis on this quantity. Nonetheless, since we are especially interested in the comparison of our data with those obtained under the local approach (see Table 4 and Fig. 3, first column). However, the sample of Mejia-Restrepo et al. (2016) Table 7 – “local approach $M_{BH}$ calibrations, but corrected for the small systematics with respect to the global approach $M_{BH}$ calibrations”. The C IV-based $M_{BH}$ for the Ho et al. (2012) sources are computed using $L_{1450}$ instead of $L_{1350}$, because this is the closest continuum luminosity available for this sample. Our sample (red data points) fits very well in all cases and, on average, is located in the upper part of the global distribution.

We then compute the Eddington ratios for our sources and for Mejia-Restrepo et al. (2016) and Paper I samples, with the same prescription used in Paper I (bolometric luminosity from McLure & Dunlop 2004, and Eddington luminosity $L_{\text{Edd}} = 1.26 \times 10^{38} (M_{BH}/M_\odot) \text{ erg s}^{-1}$) to verify if our sample is composed by higher accreting black holes. We evaluate the Eddington ratio for our objects both with H$\beta$ and with H$\alpha$ as virial estimators, while for Mejia-Restrepo et al. (2016) we recompute the $\text{H}\alpha$, $L_{5100}$ based values. In this way we can compare these values with those found in Paper I, for which only $\text{H}\alpha$ measurements are available.

We find that our Eddington ratios (Table 5, Fig. 6) are much higher on average than those of both Paper I and Mejia-Restrepo et al. (2016). The higher luminosity of our sample is therefore due both to the presence of more massive BHs and to the fact that they are accreting, on average, at higher rates.

4.4. Can C III] be used as a virial estimator?

Unlike what found in Paper I, when looking at the C III] profile we do not recognize a different behaviour of the line with respect to the others (see Fig. 2). We then decide to examine the relationships between the FWHM of C III] with those of the other lines. Although C III] is not commonly used, some works analyse this line (Greene et al. 2010; Shen & Liu 2012). Greene et al. (2010) find only a slight correlation of C III] with Mg II FWHM, while Shen & Liu (2012) state that C III] line widths correlates with C IV and therefore these lines could be emitted by the same region, then being characterized by the same issues (i.e. non virialization of the emitting region). We find that this correlation ($\log(\text{FWHM}_{\text{C IV}}) - \log(\text{FWHM}_{\text{C III}})$) has a larger scatter with respect to those of H$\beta$ and H$\alpha$ and comparable with that of Mg II (see Table 4 and Fig. 3, first column). However, the sample of Shen & Liu (2012) has much higher luminosity than ours and is composed of lower redshift sources. Moreover, they fit the line profiles on much narrower wavelength ranges than ours. Additionally, for the line profile model they use two Gaussians tied to give a symmetric broad component for C III]. All these differences could then contribute to the discrepancy with their results.

In Fig. 3 (first column) we notice the presence of only one outlier, J121911, for which the C III] complex appears to have a more “boxy” shape with respect to those the other sources.
Fig. 4. Line dispersion correlations between line pairs. The lines labelled in the upper left of every panel refer to $Y$ and $X$ axis respectively. 1st column: correlations for the C\textsc{iii}] line. The black dashed line represents the 1:1 relation, while the light green one represents the best fit to our data, considering a linear relation between the line dispersions. The function we fit is $\log(\sigma_1) = m \cdot \log(\sigma_2) + c$, with $m = 1$. The solid yellow line is the best fit when not considering J121911 in the sample. Intercept and scatter for all the relations are given in Table 6. 2nd, 3rd and 4th columns: correlations for all the lines commonly considered in virial estimation. The black dashed line represents the 1:1 relation, while the light green one represents the best fit for our data (red points), considering a linear relation between the line dispersions for every pair of lines. The function we fit is $\log(\sigma_1) = m \cdot \log(\sigma_2) + c$, where the slope $m = 1$. Intercept and scatter for all the relations are reported in Table 4.

resulting in an more asymmetric C\textsc{iii}] profile with an extended red wing (see the figures in Appendix A for the results on the complete sample and Fig. 2 for a comparison of the line profiles). We have checked that including or excluding this point does not affect the fit and thus, we decide to leave it in the sample. The reason for this is that this point has larger errors, since the IDL routine we use to fit the linear relation (MPFITEXY, Williams et al. 2010; based on the MPFIT package, Markwardt 2009) considers the errors in both $x$ and $y$ variables. J121911 does not stand out evidently in the case of the line dispersion
Table 5. Mass estimations with Mejia-Restrepo et al. (2016) prescriptions for our sample.

|          | J093147 | J103325 | J105239 | J121911 | J123120 | J124220 |
|----------|---------|---------|---------|---------|---------|---------|
| $\log(M_{CIV}/M_\odot)$ | 9.44 ± 0.04 | 9.12 ± 0.04 | 9.38 ± 0.02 | 9.44 ± 0.01 | 9.44 ± 0.01 | 9.14 ± 0.02 |
| $\log(M_{MgII}/M_\odot)$ | 9.46 ± 0.05 | 9.15 ± 0.06 | 9.16 ± 0.04 | 9.55 ± 0.03 | 9.73 ± 0.03 | 9.34 ± 0.04 |
| $\log(M_{H\beta}/M_\odot)$ | 9.49 ± 0.04 | 9.03 ± 0.07 | 9.11 ± 0.06 | 9.36 ± 0.04 | 9.60 ± 0.03 | 9.26 ± 0.04 |
| $\log(M_{HeII}/M_\odot)$ | 9.35 ± 0.04 | 9.14 ± 0.03 | 8.96 ± 0.04 | 9.37 ± 0.03 | 9.35 ± 0.07 | 9.17 ± 0.02 |
| $R_{\text{vel}}$ (H$\beta$ based) | 0.380 ± 0.054 | 1.178 ± 0.288 | 0.830 ± 0.180 | 0.609 ± 0.089 | 0.975 ± 0.085 | 0.763 ± 0.097 |
| $R_{\text{vel}}$ (H$\alpha$ based) | 0.526 ± 0.068 | 0.919 ± 0.142 | 1.166 ± 0.199 | 0.596 ± 0.068 | 1.730 ± 0.318 | 0.946 ± 0.078 |

Table 6. Correlations of C III] based virial masses with the other lines.

| Whole relation $C$ (km s$^{-1}$) | $\Delta$ (dex) | J093147 | J103325 | J105239 | J121911 | J123120 | J124220 |
|----------------------------------|-----------------|---------|---------|---------|---------|---------|---------|
| C III] - H$\beta$                | −6.87 ± 0.02    | 0.27    | 9.39 ± 0.08 | 9.22 ± 0.07 | 9.27 ± 0.05 | 9.77 ± 0.03 | 9.33 ± 0.03 | 9.34 ± 0.05 |
| C III] - H$\alpha$               | −6.63 ± 0.02    | 0.14    | 9.15 ± 0.08 | 8.98 ± 0.07 | 9.03 ± 0.04 | 9.53 ± 0.03 | 9.08 ± 0.03 | 9.10 ± 0.04 |
| C III] - Mg II                   | −6.90 ± 0.02    | 0.20    | 9.42 ± 0.08 | 9.24 ± 0.07 | 9.29 ± 0.05 | 9.80 ± 0.03 | 9.35 ± 0.03 | 9.36 ± 0.05 |

| log($M_{BH}/M_\odot$) individual sources |
|------------------------------------------|
| J093147 | J103325 | J105239 | J121911 | J123120 | J124220 |

Notes. We fit our data points to the relation $\log(M_{BH}(\text{CIII})/M_\odot) = C + 2\log(\text{FWHM}) + 0.5\log(\text{FWHM})_\alpha$ for every line pair and find the only free parameter $C$ and the scatter for the relations, given in the first two columns of the table. We also report virial estimates for all the sources with these prescriptions.

(Fig. 4, first column), but for the same reason we do not consider it as a reliable measurement. Results of fits assuming a linear correlation between the quantities are listed in Table 4.

The C III] line is not usually mentioned among the possible virial estimators. This is mostly due to (1) its smaller intensity and (2) to the blend with other emission lines in the same complex. The use of only one component to fit the broad lines, instead of two or more Gaussians, is more robust against the degeneracy in the profile fitting, also thanks to the good quality of our data. The C IV line should not be used in virial estimates because, although it is more intense, it is contaminated by non-virial components. On the contrary, the preliminary line comparison (Fig. 2) shows that C III] behaves very similarly to the lines that are mostly virialized (H$\beta$, H$\alpha$ and Mg II). Therefore, we attempt to find a virial relationship for C III] comparing measurements for this line with virial masses based on the other lines.

Given the smallness of our sample, in addition to a fixed dependence of the $M_{BH}$ on the velocity of the emitting gas according to the virial assumption, we also fix the dependence on the luminosity as $M_{BH} \propto L^{0.5}$. This choice is perfectly consistent with the hypothesis of photoionization in the BLR and with what found in previous works (Bentz et al. 2013). The BH mass is then given by the equation

$$M_{BH} = C \times \text{FWHM}^2 L^{0.5},$$

where the only free parameter is the scaling factor $C$. We chose to use the luminosity at 1450 Å, as the closest to the C III] line that we can measure in a continuum window reasonably free by other emissions. In Table 6 we report our results (scaling factor $C$ and scatter $\Delta$) for the comparison of the C III] based $M_{BH}$ with those from all the other lines except C IV (Fig. 5, first column). Since C IV, if not corrected, does not share the property of virialization of the emitting region, we do not consider this line for this comparison. Table 6 also shows the $M_{BH}$ estimates for all the sources derived from the C III] line. The scatter in these relations is comparable (only in the case of $M_{BH}(\text{CIII})$-$M_{BH}(\text{H}\beta)$ is larger) with those of the mass relations involving C IV (0.14, 0.15 and 0.16 dex with the only six objects in our sample and 0.23, 0.21 and 0.20 dex for the whole sample, for H$\beta$, H$\alpha$ and Mg II, respectively). However, the strong similarity of the C III] profile with the lines emitted by virialized gas (H$\beta$ and Mg II) suggests that, at least for this sample, we can use this line as a virial estimator. The use of the double power law function as a model to fit broad components helps in removing the degeneracy in the Al III, Si III and C III] complex and, therefore, in retrieving the C III] profile more accurately. Despite the scatter in the C III] virial relationships is as large as that of C IV, this line does not seem to be affected by contamination by not-reverberating components. Of course this sample is composed only of six sources, one of which (J121911) represents an outlier for what concerns the C III] behaviour, therefore a significantly enlarged sample is needed to ensure the goodness of this line as a virial estimator. Moreover, due to the strong blending of the 1900 Å complex, spectra of very high quality and S/N are required in order to disentangle the different emission components. This fact can therefore limit the use of this line but, in principle, C III] seems a better choice with respect to C IV as it is. Since we are comparing our C III] based masses with those obtained using the Mejia-Restrepo et al. (2016) prescription and since they do not provide virial relationships for $\sigma$, we limit our analysis to the FWHM.

5. Summary

We examined a sample of six quasars at redshift $z \sim 2.2$, whose spectra were taken with the X-shooter spectrograph. This instrument covers a very large spectral range, allowing the simultaneous comparison of the most used virial estimators. We compare our results with those of the only two other samples...
Fig. 5. Correlations between virial masses. The lines labelled in the upper left of every panel refer to $Y$ and $X$ axis respectively. 1st column: correlations between C$\text{III}$]-based virial masses and masses derived from the other lines. The black dashed line represents the 1:1 relation. Intercept and scatter for all the relations are given in Table 6. 2nd, 3rd and 4th columns: $M_{\text{BH}}$ measurements for Mejia-Restrepo et al. (2016, black points), Ho et al. (2012, green points) and this work (red points) samples obtained with the prescriptions by Mejia-Restrepo et al. (2016, see the main text for details on the used prescriptions and the luminosities). Black dashed lines represent the 1:1 relation. $M_{\text{BH}}$ estimates for our sources are given in Table 5.

Fig. 6. $M_{\text{BH}}$ vs. Eddington Ratios for Mejia-Restrepo et al. (2016, black points), Ho et al. (2012, green points) and this work (red points) sources. For the Eddington Ratios, we follow McLure & Dunlop (2004) for the bolometric luminosity and use $L_{\text{Edd}} = 1.26 \times 10^{38} \left(\frac{M_{\text{BH}}}{M_\odot}\right) \text{erg s}^{-1}$ for the Eddington luminosity. We use the $\text{H}\alpha$-based $M_{\text{BH}}$, because this is the only Balmer line available for all the samples. The values for our objects are listed in Table 5.

The analysis gives the following results:

1. The comparison of the line profiles shows that $\text{H}\beta$, $\text{H}\alpha$, and $\text{Mg}\text{II}$ behave in a similar way, as expected for virialized gas.
2. $\text{C}\text{IV}$ is by far the line that deviates most from this condition because of its strong blueshifts and asymmetry.
3. We find $\text{C}\text{III}\alpha$ to behave consistently with the other lines, in contrast to $\text{C}\text{IV}$.
4. Comparisons of the linewidths obtained for every line give a similar scatter for the FWHM and the line dispersion $\sigma$. However, we chose to focus our analysis on FWHM, to be consistent with the works we are comparing our sample to.
5. We compute virial masses for our sample and for the sources in Paper I, using the prescriptions by Mejia-Restrepo et al. (2016). All the sources follow the relations. A comparison with Paper I and Mejia-Restrepo et al. (2016) shows that our higher redshift sample has larger $M_{\text{BH}}$ and higher accreting rates.
6. Notwithstanding the smallness of our sample, we suggest a new virial mass prescription based on the FWHM of $\text{C}\text{III}\alpha$, which can be considered as a valid substitute of $\text{C}\text{IV}$ for sources in which only this spectral window is present, if a high quality spectrum is available and a proper modelization
of the Fe\textsc{ii} and Fe\textsc{iii} emissions is included in the analysis. Unlike C\textsc{iv} in fact, this line seems to share the behaviour of the lines emitted by virialized gas.
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Appendix A: Complete sample fits

Fig. A.1. Fits for all the examined spectral windows (C IV-C III]-Mg II and Hβ-Hα large windows, C IV-C III], Mg II, Hβ and Hα small windows) for J103325. The black line is the original spectrum. The blue solid lines are the best fit models for the emissions (continuum, Fe II and emission lines) and the red solid line is the total best fit. The lower panels show the residuals between the best fit model and the original spectrum. The coloured regions are those we chose to mask (refer to main text for details).
Fig. A.2. Same as Fig. A.1 but for J105239.
Fig. A.3. Same as Fig. A.1 but for J121911.
Fig. A.4. Same as Fig. A.1 but for J123120. For this source we consider also the presence of narrow components.
Fig. A.5. Same as Fig. A.1 but for J124220.