Coherent effects contribution to a fast gate fidelity in ion quantum computer
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Trapped ions are one of the most promising platforms for quantum computing due to the longest qubit coherence times and the highest gate fidelities. However, scaling the number of ions (qubits) in a linear Coulomb crystal is the key difficulty on the way to multi-qubit systems. One of the promising pathways to scale the number of qubits is to implement the pulsed non-adiabatic gates based on the sequence of State Dependent Kicks (SDKs). We have analytically and numerically studied the influence of coherent effects in the SDK sequence and, correspondingly, have deduced the influence of the individual SDK error on the net gate’s fidelity. We have shown that the coherence effects significantly impact the fidelity of non-adiabatic gates and must be taken into the account. As practical examples, we have developed a numerical model for full simulation of coherence effects using a linear ion microtrap array and a 2D microtrap array. We have also studied the dependency of the gate fidelity on the laser power fluctuations.

I. INTRODUCTION

Quantum computers and simulators are considered as promising systems to solve certain computational tasks much more efficiently than classical computers [1–3]. The basic unit of quantum information (qubit) is regularly represented as a two-level system which can be implemented in practice using superconducting junctions [4], ions [5], quantum dots [6], neutral atoms [7], photon states [8] and many other systems. Today, trapped ions are considered as one of the leading platforms for quantum computation due to the longest qubit coherence times [9], high qubit state preparation and readout fidelities [10], and high fidelity of quantum gates [11]. Ion quantum computers have won leadership in the quantum volume parameter, which jointly characterizes the number of qubits and the fidelity of operations [12]. Still, the acknowledged problems are scaling of the number of ions in linear chains and increasing the gate speed.

Most of the implementations utilize linear ion crystals in a Paul trap [13,14]. The information is encoded in two electronic levels of each ion, while the collective ion motion is used for entanglement. The size of the quantum register based on this architecture demonstrated to-the-date and used for quantum simulations is of 53 qubits [15]. There are two factors which should be considered on the way to increase the number of ions in the 1D register. First, for the most well-known gates like Cirac-Zoller gate [16] or Mølmer–Sørensen gate [17], the ion motional frequencies should be maintained as high as possible, because the execution time for adiabatic gates is much longer than an ion oscillation period. On the other hand, large ion crystals with high axial frequencies tend to change configuration from the linear to the 2D or the 3D structures which prevents individual addressing and distorts the spectrum of motional modes. The requirements are contraversive, and one should find a compromise between axial confinement and the number of ions.

On the way to overcome these difficulties several architectures were proposed. One of the alternatives is to use a number of small quantum registers which can be entangled with each other. The entanglement can be performed using photons [18,19] or by physical transporting of ions carrying quantum information [20]. Another approach is to use several traps with a small trap-to-trap separation providing direct interaction between ions in different registers [21,22]. In both cases one can provide high motional frequencies, relatively simple vibrational spectrum and high-quality addressing.

These approaches lack the important feature of traditional single-register ion quantum computers — direct all-to-all qubit connectivity. Still, the connectivity inside each of the registers is full, while the connectivity between registers can be designed relatively high via thoughtful choice of interconnects topology. For instance, in the case of several closely spaced traps an auxiliary set of single-ion traps can be placed in the nodes of the 2D mesh [23]. In this case each single-qubit register has multiple neighbors available for entangling.

Significant increase of the gate speed can be achieved by implementation of non-adiabatic (fast) quantum gates [24]. The background idea of the fast gates is the same as for the adiabatic gates — electronic states of the ions are entangled via collective motion caused by the Coulomb interaction and external forces (e.g. light fields). The external force used for operation should depend on the ion state. At the end of
operation, the electronic and the motional states should be decoupled to prevent decoherence caused by heating.

In the case of adiabatic gates, the external force excites motion on a timescale much larger than a single period of ion secular motion. For non-adiabatic gates, strong forces act on particles for the time interval shorter (or on the order) than the oscillation period. Therefore, mechanical perturbation caused by the external force does not spread far along the system during the operation. It allows to efficiently suppress the undesired influence of distant ions (typically not involved in the operation) and provides high fidelity even in large systems.

Non-adiabatic gates were carefully theoretically and experimentally [25,26] studied since the first proposal [24]. Various pulse optimization schemes were suggested [24,27,28]. The dependency of achievable gate fidelity on different experiment parameters, such as the number of ions, the number of pulses, the trap configurations and the noise sources were analyzed [29–32]. It was shown theoretically, that with the increase of the number of pulses the gate error can be reduced below $10^{-5}$. Moreover, the increase of the number of ions does not cause significant reduction of the fidelity. In [30] it was shown, that with the increase of the number of ions the gate error does not exceed $10^{-5}$ which is an important step towards fault-tolerant scalable ion based quantum computations.

Despite positive theoretical expectations, the experimental realization demonstrated the pulsed non-adiabatic gate fidelity of only 76% [25]. Several explanations were proposed, including the pulse-picking scheme imperfections and the influence of micromotion.

In this paper we study several factors which can reduce the gate fidelity and cause the discrepancy between the experimental results and existing theoretical predictions. In particular, we study two sources of errors: (i) coming from coherent build-up of single pulses’ imperfections and (ii) resulting from the laser power fluctuations. The coherent effects are especially important for the hyperfine qubits (e.g. microwave $^{171}$Yb$^+$ qubits) where Raman laser pulses are used for the entanglement of particles (see [25]). We also model the situation when the ions are placed not in the single linear trap, but in the neighboring individual microtraps. Finally, we use the developed mathematical model to simulate the gate operation on two neighboring ions in the 2D microtrap array.

In the section II we briefly describe the basics of pulsed non-adiabatic gates. Section III contains analytical treatment of the coherent build-up of individual pulse errors. In the section IV we perform full numerical simulation of the two-qubit gates (including coherence effects) in the different trap configurations. Section V is devoted to the effect of laser power fluctuations. This is followed by the discussions in the section VI.

II. PULSED NON-ADIABATIC QUANTUM GATES

Pulsed non-adiabatic quantum gates are based on the sequence of spin-dependent momentum kicks (SDKs) arising from an ion interaction with a laser pulse [28]. Depending on the electronic quantum state of the ion, $|0\rangle$ or $|1\rangle$, SDK brings ion to motion in different directions. The duration of SDK is assumed to be much shorter than the oscillation period of the ion in the trap. The evolution operator of the SDK performed simultaneously on two ions can be written in the following form [33]:

$$U_{kick} = e^{-2i\hbar(r_1^x\sigma_1^x + r_2^x\sigma_2^x)},$$

where $2\hbar = \frac{\Delta p}{\hbar}$ is the momentum transferred to the ions, $\vec{r}_1, \vec{r}_2$ - position operators of the ions, $\sigma_1^x, \sigma_2^x$ are the Pauli operators acting on the electronic states of the corresponding ions. Expressing ions motion as a superposition of normal oscillation modes, we can rewrite (1) in the form of displacement operators $D_p$ for the mode $p$:

$$U_{kick} = \prod_{p=1}^{L} (\beta_p (-2i(\vec{r}_1^{(p)}\sigma_1^x + \vec{r}_2^{(p)}\sigma_2^x)\vec{n}_p),$$

where $\vec{n}_p = \sqrt{\frac{\hbar}{2m\omega_p}}$ is the Lamb-Dicke parameter and $\vec{b}_i^{(p)}$ – the oscillation amplitude of the i-th ion for the p-th mode and L is number of interacting ions.

It follows that the most natural way to analyze the evolution of the mode states is to represent them in phase space in the rotating frame, where the coherent state $|\sigma_p\rangle$ is taken as an initial state. Further we will show that selecting a certain initial state causes no loss of generality. According to (2), each SDK will lead to the motional state displacement and acquiring a phase called a geometric phase. If SDKs are repeated one after another much faster than the period of ion oscillations for $z$ times, then the displacement of the coherent state will be repeated $z$ times in the same direction on the phase plane. If there is an interval $t$ between several subsequent SDKs, then each next pulse will shift the state in the direction rotated by an angle $\omega_pt$ with respect to the previous SDK due to the free evolution of the coherent state. An example of a phase-space trajectory for the vibrational mode state after an SDK sequence is shown in Fig. 1.

If the phase space trajectory closes at the end of the SDK sequence, the mode state evolves as $|\sigma_p\rangle \rightarrow e^{i\xi_p}|\sigma_p e^{-i\omega_pt}\rangle$, where $\xi_p$ is the total geometric phase. The
latter is proportional to the area enclosed by the trajectory in the rotating phase space [34].

Here $T$ is the total duration of the sequence. It can be shown that the sign of the acquired geometric phase $\xi_p$ is proportional to the parity of the internal states of the entangled ions $\sigma_1^z \sigma_2^z$.

Hence, by proper adjustment of the number of kicks and the arrival times providing that the trajectories in the phase space for all modes involved are closed, one performs high-quality two-qubit gate. At the end of operation, the internal state is disentangled from the vibrational state and the truth table of the operation is:

\[
|00\rangle \rightarrow e^{i\Phi}|00\rangle, \\
|01\rangle \rightarrow e^{-i\Phi}|01\rangle, \\
|10\rangle \rightarrow e^{-i\Phi}|10\rangle, \\
|11\rangle \rightarrow e^{i\Phi}|11\rangle,
\]

where

\[
\Phi = \sum_{p=1}^{2L} \xi_p = 8\sum_{\sigma_1^p=\pm 1} \sum_{\sigma_2^p=\pm 1} |\vec{\eta}_p\rangle \langle \vec{\eta}_p| \sum_{m=2}^{N} \sum_{k=1}^{L} z_m z_k \sin (\nu_p(t_m - t_k)).
\]

To maximize entanglement, the phase of $\Phi = \pi/4$ is typically selected. Thus, one needs to find the pulse sequence providing the conditions

\[
\sum_{k=1}^{N} z_ke^{i\omega_0 t_k} = 0, \\
\Phi = \pi/4.
\]

The condition (4) provides the closure of the corresponding phase-space trajectories for all the vibrational modes. This also explains why consideration of coherent state as the initial state does not result in the loss of generality: any arbitrary initial state can be decomposed over complete basis of coherent states, any motional state will be restored at the end of the operation. One cannot strictly fulfill both conditions (4) and (5) because the number of independent parameters is limited. It causes finite theoretical fidelity of the operation. We define fidelity of the operation as $F = \langle |U\psi_0\rangle |\psi_{id}\rangle^2$, where $U$ – gate evolution operator, $|\psi_0\rangle = (\frac{1}{2}|00\rangle + \frac{1}{2}|10\rangle + \frac{1}{2}|11\rangle) \otimes \prod_{p=1}^{2L} |0_p\rangle$, $|\psi_{id}\rangle = \frac{1}{2}|i\rangle|00\rangle + \frac{1}{2}|i\rangle|10\rangle + \frac{1}{2}|i\rangle|11\rangle\otimes \prod_{p=1}^{2L} |1_p\rangle$. In the case of the non-adiabatic pulsed gate an analytical expression can be obtained:

\[
F = \frac{1}{16} \left[ \sum_{p=1}^{2L} -4 \left( \left( \vec{b}_1^{(p)} - \vec{b}_2^{(p)} \right) \vec{c}_p \right)^2 \left( \frac{1}{2} + \vec{n}_p \right) \right] + 2 \exp \left( \sum_{p=1}^{2L} -4 \left( \vec{b}_1^{(p)} + \vec{b}_2^{(p)} \right) \vec{c}_p \right)^2 \left( \frac{1}{2} + \vec{n}_p \right) + \exp \left( \sum_{p=1}^{2L} -4 \left( \vec{b}_2^{(p)} \vec{c}_p \right)^2 \left( \frac{1}{2} + \vec{n}_p \right) \right) \sin(2\Phi).
\]

$\vec{n}_p$ is the average phonon population of the $p$-th motional mode, $\vec{c}_p = 2\vec{n}_p \sum_{k=1}^{N} z_k e^{i\omega_0 t_k}$. In practice, the maximal fidelity is lower than (6) due to various technical factors. All the statements given above are applicable to any pulsed non-adiabatic gates. Depending on the qubit type (microwave or optical) the way how the operator (1) is implemented differs. In the case of the optical qubit, operator (1) can be obtained by applying two successive counter-propagating laser $\pi$-pulses resonant to the qubit transition. In the case of the microwave qubit, Raman pulses are used. The evolution operator in this case becomes more complicated due to the Kapitza-Dirac scattering of the atomic wave function on the standing light wave formed by two laser pulses [35]. If two Raman pulses with the duration of much less than the ion oscillation period is applied, the interaction evolution operator is given by [36]:

\[
U_{t,j} = \\
\sum_{m=-\infty}^{\infty} i^n j_n(\theta)e^{in\Delta\phi(t)}\sigma_m^j \prod_{p=1}^{2L} D_p \left[ \sin b_p^m \vec{n}_p \right].
\]

where $t$ is the arrival time of the pulses, $j$ – the number of the ions, $\Delta\phi(t)$ – total optical phase difference between two

---

**FIG. 1.** Evolution of the normal mode coherent state in the rotating phase space under the action of an SDK sequence. The bold point marks the initial coherent state. Here $p_0 = \frac{\hbar \omega x_p}{2}$, $x_0 = \frac{\hbar}{2\alpha \omega x_p}$.
pulses, \( \theta \) – the Raman pulse area. The pulses can be derived, for example, by splitting a frequency comb laser beam and shifting the frequency of one of the beams by \( \omega_{\text{AOM}} \) with an acousto-optical modulator in such a way that each comb tooth has a counterpart shifted by the qubit frequency \( \omega_{\text{qubit}} = \pm \omega_{\text{AOM}} + n \text{fre} \). Operators similar to (2) are obtained, while high diffraction orders are suppressed by composing SDK of several successive laser pulses and choosing optimal delays between them:

\[
U_{\text{SDK,pos}} = e^{i\phi_0} \prod_{p=1}^{3L} D_p \left[ i b_p^\dagger \eta_p \right] \hat{\sigma}_{+j} + e^{-i\phi_0} \prod_{p=1}^{3L} D_p \left[ -i b_p^\dagger \eta_p \right] \hat{\sigma}_{-j}, \tag{8}
\]

\[
U_{\text{SDK,neg}} = e^{-i\phi_1} \prod_{p=1}^{3L} D_p \left[ i b_p^\dagger \eta_p \right] \hat{\sigma}_{-j} + e^{i\phi_1} \prod_{p=1}^{3L} D_p \left[ -i b_p^\dagger \eta_p \right] \hat{\sigma}_{+j}. \tag{9}
\]

Here \( \phi_0, \phi_1 \) are the time-independent parts of the phase difference of the optical Raman pulses. Further we will call the operator (8) “the positive SDK” and operator (9) – “the negative SDK”. If we apply two such sequences of pulses corresponding to operators (8) and (9) one after another, we get an operator proportional to

\[
U_{\text{Total}} = e^{i(\phi_0-\phi_1)\sigma_z} \prod_{p=1}^{3L} D_p \left[ 2 i b_p^\dagger \eta_p \sigma_z \right]. \tag{10}
\]

For two ions this operator has the same form as the SDK operator (2) up to the phase factor. It is important to note some features of (7): using the same sequence of pulses with the opposite sign of \( \phi(t) \) (which, for example, can be implemented by swapping the directions of laser pulses), operator (8) will turn into (9) and vice versa. Thereby, for operator (10), the direction of the transmitted momentum will be reversed.

### III. COHERENT SDK ERROR SUMMATION

We see from the previous section, that there are several sources of the gate errors. The first one is the imperfect closure of the state trajectories in the motional phase space (given by (6)), while the second is due to non-ideal spin-flips in the qubit state space during each individual SDK. The first type of errors is treated in literature analytically in the fully coherent way. Till now, the second type of errors were considered uncorrelated for each SDK. It means, that the phase of any \( \pi \)-pulse error is considered to be random for each of the SDKs.

Here we study the impact of coherence between individual SDK errors on the gate fidelity both analytically and numerically. In particular, we make our analysis for microwave qubits excited by Raman pulses.

First of all, we qualitatively demonstrate the effect by considering two successive SDKs: positive and negative coming one after another. In the ideal case it should give us the evolution operator (10).

In the interaction picture exact evolution operator corresponding to the positive SDK takes the form of [37]:

\[
U_{pos} = 1 + \frac{i\theta}{2N} \left\{ e^{i\phi_0 D[\eta]} \left( \sum_{k=1}^{N} e^{i q_{+k}} \right) \hat{\sigma}_+ + e^{-i\phi_0 D[-\eta]} \left( \sum_{k=1}^{N} e^{-i q_{+k}} \right) \hat{\sigma}_- \right\} + e^{i\phi_0 D[\eta]} \left( \sum_{k=1}^{N} e^{i q_{-k}} \right) \hat{\sigma}_+ + e^{-i\phi_0 D[-\eta]} \left( \sum_{k=1}^{N} e^{-i q_{-k}} \right) \hat{\sigma}_- + O((\theta/N)^2). \tag{11}
\]

Here \( q_\pm = \omega_{\text{qubit}} \pm \omega_{\text{AOM}} \). When \( \theta \) obey the resonance condition, \( \sum_{k=1}^{N} e^{i q_{\pm k}} = C, |C| \ll N \), the final expression becomes close to the (8). Expression for negative SDK \( U_{neg} \) can be obtained by replacing \( q_+ \leftrightarrow -q_-, \phi_0 \leftrightarrow \phi_1 \) in (11). The resulting evolution operator for the pair of such pulses will be just their product, as they are written in the interaction picture. The resonant terms of the operator will be proportional to \( \hat{\sigma}_- \hat{\sigma}_-[2i\eta] \) and \( \hat{\sigma}_- \hat{\sigma}_+[2i\eta] \) and give us (10). Although, one can notice that there are other parasitic terms on the order of \( O(C/N) \), which cause a deviation from the (10) and result in a gate errors:

\[
\left[ \frac{C}{N} e^{i(\phi_0-\phi_1)-i q_{-k} t_{N+1}} + \frac{C}{N} e^{i(\phi_1-\phi_0)+i q_{+k} t_{N+1}} \right] \hat{\sigma}_- \hat{\sigma}_+ + H.c. = \frac{2C}{N} e^{i\omega_{\text{AOM}}t_{N+1}} \cos(\phi_0 - \phi_1 + \omega_{\text{qubit}} t_{N+1}) \hat{\sigma}_- \hat{\sigma}_+ + H.c. \tag{12}
\]

Here \( t_{N+1} \) is the arrival time of the first pulse of the negative SDK. This expression shows that if the time interval between positive and negative SDKs changes, the absolute value of (12) undergoes oscillations with the qubit frequency \( \omega_{\text{qubit}} \).

In the experiment SDKs are usually separated by an integer number of the laser repetition periods so the gate error described by these terms will be proportional to the \( \cos(2\pi T_{\text{rep}}/T_{\text{qubit}}) \). Due to the same reason such oscillatory behavior is expected to appear also in the gate fidelity. The amplitude of these oscillations according to (12) is proportional to the individual SDK error. It means that with the increase of the number of pulses in a single SDK and consequent improve in its fidelity, the sensitivity of the gate fidelity to the repetition rate will decrease.
This treatment, however, is valid only when a small number of pulses in SDK is considered. For larger number of the pulses, the first order parasitic terms in the expansion will be cancelled and higher order terms will become more and more important. The dependency on the \( T_{\text{rep}} \) will be changed, although the qualitative picture remains valid.

It is important to not confuse this effect with the gate fidelity dependence on the repetition rate, which is shown e.g. in [31]. In our work the effect comes from the individual SDK errors and the way how they sum up which depends on the \( T_{\text{rep}} \). In [30] the error is caused by non-ideal motional trajectories closure, so the dependency is caused by the optimization problem restrictions (such errors will be present even in the case of ideal SDKs).

To validate our approach and to take into account high-order terms of (11) we performed a full numerical simulation of the sequences of SDKs taking into account coherent effects.

### IV. NUMERICAL GATE SIMULATION INCLUDING COHERENT EFFECTS

Parameters of the optimal pulses sequence forming the SDK and the SDKs themselves depend on the particular experimental setup (the trap parameters and the ion). For our analysis we use the setup close to the one described in a [25]. It is also similar to the setup in our laboratory which we plan to use for experimental study of fast gates. The optimization of the gate fidelity (excluding the coherent error summation) is extensively studied by other groups [29,33,38].

In this work, we optimized parameters of the SDK for \(^{171}\text{Yb}^+\) ion in the surface point trap with a radial frequency of 33.5 kHz which is close to our experimental parameters. By choosing the SDK and the gate parameters we keep in mind an experimental scheme shown in Fig. 2. We give its detailed description, which determines the search space for optimizations. Of course, by choosing other experimental scheme (e.g. increasing the number of pulses) it is possible to achieve higher fidelities, but we focus here on the demonstration of coherence effects. We can readily extend our analysis on more complicated configurations, if necessary.

The qubit is encoded in the states \( |F=1; m_F=0\rangle \) and \( |S_{1/2}; F=0; m_F=0\rangle \) of the ion. Raman transitions are driven with a Coherent Paladin Compact laser. The laser emits pulses with duration of about 20 ps at the wavelength \( \lambda=355 \text{ nm} \) with a repetition rate of \( f_{\text{rep}} = 120 \pm 2 \text{ MHz} \) and average optical power of \( P = 4\text{ W} \). Using beamsplitters and delay stages each laser pulse is split into a series of pulses, forming an SDK. In the end the beam is split into two parts and focused onto the ions from different directions in such a way that pulses from different paths temporally overlap on the ions. An acousto-optic modulator (AOM) in one of the paths allows to precisely control phase and frequency shifts. A Pockels cell installed before the last polarization beam splitter allows to choose from which side the AOM-modulated pulses will hit the ions and, therefore, will positive or negative SDK be implemented.

The elaborated approach to SDK optimization can be found in [36]. It can be seen that with increase in number of
pulses inside SDK its fidelity gets higher, although it makes both experimental realization and full simulation more difficult, so we chose number of pulses to be 8, as this is the minimal pulse number after which a single SDK fidelity is above 99%.

The delays $t_1, t_2, t_3$ giving arrival times of the pulses inside the SDK in form $0, t_1, t_2, t_3, t_3 + t_1, t_3 + t_2, t_3 + t_2 + t_3$ (Fig. 3) were obtained by the global optimization under the condition that pulses interact with ions at times $\tau_k = m/(f_{\text{qubit}} + f_{\text{AOM}})$. The number $m$ and the AOM frequency $f_{\text{AOM}}$ (the initial frequency of 500 MHz) were varied. By optimization we achieved the maximal fidelity of 99.9% for the SDK operator with 8 pulses. The residual error is associated with the incomplete suppression of the higher diffraction orders. The average laser power required to implement this scheme with Raman beams focused to a beam waist radius of 5 μm is close to 4 W.

To find SDK time ticks we chose the FRAG strategy [33], since it allows the fastest geometrical phase acquiring and requires less SDKs. It implies the following SDKs sequence:

\[ z_k = \{-n, 2n, -2n, 2n, -2n, n\} (n \in N), \tau_k = \{-\tau_1, -\tau_2, -\tau_3, \tau_3, \tau_2, \tau_1\}, \]

where $z_k$ corresponds to the number and the sign of SDKs applied and $\tau_k$ corresponds to the time mark (Fig. 3). Obviously, the difference between different $\tau_k$ should be a multiple to the laser repetition periods $1/f_{\text{rep}}$.

We use the least possible number of SDKs with $n = 1$ to reduce effects of single SDK error. Minimal number of pulses also simplifies the full optimization. The times $\tau_1, \tau_2, \tau_3$ (varied in the range of 0 to 100 μs) were found by the global optimization method in order to maximize the total fidelity of the gate according to equation (6). Note, that in (6) all the SDKs providing evolution with operator (4) were assumed to be ideal.

We carry out full numerical simulation to study the contribution of individual SDKs errors and their interference.

Diffraction up to $N = 4$ order is considered. Each laser pulse inside SDK corresponds to the following evolution operator:

\[
U = \sum_{n_2=1}^{N} \sum_{n_3=-N}^{N} (i^{n_1+n_2}) \left(n_1 \leq N\right) e^{i \left(n_1+n_2\right) \Delta \phi (\tau)} \cdot \hat{\sigma}_{x,1} \hat{\sigma}_{x,2} \prod_{p=1}^{3L} D \left( \left| n_1 \hat{b}_{1,1}^\dagger \hat{n}_p \right| + in_2 \hat{b}_{2,2}^\dagger \hat{n}_p \right) \]  \tag{13}

The initial state diffracts and transforms into a superposition of $2N+1$ states. The evolution of vibrational states between the laser pulses constituting the single SDK are neglected. The duration of a single SDK is 3 ns which is indeed much smaller than the oscillation period of the fastest mode. The evolution of quantum states between the SDKs is described by the operator:

\[
U_{\text{FE}} = e^{-i\omega_{\text{qubit}} T (\hat{\sigma}_{x,1} + \hat{\sigma}_{x,2})/2} \prod_{p=1}^{3L} e^{-i\omega_p \tau_{a^+a}}, \]  \tag{14}

where $T$ – is the time interval between the SDKs and $L$ – number of interacting ions. States with probability amplitudes less than 10–4 were neglected, a discretization step of the coherent vibrational states was set to $|\Delta \delta|=10^{-5}$. The state $|\psi_i⟩ = \left(1/2\right)|00⟩ + \left(1/2\right)|11⟩ \otimes \prod_{p=1}^{3L} |0⟩_p$ was taken as the initial state. The resulting fidelity was determined by the expression $F = |\langle U|\psi_i⟩|^{2}$. Where $|\psi_i⟩ = 1/2 i e^{-\gamma} |00⟩ + \left(1/2\right) |01⟩ + \left(1/2\right) |10⟩ + \left(1/2\right) e^{-\gamma} |11⟩ \otimes \prod_{p=1}^{3L} |0⟩_p$.

In addition to the geometrical phase there is an extra phase $\gamma$ due to the phase factor in operator (10). Its value can be simply calculated analytically, but in our case, it was also found by numerically by maximizing the fidelity.

Fig. 4 shows the dependency of the four successive SDKs (positive, negative, positive, negative) fidelity $F$ on the repetition rate of the laser. For this simulation, a single ion was stored in a surface point trap with a radial frequency of
33.5 kHz. The oscillations qualitatively predicted in the previous section can be observed readily. The oscillation period corresponds to the predicted above, while the envelope shape is determined by the number and timing of SDKs and the higher-order SDK errors.

Further, we investigate how this effect impacts the quality of quantum operations by increasing the number of ions using fast gates and microtrap arrays. We simulate two-qubit gates between two neighboring ions in linear arrays of different number of microtraps identical to the considered above (Fig. 2b). Simulations are performed for two different laser repetition frequencies (Fig. 5). The pulse sequence was optimized once for two neighboring microtraps and was not changed afterwards with the register size increase. The full gate time corresponds to 1.6 trap secular periods. In Fig. 5 we also provide an estimation of the expected fidelity using (6) under assumption of uncorrelated SDK errors. In this case the full fidelity would be a product of a fidelity given by (6) and a single SDK fidelity to the power of number of SDKs in the gate.

One can conclude, that due to coherent summation of the single SDKs, errors of the quantum gates can substantially deviate from the estimations based on the assumption of the uncorrelated SDK errors. We show that the amplitude of the error oscillations depending on the repetition rate is of the same order than the mean gate error. The effect must be taken into account when designing high-efficiency quantum gates. Our simulation also supports previous results obtained by other researchers that with increasing number of ions in the quantum register, the two-qubit gate fidelity rapidly settles to the constant value and does not fall further. It is important for the ion quantum computation scaling.

We also apply developed above model to study scaling of quantum computers with 2D arrays of surface microtraps. In particular, we simulated a two-qubit gate between a pair of ions in a 3x3 traps array (Fig. 6). Each ion is trapped above the individual hole in a dielectric plate coated by metal from both sides. The upper surface is under RF-potential while the bottom surface is grounded. The laser beams were considered to be at 45 degrees to the plane of the trap with $\vec{k}$ directed along the line, connecting two ions (Fig. 2b). Such beams directions provide the fastest phase acquiring as cause ions interaction energy changes the most significantly.

The full simulation at $f_{rep} = 121.21$ MHz resulted in the overall fidelity equal to 91.72%, while the estimation with the assumption of the uncorrelated SDKs is equal to 93.72%. Here we also see that coherent effects significantly influence the gate fidelity.

V. INFLUENCE OF LASER POWER FLUCTUATIONS

One of the important technical aspects that can affect the fidelity of the operation in the experiment is the intensity fluctuation of the laser source. Here we evaluate the effect of the laser intensity fluctuation on the overall fidelity for the experimental scheme described above.

In this experimental scheme effective Rabi frequency determining Rabi oscillations between qubit levels is proportional to the laser power [36]. Laser power fluctuations or deviation from the optimal value lead to the change of the effective Rabi frequency, and, consequently, to a deviation of $\theta$ from $\pi/8$ in formula (7). Figure 7 shows the fidelity of the considered quantum operation plotted against the deviation of the laser source power from the optimal value.
This result shows that the gate fidelity is very sensitive to the laser fluctuations. Even 1% power fluctuations can lead to the gate fidelities below 90%. To avoid that careful laser power stabilization is required.

VI. SUMMARY

In this paper we studied an influence of the coherent summation of the single SDK errors on the fidelity of the non-adiabatic pulsed gates. This effect can lead to the oscillations of the overall gate fidelity depending on the laser repetition rate used for its implementations. The amplitude of these oscillations is of the same order as the mean gate fidelity. This effect, however, does not limit the possibility of scaling ion quantum computers using fast gates, as the fidelity oscillations amplitude decreases with the single SDK error. Thus, improving single SDKs fidelity will lead to significant reduction of this factor.

We have also performed a full simulation (including coherence effects) of the two-qubit gate fidelity depending on the size of the quantum register for the linear microtrap array and a the 2D array. In both cases coherence effects significantly contribute to the gate fidelity. Still, the increase of the quantum register size does not significantly impact the fidelity. It rapidly (after 5 ions in the chain) reaches the constant value and does not significantly change further. It is one of the important advantages on the way to the multi-ion quantum computers.

We discussed power fluctuations influence on the two-qubit gate fidelity and showed that high efficiency laser power stabilization is required to perform high-fidelity gates.
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