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Abstract

In this paper, we propose a method to obtain a constrained approximation of a rational Bézier curve by a polynomial Bézier curve. This problem is reformulated as an approximation problem between two polynomial Bézier curves based on weighted least-squares method, where weight functions $\rho(t) = \omega(t)$ and $\rho(t) = \omega(t)^2$ are studied respectively. The efficiency of the proposed method is tested using some examples.
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1. Introduction

Rational Bézier curves play a significant role in Computer Aided Design systems. However, the forms of derivatives are quite complex and integral
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expressions may not exist for high-degree rational Bézier curves, so the problem of approximating rational functions with polynomials has been raised and studied. Sederberg and Kakimoto [1] presented the hybrid polynomial approximation to rational curves for the first time in 1991. Wang et al.[2][3] presented Hermite polynomial approximations to rational Bézier curves and investigated the convergence condition for the polynomial approximation of rational functions and rational curves. Floater [4] constructed a high-order approximation of rational curves using polynomial curves. Lee [5] converted a polynomial approximation of a rational Bézier curve to control points approximation of two Bézier curves. An approximate solution was obtained by least-squares method. Huang [6] presented a simple method for approximating a rational Bézier curve with a Bézier curve sequence based on degree elevation. Recently, sample-based polynomial approximation of rational Bézier curves was investigated by Lu [7], whose errors smaller than Huang’s. Hu [8] proposed a reparameterization-based method for polynomial approximating rational Bézier curves with constraints.

In this paper, we propose a method to obtain a constrained approximation of a rational Bézier curve by a polynomial Bézier curve based on weighted least-squares [9]. The main idea is converting a polynomial approximation of a rational Bézier curve to an approximation between two Bézier curves so that control points of a Bézier curve can be obtained using linear equations. Compared with the related works in paper [5], [7] and [8], our method is fast, stable and highly accurate to obtain some higher degree Bézier curves as well as don’t need fix parameter λ.

The paper is structured as follows. Section 2 presents some basic concepts
and properties regarding the problem of the constrained Bézier approximation of a rational Bézier curve. Section 3 brings a complete solution to the problem formulated above in the $L_2$ norm. Section 4 presents some numerical examples to verify the accuracy and effectiveness of the method.

2. Preliminaries

2.1. Definitions and Properties

A standard-form $n$th degree rational Bézier curve is defined as follows \cite{10}:

$$
P(t) = \frac{x(t)}{\omega(t)} = \frac{\sum_{i=0}^{n} \omega_i p_i B_i^n(t)}{\sum_{i=0}^{n} \omega_i B_i^n(t)}, \quad t \in [0, 1],
$$

(1)

where $B_i^n(t) = \binom{n}{i} t^i (1 - t)^{n-i}$ are the Bernstein polynomials, $p_i \in \mathbb{R}^d, i = 0, 1, \ldots, n$, are control points, and $\omega_i \in \mathbb{R}^+, i = 0, 1, \ldots, n, \omega_0 = \omega_n = 1$, are the scalar weights. Clearly, polynomial function $\omega(t) > 0$.

The following are pertinent theorems used in this paper:

**Theorem 1.** The product of degree $m$ Bernstein polynomials and its integral satisfies

$$
\prod_{j=1}^{m} B_{i_j}^{n_j}(t) = \frac{M}{\binom{N}{j}} B_j^N(t),
$$

(2)

$$
\int_{0}^{1} \prod_{j=1}^{m} B_{i_j}^{n_j}(t) dt = \frac{M}{(N + 1)\binom{N}{j}},
$$

(3)
where $M = \prod_{j=1}^{m} \binom{n_j}{i_j}$, $N = \sum_{j=1}^{m} n_j$ and $J = \sum_{j=1}^{m} i_j$.

**Theorem 2.** Let the two polynomials $f(t)$ and $g(t)$ of degree $m$ and $n$ with coefficients $f_i^m$ and $g_i^n$ be as follows

$$f(t) = \sum_{i=a}^{k} f_i^m B_i^m(t), \quad g(t) = \sum_{i=0}^{n} g_i^n B_i^n(t),$$

where $0 \leq a < k \leq m$. Their product is a degree $m + n$ polynomial

$$f(t)g(t) = \sum_{i=a}^{k+n} \left( \sum_{j=\max(a,i-n)}^{\min(k,i)} \binom{m}{j} \binom{n}{i-j} f_j^m g_{i-j}^n \right) B_i^{m+n}(t). \quad (4)$$

**Theorem 3.** For each appropriate function $f(x) \in C_{[a,b]}$, there is a unique polynomial $P_n(x)$ of degree at most $n$ to approximate $f(x)$, such that $\int_{a}^{b} (f(x) - P_n(x))^2 dx$ is minimum (9).

2.2. Statement of the approximation problem

The problem of approximating rational Bézier curves in equation (1) by constrained Bézier curves of arbitrary degree is that of finding control points $q_0, q_1, ..., q_m$, which define a Bézier curve of degree $m$

$$Q(t) = \sum_{i=0}^{m} B_i^m(t) q_i, \quad (5)$$

such that the following two conditions are satisfied simultaneously:

1) Bézier curve $Q(t)$ has the contact order $(k, h)$ $(k, h = 0, 1, 2)$ of continuity at both endpoints of the rational Bézier curve $P(t)$. 
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2) Given a weight function $\rho(t) > 0$, a distance function $d_\rho(P, Q)$ between $P(t)$ and $Q(t)$ in the $L_2$ norm is minimized, that is
\[
    d_\rho(P, Q) = \int_0^1 \rho(t) (P(t) - Q(t))^2 dt.
\]
and the control points $q_l(l = k + 1, k + 2, ..., m - h - 1)$ of $Q(t)$ satisfy
\[
    \frac{\partial d_\rho(P, Q)}{\partial q_l} = 2 \int_0^1 (x(t) - \omega(t) Q(t)) B_m^l(t) \frac{\rho(t)}{\omega(t)} dt = 0. \tag{6}
\]
Clearly, in this paper the function $\omega(t)$ is a factor of function $\rho(t)$.

In this paper, we shall study constrained polynomials approximation in the next section. For simplicity, assume that $\rho(t) = \omega(t)$ and $\rho(t) = \omega^2(t)$ respectively.

3. Algorithm for constrained Bézier approximation

The approximation algorithm is completed through a two-step process. First, we calculate the constrained control points of the approximation Bézier curve $Q(t)$ by imposing the contact order in the condition 1). Next, we calculate other unconstrained control points by using the weighted least-squares method, in order to satisfy condition 2).

3.1. Constrained conditions of the approximation curve

According to equation (1), we have
\[
    x(t) = P(t)\omega(t).
\]
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Taking the derivative of the above equation \( r(= 0, 1, 2) \) times, we obtain

\[
x^{(r)}(t) = \sum_{j=0}^{r} \binom{r}{j} \omega^{(j)}(t) P^{(r-j)}(t).
\]

Thus, we have the zero, first and second derivatives of \( P(t) \) at two endpoints \((t = 0, 1)\), satisfying the following, respectively

\[
P(0) = p_0, \quad P(1) = p_n,
\]
\[
P'(0) = n\omega_1(p_1 - p_0), \quad P'(1) = n\omega_{n-1}(p_n - p_{n-1}),
\]
\[
P''(0) = n \{\omega_2(n-1)p_2 + 2\omega_1(1-n\omega_1)p_1 + [2\omega_1(n\omega_1 - 1) + \omega_2(1-n)]p_0\},
\]
\[
P''(1) = n \{[2\omega_{n-1}(n\omega_{n-1} - 1) + \omega_{n-2}(1-n)]p_n + 2\omega_{n-1}(1-n\omega_{n-1})p_{n-1}
\]
\[+ (n-1)\omega_{n-1}p_{n-2}\}.
\]

Since the zero, first and second derivatives of \( Q(t) \) at two endpoints \((t = 0, 1)\) can be described as

\[
Q(0) = q_0, \quad Q(1) = q_m,
\]
\[
Q'(0) = m(q_1 - q_0), \quad Q'(1) = m(q_m - q_{m-1}),
\]
\[
Q''(0) = m(m-1)(q_2 - 2q_1 + q_0),
\]
\[
Q''(1) = m(m-1)(q_m - 2q_{m-1} + q_{m-2}),
\]

matching the function value and derivatives up to the second order at both
endpoints of $P(t)$ and $Q(t)$, the constrained control points of $Q(t)$ are

$$q_0 = p_0, q_m = p_n,$$

if $m \geq 2$,  
$$q_1 = \frac{n}{m} \omega_1 p_1 + \left(1 - \frac{n}{m} \omega_1 \right) p_0,$$

if $m \geq 3$,  
$$q_{m-1} = \left(1 - \frac{n}{m} \omega_{n-1} \right) p_n + \frac{n}{m} \omega_{n-1} p_{n-1},$$

if $m \geq 4$,  
$$q_2 = \frac{1}{m(m-1)} \{n(n-1)\omega_2 p_2 + 2n\omega_1(m-n\omega_1)p_1$$
$$+ [m(m-1) + 2n\omega_1(n\omega_1 - m) + n\omega_2(1-n)]p_0 \} ,$$

if $m \geq 5$,  
$$q_{m-2} = \frac{1}{m(m-1)} \{[2n\omega_{n-1}(n\omega_{n-1} - m) + n\omega_{n-2}(1-n) + m(m-1)]p_n$$
$$+ 2n\omega_{n-1}(m-n\omega_{n-1})p_{n-1} + n(n-1)\omega_{n-2}p_{n-2} \}. $$

Accordingly, $Q(t)$ can be rewritten as

$$Q(t) = \sum_{i=0}^{k} B_i^m(t) q_i + \sum_{i=k+1}^{m-h-1} B_i^m(t) q_i + \sum_{i=m-h}^{m} B_i^m(t) q_i, \quad (7)$$

where $q_i(i = k + 1, k + 2, \ldots, m - h - 1)$ are the unknown control points and

\[
k = \begin{cases} 
0 & m = 1, \\
1 & m = 2, 3, \\
2 & m \geq 4, 
\end{cases} \quad \text{and} \quad h = \begin{cases} 
0 & m = 1, 2, \\
1 & m = 3, 4, \\
2 & m \geq 5. 
\end{cases}
\]
3.2. Unconstrained control points of the approximation curve

3.2.1. $\rho(t) = \omega(t)$

When $\rho(t) = \omega(t)$, based on equation (6) we have

$$\int_0^1 Q(t)\omega(t)B_i^m(t)dt = \int_0^1 x(t)B_i^m(t)dt. \quad (8)$$

Substituting (7) into (8), we get

$$\sum_{i=0}^{k} \int_0^1 \omega(t)B_i^m(t)B_i^m(t)q_i dt + \sum_{i=k+1}^{m-h-1} \int_0^1 \omega(t)B_i^m(t)B_i^m(t)q_i dt \quad (9)$$

$$+ \sum_{i=m-h}^{m} \int_0^1 \omega(t)B_i^m(t)B_i^m(t)q_i dt = \int_0^1 x(t)B_i^m(t)dt.$$  

By deriving equation (9) based on theorems 1 and 2, we obtain

$$\sum_{i=0}^{n+k} \left( \sum_{j=\max(0,j-n)}^{\min(k,i)} \frac{\binom{m}{j} \binom{n}{i-j}}{\binom{2m+n+i}{n+i}} \omega_{i-j} q_j \right) + \sum_{i=k+1}^{n+m-h-1} \left( \sum_{j=\max(k+1,i-n)}^{\min(m-h-1,i)} \frac{\binom{m}{j} \binom{n}{i-j}}{\binom{2m+n+i}{n+i}} \omega_{i-j} q_j \right)$$

$$+ \sum_{i=m-h}^{n+m} \left( \sum_{j=\max(m-h,i-n)}^{\min(m,i)} \frac{\binom{m}{j} \binom{n}{i-j}}{\binom{2m+n+i}{n+i}} \omega_{i-j} q_j \right)$$

$$= 2m + n + 1 \sum_{i=0}^{n} \frac{\binom{n}{i}}{\binom{n+m+i}{i+n+m}} \omega_i p_i,$$

$$(l = k + 1, k + 2, \ldots, m - h - 1). \quad (10)$$

To easily evaluate the unknown points $q_i (i = k + 1, k + 2, \ldots, m - h - 1)$,
we rearrange equation (10) to obtain

\[
\sum_{i=k+1}^{m-h-1} \sum_{j=0}^{n} \binom{n}{j} \binom{m}{i} \omega_j q_i = \frac{2m + n + 1}{m + n + 1} \sum_{i=0}^{n} \binom{n}{i} \omega_i p_i \\
- \sum_{i=0}^{k} \sum_{j=0}^{n} \binom{n}{j} \binom{m}{i} \omega_j q_i - \sum_{i=m-h}^{m} \sum_{j=0}^{n} \binom{n}{j} \binom{m}{i} \omega_j q_i,
\]

(11)

(\(l = k + 1, k + 2, \ldots, m - h - 1\)).

3.2.2. \(\rho(t) = \omega(t)^2\)

When \(\rho(t) = \omega(t)^2\), one has

\[
\int_0^1 Q(t) \omega^2(t) B_i^m(t) dt = \int_0^1 x(t) \omega(t) B_i^m(t) dt.
\]

(12)

Substituting (7) into (12), it yields

\[
\sum_{i=0}^{k} \int_0^1 \omega^2(t) B_i^m(t) B_i^m(t) q_i dt + \sum_{i=k+1}^{m-h-1} \int_0^1 \omega^2(t) B_i^m(t) B_i^m(t) q_i dt \]
\[
+ \sum_{i=m-h}^{m} \int_0^1 \omega^2(t) B_i^m(t) B_i^m(t) q_i dt = \int_0^1 x(t) \omega(t) B_i^m(t) dt.
\]

(13)

By deriving equation (13) based on theorems 1 and 2, we obtain
\[\begin{align*}
2n+k & \quad \sum_{i=0}^{m} \left( \sum_{j=max(0,i-2n)}^{\min(k,i)} \frac{(m)(2n)}{(2m+2n+i+j+l)} W_{i-j} q_j \right) + \\
& \quad \sum_{i=k+1}^{2n+h-1} \left( \sum_{j=max(k+1,i-2n)}^{\min(m-h-1,i)} \frac{(m)(2n)}{(2m+2n+i+j+l)} W_{i-j} q_j \right) \\
& \quad + \sum_{i=m-h}^{2n+m} \left( \sum_{j=max(m-h,i-2n)}^{\min(m,i)} \frac{(m)(2n)}{(2m+2n+i+j+l)} W_{i-j} q_j \right) \\
& = \frac{2m+2n+1}{m+2n+1} \sum_{i=0}^{2n} \left( \sum_{j=max(0,i-n)}^{\min(n,i)} \frac{(n)(n)}{(2m+i+j+l)} \omega_{i-j} \omega_j p_j \right), \\
(l = k+1, k+2, ..., m-h-1), \quad (14)
\end{align*}\]

where
\[W_i = \sum_{j=max(0,i-n)}^{\min(n,i)} \frac{(n)(n)}{(2m+i+j+l)} \omega_{i-j} \omega_j.\]

We rearrange equation (14) to obtain
\[\begin{align*}
\sum_{i=k+1}^{m-h-1} \sum_{j=0}^{2n} \frac{(2n)(m)}{(2m+2n+i+j+l)} W_{j} q_i &= \frac{2m+2n+1}{m+2n+1} \sum_{i=0}^{n} \sum_{j=0}^{n} \frac{(n)(n)}{(2m+i+j+l)} \omega_{i-j} \omega_j p_i \\
- \sum_{i=0}^{k} \sum_{j=0}^{2n} \frac{(2n)(m)}{(2m+2n+i+j+l)} W_{j} q_i &= \sum_{i=m-h}^{m} \sum_{j=0}^{2n} \frac{(2n)(m)}{(2m+2n+i+j+l)} W_{j} q_i, \\
(l = k+1, k+2, ..., m-h-1). \quad (15)
\end{align*}\]

Finally, by theorem 3, we conclude that the solution of linear system (11) and (15) is unique. They can be obtained by any methods introduced in [9].
4. Error estimation and implementation

Since

\[ d_\rho(P, Q) = \left( \int_0^1 \rho(t) |P(t) - Q(t)|^p \, dt \right)^{\frac{1}{p}} \]

\[ \leq \left( \int_0^1 \rho(t) \, dt \right)^{\frac{1}{p}} \left( \max_{0 \leq t \leq 1} \|P(t) - Q(t)\| \right) \],

(16)

we use maximum distance \( d_{\text{max}} \) to evaluate the approximation results for the convenience of estimation. More specifically, by dividing \([0, 1]\) into \(H\) subintervals of equal length \(h = \frac{1}{H}\), it allows

\[ d_{\text{max}} = \max_{0 \leq i \leq H} \|P(t_i) - Q(t_i)\|, \]

where \(t_i = ih\) (\(i = 0, 1, ..., H\)) are evenly spaced values in the parameter domain \([0, 1]\).

Another error for the approximation used here was given by Lu [7]. That is

\[ d_{l_1}(P, Q) = \frac{h}{2} \sum_{i=0}^{H-1} (\|P(t_i) - Q(t_i)\| + \|P(t_{i+1}) - Q(t_{i+1})\|). \]

Obviously, \( d_{\text{max}} > d_{l_1} \) by Equation (16). Finally, for more details about error analysis of weighted least-squares we refer the reader to [11].

There is a disadvantage for approximating rational Bézier curve by Bézier curve: when an original rational Bézier curve is convex, but the resulting Bézier curve may be non-convex. To deal with this problem, we use higher degree Bézier curve to reduce the approximation error (see Example 3).
**Example 1.** A rational Bézier curve of degree 3 is defined by the control points \((0, 0), (0.2, 1.5), (0.8, 1.5), (1,0)\) and the associated weights 1, 1.2, 1.5, 1. Table 1. lists the errors obtained by the weighted least-squares and the Lee’s method in [5] for \(n = 4, 5, 6, 7, 8\), respectively. From the comparison of the errors, our algorithm can mostly produce better approximation results than Lee’s method.

| \(n\) | \(\text{maximum error}\) | \(L_1\)-error | \(L_1\)-error |
|---|---|---|---|
|   | \(\rho = \omega(t)\) | \(\rho = \omega^2(t)\) | Lee’s method | \(\rho = \omega^2(t)\) | Lee’s method |
|   | The 1st | The 2nd | method (\(r=100\)) | method | method (\(r=100\)) | method |
| 4  | 0.022907 | 0.023911 | 0.020312 | 0.053134 | 0.004237 | 0.004185 | 0.004679 | 0.004295 |
| 5  | 0.007390 | 0.007743 | 0.006150 | 0.024009 | 0.001162 | 0.001149 | 0.002205 | 0.001424 |
| 6  | 0.002849 | 0.002987 | 0.004098 | 0.011423 | 4.371940e-04 | 4.321077e-04 | 0.002058 | 6.297696e-04 |
| 7  | 8.065401e-04 | 8.469361e-04 | 0.003461 | 0.004955 | 1.057862e-04 | 1.045051e-04 | 0.002046 | 2.004255e-04 |
| 8  | 2.870556e-04 | 3.017434e-04 | 0.003400 | 0.002312 | 3.871330e-05 | 3.827086e-05 | 0.002030 | 9.057967e-05 |
Example 2 (Also Example 1 in [7]). A rational B´ezier curve of degree 7 is defined by the control points (0, 0), (0.5, 2), (1.5, 2), (2.5, .2), (3.5,.2), (4.5, 2), (5.5, 2), (6, 0) and the associated weights 1, 2, 1/3, 2, 2, 1/3, 2, 1. Table 2. lists the errors obtained by the weighted least-squares and the Lu’s method in [7] for \( n = 5, 6, ..., 18 \), respectively. By comparison for \( L_1 \) error, our algorithm can produce better approximation results than Lu’s method as \( n = 7, 8, ..., 18 \). However, for maximum error, we find that \( \rho(t) = \omega(t) \) method generated smaller error values than \( \rho(t) = \omega^2(t) \) method, but it is reverse for \( L_1 \) error.

| \( n \) | maximum error | \( L_1 \)-error |
|-------|---------------|----------------|
|       | \( \rho = \omega(t) \) | \( \rho = \omega^2(t) \) | \( \rho = \omega(t) \) | \( \rho = \omega^2(t) \) | Lu’s method (\( \lambda = 0.95 \)) |
| 5     | 0.095480      | 0.097236       | 0.049830      | 0.049584      | 0.043439         |
| 6     | 0.084855      | 0.086855       | 0.047010      | 0.046837      | 0.040826         |
| 7     | 0.042564      | 0.043096       | 0.011913      | 0.011892      | 0.037923         |
| 8     | 0.035610      | 0.037288       | 0.012254      | 0.012140      | 0.035547         |
| 9     | 0.035619      | 0.037298       | 0.012246      | 0.012133      | 0.023335         |
| 10    | 0.005224      | 0.005420       | 0.001600      | 0.001578      | 0.016259         |
| 11    | 0.005374      | 0.005620       | 0.001566      | 0.001537      | 0.013806         |
| 12    | 0.003154      | 0.003335       | 9.999698e-04  | 9.814476e-04  | 0.012995         |
| 13    | 0.002257      | 0.002361       | 3.797283e-04  | 3.675078e-04  | 0.011220         |
| 14    | 0.001222      | 0.001307       | 2.998330e-04  | 2.944257e-04  | 0.009933         |
| 15    | 0.001206      | 0.001290       | 2.802334e-04  | 2.754957e-04  | 0.008897         |
| 16    | 2.834610e-04  | 3.006113e-04   | 5.642958e-05  | 5.503411e-05  | 0.006065         |
| 17    | 2.687450e-04  | 2.860145e-04   | 5.593685e-05  | 5.458823e-05  | 0.002309         |
| 18    | 1.240139e-04  | 1.320672e-04   | 2.950490e-05  | 2.879857e-05  | 0.001462         |

Example 3. Consider a 4th-degree rational B´ezier curve \( P(t) \) with control points (0, 0), (0.2, 1.5),(0.5, 1.0), (0.8, 1.5), (1, 0) and the associated weights 1, 0.06, 0.08, 0.05, 1. The \( n \)th-degree, \( n = 6, 7, ..., 23 \), B´ezier curves \( Q(t) \) approximating \( P(t) \) with the contact order (1,1) of continuity at two
endpoints. Table 3 lists the error obtained by $\rho(t) = \omega(t)$ and $\rho(t) = \omega^2(t)$ for $n = 6, 7, \ldots, 25$, respectively. For both maximum error and $L_1$ error, we find that $\rho(t) = \omega(t)$ method generated smaller error values than $\rho(t) = \omega^2(t)$ method. Fig 1. shows that the resulting $C^{(1,1)}$-continuity approximation curve of degree 6 is nonconvex at near zero. Fig 2. shows that the given curve and the resulting curve of degree 18 are almost the same.

Table 3: Errors approximation to the rational Bézier curve of degree 4

| n  | $\rho = \omega(t)$ | $\rho = \omega^2(t)$ | $L_1$-error |
|----|-----------------|-----------------|-------------|
| 6  | 0.04468318880273 | 0.05168479122085 | 0.02965280096461 |
| 7  | 0.02386501893973 | 0.032255308608047 | 0.015879504757267 |
| 8  | 0.015149900429568 | 0.018966490675292 | 0.009620768974062 |
| 9  | 0.00788339654775 | 0.01082899111530 | 0.005297861401833 |
| 10 | 0.00526080862043 | 0.006853089108748 | 0.003256996716366 |
| 11 | 0.002696794398629 | 0.00372794482126 | 0.001818736806966 |
| 12 | 0.001847253697888 | 0.002461821331144 | 0.001225089891989 |
| 13 | 9.38917537180827e-04 | 0.001933331966052 | 6.345106044598468e-04 |
| 14 | 6.354387865426517e-04 | 8.830834863300054e-04 | 3.849335561005876e-04 |
| 15 | 3.3064569305267e-04 | 4.601136641000096e-04 | 2.360822802818652e-04 |
| 16 | 2.32377554375434e-04 | 3.16911231375878e-04 | 1.395669996426054e-04 |
| 17 | 1.17296349325125e-04 | 1.65210248226845e-04 | 7.93333663596293e-05 |
| 18 | 8.29332648772877e-05 | 1.138220713997069e-04 | 4.960554098475324e-05 |
| 19 | 4.1823781389267e-05 | 5.838323410876388e-05 | 2.828035820034114e-05 |
| 20 | 2.96719111016905e-05 | 4.092516147539208e-05 | 1.7702862644378746e-05 |
| 21 | 1.46952671851878e-05 | 2.091183351643094e-05 | 1.011717821180518e-05 |
| 22 | 1.064108236597488e-05 | 1.472951815919057e-05 | 6.336764567386767e-06 |
| 23 | 5.374309134732558e-06 | 7.516576177598380e-06 | 3.631203400355596e-06 |
Figure 1: (a) The rational Bézier curve of degree 4 and the resulting $C^{(1,1)}$ approximation curve of degree 6 as $\rho(t) = \omega(t)$, (b) The photomicrograph of (a) at near zero.

Figure 2: (a) The rational Bézier curve of degree 4 and the resulting $C^{(1,1)}$ approximation curve of degree 18 as $\rho(t) = \omega(t)$, (b) The photomicrograph of (a) at near zero.
Example 4. (Also Example 1 in [8]). The given curve is a rational Bézier curve of degree 8 with the control points \((0,0), (0,2), (2,10), (4,6), (6,6), (11,16), (8,1), (9,1), (10,0)\) and the associated weights 1, 2, 3, 9, 12, 20, 30, 4, 1. We find a 5th-degree Bézier curve with different continuity to approximate the given curve, see Table 4. Here, the Hausdorff distance between curves \(P(t)\) and \(Q(t)\) is used. As shown in Table 4, our method is better than Hu’s method for \(C^{(1,1)}\)-continuity when \(\rho(t) = \omega^2(t)\).

| \(C^{(n,p)}\) – continuity | \(\text{Hausdorff distance errors}\) |
|-----------------------------|-------------------------------------|
|                            | \(\text{Hu’s method}\) | \(\rho = \omega(t)\) | \(\rho = \omega^2(t)\) |
| \(C^{(0,0)}\)              | 0.245371 (\(\lambda = 1.046971\)) | 0.376679994647964 | 0.48764769642435 |
| \(C^{(1,1)}\)              | 0.560612 (\(\lambda = 0.713693\)) | 0.576850967481424 | 0.519236375672234 |
5. Conclusion

In this paper, we have proposed an algorithm for approximating rational Bézier curves by weighted least-squares. From examples, we can find that approximation methods for $\rho(t) = \omega(t)$ and $\rho(t) = \omega^2(t)$ have their advantages and disadvantages respectively. To obtain convex-reserving approximation and reduce the approximation error, higher degree Bézier curve is used in this paper. These two problems are still our future works. Especially, orthogonal polynomials are applied to solve problems.
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