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Abstract—The aim of this paper is to improve the accuracy of copy-move forgery detection (CMFD) in image forensics by proposing a novel scheme and the main contribution is evolving circular domains coverage (ECDC) algorithm. The proposed scheme integrates both block-based and keypoint-based forgery detection methods. Firstly, the speed-up robust feature (SURF) in log-polar space and the scale invariant feature transform (SIFT) are extracted from an entire image. Secondly, generalized 2 nearest neighbor (g2NN) is employed to get massive matched pairs. Then, random sample consensus (RANSAC) algorithm is employed to filter out mismatched pairs, thus allowing rough localization of counterfeit areas. To present these forgery areas more accurately, we propose the efficient and accurate ECDC algorithm to present them. This algorithm can find satisfactory threshold areas by extracting block features from jointly evolving circular domains, which are centered on matched pairs. Finally, morphological operation is applied to refine the detected forgery areas. Experimental results indicate that the proposed CMFD scheme can achieve better detection performance under various attacks compared with other state-of-the-art CMFD schemes.

Index Terms—Image forensics, copy-move forgery detection (CMFD), scale invariant feature transform (SIFT), speed-up robust feature (SURF), evolving circular domains coverage (ECDC).

1 INTRODUCTION

With the development of computer and image processing software, digital image tampering becomes much easier; therefore, lots of digital images lack authenticity and integrity, which poses a threat to many critical fields. For example, it may lead to misdiagnosis when forged images are used in medical fields [1], and forged newspaper photographs may mislead people and cause unnecessary social unrest [2]. Hence, the ability to credibly authenticate an image has become a major focus of image forensics and security.

The existing detection techniques fall into two main categories: active and passive. Active forensics techniques ensure the authenticity of digital images by verifying the integrity of authentication information, such as digital watermark [3]–[5] and digital signature [6]–[8]. These active methods have strong detection abilities and cannot be easily avoided, but their main defect is that the watermark must be inserted as a key into the image. Passive forensics techniques are used to verify the authenticity by analyzing the information and structure of the image, which overcomes the disadvantage of active forensics techniques.
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There are two main forgeries that alter the contents of images: splicing and copy-move. The common splicing forgery method consists in copying and pasting a part of an image into another image, while the copy-move forgery method is a way to copy and paste a part of an image into the same image. In recent years, copy-move forgery has become one of the most popular subtopics in forgery detection [9]. To make copy-move tampered images more trustworthy, some processing methods are probably required, including rotation, scaling, downsampling, JPEG compression, and noise addition. Considering that image copy-move forgery detection (CMFD) is a challenging topic, this paper focuses on CMFD algorithms.

The general steps of CMFD are feature extraction, feature matching, and postprocessing. Based on different extracting features, CMFD is divided into block-based, keypoint-based, and fusion of these two methods. The last one has become more popular in recent years.

In this paper, we propose a CMFD scheme based on evolving circular domains coverage (ECDC), which combines block-based and keypoint-based methods. It extracts two different descriptors from an image, and then we match and filter those descriptors to obtain a rough localization. After that, we employ the proposed ECDC algorithm to cover forgery areas. The refined forgery areas are obtained by postprocessing ultimately. The two main contributions of this paper are listed below:

1) we combine the speed-up robust feature (SURF) in log-polar space and the scale invariant feature transform (SIFT) as descriptors to depict a host image more accurately. This not only raises the precision of the proposed scheme under plain copy-move forgery evidently, but also improves its robustness to various geometric transformations and signal processing.
2) we propose a novel algorithm, named ECDC, to present forgery areas exactly. By comparing the differences of block features in jointly evolving circular domains, this algorithm which is based on the pre-positioning of keypoints can greatly reduce computational complexity and improve its running efficiency. In addition, ECDC cannot only cover large-scale tampered areas completely, but also depict small areas accurately.

The rest of this paper is organized as follows: Section 2 briefly reviews the related work of CMFD; Section 3 displays the framework of the proposed CMFD scheme and then explains each step in detail; Section 4 shows the experimental results of CMFD and their analysis; finally, Section 5 gives the conclusion.

2 RELATED WORK

In this section, we review some classic and state-of-the-art CMFD schemes. Based on the difference of extracted features from the image, we divide this review into the following parts: block-based method, keypoint-based method, and fusion of the two methods.

2.1 Block-Based Methods

The block-based CMFD methods, in general, divide a host image into small, regular, and overlapped blocks. After extracting features of each subblock, the results are obtained by matching and postprocessing those features. Fridrich et al. [10] proposed the CMFD algorithm, which is a milestone in the field of CMFD. They used quantified discrete cosine transform (DCT) coefficients as features. Then, a lexicographically ordered feature matrix reducing the range of feature matching, was used to detect similar regions [9]. Popescu and Farid [11] used principal components analysis (PCA) as features to detect tampered areas. Bayram et al. [12] proposed Fourier-Mellin transform (FMT) to extract features. They applied counting bloom filters instead of Lexicographic sorting as a matching scheme which was more efficient. Wang et al. [13, 14] used the Gaussian pyramid to reduce the dimensions of images. The former used the Hu-moments of blocks, and the latter employed the mean value of image pixels in circle blocks, which were divided into concentric circles. Ryu et al. [15] proposed a method based on rotationally-invariant Zernike moments, which can detect forged regions even though they are rotated. Li [16] proposed an algorithm that matched polar cosine transform (PCT) with locality sensitive hashing (LSH), which required simpler calculations than Zernike moments. This algorithm excels at large-scale rotation. Similarly, polar sine transform (PST) and polar complex exponential transform (PCET) also belong to polar harmonic transform (PHT) [17]. Bravo and Nandi [18] used colour-dependent feature vectors to perform an efficient search in terms of memory usage. Cozzolino et al. [19, 20] proposed a new matching method called PatchMatch, and a fast postprocessing procedure based on dense linear fitting. This method greatly reduces the computational complexity and it is robust to various types of distortions.

Overall, although applying Lexicographic sorting and reducing dimensions make block-based methods detection more efficient, it still has higher computational complexity than keypoint-based methods. In addition, when faced with large-scale scaling, the robustness of block-based methods, in general, is significantly reduced.

2.2 Keypoint-Based Methods

The keypoint-based CMFD methods usually extract features from an entire image, which is the main difference from block-based methods, and they effectively reduce computational complexity. Huang et al. [21] proposed the best-bin-first nearest neighbor identification algorithm based on SIFT. Xu et al. [22] proposed SURF to extract features with a faster speed compared with SIFT. Amerini et al. [23] used generalized 2 nearest neighbor (g2NN) on SIFT descriptor to obtain qualified features. Then the random sample consensus (RANSAC) was used to remove mismatched points. Shivakumar and Baboo [24] proposed a CMFD scheme based on SURF and kd-tree for multidimensional data matching. In high-resolution image processing process, this method can detect different sizes of copied regions with a minimum number of false matches. To present tampered areas accurately, Pan and Lyu [25] utilized RANSAC to estimate the affine transformation matrix, and then they obtained correlation maps by calculating correlation coefficients to locate forged regions. Silva et al. [26] proposed to separate forged points and the corresponding original ones into different clusters by clustering matched keypoints based on their locations and the final decision is based on a voting process. Park et al. [27] utilized SIFT and the reduced local binary pattern (LBP) histogram to detect tampered areas.

However, [23], [24] only roughly marked the detected regions with connections on matched pairs. Furthermore, when tampering occurs in low-entropy or small-size areas, the detection results of many keypoint-based methods are unsatisfying due to the small number of keypoints.

2.3 Fusion of Block-Based and Keypoint-Based Methods

For better detection performance, combining the advantages of block-based and keypoint-based methods have currently become a trend. Some researchers proposed to segment the host image into non-overlapped and irregular blocks and then to match features extracted from those segmented regions [28, 29]. But their accuracy depends on the size of superpixels and detected results may have fuzzy boundaries. Zheng et al. [30] classified the host image into textured and smooth regions in which, SIFT and Zernike features were respectively extracted and matched. However, this method cannot accurately distinguish between smooth and textured areas, especially when tampered regions are attacked by noise. Zandi et al. [31] proposed a new interest point detector and used an effective filtering algorithm and an iteration algorithm to improve their performance. Although they can effectively detect tampered areas in low contrast areas, their detected results usually contain mismatches. Pun and Chung [32] proposed a two-stage localization for CMFD. The weber local descriptor (WLD) was extracted from each
superpixel in their rough localization stage, and in their precise localization stage, discrete analytic Fourier-Mellin transform (DAFMT) of roughly located areas were extracted. Li and Zhou [33] proposed a hierarchical matching strategy to improve the keypoint matching problems and an iterative localization technique to localize the forged areas. Wang et al. [34] classified irregular and non-overlapping image blocks into smooth and textured regions. They combined RANSAC algorithm with a filtering strategy to eliminate false matches. This method can detect a high-brightness smooth forgery. However, these methods achieve high detecting accuracy at the expense of low efficiency.

In summary, the main problems faced by block-based CMFD methods are the inability to detect images with large-scale scaling and high computational complexity, while the main problem of keypoint-based CMFD methods is that there are fewer keypoints in low-entropy areas, which lead to incomplete coverage of tampered areas. Fusing block-based and keypoint-based methods reasonably can preserve their advantages and avoid certain shortcomings at the same time. Our scheme fairly integrates block-based and keypoint-based methods, which results in complete coverage of tampered areas and higher detection efficiency. The algorithm is described in more detail in Section 3.

3 PROPOSED COPY-MOVE FORGERY DETECTION SCHEME

In this section, we explicate our CMFD scheme. The framework of the whole scheme is given in Fig. 1. Firstly, we extract both SIFT descriptor and log-polar SURF descriptor (LPSD) from an entire image. Secondly, g2NN is employed on each descriptor to obtain massive matched pairs. Then, we employ RANSAC to eliminate mismatched pairs. Finally, the ECDC algorithm is used to present entire forgery regions through those matched pairs. In the rest of this section, Section 3.1 explains the feature extraction algorithm combining SIFT and LPSD; Section 3.2 introduces the keypoints matching algorithm using g2NN; Section 3.3 describes the process of eliminating mismatched pairs by using RANSAC; Section 3.4 explains in detail how matched pairs are expanded to whole forgery regions by using ECDC algorithm.

3.1 Feature Extraction Using Combination of SIFT and LPSD

In this section, we explain how to extract keypoints as descriptors of the image. SIFT and SURF algorithms have been widely used in the field of computer vision in recent years. These keypoints are robust to various attacks, including rotation, scaling, downsampling, JPEG compression, and noise addition. As a result, SIFT and SURF are often used to extract keypoints in existing keypoint-based methods. In this paper, unlike in general keypoint-based methods, we combine SIFT and LPSD to depict images.

3.1.1 SIFT

Lowe [35] decomposed the SIFT algorithm into the following four steps: firstly, extrema in scale space were located with the computation searching over all scales and image locations; secondly, at each candidate location, keypoints were selected based on measures of their stability; then, based on local image gradient directions, one or more orientations were assigned to each keypoint location; at last, the local image gradients were measured at the selected scale in the region around keypoint to generate descriptors.

In general, the extreme points of a given image are detected at different scales in scale space, which is constructed by using the Gaussian pyramids with different Gaussian smoothing and resolution subsampling. These keypoints are extracted by applying difference of Gaussian (DoG), and a DoG image $D$ is denoted by [35]:

$$D(x, y, \sigma) = [G(x, y, k\sigma) - G(x, y, \sigma)] \ast I(x, y)$$

where $L(x, y, k\sigma)$ is the convolution of the original image $I(x, y)$, with the Gaussian blur $G(x, y, \sigma)$ at scale space $k$.

To ensure rotation invariance, for each keypoint, the algorithm assigns a canonical orientation which can be determined by calculating the gradient in its neighborhood. Specifically, for an image sample $L(x, y, \sigma)$ at scale $\sigma$, the gradient magnitude $m(x, y)$ and orientation $\theta(x, y)$ can be pre-calculated using pixel difference as follows [35]:

$$D(x, y, \sigma) = [G(x, y, k\sigma) - G(x, y, \sigma)] \ast I(x, y) = L(x, y, k\sigma) - L(x, y, \sigma),$$
\[ m(x, y) = \left[ (L(x + 1, y) - L(x - 1, y))^2 + (L(x, y + 1) - L(x, y - 1))^2 \right]^\frac{1}{2} \]

\[ \theta(x, y) = \tan^{-1} \frac{L(x, y + 1) - L(x, y - 1)}{L(x + 1, y) - L(x - 1, y)} \]

### 3.1.2 SURF

SURF proposed by Bay et al. [36] is an improvement on SIFT, and being faster is its prominent characteristic. By using a Hessian matrix for optimization, SURF algorithm accelerates SIFT detection process without reducing the quality of the detected points. Then, box filters of different size are used to establish scale space and to convolute with the integral image. Given a point \( \mathbf{x} = (x, y) \) in an image \( I \), the Hessian matrix \( \mathbf{H}(x, \sigma) \) in \( \mathbf{x} \) at scale \( \sigma \) is represented as follows [36]:

\[
\mathbf{H}(x, \sigma) = \begin{bmatrix}
L_{xx}(x, \sigma) & L_{xy}(x, \sigma) \\
L_{yx}(x, \sigma) & L_{yy}(x, \sigma)
\end{bmatrix}
\]

where \( L_{xx}(x, \sigma) \) is the convolution result of the second order derivative of Gaussian filter with the image \( I \) in point \( x \), and similarly for \( L_{xy}(x, \sigma) \) and \( L_{yy}(x, \sigma) \).

Hessian matrix and non-maximum suppression are used to detect potential keypoints. While assigning one or more canonical orientations, the dominant orientation of the Gaussian weighted Harr wavelet responses can be detected by a sliding orientation window at every sample point within a circular neighborhood around the interest point.

### 3.1.3 Combination of SIFT and LPSD

Kaura and Dhavale [37] showed that the combination of SIFT and SURF would improve the detection performance of the keypoint-based method. In consideration of the lower detection accuracy of SURF, compared with SIFT [38], we improve this accuracy by applying log-polar coordinates to it [39]. It can be seen in experiments that SURF in log-polar-space, whose detection results are much more accurate than SIFT, succeeds well in detecting plain copy-move forgery, especially for detailed objects. Fig. 2(a1)–(a3) and Fig. 2(b1)–(b3) show SIFT and LPSD matched results for plain copy-move forgery, respectively. (The matching algorithm is explained in Section 3.2). We can observe that LPSD can obtain more matched pairs on small or detailed areas from Fig. 2(a3) and (b3). However, SIFT exhibits a surprising stability when forgery regions are attacked by noise or any other manipulations, as shown in Fig. 2(a4) and (b4). In these two figures, noise with standard deviation of 0.1 has been added to the copied fragments. In this case, LPSD hardly detects any right matched pairs while SIFT performs well. Thus, we decide to combine SIFT and LPSD to improve the instability of LPSD and the accuracy of SIFT.

### 3.2 Multiple Keypoints Matching

#### 3.2.1 g2NN

After feature extraction, two descriptor groups are obtained:

\[
\mathbf{f}^{\text{SIFT}} = \{ f_1^{\text{SIFT}}, f_2^{\text{SIFT}}, \ldots, f_n^{\text{SIFT}} \},
\]

\[
\mathbf{f}^{\text{LPSD}} = \{ f_1^{\text{LPSD}}, f_2^{\text{LPSD}}, \ldots, f_m^{\text{LPSD}} \},
\]

where \( f_i^{\text{SIFT}} \) is the \( n \) dimensional SIFT descriptor vector and \( f_j^{\text{LPSD}} \) is the \( m \) dimensional LPSD descriptor vector. To find similar descriptors in the image, we need to match them to each other. Lowe [40] employed the distance ratio between the nearest neighbor and the second-nearest neighbor to compare it with a threshold \( T \). Only if the ratio is less than \( T \), the keypoints are matched. However, this matching process is unable to manage multiple keypoints matching. Since the same image areas may be cloned over and over in a tampered image, we employ g2NN algorithm [23] which can cope with multiple copies of the same descriptors. Specifically, taking SIFT as an example, we define a sorted distance vector \( \chi_i \) for \( f_i^{\text{SIFT}} \) to represent the Euclidean distance between \( f_i^{\text{SIFT}} \) and the other \( (n - 1) \) descriptors, i.e.,

\[
\chi_i = \{ d_{i,1}, d_{i,2}, \ldots, d_{i,n} \},
\]

where \( d_{i,j} (i, j = 1, 2, \ldots, n; i \neq j) \) is the Euclidean distance between \( f_i^{\text{SIFT}} \) and \( f_j^{\text{SIFT}} \), i.e.,

\[
d_{i,j} = \left\| f_i^{\text{SIFT}} - f_j^{\text{SIFT}} \right\|_2.
\]

To facilitate the finding of an appropriate threshold, we measure the similarity between descriptors by using \( d_{i,j}^2 \) (the
Euclidean distance square). Thus, for all $f_{\text{SIFT}}$, an $n \times (n-1)$ matrix $\xi$ will be generated:

$$
\xi = \begin{bmatrix}
\chi_1^2 \\
\chi_2^2 \\
\vdots \\
\chi_n^2
\end{bmatrix} = 
\begin{bmatrix}
d_{1,2}^2 & d_{1,3}^2 & \cdots & d_{1,n}^2 \\
d_{2,1}^2 & d_{2,3}^2 & \cdots & d_{2,n}^2 \\
\vdots & \vdots & \ddots & \vdots \\
d_{n,1}^2 & d_{n,2}^2 & \cdots & d_{n,n-1}^2
\end{bmatrix}.
$$

(9)

We iterate 2 nearest neighbor (2NN) algorithm on every row of the distance matrix $\xi$ to find multiple copies. Based on $\chi_i$ as an example, the iteration will stop when

$$
d_{i,j}^2 / d_{i,j+1}^2 > T.
$$

(10)

If the iteration stops at $d_{i,k}^2$, each keypoint corresponding to the distance in $\{d_{i,1}^2, d_{i,2}^2, \cdots, d_{i,k}^2\}$ (where $k = 1, 2, \cdots, n; k \neq i$) is considered as a match for the inspected keypoint.

### 3.2.2 Threshold $T$

Huang et al. [21] analyzed that, if the ratio $T$ of the distance is reduced, then the number of matched keypoints will be reduced, but the matching accuracy will be improved. To test and verify this conclusion, we set different thresholds and observe the number of matched pairs and mismatched pairs of $f_{\text{SIFT}}$ and $f_{\text{LPSD}}$ under plain copy-move forgery. We use Figs. 3 and 4 to perceptibly and statistically describe the result. Fig. 3(a1)–(a4) and Fig. 3(b1)–(b4) show separately detected results of SIFT and LPSD, where thresholds range from 0.1 to 0.7 in steps of 0.2. To select an appropriate threshold, we randomly selected 100 images, including plain copy-move, rotation, scaling, noise, and other attacks, from the FAU dataset [9] for g2NN testing. Statistics data of SIFT and LPSD correct and wrong matches at different thresholds are respectively plotted as a line chart in Fig. 4(a) and (b).

From Fig. 4, we can observe that with the increase of the threshold, correct matches tend to be constant, while incorrect matches increase rapidly. Thus, we come to two conclusions:

1) A higher threshold will lead to more false matches, while a lower one may miss some correct matches. It is believed that appropriate threshold should not only obtain as many correct matches as possible, but also guarantee the number of incorrect matches within acceptable limits.

2) Because LPSD has more mismatches at lower thresholds than SIFT descriptor, we set different g2NN thresholds $T_{\text{SIFT}}$ and $T_{\text{LPSD}}$ for them. The parameters used are presented in Section 4.1.

### 3.3 Multiple Keypoints Matching

After keypoints matching, we will get a large number of matched pairs. Due to the fact that adjacent keypoints have high similarity, we must remove the matched pairs when

$$
\sqrt{(x_a - x_b)^2 + (y_a - y_b)^2} < S,
$$

(11)

where $(x_a, y_a)$ and $(x_b, y_b)$ indicate the coordinates of matched keypoints.

However, after that, many mismatched pairs still remain, which will seriously put an negative impact on covering or presenting forgery areas. Thus, we employ a widely used and robust algorithm named RANSAC [41] to eliminate them. RANSAC algorithm can estimate a model parameter precisely even when there are lots of mismatched pairs. It divides those pairs into inlier and outlier groups. To get enough matched pairs and, at the same time, to eliminate mismatched pairs with high similarity, our RANSAC algorithm is based on [34].

We set the threshold $N$ and repeat RANSAC algorithm until the inlier groups points number is less than $N$. The
higher \( N \) is, the more mismatched pairs are eliminated. Meanwhile, those slight forgery or low-entropy regions are more likely to be overlooked. By contrast, a lower \( N \) is better for detecting those regions. However, it can cause difficulty in eliminating mismatched pairs with high similarity. Therefore, we should get the right balance between the two contradictions.

### 3.4 Forgery Areas Coverage Algorithm

After postprocessing, we get a number of precisely matched pairs; however, these matched pairs can only cover tampered areas partially, which means that the original appearance of those areas cannot be fully revealed. Hence, accurately covering tampered areas is pivotal in CMFD.

In fact, the matching results of block-based methods and keypoint-based methods are essentially the position of two sets of pixels. More specifically, for the coverage of tampered areas, block-based methods require to compare many image block features centered on pixels. If the features of two blocks are sufficiently similar, their central pixels are recorded as a pair of matched points and their corresponding blocks are subsequently covered. Similarly, we consider that keypoint-based methods can also achieve the goal of covering tampered areas by comparing features, which are within a certain range and centered on pixel points. With the help of keypoint prepositioning, the algorithm complexity can be greatly reduced, thereby improving its detection speed. Thus, we propose a new algorithm to cover tampered areas, which is called ECDC.

#### 3.4.1 Selection of an appropriate feature

Then, for a better coverage, we analyzed and discussed a variety of features. Christlein et al. [9] listed most of the effective features, including four types: moment-based, dimensionality reduction-based, intensity-based, and frequency domain-based features. The DCT coefficients of the frequency domain-based features perform well against noise attacks. Wang et al. [34], through experiments, concluded that PCET moments perform better than other moment-based features under various geometric transformations. Therefore, we chose DCT coefficients and PCET moments for subsequent experiments.

#### 3.4.2 Block feature matching

We extract block features from two separate circular domains centered on a matched pair. Then, we compare those features, and if they are similar enough, the corresponding circular domains will be covered. However, different features have different ways to measure their similarity. We usually employ the Euclidean distance to measure the resemblance of PCET moments because its dimension is constant. If the Euclidean distance between \( F_{1}^{\text{PCET}} \) and \( F_{2}^{\text{PCET}} \) is smaller than the predefined threshold \( K_{\text{PCET}} \), it will be considered as a matched pair, i.e.,

\[
\|F_{1}^{\text{PCET}} - F_{2}^{\text{PCET}}\|_2 < K_{\text{PCET}} \quad (12)
\]

Concerning the DCT coefficients, the dimension of the matrices depends on the size of sub image blocks. Consequently, large sub image blocks are stored in grand matrices, which is not conducive to computation. Thus, we use singular value decompositions (SVD) [42], [43] to decompose the extracted DCT coefficients matrices, i.e.,

\[
F^{\text{DCT}} = U \Lambda V^T, \quad (13)
\]

where \( U \) and \( V \) are unitary matrices and \( \Lambda \) is a diagonal matrix whose entries are the singular values of \( F^{\text{DCT}} \). Since \( \Lambda \) contains the basic information of \( F^{\text{DCT}} \), and its maximum value includes most of the basic information of \( F^{\text{DCT}} \), we choose the maximum value \( \lambda \) of \( \Lambda \) to represent \( F^{\text{DCT}} \) of a circular domain, i.e.,

\[
\lambda = \max(\Lambda). \quad (14)
\]

If the difference between \( \lambda_1 \) and \( \lambda_2 \) of two circular domains is less than the threshold \( K_{\text{DCT}} \), i.e.,

\[
|\lambda_1 - \lambda_2| < K_{\text{DCT}}, \quad (15)
\]

we determine that these two circular domains are tampered areas. We take 48 images from the FAU dataset [9], crop their center into sub image blocks of \( 3 \times 3, 39 \times 39, \) and \( 75 \times 75 \) sizes, and attack them in various ways. Then, we calculate the mean value of \( \lambda \) (denoted as \( \bar{\lambda} \)) in these three sets of sub image blocks, and list the results in Table 1. It shows that \( \lambda \) has only a slight difference under various attacks, which proves the feasibility of representing \( F^{\text{DCT}} \) by \( \lambda \) to depict sub image blocks.

| Image Types          | \( \bar{\lambda}(3 \times 3) \) | \( \bar{\lambda}(39 \times 39) \) | \( \bar{\lambda}(75 \times 75) \) |
|----------------------|-------------------------------|-------------------------------|-------------------------------|
| Original             | 328.87                        | 3867.53                       | 7454.32                       |
| Rotation(15°)        | 317.85                        | 3866.56                       | 7434.00                       |
| scaling(98%)         | 328.85                        | 3800.30                       | 7314.76                       |
| Noise(0.06)          | 330.31                        | 3891.77                       | 7496.27                       |

The selection of the aforementioned thresholds \( K_{\text{PCET}} \) and \( K_{\text{DCT}} \) has a great influence on the accuracy and robustness of our algorithm. If they decrease, the criteria get more stringent and the coverage is more precise; however, if the image is attacked by noise and geometric transformations, this algorithm would more easily miss or misjudge tampered areas. On the contrary, it is more robust. These thresholds can be determined through a large number of experiments and they depend on the image resolution and attack type of datasets. For FAU dataset [9], to make it more robust to noise attacks, we set those thresholds as functions \( K_{\text{PCET}}(\sigma_s) \) and \( K_{\text{DCT}}(\sigma_s) \), where \( \sigma_s \) is the difference of variance between two circular domains. Finally, based on numerous experiments, we have established two empirical formulas for \( K_{\text{PCET}}(\sigma_s) \) and \( K_{\text{DCT}}(\sigma_s) \), which are piecewise functions:

\[
K_{\text{PCET}}(\sigma_s) = \begin{cases} 
1, & \sigma_s \leq 0.1, \\
25, & 0.1 < \sigma_s \leq 1, \\
75, & \sigma_s > 1,
\end{cases} \quad (16)
\]

\[
K_{\text{DCT}}(\sigma_s) = \begin{cases} 
25, & \sigma_s \leq 1, \\
50, & 1 < \sigma_s \leq 10, \\
100, & \sigma_s > 10.
\end{cases} \quad (17)
\]
3.4.3 Circular domains evolution

Since tampered areas sizes are uncertain, they may not be covered ideally if only the features within a single radius are used as coverage basis. Therefore, we set the radius to an evolving vector in steps of $\tau$:

$$R = \{r_1, r_2, \ldots, r_m\},$$

where $r_1 < r_2 < \cdots < r_m$. In this way, we can compare the features of matched pairs in an evolving radius range by looping.

The detail of ECDC is illustrated in Fig. 5, in which radii changing process for a keypoint of a matched pair is shown in closeup. For ease of interpretation, the rings in the closeup are labeled with different colors. In the first comparison, we compare the features in the red ring centered on one of the matched pair. When the threshold $K \in \{K_{PCET}, K_{DCT}\}$ is met, the radius is enlarged to the size of the blue ring and a second round of comparison is made. If the difference between the features in the blue ring is still less than $K$, the radius continues to be enlarged until it reaches its maximum or the difference no longer fulfills that condition. Then, the previous radius is recorded and the loop is broken. After traversing all matched pairs with the above algorithm, their coverage is finally completed.

![Figure 5: Illustration of the detail of ECDC algorithm. Left: a locally enlarged radii changing process for a keypoint of a match. Right: the radii expansion process of three sets of matched pairs based on ECDC algorithm. Each matched pair is labeled with different colors.](image)

4 EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we conducted a series of experiments to compare validity and robustness between our scheme and other state-of-the-art schemes. Section 4.1 presents datasets we used, experimental setup, and parameters. Section 4.2 presents how we evaluated CMFD schemes. Section 4.3 presents the comparison between the proposed and other CMFD schemes at pixel level. Section 4.4 presents the comparison between the proposed and other CMFD schemes at image level.

4.1 Image Datasets

For a comprehensive comparison, three datasets, i.e., FAU [9], GRIP [19], and COVERAGE [44] are used to demonstrate the effectiveness of our scheme. FAU [9] dataset consists of 48 high-resolution images and it contains sub-datasets under various image attacks, including scaling, rotation, noise, downsampling, and JPEG compression. GRIP [19] only has plain copy-move images but some very smooth tampered areas, while COVERAGE [44] contains similar-but-genuine objects under a combination of different attacks. Hence, we chose FAU [9] to objectively evaluate CMFD schemes at pixel level, and GRIP [19], COVERAGE [44] to evaluate them at image level. The detailed information of these three datasets is summarized in Table 2.

The experiments in this paper were performed in MATLAB 2019b on a 64-bit win10 PC with the Intel Core i7-8650 CPU model and 8 GB RAM. Finally, we listed the parameters used in the proposed scheme in Table 3.

4.2 Evaluation Metrics

Some state-of-the-art schemes uses True Positive Rate (TPR), False Positive Rate (FPR) and Accuracy (ACC) [33], [45] to
evaluate their performance, while some choose precision $p$, recall $r$ [9, 29, 30] and $F_1$ score. To comprehensively evaluate CMFD methods, these two different metrics are used at two different levels.

At the image level, we focus on the practicality of our scheme to evaluate whether it can distinguish or not the difference between authentic images and forged images, as our original intention is to expose digital image forgery. In this case, metrics TPR, FPR and ACC are used. In CMFD schemes, the TPR $t$ indicates the percentage of correctly classified copy-move regions, while the FPR $f$ denotes that of incorrectly located cloned regions. They are defined as [33, 45]:

$$t = \frac{N_{TP}}{N_{TP} + N_{FP}}, \quad f = \frac{N_{FP}}{N_{TN} + N_{FP}},$$  \tag{19}$$

where $N_{TP}$ is the number of correctly detected forged images, $N_{TN}$ indicates the number of correctly detected authentic images, $N_{FP}$ denotes the number of authentic images which have been erroneously detected as forged, and $N_{FN}$ denotes the number of forged images which have not been detected. The accuracy of CMFD schemes $a$ denotes the performance of CMFD schemes based on TPR and FPR. It is defined as below [33, 45]:

$$a = \frac{t + 1 - f}{2},$$  \tag{20}$$

However, at the pixel level, we should not only pay attention if the proposed scheme can distinguish forged images and authentic images, but also cover detected forgery regions perfectly. In this case, precision $p$ and recall $r$ [9, 29, 30] are used to evaluate detection performance. Metrics $p$, $r$ and $F_1$ are defined as follows [9]:

$$p = \frac{N_{TP}}{N_{TP} + N_{FP}}, \quad r = \frac{N_{TP}}{N_{TP} + N_{FN}},$$  \tag{21}$$

to describe the percentage of correctly detected pixels. A higher value of $p$ means there are less erroneous detections. $r$ describes whether the forgery areas are completely covered or not. A higher value of $r$ means the more complete the coverage of forgery areas is.

By combining $p$ with $r$, the $F_1$ score is obtained [9]. The higher $F_1$ score gets, the better the performance is.

$$F_1 = 2 \times \frac{p \times r}{p + r}.$$  \tag{22}$$

An intuitive illustration of the relationship between $N_{TP}$, $N_{FP}$, and $N_{FN}$ is shown in Fig. 7. As the way of presenting in [31, 32] is clear, we employ the same way: green for correct detected areas, red for incorrect detected areas, and white for ground-truth areas, in which forged areas have not been detected.

### 4.3 Detection Results Obtained on FAU at Pixel Level

In this section, we mainly examined the ability of CMFD schemes to distinguish both authentic and forged images from FAU dataset [9] at pixel level. They should be able to show the forged areas in detail, which means they can perfectly display the particulars in the ideal situation. The performance of the proposed scheme is compared with that of various state-of-the-art CMFD methods, including block-based methods (e.g. [14, 15, 19]), keypoint-based methods (e.g. [21]-[25]) and fusion of both (e.g. [29]-[31]).

#### 4.3.1 Plain CMFD

We first evaluate their plain copy-move forgery detection performance. The detection results of the 48 images from the sub-dataset are listed in Table 4, in descending $F_1$.
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**Figure 7:** A visualization of the relationship between $N_{TP}$, $N_{FP}$, and $N_{FN}$ [32].
order. The proposed scheme, while using DCT, achieves the optimal $F_1$, with $p = 92.61\%$, $r = 91.48\%$, and $p = 91.56\%$. It has better CMFD performance at the pixel level compared with other algorithms. The highest $r$ is achieved when using PCET, because the coverage is more comprehensive; however, this leads to more coverage errors. Wang et al. [35] achieved the highest $p$, which means they had the least number of detection errors. To sum up, our scheme reaches better results at the image level and the pixel level in the case of plain copy-move forgery.

Table 4: DETECTION RESULTS UNDER PLAIN COPY-MOVE FORGERY AT THE PIXEL LEVEL IN DESCENDING $F_1$ ORDER

| Schemes          | $p(\%)$ | $r(\%)$ | $F_1(\%)$ |
|------------------|---------|---------|-----------|
| ECDC-DCT         | 92.61   | 91.48   | 91.56     |
| Wang [14]        | 98.69   | 85.44   | 90.92     |
| Ryu [15]         | 95.07   | 87.72   | 90.29     |
| Cozzolino [19]   | 92.98   | 88.98   | 90.19     |
| Pun [29]         | 97.22   | 83.73   | 89.97     |
| Zheng [30]       | 87.32   | 85.43   | 86.27     |
| ECDC-PCET        | 81.84   | 93.31   | 86.09     |
| Zandi [31]       | 83.65   | 79.53   | 79.66     |
| SURF [22], [24]  | 68.13   | 76.43   | 69.54     |
| SIFT [21], [23], [25] | 60.80   | 71.48   | 63.10     |

4.3.2 CMFD under Various Attacks

As images are not only forged under plain copy-move manipulations, the robustness of different schemes should be tested especially when they are under various attacks. Therefore, sub-datasets of various types attacks are used, including scaling, rotation, noise, JPEG compression, downsampling, to present CMFD performance. Fig. 8 shows the detection results of our scheme under different attacks. The first and third columns represent forged images. The second and fourth columns are detection results. Fig. 8(a1) and (a3) show the plain copy-move forgery; Fig. 8(b1) and (b3) show the forged fragments scaled respectively with small and large scaling factors; Fig. 8(c1) and (c3) show the images under different rotation angles attacks; Fig. 8(d1) and (d3) show the local noise with two different standard deviations; Fig. 8(e1) and (e3) are the images under global noise attacks with two different standard deviations; Fig. 8(f1) and (f3) show the forged images attacked by JPEG compression with two different quality factors; Fig. 8(g1) and (g3) are two forged images downsampled by different downsampling factors. It can be seen from the results that our scheme also performs well on tampered images or forged fragments under various geometric transformations and signal processing.

Figs. 9–11 show the $p$, $r$, and $F_1$ at the pixel level under (a) scaling, (b) rotation, (c) local noise, (d) global noise, (e) JPEG compression, and (f) downsampling attacks with different colors for different schemes’ results. Fig. 9 shows the $p$ results of the proposed scheme compared with the aforementioned schemes under different attacks. We can observe that the precision of the proposed scheme surpasses most of the others. Under small-scale rotation and scaling, the proposed scheme performs well, its precision with DCT is higher than that with PCET. In terms of large-scale rotation and scaling attacks, the results of the proposed scheme are superior to most of the others. The test results are displayed in Fig. 8(b2). Remarkably, the precision of our method running with DCT reaches more than 80% at large-scale magnification. It also shows the highest results under the most severe global noise attacks. However, our scheme is affected by JPEG compression because of the extraction of many inoperative keypoints, especially when the quality factor is below 30. In this situation, as shown in Fig. 8(f2), our scheme can only maintain good performance to detect large forged areas, as it cannot filter out the invalid matches which are far more than the correct matches, when faced with small tampered areas. Of course, by making parameters of RANSAC and ECDC thresholds more stringent can reduce false coverage and the precision of JPEG compression with a low quality factor can be significantly improved; nevertheless, as the number of effective keypoints decreases, the precision of these results will considerably be reduced under local noise and global noise attacks. At this point, after strict filtering and ECDC, there will be only a few remaining matched pairs which do not have the ability to completely cover tampered areas. To sum up, it requires a compromise between performance under serious noise and under JPEG compression with an extremely low quality factor.

From Fig. 10, it also can be observed that the recall of our scheme with PCET is higher than that with DCT; therefore, we recommend using ECDC with PCET in vulnerable situations to cover forged areas more completely. Considering Figs. 9 and 10, we note that higher recall leads to lower precision, which means that the larger the coverage is, the lower the accuracy of detection may be. If tampered areas only have to be precisely indicated and they do not need to be presented perfectly, using ECDC with DCT would be a better option because it has higher detection precision with fewer mismatches.

Fig. 11 depicts the comparison of all $F_1$ scores. We can intuitively conclude that ECDC is robust against all kinds of attacks whether it is in combination with DCT or PCET. Though the robustness of ECDC against some attacks is slightly inferior to the scheme [19], it is exceptionally better in large-scale detection compared with most classic and state-of-the-art schemes tested.

4.3.3 Running Time Comparison

To comprehensively evaluate a CMFD scheme, we should pay attention to its running efficiency in addition to its effectiveness and reliability; thus, we also evaluate the processing efficiency of proposed scheme and others on FAU datasets. As the experimental platform of Christlein et al. [9] is different from ours, we only compare the schemes available and implemented on the same platform, and record the average running time of each scheme in Table 5, in an ascending order. It can be observed that our running time is relatively fast, and is above average compared with other solutions.

4.4 Detection Results Obtained on GRIP and COVERAGE at Image Level

In this section, for a comprehensive and fair comparison, Other popular datasets, such as GRIP [19] and COVERAGE [44], and metrics are used to evaluate state-of-the-art CMFD
Figure 8: Visualized CMFD results of the proposed scheme under various attacks where (a1), (a3), (b1), (b3), (c1), (c3), (d1), (d3), (f1), (f3), (g1), and (g3) respectively are center park, bricks, christmas hedge, supermarket, ship number, tapestry, sweets, white, lone cat, kore, stone ghost, and jellyfish chaos. The first row shows the forgery images and the detection results under plain copy-move forgery. The second and third rows show the forgery images and the detection results under scaling and rotation. The fourth and fifth rows show the forgery images and the detection results under local noise and global noise, respectively. The sixth and last rows show the forgery images and the detection results under JPEG compression and downsampling, respectively. Green is the label of correctly detected regions and false areas are indicated in red. White color specifies the ground-truth areas, in which forged areas have not been detected.
methods at image level. Fig. 12 illustrates several challenging forgery detection examples for these two datasets by using proposed method.

GRIP [19] contains some extremely smooth forged regions which is challenging for many keypoint-based methods, such as first three columns of Fig. 12. For comparison, keypoint-based methods [23], [26], [46], block-based methods [18], [19] and fusion of both methods [28], [31], [33] are used. Table 6 presents the detection performance on this dataset, in descending ACC order. As shown in Table 6, both Li [33] and Bravo [18] exhibit the highest ACC of 100%. The proposed CMFD algorithm using DCT and PCET achieves the second and third rank respectively, with an ACC of 98.75% and 96.86%. For this dataset, block-based methods [18], [19], and fusion of both methods [28], [31], [33] demonstrate generally better performance than keypoint-based methods [23], [26], [46], due to challenging smooth tampered images.

Table 6: THE AVERAGE TPR \( t \), FPR \( f \), AND ACC \( a \) OF DETECTION RESULTS ON GRIP AT THE PIXEL LEVEL IN DESCENDING ORDER

| Schemes       | \( t \)(%) | \( f \)(%) | \( a \)(%) |
|---------------|------------|------------|------------|
| Li [33]       | 100        | 0          | 100        |
| Bravo [18]    | 100        | 0          | 100        |
| ECDC-DCT      | 97.50      | 0          | 98.75      |
| ECDC-PCET     | 95.00      | 1.25       | 96.86      |
| Cozzolino [19]| 98.75      | 8.75       | 95.00      |
| Chen [46]     | 90.00      | 10.42      | 89.79      |
| Zandi [31]    | 100        | 33.75      | 83.12      |
| Silva [26]    | 100        | 38.75      | 80.63      |
| Amerini [23]  | 70.00      | 20.00      | 75.00      |
| Li [28]       | 83.75      | 35.00      | 74.38      |

Each image in COVERAGE [44] contains similar-but-genuine objects, resulting the fact that discrimination of forged from genuine objects is highly challenging. Moreover, many of their images are forged under a combination of image attacks. For comparison, keypoint-based methods [23], [26], [27], block-based methods [18], [19] and fusion of both methods [28], [31], [33] are used. Table 7 shows the detection results on COVERAGE, in descending ACC order. It is obvious that all the algorithms perform poorly on this
dataset. Silva [26] achieves the best TPR but the highest FPR high false positive rate, while Bravo [18] do not wrongly detected any authentic image as tampered one but it has the lowest TPR. Compared with the other algorithms, our method using DCT obtains the best ACC of 75.50% and using PCET gets the third one.

Table 7: THE AVERAGE TPR t, FPR f, AND ACC a OF DETECTION RESULTS ON COVERAGE AT THE PIXEL LEVEL IN DESCENDING ORDER

| Schemes            | t(%) | f(%) | a(%) |
|--------------------|------|------|------|
| ECDC-DCT           | 76.00| 25.00| 75.50|
| Bravo [18]         | 50.55| 0    | 75.30|
| ECDC-PCET          | 69.00| 22.00| 73.50|
| Li [33]            | 80.22| 41.76| 69.23|
| Cozzolino [19]     | 59.34| 21.98| 68.68|
| Park [27]          | 78.00| 43.00| 67.50|
| Amerini [23]       | 85.71| 54.95| 65.38|
| Li [28]            | 87.91| 63.74| 62.09|
| Silva [26]         | 91.21| 70.33| 59.94|
| Zandi [31]         | 76.92| 71.43| 52.75|

5 CONCLUSION

Nowadays, the phenomenon of easy falsification of images has been a hot spot in the field of digital image forensics and information security. Copy-move forgery is one of the most common manipulations in image forgery. In this paper, we propose a new CMFD scheme based on ECDC. By using the combination of SIFT and LPSD extraction algorithms, we get both SIFT and LPSD descriptors of the entire image. In this way, those descriptors can get more detail features, while being more robust to various attacks. Then we use g2NN to gain a large number of matched pairs. After that, we use RANSAC to eliminate most of the mismatched pairs and gain more precise matched pairs; thus, forgery regions have been located roughly. Then, to get the accurate forgery regions, we propose ECDC algorithm, which can cover forgery regions according to the block features of evolving circular domains. Finally, we use morphological operations to improve the results of ECDC algorithm.

Nowadays, as the resolution of images gets higher, their size gets larger. Due to the complexity of the matching features step, block-based methods take too much time, and keypoint-based methods have difficulty in perfectly covering forgery regions. These two factors become our driving force to propose this scheme. In that way, we surmount the barriers caused by applying block features or keypoints alone.

We conduct a large number of experiments on the proposed scheme with satisfactory results to testify that it is an advanced scheme in CMFD field. Those results show both high effectiveness and efficiency, a notable increase in evaluation metrics and running speed. In comparison with other state-of-the-art CMFD schemes, the proposed scheme achieves more outstanding performance, especially under plain copy-move forgery.

In the future, we will strive to combine ECDC with more robust features, and enable it to cope with more various image attacks. Meanwhile, we will research a more flexible and reasonable way of fusing block-based and keypoint-based methods, so that it can get better performance and higher efficiency.
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