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Low utilization has been one of the key limiting factors for the continued scaling of today's computing systems. One main reason for the low utilization is the temporal variation in the actual resource requirements of jobs, because reserving resources for jobs based on the peak requirements then results in idle resources for non-peak time. To increase utilization, in practice, resources are often overcommitted, so jobs may need to contend for resources at times and experience performance degradation, incurring a cost. To make use of the flexibility in resource allocation provided by overcommitment to the best advantage, it is critical to answer the following fundamental question that has not been well studied: given an acceptable budget for the cost associated with resource contention, how can we achieve the maximum utilization of the system?

In this paper, we propose a job model that captures the time-varying resource requirement of each job by a Markov chain. We consider a stochastic formulation of the job dispatch problem in an infinite-server system. Our goal is to maximize system utilization by minimizing the number of active servers (servers running at least one job), subject to a budget on the cost of resource contention. Our main result is the design of a job dispatch policy that is asymptotically optimal as the job arrival rate increases. The novel technical framework that we develop reduces the policy design problem under study to that in a single-server system through policy conversions, which may be of independent interest. The framework allows us to design the asymptotically optimal policy by solving a linear program.

CCS Concepts: • Mathematics of computing → Queueing theory; Markov processes; • Networks → Network performance analysis.
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1 INTRODUCTION

In a computing system such as a datacenter, low utilization of the resources on each server means that more servers are required to be running/active to support the same load of demand. Therefore, low utilization results in increased operational costs and energy footprint, and has become one of the key limiting factors for the continued scaling of today’s computing systems [1, 11, 22, 30].

One main cause for low utilization is the temporal variation in the actual resource requirements of jobs. For example, in computing clusters that host user-facing services, a job takes the form of a container or a virtual machine (VM) and it serves requests from users. The actual CPU and memory usage of such a job depends on the instantaneous demand of requests, which varies widely during a day [11]. If the resource manager reserves resources for a job to always satisfy its resource requirement, i.e., reserves resources based on the job’s peak requirement, a significant portion of the reserved resources will idle during non-peak time, leading to low utilization.

In practice, to increase utilization, resources are not reserved based on peak requirements, but rather are overcommitted. Jobs are co-located on a server in a way that the sum of their resource requirements can exceed the server’s resource capacity. When that happens, jobs need to contend for resources, which can result in performance degradation such as violation of Service-Level-Objectives in user-facing applications. However, the idea behind overcommitment is that the cost of resource contention can be justifiable if the utilization is sufficiently improved.
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A simplified version of our job model. Each job in service is in either an \( L \) phase or an \( H \) phase, associated with low and high resource requirements, respectively. When the job is completed, it is said to be in the state \( \perp \). The job transitions between the two phases while in service until it is completed, following a continuous-time Markov chain with rates \( \mu_{i'j}, i, i' \in \{L, H, \perp\} \).

(b) A system model with an infinite number of identical servers. As soon as a job arrives to the system, the job needs to be dispatched to a server to start service immediately. The configuration of each server is the number of jobs in each phase on the server.

Fig. 1. Job model and system model.

Now with overcommitment supported by many major platforms [10, 13], it becomes vital to make use of the flexibility in resource allocation provided by overcommitment to the best advantage. In particular, it is critical to answer the following fundamental question:

*Given an acceptable budget for the cost associated with resource contention, how can we achieve the maximum utilization of the system?*

Existing theoretical work on maximizing utilization has not tackled time-varying job resource requirements, but rather has focused on reducing resource fragmentation [9, 14, 24, 25, 28, 29, 32, 34–36]. There, the goal is to pack as many jobs on each server as possible so the total number of active servers is minimized, assuming that each job has a fixed resource requirement and each server’s resource capacity cannot be violated. In the line of work [32, 34–36], the authors consider a stochastic formulation and develop various algorithms (with different complexities) to asymptotically minimize objectives related to the number of active servers. Buchbinder et al. [9] consider a worse-case formulation and develop algorithms with approximation guarantees, both in an offline setting and in an online setting with additional demand information provided by machine learning tools. Another line of work [24, 25, 28, 29] studies the utilization problem from a throughput perspective, where the system has a fixed finite number of servers and jobs are allowed to queue when there are not enough resources. The authors develop scheduling algorithms with throughput performance guarantees. Our work differs from existing work by considering the first stochastic model that captures time-varying resource requirements.

**Problem Formulation**

We first describe our job model that features time-varying resource requirements. For ease of exposition, here we assume that each job in service can be in one of the two phases, \( L \) and \( H \), associated with a low resource requirement and a high resource requirement, respectively. Our full model allows more than two phases and is presented in Section 3. To model the temporal variation in the resource requirement, we assume that each job transitions between the two phases while in service until it is completed, following a continuous-time Markov chain illustrated in Figure 1(a). We use an absorbing state \( \perp \) to denote that the job is completed. A job can initialize in either phase \( L \) or phase \( H \), and they are referred to as type \( L \) and type \( H \) jobs, respectively.
We then consider a system with an infinite number of identical servers, illustrated in Figure 1(b). We assume that the two types of jobs arrive to the system following two independent Poisson processes, with rates $\Lambda_L$ and $\Lambda_H$, respectively. As soon as a job arrives, it needs to be dispatched to a server according to a dispatch policy, and the job enters service immediately.

Under this model, system utilization and cost of resource contention of each dispatch policy $\sigma$ are measured as follows, assuming that the policy induces a stable system with a stationary distribution. System utilization is measured by the expected number of active servers (servers currently serving a positive number of jobs) in steady state, denoted as $N(\sigma)$. To quantify the cost of resource contention on a server, we first represent the state of a server by its configuration, a vector $k = (k_L, k_H)$ where $k_L$ and $k_H$ are the numbers of jobs in phase $L$ and phase $H$, respectively. Then a cost rate function $h(\cdot)$ maps a server’s configuration to a rate of cost. Typically, the cost rate is positive when the total resource requirement of all jobs on a server exceeds the server’s resource capacity, although our assumptions allow more general forms of $h(\cdot)$. Here we assume that the resource contention does not affect the transition rates in the job model nor prompt jobs to be killed, suitable for the application scenarios where contention level is low and manageable. Let $C(\sigma)$ denote the average expected cost rate per server.

Now the utilization maximization problem can be formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad N(\sigma) \\
\text{subject to} & \quad C(\sigma) \leq \epsilon,
\end{align*}
\]

where $\epsilon$ is a budget for the cost of resource contention. We are interested in solving this problem in the asymptotic regime where the arrival rates $(\Lambda_L, \Lambda_H)$ scale to infinity [32, 34–36], motivated by the ever-increasing computing demand that drives today’s computing systems to be large-scale. Specifically, we assume $(\Lambda_L, \Lambda_H) = (\lambda_L r, \lambda_H r)$ for some fixed coefficients $\lambda_L$ and $\lambda_H$ and a scaling factor $r \to \infty$.

**Main Result**

We propose a meta-policy named JOIN-THE-RECENTLY-REQUESTED-SERVER (JRRS) for dispatching jobs in the considered system. JRRS can take different subroutines as input, and we develop a specific subroutine named SINGLE-OPT. We give a brief description of JRRS and SINGLE-OPT in the Technical Approach below, and leave the detailed description to Section 6 and Section 7. We prove that JRRS with the SINGLE-OPT subroutine is asymptotically optimal, in the sense that the expected number of active servers is at most $(1 + O(r^{-0.5}))$ times the optimal value of the optimization problem in (1), while the cost rate incurred is at most $(1 + O(r^{-0.5})) \cdot \epsilon$. This main result is presented in Theorem 1.
Technical Approach

We develop a novel policy-conversion framework that reduces the optimal-policy design problem in (1) to an optimal-policy design problem in a single-server system. Specifically, this single-server system, as illustrated in Figure 2, has an infinite supply of jobs of all types. As a result, the server can start the service of any number of new jobs of any type at any time. When the server starts the service of a new job, we say that the server requests the job (from the infinite supply). We assume that the server is also subject to a resource contention cost, following the same cost model as that in the original infinite-server system. Then the optimal-policy design problem in this single-server system is as follows. We aim to find a policy that decides when to request jobs of each type, such that the system throughput is equal to \( \left( \frac{\Lambda_L}{N}, \frac{\Lambda_H}{N} \right) \) for some number \( N \) as small as possible, while the cost rate is kept within a budget \( \epsilon \). The objective \( N \) can be interpreted as the copies of the single-server system needed so that when they run in parallel, their total throughput matches the arrival rates \( (\Lambda_L, \Lambda_H) \) in the infinite-server system. For ease of notation, we simply write \( N \) to mean \( \lceil N \rceil \), the smallest integer number larger than or equal to \( N \). Let \( N^* \) be the optimal value for \( N \). Our approach has the following three steps.

**Lower Bound.** We first show that the expected number of active servers in the original infinite-server system is lower bounded by \( N^* \). This result is formally presented in Theorem 2. The proof is carried out using a coupling argument. Intuitively, the single-server system can always be made more efficient than an “average” server in the infinite-server system, since the former can mimic the dynamics of any server in the latter system.

**Converting a Single-Server Policy to an Infinite-Server Policy.** Next, we come to the key part of our framework, where we use the proposed meta-policy JRRS to convert a policy \( \overline{\sigma} \) in the single-server system to a dispatch policy in the original infinite-server system. We say that JRRS takes \( \overline{\sigma} \) as a subroutine. Under this conversion, we prove that the \( \overline{N} \) under \( \overline{\sigma} \) corresponds to the expected number of active servers under the converted policy in the infinite-server system, and that the converted policy conforms to the budget \( \epsilon \), all in an asymptotic sense. This result is presented in Theorem 3, which we refer to as the conversion theorem. With the conversion theorem, designing an asymptotically optimal policy in the original infinite-server system reduces to designing a policy in the single-server system that achieves the optimal value \( \overline{N^*} \).

We outline this conversion procedure of JRRS below. Fix a policy \( \overline{\sigma} \) for the single-server system. We let each server \( \ell \) with \( \ell \in \{1, 2, \ldots, \overline{N} \} \) in the infinite-server system adopt \( \overline{\sigma} \), based on the current configuration of server \( \ell \). However, when \( \overline{\sigma} \) requests a job in the single-server policy, server \( \ell \) cannot obtain a job immediately in the infinite-server system. In this case, server \( \ell \) generates a token and sends it to the dispatcher to store the request. The type of the token is set to be the type of the requested job. Then when a job of type \( i \) (e.g., \( i \in \{L, H\} \)) arrives to the system, the dispatcher dispatches the job based on the tokens of type \( i \). In particular, the dispatcher chooses a type \( i \) token uniformly at random, sends the job to the server that generates the token, and removes the token; when there are no type \( i \) tokens, the dispatcher sends the job to a server with an index greater than \( \overline{N} \).

Under this conversion, although each server \( \ell \in \{1, 2, \ldots, \overline{N} \} \) in the infinite-server system cannot obtain a requested job immediately as in the single-server system, it should be able to receive the job with a diminishing delay since the arrival rates of jobs scale up to infinity. Therefore, the dynamics of server \( \ell \) can be approximated by that of a single-server system. We formally prove this approximation through Stein’s method [6–8].
**Optimal Single-Server Policy.** Now the last piece of the proposed conversion framework is to develop a single-server policy $\pi$ that achieves the optimal value $N^*$. This task is typically much simpler than finding an optimal policy in the infinite-server system. We design a single-server policy, SINGLE-OPT, through a linear program based on state-action frequencies. The optimality is proved in Theorem 4.

Combining the three steps above, we establish the asymptotic optimality of the meta-policy JRRS with the SINGLE-OPT subroutine. We comment that as stated in the conversion theorem, our policy-conversion framework allows us to convert not only SINGLE-OPT but rather a general class of single-server policies to infinite-server policies with performance guarantees. This framework also avoids the typically tedious work involved in fluid-limit based approaches such as justifying the validity of fluid limit for each policy.

2 RELATED WORK

Most existing theoretical work on maximizing utilization has focused on reducing resource fragmentation [9, 14, 24, 25, 28, 29, 32, 34–36], and has not tackled time-varying job resource requirements. The line of work closest to our work is [14, 32, 34–36]. This line of work also looks into the job dispatch problem in systems with an infinite number of servers, and aims to minimize the total number of active (occupied) servers. Each paper in this line of work proves a certain notion of asymptotic optimality for the policy under consideration. In [34], the authors propose a policy that asymptotically minimizes the number of active servers when arrival rates scale to infinity. The disadvantage of the policy in [34] is that it has to query the configuration of all servers before dispatching a job. To address this issue, the work in [35, 36] studies a simpler policy, which is shown to be asymptotically optimal in [36]. The work [32] extends the above model to the setting with heterogeneous packing constraints. A more practical policy based on the commonly used Best-Fit bin packing heuristics is studied in [14]. We reiterate that jobs in these papers have fixed resource requirements throughout their lifetimes. The analysis in this line of work is typically per policy based: for each proposed policy, the authors establish its fluid limit and prove that the equilibrium of the fluid limit captures the asymptotic behavior of the policy. In contrast, our proof framework allows us to obtain the performance characterization of a large class of policies directly.

In other work that focuses on reducing resource fragmentation, [9] considers a worse-case formulation and develops algorithms with approximation guarantees. Another line of work [24, 25, 28, 29] studies the utilization problem by maximizing throughput in a system with a finite number of servers and buffer space for waiting jobs.

The notion of time-varying job resource requirement has been considered in a variant of Resource-Constrained Project Scheduling Problem (RCPSP) [18–20, 38]. However, apart from the common feature of time-varying resource requirement, the settings studied in this line of work are very different from ours. In particular, they consider a finite set of jobs with known duration, and their objective function is makespan instead of utilization.

The class of JRRS policies proposed in this paper uses tokens, and thus shares some common features with token-based job dispatch policies in the load balancing literature [12, 15, 16, 23, 27, 31, 33]. Specifically, the tokens in these policies allow the servers to inform the dispatcher that they are ready to accept new jobs, instead of relying on the dispatcher to query the servers. As a result, the communication delay is low, which is desirable for large systems.

Another related but different model is the parallel job model with a server pool. In particular, jobs require a fixed number of servers [17, 21, 37], or experience a speedup proportional to the number of servers they run on [2–5]. The goal there is not to maximize utilization, but to optimize throughput or latency.
3 MODEL

Job Model. As described in the Introduction, we consider a job model where each job in service can be in one of multiple phases, each phase associated with a different resource requirement. To model the temporal variation in the resource requirement, we assume that each job transitions between phases while in service until it is completed. The phase transition process is described by a continuous-time Markov chain on the state space $I \cup \{\bot\}$, where $I$ is the set of phases and $\bot$ is the absorbing state that denotes the completion of the job. We assume that any two phases in the Markov chain communicate with each other. We call a transition between two phases in $I$ an internal transition, and let $\mu_{i,i'}$ denote the transition rate from phase $i$ to phase $i'$; the departure of a job then corresponds to a transition from a phase $i \in I$ to $\bot$, whose transition rate is denoted as $\mu_{\bot}$.

The phase transitions of different jobs are assumed to be independent of each other.

We classify a job as a type $i$ job if it starts from phase $i \in I$ when entering service. Jobs of each type $i$ arrive to the system according to an independent Poisson process with rate $\Lambda_i$. Suppose that the system is in state $(k_t)_{t \in \mathbb{Z}_+}$. Let $e_i$ be an $|I|$-dimensional vector whose $i$-th entry is 1 and all other entries are 0. Then the following state transitions can happen:

- $k^t \rightarrow k^t + e_i$, and $k^{t'} \rightarrow k^{t'}$ for all $t' \neq t$: a job of type $i$ arrives and is dispatched to server $t$;
- $k^t \rightarrow k^t + e_{i'} - e_i$, and $k^{t'} \rightarrow k^{t'}$ for all $t' \neq t$: a job on server $t$ transits from phase $i$ to phase $i'$;
- $k^t \rightarrow k^t - e_i$, and $k^{t'} \rightarrow k^{t'}$ for all $t' \neq t$: a job on server $t$ departs the system from phase $i$.

The specifics of the system dynamics depend on the employed dispatch policy that decides which server to dispatch to when a job arrives.

Utilization and Active Servers. We measure system utilization by the number of active servers, i.e., servers currently serving a positive number of jobs. Given the arrival rates of jobs, the smaller the number of active servers, the better the system is utilized. Let $X_k(t)$ be the number of servers in configuration $k$ at time $t$, i.e.,

$$X_k(t) = \sum_{t=1}^{\infty} \mathbb{I}_{\{K'(t)=k\}}.$$

Then the number of active servers can be written as $\sum_{k \neq 0} X_k(t)$, where $0 \in \mathbb{R}^{|I|}$ is the zero vector.

Cost of Resource Contention. When a server overcommits its resources, the server may admit many (but no more than $K_{\text{max}}$) jobs into service, and the total resource requirement of the jobs on the server can exceed the server’s resource capacity $M$. Although overcommitment helps improve utilization, it incurs a certain cost when jobs on the same server need to contend for resources and thus experience performance degradation. To quantitatively understand the relationship between
utilization and resource contention, we formalize the cost of resource contention below. Suppose that a job in phase \(i\) has a resource requirement of \(m_i\). Then the total resource requirement on a server in configuration \(k\) is \(\sum_{i \in \mathcal{I}} m_i k_i\). When \(\sum_{i \in \mathcal{I}} m_i k_i > M\), we assume that the server experiences a cost at rate \(h(k)\), where \(h: \mathcal{K} \to \mathbb{R}\) is called the cost rate function. For example, \(h(\cdot)\) can be a piecewise linear function \(h(k) = (\sum_{i \in \mathcal{I}} m_i k_i - M)^+\). More generally, we assume that \(h(\cdot)\) is any function that is \(\Gamma\)-Lipschitz continuous with respect to the \(L^1\) distance for some constant \(\Gamma > 0\) and satisfies \(h(0) = 0\).

**Performance Goal.** Our high-level goal is to design dispatch policies that minimize the number of active users while keeping the cost rate of resource contention within a certain budget. Specifically, we consider policies that are allowed to be randomized and non-Markovian (i.e., the policies can make history-dependent decisions). We further focus on policies that induce a unique stationary distribution on the configuration process \(\{(\mathcal{K}_t^i(t))_{t \in \mathbb{Z}_+}\}\) assuming that the configuration process is embedded in a Markov chain that has a stationary distribution. We are interested in such policies because the resulting time averages of quantities related to the configurations are equal to the corresponding expectations under the unique stationary distribution regardless of the initial state. Let \(\sigma\) be a policy of interest, \((\mathcal{K}_t^i(t))_{t \in \mathbb{Z}_+}\) be a random element that follows the stationary distribution of the system state induced by \(\sigma\), and \(X_k\) be the corresponding number of servers in configuration \(k\) in steady state under \(\sigma\). Then the expected number of active servers is given by

\[
N(\sigma) \triangleq \sum_{k \neq 0} \mathbb{E}[X_k],
\]

and the average expected cost rate per active server is given by

\[
C(\sigma) \triangleq \frac{\sum_{k \neq 0} h(k) \mathbb{E}[X_k]}{\sum_{k \neq 0} \mathbb{E}[X_k]}.
\]

Now our goal can be formulated as the following optimization problem, referred to as \(\mathcal{P}((\Lambda_i)_{i \in \mathcal{I}}, \epsilon)\):

\[
\begin{align*}
\text{minimize} & \quad N(\sigma) \\
\text{subject to} & \quad C(\sigma) \leq \epsilon,
\end{align*}
\]

where \(\epsilon\) is a budget for the cost of resource contention.

**Asymptotic Optimality.** We focus on the asymptotic regime where for all \(i \in \mathcal{I}\), the arrival rate \(\Lambda_i = \lambda_i r\) for some constant coefficient \(\lambda_i\) and a positive scaling factor \(r \to +\infty\). To define asymptotic optimality, we first define the following notion of approximation to the optimization problem \(\mathcal{P}((\Lambda_i)_{i \in \mathcal{I}}, \epsilon)\) in (2): a policy \(\sigma\) is said to be \((\alpha, \beta)\)-optimal if \(N(\sigma) \leq \alpha \cdot N^*(((\Lambda_i)_{i \in \mathcal{I}}, \epsilon))\) and \(C(\sigma) \leq \beta \cdot \epsilon\), where \(N^*(((\Lambda_i)_{i \in \mathcal{I}}, \epsilon))\) is the optimal objective value in (2). Now consider a family of policies \(\sigma^{(r)}\) indexed by the scaling factor \(r\). We say that the policy \(\sigma^{(r)}\) is **asymptotically optimal** if it is \((\alpha^{(r)}, \beta^{(r)})\)-optimal to the optimization problem \(\mathcal{P}((\lambda_i r)_{i \in \mathcal{I}}, \epsilon)\) with \(\alpha^{(r)}, \beta^{(r)} \to 1\) as \(r \to \infty\). We will suppress the superscript \((r)\) for simplicity when it is clear from the context.

## 4 OVERVIEW OF MAIN RESULT AND OUR APPROACH

### 4.1 Main Result

Our main result is the asymptotic optimality of our proposed policy *Join-the-Recently-Requested-Server* (JRRS), with a subroutine we call *Single-OPT*, as briefly discussed in Section 1. We give the detailed descriptions of JRRS and *Single-OPT* to Section 6 and Section 7.

**Theorem 1 (Asymptotic Optimality).** Consider an infinite-server system that serves jobs with time-varying resource requirements. Let the arrival rates be \((\lambda_i r)_{i \in \mathcal{I}}\) and the cost rate budget be \(\epsilon\).
Then the policy \textit{Join-the-Recently-Requested-Server (JRRS)} with the subroutine \textit{Single-OPT} is \((1 + O\left(r^{-0.5}\right), 1 + O\left(r^{-0.5}\right))\)-optimal. That is, the expected number of active servers under JRRS with Single-OPT is at most \((1 + O\left(r^{-0.5}\right))\) times the optimal value of the problem \(\mathcal{P}(\lambda_i r)_{i \in I}, \epsilon)\), while the cost rate incurred is at most \((1 + O\left(r^{-0.5}\right)) \cdot \epsilon\).

The proof of Theorem 1 is given at the end of Section 4.2. Before that, we first introduce our approach and state the results needed for the proof.

### 4.2 Our Approach

In a nutshell, our approach is to reduce the original optimization problem in an infinite-server system to an optimization problem in a single-server system, which is defined below.

#### A Single-Server System.

Consider a single-server system serving jobs with time-varying resource requirements. The system has an infinite supply of jobs of all types. As a result, the server can request any number of new jobs of any type at any time. Once a job is requested, it immediately enters service.

We represent the server configuration at time \(t\) using a vector \(\mathbf{K}(t) = (K_i(t))_{i \in I}\), whose \(i\)-th entry denotes the number of jobs in phase \(i\). We assume that the single-server system has the same service limit \(K_{\text{max}}\) and cost rate function \(h(\cdot)\) as a server in the original infinite-server system. Therefore, the server configuration \(\mathbf{K}(t)\) is also in the set \(K = \{k: \sum_{i \in I} k_i \leq K_{\text{max}}\}\), and the cost rate at time \(t\) is \(h(\mathbf{K}(t))\).

A single-server policy \(\sigma\) determines when to request jobs and how many jobs of each type to request. We allow the policy to be randomized and make decisions based on the current configuration and the history. Let \(\pi(k))_{k \in K}\) be a stationary distribution of the server configuration under the policy \(\sigma\), and let \(\mathbf{K}(\infty)\) be a random variable following the stationary distribution. When we consider a policy \(\sigma\) and its stationary distribution \(\pi\), we assume that the system is initialized from \(\pi\). The policy \(\sigma\) together with \(\pi\) defines the request rate of type \(i\) jobs \(\lambda_i\), which is the expected number of type \(i\) jobs requested per unit time in steady state. Note that \(\lambda_i\) is the throughput of type \(i\) jobs since the system has a finite state space.

We consider the following single-server optimization problem, denoted as \(\overline{\mathcal{P}}((\lambda_i r)_{i \in I}, \epsilon)\):

\[
\begin{align*}
\text{minimize} & \quad \overline{N} \\
\text{subject to} & \quad \mathbb{E}\left[h(\mathbf{K}(\infty)) | \mathbf{K}(\infty) \neq 0\right] \leq \epsilon, \quad \overline{N} \cdot \overline{\lambda}_i = \lambda_i r, \quad \forall i \in I.
\end{align*}
\]

The single-server optimization problem can be interpreted as follows. We can think of \(\overline{N}\) as the number of copies of the single-server system under \(\overline{\sigma}\) needed to support the arrival rates \((\lambda_i r)_{i \in I}\) in the infinite-server system. To minimize \(\overline{N}\), it is equivalent to maximizing the throughput \((\overline{\lambda}_i)_{i \in I}\) in each single-server system, while maintaining their proportions.

We remark that for the problem \(\overline{\mathcal{P}}((\lambda_i r)_{i \in I}, \epsilon)\), we only need to consider policies that do not depend on the scaling factor \(r\). To see this, we can replace the decision variable \(\overline{N}\) with \(\bar{n} \triangleq \overline{N}/r\) and the optimization problem can be equivalently formulated as follows, which does not involve \(r\):

\[
\begin{align*}
\text{minimize} & \quad \bar{n} \\
\text{subject to} & \quad \mathbb{E}\left[h(\mathbf{K}(\infty)) | \mathbf{K}(\infty) \neq 0\right] \leq \epsilon, \quad \bar{n} \cdot \overline{\lambda}_i = \lambda_i, \quad \forall i \in I.
\end{align*}
\]
**Lower Bound.** The single-server optimization problem provides us with a lower bound to the original problem given in (2) as stated in the following theorem. The proof is given in Section 5.

**Theorem 2 (Lower Bound).** Consider an infinite-server system that serves jobs with time-varying resource requirements. Let the arrival rates be \((\lambda_i r_i)_{i \in I}\) and the cost rate budget be \(e\). Let \(N^*\) be the optimal value of the original infinite-server problem in (2), and let \(\overline{N^*}\) be the optimal value of the single-server optimization problem \(\overline{P}(\lambda_i r_i)_{i \in I}, e\), then

\[
N^* \geq \overline{N^*}.
\]  

**Converting From the Single-Server System to the Infinite-Server System.** Having established a lower bound on the infinite-server problem \(P(\lambda_i r_i)_{i \in I}, e\) in terms of the optimal value of the single-server problem \(\overline{P}(\lambda_i r_i)_{i \in I}, e\), next we focus on finding an asymptotically optimal policy. In particular, we will characterize the performance guarantee of a class of policies and then show that the best policy within the class is asymptotically optimal. Specifically, we consider a meta-policy called JOIN-THE-RECENTLY-REQUESTED-SERVER (JRRS), which converts a Markovian single-server policy \(\sigma\) into an infinite-server policy. We call the policy resulting from the conversion a JRRS policy with a subroutine \(\overline{\sigma}\). Through analyzing the meta-policy JRRS, we show that the performance of each JRRS policy can be characterized by the performance of its subroutine, as stated below.

**Theorem 3 (Conversion Theorem).** Consider an infinite-server system that serves jobs with time-varying resource requirements. Let the arrival rates be \((\lambda_i r_i)_{i \in I}\) and the cost rate budget be \(e\). Let \((N, \overline{\sigma}, \pi(k))\) be a solution feasible to the single-server optimization problem \(\overline{P}(\lambda_i r_i)_{i \in I}, e\). In addition, we assume that the policy \(\overline{\sigma}\) is Markovian. Let the infinite-server policy \(\sigma\) be JRRS with a subroutine \(\overline{\sigma}\). Then under \(\sigma\), we have

\[
\sum_{k \neq 0} E \left[ X_k^{(r)} \right] - \overline{N} \cdot P (K \neq 0) = O (r^{0.5}), \tag{6}
\]

\[
\sum_{k \neq 0} h(k) E \left[ X_k^{(r)} \right] - \overline{N} \cdot E \left[ h(K) \right] = O (r^{0.5}). \tag{7}
\]

As a result,

\[
N(\sigma) \leq (1 + O (r^{-0.5})) \cdot \overline{N}, \tag{8}
\]

\[
C(\sigma) \leq (1 + O (r^{-0.5})) \cdot e. \tag{9}
\]

We briefly describe JRRS here. Let each server with index \(\ell \leq \overline{N}\) request new jobs based on its configuration, according to the input single-server policy \(\overline{\sigma}\). A request for a type \(i\) job is sent to the centralized dispatcher in the form of a type \(i\) token. When a type \(i\) job arrives, the dispatcher randomly chooses a type \(i\) token, removes the token, and sends the job to the server that generates the token; when there are no type \(i\) tokens, the dispatcher sends the job to a server with index \(\ell > \overline{N}\). The full description of JRRS is presented in Section 6, which includes additional details that we omit here.

Under JRRS with a subroutine \(\overline{\sigma}\), the configurations of the first \(\overline{N}\) servers \((K^1(t), \ldots, K^{\overline{N}}(t))\) have approximately the same steady-state distribution as \(\overline{N}\) independent and identical copies of the single-server system under \(\overline{\sigma}\). Moreover, the number of active servers with index greater than \(\overline{N}\) is diminishing with \(r\). These two facts allow us to connect the performance metrics of the infinite-server problem (2) and the single-server problem (3). The intuition behind these facts is that when the arrival rate goes to infinity, each server should be able to receive the requested jobs with diminishing delays, making them behave like independent copies of the single-server system.
Optimal Single-Server Policy. Theorem 3 together with the lower bound in Theorem 2 reduces the infinite-server optimization problem $\mathcal{P}((\lambda_i)_{i \in I}, \epsilon)$ in (2) to the single-server optimization problem $\mathcal{P}((\lambda_i r_{i})_{i \in I}, \epsilon)$ in (3). To solve the single-server optimization problem, we consider the following linear program denoted as $\mathcal{LP}((\lambda_i)_{i \in I}, \epsilon)$ with decision variables $\Phi \in \mathbb{R}$, $\pi \in \mathbb{R}^{|K|}$, and $u_i \in \mathbb{R}^{|K|}$ for $i \in I$. The linear program (LP) is derived as a relaxation to the optimization problem (3), and $\pi \in \mathbb{R}^{|K|}$ and $u_i \in \mathbb{R}^{|K|}$ in the solution will be used to construct a single-server policy.

\[
\begin{align*}
\text{maximize} & \quad \Phi, \pi, (u_i)_{i \in I} \\
\text{subject to} & \quad h^T \pi \leq \epsilon (1 - \pi_0) \\
& \quad 1_k^T u_i = \Phi \cdot \lambda_i \quad \forall i \\
& \quad A\pi + \sum_{i \in I} B_i u_i = 0 \\
& \quad 1^T \pi = 1 \\
& \quad \pi \geq 0, u_i \geq 0 \quad \forall i \in I
\end{align*}
\]

where $h$ is the vector form of the cost rate function $h$; $1_k^T$ is a $|K|$-dimensional vector with one in all entries except those with $\sum_{i \in I} k_i = K_{\text{max}}$. The linear equation $A\pi + \sum_{i \in I} B_i u_i = 0$ is explicitly given by

\[
\begin{align*}
\sum_i u_i(k - e_i)1_{\{k_i \geq 1\}} + & \sum_i (k_i + 1)\mu_{i,k} \pi(k + e_i) + \sum_{i,i',i \neq i'} (k_i + 1)\mu_{i,k} \pi(k + e_i - e_{i'})1_{\{k_{i'} \geq 1\}} \\
= & \sum_i u_i(k) + \left( \sum_i k_i\mu_{i,k} + \sum_{i,i',i \neq i'} k_i\mu_{i,k} \right) \pi(k), \quad \forall k \in K.
\end{align*}
\]

The decision variables and constraints of the problem have the following interpretations: $\Phi$ is a factor that scales inversely with the request rates of the system; $\pi$ is a column vector representing the stationary distribution of configuration; $u_i$ will be referred to as transition frequency, whose $k$-th entry $u_i(k)$ represents the number of transitions from configuration $k$ to configuration $k + e_i$ per unit time in steady state, indicating how often type $i$ jobs should be requested when the system is in configuration $k$. The first two constraints of the linear program correspond to the first two constraints in $\mathcal{P}((\lambda i r_{i})_{i \in I}, \epsilon)$, and the last three constraints characterize the fact that $\pi$ is a stationary distribution.

Given a solution $(\Phi, \pi, (u_i)_{i \in I})$ feasible to the linear program in (10), we construct a single-server policy using Poisson clocks. In particular, if the system enters a configuration $k$ with $\pi(k) \neq 0$, the policy runs a Poisson clock with rate $u_i(k) / \pi(k)$ for each $i \in I$, and requests a type $i$ job when the corresponding clock ticks. Note that the clock rate gives us the desired transition frequency in steady-state because $u_i(k) / \pi(k)$ is the clock rate. The case where $\pi(k) = 0$ is dealt with separately. The detailed description of the algorithm is given in Section 7. We call such single-server policies LP-based policies and the LP-based policy obtained from an optimal solution Single-OPT. The following theorem states that Single-OPT is an optimal policy for $\mathcal{P}((\lambda i r_{i})_{i \in I}, \epsilon)$.

**Theorem 4 (Optimality of Single-OPT).** Given an optimal solution $(\Phi^*, \pi^*, (u_i)_{i \in I})$ to the linear program $\mathcal{LP}((\lambda_i)_{i \in I}, \epsilon)$, we can solve the single-server optimization problem $\mathcal{P}((\lambda_i r_{i})_{i \in I}, \epsilon)$ in (3) with the optimal value $r / \Phi^*$, the optimal policy $\pi^*(\pi^*, (u_i)_{i \in I})$, and the optimal stationary distribution $\pi^*$. Moreover, the policy $\pi^*(\pi^*, (u_i)_{i \in I})$ is a Markovian policy.

**Proof of the Theorem 1 Based on Theorem 2, 3, and 4.**
Now we consider the single-server system. Let us start by introducing some useful notation. Let \( \sigma \) be the distribution of \( N(\sigma) \), then \((N(\sigma), \sigma, \pi)\) is a feasible solution to the problem \( P((\lambda_i r_i)_{i \in I}, \epsilon) \) in (3). As a result, we have \( N(\sigma) \geq N^* \).

The construction of the single-server policy \( \overline{\sigma} \) involves simulating an infinite-server system under \( \sigma \) from the empty configuration. At time 0, the policy \( \overline{\sigma} \) randomly chooses the \( \ell \)-th server in the infinite-server system with probability \( p^f \), for \( \ell = 1, 2, \ldots \). It then requests jobs for the single-server system according to a policy \( \overline{\sigma}^f \). The key to our policy \( \overline{\sigma}^f \) is to make the single-server system emulate the job assignment at the \( \ell \)-th server of the simulated infinite-server system, but without incurring idleness. We first construct the policy \( \overline{\sigma}^f \), and then specify the probabilities \( p^f \).

Let us start by introducing some useful notation. Let \( \overline{K}^f(t) \) be the single-server system configuration under \( \overline{\sigma}^f \) at time \( t \) and \( K^f(t) \) be the configuration of the \( \ell \)-th simulated server in the infinite-server system under \( \sigma \). We define a stochastic process \( \{s^f(t), t \geq 0\} \) as follows:

\[
s^f(t) = \max_{\tau} \{ s^f(t), t \geq 0 \}
\]

The “max” is well-defined because the integral is continuous in \( \tau \). Intuitively, \( s^f(t) \) gives the maximum time when the accumulative busy time of the \( \ell \)-th server is \( t \). Note that \( \{s^f(t), t \geq 0\} \) is only discontinuous when \( K^f(\tau) \) reaches 0, thus it is right-differentiable with derivative equal to 1 at any point.

We construct \( \overline{\sigma}^f \) and the simulation of the infinite-server system under \( \sigma \) in a way such that:

\[
\overline{K}^f(t) = K^f(s^f(t)) \quad \forall t.
\]

That is, we want that the single-server system has the same dynamic of the simulated \( \ell \)-th server except skipping the idle period. To this end, we couple the two systems as follows:

1. When the \( \ell \)-th simulated server \( K^f(s^f(t)) \) receives a type \( i \) job, we let the single-server system \( \overline{K}^f(t) \) request a type \( i \) job at time \( t \). For each such job, its phase transition process in the \( \ell \)-th simulated server is the same as that in the single-server system. That is, when we observe any internal transition or departure event in \( \overline{K}^f(t) \), we produce a same event on the \( \ell \)-th simulated server \( K^f(s^f(t)) \).

2. The simulations of the rest of the infinite-server system under policy \( \sigma \) are driven by independently generated random seeds.
It is not hard to see that the simulated infinite server-system has the same stochastic behavior as an uncoupled system under \( \sigma \). Moreover, as we couple all the events that happen in \( \bar{K}'(t) \) and \( K'_f(s'(t)) \), together with the facts that \( \bar{K}'(t) \) and \( K'_f(s'(t)) \) are piecewise constant and \( \bar{K}'(0-) = K'_f(s'(0)) = 0 \), we get (16).

Next we claim that (16) implies the following relationship between the steady-state cost of the single-server system under \( \bar{\sigma}' \) and the steady-state cost of the \( \ell \)-th simulated server in the infinite-server system under \( \sigma \):

\[
\mathbb{E} \left[ h(\bar{K}'(\infty)) \right] = \mathbb{E} \left[ h(K'_f(\infty)) \right],
\]

This is because for all \( k \neq 0 \), we have

\[
\frac{\mathbb{P} \left( K'_f(\infty) = k \right)}{\mathbb{P} \left( K'_f(\infty) \neq 0 \right)} = \lim_{S \to \infty} \frac{\int_0^S 1 \{ K'_f(s) = k \} ds}{\int_0^S 1 \{ K'_f(s) \neq 0 \} ds} = \lim_{T \to \infty} \frac{\int_0^T 1 \{ K'_f(s'(t)) = k \} dt}{\int_0^T 1 \{ K'_f(s'(t)) \neq 0 \} dt} = \lim_{T \to \infty} \frac{1}{T} \int_0^T 1 \{ K'_f(s'(t)) = k \} dt = \frac{1}{T} \int_0^T 1 \{ K'_f(s'(t)) = k \} dt \leq \mathbb{P} \left( \bar{K}'(\infty) = k \right),
\]

where (a) and (e) hold because long-run averages converge to steady-state expectations; (b) is due to the fact that \( \int_0^T 1 \{ K'_f(s'(t)) = k \} dt = \int_0^T 1 \{ K'_f(s) = k \} ds \), for any \( k \neq 0 \); (c) is due to the fact that \( \int_1^{1+} 1 \{ K'_f(s'(t)) \neq 0 \} dt \) and (d) follows from (16).

Let \( \bar{\lambda}'_i \) be the long-run request rates of type \( i \) jobs in the single-server system under \( \bar{\sigma}' \), and \( \lambda'_f \) be the throughput of type \( i \) jobs of \( \ell \)-th simulated server under \( \sigma \). By the construction of \( \bar{\sigma}' \), the single-server requests jobs based on the arrival events of the \( \ell \)-th simulated server, we have

\[
\bar{\lambda}'_i = \frac{\lambda'_f}{\mathbb{P}(K'_f(\infty) \neq 0)}, \quad \forall i \in I.
\]

With the constructed policies \( \{ \bar{\sigma}', \ell = 1, 2, \ldots \} \), we are ready to define the policy \( \bar{\sigma} \). We let \( \bar{\sigma} \) choose an index \( \ell \) with probability \( p'_\ell \) at time 0, and then follow \( \bar{\sigma}' \). We set the probability \( p'_\ell \) as

\[
p'_\ell = \frac{\mathbb{P} \left( K'_f(\infty) \neq 0 \right)}{\sum_{\ell=1}^{\infty} \mathbb{P} \left( K'_f(\infty) \neq 0 \right)} = \frac{\mathbb{P} \left( K'_f(\infty) \neq 0 \right)}{\sum_{k \neq 0} \mathbb{E}[X_k(\infty)]}, \quad \forall \ell = 1, 2, \ldots
\]

where the second inequality uses the fact that \( \sum_{\ell=1}^{\infty} \mathbb{P}(K'_f(\infty) \neq 0) = \sum_{k \neq 0} \mathbb{E}[X_k(\infty)] \). Then under \( \bar{\sigma} \), we have

\[
\mathbb{E} \left[ h(\bar{K}(\infty)) \right] = \sum_{\ell=1}^{\infty} p'_\ell \mathbb{E} \left[ h(\bar{K}'(\infty)) \right] = \sum_{k \neq 0} \mathbb{E}[X_k(\infty)] \cdot \frac{\sum_{\ell=1}^{\infty} \mathbb{P} \left( K'_f(\infty) \neq 0 \right)}{\sum_{\ell=1}^{\infty} \mathbb{P} \left( K'_f(\infty) \neq 0 \right)} \cdot \frac{\mathbb{E} \left[ h(K'_f(\infty)) \right]}{\mathbb{P} \left( K'_f(\infty) \neq 0 \right)} = \sum_{k \neq 0} h(k) \mathbb{E}[X_k(\infty)] = C(\sigma),
\]

which proves (14). Moreover, for each \( i \in I \) the request rate \( \bar{\lambda}'_i \) is given by

\[
\bar{\lambda}'_i = \sum_{\ell=1}^{\infty} p'_\ell \cdot \lambda'_f = \sum_{\ell=1}^{\infty} \mathbb{P} \left( K'_f(\infty) \neq 0 \right) \cdot \frac{\lambda'_f}{\mathbb{P}(K'_f(\infty) \neq 0)} = \frac{\sum_{\ell=1}^{\infty} \lambda'_f}{\sum_{k \neq 0} \mathbb{E}[X_k(\infty)]} = \frac{\lambda'_f}{N(\sigma)}.
\]

This proves (15). By the argument presented at the beginning of the proof, we get \( N(\sigma) \geq \bar{N}^* \). \( \square \)
6 PROOF OF THEOREM 3 (CONVERSION THEOREM)

In this section, we first prove Theorem 3 in the special case where the subroutine \( \sigma \) for JRRS is irreducible. Specifically, we describe the JRRS algorithm with an irreducible subroutine \( \sigma \) in Section 6.1 and provide the proof outline in Section 6.2. In Section 6.3, we prove Theorem 3 in the general setting by reducing it to the special case.

6.1 JRRS Assuming Irreducibility

JRRS is a meta-policy that takes a feasible solution of (3) as input. Specifically, the input consists of a Markovian single-server policy \( \sigma \), a stationary distribution \( \pi \) under \( \sigma \), and an objective value \( \bar{N} \). In this section, we focus on a slightly simplified version of the JRRS policy, assuming that the single-server policy \( \sigma \) is \( k^0 \)-irreducible, which is defined as follows.

**Definition 1.** A single-server policy is called \( k^0 \)-irreducible if under the policy there exists a configuration \( k^0 \) reachable from any other configurations through transitions.

**Preliminaries.** Let \( L = \lceil \bar{N} \rceil \). We divide the infinite server pool into two sets based on the server index \( t \): servers with index \( t \leq L \) are called normal servers, which serve most of the jobs; servers with index \( t > L \) are called backup servers, which are empty most of the time. We also define the parameter of token limit as \( \eta_{\text{max}} = \lceil L^{0.5} \rceil \).

A Markovian single-server policy makes the job-request decision based on the current server configuration \( k \). More specifically, the policy can request jobs either immediately after an event of internal transition or departure, or between two such events. We call a request happening right after an event a reactive request, and a request between two events a proactive request. When an event of internal transition or departure occurs, a Markovian policy can either make a reactive request immediately according to specified probability, or run Poisson clocks with specified rates for making a proactive request. When the policy decides to make a request, it produces a vector \( a \equiv (a_i)_{i \in I} \) that specifies the number of type \( i \) jobs to request for each \( i \in I \). All those decisions are based on the current configuration \( k \).

**Algorithm Description.** We let each normal server request jobs using the single-server policy \( \sigma \). Specifically, each normal server provides its configuration \( k \) to \( \sigma \), and informs \( \sigma \) when there is a departure or an internal transition event on the server. When the policy \( \sigma \) requests \( a = (a_i)_{i \in I} \) jobs, \( a_i \) type \( i \) tokens for each \( i \in I \) will be generated to track the requests, except when there are already some tokens on the server, in which case the requests will be ignored.

The tokens are used to guide the dispatch of arrivals. When a type \( i \) job arrives, the policy randomly chooses a type \( i \) token if there is one, and assigns the arrival to the corresponding server, and removes the token; when there are no type \( i \) tokens, the arrival is assigned to a backup server with the lowest index among servers that are not full. When the total number of type \( i \) tokens throughout the system exceeds the token limit \( \eta_{\text{max}} \), we generate a type \( i \) virtual arrival to check out a type \( i \) token, which brings a virtual job that has the same dynamics as a real job, but does not use resources. The server configuration for job requests includes both real jobs and virtual jobs.

Next we provide an intuition for the following fact: under JRRS, the steady-state real-job configuration of each normal server closely approximates that of a single-server system under \( \sigma \), and the backup servers are approximately empty. First, we argue that each token is turned into a job within a short period of time on the order of \( \Theta \left( r^{-0.5} \right) \). Observe that when the arrival rate is of order \( \Theta \left( r \right) \), the token limit is \( \eta_{\text{max}} = \Theta \left( r^{0.5} \right) \) and there are \( L = \Theta \left( r \right) \) normal servers. For each \( i \in I \), type \( i \) tokens are generated at a rate proportional to \( L \). Therefore, by Little’s Law, a type \( i \) token only exists for a time of order \( \eta_{\text{max}} / L = \Theta \left( r^{-0.5} \right) \) before turning into a real or virtual job. This implies that if we take into account of both real and virtual jobs, the configuration of a normal server
approximates that of a single-server system under $\sigma$. Moreover, we can show that the number of tokens rarely exceeds the token limit or reaches zero, so there are almost no virtual jobs or jobs on the backup servers. As a result, the real-job configuration in each normal server closely approximates that of a single-server system under $\sigma$, and the backup servers are almost empty.

Note that due to the way each normal server requests jobs, the total number of real jobs, virtual jobs, and tokens on a normal server never exceeds $K_{\text{max}}$. In particular, the single-server policy $\sigma$ requests jobs only when there are no tokens on the server, and it will not request more than $K_{\text{max}} - n$ jobs if there are already $n$ real and virtual jobs on the server.

6.2 Proof Overview

Preliminaries. Before presenting the proof outline, we first introduce some notation. Consider an infinite-server system under the JRRS policy. For each normal server $\ell$, we describe its configuration at time $t$ using the following variables: configuration of real jobs $K^\ell(t)$, tokens $\eta^\ell(t)$, configuration of virtual jobs $\xi^\ell(t)$, and observed configuration $\tilde{K}^\ell(t) \triangleq K^\ell(t) + \xi^\ell(t)$. We use the superscript "1: $L$" to refer to a certain descriptor of all normal servers, for example, $\tilde{K}^{1:L}(t) \triangleq (\tilde{K}^\ell(t))_{\ell=1,2,\ldots}$. The system under the JRRS policy is a Markov chain with a unique Markovian representation $((K^\ell(t))_{\ell=1,2,\ldots}, \xi^{1:L}(t), \eta^{1:L}(t))$. The following lemma shows that the system has a unique stationary distribution (the proof is provided in Appendix A.1).

Lemma 1 (Unique Stationary Distribution). Consider an infinite-server system under the JRRS policy with $\sigma$ as its subroutine, where $\sigma$ is a single-server policy that is Markovian and $K^{1:-}$-irreducible. Then the state of the system $((K^\ell(t))_{\ell=1,2,\ldots}, \xi^{1:L}(t), \eta^{1:L}(t))$ has a unique stationary distribution.

Let $\overline{K}^{1:L}(t) \triangleq (\overline{K}^\ell(t))_{\ell=1,2,\ldots,L}$ be the configuration of $L$ i.i.d. copies of the single-server system under $\sigma$. As discussed in Section 6.1, we will show that $K^{1:L}(\infty)$ can be approximated by $\overline{K}^{1:L}(\infty)$.

To rigorously discuss the approximation of the steady-state random variables, we define some metrics. Recall that $\mathcal{K} \triangleq \{k: \sum_{i \in I} k_i \leq K_{\text{max}}\}$ is the set of feasible single-server configuration. Let $\mathcal{K}^L \triangleq \{k^{1:L}: k^\ell \in \mathcal{K}, \forall \ell\}$ be the set of feasible configuration of all normal servers. We use $||\cdot||$ to denote the $L^1$ norm in both space $\mathcal{K}$ and space $\mathcal{K}^L$:

$$||k - k'|| = \sum_{i \in I} |k_i - k'_i|,$$

for $k, k' \in \mathcal{K}$,

$$||k^{1:L} - k'^{1:L}|| = \sum_{\ell=1}^L ||k^\ell - k'^\ell||,$$

for $k^{1:L}, k'^{1:L} \in \mathcal{K}^L$.

For any two random variables $U^a, U^b \in \mathcal{K}^L$, their closeness will be measured in terms of Wasserstein distance as follows:

$$d(U^a, U^b) \triangleq \sup_{f \in \text{Lip}(1)} \left\{ \mathbb{E} \left[ f \left( U^a \right) \right] - \mathbb{E} \left[ f \left( U^b \right) \right] \right\},$$

where the supremum is taken over the function class $\text{Lip}(1)$

$$\text{Lip}(1) \triangleq \{ \text{function } f \text{ on } \mathcal{K}^L: \left| f(k^{1:L}) - f(k'^{1:L}) \right| \leq ||k^{1:L} - k'^{1:L}|| \}.$$

In the remaining of this section, we omit the steady-state symbol $(\infty)$ when they are clear from the context.

Proof Outline. Observe that the process $((\tilde{K}^{1:L}(t), \eta^{1:L}(t)))$ itself forms a Markov chain and governs the dynamics of other state variables, including the number of virtual jobs $\xi^{1:L}(t)$ and the number of jobs on the backup servers. We can thus decompose our analysis into two steps. In Step 1, we focus on the dynamics of $((\tilde{K}^{1:L}(t), \eta^{1:L}(t)))$ and prove that $\tilde{K}^{1:L}$ is close to $\overline{K}^{1:L}$ in terms of the Wasserstein distance. In Step 2, we use the result of the first step to show that the total number of virtual jobs $\sum_{i \in I} \sum_{\ell=1}^L \xi^\ell_i$ and the total number of jobs on the backup servers are both small. Recall
that the real job configuration is given by $K^{1:L} = \hat{K}^{1:L} - \zeta^{1:L}$. **Step 1** and **Step 2** together imply that $K^{1:L}$ and $\hat{K}^{1:L}$ are close in the Wasserstein distance, and the backup servers are almost empty. Since $\hat{K}^{1:L}$ are i.i.d. copies of the single-server system, we thus establish a connection between the configurations of the infinite-server system $(K^f)_{f=1,2,\ldots}$ and the stationary distribution of the single-server system. Then the theorem follows.

**Step 1.** We prove Lemma 2, which bounds the Wasserstein distance between $\hat{K}^{1:L}$ and $\tilde{K}^{1:L}$.

**Lemma 2.** Under the conditions of Theorem 3 and $\tilde{\sigma}$ being $k^0$-irreducible, we have

$$d\left(\tilde{K}^{1:L}, \hat{K}^{1:L}\right) = O\left(r^{0.5}\right).$$

The proof of Lemma 2 follows the framework of Stein’s method (see, for example [6–8]). Stein’s method usually consists of three steps: generator comparison, Stein factor bounds, and moment bounds. In our case, due to the finiteness of the state space $\mathcal{K}$, we only need to do the generator comparison and the Stein factor bounds. The generator comparison step justifies the intuition that most normal servers behave like single-server systems under the policy $\tilde{\sigma}$, and the Stein’s factor bounds corresponds to the intuition that the small fraction of servers whose dynamics deviate from single-server systems do not contribute much to the overall distance. We defer the detailed proof to Appendix A.2.

**Step 2.** We establish the following Lemma 3 and Lemma 4, which bounds the steady-state expected number of virtual jobs and the number of jobs on backup servers, respectively.

**Lemma 3.** Under the conditions of Theorem 3 and $\tilde{\sigma}$ being $k^0$-irreducible, for each $i \in I$, the steady-state expected number of virtual jobs of type $i$ is of the order $O\left(r^{0.5}\right)$, i.e.

$$E\left[\sum_{\ell=1}^L \zeta^f_{\ell, i}\right] = O\left(r^{0.5}\right).$$

**Lemma 4.** Under the conditions of Theorem 3 and $\tilde{\sigma}$ being $k^0$-irreducible, for each $i \in I$, the steady-state expected number of type $i$ jobs on backup servers is of the order $O\left(r^{0.5}\right)$, i.e.

$$E\left[\sum_{\ell=L+1}^\infty K^f_{\ell, i}\right] = O\left(r^{0.5}\right).$$

The proof of Lemmas 3 and 4 is provided in Appendix A.3. Theorem 3 with $\tilde{\sigma}$ being $k^0$-irreducible then follows from the three lemmas above.

**Proof of Theorem 3 with $k^0$-irreducible $\tilde{\sigma}$.** First we show that Lemma 2 and 3 imply the closeness between $K^{1:L}$ and $\hat{K}^{1:L}$. From the Wasserstein distance bound in Lemma 2, we have

$$E\left[f(K^{1:L})\right] - E\left[f(\hat{K}^{1:L})\right] = O\left(r^{0.5}\right),$$

for any $f : \mathcal{K}^L \to \mathbb{R}$ that is 1-Lipschitz continuous. Recall that $\hat{K}^f = K^f + \zeta^f$, and $E\left[\sum_{\ell=1}^L \zeta^f_{\ell, i}\right] = O\left(r^{0.5}\right)$ by Lemma 3. Therefore, by the Lipschitz continuity of $f$, we have

$$E\left[f(K^{1:L})\right] - E\left[f(\hat{K}^{1:L})\right] = O\left(r^{0.5}\right).$$

Now we prove (6) by leveraging the Wasserstein distance bound above. We write the difference in the expected number of active servers between the two systems as follows:

$$\sum_{k \neq 0} E\left[X_k\right] - L \cdot P(\mathcal{K} \neq 0) = E\left[\sum_{\ell=1}^L \mathbf{1}_{(K^f_{\ell, i} \neq 0)}\right] + E\left[\sum_{\ell=L+1}^\infty \mathbf{1}_{(K^f_{\ell, i} \neq 0)}\right] - E\left[\sum_{\ell=1}^L \mathbf{1}_{(\hat{K}^f_{\ell, i} \neq 0)}\right]

= E\left[f_1(K^{1:L})\right] - E\left[f_1(\hat{K}^{1:L})\right] + E\left[\sum_{\ell=L+1}^\infty \mathbf{1}_{(\hat{K}^f_{\ell, i} \neq 0)}\right],$$

(23)
where \( f_1 \) is given by \( f_1(k^{1:L}) = \sum_{l=1}^{L} \mathbb{1}_{\{k^l \neq 0\}} \). Note that for any \( k^{1:L}, k'^{1:L} \in \mathcal{K}^L \), we have
\[
|f_1(k^{1:L}) - f_1(k'^{1:L})| = \left| \sum_{l=1}^{L} \mathbb{1}_{\{k^l \neq 0\}} - \mathbb{1}_{\{k'^l \neq 0\}} \right| \leq \sum_{l=1}^{L} \mathbb{1}_{\{k^l \neq k'^l\}} \leq \|k^{1:L} - k'^{1:L}\|.
\]
That is, \( f_1 \in \text{Lip}(1) \). Applying (22) and Lemma 4 to (23), we get
\[
\mathbb{E} \left[ \sum_{k \neq 0} X_k \right] - L \cdot \mathbb{P}(K \neq 0) = O \left( r^{0.5} \right).
\]

Similarly, to prove (7), we write the difference in cost between the two systems as follows:
\[
\sum_{k \neq 0} h(k) \mathbb{E}[X_k] - L \cdot \mathbb{E}[h(K)] = \mathbb{E} \left[ \sum_{l=1}^{L} h(K^l) \right] + \mathbb{E} \left[ \sum_{l=L+1}^{\infty} h(K^l) \right] = \mathbb{E} \left[ \sum_{l=1}^{L} h(K^l) \right] + \mathbb{E} \left[ \sum_{l=L+1}^{\infty} h(K^l) \right] \cdot \max_{k \in \mathcal{K}} h(k),
\]
where \( \Gamma \) is the Lipschitz constant of \( h(\cdot) \), and \( f_2 \) is given by \( f_2(k^{1:L}) = \frac{1}{L} \sum_{l=1}^{L} h(k^l) \). For any \( k^{1:L}, k'^{1:L} \in \mathcal{K}^L \), we have
\[
|f_2(k^{1:L}) - f_2(k'^{1:L})| = \left| \sum_{l=1}^{L} (h(k^l) - h(k'^l)) \right| \leq \sum_{l=1}^{L} \|k^l - k'^l\| = \|k^{1:L} - k'^{1:L}\|,
\]
i.e., \( f_2 \in \text{Lip}(1) \). Applying (22) and Lemma 4 to (23), we get
\[
\sum_{k \neq 0} h(k) \mathbb{E}[X_k] - L \cdot \mathbb{E}[h(K)] = O \left( r^{0.5} \right).
\]
To avoid repetition, we leave the derivation of (8) and (9) to the proof of the general case below. \( \square \)

### 6.3 Proof of Conversion Theorem without Assuming Irreducibility

In this subsection, we prove Theorem 3 without assuming \( k^0 \)-irreducibility of the subroutine \( \bar{\sigma} \). Specifically, suppose that we have a Markovian single-server policy \( \bar{\sigma} \) and an initial distribution \( p_j \) over its recurrent classes \( S_j \) for \( j = 1, 2, \ldots J \), we will construct an infinite-server policy \( \sigma \) such that (6)- (7) still hold.

We first state a basic fact about recurrent classes: if there are at most \( m \) jobs in any configuration of a recurrent class \( S \), then any configurations with \( m \) jobs must be in \( S \).

**Lemma 5 (Maximal Layer of a Recurrent Class).** Suppose \( S \) is a recurrent class under a certain policy \( \bar{\sigma} \). Define the maximal layer of \( S \) as the set \( \text{ML}(S) \triangleq \{ k \in \mathcal{K} | \sum_i k_i = \max_{k' \in S} \sum_i k'_i \} \). Then we have
\[
\text{ML}(S) \subseteq S. \tag{24}
\]

Based on Lemma 5, we can break a general Markovian single-server policy \( \bar{\sigma} \) into many \( k^0 \)-irreducible Markovian policies, each induces one recurrent class and preserves stationary distribution and the throughput of \( \bar{\sigma} \) on that recurrent class.

**Lemma 6 (Breaking The Reducible Policy).** Let \( \bar{\sigma} \) be a general single-server Markovian policy with recurrent classes \( S_j \) for \( j = 1, 2, \ldots, J \). Then for each \( j \) exists a Markovian policy \( \bar{\sigma}^j \) such that
- The induced Markov chain is \( k^0 \)-irreducible with the unique recurrent class being \( S_j \);
- The stationary distribution is the same as the stationary distribution under \( \bar{\sigma} \) starting from a configuration in \( S_j \).

We provide the proof of Lemma 5 and Lemma 6 in Appendix A.4 and A.5, respectively.

For \( j = 1, \ldots, J \), let \( \pi^j \) and \( \bar{\pi}^j \)’s be the stationary distribution and throughput of the policy \( \bar{\sigma}^j \).

By Lemma 6, we have the following relationships:
\[
\pi(k) = \sum_{j=1}^{J} \pi^j(k), \quad \forall k \in \mathcal{K}, \tag{25}
\]
Based on the above relationships, we can prove the general version of Conversion Theorem that does not require \( k^0 \)-irreducibility.

**Proof of Theorem 3.** For each \( j = 1, \ldots, J \), Lemma 6 implies that the policy \( \sigma^j \) and stationary distribution \( \pi^j \) form a feasible solution to the single-server optimization problem \( \bar{P}(\{p^j/\lambda^j_i\}_{i \in I}, \varepsilon) \), and the corresponding objective value is \( p^j/\bar{N} \). Consider the infinite-server system with arrival rates \( \{p^j/\lambda^j_i\}_{i \in I} \) and budget \( \varepsilon \). As we have proved Theorem 3 for the JRRS policy with \( k^0 \)-irreducible subroutine \( \sigma^j \), it follows that

\[
\sum_{k \neq 0} E[X_k^j] - \left[ p^j/\bar{N} \right] \cdot (1 - \pi^j(0)) = O(r^{0.5}),
\]

\[
\sum_{k \neq 0} h(k)E[X_k^j] - \left[ p^j/\bar{N} \right] \cdot \sum_{k \neq 0} h(k)\pi^j(k) = O(r^{0.5}),
\]

where \( X_k^j \) is the random variable representing the steady-state number of servers in configuration \( k \) in the infinite-server system under the JRRS policy \( \sigma^j \) with subroutine \( \sigma^j \).

Now we construct the policy \( \sigma \) that works for an infinite-server system with arrival rates \( \lambda_i r \) for each \( j = 1, \ldots, J \). Then the arrival rate to the \( j \)-th infinite-server system is equal to \( \sum_j p^j/\lambda_i \cdot \lambda_i r = \sum_j p^j/\lambda_i \cdot \lambda_i r = p^j/\lambda_i \cdot \bar{N} \), where the first equality is due to (26), and the second equality is due to the condition that \( \lambda_i r = \lambda_j^j \cdot L \). Therefore, (27) and (28) hold, and we have

\[
\left| \sum_{k \neq 0} E[X_k] - \bar{N} \cdot (1 - \pi(0)) \right| = \sum_{j=1}^J \sum_{k \neq 0} E[X_k^j] - \sum_{j=1}^J p^j/\bar{N} \cdot (1 - \pi^j(0)) \leq \sum_{j=1}^J \sum_{k \neq 0} E[X_k^j] - \left[ p^j/\bar{N} \right] \cdot (1 - \pi^j(0)) + O(1) = O(r^{0.5}).
\]

Here we use (27) and the relationship between \( \pi(k) \) and \( \pi^j(k) \). Similarly,

\[
\left| \sum_{k \neq 0} h(k)E[X_k] - \bar{N} \cdot \sum_{j=1}^J \sum_{k \neq 0} h(k)\pi(k) \right| = \sum_{j=1}^J \sum_{k \neq 0} E[X_k^j] - \sum_{j=1}^J p^j/\bar{N} \cdot \sum_{k \neq 0} h(k)\pi^j(k)
\]

\[
= \sum_{j=1}^J \sum_{k \neq 0} E[X_k^j] - \left[ p^j/\bar{N} \right] \cdot \sum_{k \neq 0} h(k)\pi^j(k) + O(1) = O(r^{0.5}).
\]

After re-indexing the servers, we get (6) and (7).

To show (8) and (9), noting that \( [\bar{N}] = \Theta(r) \), we have

\[
N(\sigma) = \sum_{k \neq 0} E[X_k] \leq \bar{N} + O(r^{0.5}) = (1 + O(r^{-0.5})) \cdot \bar{N},
\]

and

\[
C(\sigma) = \frac{\sum_{k \neq 0} h(k)E[X_k]}{\sum_{k \neq 0} E[X_k^j]} = \frac{\sum_{j=1}^J \sum_{k \neq 0} h(k)\pi(k) + O(r^{-0.5})}{1 - \pi(0) + O(r^{-0.5})}
\]

\[
= (1 + O(r^{-0.5})) \cdot E[h(\bar{K}(\infty))|\bar{K}(\infty) \neq 0] \leq (1 + O(r^{-0.5})) \cdot \varepsilon.
\]
This finishes the proof.

7 ANALYSIS OF SINGLE-SERVER SYSTEM

In this section, we solve the single-server optimization problem in (3) through the linear program (LP) in (10). We first derive (10) as a linear program relaxation of the single-server optimization problem, and then construct a single-server policy that achieves the optimal value of the LP, which implies the optimality of the policy. Moreover, the constructed single-server policy is a Markovian policy, so it can be converted to an asymptotically optimal policy for the infinite-server optimization problem through JRRS.

7.1 Lower Bound via LP Relaxation

In this subsection we derive an LP relaxation of the optimization problem (3), restated below:

$$\begin{align*}
\text{minimize} & \quad \bar{N} \\
\text{subject to} & \quad \mathbb{E} \left[ h(\bar{K}(\infty) \mid \bar{K}(\infty) \neq 0) \right] \leq \epsilon, \\
& \quad \bar{N} \cdot \bar{\lambda}_i = \lambda_i r, \quad \forall i \in I.
\end{align*}$$

(3 revisited)

Observe that both $\bar{K}(\infty)$ and $\bar{\lambda}_i$ depend on the stationary distribution $\pi$, but the constraints in terms of $\pi$ are implicit. To derive an LP relaxation, we give an explicit characterization of the constraints that must be satisfied by the stationary distribution $\pi$ induced by any feasible policy $\sigma$.

To do this, we derive a version of the stationary equation in terms of a quantity called transition frequency. The transition frequency of type $i$ jobs is a function $u_i : \mathcal{K} \to \mathbb{R}$ describing the steady-state frequency of requesting a type $i$ job when the system has configuration $k$. To rigorously define transition frequency, we first introduce a concept called nominal transition.

**Definition 2 (Nominal Transition).** Consider a single-server system under any policy. When the configuration $\bar{K}(t)$ transitions from $k$ to $k' + a$ for some $k, k' \in \mathcal{K}$ with $a = (a_i)_{i \in I}$ new jobs added into service, we decompose the transition by adding intermediate configurations as illustrated below, where $k$ first goes to $k'$ if $k' \neq k$, then add jobs of each type one by one.

$$
k \rightarrow k' \rightarrow (k' + e_i) \rightarrow \cdots \rightarrow (k' + a_i e_i) \rightarrow \cdots \rightarrow (k' + a_i e_i + \cdots + a_i |I| e_i),
$$

where $(i_1, i_2, \ldots, i_{|I|})$ is a fixed ordering of the set of phases $I$. We call each short transition in the diagram a nominal transition.

For $k^1, k^2 \in \mathcal{K}$, we denote $F(k^1, k^2, t)$ as the cumulative number of nominal transitions from $k^1$ to $k^2$ during the time interval $[0, t]$, which is a random variable with a distribution depending on the single-server policy and initial distribution of configurations.

Note that for any $i \in I$ and $k \in \mathcal{K}$ s.t. $k_i \geq 1$, $F(k, k - e_i, t)$ counts the number of times that a type $i$ job departs when being in configuration $k$. As a result,

$$F(k, k - e_i, t) = \mathcal{N} \left( \int_0^t k_i \mu_{i\perp} \mathbb{1}_{\{K(s) = k\}} ds \right),$$

where $\mathcal{N}(t)$ denotes a unit rate Poisson process. If we take expectation, divide both sides by $t$, and let $t \to \infty$, we have

$$
\lim_{t \to \infty} \frac{1}{t} \mathbb{E}[F(k, k - e_i, t)] = k_i \mu_{i\perp} \cdot \lim_{t \to \infty} \frac{1}{t} \int_0^t \mathbb{P}(K(s) = k) ds = k_i \mu_{i\perp} \pi(k).
$$

(29)
Similarly, \( F(k, k - e_i + e_{i'}, t) \) counts the number of times a job in phase \( i \) transitions to phase \( i' \) when being in configuration \( k \) for any \( i, i' \in \mathcal{I}, k \in \mathcal{K} \) s.t. \( i' \neq i \) and \( k_i \geq 1 \), so
\[
\lim_{t \to \infty} \frac{1}{t} \mathbb{E}[F(k, k - e_i + e_{i'}, t)] = \kappa_i \mu_i \pi(k).
\] (30)

We define transition frequency as follows.

**Definition 3** (Transition Frequency). Transition frequency of type \( i \) jobs at state \( k \) is the long-run average number of nominal transitions from configuration \( k \) to \( k + e_i \) per unit time,
\[
u_i(k) \doteq \lim_{t \to \infty} \frac{1}{t} \mathbb{E}[F(k, k + e_i, t)].
\] (31)

The transition frequencies allow us to derive the following version of stationary equation.

**Lemma 7** (Stationary Equation). Under any policy, the stationary distribution \( \pi \) and the transition frequency \( \nu_i \) satisfy the following equation:
\[
\sum_i \nu_i(k - e_i) \mathbb{I}_{\{k_i \geq 1\}} + \sum_i (k_i + 1) \mu_i \pi(k + e_i) + \sum_{i,i' : i \neq i'} (k_i + 1) \mu_i \pi(k + e_i - e_{i'}) \mathbb{I}_{\{k_{i'} \geq 1\}}
\]
\[
= \sum_i \nu_i(k) + \left( \sum_i k_i \mu_i + \sum_{i,i' : i \neq i'} k_i \mu_i \mathbb{I}_{\{k_i \geq 1\}} \right) \pi(k)
\] (32)

for any state \( k \in \mathcal{K} \), and \( \sum_i, \sum_{i,i'} \) are shorthand for \( \sum_{i \in \mathcal{I}}, \sum_{i,i' \in \mathcal{I}} \).

**Proof.** For each configuration \( k \in \mathcal{K} \), if we look at difference between the number of nominal transitions into configuration \( k \) and that out of configuration \( k \) by time \( t \), we have the following equation,
\[
\mathbb{I}_{\{X(t) = k\}} - \mathbb{I}_{\{X(0) = k\}}
\]
\[
= \sum_i \mathbb{I}(F(k, k - e_i, t) \mathbb{I}_{\{k_i \geq 1\}}) + \sum_i \mathbb{I}(F(k, k + e_i, t)) + \sum_{i,i' : i \neq i'} \mathbb{I}(F(k, k + e_i, t) \mathbb{I}_{\{k_{i'} \geq 1\}})
\]
\[
- \sum_i \mathbb{I}(F(k, k - e_i, t)) - \sum_i \mathbb{I}(F(k, k + e_i, t) \mathbb{I}_{\{k_i \geq 1\}}) - \sum_{i,i' : i \neq i'} \mathbb{I}(F(k, k + e_i, t) \mathbb{I}_{\{k_{i' \geq 1\}})}
\] (33)

By Definition 3 and (29)-(30), if we divide both sides of (33) by \( t \) and let \( t \to \infty \), we get the stationary equation in (32).

Since the stationary equation in (32) is linear in \( \nu_i(k) \) and \( \pi(k) \), we can write it in matrix form:
\[
A \pi + \sum_{i \in \mathcal{I}} B_i u_i = 0,
\] (34)
where \( \pi \) and \( u_i \) are column vectors representing \( \pi(\cdot) \), \( u_i(\cdot) \), and \( A, B_i \) are matrices that make (34) equivalent to (32). Therefore, the following three conditions are necessary for any tuple \( (\pi, (u_i)_{i \in \mathcal{I}}) \) to be a possible pair of stationary distribution and transition frequencies for a Markovian policy.
\[
A \pi + \sum_{i \in \mathcal{I}} B_i u_i = 0
\]
\[
\sum_k \pi(k) = 1
\]
\[
\pi, u_i \geq 0, \quad \forall i \in \mathcal{I}
\] (35)

Now we can convert the single-server control problem \( \mathcal{P}((\lambda_i)_{i \in \mathcal{I}}, \epsilon) \) in (3) to the linear program \( \mathcal{P}((\lambda_i)_{i \in \mathcal{I}}, \epsilon) \) defined in (10).
Note that (34) is the necessary condition for any policy, thus any feasible solution to (3) is also feasible to (10). Let \( \hat{N} \) be the optimal value of (3) and \( \Phi^* \) be the optimal value of (10). We have
\[
\hat{N} \geq \frac{r}{\Phi^*}.
\]

### 7.2 Policy Construction

In this subsection, we describe a procedure that allows us to construct a policy that achieves the lower bound given by the LP relaxation in (10). Specifically, given a feasible solution \((\pi, (u_i)_{i \in I})\) to (10), we define an LP-based policy that requests jobs as follows:

- **Case 1**: If the current configuration is \(k\) with \(\pi(k) \neq 0\), the policy runs a Poisson clock with rate \(\frac{u_i(k)}{\pi(k)}\) for each \(i \in I\), and requests a type \(i\) job when the corresponding clock ticks;
- **Case 2**: If after a departure or an internal transition, or after a new job is requested, the configuration is \(k\) with \(\pi(k) = 0\) and \(\sum_{i' \in I} u_{i'}(k) \neq 0\), the policy immediately requests a type \(i\) job with probability \(\frac{u_i(k)}{\sum_{i' \in I} u_{i'}(k)}\);
- **Case 3**: If after a departure or an internal transition, or after a new job is requested, the configuration is \(k\) with \(\pi(k) = 0\), \(\sum_{i' \in I} u_{i'}(k) = 0\), and \(\sum_{i \in I} k_i < \max\{\sum_{i \in I} k_i' : \pi(k') \neq 0\}\), the policy immediately requests a type \(i\) job with uniform probability.

We denote the LP-based policy based on the solution \((\pi, (u_i)_{i \in I})\) as \(\bar{\sigma}(\pi, (u_i)_{i \in I})\). When an LP-based policy is used as a subroutine of the JRRS policy described in Section 6.1, its proactive requests are always initiated by an action in Case 1, possibly followed by several actions in Case 2 and Case 3; its reactive requests are initiated by a departure or internal transition and followed by actions in Case 2 or Case 3. Note that although it seems that each case above only requests one job at a time, because Case 2 and Case 3 requires “immediate” actions, multiple jobs could be requested in an instant and are regarded as one proactive or reactive request.

The following lemma characterizes the steady-state behavior of a single-server system under an LP-based policy.

**Lemma 8** (Properties of LP-based Policies). Consider a single-server system under the LP-based policy \(\bar{\sigma}(\pi, (u_i)_{i \in I})\), where \((\pi, (u_i)_{i \in I})\) is a feasible solution to (10). We have that \(\pi\) is a stationary distribution under policy \(\bar{\sigma}\), and \((u_i)_{i \in I}\) are the transition frequencies corresponding to \(\bar{\sigma}\).

The proof of Lemma 8 is based on (33), following the same argument as the proof of Lemma 7, as well as an induction argument. We defer the full proof to Appendix B.1 due to the space limit.

Theorem 4 then follows immediately from Lemma 8. The proof is provided in Appendix B.2.
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We construct the Lyapunov function $g$ as follows:

$$g((k^t)_t = 1,2,...,\xi^{1:L}(t), \eta^{1:L}(t)) = \sum_{i \in I} \sum_{t=1}^{\infty} t_i k_i^t + \sum_{i \in I} \sum_{t=1}^{\infty} t_i \xi_i^t.$$  

Using the relation (38), it can be verified that the drift of $g$ satisfies

$$\tilde{G}g((k^t)_t = 1,2,...,\xi^{1:L}(t), \eta^{1:L}(t)) \leq \sum_{i \in I} \left( \lambda_i t_i r - \sum_{t=1}^{\infty} k_i^t \right)$$  

where $g$ is a non-negative function of the states, $S$ is a finite set, $b$ is a finite number, and $\tilde{G}$ is the infinitesimal generator of the continuous time Markov chain. Let $t_i$ be the expected time in system of type $i$ jobs for each $i \in I$. According to the job model, we have the relation

$$\left( \mu_{i} + \sum_{i' \in I : i' \neq i} \mu_{i'} \right) t_i = \sum_{i' \in I : i' \neq i} \mu_{i'} t_{i'} \quad \forall i \in I.$$  

We will show that under the JRRS policy the Markov chain $(K^t(t))_{t=1,2,...}$ is irreducible and positive recurrent, we can conclude that the Markov chain under study has a unique stationary distribution.

Proof. We will show that under the JRRS policy the Markov chain $(K^t(t))_{t=1,2,...}$ is irreducible and positive recurrent, we can conclude that the Markov chain under study has a unique stationary distribution.

First, we show that the Markov chain $(K^t(t))_{t=1,2,...}$ is irreducible. Specifically, observe that the Markov chain starting from any state $(k^t)_{t=1,2,...}, \xi^{1:L}(t), \eta^{1:L}(t)$ can reach the state $(k_0^{1:L}, (0)_{t=L+1,...}, 0^{1:L}, 0^{1:L})$, after experiencing a sequence of departures and arrivals that clears up all the tokens, virtual jobs and jobs on backup servers. Further, letting $\bar{k}$ be the configuration reachable by all other configuration in the single-server system under the policy $\bar{\sigma}$, we argue that starting from any states of the form $(k_0^{1:L}, (0)_{t=L+1,...}, 0^{1:L}, 0^{1:L})$, the Markov chain can reach the state $(\bar{k}^{1:L}, (0)_{t=L+1,...}, 0^{1:L}, 0^{1:L})$. Because for any $t \leq L$, there is a transition path from $k^t$ to $\bar{k}$, consider the sequence of events where each $K^t(t)$ transitions independently following the path, and the jobs arrive right after $K^t(t)$ making a request, so that the tokens are checked out before $K^t(t)$ has a further transition. In this way, each $K^t(t)$ with $t \leq L$ can eventually reach $\bar{k}$ from $k^t$. This proves the $k^0$-irreducibility of $(k^t(t))_{t=1,2,...}, \xi^{1:L}(t), \eta^{1:L}(t))$.

Next, we show that $(K^t(t))_{t=1,2,...}, \xi^{1:L}(t), \eta^{1:L}(t))$ satisfies Foster-Lyapunov criterion, i.e.

$$\tilde{G}g \leq -1 + b 1_{\{S\}},$$  

(37)
\[ + \sum_{i \in I} \left( \sum_{t=1}^{L_i} \sum_{(k',a) \in E(k')} \gamma_{k',(k',a)} a_i t_i - \sum_{t=1}^{\infty} \zeta_t \right) \] (41)

\[ \leq \sum_{i \in I} \left( \lambda_i t_i r + L \cdot \max_{k \in \mathcal{K}} \sum_{(k',a) \in E(k)} \gamma_{k,(k',a)} a_i t_i \right) \] (42)

\[ - \left( \sum_{t=1}^{\infty} \sum_{i \in I} k_t + \sum_{t=1}^{\infty} \sum_{i \in I} \zeta_t \right), \] (43)

where the first inequality uses the fact that the virtual jobs are generated at a rate no faster than the total rate of job requests. Then the Foster-Lyapunov criterion in (37) is satisfied with \( b \) and \( S \) given by

\[ b = \sum_{i \in I} \left( \lambda_i t_i r + L \cdot \max_{k \in \mathcal{K}} \sum_{(k',a) \in E(k)} \gamma_{k,(k',a)} a_i t_i \right), \]

\[ S = \left\{ ((K^\ell)_{\ell=1,2,\ldots}, \zeta_{1:1}, \eta_{1:1}): g((K^\ell)_{\ell=1,2,\ldots}, \zeta_{1:1}, \eta_{1:1}) \leq b + 1 \right\}. \]

By Foster-Lyapunov theorem, \( ((K^\ell(t))_{\ell=1,2,\ldots}, \zeta_{1:1}(t), \eta_{1:1}(t)) \) is positive recurrent. \qed

### A.2 Proof of Lemma 2

The proof of Lemma 2 follows the framework of Stein’s method (see, for example, [6–8]). To bound the distance between \( \overline{K}^{1:L} \) and \( \overline{R}^{1:L} \), observe that because \( f \in \operatorname{Lip}(1) \) and \( \sum_{\ell=1}^{L_i} \eta_{\ell}^\ell = O \left( r^{0.5} \right) \), it suffices to bound the Wasserstein distance between \( \overline{K}^{1:L} \) and \( \overline{R}^{1:L} + \eta^{1:L} \), i.e.,

\[ \sup_{f \in \operatorname{Lip}(1)} \left\{ \mathbb{E} \left[ f(\overline{K}^{1:L}) \right] - \mathbb{E} \left[ f(\overline{R}^{1:L} + \eta^{1:L}) \right] \right\} = O \left( r^{0.5} \right), \] (44)

where \( f(\overline{K}^{1:L} + \eta^{1:L}) \) is a valid expression because \( \overline{R}^{1:L} + \eta^{1:L} \in \mathcal{K} \) as discussed in (6.1). Stein’s method usually consists of three steps: generator comparison, Stein factor bounds, and moment bounds. In our case, due to the finiteness of the state space \( \mathcal{K} \), we only need to do the generator comparison and the Stein factor bounds. The generator comparison step justifies the intuition that most normal servers behave like single-server systems under the policy \( \overline{\sigma} \), and the Stein’s factor bounds corresponds to the intuition that the small fraction of servers whose dynamics deviate from single-server systems do not contribute much to the overall distance \( \mathbb{E} \left[ f(\overline{K}^{1:L}) \right] - \mathbb{E} \left[ f(\overline{R}^{1:L} + \eta^{1:L}) \right] \).

**System Dynamics and Generator.** To prepare for the proof, we first look into the dynamics of the two systems under study. In particular, we write out the *generators* of \( \overline{K}^{1:L}(t) \) and \( (\overline{K}^{1:L}(t), \eta^{1:L}(t)) \), which are used in the Stein’s method arguments.

We first examine the dynamics of the single-server system under Markovian policy \( \overline{\sigma} \). When the system has configuration \( \overline{k} \), the next transition should be either a departure or an internal transition potentially followed by a few new jobs being added to the service immediately, or a few jobs being added into service after an independent Poisson clock ticks. Both types of transitions can be represented by the following diagram:

\[ \overline{k} \rightarrow \overline{k}' \rightarrow \overline{k}' + \overline{a}, \]

which indicates that the system jumps from \( \overline{k} \) to \( \overline{k}' + \overline{a} \) for some \( \overline{k}' \in \mathcal{K} \) and \( \overline{a} = (a_i)_{i \in I} \) after an exponentially distributed amount of time, and \( \overline{a} \) jobs are requested during the jump. We denote the rate of the transition as \( \gamma_{\overline{k},(\overline{k}',\overline{a})} \), and the set of possible \( (\overline{k}',\overline{a}) \) pairs as \( E(\overline{k}) \).
We define the total transition rate at configuration $k$ as $\lambda_k = \sum_{(k',a) \in E(k)} \gamma_{k,k'}$, and define the maximal transition rate $\gamma_{\max} = \max_{k \in \mathcal{K}} \lambda_k$. Since $\mathcal{K}$ is a finite set, we must have $\gamma_{\max} < \infty$. Also observe that the request rate of type $i$ jobs is given by

$$\lambda_i = \sum_{k \in \mathcal{K}} \sum_{(k',a) \in E(k)} \gamma_{k,k'} a_i \cdot \pi(k),$$

where $\pi$ denotes the stationary distribution of single-server configuration under policy $\sigma$.

Next we focus on the dynamics of $L$ i.i.d. copies of single-server systems. Consider the generator $\overline{G}$ of the corresponding Markov chain $\{\overline{\mathcal{K}}(t)\}$, which is a linear operator on functions $g: \mathcal{K} \rightarrow \mathbb{R}$ defined as

$$\overline{G}g(k^{1:L}) \triangleq \frac{d}{dt} \mathbb{E} \left[ g\left(\overline{\mathcal{K}}^{1:L}(t)\right) \big| \overline{\mathcal{K}}^{1:L}(0) = k^{1:L} \right]_{t=0},$$

and we call the resulting function $\overline{G}g(\cdot)$ the drift of $g(\cdot)$. Based on the transition rates defined above, we have

$$\overline{G}g(k^{1:L}) = \sum_{\ell=1}^{L} \sum_{(k',a) \in E(k^\ell)} \gamma_{k^\ell,(k',a)} \left( g(\cdot, k^\ell + a, \cdot) - g(\cdot, k^\ell, \cdot) \right),$$

where $g(\cdot, k^\ell + a, \cdot) - g(\cdot, k^\ell, \cdot)$ is a shorthand for $g(k^1, \ldots, k^{\ell-1}, k^\ell + a, k^{\ell+1}, \ldots, k^L) - g(k^{1:L})$, i.e., we use $\cdot$ to omit the entries that agree with $k^{1:L}$.

Similarly, for the infinite-server system, consider the generator $\hat{G}$ of $\{\hat{\mathcal{K}}(t), \eta(t)\}$ defined as

$$\hat{G}g(k^{1:L}, \eta^{1:L}) \triangleq \frac{d}{dt} \mathbb{E} \left[ g\left(\hat{\mathcal{K}}^{1:L}(t), \eta^{1:L}(t)\right) \big| \hat{\mathcal{K}}^{1:L}(0) = k^{1:L}, \eta^{1:L}(0) = \eta^{1:L} \right]_{t=0},$$

for any function $g: (\mathcal{K} \times \mathcal{K})^{1:L} \rightarrow \mathbb{R}$. Observe that for each $\ell$, the transition of $(\hat{\mathcal{K}}^\ell(t), \eta^\ell(t))$ from $(k, \eta)$ to $(k^\ell, \eta + a \mathbb{1}_{\{\eta = 0\}})$ occurs at the rate $\gamma_{k^\ell,(k',a)}$ for each $(k',a) \in E(k)$, and any arrivals or virtual arrivals do not change the sum $\hat{\mathcal{K}}^\ell(t) + \eta^\ell(t)$. Therefore, if $\hat{G}$ is applied to a function $g(\cdot)$ that only depends on $k^{1:L} + \eta^{1:L}$, it has the form

$$\hat{G}g(k^{1:L}, \eta^{1:L}) = \sum_{\ell=1}^{L} \sum_{(k',a) \in E(k^\ell)} \gamma_{k^\ell,(k',a)} \left( g(\cdot, k^\ell + a, \cdot) - g(\cdot, k^\ell, \cdot) \right) \mathbb{1}_{\{\eta^\ell = 0\}}$$

$$+ \sum_{\ell=1}^{L} \sum_{(k',a) \in E(k^\ell)} \gamma_{k^\ell,(k',a)} \left( g(\cdot, k^\ell + \eta^\ell, \cdot) - g(\cdot, k^\ell, \cdot) \right) \mathbb{1}_{\{\eta^\ell \neq 0\}}.$$ (49)

Here we abuse the notation of $g$ to denote the function only depending on $k^{1:L} + \eta^{1:L}$. In this context $g(\cdot, k^\ell + \eta^\ell, \cdot) - g(\cdot, k^\ell, \cdot)$ is a shorthand for $g(k^1 + \eta^1, \ldots, k^{\ell-1} + \eta^{\ell-1}, k^\ell + \eta^\ell, k^{\ell+1} + \eta^{\ell+1}, \ldots, k^L + \eta^L) - g(k^{1:L} + \eta^{1:L})$, i.e., we use $\cdot$ to omit the entries that agree with $k^{1:L} + \eta^{1:L}$.

Now we are ready to present the proof.

**Proof of Lemma 2.** **Step 1: Generator Comparison.** For any $f \in \text{Lip}(1)$, consider the Poisson equation (see, for example, [6]) that solves for $g_f: \mathcal{K} \rightarrow \mathbb{R}$:

$$\mathbb{E} \left[ f(\hat{\mathcal{K}}^{1:L}) \right] - f(k^{1:L}) = \overline{G}g_f(k^{1:L}),$$

(50)

We let $k^{1:L} = \hat{\mathcal{K}}^{1:L} + \eta^{1:L}$ in (50) and take the expectation. This results in

$$\mathbb{E} \left[ f(\hat{\mathcal{K}}^{1:L}) \right] - \mathbb{E} \left[ f(\hat{\mathcal{K}}^{1:L} + \eta^{1:L}) \right] = \mathbb{E} \left[ \overline{G}g_f(\hat{\mathcal{K}}^{1:L} + \eta^{1:L}) \right].$$

(51)
On the other hand, because \((\hat{K}^{1:L}(t), \eta^{1:L}(t))\) is a finite-state Markov chain, we have
\[
E \left[ \hat{G} g_f (\hat{K}^{1:L} + \eta^{1:L}) \right] = 0. \tag{52}
\]
Subtracting (52) from (51), we get
\[
E \left[ f (\hat{K}^{1:L}) \right] - E \left[ f (\hat{K}^{1:L} + \eta^{1:L}) \right] = E \left[ (\hat{G} - \hat{G}) g_f (\hat{K}^{1:L} + \eta^{1:L}) \right]. \tag{53}
\]
We want to show that \(\hat{G} - \hat{G}\) are close so that we can bound the RHS of (53).

Now we plug in the formula of the generators in (47) and (49) to the RHS of (53) and get
\[
\left| (\hat{G} - \hat{G}) g_f (\hat{K}^{1:L} + \eta^{1:L}) \right| = \left| \sum_{\ell=1}^{L} \sum_{(k',a) \in E(\hat{K}^{\ell} + \eta^{\ell})} \gamma_{\hat{K}^{\ell}+\eta^{\ell},(k',a)} \left( g_f (\cdot, k' + a, \cdot) - g_f (\cdot, \hat{K}^{\ell} + \eta^{\ell}, \cdot) \right) \cdot 1_{\eta^{\ell} \neq 0} - \sum_{\ell=1}^{L} \sum_{(k',a) \in E(\hat{K}^{\ell})} \gamma_{\hat{K}^{\ell},(k',a)} \left( g_f (\cdot, k' + \eta^{\ell}, \cdot) - g_f (\cdot, \hat{K}^{\ell} + \eta^{\ell}, \cdot) \right) \cdot 1_{\eta^{\ell} \neq 0} \right| \tag{54}
\]
\[
\leq \sum_{\ell=1}^{L} \gamma_{\hat{K}^{\ell}+\eta^{\ell}} \cdot \sup_{(k',a) \in E(\hat{K}^{\ell} + \eta^{\ell})} \left| g_f (\cdot, k' + a, \cdot) - g_f (\cdot, \hat{K}^{\ell} + \eta^{\ell}, \cdot) \right| \cdot 1_{\eta^{\ell} \neq 0} + \sum_{\ell=1}^{L} \gamma_{\hat{K}^{\ell}} \cdot \sup_{(k',a) \in E(\hat{K}^{\ell})} \left| g_f (\cdot, k' + \eta^{\ell}, \cdot) - g_f (\cdot, \hat{K}^{\ell} + \eta^{\ell}, \cdot) \right| \cdot 1_{\eta^{\ell} \neq 0} \tag{55}
\]
\[
\leq 2\gamma_{\max} \cdot \sum_{\ell=1}^{L} \sup_{k',a \in K} \left| g_f (\cdot, k', \cdot) - g_f (\cdot, \hat{K}^{\ell} + \eta^{\ell}, \cdot) \right| \cdot 1_{\eta^{\ell} \neq 0} + \sum_{\ell=1}^{L} \sum_{\ell \in I} 1_{\eta^{\ell} \neq 0}. \tag{56}
\]
where in \(g_f (\cdot, k', \cdot) - g_f (\cdot, k, \cdot)\) we have omit the entries that agree with \(k^{1:L}\). The equality is true because each of the \(\ell\)-th terms in \(\overline{G}\) and \(\hat{G}\) is equal if \(\eta^{\ell} = 0\) for all \(i\). For the first and second inequalities, recall that \(\gamma_k\) is the total transition rate given by \(\gamma_k = \sum_{(k',a) \in E(k)} \gamma_k(k',a).\) and \(\gamma_{\max} = \max_{k \in K} \gamma_k\). Observe that
\[
\sum_{\ell=1}^{L} 1_{\eta^{\ell} \neq 0} \leq \sum_{\ell=1}^{L} \sum_{i \in I} \eta^{\ell}_i \leq |I| \cdot \eta_{\max} = O (r^{0.5}).
\]
therefore (57) can be further bounded by
\[
\left| (\overline{G} - \hat{G}) g_f (\hat{K}^{1:L} + \eta^{1:L}) \right| \leq 2\gamma_{\max} \cdot \sup_{k,k' \in K} \left| g_f (\cdot, k', \cdot) - g_f (\cdot, k, \cdot) \right| \cdot \sum_{\ell=1}^{L} \sum_{i \in I} \eta^{\ell}_i \leq 2\gamma_{\max} \cdot \sup_{k,k' \in K} \left| g_f (\cdot, k', \cdot) - g_f (\cdot, k, \cdot) \right| \cdot O (r^{0.5}). \tag{58}
\]
To prove (44), it remains to show that
\[
\sup_{k,k' \in K} \left| g_f (\cdot, k', \cdot) - g_f (\cdot, k, \cdot) \right| = O (1). \tag{58}
\]
**Step 2: Stein Factor Bound.** To prove (58), observe that the following \( g_f(\cdot) \) is a solution to the Poisson equation (50). (see, for example, [6])

\[
g_f(k^{1:L}) = \mathbb{E} \left[ \int_0^\infty \left( f(\overline{K}^{1:L}(t)) - \mathbb{E} \left[ f(\overline{K}^{1:L}(t)) \right] \right) dt \right| \overline{K}^{1:L}(0) = k^{1:L} \right]. \tag{59}
\]

This allows us to bound the difference of \( g_f \) using coupling. Specifically, we define the coupling of two systems, each consisting of \( L \) i.i.d. copies of the single-server system under \( \overline{\sigma} \). The two systems are initialized with configurations \( (\cdot, k', \cdot) \) and \( (\cdot, k, \cdot) \) that only differ at the \( \ell \)-th server, where we omit the entries that agree with \( k^{1:L} \). Let \( (\overline{K}^{1:L,1}(t), \overline{K}^{1:L,2}(t)) \) be the joint configuration of the two systems, which is actually \( 2L \) i.i.d. copies of the single-server system. As a result, we can specify the couplings \( (\overline{K}^{1:L,1}(t), \overline{K}^{1:L,2}(t)) \) for different \( t' \) separately. For \( t' \neq t \), the corresponding server in the two systems have the same initial configurations, so we can always keep their configurations identical. For the \( \ell \)-th servers, we let them evolve independently following their own dynamics until a stopping time \( \tau_{mix} \), when their configurations meet. After that, we can use coupling to keep their configurations identical. Under this coupling, it is not hard to see that

\[
|g_f(\cdot, k', \cdot) - g_f(\cdot, k, \cdot)| = \mathbb{E} \left[ \int_0^\infty \left( f(\overline{K}^{1:L,1}(t)) - f(\overline{K}^{1:L,2}(t)) \right) dt \right] \\
\leq \mathbb{E} \left[ \int_0^\infty \| f(\overline{K}^{1:L,1}(t)) - f(\overline{K}^{1:L,2}(t)) \| dt \right] \\
\leq \mathbb{E} \left[ \int_0^\infty \| \overline{K}^{1:L,1}(t) - \overline{K}^{1:L,2}(t) \| dt \right] \\
= \mathbb{E} \left[ \int_0^\infty \sum_{\ell=1}^L \| \overline{K}^{1:L,1}(t) - \overline{K}^{1:L,2}(t) \| dt \right] \\
= \mathbb{E} \left[ \int_0^{\tau_{mix}} \| \overline{K}^{1:L,1}(t) - \overline{K}^{1:L,2}(t) \| dt \right]. \tag{60}
\]

For each pair of \( k, k' \), observe that because \( \overline{\sigma} \) is a \( k^0 \)-irreducible policy, \( \mathbb{E}[\tau_{mix}] \) is finite; and because \( \mathcal{K} \) is a finite set, \( \| \overline{K}^{1:L,1}(t) - \overline{K}^{1:L,2}(t) \| \) is uniformly bounded. All these finite quantities depend on a single-server system under a policy \( \overline{\sigma} \) that is independent of \( r \). As a result, the last expression in (60) is of constant order. Moreover, because there are finite pairs of \( (k, k') \), the supremum \( \sup_{k, k'} \mathbb{E} \left[ \int_0^{\tau_{max}} \| \overline{K}^{1:L,1}(t) - \overline{K}^{1:L,2}(t) \| dt \right] \) is also of constant order, independent of \( r \). This proves the Stein factor bound in (58). Together with the generator comparison, we have proved

\[
\sup_{f \in \text{Lip}(1)} \mathbb{E} \left[ f(\overline{K}^{1:L}) \right] - \mathbb{E} \left[ f(\overline{K}^{1:L} + \eta^{1:L}) \right] = O \left( r^{0.5} \right). \tag{44}
\]

The goal of the lemma is a straightforward consequence of (44), as shown below. Because \( \sum_{t=1}^L \sum_{i \in \mathcal{I}} \eta_i^t \leq |\mathcal{I}| \eta_{max} = O(r^{0.5}) \), for any \( f \in \text{Lip}(1) \), we have

\[
\mathbb{E} \left[ f(\overline{K}^{1:L}) \right] - \mathbb{E} \left[ f(\overline{K}^{1:L} + \eta^{1:L}) \right] \leq \mathbb{E} \left[ \sum_{t=1}^L \sum_{i \in \mathcal{I}} \eta_i^t \right] = O \left( r^{0.5} \right). \tag{61}
\]

Therefore,

\[
\sup_{f \in \text{Lip}(1)} \mathbb{E} \left[ f(\overline{K}^{1:L}) \right] - \mathbb{E} \left[ f(\overline{K}^{1:L}) \right] = O \left( r^{0.5} \right). \tag{62}
\]

This finishes the proof.
A.3 Proof of Lemma 3 and Lemma 4

In this subsection, we prove Lemma 3 and Lemma 4 together. We begin by introducing some notations. We use $U^f \doteq (\tilde{K}^f, \eta^f)$ to represent the state of the $f$-th server, and use $U^{1:L}$ to represent the joint state of the first $L$ servers. We also use the lower case $u^f, u^{1:L}$ to represent the realizations of the corresponding random variables. We denote the total number of type $i$ virtual jobs as $V_i \doteq \sum_{f=1}^{L} \zeta^f_i$ for $i \in I$, and its realization as $v_i$. We denote the total number of type $i$ jobs on backup servers as $Y_i$ for $i \in I$, and its realizations as $y_i$. We also denote the total number of type $i$ tokens throughout the system as $Z_i \doteq \sum_{f=1}^{L} \eta^f_i$, and its realization as $z_i$. Our goal can be rewritten as proving $\mathbb{E}[V_i] = O (\rho^{0.5})$ and $\mathbb{E}[Y_i] = O (r^{0.5})$ for each $i \in I$.

We first give an overview of the proof. Observe that in our model, the expected time that a jobs stay in the system is fixed. As a result, bounding the number of virtual jobs or jobs on backup servers in the system is equivalent to bounding the rate that they are generated, according to Little’s Law. By our construction of the policy, the rate of generating those jobs are closely related to the dynamics of the total number of type $i$ tokens $Z_i(t)$.

To describe the dynamics of $Z_i(t)$, we first introduce two functions $dv_i$ and $dy_i$:

$$
dv_i(a_i, z_i) \doteq (z_i + a_i - \eta_{\text{max}})^+,
$$

$$
dy_i(z_i) \doteq (1 - z_i)^+.
$$

The function $dv_i$ represents the increment in the number of type $i$ virtual jobs due to the event that the total number of type $i$ tokens on the first $L$ servers exceeds the token limit $\eta_{\text{max}}$. The function $dy_i$ corresponds to the increment in the total number of type $i$ jobs on backup servers due to the event that a type $i$ job arrives to the system without seeing a type $i$ token. For a function $g$: $(\mathcal{K} \times \mathcal{K})^L \to \mathbb{R}$ that only depends on the number of type $i$ tokens $z_i$, its drift can be written as

$$
\tilde{G}g(u^{1:L}) = \sum_{f=1}^{L} \sum_{(k', a) \in E(k^f)} Y_{k^f,(k', a)} (g(z_i + a_i - \tilde{d}v_i(a_i, z_i)) - g(z_i)) \mathbbm{1}_{(\eta' = 0)} + \lambda_i r (g(z_i - 1 + \tilde{d}y_i(z_i)) - g(z_i)).
$$

We abuse the notation of $g$ here. For ease of exposition, we will simply write $dv_i$ and $dy_i$ to represent $dv_i(a_i, z_i)$ and $dy_i(z_i)$.

By construction, the total number of type $i$ tokens $\{Z_i(t)\}$ is a stochastic process constrained within $[0, \eta_{\text{max}}]$. Note that $Z_i(t)$ increases when some servers request new tokens, and decreases when a real or virtual arrival checks out the token or when some servers have the excessive tokens removed. When $Z_i(t)$ is away from the boundaries, the average rate that it increases is approximately equal to $\lambda_i r$, and the average rate that $Z_i(t)$ decreases is given by

$$
\mathbb{E} \left[ \sum_{f=1}^{L} \sum_{(k', a) \in E(\tilde{K}^f)} Y_{\tilde{K}^f,(k', a)} a_i \mathbbm{1}_{(\eta' = 0)} \right] \approx \mathbb{E} \left[ \sum_{f=1}^{L} \sum_{(k', a) \in E(\tilde{K}^f)} Y_{\tilde{K}^f,(k', a)} a_i \right] = L \cdot \tilde{\lambda}_i \approx \lambda_i r,
$$

where we have used the approximations that $\tilde{K}^f \doteq \tilde{K}^f, \mathbbm{1}_{(\eta' = 0)} \approx 1$ and $L = \lceil N \rceil \approx N$.

As $\{Z_i(t)\}$ randomly moves up and down with approximately the same rate and reflects on the boundaries of 0 and $\eta_{\text{max}}$, it behaves as a reflected simple symmetric random walk. Intuitively speaking, the steady-state distribution of $Z_i$ is approximately an uniform distribution over $[0, \eta_{\text{max}}]$. Recall that $dv_i$ and $dy_i$ can only be non-zero when $Z_i(t)$ is near the boundaries. Since the length of the interval $\eta_{\text{max}} = \Theta (\rho^{0.5})$, we can expect that $dv_i$ and $dy_i$ diminish as $r \to \infty$.

In the proof, we first establish the relationship between $\mathbb{E}[V_i], \mathbb{E}[Y_i]$ and $dv_i, dy_i$ using Little’s Law. Then we derive bounds on $dv_i$ and $dy_i$ by analyzing the drift of several test functions of $Z_i$. This
We establish the relationships of \( Z_i \) with the tokens being generated and eliminated at similar rates. Finally, we invoke Lemma 2 to show that the tokens are indeed generated and eliminated at similar speeds, which leads to bounds on \( dv_i \) and \( dy_i \).

Finally, we make some additional remarks on the notations. First, \( dv_i \) and \( dy_i \) depend on total number of type \( i \) tokens \( z_i \) and the number of newly requested jobs \( a_i \), although we omit the dependency expression for ease of exposition. Second, we abuse the notation \( dv_i \) and \( dy_i \) to denote the corresponding random variables. We also write \( \sum_{(k',a')} \) as a shorthand for \( \sum_{(k',a') \in E(k')} \) when the context is clear.

**Proof of Lemma 3 and Lemma 4. Bounding Virtual Jobs and Jobs on Backup Servers using Little’s Law.** We first apply Little’s Law to \( V_i \) and \( Y_i \). Because the expected time that a job stays in the system is no more than \( \frac{1}{\mu_{\text{min}}} \) with \( \mu_{\text{min}} \equiv \min_i \mu_i \), we have

\[
\mathbb{E}[V_i] \leq \frac{1}{\mu_{\text{min}}} \mathbb{E} \left[ \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} dv_i 1_{\{\eta' = 0\}} \right],
\]

\[
\mathbb{E}[Y_i] \leq \frac{1}{\mu_{\text{min}}} \mathbb{E} [\lambda_i r \cdot dy_i].
\]

**Drift Analysis.** The above two equations (64) and (65) suggest that we can derive upper bounds on \( \mathbb{E}[V_i] \) and \( \mathbb{E}[Y_i] \) by analyzing the following two terms:

- \( \mathbb{E} \left[ \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} dv_i 1_{\{\eta' = 0\}} \right] \), interpreted as the average rate that \( Z_i(t) \) reflects on the boundary at \( \eta_{\text{max}} \);
- \( \mathbb{E} [\lambda_i r \cdot dy_i] \), interpreted as the average rate that \( Z_i(t) \) reflects on the boundary at 0.

We establish the relationships of \( dv_i \), \( dy_i \) and \( Z_i \) by analyzing the drift of two test functions \( g \).

Letting \( g(z_i) = z_i \) and taking steady-state expectation over its drift, by (63) and the fact that the drift is zero in steady state, we get

\[
\mathbb{E} \left[ \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} (a_i - dv_i) 1_{\{\eta' = 0\}} + \lambda_i r (-1 + dy_i) \right] = 0.
\]

Similarly, letting \( g(z_i) = z_i^2 \) and taking steady-state expectation over its drift, one can verify that

\[
\mathbb{E} \left[ \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} dv_i 1_{\{\eta' = 0\}} \right] = \frac{1}{\eta_{\text{max}}} \mathbb{E} \left[ \left( \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} a_i 1_{\{\eta' = 0\}} - \lambda_i r \right) \cdot Z_i \right] + \frac{1}{2\eta_{\text{max}}} \mathbb{E} \left[ \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} (a_i^2 - (dv_i)^2) 1_{\{\eta' = 0\}} + \lambda_i r \cdot (1 - (dy_i)^2) \right].
\]

Readers may refer to the complete calculation at the end of this subsection.

**Estimating the Terms Obtained from Drift Analysis.** We will first focus on bounding \( \mathbb{E} \left[ \sum_{\ell=1}^L \sum_{(k,a')} Y_{K',(k',a')} dv_i 1_{\{\eta' = 0\}} \right] \) analyzing the two terms in (68) and (69) separately. Then we invoke (6) to bound \( \mathbb{E} [\lambda_i r \cdot dy_i] \).
The term in (69) is easy to deal with. Observe that the number of jobs requested each time should be no more than the maximal number of jobs that a server can hold, i.e. \( a_i \leq K_{\text{max}} \), so

\[
(69) \leq \frac{1}{2r_{\text{max}}} \cdot \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} K_{\text{max}}^2 + \lambda_i r \right]
\]

\[
\leq \frac{1}{2r_{\text{max}}} \cdot \mathbb{E} \left[ \sum_{\ell=1}^{L} Y_{\text{max}} K_{\text{max}}^2 + \lambda_i r \right]
\]

\[
= O \left( r^{0.5} \right),
\]

where in the second inequality we have used the fact that the total rate is uniformly bounded by \( y_{\text{max}} \), and the last step uses the facts that \( L = O \left( r \right) \) and \( r_{\text{max}} = \Theta \left( r^{0.5} \right) \).

To bound the term in (68), first observe that \( Z_i \leq \eta_{\text{max}} \), which implies that

\[
(68) \leq \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i I_{\{\eta'=0\}} - \lambda_i r \right].
\]

The term on the RHS of the above equation is the expected absolute difference between the rates of generating and eliminating type \( i \) tokens, which is can be shown to be small relative to \( r \). Specifically, we claim that

\[
\mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i I_{\{\eta'=0\}} - \lambda_i r \right] = O \left( r^{0.5} \right).
\]

To show (71), first notice that we can remove the indicator \( 1_{\{\eta'=0\}} \) without introducing much error:

\[
\mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i I_{\{\eta'=0\}} - \lambda_i r \right] \leq \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i - \lambda_i r \right] + \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i I_{\{\eta'\neq0\}} \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i - \lambda_i r \right] + \sum_{\ell=1}^{L} Y_{\text{max}} K_{\text{max}} I_{\{|I| \leq \eta_{\text{max}}\}}
\]

where the first inequality is due to triangular inequality, the second inequality is due to the definition of \( y_{\text{max}} \), and the last inequality is due to the fact that \( \sum_{\ell=1}^{L} I_{\{\eta'\neq0\}} \leq |I| \eta_{\text{max}} \). It remains to bound the term \( \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i - \lambda_i r \right] \), which can be seen as showing that the rate of generating type \( i \) tokens concentrates around the type \( i \) jobs’ arrival rate \( \lambda_i r \). It is natural to think of using some Law of Large Numbers. Unfortunately, \( \sum_{\ell=1}^{L} \sum_{(k,a')} Y_{\tilde{K}^\ell,(k',a')} a_i \) is not a sum of i.i.d. random variables due to dependencies among \( \tilde{K}^\ell \) for different \( \ell \)’s. As a result, we want to invoke the Wasserstein distance bound in Lemma 2 to replace \( \tilde{K}^\ell \) in the above expression with \( K_{\text{\ell}} \). We define
the function \( f(k^{1:L}) \) as
\[
f(k^{1:L}) = \frac{1}{2\gamma_{\text{max}}K_{\text{max}}} \left| \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right| .
\]

We claim that \( f \in \text{Lip}(1) \). For any two \( k^{1:L,1}, k^{1:L,2} \),
\[
2\gamma_{\text{max}}K_{\text{max}} \cdot \left| f(k^{1:L,1}) - f(k^{1:L,2}) \right|
\leq \sum_{\ell=1}^{L} \left| \sum_{(k,a')} \gamma_{k^{\ell,1},(k',a')} a_i - \lambda_i r \right| - \sum_{\ell=1}^{L} \left| \sum_{(k,a')} \gamma_{k^{\ell,2},(k',a')} a_i - \lambda_i r \right|
\leq \sum_{\ell=1}^{L} \sum_{(k,a')} \left| \gamma_{k^{\ell,1},(k',a')} a_i - \lambda_i r \right| - \sum_{\ell=1}^{L} \sum_{(k,a')} \left| \gamma_{k^{\ell,2},(k',a')} a_i - \lambda_i r \right|
\leq \sum_{\ell=1}^{L} \sum_{(k,a')} \left| \gamma_{k^{\ell,1},(k',a')} - \gamma_{k^{\ell,2},(k',a')} \right| a_i \mathbb{1}_{\{k^{\ell,1} \neq k^{\ell,2}\}}
\leq \sum_{\ell=1}^{L} \left| k^{\ell,1} - k^{\ell,2} \right|
= 2\gamma_{\text{max}}K_{\text{max}} \cdot \left| k^{1:L,1} - k^{1:L,2} \right|,
\]
where the first inequality is due to triangular inequality; the second inequality uses the fact that \( a_i \leq K_{\text{max}} \) and \( \mathbb{1}_{\{k^{\ell,1} \neq k^{\ell,2}\}} \leq \left| k^{\ell,1} - k^{\ell,2} \right|; \) the third inequality uses triangular inequality, the fact that the total rate at a configuration \( k \) is bounded by \( \gamma_{\text{max}} \) and the property of the \( L^1 \) norm \( \| \cdot \| \). Therefore, \( f \in \text{Lip}(1) \). The Lipschitz continuity of \( f \) allows us to invoke Lemma 2 and get
\[
\mathbb{E} \left[ \left| \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right| - \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right] \right] \leq 2\gamma_{\text{max}}K_{\text{max}} \cdot O \left( r^{0.5} \right).
\]

Therefore,
\[
\mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right] \leq \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right] + O \left( r^{0.5} \right).
\]

Observe that under a Markovian policy, the request rate of type \( i \) jobs \( \tilde{\lambda}_i = \mathbb{E}[\sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i] \), so we have
\[
\mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right] = \tilde{\lambda}_i \cdot \lceil N \rceil - \lambda_i r = O \left( 1 \right).
\]

Moreover, because \( \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i \) are i.i.d. for \( \ell = 1, \ldots, L \), we have
\[
\mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right] \leq \mathbb{E} \left[ \left( \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k^{\ell},(k',a')} a_i - \lambda_i r \right)^2 \right] + O \left( 1 \right).
\]
which proves (71). This implies that the term in (68) is also in $O\left(r^{0.5}\right)$. Combining the bounds on the terms in (68) and (69), we get

$$
\mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} a_i \mathbb{I}_{\{\eta' = 0\}} - \lambda_i r \right] \leq \mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} a_i - \lambda_i r \right] + O\left(r^{0.5}\right)
$$

$$
\leq \mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} a_i - \lambda_i r \right] + O\left(r^{0.5}\right)
$$

$$
\leq O\left(r^{0.5}\right),
$$

which proves (71). This implies that the term in (68) is also in $O\left(r^{0.5}\right)$. Combining the bounds on the terms in (68) and (69), we get

$$
\mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} \tilde{d}_{q_l} \mathbb{I}_{\{\eta' = 0\}} \right] = O\left(r^{0.5}\right).
$$

Finally, we bound $\mathbb{E} \left[ \lambda_i r \cdot d y_i \right]$. We rearrange the terms in (66) and get

$$
\mathbb{E} \left[ \lambda_i r \cdot d y_i \right] = \mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} (-a_i + d v_l) \mathbb{I}_{\{\eta' = 0\}} + \lambda_i r \right]
$$

$$
= \mathbb{E} \left[ - \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} a_i \mathbb{I}_{\{\eta' = 0\}} + \lambda_i r \right] + O\left(r^{0.5}\right).
$$

By (71), we have $\mathbb{E} \left[ - \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} a_i \mathbb{I}_{\{\eta' = 0\}} + \lambda_i r \right] = O\left(r^{0.5}\right)$. Therefore,

$$
\mathbb{E} \left[ \lambda_i r \cdot d y_i \right] = O\left(r^{0.5}\right).
$$

We invoke the equations (64) and (65) that we get at the beginning of the proof, and conclude that

$$
\mathbb{E}[V_i] \leq \frac{1}{\mu_{\text{min}}} \mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} \tilde{d}_{q_l} \mathbb{I}_{\{\eta' = 0\}} \right] = O\left(r^{0.5}\right).
$$

$$
\mathbb{E}[Y_i] \leq \frac{1}{\mu_{\text{min}}} \mathbb{E} \left[ \lambda_i r \cdot d y_i \right] = O\left(r^{0.5}\right).
$$

This finishes the proof. \qed

**Deriving the equality in (67).** We show the calculation detail of deriving the following equality.

$$
\mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} \tilde{d}_{q_l} \mathbb{I}_{\{\eta' = 0\}} \right] = O\left(r^{0.5}\right).
$$

$$
\mathbb{E} \left[ \sum_{l=1}^{L} \sum_{(k,a')} Y_{\hat{l},(k',a')} a_i \mathbb{I}_{\{\eta' = 0\}} \right] - \lambda_i r \cdot Z_i
$$

(68)
\[ + \frac{1}{2\eta_{\text{max}}} \cdot \mathbb{E} \left[ \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k',(k',a')}^{\ell} \left( a_i^2 - (d\eta_i)^2 \right)^2 \right] \cdot 1_{\{\eta'_{\ell}=0\}} + \lambda_i r \cdot (1 - (dy_i)^2) - (75). \] (69)

The equality is obtained by considering the drift of the function \( g(z_i) = z_i^2 \), which is zero in steady state. Recall that the drift of \( g(z_i) \) is given by

\[
\hat{G} g(z_i, u^1:L) = \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k',(k',a')}^{\ell} \left( g(z_i + a_i - d\eta_i) - g(z_i) \right) \cdot 1_{\{\eta'_{\ell}=0\}} + \lambda_i r \cdot (g(z_i - 1 + dy_i) - g(z_i)). \] (63)

We will first calculate \( g(z_i + a_i - d\eta_i) - g(z_i) \), then \( g(z_i - 1 + dy_i) - g(z_i) \), and finally plug them into the (63).

The calculation of \( g(z_i + a_i - d\eta_i) - g(z_i) \) utilizes the following property of \( d\eta_i \):

\[
(z_i + a_i - d\eta_i) \cdot d\eta_i = \eta_{\text{max}} \cdot d\eta_i. \] (75)

This property follows from the definition \( d\eta_i = (z_i + a_i - \eta_{\text{max}})^+ \). Intuitively, this is because \( d\eta_i \) is the "force" that pushes \( z_i \) back when it hits the boundary at \( \eta_{\text{max}} \). Using the property, we have

\[
g(z_i + a_i - d\eta_i) - g(z_i) = (z_i + a_i - d\eta_i)^2 - z_i^2 = (z_i + a_i - d\eta_i)^2 - (z_i + a_i - d\eta_i - a_i + d\eta_i)^2 \]

\[= (z_i + a_i - d\eta_i)^2 - ((z_i + a_i - d\eta_i)^2 + 2(-a_i + d\eta_i) \cdot (z_i + a_i - d\eta_i) + (-a_i + d\eta_i)^2) \]

\[= 2(a_i - d\eta_i) \cdot (z_i + a_i - d\eta_i) - (-a_i + d\eta_i)^2 \]

\[= 2a_i \cdot (z_i + a_i - d\eta_i) - (-a_i + d\eta_i)^2 - 2d\eta_i \cdot \eta_{\text{max}} \]

\[= 2a_i \cdot z_i + a_i^2 - (d\eta_i)^2 - 2d\eta_i \cdot \eta_{\text{max}}. \]

The second last equality is due to (75), and the rest are all algebraic manipulations.

We carry out a similar calculation for \( g(z_i - 1 + d\eta_i) - g(z_i) \):

\[
g(z_i - 1 + d\eta_i) - g(z_i) = 2(-1 + d\eta_i) \cdot z_i + (-1 + d\eta_i)^2 \]

\[= -2z_i + 2z_i \cdot d\eta_i + 1 - 2d\eta_i + (d\eta_i)^2 \]

\[= -2z_i + 1 + 2(z_i - 1 + d\eta_i) \cdot d\eta_i - (d\eta_i)^2 \]

\[= -2z_i + 1 - (d\eta_i)^2. \]

where the last equality is due to the property that

\[
(z_i - 1 + d\eta_i) \cdot dy_i = 0, \] (76)

and the rest are all algebraic manipulations.

Putting together,

\[
\hat{G} g(z_i, u^1:L) = \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k',(k',a')}^{\ell} \left( g(z_i + a_i - d\eta_i) - g(z_i) \right) \cdot 1_{\{\eta'_{\ell}=0\}} + \lambda_i r \cdot (g(z_i - 1 + dy_i) - g(z_i)) \]

\[= \sum_{\ell=1}^{L} \sum_{(k,a')} \gamma_{k',(k',a')}^{\ell} \left( 2a_i \cdot z_i + a_i^2 - (d\eta_i)^2 - 2d\eta_i \cdot \eta_{\text{max}} \right) \cdot 1_{\{\eta'_{\ell}=0\}} \]
After recombining the terms, we get

\[ + \lambda_i r \cdot (-2z_i + 1 - (dy_i)^2). \]

After recombining the terms, we get

\[
\eta_{\text{max}} \cdot \mathbb{E} \left[ \sum_{t=1}^{L} \sum_{(k,a')} Y_{\bar{K}_t,(k',a')} d\eta_t \mathbb{1}_{\eta_t = 0} \right] \\
= \mathbb{E} \left[ \left( \sum_{t=1}^{L} \sum_{(k,a')} Y_{\bar{K}_t,(k',a')} a_t \mathbb{1}_{\eta_t = 0} - \lambda_i r \right) \cdot Z_t \right] \\
+ \frac{1}{2} \mathbb{E} \left[ \sum_{t=1}^{L} \sum_{(k,a')} Y_{\bar{K}_t,(k',a')} (a_t^2 - (d\eta_t)^2) \mathbb{1}_{\eta_t = 0} + \lambda_i r \cdot (1 - (dy_i)^2) \right].
\]

This finishes the calculation.

### A.4 Proof of Lemma 5

**Proof.** We prove by contradiction. Suppose that ML(S) \( \not\subseteq S \), then both ML(S) \( \cap S \) and ML(S) \( \setminus S \) are non-empty. Let \( k \in \text{ML}(S) \cap S \) and \( k' \in \text{ML}(S) \setminus S \). Observe that because the jobs’ phases follow an irreducible Markov chain and \( \sum_i k_i = \sum_i k'_i \), if we only consider internal transitions, \( k \) can become \( k' \) through a finite number of internal transitions. Without loss of generality, we assume that \( k \) can become \( k' \) through one internal transition. Because \( k' \notin S \), the policy \( \bar{\sigma} \) must request some jobs immediately when the system reaches \( k' \) from \( k \). However, this means \( k \) can reach another configuration \( k'' \) such that \( \sum_i k''_i > \sum_i k'_i = \sum_i k_i \). Consequently, \( k'' \in S \), contradicting the fact that \( k \in \text{ML}(S) \).

\( \square \)

### A.5 Proof of Lemma 6

**Proof.** For each \( j = 1, 2, \ldots, J \), we define the policy \( \bar{\sigma}^j \) as follows: when the system has configuration \( k \in S_j \), the policy \( \bar{\sigma}^j \) makes the same decisions as \( \bar{\sigma} \). When \( k \notin S_j \), the policy \( \bar{\sigma}^j \) requests jobs in the following cases:

- When the system has configuration \( k = 0 \), the policy runs a Poisson clock with rate 1 for each type \( i \) job and requests a job of the corresponding type when the clock ticks;
- After a new job has been requested or after a departure event or internal transition event, if the current configuration \( k \) satisfies \( \sum_i k_i < \max_{k' \in S_j} \sum_i k'_i \), the policy immediately requests a job of random type.

We show that under the new policy \( \bar{\sigma}^j \), \( S_j \) is also a recurrent class of the induced Markov chain. This is because if the system starts from a configuration \( k \in S_j \), then it will stay in \( S_j \) since it makes the same decisions as \( \bar{\sigma} \), and the transitions will also be the same as under the policy \( \bar{\sigma} \). Because \( S_j \) is a recurrent class under \( \bar{\sigma} \), it is still a recurrent class under \( \bar{\sigma}^j \).

To show that the Markov chain induced by \( \bar{\sigma}^j \) is \( k^0 \)-irreducible, observe that starting from any \( k \notin S_j \), the system state will return to \( S_j \). Specifically,

- If the system starts from a configuration \( k \) such that \( k \notin S_j \) and \( \sum_i k_i > \max_{k' \in S_j} \sum_i k'_i \), then no new jobs will be requested until \( k \in S_j \) or \( \sum_i k_i = \max_{k' \in S_j} \sum_i k'_i \), and in the latter case we also have \( k \in S_j \) according to Lemma 5;
- If the system starts from a configuration \( k \) such that \( k \notin S_j \) and \( \sum_i k_i < \max_{k' \in S_j} \sum_i k'_i \), when the next event happens, the policy immediately requests a series of jobs until \( k \in S_j \) or \( \sum_i k_i = \max_{k' \in S_j} \sum_i k'_i \), and in the latter case we also have \( k \in S_j \).
The fact that the stationary distribution under $\tilde{\sigma}^f$ is the same as the stationary distribution under $\tilde{\sigma}$ starting from a configuration in $S_f$ trivially follows from the fact that the sample paths under the two policies can be exactly coupled. \qed

B  MISSING PROOFS FOR SINGLE-SERVER SYSTEM

B.1 Proof of Lemma 8

Proof. Let $(\pi, (u_i)_{i \in I})$ be a feasible solution to the LP in (10). To show that $\pi$ and $(u_i)_{i \in I}$ are also the actual stationary distribution and transition frequencies, it suffices to show that if the initial distribution follows $\pi$, i.e.

$$\Pr(\tilde{K}(0) = k) = \pi(k)$$

then under the policy $\tilde{\sigma}(\pi, (u_i)_{i \in I})$, we have

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \Pr(\tilde{K}(t) = k) \, dt = \pi(k),$$

where $F$ is the cumulative number of nominal transitions under the policy $\tilde{\sigma}(\pi, (u_i)_{i \in I})$ and the initial distribution $\pi$.

Our proof is based on the following equation:

$$\frac{d}{dt} \Pr(\tilde{K}(t) = k)\bigg|_{t=0} = \sum_i \frac{d}{dt} \mathbb{E}[F(k - e_i, k, t)]\bigg|_{t=0} - \sum_i \frac{d}{dt} \mathbb{E}[F(k, k + e_i, t)]\bigg|_{t=0} + \sum_i (k_i + 1) \mu_i \pi(k + e_i) + \sum_{i,i'} (k_i + 1) \mu_{i,i'} \pi(k + e_i - e_i') \mathbbm{1}_{\{k_i \geq 1\}} - \sum_i k_i \mu_i \pi(k) - \sum_{i,i'} k_i \mu_{i,i'} \pi(k),$$

(79)

The equation is a straightforward consequence of (33), following the same argument as the proof of Lemma 7.

We prove the following two equations by induction on $\sum_{i \in I} k_i$.

$$\lim_{t \to 0} \frac{1}{t} \mathbb{E}[F(k, k + e_i, t)] = u_i(k),$$

(80)

$$\frac{d}{dt} \Pr(\tilde{K}(t) = k)|_{t=0} = 0.$$  

(81)

We first consider the base case when $\sum_{i \in I} k_i = 0$. In this case, $k = 0$ and we have

$$\frac{d}{dt} \mathbb{E}[F(k - e_i, k, t)]\bigg|_{t=0} = u_i(k - e_i) \mathbbm{1}_{\{k_i \geq 1\}} = 0,$$

(82)

for all $i$. This reduces (79) to

$$\frac{d}{dt} \Pr(\tilde{K}(t) = k)\bigg|_{t=0} = \sum_i u_i \pi(k - e_i) \mathbbm{1}_{\{k_i \geq 1\}} - \sum_i \frac{d}{dt} \mathbb{E}[F(k, k + e_i, t)]\bigg|_{t=0} + \sum_i (k_i + 1) \mu_i \pi(k + e_i) + \sum_{i,i'} (k_i + 1) \mu_{i,i'} \pi(k + e_i - e_i') \mathbbm{1}_{\{k_i \geq 1\}} - \sum_i k_i \mu_i \pi(k) - \sum_{i,i'} k_i \mu_{i,i'} \pi(k),$$

(83)
Now we discuss based on whether \( \pi(k) = 0 \). If \( \pi(k) \neq 0 \), by the definition of our policy, for all \( i \),

\[
\frac{d}{dt} \mathbb{E} \left[ F(k, k + e_i, t) \right] \bigg|_{t=0} = \frac{u_i(k)}{\pi(k)} \cdot \mathbb{P}(K(0) = k) = u_i(k). \tag{84}
\]

which is (80). Combining the above equation and the stationary equation (32) satisfied by \( (\pi, (u_i)_{i \in I}) \), we conclude that the RHS of (83) is zero, i.e.

\[
\frac{d}{dt} \mathbb{P}(K(t) = k) \bigg|_{t=0} = 0,
\]

which is (81). For the case when \( \pi(k) = 0 \) and \( \sum_i u_i(k) \neq 0 \), because the system immediately leave the configuration \( k \) after reaching it through a nominal transition,

\[
\frac{d}{dt} \mathbb{P}(K(t) = k) \bigg|_{t=0} = 0,
\]

i.e., the LHS of (83) is 0. Again we compare (83) against the stationary equation (32) and get

\[
\sum_i \frac{d}{dt} \mathbb{E} \left[ F(k, k + e_i, t) \right] \bigg|_{t=0} = \sum_i u_i(k).
\]

By the definition of our policy, we have

\[
\frac{d}{dt} \mathbb{E} \left[ F(k, k + e_i, t) \right] \bigg|_{t=0} = \frac{u_i(k)}{\sum_i u_i(k)} \cdot \sum_i \frac{d}{dt} \mathbb{E} \left[ F(k, k + e_i, t) \right] \bigg|_{t=0} = u_i(k). \tag{85}
\]

which is (80). For the case when \( \pi(k) = 0 \) and \( \sum_i u_i(k) = 0 \), (32) implies that \( u_i(k - e_i) = 0, \pi(k + e_i) = 0, \pi(k + e_i - e_i') = 0 \) for any \( i \). Then (83) is further reduced to

\[
\frac{d}{dt} \mathbb{P}(K(t) = k) \bigg|_{t=0} = -\sum_i \frac{d}{dt} \mathbb{E} \left[ F(k, k + e_i, t) \right] \bigg|_{t=0}.
\]

Because \( \mathbb{P}(K(t) = k) \geq 0 \) and \( \mathbb{P}(K(0) = k) = 0 \), the LHS of the above expression is non-negative. However, the RHS of the above expression is non-positive. Therefore, both sides equal to zero, thus we have

\[
\frac{d}{dt} \mathbb{P}(K(t) = k) \bigg|_{t=0} = 0 \quad \text{and} \quad \frac{d}{dt} \mathbb{E} \left[ F(k, k + e_i, t) \right] \bigg|_{t=0} = u_i(k).
\]

Having proved the base case, we do the induction step. Suppose we have proved (80) and (81) for all \( k \) such that \( \sum_{i \in I} k_i \leq m - 1 \) for some integer \( m \geq 1 \). We consider \( k \) with \( \sum_{i \in I} k_i = m \). By the induction hypothesis,

\[
\frac{d}{dt} \mathbb{E} \left[ F(k - e_i, k, t) \right] \bigg|_{t=0} = u_i(k - e_i) \mathbb{1}_{\{k_i \geq 1\}}. \tag{86}
\]

Then we repeat the arguments after (82) of the base case verbatim. By induction, we have proved (80) and (81).

Therefore, given the policy and initial distribution, the distribution of \( K(t) \) is stationary, i.e., we always have \( \mathbb{P}(K(t) = k) = \pi(k) \) for all \( k \in \mathcal{K} \). As a result, an analogue of (80) holds for all \( t \geq 0 \): \( \mathbb{E}[F(k, k + e_i, t)] \) is differentiable with respect to \( t \) and

\[
\frac{d}{dt} \mathbb{E}[F(k, k + e_i, t)] = u_i(k),
\]

for all \( k \in \mathcal{K} \) and all \( i \in I \). Therefore,

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{P}(K(t) = k) dt = \lim_{T \to \infty} \frac{1}{T} \cdot \pi(k) \cdot T = \pi(k),
\]

\[
\lim_{T \to \infty} \frac{1}{T} \mathbb{E}[F(k, k + e_i, T)] = \lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{d}{dt} \mathbb{E}[F(k, k + e_i, t)] dt = \lim_{T \to \infty} \frac{1}{T} \cdot u_i(k) \cdot T = u_i(k).
\]
This completes the proof. \(\Box\)

B.2 Proof of Theorem 4

**Proof.** By Lemma 8, under the policy \(\bar{\sigma}(\pi^*, (u^*_i)_{i \in I})\), \(\pi^*\) is a stationary distribution, and \((u^*_i)_{i \in I}\) are the corresponding transition frequencies. Recall the single-server optimization \(\overline{P}((\lambda_i r)_{i \in I}, \epsilon)\) problem

\[
\begin{align*}
\text{minimize} & \quad \overline{N} \\
\text{subject to} & \quad \mathbb{E} \left[ h(\overline{K}(\infty)) \right | \overline{K}(\infty) \neq 0] \leq \epsilon, \\
& \quad \overline{N} \cdot \bar{\lambda}_i = \lambda_i r, \quad \forall i \in I. 
\end{align*}
\]

(3 revisited)

Observe that under the policy \(\bar{\sigma}(\pi^*, (u^*_i)_{i \in I})\), the cost of resource contention is \(h^T \pi \leq \epsilon(1 - \pi_0)\), the request rate of type \(i\) jobs is \(\bar{\lambda}_i = 1^T_0 u^*_i = \Phi^* \cdot \lambda_i\), so

\[
\mathbb{E} \left[ h(\overline{K}(\infty)) \right | \overline{K}(\infty) \neq 0] = \frac{h^T \pi}{1 - \pi_0} \leq \epsilon,
\]

\[
\bar{\lambda}_i = \Phi^* \cdot \lambda_i, \quad \forall i \in I.
\]

where we have used the fact that \(h(0) = 0\) in the first equality. Therefore, \((\Phi^*/r, \bar{\sigma}(\pi^*, (u^*_i)_{i \in I}), \pi)\) is a feasible solution to the single-server problem \(\overline{P}((\lambda_i r)_{i \in I}, \epsilon)\), achieving the objective value of \(r/\Phi^*\), which is the optimal value because \(r/\Phi^* \leq \overline{N}^*\). \(\Box\)