ON THE COMMUTATIVITY OF FLOWS OF ROUGH VECTOR FIELDS
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Abstract. In the class of Sobolev vector fields in $\mathbb{R}^n$ of bounded divergence, for which the theory of DiPerna and Lions provides a well defined notion of flow, we characterize the vector fields whose flow commute in terms of the Lie bracket and of a regularity condition on the flows themselves. This extends a classical result of Frobenius in the smooth setting.

1. Introduction

Let $X, Y \in C^\infty \cap L^\infty(\mathbb{R}^n, \mathbb{R}^n)$ and let $\Phi^X_t$ and $\Phi^Y_s$ be the flows of the two fields, namely the solutions of the ODE

\[
\begin{cases}
\partial_t \Phi^X_t(x) = X(\Phi^X_t(x)) \\
\Phi^X_0(x) = x
\end{cases}
\]

with vector fields $X$ and $Y$, respectively. Then, a classical result in Dynamical Systems states that:

\[
\Phi^X_t \circ \Phi^Y_s = \Phi^Y_s \circ \Phi^X_t, \quad \forall t, s \in \mathbb{R} \iff [X, Y] = 0, \tag{1.2}
\]

where the bracket $[X, Y]$ is defined as

\[
[X, Y] = DYX - DXY.
\]

The equivalence (1.2) has already been settled for locally Lipschitz fields in [16]. The aim of this paper is to study the validity of (1.2) in the weak setting of Regular Lagrangian Flows. This theory was mainly developed thanks to the effort of DiPerna & Lions and Ambrosio, in the seminal papers [4, 10].

Theorem 1.1. Let $p \geq 1$, $X, Y \in W^{1,p}_{\text{loc}} \cap L^\infty(\mathbb{R}^n, \mathbb{R}^n)$ be vector fields with bounded divergence and let $\Phi^X_t, \Phi^Y_s$ be their Regular Lagrangian Flows. The following two assertions are equivalent:

(1) the flows of $X$ and $Y$ commute

\[
\Phi^X_s \circ \Phi^Y_t = \Phi^Y_s \circ \Phi^X_t \quad \text{for every } s, t \in \mathbb{R}, \text{ for a.e. } z \in \mathbb{R}^n;
\]

(2) the flow map $\Phi^X_t$ is weakly (Lie) differentiable in direction $Y$ with locally bounded derivative (see Definition 2.1 below) for all $t \in \mathbb{R}$ and the Lie bracket $[X, Y]$ is 0.

The question of commutativity of the flow arises naturally in various fields even in the nonsmooth setting. For instance, it is linked to the Frobenius theorem on involutive distributions of planes, see [2, 3] and the references therein, and it also appears in the context of analysis on nonsmooth RCD spaces, as in [11].

The assumption on the boundedness of $X$ and $Y$ is helpful to avoid technical issues and is quite common in the literature, see for instance [8], but it is not essential for the proof. The statement of Theorem 1.1 differs from the statement for smooth (or Lipschitz) vector fields because in the second of the two equivalent conditions, a certain regularity of the first flow appears. It is clear that, if one of the two vector fields of Theorem 1.1 is assumed to be Lipschitz, for instance $X$, then $\Phi^X_t$ is Lipschitz as well, so in particular $D\Phi^X_t Y \in L^\infty$. Under this assumption we recover (1.2), proving a more general version of [16], since only one of the two vector fields is Lipschitz. Notice moreover that in this case we also find the weak differentiability of the second vector field with respect to the first, i.e. $D\Phi^Y_t X \in L^\infty$. 
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For divergence-free Sobolev vector fields several constructions \cite{1,13,15} have shown that the flow may be non-differentiable, namely may not belong to any Sobolev space; in particular, \cite{15} considers an autonomous vector field (as in our situation) in the lowest possible dimension \(n = 2\). However, the key feature of this theorem is that the commutativity of flows carries a nontrivial regularity information on the differentiability of the flow, which in turn allows to establish a full equivalence.

Except for the Lipschitz case, the only situation of which we are aware where \(W^{1,p}\) differentiability of the flow can be proved is in dimension 2, under some additional assumptions on \(X\), such as \(X\) continuous and always non-zero. This will be shown in the forthcoming paper of E. Marconi, \cite{15}. Also in this case, Theorem \ref{thm:flow-diff} implies then the validity of \eqref{eq:limit}, as we will show in Section \ref{sec:proof}.

It was shown in a series of works \cite{5,8,12,14} that flows of Sobolev vector fields with bounded divergence have a notion of differentiability in a measure theoretic sense (see also \cite{7} for the case of BV vector fields). We underline in the next corollary that, in the case of two vector fields \(X\) and \(Y\) as in Theorem \ref{thm:flow-diff}, the weak differentiability established in (ii) relates to the measure theoretic differential.

**Corollary 1.2.** Let \(p, X, Y, \Phi^X_t, \Phi^Y_t\) be as in Theorem \ref{thm:flow-diff}. Let moreover \(q \in [1, +\infty)\). Suppose the flows of \(X\) and \(Y\) commute. Then,

\[
\Delta_h(t, s, z) = \frac{\Phi^Y_t(\Phi^X_{s+h}(z)) - \Phi^X_t(\Phi^Y_{s}(z))}{h}
\]

converges weakly in \(L^q_{\text{loc}}\) to the weak (Lie) derivative \(f = Y \circ \Phi^X_t\) of \(\Phi^X_t\) in direction \(Y\). If \(p > 1\), then the convergence is in the strong (local) \(L^q\) topology and, denoting by \(d\Phi^X_t(z)\) the approximate differential of \(z \mapsto \Phi^X_t\) at \(z\), the following holds almost everywhere:

\[
f(z) = d\Phi^X_t(z)Y(z) = Y(\Phi^X_t(z)).
\]

Before explaining the strategy of the proof of the main Theorem, let us make some comments about the previous corollary. First of all, the difference between the case \(p > 1\) and \(p = 1\) stems from the fact that in the former one knows the approximate differentiability of the flow, while in the latter this is, to the best of our knowledge, not known. In fact, a result of \cite{12} proves the differentiability in measure of the flow, a strictly weaker notion than approximate differentiability, see \cite{6}. Moreover, as observed for instance in \cite{7}, the approximate differential \(d\Phi^X_t(z)\) solves the classical ODE

\[
\partial_t(d\Phi^X_t) = DX \circ \Phi^X_t(d\Phi^X_t)
\]

for a.e. \(z\). Therefore one can see that the equality \(d\Phi^X_t(z)Y(z) = Y(\Phi^X_t(z))\) stated in \eqref{eq:corollary} holds under the weaker assumption that \([X, Y] = 0\), since these functions solve the same ODE (see \eqref{eq:ODE}) below in time for a.e. \(z\). Furthermore, we observe that that previous corollary can be applied with \(X = Y\) since the assumption of the commutativity of flows simply reduces to the group property of the flow \(\Phi^Y_t\) and it is therefore satisfied. Hence, the flow of \(Y\) is weakly differentiable in direction \(Y\) and its derivative is given by \(Y \circ \Phi^Y_t\), namely

\[
- \int_{\mathbb{R}^n} (\Phi^Y_s, D\varphi)dz = \int_{\mathbb{R}^n} (Y(\Phi^Y_s(z)), \varphi(z))dz + \text{div}(Y)(\varphi, \Phi^Y_s)dz, \quad \forall s \in \mathbb{R}, \forall \varphi \in C^\infty_c(\mathbb{R}^n, \mathbb{R}^n).
\]

Moreover, if \(p > 1\), the weak derivative can be rewritten in terms of the measure-theoretic differential of the flow as \(d\Phi^Y_t(z)Y(z)\) and coincides with the strong \(L^1\) norm of the incremental quotients \(\frac{\Phi^Y_t(z) - z}{h}\) as \(h \to 0\).
The strategy to prove Theorem 1.1 is the following. In the smooth case, the commutativity of the flows of $X, Y$ is equivalent to the request that
\[ \frac{d}{dt} (\Phi^X_t)_* Y = 0, \forall t \in \mathbb{R}, \]
where $(\Phi^X_t)_* Y$ denotes the pushforward of $Y$ through the flow of $X$. In other words, $Y$ must be invariant under the flow of $X$. More explicitly, the previous equations amounts to say that
\[ D\Phi^X_t(z) Y(z) = Y(\Phi^X_t(z)), \quad \forall z \in \mathbb{R}^n, t \in \mathbb{R}. \]  
(1.5)
The latter allow us to we introduce a family of distributions of order 1, $T_t[X, Y]$, depending on the time parameter $t$. As an intermediate step, we also introduce another family of distributions, $T_{t,s}[X, Y]$, depending on the time parameters $t, s \in \mathbb{R}$. These distributions serve as a bridge between the two ends of the double implication of (1.2), in the sense that they have the property that
\[ [X, Y] \equiv 0 \iff T_t[X, Y] = 0, \forall t \iff T_{t,s}[X, Y] = 0, \forall t, s \iff \Phi^X_t \circ \Phi^Y_s = \Phi^Y_s \circ \Phi^X_t, \forall t, s, \]
in the smooth setting. In the weak setting of Regular Lagrangian Flows, we will prove in Section 3 the following implications:
\[ [X, Y] \equiv 0 \iff T_t[X, Y] = 0, \forall t \iff T_{t,s}[X, Y] = 0, \forall t, s \iff \Phi^X_t \circ \Phi^Y_s = \Phi^Y_s \circ \Phi^X_t, \forall t, s. \]
Adding the hypothesis of differentiability of $\Phi^X_t$ in the direction of $Y$ for every $t \in \mathbb{R}$, we will also show that
\[ [X, Y] \equiv 0 \implies T_t[X, Y] = 0, \forall t \in \mathbb{R}, \]
that will conclude the proof of Theorem 1.1. A different approach to the validity of (1.2) for nonsmooth vector fields may be based on the stability of Regular Lagrangian Flows with respect to $L^1$ convergence of vector fields, through an approximation procedure. This strategy appears often in the literature, for instance to show the group property of the flow. Since the Lie bracket is bilinear, it is not clear how to approximate the vector fields without disrupting the constraint $[X, Y] = 0$. Therefore, one might try to obtain an approximation estimate of $\|\Phi^X_t \circ \Phi^Y_s - \Phi^Y_s \circ \Phi^X_t\|$, in terms of an integral norm of $[X, Y]$. Our attempts in finding such an estimate failed, and this is due to the fact that even for smooth vector fields the formula
\[ \Phi^X_t \circ \Phi^Y_s(z) - \Phi^Y_s \circ \Phi^X_t(z) = st[X, Y](z) + o(s^2 + t^2) \quad \forall t \in \mathbb{R}, \forall z \in \mathbb{R}^n \]  
(1.6)
involves implicitly in the second term of the right hand side the differential of the flows of $X, Y$, which for general Sobolev vector fields are not integrable. On the contrary, such formula can be exploited for Lipschitz vector fields, as done in [16, Lemma 4.4 and 4.5].

2. Definitions and preliminaries

Throughout the rest of the paper, let $p, X, Y, \Phi^X_t, \Phi^Y_t$ be as in Theorem 1.1.

**Definition 2.1.** Let $F \in L^1(\mathbb{R}^n; \mathbb{R}^d)$ and let $Y \in L^\infty(\mathbb{R}^n, \mathbb{R}^n)$ be a vector field with bounded divergence. We say that $F$ is weakly (Lie) differentiable in the direction of $Y$ if there exists $f \in L^1(\mathbb{R}^n, \mathbb{R}^d)$ such that for every $\varphi \in C^1_c(\mathbb{R}^n, \mathbb{R}^d)$
\[ \int_{\mathbb{R}^n} (F, D\varphi(z) Y) + \text{div}(Y)(F, \varphi(z))dz = - \int_{\mathbb{R}^n} (f(z), \varphi(z))dz. \]  
(2.1)
We call $f$ the weak (Lie) derivative of $F$ in the direction of $Y$. Moreover, we say that $F$ is weakly (Lie) differentiable in the direction of $Y$ with bounded derivative if, in addition to (2.1), $f$ is essentially bounded.
2.1. Some facts from the DiPerna-Lions-Ambrosio theory. In this section, we recall some well-known facts about the theory of Regular Lagrangian Flows, in the axiomatization given by Ambrosio in [4]. We say that $\Phi_t^b$ is a Regular Lagrangian Flow associated to $b \in L^\infty(\mathbb{R}^n)$ if

1. For $\mathcal{L}^1$-a.e. $t \in \mathbb{R}$, we have $|\{z : \Phi_t^b(z) \in A\}| = 0$ for every Borel set $A$ with $|A| = 0$;

2. The following system holds in the sense of distributions:

$$\begin{cases} \partial_t \Phi_t^b(z) = b \circ \Phi_t^b(z) \\ \Phi_0(z) = z \end{cases}$$

Notice that the field we are considering is autonomous. The theory is developed also for non-autonomous vector-fields, i.e. in general $b = b(t, z)$, but we will only need to consider the autonomous case in this paper. One of the main achievements of the DiPerna-Lions-Ambrosio theory is showing that for every vector field $b \in BV \cap L^\infty(\mathbb{R}^n, \mathbb{R}^n)$ with bounded divergence, such a flow exists and is unique, see [4, Theorem 6.2-6.4]. Furthermore, Regular Lagrangian Flows are stable, in the sense that if $b_k$ is a sequence of smooth fields converging strongly in $L^1_{loc}$ to $b$, and $\{b_k\}_{k \in \mathbb{N}}$ is equibounded in $L^\infty$, then $\Phi_t^{b_k}$ converges strongly in $L^1_{loc}$ to $\Phi_t^b$ for every $t \in \mathbb{R}$, see [4, Theorem 6.6] or [9, Theorem 5.2].

Condition (1) in the axioms defining the Regular Lagrangian flow guarantees the existence of a density $\xi$ for which

$$\int_{\mathbb{R}^{n+1}} f(t, \Phi_{-t}^b(z)) dz dt = \int_{\mathbb{R}^{n+1}} f(t, z) \xi(t, z) dz dt \tag{2.2}$$

for every $f \in C_c(\mathbb{R}^{n+1})$. Clearly, the function $\xi$ depends on $b$, but we will drop the dependence, as it will always be clear from the context which density we are using. Of course, in the classical case, i.e. if $b$ were smooth, one would have

$$\xi(t, z) = \det(D\Phi_t^b(z)).$$

In the smooth case, Liouville Theorem tells us that

$$\partial_t \det(D\Phi_t^b(z)) = \text{div}(b) \circ \Phi_t^b \det(D\Phi_t^b(z)). \tag{2.3}$$

The latter yields, through Gronwall inequality,

$$e^{-T} \|\text{div} b\|_\infty \leq \det(D\Phi_t^b(z)) \leq e^{T} \|\text{div} b\|_\infty, \forall t \in [-T, T], T \in (0, +\infty). \tag{2.4}$$

The stability property of the Regular Lagrangian flows and (2.4) allow us to conclude that, if $b_\varepsilon = b \ast \rho_\varepsilon$ denotes the mollification of $b$,

$$\det(D\Phi_{\varepsilon t}^b(\cdot)) \rightharpoonup \xi(\cdot, t)$$

in $L^\infty$, and that moreover

$$e^{-T} \|\text{div} b\|_\infty \leq \|\xi\|_{L^\infty([-T, T] \times \mathbb{R}^n)} \leq e^{T} \|\text{div} b\|_\infty, \tag{2.5}$$

so that in particular $\xi \in L^\infty([-T, T] \times \mathbb{R}^n)$ for every $T > 0$ and for a.e. $z \in \mathbb{R}^n$,

$$\xi(0, z) = 1. \tag{2.6}$$

A similar approximation argument also tells us that Liouville Theorem still holds, i.e. for a.e. $z \in \mathbb{R}^n$, $t \mapsto \xi(t, z)$ is a Lipschitz curve that satisfies for a.e. $t \in \mathbb{R}$

$$\partial_t \xi = \text{div}(b) \circ \Phi_t^b \xi. \tag{2.7}$$

The latter can be equivalently intended in the sense of distributions. By (2.7) we deduce the bound

$$\text{ess sup}_{z \in \mathbb{R}^n} ||\xi(\cdot, z)||_{\text{Lip}([-T, T])} \leq C(T, \|\text{div} Y\|_\infty). \tag{2.8}$$

Finally, we will need a Lemma that is a direct consequence of the commutator estimate of DiPerna-Lions. This fact is probably well-known, but we provide a proof (in the appendix) since we were not able to find a reference.
Lemma 2.2. Let \( f \in L^1(\mathbb{R}^n), a \in L^\infty(\mathbb{R}^n, \mathbb{R}^m), b \in W^{1,p}(\mathbb{R}^n, \mathbb{R}^n) \) with bounded divergence, \( p \geq 1 \), and suppose that
\[
\text{div}(a \otimes b) = f
\]
in the distributional sense. Then, for every \( g \in C^1_c(\mathbb{R}^m, \mathbb{R}^n) \), we have
\[
\text{div}(g(a) \otimes b) = Dg(a)f - \text{div}(bDg(a)a - g(a)),
\]
(2.9)
in the distributional sense.

3. A bridge made by two distributions

We consider the following distributions of order 1
\[
T_{t,s}[X, Y](\varphi) = \int_{\mathbb{R}^n} (Y(\Phi_t^X \circ \Phi_s^Y), \varphi) + (\Phi_t^X \circ \Phi_s^Y, D\varphi Y) + \text{div}(Y)(\varphi, \Phi_t^X \circ \Phi_s^Y)dz,
\]
(3.1)
and
\[
T_t[X, Y](\varphi) = \int_{\mathbb{R}^n} (Y(\Phi_t^X), \varphi) + (\Phi_t^X, D\varphi Y) + \text{div}(Y)(\varphi, \Phi_t^X)dz.
\]
(3.2)
In both expressions, \( \varphi \in C^\infty_c(\mathbb{R}^n, \mathbb{R}^n) \). In the case of smooth vector fields, they represent the functions \( Y(\Phi_t^X \circ \Phi_s^Y) - D(\Phi_t^X \circ \Phi_s^Y)Y(z) \) and \( Y \circ \Phi_t^X(z) - D\Phi_t^X(z)Y(z) \) respectively.

We first claim that the commutativity of flows is equivalent to the fact that either of these distributions is identically 0.

Proposition 3.1. The following assertions are equivalent:

1. \( \Phi_t^X \circ \Phi_s^Y = \Phi_s^Y \circ \Phi_t^X \) for every \( s, t \in \mathbb{R}, \) a.e. in \( \mathbb{R}^n; \)
2. \( T_{t,s} \equiv 0 \) for every \( t, s \in \mathbb{R}; \)
3. \( T_t \equiv 0 \) for every \( t \in \mathbb{R}. \)

Moreover it holds
\[
\frac{d}{dt} \bigg|_{t=0} T_t[X, Y] = [X, Y]_b dz;
\]
(3.3)
in particular, if \( T_t \equiv 0 \) then \([X, Y] \equiv 0.\)

Next we claim that the missing implication, namely that \([X, Y] \equiv 0\) implies any among (1), (2) or (3), holds under the additional assumption on the differentiability of the flow in the direction of the other vector field.

Proposition 3.2. Suppose \([X, Y] = 0 \) a.e. and that the flow map \( \Phi_t^X \) is weakly (Lie) differentiable in direction \( Y \) with derivative \( f \in L^\infty_{\text{loc}}(\mathbb{R}, L^p_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^n)) \) for all \( t \in \mathbb{R} \) and for \( p' \) Hölder conjugate of \( p \), with \( p \) such that \( X \in W^{1,p}_{\text{loc}}. \) Then,
\[
T_t[X, Y] \equiv 0.
\]

It is clear that Theorem 1.1 follows from Propositions 3.1 and 3.2. We devote the following sections to prove the various implications stated in these propositions.

3.1. Proof of \( \Phi_t^X \circ \Phi_s^Y = \Phi_s^Y \circ \Phi_t^X \Leftrightarrow T_{t,s} \equiv 0. \) We claim that the fact that \( \Phi_t^X \circ \Phi_s^Y = \Phi_s^Y \circ \Phi_t^X \) for every \( t, s \in \mathbb{R} \) is equivalent to say that for a.e. \( z \) the function \( s \rightarrow \Phi_t^X \circ \Phi_s^Y(z) \) is absolutely continuous and
\[
\partial_s(\Phi_t^X \circ \Phi_s^Y) = Y(\Phi_t^X \circ \Phi_s^Y) \quad \text{for a.e. } s \in \mathbb{R}.
\]
(3.4)
Indeed, let us assume that \( \Phi_t^X \circ \Phi_s^Y = \Phi_s^Y \circ \Phi_t^X \) for every \( t, s \). Then for every \( t \) and a.e. \( z \) the function \( s \rightarrow \Phi_t^X \circ \Phi_s^Y(z) \) is absolutely continuous and we can write
\[
\partial_s(\Phi_t^X \circ \Phi_s^Y) = \partial_s(\Phi_s^Y \circ \Phi_t^X) = Y(\Phi_s^Y \circ \Phi_t^X) = Y(\Phi_t^X \circ \Phi_s^Y) \quad \text{for a.e. } s \in \mathbb{R},
\]
On the other hand, suppose that in the weak sense (3.4) holds. We observe that \( \Phi_t^X \circ \Phi_s^Y \circ \Phi_{-t}^X(z) \) has bounded density with respect to the Lebesgue measure and it coincides with \( z \) at \( s = 0 \) for a.e. \( z \). Evaluating (3.4) at \( \Phi_{-t}^X(z) \) we deduce that \( \Phi_t^X \circ \Phi_s^Y \circ \Phi_{-t}^X(z) \) coincides with the unique Regular Lagrangian flow of \( Y \), namely with \( \Phi_s^Y(z) \).

We use this observation in the following way. Equation (3.4) means, for any \( \varphi \in C_c^\infty(\mathbb{R}^{n+1}) \),

\[
- \int_{\mathbb{R}^{n+1}} (\partial_s \varphi(s, z), \Phi_t^X \circ \Phi_s^Y) dsdz = \int_{\mathbb{R}^{n+1}} (Y(\Phi_t^X \circ \Phi_s^Y), \varphi(s, z)) dsdz.
\]

Making the change of variable \( a = \Phi_s^Y(z) \), we write

\[
- \int_{\mathbb{R}^{n+1}} (\partial_s \varphi(s, \Phi_s^Y(a)), \Phi_t^X(a)) \xi(-s, a) dsda = \int_{\mathbb{R}^{n+1}} (Y(\Phi_t^X \circ \Phi_s^Y), \varphi(s, z)) dsdz.
\]  

(3.5)

We can compute

\[
\partial_s(\varphi(s, \Phi_{-s}^Y(a))) = \partial_s \varphi(s, \Phi_{-s}^Y(a)) - D \varphi(s, \Phi_{-s}^Y(a)) Y \circ \Phi_{-s}^Y(a).
\]

Furthermore, using (2.7), we infer

\[
\int_{\mathbb{R}^{n+1}} (\partial_s(\varphi(s, \Phi_{-s}^Y(a))), \Phi_t^X(a)) \xi(-s, a) dsda = \int_{\mathbb{R}^{n+1}} (\varphi(s, \Phi_{-s}^Y(a)), \Phi_t^X(a)) \text{div}(Y) \circ \Phi_{-s}^Y \xi(-s, a) dsda.
\]

Exploiting the last two equalities, (3.5) rewrites as

\[
- \int_{\mathbb{R}^{n+1}} (D \varphi(s, \Phi_{-s}^Y(a)) Y \circ \Phi_{-s}^Y(a), \Phi_t^X(a)) \xi(-s, a) dsda
\]

\[
- \int_{\mathbb{R}^{n+1}} (\varphi(s, \Phi_{-s}^Y(a)), \Phi_t^X(a)) \text{div}(Y) \circ \Phi_{-s}^Y \xi(-s, a) dsda = \int_{\mathbb{R}^{n+1}} (Y(\Phi_t^X \circ \Phi_s^Y), \varphi(s, z)) dsdz.
\]

We can now change back to the variable \( z = \Phi_{-s}^Y(a) \) in the previous equation to find

\[
- \int_{\mathbb{R}^{n+1}} (D \varphi(s, z) Y, \Phi_t^X \circ \Phi_s^Y) dsdz
\]

\[
- \int_{\mathbb{R}^{n+1}} (\varphi(s, z), \Phi_t^X \circ \Phi_s^Y) \text{div}(Y) dsdz = \int_{\mathbb{R}^{n+1}} (Y(\Phi_t^X \circ \Phi_s^Y), \varphi(s, z)) dsdz.
\]

Now considering functions of the form \( \varphi(s, z) = \alpha(s) \beta(z) \), the previous equality reads as

\[
\int_{\mathbb{R}} \alpha(s) \int_{\mathbb{R}} [(D \beta(z) Y, \Phi_t^X \circ \Phi_s^Y) + (Y(\Phi_t^X \circ \Phi_s^Y), \beta(z)) + \text{div}(Y)(\Phi_t^X \circ \Phi_s^Y, \beta(z))] dzds = 0.
\]  

(3.6)

The latter is equivalent to say that for every \( \beta \in C_c^\infty(\mathbb{R}^n, \mathbb{R}^n) \), \( t \in \mathbb{R} \) and a.e. \( s \in \mathbb{R} \),

\[
\int_{\mathbb{R}^n} (D \beta(z) Y, \Phi_t^X \circ \Phi_s^Y) + (Y(\Phi_t^X \circ \Phi_s^Y), \beta(z)) dz = - \int_{\mathbb{R}^n} \text{div}(Y)(\Phi_t^X \circ \Phi_s^Y, \beta(z)) dz,
\]  

(3.7)

Notice that the set of \( s \) on which the latter may not hold a priori depends on \( \beta \), but this dependence can be eliminated by taking a dense countable subset of smooth test functions. In order to see that (3.7) is valid for every \( s \in \mathbb{R} \), and not only up to a set of null measure, we observe that the left hand side is absolutely continuous in \( s \), as can be seen changing again variable \( a = \Phi_s^Y(z) \) and using the dominated convergence theorem. Moreover, also the right-hand side is continuous in \( s \), since for every \( \varepsilon > 0 \) it can be rewritten as

\[
\int_{\mathbb{R}^n} \text{div}(Y)(\Phi_t^X \circ \Phi_s^Y, \beta(z)) dz = \int_{\mathbb{R}^n} \text{div}(Y)((\Phi_t^X \circ \Phi_s^Y) \cdot \beta(z)) dz + \int_{\mathbb{R}^n} \text{div}(Y)((\Phi_t^X - \Phi_t^X \circ \Phi_s^Y) \cdot \beta(z)) dz
\]

and the first term is continuous in \( s \), while the second goes to 0 as \( \varepsilon \to 0 \) (locally) uniformly in \( s \). Hence (3.7) is valid for every \( s \). We conclude by saying that (3.7) is equivalent to \( T_t \equiv 0 \).
3.2. **Proof of** $T_t \equiv 0 \iff T_{t,s} \equiv 0$. We first observe that, if $T_{t,s} \equiv 0$ and we evaluate it at $s = 0$, we find that $T_t \equiv 0$. This observation, together with the equivalence proved in Section 3.1 and applied with $X = Y$, implies in particular that (1.4) holds.

To prove the opposite implication, we start with the fact that $T_s[Y, Y] = 0$, that is formula (1.4), namely

$$\text{div}(\Phi^Y \otimes Y) = Y \circ \Phi^Y + \text{div} Y \Phi^Y$$

in the sense of distributions. Now, Lemma 2.2 tells us that for any $g \in C_c^1(\mathbb{R}^n)$,

$$\text{div}(g(\Phi^Y \otimes Y) = Dg \circ \Phi^Y (Y \circ \Phi^Y + \text{div} Y \Phi^Y) - \text{div} Y (Dg(\Phi^Y) \Phi^Y - g(\Phi^Y)) = Dg \circ \Phi^Y Y \circ \Phi^Y + \text{div} Y g(\Phi^Y),$$

(3.8)

that has again to be intended in distributional sense. If the flow $\Phi^X_t$ was smooth in space, we would consider $g = \Phi^X_t$; the above would become exactly $T_{t,s} \equiv 0$, once we exploit $T_t \equiv 0$ to write $D\Phi^X_t(\Phi^Y_s)Y(\Phi^Y_s) = Y(\Phi^X_t \circ \Phi^Y_s)$. This choice for $g$ is however not allowed since in the expression (3.8) the gradient of $g$ appears and flows of Sobolev vector fields need not have any weak derivative. Therefore, we fix $\rho \in C_c^\infty(B_1)$ and let $\rho_\varepsilon$ be the associated convolution kernels. We choose as $g$ a mollification of the flow

$$g(z) = \Phi^X_t \ast \rho_\varepsilon,$$

to rewrite (3.8) as

$$\text{div}((\Phi^X_t \ast \rho_\varepsilon) \circ \Phi^Y \otimes Y) = D(\Phi^X_t \ast \rho_\varepsilon) \circ \Phi^Y Y \circ \Phi^Y + \text{div} Y ((\Phi^X_t \ast \rho_\varepsilon) \circ \Phi^Y).$$

(3.9)

We want to take the limit as $\varepsilon \to 0$ in the previous equality. It is immediate to see, by writing explicitly the weak form of the above equation, that in the sense of distributions

$$\text{div}((\Phi^X_t \ast \rho_\varepsilon) \circ \Phi^Y \otimes Y) \to \text{div}((\Phi^X_t \circ \Phi^Y) 
\text{div} Y (\Phi^X_t \circ \Phi^Y), \quad \text{for } \varepsilon \to 0,$$

and strongly in $L^1$

$$\text{div} Y (\Phi^X_t \circ \Phi^Y) \to \text{div} Y (\Phi^X_t \circ \Phi^Y), \quad \text{for } \varepsilon \to 0.$$

Therefore, we need to prove that weakly in $L^1$

$$D(\Phi^X_t \ast \rho_\varepsilon)Y \to Y(\Phi^X_t) \quad \text{weakly in } L^1 \text{ as } \varepsilon \to 0.$$

(3.10)

This in turn implies that

$$D(\Phi^X_t \ast \rho_\varepsilon) \circ \Phi^Y \to Y(\Phi^X_t \circ \Phi^Y)$$

and hence we can take the limit in the distributional formulation of (3.9) to get that $T_{t,s} \equiv 0$.

Take any $f \in L^p(\mathbb{R}^n, \mathbb{R}^n)$, where $\frac{1}{p} + \frac{1}{p'} = 1$. We can write

$$\int_{\mathbb{R}^n} (f(z), D(\Phi^X_t \ast \rho_\varepsilon)(z))Y(z)dz = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi^X_t(z-y)) (D\rho_\varepsilon(y), Y(z))dzdz$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi^X_t(z-y)) (D\rho_\varepsilon(y), Y(z-y))dzdy$$

$$+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi^X_t(z-y)) (D\rho_\varepsilon(y), Y(z) - Y(y))dzdy.$$

Now we prove separately that

$$\lim_{\varepsilon \to 0} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi^X_t(z-y)) (D\rho_\varepsilon(y), Y(z-y))dzdy = \int_{\mathbb{R}^n} (f(z), Y \circ \Phi^X_t)dz$$

(3.11)

and

$$\lim_{\varepsilon \to 0} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi^X_t(z-y)) (D\rho_\varepsilon(y), (Y(z) - Y(z-y)))dzdy = -\int_{\mathbb{R}^n} \text{div} Y(f, \Phi^X_t)dz,$$

(3.12)
and this concludes the proof. To show (3.11), we exploit $T_t \equiv 0$ to write
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(z-y))(D\rho_\varepsilon(y), Y(z-y))dxdy = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(y))(D\rho_\varepsilon(z-y), Y(y))dydz
\]
\[
= \int_{\mathbb{R}^n} (D(f \ast \rho_\varepsilon)(y)Y(y), \Phi_t^X(y))dy
\]
\[
T_t \equiv 0 \int_{\mathbb{R}^n} (Y \circ \Phi_t^X, f \ast \rho_\varepsilon)dy + \int_{\mathbb{R}^n} \text{div} Y(\Phi_t^X, f \ast \rho_\varepsilon)dy,
\]
and this proves (3.11). Next, to show (3.12), we introduce the function
\[
F(z, y) = \frac{Y(z) - Y(z-y) - (DY(z), y)}{|y|},
\]
in order to write
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(z-y))(D\rho_\varepsilon(y), Y(z-y))dxdy = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(z-y))(|y|D\rho_\varepsilon(y), F(z, y))dydz
\]
\[
+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(z-y))(D\rho_\varepsilon(y), DY(z)y)dydz.
\]
(3.13)
The first addendum is bounded by
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |f(z)|||\Phi_t^X(z-y)|| |y||D\rho_\varepsilon(y)||F(z, y)||dydz \leq ||\Phi_t^X||_\infty ||f||_p \int_{\mathbb{R}^n} ||y||D\rho_\varepsilon(y)||||F(\cdot, y)||_p dy.
\]
Now, since $Y \in W^{1,p}$, for every $\alpha > 0$, we can find $\varepsilon > 0$ such that
\[
||F(\cdot, y)||_p \leq \alpha
\]
provided $||y|| \leq \varepsilon$. Since
\[
\int_{\mathbb{R}^n} ||y||D\rho_\varepsilon(y)||dy \leq L
\]
(3.14) for $L > 0$ depending only on $\rho$ (but otherwise independent of $\varepsilon$), this show that the first addendum converges to 0 as $\varepsilon \to 0$. To estimate the second, we first observe that
\[
\int_{\mathbb{R}^n} (D\rho_\varepsilon(y), DY(z)y)dy = \sum_{ij} \int_{\mathbb{R}^n} \partial_i \rho_\varepsilon(y) \partial_j Y^j y_j dy = -\sum_{ij} \int_{\mathbb{R}^n} \rho_\varepsilon(y) \partial_i Y^j \delta_{ij} dy = -\text{div} Y(z)
\]
if $\delta_{ij}$ denotes Kronecker’s delta. This observation lets us rewrite the second addendum of (3.13) as
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(z-y))(D\rho_\varepsilon(y), DY(z)y)dydz =
\]
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (f(z), \Phi_t^X(z-y) - \Phi_t^X(z))(D\rho_\varepsilon(y), DY(z)y)dydz - \int_{\mathbb{R}^n} \text{div} Y(f, \Phi_t^X)dydz
\]
and, similarly as above, we estimate the first term as
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |f(z)||\Phi_t^X(z-y) - \Phi_t^X(z)||D\rho_\varepsilon(y)||y||DY(z)||dydz = \int_{\mathbb{R}^n} g_\varepsilon(z)|f(z)||DY(z)||dz,
\]
where
\[
g_\varepsilon(z) \equiv \int_{\mathbb{R}^n} |\Phi_t^X(z-y) - \Phi_t^X(z)||D\rho_\varepsilon(y)||y|dy.
\]
We see that
\[
\int_{\mathbb{R}^n} g_\varepsilon(z)dz = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\Phi_t^X(z-y) - \Phi_t^X(z)||D\rho_\varepsilon(y)||y|dydz
\]
We wish to show that, fixed \( z \), we easily see that \( \|g_\varepsilon\|_{L^1} \to 0 \) as \( \varepsilon \to 0 \). To show that the quantity in (3.15) converges to 0, it suffices to show that for any subsequence \( g_{\varepsilon_n} \) that convergence pointwise a.e. to 0, one has
\[
\lim_{n \to \infty} \int_{\mathbb{R}^n} g_{\varepsilon_n}(z)|f(z)||DY(z)|dz \to 0.
\]

The latter is an easy consequence of the dominated convergence theorem, that we can apply since by (3.14) for a.e. \( z \in \mathbb{R}^n \) we have \( |g_\varepsilon(z)| \leq 2L\|\Phi^Y_{X}\|_{\infty} \). This concludes the proof.

3.3. **Proof of (3.3) and conclusion.** For any test function \( \varphi \), we can differentiate in \( t \) inside the integral expression in (3.2) to get
\[
\frac{d}{dt}T_t = \int_{\mathbb{R}^n} \left( D\Phi^X_t(z)X \circ \Phi^X_t, \varphi(z) \right) + \left( X \circ \Phi^X_t, D\varphi Y \right) + \text{div}(Y)(\varphi, X \circ \Phi^X_t)dz.
\]

Evaluating the previous expression at \( t = 0 \), we get
\[
\frac{d}{dt} \bigg|_{t=0} T_t[X,Y](\varphi) = \int_{\mathbb{R}^n} \left( DYX, \varphi \right) + \left( X, D\varphi Y \right) + \text{div}(Y)(\varphi, X)dz. \tag{3.16}
\]

Integrating the expression
\[
(X(z), D\varphi Y) = \sum_{i,j} X^i \partial_j \varphi^i Y^j = \sum_{i,j} \partial_j (X^i \varphi^i Y^j) - \sum_{i,j} \partial_j X^i \varphi^i Y^j - \sum_{i,j} X^i \varphi^i \partial_j Y^j,
\]
we obtain that
\[
\int_{\mathbb{R}^n} (X, D\varphi Y)dz = - \int_{\mathbb{R}^n} (DXY, \varphi) - \int_{\mathbb{R}^n} (X, \varphi) \text{div}(Y)dz.
\]
Substituting the latter into (3.16), we finish the proof.

3.4. **Proof of Corollary 1.2.** Let us study the directional differentiability of \( \Phi^X_{Y} \). First, we need the following technical lemma.

**Lemma 3.3.** Let \( f \) be approximately differentiable a.e., with approximate differential \( df(z) \), let \( p \geq 1 \), \( Y \in W^{1,p}_{\text{loc}} \cap L^\infty(\mathbb{R}^n, \mathbb{R}^n) \) be a vector field with bounded divergence and let \( \Phi^X_t, \Phi^Y_s \) be its Regular Lagrangian Flow. Then, the family of functions
\[
F_h(z) = \frac{|f(\Phi^Y_h(z)) - f(z) - h(df(z), Y(z))|}{|h|}
\]
converges in measure to 0 on compact sets as \( h \to 0 \), i.e. for every \( \varepsilon > 0 \) and for every \( R > 0 \), we have
\[
|\{z \in B_R(0) : F_h(z) > \varepsilon\}| \to 0, \quad \text{as } h \to 0.
\]

**Proof.** Let us fix \( \varepsilon, R > 0 \). By the definition of approximate differentiability, we find a sequence of Borel sets \( A_n \) and a sequence of \( C^1 \) functions \( f_n : \mathbb{R}^n \to \mathbb{R} \) such that
\[
|B_R \setminus A_n| \leq \frac{1}{n} \quad \text{and} \quad f|_{A_n} = f_n. \tag{3.17}
\]
We wish to show that, fixed \( \gamma > 0 \), there exists a \( \delta > 0 \) such that if \( |h| \leq \delta \), then
\[
|\{z \in B_R(0) : F_h(z) > \varepsilon\}| \leq \gamma.
\]
To do so, we split the set according to the fact that \( z \) and \( \Phi^Y_h(z) \) belong to \( A_n \) or not:
\[
\{z \in B_R : F_h(z) > \varepsilon\} \subseteq (B_R \setminus A_n) \cup \Phi^Y_{-h}(B_R \setminus A_n)
\]
\[ \{ z \in A_n : F_h(z) > \varepsilon \text{ and } \Phi^Y_h(z) \in A_n \} \]

The measure of the first two sets is small: indeed, the flow is measure preserving and by (3.17), we have that for every \( n \) sufficiently large

\[ |B_R \setminus A_n| + |\Phi^Y_{-h(B_R \setminus A_n)}| \leq C(Y)|B_R \setminus A_n| \leq C(Y) n \leq \frac{\gamma}{n} \tag{3.18} \]

We can therefore choose \( n \in \mathbb{N} \) in such a way that (3.18) holds and from now on we consider it fixed. Finally, we need to estimate \( |E| \), where

\[ E = \{ z \in A_n : F_h(z) > \varepsilon \text{ and } \Phi^Y_h(z) \in A_n \}. \]

Since \( f_n \) is \( C^1(\mathbb{R}^n) \), and the estimate

\[ \| \Phi^Y_h(z) - z \| \leq \| Y \|_{\infty, \tau} \]

holds, we obtain that the \( L^\infty \) norm of the flow is bounded uniformly for \( \tau \leq 1 \) and we infer the existence of \( \delta_1 > 0 \) such that

\[ \sup_{\tau, |\tau| \in (0, \delta_1)} \sup_{z \in B_{2n}(0)} \| D f_n(\Phi^Y_h(z)) - D f_n(z) \| \leq \frac{\varepsilon}{2\| Y \|_{L^\infty(B_R)}} \tag{3.19} \]

Moreover, it is a classical fact that for a.e. \( z \in A_n \), we have \( df(z) = D f_n(z) \). Hence, if we consider any \( z \) for which \( df(z) = D f_n(z) \) and any \( h \) for which \( |h| \leq \delta_1 \), we can write

\[ F_h(z) = \frac{\| f(\Phi^Y_h(z)) - f(z) - h(df(z), Y(z)) \|}{|h|} = \frac{\| f_n(\Phi^Y_h(z)) - f_n(z) - h(D f_n(z), Y(z)) \|}{|h|} \]

\[ \leq \int_0^h \| D f_n(\Phi^Y_h(z)) - D f_n(z) \| Y(z) \| d\tau \]

\[ \leq \int_0^h Y \| D f_n(\Phi^Y_h(z)) - D f_n(z) \| \| df(z) \|_L^\infty(B_R) \int_0^h \| Y(\Phi^Y_h(z)) - Y(z) \| d\tau \]

\[ \leq \int_0^h \| Y \|_{L^\infty(B_{1+(C^2)R})} \| D f_n(\Phi^Y_h(z)) - D f_n(z) \| \| df(z) \|_L^\infty(B_R) \int_0^h \| Y(\Phi^Y_h(z)) - Y(z) \| d\tau \]

\[ \leq \frac{\varepsilon}{2} + \| df(z) \|_L^\infty(B_R) \int_0^h \| Y(\Phi^Y_h(z)) - Y(z) \| d\tau. \]

We denote by \( Y_\varepsilon = Y * \rho_\varepsilon \) the mollification of \( Y \). We have, using the Lipschitz regularity of the flow with respect to the time variable,

\[ \int_{B_R} \int_0^h \| Y_{\varepsilon}(\Phi^Y_h(z)) - Y_\varepsilon(z) \| d\tau dz = \int_{B_R} \int_0^h \left( \int_0^\tau D Y_{\varepsilon}(\Phi^Y_h(z)) Y_{\varepsilon}(\Phi^Y_h(z)) ds \right) d\tau dz \]

\[ \leq \int_0^h \| Y \|_{L^\infty(B_{1+(C^2)R})} \| D Y_{\varepsilon}(\Phi^Y_h(z)) Y_{\varepsilon}(\Phi^Y_h(z)) \| dz. \]

Now we perform the change of variable \( \Phi^Y_h(z) = a \) to estimate

\[ \int_{B_R} \int_0^h \| Y_{\varepsilon}(\Phi^Y_h(z)) - Y(z) \| d\tau dz \leq \| Y \|_{L^\infty(B_{1+(C^2)R})} \| D Y_{\varepsilon}(\Phi^Y_h(z)) \| dz \]

\[ \leq h \| Y \|_{L^\infty(B_{1+(C^2)R})} \| D Y \|_{L^1(B_{1+(C^2)R})} \leq h \| Y \|_{L^\infty(B_{1+(C^2)R})} \| D Y \|_{L^1(B_{1+(C^2)R})}. \]

Recall that the \( \xi \) appearing in the previous chain of inequalities is the density of the Regular Lagrangian flow introduced in (2.2). Now, finally, letting \( \varepsilon \to 0 \), by Fatou’s Lemma we find

\[ \int_{B_R} \int_0^h \| Y(\Phi^Y_h(z)) - Y(z) \| d\tau dz \leq h \| Y \|_{L^\infty} \| D Y \|_{L^1}. \]
We choose $$
abla \mathbf{Y}$$ for a.e. $h \in B_R$, so that by (3.20) we have $E \subseteq E'$, and we choose $\delta_2 > 0$ such that if $|h| \leq \delta_2$, 

$$|E| \leq |E'| \leq \frac{\gamma}{2},$$

This concludes the proof. \hfill $\Box$

We now prove Corollary 1.2. By the group property of the flow and (2.5), it is sufficient to show that $\Delta_h(\cdot, 0, \cdot)$ weakly converges to $Y \circ \Phi^X_t(\cdot)$. To show this, we first prove that for any $q, R, T, ||\Delta_h(\cdot, 0, \cdot)||_{L^q([-T, T] \times B_R)}$ is equibounded independently of $h$. We assume, without loss of generality, $q > 1$. We use the hypothesis that the flows commute and the fact that all curves $h \mapsto \Phi^Y_h(a)$ solve $\partial_h \Phi^Y_h(a) = Y(\Phi^Y_t(a))$ and are $||Y||_\infty$-Lipschitz to estimate

$$\int_{-T}^{T} \int_{B_R} |\Delta_h(t, 0, z)|^q dzdt = \int_{-T}^{T} \int_{B_R} \left| \frac{\Phi^Y_h(\Phi^X_t(z)) - \Phi^X_t(z)}{h} \right|^q dzdt = \int_{-T}^{T} \int_{B_R} \left| \Phi^Y_h(\Phi^X_t(z)) - \Phi^X_t(z) \right|^q \frac{dzdt}{h} \leq \|Y\|_{\infty}^q 2T |B_R|.$$

We thus infer the existence of a sequence $h_j \to 0$, as $j \to \infty$, and of a function $g \in L^\infty(\mathbb{R} \times \mathbb{R}^n)$ such that $\Delta_{h_j}(\cdot, 0, \cdot) \overset{L^\infty}{\to} f(\cdot, \cdot)$, locally as above as $j \to \infty$. Now testing against any $C^1(\mathbb{R}^{n+1}, \mathbb{R})$ vector-field $\varphi$ and again using the commutativity of the flows, we see that for each $h_j$,

$$\int_{\mathbb{R}^{n+1}} (\Delta_{h_j}(t, 0, z), \varphi(t, z)) dzdt = \int_{\mathbb{R}^{n+1}} \left( \frac{\Phi^Y_h(\Phi^X_t(z)) - \Phi^X_t(z)}{h_j}, \varphi(t, z) \right) dzdt.$$

Passing to the limit and exploiting the arbitrariness of $\varphi$, we deduce $g = Y \circ \Phi_t$. In particular, the limit does not depend on the particular subsequence, and we infer that $\Delta_h(\cdot, 0, \cdot) \overset{L^\infty}{\to} f(\cdot, \cdot)$, locally as $h \to 0$. From Proposition 3.1(3) it then follows that the weak derivative $\Phi^X_t$ in direction $Y$ coincides with $Y(\Phi^Y_t(z))$. In the case $p > 1$, we exploit [8, Corollary 2.5] to say that $z \mapsto \Phi^Y_t(z)$ is approximately differentiable a.e. for every $t \in \mathbb{R}$, combined with Lemma 3.3, to infer that for every $\alpha > 0$ and $R > 0$,

$$|\{z \in B_R : |\Delta_h(t, 0, z) - d\Phi^X_t(z)Y(z)| > \alpha\}| \to 0$$

as $h \to 0$. This fact and boundedness in $L^p_{\text{loc}}$ proved above is enough to conclude the $L^p_{\text{loc}}$ strong convergence of $\Delta_h(t, 0, z)$ to $d\Phi^X_t(z)Y(z)$. By uniqueness of the weak limit, we infer the identity $d\Phi^X_t(z)Y(z) = Y \circ \Phi^Y_t(z)$.

3.5. **Proof of Proposition 3.2.** It suffices to show that

$$f(t, z) = Y(\Phi^X_t).$$

We are going to prove that, for a.e. $z$, both $t \mapsto f(t, z)$ and $t \mapsto Y(\Phi^X_t)$ are absolutely continuous curves which solve the same ODE, linear in the unknown $A$,

$$\partial_t A = DX(\Phi^X_t)A.$$ (3.22)

We first observe that the curve $t \mapsto Y(\Phi^X_t(z))$ is absolutely continuous for a.e. $z$ and its derivative is given by $DY \circ \Phi^X_tX \circ \Phi^X_t$, as can be seen by mollifying the vector fields $Y$ and $X$ and then passing to the
limit by means of the stability of the Regular Lagrangian flow. We use our assumption $[X,Y](\Phi^X_t) = 0$ for every $t$ to infer that
\[
DX(\Phi^X_t)Y(\Phi^X_t) = DY(\Phi^X_t)X(\Phi^X_t).
\] (3.23)
Hence, the curve $t \rightarrow Y(\Phi^X_t)$ is absolutely continuous and satisfies
\[
\partial_t[Y(\Phi^X_t)] = DY \circ \Phi^X_t X \circ \Phi^X_t \equiv DX(\Phi^X_t)Y(\Phi^X_t).
\]
To show that $f$ solves (3.22), we can use directly DiPerna-Lions theory in the following way. We read (2.1) as
\[
div(\Phi^X_t \otimes Y) = f + div(Y)\Phi^X_t,
\]
for a.e. $t$. We can exploit once again Lemma 2.2, to write, for every $g \in C^1_c(\mathbb{R}^n, \mathbb{R}^n)$
\[
div(g(\Phi^X_t) \otimes Y) = Dg(\Phi^X_t)(f + div(Y)\Phi^X_t) - div(Y)(Dg(\Phi^X_t)\Phi^X_t - g(\Phi^X_t)) = Dg(\Phi^X_t)f + div(Y)g(\Phi^X_t),
\] (3.24)
that has to be intendend in the weak sense. A simple approximation procedure allows us to take $g \in W^{1,p}_{loc}(\mathbb{R}^n, \mathbb{R}^n)$. We can therefore choose $g = X$, hence in the distributional sense we get
\[
div(X(\Phi^X_t) \otimes Y) = DX(\Phi^X_t)f + div(Y)X(\Phi^X_t),
\]
i.e.
\[
\int_{\mathbb{R}^n} (X(\Phi^X_t), D\varphi Y) dz = \int_{\mathbb{R}^n} (DX(\Phi^X_t)f + div(Y)X(\Phi^X_t), \varphi) dz,
\] (3.25)
for any $\varphi \in C^\infty_c(\mathbb{R}^n)$ and $t \in \mathbb{R}$. Now observe that
\[
\frac{d}{dt} \int_{\mathbb{R}^n} (\Phi^X_t, D\varphi Y) dz = \int_{\mathbb{R}^n} (X \circ \Phi^X_t, D\varphi Y) dz,
\] (3.26)
and this can be interpreted either weakly or strongly, as the left-hand side is Lipschitz in the time variable. Therefore, we can write for any $\varphi \in C^\infty_c(\mathbb{R}^n), \alpha \in C^\infty_c(\mathbb{R})$:
\[
\int_{\mathbb{R}} \int_{\mathbb{R}^n} \alpha'(t)(f(t,z), \varphi) dz dt \overset{(2.1)}{=} -\int_{\mathbb{R}} \alpha'(t) \int_{\mathbb{R}^n} (\Phi^X_t, D\varphi(z) Y) - div(Y)(\varphi, \Phi^X_t) dz dt
\overset{(3.26)}{=} -\int_{\mathbb{R}} \alpha(t) \int_{\mathbb{R}^n} (X \circ \Phi^X_t, D\varphi(z) Y) - div(Y)(\varphi, X \circ \Phi^X_t) dz dt
\overset{(3.25)}{=} -\int_{\mathbb{R}} \alpha(t) \int_{\mathbb{R}^n} (DX(\Phi^X_t)f, \varphi(z)) dz dt.
\]
The latter chain of equality and the fact that $\varphi$ is arbitrary implies that for a.e. $z$
\[
-\int_{\mathbb{R}} \alpha'(t)f(t,z) dt = \int_{\mathbb{R}} \alpha(t)DX(\Phi^X_t)f dt.
\] (3.27)
In principle, the set of $z$ for which the previous equality holds may depend on $\alpha$, but, as in (3.7), we solve this issue by a standard argument: we obtain first (3.27) for a dense family of smooth $\alpha$ and then extend it by continuity to $W^{1,1}$ functions $\alpha$. This clearly shows that $f$ is absolutely continuous with respect to the time variable and that it fulfills (3.22).

To conclude, we observe that by (3.22), for a.e. $z$ the difference $v = f - Y(\Phi^X_t)$ solves the ODE $\partial_t v = DX(\Phi^X_t)v$, which implies that $\frac{d}{dt}\|v\|_2(t) = 2\langle v, v' \rangle \leq 2\|DX(\Phi^X_t)\|\|v\|^2$. Moreover, a simple integration in (2.1) by parts tells us that $v(0) = f(0, z) - Y(z)$ for a.e. $z$. Finally, since $t \rightarrow \|DX(\Phi^X_t)(z)\|$ is integrable for a.e. $z$, we deduce by Gronwall Lemma that $v \equiv 0$. 
4. SOME CONSEQUENCES OF OUR EQUIVALENCE

Let us show some cases in which Theorem 1.1 applies. The first immediate case is the one of $X \in W^{1,\infty}(\mathbb{R}^n, \mathbb{R}^n)$, as already said in the introduction. In that case, $\Phi_t^X$ is locally Lipschitz and hence $D\Phi_t^X$ exists due to Rademacher Theorem. Another case, in dimension 2, is a consequence of the theory developed here and the result that will appear in the aforementioned forthcoming paper [15], that we state here in a simplified way:

**Theorem 4.1** (E. Marconi,[15]). Let $p > 2$, $X \in L^\infty \cap W^{1,p}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)$ with zero divergence and $X \neq 0$ everywhere on $\mathbb{R}^2$. Then, for every fixed $t \in \mathbb{R}$, $\Phi_t^X \in W^{1,p}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)$, and $D\Phi_t^X \in L^\infty_{\text{loc}}(\mathbb{R}, L^p_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2))$.

We can deduce as a corollary of the results of the previous sections and Theorem 4.1 the following:

**Corollary 4.2.** Let $p > 2$, $X \in L^\infty \cap W^{1,p}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)$ with zero divergence and $X \neq 0$ everywhere on $\mathbb{R}^2$. Let also $q \geq 1$, $Y \in L^\infty \cap W^{1,q}_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^n)$ with bounded divergence. If $[X, Y] = 0$ a.e., then $\Phi_t^X \circ \Phi_s^Y = \Phi_s^Y \circ \Phi_t^X$ for every $t, s \in \mathbb{R}$.

In other words, under some assumptions on $X$, in dimension 2 we find the classical equivalence (1.2).

**Proof of Corollary 4.2.** Apply Theorem 4.1 to find that $\Phi_t^X$ has Sobolev regularity and

$$D\Phi_t^X \in L^\infty_{\text{loc}}(\mathbb{R}, L^p_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)).$$

This implies that

$$D\Phi_t^X Y \in L^\infty_{\text{loc}}(\mathbb{R}, L^p_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)).$$

Now define $f = D\Phi_t^X Y$. Since $p > 2$, $p' < p$, and hence

$$f \in L^\infty_{\text{loc}}(\mathbb{R}, L^{p'}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)).$$

Therefore, we see that the hypotheses of Proposition 3.2 are fulfilled and now Proposition 3.1 finishes the proof. \qed

**Remark 4.3.** Theorem 4.1 actually holds under the assumption of bounded divergence of the field $X$, but it is not stated like this in [15]. With some technical arguments we could actually infer the result of Corollary 4.2 for bounded divergence fields with the results appearing in [15], but this would greatly increase the technicalities of the proof, and hence we have preferred this cleaner statement.

**APPENDIX A. TECHNICAL RESULTS**

This appendix contains the proof of Lemma 2.2, that we restate here:

**Lemma A.1.** Let $f \in L^1(\mathbb{R}^n)$, $a \in L^\infty(\mathbb{R}^n, \mathbb{R}^n)$, $b \in W^{1,p}(\mathbb{R}^n, \mathbb{R}^n)$ with bounded divergence, $p > 1$, and suppose that

$$\text{div}(a \otimes b) = f$$

in the distributional sense. Then, for every $g \in C^0_c(\mathbb{R}^m, \mathbb{R}^n)$, we have

$$\text{div}(g(a) \otimes b) = Dg(a)f - \text{div}b(Dg(a)a - g(a)),$$

(A.1)

in the distributional sense.

The proof is an easy consequence of the so-called commutator estimate of DiPerna-Lions, that asserts that

$$R_e[u, b] = \text{div}(u \rho_e) - \text{div}((ub)\rho_e) = \sum_{j=1}^n u \ast \partial_j \rho_e b_j + \sum_{j=1}^n u \ast \rho_e \partial_j b_j - \sum_{j=1}^n ub_j \partial_j \rho_e$$

(A.2)

converges strongly to 0 in $L^1_{\text{loc}}$, under the assumption that $u \in L^\infty(\mathbb{R}^n)$, $b \in W^{1,p}(\mathbb{R}^n, \mathbb{R}^n)$, $p \geq 1$, with bounded divergence, and $u \rho_e = u \ast \rho_e$ is any mollification of $u$ through even mollification kernels $\rho_e$. For a proof, see for instance [9, Lemma 2.2].
Proof. Let us denote with $a_\varepsilon \doteq a \ast \rho_\varepsilon$, the mollification of $a$. Since $b \in W^{1,p}$, we can compute pointwise a.e.:
\[
\text{div}(g(a_\varepsilon) \otimes b) = Dg(a_\varepsilon) Da_\varepsilon b + \text{div}(b) a_\varepsilon.
\] (A.3)

We rewrite
\[
Da_\varepsilon b = \text{div}(a_\varepsilon \otimes b) - \text{div}(b) a_\varepsilon,
\]
and hence (A.3) becomes:
\[
\text{div}(g(a_\varepsilon) \otimes b) = Dg(a_\varepsilon) \text{div}(a_\varepsilon \otimes b) - \text{div}(b) Dg(a_\varepsilon) a_\varepsilon + \text{div}(b) a_\varepsilon.
\]

Finally, adding and subtracting $Dg(a_\varepsilon) \text{div}(a \otimes b)_\varepsilon$, we have
\[
\text{div}(g(a_\varepsilon) \otimes b) = Dg(a_\varepsilon)(\text{div}(a_\varepsilon \otimes b) - \text{div}(a \otimes b)_\varepsilon) + Dg(a_\varepsilon) \text{div}(a \otimes b)_\varepsilon - \text{div}(b) Dg(a_\varepsilon) a_\varepsilon + \text{div}(b) a_\varepsilon.
\]

Since $\text{div}(a \otimes b) = f \in L^1$, it is immediate to see that $Dg(a_\varepsilon) \text{div}(a \otimes b)_\varepsilon$ strongly converges to $Dg(a) \text{div}(a \otimes b)$. The same strong convergence holds for $-\text{div}(b) Dg(a_\varepsilon) a_\varepsilon + \text{div}(b) a_\varepsilon$ towards $-\text{div}(b)(Dg(a) a - g(a))$. In order to show (A.1), since $g \in C^1_\text{loc}$ we only need to show the strong $L^1_{\text{loc}}$ convergence to 0 of the term
\[
v_\varepsilon = \text{div}(a_\varepsilon \otimes b) - \text{div}(a \otimes b)_\varepsilon.
\]

To conclude, we only need to observe that the $\ell$-th component, $\ell \in \{1, \ldots, m\}$, of the vector field $v_\varepsilon$ is given by $v^\ell_\varepsilon = R_\varepsilon [a^\ell, b]$, where $R_\varepsilon$ was introduced in (A.2). As said, $R_\varepsilon \to 0$ strongly in $L^1_{\text{loc}}$, and the proof is finished. \hfill \Box
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