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ABSTRACT At present, most of the intelligent fault diagnosis methods of rolling element bearings require sufficient labeled data for training. However, collecting labeled data is usually expensive and time-consuming, and when the distribution of the test data is different from the distribution of the training data, the diagnostic performance will decrease. In order to solve the problem of unlabeled cross-domain diagnosis of bearings, this paper proposes an adversarial domain adaption method based on deep transfer learning. The short-time Fourier transform is used to transform the original data into a time-frequency image. The feature extractor is used to extract its deep features. The maximum mean discrepancy and domain confusion function are used for domain adaptation to extract domain-invariant features between two domains for cross-domain fault diagnosis. Experiments on two bearing datasets are carried out for validations. The results prove that the method in this paper is superior to other deep transfer learning methods. It shows the advantages of the improved method and can be used as an effective tool for cross-domain fault diagnosis.

INDEX TERMS Transfer learning, fault diagnosis, domain adaption, deep learning.

I. INTRODUCTION

Rolling bearings are widely used in machinery and equipment. With the development of modern industrial information and intelligence, emerging data-driven intelligent fault diagnosis methods have shown great advantages in processing complex mechanical signals [1]. A lot of research has been done on the technology of intelligent bearing fault diagnosis [2], [3]. In addition, the use of deep learning for bearing fault diagnosis is also emerging [4]–[6]. But these methods, like the traditional deep learning and machine learning, need to meet the following conditions: (1) the training and testing data need to follow the same distribution; (2) enough labeled data are needed to train the model and each task needs to be modeled separately. When the distribution is different or there is not enough data labels, the performance of these methods may drop sharply. With the increasing amount of data and data types, labeled data is difficult to obtain from some machines, but the device can accumulate a large amount of unlabeled data during long-term operation. Manually tagging the data or building each model from scratch takes time and effort.

To solve this problem, transfer learning is a very effective method. Transfer learning is the application of the knowledge or patterns learned from a certain field or task to different but related domains or problems. It is used to solve the problems of scarce labeled data and different domain distribution of the target task, which is very prominent in the fields of natural language processing [7], computer vision [8], medical health and bioinformatics [9]. At present, applying transfer learning methods into fault diagnosis has become a research hotspot [10], [11]. Fine-tune is the most common method. Shao et al. [12] and Cao et al. [13] use the pre-trained deep convolution network to solve the problem that only a small amount of labeled data in training. They frozen the weights of some layers and fine-tuning the weights of the remaining layers, and a more accurate model is obtained. But fine-tune still can’t solve the problem of unlabeled data.

In order to solve the problem of cross-domain fault diagnosis, several transfer learning based intelligent fault diagnosis methods have been proposed. Zhang et al. [14] transfer the learned knowledge from shallow models to pseudo labels and train the deep neural model for better generalization. Wen et al. [15] proposed a deep transfer learning method based on auto-encoder for fault diagnosis and tested on bearing datasets under different loading conditions. Xie et al. [16]
proposed a transfer component analysis based cross-domain feature fusion method for gearbox fault diagnosis under various operation conditions.

Specifically, domain adaption methods have received much attention in cross-domain fault diagnostic tasks. Most deep domain adaption methods use deep network to extract fault signal features and reduce the distance of domain distribution through adaptive layer. Lu et al. [17] minimized the maximum mean discrepancy between the two domains based on DNN network and added regularization to reduce the domain distribution and realized the health status recognition of rolling bearing under different working conditions. Li et al. used deep convolutional neural networks as the main architecture, minimized the multiple-kernel maximum mean discrepancy between two domains at the adaptive layer in [18], verified the effectiveness of the method under different load conditions. In [19], they proposed a deep generation neural network for fault diagnosis under different load conditions, which minimizes the maximum mean discrepancy between real source data and artificially generated false target data for cross-domain diagnosis. Zhang et al. [20] proposed a DACNN network that used source domain data to pre-train the source domain feature extractor, and fine-tune the parameters of untied adaptive layers of the target feature extractor during the back-propagation process. The accuracy of the method was verified on the bearings and gearboxes with different loads, but the accuracy and training speed of these methods are not high enough.

Nowadays, adversarial learning is promisingly used in domain adaptation, and there are few related researches. Guo et al. [21] and Li et al. [22] both optimized the feature extractor through the gradient reversal layer, directly maximizing the discriminator loss so that the domain discriminator could not distinguish the data of the two domains. This optimization corresponds to the true objective for generative adversarial networks [23], but early on during training the discriminator converges quickly, causing the gradient to vanish [24].

In order to further improve the diagnostic accuracy and training speed, and currently there is less attention on the cross-domain diagnosis of different position sensors, this paper proposes a deep adversarial network for cross-domain fault diagnosis. The proposed method starts from the idea of adversarial learning, uses the time-frequency image as the input, and uses the 50-layer deep residual network pre-trained on ImageNet as a feature extractor. Using domain confusion and multiple-kernel maximum mean discrepancy loss to minimize the domain disparity of the source and target data. We use two bearing datasets to verify the proposed method, cross-domain diagnosis of fault signals under different loads and different position sensors is used as the task. The experiments prove that the method proposed in this paper has faster training speed, higher accuracy and more reliable diagnostic results.

The main insights and contributions of this paper are summarized as follows.

1) A novel end-to-end cross-domain bearing fault diagnosis method is developed based on deep adversarial domain adaption framework by using raw signals of sensors. Significantly, unlike traditional methods, the proposed method combines adversarial learning and Multiple-kernel Maximum Mean Discrepancy, which can effectively extract domain-invariant features between two domains for cross-domain fault diagnosis and improve the ability to reduce domain discrepancy with unlabeled target data more effectively.

2) The 50-layer deep residual network pre-trained on ImageNet can accelerate the convergence on the target task, improve the accuracy and reduce overfitting. In this paper, the proposed method manages to provide reliable cross-domain diagnosis results and this exploration would promote the practical application of intelligent fault diagnosis.

The rest of the paper is organized as follows. Section II introduces the problems and processes to be solved. Section III gives the cross domain fault diagnosis method, and experimentally validated and investigated in Section IV. Finally, conclusions for this literature is made in Section V.

II. PRELIMINARIES
A. PROBLEM FORMULATION
In order to explain the problem to be solved, first we describe the problem with the terminology of transfer learning. There are two basic concepts of transfer learning: Domain and Task. Domain \( \Delta \) consists of d-dimensional feature space \( \mathcal{X} \) and a marginal probability distribution \( P(x) \), where \( \Delta = (\mathcal{X}, P(x)), x \in \mathcal{X} \). Given labeled data under one working condition as the source domain \( D_s = \{x^s, y^s \} \) and unlabeled data under other working condition as the target domain \( D_t = \{x^t, y^t \} \). Since the working conditions of the source and target domain are different, the data distribution in the two domains is also different, that is \( P(x^t) \neq P(x^s) \).

The task \( T \) is the goal of fault diagnosis learning. It consists of labels space \( \Psi \) and a prediction function \( f(x) \), where \( T = \{ \Psi, f(x) \} \), \( f(x) = P(y | x) \) is the conditional probability distribution, and \( y \in \Psi \). Since categories of different domain data are the same, it is assumed that their label spaces are the same, that is \( \Psi^s = \Psi^t \), and their conditional probability distributions are also the same, that is \( P(y^t | x^t) = P(y^s | x^s) \).

Through the training of source data samples, a non-linear mapping relationship from the feature space of source data \( \mathcal{X}^s \) to label space \( \Psi^s \) is established: \( C_s : \mathcal{X}^s \rightarrow \Psi^s \), which is the acquired fault diagnosis knowledge. As shown in Fig. 1, due to the large distribution discrepancy between the data in the source domain and the target domain, the fault diagnosis knowledge learned from the source domain cannot accurately identify the category of the target domain. Aiming at this problem, this paper aims to construct a deep adversarial domain adaption network, adapting the distribution of data in the source and target domains, so that the fault diagnosis knowledge in the source domain can identify the status of the data from the target domain.
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FIGURE 1. Fault diagnosis domain adaption diagram. The triangles and circles denote two different classes.

FIGURE 2. Cross-domain fault diagnosis flowchart.

III. PROPOSED METHOD

A. NETWORK ARCHITECTURE

Aiming at the problem of cross-domain diagnosis of rolling bearing, this paper proposes a deep adversarial domain adaptation network architecture, which consists of a feature extractor, a domain discriminator, and a health condition classifier, as shown in Fig. 3. The vibration signal is a non-stationary time-varying signal as a whole. Instead of focusing on time or frequency domain features alone, time-frequency analysis techniques are effective to investigate non-stationary signals [25], and they are promising on improving prognostic results [26]. As one of the most commonly used time-frequency analysis techniques, short-time Fourier transform (STFT) is widely used in vibration signal processing. Therefore, this paper uses STFT to visualize the signal collected by the sensor, and these images are input into the network to train the model.

The feature extractor $M$ is composed of a 50-layer deep residual network (ResNet-50) [27], and pre-trains on ImageNet. The advantage of ImageNet dataset is high quality data annotation and it enable the model to learn the features that can be extended to other tasks in the problem domain. The deep residual network introduces the concept of residual unit, which is outstanding in image classification. The feature extractor $M$ is used to extract deep features of the source and target domain, and the weights of the feature extractors of the source and target domain are shared.

The health condition classifier $C$ is composed of one fully-connected layer and a softmax function. The features extracted by the feature extractor are used as input, and the softmax function is used to diagnose machine health conditions. The source domain and target domain classifiers also share weights.

Furthermore, there is a domain discriminator $G_d$ for adversarial training, which is used to determine whether the input deep feature comes from source domain or target domain, and also consists of one fully-connected layer and a softmax function.

B. OPTIMIZATION OBJECTIVE

In order to complete the cross-domain diagnosis, the deep adversarial domain adaption network proposed in this paper has the following optimization objectives:
1) Generally, it is necessary to be able to identify the health conditions of the labeled source domain bearings. Therefore, the first optimization objective is to minimize the supervised classification loss of the source domain data and the cross-entropy loss is used in this study. Assume that there are $K$ types of fault categories in the source domain samples. The source domain images and labels $(x_s, y_s \in \{1, \ldots, K\})$ are used to train the source domain feature extractor $M_s$ and health condition classifier $C_s$. The loss function is defined as follows,

$$\min_{M_s, C_s} L_{cls}(D_s, Y_s) = -\mathbb{E}_{(x_s, y_s) \sim (D_s, Y_s)} \sum_{k=1}^{K} 1[y_k = y_s] \log C_s(M_s(x_s)) \quad (1)$$

where $\mathbb{E}_{(x_s, y_s) \sim (D_s, Y_s)}$ means extracting an instance from the source domain distribution, and $1[y_k = y_s]$ is an indicator function, if $k = y_s$, its value is 1, otherwise it is 0.

2) The domain discriminator $G_d$ is used to classify whether the features come from the source domain or target domain. The second optimization objective is to minimize the domain discriminator loss of the two domains. Therefore, it is also optimized according to a standard supervised loss, where the labels indicate the domain, and also uses the cross-entropy loss function, defined below:

$$\min_{G_d} L_{def}(D_s, D_t, M_s, M_t) = -\mathbb{E}_{x_s \sim D_s}[\log G_d(M_s(x_s))] - \mathbb{E}_{x_t \sim D_t}[\log(1 - G_d(M_t(x_t)))] \quad (2)$$

3) The domain discriminator is connected to the feature extractor to determine whether the extracted features come from source domain or target domain. If the domain discriminator cannot distinguish the features, these features are considered to be domain invariant. The usual method is to introduce the gradient reversal layer with reference to the generative adversarial network [23] to maximize the discriminator loss. In this paper, domain confusion loss [28] is introduced as a means to learn a representation that is domain invariant. By computing the cross entropy between the output predicted domain labels and a uniform distribution over domain labels, two domains are maximally confused to reduce the disparity of marginal probability distribution between them. Therefore, the third optimization objective is to minimize the domain confusion loss of the two domains. The used loss function is as follows:

$$\min_{M_t, M_s} L_{conf}(D_s, D_t, G_d) = -\sum_{j \neq [x_t]} \mathbb{E}_{x_t \sim D_t} \frac{1}{2} \log G_d(M_j(x_t)) + \frac{1}{2} \log(1 - G_d(M_j(x_t))) \quad (3)$$

Ideally, we want to minimize (2) and (3) at the same time. However, the two losses are opposite: learning a good feature extractor means that the domain discriminator must do poorly, and learning an effective domain discriminator means that the representation is not domain invariant. Rather than optimizing the parameters globally, we instead perform iterative updates for the two objectives given the fixed parameters from the previous iteration.

4) The extracted deep features affect the validity of the fault diagnosis. In order to reduce the distribution discrepancy between the two domains, the discrepancy is measured after the feature extractor. Many criterions can be used to estimate the discrepancy between distributions. Maximum Mean Discrepancy (MMD) [29] is the most frequently used non-parametric method in transfer learning to measure the distribution discrepancy between two domains. It measures the distance between two distributions in the reproducible kernel Hilbert space $\mathcal{H}_k$ (RKHS) with a characteristic kernel $k$. It is a kernel learning method that maps the original variables into the RKHS space. The squared formulation of MMD is defined as:

$$d_k^2(D_s, D_t) = \left\| \frac{1}{m} \sum_{i=1}^{m} \phi(x_i^s) - \frac{1}{n} \sum_{j=1}^{n} \phi(x_i^t) \right\|^2_{\mathcal{H}_k} \quad (4)$$

where $\phi(\cdot)$ is the nonlinear mapping from the original feature space to RKHS. The inner product in the RKHS space can be converted into a kernel function, so MMD can be calculated directly from the kernel function:

$$d_k^2(D_s, D_t) = \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} k(x_i^s, x_j^s) - \frac{2}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} k(x_i^s, x_j^t) + \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} k(x_i^t, x_j^t) \quad (5)$$

where $k(\cdot, \cdot)$ is the characteristic kernel. In this paper, the characteristic kernel uses a Gaussian kernel function $k(u, v) = e^{-\|u-v\|^2}$. Multiple-kernel MMD (MK-MMD) assumes that the optimal kernel can be obtained linearly from multiple kernels, and the characteristic kernels associated with the feature map $\phi$, $k(x^s, x^t) = \langle \phi(x^s), \phi(x^t) \rangle$ is defined as the convex combinations of $N_k$ kernels $\{k_a\}$ [30]:

$$\mathcal{K}(k = \sum_{i=1}^{N_k} \beta_u k_u : \sum_{i=1}^{N_k} \beta_u = 1, \beta_u \geq 0, \forall u}$$

where the constraints on the coefficients $\{\beta_u\}$ are imposed to guarantee that the derived multi-kernel $k$ is characteristic. The multi-kernel $k$ can leverage different kernels to enhance MK-MMD test, so as to a principled method for optimal kernel selection.

Therefore, the fourth optimization objective is to minimize the MK-MMD loss of the two domains. The features are mapped from the feature space to the RKHS space to minimize the distance between the two types of data. Define the loss function as:

$$\min_{M_s, M_t} \max_{k \in K} L_{MMD}(D_s, D_t) = d_k^2(D_s, D_t) \quad (7)$$
Since the parameters of the feature extractor and health condition classifier of the source and target domains are shared, let \( \theta_M \), \( \theta_C \) and \( \theta_G \) be the parameters of the feature extractor, health condition classifier and domain discriminator. Combining the above optimization objectives, the final optimization objective can be written as:

\[
\begin{align*}
L_{\text{feas}} &= \min_{\theta_M, \theta_C} \ L_{\text{cls}} + \lambda L_{\text{conf}} + \gamma L_{\text{MMD}} \\
L_{\text{critic}} &= \min_{\theta_C} L_{\text{def}}
\end{align*}
\]

where \( \lambda \) and \( \gamma \) are the penalty coefficients for \( L_{\text{conf}} \) and \( L_{\text{MMD}} \).

Based on the above loss function, training is performed using stochastic gradient descent (SGD) algorithm. In each training epoch, the parameters are updated as follows:

\[
\begin{align*}
\theta_M &\leftarrow \theta_M - \eta \left( \frac{\partial L_{\text{cls}}}{\partial \theta_M} + \lambda \frac{\partial L_{\text{conf}}}{\partial \theta_M} + \gamma \frac{\partial L_{\text{MMD}}}{\partial \theta_M} \right) \\
\theta_C &\leftarrow \theta_C - \eta \frac{\partial L_{\text{def}}}{\partial \theta_C} \\
\theta_G &\leftarrow \theta_G - \eta \frac{\partial L_{\text{def}}}{\partial \theta_G}
\end{align*}
\]

where \( \eta \) is the learning rate.

In particular, training the entire network from scratch requires a large amount of data and a long number of epochs, which is not possible for many practical scenarios. Therefore, we use the pre-trained model on ImageNet and fine-tune its parameters during the training process. Since the classifier is trained from scratch, we set its learning rate to 10 times that of the other layers. We use mini-batch stochastic gradient descent (SGD) with momentum of 0.9 and an learning rate annealing strategy in [31]. When training is complete, the trained model can be used to diagnose unlabeled target domains.

![FIGURE 4. Experiment equipment in CWRU dataset.](image)

### IV. EXPERIMENTAL STUDY

#### A. DATASET

1) CWRU DATASET

The dataset used in this study is provided by the Bearing Data Center of the Case Western Reserve University [32]. Experiment equipment is shown in Fig. 4. Using the data collected by the acceleration sensor on the driver end and the fan end, the health status is divided into 4 types: (1) healthy (Nor); (2) outer race fault (OF); (3) inner race fault (IF); (4) ball fault (BF). The three types of faults are also divided into different fault diameters of 7 mils, 14 mils, and 21 mils, for a total of 10 bearing conditions, as shown in Table 1. In addition, the data was collected under four load scenarios (0, 1, 2, 3hp), and the sampling frequency was 12kHz.

#### a: TRANSFER UNDER DIFFERENT LOADS

Working under different loads will result in inconsistent distribution of vibration data. In order to verify the accuracy of the improved method, the improved method is used to transfer under different load scenarios. Here we use the data from the driver end. There are 12 transfer tasks, i.e., \( T_{01}, T_{02}, T_{03}, T_{10}, T_{12}, T_{13}, T_{20}, T_{21}, T_{23}, T_{30}, T_{31} \) and \( T_{32} \), where \( T_{uv} \) denotes the scenario that the operating condition with \( u \) hp load is considered the source domain, and that with \( v \) hp load is the target domain. The source domain data is labeled and the target domain data is unlabeled.

#### b: TRANSFER UNDER DIFFERENT SENSOR POSITIONS

The data collected by sensors at different positions usually also have different features. We use the data collected by the sensors at the driver end and fan end under the same load to realize cross-domain diagnosis. There are 8 transfer tasks, i.e., \( T_{0DF}, T_{0FD}, T_{1DF}, T_{1FD}, T_{2DF}, T_{2FD}, T_{3DF} \) and \( T_{3FD} \), where \( T_{uDF} \) denotes the scenario that the data collected by the driver end sensor under the condition of \( u \) hp as the source domain, and the data collected by the fan end as the target domain for cross-domain diagnosis.

Short-time Fourier transform is performed on the vibration signal to obtain Time-frequency imaging. The number of signal sampling points is 1024, and the number of sampling points per frame is 256. Source and target domains take 200 time-frequency images for each type, for a total of 2000 images.

2) DDS BEARING DATASET

The DDS dataset was collected from the drivetrain dynamic simulator (DDS) [12]. This dataset contains 2 subdatasets, including bearing data and gear data, and we use the bearing data here. The different types of faults for bearings are shown in Table 2. The faults of bearing are investigated under two different operating conditions where rotating speed and load configuration are set as 20HZ–0V and 30HZ–2V. The improved method is used to transfer under these two working conditions, so there are two transfer tasks. Source and target domains take 200 images for each type, for a total of 1000 images.

### TABLE 1. Information of CWRU dataset.

| Dataset | Label | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---------|-------|---|---|---|---|---|---|---|---|---|---|
| CWRU    | Type  | Nor | IF | OF | IF | OF | IF | IF | BF | BF | BF |
|         | Size(mil) | 0 | 7 | 14 | 21 | 7 | 14 | 21 | 7 | 14 | 21 |
**TABLE 2. Information of DDS bearing dataset.**

| Dataset    | Type    | Description                      |
|------------|---------|----------------------------------|
| DDS bearing| Normal  | Health working state             |
|            | Ball    | Crack occurs in the ball         |
|            | Inner   | Crack occurs in the inner ring   |
|            | Outer   | Crack occurs in the outer ring   |
|            | Combination | Crack occurs in the both inner and outer ring |

**B. COMPARED APPROACHES AND IMPLEMENTATION DETAILS**

We compare the proposed improved method with the following methods, including Deep Domain Confusion (DDC) [33], Deep Adaptation Network (DAN) [30], Deep CORAL (D-CORAL) [34] and Reverse Gradient (RevGrad) [35].

We use labeled source examples as the source domain and unlabeled target examples as the target domain. Following standard evaluation protocols for unsupervised domain adaptation, the average classification accuracy and standard error over three random trials are reported for comparison. For MMD-based methods (DDC, DAN), we adopt Gaussian kernel with bandwidth set to median pairwise squared distances on the training data. All methods use pre-trained ResNet-50 as a feature extractor to extract deep features, based on the pytorch framework, and fine-tune from pytorch-provided models of ResNet.

In order to improve the optimization of SGD during training, the learning rate is using the following formula: \( \eta = \eta_0/(1 + \alpha p)^{\beta} \), where \( p \) is the training progress linearly changing from 0 to 1, \( \eta_0 = 0.005 \), \( \alpha = 10 \), \( \beta = 0.75 \). The weight decay in SGD is \( 5 \times 10^{-4} \), and momentum is 0.9. We fine-tune all convolutional and pooling layers and train the classifier layer via back propagation. Since the classifier and domain discriminator are trained from scratch, we set their learning rate to be 10 times that of the other layers. In [35], in order to suppress noisy activations early in training at the early stages of training, the penalty coefficients are gradually changed from 0 to 1 using the formula \( 2/e^{-10p} - 1 \) instead of fixing it. Taking \( T_{30} \) as an example, the experiments are shown in Fig. 5, we set the penalty coefficients \( \lambda = 0.5 \) and \( \gamma = 2/e^{-10p} - 1 \). This progressive strategy significantly improves the performance of the model and simplify the choice of parameters.

**C. RESULTS AND ANALYSIS**

All experiments were performed on the SothisAI cloud platform using 32GB RAM and NVIDIA Tesla V100 GPU.

1) CWRU DATASET

(1) Transfer under different loads

The results of cross-domain diagnosis under different loads are shown in Table 3. All the 5 deep transfer learning methods we use can achieve an average accuracy of more than 90%. The proposed method in this paper outperforms other methods in the 12 transfer tasks, all the cross-domain fault diagnosis accuracies are over 98% and the final average accuracy rate is 99.2%, which proves the effectiveness of the proposed method. The same transfer task is used in [19]. Its average accuracy is 95.49%. The study in [17] is similar with the \( T_{30} \) transfer task. Four health conditions are considered, and the accuracy is 94.73%. The proposed method in this paper are better than them.

DDC and DAN minimize MMD loss and MK-MMD loss of the adaptive layer between two domains. These two methods can achieve good results when the distribution discrepancy is not large, but the performance goes down sharply when the distribution discrepancy is large. RevGrad is to maximize domain discriminator loss to reduce the distribution discrepancy. Deep Coral minimizes CORAL loss between two domains. The accuracy rate is slightly higher than the previous two methods, but it is still insufficient.

The proposed method can achieve good results when the distribution discrepancy is small, and the accuracy rate is much higher than other methods when the distribution difference becomes larger.

At the same time, we take the transfer task from 3hp to 0hp as an example and use the proposed method to compare the results of using a pre-trained feature extractor with using an unpre-trained feature extractor, as shown in Fig. 6 (a). The pre-trained network converges faster, has smaller oscillations, and improves accuracy significantly. Then we compared the results of minimizing domain confusion loss with maximizing domain discriminator loss, as shown in Fig. 6 (b). The results show that the domain confusion loss function used in this paper has higher accuracy.

In order to intuitively validate the effectiveness of the proposed method, we use the t-distributed stochastic neighbor embedding (t-SNE) [36] technique to map the high-dimensional features into a two-dimensional space. Using the task \( T_{30} \) as an example, and the results are shown in Fig. 7. It can be seen from the figure that the DDC, DAN, and D-Coral methods have obvious distribution discrepancy between the source and target domains. The classification
model learned in the source domain cannot achieve good results in the target domain. The proposed method in this paper has a significantly closer distribution of the source and target domains, which can achieve better clustering results and increase the distance between classes. It is shown that the proposed method in this paper can shorten the distribution discrepancy between the source and target domain, and have significant effects on fault diagnosis under different loads. It can intuitively explain the effectiveness of the improved method.

a: TRANSFER UNDER DIFFERENT SENSOR POSITIONS
The results of cross-domain diagnosis under different position sensors are shown in Table 4. It can be seen that the accuracy of all transfer tasks of the proposed method is higher than 97%, and some tasks even reach 99.9%. The final average accuracy is 98.6%, which is better than other methods. Especially for the transfer task from the fan end to the drive end, the accuracy of other methods is significantly lower than that of the task from the drive end to the fan end under the same load. It shows that the proposed method has

TABLE 3. Classification results (%) for CWRU dataset under different loads.

| Method    | $T_{s1}$ | $T_{s2}$ | $T_{s3}$ | $T_{s4}$ | $T_{s5}$ | $T_{s6}$ | $T_{s7}$ | $T_{s8}$ | $T_{s9}$ | $T_{s10}$ | $T_{s11}$ | $T_{s12}$ | Avg  |
|-----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|-----------|-----------|----------|------|
| DDC       | 98.3     | 96.8     | 88.9     | 95.9     | 99.8     | 98.2     | 91.9     | 97.8     | 99.6     | 79.7      | 93.4      | 99.3     | 94.8 |
| DAN       | 99.1     | 98.4     | 89.5     | 96.2     | 98.6     | 96.5     | 91.1     | 97.0     | 98.9     | 83.4      | 93.1      | 98.1     | 95.0 |
| RevGrad   | 98.8     | 96.3     | 86.6     | 96.9     | 99.6     | 98.0     | 92.5     | 97.1     | 99.8     | 88.1      | 93.5      | 99.7     | 95.6 |
| D-Coral   | 97.9     | 97.9     | 94.4     | 97.2     | 99.6     | 98.6     | 95.7     | 97.6     | 99.4     | 88.8      | 96.5      | 97.2     | 96.7 |
| proposed  | 99.4     | 99.7     | 98.4     | 99.1     | 99.9     | 99.4     | 99.3     | 98.5     | 99.8     | 98.0      | 98.7      | 99.9     | 99.2 |

FIGURE 6. Comparison of results of different methods. (a) Comparison of whether to pre-train. (b) Comparison of minimizing confusion loss and maximizing discriminator loss.

FIGURE 7. Using t-SNE to visualize features under different loads. (a) DDC, (b) DAN, (c) ReGrad, (d) D-Coral, (e) proposed.

TABLE 4. Classification results (%) for CWRU dataset under different sensor positions.

| Method    | $T_{s1}$ | $T_{s2}$ | $T_{s3}$ | $T_{s4}$ | $T_{s5}$ | $T_{s6}$ | $T_{s7}$ | $T_{s8}$ | $T_{s9}$ | $T_{s10}$ | $T_{s11}$ | $T_{s12}$ | Avg  |
|-----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|-----------|-----------|----------|------|
| DDC       | 97.4     | 79.8     | 92.7     | 86.0     | 98.5     | 89.7     | 99.3     | 86.7     | 91.3      |           |           |           |      |
| DAN       | 93.9     | 81.4     | 93.5     | 89.0     | 97.8     | 91.7     | 97.6     | 86.3     | 91.4      |           |           |           |      |
| RevGrad   | 99.7     | 81.3     | 95.1     | 86.4     | 99.9     | 93.0     | 99.9     | 87.0     | 92.8      |           |           |           |      |
| D-Coral   | 98.6     | 77.2     | 94.5     | 86.8     | 99.8     | 92.0     | 94.6     | 81.0     | 90.6      |           |           |           |      |
| proposed  | 99.9     | 97.6     | 98.9     | 97.0     | 99.9     | 98.3     | 99.9     | 97.3     | 98.6      |           |           |           |      |
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better cross-domain diagnosis ability, and the cross-domain diagnosis task under different position sensors still has very good performance, further verifying the effectiveness and superiority of the method.

![Image](a) (b) (c) (d) (e)

**TABLE 5.** Classification results (%) for DDS bearing dataset.

| Transfer Task | DDC    | DAN    | RevGrad | D-Coral | proposed |
|---------------|--------|--------|---------|---------|----------|
| 20-0 → 30-2   | 72.6   | 76.4   | 75.7    | 79.7   | 87.8     |
| 30-2 → 20-0   | 72.8   | 74.1   | 74.8    | 76.0   | 84.5     |
| Avg           | 72.7   | 75.3   | 75.3    | 77.9   | 86.2     |

2) DDS BEARING DATASET
The experimental results are shown in Table 5. We can observe that the proposed method is still able to achieve the best performance compared with other transfer learning methods in all transfer tasks. It can further validates the

effectiveness and superiority of the proposed method. Also, the task 20HZ-0V → 30HZ-2V is taken as an example to visualize feature distributions, as shown in Fig. 9. We can observe that for other transfer learning methods, the two domains of the same class are not projected into the same region, and the target domain samples merge into the regions of other classes. The proposed method makes distributions with the same category across different domains much closer and the features cluster the best where all the data samples of different conditions are separated well. And it proves that this method can reduce the domain distribution discrepancy. In this way, the necessity of the proposed method is demonstrated.

**D. DISCUSSION**
We proposed a new unsupervised domain adaption method for cross-domain fault diagnosis. Researching cross-domain bearing fault diagnosis under complex working conditions and multi-task transferring constitutes future work. Also, the model can minimize the global feature distribution, we can focus on the marginal feature distribution of each category like CAG [37] to improve the adaptation performance. Moreover, the model may need to make instant or deliberate decisions upon short or long input signals, a hybrid long and short fusion strategy [38] may also be promising for online decision in future work.
V. CONCLUSION
In this paper, we propose a transfer learning method based on the deep adversarial domain adaptation framework to solve the problem of fault diagnosis with unlabeled bearing data. We use MK-MMD and domain confusion function as the loss of the network. After obtaining the labeled fault data of a machine, the bearing fault diagnosis model can be established based on the unlabeled data with different loads or different sensor positions, which saves the labor cost of the labeled data. Compared with other methods in CWRU dataset, the proposed method is better than other deep transfer learning methods, which proves the effectiveness and reliability of the proposed method. This method can be extended to other mechanical equipment fault diagnosis, and can promote the development of unlabeled fault diagnosis.
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