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ABSTRACT

Parts of the brain that carry sensory tasks are organized topographically: nearby neurons are responsive to the same properties of input signals. Thus, in this work, inspired by the neuroscience literature, we proposed a new topographic inductive bias in Convolutional Neural Networks (CNNs). To achieve this, we introduced a new topographic loss and an efficient implementation to topographically organize each convolutional layer of any CNN. We benchmarked our new method on 4 datasets and 3 models in vision and audio tasks and showed equivalent performance to all benchmarks. Besides, we also showcased the generalizability of our topographic loss with how it can be used with different topographic organizations in CNNs. Finally, we demonstrated that adding the topographic inductive bias made CNNs more resistant to pruning. Our approach provides a new avenue to obtain models that are more memory efficient while maintaining better accuracy.

Index Terms— Convolutional neural networks, topography, inductive bias, pruning

1. INTRODUCTION

Convolutional neural networks (CNNs) reached state-of-the-art performances in a number machine learning tasks dealing with naturalistic signals, such as image classification [1, 2], audio pattern recognition [3], or speech recognition [4].

CNNs combine a number of basic operations (convolutions, non-linearity, and downsampling) to build useful hierarchical representations, and discard useless information. The introduction of these computations was in some way inspired by the brain, and in return these models can yield insights for neuroscience [5]. Indeed, in the earlier stages of CNNs, learned filters only detect colors, edges, or orientations; whereas higher level and specialized representations are extracted later in the model [6]. This is reminiscent of what is observed experimentally in the visual cortex [7].

However, there is no organization within a certain layer and no notion of proximity between each filter, which differs from spatial structures observed in sensory streams in the brain. Indeed, neurons in the visual [8, 9] and in the audio pathways [10, 11] are organized in “maps”, i.e. nearby neurons have similar responses. In brains, these topographic organizations of responses are observed both for (1) low-level computation such as the frequency tuning in the temporal lobe of the auditory cortex (tonotopy) [12], but also for (2) higher-level representations such as those observed for face identification [13] (faciotopy). Therefore, in this study, we ask the following question: Is the topographic organization of computations a useful inductive bias for CNNs?

In machine learning, topology as an inductive bias has been tested only in later stages of computations. It was introduced in generative models [14], and in variational autoencoders [15], as a prior over the latent variables, but was only used in these higher representations and only in vision. In CNNs, Lee et al. induced topography thanks to an auxiliary loss in the last stages of their Topographic Deep Artificial Neural Network [16]. They mapped the positions of biological neurons in the brain to the fully connected layers of an AlexNet [17]. This loss is derived by considering the pairwise similarities of the activations of neurons as a function of their distance. A limitation of this study is that it relies on invasive brain recordings to assign positions to artificial neurons.

Thus, in this study, we propose a new methodology that introduces topology in convolutional layers of CNNs and which do not rely on any external data. We enforced topography with an auxiliary loss that can be used with any topographic organization. We evaluated our approach on four classification tasks, both on images and audio with three different architectures.

Finally, the over-parametrization of CNNs is often considered as a core ingredient of their predictive power [18]. Yet, from an engineering point of view, the search of memory efficient models is crucial for their deployment. On the other hand, biological neural networks need to balance between robustness and accuracy with a limited number of connections. This phenomenon, referred as synaptic pruning in neuroscience, promotes specialized and efficient pathways. Indeed, the number of connections between biological neurons (axons and dendrites) decreases greatly between early
childhood and puberty [19]. From these two perspectives, we also evaluated our topographic models for their resistance to magnitude-based pruning [20], and found out that they were more robust than baselines.

The source code to reproduce our methods and experiments is available at github.com/bootphon/topography.

2. METHODS

2.1. Notations

We consider a CNN with $L$ convolutional layers. The input of the network is $x$, and each convolutional layer $\ell$ receives a tensor of intermediate representations of shape $(C^\ell, H^\ell, W^\ell)$ and outputs a tensor of representations $y^\ell$ with a shape $(C^\ell, H^\ell, W^\ell)$. $y^\ell$ of size $(C^\ell, H^\ell, W^\ell)$ is a flattened view of $y^\ell$.

2.2. Topographic loss

We modified existing CNNs by assigning positions to each channel of the convolutional layers. We propose that the topology in CNNs can be expressed as: nearby channels in the topology must have similar activations. In order to enforce this, we introduce an auxiliary loss, that is to be minimized in addition to the classification loss (See fig. 1).

We define a distance function $d^\ell : \{1, ..., C^\ell\}^2 \rightarrow \mathbb{R}^+$ where $d^\ell(i, j)$ is the euclidean distance between the positions associated to the output channels at indices $i$ and $j$ of the layer $\ell$. We denote by $S^\ell_{i,j}$ the cosine similarity function between those outputs channels:

$$S^\ell_{i,j} : y^\ell \mapsto \frac{1}{\|y^\ell_i\|_2 \|y^\ell_j\|_2} \sum_{1 \leq h \leq H^\ell, 1 \leq w \leq W^\ell} y^\ell_{i,h,w} y^\ell_{j,h,w}. \quad (1)$$

For a given $y^\ell$, the cosine similarity matrix $S^\ell(y^\ell)$ is efficiently computed by matrix product. All operations considered here remain differentiable and can be added to the computational graph. The associated topographic loss $L^\ell_{\text{topo}}$ at layer $\ell$, and the full loss to be minimized $L$ are defined as:

$$L^\ell_{\text{topo}} = \frac{2}{C^\ell C_{\text{out}}^\ell - 1} \sum_{1 \leq i < j \leq C^\ell_{\text{out}}} \left( S^\ell_{i,j} - \frac{1}{d^\ell(i, j) + 1} \right)^2, \quad (2)$$

$$L = L_{\text{classif}} + \lambda \cdot \frac{1}{L} \sum_{1 \leq \ell \leq L} L^\ell_{\text{topo}}. \quad (3)$$

$\lambda$ is the weight given to the topographic loss. We chose the same target similarity profile in our loss as what was found out by [16]. The outputs $y^\ell$ considered in the topographic loss are taken before any regularization or activation function.

2.3. Topographic organization

In the formulation of the loss, the topographic organization, i.e. the positions associated to the channels and used in $d^\ell$, was left undefined. Here, we tested and enforced different topographic organizations between the channels in convolutional layers. The schemes we used are illustrated in fig. 2, using 256 channels as an example.

![Fig. 2: Positions of 256 channels for the different topographic organizations considered.](image-url)
First, we used a 2D grid with regularly distributed positions. Coordinates are between 0 and 1 as the impact of this loss is weighted by the topographic weight λ (See fig. 2a). Let \( N^d = \lceil \sqrt{C_{\text{out}}^d} \rceil \) be the number of positions per axis. For each channel \( 1 \leq i \leq C_{\text{out}}^d \), the associated position is \( (\frac{q}{N^d} \ell, \frac{r}{N^d} \ell) \), where \( q \) and \( r \) are the quotient and remainder in the euclidean division of \( i - 1 \) by \( N^d \).

Second, we investigated the influence of the density of positions with a variant of the regular grid: the "nested grid" (See fig. 2b). For each channel at index \( 1 \leq i \leq C_{\text{out}}^d \), the associated position is \( (\cos(\frac{2\pi}{C_{\text{out}}^d} i), \sin(\frac{2\pi}{C_{\text{out}}^d} i)) \). Finally, we compared these flat 2D schemes to their equivalent in 3D (See figs. 2d to 2f).

### 3. EXPERIMENTS

We provide the full experimental setup and the procedure to reproduce our results including all hyperparameters.

#### 3.1. Experimental setup

We used the ResNet-18 [1], VGG-16 [24] and DenseNet-121 [2] architectures. Models were trained with stochastic gradient descent with a learning rate of 0.01, a batch size of 256, a momentum of 0.9, and a weight decay of 0.01. We used a learning rate scheduler with cosine annealing [25] without restart and linear warmup of 30\% of the number of epochs.

With the exception of the number of epochs and the data augmentation which are set according to the dataset, we kept the training procedure identical for all tasks and comparisons. We used the introduced parameters in [1] for the first layer of the ResNet-18 and DenseNet-121 with a kernel size of 3, a stride of 1, and a padding of 1. For ResNet-18 (resp. DenseNet) we added topography only to convolutional layers at the end of each building block (resp. dense block) to account for residual connectivity (resp. concatenation).

For each approach, we selected the best model checkpoint and \( \lambda \) based on the validation set. We report the mean accuracy and the standard deviation on the test set across 5 seeds. Our baselines on both modalities replicated [1, 2, 26, 27, 28].

#### 3.2. Image classification

We benchmarked our models on CIFAR10 and CIFAR100 [29]. CIFAR10 (resp. CIFAR100) is made of \( 32 \times 32 \) color images split into 10 (resp. 100) classes, each containing 6000 images. We used the official split with 50000 images for the development set and 10000 for the test set. We then split the development set into training and validation sets, with 5000 images for the validation set. This split is the same for each run. We applied image normalization, random cropping with a padding of 4, and horizontal random flipping with a 50\% probability; and we train for 100 epochs on both datasets.

#### 3.3. Audio classification

We evaluated our models on audio classification with two different tasks: bird sound detection (BirdDCASE) [32] and speech command classification (SpeechCommands) [33].

- **BirdDCASE** is a dataset of audio recordings with either the presence or the absence of bird sounds of any kind. BirdDCASE has the particularity that it is originally made from three development sets, each recorded under differing conditions. Those development sets have different balances of positive/negative cases, different bird species, different background sounds, and different recording equipment.

- **SpeechCommands** is a dataset of spoken English words, while BirdDCASE is made of audio recordings with either the presence or the absence of bird sounds of any kind. BirdDCASE has the particularity that it is originally made from three development sets, each recorded under differing conditions. Those development sets have different balances of positive/negative cases, different bird species, different background sounds, and different recording equipment.

Therefore, we used the official split for SpeechCommands, whereas for BirdDCASE we split the three development datasets with the same proportion, using 80\% for the training, 10\% for the validation set, and 10\% for testing. Audio is sampled at 16 kHz. The inputs of the networks are log mel spectrograms with a window of 25ms computed every 10ms, normalized by the training data statistics. We trained for 36 epochs for BirdDCASE and 12 epochs for SpeechCommands to see 1M examples during training. On BirdDCASE, as the samples are longer than 1 second, we train with random cropped windows of 1 second. We evaluated by splitting the samples into non-overlapping 1-second windows and averaging the logits over windows, as [28].

#### 3.4. Pruning experiments

We compared the resistance to pruning with the \( L^2 \) weight-based pruning [20]. For this experiment, we considered a ResNet-18 trained on CIFAR10 with a 2D grid topography and \( \lambda = 1 \). For each topographic layer, we pruned a fixed proportion of channels that have the weights with the lowest \( L^2 \)-norm. We performed similarly on the corresponding layers of the baseline counterpart. We did not retrain the models after pruning.

### 4. RESULTS AND DISCUSSION

Introducing topography leads to results similar to baselines overall (tables 1 and 2), although there are configurations with topography that provide slight improvements for the different architectures, datasets, and modalities. In addition, for comparison, we also showed the trade-off between accuracy and proportion of pruned channels for the baseline and one topographic model (See Figure 3). Without pruning, the mean accuracy for this given topographic model (ResNet-18, 2D grid, \( \lambda = 1 \)) is 91.9\% (92.45\% for the baseline). As pruning increases, our topographic model maintains better performance.
stood out and is left as a modeling choice. This could be alleviated in future work if topography could be learned or selected during training. From a neuroscience perspective, topographic organization in the brain had been proposed as the solution to the "wiring length" minimization problem [34], mainly for biological constraints and not performance. However, our pruning results potentially suggest that topography in CNNs could also be a solution to find more efficient pathways.

5. CONCLUSION

In this work, we introduce topography in CNNs by assigning positions to the output channels of convolutional layers and by enforcing, via an auxiliary loss, that nearby channels have similar activations. We show that, although the topographic loss is not related to the classification itself, topographic models perform similarly to the baselines. With $L^2$ weight pruning, we evidence that topography has led to a finer selection of useful channels.

In future work, instead of using predefined position schemes, we plan to also learn the topographic organization itself. Such approach could yield scientific hypotheses for a given sensory task concerning the topography itself. The learned topographies through our machine learning method could be put in parallel to the different brain regions.
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