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This paper addresses the resource distribution problem in logistic networks with a complex, multi-echelon interconnection structure. The considered class of systems encompasses two types of nodes: controlled nodes subject to inventory management decisions and sources providing goods to the system to sustain the sales. The stock gathered at the controlled nodes is used to satisfy an exogenous, uncertain demand that may be placed at any controlled node. The stock is replenished from the sources and other controlled nodes, and the flow of goods proceeds with positive lead-time delay. The network topology does not assume any structural simplifications typically considered in inventory control problems, i.e., the nodes can form a link with any other node which leads to a mesh, multi-echelon structure. The contribution of this paper is twofold: First, the classical order-up-to policy is analyzed formally with respect to such nontrivial connectivity architectures, and conditions for full demand satisfaction under any bounded demand pattern are established. Next, a networked extension of the classical policy is proposed. The introduced networked policy is shown to generate smaller holding costs while maintaining the same service level as the classical policy. The formal study is supported by numerical tests involving genetic algorithms and simulation-based optimization.

1. Introduction

In recent years, the observed tight internationalization and development of global market have caused changes in many sectors of the economy. New mechanisms and processes are being introduced on a daily basis, and the existing ones undergo transformations and rescaling. In particular, the now commonly available intelligent transportation, communication, and information system (IT) enhancements [1, 2] exert substantial impact on the practices in logistics and may reshape the entire sector related to the management of the flow of goods and execution of services in distributed environments [3–6]. However, owing to unforeseeable factors and uncertain operational conditions [7] combined with ever growing quality requirements, the research on structurally complex supply chains and networks faces difficulties in both analytical and computational treatment. So far, the literature has been centered on single-echelon [7–10], two-stage serial [11–13], and multi-echelon arborescent configurations [14–16], which are simplifications of the actual architectures presently deployed [17]. The most challenging aspect of more complex topologies is the dynamical interdependencies that lead to multidimensional, nonseparable space of solutions. Affected by nonlinearities and non-negligible lead times, the networked distribution systems are not amenable to the popular methods proved efficient in simpler architectures, e.g., Markov chain-based approach [18]. As an attractive alternative, one may consider dynamical system approach [19], if well adjusted for the challenging full-connectivity (mesh) topologies.

1.1. Dynamic System Approach in Inventory Control. The pioneering exposition in the systemic approach to inventory control problems is usually attributed to Forrester [20], who used coupled nonlinear differential equations to capture the dynamics of supply chains. In order to address the ensuing analytical intricacies, a number of simplified models,
adoption, principally, the frequency domain approach, have been introduced by various researchers by the end of the 20th century [21–23]. These models have later been extended to cover the key effects of delay, in either continuous-time framework [24, 25] or discrete-time framework [26–29]. In turn, the multinode interaction was studied using primarily the state-space approach [30–34], where the emphasis was placed on formal design aspects under various, not necessarily economic, optimization objectives. A summary of previous developments adopting the dynamic system approach has been provided in the excellent review papers by Ortega and Lin [35], Sarimveis et al. [36], and the book by Axssäter [37], whereas the account of current results is given by Zemzam et al. [38] and Ivanov et al. [39].

A significant limitation of the majority of earlier models is assuming linear dynamics in the operational region of interest in order to exercise the formal approach. For instance, a full-backordering restriction has been enforced to avoid the nonlinearity associated with the otherwise saturating stock function required in the lost-sales systems in [26]. On the other hand, the models with explicit capacity constraints incorporated rarely accept a closed-form solution, and only in the simplified case of serial, or fully separable paths of goods flow [40]. In the cases of practical significance, e.g., under demand uncertainty [41] and lead-time variations [42–44], the researchers rely on the numerical analysis. Recently, e.g., Danielson et al. [45] and Bürger et al. [46] address more complete connectivity structures (modeled through the incidence matrix) for general resource distribution networks. Two objectives—achieving balanced network state while responding to the local demand and system capacity optimization—have been considered and attained through (numerical) solution of the related optimization problem. However, the issues of delay in resource transshipment were ignored, neither robustness aspects were covered. More complex models are typically handled through simulation only [47, 48], which limits generalization of managerial insights.

Despite intensified effort [49], multi-echelon production and goods distribution systems require further study. In particular, the issues of delay and demand uncertainty in the systems with arbitrary topological configuration need more attention while assessing the performance of classical control policies, executing tuning procedures, or building new design paradigms.

1.2. Objectives and Paper Contribution. One of the basic premises of a well-conditioned production-inventory system is to fulfill the demand, internal originating from the neighboring entities in the goods distribution structure—or exogenous—placed by external actors. In the majority of real-life cases, the demand is not known a priori and may fluctuate with time in an uncertain way, which poses a significant challenge for balancing the costs and revenues. Besides logistics, this uncertainty is encountered in other contexts as well, i.e., trade [50], tourism [51], or energy distribution [52]. In order to address its negative implications, various resource management strategies are proposed and tuned to the specifics of a particular problem. In the network setting, the optimization objectives typically stress two aspects. On the one hand, it is desirable to reduce the operational costs, notably, the holding costs related to goods storage at the network nodes. On the other hand, one wishes to secure a high level of customer satisfaction, which, besides economic benefits, aims at strengthening the company’s credibility on the market.

Following the robust control convention from Sarimveis et al. [36], in this work, the demand is modeled as an arbitrary-bounded function of time. The goods distribution process proceeds in a network of nodes connected in a mesh topology, i.e., there is no structural restriction concerning the node linkage except for the basic assumption of reachability of every node. The demand can be placed at any node, and the resource reflow is subject to positive lead time, possibly different with respect to each internode link. The stock gathered at the controlled nodes—respond to the external demand and satisfy the internal traffic—is replenished from goods sources. Again, there is no restriction as to which nodes are directly connected with the sources. The objective of this paper is twofold:

1. To investigate analytically the performance of the classical base-stock (CBS) policy, implemented in a distribution way (independently at each node), in the considered general class of logistic systems
2. To examine how the information about the network topological structure can assist in taking more judicious ordering decisions via the application of a networked base-stock (NBS) strategy, developed using formal, control-theoretic approach

This paper is organized in the following way. The system model and its state-space form are introduced in Section 2. The ordering policies, put in the proposed framework, and the detailed analytical treatment are also given in Sections 2. Section 3 is devoted to numerical study. Finally, conclusions and managerial insights are presented in Section 4. The main symbols and quantities used in the text are grouped in Table 1.

2. Analytical Framework

2.1. Preliminaries. Let us consider the goods distribution network, comprising five nodes, depicted in Figure 1. Nodes 1–3 constitute the controlled elements subject to the ordering decisions, whereas nodes 4 and 5 are the sources used to replenish the stock inside the three-node network. Nodes 1 and 2, in addition to responding to the requests from a local market according to demands $d_1$ and $d_2$, respectively, serve as intermediate suppliers for node 3. Node 3 may be perceived as the distribution center providing goods for other markets according to demand $d_3$. The arrows in the graph in Figure 1 indicate the flow of goods and the pair of numbers—the fraction of order issued by a node for its neighbor and the delay in procuring the goods from the neighbor, respectively. Although simple from the topological perspective, the considered network displays two particularities that make the search for an optimal
2.2. Fundamental Assumptions. The considered class of logistic networks assumes cooperation among three types of entities: goods sources, controlled nodes subject to managerial decisions, and customers generating demand. The purpose of the goods distribution system is to satisfy the (uncertain) market demands imposed on the controlled nodes without recurring to excessive safety stock. The flow of goods among the nodes is realized through unidirectional channels that form a mesh interconnection topology, i.e., the network organization does not imply any restriction as to which nodes are connected with each other, except for the impractical cases of isolated entities (without a path to any source), or a node supplying goods to itself.

Each node interconnection is characterized by two parameters: supplier contribution and lead-time delay. The supplier contribution specifies the part of order issued by a controlled node that is to be acquired from the chosen supplier (a neighboring controlled node in the network, or a source). The lead-time delay covers the time of all the activities that are related to procuring the order, e.g., preparation, loading/unloading, shipment, and inspection.

The market demands are not known a priori and do not take any constraints with respect to the stochastic or deterministic variation pattern, except they are all nonnegative and bounded from above. They may be imposed on any controlled node and at any time during the planning horizon of $T$ equally spaced time periods 0, 1, $\ldots$, $t$, $\ldots$, $T$.

2.3. System Model. The sequence of operations performed at a controlled node in each period proceeds according to the diagram depicted in Figure 2. First, the incoming shipments from its suppliers are registered into stock. Next, the node tries to satisfy the external demand placed by customers. Unsatisfied demand is lost. Finally, if the stock is sufficient, the goods are sent to the neighbors in the network-requesting goods via internal replenishment orders. Hence, a higher priority is given to satisfying the customer demand over the internal resource distribution.

2.3.1. Incoming Shipments. Let $q_{ji}(t)$ denote the goods quantity requested by node $i$ from node $j$ related to the aggregate replenishment order $q(t)$ generated in period $t$, and $o_{ij}(t)$ be the shipment actually sent by node $j$ to $i$ according to such request generated $\tau_{ji}$ periods earlier. $\tau_{ji}$ represents the nonnegligible time it takes to transfer the goods between any two neighbors. The amount of incoming goods at node $i$, with respect to supplier $j$, is given by the following equation:

$$u_{ji}(t) = o_{ij}(t - \tau_{ji}). \quad (1)$$

And, the overall goods quantity received by node $i$ in period $t$ is given by

$$u_i(t) = \sum_{j \in \Theta_i} o_{ij}(t - \tau_{ji}), \quad (2)$$

where $\Theta_i$ is the index set of the suppliers of node $i$. Since in the model, satisfying the external demand at the controlled nodes takes precedence over internal shipments, the amount of goods received from a neighbor, $u_{ji}(t)$, may be smaller...
than the amount requested \( q_{ji}(t - \tau_{ji}) \), except the case when the supplier is an external source—the external sources are assumed uncaptacitated. Thus, one has the relation

\[
0 \leq \sum_{j \in \Theta_i} u_{ji}(t) \leq q_i(t - \tau_{ji}).
\] (3)

2.3.2. Outgoing Shipments. Node \( j \) (in its role of goods supplier) attempts to fulfill all the replenishment requests \( q_{ji} \) placed by its neighbors. Let \( \phi_{ji} \in [0, 1] \), \( \sum_{j \in \Theta_i} \phi_{ji} = 1 \), denote the nominal supplier contribution in the relation between nodes \( i \) and \( j \). (Obviously, \( \phi_{ji} = 0 \) if nodes \( i \) and \( j \) do not form a neighboring relationship.) The amount of goods requested by node \( i \) from node \( j \) is given by

\[
q_{ji}(t) = \phi_{ji} q_i(t).
\] (4)

However, after satisfying the external demand, and in the absence of sufficient on-hand stock, the amount of goods actually sent to the neighbors is lower than the quantity requested. In such a case—goods shortage at node \( j \)—the replenishment request issued by node \( i \) is decreased in proportion to the load generated by all the neighbors of node \( j \). The reduction is reflected in the change of source contribution from \( \phi_{ji} \) to \( \phi_{ji}(t) < \phi_{ji} \). Consequently, the quantity of goods in the internal shipments sent by node \( j \) amounts to

\[
o_j(t) = \sum_{i=1}^{N} \phi_{ji}(t) q_i(t),
\] (5)

where \( N \) is the number of controlled nodes. Denoting by \( M \) the number of sources and by \( P = N + M \) the number of all the nodes in the network, the amount of goods received by node \( i \) is determined as

\[
u_i(t) = \sum_{j=1}^{P} \phi_{ji}(t - \tau_{ji}) q_i(t - \tau_{ji}).
\] (6)

Finally, taking into account all the node activities, the quantity of goods at controlled node \( i \) (the on-hand stock) evolves according to

\[
x_i(t + 1) = (x_i(t) + u_i(t) - d_i(t))^+ - o_i(t),
\] (7)

where \( d_i(t) \) is the market demand imposed on node \( i \) in period \( t \). \((f)^+ = \max(f, 0)\) denotes the saturation function that makes the stock level nonnegative in the analyzed lost-sales system. The node interaction and principal system variables are illustrated in Figure 3.

2.3.3. Demand and Sales. In the assumed framework, the market demand imposed on the controlled nodes is modeled as an uncertain, bounded, time-varying function of time:

\[
0 \leq d_i(t) \leq d_{i}^{\max},
\] (8)

where \( d_{i}^{\max} \) denotes the highest value expected at node \( i \) in the planning horizon. If \( d_i(t) \) cannot be satisfied in full, the node effectuates the sales as much as the on-hand stock allows. Hence, the realized sales

\[
h_i(t) = \min[x_i(t) + u_i(t), d_i(t)].
\] (9)

As a result, using (9), the stock level evolution (7) might be expressed through

\[
x_i(t + 1) = x_i(t) + u_i(t) - h_i(t) - o_i(t).
\] (10)

The effectiveness of goods distribution process in the considered network will be quantified through the customer satisfaction ratio (CS) defined as the percentage of realized sales with respect to the demands imposed on the controlled nodes. Denoting the total amount of goods requested within \( T \) periods by \( D \) and realized sales by \( H \), one has

\[
CS = \frac{H}{D} = \frac{\sum_{t=1}^{T} \sum_{i=1}^{N} h_i(t)}{\sum_{t=1}^{T} \sum_{i=1}^{N} d_i(t)}.
\] (11)

2.4. State-Space Representation. For convenience of the analytical study and for efficient implementation on a computing machine, the model will be put to an appropriately chosen state-space form.

2.4.1. Topology Description. Let \( \Phi_k(t) \) denote a diagonal matrix corresponding to the goods traffic on the internode links with lead time \( k \in \{1, \ldots, \tau_{\text{max}}\} \):

\[
\Phi_k(t) = \text{diag}\left\{ \sum_{j : \tau_{ji} = k} \phi_{ji}(t), \ldots, \sum_{j : \tau_{ji} = k} \phi_{jN}(t) \right\}, \quad j = 1, \ldots, P.
\] (12)

\( \Phi_0(t) \) will be a hollow matrix corresponding to the internal transshipments sent in period \( t \):

\[
\Phi_0(t) = \begin{pmatrix}
0 & \varphi_{12}(t) & \cdots & \varphi_{1N}(t) \\
\varphi_{21}(t) & 0 & \cdots & \varphi_{2N}(t) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{N1}(t) & \varphi_{N2}(t) & \cdots & 0
\end{pmatrix}
\] (13)

\( \varphi_{ij}(t) = 0 \) in (13) (the entries on the main diagonal) reflect the fact that no controlled node is a source of goods for itself. Moreover, since the network is directed, \( \varphi_{ij}(t) \neq 0 \) implies \( \varphi_{ij}(t) = 0 \). An example matrix \( \Phi_0 \) corresponding to the network depicted in Figure 1, equals to
Neighbor (supplier) Network node

\[ \Phi = \begin{bmatrix} 0 & 0.4 & 0.3 \\ 0 & 0 & 0.7 \\ 0 & 0 & 0 \end{bmatrix}, \quad \Phi_0 \]

(14)

and the other matrices

\[ \Phi_1 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0.4 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \Phi_2 = \begin{bmatrix} 1.0 & 0 & 0 \\ 0 & 0 & 0.7 \\ 0 & 0.3 & 0 \end{bmatrix}, \quad \Phi_3 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \Phi_4 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0.6 & 0 \end{bmatrix}. \]

(15)

In the nominal operating conditions (no shortage), one can also define a matrix

\[ \Phi = \sum_{k=0}^{T_{\text{MAX}}} \Phi_k, \]

(16)

with an important property from the perspective of further study specified in the following lemma.

**Lemma 1.** *The inverse of \( \Phi \) is a positive matrix.*

**Proof.** It is required to show that the entries of \( \Phi^{-1} \) are all nonnegative. First, it will be demonstrated that \( \Phi \) is invertible.

When goods shortage does not occur, directly from the definition of system matrices (12) and (13), one has \( \Phi = I + \Phi_0 \), where \( I \) is an \( N \times N \) identity matrix. The entries of \( \Phi_0 \) are zero on the main diagonal, and they sum columnwise at most \(-1\). Moreover, the unidirectional property of goods flow implies that whenever \( \varphi_{ji} \neq 0 \), its symmetric equivalent \( \varphi_{ij} = 0 \). As a result, the calculation of the determinant and all the leading principal minors of \( \Phi \) reduces to the triangular matrices (through the expansion formula) with ones on the main diagonal. Thus, the leading principal minors and the determinant are all equal to one and, by virtue of Sylvester’s criterion, \( \Phi \) is positive definite and has an inverse.

As \( \| \Phi_0 \| < 1 \), where \( \| \cdot \| \) denotes induced matrix norm, \( \Phi^{-1} \) can be written in the form of a series

\[ \Phi^{-1} = (1 - (-\Phi_0))^{-1} = I + (-\Phi_0) + (-\Phi_0)^2 + \cdots. \]

(17)

Since all the entries of \(-\Phi_0\) are nonnegative, according to (17), so are the entries of \( \Phi^{-1} \). \( \Phi^{-1} \) is thus a positive matrix.

**2.4.2. Dynamical Description.** Having grouped the variables describing the node interaction into the vectors given in Table 1, the system dynamics may be described in the following state-space:

\[ x(t+1) = x(t) + \sum_{k=0}^{T_{\text{MAX}}} \Phi_k(t)q(t-k) - h(t). \]

(18)

With no input preceding the phase of goods distribution, i.e., \( q(t) = 0 \) for \( t < 0 \), using (18), the stock level in any period \( t > 0 \) may be determined using a nonrecurrent relation

\[ x(t) = x(0) + \sum_{k=0}^{T_{\text{MAX}}} \sum_{l=0}^{t-1} \Phi_k(l-k)q(l) - \sum_{l=0}^{t-1} h(l). \]

(19)

**2.5. Classical Base-Stock Policy.** The base-stock policy is one of the classical inventory management strategies in logistics which determine the order quantity according to (demand prediction neglected)

\[ q_i(t) = x_i^{\text{TIL}} - x_i(t) - \Delta_i(t), \]

(20)

where \( x_i^{\text{TIL}} \) is the target inventory level and

\[ \Delta_i(t) = \sum_{j \in \Theta_i, l=t-r_p}^{t-1} \varphi_{ji}(l)q_j(l), \]

(21)

represents the goods in transit coming to node \( i \).

Let \( \mathbf{x}^{\text{TIL}} = [x_1^{\text{TIL}}, \ldots, x_N^{\text{TIL}}]^{\top} \) denote the vector of target inventory levels for all the controlled nodes. Using state-space
expressed as the replenishment order established in period \( t \).

By applying (19) into (22), the quantity of goods in the network can be represented in the vector form as

\[
q(t) = x^{TIL} - x(0) - \sum_{k=0}^{\tau_{\text{max}}} \sum_{l=0}^{t-1} \Phi_k(l)q(l) = x^{TIL} - x(0) - \sum_{k=0}^{\tau_{\text{max}}} \sum_{l=0}^{t-1} \Phi_k(l)q(l) + \sum_{l=0}^{t-1} h(l).
\]

The CBS policy, when deployed in a distributed way to preserve the autonomy of ordering decisions at the network nodes (which can then be handled independently by different organizations), brings a risk of system underutilization, or loss of stability in the face of uncertain demand and delayed goods reflo. Two theorems given below demonstrate formally that this inopportune situation does not occur, irrespective of the demand pattern conforming to quite general conditions (8).

First, under the assumed initial conditions: \( q(t < 0) = 0 \) and \( q(0) = x^{TIL} - x(0) \). Since one is basically free in the choice of \( x^{TIL} \), it can be adjusted with respect to the initial resources \( x(0) \) so that a nonnegative order is placed by any node. In turn, for \( t > 0 \), the ordering signal satisfies the condition specified in the following theorem.

**Theorem 1.** For any period \( t > 0 \), the ordering signal generated using the CBS strategy is nonnegative and bounded.

**Proof.** By applying (19) into (22), the quantity of goods in the replenishment order established in period \( t \) may be expressed as

\[
q(t) = x^{TIL} - x(0) - \sum_{k=0}^{\tau_{\text{max}}} \sum_{l=0}^{t-1} \Phi_k(l)q(l) + \sum_{l=0}^{t-1} h(l).
\]

Consequently,

\[
q(t + 1) = x^{TIL} - x(0) - \sum_{k=0}^{\tau_{\text{max}}} \sum_{l=0}^{t-1} \Phi_k(l)q(l) + \sum_{l=0}^{t-1} h(l)
\]

\[
= x^{TIL} - x(0) - \sum_{k=0}^{\tau_{\text{max}}} \sum_{l=0}^{t-1} \Phi_k(l)q(l) + \sum_{l=0}^{t-1} h(l)
\]

\[
- \sum_{k=0}^{\tau_{\text{max}}} \Phi_k(t)q(t) + h(t)\]

\[
= q(t) - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k(t)q(t) + h(t)
\]

\[
= [I - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k(t)]q(t) + h(t).
\]

Since \( \forall j, \sum_{j=0}^{\tau_{\text{max}}} \sum_{l=0}^{t-1} \Phi_k(l)q(l) \leq 1 \), one has

\[
[I - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k(t)]q(t) + h(t) = 0.
\]

The vector of realized sales \( h(t) \) is nonnegative (component wise). Thus, by applying (25) to (24), one obtains \( q(t + 1) \geq 0 \). On the other hand, \( \|I - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k(t)\| < 1 \). Hence, since (24) represents the dynamics of an asymptotically stable linear system with state \( q(t) \) and bounded input \( h(t) \), \( q(t) \) is bounded.

**Theorem 2.** Under the CBS policy, the on-hand stock at the network nodes does not exceed the target level, i.e.,

\[
\forall t \geq 0 \quad x(t) \leq x^{TIL}.
\]

**Proof.** Initially, \( x(0) \leq x^{TIL} \). Assume that in a period \( t > 0 \), \( x(t) \leq x^{TIL} \). It will be demonstrated that using this assumption, the resources accumulated in the next period—\( x(t + 1) \)—do not exceed \( x^{TIL} \).

Since the biggest stock increase occurs under no shortage (\( \Phi_k(t) = 0 \)), one has from (18)

\[
x(t + 1) \leq x(t) + \sum_{k=0}^{\tau_{\text{max}}} \Phi_k q(t - k) - h(t).
\]

Using (23) in (27) yields

\[
x(t + 1) \leq x(t) + \sum_{k=0}^{\tau_{\text{max}}} \Phi_k x^{TIL} - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k [x(0) + \sum_{l=0}^{t-1} \Phi_l q(l)]
\]

\[
+ \sum_{l=0}^{t-1} h(l) - h(t).
\]

The terms inside the square brackets in (28) actually equal \( x(t) \). Hence, by applying the definition \( \Phi = \sum_{k=0}^{\tau_{\text{max}}} \Phi_k \), one arrives at

\[
x(t + 1) \leq x(t) + \Phi x^{TIL} - \Phi x(t) - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k \sum_{l=0}^{t-1} h(l) - h(t).
\]

As \( \Phi = I + \Phi_0 \) (see the proof of Lemma 1), \( x(t) - \Phi x(t) = -\Phi_0 x(t) \) and

\[
x(t + 1) \leq x^{TIL} + \Phi_0 [x^{TIL} - x(t)] - \sum_{k=0}^{\tau_{\text{max}}} \Phi_k \sum_{l=0}^{t-1} h(l) - h(t).
\]

By definition, \( \Phi_0 \) has all the entries negative or null. Since \( h \) has only nonnegative components, by virtue of the mathematical induction one may conclude that \( x(t + 1) \leq x^{TIL} \).

Theorem 1 shows that even though implemented without any knowledge about the network structure, the CBS policy generates a feasible sequence of ordering decisions. Theorem 2, in turn, proves that the stock level never exceeds the target value, irrespective of the actually realized sales. What remains to discuss is how to adjust \( x^{TIL} \) so that cost-efficient system operation is ensured.

Normally, one needs to recur to the numerical simulations for a given demand pattern to see how the choice of target level influences the costs. In order to limit the considerable search space, a minimum value that provides full
customer satisfaction under any demand conforming to (8) can be indicated. A steady-state ordering sequence \( q_i \) in response to steady-state demand \( d_i \) may be determined from (24) as \( q_i = q_{i-1} - \sum_{k=0}^{I} \Phi_k q_{i-k} + d_i \Rightarrow q_i = (\sum_{k=0}^{I} \Phi_k)^{-1} d_i \), where \( \Phi_k \) represents \( \Phi(t) \) in the steady state. Then, using (22), the steady-state stock level becomes

\[
x_{ss} = x_{TIL} - q_{ss} - \sum_{k=1}^{TIL} k \Phi_k q_{ss} = x_{TIL} - \left(1 + \sum_{k=1}^{TIL} k \Phi_k \right) \Phi^{-1} d_{max}.
\]

(31)

In the extreme case, \( d_{ss} = d_{max} \) and \( \Phi_k = \Phi_k \). However, setting \( x_{TIL} \) so that expression (31) is positive results in a positive stock level during the goods redistribution, and full customer satisfaction is achieved. The lowest value of \( x_{TIL} \) when it happens,

\[
x_{TIL} = \left(1 + \sum_{k=1}^{TIL} k \Phi_k \right) \Phi^{-1} d_{max},
\]

(32)

will be used as a departure point in the numerical procedures to initiate genetic-algorithm-based search for optimum cost.

2.6. Networked Base-Stock Strategy. The CBS policy takes a local view of the logistic system, i.e., the decisions are made solely based on the interaction with directly connected neighbors. The idea behind a new (NBS) policy is to judiciously introduce the information about network interconnection structure so that the stocks (and as a consequence the holding costs) are reduced while maintaining a similar level of customer satisfaction as the CBS one.

According to the NBS policy, the quantity of goods to be acquired to replenish the stock by the controlled nodes will be calculated as

\[
q(t) = \Phi^{-1} \left[ x^{TIL} - x(t) - \sum_{k=0}^{I} \Phi_k q(t-k) \right].
\]

(33)

Comparing with (22), one may notice a similar calculation scheme, involving the record of on-hand stock and goods in transit, as in the CBS policy. Therefore, the implementation complexity does not increase. What differs is a matrix scaling factor, \( \Phi^{-1} \), that is used for a more exact adjustment of ordering decisions in the networked structure, as discussed in a latter part of this section.

Directly from (33), under the assumed zero initial input, one has \( q(0) = \Phi^{-1} [x^{TIL} - x(0)] \), which is upper-bounded and nonnegative if one assigns \( x^{TIL} \geq x(0) \). The theorem below shows that this property holds true for any \( t > 0 \).

Theorem 3. For any period \( t > 0 \), the ordering signal generated using the NBS strategy is nonnegative and bounded.

Proof. Similarly as in (24), substituting (19) into (33) yields

\[
q(t + 1) = \Phi^{-1} \left[ x^{TIL} - x(t) - \sum_{k=0}^{I} \Phi_k q(t-k) \right] + d_{ss} = \Phi^{-1} \left[ x^{TIL} - x(t) - \sum_{k=0}^{I} \Phi_k q(t-k) + d_{ss} \right],
\]

(34)

Since \( \| \Phi^{-1} \sum_{k=0}^{I} \Phi_k \| \leq 1 \), all the eigenvalues of \( I - \Phi^{-1} \sum_{k=0}^{I} \Phi_k \) lie within the unit circle and \( q(t) \) evolving according to (34), is bounded. Moreover, since \( q(0) \geq 0 \) and \( h(t) \geq 0 \), \( q(t) \geq 0 \).

Corollary 1. Under no goods shortage, for any \( t > 0 \), the ordering signal generated using the NBS strategy

\[
q(t) = \Phi^{-1} d(t-1).
\]

(35)

Proof. When there is no shortage of resources to sustain the goods reflow in the network, \( h(t) = d(t) \) and \( \sum_{k=0}^{I} \Phi_k(t) = \Phi \). Using this fact in the last line in (34) yields

\[
q(t) = \left[ I - \Phi^{-1} \Phi \right] q(t-1) + \Phi^{-1} h(t-1) = \Phi^{-1} h(t-1).
\]

(36)

Remark 1. In the traditionally considered framework of only the local interactions considered (and constant order-up-to levels), it can be shown that the CBS policy satisfies the condition \( q_i(t) = d_i(t-1) \) [54], i.e., it repeats the last observed demand. It follows from (24) that this desirable, memoryless property no longer holds for the network constructs. Even for the nominal—no-shortage—operational conditions, one has \( q(t) = (I - \Phi) q(t-1) + d(t-1) \), which implicates past ordering decisions in the current one. Contrarily, relation (35) shows that the NBS policy keeps generation of the ordering sequence memoryless, thus avoiding the propagation of demand fluctuations in time and the unwanted spiral of events related, in principle, to the bullwhip effect. However, a more profound study of these phenomena from the perspective of complex networked structures is in place for future research work.

Theorem 4. Under the NBS policy the on-hand stock at the network nodes does not exceed the target level.
**Proof.** Similarly as in the proof of Theorem 2, one has \(x(0) \leq x^{TIL}\). The biggest stock increase occurs under no shortage. Using (23) in (27) with matter the demand profile. Therefore, accumulation at the network nodes up to the target level, no shortage conditions. In order to automate the tests, a dedicated computer engine has been created. Each test case proceeds as follows:

\[
x(t + 1) \leq x(t) + \Phi(t) - x^{TIL} - \sum_{k=0}^{t_{max}} \Phi_k \Phi^{-1} \sum_{l=0}^{t_{max}} \Phi_l \Phi^{-1} \left[ x(t) \right] + \sum_{k=0}^{t_{max}} \sum_{l=0}^{t_{max}} \Phi_k \Phi^{-1} \sum_{i=0}^{l-t_{max}} h(l) - h(t).
\]

Using (19) and (16) in (37), one obtains

\[
x(t + 1) \leq x(t) + \Phi(t) - x^{TIL} - \sum_{k=0}^{t_{max}} \Phi_k \Phi^{-1} \sum_{l=0}^{t_{max}} \Phi_l \Phi^{-1} \sum_{i=0}^{l-t_{max}} h(l) - h(t).
\]

Since \(h(t) \geq 0\) in any period \(t\), \(x(t + 1) \leq x^{TIL}\).

It has been demonstrated formally in Theorems 2 and 4 that both the classical and networked policy limit the goods accumulation at the network nodes up to the target level, no shortage conditions. In order to automate the tests, a dedicated computer engine has been created. Each test case proceeds as follows:

1. Using the input parameters, number of controlled nodes \(N\), number of external sources \(M\), number of contact points with the market, and connection complexity \(C\) quantified through the number of node suppliers, the network interconnection structure is constructed.
2. Next, the simulation environment is prepared. It involves choosing the simulation time, type of demand distribution, and control policy (either CBS or NBS one).
3. The optimization process is conducted, i.e., using continuous genetic algorithm (CGA) (implementation details given by Ignaciuk and Wieczorek [55]), an optimal \(x^{TIL}\) allocation is determined. The applied fitness function balances the priority of holding cost (HC) reduction vs. achieved customer satisfaction (11) through Fitness \(= (1 - HC/HC_{initial}) \times CS^β\), where \(α > 0\) and \(β > 0\) are tuning parameters.

Altogether, \(10^7\) test instances have been run. A few representative cases have been selected for closer examination in a latter part of this section with three major aspects in mind:

1. Network size (Section 3.1)—3 interconnection structures encompassing \(M = 5\) sources and a varying number of controlled nodes: 5, 10, and 15 nodes
2. Market impact (Section 3.2)—the network topology comprising \(N = 10\) controlled nodes and \(M = 5\) sources with the external demand imposed on a varying number of nodes: 3, 6, and 10 nodes
3. Topological complexity (Section 3.3)—3 networks, each comprising 20 nodes (\(N = 15\), \(M = 5\)) and a different number of suppliers supporting each controlled node: 2, 4, and 6 suppliers, respectively

The other simulation parameters are set as follows:

(i) Planning horizon: \(T = 50\) periods
(ii) Lead-time delay: assigned randomly from the interval \([1, 5]\)
(iii) Market demand: generated according to the Gamma distribution with shape and scale coefficients equal to 5 and 10, respectively
(iv) CGA: 10 individuals in a population, 2% mutation probability, stop condition \((10^4\) generations evaluated), or \(3 \times 10^3\) generations without improvement

**3. Numerical Study**

The performance of resource management strategies has been investigated in a wide variety of numerical tests for the networks with different sizes, complexity, and operational conditions. In order to automate the tests, a dedicated computational engine has been created. Each test case proceeds as follows:

3.1. Network Size. The first group of tests aims at assessing the system performance, in particular HC, in relation to the number of nodes subject to inventory management decisions. All the examined topologies assume a fixed number of sources \((M = 5)\) and a growing number of controlled nodes \(N\), as illustrated in Figure 4. The external demands are imposed on every node throughout the entire simulation interval \([0, T]\). The computational complexity increases according to \([N/3]\). The optimization procedure, involving
CGA parametrized via $\alpha = 2$ and $\beta = 15$, is assumed to provide full customer satisfaction with minimum HC.

The data gathered in Table 2 (and illustrated graphically in Figure 5) indicate that the bigger the number of controlled nodes, the higher the savings obtained through the application of NBS strategy instead of the CBS one. In the case of simple network topology from Figure 4(a), HC is reduced from $2.02 \cdot 10^4$ to $1.83 \cdot 10^4$ units, i.e., by 9%. For the network with 10 controlled nodes (b), the reduction amounts to 20%, and for the largest network from Figure 4(c), the application of the NBS policy enables one to bring HC down by 26% with respect to the CBS strategy.

### 3.2. Impact of Local Market

Another significant aspect of logistic network performance relates to the interaction with external market, i.e., the number of contact points (or the number of controlled nodes affected directly by external demand). In the tests reported in this section, an interconnection structure comprising 20 nodes ($N = 15$ controlled nodes and $M = 5$ sources) depicted in Figure 6 has been selected. The number of contact points (marked in bold in Figure 6) equals to 5, 10, and 15, for cases 6(a)–6(c), respectively.

The results are summarized in Table 3. The first network under consideration (a) assumes that the market demand is imposed on 30% of the controlled nodes. The resource distribution according to the CBS policy generated HC = $1.47 \cdot 10^5$ units and $1.14 \cdot 10^5$ units in the case of NBS policy. The advantage in favor of the NBS policy thus amounts to 23%. With the number of contact points increased twice (in the same topology), the HC reduction $\approx 21\%$. Finally, when each controlled node serves as a contact point answering the external demand, the cost reduction owing to the application of NBS instead of CBS policy increases up to 27% (which is consistent with the cases considered in Section 3.1). The obtained data show that NBS strategy outperforms the classical one irrespective of the number of contact points, yet the actual benefit does not necessarily follow an increasing trend.

### 3.3. Topological Complexity

In order to assess the influence of topological complexity, three distribution systems are investigated:

(i) Weakly connected network N1 ($N = 15$, $M = 5$, $C = 2$)

(ii) Medium complexity network N2 ($N = 15$, $M = 5$, $C = 4$)

(iii) Strongly connected network N3 ($N = 15$, $M = 5$, $C = 6$)

Recall that $C$ denotes the number of node suppliers. The interconnection structures are sketched in Figure 7. For network N1 illustrated in Figure 7(a), the initial $x^{in}$ vectors, calculated according to (32) for the CBS policy and according to (40) for the NBS one, lead to HC of $6.6 \cdot 10^5$ units. With the granularity of one unit, there are $7.8 \cdot 10^{15}$ potential solutions in the search space for the brute-force optimization approach. Hence, even for a low-complexity...
network, one needs to recur to approximate solutions, here CGA.

The charts in Figure 8 depict $x^{THL}$ obtained for full customer satisfaction. For a majority of controlled nodes, the determined target level is smaller for the NBS policy than for the classical one. In the case of network N1, this difference translates to 33% cost reduction in favor of the networked policy ($5.2 \cdot 10^4$ units for the CBS policy vs. $3.5 \cdot 10^4$ units for the NBS one). The plots in Figures 8(b) and 8(c) reveal similar tendency for networks N2 and N3.

Figure 9 illustrates how the holding cost changes in relation to different levels of intended customer satisfaction. The profitability in applying the NBS policy rises with the increase in the desired satisfaction level. While for low service levels, e.g., 50%, the costs generated by both policies are similar, in the typical settings of $CS > 70\%$, the networked policy generates significantly smaller holding costs. Comparing the plots from Figures 9(a)–9(c), one can notice a positive impact of enlarged internode linkage on decreasing the holding costs for a given service level. The benefits are more substantial in the case of networked policy, which generates smaller costs in all the investigated scenarios. This observation is confirmed by the data grouped in Table 4, which show that the savings (CBS–CNS)/CBS for a given topology and the same demand imposed on the controlled nodes can reach the level of 60%. In the table, the cases of achieving full customer satisfaction ($CS = 100\%$) are marked in bold.

### Table 3: The impact of market impact on the performance of CBS and NBS policies.

| Number of contact points | CBS   | NBS   | Savings (%) |
|--------------------------|-------|-------|-------------|
| 5           | 14,733| 11,382| 23          |
| 10          | 45,450| 35,881| 21          |
| 15          | 47,043| 34,295| 27          |
The conducted tests show a clear benefit of employing the network structural information into the ordering decision scheme. For network N2, the optimal cost equals $3.8 \times 10^4$ units (CBS) and $2.1 \times 10^4$ units (NBS), respectively. The reduction of holding cost is more profound than in the case of network N1 for all the customer satisfaction levels. In network N2, similarly to network N1, the higher the intended CS, the bigger the benefits from using the NBS strategy. These observations are confirmed for the strongly connected network N3.

4. Summary and Conclusions

This paper examines the use of base-stock inventory policies in goods distribution networks with nontrivial interconnection structures. The nodes form links with other nodes in the system in an arbitrary way. The goods redistribution process is subject to positive lead-time delay, potentially different at each internode link, and uncertain demand may be placed at any controlled node. The paper evaluates analytically the classical base-stock policy under demand uncertainty in a robust control framework. It is formally shown that despite the delay in goods transshipment, the CBS policy always generates nonnegative (thus feasible) ordering signal and finite, precisely determined stock level for any demand pattern from a given interval. Only the upper estimate of demand is required. Next, using the implications from the classical policy behavior, a new base-stock policy is established. This networked policy, by incorporating basic topological information, is shown to generate smaller holding costs while maintaining all the essential properties of the classical one.

As evaluated in extensive numerical tests, involving genetic algorithms for policy parameter tuning, the networked policy generates smaller costs than the classical one. Three aspects of system performance have been given emphasis: network size (quantified through the number of nodes subject to ordering decisions), relations with external actors (quantified through the number of contact points), and complexity (quantified through the linkage density). Depending on the service-level setting, the benefits may range from 9% to as much as 60%. The cost savings have been observed in all the test cases. With full customer satisfaction as a target, the cost savings increase from 9%, through 21%, up to 27% with the network size growing from 5, through 10, up to 15 controlled nodes. A similar trend, though not strictly increasing, is observed for varying the number of nodes on which the external demand is imposed.
Figure 9: Holding cost vs. customer satisfaction for networks: (a) N1, (b) N2, and (c) N3.

Table 4: Performance of CBS and NBS policies.

| Network | Desired CS (%) | CBS   | NBS   | Savings (%) |
|---------|----------------|-------|-------|-------------|
| N1      | 50             | 4,867 | 1,577 | 68          |
| N1      | 60             | 6,985 | 2,517 | 64          |
| N1      | 70             | 10,510| 4,477 | 58          |
| N1      | 80             | 13,312| 6,412 | 52          |
| N1      | 90             | 24,587| 10,824| 56          |
| N1      | 100            | **52,014** | **34,918** | **33**          |
| N2      | 50             | 2,518 | 920   | 63          |
| N2      | 60             | 4,047 | 1,329 | 67          |
| N2      | 70             | 5,923 | 2,140 | 64          |
| N2      | 80             | 8,959 | 3,714 | 59          |
| N2      | 90             | 13,481| 6,817 | 49          |
| N2      | 100            | **38,434** | **21,259** | **45**          |
| N3      | 50             | 2,137 | 721   | 66          |
| N3      | 60             | 3,305 | 1,224 | 63          |
| N3      | 70             | 4,574 | 1,748 | 62          |
| N3      | 80             | 6,420 | 2,899 | 55          |
| N3      | 90             | 11,048| 4,551 | 59          |
| N3      | 100            | **24,538** | **11,169** | **54**          |
The biggest advantage of using the networked policy has been observed in the tests measuring the impact of topological complexity (Section 3.3). When full customer satisfaction (under minimum holding costs) is to be obtained, the savings can reach 60%.

While introducing minor computational change (the value scaled by a constant matrix), the networked policy provides substantial economic advantage over the classical order-up-to policy. However, it assumes centralized operation under the auspices of an organization sharing common topological information. By contrast, the classical policy can be deployed in a distributed way, independently at each node. Therefore, the networked policy is recommended for organizations with well-defined, reliable information channels. The influence of information distortion requires deeper evaluation as a subject of further study.
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