Generalized string-nets for unitary fusion categories without tetrahedral symmetry

Alexander Hahn$^{1,\ast}$ and Ramona Wolf$^{1,\dagger}$

$^1$Institut für Theoretische Physik, Leibniz Universität Hannover, Appelstraße 2, 30167 Hannover, Germany

The Levin-Wen model of string-net condensation explains how topological phases emerge from the microscopic degrees of freedom of a physical system. However, the original construction is not applicable to all unitary fusion category since some additional symmetries for the $F$-symbols are imposed. In particular, the so-called tetrahedral symmetry is not fulfilled by many interesting unitary fusion categories. In this paper, we present a generalized construction of the Levin-Wen model for arbitrary multiplicity-free unitary fusion categories that works without requiring these additional symmetries. We explicitly calculate the matrix elements of the Hamiltonian and, furthermore, show that it has the same properties as the original one.

I. INTRODUCTION

For a long time, it was thought that all phases and continuous phase transitions could be described by Landau’s theory of symmetry breaking$^1$. However, with the discovery of the fractional quantum Hall effect in the early 1980s$^2,3$, it became clear that there are systems that exhibit a different kind of order—topological order$^4,5$—going beyond the scope of Landau’s theory. Since then, topological phases in condensed matter systems have been extensively studied and are still an active area of research$^6$–$10$, with applications ranging from fractional quantum Hall systems$^{11}$–$15$ over quantum spin systems$^{16}$–$21$ to, more recently, topological quantum computation$^{22}$–$26$. Moreover, exploiting powerful tensor network variational methods$^{27,28}$ to numerically study topological phases has led to numerous important insights$^{29}$–$36$. These techniques fall under the name of density matrix renormalization group methods.

For a complete understanding of the theory of topological phases similar to Landau’s theory of symmetry breaking, one has to face several challenges: for instance, Landau’s theory provides low energy effective theories for general ordered phases, namely Ginzburg-Landau field theories$^1$. In the theory of topological phases, this has been successfully understood by topological quantum field theories (TQFTs)$^{38,39}$. Another important aspect that is explained by Landau’s theory is a physical picture for the emergence of ordered phases—particle condensation. Additionally, the theory provides a framework to characterize and classify these phases, namely group theory.

The last two issues are addressed in$^{40}$ for a large class of topological phases, so-called doubled topological phases. In their work, the authors describe a lattice model, in which the emergence of topological phases is explained by so-called string-net condensation. This physical mechanism yields a much richer class of phases than the one that is given by Landau’s theory. Their approach exploits the mathematical framework of unitary fusion categories (UMTCs)$^{41,42}$, which solves the problem of finding an analogue of group theory for the phase characterization. The idea behind their approach is to describe the universal properties of a string-net condensed phase via the ground state wave function, which is determined by local constraints.

Their construction has several important properties: First of all, it yields a lattice model with an exactly solvable Hamiltonian and a description of its ground state wave function. Moreover, it is interesting from a purely mathematical point of view: given a unitary fusion category fulfilling some additional constraints, one can use the string-net construction to build a unitary modular tensor category (UMTC), since the latter is described by the emerging quasiparticles of the string-net model. This UMTC then serves as a mathematical description of anyonic particles.

Although this is a quite promising approach, especially because of its constructive nature, there is one caveat: It is not possible to use it for general unitary fusion categories. More precisely, the $F$-symbols (also called 6$j$-symbols) of the category have to fulfill the so-called tetrahedral symmetry condition and some unitarity constraint. However, there are unitary fusion categories that do not fulfill these conditions (see, e.g.,$^{43,44}$ and Appendix E of this paper).

Nevertheless, the construction of$^{40}$ can be adapted for general unitary fusion categories. While it was already questioned whether these symmetry conditions are a necessary criterion$^{45,46}$, it was shown in$^{43}$, that any unitary fusion category yields an exactly solvable Hamiltonian. One can also take a more category-theoretical point of view to face this problem: It was shown that the string-net space for a category $\mathcal{C}$ in the sense of$^{40}$ is equal to the state space of the Turaev-Viro TQFT for $\mathcal{C}^\times$,$^{47}$–$49$, which itself is isomorphic to the state space of the Reshetikhin-Turaev theory for the Drinfeld double of $\mathcal{C}$.$^{50}$–$52$. While in$^{40}$ the additional symmetries arise quite naturally both of the latter formalisms get along without any additional constraints. Thereby, they provide many important results regarding string-nets and TQFTs.$^{53}$–$57$

However, these categorical approaches as well as the one in$^{43}$ have a severe drawback: They are not constructive, which means that they lack an explicit formula for the matrix elements of the Hamiltonian. Especially for physicists, who do not necessarily have a solid background in category theory, this lack of a constructive way to define the Hamiltonian is a serious hurdle when using
the Levin-Wen approach for arbitrary UFCs. Therefore, it was still noted as an important open question in physics to study generalized string-net models\textsuperscript{45}. For instance, in\textsuperscript{46} the authors present a construction of the string-net Hamiltonian without demanding tetrahedral symmetry, but it is only applicable to fusion categories where the objects form an abelian group under the fusion operation. Hence, giving a construction of the Levin-Wen model for general unitary fusion categories is still an unsolved problem.

In this work we answer this question by explicitly constructing the Hamiltonian without imposing any additional constraints on the unitary fusion category. Moreover, we give proofs of the important properties of the Hamiltonian. We also show that our formula for the Hamiltonian can be transformed into the original formula given in\textsuperscript{40} if we impose the additional constraints (see Appendix D).

The paper is organized as follows: Section II is the main part of the paper. We begin by revising the original construction of the Hamiltonian from\textsuperscript{40} and point out where the construction fails for general UFCs. Afterwards, we do the explicit calculation of the matrix elements without imposing any additional symmetries. In the last part of this section we explain the ideas behind the (rather technical) proofs of the properties of the Hamiltonian, which can be found in detail in Appendix C. In Section III, we explain how the definition of excitations in the original paper can be generalized to the framework of general UFCs. Finally, we conclude in Section IV and also mention some interesting open questions in this area.

In the Appendix, several technical calculations can be found: Appendix A is dedicated to the graphical calculus of UFCs that we use for computations throughout this work. Appendix B provides technical details that are necessary for the calculation of the Hamiltonian. As mentioned above, the proofs for several properties of the Hamiltonian can be found in Appendix C. In Appendix D, we show how our construction can be transformed into the original formula if one imposes additional symmetry constraints. In Appendix E we give an explicit example for a UFC which breaks tetrahedral symmetry.

\section{II. THE STRING-NET MODEL}

In this section we describe the string-net model as proposed by Levin and Wen in their seminal paper\textsuperscript{40} and point out which aspects do not work for general unitary fusion categories. Furthermore, we show how to explicitly compute the matrix elements of a matrix representation for the Hamiltonian of the generalized Levin-Wen model. This formula is applicable for any unitary fusion category.

We begin by recalling how the original model is constructed. In the general string-net picture, we need some data to specify the model:

1. \textbf{String types.} We need to specify the types of strings that can appear, and also the total number $N + 1$ of different types. We label different string types with integers: $i = 0, 1, 2, \ldots, N$. where $i = 0$ represents the vacuum string.

2. \textbf{Branching rules.} It is necessary to specify which string types $i, j, k$ are allowed to meet at a vertex:

\begin{equation}
\begin{array}{c}
\begin{array}{c}
\quad k \\
\quad i \\
\quad j
\end{array}
\end{array}
\end{equation}

3. \textbf{String orientations.} With every string type $i$ we associate a dual string type $i^*$ that satisfies $(i^*)^* = i$. The string of type $i^*$ corresponds to the type-$i$ string with opposite orientation:

\begin{equation}
\begin{array}{c}
\begin{array}{c}
\quad i \\
\quad i^*
\end{array}
\end{array}
\end{equation}

After specifying this data, we can define the corresponding Hilbert space of the string-net model. The states in the Hilbert space are simply linear combinations of different spatial configurations of string-nets.

Before we continue to discuss ground states of the string-net model, a brief comment on string diagrams is necessary. In this paper, we use the convention that all unoriented string diagrams point upwards, i.e.

\begin{equation}
\begin{array}{c}
\begin{array}{c}
\quad k \\
\quad i \\
\quad j
\end{array}
\end{array}
\end{equation}

For the vacuum string we usually use dotted lines to distinguish it from the other string types. Furthermore, in contrast to the original paper, we never use horizontal lines. The reason behind this is that without imposing tetrahedral symmetry the meaning of these lines is ambiguous. Hence, throughout this paper we make an effort to translate all relevant diagrams to ones that have no horizontal lines (for example, equations (4) – (8)).

In the original paper, the authors reason that the ground state wave function $\Phi$ of a Hamiltonian acting on a string-net state can be uniquely specified by local constraints. These constraints are the following:

\begin{equation}
\Phi \left( \begin{array}{c}
\begin{array}{c}
\quad i
\end{array}
\end{array} \right) = \Phi \left( \begin{array}{c}
\begin{array}{c}
\quad i
\end{array}
\end{array} \right) \quad (4)
\end{equation}

\begin{equation}
\Phi \left( \begin{array}{c}
\begin{array}{c}
\quad i
\end{array}
\end{array} \right) = d_i \Phi \left( \begin{array}{c}
\begin{array}{c}
\quad i
\end{array}
\end{array} \right) \quad (5)
\end{equation}

\begin{equation}
\Phi \left( \begin{array}{c}
\begin{array}{c}
\quad i
\end{array}
\end{array} \right) = \delta_{ij} \Phi \left( \begin{array}{c}
\begin{array}{c}
\quad i
\end{array}
\end{array} \right) \quad (6)
\end{equation}
Figure 1. Hamiltonian on the honeycomb lattice. A general Hamiltonian consists of operators that act on vertices $Q_v$ and ones that act on plaquettes $B_p$.

\[
\Phi \begin{pmatrix} k \\ m \\ l \end{pmatrix} = \sum_n (C^{kl}_{ij})_{mn} \Phi \begin{pmatrix} k \\ l \\ n \end{pmatrix}
\]

(7)

\[
\Phi \begin{pmatrix} k \\ m \\ l \\ j \end{pmatrix} = \sum_n (H^{kl}_{ij})_{mn} \Phi \begin{pmatrix} k \\ i \\ n \\ j \end{pmatrix}
\]

(8)

Note that the gray rectangles always represent the remaining parts of the string-net that are not affected by the local relations. The $d_i$ are complex numbers (called quantum dimensions) assigned to the string types and the operators $C^{kl}_{ij}$ and $H^{kl}_{ij}$ are related to the $F$-symbols (A3) (or 6j-symbols) of the underlying unitary fusion categories (see Appendix B):

\[
(C^{kl}_{ij})_{mn} = \sqrt{\frac{d_md_n}{d_jd_k}} (F^{ilm}_{ij})_{kj}
\]

(9)

\[
(H^{kl}_{ij})_{mn} = \sqrt{\frac{d_md_n}{d_{ij}}} (F^{kim}_{ij})_{ij}
\]

(10)

However, not all choices of $F$-symbols and quantum dimensions lead to self-consistent constraints (4) – (8). More precisely, to yield self-consistent constraints the $F$-symbols have to fulfill the pentagon equation:

\[
(F^{ijkl}_{m})_{pl}(F^{ij}_{m})_{nr} = \sum_q (F^{ijk}_{p})_{nq}(F^{iq}_{r})_{pr}(F^{jkl}_{q})_{qs}
\]

(11)

This is the only consistency condition we request. In contrast, in the original model the so-called tetrahedral symmetry has to be fulfilled, which is defined as follows:

\[
(F^{ijkl}_{l})_{ml} = (F^{kji\ast}_{i\ast})_{mn\ast}
\]

\[
= (F^{i\ast\ast kl}_{i\ast})_{m\ast n\ast} = \sqrt{\frac{d_md_n}{d_jd_i}} (F^{m\ast kn\ast}_{i\ast})_{j\ast i\ast}
\]

(12)

We discuss this condition in more detail in Appendix D and also show that, when additionally assuming tetrahedral symmetry together with some other conditions that are required in the original construction, our form of the Hamiltonian can be converted into the original form.

A. The Hamiltonian

After we have specified the local constraints for the ground state we can construct exactly solvable lattice spin Hamiltonians with exactly these states as ground states. As proposed in the original paper, we consider the honeycomb lattice where the degrees of freedom are on the edges. The Hamiltonian then consists of two types of operators: ones that act on the vertices $v$, denoted $Q_v$, and ones that act on plaquettes $p$, denoted $B_p$ (see Fig. 1). The exactly solvable Levin-Wen Hamiltonian $H$ on a honeycomb lattice is given by taking the sum of these operators over all vertices and all plaquettes:

\[
H = -\sum_v Q_v - \sum_p B_p.
\]

(13)

The negative signs ensure that those string-net configurations that obey the branching rules and relations (4) – (8) are energetically favored and therefore in the ground state.

The vertex operator $Q_v$, which is also called the electric charge operator, always acts on three degrees of freedom. It ensures that the string-net configurations of the ground state obey the branching rules:

\[
Q_v \begin{pmatrix} k \\ i \\ j \end{pmatrix} = \delta_{ij}^k \begin{pmatrix} k \\ i \\ j \end{pmatrix},
\]

(14)

where

\[
\delta_{ij}^k = \begin{cases} 1, & i \otimes j = k \text{ is an allowed fusion} \\ 0, & \text{otherwise}. \end{cases}
\]

(15)

The plaquette operator $B_p$, also called the magnetic flux operator, imposes dynamics to the system. It is a linear combination of $N + 1$ terms, one term for each string type (plus the vacuum string):

\[
B_p = \sum_{s=0}^N a_s B^s_p,
\]

(16)

where the coefficients $a_s$ satisfy $a_{s\ast} = a_s^\ast$ but are otherwise arbitrary for now. Each of the individual terms acts on a plaquette $p_j$ of the honeycomb lattice by inserting a loop of type $s$ and fusing this loop into the internal links of the plaquette $p$. Hence, effectively the operator maps a configuration $g, h, i, j, k, l$ of internal edges to linear combination of different configurations $g', h', i', j', k', l'$.
The operator $B_p^s$ acts on the twelve links of the plaquette and hence has a representation as a $(N+1)^{12} \times (N+1)^{12}$ matrix. However, since the external legs $a, \ldots, f$ are not changed by this operator, the matrix has a block-diagonal structure involving $(N+1)^6$ blocks of dimension $(N+1)^6 \times (N+1)^6$, where each block is labeled by a fixed configuration of external legs.

We now evaluate the action of the operator $B_p^s$ on a fixed plaquette $p$ step by step to get an equation for the matrix elements $B_{p,ghijkl}^{g',h',i',j',k',l'}(abcdef)$. The first step in this calculation is fusing the $s$-type loop string to the internal links of the plaquette. To achieve this, we apply the completeness relation (A12) at every internal link.

\[
B_p^s | \begin{array}{c} a \\ b \\ c \\ d \\ e \\ f \\ \end{array} \begin{array}{c} i \\ j \\ k \\ l \\ m \\ n \end{array} \rangle = \sum_{g',h',i',j',k',l'} B_{p,ghijkl}^{g',h',i',j',k',l'}(abcdef) | \begin{array}{c} a \\ b \\ c \\ d \\ e \\ f \\ \end{array} \begin{array}{c} i' \\ j' \\ k' \\ l' \\ m' \\ n' \end{array} \rangle.
\]  

(17)

We can now evaluate each of the six corners individually. To simplify the diagrams we make use of the graphical calculus of the underlying unitary fusion category. This is explained in more detail in Appendix A. If necessary,
we first rearrange the diagram such that it is easier to see which operation can be applied.

1. To be able to apply an $F$-move to this picture, we have added a vacuum line\(^{58}\). We can then use the modified $F$-moves (A8) and (A7) and the bigon relation (A11) twice to simplify the diagram in the following way:

\[
\sum_{\alpha, \beta} \left(F_{g^*}^{s', s}\right)_{\alpha, \beta} \frac{d_g d_{s'}}{d_{g^*}} \sqrt{\frac{d_g d_{s'}}{d_{g^*}}} \frac{d_{g^*} d_s'}{d_{g^*}}
\]

2. Here, we can directly apply a $G$-move to simplify the diagram:

\[
\sum_{\alpha} \left(G_{s^*}^{h', c}\right)_{h\alpha} \frac{d_{g^*} d_{h'}}{d_{h'}} \sqrt{\frac{d_{g^*} d_{h'}}{d_{h'}}} \frac{d_{h'} d_s}{d_{h'}}
\]

3. This diagram requires us to apply a $H$-move:

\[
\sum_{\alpha} \left(H_{j^*}^{s i}\right)_{j\alpha} \frac{d_j d_{s'}}{d_{j^*}} \delta_{\alpha, i'}
\]

4. This diagram works analogously to the first one by adding a vacuum line. This time, we apply the $F$-moves (A3) and (A6) together with the bigon relation (A11):

\[
\sum_{\alpha, \beta} \left(F_{j^*}^{s i}\right)_{\alpha, \beta} \frac{d_j d_{s'}}{d_{j^*}} \sqrt{\frac{d_j d_{s'}}{d_{j^*}}} \frac{d_{j^*} d_{s'}}{d_{j^*}}
\]
\[ \sum_\beta \sqrt{\frac{d_j d_s}{d_{j'}} \left( F^s_{j'} s'_j \right)_{0 j'} \left( F^{k_s s'_j}_c \right)_{j' \beta}} \]

\[ \sum_\beta \sqrt{\frac{d_j d_s}{d_{j'}} \left( F^s_{j'} s'_j \right)_{0 j'} \left( F^{k_s s'_j}_c \right)_{j' \beta} \delta_{\beta, k'}} \]

\[ \sqrt{\frac{d_j d_s}{d_{j'}} \left( F^s_{j'} s'_j \right)_{0 j'} \left( F^{k_s s'_j}_c \right)_{j' \beta}} \]

Analogously to the third diagram we use a $H$-move to simplify this one:

Here, we apply a $G$-move to the diagram:

\[ \sum_\alpha \left( G^{s* s'}_{j k'} \right)^{k* \alpha^*} \]

\[ \sum_\alpha \left( G^{s* s'}_{j k'} \right)^{k* \alpha^*} \sqrt{\frac{d_{s*} d_{l'}}{d_{l'}} \delta_{\alpha^*, l'}} \]

\[ \sqrt{\frac{d_{s*} d_{l'}}{d_{l'}} \left( G^{s* s'}_{j k'} \right)^{k* l'^*}} \]

After we have simplified all six corners of the diagram, we can now insert the results into (18) to determine how the diagram with the inserted loop can be expressed as a linear combination of diagrams without a loop:
Combined with Eq. (17) we can conclude

\[ B_{p, ghijkl}^{s,g'h'i'j'k'l'} (abcdef) = \sqrt{d_s d_s} \sqrt{d_g d_h d_j d_k} \left( F_{g's}^* F_{h'i}^* \right)_{g'0} \left( F_{g'h'c}^* F_{h'i}^* \right)_{h'i} \]

Just as in the original Levin-Wen model we make the choice

\[ a_s = \frac{d_s}{D^2} \]

where

\[ D = \sqrt{\sum_{i=0}^{N} d_i^2} \]

is the total quantum dimension.

### B. Properties of the Hamiltonian

Like the original Hamiltonian in\(^{40}\), this Hamiltonian has some interesting properties, given that the pentagon equation (11) is fulfilled.

1. First, the Hamiltonian is hermitian, which is a crucial property for a Hamiltonian that describes a physical system. Recall that, when acting with the magnetic flux operator \( B_p \) on a plaquette \( p \), we do the following transformation:

\[ \vec{p} \mapsto \sum_{p'} C(\vec{p}, \vec{p}') \vec{p}' \]

where the vectors \( \vec{p} \) and \( \vec{p}' \) represent the entirety of the inner indices of the plaquette before and after the application of \( B_p \), respectively, and \( C(\vec{p}, \vec{p}') \) stands for the coefficient in the linear combination (see (20)). In order to show that the operator \( B_p \) is hermitian it is sufficient to show that \( C(\vec{p}, \vec{p}') = C(\vec{p}', \vec{p}) \) which is a consequence of the mirror symmetry of the \( F \)-symbols (A7). The detailed proof can be found in Sec. C 1.

2. Second, the \( B_p \) and \( Q_v \) are projector-valued operators. As depicted in Fig. 2, applying the magnetic flux operator twice corresponds to inserting a loop of type \( s \) and a loop of type \( t \) into the plaquette and summing over \( s, t \). In Sec. C 2 we show that this is equivalent to the scenario where we insert only one loop of type \( \alpha \) (and sum over \( \alpha \)).

3. Furthermore, to build an exactly solvable Hamiltonian, it is necessary that the individual operators \( Q_v \) and \( B_p \) all commute with each other. It is clear that all operators commute when they are applied on plaquettes that have no edges in common. Furthermore, it is easy to see that the electric charge operator \( Q_v \) commutes with everything since it only ensures that valid string-net configurations are energetically favorable. Also, \( B_p \) commutes with itself when it is applied to the same plaquette twice which follows from the property of \( B_p \).
Figure 3. **Commutativity.** (a) In this scenario, the operators $B_{p_1}$ and $B_{p_2}$ are applied to neighboring plaquettes. (b) The operator $B'_{p_2}$ puts a loop of type $s$ into plaquette $p_1$, and $B'_{p_2}$ puts a loop of type $t$ into $p_2$ (although not depicted in the picture, we take the sum over $s$ and $t$). (c) After fusing in both loops, the result is a linear combination of string-net configurations which is independent of the order in which the loops have been fused in.

being a projector. Hence, it remains to be shown that $B_p$ commutes with itself on neighboring plaquettes. The main idea here is that, no matter in which order the operators are applied to the plaquettes, the resulting linear combination of string-net configurations is always the same (see Fig. 3). The detailed proof can be found in Sec. C3.

Figure 4. **Closed string operator on the honeycomb lattice.** A closed string operator $W^s(P)$ only acts non-trivially on spin states along the closed path $P$, depicted as thick red line. It creates a type-$s$ string and fuses it into each vertex $v_1, v_2, \ldots, v_N$ along $P$. This action only changes the two sites $i_{k-1}, i_k$ of $v_k$, whereas the third site $e_k$ of the vertex is unaffected. In total, $W^s(P)$ transforms the initial spin state $i_1, i_2, \ldots, i_N$ to the final state $i'_1, i'_2, \ldots, i'_N$. The labelling convention is demonstratively shown in the picture for $i_1, i_2, e_1, e_2$ and $v_6$ of an example for a $W^s(P)$ operator.

### III. EXCITATIONS

The excited states of the original Levin-Wen Hamiltonian correspond to topologically nontrivial quasiparticles, also referred to as anyons. They are associated to closed string operators $W^s(P)$, which create a type-$s$ string along the closed path $P$ on the honeycomb lattice. In contrast to $B_p$ (or $Q_{v}$) the $W^s(P)$ are no longer just local operators acting on a single plaquette (or vertex). We follow the approach in\cite{40} to propose a recipe for computing simple $W^s(P)$ for arbitrary closed paths $P$. Assuming that $W^s(P)$ only changes the spin states along the path $P = v_1, \ldots, v_N$ makes it possible to define its action vertex-wise. As in\cite{40}, we can then perform the following ansatz for the matrix elements of a simple type-$s$ closed string operator $W^s(P)$ transforming the initial state $i_1, \ldots, i_N$ to the final state $i'_1, \ldots, i'_N$:

$$W^s_{i_1i_2\ldots i_N}(e_1e_2\ldots e_N) = \left(\prod_{k=1}^{N} F^s_{k}\right) \left(\prod_{k=1}^{N} \omega_k\right).$$ (24)

This operator only changes two of the three spin states at each vertex $v_k$ along $P$, see Fig. 4. The remaining external leg is denoted $e_i$. $F^s_k$ is a combination of $F$-symbols acting on the vertex $v_k$ which fuses the type-$s$ string generated by $W^s(P)$ into the respective vertex. Hence, we can think of $F^s_k$ as just one of the $\circ\otimes\odot$ actions of $B^s_{p_k}$. Then, we have to differ six different cases of vertices $v_k$: 
In order to compute the $\omega_k$, the authors in\cite{40} use the fact that $W^s(P)$ should commute with the Hamiltonian if $P$ is a closed path. This is only the case if $\omega_k$ satisfies a certain constraint (see Eq. (18) in\cite{40}), which in turn gives all simple type-$s$ closed string operators. Unfortunately, we found that in our general approach the derivation of this constraint appears to be highly complicated and not as obvious as in the original model. Therefore, we leave it as an open problem.

\section{IV. Conclusion and Outlook}

In this paper, we have generalized the Levin-Wen model\cite{40} to arbitrary multiplicity-free unitary fusion categories and calculated its matrix elements explicitly. The original Hamiltonian requires several additional symmetries of the underlying UFC which are not mandatory in our construction. The case of fusion rules with multiplicities can easily be obtained by inserting an extra label at each vertex of the honeycomb lattice. However, this only adds further degrees of freedom at each lattice site and does not bring any additional physical insights. Furthermore, current explicit experimental realizations of these particles are limited to very few simple models, and so fusion rules with multiplicity are unlikely to have practical relevance in the near future.

An interesting question which is not answered in this paper, is that of excited states which we briefly addressed in Section III. Although it is possible to apply the ansatz of\cite{40} in our general case, we believe another approach may be less difficult. In\cite{59,60}, the Levin-Wen model is built as a tensor network of matrix product operators. This idea gives a much simpler framework to calculate the quasiparticle excitations. Such a construction is probably also possible for our model. However, the authors also require tetrahedral symmetry to be fulfilled in their construction, hence one has to carefully check which aspects of the tensor network approach differ for the general case. We hope to address this question in the near future.

From a mathematical point of view, our construction is not the most general one possible. The excitations of a Levin-Wen model correspond to irreducible representations of the Drinfeld double of the underlying category\cite{40}. In order to exhibit anyonic quasiparticles, the quantum double needs to have the structure of a modular tensor category\cite{61}. To achieve this, we could relax the conditions of the underlying category to be a $\mathbb{F}$-linear, abelian, spherical, rigid, monoidal category with $\text{End}(0) \simeq \mathbb{F}$ for a closed number field $\mathbb{F}$\cite{62}. However, calculating the matrix elements of such a Levin-Wen model would purely be of theoretical interest since the physically relevant cases are covered by UFCs.
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Appendix A: Unitary fusion categories and their graphical calculus

The underlying mathematical framework of the Levin-Wen constriction is the concept of unitary fusion categories which is a very rich mathematical field itself. We do not want to explain the whole theory here, but refer to [42] for a rigorous mathematical treatment of the topic. Here, we rather want to explain the graphical calculus that comes with a unitary fusion category and which we used throughout the paper. This section is intended to be a reference text which can be consulted to understand the individual steps in each of the calculations done in this paper.

Before we continue, a short note on string diagrams: Recall that we use the convention that all unoriented string diagrams point upwards (3). Especially in this section we mostly omit the arrows since the equations hold for any chosen orientation.

Definition A.1. A fusion category over $\mathbb{C}$ is a $\mathbb{C}$-linear rigid semisimple monoidal category with finitely many simple objects (up to isomorphism) and finite-dimensional morphism spaces such that the identity object is simple.

It is not crucial for understanding the paper and the calculations to fully understand the definition of a fusion category, it is rather given here for completeness. Nevertheless, we will highlight some aspects of it to demonstrate how the physical model emerges from the mathematical definition.

First of all, a fusion category is a monoidal category, which means that it is equipped with a tensor product. This tensor product is an operation between the simple objects of the category ($\equiv$ the string types of the physical model). It determines the action of the vertex operator $Q_v$: Consider, for instance, the tensor product $i \otimes j = k$. This is equivalent to the following vertex in the physical model:

$$
\begin{array}{c}
\includegraphics{vertex}
\end{array}
$$

Hence, if this tensor product exists in the fusion category, the corresponding vertex is an allowed configuration in the lattice model.

Furthermore, we can define the so-called $F$-symbols for a fusion category (they sometimes also appear under the name 6j-symbols, especially in physics). In a fusion category, this is a family of maps given by

$$
F_{ijl}^{mkn}: \text{Hom}(i, (j \otimes k) \otimes l) \to \text{Hom}(i, j \otimes (k \otimes l)),
$$

where $\text{Hom}(X, Y)$ denotes the space of morphisms from the object $X$ to the object $Y$. The matrix representation of these maps is given by

$$
\begin{array}{c}
\includegraphics{matrix_representation}
\end{array}
$$

These $F$-symbols have to fulfill the pentagon equation (which also appeared in (11)):

$$
(F_{m}^{nkl})_{pl}(F_{in}^{m})_{qr} = \sum_{q}(F_{r}^{ijq})_{pl}(F_{m}^{iql})_{nr}(F_{q}^{jkl})_{ps}.
$$

The fusion category is called unitary if its $F$-symbols are unitary. In a unitary fusion category, the inverse $F$-symbol is given by the Hermitian conjugate:

$$
(F_{ijl}^{mkn})^{-1} = (F_{ijl}^{mkn})^\dagger = (F_{ijl}^{mkn})^\ast.
$$
where the bar above the $F$-symbols denotes the complex conjugate. In terms of string diagrams, this is

$$
\begin{array}{ccc}
j & k & l \\
\downarrow & \downarrow & \downarrow \\
i & j & n
\end{array}
= \sum_m (F_{ijkl}^*)_{nm} \begin{array}{ccc}
j & k & l \\
\downarrow & \downarrow & \downarrow \\
i & m & i
\end{array}.
$$

(A6)

Another consequence of unitarity is that the category is spherical (see Prop. 8.23), which yields a mirror symmetry, i.e., we can make statements about the diagram that is horizontally mirrored in terms of the previously defined $F$-symbols:

$$
\begin{array}{ccc}
j & k & l \\
\downarrow & \downarrow & \downarrow \\
i & m & n
\end{array}
= \sum_n (F_{ijkl}^*)_{mn} \begin{array}{ccc}
j & k & l \\
\downarrow & \downarrow & \downarrow \\
i & n & i
\end{array}.
$$

(A7)

$$
\begin{array}{ccc}
j & k & l \\
\downarrow & \downarrow & \downarrow \\
i & n & m
\end{array}
= \sum_m (F_{ijkl}^T)_{nm} \begin{array}{ccc}
j & k & l \\
\downarrow & \downarrow & \downarrow \\
i & m & i
\end{array}.
$$

(A8)

The last equation is a combination of (A6) and (A7).

In order to compute the matrix elements of the Hamiltonian we need three more relations within the graphical calculus that basically all follow from the fact that we use a specific normalization for trivalent vertices, namely

$$
\left( \frac{d_k}{d_id_j} \right)^{\frac{1}{4}} \begin{array}{ccc}
j & k \\
\downarrow & \\
i & j
\end{array}.
$$

(A9)

We sometimes use the notation $V_{ij}^k$ for trivalent vertices of this form. Using this normalization, we can conclude the value of the loop stated in (4):

$$
\begin{array}{ccc}
i & j \\
\circ & \\
i & j
\end{array}
= i^* \begin{array}{ccc}
i & j \\
\circ & \\
i & j
\end{array} = d_i \begin{array}{ccc}
i & j \\
\circ & \\
i & j
\end{array} = \frac{d_i}{d_id_j} \begin{array}{ccc}
j & k \\
\downarrow & \\
i & j
\end{array}.
$$

(A10)

This can be generalized to the bigon relation:

$$
\begin{array}{ccc}
j & k' \\
\circ & \circ & \\
k & j
\end{array}
= \frac{d_i}{d_id_j} \delta_{k,k'} \begin{array}{ccc}
j & k \\
\downarrow & \\
i & j
\end{array}.
$$

(A11)

This fulfills the local constraint stated in (5). The last relation we need is the completeness relation:

$$
\begin{array}{ccc}
j & k \\
\downarrow & \\
i & j
\end{array}
= \sum_k \frac{d_k}{d_id_j} \begin{array}{ccc}
j & k \\
\downarrow & \\
i & j
\end{array}.
$$

(A12)

Note that the set of relations (A3), (A10), (A11) and (A12) is equivalent to the set of local constraints on the ground state given in the main paper. Here, the constraint (4) is implicitly contained via the normalization of trivalent vertices (A9) (see for more details).
Appendix B: Calculation of the operators $G$ and $H$

The local constraints (7) and (8) replace a single condition from the original model, namely

$$\Phi\left(\begin{array}{cccc} i & m & l & j \\ j & i & k & l \end{array}\right) = \sum_n (F_{ji}^{i'i'})_{mn} \Phi\left(\begin{array}{cccc} i & i' & l & j \\ j & i' & k & l \end{array}\right).$$  \hspace{1cm} (B1)

To translate these diagrams into ones that do not contain horizontal lines, we have to distinguish two different cases (this is also the reason for rotating the diagrams in the following), namely

$$\Phi\left(\begin{array}{cccc} k & m & l & j \\ i & i & i' & j \end{array}\right) = \sum_n (G_{ij}^{kl})_{mn} \Phi\left(\begin{array}{cccc} k & l & n & j \\ i & i & j \end{array}\right)$$  \hspace{1cm} (B2)

$$\Phi\left(\begin{array}{cccc} k & m & l & j \\ i & i & i' & j \end{array}\right) = \sum_n (H_{ij}^{kl})_{mn} \Phi\left(\begin{array}{cccc} k & l & n & j \\ i & i' & j \end{array}\right)$$  \hspace{1cm} (B3)

The operators $H$ and $G$ are expressed in terms of $F$-symbols and quantum dimensions:

$$(G_{ij}^{kl})_{mn} = \sqrt{\frac{d_md_n}{djd_k}} (F_{nm}^{imj})_{kj}$$  \hspace{1cm} (B4)

$$(H_{ij}^{kl})_{mn} = \sqrt{\frac{d_md_n}{dl}} (F_n^{kimj})_{il'}$$  \hspace{1cm} (B5)

In the following, we show explicitly how the operator $H$ is computed. $G$ can then be determined analogously.

$$\begin{array}{l}
\Phi\left(\begin{array}{cccc} k & l \\ m & j \\ i & j \end{array}\right) = \sum_n \sqrt{\frac{d_n}{dlda}} (F_{n}^{kmj})_{i\alpha} \Phi\left(\begin{array}{cccc} k & l \\ m \alpha & j \\ i & j \end{array}\right) \\
= \sum_{n,\alpha} \sqrt{\frac{d_n}{dlda}} (F_{n}^{kmj})_{i\alpha} \sqrt{\frac{d_n}{dldl}} \delta_{l\alpha} \Phi\left(\begin{array}{cccc} k & l \\ m & j \\ i & j \end{array}\right) \\
= \sum_{n,\alpha} \sqrt{\frac{d_md_n}{dlda}} (F_{n}^{kmj})_{il} \Phi\left(\begin{array}{cccc} k & l \\ m & j \\ i & j \end{array}\right)
\end{array}$$  \hspace{1cm} (B6)-(B9)

Here, we have used the completeness relation in the first step and an $F$-move and the bigon relation afterwards. Note that imposing tetrahedral symmetry on the $F$-symbols implies $(G_{ij}^{kl})_{mn} = (H_{ij}^{kl})_{mn}$ \hspace{1cm} \text{(43)}.
Appendix C: Properties of the Hamiltonian

The Hamiltonian we have constructed in the main paper has a variety of properties which are necessary for it to be exactly solvable: It is a Hermitian operator which is projector-valued and, furthermore, it commutes when applied to different vertices and plaquettes. Here, we prove each of these properties.

1. Hermicity

Being Hermitian is a crucial property of a Hamiltonian to describe an actual physical system. In this Subsection we show that the Hamiltonian constructed in this paper possess this attribute.

Obviously, the operator \( Q_v \) is Hermitian. Therefore, it remains to show that \( B_p \) is a Hermitian operator, too. For this, recall that \( B_p \) maps an initial string-net configuration \( \vec{p} = \{g, h, i, j, k, l\} \) to the final configuration \( \vec{p}' = \{g', h', i', j', k', l'\} \) via

\[
\vec{p} \rightarrow \sum_{\vec{p}'} C(\vec{p}, \vec{p}') \vec{p}',
\]

where the coefficients \( C(\vec{p}, \vec{p}') \) are the respective matrix elements (20) of the transformation performed by \( B_p \). In order to show that the operator \( B_p \) is Hermitian we need to show that

\[
C(\vec{p}, \vec{p}') = C(\vec{p}', \vec{p}).
\]

This can be verified using the graphical calculus of UFCs (see Appendix A). Before we start proving Eq. (C2), we would like to give an intuition on how to graphically compute the matrix elements of a natural transformation by reviewing the example of the \( F \)-symbol. In terms of its matrix elements, the action of the transformation \( F \) is given by

\[
\begin{array}{c}
j \; k \; l \\
\; m \\
\; i \\
\end{array} = \sum_n \left( F_{ij}^{mn} \right) \begin{array}{c}
\; j \\
\; n \\
\; i \\
\end{array} \begin{array}{c}
\; k \\
\; l \\
\; m \\
\end{array},
\]

If we want to compute a fixed matrix element \( \left( F_{ij}^{mn} \right) \) of \( F \) we can do this by calculating the scalar product of the initial string diagram with the final string diagram, which is defined by composing (i.e., vertically stacking) the string-diagrams and tracing over all uncontracted labels. For this calculation, it is necessary to have an orthonormal basis of tree diagrams, i.e.,

\[
\left\{ \frac{1}{(d_id_jd_kd_l)^{1/2}} j k l m n \right\}.
\]

Note that the normalization factor \( \frac{1}{(d_id_jd_kd_l)^{1/2}} \) comes from the normalization of vertices in (A9) with an additional factor of \( 1/\sqrt{d_i} \) in order to make the diagram normalized with respect to the trace. The calculation of the matrix element \( \left( F_{ij}^{mn} \right) \) then works as follows: Due to the mirror symmetry of the \( F \)-symbols we receive

\[
\frac{1}{\sqrt{d_id_jd_kd_l}} \begin{array}{c}
j \\
\; k \\
\; l \\
\; m \\
\; i \\
\end{array} = \frac{1}{\sqrt{d_id_jd_kd_l}} \begin{array}{c}
\; j \\
\; n \\
\; m \\
\; i \\
\; k \\
\end{array}.
\]
\[ E_{ijkl}^{i} (C_6) = \frac{1}{\sqrt{d_i d_j d_k d_l}} \sum_{m'} (F_{ijkl})_{mm'} \]  
\[ E_{ijkl}^{i} (C_7) = \frac{1}{\sqrt{d_i d_j d_k d_l}} \sum_{m'} (F_{ijkl})_{mm'} \sqrt{d_k d_l} \delta_{m',n} i \]  
\[ E_{ijkl}^{i} (C_8) = \frac{1}{\sqrt{d_i d_j d_k d_l}} (F_{ijkl})_{mn} \sqrt{d_k d_l} \sqrt{d_j d_n} d_i \]  
\[ E_{ijkl}^{i} (C_9) = (F_{ijkl})_{mn} . \]  

Note that we have taken the right trace for the \( i \)-string. Due to sphericality of the UFC, left and right trace coincide.

The same calculation can be performed to receive the matrix element \( C(\vec{p}, \vec{p}') \) of the operator \( B_{\vec{p}} \). This gives

\[ C(\vec{p}, \vec{p}') = \]  

Due to the graphical calculus, there is an obvious way to compute the matrix elements \( C(\vec{p}', \vec{p}) \) of the opposite operation which transforms the plaquette \( \vec{p}' \) into \( \vec{p} \). This is, just interchanging the plaquettes

\[ C(\vec{p}', \vec{p}) = \]
As a consequence of mirror symmetry (A7), complex conjugation of the \( C(\vec{p}', \vec{p}) \) is then given by horizontal reflection of the entire string-diagram:

\[
C(\vec{p}', \vec{p}) = \vec{p} \vec{p}'.
\]  

(C13)

Comparing Eq. (C11) with Eq. (C13) gives the desired expression in Eq. (C2). Hence, the operator \( B_p \) is indeed Hermitian.

2. Projector

In the original Levin-Wen model, the \( B_p \) and \( Q_v \) are projectors (see\(^40\), Appendix C). Here, we show that the same properties also hold for our construction. Obviously, \( Q_v \) is projector-valued. For \( B_p \), we simultaneously act with the operators \( B_p = \sum_t a_t B_p^t \) and \( B_p = \sum_s a_s B_p^s \) on the plaquette \( p \). The corresponding joint operator is \( B_p^2 = \sum_{s,t} a_s a_t B_p^s B_p^t \). Graphically, \( B_p^2 \) acts by adding type \( s \) and type \( t \) loops to the plaquette and summing over \( s, t \). For the sake of clarity, we omit drawing the plaquette itself in the following calculation and only fuse these two loops together. However, we implicitly mean the \( B_p^2 \) action on a plaquette (see Fig. 2).

\[
B_p^2 = \sum_{s,t} \frac{d_s d_t}{D^2} s
\]

(C14)

\[
= \sum_{s,t} \frac{d_s d_t}{D^2} \sqrt{d_{\alpha}} \sqrt{d_{\beta^*}} N_{s,t} \delta_{\alpha, \beta} \sqrt{d_{\alpha} d_{\beta^*}} \left( F_{s,t}^{\alpha^*} \right)_{1, \alpha} \left( F_{t,s}^{\alpha^*} \right)_{1, \alpha} \delta_{s, t}
\]

(C15)

\[
= \sum_{s,t,\alpha} \frac{d_s d_t}{D^2} \left( N_{s,t}^{\alpha^*} \right)^2 \left| F_{s,t}^{\alpha^*} \right|_{1, \alpha}^2 \left| \left( F_{t,s}^{\alpha^*} \right)_{1, \alpha} \right|^2
\]

(C16)

\[
= \sum_{s,t,\alpha} \frac{d_s d_t}{D^2} N_{s,t}^{\alpha^*} \frac{d_{\alpha}}{d_{\beta^*}} \left( F_{s,t}^{\alpha^*} \right)_{1, \alpha} \left( F_{t,s}^{\alpha^*} \right)_{1, \alpha} \delta_{s, t}
\]

(C17)

\[
= \sum_{s,t,\alpha} \frac{d_s d_t}{D^2} N_{s,t}^{\alpha^*} \frac{d_{\alpha}}{d_{\beta^*}} \left( F_{s,t}^{\alpha^*} \right)_{1, \alpha} \left( F_{t,s}^{\alpha^*} \right)_{1, \alpha} \delta_{s, t}
\]

(C18)

\[
= \sum_{s,t,\alpha} \frac{1}{D^2} d_s d_t N_{s,t}^{\alpha^*}
\]

(C19)
\[
\frac{1}{D^2} \sum_{t,\alpha} d_t \left( \sum_{s^*} d_{s^*} N_{t\alpha}^{s^*} \right) \left( \begin{array}{c} \alpha \\ \circ \end{array} \right)
\]
(C20)
\[
= \frac{1}{D^2} \sum_{t,\alpha} d_t d_{\alpha^*} \left( \begin{array}{c} \alpha \\ \circ \end{array} \right)
\]
(C21)
\[
= \frac{D^2}{D^2} \sum_{\alpha} d_{\alpha^*} \left( \begin{array}{c} \alpha \\ \circ \end{array} \right)
\]
(C22)
\[
= \sum_{\alpha} \frac{d_{\alpha^*}}{D^2} \left( \begin{array}{c} \alpha \\ \circ \end{array} \right) = B_p
\]
(C23)

Let us explain each step of this somewhat cumbersome calculation in more detail.

(C15) In the first step, we just insert the definition of \( B_p^2 \) and apply two completeness relations \( \text{(A12)} \). \( N_{ij}^k \) denotes the dimension of the fusion vertex \( V_{ij}^k \). In the case of multiplicity-free fusion rules, \( N_{ij}^k = \delta_{ij} \), see \( \text{(15)} \). The factor \( N_{st}^\alpha N_{s^*t^*}^{\beta^*} \) is necessary to ensure that the sum only involves valid configurations.

(C16) In order to come up with this equality, we evaluate the diagram from \( \text{(C15)} \) vertex-wise in the same way as we did in the computation of the \( B_p^2 \) matrix elements by using the relations from \( \text{(11)} \) and \( \text{(12)} \). The Kronecker delta comes from the fact that the only possible way to evaluate this diagram is the case where \( \alpha = \beta \).

(C17) In this step, we carry out the Kronecker delta, simplify the factor and use the fact that \( (F_{s^*t^*}^s)_{0\alpha}(F_{0\alpha^*}^{s^*t^*})_{\beta s^*} = (F_{s^*t^*}^s)_{0\alpha}(F_{0\alpha^*}^{s^*t^*})_{\beta s^*} \). This is simply a consequence from the pentagon identity. Another way to check this is by redoing the calculation from \( \text{(1)} \) whilst fusing the unit object to the other side.

(C18) Since we only consider the multiplicity-free case \( N_{st}^\alpha \in \{0, 1\} \), we have \( (N_{st}^\alpha)^2 = N_{st}^\alpha \). Furthermore, the \( F \)-symbols involved in \( \text{(C17)} \) are all one-dimensional. Hence, we receive \( \left| (F_{s^*t^*}^s)_{0\alpha} \right|^2 = \frac{d_{\alpha^*}}{d_{s^*} d_s} \) and due to unitarity of the fusion category \( \left| (F_{s^*t^*}^s)_{\alpha \alpha^*} \right|^2 = 1 \). For further details, see\( \text{66} \).

(C19) Here, we use that \( N_{st}^\alpha = N_{s^*t^*}^{\alpha^*} \). This can be verified by looking at the respective fusion vertices \( V_{st}^\alpha \) and \( V_{s^*t^*}^{\alpha^*} \). \( V_{st}^\alpha \) can be transformed into \( V_{s^*t^*}^{\alpha^*} \) by bending the legs up/down accordingly

\[
\begin{array}{c}
\circ \\
\alpha
\end{array}
\begin{array}{c}
\circ \\
\alpha
\end{array}
= A_{st}^\alpha B_{s^*t^*}^{\alpha^*}
\]
(C24)

where \( A_{ij}^k = \sqrt{d_i d_j} (F_{i^*j^*}^k)_{0j} \) and \( B_{ij}^k = \sqrt{d_i d_k} (F_{i^*j^*}^k)_{0j} \).\( \text{66} \). Hence, the operation \( A_{st}^\alpha B_{s^*t^*}^{\alpha^*} \neq 0 \) is just a rescaling of the trivalent vertex by a scalar factor. Therefore, it does not change the dimension of the corresponding fusion spaces.

(C20) This is just a rearrangement of the sums. In addition, we use \( d_i = d_{i^*} \), which holds due to sphericity of the UFC\( \text{42} \) (Definition \( 4.7.14 \)).

(C21) Using the fact \( d_i d_j = \sum_k N_{ij}^k d_k \) (see, e.g.,\( \text{67} \) (Eq. \( 2.10 \))) gives the desired equation.

(C22) Since the string diagram does not depend on \( t \) anymore, we can evaluate the sum over \( t \) separately. We then use the definition of the total quantum dimension \( D = \sqrt{\sum_{i=0}^N d_i^2} \).

(C23) Again, because of the sphericity of the UFC we have \( d_i = d_{i^*} \).

3. Commutativity

To build an exactly solvable Hamiltonian, it is necessary that the individual operators \( Q_v \) and \( B_p \) all commute with each other. Here, we explicitly do the computation for the configuration that is depicted in Fig. 3. It turns out that the only factors that differ between the different orders of application are those where internal indices of both
plaquettes appear. Hence, to keep the calculation as clear as possible, we will only write out these factors and denote the others by \((\ldots)\).

\[ B_{p_2} \left( B_{p_1} \right) \]

\[ = B_{p_2} \left( \sum \ldots \right) \]

\[ = B_{p_2} \left( \sum \sum (F_{s_{j_1}k_2}^{h_1g_2})_{h_1'_{i_1}} (F_{s_{j_1}k_2}^{h_1g_2})_{j_1'_{i_1}} \ldots (C_{26}) \right) \]

\[ = \sum \sum (F_{s_{j_1}k_2}^{h_1g_2})_{h_1'_{i_1}} (F_{s_{j_1}k_2}^{h_1g_2})_{j_1'_{i_1}} \ldots (C_{27}) \]

\[ = \sum \sum \sum (F_{s_{j_1}k_2}^{h_1g_2})_{h_1'_{i_1}} (F_{s_{j_1}k_2}^{h_1g_2})_{j_1'_{i_1}} \ldots \]

Note that the above expression is a linear combination of string-net configurations, where in each coefficient we have a sum over the loop values \(s\) and \(t\) and also over the intermediate label \(i'_1\). Performing the same calculation for the other order of operators yields

\[ B_{p_1} \left( B_{p_2} \right) \]

\[ = \sum \sum \sum \ldots \]

\[ = \sum \sum \ldots \]
Figure 5. **Commuting diagrams.** The fact that these two diagrams commute yields the equations required to prove the commutativity of the magnetic flux operator.

Hence, the equality that we have to show reduces to

\[
\sum_{s,t,i_1} \left( F_{i_1}^{s h_1 g_2} \right)_{i_1 i_{i_1}} \left( F_{i_1}^{s j_1 k_2} \right)_{j_{i_1} i_{i_1}} \left( F_{i_1}^{h_1 g_2 t} \right)_{i_{i_1} i_i} \left( F_{i_1}^{j_1 k_2 t} \right)_{i_i i_i} = \sum_{s,t,i_1} \left( F_{i_1}^{s h_1 g_2} \right)_{i_1 i_{i_1}} \left( F_{i_1}^{s j_1 k_2} \right)_{j_{i_1} i_{i_1}} \left( F_{i_1}^{h_1 g_2 t} \right)_{i_{i_1} i_i} \left( F_{i_1}^{j_1 k_2 t} \right)_{i_i i_i}.
\]  

(C31)

To show that this equality holds, we use the fact that the diagrams in Fig. 5 commute (which is due to Mac Lane’s coherence theorem, see\(^\text{68}\)). From these diagrams, we get the following identities:

\[
\left( F_{i_1}^{s h_1 g_2} \right)_{i_1 h_1} \left( F_{i_1}^{h_1 g_2 t} \right)_{i_i i_i} = \sum_{i_i} \left( F_{i_1}^{s j_1 t} \right)_{j_{i_1} i_{i_1}} \left( F_{i_1}^{h_1 g_2 t} \right)_{i_{i_1} i_i} \left( F_{i_1}^{s h_1 g_2} \right)_{i_i h_i}.
\]  

(C32)
In terms of the UFC

\[
(F_{i}^{sji'k'2})_{j'_{i}i_{1}} \cdot (F_{i}^{j_{1}k_{2}t}) = \sum_{i_{1}'} (F_{i}^{j'_{2}k_{2}t})_{i_{1}'i_{1}'} (F_{i}^{sji'k'2})_{j'_{i}i_{1}'} (F_{i}^{sji't})_{j'_{i}i_{1}'} \cdot
\]

(C33)

Inserting these identities into (C30) (and using the fact that \((F_{u}^{xyz})_{\alpha\beta} = (F_{u}^{xyz})_{\beta\alpha}\)) yields

\[
\sum_{s,t,i_{1}',i_{1}} (F_{i}^{sji'k'2})_{j'_{i}i_{1}} (F_{i}^{j'_{2}k_{2}t})_{i_{1}'i_{1}'} (F_{i}^{sji't})_{j'_{i}i_{1}'} (F_{i}^{h_{1}g_{2}t})_{i_{1}g_{2}} (F_{i}^{h_{2}g_{1}t})_{i_{1}g'_{1}} h_{i_{1}i_{1}'}
\]

\[
= \sum_{s,t,i_{1}',i_{1}} (F_{i}^{j'_{2}k_{2}t})_{i_{1}'i_{1}'} (F_{i}^{sji'k'2})_{j'_{i}i_{1}} (F_{i}^{sji't})_{j'_{i}i_{1}'} (F_{i}^{h_{1}g_{2}t})_{i_{1}g_{2}} (F_{i}^{h_{2}g_{1}t})_{i_{1}g'_{1}} h_{i_{1}i_{1}'}
\]

(C34)

describes the following process:

\[
B_{p_{2}}B_{p_{1}} = B_{p_{1}}B_{p_{2}}.
\]

(C35)

This calculation can analogously be done for any configuration of neighboring plaquettes. One always has to consider two commuting diagrams like those depicted in Fig. 5.

**Appendix D: Self-consistency constraints and the original Hamiltonian**

This appendix is dedicated to the self-consistency constraints which are imposed by Levin and Wen in their original Hamiltonian \(^{(69)}\) (Eq. (8) and Eq. (14)). We show that our model translates into the original one when adding these additional symmetries. A special focus will be on the tetrahedral symmetry condition since it is the most restrictive constraint. We will also briefly explain why it is needed in the original model. In order to differ the Levin-Wen and the general UFC construction we use curly letters for items occurring in the original Levin-Wen Hamiltonian.

In contrast to the UFC definition, the \(F\)-symbols used in the original Levin-Wen model\(^{(10)}\) are defined in a slightly different fashion

\[
\Phi \left( \begin{array}{c} i \hline j \end{array} \right) = \sum_{f} F_{ijm}^{f} \left( \begin{array}{c} i \hline k \end{array} \right). \quad (D1)
\]

This action is not defined in a wide class of fusion categories since it involves horizontal lines. In order to illustrate the meaning of those let us give a brief physical outline. Physically, the wave function

\[
\Phi \left( \begin{array}{c} i \hline j \end{array} \right) = \sum_{f} F_{ijm}^{f} \left( \begin{array}{c} i \hline k \end{array} \right).
\]

(D1)

gives the probability amplitude of a physical process corresponding to the string diagram inside the grey box. For example, this may be a scattering process of anyons. As usual in physics literature, we use the convention that time goes upwards\(^{(69)}\). In this picture, a horizontal line denotes a physical process, which happens without passing of time. Hence, it should have a probability amplitude of zero. Whereas, if

\[
\Phi \left( \begin{array}{c} k \hline l \end{array} \right) = \sum_{m} F_{klm}^{f} \left( \begin{array}{c} k \hline l \end{array} \right).
\]

(D2)

the horizontal line can be defined as a reasonable physical process by means of Eq. (D2). It only holds if we require an additional symmetry of the Levin-Wen \(F\)-symbols, namely tetrahedral symmetry\(^{(43)}\)

\[
F_{i}^{ijm} = F_{j}^{kmn} = F_{k}^{imn} = \sqrt{\frac{d_{m}d_{n}}{d_{j}d_{l}}} F_{i}^{imj}.
\]

(D3)

In terms of the UFC \(F\)-symbols, Eq. (D3) can be written as\(^{(70)}\)

\[
(F_{i}^{jkt})_{m} = (F_{i}^{jitr})_{m} = (F_{i}^{t}l_{k})^{m}_{n} = \sqrt{\frac{d_{m}d_{n}}{d_{j}d_{l}}} (F_{i}^{m}_{k}n^{*})_{j}^{*}t^{*}.
\]

(D4)
The fact that tetrahedral symmetry (D3) is mandatory for Eq. (D1) to be a defined operation makes it a necessary condition for a standard Levin-Wen construction. However, this restriction is too strong and does not hold in any UFC. We show a particular counterexample in Appendix E.

The remaining symmetry conditions for the original Levin-Wen model are

\[ \mathcal{F}_{ijk}^{j'k'0} = \sqrt{\frac{d_k}{d_i d_j}} \delta_{ijk} \]  \hspace{1cm} (D5)

\[ \mathcal{F}_{ijm}^{j'm} = \mathcal{F}_{k'n}^{j'n} \]  \hspace{1cm} (D6)

\[ \mathcal{F}_{q^*k'^*}^{q^*q^*} = N \mathcal{F}_{mn}^{m} \mathcal{F}_{l^n}^{l^n} \]  \hspace{1cm} (D7)

Eq. (D5) is a normalization convention for the \( \mathcal{F} \)-symbols. It ensures that a gauge transformed \( \mathcal{F} \)-symbol belongs to the same local rules (40 (Eq. (4) – (7))) as the untransformed operation. The unitarity condition (D6) ensures Hermicity of the original Levin-Wen model. The last constraint (D7) is just the pentagon equation (11) for the Levin-Wen \( \mathcal{F} \)-symbols. In contrast to the other conditions this is not an additional symmetry since it is also required in our construction.

We now show that our model segues into the original Levin-Wen model when claiming tetrahedral symmetry (D3), the normalization convention (D5) and the unitarity condition (D6) as additional symmetries. First, we observe that the \( p \)-symbols. In contrast to the other conditions this is not an additional symmetry since it is also required in our construction.

We start by translating the UFC \( B \)-symbols in \( B^s \) to Levin-Wen \( \mathcal{F} \)-symbols (D1) as in \( B^s \). They are related by

\[ \left( \mathcal{F}_l^{ijk} \right)_{mn} = \mathcal{F}_{l^{*}n}^{i^{*}m} \]  \hspace{1cm} (D9)

\[ B_{p,ghijkl}^{s,g'k'i'j'k'l'}(abcdef) = \mathcal{F}_{s^{*}g'k'i'j'k'l'}(abcde) \]  \hspace{1cm} (D10)

We now rewrite each \( \mathcal{F} \)-symbol in Eq. (D10) individually by using the normalization convention (D5) and the tetrahedral symmetry condition (D3). For better transparency of this calculation, we numerate the different \( \mathcal{F} \)-symbols occurring in Eq. (D3)
and point out which equality we use by \((x) \rightarrow (y)\). This gives

\[
\mathcal{F}^{ggg'}_{g'ss'0} \quad \text{(D5)} \quad \sqrt{\frac{d_{g'} d_{g}}{d_{s'} d_{s}}}
\]

\[
\mathcal{F}^{*s s_0}_{j^* j^*} \quad \text{(4) \rightarrow (2)} \quad \sqrt{\frac{d_{j^*} d_{j^* s}}{d_{ss' j^*}}}
\]

\[
\mathcal{F}^{*g g' g}_{g' bs'} \quad \text{(2) \rightarrow (3)} \quad \sqrt{\frac{d_{g' s} d_{g'}}{d_{s' b} d_{s'}}}
\]

\[
\mathcal{F}^{*h s h^*}_{a' v c s^*} \quad \text{(4) \rightarrow (2)} \quad \sqrt{\frac{d_{h s} d_{s' s}}{d_{a' v c s^*}}}
\]

\[
\mathcal{F}^{s s^* k k^*}_{i' d' d' i} \quad \text{(1) \rightarrow (3)} \quad \sqrt{\frac{d_{s s^* k k^*}}{d_{i' d' d' i}}}
\]

\[
\mathcal{F}^{f l}_{v s' k k^*} \quad \text{(1) \rightarrow (3)} \quad \sqrt{\frac{d_{f l}}{d_{v s' k k^*}}}
\]

\[
\mathcal{F}^{g l t}_{v g s' r} \quad \text{(3) \rightarrow (4)} \quad \sqrt{\frac{d_{g l t}}{d_{v g s' r}}}
\]

Reinserting (D12) into (D10) yields

\[
B_{g h i j k l}^{s g' h' i' j' k' l'}(abcdef) = \mathcal{F}^{g l t}_{s' g' r} \mathcal{F}^{b g' h}_{s' h' r} \mathcal{F}^{h s' h}_{s' v' r} \mathcal{F}^{b h s' h}_{s' v' r} \mathcal{F}^{d i j}_{s' j' r} \mathcal{F}^{d i j}_{s' j' r} \mathcal{F}^{e j k}_{s' k' r} \mathcal{F}^{e j k}_{s' k' r},
\]

which is exactly the original Levin-Wen magnetic flux operator \(B_p\) (D8). Therefore, our model is a true generalization of the original Levin-Wen Hamiltonian presented in\(^{40}\).

**Appendix E: The Haagerup \( \mathcal{H}_3 \) fusion category and tetrahedral symmetry**

In this appendix, we examine the \(F\)-symbols of the Haagerup \( \mathcal{H}_3 \) fusion category and show that they do not fulfill the tetrahedral symmetry condition (D3). Therefore, the original Levin-Wen model cannot be built from \( \mathcal{H}_3 \). However, it can be used as an input for our generalized Levin-Wen construction since it has the structure of a unitary fusion category.

The fusion category \( \mathcal{H}_3 \) was first found in\(^{72}\). It has six simple objects, namely \(\{1, \alpha, \alpha^*, \rho, \alpha \rho, \alpha^* \rho\}\). Note that, in contrast to the nomenclature of the string types, here we use 1 to denote the trivial object instead of 0 which follows the usual convention in category theory. The quantum dimensions of the objects are specified in Table I and the fusion rules are given in Table II.

The \(F\)-symbols of \( \mathcal{H}_3 \) have been explicitly computed in\(^{44}\). It is easy to see that these \(F\)-symbols do not fulfill the tetrahedral symmetry condition (D3). For instance, consider the map

\[
\begin{array}{ccc}
1 & \alpha & \alpha^* \\
\alpha & \alpha \rho & (F^{1 \alpha \rho}_{\alpha \rho})_{\alpha \rho} \\
\rho & \rho & \rho
\end{array}
\]

\[
\begin{array}{ccc}
1 & \alpha & \alpha^* \\
\alpha & \alpha \rho & (F^{1 \alpha \rho}_{\alpha \rho})_{\alpha \rho} \\
\rho & \rho & \rho
\end{array}
\]

where \((F^{1 \alpha \rho}_{\alpha \rho})_{\alpha \rho} = 1\) is a valid transformation between string diagrams. The tetrahedral symmetry condition (12) for this \(F\)-symbol then imposes the relations

\[
(F^{1 \alpha \rho}_{\alpha \rho})_{\alpha \rho} = (F^{\alpha 1 \rho}_{\alpha \rho})_{\alpha \rho} = (F^{\rho \alpha \rho \rho}_{\rho \rho \rho})_{\alpha \rho}.
\]

However, both of the latter \(F\)-symbols belong to invalid transformations with respect to the fusion rules. Therefore, the corresponding fusion vector spaces are zero-dimensional and (E2) is not fulfilled. Furthermore, even a gauge
Table I. Simple objects of the Haagerup $\mathcal{H}_3$ fusion category and their corresponding quantum dimensions.

| Object $i$ | Quantum dimension $d_i$ |
|-----------|------------------------|
| $\alpha$  | 1                      |
| $\alpha^*$| 1                      |
| $\rho$    | $\frac{3+\sqrt{13}}{2}$ |
| $\alpha\rho$ | $\frac{3+\sqrt{13}}{2}$ |
| $\alpha^*\rho$ | $\frac{3+\sqrt{13}}{2}$ |

Table II. Fusion rules $i \otimes j = \sum_k N^{ij}_{k}\,k$ of the Haagerup $\mathcal{H}_3$ fusion category using the abbreviation $Z = \rho + \alpha\rho + \alpha^*\rho$.

\[
\left(F_{i}^{jkl}\right)^{'}_{mn} = \frac{u_{in}^{j}u_{mk}^{k}}{u_{nl}^{j}u_{l}^{m}}\left(F_{i}^{jkl}\right)_{mn}
\]

(E3)

does not lead to tetrahedrally symmetric $F$-symbols, since the dimension of the corresponding fusion spaces cannot be changed by the choice of gauge.
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