Rotons in Optical Excitation Spectra of Monolayer Semiconductors
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Optically generated excitons dictate the absorption and emission spectrum of doped semiconductor transition metal dichalcogenide monolayers. We show that upon increasing the electron density, the elementary optical excitations develop a roton-like dispersion, evidenced by a shift of the lowest energy state to a finite momentum on the order of the Fermi momentum. This effect emerges due to Pauli exclusion between the exciton and the electron Fermi sea, but the robustness of the roton minimum in these systems is a direct consequence of the long-range nature of the Coulomb interaction and the nonlocal dielectric screening characteristic of monolayers. Finally, we show that the emergence of rotons could be related to hitherto unexplained aspects of photoluminescence spectra in doped transition metal dichalcogenide monolayers.

Rotons are quasiparticles whose dispersion exhibits a minimum at finite momentum. The concept was first proposed by Landau as an explanation for the properties of superfluid $^4$He. More recently, rotons have been predicted and observed in ultracold Bose gases with long-range interactions, engineered spin–orbit coupling, and shaken optical lattices. However, the study of rotons and other many-body effects in ultracold gases is impeded by the weak interactions between neutral atoms. It is therefore desirable to explore platforms with strong interparticle interactions that simultaneously retain a greater degree of tunability than conventional condensed matter systems such as $^4$He. Over the past few years, monolayers of semiconducting transition metal dichalcogenides (TMDs) have emerged as promising candidates in this respect. TMDs support tightly bound neutral excitons with binding energies of several hundred meV, which facilitates optical investigation of many-body effects. The charge carrier density of TMDs can be readily tuned with electrostatic gates. It is further possible to modify the properties of TMDs by stacking them with other van der Waals materials into heterostructures or by changing the dielectric environment.

In this Letter, we investigate the many-body states formed by excitons in doped TMD monolayers. For concreteness, we focus on MoSe$_2$, although we expect our results to qualitatively apply to other TMDs. We first consider a single exciton in a Fermi sea of electrons, where all electrons, including the one that makes up the exciton, are spin and valley polarized. This regime can be accessed experimentally with moderate magnetic fields. The exciton dispersion is significantly altered by the Fermi sea since the constituent electron is restricted to states above the Fermi energy, $E_F$. We will show that as the Fermi energy is increased from zero, the binding energy of the exciton decreases while its mass increases. At a critical Fermi energy, the exciton mass diverges and the energy minimum is shifted to a finite momentum $p_{\text{rot}}$, which we refer to as a roton minimum.

In contrast to the systems studied previously, this roton minimum is a consequence of Pauli blocking rather than interparticle interactions. As illustrated in Fig. 1(b), the exciton reduces the kinetic energy of the hole by adopting a nonzero center-of-mass momentum. A closely related effect has been predicted for the molecular state of an impurity in an ultracold Fermi gas, where the roton minimum is associated with the formation of FFLO states. These states have however never been observed as they are expected to be unstable over a wide range of parameters. At the same time, the roton minimum for excitons in TMDs is expected to be much more robust owing to the long-range nature of the Coulomb interaction compared to short-range interatomic interactions in ultracold gases.

The treatment of the fully polarized regime serves as a starting point for the experimentally more relevant case where both valleys are populated. The exciton, taken to occupy the $K$ valley, now additionally interacts with the Fermi sea electrons in the opposite $K'$ valley. As a result, the exciton is dressed by electron-hole excitations in the $K'$ conduction band, which leads to the formation of new quasiparticles known as attractive and repulsive polarons. We will demonstrate that the attractive polaron inherits the roton-like dispersion from the exciton. This offers a possible explanation for the difference between absorption and photoluminescence (PL) spectra of MoSe$_2$ at finite doping.

We now proceed to a quantitative discussion, starting with the fully polarized case. We are interested in the bound state between an electron in the conduction band and a hole in the valence band. The Hamiltonian of the electron-hole system $H_{\text{exc}} = H_K + H_I$ can be decomposed into a kinetic energy part $H_K$ and an interaction part $H_I$. The kinetic energy is simply $H_K = \sum_k \varepsilon_e(k) c_{k}^\dagger c_k + \sum_k \varepsilon_h(k) h_{k}^\dagger h_k$, where $c$ ($h$) creates an electron in the conduction band (hole in the valence band) with the respective dispersion $\varepsilon_{\pm}(k) = \pm |k|^2/(2m_{e,h})$. The interaction Hamiltonian is given by the (attractive) Coulomb interaction between electrons and holes, $H_I = -\sum_{kk'q} V(q) c_{k+q}^\dagger h_{k'} h_{k'}^\dagger c_{k}$, where we neglected electron-electron as well as electron-hole exchange terms. In the above, $V(q) =$
above the Fermi sea, an electron-hole pair with zero total momentum carries a larger kinetic energy than an electron-hole pair in which the hole occupies a state closer to the valence band maximum. At small Fermi energies, the Coulomb attraction more than compensates for the cost in kinetic energy, allowing the lowest energy exciton to remain at zero momentum. The energy cost increases with increasing Fermi energy such that the excitonic ground state eventually shifts to finite momentum. While the roton minimum originates from Pauli blocking, the exact form of the electron-hole interaction plays a crucial role in determining the Fermi energy at which the roton minimum appears. In our case, using the dielectrically screened Coulomb potential, the roton minimum develops at $E_F \approx 20 \text{ meV} \approx E_0/25$, where $E_0$ denotes the exciton binding energy at zero Fermi energy. By contrast, a much greater Fermi energy of $E_F = E_0/2$ would be required if the electron and hole interacted via contact interaction (assuming equal carrier masses) [14].

The Pauli blocking effect is more pronounced for long-range interactions because scattering with large momenta to accessible states across the Fermi sea is suppressed. It is especially efficient in monolayer materials due to the short-range dielectric screening which further suppresses momenta on the order of $1/r_0$.

The properties of the dispersion are explored more quantitatively in Fig. 1(c)–(e). Fig. 1(c) shows the energy separation between the exciton at zero momentum and the lowest energy state, indicating that the ground state is no longer at zero momentum when the Fermi energy exceeds $E_F \approx 20 \text{ meV}$. In Fig. 1(d), we plot the momentum at which the dispersion minimum occurs. As expected from the qualitative argument given in the context of Fig. 1(b), the momentum of the roton is on the order of the Fermi momentum (dashed line). Finally, the effective mass both at zero momentum and at the roton minimum, $p_{roton}$, is plotted in Fig. 1(e). The effective mass at the roton minimum corresponds to the curvature of the dispersion along the radial direction, while the mass in the tangential direction diverges as a consequence of rotational symmetry.

The above treatment ignores screening by the Fermi sea. A common approach to include screening for the exciton problem is based on the GW approximation and the corresponding screened ladder approximation [26, 27]. However, since the plasma frequency $(\omega_{pl}(q)} = \sqrt{n_e|q|^2V(q)/m_e} \approx 90 \text{ meV}$ at $|q| = k_F$ for a Fermi energy of $E_F = 20 \text{ meV}$) is much smaller than the exciton binding energy, the electron gas is unable to respond on the time scales characteristic for the electron-hole interaction. More specifically, the time scale for the bound electron-hole pair to scatter off each other via Coulomb interaction is set by $1/E_{exc} \ll 1/\omega_{pl}$, implying that many scattering events may occur during the lifetime of a virtual plasmon. This is in stark contrast to the physical picture of the noncrossing, screened ladder...
approximation, in which virtual excitations of the Fermi sea are created and annihilated sequentially before the bound electron-hole pair scatters again. Therefore, the aforementioned treatment of screening is likely be valid only in the limit 1/E_{exc} ≫ 1/ω_p, while in the opposite limit, the electrons might prefer to screen the exciton as a whole \[13\]. The above discussion highlights that an accurate treatment of screening is challenging and offers an explanation for the observed stability of excitons at high carrier densities \[28\], which is unexpected from the screened ladder calculations \[27\].

In our approach, screening can be taken into account by extending our ansatz to allow for electron–hole pair excitations in the Fermi sea. Such an ansatz not only enables a treatment of screening beyond the screened ladder approximation but it has moreover been shown to increase the robustness of the roton-like dispersion in ultracold Fermi gases \[14, 29\]. Translated to our system, the improvement of the variational ansatz is a consequence of the fact that in the original electronic wavefunction, the roton state carries a large electron momentum of order p_{rot} despite its zero group velocity [see Fig. 1(a)]. A wavepacket formed by states near the roton minimum would therefore disperse very quickly, which implies that our ansatz is far from an energy eigenstate. This argument was used by Feynman to motivate the introduction of backflow corrections in superfluid helium \[30\], which significantly lowers the variational energy of the roton. A quantitative treatment of these effects is however beyond the scope of this Letter.

We next discuss the situation in which the electrons are unpolarized. Since there exists a trion bound state within the rigid exciton approximation \[15, 16\], in which the Hamiltonian is given by

$$H_{pol} = \sum_{\mathbf{k}} E_{exc}(\mathbf{k}) x_{\mathbf{k}}^+ x_{\mathbf{k}} + \sum_{\mathbf{k}} \varepsilon_{c}(\mathbf{k}) c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}} + \sum_{\mathbf{k},\mathbf{k}',\mathbf{q}} U_{\mathbf{q}} x_{\mathbf{k}+\mathbf{q}} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}'} - q c^{\dagger}_{\mathbf{k}'} x_{\mathbf{k}},$$

where $E_{exc}(\mathbf{k})$ is the exciton dispersion computed above, $x_{\mathbf{k}}^+$ creates an exciton at momentum $\mathbf{k}$ in the $K$ valley, and $c_{\mathbf{k}}^{\dagger}$ creates an electron at $\mathbf{K} + \mathbf{k}$. We further assume a contact interaction potential between electrons and excitons, $U_{\mathbf{q}} = U$, where the strength $U$ of the interaction can be related to the experimentally accessible trion binding energy $E_T$, i.e. the binding energy of one exciton and one electron. It is possible to show from Eq. 1 that $1/U = -\sum_{|\mathbf{k}|<\Lambda} [E_T + E_{exc}(\mathbf{k}) + \varepsilon_c(\mathbf{k})]^{-1}$, at $E_F = 0$, where $\Lambda$ is a high-momentum cutoff that regularizes the interaction \[13\]. For the remaining numerical calculations, we use $E_T = 30$ meV \[31\] and employ a finite cutoff, $\Lambda = 1$ nm$^{-1}$. The choice of cutoff is physically motivated by the exciton Bohr radius $a \approx 1$ nm, which introduces a length scale at which the Hamiltonian in Eq. 1 becomes invalid as the exciton may no longer be treated as rigid, point-like object.

The interaction with electrons gives rise to an exciton self-energy $\Sigma(E, \mathbf{p})$ and the dressed exciton (or Fermi polaron) energy $E_{pol}(\mathbf{p})$ can be obtained by solving the equation $E_{pol}(\mathbf{p}) = E_{exc}(\mathbf{p}) + Re \Sigma(E_{pol}(\mathbf{p}), \mathbf{p})$. We calculate the self-energy using the non-self-consistent ladder approximation of the $T$-matrix \[16, 32\]. This approach is equivalent to a variational treatment known as the Chevy ansatz \[33\], where a polaron with momentum $\mathbf{p}$ is associated with a creation operator of the form $b^\dagger_{\mathbf{p}} = \alpha_{\mathbf{p}} x^\dagger_{\mathbf{p}} + \sum_{\mathbf{k},\mathbf{q}} \beta_{\mathbf{p},\mathbf{k}} q^\dagger_{\mathbf{q}} - q c^{\dagger}_{\mathbf{q}} c_{\mathbf{k}}$. The polaron dispersion can then alternatively be computed by minimizing the quantity $W_{pol}(\mathbf{p}) = \langle \mathbf{FS} \mid b^\dagger_{\mathbf{p}} H_{pol} - E_{pol}(\mathbf{p}) \mid b^\dagger_{\mathbf{p}} \mathbf{FS} \rangle$. The result is shown in Fig. 2(a) at three different Fermi energies, where we plot the spectral function $S(E, \mathbf{p})$ for three different Fermi energies, $E_F$. The dashed line indicates the exciton dispersion $E_{exc}(\mathbf{p})$. As a function of Fermi energy: (b) Momentum of the lowest energy attractive polaron state (solid) and Fermi momentum (dashed). (c) Mass of the attractive polaron at zero momentum (blue) and at the roton minimum (red). (d) Optical conductivity $\sigma(E)$ according to Eq. 2. The lowest energy of the attractive polaron is shown by the dashed line. A linewidth of $\gamma = 3$ meV was used.

FIG. 2. (a) Spectral function $S(E, \mathbf{p})$ for three different Fermi energies, $E_F$. The dashed line indicates the exciton dispersion $E_{exc}(\mathbf{p})$. As a function of Fermi energy: (b) Momentum of the lowest energy attractive polaron state (solid) and Fermi momentum (dashed). (c) Mass of the attractive polaron at zero momentum (blue) and at the roton minimum (red). (d) Optical conductivity $\sigma(E)$ according to Eq. 2. The lowest energy of the attractive polaron is shown by the dashed line. A linewidth of $\gamma = 3$ meV was used.
(c). While the range of validity of the approximations employed here might not extend to the highest electron densities considered, we expect the roton minimum to be a robust feature of the polaron dispersion.

The reflection, transmission, and absorption by the monolayer is determined in linear response by the optical conductivity [16]

$$\sigma(E) \propto \sum_k |\varphi_0(k)|^2 S(E,0). \quad (2)$$

The in-plane momentum is zero since the momentum transferred by a photon is negligible for all incident angles. The optical conductivity is therefore insensitive to the presence or absence of the roton state. This is illustrated in Fig. 2(d), where we plot the optical conductivity as a function of Fermi energy. At high doping, the spectral weight is transferred from the repulsive polaron to the attractive polaron at zero momentum rather than the lowest energy state corresponding to the roton minimum (dashed line).

In contrast to the optical conductivity, the roton state drastically modifies the photoluminescence properties of MoSe\textsubscript{2}. To compute the emission spectrum and radiative decay rates, we apply Fermi’s Golden Rule to the fully quantized light-matter interaction Hamiltonian using the polaronic wavefunction obtained from the Chevy ansatz.

$$\Gamma_{\text{tot}}(\nu) = \sum_{i=1}^4 \Gamma_i(\nu),$$

accord-}

The rate vanishes if $|p| > \nu/c$ and the decay is instead determined by the remaining three rates, whose underlying process is represented schematically in Fig. 3(a). The process associated with $\Gamma_2$ is similar to $\Gamma_1$ as it involves the recombination of the correlated electron-hole pair forming the exciton but it does so while leaving behind an electron-hole pair in the opposite Fermi sea. The rates $\Gamma_3$ and $\Gamma_4$ result from radiative recombination of the valence band hole with an electron from the Fermi sea.

In Fig. 3(b), we plot the emission spectrum $\Gamma_{\text{tot}}(\nu)$ of the roton-like polaronic ground state at different Fermi energies. The zero of the frequency axis is chosen to coincide with the energy of the attractive polaron at zero momentum, where maximum absorption is expected. The emission is clearly redshifted relative to absorption. In fact, the emission peak occurs an energy of roughly $E_F$ below the roton state (dashed line) as a result of the electron-hole pair excitations left behind in the Fermi sea. The spectrally integrated decay rates, defined by $\Gamma_i = \int d\nu \Gamma_i(\nu)$, are shown in Fig. 3(c).

FIG. 3. (a) Illustration of different polaron decay channels. (b) Emission spectra computed for the polaronic roton state at different Fermi energies. The dashed line indicates the energy of the roton state, where zero energy is defined by the attractive polaron at zero momentum. (c) Radiative recombination rates $\Gamma_i$ of the polaronic roton state as a function of Fermi energy. Here, $\Gamma_0$ is the decay rate of an exciton at zero momentum and zero Fermi energy.

Phonons may significantly contribute to the decay rate since they offer an additional pathway for the roton-like state to deposit its excess momentum. However, we expect that phonon-assisted decay gives rise to a qualitatively similar redshift and broadening as the decay channels discussed above. A complete calculation of the photoluminescence (PL) spectrum must further take into account the distribution of occupied states, which depends on pumping and relaxation mechanisms [34]. A detailed understanding of the relevant processes in TMDs is currently missing.

Our results offer a potential explanation for experimental observations in absorption and PL spectra [17]. In particular, at high electron densities, the emission spectrum begins to redshift relative to the absorption peak and concurrently broadens and decreases in intensity. Both the energy shift and the broadening scale linearly with the Fermi energy $E_F$, with a proportionality constant of order unity. This doping dependent splitting between absorption and PL with an onset at a finite electron density is consistent with our model, where absorption probes zero momentum states, while PL can originate from states close to the lowest energy polaron. Additional experiments may provide further verification of the proposed mechanism. A measurement of the sign change of the polaron mass at zero momentum would provide direct evidence for the emergence of a roton state. Due to the small photon momentum, such measurements are challenging although near-field techniques [35] or acoustic waves [36] could allow one to couple to polaron states
with momenta exceeding $\nu/c$. PL lifetime measurements offer a simpler but more indirect probe of the polaron dispersion. Our above treatment suggests that the PL lifetime is drastically increased when the roton minimum is fully developed.

In summary, we proposed a mechanism for the formation of roton states of optical excitations in TMD monolayers. Besides playing an important role in determining optical properties, the roton states open up exciting avenues for creating exotic phases of optical excitations such as supersolids \cite{37} or chiral spin liquids \cite{38}. In particular, if the optical excitations condense into the roton-like minimum, the exact form of interactions between excitations determines whether it is energetically favorable for the condensate to occupy a single momentum state or to fragment \cite{37}. The latter scenario gives rise to a superfluid state with periodic density modulation, corresponding to a supersolid. Future work may extend the quantitative validity of our approach beyond low electron densities by including backflow corrections, adding a treatment of dynamical screening, and relaxing the rigid exciton approximation.
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