Application of a thermodynamical framework for transport analysis to the derivation of Dirac’s value function
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I. INTRODUCTION

This work arose with specific applications in mind: magnetic resonance imaging technologies such as clinical MRI, nuclear magnetic resonance (NMR) spectroscopy, and magnetic resonance force microscopy (MRFM). These technologies share a common challenge: greater imaging speed and resolution require greater sample polarization (i.e. magnetization). Hyperpolarization techniques based on dynamic nuclear polarization (DNP) have made strides in recent years, and show great promise. The authors set out to develop an alternative hyperpolarization method called separative magnetization transport (SMT). Unlike DNP, the SMT mechanism is based on spin transport and therefore required the development of a non-equilibrium thermodynamical model of transport. In order for the model to be sufficiently general and flexible (not to mention consistent with the laws of thermodynamics), it proved necessary to develop a mathematically rigorous framework for transport analysis. In principle, this framework can be applied to many types of separative systems, including those of isotope separation, thermoelectric separation, and magnetization separation. Classic results of magnetization transport (Genack and Redfield’s dynamical equations and the Langevin paramagnetic equation), and one of isotope separation (the Fenske equation), were derived from the framework but—until now—there had been no direct connection to one of the fundamental equations of isotope separation: Dirac’s value function (DVF).

Dirac’s value function is a key measure of the separative work required to concentrate some desired substance, such as a valued isotope, from a dilute feedstock. Despite the economic and strategic importance of Dirac’s value function, Dirac’s own derivation was never published in the open literature. Although textbooks present plausible arguments for its efficacy, to our knowledge no published derivation describes a class of systems, broader than those of isotope separation, whose entropy function is dominated by the entropy of mixing.

We begin the derivation of Dirac’s value function by motivating it from physical considerations, illustrating each general consideration by concrete considerations of isotope separation. Suppose that we have a cascade of devices (diffusion chambers or centrifuges) that each accept a single input stream (the feed stream) and generate two output streams (the product stream and the waste stream). Suppose further that the separative capacity of the device is governed by a transport model (which is derived in this article) that assumes the separating device is subject to the entropy of mixing. Can we assign to the output streams of the device a value function, such that the separative work performed by the device is independent of the concentration of the input stream? The answer is “yes” and the unique function so defined is the DVF.

Section IIA introduces the framework, and—from this—Section IIB derives a transport model for systems described by two conserved quantities, one spatial dimension, and the entropy of mixing. From the transport model and the definition of separative work, Section III derives the DVF. Given this new derivation of the DVF, Section IV summarizes its general aspects. Finally, an application to a spin magnetization system is presented in Section V.
II. INTRODUCTION TO A FRAMEWORK AND A MODEL OF TRANSPORT

Previous derivations of Dirac’s value function have been limited in two respects: (1) they have been confined to isotope separation systems and (2) they have not explicitly considered the transport currents driving the separation. Consequently, we begin by presenting a framework for transport analysis in Section II A from which a dynamical transport model based on the entropy of mixing is derived in Section II B. This model describes a transport current from which Dirac’s value function can be derived, as shown in Section III. Therefore, both limits of previous derivations are mitigated: the first by the generality retained in the dynamical transport model; the second by deriving Dirac’s value function from the model’s transport current. Furthermore, this study provides additional verification of the generality of the framework presented in this section.

A. General Framework of Transport

A differential geometric framework for transport based on Onsager’s Regression Hypothesis has already been presented by the authors. In overview, a dynamic transport model for a given system is generated by specifying the system’s conserved quantities, entropy density function, physical geometry, and transport rates. The framework is described below, then applied to separative transport in Section II B.

A Riemannian manifold $\Omega$ represents the physical space within which conserved quantities $q \in \mathbb{R}^n$ have spatial densities $\rho \in \mathcal{O}^*$, where $\mathcal{O}^*$ is the set of smooth maps from $\Omega \times \mathbb{R}$ (where $\mathbb{R}$ represents time) to $V^* = \mathbb{R}^n$ (that is, for each point in space and time we assign a vector in $\mathbb{R}^n$); i.e.,

$$ q = \int_\Omega \rho \, dv $$

where $dv$ is a volume element of $\Omega$. The spatial manifold $\Omega$ has Riemannian metric $g = g_{\alpha\beta} \, dv^\alpha \otimes dv^\beta$, where $r$ is the local spatial coordinate. The standard thermodynamic dual basis $(\varepsilon^1, \ldots, \varepsilon^n)$ for $V^*$ is

$$ \varepsilon^1 = (1, 0, \ldots, 0), \ldots, \varepsilon^n = (0, 0, \ldots, 1). $$

In terms of this basis, the conserved quantity densities are written as

$$ \rho = [\rho\varepsilon]_i \, \varepsilon^i, $$

where the Einstein summation convention is adopted (as it is throughout the following).

Let $s : V^* \rightarrow \mathbb{R}$ be a local entropy density function that is nonnegative and concave. We use the Legendre transform relationship to define the local thermodynamic potentials $\Omega : \Omega \times \mathbb{R} \rightarrow V$ in terms of the exterior derivative $d\Omega$ to be $\Omega = ds \circ \rho$. The standard thermodynamic basis for $\Omega$ is $(E_i)$, where $E_i(\varepsilon^j) = \delta^j_i$, so we write in components

$$ \Omega = [\Omega_E]^i \, E_i. $$

Thermodynamic potentials $\Omega$ represent the chemical potentials of the substance.

With the local spatial coordinates $(r^\alpha)$ on $\Omega$, the tangent space at a point $p \in \Omega$ has coordinate vectors $\partial/\partial r^\alpha|_p$; the tangent bundle is $T\Omega$. Similarly, the cotangent space at point $p$ has coordinate covectors $dv^\alpha|_p$; the cotangent bundle is $T^*\Omega$.

We now define the current $j$ to be a gradient of a thermodynamic potential. Equations of this form include Fick’s first law of diffusion, Ohm’s law of electrical potential and current, Darcy’s law of hydraulic flow, and Fourier’s law of thermal conductivity. The current is

$$ j = F \circ (d\Omega)^\sharp, $$

where $F$ is a positive-definite thermometric tensor field that acts as a thermodynamic and spatial metric (and will be described in detail below), and $\sharp$ is the “sharp” musical isomorphism (see Appendix B 1 for references to musical notation). The exterior derivative $d$ is here taken with respect to spatial coordinates.

Conservation is expressed by a continuity equation

$$ \partial_t \rho = d^* j $$

where $d^*$ is the Hodge codifferential operator (see e.g. Lee, Equations 5 and 8), is the governing dynamical equation of the framework.

So far, the three physical insights required to define the transport dynamics are:

1. the identification of conserved quantities $q$,
2. the identification of the spatial manifold $\Omega$, and
3. the selection of an entropy density function $s$.

There remains undefined only the thermometric tensor field $F$, which incorporates both the spatial metric $g$ and a thermodynamic metric we will denote $G$. Moreover, $F$ incorporates transport rates via the mixed tensor field $\Gamma$. The definition of $F$, then, is

$$ F = -\Gamma \circ g \circ G^{-1}. $$

We can identify $F$ to be a generalized (tensor field) version of the kinetic coefficients described by Lars Onsager (See Sections 2.4 & 11.2) which are grounded in Onsager’s Regression Hypothesis (Section 8.2)

Let us consider $\Gamma$, the transport rate tensor field. It is system-dependent in that it describes the transport
rates among the conserved quantity densities $\rho$. This is the fourth and final physical insight required. If a given system has a single transport rate for all quantity densities, then $\Gamma$ contains only a single nonzero component, so it is effectively a scalar.

Finally, let us consider $g$, the thermodynamic metric. We use a form of the Ruppeiner metric,\textsuperscript{111,12} which allows us to specify a thermodynamic metric from the entropy density function:

$$g = \frac{\partial^2 s}{\partial \rho_i \partial \rho_j} E_i \otimes E_j.$$  \hfill (7)

This metric is the foundation of the framework. Without it, the dynamics of the system could not be derived from the entropy density function $s$.

This concludes the introduction to the framework for transport. Note that it can be applied to a system having any number of conserved quantities.

B. Transport Model

Many thermodynamic systems can be described by just two conserved quantities, of which energy is one. Examples of such systems include an thermoelectric systems (energy and charge are conserved), isotope separation systems (energy and mass are conserved), and nuclear spin magnetization (energy and magnetic moment are conserved). In the context of spin magnetization, transport, the framework has been used to derive a two-quantity transport model.\textsuperscript{111,12} Here we generalize those results with a view toward deriving a value function.

Conserved quantities are coupled to a long-range potential field, such as a gravitational, electrical, or magnetic potential, and commonly these potentials are spatially varying. In the following development, the conserved quantities are coupled to a spatially varying field $\phi(r)$.

We adopt a standard basis in which the two components of the quantity densities $\rho$ describe two independently conserved densities, of which the first component $[\rho_e]_1$ is the total energy density and the second component $[\rho_e]_2$ is the transported quantity density that couples to $\phi(r)$.

Examples of such pairs include

1. the total electrical energy density $[\rho_e]_1$ of charges in an electrical field and charge density $[\rho_e]_2$;

2. the total energy density $[\rho_e]_1$ (kinetic and potential) of massive particles in a gravitational field and the volumetric spatial density $[\rho_e]_2$ of the particles, and

3. the total magnetic energy density $[\rho_e]_1$ (dipole and Zeeman) of spins in a magnetic field and spin magnetization $[\rho_e]_2$.

For simplicity, we assume that transport occurs in a single Euclidean spatial dimension, such that the Euclidean metric is $g = dr \otimes dr$.

1. Thermodynamic Bases

To introduce an entropy function, thermodynamic bases must be considered. In addition to the standard thermodynamic bases ($\varepsilon^i$ and $E_i$), a spatially inhomogeneous basis for which the dynamical equations greatly simplify is now introduced. The following transformation defines this thermodynamic basis:

$$[\rho_e]_i = [P]_{ij}[\rho_e]_j,$$  \hfill (8)

where $P$ is defined as a mixed tensor with matrix representation

$$P(r) = \begin{bmatrix} 1/\rho_{1,m} & -\phi(r)/\rho_{1,m} \\ 0 & 1/\rho_{2,m} \end{bmatrix},$$  \hfill (9)

where $\rho_{1,m}$ and $\rho_{2,m}$ are the maximum possible values of the quantity densities, which normalize both $[\rho_e]_1$ and $[\rho_e]_2$ such that they map to the interval $[-1, 1]$.\textsuperscript{25} This basis transformation effectively subtracts the potential energy due to the external field $\phi(r)$ from the total energy, leaving only the local dynamical energy density $[\rho_e]_1$. For instance, a massive particle in a gravitational field would have total energy density (kinetic + potential) $[\rho_e]_1$ and local dynamic energy density (total - potential = kinetic) $[\rho_e]_1$. The transformation also has a normalizing effect on $[\rho_e]_2$ such that $[\rho_e]_2$ is a normalized transport quantity density. The new covector basis is called the inhomogeneous basis and is denoted $(e^i)$. The inhomogeneity is in its spatially varying basis covectors. The covector basis $(e^i)$ has a dual basis $(\varepsilon^i)$, defined by the requirement that $e^i(\varepsilon_j) = \delta^i_j$, where $\delta^i_j$ is the Kronecker delta function.

The transformation $P$ has the following motivations: (1) it removes the explicit influence of potential energy, (2) it simplifies the expressions that follow, and (3) it presents the components of $\rho$ and $\Omega$ in a dimensionless, normalized form. Although useful, it is not a fundamentally necessary transformation because $\rho = [\rho_e]_i e^i = [\rho_e]_i e^i$. However, we will see that, although the inhomogeneity of the basis is not essential, the inhomogeneity of the external field $\phi(r)$ is essential for separation to occur (see Section II B 8).

2. Entropy Density Function

For a normalized variable $x \in (-1, 1)$, the entropy of mixing $\xi : (-1, 1) \to \mathbb{R}$ can be expressed as\textsuperscript{22}

$$\xi(x) = \frac{1}{2} \ln 4 + \frac{1}{2} (x - 1) \ln (1 - x) - \frac{1}{2} (x + 1) \ln (1 + x).$$  \hfill (10)
Entropy is an extensive property, and therefore the entropy of each quantity can be summed. Therefore, let the local entropy density function \( s : V^* \rightarrow \mathbb{R} \) be defined as
\[
s(\rho) = \xi([\rho_1]) + \xi([\rho_2]),
\] (11)
This formulation includes contributions to the entropy of mixing from both the local dynamical energy density and the normalized transport quantity density. The zero of entropy is inconsequential for the model because the framework is invariant to the zero of entropy (pp. 15-16).

3. Transport Rate Tensor Field

For two conserved quantities and one spatial dimension, the general transport rate tensor field \( \Gamma \) has four entries. Separate transport rates are assumed for each quantity, such that
\[
\Gamma = \Gamma_{e_1} \left( e_1 \otimes dr \right) + \Gamma_{e_2} \left( e_2 \otimes dr \right).
\] (12)
Therefore, we assign only two transport rates.

4. Dimensionless Spatial Coordinate, Temporal Variable, and Transport Rate

It is convenient to use dimensionless variables. The conserved quantity densities can be expressed in a dimensionless manner by changing to the inhomogeneous basis of Section II B 1. Space, time, and rate constants are now transformed such that they are dimensionless for the analysis that follows. We define the dimensionless spatial coordinate by \( \xi = \frac{a \cdot r}{\rho} \) and the dimensionless time variable by \( \tau = \frac{\Gamma_{e_2}^2 a^2 t}{\rho} \), where \( a \) is a system-dependent length constant.

The transport rates are made dimensionless by dividing each by \( [\Gamma_1 e_1]^2 \). This can be seen by considering the simple transport continuity equation of a single variable in diffusion: \( \partial_t \rho = \Gamma \partial_r \rho \). Transforming this into the dimensionless spatial coordinate and time variable, we obtain
\[
\partial_\xi = \partial_\tau \rho.
\] (13)
A similar procedure gives the dimensionless transport rates for the two-quantity case to be
\[
\Gamma = \Gamma_{e_1} \left( e_1 \otimes d\tau \right) \circ (e_1 \otimes d\tau) + 1 \left( e_2 \otimes d\tau \right) \circ (e_2 \otimes d\tau),
\] (14)
where \( \Gamma = [\Gamma_{e_1}]^1/[\Gamma_{e_2}]^2 \).

5. Thermodynamic Potentials

Thermodynamic potentials \( \Omega : \mathbb{U} \times \mathbb{R} \rightarrow V \) are related to the quantity densities \( \rho : \mathbb{U} \times \mathbb{R} \rightarrow V \) by the Legendre transform, as described in Section II A. For the entropy density function of Equation (11) we find
\[
\Omega = -\tanh [\rho_1] e_1 - \tanh [\rho_2] e_2.
\] (15)
Conversely, it can be shown that
\[
\rho = -\tanh [\Omega_1] e_1 - \tanh [\Omega_2] e_2.
\] (16)
These relationships among the thermodynamic potentials and quantity densities allow us to easily transform variables.

6. Ruppeiner Metric and the Kinetic Coefficient Tensor Field

The form of the Ruppeiner metric defined in Equation (11) evaluates to
\[
\mathcal{G} = (\rho_1^2 - 1)^{-1} e_1 \circ e_1 + (\rho_2^2 - 1)^{-1} e_2 \circ e_2.
\] (17)
The inverse of this metric approaches zero as the quantities tend toward their maximum of unity. This will have an important effect on the transport, as will become apparent. We can now write the kinetic coefficient tensor field, defined in Equation (6)
\[
\mathcal{F} = \Gamma_0 \left( (1 - \rho_1^2) e_1 \circ e_1 \right) + 1 \left( 1 - \rho_2^2 \right) e_2 \circ e_2.
\] (18)
This tensor field acts as both a thermodynamic and a spatial metric, as well as sets the transport rates.

7. Transport Current

The transport current \( j \) is an important quantity and will play a crucial role in the derivation of the value function of Dirac in Section III. Equation (4) yields the expression
\[
j = -\Gamma_0 \partial_\tau \rho_1 e_1 \circ d\tau + \left( c (1 - \rho_2^2) \tanh \left( (1 - \rho_1^2) - \partial_\tau \rho_2 \right) \right) e_2 \circ d\tau.
\] (19)
where, for notational convenience, we are defining the function \( c \) to be the dimensionless quantity
\[
c(\tau) = \frac{\rho_{2, m}}{\rho_{1, m}} \cdot \frac{d\rho}{d\tau}.
\] (20)
We will now consider some implications of this form of the transport current.
8. Physical Insights from the Transport Current

Let us consider the consequences of the external field \( \phi(r) \) being uniform:

\[
\frac{d\phi}{dr} = 0 \quad \Rightarrow \quad \phi = \text{constant} \quad \Rightarrow \quad j = -\nabla \phi = 0
\]

The current has only diffusive terms, so no separative transport can occur. In fact, the term

\[
c (1 - ([\rho_c]_1)^2) \text{atanh} ([\rho_c]_1)
\]

is the only term that contributes to separative transport. The second factor \( (1 - ([\rho_c]_2)^2) \) is a direct contribution of Ruppeiner’s metric. If the polarization approaches unity, separative flow is “throttled” by decreasing entropy. The final factor shows that the energy density \([\rho_e]_1\) also affects the separative current.

9. Continuity Equation

Although we will use Equation 19 in the derivation of the value function of Dirac, the model would be incomplete without the inclusion of the continuity equation. It can be derived by directly applying Equation 5 to yield the set of scalar non-equilibrium partial differential equations

\[
\partial_t[\rho_e]_1 = \Gamma \partial^2_t[\rho_e]_1 + c^2 (1 - ([\rho_c]_2)^2) \text{atanh} ([\rho_c]_1) + c \partial_r[\rho_c]_2
\]

\[
\partial_t[\rho_e]_2 = 1 \partial^2_t[\rho_c]_2 + \partial_r(c (1 - ([\rho_c]_2)^2) \text{atanh} ([\rho_c]_1))
\]

These dynamic equations can be solved numerically. Moreover, it can be shown that the analytic steady state solution is

\[
[\rho_e]_1(\tau) = \text{tanh} ([\Omega_c]_1(\tau_0))
\]

\[
[\rho_e]_2(\tau) = \text{tanh} \left( [\Omega_c]_2(\tau_0) + \frac{[\rho_c]_2 m}{\rho_e} (\phi(\tau) - \phi(\tau_0)) \right)
\]

where \( \tau_0 \) is the boundary coordinate used to determine boundary condition constants \([\Omega_e]_1(\tau_0)\) and \([\Omega_e]_2(\tau_0)\).

III. DERIVATION OF DIRAC’S VALUE FUNCTION FROM THE TRANSPORT MODEL

With the transport current in hand, we are ready to derive Dirac’s value function for systems described by the entropy of mixing.

FIG. 1. The diagram shows a feed flow \( \dot{v}_f \) with quantity density \( \rho_f \) entering a separating element with separation current \( j_s \) that yields a concentrated product flow \( \dot{v}_c \) with quantity density \( \rho_c \) and a depleted product flow \( \dot{v}_d \) with quantity density \( \rho_d \).

A. Separative Work and Separative Power

Consider a separating element shown in Figure 1 that has a feed amount \( \dot{v}_f \) with quantity density \( \rho_f \) entering. The separating element outputs a concentrated product (with amount \( \dot{v}_c \) and quantity density \( \rho_c \)) and a depleted product (with amount \( \dot{v}_d \) and quantity density \( \rho_d \)). The flow rate of each of these amounts is denoted \( \dot{v}_f \), \( \dot{v}_c \), or \( \dot{v}_d \).

Let \( j_s \) be the separation current that flows between the concentrated and depleted products. It is \( j_s \) that drives the separation. When \( j_s = 0 \), \( \rho_f = \rho_c = \rho_d \), and no separation occurs.

Conservation requires that the amount entering the separating element must leave it; i.e.,

\[
\dot{v}_f = \dot{v}_c + \dot{v}_d.
\]

The product flow rates need not be equal. Let the fraction of the feed that becomes concentrated product be denoted \( \theta \). This is commonly called the “cut fraction.”

This, combined with Equation 21, implies the following two equations:

\[
\dot{v}_c = \theta \dot{v}_f \quad \text{and} \quad \dot{v}_d = (1 - \theta)\dot{v}_f.
\]

Another conservation that occurs is that of the quantity currents:

\[
\rho_c \dot{v}_c = \rho_f \dot{v}_f + j_s \quad \text{and} \quad \rho_d \dot{v}_d = \rho_f \dot{v}_f - j_s
\]

The preceding four equations have eight variables, so four variables can now be found in terms of the other four. The following substitutions are useful as the derivation proceeds:

\[
\dot{v}_c \rightarrow \theta \dot{v}_f \quad \text{and} \quad \rho_c \rightarrow \rho_f + \frac{j_s}{\theta \dot{v}_f}
\]

\[
\dot{v}_d \rightarrow (1 - \theta)\dot{v}_f \quad \text{and} \quad \rho_d \rightarrow \rho_f - \frac{j_s}{(1 - \theta)\dot{v}_f}
\]

Let \( F \) be a value function in the form of which we will derive. The separative work \( U \) is a measure of the amount of separation an element can provide, and, by assigning a value to the feed and products, is defined in terms of \( F \) as

\[
U = \rho_c F(\rho_c) + \rho_d F(\rho_d) - \dot{v}_f F(\rho_f).
\]
The separative power $\delta U$ is the rate at which separative work occurs, and can be written as

$$\delta U = \dot{\nu}_e F(\rho_e) + \dot{\nu}_d F(\rho_d) - \dot{\nu}_f F(\rho_f).$$

(30)

Applying the substitutions from Equations 27 and 28, this becomes

$$\delta U = \dot{\nu}_f \left( \theta F \left( \rho_f + \frac{j_s}{\theta \dot{\nu}_f} \right) + (1 - \theta) F \left( \rho_f - \frac{j_s}{(1 - \theta) \dot{\nu}_f} \right) - F(\rho_f) \right).$$

(31)

For small separation currents $j_s$, the Taylor series expansion in $j_s$ about its origin yields zero for the zeroth and first orders. However, the second-order term gives the approximation

$$\delta U = \frac{j_s^2}{2 \dot{\nu}_f (1 - \theta)} \cdot \frac{d^2 F(\rho_f)}{d \rho_f^2}.$$  

(32)

This expression will now be used to derive Dirac’s value function directly from the transport current $j_s$.

### B. Dirac’s Value Function

Let us restrict $F$ to functions that cause $\delta U$ to have no dependence on the feed quantity density $\rho_f$. From Equation 32 then,

$$\frac{d^2 F(\rho_f)}{d \rho_f^2} = \frac{1}{j_s^2}.$$  

(33)

Given $j_s$, then, $F$ is specified to within two integration constants. If the separating element is governed by the transport model derived in Section II, its quantity density $[\rho_e]_2$ has current, from (19),

$$j_s = c \left( 1 - ([\rho_e]_2)^2 \right) \operatorname{atanh} ([\rho_e]_1) - \theta \partial_\tau [\rho_e]_2.$$  

(34)

The first term in (34) describes separative flow and the second describes diffusive flow. However, if the gradient of $[\rho_e]_2$ is small — so that there is little separation occurring at each separative element — the separation current becomes

$$j_s = c \left( 1 - ([\rho_e]_2)^2 \right) \operatorname{atanh} ([\rho_e]_1).$$  

(35)

Inserting (35) into (33) and integrating twice, the value function is

$$F([\rho_e]_2) = \frac{[\rho_e]_2}{2 c^2 \operatorname{atanh}^2 [\rho_e]_1} \operatorname{atanh}[\rho_e]_2 + C_1 [\rho_e]_2 + C_0,$$  

(36)

where $C_0$ and $C_1$ are constants of integration. If we further require that $F(0) = 0$ (by convention) and

$$\frac{d F}{d [\rho_e]_2} \bigg|_{[\rho_e]_2 = 0} = 0$$ (because, by symmetry, the value of $[\rho_e]_2$ should equal that of $-\rho_e$), the value function becomes

$$F([\rho_e]_2) = \frac{[\rho_e]_2}{2 c^2 \operatorname{atanh}^2 [\rho_e]_1} \operatorname{atanh}[\rho_e]_2,$$  

(37)

which is Dirac’s value function. Conventionally, the factor $2 c^2 \operatorname{atanh}^2 [\rho_e]_1$ is one-half, so we re-write Equation 37 as

$$F([\rho_e]_2) = 2 [\rho_e]_2 \operatorname{atanh}[\rho_e]_2,$$  

(38)

which is plotted in Figure 2. See Appendix A for a discussion of the different forms of the DVF.

### IV. ON THE VALIDATION OF THE TRANSPORT FRAMEWORK AND THE GENERALITY OF DIRAC’S VALUE FUNCTION

Now we have in-hand the elements needed to appreciate both the new validation of the non-equilibrium thermodynamical framework for transport analysis presented in Section II and the generality of Dirac’s value function derived in Section III. Deriving known results from a new theory is generally regarded as (partial) validation of the theory. It had been previously shown that the framework for transport presented in Section II predicted several known results. However, these results did not include a connection to one of the key functions of isotope separation, the DVF. Such a connection would be expected of a transport framework of such supposed generality, and this connection has now been demonstrated in Section III.

However, this validated generality when considered with the form of the derivation of Dirac’s value function implies the generality of Dirac’s value function, itself, which had not been previously appreciated in the literature. That is, the generality of its derivation implies the generality of its application. Previous derivations had
limited the DVF to isotope and other mass transport applications. The derivation presented here has no such limitations, and yields a DVF that is applicable to any system described by the entropy of mixing.

To review, the following steps led us to the unique definition of Dirac’s value function of Equation 38:

1. Derive a framework for the transport of any number of conserved quantity densities in any spatial configuration. (Section II A)

2. Within the framework, define a one-dimensional, two-quantity model of transport for the transport quantity density \( |\rho_e|_2 \), with \( |\rho_e|_1 \) the local dynamical energy density. (Section II B)

3. Specify the entropy function to be the entropy of mixing \( s \). (Section II B 2)

4. Derive the separative power function in terms of a separation current \( j_s \). (Section III A)

5. Require that the separative power function be independent of \( |\rho_e|_2 \), which, within two integration constants, specifies the value function \( F \). (Section III B)

6. Require that \( F(0) = 0 \), by convention, in order to specify one integration constant. (Section III B)

7. Require that \( dF/d|\rho_e|_2 |_{|\rho_e|_2 = 0} = 0 \), by symmetry, to specify the final integration constant. (Section III B)

This sequence is applicable to any system with separative transport that can be described by the transport model of Section II B. This is a broad class of systems that includes electrical, magnetic, inertial, isotopic, and ionic transport. To our knowledge, with the exception of isotope separation, Dirac’s value function has not been applied in any of these fields.

V. APPLICATION TO SPIN MAGNETIZATION TRANSPORT

We will now apply this finding to spin magnetization transport, which is of interest to the magnetic resonance imaging community.\(^{11,12}\)

The transport equations for one-dimensional spin magnetization transport in a solid-state medium with a spatially varying magnetic field have been derived in the literature\(^{13}\) from the framework of Section II A. This provides an example of a system to which the universalized Dirac value function can be applied.

This system is composed of spins in a solid medium, so the nuclei or electrons themselves do not transport, but the spin magnetization does. If all spins are aligned, the medium is completely magnetized or “100 percent polarized.” Conversely, if the spins are an equal mixture of “up” and “down” spins, the magnetization and polarization are zero.

In the presence of a background magnetic field \( B \), polarization occurs in proportion to the field. Magnetic resonance technologies, which depend on this polarization, place their spin media in the strongest magnetic fields that can currently be realized. However, these fields produce polarization orders of magnitude lower than unity. A technique of hyperpolarizing media—that is, polarizing it beyond its thermal equilibrium—has been explored through the mechanism of dynamic nuclear polarization (DNP)\(^{14,15,16,17}\).

An alternative approach to hyperpolarizing a sample is spin magnetization transport, in which “up” spins are separated from “down” spins\(^{18}\). In solids in high magnetic fields, spin magnetization is conserved by dipole-dipole exchange interactions. This perspective of magnetization transport allows the framework for transport of Section II A to be applied.

A. Magnetization Transport Model

With reference to item 2 of the previous list, four physical insights are required to define a specific transport model:

1. the identification of conserved quantities with densities \( \rho \),
2. the identification of the spatial manifold \( \mathcal{U} \) with metric \( g \),
3. the selection of an entropy function \( s \), and
4. the transport rate tensor field \( \Gamma \).

We will consider one-dimensional transport with a Euclidean spatial metric \( g = dr \otimes dr \) with \( r \) a Cartesian coordinate.

With a spin system, there are two conserved quantities in \( \rho \): (1) the total energy density, which is the sum of the Zeeman energy density (due to the spin-background magnetic field interaction) and the dipole energy density (due to the spin-spin magnetic field interaction) and (2) the spin magnetization.

As in Section II B 1, it is useful to define an inhomogeneous basis. Let \( B \) be a background magnetic field, let \( B_d \) be the average spin-spin magnetic field, let \( \mu \) be the magnetic moment of a single spin, and let \( \Delta \) be the uniform spin density. The transformation to the inhomogeneous basis is given by the matrix

\[
P = \begin{pmatrix} 1 & -B/B_d \mu \Delta \\ B_d \mu \Delta & 1/\mu \Delta \end{pmatrix}.
\] (39)

Under this transformation, \( |\rho_e|_1 \) represents the normalized dipole energy density—because the Zeeman energy density has been subtracted from the total—and \( |\rho_e|_2 \) represents the polarization (normalized magnetization).
The entropy density function $s$ of Section 11.B.2 can be applied without modification. The transport rate tensor $\Gamma$ is system-dependent. For most spin systems, the two rates can be considered approximately equal and therefore we let $[\Gamma_1] = [\Gamma_2] = [\Gamma_3]$. An approximation of the transport rate is given by dimensional analysis to be

$$[\Gamma_1] = \frac{\mu}{4\pi} h \gamma^2 A^{1/3},$$

where $\gamma$ is a spin’s gyromagnetic ratio and $h$ is the Boltzmann constant.

A dimensionless spatial coordinate, temporal variable, and transport rate are used, as in Section 11.B.4. Applying the results of Section 11.B.7, we obtain the transport current

$$j = -\partial_t [\rho_e]_1 e_1 \otimes d\tau + (c(1 - (\rho_e) \tanh (\rho_e) - \partial_t [\rho_e]_2) e_2 \otimes d\tau,$

where we have

$$c(\tau) = \frac{1}{B_4} \cdot \frac{dB}{d\tau}.$$ (41)

This transport current governs the flow of magnetization, both its diffusive and separative aspects. As we have shown in Section 11.B.1, this current yields a derivation of Dirac’s value function.

### B. Dirac’s Value Function and Separative Work for Magnetization

It is now possible to regard the separative work $U$ of Equation 29 with Dirac’s value function $F$, given in Equation 38 as a measure of magnetization separation capability. This is a new valuation measure for emerging separative magnetization transport technologies.

Potential applications of these technologies are found in magnetic resonance imaging technologies from clinical scales (magnetic resonance tomography) to microscopic scales (magnetic resonance force microscopy). These technologies seek to hyperpolarize imaging samples through separative magnetization transport; the universalized version of Dirac’s value function, presented here, provides a metric for designing and comparing magnetization separation elements. Moreover, by showing that Dirac’s value function can be derived from the framework of transport analysis presented in Section 11.A, this study has further validated the framework itself, and models derived therefrom.
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Appendix A: Forms of Dirac’s Value Function

Section III.B presents two forms of the DVF, and here we explore their relationship to two others, including the standard form from the literature

\[ F(c) = (2C - 1) \log \frac{C}{1 - C} \]  

(A1)

where \( C \in [0, 1] \) is the concentration. Applying the substitution rule \( C \mapsto (\rho_c^2 + 1)/2 \) and the identity \( 2 \text{atanh} x = \log(1 + x) - \log(1 - x) \), we obtain (38).

Another interesting form of (37) in terms of the thermodynamic potential \( \Omega \) is

\[ F([\Omega_c]_2) = 2 [\Omega_c]_2 \tanh [\Omega_c]_2. \]  

(A2)

We do not believe this form has previously been considered, yet it is expressed as a function of thermodynamic potential, which is fundamental to transport dynamics.

Appendix B: Roles of the Entropy Function

The readings of the preceding section inform our appreciation that the entropy function serves multiple roles in transport theory.

1. Dynamical (Musical) Roles of the Thermometric Tensor

The metric tensor of general relativity is associated to a fundamental dynamical law: particles (including photons) move on geodesic curves. In contrast, no such fundamental dynamical principle is known to be associated to the thermometric tensor \( \mathcal{G} \) (according to Müller’s survey\(^{21}\) at least). Still, in cases in which no universal dynamical law is known, \( \mathcal{G} \) can at least provide a starting postulate for such a law, by naturally specifying a proportionality of gradients in thermodynamic potentials to currents of conserved quantities (as in Eqs. 37 of this article). Such proportional relations are known to mathematicians as *musical isomorphisms*, by reason of the natural action of metric tensors in lowering (“♭”) and raising (“♯”) the indices of tensor coefficients (for details, see e.g. Leibniz\(^{19}\) (p. 342)).

“Musical” transport models are not guaranteed to be rigorously correct, but they have the considerable virtue of not being obviously wrong, in the sense that musical transport relations scrupulously respect the Four Laws. By virtue of their (relative) ease of derivation, such relations can be a useful first step toward verification by experiment and/or optimization with the help of microscopic computational simulation.

2. Roles of the Riemann, Ricci, and Sectional Curvatures

We have not, in the present article, grappled with the many intricate and difficult issues that are associated to transport phenomena near phase transitions (here “near” can mean either or both of spatial distance or in thermodynamic potential-distance). Ruppeiner\(^{25}\) has argued (convincingly we think) that singularities in thermometric curvature are associated to the divergences in spatial correlation length that are characteristic of phase transitions.

In transport theory the spatial metric tensor \( g \) and the thermometric tensor \( \mathcal{G} \) occur jointly, and it is natural to wonder about the intrinsic geometric properties of the combined metric (including for example the sectional, Ricci, and Riemann curvatures). One consideration is that general relativity is covariant under arbitrary coordinate transformations, whereas the natural invariance of transport equations is associated to affine transforms of the conserved quantity-densities (that is, arbitrary linear transforms and origin-shifts).

There is no shortage here of opportunities for further investigations regarding the interplay of spatial metric curvature (determined by \( g \)) and thermometric curvature...
(determined by $\mathcal{S}$). We consider Robert Wald’s remarks in regard to the merits of mathematical abstraction in general relativity to be applicable also in transport theory.

3. Physical Intuitions in Regard to Thermometric Tensors and Entropy

Our guiding physical insight in regard to thermometric tensors and entropy functions is that the thermometric tensor $\mathcal{S}$ originates fundamentally in Boltzmann fluctuations (whether experimentally observed or computationally simulated), such that the entropy function is well-defined if and only if the thermometric tensor (regarded as the Hessian of the entropy) is integrable. Further associated to this insight is the notion that Boltzmann fluctuations are measured quantities, and therefore are properly realized (both in experiments and in computational simulations) as Lindblad processes. Here too there is no shortage of open problems and opportunities for further investigation and unification, to which the survey of Holland and Wald provides an introduction.