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During acquisition children internalise adult-based phonological patterns and alternately adopt and discard child-specific patterns reflecting their unskilled production. The child-specific patterns are often assumed to be low-level phonetic effects, and so, in a classical modular feedforward grammar, they should not interfere with the higher-level adult-based phonology. This paper reports an interaction in which the application of a categorical adult-based process (Voice Assimilation) is conditioned by a gradient child-specific process (fricative devoicing). Acoustic analyses of longitudinal data from a Polish-speaking child reveal variable Voice Assimilation effects in target voiced fricative–stop/stop–fricative clusters (voicing and devoicing), correlated with the extent of voicing in fricatives in non-assimilatory contexts. I analyse this phonology–phonetics trade-off by appealing to symbol-like dynamical representations, expressed in the language of non-linear mathematics. Such representations offer a non-derivational link between the qualitative and quantitative aspects of speech. Variability ensues as a natural consequence of grammar change.

1 Introduction

In the process of acquisition, children internalise phonological patterns on the basis of perceived regularities in the adult input. Also, and to some
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extent in parallel, they alternately adopt and discard child-specific patterns, reflecting their immature motor skills.\(^1\)

While the acquisition of adult-based phonological patterns has been assumed to be within the realm of phonological competence, child-specific patterns have been viewed as performance-related (cognitively controlled or biomechanical) effects, situated within or outside of the scope of phonological computation depending on the approach (see discussions in Smith 1973, 2010, Kiparsky & Menn 1977, Hayes 2004, Hale & Reiss 2008). The phonological vs. phonetic status of these patterns has been a protracted controversy. It suffices to note that, at its extremes, the generativist stance has produced two contradictory views on the status of such patterns: at one end they have been considered to be by-products of the unmarked initial stage, the Universal Grammar (Smolensky 1996); at the opposite end as performance effects of no linguistic significance (Hale & Reiss 2008). Under the latter view, child-specific production patterns are regarded as merely physiological acts, not having phonetic representations – analogously to Sapir’s (1925) example of the ‘candle-blowing sound’, which is superficially similar to a voiceless [ʍ], but is not a speech sound (Hale & Reiss 2008: 66–67).

More commonly, child-specific patterns are viewed as emergent grammaticalised solutions to phonetic problems (e.g. Kiparsky & Menn 1977, Menn 1978, Hayes 2004). A cophonological organisation between the adult-based comprehension grammar and the child-specific production grammar has been assumed by some writers (e.g. Kiparsky & Menn 1977, Hayes 2004). The two-component organisation, schematised in Fig. 1, is analogous to standard modular ‘feed-forward’ models of phonetic implementation developed for adult speech (e.g. Keating 1988; see also discussion in Pierehumbert 2002). This presupposes a strict division of labour and ordering between the two components. In the feedforward model, the adult-based phonological component within the child’s system acts independently of child-specific production patterns; child-specific patterns target the output of the adult-based component, i.e. the adult surface form. In Fig. 1, and throughout this paper, target forms (i.e. adult surface representations) are given in / / and the child’s pronunciations in [ ]. Adult underlying representations, where relevant, appear in // //.

---

\(^1\) The term ‘child-specific’ refers to a pattern that has no parallel in the ambient language, and as such needs to be discarded in the course of development. The focus here is on child-specific patterns typical of phonological organisation of the third year of life. Overall, beyond the first 18 months of age, the child speech output is likely to exhibit segment-like organisation resembling adult speech (cf. the ‘phoneme plane’ of Werker & Curtin 2005), making it possible to draw correspondences between child and adult forms in terms of phone-sized units; it is also the period when children begin to concatenate words into larger utterances; see the discussion in MacNeilage (1997: 326ff).
The constraint-based framework of Optimality Theory (OT; Prince & Smolensky 1993, McCarthy & Prince 1995) allows for integrating adult-based generalisations and child-specific effects within the child’s production grammar. The child-specific component (B → C in Fig. 1), which arises from the child’s proprioception and auditory perception of his or her own vocal behaviour as compared with the perceived vocal behaviour of adults, is then hypothesised to operate in terms of the same phonological constraints as his or her comprehension (using the A → B system) (Hayes 2004: 196). This is in accordance with the findings that child-specific patterns in many respects resemble adult phonological phenomena; for example, they can be interrelated, and form ‘conspiracies’ (e.g. Smith 1973, Menn 1978, Pater & Barlow 2003, Łukaszewicz 2007).

The separation of the comprehension grammar (A → B) in Fig. 1 is corroborated by the well-documented developmental perception–production gap. The major transition from a universal categorical-like perception, which is present at birth (Eimas et al. 1971), towards the language-specific perceptual ability – sensitivity to adult contrasts (Werker & Tees 1984, Kuhl 1991, Pegg & Werker 1997) and phonotactics (Jusczyk et al. 1994) – emerges in the second half of the first year of life.² Production accuracy develops much later; mastering certain adult distinctions and phonotactics in production extends well into pre-school years (e.g. MacNeilage 1997). The early acquisition of adult-based phonotactics, contrasts and allophony has been modelled in terms of formal and statistical algorithms (e.g. Tesar & Smolensky 1993, Boersma & Hayes 2001, Hayes 2004, Peperkamp et al. 2006, Hayes & White 2013) solely on the

² This early sensitivity does not automatically entail full lexical contrast specification at later stages. In 14-month-olds, the capacity of contrast discrimination can be seen in non-lexical tasks, but not in word-learning tasks (Stager & Werker 1997, Pater et al. 2004), which suggests that pairing sound with meaning is taxing, and not all distinctions are encoded in early lexical representations. The ability to detect contrastive changes in word forms has been reported for 30-month-olds (Tamási et al. 2019); at this stage, children’s representations can be assumed to be specified for information corresponding to subphonemic features.

---

### Figure 1

A feedforward organisation of the phonological system in the child (cf. Kiparsky & Menn 1977: 61).

| A → B | adult-based |
|-------|-------------|
| B → C | child-specific |

| A // underlying representations // hypothesised by the child |
|---|
| B // phonetic representations // perceived by the child (≈ adult surface forms) |
| C [ child’s pronunciations ]

---

The dynamical landscape

---
basis of the adult (or adult-like) input (B), without reference to the development of the child’s production skills and the child-specific component (B → C). From this perspective, the role of child-specific patterns is purely implementational.

One particularly noteworthy aspect of child-specific patterns, evident from longitudinal studies (e.g. Smith 1973, 2010, Menn 1976, Becker & Tessier 2011), is that they exhibit only temporary stability. Enhanced variation and, as reported in this paper, gradience along the continuous phonetic dimension are found in the periods when these patterns dissolve. Grammaticalising these patterns in terms of OT constraints obscures the intuition that their gradual disappearance depends largely on the gradual development of the child’s production skills. In this paper, I set out to tackle the problem of the interaction between the child’s unskilled performance and adult-based phonology in terms of a different formal language, one which naturally links the continuous and discrete aspects of speech, and provides tools for describing mechanisms of change – the non-linear mathematics of the dynamical landscape.

1.1 The contribution of this paper

This paper seeks to deepen our understanding of how child-specific patterns relate to adult phonology by considering the problem in the context of a broader issue, not specific to acquisition but pertaining to human speech in general: the phonological–phonetic (or cognitive–physical) duality of speech structure and the nature of the phonology–phonetics link (for various views on this widely debated topic see Keating 1988, Browman & Goldstein 1989, 1995, Hayes 1999, Steriade 1999, Pierrehumbert 2001, 2002, Gafos 2006). To this end, it investigates the interaction in Polish between child-specific fricative devoicing, exhibiting enhanced gradience along the continuous phonetic dimension, and adult-based Voice Assimilation, which patently reflects categorical phonological organisation. The analysis is conducted on the basis of longitudinal acoustic data from a Polish-speaking child, Jula (/jula/; henceforth J), aged 2;3–2;8. Fricative devoicing is one of the substitution processes reported in child speech worldwide. Voice Assimilation produces uniformly voiceless or voiced obstruent clusters in adult Polish. An important characteristic of the latter process is that it is not only categorical, but also transparent at the utterance level. The phonotactics that underlie this process are learnable at the earliest stages, long before access to the morphological structure of words and the underlying representations of morphemes are available to the child (for details see §2). We can expect that Polish-speaking children use this process effectively in their production as soon as they develop the ability to produce obstruent clusters and contrastive voicing.

The child’s data in (1a) reveal stable and target-appropriate application of Voice Assimilation in target voiceless clusters. However, target voiced fricative–stop and stop–fricative clusters are realised variably as voiced or voiceless, as in (b).
(1) Voice Assimilation effects in J’s speech
   a. Target voiceless clusters (stable)
      pieska /pʲeska/  [pʲeska] ‘dog (DIM.GEN.SG)’
      jest kotek /jes(t) kotek/  [jąc koteł] ‘(this) is a cat (DIM)’
   b. Target voiced clusters (variable)
      zdejmij /zdɛjmij/  [ɕdɛjmij] ‘take off (IMP)’
      jest głowa /jɛz(d) gwɔwa/  [jɛc kwɔwa ~  ‘(this) is the head’
                                  jɛz gwɔwa]

For example, in zdejmij /zdɛjmij/ [ɕdɛjmij] ‘take off (IMP)’, the
devoicing of the fricative (/z/ → [c]) is accompanied by devoicing of the fol-
lowing prevocalic voiced stop (/d/ → [t]), despite Voice Assimilation being
a regressive process in adult Polish. The devoicing of the stop must be
interpreted as assimilatory because, unlike fricatives, target voiced stops
are produced correctly as voiced in contrastive presonorant non-assimila-
tory contexts; e.g. dużo /duʐɔ/ [duɕɔ] ‘a lot’ (2;2.30), as in (2). The diacritic
in the transcription of the fricative in [duʐɔ] (2;4.24) in (2) is shorthand for
an intermediate stage of the gradient fricative devoicing pattern: it reflects
the intermediate median value for the voicing parameter in the five tokens
of the word at this stage in comparison with the tokens of the same word
recorded at the other two stages.

(2) Gradient fricative devoicing vs. stable voicing in stops
   dużo /duʐɔ/  [duɕɔ] (2;2.30) ‘a lot’
               [duʐɔ] (2;4.24)
               [duzɔ] (2;7.19)

The reported influence of a phonetic factor (lack of motor skills) on the
application of a phonological process is in conflict with the classical
modular feedforward grammar, which is founded on the temporal prece-
dence metaphor of ‘later’ phonetic and ‘earlier’ phonological rules. Voice
Assimilation acts as a ‘late repair’, which is unexpected in the modular
feedforward approach. As revealed by acoustic analyses, the extent of
this effect varies over time, and is correlated with the growth of voicing
control in fricatives along the continuous phonetic dimension.

The interaction between phonological and phonetic factors in acquisi-
tion is here analysed within the dynamical systems approach, using
formal tools of non-linear mathematics proposed in earlier work for the
analysis of incomplete neutralisation in adult speech (Gafos 2006, Gafos &
Benus 2006). In a nutshell, the dynamical systems approach offers a
formal language for integrating the discrete and continuous aspects of
speech, while keeping the distinction between them valid. The integration
is done in terms of dynamical linkage, not in terms of translating one type
of structure (phonological symbols) into another (continuous phonetic
parameters). Moreover, enhanced variability and gradience are predicted
to be the necessary consequences of grammar change. Building upon this
approach, I propose that child-specific patterns arise from performance-related effects (lack of phonetic skills), and can be formalised as consequences of scaling a dynamical system’s control parameters. The growth of the phonetic capacity, reflected in the continuous shift in the control parameter, brings about qualitative differences in the dynamical landscape, i.e. the phonological organisation.

The remainder of the paper is organised as follows. §2 presents basic facts about child-specific fricative devoicing and Voice Assimilation in adult Polish, as described in the literature. The effect of Voice Assimilation is further illustrated with acoustic measurement data from adult Polish (among others, the speech of J’s caregiver). §2.3 schematises the hypotheses on the distribution of voicing in obstruent clusters in the child’s speech on the basis of how the two processes interact in the developing grammar. §3 presents details of the acoustic study of longitudinal data from J, giving voicing parameter measurements in fricatives and stops in singleton non-assimilatory contexts as well as in clusters. §4 outlines the tenets of the dynamical model, interprets the results in terms of this model and discusses some consequences of adopting this model for understanding the link between categoricity and gradience and the underlying mechanisms of change. Conclusions are summarised in §5.

2 The interacting processes: basic generalisations and hypotheses

2.1 Fricative devoicing

Child-specific devoicing neutralises the voiced–voiceless distinction in obstruents; for example, the mispronunciation of zęby /zɛmbɨ/ ‘teeth’ as [sɛmpɨ] (Łobacz 1996: 180). In standard textbooks on speech development, this is one of numerous processes occurring in normally developing Polish-speaking children in the third year of life (e.g. Kaczmarek 1988). According to Sołtys-Chmielowicz (1998: 136), an impressionistic cross-sectional study based on a sample of more than 1000 children aged 3–7, fewer than 2% of children still devoice obstruents at the age of 3. The process is gradient: the refinement of the earlier acquired surface contrast continues after the age of 3 (Łobacz 1996: 180–181).

There is some indication in the literature that the acquisition of the surface voicing contrast in fricatives may be later than in stops. According to Kaczmarek (1988), the voiceless prepalatal /ɕ/ is the only fricative in the repertoire of 2-year-olds. Its voiced counterpart /ʑ/ emerges at the age of 3. Alveolar and postalveolar (retroflex) fricatives, both voiceless and voiced, are acquired at ages 4 and 5 respectively. In comparison, the acquisition of voicing in stops is complete for labials

---

³ Ladefoged & Maddieson (1996: 154–155) describe these sounds as ‘flat postalveolar (retroflex)’; for a comprehensive discussion see Hamann (2004), and for a study using electromagnetic articulography Lorenc (2018).
and alveolars by the age of 2; it is delayed till the age of 3 only for velars. Bryndal (2015), in her study of acquisition of the inventory of Polish consonants in children aged 3–7, based on 200 subjects tested with a standardised production questionnaire (cf. Krajna 2008), reports non-normative pronunciations of the voiced sibilants in 3- and 4-year-olds. At age 3, none of the three consonants – alveolar /z/, prepalatal /ʑ/ and postalveolar /ʐ/ – reaches the criterion of 90% of normative realisations; at age 4, only /ʑ/ does (2015: 100–101). The acquisition of voicing proceeds faster in stops: for /b/ and /d/ it is complete at age 3; for /g/ at age 4.

Fricative devoicing is also present in J’s longitudinal data, which is analysed in the present study. A gradual development towards adult-like surface voicing in fricatives takes place throughout the period of development under investigation; the production of the voicing contrast in stops is predominantly accurate throughout the reported stages. A detailed description of the corpus of the child’s speech samples follows in §3.1.

The above asymmetry in the child-specific devoicing pattern is paralleled by cross-linguistic patterns in adult speech. According to Ladefoged & Maddieson (1996: 176–178), most of the world’s languages with voiceless fricatives do not have voiced counterparts. The phonetic grounding for this asymmetry is twofold. Voicing is associated with strong low-frequency energy, which may mask the high-frequency frication noise, which has lower amplitude. The vocal tract settings are such that the impedance of airflow at the glottis increases the difficulty of creating turbulence at the point of articulatory constriction. Although many languages (about 32%) have no voicing contrast in either plosives or fricatives, about 33.4% of languages surveyed in Maddieson (2013) have a voicing contrast in plosives but not in fricatives; languages with the opposite pattern, i.e. a voicing contrast in fricatives but not in plosives, are relatively rare – 6.7% of the total.

2.2 Voice Assimilation

The output of the across-the-board process of Voice Assimilation in adult Polish is transparent – uniformly voiceless or voiced obstruent clusters. The process has been widely documented in the standard descriptive sources (e.g. Kowalik et al. 1998: 91, Ostaszewska & Tambor 2012: 87–89), and extensively analysed within the generative phonological tradition (e.g. Gussmann 2007, Rubach 2008). The automatic character of the process and its categoricity are widely recognised to be a source of difficulty for Polish learners of English (e.g. Sobkowiak 1996: 50–56). Voice Assimilation effects are also present in loanwords and foreign words (e.g. football /fudbɔl/, Macbeth /magbet/; Gussmann 2007: 291).

On most accounts, prepalatals are acquired earlier than other coronal obstruents, and can serve as replacements for the latter (Kaczmarek 1988, Sołtys-Chmielowicz 1998, Bryndal 2015). However, this initial substitution pattern may give way to different patterns in individual children at later stages; cf. the data from a Polish-speaking 4-year-old reported in Łukaszewicz (2000, 2006a, 2007), in which all coronal places reduce to plain alveolars.
Voice Assimilation results in voiced–voiceless alternations both inside words (3a) and across word boundaries (3b). It also has static phonotactic effects (3c). As can be inferred from (a) and (b), Voice Assimilation is regressive: the last obstruent in the cluster determines the surface voicing of the whole cluster. The regressive character of Voice Assimilation is also seen in (3d), where the process interacts with Final Devoicing. Some words, e.g. *już* in (b), do not have realisations which do not involve Voice Assimilation or Final Devoicing.

(3) **Voice Assimilation**

a. **Alternations inside words**

| Polish   | English          | UR   |
|----------|------------------|------|
| prośba   | request (nom.sg)| /prɔz-b-a/ |
| cf. prosić | request (inf) | /prɔ-e-i-tɛ/ |
| obiadku  | dinner (dim.gen.sg) | /ɔbjat-k-u/ |
| cf. obiadek | dinner (dim.nom.sg) | /ɔbjad-ɛk/ |

b. **Alternations across word boundaries**

| Polish   | English          | UR   |
|----------|------------------|------|
| ko/t/ Filemon | Filemon the cat | /kɔt/ |
| ko/d/ Bonifacy | Bonifacy the cat | /kɔd/ |
| cf. kot  | cat (nom.sg)     | /kɔt/ |
| kota     | cat (gen.sg)     | /kɔ-t-ʌ/ |
| ko/t/ pocztowy | postal code | /kɔt/ |
| ko/d/ dostępu | access code | /kɔd/ |
| cf. kod  | code (nom.sg)    | /kɔd-u/ |
| kodu     | code (gen.sg)    | /kɔd-u/ |
| ju/s/ podał | (he) has already given | /ju-s/ |
| ju/z/ dodał | (he) has already added | /ju-z/ |
| cf. już  | ‘already’ (the voicing of the final obstruent always depends on Voice Assimilation or Final Devoicing) | /juʂ/ |

c. **Static phonotactic effects**

| Polish   | English          |
|----------|------------------|
| brzoza   | ‘birch tree’     |
| przełęcz | ‘mountain pass’  |

d. **Combined effect of Voice Assimilation and Final Devoicing**

| Polish   | English          |
|----------|------------------|
| mózg     | ‘brain (nom.sg)’ |
| cf. mózgu | ‘brain (gen.sg)’ |

Final Devoicing affects obstruents at the end of words; however, when the word-final obstruent precedes a voiced obstruent at the beginning of the following word, the effects of Final Devoicing are masked by Voice Assimilation; cf. *ko/d/ dostępu* in (3b). In consequence, Final Devoicing can be inferred only on the basis of voicelessness of obstruents at the end of utterances, or in word-final position when the next word starts with a sonorant.  

---

5 This description pertains to the so-called Warsaw Polish standard, the variety relevant from the point of view of the child whose data I analyse in this study. I ignore
corroborating the presence of Final Devoicing in her grammar, I ignore this process in further discussion, because it cannot interact with child-specific fricative devoicing. An OT ranking for this process can be acquired as a part of the ranking established for Voice Assimilation, as sketched below.

From a purely distributional perspective, the contrastive \([±\text{voiced}]\) specification is found only in obstruents in presonorant position; elsewhere, it is context-dependent. This simple distribution pattern can be learned at early stages, before children have access to the morphological structure of words and internalise underlying representations of morphemes, which is easily modelled using OT formalism. It can be illustrated using the pure phonotactic learner proposed in Hayes (2004). The algorithm is based on a stringent constraint installation procedure which, among other things, favours markedness and specificity. Consistent voice agreement in the input will result in installing \(\text{AGREE}_\text{obstr}[±\text{vcd}]\) in the top stratum. Because of the surface contrast in voicing in presonorant contexts, the next level in the hierarchy will be occupied by a faithfulness constraint. The ‘favour specificity’ requirement will ensure that it is a positional constraint, \(\text{IDENT}_\text{preson}[±\text{vcd}]\). Because of the surface contrast in voicing in presonorant contexts, the next level in the hierarchy will be occupied by a faithfulness constraint (assuming the meta-ranking Markedness \(\succ\) Faithfulness). Note here that standard analyses of regressive Voice Assimilation effects in OT assume either string-based (i.e. presonorant) positional faithfulness or syllable-based (i.e. onset) positional faithfulness (see the discussion in Rubach 2008). Assuming a string-based version of positional faithfulness makes the acquisition of Voice Assimilation independent of prior knowledge of syllable structure. The next two layers will be occupied by the general markedness constraint \(*\text{OBSTR}[+\text{vcd}]\) and the general faithfulness constraint \(\text{IDENT}[±\text{vcd}]\); the latter constraint ends up lowest in the hierarchy, as it is favoured neither by markedness nor by specificity. The ranking obtained via this procedure is given in (4). The subhierarchy \(\text{IDENT}_\text{preson}[±\text{vcd}] \succ *\text{OBSTR}[+\text{vcd}] \succ \text{IDENT}[±\text{vcd}]\) automatically generates Final Devoicing.7

6 The predominant hypothesis in experimental studies is that acquisition proceeds bottom-up from global properties discernible in the speech signal to smaller phonological domains. However, most formal algorithms aimed at modelling the emergence of sensitivity to ambient contrasts and phonotactics at early stages of acquisition are word-based. Such algorithms can be put to use to account for the acquisition of utterance-level generalisations such as Voice Assimilation in Polish, if they are allowed to take unparsed phrases as their inputs (cf. Hayes 2004: 197).

7 Rubach (2008) argues that Final Devoicing requires a two-step analysis: a word-level grammar and an utterance-level grammar. The intricacies of this analysis need not concern us here, as they are of no consequence as far as the acquisition of Voice Assimilation alone is concerned.
In addition to the patterns described above, Polish also has a process of Progressive Devoicing, which an anonymous reviewer raises as a potential issue. However, its highly restricted scope (Gussmann 2007: 308), together with various other characteristics, make it inconspicuous from the perspective of a child. The process involves only two fricatives, /ʂ/ and /f/, whose voicelessness is caused by the preceding voiceless obstruent, as evidenced by the alternations exemplified in (5a). To account for the /r/ ~ /ʂ/ alternation, an idiosyncratic /r/ to /ʐ/ change is also needed, as exemplified in (5b), which operates independently of Progressive Devoicing.

(5) a. Progressive Devoicing
   i. /r/ ~ /ʂ/
      
      |lotr-a | /wɔترا/ | ‘rascal (GEN.SG)’
      |cf. lotrz-yk | /wɔ-ʂik/ | ‘rascal (DIM.NOM.SG)’
      |do-cier-a-ć | /dɔɛɛratɛ/ | ‘reach (INF)’
      |cf. do-trz-e | /dɔt-ɛɛ/ | ‘(he/she/it) will reach’
      |kr-a | /kra/ | ‘ice-floe (NOM.SG)’
      |cf. krz-e | /kʂɛ/ | ‘ice-floe (DAT.SG)’
   ii. /v/ ~ /f/
      
      |szew-ek | /ʂɛvɛk/ | ‘seam (DIM)’
      |cf. szw-y | /ʂfi/ | ‘seam (NOM.PL)’

b. Idiosyncratic /r/ → /ʐ/
   
   |gr-a | /gra/ | ‘game (NOM.SG)’
   |cf. grz-e | /ɡʐɛ/ | ‘game (DAT.SG)’
   |br-a-ć | /braɛtɛ/ | ‘take (INF)’
   |cf. bierz-e | /bɛʐɛ/ | ‘(he/she/it) takes’

At the surface level, these processes do not apply consistently; consider for example /wɔترا/ lotr-y ‘rascal (NOM.PL)’ or /dɔɛɛratɛ/ dotrɛ ‘I will reach’, in which /r/ is followed respectively by /i/ and /ɛ/, and the examples in (5a.i), in which /ʂ/ occurs in exactly the same contexts. It can further be observed that the /r/ ~ /ʐ/ and /r/ ~ /ʂ/ alternations are often accompanied by /ɛ/ ~ zero alternations inside root morphemes (cf. docierać – dotrze in (5a.i) and brać – bierze in (5b)); likewise, the /ɛ/ ~ zero alternation is seen in szewek – szwy in (5a.ii). In such cases, pre-school children have been reported to have difficulty in perceiving the regularity of the connection between different forms of the same morpheme (Łukaszewicz 2006b: 16–17). Unlike Voice Assimilation, which can be internalised via pure phonotactic learning, Progressive Devoicing requires access to the morphological structure of words. However, words showing these alternations might not be readily available to the child. Not a single instance of the forms lotrzyk, dotrze and krze in (5a.i), which Gussmann (2007: 307) adduces as illustration of surface /ʂ/ alternating with /r/, is found in the Polish child-directed speech corpus (Haman et al. 2011). (The same
problem is found with the form szewek in (5a.ii), and other examples showing the surface /v/ as an alternant of /f/ in Gussmann 2007.) I conclude that Progressive Devoicing is unlikely to have any relevance at the stages of acquisition reported in this paper.

Another point raised by the anonymous reviewer is the need for acoustic data from adult Polish which would allow us to assess the categoricity of Voice Assimilation and the potential presence of incomplete neutralisation (phonetic gradience of the output reflecting the underlying specification of the target segment; see e.g. Braver 2019 for a discussion of the rich literature on the topic). Below I consider acoustic data from adult Polish, which illustrate the effect of Voice Assimilation on the acoustic parameter most reliably connected with the expression of the voicing contrast in adult Polish, voicing percentage (cf. ‘the voicing ratio’ in Strycharczuk 2012: 659). The measurements were conducted using Praat’s Voice Report function (Boersma & Weenink 2017), with pitch ranges adjusted for adult male vs. female speakers (in all other respects, the measurement details were the same as for the child’s data in §3.1). The data come from high-quality recordings conducted for the purpose of a previous acoustic study investigating phonetic correlates of word stress in Polish (Łukaszewicz & Rozborski 2008). In that study, children’s speech was compared with that of their parents. Speech samples from three adult speakers (one of whom was J’s caregiver) were collected in structured interviews. Because of the high level of acquaintance between the experimenter and the participants, the recorded samples (lasting about 90 minutes in total) reflect casual spontaneous speech in informal settings. This sort of speech can be expected to be least prone to incomplete neutralisation, whose extent is known to vary, depending on the communicative context (Port & Crawford 1989; see also the discussion in Gafos 2006: 54–55). The inclusion of the caregiver’s data ensures a good approximation of the input to which the child was exposed.

The voicing measurements were conducted for 488 obstruents (244 clusters). The results for each of two obstruents forming a cluster (O₁O₂) are plotted as coordinates in Fig. 2. The axes represent the voicing percentage; the experimental data points can have values between 0 and 100 on either of the axes. O₁ is the target of the process (the horizontal axis), O₂ is in presonorant position – it acts as the Voice Assimilation trigger (the vertical axis). S, Z, T and D denote voiceless fricatives, voiced fricatives, voiceless stops and voiced stops respectively. As expected, the data points corresponding to the predicted voiceless Voice Assimilation outputs (145 cluster tokens), e.g. /ZT/ and /ST/ → /ST/, consistently accumulate in the lower left quarter of the diagram, attracted by the (0,0) point. The

---

8 As pointed out by the associate editor, a more complete picture of the realisation of the voicing contrast can be obtained with a combination of electroglottographic, airflow and acoustic data; cf. Smith’s (1997) study of the devoicing of /z/ in American English. However, the acoustics of the speech signal seem relevant from the acquisitional perspective, as they constitute the input directly available to the child.
predicted voiced Voice Assimilation outputs (99 cluster tokens), e.g. \( //SD// \) and \( //ZD// \to //ZD// \), consistently accumulate in the upper right quarter; there are 40 data points at exactly \( (100,100) \). These cannot be read directly from the diagram, because its axes are continuous. In 70 out of 99 such clusters, \( O_1 \) (the target of Voice Assimilation) is 100% voiced. The data are divided depending on the underlying specifications of the obstruents in the cluster. The two sets, target voiceless and target voiced, do not overlap.

There are no incomplete neutralisation effects in target voiceless clusters. In target voiced clusters, the incomplete neutralisation effect on \( O_1 \) (the Voice Assimilation target) is marginal: there are only four data points in which the underlyingly voiceless \( O_1 \) has voicing below 80%. These include two clear instances of the suspension of Voice Assimilation, when the underlyingly voiceless \( O_1 \) retains its voicelessness instead of assimilating to the underlyingly voiced \( O_2 \) (cf. the two data points near the upper left corner). In general, underlying \( //ZT// \), \( //DS// \) clusters do not tend to have more voicing in \( O_1 \) than underlying \( //ST// \), \( //TS// \) clusters, i.e. they are not shifted towards the lower right quarter of the diagram; underlying \( //SD// \), \( //TZ// \) clusters do not show less voicing in \( O_1 \) than underlying \( //ZD// \), \( //DZ// \) clusters, i.e. they are not shifted towards the upper left quarter of the diagram. For the vast majority of tokens, then, the assimilation effect in \( O_1 \) is complete. In target voiced clusters, a small ‘gravity’ effect can additionally be observed: \( O_2 \) (the
trigger of assimilation) is sometimes less voiced than the preceding target. We can ascribe this to the biomechanical difficulty of sustaining voicing throughout the entire cluster.\(^9\)

### 2.3 Hypotheses

The two alternative hypotheses of the interaction between the child’s immature production skills and adult phonology can be stated as follows. Will the child-specific fricative devoicing and Voice Assimilation interact in accordance with the ‘feedforward’ scenario, producing an output that is illicit from the point of view of the global adult phonotactics predicted by Voice Assimilation, as in (6a)? Or will it reflect the reversed scenario, with the application of Voice Assimilation conditioned by the child-specific pattern, as in (b)? I assume that the voicing distinction is neutralised only in fricatives; stops in contrastive presonorant contexts are realised in the adult-like manner. As shown earlier in Fig. 2 (§2.2), both /SD/ and /ZD/ surface as /ZD/ in adult Polish, and both /TZ/ and /DZ/ surface as /DZ/, so we ignore the differences in underlying representations, which are irrelevant from the point of view of the expected interactions in the child’s speech. Also, it is important to note that the hypothesised ‘reversed’ scenario in (6b) is not possible in adult Polish (incomplete neutralisation can potentially affect the target of the neutralising process in adult speech, but never the trigger).

(6) a. **Feedforward interaction**

\[
\begin{array}{ccc}
\text{Voice Assimilation} & \text{fricative devoicing} \\
/ZD/ \rightarrow [SD] & /zg\ddot{a}d/ \rightarrow [\ddot{e}g\ddot{a}d] & zgoda ‘all right’ \\
/DZ/ \rightarrow [DS] & /d\ddot{o}b\dddot{e}\ddot{e}/ \rightarrow [d\ddot{o}b\dddot{e}\ddot{e}] & dob\ddot{e}r ‘all right, well’
\end{array}
\]

b. **Reversed interaction**

\[
\begin{array}{ccc}
\text{Voice Assimilation} & \text{fricative devoicing} & \text{Voice Assimilation} \\
/ZD/ \rightarrow [ST] & /zg\ddot{a}d/ \rightarrow [\ddot{e}g\ddot{a}d] & /ek\ddot{a}d/ \\
/DZ/ \rightarrow [TS] & /d\ddot{o}b\dddot{e}\ddot{e}/ \rightarrow [d\ddot{o}b\dddot{e}\ddot{e}] & /d\ddot{o}b\dddot{e}\ddot{e}/
\end{array}
\]

The diagrams in Fig. 3a schematise the hypothesised position of the child’s data points corresponding to target /ZD/ and /DZ/ clusters in the above scenarios. Target voiceless clusters (/ST/, /TS/) are expected to consistently appear in the lower left part of Fig. 3b. In the ‘feedforward’ scenario in Fig. 3a.i, target /ZD/ clusters are expected to occupy the upper left quarter of the diagram, and target /DZ/ clusters the lower right quarter. In the ‘reversed’ scenario in Fig. 3a.ii, realisations of target /ZD/ and /DZ/ are not expected to differ: both are anticipated to appear in the lower left

\(^9\) For acoustic illustrations of the Voice Assimilation patterns in adult speech, see Appendix A. The measurement data are available as .xlsx files in the online supplementary materials.
The region of the diagram, like the /ST/ and /ST/ clusters in Fig. 3b. The diagrams on the lefthand side of Fig. 3a are based on the assumption that the effects are absolute; those on the righthand side (more plausibly) admit variability of these effects, i.e. some realisations of /DZ/ and /ZD/ may be adult-like. In the latter case, some data points will end up in the upper right quarter, both in Fig. 3a.i and Fig. 3a.ii; cf. the diagram for the adult data in Fig. 2. (For such data, we additionally expect some biomechanically motivated ‘gravity’ effect, such as the one reported for parental speech in §2.2 above.)
3 The acoustic study

3.1 The data and acoustic measurements

The corpus of child data used for acoustic analyses consists of 4 hours 40 minutes of audio recordings of naturalistic speech of a normally developing Polish speaking child, interacting with the experimenter during play sessions. The child (J) is female, aged 2;3–2;8 at the time of the recordings and raised in a monolingual environment in which standard Polish (the Warsaw standard) is spoken. The recordings were divided into seven sessions, conveniently covering the span of 21 weeks during which a shift from a complete neutralisation of voicing in fricatives towards a nearly adult-like surface voicing was observed.

The corpus contains rich audio material of quality sufficient to attempt acoustic analyses. However, the spontaneous and naturalistic character of the data poses a challenge to acoustic measurement, and requires a rigorous data preselection procedure. The data were rejected for analysis if they were distorted by background sounds (the experimenter’s voice, clattering toys, etc.), or if they had low amplitude caused by the child moving away from the microphone. Tokens were also rejected if the obstruent occurred within a larger span of ceased phonation, which sometimes happened towards the end of an utterance.

Some data had to be rejected during segmentation because of interference from certain reduction and substitution patterns. As typical of development between ages 2 and 3, the child’s data did not show variability only on the voiced–voiceless dimension. Two phenomena are relevant here: the occasional realisation of fricatives as affricates (e.g. /z/ → [dz] in jezyk ‘tongue (nom. sg)’ /jέwzik/ [jέndzık]), and erroneous omission or replacement of sounds. As far as the former issue is concerned, analyses both including and discarding such segments were performed, but this did not have a crucial effect on the outcome (see §3.2 for details). Omission of a sound, resulting in reducing a cluster to a singleton, excluded the token from analysis (e.g. the word gdzie /gdzɛ/ ‘where’ was sometimes rendered as [dzɛ]). Reduction of obstruent clusters was infrequent at all stages. I also discarded tokens in which an obstruent was replaced by a sonorant or vice versa, e.g. zaśpiewać /zaɛpjevatu/ [næɛpjevatu] ‘to sing’, piesek /pjɛsɛk/ [pjesɛk] ‘dog (dim)’ (2;2.30). Such examples occurred only sporadically – with the notable exception of the labiodental /v/, which was replaced by [w] in all contexts. Simultaneously, target /f/ was predominantly rendered

The corpus was recorded in 2006 for the purpose of an acoustic study of word stress in spontaneous speech in child and adult Polish (Łukaszewicz & Rozborski 2008). The recordings were made using a DAT (Onkyo Integra R1) recorder. A cardioid condenser microphone (Tonsil MCU-53) was positioned on a stand on the floor, pointing in the direction of the child. The child and the experimenter were sitting on the floor during most of the interaction, which focused on making things out of Play-Doh. All recordings took place in the same room, so the acoustic settings are comparable across the sessions. The research was conducted in agreement with internationally accepted ethical standards.
as [x], which means that labiodental fricatives were generally absent from J’s speech. The focus of the study is thus on clusters containing coronal fricatives. The remaining 1248 obstruent tokens were segmented in Praat; three types of phonetic segments were distinguished: closure, frication and ‘burst’ (positive VOT), as in Fig. 4.

As is well-known, phonological contrast in voicing can be expressed in terms of various parameters, depending on the language. The most reliable cue for voicing in adult Polish is the voicing ratio, i.e. glottal pulsing duration divided by closure duration in the case of stops, and by frication duration in the case of fricatives (Strycharczuk 2012: 659). Measurements of a related parameter, voicing percentage (i.e. the percentage of closure/frications during which voicing occurs), were carried out using Praat’s Voice Report function, with a pitch range of 200–450 Hz, cross-correlation analysis method and default advanced pitch settings. The measurements were performed in the sound editor window on the part of the sound corresponding to the earlier annotated closure or frication portion of an obstruent. This allowed for visual inspection of pulses. The outcome of the voicing measurements in fricatives in presonorant position is exemplified in Fig. 5. All three spectrograms represent the target voiced fricative /ʐ/, produced with a different degree of voicing depending on the token: (a) *duża* /duʐa/ ‘big (FEM)’, (b) *kucharza* /kuxaʐa/ ‘cook (GEN.SG)’, (c) *dużo* /duʐɔ/ ‘a lot’. For stops, I also measured the portion of the speech signal corresponding to the release burst plus any subsequent aspiration, i.e. the positive VOT (see Appendix A3).

Figure 4

Example of obstruent segmentation: *(to) jest drugi (mikrofon)*

/jez druʐi/ ‘(it) is another (microphone)’ (J 2;5.10).

---

11 Voicing value percentages were obtained by subtracting the locally unvoiced frame percentages reported by Praat from 100.
Voicing in fricatives and stops was measured independently in singletons in contrastive (presonorant) non-assimilatory contexts and in obstruent clusters (Voice Assimilation contexts); the measurement data are available in the online supplementary materials.\(^\text{12}\) Most target voiced obstruent clusters come from external sandhi contexts, and consist of a sequence of a fricative and a stop, as exemplified in (7a). Among these are tokens containing the word jest ‘is’, in which the final \(t\) was omitted (as in casual adult speech). There were also a number of tokens in which the fricative was preceded by a stop (7b), or where either word-internal sandhi (c) or static phonotactics (d) were involved. These were also included, because they were expected to exhibit the same voiced ~ voiceless variation pattern. In the analyses of clusters, I excluded some tokens with fricative–fricative sequences (e) and stop–stop sequences (f), as the lack of clear transitions in such sequences often made their acoustic segmentation infeasible. Both (e) and (f) were rare. Such sequences cannot provide a compelling argument for the ‘feedforward’ vs. ‘reversed’ interaction between child-specific fricative devoicing and Voice Assimilation (although we do expect more target-appropriate voicing in target [+voiced] stop–stop sequences than in target [+voiced] fricative–fricative sequences, because of the presence of fricative devoicing but no stop devoicing in the child’s system).

For simplicity, affricates were grouped with stops. Thus, for affricates I report voicing percentage for closure, but ignore the frication portion in these segments (which was usually voiceless, regardless of the underlying voicing).
3.2 Results

The results are presented in Fig. 6, divided into two columns. Column (a) consists of boxplots depicting the percentages of voicing present in voiceless vs. voiced fricatives and stops at each stage, on the basis of measurements in contrasting non-assimilatory positions. (Affricate-like realisations of fricatives were excluded in these analyses.) These results are juxtaposed against the diagrams in column (b). The latter show the percentages of voicing measured in target voiceless/voiced obstruent clusters (assimilatory contexts) at a given stage. Columns (a) and (b) are based on independent measurements (available in the supplementary materials).

As seen in column (a), the underlying voiceless–voiced distinction is neutralised in fricatives at stage 1. The boxplots for target voiceless and voiced fricatives are more or less the same at this stage. In contrast, the underlying voiceless–voiced distinction in stops is clearly reflected in J’s speech throughout the entire period of development under investigation, including stage 1. The shift in the surface expression of the underlying voiced fricative category – from phonetically voiceless towards phonetically voiced segments – is marked by greater variability, starting at stage 2. At stages 3–6, the means for target voiced fricatives fluctuate around 40% voicing. At stage 7, the mean reaches a considerably higher value of about 64%, and the data begin to exhibit a strongly negative skewness (the distribution expected from the point of view of the adult system). In sum, at stages 2–7, child-specific fricative devoicing gradually disappears, yielding a gradient phonetic output for underlying
voiced fricatives. The ranges for voicing values are wide, occupying nearly the entire 0–100% space at these stages, and indicating developing cognitive control over the phonetic dimension rather than simply the relaxation of some biomechanical constraints on attainable voicing thresholds. The scatterplot in Fig. 7 shows that there is no clearly discernible bimodal distribution of the data points at these stages. In statistical analyses (using Generalised Linear Models fitted in SPSS, with gamma distribution13 and the Log link function) with voicing percentage as the dependent variable, the difference between voiced and voiceless fricatives does not reach the level of significance at stages 1 and 2 (stage 1: $\chi^2(1) = 0.034, p = 0.853$; stage 2: $\chi^2(1) = 1.861, p = 0.173$), but is statistically significant throughout stages 3–7 (stage 3: $\chi^2(1) = 5.633, p < 0.05$; stage 4: $\chi^2(1) = 5.511, p < 0.05$; stage 5: $\chi^2(1) = 6.048, p < 0.05$; stage 6: $\chi^2(1) = 17.032, p < 0.0001$; stage 7: $\chi^2(1) = 24.643, p < 0.0001$). (The p values were obtained via log-likelihood ratio tests comparing the fitted models with intercept-only models.) Voiced stops were significantly different from voiceless stops at all stages ($p < 0.0001$); see Appendix B for these statistics, the SPSS code used to obtain these statistics and the goodness-of-fit details.

In column (b) in Fig. 6, the voicing percentage results for each of two obstruents $O_1O_2$ forming a cluster are plotted as coordinates on a diagram. At every stage, there are no data points in the upper left quarter of the diagram. This means that there were no unassimilated clusters of the *[cgoda] type hypothesised as part of the ‘feedforward’ scenario earlier in Fig. 3a.i. Furthermore, most tokens occur in the lower left and the upper right quarters. Thus the data show polarisation similar to the adult system in Fig. 2, suggesting the presence of Voice Assimilation in the child's system. However, the distribution of the target voiced clusters is not exactly adult-like: while all target voiceless obstruents are found in the lower left quarter of the diagram, as expected from the point of view of the adult system, some target voiced clusters also appear in this region; cf. the circled areas in the diagrams in Fig. 6b. The phenomenon is compatible with the hypothesised ‘reversed variable’ scenario in Fig. 3a.ii above. Target /ZD/ and /DZ/ clusters behave similarly. Further, analogously to the adult input in Fig. 2, target voiced $O_1O_2$ clusters whose realisations fall outside the circled ‘voiceless’ regions, and which can be tentatively classified as phonetically ‘voiced’ outputs, have on average higher percentage voicing values in $O_1$ than in $O_2$ (the mean difference between the two segments amounts to 20% voicing; $t(41) = 4.719, p < 0.0001$). The problem of lower percentage voicing values in $O_2$ in such clusters must be connected with the difficulty of sustaining voicing throughout a cluster. Probably, then, it is a biomechanical rather than a cognitive effect.

13 As pointed out by the associate editor, beta regression would be more appropriate for analysing continuous proportional data.
Beata Łukaszewicz

(a) Voicing percentage in contrastive contexts

(b) Voicing percentage in \( O_1O_2 \) clusters

Stage 1 (2;2.30)

Stage 2 (2;3.13)

Stage 3 (2;4.10)

Stage 4 (2;4.24)
Finally, as illustrated in Fig. 8, it is of no consequence whether target adult /ZD/ corresponds to the abstract adult underlying representation \( \equiv SD \equiv \) or \( \equiv ZD \equiv \), and /DZ/ to \( \equiv TZ \equiv \) or \( \equiv DZ \equiv \). (Ambiguous cases such as the word-final /ʂ/ \( \sim /ʐ/ \) alternation in the word juz in (3b) above, which always depends on Final Devoicing or Voice Assimilation, were coded as...
Regardless of the underlying specification of $O_1$ (the Voice Assimilation target) as voiced or voiceless in adult Polish, the variable voiced ~ voiceless realisations of such clusters occur in J’s speech.

The monotonic disappearance of child-specific fricative devoicing (or, rather, the growth of the voicing contrast in these segments) is illustrated in Fig. 9. Unlike the realisation of target voiced stops, which is stable and largely adult-like throughout the development, the average extent of voicing in target voiced fricatives is to a substantial degree parallel to the extent of the successful avoidance of ‘late repairs’ in target voiced obstruent clusters containing fricatives. The inclusion of affricate-like realisations of fricatives does not have a significant impact on the analysis.
As further shown in Fig. 10, the two phenomena are correlated ($r(7) = 0.974, p < 0.001$). This indicates that progress in one domain (voicing in fricatives in non-assimilatory contrastive contexts) is paralleled by progress in the other domain (target-appropriate voicing in obstruent clusters). (Recall that the scores for voicing in fricatives and voicing in clusters are based on datasets which are entirely independent: although they are expressed in percentages, they do not constitute proportions in the sense of compositional data.) The ‘success score’ for target-appropriate realisations of voiced $O_1O_2$ clusters was calculated using SPSS on the basis of $k$-means classification into ‘voiceless’ and ‘voiced’, run to fit a two-group model; the clusters classified as ‘voiceless’ in these analyses correspond to those that are circled in Fig. 7b. The correlation remains significant
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**Figure 9**
Voicing emerging in target [+voiced] fricatives vs. stops vs. obstruent clusters for each of the seven stages.

![Figure 10](image)

**Figure 10**
Fricative voicing (gradient) vs. Voice Assimilation (categorical) yielding target-appropriate voiced outputs.
(r(7) = 0.961, p < 0.001), with Voice Assimilation scores recalculated using Laplace’s rule of succession, which is useful in estimating underlying probabilities when observations are small in number (or when \( s = \{0, n\} \)). (The expectation was calculated with the formula \( (s + 1)/(n + 2) \), where \( s \) is the number of ‘successes’ and \( n \) the number of observations (‘opportunities’).)

![Figure 11](image-url)

**Figure 11**
RSD voicing percentage in target [+voiced] stops vs. fricatives for each of the seven stages.

Target voiced stops and fricatives also differ in how their variability profiles change over time, as shown in Fig. 11; variability was measured in terms of relative standard deviation (RSD = 100 × SD/Mean). A shift from voicing contrast neutralisation towards target-appropriate surface contrast in fricatives was marked by enhanced variability; cf. the temporarily increased RSDs, in particular at stages 2–4. Although the dispersion remains considerably high throughout stages 2–7, the RSDs become lower, because of the simultaneously increasing means. The category of voiced stops was relatively target-appropriate and stable throughout the stages (their RSDs did not rise). As highlighted in §4, these differences in variability profiles are meaningful in the dynamical systems approach, in which the enhanced gradience is symptomatic of the grammar undergoing a shift from one organisational mode to another. As the mean voicing percentage increases, the system undergoes a qualitative change from a stable contrast neutralisation to a stable contrast realisation, necessarily passing through an intermediate stage of instability.

### 4 Symbolic-dynamical representations

The acoustic results in §3.2 suggest an interaction in which the application of an adult-based categorical process (Voice Assimilation) is conditioned
by a child-specific gradient process (fricative devoicing). This runs against the predictions of the standard feedforward modular grammar. In §4.1, I discuss how the behaviour of the developing phonological system can be understood if we assume symbol-like dynamical representations. In brief, the proposal is that child-specific patterns can be formalised in terms of the consequences of scaling the control parameters of the dynamical system. A continuous shift in the control parameter, reflecting the growth of the phonetic capacity in the child, brings about qualitative differences in the dynamical landscape, which is phonological organisation.

4.1 Phonological grammar as a dynamical landscape: basic notions

Dynamical systems can be viewed as attractor landscapes, formally expressed through non-linear mathematics (for an overview see Thelen & Smith 1994, especially Chapter 3). Attractors are behavioural modes, which the system develops (via self-organisation) as a function of the interaction of its internal components and their responsiveness to external conditions. Dynamical principles, either stated explicitly in terms of differential equations or only alluded to at the level of metaphor, have been widely applied in natural sciences (for a mathematical introduction, with emphasis on applications, see Strogatz 1994). A wealth of illustrative examples, ranging from modelling the Belousov–Zhabotinsky oscillatory reaction in chemistry to applications in motor and cognitive development research (for example on the ontogeny of treadmill stepping in infants or the puzzle of the Piagetian A-not-B error), can be found in Thelen & Smith (1994). Of interest here is the possibility of conceptualising the relationship between phonological organisation and phonetic parameters using these principles. The symbolic-dynamical representations described below are in terms of first-order differential equations, as formalised in Gafos (2006). The mathematical formalism of dynamical systems has been used in various ways to model phonological–phonetic phenomena in adult speech: articulatory gestures defined as invariant mathematical laws (Kelso et al. 1986, Brownman & Goldstein 1995), (in)stability of speech perception (Tuller et al. 1994), incomplete neutralisation (Gafos 2006, Gafos & Benus 2006), shifts in phonetic indices dependent on qualitative differences in syllable parses (Gafos et al. 2014) and perception-induced updates in speech production planning (Roon & Gafos 2016), to mention just a few examples. For a non-mathematical treatment of the shift in phonological organisation from babbling to first words, espousing the dynamical systems approach, see Vihman et al. (2015).

As illustrated in (8), the behaviour of a dynamical system can be pictured as a particle landing in potential wells. The position of the particle is the system’s state $x$ at some time $t$. The wells reflect the system’s preferred modes, the so-called ‘attractors’; the relative depth and steepness of the
wells reflects the attractors’ relative stability. The peaks are unstable points (repellers): the system is unlikely to reside in these positions.

(8) Examples of dynamical landscapes

a. one attractor  
b. two attractors  
c. three attractors

Attractors are the states towards which the system tends, and thus correspond to mean values of parameters in experimental data. How close \( x \) is with respect to those target values at time \( t \) depends on its initial position and its trajectory, determined by a differential equation relating \( dx/dt \) (the instantaneous velocity of \( x \)) to the so-called force function referring to the attractor’s slope (for clarification see below). It also depends on the amount of noise by which the system is perturbed. (Internal fluctuations are a consequence of interaction of multiple subcomponents of a complex system.) A relatively stable attractor is less prone to change; (8c) is an intuitive illustration. When perturbed to a relevant degree by internal noise or external forces, the particle is likely to visit the deeper well of the attractor to the left instead of dropping back into the shallow well of the attractor to the right. Globally, i.e. when starting from different initial positions, the system is more likely to reside in the former attractor than in the latter. The measure of relative variability around a mean state is a powerful tool in assessing the degree of the attractor’s stability. Thus, a major progress offered by the dynamical approach is that it allows us to treat a certain kind of variation in experimental data as information, not noise; cf. the RSDs for target [+voiced] fricatives vs. stops in Fig. 11 above, indicative of unstable vs. stable categories.

Characteristically, dynamical systems produce coherent patterns only within a certain range of values of their control parameters. As the control parameter is scaled continuously, it passes through a critical value at which a qualitative transition in the attractor landscape (so-called bifurcation) occurs. Under different conditions, the components of a complex dynamical system are free to reassemble into different stable modes. It is this ‘soft assembling’ property to which dynamical systems owe their enormous flexibility; it is also why they come with the potential to model developmental data in an insightful way (Thelen & Smith 1994: 60). One of the primary research goals is then to single out factors as potential control parameters that affect the evolution of a dynamical system.

The geometric characterisation of the dynamical landscape in (8) allows us to express the notion of phonological contrast in an intuitively straightforward way. The attractors reflect the macroscopic observable, i.e. the phonological organisation of the system. Given some continuous physical parameter (e.g. the extent of vocal fold vibration), the absence vs. presence
of a binary phonological contrast (e.g. a voiced–voiceless distinction) corresponds to a single-attractor vs. two-attractor system, as in (8a) and (b) respectively. The system’s state $x$ at time $t$ corresponds to measurable phonetic output. In the dynamical view of the phonology–phonetics link, phonology is not antecedent to phonetics, as no translation from discrete symbolic to physical continuous is necessary. The continuous (phonetic) and discrete (phonological) properties of speech are inseparable, yet distinguishable. The qualitative and quantitative aspects of the system are both expressed with non-linear mathematics (cf. Browman & Goldstein 1995, Gafos 2006).

The schematic illustrations of different dynamical systems in (8) are based on polynomials of different degrees. These are potential functions, $V(x)$, defined over some order parameters (e.g. the degree of voicing). Their minima correspond to attractors, i.e. stable equilibrium points at which a particle will eventually land (assuming deterministic dynamical systems), starting from different initial positions. Their maxima are repellars, i.e. unstable equilibrium points. Both attractors and repellars are equilibria in the sense that the rate of change is zero at these points, i.e. $dV(x)/dx = 0$. The number and depth of attractors depend on the degree of the polynomial as well as on the value of its control parameters, which will be discussed below with reference to grammatical $V^G(x)$ and lexical (intentional) potentials $V^I(x)$, as defined in Gafos (2006). Before we turn to exploring the role of these potentials in shaping the attractor landscape in child vs. adult phonologies, let us consider a basic characterisation of stability in mathematical terms.

The essence of symbolic-dynamical representations is that they are assembled in time and are understood as mathematically defined laws. They are defined in terms of differential equations, which have the general form $dx/dt = -dV(x)/dx$. (For simplicity, I ignore the noise component which occurs on the righthand side of the equation and introduces indeterminacy in the system’s behaviour; see Gafos & Benus 2006: 908–909.) The lefthand side of the equation is the rate of change of $x$ (with respect to $t$). The righthand side of the equation corresponds to the force function, which is the negative of the first derivative of the potential function $V(x)$. The mathematical relationship between the potential, $V(x)$, and the force function, $F(x) = -dV(x)/dx$, reflects a well-established relationship for oscillating systems in physics. It is the relationship between the potential energy and the restoring force which acts on an oscillating system to bring it back to its equilibrium. The restoring force depends on the degree of displacement – linearly in harmonic, non-linearly in anharmonic systems. Its direction is opposite to the direction of displacement, hence the minus sign in $-dV(x)/dx$. First-order dynamical equations, $dx/dt = -dV(x)/dx$, express the evolution of the system in time. It is important to note that they have equilibria solutions, not

---

14 Polynomial functions can have multiple local extrema at which the function can assume different values. We need this property to be able to express the fact that attractors may vary in depth.
periodic solutions (see Strogatz 1994: 28). The solution to the equation is a function of $x$ with respect to $t$, or, to be more precise, an infinite set of functions for an infinitude of different initial conditions ($x_0$). The solutions are trajectories which converge towards the stable fixed point(s) and diverge from the unstable fixed point(s).

Convergence towards the stable fixed points (attractors) is illustrated in Fig. 12 on the basis of relatively simple single-attractor dynamics: $dx/dt = -dV(x)/dx = -2x$ and $dx/dt = -dV(x)/dx = -\frac{1}{2}x$ respectively. As we will see later, single-attractor dynamics generalised as $dx/dt = -dV(x)/dx = -\alpha x$, with $\alpha > 0$, can be considered to be a dynamical equivalent of lexical representations, because they specify the target value of a phonological feature unambiguously, regardless of the shifts in the system’s control parameter $\alpha$. The solutions to these differential equations, which are $x(t) = x_0e^{-2t}$ and $x(t) = x_0e^{-\frac{1}{2}t}$ respectively, are plotted in the (iii) panels; in both plots the system’s initial states are assumed to take the arbitrarily selected values $x_0 = \{-20, -15, -10, -5, 0, 5, 10, 15, 20\}$. More often than not, differential equations cannot be solved explicitly and approximation methods need to be used (the simplest of which is Euler’s method; see Strogatz 1994: 32–33 for both a discussion of this method and proposed
observe how the differences in the attractors’ stability (steepness of the wells) in the (i) panels in Fig. 12 correspond to the differences in slopes (the force functions) in (ii), and ultimately, to the degree of variability in the output data at a given time point in (iii). For example, if we assume that the decision time for assembling representations during the speech planning process is \( t = 1 \) (indicated by the arrow), this renders output \( x_t \) values in Fig. 12a much less variable relative to Fig. 12b.

Differences in stability are one of several expected differences between the adult and child phonological systems, making the latter more liable to change. The systems in Fig. 12 are nevertheless qualitatively the same, i.e. their trajectories converge towards the same stable fixed point.

As proposed in Gafos (2006: 62), a two-way surface phonological contrast (e.g. in voicing) can be represented in terms of the quartic function in Fig. 13, \( V^G(x) = kx - \frac{1}{2}x^2 + \frac{1}{4}x^4 \), where \( k \) stands for a control parameter. (The quartic degree is the lowest polynomial degree allowing us to have two minima and one maximum.) The dynamics of phonological grammar are defined in terms of the differential equation: \( G(x) = dx/dt = -dV(x)/dx = -k + x - x^3 \). The \( G(x) \) formula is referred to as the ‘tilted anharmonic oscillator’ in Gafos (2006: 66), and proposed as a first approximation of the grammar dynamics.\(^{16}\) (See Tuller et al. 1994: 7 for an earlier application of the same formula in the domain of speech perception.) By scaling the parameter \( k \), we obtain a qualitative shift (bifurcation) between a single-attractor system and a two-attractor system, which corresponds to phonological grammars characterised by the absence \( \text{vs.} \) presence of binary contrast, as in Fig. 13. The bistable organisation emerges only at some critical \( (-k_c) \) value of \( k \), and is sustained only within a certain range of \( k \in (-k_c, k_c) \). The bistable grammatical potential is symmetrical when \( k = 0 \): the chances of a particle landing in either of the

---

16 Unlike the \(-dV(x)/dx\) equations in Fig. 12, this equation contains a non-linear term, \( x^3 \). This is because in anharmonic oscillating systems the restoring force is non-linearly proportional to the displacement. This yields the quartic term \( x^4 \) in the potential function \( V^G(x) = kx - \frac{1}{2}x^2 + \frac{1}{4}x^4 \). The presence of the quartic term and absence of a cubic term in \( V^G(x) \) ensures a symmetrical effect on \( x \) and \(-x\) when \( k = 0 \). The negative \( \text{vs.} \) positive coefficients of the quadratic and quartic terms are kept fixed, so that the change in the landscape depends only on the parameter \( k \), not on these coefficients. Note that reversing the signs in these coefficients would result in obtaining a one-attractor system which would not be able to shift qualitatively to the two-attractor regime depending on \( k \), and thus would be inadequate from the point of view of the expression of phonological contrast. (The behaviour of a particle moving in a symmetrical double-well potential has been extensively studied both in classical and quantum mechanics; see Strogatz 1994.)
two attractors is then equal, as in Fig. 13a. I take this symmetrical potential to represent the adult-like voiced–voiceless distinction.

Expanding Gafos’ hypothesis to the domain of acquisition, there can be a twofold difference between the child’s system and the corresponding adult system from the point of view of the grammar dynamics. First, there may be only one attractor in the child’s system, resulting in absolute contrast neutralisation, as in Fig. 13b; cf. the behaviour of target voiced fricatives at the initial stage reported in this paper, when they are not distinguished from target voiceless fricatives in J’s outputs. (The one-attractor system in (b) can also represent contextual voicing neutralisation in adult speech, e.g. the cross-linguistically common patterns of coda devoicing, as described in Gafos 2006.) Second, there may be two attractors in the child’s system, but their strength may be unequal, as illustrated in (c). With the latter representation, variable contrast neutralisation ensues; cf. the unstable behaviour of target voiced fricatives at some stages of J’s development reported in this paper. The depth of the well of the ‘voiced’ attractor gets bigger as the $k$ parameter is scaled up from the critical value $-k_c$ towards 0 (to ultimately match the stability of the ‘voiceless’ attractor at $k = 0$). Thus, given the three different landscapes in Fig. 13, the predicted order of acquisition is: (b) (initial stage), (c) (intermediate stage), (a) (adult-like stage).

With the grammatical potential supplying two competing attractors for binary contrast (voiced–voiceless in presonorant position), we need a mechanism to ensure that the feature is realised unambiguously in lexical items. In Gafos (2006), lexical features are expressed in terms of intention dynamics, $I(x) = dx/dt = \alpha(x^{REQ} - x)$, supplying attractors at the required voicing values ($x^{REQ}$); $\alpha$ is a control parameter and expresses the strength of the intention. Accordingly, in Fig. 14 I assume (arbitrarily) that the values $x^{REQ} = -1$ and $x^{REQ} = 1$ correspond to the categories ‘voiced’ and ‘voiceless’ respectively. The intention parameter in the illustration in Fig. 14 is assumed to take the value of $\alpha = 1$. The ‘voiced’ vs. ‘voiceless’ intentional dynamics are mutually exclusive.

Figure 13
Grammatical potentials: $V^G(x) = kx - \frac{1}{2}x^2 + \frac{1}{4}x^4$. 
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In what follows, I assume that every output can be viewed as a combined effect of the grammar dynamics and the intention dynamics, as in (9). For simplicity, the weighting of the grammar dynamics will be kept constant ($w_G = 1$). This idealisation reflects the expected early acquisition of contrasts and phonotactics (recall the discussion in §1 and §2). The relative weighting will be achieved by allowing the control parameter $\alpha = w_I$ of the intention dynamics to assume different values within the range from 0 to 1 (cf. Gafos 2006: 70).

(9) $\frac{dx}{dt} = w_G G(x) + w_I I(x) = -k + x - x^3 + \alpha(x_{REQ} - x)$

$w_G = 1$, $w_I = \alpha \in [0;1]$, $x_{REQ} = \{-1, 1\}$

Let us first consider a straightforward case of a fully symmetrical voiced–voiceless contrast in adult speech. In the dynamical interpretation, grammar predicts a voiced–voiceless alternation in presonorant contexts, which needs to be lexically disambiguated. The control parameter in the grammar dynamics is $k = 0$ (as in (Fig. 13a) above). The values $x_{REQ} = \{-1, 1\}$ correspond to voiced and voiceless categories respectively. If the weights of both the grammar and intention dynamics are set to $w_G = w_I = 1$, we find unambiguously voiced or voiceless outputs, because the resultant force function $-dV(x)/dx = G(x) + I(x) = -x^3 + x_{REQ}$ assumes the value of zero only at one point: $x_{REQ} = -1$ for the potential in Fig. 15a vs. $x_{REQ} = 1$ for the potential in (b). Note that this function does not have a linear term, which precludes the possibility of having two attractors in the corresponding potential function.

4.2 Contrast emergence in the dynamical landscape

The relative weighting of the grammar and intention dynamics may be different in the child and the adult. Given the order of acquisition, intention may be expected to be weighted lower in children. If the grammar potential is symmetrical (i.e. $k = 0$), and the weight of intention is as low as 0.3, monostable combined potentials still result, as depicted in Fig. 16. Such a system will produce target-appropriate voiced and voiceless fricatives, although the distinction between the two categories will
be much less stable than in the adult system in Fig. 15 above. Nevertheless, the systems in Figs 15 and 16 are qualitatively the same: they are characterised by the same attractors, $x^{REQ} = \{-1, 1\}$.

The mirror images of the voiced and voiceless categories in Fig. 16 are inadequate from the point of view of the asymmetric behaviour of target voiced and voiceless fricatives for most of the stages reported in this paper. The initial bias towards monostable voiceless realisations and the subsequent emergence of bistability (variation) in the target voiced fricatives (and obstruent clusters containing these segments) must follow from changes in the control parameter $k$. As the parameter gradually shifts from negative values upward towards zero, which reflects the child’s growing capacity to produce voicing in fricatives, the landscape changes from asymmetric to symmetric, passing through a critical point where a qualitative shift from a monostable (single-attractor) to a bistable (two-attractor) system occurs. In Fig. 17, I illustrate predicted successive stages of development of the surface voicing contrast in fricatives, assuming $k = \{-0.5, -0.3, -0.1\}$. The weighting of the intention dynamics is also
assumed to shift, reflecting the expected gradual refinement of lexical representations (hypothetically proportional to the development of production skills): \( w_f = \{0.15, 0.2, 0.25\} \); see Appendix C for a summary of these formulas. For simplicity, we model development only at three points: contrast neutralisation (Fig. 17a), variable contrast with weak stability (b) and still variable but more stable contrast (c). The changes in the parameter \( k \) crucially influence the modes of stability in target voiced fricatives (the (i) panels), but do not have a major effect on target voiceless fricatives (the (ii) panels). For the latter, the pattern is monostable throughout the reported stages. (The scale is the same in all graphs.)

\[ \text{Grammar} \quad (k = -0.5) \quad \text{Intention} \quad (x_{REQ} = -1) \quad \text{Grammar} + 0.15 \times \text{Intention} \]

\[ \text{Grammar} \quad (k = -0.3) \quad \text{Intention} \quad (x_{REQ} = -1) \quad \text{Grammar} + 0.2 \times \text{Intention} \]

\[ \text{Grammar} \quad (k = -0.1) \quad \text{Intention} \quad (x_{REQ} = -1) \quad \text{Grammar} + 0.25 \times \text{Intention} \]

\[ \text{Grammar} \quad (k = -0.5) \quad \text{Intention} \quad (x_{REQ} = 1) \quad \text{Grammar} + 0.15 \times \text{Intention} \]

\[ \text{Grammar} \quad (k = -0.3) \quad \text{Intention} \quad (x_{REQ} = 1) \quad \text{Grammar} + 0.2 \times \text{Intention} \]

\[ \text{Grammar} \quad (k = -0.1) \quad \text{Intention} \quad (x_{REQ} = 1) \quad \text{Grammar} + 0.25 \times \text{Intention} \]

\[ \text{Figure 17} \]

(a) No surface contrast: target voiced fricatives are realised as voiceless.
(b) Loss of stability in the child-specific fricative devoicing pattern: target-appropriate and voiceless renditions of target voiced fricatives concur. (c) Target voiced fricatives are realised in a nearly adult-like manner.
Fig. 17a illustrates the stage at which the voicing contrast in fricatives is neutralised completely in the child’s speech. Despite differences in intention (cf. the parabolas drawn as dashed lines), target voiced (i) vs. target voiceless (ii) outputs are not rendered contrastively: both are characterised by a single ‘voiceless’ attractor. The grammatical component \( k = -0.5 \), which supplies a single ‘voiceless’ attractor, is too strong to be outweighed by the contradictory intention \( w_I = 0.15 \) supplying a weaker ‘voiced’ attractor in (a.i). Hence there is no qualitative difference between (a.i) and (a.ii).

Fig. 17b depicts the stage at which target voiced fricatives are produced variably as voiced or voiceless in the child’s speech. The parameter \( k \) assumes a slightly higher value in comparison with the previous stage \( (k = -0.3) \). The linear combination of the grammar and the ‘voiced’ intention allows a second attractor to emerge in the combined potential (b.i). However, the value of \( k \) is still too low to yield a monostable ‘voiced’ pattern. With the same grammar but the opposite, i.e. ‘voiceless’, intention, we get the monostable ‘voiceless’ potential in (b.ii).

In Fig. 17c, a further shift in the parameter \( k \) towards 0 \( (k = -0.1) \) produces nearly mirror-image landscape patterns for target voiced (c.i) and voiceless fricatives (c.ii); cf. Fig. 16 above. In (c.i), the voiced attractor is now much more stable; the competing voiceless attractor is almost negligible. Voiceless fricatives, as in previous stages, are represented by a consistently monostable ‘voiceless’ potential.

The dynamical account of gradient contrast neutralisation in child speech relies on a trade-off between grammar and intention specifying contradictory attractors for target voiced segments. The same mechanism has been applied to account for incomplete neutralisation in adult speech (Gafos 2006). However, the role of grammar vs. intention is different in these two accounts. In adult speech, the gradient surface effect is caused by an increase in the intention weight (the lexical factor), while grammar is kept constant. In child speech, grammar is affected by the shift in the control parameter \( k \), which reflects development of a phonetic skill.

I now turn to the question of how combining the grammar and intention dynamics predicts Voice Assimilation ‘late repairs’ in target voiced obstruent clusters containing fricatives in the child’s system. In regressive Voice Assimilation, the voicing specification of the trigger \( O_2 \) is anticipated in the target of assimilation \( O_1 \). The simplest way in which this effect can be formalised within the dynamical systems approach is in terms of a linear combination of the grammatical potential for the entire cluster (with the \( k \) parameter reflecting the current capacity of producing voicing in fricatives) and the lexical (monostable) potential of the trigger \( O_2 \). Assembling voicing for the entire cluster, rather than for each segment separately, mimics the effect of the top-ranked AGREE\sub{obstr}[±vcd] constraint in OT. On this account, the predicted development of target voiced obstruent clusters fully parallels the development of target voiced fricatives, as illustrated in Fig. 17. This is because the intention dynamics in Fig. 17 correspond to underlying voicing specifications for an obstruent in
presonorant position, which is the contrastive context, regardless of whether this obstruent is a singleton or part of a cluster, whether it is a stop or a fricative. For example, in spytač /spɨtəʨ/ ‘to ask (PFV)’ vs. zbadać /zbaðaʨ/ ‘to examine (PFV)’ (but also in pytač /pɨtəʨ/ ‘to ask’ vs. badač /badaʨ/ ‘to examine’, as well as in szyć /ʂɨʨ/ ‘to sew’ vs. żyć /ʐɨʨ/ ‘to live’), the voicing contrast in /p/ vs. /b/ (or /ʂ/ vs. /ʐ/) in presonorant position will be the basis for the voiceless vs. voiced intention $I(x)$. Combining it with the grammar dynamics $G(x)$ (whose attractor landscape is influenced by the control parameter $k$) will eventually determine the surface voicing of the entire cluster. In consequence, the same dynamics pertain to target voiced fricatives in non-assimilatory contrastive contexts and in clusters because in both the intention $I(x)$ is voiced, and the grammar $G(x)$ has the same tilt defined by the current value of the control parameter $k$ (the capacity of combining voicing with frication). (This account ignores the lower voicing values for $O_2$, which were ascribed to biomechanical effects in §2.2 and §3.2 above.)

4.3 Discussion

The dynamical systems approach offers unified accounts of the interaction between categorical and gradient factors in phonological acquisition and of the enhanced gradience and variability accompanying the shift from one stable behavioural mode to another. The continuous shift in the control parameter, reflecting the growth of phonetic capacity, brings about qualitative differences in the dynamical landscape, i.e. phonological organisation.

The dynamical landscape offers a conceptualisation of the phonology–phonetics interface which does not require translating phonological representations into phonetic ones. Crucially, it does so without obliterating the distinction between categorical phonological and gradient phonetic factors. It is worth emphasising here that although symbolic dynamical representations might seem to constitute a major departure from traditional symbolic representations in phonology – as they not only link form and substance, but also structure and process, in this respect hardly resembling phonological primitives such as features – in essence they are no less discrete or symbolic than these standard representations. Like these representations, they comply with ‘the tenet of constancy’ (in the sense of Jackendoff 1992: 5), and constitute ‘a form of mental information … an organized combinatorial space of distinctions available to the brain’ (Jackendoff 1992: 3).

The idea that speech sounds are not just physiological acts, but have psychological reality, is fundamental to phonology, and appears in the earliest writings in the field (e.g. Baudouin de Courtenay 1891, Sapir 1925). In Browman & Goldstein’s (1995: 177) words, ‘the fundamental insight of phonology … is that the pronunciation of the words in a given language may differ from … one another in only a restricted number of ways: the number of degrees of freedom actually employed in this contrastive
behavior is far fewer than the number that is mechanically available. However, it needs to be underscored that the reduction of the degrees of freedom taking place in the non-linear dynamical landscape goes well beyond grouping physical entities into phonological categories. An essential property of the hypothesised grammatical potential \( V^G(x) \) is its capacity to evolve into a number of qualitatively different attractor regimes as a consequence of scaling the system’s control parameters. Under this view, a speech sound participates in an organised space of distinctions which has a certain well-defined topology. Organisation then entails not only static relations, but also paradigms for change.

The system’s evolution predicted by the grammar dynamics, \( G(x) \), has systematic components which seem amenable to rigorous study: the control and order parameters of the system. A continuous shift in the control parameter (in the present study, the child’s developing motor skill) results in a qualitative change in the system (here contrast emergence). Enhanced variability and gradience in the order parameter (here voicing percentage) accompany this shift. Although engaging meaningfully in the non-trivial task of identifying these parameters is clearly more challenging for cognitive systems than for mechanical systems (Thelen & Smith 1994), natural candidates for control parameters within the phonology–phonetics domain seem to be speech rate, aerodynamic and motor factors, but also communicative contexts and the lexicon; for example, Gafos (2006) proposes to model the extent of incomplete neutralisation in adult speech by scaling the dynamical system’s intentional (lexical) control parameters. It is noteworthy that studying such systematic drifts in the system’s behaviour is not possible in other approaches which postulate an intimate phonology–phonetics link (Gafos 2006: 57). Exemplar-based models (e.g. Pierrehumbert 2001, 2002) derive contextual (stylistic, speech rate, etc.) variation in the phonetic output from random variation over the exemplar cloud, but are unable to capture the systematicity of the system’s responsiveness to environment as some parameter is varied. A similar problem is encountered within contemporary non-serialist approaches to phonology that model gradient phonetic output (e.g. unified weighted constraints; Flemming 2001), or output variation of a categorical kind (e.g. stochastic OT; Boersma & Hayes 2001). As briefly discussed below, although these approaches offer good approximations of some narrow aspects of the developing system’s behaviour, they do not shed light on the central issue: the role of the phonology–phonetics interface in linking the developing phonological grammar with the child’s phonetic capacity, with increased variability/gradience being the necessary symptoms of a qualitative change.

In the unified approach of Flemming (2001), weighted constraints can yield intermediate outputs in response to competing demands. In OT, child-specific fricative devoicing can be expressed in terms of a high-ranked \( *\text{FRIC}_{[+vcd]} \). Assigning progressively less weight to \( *\text{FRIC}_{[+vcd]} \) (in this approach understood as a MINIMISEEFFORT constraint) relative to \( \text{IDENT}_{[+\text{obstr}, +vcd]} \) will incrementally diminish the influence of the former constraint on the child’s output at subsequent stages of development.
Conversely, assigning more weight to the lexical factor, e.g. via paradigm uniformity, can account for incomplete neutralisation in adult speech; see Braver 2019.) The unified approach can thus predict the gradual increase in the mean voicing percentage in fricatives. However, what falls outside the scope of this approach is the extent of gradience, which suggests that what is at stake is the child’s developing psychomotor control of voicing, i.e. honing production skills to combine voicing with frication, rather than relaxing a biomechanical threshold on the voicing percentage that the production system can attain. Furthermore, because the distinction between categoricity and gradience is not expressed in this approach, it also loses sight of the non-linear character of the phonology–phonetics link. As a result, adopting unified weighted constraints is not helpful in predicting the categorical voiced–voiceless switches in target [+voiced] obstruent clusters. Instead of the reported polarised patterns recurring across the stages, we would expect an upward movement of a single collection of data points over time. This is not what happens.

Variable interaction between categorical and gradient factors in child speech reported in this paper also falls outside the scope of classical stochastic OT models designed to account only for categorical variation (Boersma & Hayes 2001). (Likewise, incomplete neutralisation in adult speech, whose extent varies depending on the communicative context, is not covered by these models; see Gafos 2006.) Stochastic OT ranks constraints on a scale and adds a random value drawn from a Gaussian distribution during the evaluation process; the presence of evaluation noise results in variable rankings, hence categorical variation in the output. Assuming Stochastic OT, the grammar shift observed in acquisition can be approximated in the following way. *FRIC [+vcd] can be ranked on the top of the hierarchy and then gradually shifted downwards relative to IDENT prefect [±vcd]. (At the same time, the comprehension grammar exhibits the adult-like ranking acquired at the primary stages of acquisition, as outlined in §2.2.) A substantial overlap between the two constraints in terms of their Gaussian distributions will produce variable rankings: *FRIC [+vcd] ≫ IDENT prefect [±vcd] and IDENT prefect [±vcd] ≫ *FRIC [+vcd]. and, in consequence, categorical variation in the output (both in singleton voiced fricatives and in clusters, given that AGREE obstr [±vcd] also starts top-ranked). The degree of overlap between the two constraints, and hence of categorical variation in the output, will gradually decrease over time, eventually matching the stable ranking of the two constraints in the comprehension grammar. In this account, the gradual maturation of voicing control in the child is irrelevant in attaining the adult-like grammar. Somewhat paradoxically then, the motivation for the separate production grammar component with the top-ranked *FRIC [+vcd], in defiance of the adult stimulus, is the child’s initial lack of phonetic skills, yet changes in the production grammar are prompted by the adult stimulus, not by development of the child’s psychomotor control of voicing.
In the dynamical landscape, even though child-specific patterns are viewed as having their origin in performance-related factors, they do not fall outside the purview of the phonological grammar. Formalising the development of the phonetic skill as a continuous shift in the control parameter of a dynamical system accounts for a qualitative change from one stable mode to another (in this paper, the absence or presence of contrast in voicing) through an intermediate stage of enhanced variation and gradience. Such discontinuities in development seem to find solid support in the widely reported characteristics of child-specific substitution and reduction patterns. The interaction between child-specific patterns and adult-based phonology requires further empirical research, involving both longitudinal observations and controlled experimentation.

5 Conclusions

This paper has provided an argument for the computational relevance of child-specific patterns, based on the interaction between fricative devoicing, a phonetically gradient child-specific pattern, and Voice Assimilation, a categorical process of adult Polish, reported in the longitudinal data from a Polish-speaking child. The interaction is not predicted by the traditional modular feedforward approach: the phonetic character of the child-specific pattern (lack of phonetic skill) did not prevent it from conditioning the application of the adult-based phonological process. The acquisitional data were analysed applying insights from the dynamical systems approach. The dynamical landscape, expressed formally in the universal language of non-linear mathematics, integrates the discrete and continuous aspects of speech, while keeping them distinct. It also offers us tools for the study of the underlying mechanisms of change. The proposal put forward in this paper was to express child-specific patterns, arising out of performance-related effects (lack of production skills) as consequences of shifts in control parameters of a dynamical system (phonological organisation). The symbolic dynamical representations were found to provide a convenient expression of (i) temporary systematicity, (ii) enhanced gradience during transition towards target-appropriate productions and (iii) the ultimate disappearance of child-specific patterns, all of which are widely known characteristics of these patterns. They also predict a reciprocal relationship between child-specific patterns and adult-based phonological organisation in the child, as reported in this study. Such interactions have largely been overlooked in previous research on phonological acquisition, and await further investigation as an interesting source of information about the phonology–phonetics link in developing systems.
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