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Abstract—We consider $K$-armed bandit problem in general graphs where agents are arbitrarily connected and each of them has limited memorization and communication bandwidth. The goal is to let each of the agents learn the best arm. Although recent studies show the power of collaboration among the agents in improving the efficacy of learning, it is assumed in these studies that the communication graphs should be complete or well-structured, whereas such an assumption is not always valid in practice. Furthermore, limited memorization and communication bandwidth also restrict the collaborations of the agents, since very few knowledge can be drawn by each agent from its experiences or the ones shared by its peers in this case. Additionally, the agents may be corrupted to share falsified experience, while the resource limit may considerably restrict the reliability of the learning process. To address the above issues, we propose a three-staged collaborative learning algorithm. In each step, the agents share their experience with each other through light-weight random walks in the general graphs, and then make decisions on which arms to pull according to the randomly memorized suggestions. The agents finally update their adoptions (i.e., preferences to the arms) based on the reward feedback of the arm pulling. Our theoretical analysis shows that, by exploiting the limited memorization and communication resources, all the agents eventually learn the best arm with high probability. We also reveal in our theoretical analysis the upper-bound on the number of corrupted agents our algorithm can tolerate. The efficacy of our proposed three-staged collaborative learning algorithm is finally verified by extensive experiments on both synthetic and real datasets.

Index Terms—Multi-armed bandits, collaborative learning, limited memorization, general topology.

1 INTRODUCTION

Given a set of unknown options, making a sequence of decisions to choose among them is a commonly encountered issue in a wide spectrum of applications, e.g., economy [1], robotics [2], and biology [3]. The problem is usually formulated as a stochastic Multi-Armed Bandit (MAB) problem [4], [5]. Specifically, a $K$-armed bandit problem is defined as follows. Given $K$ arms $a_1, a_2, \ldots, a_K$, a player (a.k.a. agent) can select one of them to pull according to some policy, and observe the corresponding reward feedback in each step. Let $\phi_{k,r}$ denote the reward obtained by the $r$-th pull of arm $a_k$, and $\phi_{k,1}, \phi_{k,2}, \ldots$ are assumed to be i.i.d. random variables (e.g., Bernoulli variables parameterized by unknown $p_k$). The aim is to design a policy, according to which the player can make sequential selection decisions to learn the best arm (which yields the highest reward on expectation) with the resulting cumulative revenue maximized.

Recent studies, e.g., [6], [7], [8], have investigated a variation of the MAB problem where multiple agents independently make decisions to pull the arms; nevertheless, most of them focus on addressing the collisions/interference among the agents, whereas a very handful of recent proposals exploit the collaboration among the players. Inspired by the fact that individuals in a social group (such as human society, social insect colonies and swarm robotics) can learn experiences from their peers [3], [9], [10], [11], [12], a collaborative learning dynamics consists of the following two stages in each step: in the sampling stage, each agent chooses one of the arms to pull based on the suggested adoptions from its peers, while in the adopting stage, the agent decides whether or not to adopt the chosen arm as preference according to the stochastic reward feedback. In fact, the above two-staged collaborative learning dynamics has been investigated in recent studies [13], [14]. Unfortunately, the existing proposals consider either complete graphs or well-structured ones such that the information exchange among agents can be guaranteed. For example, in [13], the agents can directly communicate with each other and observe the exact popularity of each arm and [14] assumes that the communication graph is regular or doubly-stochastic. Therefore, it is a very challenging issue to let the agents learn collaboratively in a general graph with arbitrary topology.

The collaboration among the agents is also restricted by their limited memorizing capacities. In the well-known Upper Confidence Bound (UCB) algorithm, an agent is required to memorize the cumulative rewards and the total number
of pulls for each arm [4]. However, such a requirement may not always be fulfilled, since the agents usually have limited memory [14], [15]. An agent (e.g., a human being) could remember only the most recent arm pulling which yields reward. Additionally, although receiving multiple suggestions from its peers during the learning process, a “forgetful” agent may remember only part of them. Therefore, the question is, with limited history of the learning process and limited knowledge drawn from their peers, are the agents still able to learn the best arm in the end?

Our another concern is the fault tolerance of the collaborative learning. Some of the agents may be corrupted by an adversary to elaborately share falsified experience with their peers. One popular choice to tolerate such faults is to let the agents make their decisions by collecting redundant experience from their peers. Nevertheless, considering the above memorization limit, whether or not the information redundancy can be utilized to reliably serve the learning goal is still an open problem.

In this paper, we propose a collaborative learning algorithm for the multiplayer MAB problem in a general graph where each agent has bounded memorizing capacity and may be corrupted to disseminate falsified information. Specifically, each round in our collaborative learning algorithm includes the following three stages:

- **Disseminating**: For each agent, if it has a preference over the K arms (and thus has a non-null adoption), it disseminates its adoption over the graph through Metropolis-Hasting Random Walks (MHRWs) in parallel.
- **Sampling**: For each agent with no preference (and thus with a null adoption), with probability μ, it chooses one of the K arms uniformly at random to pull; with probability 1 − μ, it randomly chooses one of the arms suggested by its peers in the last disseminating stage (i.e., the one it can memorize among all the suggestions) or chooses no arm if there is no suggestion received. For the agents with non-null adoptions, each of them makes its choice by the second branch (i.e., by letting μ = 0).
- **Adopting**: If pulling the arm yields reward, the agent updates its adoption to the arm; otherwise, it keeps its adoption unchanged.

We study the dynamics of the above three-staged collaborative learning algorithm from the perspectives of learnability, complexity and reliability, respectively. We demonstrate the reliability of our collaborative learning algorithm. At most \((1-\alpha)(p_1+p_2)N\) corrupted nodes can be tolerated in each round when the number of agents adopting the best arm is at most \(\alpha N\) (0 < \(\alpha\) < 1), where \(p_1\) and \(p_2\) denote probabilities for the best arm and the second best one to yield rewards, respectively.

The remaining of this paper is organized as follows. We first survey related literature in Sec. 2. We then introduce our system model and formulate our problem in Sec. 3. The details of our three-staged collaborative learning algorithm and the corresponding theoretic analysis are then given in Sec. 4 and Sec. 5, respectively. We also perform extensive numerical experiments to verify the efficacy of our proposed algorithm in Sec. 6. We finally conclude this paper in Sec. 7.

## 2 Related Work

MAB is a very powerful framework for designing algorithms which make decisions over time under uncertainty [16]. Although there has been a vast body of work investigating single agent MAB problem (e.g., [4], [5], [17], [18], [19]), proposals on how multiple agents work collaboratively were rather rare until recent years.

The power of the collaboration to improve the efficiency of learning process has been revealed in [20]; nevertheless, most of exiting proposals focus on utilizing rich historical data (e.g., about which arms were pulled and how many rewards were obtained through the pulls in the past) in a distributed manner. Therefore, those methods to address single agent MAB problems (e.g., UCB method, \(\varepsilon\)-greedy method and SoftMax method [4], [21]) are still very useful for resolving the multi-agent version. In [22], each agent either chooses one of the arms to pull or broadcast its local historical data. The agents which choose to pull arms make their decisions based on SoftMax method. In [23] proposes a gossip-based algorithm for the MAB problem in Peer-to-Peer (P2P) networks. Specifically, in every round, each agent shares its empirical data to two randomly chosen neighbors and the agent performs \(\varepsilon\)-greedy method to make a decision to choose an arm to pull. However, this algorithm relies on constructing an overlay network with special topology. General social graphs (with arbitrary topologies) are considered in [24] where a hierarchical learning algorithm is adopted. In [24], dominating set of a graph should be first recognized. Each agent in the dominating set (i.e., the so-called “leader”) applies a UCB-based learning policy to choose among the arms according to historical information collected from its one-hop neighbors, while each of the others follows the action taken by its leader. The UCB policy is also used in [25]; nevertheless, since only a limited number of bits (i.e., the ID of the recommended arm) can be shared by each agent to a random peer, the UCB policy is based on incomplete historical information.

However, rich historical data may not always be available for individual agents, since an agent may have no sufficient memory. Referring to human choice behavior [9], [11], [12] and animal behavior [3], [10], a two-staged algorithmic paradigm for collaborative learning is considered in [13], [14], which includes sampling stage and adopting stage as mentioned in Sec. 1. In [13], arms are sampled according to their popularities, calculating which in a complete graph is easy to complement but may induce considerable communication overhead in a general graph. [14] considers memory-bounded agents. Specifically, each agent has a finite-valued memory such that only the latest adoption can be memorized [15], [26]. Nevertheless, the algorithm proposed in [14] works with regular or doubly-stochastic graphs.
Different from the stochastic MAB problems investigated in the above proposals, another variant of MAB is (non-stochastic) adversarial MAB where reward feedback is controlled by an adversary [5], [27], [28], [29], [30]. In [30], arms yield Bernoulli rewards and a malicious agent recommends an arbitrary arm instead of the one which it believes is the best. Although the collaborative learning algorithm proposed in [30] is of high robustness in face of malicious node, the agents adopt UCB policy to make arm selection decisions with no memorization limit considered.

3 System Model and Problem Description

Multi-agent graph. We consider a communication graph $G = (\mathcal{N}, \mathcal{E})$, where $\mathcal{N} = \{1, 2, \cdots, N\}$ denotes a group of agents and $\mathcal{E}$ is a set of edge among $\mathcal{N}$. If there is an edge between agents $i$ and $i' \in \mathcal{N}$, they can exchange messages with each other. Each agent $i$ has a set of neighbors $\mathcal{N}_i \subseteq \mathcal{N}$ and let $d_i = |\mathcal{N}_i|$ denote the degree of agent $i$. We suppose that the graph $G$ is connected and non-bipartite, while there is no any other assumption on the structure of the graph. It should be noted that, the assumption is only for our theoretical analysis and our algorithm still works even the assumption does not strictly hold. We also suppose that the agents are synchronized such that time can be divided into a sequence of time slots $t = 1, 2, \cdots$. We employ the CONGEST model to characterize the communications among the agents, which has been highly recognized in distributed computing and communication [31], [32], [33], [34], [35]. By the CONGEST model, an agent $i$ transmits up to $O(\log N)$ messages to each of $\mathcal{N}_i$ in a slot, while each message consists of $O(\log N)$ bits. As will be shown in Sec. 4, our collaborative learning algorithm proceeds iteratively. Each round $r$ is composed by $R$ slots and each agent can choose an arm to pull in each round.

Collaborative Learning. The agents collaboratively solve a $K$-armed stochastic bandit problem. For each arm $a_k$ $(k = 1, \cdots, K)$, the reward process is a Bernoulli process parameterized by $p_k$. In another word, if arm $a_k$ is pulled in round $r$, the obtained reward $\phi_{k,r}$ is Bernoulli($p_k$) such that

$$\phi_{k,r} = \begin{cases} 1, & \text{with probability } p_k; \\ 0, & \text{otherwise}. \end{cases}$$

Without loss of generality, we assume there exists a unique best arm (i.e., $a_1$) and $p_1 > p_2 \geq p_3 \geq \cdots \geq p_K \geq 0$. We also suppose that $p_1, p_2, \cdots, p_K$ are unknown to the agents initially. Our goal is to design a learning algorithm, based on which, the agents in graph $G$ can collaboratively make decisions sequentially (through exchanging experiences) to choose among the arms to pull, so as to learn the best arm $a_1$ according to reward feedback.

We assume that an agent has at most one adoption (or preference) over the $K$ arms in each round. Since an agent may have no preference over the $K$ arms, we hereby introduce a “virtual” arm $a_0$ (which is so-called null arm in the following) such that an agent is said to virtually adopt $a_0$ if it has no preference. Let $X_{i,k}(r) \in \{0, 1\}$ be a binary variable indicating if agent $i$ adopts (or prefers) arm $a_k$ ($k = 0, 1, \cdots, K$) in round $r$. It is apparent that $\sum_{k=0}^{K} X_{i,k}(r) = 1$ for $\forall i, r$. Then, the adoption of agent $i$ in round $r$ can be represented by $X_i(r) = (X_{i,0}(r), X_{i,1}(r), \cdots, X_{i,K}(r))$.

Specially, if $X_{i,0}(r) = 1$ (or $X_{i,k}(r) = 0$ for $\forall k = 1, \cdots, K$), agent $i$ is said to have a null adoption in round $r$. Suppose $Z_k(r) = \sum_{i=1}^{N} X_{i,k}(r)$ denotes the number of the agents adopting arm $k$ in round $r$. Our learning process is said to succeed when all the agents learn the best arm $a_1$ within a sufficiently large time horizon. Therefore, we formally define the success event for the $N$-agent system as

$$\text{Succ}(N) \triangleq \{ Z_1(r) = N \text{ holds when } r \text{ is sufficiently large} \}.$$  

Limited memorization. We assume that each agent has limited capacity of memorizing. On one hand, an agent keeps only the current adoption in its mind [14], [15]. Specifically, each agent $i$ maintains a variable $\omega_i \in \{0, 1, \cdots, K\}$ which indicates which arm it currently prefers. Therefore, a $\lceil \log(K + 1) \rceil$-bit local memory is sufficient to represent the $K+1$ memory states. On the other hand, although there may be multiple suggestions agent $i$ can receive from its peers in each round $r$, the agent $i$ may “memorize” only one of them (i.e., $a_i(r) \in \{1, \cdots, K\}$). For example, a human being may remember only quite few of the suggestions at random which his friends told him. Likewise, the temporary variable also can be represented by $\lceil \log(K + 1) \rceil$ bits.

Adversarial setting. We assume that the agents may be corrupted by an adversary. In each round, the corrupted agents recommend random arms (instead of the ones they currently adopt) to their peers [30]. We suppose that the adversary may have limited power such that there are up to $\tau$ out of the $N$ agents suffering the corruptions. Without loss of generality, we also assume that the adversary uniformly pick up $\tau N$ agents to corrupt at random. Furthermore, we take into account time-varying corruptions and thus assume the adversary may corrupt different agents in each round.

4 Algorithm

In this section, we present our collaborative learning algorithm for general graphs with limited memorization. The algorithm is performed iteratively and each agent performs the following three stages in every round: i) in the disseminating stage, we leverage Metropolis-Hasting Random Walks (MHRWs) to let the agents share their current adoptions (a.k.a. tokens in the following) with their peers in the general graph; ii) in the sampling stage, each agent randomly chooses one arm to pull based on the received suggestions; iii) in the adopting stage, each agent updates its adoption according to the reward feedback of the pulling. The pseudo-code of our algorithm is given in Algorithm 1. Initially, each agent has a null adoption such that $\omega_i \leftarrow 0$ for $\forall i = 1, 2, \cdots, N$.

1. The length of each round, i.e. $R$, will be discussed later in Sec. 5.
the token will be forwarded in the residual disseminating stage and is initialized to \( O(\log N) \). A token is said to be feasible if it has a non-zero length counter. The agent \( i \) then launches \( h \log N \) MHRWs in parallel, each of which carries a copy of its token. The agent \( i \) uses a First-in-First-out (FIFO) queue to buffer the received feasible tokens. As shown in Lines 8-11, in each slot of round \( r \), the agent \( i \) pops the first up to \( h \log N \) feasible tokens out of the queue and then forwards the tokens individually to its neighbors according to the probability distribution \( \Psi(i, i') \) (for \( \forall i' \in N_i \cup \{i\} \))

\[
\Psi(i, i') = \begin{cases} 
\min \left\{ \frac{1}{d_i}, \frac{1}{d_{i'}} \right\}, & \text{for } \forall i' \in N_i \\
1 - \sum_{j \in N_i} \Psi(i, j), & \text{for } i = i'
\end{cases}
\]

Before being forwarded, each of the tokens has its length counter decreased by one. For each agent \( i \), once receiving a token, it pushes the token into the FIFO queue if the token is feasible (with non-zero length counter); otherwise, it merges the token into \( V_i(r) \) (see Line 12-17). Note that the tokens are disseminated in a randomized manner, an agent may receive no token such that \( V_i(r) = \emptyset \).

(2) Sampling. Considering the agents have only very limited memories, each agent may only memorize one of the received suggestions; therefore, to mimic the “forgetfulness” of the agents, we let each agent uniformly choose one of its received non-feasible tokens (if any) at random. In particular, for each agent \( i \), if it does not have any preference (i.e., \( \omega_i = 0 \)), then

- With probability \( \mu \in [0, 1] \), the agent \( i \) pulls one of the \( K \) arms uniformly at random (see Line 21);
- With probability \( 1 - \mu \), if there is no token received (i.e., \( V_i(r) = \emptyset \)), agent \( i \) does not choose any arm in round \( r \) such that \( a_i(r) = 0 \) (see Line 22a); otherwise, it choose one of the suggested arms uniformly at random (see Line 22b).

If agent \( i \) has a non-null adoption, it directly chooses one out of the suggestions \( V_i(r) \) uniformly at random, if \( V_i(r) = \emptyset \); otherwise, it chooses no arm (see Lines 24-25).

(3) Adopting. Each agent \( i \) pulls arm \( a_i(r) \) and let \( \phi_i(r) \in \{0, 1\} \) denote if pulling arm \( a_i(r) \) yields any reward. If \( \phi_i(r) = 0 \), agent \( i \) updates its state \( \omega_i \leftarrow a_i(r) \); otherwise, \( \omega_i \) is unchanged.

According to the above algorithm, we have the following propositions which will be very helpful in our later analysis.

**Proposition 1.** For every agent \( i \), if there exists round \( r \) such that \( X_{i,0}(r) \neq 0 \), we then have \( X_{i,0}(r') \neq 0 \) for \( \forall r' \geq r + 1 \).

**Proposition 2.** If there exists round \( r \) in which all agents adopt the best arms \( a_1 \) such that \( Z_1(r) = N \), then \( Z_1(r') = N \) holds for \( \forall r' \geq r + 1 \).

The first proposition states that an agent already taking a non-null adoption will not adopt the null arm thereafter; while the second one indicates that when all the agents adopt arm \( a_1 \), they will not adopt any other arms thereafter. We hereby omit the proofs as the propositions can be derived straightforwardly from the algorithm.

## 5 Analysis

### 5.1 Learnability

We hereby investigate the learnability of our collaborative learning algorithm. In this section, we focus on a simplified case with no agent corrupted and will discuss the reliability of our algorithm later in Sec. 5.3. In the following, we first show in Lemma 1 that each agent \( i \) chooses arm \( a_k \) proportional to the current popularity of \( a_k \) in round \( r \) especially when there are a sufficient number of agents, based on which, we then illustrate the number of agents adopting the best arm is increased with high probability in in
each round in Lemma 2 and Lemma 3. We finally conclude in Theorem 1 that the learnability of our algorithm can be guaranteed such that all agents eventually adopt the best arm as preference with high probability.

According to Algorithm 1, the (conditional) sampling distribution \( P(a_i(r) = a_k \mid X(r-1)) \) is dependent on the distribution of the tokens in the disseminating stage (i.e., \( X(r-1) \)). Therefore, before diving into the proof of Lemma 1, we first demonstrate how the tokens are disseminated uniformly through the MHRWs. In our algorithm, a random walk is a random process of token forwarding. In each slot, a token is forwarded by the current agent (e.g., \( i \)) to one of its neighbors according to probability \( \Psi(i, i') \) (see Eq. (3)). According to [36], the random walk achieves a nearly uniform distribution when the token is forwarded \( O(\log(\frac{N}{\delta})) \) times in a connected and non-bipartite graph \( 4 \).

In particular, the probability for the token to reach any of the agents is in the range \( \left[ \frac{1}{N} - \kappa, \frac{1}{N} + \kappa \right] \). For example, when \( \kappa = \frac{1}{\sqrt{N}} \) such that the token is forwarded \( O(\log N) \) times, it is “sampled” by any agent \( i \) in the sampling stage with probability \( \left[ \frac{1}{N} - \frac{1}{\sqrt{N}}, \frac{1}{N} + \frac{1}{\sqrt{N}} \right] \). In the following, we prove Lemma 1 by taking into account the above specific nearly uniform distribution. Lemma 1 can be surely guaranteed when the distribution is more “uniform”.

**Lemma 1.** In each round \( r \), there are \( M = h \log N \sum_{k=1}^{K} Z_k \) tokens disseminated over graph \( G \) through MHRWs. Let \( M_k(r) = Z_k(r-1)h \log N \) denote the number of \( k \)-tokens (i.e., the tokens encapsulating \( a_k \)) in round \( r \) and \( Q_k(r-1) = Z_k(r-1)/N = M_k(r)/M \) be the popularity of arm \( k \) in round \( r-1 \) (or at the beginning of round \( r \)). Given the current adoption state \( X(r-1) = \{ X_1(r-1), X_2(r-1), \ldots, X_N(r-1) \} \), we have

\[
\lim_{N \to \infty} P(a_i(r) = a_k \mid X(r-1)) = Q_k(r-1)
\]

(4)

**Proof.** Recall that, for each token, the probability that it reaches agent \( i \) in the disseminating stage is in the range \( \left[ \frac{1}{N} - \frac{1}{\sqrt{N}}, \frac{1}{N} + \frac{1}{\sqrt{N}} \right] \). Hence, the probability that it is chosen by agent \( i \) in the sampling stage of round \( r \) can be upper-bounded by

\[
\frac{1}{M} \sum_{v=1}^{M} \left( \frac{M}{1 + \frac{1}{N^3}} \right)^v \left( \frac{1}{1 - \frac{1}{N^3}} \right)^{M-v} \leq \frac{1}{M} \left( 1 + \frac{2}{N^3} \right)^M
\]

Considering there are \( M_k(r) \) \( a_k \)-tokens, each of which reaches agent \( i \) independently, we have

\[
P(a_i(r) = a_k \mid X(r-1)) \leq \frac{M_k(r)}{M} \left( 1 + \frac{2}{N^3} \right)^M = Q_k(r-1) \left( 1 + \frac{2}{N^3} \right)^{Nh \log N}
\]

Therefore,

\[
\lim_{N \to \infty} P(a_i(r) = a_k \mid X(r-1)) \leq Q_k(r)
\]

(5)

4. We hereby only discuss about how a single MHRW achieves a uniform stationary distribution; nevertheless, in our algorithm, each agent launches \( h \log N \) random walks in parallel. We will illustrate in Sec. 5.2 that how long a round should be such that each of these concurrent random walks achieves a uniform stationary distribution with high probability.

Similarly, for each token in round \( r \), the lower-bound on the probability that it is chosen by agent \( i \) in the sampling stage can be defined as

\[
\frac{1}{M} \left( 1 - \frac{2}{N^3} \right)^M - \left( 1 - \frac{1}{N} - \frac{1}{N^3} \right)^M \geq \frac{1}{M} \left( 1 - \frac{2h \log N}{N^2} - \left( 1 - \frac{1}{N} \right)^{Nh \log N} \right) \geq \frac{1}{M} \left( 1 - \frac{2h \log N}{N^2} - \left( 1 - \frac{1}{N} \right)^{Nh \log N} \right)
\]

where the first inequality holds since ii) \( 1 - \frac{2}{N^3} \) \( \geq 1 - \frac{2h \log N}{N^2} \) due to the Bernoulli inequality, and ii) \( 1 - \frac{1}{N} - \frac{1}{N^3} \leq 1 - \frac{1}{N^2} \), when \( N \geq 2 \). Therefore, we have

\[
\lim_{N \to \infty} P(a_i(r) = a_k \mid X(r-1)) \geq \lim_{N \to \infty} Q_k(r) \left( 1 - \frac{2h \log N}{N^2} - \left( 1 - \frac{1}{N} \right)^{Nh \log N} \right) \geq Q_k(r) \lim_{N \to \infty} \left( 1 - \frac{2h \log N}{N^2} - \left( 1 - \frac{1}{N} \right)^{Nh \log N} \right) = Q_k(r)
\]

(6)

We complete the proof by combining (5) and (6). \( \square \)

**Lemma 2.** Let \( Z_1^+ (r) \) and \( Z_1^- (r) \) be the number of agents whose adoptions are changed from \( a_2 \) to \( a_1 \) in round \( r \) and the number of agents whose adoptions are changed from the best arm \( a_1 \) to another one \( a_2 \in \{ a_2, \ldots, a_K \} \) in round \( r \), respectively. For any round \( r \) such that \( Z_1(r-1) < N \), we have

\[
\mathbb{E}[Z_1^+ (r) - Z_1^- (r) \mid X(r-1)] > 0
\]

(7)

Proof. Let \( q_{i,k} (r) \triangleq P(a_i(r) = a_k \mid X(r-1)) \) be the probability that agent \( i \) chooses \( a_k \) in the sampling stage of round \( r \) conditioned on \( X(r-1) \). At the beginning of round \( r \), we can divide the agents into three subsets \( \mathcal{S}_0(r-1) = \{ i \in \mathcal{N} \mid \omega_i(r-1) = a_0 \} \), \( \mathcal{S}_1(r-1) = \{ i \in \mathcal{N} \mid \omega_i(r-1) = a_1 \} \) and \( \mathcal{S}_{21}(r-1) = \{ i \in \mathcal{N} \mid \omega_i(r-1) = \{a_2, \ldots, a_K\} \}. \) In another word, \( \mathcal{S}_0(r-1), \mathcal{S}_1(r-1) \) and \( \mathcal{S}_{21}(r-1) \) denote the subsets of the agents adopting \( a_0, a_1 \) and \( a_2 \) in round \( r-1 \), respectively. According to Algorithm 1, we have

- For \( \forall i \in \mathcal{S}_1(r-1) \), it adopts the same arm (i.e., \( a_1 \)) in round \( r \) with probability \( \mu_i \) (or \( \mu_i(r) + \sum_{k=2}^{K} q_{i,k}(r)(1-p_k) \)), while adopting one of the others (i.e., \( a_2 \)) with probability \( \sum_{k=2}^{K} q_{i,k}(r)p_k \).
- For \( \forall i \in S_{21}(r-1) \), it adopts the best arm \( a_1 \) in round \( r \) with probability \( q_{i,1}(r)p_1 \).
- For \( \forall i \in S_0(r-1) \), the probability to adopt arm \( a_1 \) in round \( r \) is \( \mu_i + (1-\mu)q_{i,1}(r) \).

Therefore, the conditional expectations of \( Z_1^+ (r) \) and \( Z_1^- (r) \) can then be defined as

\[
\mathbb{E}[Z_1^+ (r) \mid X(r-1)] - \mathbb{E}[Z_1^- (r) \mid X(r-1)] = \sum_{i \in S_0(r-1)} \left( \frac{\mu_i}{K} + (1-\mu)q_{i,1}(r) \right) + \sum_{i \in S_{21}(r-1)} q_{i,1}(r)p_1
\]
and
\[
\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)] = \sum_{i \in S_i(r-1)} \sum_{k=2}^{K} q_{i,k}(r)p_k
\]
respectively. According to Lemma 1, when there are a sufficient number of agents (e.g., \(N \to \infty\)), we can re-write \(Z_1^+(r)\) and \(Z_1^-(r)\) as
\[
\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)]
= Z_0(r-1) \bigg( \frac{\mu}{K} + (1 - \mu)Q_1(r-1) \bigg) p_1
+ Z_{\geq 2}(r-1)Q_1(r-1)p_1
\]
(8)
and
\[
\mathbb{E}[Z_1^-(r) | \mathcal{X}(r-1)]
= Z_1(r-1) - \sum_{k=2}^{K} Q_k(r-1)p_k \tag{9}
\]
where \(Z_{\geq 2}(r-1) = \sum_{k=2}^{K} Z_k(r-1)\) denotes the number of the agents adopting arm \(a_{\geq 2} \in \{a_2, \ldots, a_K\}\) in round \(r-1\). Therefore, when \(Z_i < N\) we have
\[
\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)] + \mathbb{E}[Z_1^-(r) | \mathcal{X}(r-1)] \geq \frac{\xi_0}{\xi_1} \tag{10}
\]
where
\[
\begin{align*}
\xi_0 &= (N - \mu Z_0(r-1) - Z_1(r-1))p_1Q_1(r-1) \\
\xi_1 &= N - \mu Z_0(r-1) - Z_1(r-1) - p_1Q_1(r-1) + Z_1(r-1) - \sum_{k=2}^{K} Q_k(r-1)p_k
\end{align*}
\]
Further, considering \(p_2 \geq p_k\) for \(\forall k = 3, 4, \ldots, K\), \(N \geq 2\) and \(0 < \mu < 1\), we have
\[
Z_1(r-1) - \sum_{k=2}^{K} Q_k(r-1)p_k
\leq Z_1(r-1)p_2 - \sum_{k=2}^{K} Q_k(r-1)
= Q_1(r-1)p_2(N - Z_0(r-1) - Z_1(r-1))
\leq Q_1(r-1)p_2(N - \mu Z_0(r-1) - Z_1(r-1))
\]
By substituting the above inequality into (10), we have
\[
\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)] + \mathbb{E}[Z_1^-(r) | \mathcal{X}(r-1)]
\geq \frac{p_1}{p_1 + p_2} > \frac{1}{2}
\]
(11)
and thus \(\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)] + \mathbb{E}[Z_1^-(r) | \mathcal{X}(r-1)]\) which completes the proof. \(\square\)

**Remark 1.** The above lemma implies that, there exists \(\delta_0 > 0\) (which may be very small), such that \(\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)] \geq \delta_0\) holds when \(N\) is sufficiently large (e.g., \(N \geq N_0\) where \(N_0\) is a very large positive integer). Another implication from (11) is \(\mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)] \geq \frac{p_1}{p_1 + p_2}\). That is, if the best arm \(a_1\) is much better than the second best one, we could have much more agents adopting \(a_1\) in expectation in each round.

**Lemma 3.** Assume \(\Delta Z_1(r) = Z_1(r) - Z_1(r-1)\). In each round \(r\), with high probability (at least \(1 - e^{-2\delta_0 N}\)) conditioned on \(\mathcal{X}(r-1)\), we have
\[
\Delta Z_1(r) \geq 1 \tag{12}
\]
holds when \(N \geq N_0\). Especially, when \(N \to \infty\), the above inequality holds with probability \(\to 1\), i.e.,
\[
\lim_{N \to \infty} \mathbb{P}(\Delta Z_1(r) \geq 1 | \mathcal{X}(r-1)) = 1 \tag{13}
\]

**Proof.** Assume \(U_1(r) = \mathbb{E}[Z_1^+(r) | \mathcal{X}(r-1)]\). According to the Hoeffding’s inequality [37],
\[
\mathbb{P}(|Z_1(r) - U_1(r)| \leq \delta | \mathcal{X}(r-1)) \geq 1 - e^{-2\delta^2 N}
\]
holds for \(\forall \delta > 0\). Hence, given \(\forall \delta > 0\), with probability at least \(1 - e^{-2\delta^2 N}\) conditioned on \(\mathcal{X}(r-1)\), we have
\[
\Delta Z_1(r) = Z_1(r) - Z_1(r-1)
\geq U_1(r) - Z_1(r-1) - \delta
\]
Furthermore, since \(U_1(r) = Z_1(r-1) + \mathbb{E}[Z_1^+(r) - Z_1^-(r) | \mathcal{X}(r-1)]\), the above inequality can be re-written as
\[
\Delta Z_1(r) \geq \mathbb{E}[Z_1^+(r) - Z_1^-(r) | \mathcal{X}(r-1)] - \delta \tag{14}
\]
Hence, by considering Remark 1, \(\Delta Z_1(r) > 0\) with probability at least \(1 - e^{-2\delta^2 N}\) when \(N \geq N_0\). Furthermore, since both \(Z_1^+(r)\) and \(Z_1^-(r)\) are positive integers, \(\Delta Z_1(r) > 0\) implies \(\Delta Z_1(r) \geq 1\).

**Theorem 1.** Let \(\text{Succ}_z(N) = \{\text{Succ}(N) | Z_1(0) = z\}\) represent that event \(\text{Succ}(N)\) happens with condition \(Z_1(0) = z\). Suppose \(Z_1(0) = z \geq 1\) initially. When \(N \geq \max \{\frac{\ln 2}{\delta^2}, N_0\}\),
\[
\mathbb{P}(\text{Succ}_z(N)) \geq 1 - \left(\frac{1}{e^{2\delta^2 N} - 1}\right)^z \tag{15}
\]
Especially, as \(N \to \infty\), we have \(\text{Succ}_z(N) \to 1\).

**Proof.** It is stated in Lemma 3 that, when there are a sufficient number of agents, with high probability, we have the number of agent adopting the best arm \(a_1\) in each round increased by at least 1. We hereby consider the learnability of our algorithm in the “worst” case where \(\Delta Z_1(r)\) is increased by at most 1 (i.e., by 1 or 0) in each round with probability \(q \geq 1 - e^{-2\delta^2 N}\) where \(N \geq N_0\) is sufficiently large. If we had inequality (15) hold in the above “worst” case, it would hold when \(\Delta Z_1(r)\) is increased by more than 1. In the following, we use a recursive approach to prove the theorem. First, with the initialization condition \(Z_1(0) = z\), we have
\[
P_z = \mathbb{P}(\text{Succ}(N) | Z_1(0) = z)
= \mathbb{P}(\text{Succ}(N), \Delta Z_1(1) = 1 | Z_1(0) = z)
+ \mathbb{P}(\text{Succ}(N), \Delta Z_1(1) \leq -1 | Z_1(0) = z)
= \mathbb{P}(\Delta Z_1(1) = 1 | Z_1(0) = z) \cdot \mathbb{P}(\text{Succ}(N) | \Delta Z_1(1) = 1, Z_1(0) = z)
+ \mathbb{P}(\Delta Z_1(1) \leq -1 | Z_1(0) = z) \cdot \mathbb{P}(\text{Succ}(N) | \Delta Z_1(1) \leq -1, Z_1(0) = z)
= q^z \mathbb{P}(\text{Succ}(N) | \Delta Z_1(1) = 1, Z_1(0) = z)
+ (1 - q) \mathbb{P}(\text{Succ}(N) | \Delta Z_1(1) \leq -1, Z_1(0) = z)
= q^z \mathbb{P}(\text{Succ}(N) | Z_1(0) = z + 1)
+ (1 - q) \mathbb{P}(\text{Succ}(N) | Z_1(0) \leq z - 1)
= q^{z+1} + (1 - q)P_{\leq z-1} \tag{16}
\]
Furthermore, since \( qP_\zeta + (1-q)P_\zeta = qP_{\zeta + 1} + (1-q)P_{\zeta - 1} \), we have
\[
P_{\zeta + 1} - P_\zeta = \frac{1-q}{q} (P_\zeta - P_{\zeta - 1})
\geq \frac{1-q}{q} (P_\zeta - P_{\zeta - 1})
\]
By recurrence,
\[
P_{\zeta + 1} - P_\zeta \geq \left( \frac{1-q}{q} \right)^\zeta (P_1 - P_0)
\]
Due to Proposition 1, the agents who have already adopted the non-null arms will not adopt the null arm thereafter. Hence, we have \( P_0 = 0 \) and the inequality (18) can be rewritten as
\[
P_{\zeta + 1} - P_\zeta \geq \left( \frac{1-q}{q} \right)^\zeta P_1
\]
and thus
\[
P_{\zeta + 1} - P_1 \geq \sum_{z=1}^{\zeta} (P_{z+1} - P_z) = \sum_{z=1}^{\zeta} \left( \frac{1-q}{q} \right)^z P_1
\]
Therefore,
\[
P_{\zeta + 1} \geq \sum_{z=0}^{\zeta} \left( \frac{1-q}{q} \right)^z P_1 = 1 - \frac{\left( \frac{1-q}{q} \right)^{\zeta + 1}}{1 - \frac{1-q}{q}} P_1
\]
Note that the above inequality holds for \( \forall \zeta \in (0, 1] \). Especially, when \( \zeta = \frac{N-1}{N} \), \( P_N \geq \frac{1 - \left( \frac{1-q}{q} \right)^N}{1 - \frac{1-q}{q}} P_1 \). Since \( P_N = 1 \),
\[
P_1 \leq 1 - \frac{\left( \frac{1-q}{q} \right)^N}{1 - \frac{1-q}{q}}
\]
in which the equality holds when \( \Delta Z_1(t) \geq -1 \). Hence, \( P_{\zeta+1} \) should satisfy
\[
P_{\zeta + 1} \geq 1 - \frac{\left( \frac{1-q}{q} \right)^{\zeta + 1}}{1 - \frac{1-q}{q}}
\]
When \( N > \max \left\{ \frac{\ln 2}{2\delta_0}, \delta_0 \right\} \) such that \( q \geq \frac{1}{2} \), in a more general form,
\[
P_\zeta \geq \frac{1 - \left( \frac{1-q}{q} \right)^\zeta}{1 - \left( \frac{1-q}{q} \right)^N} \geq 1 - \frac{1}{e^{2\delta N} - 1}
\]
which completes the proof. \( \square \)

**Remark 2.** Since \( \mathbb{P}(\text{Succ}_{\zeta+1}(N)) \geq \mathbb{P}(\text{Succ}_{\zeta}(N)) \), Theorem 1 also implies that \( \text{Succ}_{\zeta}(N) = \{ \text{Succ}(N) \mid Z_1(0) \geq \zeta \} \) happens with probability at least \( 1 - \frac{1}{e^{2\delta N} - 1} \).

As shown in Theorem 1 (as well as Remarks 2), the success event \( \text{Succ}(N) \) happens with an exponentially increasing probability under an initial condition \( Z_1(0) \geq \zeta \), whereas our algorithm begins with a more unified initial condition that all agents having no preference such that \( Z_1(0) = 0 \) as demonstrated in Sec. 4. In the following Lemma 4, we extend Theorem 1 to the initial condition \( X_{i,0}(0) = 1 \) for \( \forall i \).

**Lemma 4.** In any round \( r \) such that \( X_{i,1}(r) = 0 \) for \( \forall i \in \mathcal{N} \), we have
\[
\mathbb{P} \left( Z_1(r) \geq (1 - \delta_1) \frac{\mu_{p1}}{K} N \right) \geq 1 - e^{-\frac{N\delta_2 k^2}{2K}}
\]
where \( \delta_1 \) is a constant such that \( 0 < \delta_1 < 1 \).

**Proof.** According to Algorithm 1, for each agent \( i \) in round \( r \), it adopts the best arm \( a_1 \) through either uniform sampling or learning from its peers. Therefore, the probability for agent \( i \) to adopt \( a_1 \) (where \( k = 1, \cdots, K \)) in each round is at least \( \frac{K}{2K} \). We complete the proof by directly applying Chernoff bound [37]. \( \square \)

### 5.2 Complexity

As illustrate in Algorithm 1, the agents make decisions in each round by very light-weight computations, while the complexity mainly stems from the MHRW-based information dissemination. As shown in Lemma 3 that the number of agents adopting the best arm is increased by 1 with high probability, the rate at which our algorithm achieves convergence is \( \Omega(1) \), while the convergence can be further accelerated by the gap between \( p_1 \) and \( p_2 \) according to Remark 1. Therefore, in the following, we concentrate on revealing the communication complexity in each round. That is, how long each round should be (or how many slots each round should consist of) such that all these random walks achieve a nearly uniform stationary distribution under the CONGEST communication model.

**Theorem 2.** In Algorithm 1 where each agent launches \( h \log N \) MHRWs in parallel in each round, all the random walks achieve nearly uniform distribution \( \left[ \frac{1}{N} - \frac{1}{N} \delta, \frac{1}{N} + \frac{1}{N} \delta \right] \) in \( O(\log^2 N) \) slots with high probability.

**Proof.** According to Algorithm 1, for each agent \( i \), the expected number of tokens it receives from its neighbors in every slot is
\[
\sum_{\ell \in \mathcal{N}_i} \min \left\{ \frac{1}{d_{i,\ell}}, \frac{1}{d_{\ell,i}} \right\} \times h \log N
\]
\[
= \sum_{\ell \in \mathcal{N}_i; \frac{1}{d_{i,\ell}} \geq \frac{1}{\delta}} h \log N \frac{d_{i,\ell}}{d_{\ell,i}} + \sum_{\ell \in \mathcal{N}_i; \frac{1}{d_{i,\ell}} \leq \frac{1}{\delta}} h \log N \frac{d_{\ell,i}}{d_{i,\ell}}
\]
\[
\leq \sum_{\ell \in \mathcal{N}_i; \frac{1}{d_{i,\ell}} \geq \frac{1}{\delta}} h \log N \frac{d_{i,\ell}}{d_{i,\ell}} + \sum_{\ell \in \mathcal{N}_i; \frac{1}{d_{i,\ell}} \leq \frac{1}{\delta}} h \log N \frac{d_{i,\ell}}{d_{i,\ell}}
\]
\[
= d_i \times h \log N \frac{d_i}{d_i} = h \log N
\]
According to Hoeffding’s inequality [37], agent \( i \) receives at most \( 2h \log N \) tokens in each slot with probability at least \( 1 - \frac{1}{N^{0.7}} \). Furthermore, considering the agents employ FIFO policy to forward the tokens, the tokens received by agent \( i \) in slot \( t \) will be delayed for at most \( t \) additional slots. Hence, \( O(\log^2 N) \) slots are sufficient for all the tokens to be forwarded \( O(\log N) \) times, which completes the proof. \( \square \)

### 5.3 Reliability

We now look at the reliability of our proposed collaborative learning algorithm in face of agent corruptions. It is worthy to note that the learnability should be re-explained in this case.
There are always a set of corrupted agents disseminating randomly falsified messages in each round, while these falsified messages may “deceive” some of the agents to adopt non-optimal arms. Since an adversary may corrupt different subsets of agents across rounds as mentioned in Sec. 3, we suppose these “temporarily” corrupted agent still perform normally in both sampling and adopting stages according to Algorithm 1. Therefore, we count in the corrupted agents adopting $a_1$ when analyzing the dynamics of $Z_1(r)$. As shown in Theorem 3, when the proportion of the corrupted agents can be bounded, we still have $E[Z_1(r) - Z_1(r - 1) | \mathcal{X}(r - 1)] > 0$.

**Theorem 3.** For any round $r$ such that $Q_1(r - 1) \leq \alpha$, we have

$$\frac{E[Z_1^+(r) | \mathcal{X}(r - 1)]}{E[Z_1^-(r) | \mathcal{X}(r - 1)]} \geq 1$$

when $\tau \leq \frac{(1 - \alpha)(p_1 - p_2)}{(1 - \alpha)p_1 + \alpha p_2}$.

**Proof.** In each round $r$, each agent $i$ with $X_{i,0}(r - 1) = 1$ has a non-null adoption with probability at least $\frac{K}{r} \sum_{k=1}^K p_k$. To benefit our proof, we consider $\tau$ is sufficiently large such that all of the agents already have non-null adoptions in round $r - 1$, which can be ensured within at most $\frac{K}{r} \sum_{k=1}^K p_k$ rounds on expectation.

The adversary chooses up to $\tau N$ agents to corrupt uniformly at random in each round $r$; therefore, the expected number of corrupted agents which adopt arm $a_k$ is $\tau Z_k(r - 1)$. Let $\tilde{X}_{i,k}$ denote the falsified adoptions to be disseminated in round $r$. We also denote by $\tilde{Z}_k(r)$ and $\tilde{Q}_k(r)$ the number of agents adopting $a_k$ (including both the normal agents and the corrupted ones) and the proportion of these agents in round $r$. Since the adversary can arbitrarily change the adoptions of the corrupted agents, we have

$$\tilde{Q}_k(r) = Q_1(r - 1) = \frac{(1 - \tau)Q_1(r - 1) + \tau \sum_{k=2}^K Q_k(r - 1)}{K}$$

(25)

According to Lemma 1, each agent $i$ chooses arm $a_k$ with probability $\tilde{Q}_k(r)$ in the sampling stage of round $r$. The expectations of $Z_1^+(r)$ and $Z_1^-(r)$ can be re-written as

$$E[Z_1^+(r) | \mathcal{X}(r - 1)] = E[(N - Z_1(r - 1))\tilde{Q}_1(r) | \mathcal{X}(r - 1)] \geq p_1(N - Z_1(r - 1))(1 - \tau)Q_1(r - 1)$$

and

$$E[Z_1^-(r) | \mathcal{X}(r - 1)] = E[Z_1(r - 1) \sum_{k=2}^K \tilde{Q}_k(r)p_k | \mathcal{X}(r - 1)] \leq p_2(1 - E[\tilde{Q}_1(r) | \mathcal{X}(r - 1)])Z_1(r - 1) \leq p_2(1 - (1 - \tau)Q_1(r - 1))Z_1(r - 1) = p_2(N - (1 - \tau)Z_1(r - 1)Q_1(r - 1) = p_2(N - Z_1(r - 1) + \tau Z_1(r - 1))Q_1(r - 1)$$

Therefore,

$$E[Z_1^+(r) | \mathcal{X}(r - 1)] \geq p_1(N - Z_1(r - 1))(1 - \tau)$$

$$E[Z_1^-(r) | \mathcal{X}(r - 1)] \geq \frac{p_1}{p_2} \frac{(1 - \alpha)(1 - \tau)}{1 - \alpha + \alpha \tau}$$

(26)

Since $Q_1(r - 1) \leq \alpha$,

$$E[Z_1^+(r) | \mathcal{X}(r - 1)] \geq p_1 \frac{(1 - \alpha)(1 - \tau)}{1 - \alpha + \alpha \tau}$$

(27)

We finally have $E[Z_1^+(r) | \mathcal{X}(r - 1)] \geq E[Z_1^-(r) | \mathcal{X}(r - 1)]$ when $\tau \leq \frac{(1 - \alpha)(p_1 - p_2)}{(1 - \alpha)p_1 + \alpha p_2}$.

**Remark 3.** Theorem 3 implies our algorithm can tolerate more agent corruptions when there is a larger gap between $p_1$ and $p_2$. Furthermore, the fault tolerance of our algorithm also depends on the popularity of the best arm. Specifically, as our algorithm proceeds, more agents learn the best arm, while corrupting a small fraction of the agents can interrupt the increment of the number of agents adopting the best arm. Our algorithm converges to a “stationary” state $\mathcal{X}(r)$, if

$$Q_1(r) = \frac{E[\tilde{Q}_1(r + 1) | \mathcal{X}(r)]p_1}{\sum_{k=1}^K E[\tilde{Q}_k(r + 1) | \mathcal{X}(r)]p_k}$$

(28)

The above equation give a instantaneous characterization on the popularity of the best arm when our collaborative learning algorithm achieves a stationary distribution in some round. One question is, is there any upper-bound on $E[Q_1(r)]$? We answer this question in the following corollary.

**Corollary 1.** For $\forall r$, when there are $\tau N$ corrupted agents,

$$E[Q_1(r)] < 1 - \frac{\tau}{K} \sum_{k=2}^K p_k$$

(29)

**Proof.** Imagine that all the agents adopted the best arm $a_1$ such that $Z_1(r - 1) = N^\frac{3}{4}$. Since the expected number of $a_k$-tokens (for $\forall k \geq 2$) disseminated by the corrupted agents is $\frac{\tau Nk \log N}{K}$, there are $\frac{\tau N \sum_{k=2}^K p_k}{K}$ agents misled to adopt $a_{\geq 2} \in \{a_2, \ldots, a_K\}$ on expectation and we thus have (29) holds for any round $r$.

### 6 Numerical Results

In this section, we perform extensive simulations on both synthetic and real datasets to verify the efficacy of our algorithm. Throughout this section, we adopt $h = 10$ and $\mu = 0.3$ for the disseminating stage and sampling stage of our collaborative learning algorithm, respectively.

5. Note that it is an ideal case which will never happen according to what we have mentioned at the beginning of Sec. 5.3, but this ideal case is indeed helpful for us to derive the upper-bound on $Q_1$. 

We first investigate the performance of our algorithm on synthetic data. We gradually increase the number of agents (i.e., $N$) from $2 \times 10^3$ to $6 \times 10^3$ with a step size $2 \times 10^3$ and connect the agents randomly. We also evaluate our algorithm by letting the number of arms $K = 100, 200, 300$. As shown in Remark 1, the learning process can be accelerated by higher difference between $p_1$ and $p_2$; therefore, we fixed $p_1 = 0.8$ and vary $p_2 = 0.6, 0.5, 0.4$. The numerical results are reported in Fig. 1, where we use the popularity of the best arm $a_1$ (i.e., $Q_1(r)$) to illustrate the learning dynamics of our algorithm. It is demonstrated that, all of the agents eventually learn the best arm (i.e., $Q_1(r) = 1$), according to Theorem 1. Although increasing the number of agents results in a slight increasement in terms of the number of rounds, $\text{Succ}(N)$ can be achieved in about 40 rounds in all of our settings. Note that the number of rounds actually is not meant to the actual temporal complexity. More time is necessitated to achieve $\text{Succ}(N)$ when there are more agents, recalling each round consists of $O(\log^2 N)$ slots for the agents to disseminate their adoptions as shown in Theorem 2. Nevertheless, the temporal cost is an inevitable investment to ensure the learnability in large-scale multi-agent graphs. Furthermore, the number of the agents adopting $a_1$ approaches $N$ with a higher rate when there is a larger gap between $p_1$ and $p_2$, which is consistent with what has been mentioned in Remark 1. Additionally, as implied by Theorem 1, the number of arms, i.e., $K$, actually has a very slight impact on the number of rounds for our algorithm to approaches the convergence state.

We then evaluate the reliability of our algorithm under different settings. We let $N = 1 \times 10^3$ and the generate the edges among the agents randomly and adopt the same setting on $N$ and $K$ as what we did in the last experiments. We vary $\alpha$ from 0.9 to 0.6 with a step size 0.1 and let $\tau$ take its upper-bound, i.e., $\tau = \frac{(1-\alpha)(p_1-p_2)}{(1-\alpha)p_1+a_2}$. The results are reported in Fig. 2. It is shown that a smaller $\alpha$ implies a lower upper-bound of the popularity of $a_1$, since we have
We hereby evaluate our collaborative learning algorithm with Movielens 25M dataset which involves 162,000 users and 62,000 movies [38]. We select a subset of 3,443 users and a subset of 707 movies, such that each of the selected users rated at least 30 of these movies and each of the movies was rated by at least 30 of these users. We extract out the corresponding submatrix and apply the matrix completion method [39] to fill the missing entries in the extracted submatrix. We then calculate the average of each column and normalize the average to $[0, 1]$ by dividing the average by 5. We consider each movie as an arm whose quality can be represented by the normalized score. Likewise, to illustrate the influence of $p_1/p_2$ on the learning process, we fix $p_1 = 0.9$ (which is the maximum score) and randomly take 500 samples from the remaining scores such that $p_2 \in \{0.7, 0.6, 0.5\}$. We also construct a communication graph where the edges among the users are generated randomly. The results shown in Fig. 3 is very similar to the ones we obtained with synthetic dataset. In particular, $\text{Succ}(N)$ can be achieved within 40 rounds even when the gap between $p_1$ and $p_2$ is small (e.g., $p_1 - p_2 = 0.2$), while the temporal overhead can be further reduced with smaller gaps (e.g., around 25 rounds are sufficient when $p_1 - p_2 = 0.4$).

6.2 Simulations with Real Data

We hereby evaluate our collaborative learning algorithm with Movielens 25M dataset which involves 162,000 users and 62,000 movies [38]. We select a subset of 3,443 users and a subset of 707 movies, such that each of the selected users rated at least 30 of these movies and each of the movies was rated by at least 30 of these users. We extract out the corresponding submatrix and apply the matrix completion method [39] to fill the missing entries in the extracted submatrix. We then calculate the average of each column and normalize the average to $[0, 1]$ by dividing the average by 5. We consider each movie as an arm whose quality can be represented by the normalized score. Likewise, to illustrate the influence of $p_1/p_2$ on the learning process, we fix $p_1 = 0.9$ (which is the maximum score) and randomly take 500 samples from the remaining scores such that $p_2 \in \{0.7, 0.6, 0.5\}$. We also construct a communication graph where the edges among the users are generated randomly. The results shown in Fig. 3 is very similar to the ones we obtained with synthetic dataset. In particular, $\text{Succ}(N)$ can be achieved within 40 rounds even when the gap between $p_1$ and $p_2$ is small (e.g., $p_1 - p_2 = 0.2$), while the temporal overhead can be further reduced with smaller gaps (e.g., around 25 rounds are sufficient when $p_1 - p_2 = 0.4$).
rate when the second best arm is of much lower quality than the first one. By these observations, our theoretical analysis is further confirmed.

7 CONCLUSION

In this paper, we have proposed a three-staged collaborative learning algorithm for general multi-agent graphs with constraints on communication bandwidth and memorization. In each round of our algorithm, each agent first disseminates its current adoption (or preference) over the graph through random walks and then choose one arm to pull according to the suggestions received from its peers. It finally makes an adoption decision according to the observation on the reward yielded by the pulling. According to our theoretical analysis, although each agent only learns limited knowledge from its peers due to the constraints on communications and memorizations, the learnability of our algorithm can be ensured such that all the agents eventually adopt the best arm with high probability. We also have quantified the reliability of our collaborative learning algorithm in face of agent corruptions. We finally have conducted extensive experiments on both synthetic and real datasets to verify the efficacy of our algorithm.
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