Quantum Hall insulators (QSHIs), also known as two-dimensional time-reversal invariant topological insulators, have drawn increasing attention due to their spin-momentum-locked edge states, which are useful for spintronics applications and fault-tolerant quantum computation [1–6]. Since the edge states originate from the topologically nontrivial band structure of the bulk, their electronic properties are closely tied to those of the bulk state. Among various systems hosting a QSHI phase, InAs/GaSb composite quantum wells (CQWs) have a unique feature that the bulk properties (and concomitant edge properties) are tunable via non-material-specific parameters such as layer thickness and an electric field [7–11].

The latter is brought about by the fact that the band inversion responsible for the QSHI phase arises not from the respective materials but from their relative band alignment [11]. Previous studies have demonstrated that the degree of band inversion $E_{g0}$ varies with electric field [7, 10, 12, 13] as well as with QW thickness [9, 14–16]. In particular, gate control of the band inversion across the phase transition at $E_{g0} = 0$ allows one to switch the topological property \textit{in situ}, which adds a useful functionality for applications [10, 11].

While offering \textit{in situ} tunability, the spatial separation of electron and hole wave functions into InAs and GaSb layers decreases their overlap and hence the energy gap $\Delta$ arising from the hybridization of electron and hole bands. The resultant energy gap is at most 3 meV [17, 18], which causes poor bulk insulation [7, 17, 19] and inherently limits high-temperature operation. As a solution to this problem, strain-engineered InAs/In$_x$Ga$_{1-x}$Sb CQWs have been proposed recently [20, 21]. The in-plane biaxial compressive strain exerted on the In$_x$Ga$_{1-x}$Sb layer modifies the band structure, thus opening the possibility of achieving sizeable $\Delta$ while retaining the \textit{in situ} tunability.

In this paper, we report the control of the energy gap $\Delta$ in InAs/In$_x$Ga$_{1-x}$Sb CQWs through the InAs layer thickness $d_{\text{InAs}}$ and alloy composition $x$ and demonstrate its \textit{in situ} tuning through gate voltages. For highly strained CQWs with $x = 0.4$, we obtained $\Delta = 35$ meV (406 K), which is an order of magnitude larger than that reported for binary InAs/GaSb CQWs and is the largest in the ternary InAs/InGaSb system. For a CQW with thickness close to the threshold of the band inversion, we demonstrate an electric-field-driven topological phase transition using a dual-gate configuration. The phase transition manifests as a re-entrant behavior of the energy gap, with the gap increasing to sizable values (> 10 meV) on both the topological and normal insulator sides. We discuss several transport mechanisms expected at the transition point.

Figure 1(a) shows the band-edge profiles of InAs/In$_x$Ga$_{1-x}$Sb CQWs. Owing to the type-II broken-gap band alignment, electrons and holes are confined separately in the InAs and In$_x$Ga$_{1-x}$Sb layers, respectively. For InAs and In$_x$Ga$_{1-x}$Sb layer thicknesses above certain critical values, the system has an inverted band structure, with the first electron subband (E1) located below the first heavy-hole subband (HH1). The degree of band inversion, quantified by $E_{g0} = E_{\text{HH1}} - E_{\text{E1}}$, where $E_{\text{E1}}$ ($E_{\text{HH1}}$) is the energy of the E1 (HH1) subband at the $\Gamma$ point, depends on the In composition $x$ of the In$_x$Ga$_{1-x}$Sb layer as well as the layer thicknesses. The spatial separation of electron and hole wave functions allows $E_{g0}$ to be controlled \textit{in situ} through an electric field applied from the front and back gates.

We studied molecular-beam-epitaxy-grown InAs/In$_x$Ga$_{1-x}$Sb/AlSb CQWs with $x = 0.25$ or 0.40 and various $d_{\text{InAs}}$. The first series of CQWs with $x = 0.25$, used in our previous study (Ref. [20]), were grown on a Si-doped (001) GaAs substrate, while the second series with $x = 0.4$ were grown on a Te-doped (001) GaSb substrate. In both cases, an 800-nm-thick AlSb buffer layer was employed, which resulted in full and partial (~ 50%) strain relaxation of the buffer layer on GaAs and GaSb substrates, respectively, as estimated by X-ray diffraction. For the $x = 0.25$ (0.4) CQWs, the layer order is such that InAs is above (below) In$_x$Ga$_{1-x}$Sb. This layer order does not play any important roles in our results except for the dual-gate operation discussed later. The thickness of the In$_x$Ga$_{1-x}$Sb layer $d_{\text{InGaSb}}$ was fixed at 5.9 (6.0) nm for $x = 0.25$ (0.4), while $d_{\text{InAs}}$ was varied as 8.5–11.9 (5.5–7.5) nm. The CQW has a 50-nm-thick upper
AlSb barrier, capped with a 5-nm-thick GaSb layer. The samples were processed into 50-µm-wide Hall-bar devices (voltage probe distance of 180 µm) with a front gate fabricated on a 40-nm-thick atomic-layer-deposited aluminum oxide insulator. The n-type substrate was used as a back gate, which was grounded unless otherwise noted. No hysteresis was observed within the gate-voltage range used. All the samples were in the band-inverted regime except one with the smallest $d_{\text{InAs}}$ of 5.5 nm (sample C, with $x = 0.4$), which was in the normal insulator phase at zero gate voltages.

Figure 1(b) shows the band dispersions for two representative samples, A and B (with $x = 0.25$ and 0.40 and $d_{\text{InAs}} = 8.5$ and 7.5 nm, respectively), which were obtained by self-consistent eight-band $k \cdot p$ calculations assuming zero gate voltages. The red (blue) color shows the orbital character at each wave vector as being electron-like (heavy-hole-like), indicating that both samples have an inverted band structure (i.e., $E_{\text{G0}} > 0$). The biaxial compressive strain in the In$_x$Ga$_{1-x}$Sb layer increases the heavy-hole (HH)-light-hole (LH) splitting at the Γ point, moving the HH and LH bands upwards and downward, respectively. The former increases $E_{\text{G0}} (= E_{\text{HH1}} - E_{\text{LH1}})$, which makes the band inversion achievable for thinner QW layers, allowing for an increased electron-hole wave function overlap. The latter helps to suppress unwanted electron-LH mixing, which would otherwise complicate the band structure [22]. [Note that the LH band is outside the range in Fig. 1(b); consequently, the LH-like orbital character represented by the green color is barely seen in Fig. 1(b).] Both of these serve to enlarge the energy gap $\Delta$ [20, 21] that opens at a finite in-plane momentum $k_{\text{cross}}$ as a result of the hybridization between E1 and HH1 subbands.

We determined $\Delta$ for each sample from the temperature dependence of the longitudinal resistivity $\rho_{\text{xx}}$. Figure 2(a) shows $\rho_{\text{xx}}$ of samples A ($x = 0.25, d_{\text{InAs}} = 8.5$ nm), measured at various temperatures as a function of front-gate voltage $V_{\text{FG}}$. At low temperatures, $\rho_{\text{xx}}$ displays a sharp peak at $V_{\text{FG}} = -0.05$ V, which reflects the opening of an energy gap. The peak is flanked by a dip on both sides, which is commonly seen in inverted InAs/(In)GaSb CQWs and has been attributed to the Van Hove singularity on the gap edge [7, 23]. Fourier analysis of Shubnikov-de Haas oscillations (not shown) indicated the coexistence of electrons and holes, which confirmed that this sample has an inverted band structure [20]. At higher temperatures, the peak value of the resistivity ($\rho_{\text{xx}}^{\text{peak}}$) decreases with increasing temperature. Figure 2(b) shows the result for sample B ($x = 0.40, d_{\text{InAs}} = 7.5$ nm), where we observe similar $V_{\text{FG}}$ and $T$ dependences, with a broader and higher $\rho_{\text{xx}}$ peak at low temperatures.

Figure 2(c) summarizes the temperature dependence of $\rho_{\text{xx}}^{\text{peak}}$ for samples A and B. For both samples, the observed
where $k_B$ is the Boltzmann constant, and $G_i$ ($i = 0, 1, 2$) and $\Delta_i$ ($i = 1, 2$) are constants with the dimensions of conductivity and energy, respectively. The solid lines in Fig. 2(c) represent the results of the fitting, which yielded $\Delta_1 = 16$ meV and $\Delta_2 = 0.4$ meV for sample A and $\Delta_1 = 35$ meV and $\Delta_2 = 0.4$ meV for sample B. (We define $\Delta_1 > \Delta_2$.)

The first term of Eq. (1) is responsible for the $T$ dependence in the high-$T$ regime ($T > \sim 20$ K). The Arrhenius plot of the data in the high-$T$ regime shows that $\rho_{xx}^\text{peak}$ follows the activated $T$ dependence [the inset of Fig. 2(c)]. We thus identify $\Delta_1$ as the size of the hybridization gap $\Delta$ [24]. This is corroborated by measuring $\Delta_1$ under an in-plane magnetic field $B_{||}$. Figure 2(d) plots $\Delta_1$ of sample A as a function of $B_{||}$. The linear suppression of $\Delta_1$ with $B_{||}$ is a manifestation of the gap shrinkage due to the relative shift of electron and hole bands in momentum space [10], as illustrated in the inset of Fig. 2(d).

Below 20 K, the temperature dependence of $\rho_{xx}^\text{peak}$ becomes weak and then saturates, as described by the second and third terms of Eq. (1). Although such behavior has been commonly observed for inverted InAs(In)GaSb CQWs [7, 9, 12, 25], its origin is not fully understood. Possibilities include the formation of a disorder-induced localization gap [25] or the presence of electron-hole puddles arising from the spatial potential fluctuations [9]. Although separate measurements using the Corbino geometry gave a slightly higher resistivity (not shown), suggesting a finite edge contribution in Hall-bar devices, similar low-temperature saturation was seen also in the Corbino devices. While more study is needed to clarify and eliminate the cause of the residual conduction in the low-$T$ regime, we emphasize that it does not affect the following analyses of $\Delta$ using high-$T$ data.

We carried out similar measurements and analyses for CQWs with different $x$ and $d_{\text{InAs}}$. The obtained $\Delta$ values are plotted in Fig. 3 as a function of $d_{\text{InAs}}$ and compared with previously reported data [21] and our self-consistent $\mathbf{k} \cdot \mathbf{p}$ calculations. The solid and broken lines show $\Delta$ in the inverted regime calculated assuming pseudomorphic growth of CQWs on unstrained GaSb and fully relaxed AlSb buffer layers, respectively [26]. The shaded area between the two lines indicates the range over which $\Delta$ can vary with epitaxial strain. As a reference, we also included the calculation for $x = 0$, for which only the solid line is shown. This is because, for the pseudomorphic growth on AlSb, the biaxial tensile strain in the GaSb layer makes the system semimetallic (and hence $\Delta = 0$) for $d_{\text{GaSb}} > 5.2$ nm [22]. The calculations predict a qualitatively similar $d_{\text{InAs}}$ dependence for all $x$; when $d_{\text{InAs}}$ reaches a critical value and the system enters the inverted regime, $\Delta$ first sharply rises and then declines slowly towards the deep inverted regime.

Our data for $x = 0.25$ agree well with the calculation. The $\Delta$ values reported in Ref. [21] are also grossly consistent with the expected behavior, although $x$ and $d_{\text{InGaSb}}$ differ from those used in the calculations. For $x = 0.4$, we obtained a large gap of 32-35 meV, with the largest value of 35 meV corresponding to an order of magnitude enhancement compared to that of InAs/GaSb CQWs (typically $< 3$ meV [17, 18]). Notably, the measured $\Delta$ values for $x = 0.4$ are considerably greater than the calculated ones. The reason for this discrepancy is unknown. Tuning the material and structural parameters, including the band offset and layer thicknesses, did not reproduce the large values of $\Delta$. As we see below, the calculation also slightly underestimates the critical thickness for the topological phase transition at which $\Delta$ goes to zero.

Having clarified how $\Delta$ depends on the structural parameters, now we examine the in situ electric-field tuning of $\Delta$ and demonstrate a gate-controlled topological phase transition. For this purpose, we use sample C ($x = 0.4$, $d_{\text{InAs}} = 5.5$ nm), which was designed so that $E_{\text{g0}}$ is close to zero at zero gate voltages. As the InAs layer resides below the InGaSb layer in this sample, a positive (negative) back-gate voltage $V_{BG}$ increases (decreases) $E_{\text{g0}}$ and makes the system more (less) inverted. Figure 4(a) shows $\rho_{xx}$ vs. $V_{BG}$ measured at various $V_{BG}$'s. With increasing $V_{BG}$, the $\rho_{xx}$ peak shifts to a more negative $V_{BG}$, reflecting the corresponding charge neutrality condition. The important observation is that the $\rho_{xx}^\text{peak}$ first decreases and then starts growing. This re-entrant behavior becomes more evident by plotting $\Delta$ measured at each $V_{BG}$ [Fig. 4(b)] [27], demonstrating a gate-controlled topological-to-normal insulator phase transition. The observed re-entrant $V_{BG}$ dependence of $\Delta$ agrees fairly well with our self-consistent $\mathbf{k} \cdot \mathbf{p}$ calculation, shown by the broken line in Fig. 4(b).

The significance of our data lies in the large $\Delta$ and, accordingly, the large $\rho_{xx}^\text{peak}$ achieved in both normal and topological insulator regimes. Although a gate-controlled topological
fermions. Contrary to this expectation, an Arrhenius analysis of the temperature dependence yields a finite energy gap, as shown in Fig. 4(b). Here, several caveats need to be considered. The first is that the temperature dependence at the transition is small—\( \rho_{\text{peak}} \) changes only by a factor of two [inset of Fig. 4(a)], which can be fitted by other functional forms. Indeed, different temperature dependence, either quadratic or linear, is expected when the gaps closes, depending on the ratio between temperature and level broadening [29]. The second is the electrostatic potential fluctuations due to background charge, which causes the formation of \( n \)- or \( p \)-type domainor charge puddlescontaining electrons or holes. There, charge transport occurs through hopping or tunneling between charge puddles [30]. The third is the spatial fluctuations in the CQW layer thicknesses and alloy composition that are unavoidable in actual samples. As seen in Fig. 3, even a small increase in \( d_{\text{InAs}} \) by one monolayer (0.3 nm) around the critical thickness yields a large gap of about 10 meV. Importantly, thickness variation around the critical value causes \( E_{\text{g0}} \) to spatially fluctuate around zero, which would result in the formation of topological and non-topological domains. In this situation, transport can occur through helical “edge” channels that form in the sample interior along the borders between topologically distinct domains. Furthermore, the combination of electrostatic potential fluctuations and the layer thickness fluctuations yields various transport regimes [30]. The last is the possibility of the excitonic phases that are expected to emerge near the phase transition point [31–33]. In such phases, the system remains an insulator, with the gap arising from the attractive Coulomb interaction between electrons and holes that form excitons. A further investigation is needed for a detailed understanding of the behavior at the transition.

In summary, we reported the tuning of the energy gap in InAs/In\(_x\)Ga\(_{1-x}\)Sb CQWs by means of epitaxial strain, layer thicknesses, and an electric field. The largest energy gap of 35 meV obtained in highly strained InAs/In\(_0.4\)Ga\(_{0.6}\)Sb CQWs is an order of magnitude larger than that for conventional InAs/GaSb CQWs. While this value is not far from those of strain-engineered HgTe/CdHgTe QWs (55 meV) [34] and monolayer WTe\(_2\) (55 meV) [35], the bulk resistivity at low temperatures is limited by a different mechanism with a smaller energy scale, indicating the need for further material improvement. The electric-field driven topological phase transition with a sizeable energy gap in both topological and normal insulator phases opens the possibility of electrical switching of the edge transport.
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