Improving quantum measurements by introducing “ghost” Pauli products
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Reducing the number of measurements required to estimate the expectation value of an observable is crucial for the variational quantum eigensolver to become competitive with state-of-the-art classical algorithms. To measure complicated observables such as a molecular electronic Hamiltonian, one of the common strategies is to partition the observable into linear combinations (fragments) of mutually commutative Pauli products. The total number of measurements for obtaining the expectation value is then proportional to the sum of variances of individual fragments. We propose a method that lowers individual fragment variances by modifying the fragments without changing the total observable expectation value. Our approach is based on adding Pauli products (“ghosts”) that are compatible with members of multiple fragments. The total expectation value does not change because a sum of coefficients for each “ghost” Pauli product introduced to several fragments is zero. Yet, these additions change individual fragment variances because of the non-vanishing contributions of “ghost” Pauli products within each fragment. The proposed algorithm minimizes individual fragment variances using a classically efficient approximation of the quantum wavefunction for variance estimations. Numerical tests on a few molecular electronic Hamiltonian expectation values show several-fold reductions in the number of measurements in the “ghost” Pauli algorithm compared to those in the other recently developed techniques.

I. INTRODUCTION

The variational quantum eigensolver (VQE) is one of the most promising strategies for finding the ground-state of a molecular electronic Hamiltonian \( H \) on quantum devices in the noisy intermediate-scale quantum (NISQ) era. VQE circumvents the hardware limitations of NISQ devices by using both quantum and classical resources to find solutions of the time-independent Schrödinger equation (TISE): \( \hat{H}\ket{\psi} = E\ket{\psi} \). The lowest eigenvalue of the TISE can be found by minimizing the expectation value \( E_\theta = \langle \psi_\theta | \hat{H} | \psi_\theta \rangle \) of \( \hat{H} \) using a trial state, \( \ket{\psi_\theta} \). In VQE, a quantum computer prepares \( \ket{\psi_\theta} \) and measures the expectation value \( E_\theta \), whereas a classical optimizer suggests a new trial state and minimizes \( E_\theta \).

The accurate measurement of \( E_\theta \) is crucial for VQE and is not trivial because only Pauli-\( \hat{z} \) operators can be measured on current digital quantum computers. The qubit Hamiltonian obtained by applying one of the fermion-qubit mappings to the molecular electronic Hamiltonian is a linear combination of \( N_q \)-qubit Pauli products:

\[
\hat{H} = \sum_{k=1}^{N_P} c_k \hat{P}_k, \tag{1}
\]

where each Pauli product \( \hat{P}_k \) is a tensor product of Pauli operators and identities for individual qubits:

\[
\hat{P}_k = \bigotimes_{n=1}^{N_q} \sigma_n, \quad \sigma_n \in \{ \hat{x}_n, \hat{y}_n, \hat{z}_n, \hat{1}_n \}. \]

It is, in principle, possible to obtain the expectation value \( E_\theta \) by transforming \( \hat{H} \) into its Ising form, \( \hat{U} \hat{H} \hat{U}^\dagger = \sum_i a_i \hat{z}_i + \sum_{ij} a_{ij} \hat{z}_i \hat{z}_j + \ldots, \) and to measure using

\[
E_\theta = \langle \psi_\theta | \hat{U} \hat{H} \hat{U}^\dagger | \psi_\theta \rangle = \langle \hat{U} \psi_\theta | \hat{U} \hat{H} \hat{U}^\dagger | \hat{U} \psi_\theta \rangle. \tag{2}
\]

However, this approach is impractical as it is equivalent to diagonalizing \( \hat{H} \) in the computational basis.

One of the most successful approaches for overcoming the difficulty in measuring \( E_\theta \) is partitioning the Hamiltonian

\[
\hat{H} = \sum_{\alpha=1}^{N_\alpha} \hat{H}_\alpha \tag{3}
\]

and obtaining \( E_\theta \) by adding every \( \langle \psi_\theta | \hat{H}_\alpha | \psi_\theta \rangle \) measured separately. These techniques partition the Hamiltonian such that it is feasible to implement on a quantum computer the unitary operator \( \hat{U}_\alpha \) that transforms each \( \hat{H}_\alpha \) into its Ising form. Such fragmentations of the molecular electronic Hamiltonian have been done in the qubit space or in the fermionic space followed by the final transformations of the resulting operators into the qubit space. Fermionic algebra based techniques differ in whether they find the measurable fragments through the low-rank (LR) or full-rank (FR) decompositions of the two-electron part of the molecular electronic Hamiltonian in the second-quantized form.

On the other hand, the fully commuting (FC) fragmentation scheme as one of the qubit space techniques, partitions the Hamiltonian into fragments containing mutually commutative Pauli products. Each unitary
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operator $\hat{U}_\alpha$ corresponding to an FC fragment can be implemented efficiently using only one- and two-qubit Clifford gates.\cite{1410.2312} If one were to impose a stricter condition of qubit-wise commutativity (QWC)\cite{2402.04810} between the Pauli products in a fragment, only one-qubit Clifford gates (i.e., local transformations) would be required to implement $\hat{U}_\alpha$. Yet, the performance of different fragmentation schemes should be judged based on the total number of measurements required to estimate $E_\theta$ up to desired accuracy $\epsilon$\cite{2305.14708,2305.14709}.

$$M(\epsilon) = \frac{1}{\epsilon^2} \sum_{\alpha=1}^{N_f} \frac{\text{Var}_\psi(\hat{H}_\alpha)}{m_\alpha},$$

where $\text{Var}_\psi(\hat{H}_\alpha) = \langle \psi | \hat{H}_\alpha^2 | \psi \rangle - \langle \psi | \hat{H}_\alpha | \psi \rangle^2$ is the fragment variance, and $m_\alpha$ is the fraction of the total number of measurements allocated to the $\alpha$th independently measured fragment; from Eq. (4) onward, we omit $\theta$ in $|\psi\rangle$ and $E_\theta$ for brevity. It was shown\cite{2305.14708,2305.14709} that $M(\epsilon)$ in the QWC techniques are typically higher than $M(\epsilon)$ in the FC techniques. Moreover, a recent study\cite{2402.04810} compared $M(\epsilon)$ in FC and QWC techniques while accounting for the non-unit fidelities of the quantum gates implementing $\hat{U}_\alpha$. This study demonstrated that even after considering fidelities of one- and two-qubit gates, the FC fragmentation methods usually have lower $M(\epsilon)$. As suggested by a recently performed resource estimation,\cite{2402.04810} low $M(\epsilon)$ is crucial for VQE to be competitive with state-of-the-art classical methods. Therefore, we limit our discussion to the FC scheme.

Even within the FC approach, due to non-transitivity of the commutativity relation, there are multiple ways to partition the Hamiltonian to groups.\cite{2402.04810} Fragments’ variances differ in different FC partitionings, and thus, $M(\epsilon)$ generally changes with a particular FC partitioning. In addition to changing the FC partitioning approach, one can lower $M(\epsilon)$ by exploiting that some Pauli products in the Hamiltonian can be shared by several measurable fragments and are added to multiple measurable fragments such that the coefficients of $\hat{P}_g$ in those fragments cancel out upon summation (e.g., $\hat{H}_1 \rightarrow \hat{H}_1' = \hat{H}_1 + b\hat{P}_g$ and $\hat{H}_2 \rightarrow \hat{H}_2' = \hat{H}_2 - b\hat{P}_g$). Due to the cancellation, ghost Pauli products do not change the expectation value $E$. On the other hand, contributions of ghost Pauli products to $M(\epsilon)$ are non-vanishing, and one can reduce $M(\epsilon)$ by optimizing their coefficients.

II. THEORY

A. Common framework for coefficient splitting and ghost Pauli products

It is convenient to introduce a unifying framework for coefficient splitting and ghost Pauli techniques by considering both techniques as modifications to the initial fragments $\hat{H}_\alpha^{(0)}$ obtained by partitioning the Hamiltonian: $\hat{H} = \sum_\alpha \hat{H}_\alpha^{(0)}$. Each of these initial fragments is a linear combination of mutually commutative Pauli products:

$$\hat{H}_\alpha^{(0)} = \sum_k c_k \hat{P}_k, \quad \hat{P}_k \in \mathcal{P}_\alpha^{(0)}, \quad \alpha = 1, \ldots, N_f,$$

where $\mathcal{P}_\alpha^{(0)}$ denotes a set of Pauli products in the $\alpha$th fragment, and $c_k$ are corresponding coefficients. In the coefficient splitting and ghost Pauli techniques, the initial fragments are modified into

$$\hat{H}_\alpha = \hat{H}_\alpha^{(0)} + c_s^{(\alpha)} \hat{P}_s, \quad \alpha \in A_s$$

by adding $c_s^{(\alpha)} \hat{P}_s$ to multiple fragments indexed by $\alpha \in A_s$, where $A_s$ corresponds to a set of fragments compatible with $\hat{P}_s$. In this formulation, the only difference between the coefficient splitting and ghost Pauli techniques is that for the former, the shared Pauli product $\hat{P}_s$ is from $\hat{H}$, while this is not the case for the latter. The newly added coefficients $c_s^{(\alpha)}$ can be varied while ensuring $\hat{H} = \sum_\alpha \hat{H}_\alpha$ by imposing

$$\sum_{\alpha \in A_s} c_s^{(\alpha)} = 0.$$

Taking advantage of this increased freedom in the fragments, $M(\epsilon)$ is reduced by optimizing $c_s^{(\alpha)}$. In what follows, we will refer to the unified framework approach
combining coefficient splitting and ghost Pauli products as the shared Pauli products (SPP) technique.

**B. Initial fragments**

The best choice of the initial set of fragments among the FC partitionings that gives the lowest \(M(\epsilon)\) is the sorted insertion (SI) technique. It is based on the “greedy” approach, and its success can be understood by considering an \(M(\epsilon)\) expression with the optimal choice of \(m_\alpha\) minimizing \(M(\epsilon)\)

\[
m_\alpha = \frac{[\text{Var}_\psi(\hat{H}_\alpha)]^{1/2}}{\sum_{j=1}^N [\text{Var}_\psi(\hat{H}_j)]^{1/2}}.
\]

This choice of \(m_\alpha\) gives

\[
M_{\text{opt}}(\epsilon) = \frac{1}{c^2} \left[ \sum_{j=1}^{N_f} \frac{\text{Var}_\psi(\hat{H}_j)}{\text{Var}_\psi(\hat{H}_j)} \right]^2.
\]

For distributions of fragments with a fixed sum of variances, the sum of square roots appearing in \(M_{\text{opt}}(\epsilon)\) is lower for fragments with an uneven distribution of variances. Such uneven distributions naturally appear in the “greedy” approach.

Even though the SI algorithm gives the best fragments for \(M(\epsilon)\) without further optimization, to make the partitioning algorithm better for the SPP optimization, we used an additional modification. The modification serves the purpose of increasing the number of sharable Pauli products possible for created parts, thereby improving the performance of SPP. We modify the SI algorithm by avoiding grouping certain commuting Pauli products that otherwise would be grouped. Note that a product \(\hat{P}_k \hat{P}_l\) of two Pauli products \(\hat{P}_k\) and \(\hat{P}_l\) is compatible with a measurable fragment \(\hat{H}_\alpha^{(0)}\) that contains both these Pauli products (i.e., \(\hat{P}_k, \hat{P}_l \in \mathcal{P}_\alpha^{(0)}\)).

More generally, all possible products \(\hat{P}_p = \hat{X}_1 \cdots \hat{X}_L\), where \(\hat{X}_k\) is either \(\hat{1}\) or \(\hat{P}_k \in \mathcal{P}_\alpha^{(0)}\), commute with every \(\hat{P}_k \in \mathcal{P}_\alpha^{(0)}\) (because every \(\hat{P}_k \in \mathcal{P}_\alpha^{(0)}\) mutually commutes). In our SI modification, we avoid adding to an existing group any Pauli product that is a product of existing Pauli products (Appendix A describes details of this procedure).

With this modification, our SI procedure has the following steps:

**Initialization:** Sort the Pauli products \(\hat{P}_k\) in the Hamiltonian \(\hat{H} = \sum_k c_k \hat{P}_k\) in the descending order of \(|c_k|\). To start, \(N_f = 0\).

**Iteration over the Pauli product \(\hat{P}_k\) in the sorted list:**

1. If \(N_f = 0\), go directly to step 2. Otherwise, iterate over \(\alpha = 1, \ldots, N_f\) and add \(c_\alpha \hat{P}_k\) to the first fragment \(\hat{H}_\alpha^{(0)}\) if \(\hat{P}_k\) commutes with all elements of \(\hat{H}_\alpha^{(0)}\) and is not a product of elements from \(\hat{H}_\alpha^{(0)}\).

2. If \(c_\alpha \hat{P}_k\) was not added to any fragment, increase \(N_f\) by one and initiate a new fragment containing only \(c_\alpha \hat{P}_k\), i.e., \(N_f \rightarrow N_f + 1\) and \(\hat{H}_{N_f} = c_\alpha \hat{P}_k\). Go to step 1 unless every \(\hat{P}_k\) in the Hamiltonian has already been considered.

After this algorithm, a few of resulting fragments can be measured together because the Pauli products in these fragments are mutually commutative. Theorem 1 of Ref. [10] shows that merging such fragments always reduces \(M(\epsilon)\). Therefore, we iterate through the pairs of fragments and merge them if all Pauli products in the two fragments are mutually commutative.

**C. Selecting shared Pauli products**

We select shared Pauli products for a pair of fragments at a time. It is possible to extend this approach to more than two fragments, but satisfying simultaneous compatibility for more fragments can reduce the number of possible sharable candidates. For a pair of fragments, Appendix A describes an efficient procedure to find all compatible Pauli products. The efficiency is due to reformulating the search procedure as a solution for a linear system of equations. The search usually results in a large number of Pauli products, and only a fraction of these Pauli products can lower \(M(\epsilon)\) appreciably. Thus, in what follows, we describe a two-step screening of Pauli products sharable between two fragments.

1. **Removing redundancies:** Appendix B shows that if actions of two Pauli products \(\hat{P}_t\) and \(\hat{P}_s\) on the system wavefunction are the same, \(\hat{P}_t |\psi\rangle = \hat{P}_s |\psi\rangle\), there is no benefit in including them both as sharable Pauli products to lower \(M(\epsilon)\). Using the involutory property of the Pauli products, \(\hat{P}^2 = 1\), the action equality condition can be also rewritten as \(\hat{P}_t |\psi\rangle = |\psi\rangle\). Since it is computationally difficult to test the equality condition for a general trial wavefunction \(|\psi\rangle\), we use a Hartree–Fock approximation, (HF), instead.

2. If \(|\psi\rangle\) is an eigenstate of an all-\(\hat{z}\) Pauli product, then \(\hat{P}_t \hat{P}_s |\psi\rangle = |\psi\rangle\) is satisfied if \(\hat{P}_t \hat{P}_s\) is an all-\(\hat{z}\) Pauli product. Using that two Pauli products multiply to an all-\(\hat{z}\) Pauli product if all the occurrences of either Pauli-\(\hat{x}\) or Pauli-\(\hat{y}\) operator are on the same qubits, we exclude all such Pauli products except one, e.g., only one from \(\hat{x}_1 \hat{y}_2 \hat{z}_3\), \(\hat{y}_1 \hat{x}_2\), and \(\hat{y}_1 \hat{y}_2\) is included (see Appendix C for details). This preselection can lead to the removal of Pauli products that do not satisfy the action equality condition for \(|\psi\rangle\) because (HF) is only an approximation to \(|\psi\rangle\). In particular, for multi-reference systems, the accuracy of the single-determinant (HF) wavefunction decreases, and thus our redundancy removal procedure would also be less accurate. Therefore, we limit this removal procedure only to ghost Pauli products and not to the Pauli products in \(\hat{H}\).
pair $\hat{H}_\alpha$ and $\hat{H}_\beta$ is

$$
\Delta M(\epsilon) = \frac{1}{\epsilon^2} \sum_{j=\alpha,\beta} \frac{\text{Var}_\phi(\hat{H}_j) - \text{Var}_\phi(\hat{H}_j')} m_j
$$

$$
= \frac{1}{\mu^2} \left[ 2\epsilon D(\hat{P}_s) - \epsilon^2 \text{Var}_\phi(\hat{P}_s) \right],
$$

(10)

where $\hat{H}_j' = \hat{H}_\alpha + c\hat{P}_s$ and $\hat{H}_j' = \hat{H}_\beta - c\hat{P}_s$ are the fragments after the addition of $\hat{P}_s$; for brevity,

$$
D(\hat{P}_s) = \frac{m_\alpha \text{Cov}_\phi(\hat{H}_\beta, \hat{P}_s) - m_\beta \text{Cov}_\phi(\hat{H}_\alpha, \hat{P}_s)}{m_\alpha + m_\beta}
$$

(11)

and $\mu = m_\alpha m_\beta / (m_\alpha + m_\beta)$ are defined. Note that we use the variances and covariances approximated using the configuration interaction singles and doubles (CISD) wavefunction $|\phi\rangle$ for selecting the shared Pauli products. If $\text{Var}_\phi(\hat{P}_s) = 0$, from the Cauchy–Schwarz inequality

$$
|\text{Cov}_\phi(\hat{H}_\alpha, \hat{P}_s)| \leq |\text{Var}_\phi(\hat{H}_\alpha)| |\text{Var}_\phi(\hat{P}_s)|^{1/2}
$$

(12)

for covariances, we find that $D(\hat{P}_s) = 0$; as a result, $\Delta M(\epsilon)$ in Eq. (10) also vanishes for all $c$. Therefore, we preselect only ghost Pauli products with variances $\text{Var}_\phi(\hat{P}_s) > 0.9$.

If $\text{Var}_\phi(\hat{P}_s) \neq 0$, the reduction in $M(\epsilon)$ [Eq. (10)] is maximized:

$$
\Delta M_{\text{max}}(\epsilon) = \frac{D(\hat{P}_s)^2}{\mu^2 \text{Var}_\phi(\hat{P}_s)}
$$

(13)

when

$$
c = \frac{D(\hat{P}_s)}{\text{Var}_\phi(\hat{P}_s)}.
$$

(14)

Using the Cauchy–Schwarz inequality (12) and taking optimal $m_\alpha$ from Eq. (8), we find the upper bound for the expected reduction as

$$
\Delta M_{\text{max}}(\epsilon) \leq p\Lambda \equiv p \left[ |\text{Var}_\phi(\hat{H}_\alpha)|^{1/2} / |\text{Var}_\phi(\hat{H}_\beta)|^{1/2} \right]^{1/2}.
$$

(15)

where $\Lambda \leq \min(\text{Var}_\phi(\hat{H}_\alpha), \text{Var}_\phi(\hat{H}_\beta))^{1/2}$, and prefactor $p = 4 \sum_j |\text{Var}_\phi(\hat{H}_j)|^{1/2} / \epsilon^2$ which is common for all pairs. We preselect pairs of fragments based on Eq. (15), which shows that large variances of the pair of fragments result in a large expected reduction in $M(\epsilon)$. After ranking the pairs according to Eq. (15), we exclude all pairs in the first quartile.

Among the preselected pairs of fragments $(\hat{H}_\alpha, \hat{H}_\beta)$ and compatible Pauli products $\hat{P}_s$, we only add $\hat{P}_s$ to $\hat{H}_\alpha$ and $\hat{H}_\beta$ if this addition reduces $M(\epsilon)$ significantly [i.e., if $\epsilon^2 \Delta M_{\text{max}}(\epsilon) \geq 1 \cdot 10^{-5}$]. For each shared Pauli product $\hat{P}_s$, we iterate through the compatible pairs $(\hat{H}_\alpha, \hat{H}_\beta)$ and evaluate the expected reduction in $M(\epsilon)$ [Eq. (13)] with measurements allocated according to the initial fragments: $m_\alpha \propto |\text{Var}_\phi(\hat{H}_\alpha(0))|^{1/2}$. If $\epsilon^2 \Delta M_{\text{max}}(\epsilon) \geq 1 \cdot 10^{-5}$, then $\hat{P}_s$ is added to $\hat{H}_\alpha$ and $\hat{H}_\beta$ with coefficients $c_\alpha(\alpha) = c$ and $c_\beta(\beta) = -c$ [computed using Eq. (14)]. The order in which $\hat{P}_s$ are added matters. The Pauli products compatible with a pair of fragments are not necessarily commutative with each other, and therefore the addition of $\hat{P}_s$ prevents all Pauli products that do not commute with $\hat{P}_s$ to be introduced. We iterate through the Pauli products in the descending order of the magnitude of their coefficients in the Hamiltonian $(|\epsilon_k|)$. Therefore, all Pauli products in the Hamiltonian are introduced before the ghost Pauli products, while no particular order is imposed between the ghost Pauli products. The systematic analysis of how this ordering affects $M(\epsilon)$ is beyond the scope of our work.

D. Optimization of coefficients and measurement allocation

Once the fragments have been formed by introducing all selected shared Pauli products, the cost function $M(\epsilon)$ is optimized iteratively in two steps: 1) $m_\alpha$ are computed according to Eq. (8) with fixed $c_\alpha(\alpha)$, 2) $c_\alpha(\alpha)$ are optimized with fixed $m_\alpha$. For optimizing $c_\alpha(\alpha)$, we follow a similar procedure in ICS to ensure that the fragments sum up to the Hamiltonian, we fix one of $\{c_\alpha(\alpha)\}_{\alpha \in A_s}$, as $c_{s}(s^*) = -\sum_{\alpha \in A_s \setminus \{s^*\}} c_\alpha(\alpha)$. The optimal coefficients are then found by solving the linear system

$$
\epsilon^2 \frac{\partial M(\epsilon)}{\partial c_{s}(\alpha)} = \frac{2}{m_\alpha} \left[ \text{Cov}_\phi(\hat{H}_\alpha(0), \hat{P}_s) + \sum_{t : s \in A_t} \text{Cov}_\phi(\hat{P}_s, \hat{P}_t)c_{t}(\alpha) \right]
$$

$$
- \frac{2}{m_{s^*}} \left[ \text{Cov}_\phi(\hat{H}_\alpha(0), \hat{P}_s) + \sum_{t : s^* \in A_t} \text{Cov}_\phi(\hat{P}_s, \hat{P}_t)c_{t}(s^*) \right] = 0.
$$

(16)

The final measurement allocation $m_\alpha$ obtained at the end of this iterative procedure suggests optimal $M_m$ measurements for each fragment, where $M$ is the user-defined total number of measurements for estimating $\langle \psi | \hat{H} | \psi \rangle$. Even though $M_m$ is non-integer, because $M$ is $\sim 10^6$ in practice, rounding $M_m$ to the nearest integer should only have a negligible impact on the final error $\epsilon$. The algorithm proposed in this section will be referred as the shared Pauli products (SPP) method.

As the number of introduced shared Pauli products increases, solving the linear system in Eq. (16) can become difficult due to the cubic scaling with the number of optimization variables. Therefore, we propose an approximate optimization technique that scales linearly with the total number of Pauli products shared between pairs of fragments. For each selected $\hat{P}_s$ in a pair $\hat{H}_\alpha$ and $\hat{H}_\beta$, the optimal coefficients are assigned consecutively as $c_{s}(\alpha) = c$ and $c_{s}(\beta) = -c$, where $c$ is in Eq. (14). We will refer to
the algorithm that employs this approximate optimization technique as sequentially optimized SPP (so-SPP). Other than the approach used for optimizing \( c_s^{(a)} \), SPP and so-SPP are identical in all other aspects.

In both SPP and so-SPP, the variances and covariances used for the optimization are only approximate, and thus \( c_s^{(a)} \) and \( m_a \) that minimize

\[
M_\epsilon(\epsilon) = \sum_{\alpha=1}^{N_f} \frac{\text{Var}_\alpha(\hat{H}_\alpha)}{m_\alpha}
\]

(17)
can still yield high values of \( M(\epsilon) \) evaluated for the exact wavefunction. We refer to this problem as over-optimization because its origins are in accurate optimization based on approximate wavefunction. This over-optimization was observed for molecules near their equilibrium geometries in Ref. 18 and is expected to be even more profound in strongly correlated systems for which the CISD wavefunction is less accurate. Appendix D describes our approach to avoid over-optimization.

III. RESULTS AND DISCUSSION

We compare \( M(\epsilon) \) in SPP with that in SI\textsuperscript{15} and ICS\textsuperscript{16}. The SI algorithm and the ICS method were chosen because they have one of the lowest \( M(\epsilon) \) among previously proposed fragmentation techniques. Following the study\textsuperscript{15} that originally proposed ICS, the initial fragments in the ICS method were obtained using the standard SI algorithm\textsuperscript{15} because SI fragments already provide enough compatible Pauli products for coefficient splitting. The algorithms were used to compute \( M(\epsilon) \) for electronic Hamiltonians of several molecules: \( \text{H}_2 \), \( \text{LiH} \), \( \text{BeH}_2 \), \( \text{H}_2\text{O} \), and \( \text{NH}_3 \). The qubit Hamiltonians were obtained using the Jordan–Wigner (JW) and Bravyi–Kitaev (BK)\textsuperscript{7,8} transformations of the fermionic Hamiltonians in the STO-3G basis set and the following nuclear geometries:

- \( \text{H}_2 \) at \( R(\text{H}–\text{H}) = 1 \text{ Å} \) for the stretched geometry and \( R(\text{H}–\text{H}) = 3.0 \text{ Å} \) for the \( \text{LiH} \).
- \( \text{BeH}_2 \) at \( R(\text{Be}–\text{H}) = 1 \text{ Å} \) with \( \angle\text{HBeH} = 180^\circ \).
- \( \text{H}_2\text{O} \) at \( R(\text{O}–\text{H}) = 1 \text{ Å} \) with \( \angle\text{HOH} = 107.6^\circ \).
- \( \text{NH}_3 \) at \( R(\text{N}–\text{H}) = 1 \text{ Å} \) with \( \angle\text{HNH} = 107^\circ \).

To demonstrate the methods’ performance in the strongly correlated regime, we computed \( M(\epsilon) \) for \( \text{BeH}_2 \) and \( \text{H}_2\text{O} \) at geometries stretched to more than twice their equilibrium bond length geometries, i.e., \( R(\text{Be}–\text{H}) = 3.0 \text{ Å} \) and \( R(\text{O}–\text{H}) = 2.2 \text{ Å} \). Because Hamiltonian tapering\textsuperscript{33,34,35} is commonly employed in VQE to reduce the qubit requirements\textsuperscript{31,32} we account for both untapered and tapered Hamiltonians and show that the proposed algorithm works well for both types of Hamiltonians.

Table I presents \( \epsilon^2 M(\epsilon) \) for different algorithms. \( \epsilon^2 M(\epsilon) \) values are equivalent to the number of required measurements in millions to obtain \( \langle \psi | \hat{H} | \psi \rangle \) with \( 10^{-3} \) a.u. accuracy. Owing to the increased flexibility in the fragments offered by coefficient splitting and ghost spawning, SPP has a lower \( M(\epsilon) \) than both SI and ICS for most systems. The only exceptions from this trend are tapered JW Hamiltonian of \( \text{H}_2\text{O} \) at the stretched geometry and \( \text{H}_2 \), where no fragmentation method was able to obtain a lower \( M(\epsilon) \) than that in SI. Excluding these cases, on average, SPP has \( M(\epsilon) \) that is a factor of 5.3 lower than \( M(\epsilon) \) in SI and a factor of 1.5 lower than \( M(\epsilon) \) in ICS. The largest reductions in \( M(\epsilon) \) compared to SI and ICS were by factors of 8.8 and 1.8, respectively. Moreover, the \( M(\epsilon) \) values in SPP are also significantly lower than those in the fermionic decomposition methods. For systems presented both here and in Ref. 17, \( M(\epsilon) \) in SPP is, on average, 19 times lower than \( M(\epsilon) \) in the LR decompositions and 14 times lower than \( M(\epsilon) \) in the FR decomposition. Neither the choice between the JW and BK transformations nor the qubit tapering produced an appreciable change in the number of measurements.

| Systems | \( N_q \) | SI | ICS | SPP | so-SPP |
|---------|--------|----|----|-----|------|
| \( \text{H}_2 \) | 4 | 0.136 | 0.136 | 0.136 | 0.136 |
| \( \text{LiH} \) | 12 | 0.882 | 0.240 | 0.158 | 0.172 |
| \( \text{BeH}_2 \) | 14 | 1.11 | 0.479 | 0.370 | 0.413 |
| \( \text{BeH}_2 \) (stretched) | 14 | 2.11 | 1.27 | 0.928 | 1.47 |
| \( \text{H}_2\text{O} \) | 14 | 7.59 | 1.52 | 1.33 | 1.54 |
| \( \text{H}_2\text{O} \) (stretched) | 14 | 3.96 | 1.56 | 1.05 | 1.73 |
| \( \text{NH}_3 \) | 16 | 18.8 | 3.34 | 2.24 | 2.90 |
| \( \text{BeH}_2 \) (stretched) | 9 | 2.27 | 1.03 | 0.945 | 1.31 |
| \( \text{H}_2\text{O} \) (stretched) | 10 | 7.38 | 1.53 | 0.952 | 1.33 |
| \( \text{NH}_3 \) (stretched) | 10 | 3.92 | 1.01 | 1.07 | 3.45 |
| \( \text{NH}_3 \) | 14 | 18.8 | 3.33 | 2.13 | 2.84 |

Increased flexibility of SPP leads to a lower \( M(\epsilon) \), but also results in the increased number of optimization variables \( (N_q) \). This makes SPP more computationally expensive than ICS. While both ICS and SPP use the same
approach to optimize the variables, for systems in Table II, $N_s$ in SPP scales as $N_P^{3.5}$, whereas $N_s$ in ICS scales linearly with $N_P$, and on average, $N_s$ in SPP is 2.3 times higher than that in ICS. This larger number of optimization variables is problematic because the optimization step, which involves solving a system of linear equations, has $\sim N_s^2$ scaling. As a more efficient alternative, we proposed the so-SPP method that optimizes the coefficients approximately using a linearly scaling algorithm. This so-SPP method is particularly useful for larger systems because $N_s$ grows as $N_P^{1.5}$.

Due to its approximate optimization, so-SPP has a higher $M(\epsilon)$ than SPP. Nevertheless, $M(\epsilon)$ in so-SPP is still much lower than that in SI. Furthermore, so-SPP also performed better than ICS for most systems except the strongly correlated ones. This under-performance of so-SPP suggests that correctly accounting for the couplings between $c_i^{(\alpha)}$ becomes more important for their optimization in strongly correlated systems.

IV. CONCLUSION

This work generalizes the class of approaches that take advantage of Pauli products compatible with multiple measurable fragments to reduce the number of measurements. As an extension to the previous methods, which limit such Pauli products to those in the Hamiltonian, we allow adding to the measurable fragments the Pauli products that are not in the Hamiltonian. To preserve the expectation value of the Hamiltonian, these Pauli products have to be introduced such that their coefficients sum to zero. Yet, because the number of measurements is a non-linear function of the Pauli product coefficients, the contributions of the newly introduced Pauli products to the number of measurements are non-vanishing. By optimally introducing these Pauli products, the proposed SPP method was able to achieve the number of measurements several times lower than that in existing methods.

This reduction in the number of measurements achieved by SPP came at the expense of an increased number of optimization variables. However, depending on the availability of classical resources, the number of optimization variables in the proposed algorithm can be suitably reduced by changing the user-defined criteria for selecting the shared Pauli products. In addition, we proposed computationally less expensive so-SPP, which uses an optimization technique that scales linearly with the total number of Pauli products shared by pairs of fragments.

Lastly, although our implementation of SPP relied on the covariances between Pauli products computed with the CISD wavefunction, one could improve this implementation by using the accumulated VQE measurement results to enhance the covariance estimates. A possible future direction is developing an algorithm that continuously adapts the SPP fragments and measurement allocation according to these enhanced covariance estimates.
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APPENDIX A: CHECKING PAULI PRODUCT FACTORIZATION AND FINDING COMPATIBLE PAULI PRODUCTS

Two procedures described in this appendix are based on the isomorphism between Pauli products and a linear symplectic space of vectors over the binary field $Z_2$. Thus, first, this isomorphism will be described and then problems of Pauli product factorization into existing Pauli products and of search for Pauli products that are compatible with two groups of commuting Pauli products will be addressed.

Isomorphism between the space of the Pauli products and linear symplectic vector space over the binary field

The isomorphism is built by corresponding each Pauli product $\hat{P}$ in the space of the $N_q$-qubit to vector $\vec{P}$ from a $2N_q$-dimensional linear symplectic vector space $\mathcal{F}$ over the binary field $Z_2$ as

$$(\vec{P}_n, \vec{P}_{N_q+n}) = \begin{cases} (0,1), & \text{if the } n\text{th qubit of } \hat{P} \text{ is } \hat{z}_n, \\ (1,0), & \text{if the } n\text{th qubit of } \hat{P} \text{ is } \hat{x}_n, \\ (1,1), & \text{if the } n\text{th qubit of } \hat{P} \text{ is } \hat{y}_n, \\ (0,0), & \text{if the } n\text{th qubit of } \hat{P} \text{ is } 1_n, \end{cases} \quad (18)$$

for $n = 1, \ldots, N_q$. For example, if $N_q = 4$ and $\hat{P} = \hat{z}_2\hat{y}_3\hat{x}_4$, then the corresponding Pauli vector is $\vec{P} = (0011; 0110)$, where the semicolon only serves to improve the readability.

Multiplication of Pauli products is related to addition of vectors: $\vec{P}_1\vec{P}_2 = p\vec{P}$ is equivalent to $\vec{P}_1 + \vec{P}_2 = \vec{P}$, where $p$ is the phase factor unimportant for our application as it can be absorbed into the coefficient of $\hat{P}$ ($p = \pm 1, \pm i$ depending on the orders of single-qubit operators in $\hat{P}_1\hat{P}_2$).

The commutativity of Pauli products is equivalent to the orthogonality of binary symplectic vectors, $\langle \vec{P}_1, \vec{J}\vec{P}_2 \rangle = 0$, where $\langle , \rangle$ is the usual Euclidean inner product, and $\vec{J}$ is the symplectic metric matrix

$$\vec{J} = \begin{pmatrix} 0_{N_q} & 1_{N_q} \\ 1_{N_q} & 0_{N_q} \end{pmatrix} \quad (19)$$

consisting of $N_q \times N_q$ identity matrix ($\mathbf{1}_{N_q}$) and zero matrix ($\mathbf{0}_{N_q}$).

Finding compatible Pauli products

We also employed the mapping between $\hat{P}$ and $\vec{P}$ to find all Pauli products that are mutually commutative with every $\hat{P}_k$ in a group pair of $H_\alpha$ and $H_\beta$. When mapped to the vectors in $\mathcal{F}$, the mutual commutativity of $\hat{P}$ with every $\hat{P}_k$ is equivalent to

$$M\vec{J}\vec{P} = 0, \quad (20)$$

where $\vec{M}$ is a matrix having $\vec{P}_k$ as rows. Because all $\vec{J}\vec{P}$ satisfying Eq. (20) is in the null space of $\vec{M}$, we found the null space basis vectors using row reduction (Gaussian elimination). Taking all possible linear combinations of these basis vectors yields every $\vec{J}\vec{P}$ satisfying Eq. (20).

APPENDIX B: IDENTIFYING THE REDUNDANT PAULI PRODUCTS

We show that the required number of measurements, $M(\epsilon)$, cannot be reduced further by introducing $\vec{P}_t$ on top of $\vec{P}_s$ to a pair of measurable fragments ($H_\alpha$ and $H_\beta$) if

$$\vec{P}_s|\psi\rangle = \vec{P}_t|\psi\rangle. \quad (21)$$

Let us consider the reduction in $M(\epsilon)$ resulting from including both $\vec{P}_s$ and $\vec{P}_t$ as shared Pauli products between $H_\alpha$ and $H_\beta$:

$$\Delta M(\epsilon) = \frac{1}{\epsilon^2} \sum_{j=\alpha,\beta} \frac{\operatorname{Var}_\psi(\hat{H}_j) - \operatorname{Var}_\psi(\hat{H}_j^\prime)}{m_j}, \quad (22)$$
where $\hat{H}_s^\alpha = \hat{H}_s + c_s\hat{P}_z + c_t\hat{P}_t$ and $\hat{H}_p^\beta = \hat{H}_p - c_s\hat{P}_z - c_t\hat{P}_t$ are the fragments after the addition of $\hat{P}_s$ and $\hat{P}_t$. The variances of the resulting fragments are

$$\operatorname{Var}_\Psi(\hat{H}_s^\alpha) = \operatorname{Var}_\Psi(\hat{H}_p^\beta) + 2c_s c_t \operatorname{Cov}_\Psi(\hat{P}_z, \hat{P}_t) + c_s^2 \operatorname{Var}_\Psi(\hat{P}_z) + c_t^2 \operatorname{Var}_\Psi(\hat{P}_t)$$

$$+ 2[c_s \operatorname{Cov}_\Psi(\hat{H}_s, \hat{P}_z) + c_t \operatorname{Cov}_\Psi(\hat{H}_p, \hat{P}_t)], \quad (23)$$

where $\pm$ is $+$ for $j = \alpha$ and is $-$ for $j = \beta$.

If Eq. (21) holds, then $\operatorname{Cov}_\Psi(\hat{H}_s, \hat{P}_z) = \operatorname{Cov}_\Psi(\hat{H}_p, \hat{P}_t)$ and $\operatorname{Cov}_\Psi(\hat{P}_z, \hat{P}_t) = \operatorname{Var}_\Psi(\hat{P}_z) = \operatorname{Var}_\Psi(\hat{P}_t)$ hold; therefore, Eq. (23) simplifies to

$$\operatorname{Var}_\Psi(\hat{H}_s^\alpha) = \operatorname{Var}_\Psi(\hat{H}_p^\beta) + c^2 \operatorname{Var}_\Psi(\hat{H}_s, \hat{P}_z), \quad (24)$$

where $c = c_s + c_t$. Substituting Eq. (24) in Eq. (22) yields

$$\Delta M(\epsilon) = \frac{1}{\mu^2} \left[ 2c \operatorname{D}(\hat{P}_s) - c^2 \operatorname{Var}_\Psi(\hat{P}_z) \right], \quad (25)$$

where

$$\operatorname{D}(\hat{P}_s) = \frac{m_\alpha \operatorname{Cov}_\Psi(\hat{H}_s, \hat{P}_z) - m_\beta \operatorname{Cov}_\Psi(\hat{H}_p, \hat{P}_z)}{m_\alpha + m_\beta} \quad (26)$$

and $\mu = m_\alpha m_\beta / (m_\alpha + m_\beta)$ are defined the same as in Sec. II C. Equation (25) shows that the maximum reduction in $M(\epsilon)$ obtained by optimizing $c = c_s + c_t$ is identical to that obtained by optimizing only $c_t$ without introducing $\hat{P}_t$ (i.e., with $c_t = 0$), thereby demonstrating the redundancy of $\hat{P}_t$. The resulting maximum reduction is given in Eq. (13).

**APPENDIX C: REMOVING THE REDUNDANT PAULI PRODUCTS**

In the proposed algorithm, the Pauli products satisfying Eq. (21) are found using a Hartree–Fock approximation (HF). As discussed in Sec. II C if HF is used, this action equality condition is equivalent to $\hat{P}_t \hat{P}_s$ product being an all-$\hat{z}$ Pauli product. The product of two Pauli products is an all-$\hat{z}$ Pauli product if all the occurrences of either Pauli-\(\hat{x}\) or Pauli-\(\hat{y}\) operator are on the same qubits. This condition can be checked conveniently by considering the first $N_q$ components of the corresponding $2N_q$-dimensional Pauli vectors ($\hat{P}_n$ for $n = 1, \ldots, N_q$). Equation (18) shows that $\hat{P}_n = 1$ if $\sigma_n = \hat{x}_n$ or $\sigma_n = \hat{y}_n$ in $\hat{P} = \otimes_{n=1}^N \sigma_n$; otherwise, $\hat{P}_n = 0$. Therefore, $\hat{P}_t \hat{P}_s$ is an all-$\hat{z}$ Pauli product if the first $N_q$ components of $\hat{P}_s$ and $\hat{P}_t$ are identical. From now, we refer to Pauli products $\hat{P}_s$ and $\hat{P}_t$ as redundant if the first $N_q$-components of $\hat{P}_s$ and $\hat{P}_t$ are identical.

Appendix B demonstrated that the addition of redundant Pauli products to a pair of fragments cannot reduce $M(\epsilon)$ further. Therefore, the proposed algorithm removes redundancies by excluding all but one element from each group of redundant Pauli products. For this, we must first group the Pauli products according to redundancy. Note that if $\hat{P}$ is redundant with one element of a group, then $\hat{P}$ is redundant with every element because redundancy is transitive (if $\hat{P}_1$ and $\hat{P}_2$ are redundant and $\hat{P}_2$ and $\hat{P}_3$ are redundant, then $\hat{P}_1$ and $\hat{P}_3$ are redundant). Therefore, $\hat{P}$ can be added to a group already if $\hat{P}$ is redundant with any one of the elements. Moreover, due to the transitivity, grouping the Pauli products according to redundancy is unique (unlike grouping them based on mutual commutativity). To group the Pauli products, we employed an algorithm similar to sorted insertion[19] The algorithm for finding the redundancy groups has the following steps:

**Initialization:** To start, $N_g = 0$, where $N_g$ is the number of redundancy groups.

**Iteration over Pauli products $\hat{P}_s$:**

1. If $N_g = 0$, go directly to step 2. Otherwise, iterate over all $N_g$ groups and add $\hat{P}_s$ to the group if $\hat{P}_s$ is redundant with the first Pauli product in the group.

2. If $\hat{P}_s$ was not added to any group, initiate a new group containing only $\hat{P}_s$ ($N_g \rightarrow N_g + 1$). Go to step 1 unless every $\hat{P}_s$ has already been considered.

After finding the groups of redundant Pauli products, only one from each group is preselected as a potential sharable Pauli product. Because our redundancy condition is based on a Hartree–Fock approximation, the Pauli products in a redundancy group only satisfy the action equality condition, $\hat{P}_s |\psi\rangle = \hat{P}_t |\psi\rangle$, approximately. Therefore, there can still be small differences in the $M(\epsilon)$-lowering potential between the Pauli products in a group. In this work, we regard these differences as negligible and choose one Pauli product arbitrarily from each group.

**APPENDIX D: AVOIDING OVER-OPTIMIZATION**

While the aim of the optimization procedures in ICS, SPP, and so-SPP is to minimize $M(\epsilon)$, we can only minimize $M_\phi(\epsilon)$ instead because $\operatorname{Var}_\psi(\hat{P}_k)$ and $\operatorname{Cov}_\psi(\hat{P}_k, \hat{P}_l)$ evaluated with $|\psi\rangle$ are unavailable. To avoid over-optimization based on $M_\phi(\epsilon)$, we modify the cost function used in the optimization procedure (described in Sec. II D) as

$$M_\phi(\epsilon) = (1 - \delta) M_\phi(\epsilon) + \delta M_{\text{avg}}(\epsilon), \quad (27)$$

where $\delta = 0.001$, and

$$M_{\text{avg}}(\epsilon) = \frac{1}{c^2} \sum_{\alpha=1}^{N_\phi} \frac{\operatorname{Var}_\psi(\hat{H}_\alpha)}{m_\alpha} \quad (28)$$

depends on the variances of $\hat{H}_\alpha$ averaged over all possible wavefunctions in the $2^N$-dimensional Hilbert space, i.e., $\operatorname{Var}_{\text{avg}}(\hat{H}_\alpha) = \int \operatorname{Var}_\psi(\hat{H}_\alpha) d\psi$. This average variance, in
turn, depends on $\text{Var}_{\text{avg}}(\hat{P}_k) = 1 - \int \langle \psi \rangle \langle \hat{P}_k \rangle \langle \psi \rangle^2 d\psi$ and $\text{Cov}_{\text{avg}}(\hat{P}_k, \hat{P}_l) = \int \text{Cov}_\phi(\hat{P}_k, \hat{P}_l) d\psi$, which can both be evaluated analytically. Using the solution to exercise 7.3 of Ref. 40, one can obtain the integral in $\text{Var}_{\text{avg}}(\hat{P}_k)$ as $I = \int \langle \psi \rangle \langle \hat{P}_k \rangle \langle \psi \rangle^2 d\psi = 1/(1 + 2N)$, and thus find the average variance of any $\hat{P}_k$ as $\text{Var}_{\text{avg}}(\hat{P}_k) = 2N/(1 + 2N)$. On the other hand, the average covariance between two non-identical Pauli products, $\text{Cov}_{\text{avg}}(\hat{P}_k, \hat{P}_l)$, is zero according to Theorem 2 of Ref. 41.

Due to the change in the cost function from $M_0(\phi)$ to $M_\phi(\phi)$, the equations involved in the optimization (Eqs. [8], [11], and [16]) must also be modified. The modified equations are obtained by simply replacing every occurrence of $\text{Var}_\phi(\hat{P}_k)$ and $\text{Cov}_\phi(\hat{P}_k, \hat{P}_l)$ with $\text{Var}_{\text{avg}}(\hat{P}_k)$ and $\text{Cov}_{\text{avg}}(\hat{P}_k, \hat{P}_l)$. Note that this modification is only done for the optimization step, and no such modification is performed for the equations involved in the shared Pauli product selection presented in Sec. 1C.
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