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Abstract—Convolutional neural network (CNN) based architectures, such as Mask R-CNN, constitute the state of the art in object detection and segmentation. Recently, these methods have been extended for model-based segmentation where the network outputs the parameters of a geometric model (e.g. an ellipse) directly. This work considers objects whose three-dimensional models can be represented as ellipsoids. We present a variant of Mask R-CNN for estimating the parameters of ellipsoidal objects by segmenting each object and accurately regressing the parameters of projection ellipses. We show that model regression is sensitive to the underlying occlusion scenario and that prediction quality for each object needs to be characterized individually for accurate 3D object estimation. We present a novel ellipse regression loss which can learn the offset parameters with their uncertainties and quantify the overall geometric quality of detection for each ellipse. These values, in turn, allow us to fuse multi-view detections to obtain 3D ellipsoid parameters in a principled fashion. The experiments on both synthetic and real datasets quantitatively demonstrate the high accuracy of our proposed method in estimating 3D objects under heavy occlusions compared to previous state-of-the-art methods.

Index Terms—Uncertainty prediction, ellipse regression, 3D object localization, object detection.

I. INTRODUCTION

DETECTION and 3D localization of heavily occluded objects in cluttered scenes, such as fruit clusters in trees [1], is a hard problem as objects often vary significantly in pose and appearance with occlusion (see Fig. 1). Adapting convolutional neural networks (CNNs) for object detection [2] and instance segmentation (e.g., Mask R-CNN [3]) to this canonical task is a promising way to extract object information in 2D. To better infer the entire object shape from heavy occlusions, the authors in [1] proposes the Ellipse R-CNN model that focuses on the visible regions and detects objects as ellipses. Moreover, 2D ellipse detections are suitable inputs for 3D localization and size estimation of ellipsoid objects, while the bounding boxes are unreliable in terms of 2D object representation due to insufficient geometric constraints from multiple views [4] (see Fig. 2).

Object detection in CNN-based models above is typically formulated as a regression problem, which outputs an object region and its classification score per prediction. For example, Ellipse R-CNN relies on ellipse regression to localize occluded objects in 2D. However, we observe that the regression accuracy is relatively low when the object is heavily occluded, which makes it hard to accurately estimate the object size and pose in 3D. It implies that uncertainties should be considered in the regression to characterize different occlusion levels, while the traditional loss for regression (i.e., the smooth L1 loss [5]) does not take such ambiguities into account. Besides, ellipse detection with a high classification score is assumed to have low uncertainties, which is not always true (see Fig. 1).

To address the above problems, we propose a novel ellipse regression that predicts the uncertainty for each learned ellipse parameter and the observation uncertainty for the entire detected ellipse. Specifically, the uncertainties of ellipse parameters indicate the occlusion level for the detected object and how much each regressed parameter is affected by the occlusion. Furthermore, the geometric quality of the detected ellipse is captured by the observation uncertainty, which determines how good this detection is and how much it weighs in the multi-view 3D object estimation to reduce the localization error.

The primary contributions of this letter are twofold:

- We propose to formulate the ellipse-regression loss as KL divergence for learning uncertainties of ellipse parameters and observation uncertainty. Each ellipse-parameter prediction and its ground truth (GT) are modeled as Gaussian distribution and Dirac delta function, respectively. For the observation uncertainty, we treat the predicted and GT

Fig. 1. Our proposed model predicts the observation uncertainty for each ellipse detection and the uncertainties for the corresponding ellipse parameters based on different occlusion levels. Left: The ground truth (GT) of 3D enclosing ellipsoids (green) for Duck [5], [6] and Cup [7] datasets. Right: All four ellipse detections (red) have the same classification score, while the rightmost two have higher uncertainties with heavily occluded regions (the GT ellipses are colored green). The geometric quality for each detected object is characterized by its observation uncertainty. The ellipse-angle uncertainty is better visualized from the image (the uncertainties of the other ellipse parameters are demonstrated in Sec. V).
ellipses as two Gaussian distributions. The regression loss is thus defined as the KL divergence of the prediction and GT distributions. Different from previous work [9] learning absolute values in pixels, we predict uncertainties for ellipse offsets (with visible regions as the reference [1]), such that the learned values are not sensitive to different object sizes and image resolutions.

- To estimate occluded objects in 3D, we first parameterize the object landmarks as Quadrics [10]. Then we develop a probabilistic framework that integrates the uncertainties of each view (weighted differently) into the multi-view object estimation system. By taking into account the view equality, our model accurately estimates the 3D enclosing ellipsoids of detected objects from heavy occlusions.

To demonstrate the generality of our uncertainty model, we evaluate the extended Ellipse R-CNN model on synthetic and real datasets of various occluded objects, and illustrate how the proposed method helps improve the accuracy of 3D object estimation from occlusion.

II. RELATED WORK

Our goal is to estimate the 3D object size and pose using detection uncertainties from multiple images that exhibit severe occlusions due to other nearby objects. In the following section, we discuss recent work on CNN-based object detectors, uncertainty modeling, and 3D object estimation.

A. CNN-Based Object Detectors

Recently, great improvements in object detection tasks on Pascal [11], ImageNet [12], and MS COCO datasets [13] have been achieved and attributed to the successful development of CNNs that are categorized into single-shot [14], [15] and R-CNN [2], [3], [8] architectures. Although single-shot detection algorithms are efficient, R-CNN approaches by integrating region proposal and classification into two stages, have greatly improved the accuracy, and are currently the state-of-the-art object detectors. However, it is still challenging to accurately detect occluded objects, since the detection performance drops significantly as objects cluster and occlude each other [1], [16]. One of the most common strategies of occlusion handling is either learning pre-defined semantic parts [17] or guiding attention on visible features [18] given a bounding-box region.

Recent work [1] proposes a detector that is trained on visible regions to infer the entire object as an ellipse, which highly reduces false positives due to the feature similarity within object clusters. This gives us a promising way to further localize occluded objects in 3D from their 2D ellipse detections.

B. Uncertainty Modeling in Neural Networks

Bayesian neural networks (BNNs) [19] have demonstrated that a Bayesian model can be integrated into neural networks to obtain the uncertainty of prediction. In practice, BNNs use dropout connections in forward passes during the inference stage to generate variations in prediction [20]. The uncertainty is thus modeled by such variations in the form of distribution. This approximation strategy based on Monte Carlo samples is further developed in Bayesian SegNet [21] to yield pixel-wise uncertainties in semantic segmentation results. However, it is hard to determine the optimal configuration of dropout layers for different learning architectures. Besides, Monte Carlo sampling requires additional inference time. The KL loss in [9] is formulated to predict uncertainties in bounding-box regression, but the predicted values are in the absolute image scale and not stable for the objects with largely different sizes. In contrast, our method exploits the KL loss to learn ellipse uncertainties that are normalized based on visible regions to treat equally the objects with arbitrary sizes, orientations and occlusions. The KL loss enables us to learn ellipse regression and uncertainty prediction at the same time.

C. 3D Object Estimation from 2D Detections

Modeling objects as quadrics from 2D detections has been investigated in recent research [22], and been further developed in [4], [10] for estimating 3D object pose and size from CNN-based detectors. However, the entire shape of a heavily occluded object is hardly retrieved from a bounding box that captures a little portion of the visible part (see Fig. 2). While some efforts have been made for 3D localization of elliptical objects [23], [24], by applying the standard mapping techniques [25], [26], none of them is able to estimate the object size because of low-resolution 3D reconstructions. Moreover, all these works represent visible object regions as bounding boxes, which are not appropriate to serve as inputs for further estimating the object pose and size due to the spatial ambiguities in the rectangle constraints of an ellipsoid. Specifically, it is not robust to fit an inscribed ellipse for each bounding box [10], since there may exist infinite solutions of ellipses that all satisfy the bounding-box constraints [4] even from multiple views. We thus develop the Ellipse R-CNN model to detect occluded objects as ellipses and predict their uncertainties for accurate 3D object estimation.

III. PROPOSED ELLIPSE UNCERTAINTY PREDICTION

In this section, we first introduce the ellipse regression in Ellipse R-CNN. We then propose to use the KL divergence as the regression loss for learning ellipse uncertainties that are normalized with respect to the visible object region.
A. Overview of Ellipse Regression

To effectively reduce false positives in heavily occluded scenarios, the Ellipse R-CNN model [1] focuses on the visible object region to regress five ellipse parameters (see Fig. 3). Given a proposal of the visible region \( P = (P_x, P_y, P_w, P_h) \) with its GT ellipse \( E = (E_x, E_y, E_a, E_b, E_\phi) \), we extend \( P \) as the square \( Q = (Q_x, Q_y, Q_l) \) sharing the same center \((P_x, P_y)\) with its length as \( Q_l = \sqrt{P_w^2 + P_h^2} \) to avoid distorting the ellipse orientation \( E_\phi \in (-\pi/2, \pi/2) \). We then parameterize the regression in terms of six offsets \( \delta_x, \delta_y, \delta_a, \delta_b, \delta_\phi \) and \( \delta_s \) to predict the ellipse as \( E' \):

\[
\begin{align*}
\delta_x &= s'(E_x' - Q_x)/Q_l, & \delta_y &= s'(E_y' - Q_y)/Q_l, \\
\delta_a &= \log(2s' E_a/Q_l), & \delta_b &= \log(2s' E_b/Q_l), \\
\delta_\phi &= s(E_x - Q_x)/Q_l, & \delta_y &= s(E_y - Q_y)/Q_l, \\
\delta_s &= \log((s+1)/2), & \delta_\phi &= E_\phi/\pi, \\
\delta_\phi^* &= \log(2sE_a/Q_l), & \delta_y^* &= \log(2sE_b/Q_l), \\
\delta_s^* &= \log((s+1)/2), & \delta_\phi^* &= E_\phi/\pi,
\end{align*}
\]

where \( s = Q_l/E_l, \ s \in (0,1] \) characterizes the visibility calculated as the ratio between the size of the extended square \( Q \) (of the visible part) and the length \( E_l = 2\sqrt{E_a^2 + E_b^2} \) of the square enclosing the ellipse \( E \) (i.e., the entire object region). By predicting \( s' \), we transfer the offset reference from the visible part \( Q_l \) to the entire object region \( Q_l/s' \). It guarantees that, as the proposal \( P \) is located close to the small visible region, all predicted values \( \delta \) (with the target \( \delta^* \)) are normalized with bounded magnitudes even in heavily occluded cases (e.g., \( s \to 0 \) when \( Q_l \to 0 \)). For a fully visible object, \( s = 1 \) and \( \delta_s^* = 0 \), which indicates that Eq. [1] is a generalized ellipse regression that can deal with both occluded and unoccluded cases.

Predicting relative offsets instead of absolute ellipse parameters has two key benefits: (1) Since the extended square \( Q \) is proportional to the ellipse size, all six predicted offsets are normalized such that the objects with hugely different sizes and arbitrary orientations weight equally in the total regression loss to make the learning process unaffected by absolute pixel values. (2) The normalization guarantees that the predicted values are all close to zero (with small magnitudes) when the proposed region \( P \) is near the GT visible part, which stabilizes the training process without outputting unbounded values.

B. Learning Uncertainties with KL Loss

Our key idea for learning ellipse uncertainties is to estimate the probability distributions of the whole predicted ellipse and its six offsets that are normalized based on the visible region. Specifically, we assume that the predicted ellipse offsets \( \delta \) are independent variables and each parameter can be modeled as the univariate Gaussian distribution:

\[
P_w(z) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(z-z_p)^2}{2\sigma^2}\right),
\]

where \( w \) denotes the learnable weights of the network, and \( z_p \) is one of the predicted ellipse offsets. The standard deviations \( \sigma \) (i.e., \( \sigma_x, \sigma_y, \sigma_a, \sigma_b, \sigma_\phi \), and \( \sigma_s \)) measure the uncertainties of offsets estimation. As \( \sigma \to 0 \), it infers that the network is more confident about the predicted offsets. Each of the GT ellipse offsets can be treated as a special Gaussian distribution with \( \sigma \) being 0, which is a Dirac delta function:

\[
P_D(z) = \Delta(z-z_p),
\]

where \( z_p \) is one of the GT offset parameters.

To predict the ellipse offsets and uncertainties at the same time, we minimize the KL divergence (namely the KL loss) between \( P_w(z) \) and \( P_D(z) \) [27] for each training sample:

\[
\begin{align*}
L_{\text{eff}} &= D_{\text{KL}}(P_D(z)||P_w(z)) = \int P_D(z) \log P_D(z) dz - \int P_D(z) \log P_w(z) dz \\
&= \frac{(z_g - z_p)^2}{2\sigma^2} + \frac{1}{2} \log(\sigma^2) + \frac{1}{2} \log(2\pi) + F(P_D(z)) \\
&\approx \frac{(z_g - z_p)^2}{2\sigma^2} + \frac{1}{2} \log(\sigma^2),
\end{align*}
\]

where \( \frac{1}{2} \log(2\pi) \) and \( F(P_D(z)) \) are ignored since they do not depend on the estimated \( w \). For the orientation offset \( \delta_\phi, z_g - z_p \) is rectified as \( \rho(\delta_\phi^*, \delta_\phi) \) so that the angle difference \( \varphi = \pi(\delta_\phi - \delta_\phi^*) \) is within \(-\pi/2, \pi/2\) to handle critical angles \( \varphi \) (e.g., the error between \( \pi/2 \) and \(-\pi/2\)):

\[
\rho(\delta_\phi^*, \delta_\phi) = \begin{cases} 
\text{atan2} (\sin \varphi, \cos \varphi) & \text{if } \cos \varphi \geq 0 \\
\text{atan2} (-\sin \varphi, -\cos \varphi) & \text{if } \cos \varphi < 0
\end{cases}
\]

The KL loss \( D_{\text{KL}} \) in Eq. (4) is a generalized loss: the squared loss \( \frac{1}{2}(z_g - z_p)^2 \) is the special case as \( \sigma = 1 \). This enables the network to further minimize the loss by predicting larger variance \( \sigma^2 \) when the parameter \( z_p \) is estimated inaccurately.
away from \( z_g \) (see Fig. 4). To avoid loss exploding in Eq. (4) due to the small values of \( \sigma \) at the early stage of training, we predict \( \alpha = \log(\sigma^2) \) instead of \( \sigma \):

\[
L_{\text{off}} = \begin{cases} \frac{1}{2} \exp(-\alpha) (z_g - z_p)^2 + \frac{1}{2} \alpha & \text{if } |z_g - z_p| \leq 1 \\ \exp(-\alpha) (|z_g - z_p| - \frac{1}{2}) + \frac{1}{2} \alpha & \text{if } |z_g - z_p| > 1 \end{cases},
\]

where the smooth \( L_1 \) loss [8] is applied to the term \( z_g - z_p \).

**Observation Uncertainty:** To evaluate the geometric quality of the entire predicted ellipse, we propose to predict one more uncertainty \( \sigma \) that can be used to weight each prediction accordingly in the 3D object estimation. Specifically, an ellipse in 2D \((x, y, a, b, \Theta)\) is treated as the bivariate Gaussian distribution \( \mathcal{N}(\mu, \Sigma) \) with \( \mu = (\hat{z}, \hat{\sigma}) \) and \( \Sigma = TA^T \), where \( T = \left( \begin{array}{cc} \sin \Theta & -\cos \Theta \\ \cos \Theta & \sin \Theta \end{array} \right) \) and \( \Lambda = \text{diag}(a^2, b^2) \). To maintain the benefits described in Sec. III-A, we exploit normalized ellipses based on the offsets in Eq. (1):

\[
e_p = \frac{\delta_x}{s}, \quad e_y = \frac{\delta_y}{s}, \quad s = 2 \exp(\delta_x) - 1,
\]

\[
e_{g}^p = \frac{1}{2} \exp(\delta_x)/s, \quad e_{g}^p = \frac{1}{2} \exp(\delta_y)/s, \quad e_{g}^p = \pi \delta_x,
\]

\[
e_{g}^q = \frac{1}{2} \exp(\delta_y)/s, \quad e_{g}^q = \frac{1}{2} \exp(\delta_y)/s, \quad e_{g}^q = \pi \delta_x,
\]

where \( e_p \) and \( e_g \) are the predicted and GT ellipses normalized from the extended square \( Q \), respectively.

We model the KL divergence \( D_{KL} \) between an ellipse \( e \) and \( e^g \) as the univariate Gaussian distribution, and model the \( D_{KL} \) between \( e \) and \( e^p \) as the Dirac delta function:

\[
\mathcal{P}_w(d) = \frac{1}{\sqrt{2\pi\sigma_g^2}} \exp \left( -\frac{(e - e^p)^2}{2\sigma_g^2} \right), \quad \mathcal{P}_d(d) = \Delta(e - e^g),
\]

where \( D_{KL}(e||e^p) \) and \( D_{KL}(e||e^g) \) are described as \( e - e^p \) and \( e - e^g \) from a distance perspective. Using the same strategies in Eq. (4) and (6), we obtain the KL loss \( L_{obs} \) to estimate \( \alpha_d \):

\[
L_{obs} = D_{KL}(\mathcal{P}_d(d)||\mathcal{P}_w(d)) \\
\propto \exp(-\alpha_d) \cdot L_1(e_g - e_p) + \frac{1}{2} \alpha_d,
\]

where \( \alpha_d = \log(\sigma_d^2) \) and \( e_g - e_p \) denotes the KL divergence between \( e_g \) and \( e_p \), \( D_{KL}(\mathcal{N}(\mu, \Sigma)||\mathcal{N}(\mu, \Sigma)) = \frac{1}{2} \text{tr}((\Sigma_p^{-1} \Sigma_g) + (\mu_p - \mu_g)^T \Sigma_p^{-1} (\mu_p - \mu_g) - 1 + \frac{1}{2} \ln(|\det(\Sigma_p)|/|\det(\Sigma_g)|) \), as illustrated in Fig. 4.

The six ellipse offsets and seven uncertainties are generated by multilayer perceptrons (MLPs) [28] on top of the latent features encoded from the refined features (see Fig. 3). To learn ellipse regression with predicted uncertainties, we estimate \( \mathbf{w} \) that minimizes the total regression loss \( L_{\text{reg}} \) over \( N \) samples:

\[
\mathbf{w} = \arg\min_{\mathbf{w}} \frac{1}{N} \sum_i \left( \sum_{j \in \mathcal{E}} L_{\text{off}} + L_{\text{obs}} \right),
\]

\[
\mathcal{E} = \{x, y, a, b, \Theta, s\}.
\]

**IV. Probabilistic 3D Object Estimation**

**A. Sensor Models based on Dual Quadrics**

Quadrics are surfaces in 3D (e.g., ellipsoids) that are represented by a \( 4 \times 4 \) symmetric matrix \( Q \), and conics \( C \) are the 2D counterparts of \( Q \) (e.g., ellipses). The dual form \( Q^* \) (the adjoint of \( Q \)) can be projected onto an image plane to create the dual conic \( C^* = PQ^*P^T \), where \( P = K[R|t] \) is the projection that contains intrinsic (\( K \)) and extrinsic camera parameters. The dual quadrics can be parameterized as \( Q^* = ZQ^*Z^T \) (see [10]). Here, \( Q^* = \text{diag}(s_1^2, s_2^2, s_3^2, -1) \) denotes an ellipsoid centered at the origin, and \( Z = [\begin{array}{c} t^T(1, 1) \end{array}] \) is a homogeneous transformation, where \( t = (t_1, t_2, t_3) \) is the translation of the quadric centroid, the angles \( \theta = (\theta_1, \theta_2, \theta_3) \) define the rotation matrix, and the shape of the ellipsoid along its three semi-axes is \( s = (s_1, s_2, s_3) \). We compactly represent \( Q^* \) as a vector \( q = (q_{11}, q_{12}, q_{13}, q_{22}, q_{23}, q_{33})^T \).

Each detected object is represented by the predicted ellipse offsets \( e = (\delta_x, \delta_y, \delta_a, \delta_b, \delta_\Theta, \delta_s) \) and the square region \( Q = (Q_x, Q_y, Q_l) \) as the reference. Given the camera pose \( T_i \), the estimated object \( Q_i \) and the detected offsets \( e_{ij} \), the estimated offsets \( e_{ij} \) and the estimated divergence \( d_{ij} \) are defined as:

\[
\tau(T_i, q_j) = \text{off}(\text{ellipse}(PQ_iq_jP^T), Q_{ij}) = \hat{e}_{ij},
\]

\[
\kappa(e_{ij}, T_i, q_j) = \text{div}(\text{ellipse}(PQ_iq_jP^T), Q_{ij}, e_{ij}) = \hat{d}_{ij},
\]

where the operator ellipse(\( \cdot \)) takes the adjoint of the projected conic and solves for the five ellipse parameters [29] \( \text{off}(\cdot) \) and \( \text{div}(\cdot) \) calculate the ellipse offsets and ellipse divergence based on Eq. (1) and (8), respectively. We assume that the data association is solved [30] and given.

**B. Probabilistic Model for Multi-view 3D Object Estimation**

The conditional probability over all camera poses \( T = \{T_i\} \) and objects \( Q = \{q_j\} \) given the ellipse divergence \( \mathcal{D} = \{d_{ij}\} \) and ellipse offsets \( \mathcal{E} = \{e_{ij}\} \) is modeled and factored based on the Bayes Theorem:

\[
P(Q, T|\mathcal{D}, \mathcal{E}) = \frac{P(\mathcal{D}|\mathcal{E}, Q, T) \cdot P(\mathcal{E}|Q, T) \cdot P(Q, T)}{P(\mathcal{D}, \mathcal{E})}.
\]

To estimate the objects in 3D from multiple views, we perform the maximum a posteriori (MAP) estimation. Since the denominator \( P(\mathcal{D}, \mathcal{E}) \) is constant, we ignore this normalization factor. In addition, \( P(\mathcal{Q}, \mathcal{T}) \) is ignored as it is a uniform distribution without any prior information. Essentially, we can optimize \( \mathcal{Q} \) and \( \mathcal{T} \) by minimizing the negative log the joint probability:

\[
Q^*, T^* = \arg\min_{Q, T} \log \left( P(\mathcal{D}|\mathcal{E}, Q, T) \cdot P(\mathcal{E}|Q, T) \right).
\]
In this letter, the camera poses testing) of fruit clusters occluded within a realistic tree (the consists of 3,545 images (3,040 for training and 505 for datasets: Duck [5], [6] and Cup [7] datasets. The SOF dataset our probabilistic model based on the uncertainties improves to the state-of-the-art techniques, we further demonstrate how the synthetic occluded fruits (SOF) dataset [1]. By comparing the estimated objects both quantitatively and qualitatively. and real-world object images, and evaluate the quality of the 3D object estimation, we conduct experiments using synthetic datasets [5], [31], respectively. Each object on the image is further augmented by other objects with the GT object poses provided by the Duck [6] dataset. For the training data, we render 1,313 by random poses to partially block the duck (with the visibility ratio $r_o \in [0.3, 0.6]$), and we only keep its visible part (see Fig. 5). For testing, we select 102 images of heavily occluded duck ($r_o \geq 0.3$) at random poses for training. The image background is randomly replaced by the Hinterstoisser dataset. The background is randomly filled by fruit clusters occluded within a realistic tree (the visibility ratio $r_o \geq 0.3$). We generate the images by varying the 3D poses and sizes of each fruit model in Unreal Engine (UE), and replace the background with random images taken from different real orchards [24]. The GT ellipses and visible object regions are obtained by projecting the 3D fruit ellipsoids onto the corresponding images [33] based on known camera poses.

The Duck dataset is built upon the Hinterstoisser [5] dataset, where we select the image sequence of a duck toy occluded by other objects with the GT object poses provided by the Brachmann [6] dataset. For the training data, we render 1,313 views of the duck model based on the viewing poses in the Hinterstoisser dataset. The background is randomly filled by fruit clusters that have 56 images of 19 cups and 61 images of 16 cups on a table, respectively. For both duck and cup models, we calculate their minimum volume enclosing ellipsoids [34] whose image projections are obtained as the GT ellipses based on the GT camera poses (see Fig. 1).

V. Experiments

To demonstrate our proposed uncertainty model for accurate 3D object estimation, we conduct experiments using synthetic and real-world object images, and evaluate the quality of the estimated objects both quantitatively and qualitatively.

A. Datasets

We first evaluate the detection accuracy of our Ellipse R-CNN+ (i.e., predicting ellipse parameters and uncertainties) on the synthetic occluded fruits (SOF) dataset [1]. By comparing to the state-of-the-art techniques, we further demonstrate how our probabilistic model based on the uncertainties improves the accuracy of estimating 3D occluded objects on two public datasets: Duck [5], [6] and Cup [7] datasets. The SOF dataset consists of 3,545 images (3,040 for training and 505 for testing) of fruit clusters occluded within a realistic tree (the visibility ratio $r_o \geq 0.3$). We generate the images by varying the 3D poses and sizes of each fruit model in Unreal Engine (UE), and replace the background with random images taken from different real orchards [24]. The GT ellipses and visible object regions are obtained by projecting the 3D fruit ellipsoids onto the corresponding images [33] based on known camera poses.

The Cup dataset is built in a similar way. In the Doumanoglou dataset [7], we render 2,377 views of a cluster of occluded cups ($r_o \geq 0.3$) at random poses for training. The image background is randomly replaced by the Hinterstoisser dataset (see Fig. 5). The testing data includes two sequences of cup clusters that have 56 images of 19 cups and 61 images of 16 cups on a table, respectively. For both duck and cup models, we calculate their minimum volume enclosing ellipsoids [34], whose image projections are obtained as the GT ellipses based on the GT camera poses (see Fig. 1).

B. Implementation Details

We implement the Ellipse R-CNN+ model using TensorFlow, and train the networks using a step strategy with minibatch stochastic gradient descent (SGD) on a GeForce GTX 1080 GPU. For object detection, we compare our Ellipse R-CNN+ with the original Ellipse R-CNN and Mask R-CNN+ (i.e., Mask R-CNN followed by ellipse fitting [1], [34]). All the models are initialized by the pre-trained weights for MS COCO [13]. On SOF, Duck, and Cup datasets, we train the networks with an initial learning rate of $10^{-3}$ for 20,000 iter-
Fig. 7. Qualitative results of predicted uncertainties and estimated 3D objects in duck sequence (row 1), cup sequence 01 (row 2), and sequence 03 (row 3). From column 3 to column 1, the occlusion level increases. The uncertainties of ellipse parameters are illustrated as $\text{unc}_x$, $\text{unc}_y$, $\text{unc}_a$, and $\text{unc}_b$ in pixels, and $\text{unc}_\theta$ in degrees that are transformed from the offsets uncertainties with the predicted visible region (see Eq. (7)). The observation uncertainty $\text{unc}_\text{obs}$ indicates the overall geometric quality of each detection. The last three columns show the estimated 3D ellipsoids using different settings: Bbox+ (blue), Ellipse+ (yellow), and EVar+KL (red). In column 4 (blue dashed box), all camera views are used for 3D estimation, while only one-fourth of the views are exploited in the last two columns (red dashed box) to clearly show the difference between Ellipse+ and EVar+KL (proposed). The GT ellipsoids are shown in green. From the comparison, EVar+KL is the most accurate and stable approach to estimating the 3D ellipsoids of objects.

### TABLE II

| Datasets | Duck Ratio of camera views | Duck Cup | Cup Ratio of camera views |
|----------|---------------------------|----------|--------------------------|
|          | 1            | 1/2      | 1/4                      | 1            | 1/2      | 1/4      |
| Bbox+    | 80.5         | 79.0     | 74.6                     | 71.0         | 69.8     | 60.1     |
| Ellipse+ | 90.5         | 88.5     | 85.3                     | 80.6         | 79.8     | 80.2     |
| E+Var    | 92.7         | 92.0     | 90.1                     | 83.6         | 83.4     | 84.8     |
| EVar+KL  | 93.6         | 92.5     | 91.0                     | 88.0         | 88.7     | 89.8     |

### C. Evaluation Metrics

To evaluate the accuracy of object detection and ellipse regression, we exploit three evaluation metrics: average precision (AP) over ellipse IoU thresholds, log-average miss rate (MR), and AP$^\Theta$ (AP over ellipse angle errors). AP$^\Theta$ focuses more on the accuracy of the predicted ellipse angle: a prediction (evaluated by AP$^\Theta$) is considered as a false positive if its ellipse IoU is less than 0.7 (the default IoU) or its angle error is greater than 45°. We apply strict criteria: the IoU level starts from 0.7 up to 0.9 with an interval 0.05 (e.g., average AP$^70:90$ written as AP$^*$, and the threshold of angle error decreases from 45° to 5° with an interval 10° (i.e., average AP$^{45:5}$ written as AP$^\Theta$). For the accuracy of 3D object estimation, three evaluation metrics are $O_{3D}$, axis-angle error, and position error. $O_{3D}$ indicates the overall estimation accuracy by measuring the volume intersection over union between GT and estimated ellipsoids in 3D, while the axis-angle error focuses on the angle difference between their major axes in 3D to ignore the inherent model symmetry. For the test data of the Cup dataset, we calculate the average $O_{3D}$ across all estimated cups in both sequences 01 and 03.

### D. Comparison Results

To validate the effectiveness of our predicted uncertainties for accurate 3D object estimation, we compare our probabilistic approach (EVar+KL) with two state-of-the-art methods that use bounding-box constraints (Bbox+) and absolute ellipse parameters (Ellipse+), respectively. In Bbox+, the bounding-box detections of Mask R-CNN+ serve as the inputs for 3D object estimation. False positives are removed for Mask R-CNN+. In Ellipse+, we exploit the ellipse detections output by Ellipse R-CNN as the inputs. We also perform an ablation study of the observation uncertainty, where we only keep the offsets uncertainties in our probabilistic model (i.e., E+Var).

1) Detection Accuracy of Ellipse R-CNN+: We evaluate the contribution of the KL loss in Ellipse R-CNN+. Table I shows the detailed breakdown performance. Some examples of detected occluded objects are illustrated in Fig. 6.
Fig. 8. Qualitative results of detected ellipses and estimated 3D ellipsoids of cups using our proposed method (i.e., EVar+KL) for cup sequence 03 (upper row) and sequence 03 (lower row). The first three columns show the ellipse detections output by our Ellipse R-CNN+. The last column illustrates the accurate 3D estimation of ellipsoids that well enclose the GT cup models.

TABLE III
AVERAGE 3D ESTIMATION ERRORS (AXIS-ANGLE ERROR AND POSITION ERROR) ON DUCK AND CUP DATASETS.

| Datasets | Error metrics | Ratio of camera views | Duck | Cup |
|----------|---------------|-----------------------|------|-----|
|          |               |                       | Axis-angle error (°) | Position error (mm) | Axis-angle error (°) | Position error (mm) |
| 3D       |               | 1/2/4                 | 1/2/4 | 1/2/4 | 1/2/4 | 1/2/4 |
| estimation methods | Bbox+ | 11.0 | 14.7 | 17.6 | 6.8 | 6.5 | 7.8 | 13.4 | 12.6 | 16.3 | 8.6 | 9.4 | 13.7 |
|          | Ellipse+      | 7.7 | 8.8 | 10.1 | 2.2 | 3.3 | 4.0 | 7.5 | 8.0 | 7.5 | 6.5 | 5.3 | 6.2 |
|          | E+Var         | 3.4 | 4.2 | 4.8 | 2.2 | 2.6 | 3.1 | 5.0 | 4.8 | 3.8 | 5.6 | 5.6 | 5.1 |
|          | EVar+KL       | 3.2 | 4.3 | 4.6 | 2.1 | 2.5 | 2.8 | 3.9 | 3.5 | 3.7 | 3.9 | 3.8 | 3.0 |

observe that Ellipse R-CNN+ trained with the KL loss is able to regress ellipses as accurate as Ellipse R-CNN (visually comparable). AP, MR, and AP are even further improved by 3.6, 3.4, and 3.8, respectively. Such improvements are also demonstrated in [9]. The predicted ellipse offsets with larger differences from their GT have higher uncertainties, which is the extra information to learn. The KL loss incorporating such regression uncertainties encourages the network to potentially learn more discriminative features for classification. This gives us a promising way (i.e., more accurate) to deal with the CNN-based regression and classification problems.

2) Prediction of Ellipse Uncertainties: The predicted ellipse uncertainties from our Ellipse R-CNN+ are interpretable. Fig. 7 shows some qualitative results of uncertainty prediction. To clearly illustrate the uncertainties, we transform the offsets uncertainties $\sigma$ into the absolute values in pixels for ellipse location $(x, y)$ and size $(a, b)$. The uncertainty for ellipse angle $\Theta$ is transformed in degrees. Such parameter variations are calculated by using Eq. (7) given the output offsets $\delta$, predicted uncertainties, and visible region $Q$. We observe that the overall geometric quality of each detection is well captured by its observation uncertainty (i.e., unc_obs). Specifically, as the occlusion level increases in the duck sequence (the 1st row in Fig. 7), the 1st view has greatly larger unc_obs than the 3rd one (0.015 vs. 0.002). This is because only a small portion of the duck toy is visible such that the predicted ellipse angle has bigger uncertainty ($17.33^\circ$ vs. $3.87^\circ$). In the cup sequence 03 (the 3rd row), the uncertainties of ellipse location and size in the 1st view are larger than that in the 3rd view (e.g., 3.54 vs. 1.11 for unc_a). The reason is that the image projection of the cup is close to circle and occluded by nearby objects, which is hard to estimate the ellipse confidently. It is worth noting that the prediction scores of all the detections are almost the same (0.99). This implies that the classification value is a not good indicator for parameter uncertainties, while our uncertainty model gives an effective way to measure the quality of estimated ellipse parameters, which can be exploited for accurate 3D object estimation.

3) Probabilistic 3D Object Estimation: In Fig. 7 (the last three columns) and Fig. 9 some comparison examples of 3D estimation performance for different methods are displayed for duck and cup sequences. Compared to Bbox+, the estimated ellipsoids output by our EVar+KL almost perfectly fit the GT ones with respect to the size, position, eccentricity, and alignment, as can be seen within the coordinate frame. To clearly show the difference between Ellipse+ and our method, we only exploit one-fourth of the camera views (the red dashed box in Fig. 7), and EVar+KL achieves more accurate and stable estimations. In Table II, the overall estimation accuracy of each method on each dataset is reported in terms of $O_{3D}$. In the
remarkable for Ellipse+ and E+Var, the average accuracy of Bbox+ is quite good (O_{3D} is 90.5) even without uncertainties integrated. E+Var and EVar+KL only make a little improvement (92.7 and 93.6). In the Cup dataset, the limited number of views and the interference from the nearby objects of the same type largely reduce the accuracy of Ellipse+ and Bbox+. However, integrating the predicted uncertainties greatly improves O_{3D}, and EVar+KL with the observation uncertainty makes a larger improvement than E+Var (88.0 vs. 83.6). Table III also demonstrates such further improvements by EVar+KL in terms of axis-angle and position errors, especially the angle error (i.e., 3.2° and 3.9° for two datasets). This is because Ellipse R-CNN+ not only infers the uncertainty of each ellipse offset but also rates the overall quality (i.e., the weight) of each detection from the visible part, which is thus more effective to accurately estimate the 3D size and pose of occluded objects from multiple views. Fig. 8 demonstrates the qualitative results of the estimated 3D cup clusters based on multi-view ellipse detections.

To assess the effect of a varying number of camera views, we estimate the 3D ellipsoids of objects using one-fourth, one half, and all of the camera views, respectively. For each setting, we select the same number of views from each dataset to serve as the same inputs for all methods. Tables II and III summarize the accuracy evaluation for these three different settings that vary the number of views (see Fig. 7 and Fig. 9 for qualitative results). We observe that the accuracy of Bbox+ degrades significantly in the smaller number of views, while Ellipse+, E+Var, and EVar+KL are affected little and thus insensitive to varying number of views. This is due to the fact that the geometric constraints of bounding-box detections from multiple views are insufficient and become weaker as the number of views decreases. Our proposed EVar+KL even improves the accuracy with fewer views, especially for the axis-angle error and O_{3D} in the Cup dataset. The reason is that some views with higher uncertainties may not be selected so that the other views with accurate detections weight more in the 3D estimation. Even if the estimation results are remarkable for Ellipse+ and E+Var, the average accuracy of EVar+KL is the highest in terms of all the evaluation metrics.

VI. CONCLUSION

In conclusion, traditional object detectors (e.g., Ellipse R-CNN) are not capable of predicting uncertainty information to characterize different occlusion levels for accurate 3D object estimation. The classification scores do not well indicate the regression uncertainties of the predicted parameters, as shown in our experiments. In this letter, we propose a novel method of ellipse regression that enables the network to detect the occluded objects and predict their ellipse uncertainties. Using the KL divergence as the training loss, the deep model learns the ellipse offsets uncertainties and the observation uncertainty that weight each detection accordingly to further boost the 3D estimation accuracy. Compelling results are demonstrated for Ellipse R-CNN+ on both synthetic and real datasets. Compared with the non-probabilistic methods, our probabilistic 3D model is able to accurately recover the enclosing ellipsoids (i.e., the size and pose in 3D) of objects even they are heavily occluded from multiple views. It has also been shown that the performance of our proposed approach is not sensitive to the number of views. Furthermore, the predicted uncertainties are geometrically interpretable, which may benefit semantic visual SLAM applications.
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