Phenomenological QCD equations of state for neutron star dynamics: Nuclear-2SC continuity and evolving effective couplings

Toru Kojo,1 Defu Hou,1 Jude Okafor,1 and Hajime Togashi2

1Key Laboratory of Quark and Lepton Physics (MOE) and Institute of Particle Physics, Central China Normal University, Wuhan 430079, China
2Department of Physics, Kyushu University, Fukuoka, 819-0395, Japan

(Dated: September 10, 2021)

We delineate the quark-hadron continuity by constructing QCD equations of state for neutron star dynamics, covering the wide range of charge chemical potential ($\mu_Q$) and temperatures ($T$). Based on the nuclear-2SC continuity scenario, we match equations of state for nuclear and two-flavor color-superconducting (2SC) quark matter, where the matching baryon density is $n_B \approx 1.5n_0$ ($n_0 \approx 0.16$ fm$^{-3}$; nuclear saturation density). The effective vector and diquark couplings in a quark matter model evolve as functions of $n_B$ or $(n_B, \mu_Q, T)$, whose low density values are constrained by the nuclear matter properties and neutron star radii, with the high density behavior by the two-solar mass ($2M_\odot$) constraint. With couplings dependent on $n_B$, we examined how smooth the nuclear-2SC continuity can be, and found problems in matching nuclear and 2SC entropies at low temperatures; they differ unless the baryon Fermi velocity significantly increases to match with the quark’s, or the 2SC matter allows low energy collective modes whose velocities are as low as the baryon’s. This implies that the realization of the nuclear-2SC continuity, if possible, demands additional ingredients to the conventional nuclear and 2SC descriptions. To proceed with the continuity scenario, we enforce smooth matching by making the couplings $(n_B, \mu_Q, T)$-dependent. In effect, this adds phenomenological contributions which we call “X” to emphasize our ignorance on the practical description. After the phenomenological matching, we take the rest as our predictions. The 2SC and color-flavor-locked (CFL) phases computed with these evolving couplings are called 2SCX and CFLX. The CFLX appears around $n_B \approx 2-4n_0$ and, in contrast to the conventional CFL, has non-negligible dependence on $(\mu_Q, T)$. To examine the astrophysical consequences of our modeling, we add charged leptons and neutrinos, and study the composition of matter for lepton fractions relevant for protoneutron stars and neutron star mergers. The abundance of neutrinos and thermal effects reduce the strangeness fraction and stiffen equations of state. For a neutrino trapped neutron star at $T \approx 30$ MeV with a lepton fraction $Y_L \approx 0.05$, the mass is larger than its cold static counterpart by $\sim 0.1M_\odot$.

I. INTRODUCTION

Recent observations in neutron stars provide us with hints to delineate the properties of dense matter in Quantum Chromodynamics (QCD) [1, 2]. The mass-radius ($M$-$R$) relations of neutron stars are determined by the relation between the pressure $P$ and the energy density $\varepsilon$ of matters, and have one-to-one correspondence with the QCD equation of state. Finding two solar mass ($2M_\odot$) neutron stars [3–5] demands equations of state at high density to be stiff ($P$ is large at given $\varepsilon$), while the X-ray observations [6–8] and the tidal deformability [9–11] suggest the low density part to be relatively soft, leading to $R_{1.4} \approx 12$–13 km ($R_{1.4}$: the radius of $1.4M_\odot$ neutron stars). This soft-to-stiff evolution of equations of state leads to a steep growth in the speed of sound, $c_s = (\partial P/\partial \varepsilon)^{1/2}$, but the growth must be moderate enough not to violate the causality constraint, $c_s \leq 1$ (natural unit) [12, 13]. For the interplay between the low and high density constraints, see Ref.[14] for recent comprehensive studies.

Typical calculations suggest that a neutron star with its mass larger than $2M_\odot$ has the core density $\gtrsim 5n_0$ ($n_0 \approx 0.16$ fm$^{-3}$; nuclear saturation density) which is presumably too high for purely hadronic descriptions. Quark matter [15, 16] is a natural alternative for the high density part. In light of the soft-to-stiff evolution of equations of state, there are at least three possible descriptions for the soft-to-stiff evolution, as shown in Fig.1 (for more details, see Refs.[17, 18]): (i) Matter quickly gets stiffened beyond $n_0$, and the equations of state around $\sim 1.5-2n_0$ are so stiff that they can remain stiff even after the first order phase transition [19, 20]. (ii) Just above $n_0$ matter quickly evolves into a matter stiffer than nuclear matter, with a radical change in $c_s^2$ from $\sim 0.1$ to $\sim 1/3$ at low density, $\sim 1.1-1.5n_0$ [21–23]. (iii) The nuclear matter picture is valid to $\sim 2n_0$, and then, the nuclear matter begins to transform to quark matter continuously, leading to a peak in $c_s^2$ [24–26].

Based on case (iii), seminal works used the concept of the quark-hadron continuity [27–30] as baselines to construct unified equations of state [24, 25, 31–34]. Given that relevant degrees of freedom are uncertain for $\sim 2-5n_0$, the previous works have constructed equations of state for static neutron stars by interpolating the nuclear equations of state at $n_B \approx 2n_0$ to those of quark matter at $n_B = 4-7n_0$ [25]. The quark matter is in the color-flavor-locked (CFL) phase with $u,d,s$-quarks forming condensed diquark pairs for a color-superconductor (CSC) [35]. For the nuclear part, we used the Akmal-Pandharipande-Ravenhall (APR) [36]...
for QHC18 (Quark-Hadron-Crossover) equation of state [33], and the Togashi [37] for QHC19 [34], and found that these equations of state are consistent with available neutron star constraints. (The tables and manuals can be found, e.g., at [https://compose.obspm.fr/home].)

Meanwhile, the previous interpolation method did not answer the composition of matter in the intermediate region, and did not describe how the degrees of freedom change from hadronic to quark matter. In this respect it is useful to extend equations of state for static neutron stars to those with general charge chemical potential \(\mu_Q\) and temperature \(T\) (see, e.g., a comprehensive review [38]); in fact, more constraints can be found through this extension. Like transport quantities [39], perturbing equations of state by \((\mu_Q, T)\) gives us insights on the degrees of freedom near the Fermi surface. The matter composition affects observables from neutron star dynamics [40–42] and neutron star cooling [43, 44]. (For hadronic equations of state, see, e.g., Refs. [45–48].)

To compute equations of state, in practice we are forced to put some assumptions on the degrees of freedom. Although current methodologies cannot pin down which assumption is correct, it should be useful to make a catalog of various scenarios and summarize the characteristic features. Within the quark-hadron continuity scenario, one can consider, e.g., nuclear-2SC-CFL, or nuclear-hypernuclear-CFL type continuity, or else. As our first step for the specific realization of the quark-hadron continuity, in this work we focus on the nuclear-2SC continuity [49, 50], where only \(u\) and \(d\) quarks are involved at the matching region. In the 2SC quark matter, two colored quarks (say, \(R\) and \(G\)) participate in the diquark pairing and acquire the gaps, while \(uB\) and \(dB\) quarks remain gapless [35]. Using the Togashi equation of state [37] for the nuclear part, we consider the matching at relatively low density, \(n_B \approx 1.5n_0\). Such a matching was attempted previously along the \(\beta\)-equilibrium line at \(T = 0\) [49], while this work extends the matching to more general cases.

To describe the nuclear-2SC continuity we let the effective couplings of quark models, the vector coupling \(g_V\) and diquark coupling \(H\) [25], evolve as functions of \((n_B, \mu_Q, T)\). Its high density \((n_B \gtrsim 5n_0)\) behavior is constrained by the \(2M_\odot\) constraint.

In the first analysis we allow only the \(n_B\)-dependence of the couplings and examine how reasonable the nuclear-2SC continuity can be. The most significant problem is found in the entropy matching. Interestingly, nuclear and 2SC matters have the same number of gapless fermionic modes which, at first glance, look supportive of the continuity scenario. However, actually smooth matching requires also the matching of the Fermi velocities of baryons and quarks, and this is not satisfied in conventional modeling. Therefore the first conclusion of this paper is that the nuclear-2SC continuity is not realized by direct matching of conventional nuclear and 2SC calculations.

At this stage, there are several alternative scenarios to take. The first is to give up the continuity scenario and allow the first order phase transition between conventional nuclear and 2SC phases. If we take the nuclear-2SC transition as real, we also take the 2SC-CFL phase boundary as of the first order, and then, we would have the first order phase transitions twice (at the nuclear-2SC and 2SC-CFL boundaries). The resulting equations of state would have trouble with the \(2M_\odot\) constraints, unless extreme stiffening takes place between the phase boundaries. Another scenario (which we adopt in this paper) is that, around the matching region, both nuclear and 2SC matter are modified from the conventional ones in such a way that nuclear matter contains the 2SC pair correlation and 2SC matter includes baryonic three particle correlations. This sort of picture is what we had in mind in seminal works [25, 33, 34] for the quark-hadron continuity. Unfortunately we are still unable to demonstrate such computations. We are forced to use some phenomenological schemes; in this paper we let the couplings depend on \((n_B, \mu_Q, T)\) so that thermodynamic quantities in the matching region are smooth in all directions of \((\mu_B, \mu_Q, T)\).

The CSC phases computed in our evolving couplings
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differ from the ordinary ones as they generate extra contributions. We use conventional CSC phases as baselines, but there are phenomenological corrections from the derivatives of evolving couplings. For this reason we call the CSC phases computed in this work “CSCX”, where X emphasizes our ignorance. The X needed here should be able to react to moderate changes in \((\mu_Q,T)\), and hence is likely to be gapless.

After imposing nuclear-2SC matching, the rest is taken as our model predictions. An important issue is how the strangeness appears. Within our modeling, the strangeness begins to appear within the 2SC quark matter and it drives the first order transition from 2SC to CFL around \(n_B \simeq 2-4n_0\). So, it turns out that in this study we are working for case (i) in Fig.1. For the CFL equations of state (after the first transition) to be consistent with the \(2M_\odot\) constraint, the 2SC equations of state must be stiff. In particular the speed of sound exceeds the conformal value, \((1/3)^{1/2}\), already around \(n_B \simeq 2n_0\). Since the location and strength of the 2SC-CFL transition have large impacts on neutron star structures, we perturb equations of state by adding flavor-dependent density-density repulsions. These short-range effects have been indicated by the lattice QCD simulations for baryon-baryon interactions \([51, 52]\) and in line with the predictions of constituent quark models \([53, 54]\).

To test our descriptions, it is important to look for possible astrophysical consequences. In this context we study equations of state for cold and dynamic neutron stars. For the neutron star dynamics, we consider equations of state in the neutrino trapping regime. The abundance of neutrinos (anti-neutrinos) reduces (enhances) the strangeness fraction and stiffens (softens) equations of state at \(n_B \sim 2-4n_0\). For a neutrino trapped neutron star at \(T \simeq 30\) MeV with a lepton fraction \(Y_L \simeq 0.05\), the mass is larger than its cold static counterpart by \(\sim 0.1M_\odot\). In this paper we present the equations of state for particular sets of temperatures and neutrino densities. More extensive results and numerical tables are being prepared.

This paper is structured as follows. In Sec.II we explain the physics in our quark model and how to implement the scheme of evolving effective couplings. In Sec.III we discuss the range of \((n_B, \mu_Q, T)\) of our interest, and discuss the low and high density constraints. In Sec.IV we discuss QCD equations of state with evolving couplings whose low density values are fixed at \(\mu_Q = T = 0\) and do not depend on \((\mu_Q, T)\). The purpose here is to examine the quality of matching and identify what physics is relevant. In Sec.V, we let the evolving couplings depend on \((\mu_Q, T)\), and construct the resulting equations of state, the “CSCX”. In Sec.VI we add leptons to construct equations of state for neutrino trapped, hot neutron stars. Section VII is devoted to the summary.

**II. QUARK MODEL**

**A. General remarks**

The composition of quark matter is sensitive to the effective interactions at high density. We use the NambuJona-Lasinio (NJL) model \([55]\) to express various interactions at intermediate energy scale, 0.2-1GeV, relevant for chiral symmetry breaking and semishort-range gluon exchange effects \([56]\). The obvious drawback in this model is the lack of confining effects relevant at \(\lesssim 0.2\) GeV, so we restrict the use of the model to high density. In the previous studies we use the NJL model only for \(n_B \gtrsim 5n_0\). In this work we take a more aggressive standpoint. We note that the meson (or quark) exchange interactions are important already at \(n_B \gtrsim 1-2n_0\), so there is a chance that both the nuclear and quark descriptions have the validity and play complementary roles. With this viewpoint the nuclear and quark equations of state are matched around \(n_B \simeq 1.5-2n_0\) by introducing a scheme of evolving couplings in the NJL model, as done in Ref.\([49]\).

Motivated by the quark-hadron continuity picture \([27–30]\), our description for the interactions is inspired by quark descriptions for the hadron spectroscopy \([57]\) as well as baryon-baryon interactions at short distance \([53, 54]\). In the context of quark matter in neutron stars, the roles of the color-magnetic interactions deserve special attention; it has been known to play important roles for the level splitting between hadrons, such as the \(N-\Delta\) splitting of \(\sim 200\) MeV. Moreover the lattice Monte Carlo simulations show that the color-magnetic interactions, together with the quark Pauli blocking, are essential to explain the channel dependence of short-range correlations between baryons \([58]\). In the nucleon-nucleon interactions such correlations result in the hard core repulsion \([51]\); meanwhile for some channels, e.g., \(N-\Omega\), involving the strangeness, the short-range correlations turn into attraction \([32]\). Therefore the short-range repulsion is not universal. Also the lattice simulations showed that the short-range correlations are stronger for smaller current quark masses; this feature is consistent with the magnetic interactions which become more important in the relativistic regime.

We arrange our effective interactions in such a way that the above-mentioned short-range effects can be mimicked within the mean-field treatments. A simple and flexible model for this purpose is a three-flavor model with flavor-dependent vector repulsions and diquark attractions. Compared to the preceding works \([34]\), we update the vector repulsion from the flavor universal one to the flavor-dependent version; this update is to examine the channel dependence of hard core repulsions among baryons, especially nucleon-hyperon interactions. This modification has large impacts on the onset of the strangeness, as we examine later.
TABLE I. Three common parameter sets for the three-flavor NJL model: the average up and down bare quark mass $m_{u,d}$, strange bare quark mass $m_s$, coupling constants $G$ and $K$, and three-momentum cutoff $\Lambda$ [59].

| $\Lambda$ (MeV) | $m_{u,d}$ (MeV) | $m_s$ (MeV) | $GA^2$ | $KA^5$ |
|-----------------|-----------------|-------------|--------|--------|
| HK              | 631.4           | 5.5         | 135.7  | 1.835  | 9.29   |

B. Lagrangian

We work with a Lagrangian

$$\mathcal{L} = \mathcal{L}_{\text{NJL}} + \mathcal{L}_d + \mathcal{L}_V.$$  

(1)

The first term in the RHS is the standard NJL Lagrangian for the hadron physics [59]. For the parameters we use the Hatsuda-Kunihiro (HK) parameter set summarized in Table I. Including finite chemical potentials, the Lagrangian is

$$\mathcal{L}_{\text{NJL}} = \bar{q}(i\gamma_\mu \partial^\mu - m + \mu \gamma_\mu)q + G_s \sum_{F=0}^{8} \left[ (\bar{q}\tau_F q)^2 + (\bar{q}\gamma_5 \tau_F q)^2 \right] - 8K(\det_f \bar{q}q + \text{h.c.}),$$  

(2)

where $m = \text{diag}(m_u, m_d, m_s)$, and $\mu$ is the chemical potential matrix which is diagonal in color and flavor quantum numbers,

$$\mu = \mu_B/3 + \mu_Q Q + \mu_{c3} \lambda_3 + \mu_{c8} \lambda_8.$$  

(3)

The color chemical potentials are tuned to satisfy the color neutrality conditions [60]. The second term in (1) is responsible for diquark correlations,

$$\mathcal{L}_d = H \sum_{A,F=2,5,7} \left[ (\bar{q}\gamma_5 \lambda_A \tau_F q_C)(\bar{q}_C\gamma_5 \lambda_A \tau_F q) + (\bar{q}\lambda_A \tau_F q_C)(\bar{q}_C\lambda_A \tau_F q) \right].$$  

(4)

The last term in (1) is responsible for repulsive density interactions$^2$,

$$\mathcal{L}_V = -g_V (\bar{q} \gamma_\mu q)^2 - 2N_f \sum_{F=1}^{8} g_F \left( \bar{q} \gamma_\mu \tau_F q \right)^2.$$  

(5)

The first term is the repulsion universal for all flavors which has been used in our previous works, while the second is the newly added flavor-dependent repulsion with the factor $2N_f$ introduced for convenience. Below we write

$$g_F = c_F g_V,$$  

(6)

and vary $c_F$ for the range $[0.0, 1.0]$. The $U(N_f)$ symmetric limit corresponds to the case $c_F = 1$.

Special remarks should be given for the flavor-asymmetric repulsion. In general $g_F$’s depend on the flavor channels which reflect the flavor asymmetry associated with the mass splitting and electric charges. Toward high density, the flavor charges are reduced and the model is effectively reduced to the model used for QHC equations of state [34]. Meanwhile, the flavor-asymmetric terms become important at lower densities and larger charge chemical potentials.

C. Mean fields

We apply the mean-field approximations by introducing condensation fields $\eta = (\sigma_{f=1,2,3}, d_{f=1,2,3}, V_q, V_3, V_8)$ by dropping higher orders of fluctuation terms. Here, the condensation fields are defined through

$$(q\Gamma_\eta q)^2 = (q\Gamma_\eta q - \eta)^2 \rightarrow 2(q\Gamma_\eta q)^2,$$  

(7)

where $\Gamma_q = (1_u, 1_d, 1_s)$ for scalar fields, $\Gamma_{d_{f=1,2,3}} = \gamma_5 R_1, R_2, R_3$ for diquark fields with $(R_1, R_2, R_3) = (\tau_2 \lambda_3, \tau_3 \lambda_2, \tau_3 \lambda_2)$ for the $(ds, su, ud)$-diquark pairings, and $\Gamma_{V_q, V_3, V_8} = \gamma_0 (1_{3\times3}, \tau_3/2, \tau_8/2)$ for the vector fields. We apply the same approximation for the determinant term and drop off the cubic fluctuation terms. We note that condensation fields $\eta$ do not necessarily coincide with the mean-field contributions $(q\Gamma_\eta q)_{\text{MF}} = -\text{Tr}[S_{\text{MF}} \Gamma_\eta]$ when density-dependent couplings are included, and to emphasize this point we attach the index “MF” to the expectation value.

$^2$ For numerical computations, it is convenient to further add the color density repulsion,

$$\mathcal{L}_{V_{\text{color}}}^{\text{color}} = \sum_A g_A \left( \bar{q} \gamma_\mu \frac{\lambda_A}{2} q \right)^2,$$  

(8)

and treat it in the same way as $V_q$ and $V_{3,8}$. These terms do not affect the mean field results when the color-neutrality conditions are satisfied. But these terms accelerate numerical searches for solutions satisfying the neutrality conditions, especially when the effective potential becomes somewhat flat.
With the condensation fields in the background the quarks acquire the effective mass and gap parameters,

\[ M_f = m_f - 4G\sigma_f - 2K \frac{\partial}{\partial\sigma_f} (\sigma_u\sigma_d\sigma_s), \]  

(9)

\[ \Delta_f = -2Hd_f, \]  

(10)

and the effective chemical potential matrix,

\[ \hat{\mu}_{\text{eff}} = \hat{\mu} - 2g_V V_q - 12g_8 V_3 \frac{\tau_3}{2} - 12g_8 V_8 \frac{\tau_8}{2}. \]  

(11)

The values of \( \eta \)'s are optimized by solving the gap equations. Using the Nambu-Gor'kov spinors,

\[ \Psi = \frac{1}{\sqrt{2}} (q, q_c)^T, \]  

(12)

the quark bilinear terms have the components

\[ \mathcal{L} = \bar{\Psi} \begin{bmatrix} i\partial \hat{\mathcal{M}} + \hat{\mu}_{\text{eff}} \gamma_0 & \gamma_5 \Delta_f \hat{R}_f \\ -\gamma_5 \Delta_f \hat{R}_f & i\partial \hat{\mathcal{M}} - \hat{\mu}_{\text{eff}} \gamma_0 \end{bmatrix} \Psi. \]  

(13)

This expression is used to construct single particle propagators having the poles \( q_0 = \epsilon_i = 1, \ldots, \tau_2(\vec{q}) \) at a spatial momentum \( \vec{q} \). There are degeneracies in Nambu-Gor'kov bases and spins, so only 18 components are independent.

D. Thermodynamic functionals

We write a pressure functional

\[ \mathcal{P}(\lambda; \eta, g) = \mathcal{P}_{\text{sp}} + \mathcal{P}_{\text{cond}}, \]  

(14)

where (sp) refers to the single particle contribution (see below), and \( \lambda = (\mu_B, \mu_Q, T) \). The coupling \( g \) is assumed to depend on the densities through the following form

\[ g[V_q; \mu_Q, T], \]  

(15)

where the ratio between \( g_V \) and \( g_3, g_8 \) are fixed by constants \( c_3 \) and \( c_8 \), respectively. The reason why we treat the \( \mu_B \)- and \( \mu_Q \, T \)-directions in an asymmetric way and use \( V_q \) instead of \( n_B \) or \( \mu_B \) is due to competing demands from technical simplicity and physical clarity. It is more intuitive to use \( n_B \) than \( \mu_B \) as we can estimate the distance between particles, but such a choice makes the self-consistent calculations computationally more demanding as we have to refer to the neighboring tables in \( (\mu_B, \mu_Q, T) \). To save the intuitive clarity we use \( V_q \) which has the same qualitative trends as \( 3n_B \), while make the calculations much simpler. Then we will constrain the form of \( g[V_q] \) along the \( \mu_B \)-direction for a given \( \mu_Q, T \), and later combine those tables to calculate the derivatives of the pressure functionals in the \( (\mu_Q, T) \)-directions.

The thermodynamic pressure (before the vacuum subtraction) is obtained by substituting the solutions of gap equations, \( \eta_*(\lambda) \),

\[ \mathcal{P}_{\text{bare}} = \mathcal{P}(\lambda, \eta_*, g_*), \quad g_* \equiv g[V_q; \mu_Q, T]. \]  

(16)

The number densities and entropy are derived from the derivatives of \( \mathcal{P}(\lambda) \) with respect to \( \lambda \)'s. Later, we identify extra terms which are absent in the mean-field expressions without running couplings.

The expressions of the pressure functional remain the same as those with fixed couplings; the difference, which we discuss later, emerges only when we consider the derivatives. The single particle contribution is

\[ \mathcal{P}_{\text{sp}} = \sum_{i=1}^{18} \int_0^\Lambda \frac{dq}{2\pi^2} \, q^2 \left[ |\epsilon_i| + 2T \ln \left( 1 + e^{-|\epsilon_i|/T} \right) \right], \]  

(17)

where the integral is cutoff by \( \Lambda \). The condensation energy is

\[ \mathcal{P}_{\text{cond}} = -2G_s \sum_{f=1}^3 \sigma_f^2 + 4K \sigma_u\sigma_d\sigma_s - H \sum_{f=1}^3 |d_f|^2 + g_V V_q^2 + 6g_3 V_3^2 + 6g_8 V_8^2. \]  

(18)

In the last step we have to normalize the pressure by subtracting the vacuum contributions,

\[ \mathcal{P}(\lambda) = \mathcal{P}_{\text{bare}}(\lambda) - \mathcal{P}_{\text{bare}}(\lambda = 0). \]  

(19)

E. Derivatives of the pressure functional

1. The gap equations

The gap equations are derived by differentiating the pressure functional with fixed \( \lambda \)'s,

\[ \frac{\partial \mathcal{P}}{\partial \eta} \bigg|_{\lambda = \lambda, g} + \delta_{\eta, V_q} \frac{\partial \mathcal{P}}{\partial \eta} \bigg|_{\lambda = \lambda, g} \frac{\partial \mathcal{P}}{\partial g} \bigg|_{\lambda, \eta} = 0. \]  

(20)

where sums over \( g \) are implicit. For fields \( (\sigma_f, d_f, V_3, V_8) \), the gap equations take the usual form,

\[ \langle \bar{q}_f (\Gamma_{\sigma_f, d_f, V_3, V_8}) q_f \rangle_{\text{MF}} = (\sigma_f, d_f, V_3, V_8). \]  

(21)

For the field \( V_q \), an extra term appears through the density-dependent couplings,

\[ V_q = n_{sp} - \frac{1}{2g_V} \frac{\partial g}{\partial V_q} \bigg|_{\lambda, \eta} \frac{\partial \mathcal{P}}{\partial g} \bigg|_{\lambda, \eta}, \]  

(22)

with \( n_{sp} = \langle \bar{q}_0 q \rangle_{\text{MF}} \), and

\[ \frac{\partial \mathcal{P}}{\partial g_{V_q}} \bigg|_{\lambda, \eta} = -V_q (2n_{sp} - V_q), \]  

(23)

\[ \frac{\partial \mathcal{P}}{\partial g_{3,8}} \bigg|_{\lambda, \eta} = -6V_{3,8}^2, \]  

(24)

\[ \frac{\partial \mathcal{P}}{\partial H} \bigg|_{\lambda, \eta} = \sum_{f=1}^3 |d_f|^2. \]  

(25)

(We have used the gap equation for diquark terms.) The dependence of \( g \) on \( V_q \) is set up in Section III.

3 In some beyond-mean field treatments \( V_q \) can differ from \( 3n_B \) substantially, see e.g. Ref.[61]. This situation was not found in this paper.
2. The number densities and entropy

The number density is computed as

\[ n_\lambda = \frac{\partial P}{\partial \lambda} \bigg|_{g,\eta} + \frac{d\eta}{d\lambda} \frac{\partial P}{\partial \eta} \bigg|_{\lambda,g} + \frac{d\eta}{d\lambda} \frac{\partial P}{\partial g} \bigg|_{\lambda,\eta}. \tag{26} \]

With fixed couplings, we can drop off the terms with derivatives of condensates with respect to \( \lambda \) by using the gap equations. This is practically useful as the self-consistent calculations to determine condensates can be closed in a local form, i.e., we do not have to refer to the data in the neighborhood in \( \lambda \). This nice property does not readily follow for running couplings as \( \partial P / \partial V_q \neq 0 \), but after some extra cares we can make self-consistent calculations into the local form. Using the gap equations, the sum over \( \eta \) in the second term is nonzero only for \( V_q \),

\[ \frac{d\eta}{d\lambda} \frac{\partial P}{\partial \eta} \bigg|_{\lambda,g} = - \frac{dV^*_\eta}{d\lambda} \left( \frac{\partial g}{\partial V^*_\eta} \frac{\partial P}{\partial g} \bigg|_{\lambda,\eta} \right)^{\eta \to \eta^\ast}. \tag{27} \]

where \( \eta \to \eta^\ast \) emphasizes that we substitute \( \eta^\ast \) only after we take the derivative. Meanwhile the third term in Eq.(26) is

\[ \frac{d\eta}{d\lambda} \frac{\partial P}{\partial g} \bigg|_{\lambda,\eta} = \left( \frac{dV^*_\eta}{d\lambda} \frac{\partial g}{\partial V^*_\eta} \bigg|_{\lambda} + \frac{\partial g}{\partial \lambda} \bigg|_{V_q} \right) \frac{\partial P}{\partial g} \bigg|_{\lambda,\eta}. \tag{28} \]

Now we note that

\[ \frac{\partial g}{\partial g} = \left( \frac{\partial g}{\partial V^*_\eta} \bigg|_{\lambda} \right)^{\eta \to \eta^\ast}, \tag{29} \]

with which we can eliminate \( dV^*_\eta / d\mu_B \) from the expressions for thermodynamic quantities as in usual fixed coupling equations. (Still \( dV^*_\eta / d\mu_Q \) and \( dV^*_\eta / dT \) still appear from \( \partial g / \partial \lambda \), but they do not show up in the self-consistent calculations.) Now the quark, charge, and entropy densities can be expressed as

\[ n_B = n_{B}^{sp}, \tag{30} \]

\[ n_Q = n_{Q}^{sp} + \frac{d\eta}{d\lambda} \left( \frac{\partial P}{\partial V} \bigg|_{V_q} \right) \bigg|_{\lambda,\eta}, \tag{31} \]

\[ s = s_{sp}^{\ast} + \frac{\partial g}{\partial T} \bigg|_{\lambda,\eta}. \tag{32} \]

The quark number density is saturated by the single particle contribution, while the charge and entropy densities are not. As we mentioned, we constrain the form of \( g[V_q] \) for given \((\mu_Q, T)\) along the \( \mu_B \)-axis and from which we prepare data for \( \partial g / \partial \mu_Q \) and \( \partial g / \partial T \).

3. The susceptibilities

Finally we briefly mention the susceptibilities. The computations of the susceptibilities cannot be closed in a local form. The baryon number susceptibility is

\[ \chi_B = \frac{d\eta_B}{d\mu_B} = \chi_{B}^{\ast} + \frac{d\eta}{d\mu_B} \frac{\partial \eta_B^{sp}}{\partial \mu_B} \bigg|_{\lambda,g} + \frac{d\eta}{d\mu_B} \frac{\partial \eta_B^{sp}}{\partial g} \bigg|_{\lambda,\eta}, \tag{33} \]

where \( \chi_{B}^{\ast} = \partial n_B^{sp} / \partial \mu_B \bigg|_{\lambda,\eta} \), and this single particle contribution does not saturate the total susceptibility as \( \partial n_B^{sp} / \partial \eta \bigg|_{\lambda,g} \) is generally nonzero. If the couplings run, there is an additional term proportional to \( \partial g / \partial \mu_B \). For this nonlocal property it is difficult to construct a simple scheme to achieve very precise matching of the susceptibilities between hadronic and quark models. Nevertheless, as we see that the susceptibilities can be matched in reasonable accuracy.

F. The form of running couplings

We consider a model in which low density couplings are tuned to reproduce the hadronic pressure and number density, and they evolve into the high density values required from the constraints on the maximal mass of neutron stars.

As the running of couplings generate extra pressure and density, the forms involving very radical changes often cause problems to maintain the thermodynamic stabilities; the second derivatives of the physical pressure must be non-negative in any directions of \((\mu_B, \mu_Q, T)\). In addition there is the causality condition, \( c_s^2 = \partial P / \partial V \bigg|_{\mu/B = \text{const}} \leq 1 \). For constant couplings, we have checked that all these constraints are satisfied. Thus we start with modest departure from the constant couplings.

With these remarks we consider a model in which the low density coupling \( g_{low} \) relaxes to the high density values \( g_{high} \) monotonically. One particular realization is to let \( g = (g_V, g_\lambda, g_\delta, H) = (g_V, c_3 g_V, c_8 g_V, H) \) depend on \( V_q \) as

\[ g(V_q) = g_{low} e^{-V_q / V_{trans}^V} + g_{high} (1 - e^{-V_q / V_{trans}^V}) \tag{34} \]

where \( V_{trans}^V \) characterizes the transition density from the low to high density couplings, and we vary \( V_{trans}^V \approx V_{trans}^H \approx 2.5 n_0 \). In the low density limit the couplings linearly depend on \( V_q \),

\[ g(V_q) \to g_{low} + (g_{high} - g_{low}) V_q / V_{trans}^V \tag{35} \]

while in the high density limit \( g \) approaches \( g_{high} \) exponentially fast.

In principle \( g_{high} \) can be further arranged to reproduce the perturbative QCD results which are supposed to be valid for \( n_B \gtrsim 40 n_0 \) \[23\], but we restrict our attention to domains of \( n_B \lesssim 10 n_0 \) and have not attempted such matching. This is partly because the cutoff effects inherent to the NJL type models introduce more artifacts at higher density (in fact we cannot go beyond \( \approx 20 n_0 \)), and partly because our parametrization will be more complicated.

For a given \((\mu_Q, T)\), the model contains eight parameters: \((c_3, c_8)\) and \((g_{V, low}, H_{low})\) largely responsible for matching to hadronic equations of state; \((g_{V, high}, H_{high})\) largely correlated with the maximal mass of neutron stars; and \((V_{trans}^V, V_{trans}^H)\) to characterize the transition density. The transient regime from hadronic to quark
matter is constrained by the causality and thermodynamic stability conditions.

Among our eight parameters, two of them are fine-tuned to reproduce the pressure \( P \) and number density \( n_B \) in hadronic models, while for the rest of parameters we pick up some samples to extract generic trends. In this work we fine-tune the values of \((g^0_V, H^0)\) as they are strongly correlated with the physics at low density, and choose samples for \((c_3, c_8, V^V_{\text{trans}}, V^H_{\text{trans}}, g^0_V, g^0_H)\).

This procedure is repeated for various \((\mu_Q, T)\). In our choice of the tuning parameters, \((g^0_V, H^0)\) are responsible for the \((\mu_Q, T)\) dependence of \((g^0_V, g^0_v, H, V)\), while \((c_3, c_8, V^V_{\text{trans}}, V^H_{\text{trans}}, g^0_V, g^0_H)\) are kept fixed with respect to changes in \((\mu_Q, T)\). As a result,

\[
\frac{\partial g^e}{\partial \mu_Q} |_{V} = \frac{\partial g^0_e}{\partial \mu_Q} e^{-V_e/V^e_{\text{trans}}},
\]

\[
\frac{\partial g^\nu}{\partial T} |_{V} = \frac{\partial g^0_\nu}{\partial T} e^{-V_\nu/V^\nu_{\text{trans}}}. \tag{36}
\]

These extra contributions which come from the phenomenological matching disappear at high density. These derivatives are used in determination of the charge and entropy densities.

### III. LOW AND HIGH DENSITY CONSTRAINTS ON QUARK MODELS

#### A. Domains of interest

We first mention the range relevant for dynamic neutron star phenomena in terms of \((n_B, \mu_Q, T)\). In nuclear equations of state, the charge chemical potential is the difference between the neutron and proton chemical potentials, \(\mu_Q = n_p - n_n\). For the baryon density, we limit our discussions to \(n_B \lesssim 10n_0\), which is sufficient unless we describe the collapse of neutron stars to black holes (see Refs.[62–65] for such studies). In this section, we often quote the estimates in literatures, which are frequently given in terms of charged and neutral lepton fractions, \(Y_e = n_e/n_B, Y_\nu = n_\nu/n_B\), the sum \(Y_L = Y_e + Y_\nu\), and entropy per baryon \(s/n_B\).

For static neutron stars, the core region typically has \(Y_e \sim 0.1, Y_\nu \sim 0\), and \(s/n_B \sim 0\). The lepton fraction is dominated by charged leptons as neutrinos have already diffused out. The estimate \(n_e \sim 0.1-0.2n_0\) requires us to cover the range of \(\mu_Q\) from 0 to \(-140\) MeV. If we consider only nucleonic degrees of freedom for hadrons for \(n_B \gtrsim 2n_0\), \(\mu_Q\) reaches even lower values, to \(-200\) MeV. Meanwhile, the positive \(\mu_Q\) does not show up.

In dynamical processes of neutron stars, the neutrinos are produced and trapped during the time scale shorter than the diffusion time which is sensitive to the matter properties. As neutrinos are trapped, the lepton number changes adiabatically, and the charged lepton and neutrino chemical potentials are established as \(\mu_e = -\mu_Q + \mu_L\) and \(\mu_\nu = \mu_L\). The \(\mu_Q\) is tuned to satisfy the charge neutrality condition. Considering the initial conditions, the net lepton number should be overall positive (more leptons than anti-leptons); \(\mu_L > 0\) appears preferentially and approaches zero as neutrinos leak out. Then, \(\mu_Q\) tends to be larger than in static neutron stars, and can be even positive in some domains.

As the dynamical processes of neutron stars are fairly complex, the most reliable way to estimate the relevant range of \((Y_L, s/n_B)\) is to refer to available simulation data, see, for instance, Ref.[66, 67] for protoneutron stars after supernovae and Ref.[68] for neutron star mergers. In the former, the simulations typically lead to \(1.4M_\odot\) protoneutron stars with \(n_B \sim 2-3n_0, Y_e \sim 0.3-0.4, Y_\nu \sim 0.05-0.1\, and s/n_B \sim 1-2\). The conservative choice of the range is \(-200\) MeV \(\lesssim \mu_Q \lesssim +40\) MeV and \(T = 0-100\) MeV which are covered in the Togashi equation of state. Meanwhile, in the denser regime, the range of \((Y_L, s/n_B)\) seems closer to that in static neutron stars.

Meanwhile, neutron star mergers accommodate matter at higher density and lower temperature; the cores of merging neutron stars remain cool as they are mainly produced in the outer core region and is not quickly delivered to the core. The core heats up more for a binary with the larger asymmetric mass ratio where the collision becomes more head on, and the two neutron stars have more direct contact. Recent simulations [68] for a 1.2\(M_\odot\)-1.44\(M_\odot\) merger suggest that the temperature is raised to \(\sim 30\) MeV and \(Y_e \sim 0.1\) for nucleonic equations of state.

We note that the above estimates are based on nucleonic equations of state. Below, we consider the cases with non-nucleonic degrees of freedom for \(n_B \gtrsim 2n_0\) whose details affect the relevant domain substantially. One of important effects beyond pure nucleonic descriptions is the appearance of strangeness [66, 69].

For gapless hadronic or quark matters, the strangeness makes the relevant range of \((\mu_Q, T)\) narrower. The particles with strangeness are negatively charged and reduce the abundance of charged leptons, so we need only \(\mu_Q\) closer to \(\mu_Q = 0\) than prepared for a pure nucleonic regime. The temperature range also needs no extension, because for a given entropy the temperature reduces as more active degrees of freedom become available. For a normal three-flavor quark matter, the temperature is about a half of hadronic matter for a given entropy density (see, for instance, Ref.[70]).

The situation considerably differs for matter with the pairing gaps, especially in the CFL phase. In the CFL phase the \((u, d, s)\)-quarks all participate in the pairing and make the matter charge neutral. Due to the pairing gaps, quarks in this phase hardly react to changes in \((\mu_Q, T)\) until they become large enough to break the pairs apart. When some lepton number or entropy densities are given in the CFL phase, they must be saturated by leptonic contributions. As the QCD matter is charge neutral by itself, there should be no charged leptons, so the charged lepton chemical potentials should be \(\pm 0\), or
\[\mu_Q \simeq \mu_L,\] which leads to a neutrino density (at low temperatures) of \(n_\nu \simeq N_\nu \mu_Q^3/6\pi^2,\) with \(N_\nu\) being the number of the trapped neutrino species. We set \(N_\nu = 2\) at high density to include \(\nu_e\) and \(\bar{\nu}_e\), while the chemical potential for \(n_\nu\) is set to zero as they appear only through the pair production processes and hence \(n_\nu = n_\bar{\nu}_\nu\). As the initial condition has more leptons over anti-leptons, \(\mu_Q\) is expected to be positive. For example, for \(n_\nu = 0.05n_0\) (or \(Y_\nu = 0.01\) for \(n_B = 5n_0\)), we need \(\mu_Q \simeq 120\) MeV for \(T \sim 0\), and smaller \(\mu_Q\) at finite temperature. As for the range of temperature, less degrees of freedom than in nuclear matter contribute, and the temperature can be about twice as large for a given entropy density. The core temperature may become larger than \(\sim 30\) MeV for neutron star mergers with asymmetric masses.

Taking these considerations into account, in this paper, we mainly explore the range \(-180\) MeV \(\leq \mu_Q \leq 100\) MeV and \(0 \leq T \leq 50\) MeV within the mean-field approximation. No mesonic excitations are included in this paper, although we are already aware that their contributions can be important in the CFL phase; they will narrow the relevant range of \((\mu_Q,T)\). More comments are given in Sec.VII.

### B. Low density constraints

For hadronic equations of state for \(n_B \lesssim 2n_0\) we use the Togashi nuclear equations of state. By construction this equation of state is consistent with laboratory experiments at \(n_B \simeq n_0\). The physics of \(n_B \lesssim 2n_0\) is largely correlated with neutron star radii with which one can infer equations of state around \(2n_0\). The Togashi predicts \(R_{1.4} \simeq 11.5\) km. There are two trends in the estimates of the radii based on astrophysical observations (for the methodology and general overview, see, e.g., Ref.[6]). The discovery of the neutron merger event GW170817 and calculations lead to the upper bound \(R_{1.4} \lesssim 13\) km, and typical estimates of the radii are \(R_{1.4} \simeq 12 \pm 1\) km [10, 11]. Meanwhile the x ray timing observations by the NICER lead to larger radii, \(R_{1.4} \simeq 13 \pm 1\) km, \(R = 13.02^{+1.24}_{-1.02}\) km for \(M = 1.44^{+0.15}_{-0.14} M_\odot\) (68\%) [7] and \(12.71^{+1.14}_{-1.19}\) km for \(1.34^{+0.15}_{-0.16} M_\odot\) [8]. Thus, the Togashi equation of state belong to a soft class of low density equations of state.

The physics at low density in \(\beta\)-equilibrated matter is constrained in the above-mentioned way, but the domain with a more general lepton fraction and finite temperature has not been well-constrained from observations. So our discussions are based on theoretical predictions. The Togashi covers sufficiently wide domains for \(n_B\) and \(T\), while \(Y_Q\) is covered up to 0.65, which corresponds to \(\mu_Q \sim 40\) MeV for \(n_B \sim 2n_0\). As we use \(\mu_Q\) at 100 MeV for the quark model, our coupling interpolations need the nuclear tables to \(\mu_Q = 100\) MeV, and we have to extrapolate the nuclear data.

Our extrapolation at a given \(T\) is guided by the isospin symmetry, taking into account its breaking only up to the neutron-proton mass difference \(m_n - m_p\) in the energy density from the rest mass. The details are given in the Appendix A, and here, we just quote approximate relations

\[\varepsilon(1 - Y_p) \simeq \varepsilon(Y_p) + (m_p - m_n)(1 - 2Y_p)n_B,\]
\[s(1 - Y_p) \simeq s(Y_p),\]
\[P(1 - Y_p) \simeq P(Y_p),\]
\[\mu_Q(1 - Y_p) \simeq -\mu_Q(Y_p) - 2(m_n - m_p),\]
\[\mu_B(1 - Y_p) \simeq \mu_B(Y_p) + \mu_Q(Y_p) + m_n - m_p.\] (37)

We have checked that the relations hold in good accuracy for \(0.4 \lesssim Y_p \lesssim 0.6\) using the nuclear tables, and we assume its validity for \(Y_p \gtrsim 0.6\). We use the original data if they are available, and if not use the data created from the approximate relations. Here is an example: to construct tables for \(n_B = 2n_0\) and \(Y_Q = 0.9\), in the Togashi’s we use the data \(Y_Q = 0.1\) which corresponds to \(\mu_Q(2n_0,0.1) \simeq 1020\) MeV and \(\mu_Q(2n_0,0.1) \simeq -120\) MeV, and produce the results \(\mu_B(2n_0,0.9) \simeq 900\) MeV and \(\mu_Q(2n_0,0.9) \simeq 120\) MeV.

After these preparations, now the tables are used to constrain quark models. We choose the matching point to \(n_B \simeq 1.5n_0\).4 We have also tried to match at higher densities such as \(2n_0\). But for the negative \(\mu_Q \lesssim -100\) MeV domain the strangeness can appear below \(n_B = 2n_0\) for some parameters in our quark model, and it often accompanies the first order transition. This introduces additional technical complications and we simply avoid them by choosing lower values of \(n_B\) for the matching procedure. Then, the nuclear equations of state are matched with the 2SC phase in quark models as in Ref.[49]. The other possible scheme is to choose the matching point at a larger \(n_B\) and use hadronic equations of state with hyperons, see, for instance Refs.[71–75]; in this case, we may interpolate the CFL equations of state to the hyperonic ones. We leave the analyses of such schemes for future works.

### C. High density constraints

The high density part of equations of state at \(n_B \gtrsim 5n_0\) must be sufficiently stiff to pass the so-called two solar mass (\(2M_\odot\)) constraint; the accurately measured masses are \(M = 1.908^{+0.016}_{-0.016} M_\odot\) [3], \(M = 2.01^{+0.04}_{-0.04} M_\odot\) [4], and \(2.14^{+0.10}_{-0.09} M_\odot\) [5].

Although the maximum mass is strongly correlated with the high density equations of state, low density equations of state serve important constraints as the low and high density domains must be connected in a causal and thermodynamically stable way. In general, the connection becomes more problematic for softer hadronic

---

4 More precisely, to avoid additional interpolation between data points, for all \((\mu_Q,T)\) we use tables given at \(n_B\) closest to \(1.5n_0\); for Togashi’s it is \(n_B \simeq 1.498n_0\).
FIG. 2. Schematic figure to explain the impacts of \((g_V, H)\).
(Upper) A NJL quark matter equation of state with \(g_V = H = 0\) is stiffened by increasing \(g_V\). But it enhances the danger to introduce the unstable region \((\partial^2 P/\partial \mu^2 < 0)\) between quark and nuclear equations of state. (Lower) Increasing \(H\) overall shifts the pressure curve to a lower \(\mu_B\) domain, allowing us to connect quark and nuclear equations of state without introducing the unstable region.

The previous series of QHC equations of state for static neutron stars smoothly interpolate a nucleonic pressure at 2\(n_0\) and a (CFL) quark matter one at 5\(n_0\) by polynomials of \(\mu_B\). Within this interpolation scheme the range of model parameters \((g_V, H)\), used for \(n_B \geq 5n_0\), is constrained for given nucleonic equations of state. The impacts of \(g_V\) and \(H\) are schematically illustrated in Fig.2; a larger \(g_V\) is necessary to make equations of state stiff enough to pass the 2\(M_\odot\) constraint, but too large \(g_V\) makes thermodynamic and causal interpolation to nuclear equations of state impossible. This problem is relaxed by increasing \(H\). Clearly, the allowed values of \(g_V\) and \(H\) are strongly correlated. The difficulty of the interpolation depends on nuclear equations of state and more difficulties for softer nuclear equations of state. Most comprehensive studies were done for the Togashi which is relatively soft [34]. The absolute maximum allowed mass in the QHC19 [34] is \(\simeq 2.35M_\odot\) at \((g_V, H)/G_s \simeq (1.30, 1.65)\) with the core baryon density \(\simeq 6n_0\). Overall, the analyses suggest \(g_V \gtrsim 0.6G_s\) and \(H \gtrsim 1.4G_s\). This estimate is consistent with the analyses [76] based on nonperturbative gluon propagators [77, 78]. These analyses motivate us to pick up samples from \(g_V^{\text{high}} \gtrsim 0.6G_s\) and \(H^{\text{high}} \gtrsim 1.4G_s\).

Actually, the constraints on \((g_V, H)\) should be stronger than the previously found one, because the previous analyses treated only \(\beta\)-equilibrated matter, and do not guarantee that the interpolation can be done for general \((\mu_Q, T)\). Indeed, we found that the constraints for \((g_V, H)\) become significantly tighter if we demand the interpolation for wide range of \((\mu_Q, T)\) [79]. In short, this is due to the disparity between the CFL quark matter and hadronic matter in their response to changes of \((\mu_Q, T)\). Hadronic equations of state change considerably while the CFL one does not, so the acceptable domains of \((g_V, H)\) change considerably as we vary \((\mu_Q, T)\). We do not show the systematic analyses here, but just pick up a particular set of \((g_V, H)\) which passes the above mentioned constraint.

Finally we mention how the evolution of effective couplings affect the stiffness, or more precisely how \(dg/dV_q \sim dg/dn_B\) impacts the relation between \(P\) and \(\varepsilon\). We consider a simple parametrization of energy density for a given number density as

\[
\varepsilon(n_B) = an_B^{4/3} + bn_B^\alpha, \quad (a, b : \text{constant}) \quad (38)
\]

where the first term comes from a relativistic kinetic energy and the second from interactions. The chemical potential is

\[
\mu(n_B) = \frac{4}{3}an_B^{1/3} + b\alpha n_B^{\alpha - 1}. \quad (39)
\]

Using the thermodynamic relation \(P = \mu_B n_B - \varepsilon\), and eliminating \(\alpha\), we get [25]

\[
P = \frac{\varepsilon}{3} + b\left(\alpha - \frac{4}{3}\right)n_B^\alpha. \quad (40)
\]

The interaction modifies the \(P\) vs \(\varepsilon\) relation from the conformal limit. Whether equations of state are stiffened or softened depend on not only the sign of interactions but also the powers in \(n_B\). To stiffen equations of state, repulsive interactions \((b > 0)\) must have \(\alpha > 4/3\); for attractive interactions \((b < 0)\), \(\alpha < 4/3\) is necessary.

For constant \((g_V, H)\), they add the energy density terms, roughly \(\sim g_V n_B^2\) and \(\sim -\Delta^2(n_B)/H\) [see Eqs.(10) and (18)]. Here \(\Delta^2(n_B)\) grows more slowly than powers of \(4/3\), that stiffen equations of state compared to the conformal limit. This trend changes for evolving couplings that yield additional powers in \(n_B\). For example, the vector repulsion softens equations of state for \(g_V(n_B) \sim n_B^\beta\) with \(\beta > 2/3\). Such power is expected if we deduce \(g_V\) from a one-gluon exchange which is expected to scale as \(\sim \alpha(p_F)^2/p_F^2\) at large density. For \(H\), details depend on how \(\Delta(n_B)\) depends on \(n_B\). If we assume that the \(n_B\) dependence is weak, the reduction of \(H\) for larger \(n_B\) softens the equation of state.
at \( \mu_Q = T = 0 \) as a matching point and then fix the quark model couplings to reproduce the pressure and number density of the nuclear equations of state. In this section, the evolving coupling constants are functions of \( V_q \) only; they do not depend on \((\mu_Q, T)\). The purpose in this section is to see to what extent the matching works for general \((\mu_Q, T)\) within this simplest setup. The \((\mu_Q, T)\) dependence is introduced in the next section.

Unless otherwise stated, we choose the following set of parameters:

\[
\begin{align*}
(\beta_V^{\text{high}}, H^{\text{high}})/G_s &= (1.3, 1.7), \\
V_{\text{trans}}^{\rho_V} &= V_{\text{trans}}^H = 2.5n_0, \\
c_3 &= c_8 = 0.5.
\end{align*}
\]

This choice of \((g_V^{\text{high}}, H^{\text{high}})\) is based on the guideline presented in the previous section. The specific values of \(V_{\text{trans}}^{\rho_V}\) are chosen after some trials and errors; with too small values, we typically found instabilities in searching the solutions of gap equations. Meanwhile, with too large values, \( g \) is not dominated by \( g_{\text{high}} \), obscuring the meaning of our framework. Finally, the values of \((c_3, c_8)\) are chosen as an intermediate between the universal \( U(1) \) repulsion \((c_3 = c_8 = 0)\) and \( U(N_f) \)-symmetric repulsion \((c_3 = c_8 = 1)\). The difference strongly correlates with the strength of phase transitions associated with production of the strangeness, as is shown below.

\[\Omega_{n_0}^{\mu_Q=0} \simeq g_V \left( n_u + n_d + n_s \right)^2 + \frac{c_8}{2} g_V \left( n_u + n_d - 2n_s \right)^2 \]
\[= g_V \left( 1 + \frac{c_8}{2} \right) \left( n_u + n_d \right)^2 + g_V \left( 1 + 2c_8 \right) n_s^2 \]
\[+ 2g_V (1-c_8)(n_u + n_d)n_s.\]

For \( c_8 = 1 \), the mean-field repulsion between \( u, d \)-quarks and \( s \)-quarks vanishes; as a consequence the onset of the strangeness is not disturbed by the effective repulsions from the \( u, d \)-quark densities.

Another aspect of \( c_8 \) is that it suppresses the susceptibility at low density; the repulsive terms in the absence

\[\text{FIG. 3. The number density } n_B \text{ (normalized by } n_0) \text{ at } \mu_Q = T = 0 \text{ for (top) } c_3 = c_8 = 0, 0.5, 1.0 \text{ with } V_{\text{trans}}^{\rho_V} = 2.5n_0; \text{ and (bottom) } V_{\text{trans}}^{\rho_V}/n_0 = 2.0, 2.5, 3.0 \text{ with } c_3 = c_8 = 0.5.\]

\[\text{FIG. 4. The evolving effective couplings } g_V \text{ and } H \text{ as functions of } n_B. \text{ The parameter set is the same as in Fig. 3.}\]
Figure 3 shows that the choice $c_8$ so larger $\Omega_n^{\mu_Q=0}$ suppresses the growth of $n_B$ more strongly. Figure 3 shows that the choice $c_8 = 1$ suppresses the growth of $n_B$ a bit too much; as a result, the matching to the Togashi is good only at a single point, $n_B/n_0 \approx 1.5$. For smaller $c_8$ the matching is better over the range $n_B \approx 1.0-1.5n_0$. Below, we use the intermediate values $c_3 = c_8 = 0.5$.

We also check the impact of variation of $V_{\text{trans}}^q$. Its impact on equations of state on $V_{\text{trans}}^q$ is not as large as $c_{3,8}$ for the range we are interested in, as can be seen from Fig.3.

2. Evolving couplings $g(V_q)$

Having learned the impact of parameters $c_{3,8}$ and $V_{\text{trans}}^q$, now we examine how the effective couplings evolve. We pick up $\mu_Q = -140, 0, 100$ MeV. The domain around $\mu_Q \approx -140$ MeV is important for the neutron-rich matter as in static cold neutron stars, while $\mu_Q \approx 100$ MeV may be realized for matter with large neutrino density.

Shown in Fig.4 are the evolving couplings $g = (g_V, H)$ plotted as functions of $n_B/n_0$. The coupling $g_V$ at low density is sensitive to the choice of $c_{3,8}$ and $V_{\text{trans}}^q$. For our baseline $c_{3,8} = 0.5$ and $V_{\text{trans}}^q = 2.5n_0$, we found $g_V$ to be an increasing function of $n_B$. Meanwhile, the value of $H$ is remarkably insensitive to the choice of $c_{3,8}$ and $V_{\text{trans}}^q$.

The interpretation of this qualitative tendency is not straightforward and hence deserves special remarks. If we had kept $H$ constant everywhere and just extrapolated a $H = H^{\text{high}}$ from the high density domain, the quark equations of state did not match with the nuclear one, as we have illustrated in the lower panel of Fig.2. At a given $\mu_B$, there would be too much pressure and number densities compared to the nucleonic case [25, 80]. Without confining effects in quark models, quarks are overpopulated by attractive pairings, and we regard it as an artifact of using our quark models in dilute regime. From this perspective, one way to suppress overpopulated quarks is to take a very large value for $g_V$ at low density, as done in Ref.[49] where $g_V$ depends on $\mu_B$. This descriptions, however, are found to be problematic if we let $g_V$ depend on $V_q \sim n_B$. In this case $g_V$ needs to behave singular at low density; otherwise the terms $\sim g_V V_q^2$ simply decouple from the analyses as $V_q \rightarrow 0$, and cannot eliminate the artifacts. Then we found that such a singular function makes numerical solutions for self-consistent equations typically unstable. It turns out that letting $H$ density dependent allows us more efficient matchings. In fact, reducing $H$ at low density eliminates the overpopulated quarks; in physical terms colored diquarks are not allowed to be stable in the dilute regime, as their isolated color charges should cost the energy. For our current model, the confining effects are not explicitly included, so we reduce $H$ to allow less number of di-
quarks. Meanwhile, in a denser regime diquarks can find another quark to get neutralized, and we expect that \( H \) may have the magnitude which is roughly those expected inside of a baryon, \( H \gtrsim 1.4G_s \) [76].

3. Equations of state; nuclear-2SC-CFL

We have set up the parameters for evolving couplings at \( \mu_Q = T = 0 \). Next we use them to construct equations of state. In Fig. 5 we show equations of state, \( P, n_B/n_0, \) and \( n_Q/n_0, \) as functions of \( \mu_B, \) and in Fig. 6 we also show the \( P \) vs \( \varepsilon \). We chose the cases with \( \mu_Q = -140, 0, 100 \) MeV as samples. Some remarks are in order:

(i) First we note its overall structure of the pressure curves. At low density the nucleonic equations of state vary significantly as functions of \( \mu_Q \). For larger \( \mu_Q \), the matter becomes more proton rich, the onset chemical potential lower, and the baryon density higher at given \( \mu_B \). As density increases, these different sets of pressure curves approach a single curve; the matter becomes the CFL phase, which is insensitive to changes in \( \mu_Q \). Thus, there is strong disparity in the \( \mu_Q \)-dependence of low and high density equations of state.

(ii) This strong disparity is washed out through the transition from the 2SC to the CFL phases. The 2SC phase is sensitive to changes in \( \mu_Q \), and so is the location of the phase transition. For larger \( \mu_Q \), the 2SC phase persists to higher density, and the CFL phase radically sets in with a large jump in the energy density. The strength of the transition becomes weaker for a negative \( \mu_Q \), as such a \( \mu_Q \) assists the population of \( s \)-quarks, and then, the disparity between \( u, d \) and \( s \)-quarks becomes smaller.

(iii) Around \( n_B \sim 1-2n_0 \), the baryon number and charge densities at \( \mu_Q = -140, 100 \) MeV in nuclear and 2SC descriptions seem reasonably consistent even before tuning of the evolving couplings. The discrepancy is the order of 10%-20% of the total. Nevertheless, it is surprisingly difficult to fill this gap unless we introduce the physics beyond the quasiparticle descriptions of the 2SC. We come back to this point later. The quality of matching for the nuclear and 2SC equations of state is not as good as it may look.

B. Finite temperature; nuclear-2SC-CFL

We further examine the nuclear-2SC continuity including thermal corrections. Theoretically, there are amusing similarities in the nuclear and 2SC descriptions which are encouraging to push the continuity idea, but there are also notable differences associated with their kinematics. After all, we need to consider supplemental correlation effects that would complete the continuity scenario.

First we mention the similarities. The first amusing fact is that the nuclear and 2SC phases have the same number of gapless fermions. A nuclear matter has four gapless modes, protons and neutrons with 1/2. Meanwhile, in the 2SC matter, \( uR, dG, uG, \) and \( dR \) quarks participate in the diquark pairing and get gapped, while \( uB \) and \( dB \) are left gapless; taking into account their spins, there are four gapless modes in the 2SC phase as in the nuclear matter. Second, the number density for protons plus neutrons and for \( uB \) plus \( dB \) are equal; to see this, we note

\[
n_B = n_p + n_n = \frac{1}{N_c} \sum_{f=u,d} (n_{fR} + n_{fG} + n_{fB}) , \tag{44}
\]

where \( n_{f(RGB)} \) are the quark density with flavor \( f \) and colors \( (RGB) \). We further note that the color neutrality condition sets

\[
\sum_{f=u,d} n_{fR} = \sum_{f=u,d} n_{fG} = \sum_{f=u,d} n_{fB} , \tag{45}
\]
FIG. 8. Thermal equations of state, $P$, $n_B/n_0$, $n_Q/n_0$, and $s/n_0$ as functions of $\mu_B$. The temperatures are $T = 10, 30, 50,$ and $70$ MeV, and the charge chemical potentials are $\mu_Q = -140, 0$, and $100$ MeV. The Togashi equation of state is used to tune the evolving couplings at $\mu_Q = T = 0$ MeV and $n_B \simeq 1.5n_0$ for the setup given in Eq. (41).

with which one can write

$$n_B = n_p + n_n = n_{uB} + n_{dB}.$$  \hfill (46)

In particular, the isospin symmetric matter has $n_p = n_n = n_{uB} = n_{dB}$ with which the Fermi momenta for $p, n, uB, dB$ are all the same.

Now, we turn into the difference between the nuclear and 2SC descriptions. The difference comes from kinetic and dynamical reasons; the densities of states near the Fermi surface, or the Fermi velocities, turn out to be different for these two descriptions. This can be seen by looking at the entropies. Applying the Fermi liquid descriptions for gapless fermions, we may write entropy at low temperatures as

$$s \simeq N_{\text{dof}} \frac{p_B^2}{3v_F^2} T,$$  \hfill (47)

where $N_{\text{dof}}$ is the number of the gapless fermion species. Here, we slightly generalize the Fermi velocity in non-relativistic framework into $v_F^R = p_F/E_F$ where $E_F = \sqrt{m_* + p_F^2}$; in the nonrelativistic limit, it reduces to $v_F^R \to v_F^{NR} = p_F/m_*$ where $m_*$ is the effective mass, while in the relativistic limit $v_F^R \to 1$ recovering the result of a massless fermi gas. For the nuclear and 2SC descriptions, their $N_{\text{dof}}$’s are equal, but the $v_F^R$’s are likely different, as the masses of gapless fermions are considerably different. Neglecting the effects of interactions, the mass in the nuclear case should be $m_* \sim m_N$, about three times larger than the 2SC case, and which in turn suggests $s_{\text{nuclear}} \sim 3s_{2SC}$. Thus, in this simplest consideration, the nuclear and 2SC entropies do not match.

For more detailed inspections, one must include the effects of interactions. Figure 7 shows the temperature dependence of the Togashi and 2SC equations of state, including entropies, compositions, and dynamical masses and gaps at $\mu_B = \mu_B^{\text{match}}$ (with which $n_B \sim 1.5n_0$) where we match the nuclear and 2SC equations of state. At $n_B \simeq 1.5n_0$ the Fermi momentum is $p_F \simeq 300$ MeV. Several remarks are in order:

(i) The Fermi velocity in the nuclear phase around $n_B \simeq 1.5n_0$ is $v_F^R \simeq 0.50$, enhanced from the free gas
limit $v_F^{\text{free}} \approx 0.32$. This means the interactions effectively
make nucleons more relativistic, and this tends to close
the gap between the nuclear and 2SC descriptions.

(ii) The Fermi velocity in the 2SC phase around $n_B = 1.5n_0$ is $v_F^{\text{2SC}} \approx 0.87$, close to the velocity of light. Such
a large velocity is first due to the effective quark mass
less than the nucleon mass and second due to the chiral
restoration effects. In our setup the effective quark mass
around $n_B \approx 1.5n_0$ is $M_{u,d} \approx 170$ MeV (in vacuum
$M_{u,d} \approx 336$ MeV).

(iii) It is interesting to see what value of the effective
quark mass can reproduce the nuclear result, $v_F^{\text{nuc}} \approx 0.50$.
Setting $0.5 = p_F/E_F$, one obtains $M_{u,d} = \sqrt{3}p_F \approx 510$
MeV, which is too heavy to be satisfied within the 2SC
description. This suggests that, if the nuclear-2SC con-
tinuity takes place around $n_B \approx 1.5n_0$, there must be
substantial corrections in both nuclear and 2SC results.

(iv) If the 2SC pairings are absent, $N_{\text{dof}}$ in normal
quark matter is about three times greater than the 2SC
case. In this case, the quark entropy is too large com-
pared to the nuclear’s.

(v) To see how matching works at higher temperatures,
we must look at modifications of the condensation effects.
Up to $T \approx 30$ MeV, we do not see substantial changes.
The pairing gap for $ud$-quarks is about $\Delta_{ud}(T = 0) \approx 174$
MeV at $T = 0$, and it decreases for larger $T$ and vanishes
at $T \approx 81$ MeV $\approx 0.47\Delta_{ud}(T = 0)$. After $u, d$-quarks
are released from the diquark pairing, they in turn join
the chiral pairing to enhance the chiral effective mass.
This reduces the Fermi velocity, and the resulting entropy
becomes closer to the nuclear one.

(vi) Around $T \approx 30$ MeV, thermally excited $s$-quarks,
which are gapless, start to make significant contributions.
While the density of $s$-quarks are not as large as $u, d$-
quark’s, all colors can contribute, making the roles of
$s$-quarks substantial.

(vii) Around $T \approx 50$ MeV, the relation between the nu-
clear and 2SC entropies is reversed; the 2SC entropy be-
comes larger than the nuclear entropy, and grows faster.
One possibility to reduce the gap is to add contributions
from thermally excited mesons, such as pions, to the
nuclear entropy. But it turned out that such corrections are
not large enough to catch up the growth of the quark en-
tropy. A possible way to achieve the thermal nuclear-2SC
continuity is to suppress thermally overpopulated quarks
by introducing Polyakov loops in quark models [81, 82].

Having seen in detail the tendency at $\mu_Q = 0$, we
we further extend our survey to a wider domain in $\mu_Q$.
Shown in Fig.8 are $P$, $n_B/n_0$, $n_Q/n_0$, and $s/n_0$ for
$\mu_Q = -140, 0, 100$ MeV and $T = 10, 30, 50, 70$ MeV. The
mismatch found in the $\mu_Q = 0$ result persists for general
$\mu_Q$. The trend of entropies is similar to the already dis-
cussed $\mu_Q = 0$ case. Another trend is that $n_B$ and $n_Q$ in
the 2SC react to changes in $\mu_Q$ more strongly than in nu-
clear descriptions. In contrast, the CFL domain hardly
reacts to changes in $\mu_Q$. The main difference between the
2SC and CFL is the existence of gapless quarks which can
react to small perturbations.

Looking over the results for $T \lesssim 50$ MeV, one might
think the nuclear and 2SC results are reasonably consist-
ent. For the pressure curves, the mismatch is not so
apparent, and the number densities in the 2SC descrip-
tions deviate from the nuclear’s by $\sim 30\%$ or so. These
would give impressions that the mismatches can be read-
ily eliminated. We found this is not the case. For this
reason, we are forced to allow phenomenological correc-
tions with which we depart from the conventional quasi-
particle descriptions of CSCs. They are discussed in the
next section.

V. PHENOMENOLOGICAL CORRECTIONS:
CSCX

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{The low density limit of evolving effective couplings $g^{\text{low}}_V$ and $H^{\text{low}}$ as functions of $\mu_Q$ and $T$. (At $T \approx 46$ MeV, $g^{\text{low}}_V$ at $\mu_Q \lesssim -140$ MeV changes the sign, preventing us from getting stable solutions for self-consistent equations.)}
\end{figure}

In this section, we construct unified equations of state
which cover from the nuclear to quark matter domains.
As we have seen, the matching between the nuclear and
2SC equations of state needs some phenomenological cor-
tections. A possible conclusion is that the nuclear-2SC
continuity is simply impossible. Another possibility is
that our descriptions of nuclear and 2SC are insufficient.
The nuclear model does not describe the 2SC correlation,
and the 2SC calculation does not include three-particle
correlations for baryons. In this section we explore the
latter possibility and examine how far we can go with
this assumption. We introduce the $(\mu_Q, T)$-dependence
in the evolving couplings and allow the 2SC to react to
changes in $(\mu_Q, T)$ in the same way as the nuclear ma-
ter. Although our quark matter uses the ordinary 2SC
as a baseline, it now has the qualitative properties dif-
ferent from the ordinary 2SC. So we call the 2SC with
evolving couplings “CSCX”, with X emphasizing our ig-
norance of the practical descriptions. The X contributes
to the baryon number, charge, and entropy densities, but
does not contribute to the color density, as our evolving
couplings are taken independent of color chemical potentials.

As before, we use evolving couplings for the 2SC pressure and baryon density to match the nuclear ones at \( n_B = 1.5n_0 \), but now repeat the procedure for each \((\mu_Q, T)\) in a nonlinear way. To begin with, we examine the \((\mu_Q, T)\)-dependence of \( g^\text{low}_s \). In Fig.9 we show the behaviors of \((g^\text{low}_s, H^\text{low})\) as functions of \( \mu_Q \) for \( T = 1, 10, 30, 45 \text{ MeV} \). The other parameters are the same as in the previous section, see Eq.(41).

We first remark on the \( \mu_Q \)-dependence. The behavior of \( g \) is approximately symmetric with respect to \( \mu_Q \leftrightarrow -\mu_Q \), as our quark model (nuclear models) has the (approximate) isospin symmetry. Next we notice that \( H \) is insensitive to changes in \( \mu_Q \), while \( g^\nu \) considerably reduces as \( \mu_Q \) deviates from \( \mu_Q = 0 \). At this point we recall that the number density in the pure 2SC description was not sufficiently large at \( \mu_Q = 100 \) and \(-140 \text{ MeV} \) (see Figs.5 or 8). This over-reduced number density is enhanced back by reduction of repulsive density-density interactions.

Next we discuss the \( T \)-dependence. Both \( g^\nu \) and \( H \) depend on \( T \) in a nonlinear way. To \( T \sim 30 \text{ MeV} \), both couplings increase as \( T \) does. We recall that the pres-
sure and number density in the pure 2SC descriptions are lower than the nuclear’s. These mismatches are cured by increasing $H$ that enhances the pressure and number density at low density as well as the entropy. The increase of $g_V$ tends to counteract such tendency, but at low density the impact of $g_V$ is not as important as $H$ because the former appears as $\sim g V n_u^2$. Beyond $T \sim 30$ MeV, the number density in the pure 2SC is still underestimated, but the entropy starts to increase faster than the nuclear’s. This introduces the complex behaviors in $g_V$ and $H$. While $H$ increases a little, $g_V$ starts to decrease substantially. The impact is greater when $\mu_Q$ deviates more from zero. In particular, around $T \simeq 50$ MeV, $g_V^{\text{CM}}$ for $\mu_Q \simeq -140$ MeV turns into negative, preventing us from the self-consistent solutions. At higher temperature, the same happens for the other $\mu_Q$ domain. This is in part because the entropy in the 2SC description becomes too large, as seen in Fig.5, and these discrepancies can no longer be compensated by just arranging the strengths of $(g_V, H)$. It seems that more fundamental modifications must be introduced. For this reason we stop our illustration at $T = 45$ MeV.

Having seen these $(\mu_Q, T)$-dependences of effective couplings, we found that their behaviors are not quite natural within the conventional 2SC picture; the effective couplings describe nonperturbative dynamics whose typical scale is $\sim \Lambda_{\text{QCD}}$, and should not be substantially affected by small changes in $\mu_Q$ and $T$ of a few tens of MeV. With this consideration, we reassure that the problems of matching are not mere fine-tuning issues, but are related to problems in physical descriptions.

With this caution in mind, we now turn to the equations of state of the CSCX. As in Fig.8 of the previous section, in Fig.10 we show $P$, $n_B/n_0$, $n_Q/n_0$, and $s/n_0$ for $\mu_Q = -140, 0, 100$ MeV and $T = 1, 10, 30, 45$ MeV. By construction, the CSCX reproduces the nuclear equations of state around $n_B \simeq 1.5n_0$. But it is worth mentioning that the matching is good over a finite range of 1-1.8$n_0$, although we have demanded the matching only at a single point, $n_B = 1.5n_0$.

As we have mentioned, the CSCX has extra contributions from the $(\mu_Q, T)$-dependence of effective couplings. Most notably, in the CFLX domain, the charge density is also positive (negative) for a positive (negative) $\mu_Q$. The CFLX is charge neutral only at $\mu_Q \simeq 0$. This can be understood by recalling that $dq/d\mu_Q = 0$ at $\mu_Q \simeq 0$ (Fig.9) and the pure CFL is charge neutral. The particle content is then $n_u = n_d = n_s$ at $\mu_Q \simeq 0$. As the CFLX is perturbed by $\mu_Q$, $n_d + n_s < n_u$ for positive $\mu_Q$, while $n_d + n_s > n_u$ for negative $\mu_Q$. In next section we see the consequence of this relation by coupling leptons.

Up to $T \simeq 45$ MeV, the entropy at $n_B \gtrsim 1.5n_0$ is smaller in the CSCX than in the nuclear case. The CFLX has less entropy than the 2SCX, as in the relation between the pure CFL and 2SC.

VI. CSCX FOR NEUTRON STARS

Finally, we examine the astrophysical implications of the equations of state of nuclear-“CSCX”, which were studied in the previous section. Our main concern is the composition of matter at a given lepton and temperature which change during the dynamics of neutron stars. The pressure is given by $(T$ is hidden here)

$$P(\mu_B, \mu_Q, \mu_L) = P_{\text{QCD}}(\mu_B, \mu_Q) + P_{\nu}(\mu_Q, \mu_L) + P_{\nu}(\mu_L),$$

(49)

where the charged lepton has the chemical potential $\mu_e = \mu_L = \mu_Q$.

We first examine the equation of state “CSCX+Togashi” (with matching of the Togashi and CSCX) at $T = \mu_L = 0$ for static neutron stars.
The purpose is to check that the high density value for evolving couplings \( g_{\text{high}} \) are chosen to be consistent with the available neutron star observations. Next, we consider the neutrino trapping regime at finite temperature and lepton chemical potential.

### A. Static neutron stars

For static neutron stars we must tune \( \mu_Q \) to satisfy the neutrality of electric charges\(^5\),

\[
\frac{\partial P}{\partial \mu_Q} = n_Q(\mu_B, \mu_Q) = 0,
\]

which determines the \( \mu_Q^* \) as a function of \( \mu_B \). We have set the lepton chemical potential to zero so that neutrinos are absent.

Shown in Fig. VIB 2 are \( \mu_Q, n_B/n_0 \), and \(-Y_S\), for the CSCX+Togashi and the Togashi. All these quantities jump at a 2SCX-CFLX transition that takes place at \( \mu_B \simeq 1150 \text{ MeV} \); the baryon density jumps from \( \simeq 2.3n_0 \) to \( \simeq 3.1n_0 \), \( \mu_Q \) from \( \simeq -150 \text{ MeV} \) to \( \simeq -17 \text{ MeV} \), and \(-Y_S\) from \( \simeq 0.03 \) to \( \simeq 0.94 \).

Shown in Figs. 12 and 13 are \( P\varepsilon \) and \( c_s^2 - n_B/n_0 \) relations for the CSCX+Togashi and the Togashi. The stiffness of the 2SCX phase grows faster than the Togashi, and the \( c_s^2 \) reaches beyond the conformal value 0.3 already around \( n_B \simeq 1.9n_0 \). This stiffening effects are reflected in Fig. 14 for the \( M-R \) relation. For low mass neutron stars the Togashi and CSCX-Togashi coincide to points around \( (M, R) \simeq (0.5M_\odot, 11.5\text{ km}) \); for a heavier star the CSCX-Togashi leads to a larger radius; e.g., for 1.4\( M_\odot \) neutron stars \( R_{1.4} \simeq 12.3 \text{ km} \). A kink in the \( M-R \) curve, with \( M \simeq 1.53M_\odot \) and \( R \simeq 12.4 \text{ km} \), reflects the 2SCX-CFLX transition. After having the transition, the resultant CFLX matter must be sufficiently stiff to pass the \( 2M_\odot \) constraint. Our choice of the high density couplings, \( (g_V, H)^{\text{high}}/G_a = (1.3, 1.7) \), indeed satisfies the constraint. As the CSCX+Togashi and Togashi have similar \( P\varepsilon \) relations at high density, the maximum masses are similar. At the maximum mass, the CSCX+Togashi has the \( M-R \) relations and the core density, \( (M, R, n_B^{\text{core}}) \simeq (2.22M_\odot, 10.7 \text{ km}, 6.5n_0) \), and for the Togashi, \( \simeq (2.23M_\odot, 10.2 \text{ km}, 6.9n_0) \).\(^6\)

---

\(^5\) In contrast to the constant coupling cases, the determination of \( \mu_Q^* \) is more cumbersome as the evolving couplings contain the \( \mu_Q \)-dependence. In particular we need to compute the \( \mu_Q \) dependence of various quantities including condensates for which we do not have analytic expressions. For this reason we first prepare tables for various set of \( (\mu_B, \mu_Q) \) and calculate the numerical derivatives.

\(^6\) Actually \( c_s^2 \) in the Togashi begins to violate the causality at \( n_B \simeq 5.6n_0 \); if we stop calculations at this point then \( M \simeq 2.18M_\odot \) and \( R \simeq 10.7 \text{ km} \).
B. Neutrino trapping regime

We next consider the neutrino trapping regime. This regime is possible only when there are substantial amounts of thermally excited states which interact with neutrinos. In the protoneutron star context the neutrino trapped matter is expected to have $s/n_B \simeq 1-2$. As we have seen in Fig.8, this condition is met at $T \sim 10$ MeV for the Togashi-2SCX region, and at $T \sim 30$ MeV for the CFLX region. Below we consider $T \gtrsim 10$ MeV and assume the neutrino trapping regime for equations of state.

With neutrinos we have a lepton chemical potential. We determine the lepton chemical potential at a given $(\mu_B, \mu_Q, T)$ through the charge neutrality constraint,

$$\frac{\partial P}{\partial \mu_Q} = n_Q(\mu_B, \mu_Q, \mu_L^*, T) = 0.$$  \hspace{1cm} (51)

Thus $\mu_L^*$ is a function of $(\mu_B, \mu_Q, T)$. Assuming massless neutrinos with a single helicity, a set of $(\mu_L, T)$ is readily converted into the neutrino equations of state

$$P_\nu = N_\nu \left( \frac{\mu_L^4}{24\pi^2} + \frac{\mu_L^2 T^2}{12} \right) + N_\nu' \frac{7\pi^2 T^4}{360},$$  \hspace{1cm} (52)

where $N_\nu$, species of neutrinos have the chemical potential $\mu_L$ and $N_\nu'$ species of neutrinos contribute thermal pressure. We assume $\nu_e$ and $\bar{\nu}_e$ have nonzero chemical potentials but $\nu_x$ does not, and set $N_\nu = 2$ and $N_\nu' = 3$.

In general there can be the first order transitions from the 2SCX to CFLX. The location is determined by the condition

$$P_{\text{2SCX}}(\mu_B, \mu_Q, \mu_L^{\text{2SCX}}) = P_{\text{CFLX}}(\mu_B, \mu_Q, \mu_L^{\text{CFLX}}),$$  \hspace{1cm} (53)

where $\mu_L^{\text{2SCX}}$ and $\mu_L^{\text{CFLX}}$ are fixed by the condition

$$n_Q^{\text{2SCX}} = n_Q^{\text{CFLX}} = 0.$$  \hspace{1cm} (54)

At the first order transitions, extensive quantities generally jump. The values of $n_\nu$ which we are investigating can be often found within the first order transitions. To find the corresponding equations of state, we consider a state at the first order transitions ($0 \leq x \leq 1$),

$$|\Psi_{1x}\rangle = \sqrt{x} |\Psi_{\text{2SCX}}\rangle + \sqrt{1-x} |\Psi_{\text{CFLX}}\rangle,$$  \hspace{1cm} (55)

where $|\Psi_{\text{2SCX}}\rangle$ and $|\Psi_{\text{CFLX}}\rangle$ lead to the same pressure. Local operators $\hat{Q}$ are evaluated as

$$\langle \Psi_{1x} | \hat{Q} | \Psi_{1x} \rangle \simeq x \langle \Psi_{\text{2SCX}} | \hat{Q} | \Psi_{\text{2SCX}} \rangle + (1-x) \langle \Psi_{\text{CFLX}} | \hat{Q} | \Psi_{\text{CFLX}} \rangle,$$  \hspace{1cm} (56)

where we neglected the off-diagonal components, $\langle \Psi_{\text{2SCX}} | \hat{O} | \Psi_{\text{CFLX}} \rangle$, which should vanish in the infinite volume limit [83]. Using this relation, we first fix $x$ to reproduce a given lepton fraction, and then use its value to compute the other quantities.

Shown in Fig.15 are equations of state, $\mu_Q$, $-Y_S$, $n_B/n_0$, and $s/n_0$ as functions of $\mu_B$. For $\mu_Q$ and $s/n_0$, we also plot the Togashi results with thin lines as they are substantially different from the CSCX results. The temperatures are $T = 10, 30, 40$ MeV which cover $s/n_B \sim 1-3$, and the lepton fraction is $Y_L = 0.05, 0.1, 0.3, 0.4$. The $Y_L = 0.05$ and 0.1 are suitable for neutron star mergers as static neutron stars before merging do not have many leptons, while larger values of $Y_L \gtrsim 0.3$ are typical for protoneutron stars as they are formed through contractions of stars with many nuclei.

Below, we examine the quark composition and neutrino fractions, stiffness, and the structure of hot neutron stars.

1. Quark composition

First, we note changes in the phase structure with increasing lepton fractions or $\mu_L$. With a larger $\mu_L$, the system is electrically neutralized without invoking a large negative value of $\mu_Q$ in the charged lepton chemical potential $\mu_e = \mu_L - \mu_Q$; the value of $\mu_Q$ approaches a more positive value. Accordingly, the chemical potential for strange quarks is reduced, and the strangeness fraction is suppressed. This broadens the 2SCX domain with overall shifts of the 2SCX-CFLX boundary to the higher density. For a fixed $Y_L$ line, extensive quantities change smoothly everywhere. After the line meets the 2SCX-CFLX phase boundary, the line changes along the phase boundary line for a while and then departs when the CFL phase alone can satisfy the constraint of $Y_L$. On the phase boundary, the extensive quantities follow Eq.(56).

When the temperature is turned on, the basic features of the phase structure remain the same, except broadening of the 2SCX domain to higher density. For the temperature range in this work, the major impact of the temperature is on the strangeness fraction.

2. Neutrino fraction

Next, we consider the neutrino fraction. We divide the domain into five and examine the results shown in Fig.15:

(i) In the dilute regime, $Y_e \sim 0.4$, so $Y_e = Y_L - Y_e \lesssim 0$ for our choices of $Y_L$, leading to more antineutrinos than neutrinos.

(ii) Near the nuclear matter domain around $n_B \sim n_0$, our experience on static neutron stars with $Y_L = 0$ indicates that $Y_e \sim 0.05$ (see Fig.). Then, we can infer that, for the $Y_L = 0.05$ and 0.1 cases, these conditions are satisfied with $Y_L \sim 0$ and $\mu_L \sim 0$, as can be confirmed from Fig.15. Then, for a larger $Y_L$, the $\mu_L$ should increase, so does $Y_e$.

(iii) Along the first order line at $\mu_Q < 0$, $Y_e$ can take both positive and negative values. To understand this, we examine the charge density in the QCD sector for the the CFLX phase. For $\mu_Q < 0$, the charge density is negative, $n_Q^{\text{QCD}} < 0$, so we need charged anti-leptons, $n_e < 0$. This means $\mu_e = \mu_L - \mu_Q < 0$, leading to
\[ \mu_L < \mu_Q < 0 \], and hence \( Y_\nu < 0 \). Along the first order line at \( \mu_Q < 0 \), the neutrino vs anti-neutrino fractions depend on the ratio between the nuclear-2SC and CFL phases, and the condition \( Y_L \).

(iv) Along the first order line at \( \mu_Q > 0 \), the \( Y_\nu \) turns out to be positive. In the CFLX phase at \( \mu_Q > 0 \), the charge density is positive, \( n_{QCD} > 0 \), so we need \( n_e > 0 \). This means \( \mu_e = \mu_L - \mu_Q > 0 \), leading to \( \mu_L > \mu_Q > 0 \), and hence \( Y_\nu > 0 \). Since the 2SCX phase also leads to \( Y_\nu > 0 \), we have \( Y_\nu > 0 \) at \( \mu_Q > 0 \) from the 2SCX to CFLX domain.

(v) At very large density, the QCD sector neutralizes by itself for a wide domain in \( \mu_Q \). Thus, \( \mu_e \sim 0 \), and the lepton number is chiefly carried by neutrinos. As a result the neutrino abundance is greater than the Togashi by several factors.

3. Stiffness and the core structure

Finally we examine the structure of hot, neutrino-rich neutron stars within the isothermal picture of the core. The finite temperature effects significantly change the crust part as it is loosely bound to the core; this dilute
domain can be widely spread to $\sim 100$ km or even more. Clearly, this crust part is dominated by the physics different from the core part. For this reason, we take into account only the $n_B \gtrsim 0.05n_0$ part of equations of state to integrate the Tolman-Oppenheimer-Volkoff equation. We call the resulting mass “core mass” $M_{\text{core}}$ in this paper.

Shown in the left panel of Fig.16 are $P$ vs $\varepsilon$ for $T = 10, 30$ MeV and $Y_L = 0.05, 0.1, 0.3, 0.4$. The Togashi case at $Y_L = 0.05$ is also shown as a reference at a given temperature. As we can infer from the previous sections, the lepton fraction $Y_L$ controls the stiffness through the strangeness fraction. A large $Y_L$ leads to the stiffer equation of state. Meanwhile, the temperature effects are overall small in size, and its major impact seems to be in the shift of the phase boundaries.

Shown in the right panel of Fig.16 are the baryon density distributions in neutron stars for given core masses, $M_{\text{core}} = 1.4M_\odot$, $2.0M_\odot$, and $M_{\text{core}}^{\text{max}}$. The conditions are $T = 10, 30$ MeV and $Y_L = 0.05, 0.4$. Several remarks are in order:

(i) The increase in $T$ from 10 to 30 MeV enhances the maximal core mass, $M_{\text{core}}^{\text{max}}$, by $\sim 0.05M_\odot$. The baryon number distribution at $R \lesssim 10$ km is not affected much by thermal effects. The impacts of thermal effects are more significant for a larger $R$ and a lighter star, due to its diluter structure which can be easily deformed by the gravity. The same is also applied to the Togashi.

(ii) The increase in $Y_L$ substantially affects $M_{\text{core}}$ and the density distribution. The change in $Y_L$ from 0.05 to 0.4 results in the enhancement of $M_{\text{core}}^{\text{max}}$ by $\sim 0.2M_\odot$ in both the $T = 10$ and 30 MeV cases. For $Y_L = 0.05$ MeV, $M_{\text{core}}^{\text{max}}/M_\odot \simeq 2.26, 2.32$, (for $T = 10, 30$ MeV) (57) and for $Y_L = 0.4$,

$$M_{\text{core}}^{\text{max}}/M_\odot \simeq 2.32, 2.53. \quad (T = 10, 30\text{ MeV}) \quad (58)$$

This enhancement is due to stiffening at $n_B \simeq 1.5n_0$ which tempers the growth in baryon density. Accordingly, the core density for the $M_{\text{core}}^{\text{max}}$ star is lower for the $Y_L = 0.4$ case, $n_B^{\text{core}} \simeq 5n_0$, than the $Y_L = 0.05$ case, $n_B^{\text{core}} \simeq 6n_0$. In contrast, in the Togashi case, changes in $Y_L$ do not lead to substantial increase in $M_{\text{core}}$, but a slight reduction by $\sim 0.07M_\odot$; this is due to the fact that a larger $Y_L$ makes pure nuclear matter more symmetric in isospin and reduces its stiffness.

VII. SUMMARY

We have performed comprehensive analyses for equations of state based on the nuclear-2SC continuity picture. We elaborated a scheme of evolving couplings which are tuned to reproduce nuclear pressure and number density at $n_B = 1.5n_0$ and $\mu_Q = T = 0$, and they approach the high density values to reproduce the $2M_\odot$ constraint.

Our analyses indicate that the nuclear and 2SC equations of state do not match well over phenomenologically relevant domains of $\mu_Q$ and $T$. This is most clearly seen in entropies whose low temperature behaviors are characterized by the number of gapless fermions and the Fermi velocities. The nuclear and 2SC phases have the same number of gapless fermions, but the Fermi velocities are different, as the effective masses for nucleons and gapless quarks differ by a factor $\sim N_c$ if we neglect interaction effects in nuclear calculations, and a factor $\sim 2$ if interactions are taken into account. If we used the unpaired
quark matter for the matching, the number of gapless fermions is different and the discrepancy in entropies becomes even larger.

These observations suggest that, to achieve the nuclear-2SC continuity in entropies, it is necessary to consider corrections to both the nuclear and 2SC equations of state. Inclusion of more relativistic effects to the nuclear equations of state partially reduces the mismatch. Another possible scenario is that baryonic three particle correlations are present in the 2SC phase, so that reactions to changes in \((\mu_Q, T)\) become similar to the nuclear’s. Such phenomenological corrections are introduced through evolving couplings, and we call the CSC with such contributions “CSCX”.

The unified equations of state, which cover from the nuclear to quark matter domains, are constructed by connecting the nuclear and 2SCX phases. At higher density, the 2SCX phase turns into the CFLX phase.

Unlike the previous crossover constructions, equations of state in this work include the first order phase transition, but it is not a hadron-quark phase transition but the 2SC-CFL transition within quark matter. The first order nature is associated with radical appearance of the strangeness. We suspect that the strangeness appears more smoothly if we manifestly treat hyperonic baryons, and would temper the softening associated with the first order phase transition. We leave this issue as a future problem.

The strangeness fraction has important impacts on the structure of neutrino trapped, hot neutron stars. The abundance of neutrinos and thermal effects reduces the strangeness fraction and stiffens equations of state. For a neutrino trapped neutron star at \(T \approx 30\) MeV with a lepton fraction \(Y_L \approx 0.05\), the mass is larger than its cold static counterpart by \(\sim 0.1 M_\odot\). This should affect theoretical estimates on the lifetime of neutron star mergers. More detailed studies are called for.

Clearly, this work leaves a lot of of room for improvements. We close this paper by mentioning several possible extensions.

First, we need to make explicit what the X is. We suspect it to be a baryonic object; diquarks near the Fermi surface would further pick up another quark, developing three particle correlations. If such three particle correlations are sufficiently strong, this likely leads to quarkyonic matter proposed by McLerran and Pisarski [84]. Recently, the picture was also discussed in the language of quantum percolation [85]. Several schematic quarkyonic equations of state have been constructed [26, 86–91], leading to “soft-to-stiff” type equations compatible with observations for static neutron stars. In the context of the quark-hadron continuity, this description is probably even more powerful at finite temperature and lepton fraction, as the Fermi surface is made of baryons in quarkyonic matter.

Other candidates for the X are additional pairings to usual diquark pairs. In fact, in the CFL domain, we have already checked that our quark model leads to charged meson condensations around \(\mu_Q \gtrsim 20\) MeV and \(\mu_Q \lesssim -100\) MeV [92], as the CFL mesons have excitation energies much smaller than in the vacuum case. These charged mesons change the response to \(\mu_Q\) already at \(T=0\). The equations of state with these exotic phases will be reported elsewhere.

In this paper, we have omitted discussions on the inhomogeneous phases such as crystalline CSCs [93–95] and chiral spirals (or chiral density waves) [96–103]. These phases have not been discussed in detail in light of recent neutron star observations and further studies are called for.

We plan to work out more systematic analyses, examining the sensitivity to the choice of nuclear equations of state, other choices of \((g_Y, H)\), and so on. The results will be presented elsewhere.
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Appendix A: Extrapolating nuclear tables to proton rich domain

Nuclear equations of state are written as \((Y_p + Y_n = 1)\)
\[
\varepsilon(Y_p) = \varepsilon_{NR}(Y_p) + (m_p Y_p + m_n Y_n)n_B. \tag{A1}
\]
(We suppress \(n_B\) and \(T\) in the thermodynamic quantities for notational simplicity.) We explicitly separated the mass contributions, as they should be most relevant isospin breaking terms coming from \(m_q - m_u\). For the other parts, the small mass difference is suppressed by the Fermi momentum \(p_F\) or the dynamical mass scale \(\Lambda_{QCD}\), so we neglect the isospin breaking effects,

\[
\varepsilon_{NR}(Y_p) \simeq \varepsilon_{NR}(Y_n), \tag{A2}
\]
then
\[
\varepsilon(Y_n) \simeq \varepsilon_{NR}(Y_p) + (m_p Y_p + m_n Y_n)n_B. \tag{A3}
\]
Eliminating \(\varepsilon_{NR}(Y_p)\) from Eqs. (A1) and (A3), we get an approximate relation,
\[
\varepsilon(Y_n) \simeq \varepsilon(Y_p) + (m_p - m_n)(Y_n - Y_p)n_B. \tag{A4}
\]
For the entropy we do not expect significant isospin breaking effects and assume
\[
s(Y_n) \simeq s(Y_p). \tag{A5}
\]
The other thermodynamic quantities are derived from these approximate relations. The charge chemical potential is obtained from
\[
\mu_Q(Y_n) = \mu_Q(Y_p) - 2(m_n - m_p), \tag{A6}
\]
and the baryon chemical potential is $\partial \varepsilon / \partial n_B |_{n_Q}$,

$$\mu_B(Y_n) \simeq \mu_B(Y_p) + \mu_Q(Y_p) + m_n - m_p. \quad (A7)$$

The pressure is $P = \mu_B n_B + \mu_Q n_Q + Ts - \varepsilon$, so the above relations lead to

$$P(Y_n) \simeq P(Y_p). \quad (A8)$$
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