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Abstract. We prove various Beurling-Lax type theorems, when the classical backward-shift operator is replaced by a general resolvent operator associated with a rational function. We also study connections to the Cuntz relations. An important tool is a new representation result for analytic functions, in terms of composition and multiplication operators associated with a given rational function. Applications to the theory of de Branges-Rovnyak spaces, also in the indefinite metric setting, are given.
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1. INTRODUCTION

In this paper we discuss decompositions of spaces associated with positive definite kernels and with kernels having a finite number of negative squares, based on a new representation theorem for analytic functions. To set the framework and motivate our results, let us consider a $\mathbb{C}^{p \times p}$-valued function $K(z, w)$ positive definite on a set $\Omega \subset \mathbb{C}$; let $r$ be a map from a set $\Omega_1 \subset \mathbb{C}$ into $\Omega$, and let $A(z)$ be a $\mathbb{C}^{1 \times p}$-valued function defined on $\Omega_1$. The function $A(z)K(r(z), r(w))A(w)^*$ is positive definite on $\Omega_1$; elements of the reproducing kernel Hilbert space with reproducing kernel $A(z)K(r(z), r(w))A(w)^*$ are of the form

(1.1) $f(z) = A(z)F(r(z)),$

where $F$ varies in the reproducing kernel Hilbert space with reproducing kernel $K(z, w)$. Depending on various assumptions, one can insure that the above decomposition is unique, and one can then relate the norms of $f$ and $F$. In the present paper we assume that $r$ is
a rational function and that the entries of $A(z)$ span the backward-shift invariant space (also know as state space) $\mathfrak{L}(r)$ generated by $r$ (see Definition 1.2 for the latter). We focus in particular on de Branges and de Branges-Rovnyak spaces (see [25, 26, 27, 33, 34, 35]), in view of their important role in operator theory, linear system theory and related topics; see e.g. [2, 32]. The properties of these spaces are related to properties of the classical backward-shift operators

$$ (R_\alpha F)(z) = \begin{cases} \frac{F(z) - F(\alpha)}{z - \alpha}, & z \not= \alpha, \\ F'(\alpha), & z = \alpha, \end{cases} $$

where $F$ is assumed analytic in a neighborhood of $\alpha$. Moreover, various structure theorems characterizing de Branges-Rovnyak spaces in terms of the backward-shift operators can be seen as Beurling-Lax type theorems. For instance, given a signature matrix $J \in \mathbb{C}^{s \times s}$ (i.e. $J$ satisfies $J = J^* = J^{-1}$) and given a reproducing kernel Hilbert space $\mathfrak{H}$ of $\mathbb{C}^s$-valued functions analytic in an open subset of the complex plane, symmetric with respect to the real line, the equality

$$ [R_\alpha F, G] - [F, R_\beta G] = (\alpha - \beta)[R_\alpha F, R_\beta G] = iG(\beta)^* J F(\alpha) $$

holds for all $\alpha, \beta \in \Omega$ and all $F, G \in \mathfrak{H}$ if and only if the reproducing kernel of $\mathfrak{H}$ is of the form

$$ K(z, w) = \frac{J - \Theta(z) J \Theta(w)^*}{-i(z - \overline{w})}, $$

see [21, 24, 46]. The links with operator models stem from the following: When the operators $R_\alpha$ are bounded and with zero kernel, a result of Stone (see [47, Theorem 4.10, p. 137]) asserts that there is a closed linear operator $A$ such that

$$ ((A - \alpha I)^{-1} f)(z) = z f(z) + c_f, \quad \alpha \in \Omega, $$

where $c_f \in \mathbb{C}$. Properties of $A$ and of the space $\mathfrak{H}$ are closely related.

de Branges-Rovnyak spaces come in all shapes and sizes, depending on the application in mind, and the domain of analyticity where they are defined. We here focus on three types of spaces, usually denoted by the symbols $\mathfrak{P}(\Theta)$, $\mathfrak{P}(E_+, E_-)$ and $\mathfrak{L}(N)$, associated respectively with closed to self-adjoint (or close to unitary), Hermitian (or isometric) and self-adjoint (or unitary) operators.

Although different in aim and approach, the present paper has connections with the works of Kailah and Lev-Ari [42], Nudelman [44], and the approach developed in the papers [6, 13, 14]. There, one is given two functions analytic in a connected open set $\Omega$, such that the sets

$$ \Omega_+ = \{ z \in \Omega ; |b(z)| < |a(z)| \} $$
$$ \Omega_- = \{ z \in \Omega ; |b(z)| > |a(z)| \} $$

are not empty. Then the set

$$ \Omega_0 = \{ z \in \Omega ; |b(z)| = |a(z)| \} $$
is also not empty (see e.g. [4, Exercise 6.1.9, p. 295]), and the function
\[ k(z, w) = \frac{1}{a(z)a(w) - b(z)b(w)} \]
is positive definite in \( \Omega_+ \). The reproducing kernels studied are then of the form
\[ \frac{J - \Theta(z)J\Theta(w)^*}{a(z)a(w) - b(z)b(w)} \]
when \( z, w \) vary in some open subset of \( \Omega_+ \), where \( J \) is a signature matrix. When such a kernel has a finite number of negative squares, the function \( \Theta(z) \) in (1.6) can be written as \( M(\sigma(z)) \), where \( \sigma(z) = \frac{b(z)}{a(z)} \), and where \( M(z) \) is analytic in some open subset of the open unit disk. Our rational function \( r \) (or \( 1 - r/1 + r \)) plays the role of \( \sigma \).

de Branges-Rovnyak spaces have been further generalized to numerous settings, ranging from the polydisk (and the theory of Schur-Agler classes) to non-commutative settings and real compact Riemann surfaces setting, and here we take a different avenue and study the counterparts of de Branges-Rovnyak spaces when the classical resolvent operator (see (1.2) below) is replaced by a general resolvent operator associated with a rational function \( r \). Motivated by the Riemann surface case (see [19, §4]), a generalization of (1.2) has been introduced in [17]. More precisely (in [17] only the polynomial case was considered) we will assume, unless otherwise stated, that \( r \) satisfies:

**Hypothesis 1.1.** We will assume that the rational function \( r(z) = \frac{p(z)}{q(z)} \), where \( p \) and \( q \) are coprime polynomials satisfying \( \deg p \geq \deg q \). When this hypothesis is not in force we can replace \( r \) by \( 1/r \).

We set \( N = \deg p \), and define
\[ \Omega(r) = \{ \alpha \in \mathbb{C} \text{ such that the equation } r(z) = \alpha \text{ has } N \text{ pairwise different roots} \} . \]

We do not write explicitly the dependence of the roots, say \( w_1(\alpha), \ldots, w_N(\alpha) \), on \( r \) and \( \alpha \), but when it makes the reading easier (such as in the statement and proof of Lemma 3.1). For \( \alpha \in \Omega(r) \) we set
\[ (R^{(r)}_\alpha f)(z) = \begin{cases} \frac{f(z)}{r(z) - \alpha} - \frac{\sum_{n=1}^{N} f(w_n)}{r'(w_n)(z - w_n)}, & r(z) \neq \alpha, \\ \frac{\sum_{n=1}^{N} f'(w_n)}{r'(w_n)}, & \text{if } z \in r^{-1}(\{ \alpha \}) = \{ w_1, \ldots, w_N \}, \end{cases} \]
where \( f \) is assumed analytic in a neighborhood of the set \( r^{-1}(\{ \alpha \}) \) (the use of a lower case \( f \) for (1.8) and of an upper case \( F \) for (1.2) is on purpose, and is motivated by expressions such as (1.1)). We note that the first formula in (1.8) can be rewritten as (for \( \alpha \in \mathbb{C} \) such that \( r(\infty) \neq \alpha \) and \( z \notin r^{-1}(\{ \alpha \}) \)):
\[ (R^{(r)}_\alpha f)(z) = f(z) \frac{1}{r(\infty) - \alpha} - \frac{\sum_{n=1}^{N} f(w_n)}{r'(w_n)} \frac{1}{z - w_n} \]
\[ = \frac{f(z)}{r(\infty) - \alpha} + \sum_{n=1}^{N} \frac{1}{r'(w_n)} (R_{w_n} f)(z) \]
The operators (1.8) satisfy the resolvent identity
\[(1.10) \quad R_{\alpha}^{(r)} - R_{\beta}^{(r)} = (\alpha - \beta) R_{\alpha}^{(r)} R_{\beta}^{(r)}, \quad \alpha, \beta \in \Omega(r),\]
see [17]. Another slightly different proof can be obtained using (1.9) since the classical resolvent operators satisfy the resolvent identity; see Corollary 2.2 below. When these operators have a trivial kernel, the underlying operator models are now of the form (7.5) below, that is
\[(T f)(z) = r(z)f(z) + h_{f}(z)\]
where \(h_{f}(z)\) is a rational function of \(z\), linear in \(f\).

In the present paper we study the counterpart of the de Branges and de Branges-Rovnyak spaces when the classical backward-shift operators are replaced by the operators (1.8). For instance (1.3) will now be replaced by
\[(1.11) \quad \left[ R_{\alpha}^{(r)} f, g \right] - \left[ f, R_{\beta}^{(r)} g \right] - (\alpha - \bar{\beta}) \left[ R_{\alpha}^{(r)} f, R_{\beta}^{(r)} g \right] = i(\alpha - \bar{\beta}) \sum_{i=1}^{N} \frac{g(v_{ij})^{*}}{j^{r_{i}}(u_{i})} \frac{1}{u_{i} - \bar{v}_{j}}\]
where the \(u_{i}\) (resp. the \(v_{j}\)) are the pre-images of \(\alpha\) (resp. of \(\beta\)) under \(r\). We note that the right hand side of (1.11) is adapted from the Riemann surface case; see [19] Theorem 5.1, p. 316].

To describe our results we need some more notation and definitions.

**Definition 1.2.** The linear span of the functions \(z \mapsto \frac{r(z) - r(a)}{z - a}\) where \(a\) runs through the points of analyticity of \(r\), will be called the state space associated with \(r\) and will be denoted by \(L(r)\).

The space \(L(r)\) is finite dimensional, as we recall in Lemma 2.6, and we denote by \(Z_{r}(z)\) a \(1 \times N\) matrix with entries a basis of \(L(r)\):
\[(1.12) \quad Z_{r}(z) = \left( e_{1}(z) \cdots e_{N}(z) \right).\]

**Example 1.3.** For \(r(z) = z + \frac{1}{z}\), the space \(L(r)\) is spanned by the functions 1 and \(1/z\) since
\[\frac{r(z) - r(a)}{z - a} = 1 - \frac{1}{za}\]
for this \(r\).

**Remark 1.4.** When \(r(z) = z\), the corresponding \(Z_{r}(z)\) can be taken to be 1, and the operator reduces to the classical backward shift operators (1.2).

We will be interested in functions of the form
\[(1.13) \quad f(z) = (Z_{r}(z) \otimes I_{s}) F(r(z)),\]
where \(F\) is analytic in a neighborhood of the origin, and a characterization of these functions is given in Theorem 4.1.

Condition (1.11) is now equivalent (see Theorem 4.13 for a precise statement) to the reproducing kernel of the space to be of the form
\[(1.14) \quad (Z_{r}(z) \otimes I_{s}) Y^{-1} \frac{J_{0} - \Theta(r(z)) J_{0} \Theta(r(w))^{*}}{-i(r(z) - r(w))} Y^{-1} (Z_{r}(w) \otimes I_{s})^{*},\]
where $\Theta$ is a $\mathbb{C}^{rs \times rs}$-valued function analytic in a neighborhood of the origin, $Y \in \mathbb{C}^{rs \times rs}$ is invertible, $J_0 \in \mathbb{C}^{rs \times rs}$ is a signature matrix, and the latter two depend only on $Z_r$ and $J$.

Another question which we are considering here is related to the Cuntz relations. With the above notation, we look for pairs of positive definite kernels $(K, K_0)$ such that, with $K_0(r)(z, w) = K_0(r(z), r(w))$, we have the orthogonal decomposition (the functions $e_j$ have been defined by (1.12))

$$H(K) = \bigoplus e_j H(K_0(r)).$$

The weighted multiplication operators $T_j : H(K_0(r)) \to H(K)$, $j = 1, \ldots, N$, defined by

$$(T_j g)(z) = e_j(z) g(r(z)), \quad j = 1, \ldots, N$$

satisfy then the Cuntz relations.

An important tool in our results is a representation theorem for analytic functions, characterizing functions of the form $Z_r(z) F(r(z))$ (the case where $r(z)$ is a polynomial has been considered in [17]).

The paper contains ten sections besides the introduction. Sections 2-7 form the first part of the paper. After the preliminary Section 2, in which we discuss some aspects of realizations of rational functions, the main general results are presented in Sections 3-7. Specifically, in Section 3 we study, given a rational function, an associated symmetric matrix also proving a technical result which may be of independent interest. Section 4 contains a main result, namely a representation theorem, see Theorem 4.1, which generalizes the polynomial case and some particular cases of rational functions already studied in the literature. Section 5 discusses how our results are connected with Cuntz relations. Section 6 studies subspaces invariant under the action of suitable generalized backward shift operators, while Section 7 moves to related operator models. Sections 8-11 are devoted to the counterpart of de Branges-Rovnyak spaces in the present setting. We study the Pontryagin spaces with assigned reproducing kernels in the line and in the circle case, we present two structure theorems, and we consider also the case of negative squares and generalized Nevanlinna functions.

2. Preliminary results

In this section, which is of a preliminary nature, we discuss various aspects of realization theory of rational functions. We mention in particular Corollary 2.13, which may be of independent interest, and Corollary 2.15, which allows us to make the connection with the classical case where $r(z) = z$. The first result follows from a partial fraction expansion; we write out the details since (2.1) plays a central role in the sequel. We note that it may be that $r(\infty) \in \text{ran } r$, for example $r(z) = 1 + \frac{z - 1}{z^2 + 1}$. We have $r(1) = r(\infty) = 1$.

**Proposition 2.1.** Let $r$ be a rational function of degree $N$ and let $\alpha \in \Omega(r)$. We have:

$$\frac{1}{r(z) - \alpha} = \frac{1}{r(\infty) - \alpha} + \sum_{n=1}^{N} \frac{1}{r'(w_n)(z - w_n)},$$

(2.1)
which reduces to

\[
\frac{1}{r(z) - \alpha} = \sum_{n=1}^{N} \frac{1}{r'(w_n)(z - w_n)},
\]

when \( r(\infty) = \infty \).

**Proof.** The zeros \( w_1, \ldots, w_N \) cannot be zeros of \( q \), even if we interpret \( r(w_n) = \alpha \) as \( p(w_n) = \alpha q(w_n) \). If \( q(w_n) = 0 \) then \( p(w_n) = 0 \), but \( p \) and \( q \) are assumed prime together. From \( \alpha = \frac{p(w_n)}{q(w_n)} \) we get

\[
\frac{p'(w_n) - \alpha q'(w_n)}{q(w_n)} = \frac{p'(w_n) - p(w_n)q'(w_n)}{q(w_n)} = \frac{p'(w_n)q(w_n) - p(w_n)q'(w_n)}{q(w_n)^2} = r'(w_n).
\]

Partial fraction expansion gives

\[
\frac{1}{r(z) - \alpha} = \frac{1}{r(\infty) - \alpha} + \frac{q(z)}{p(z) - q(z)\alpha} = \frac{1}{r(\infty) - \alpha} + \sum_{n=1}^{N} \frac{q(w_n)}{p'(w_n) - \alpha q'(w_n)} \frac{1}{z - w_n} = \frac{1}{r(\infty) - \alpha} + \sum_{n=1}^{N} \frac{1}{r'(w_n)(z - w_n)},
\]

where we have used (2.3). \( \Box \)

We note that if \( r(\infty) = 0 \) then \( 0 \notin \Omega(r) \).

From the previous result we deduce:

**Corollary 2.2.** Let \( r \) be a rational function of degree \( N \) and \( \alpha, \beta \in \Omega(r) \). Then (1.10) follows from (1.9).

**Proof.** Let \( w_1, \ldots, w_N \) be the roots (which are pairwise different since \( \alpha \in \Omega(r) \)) of the equation \( r(z) = \alpha \), and let \( v_1, \ldots, v_N \) be the roots (pairwise different since \( \beta \in \Omega(r) \)) of \( r(v_m) = \beta \). With

\[
c = \frac{1}{r(\infty) - \alpha}, \quad d = \frac{1}{r(\infty) - \beta}, \quad c_n = \frac{1}{r'(w_n)}, \quad d_n = \frac{1}{r'(v_n)}, \quad n = 1, \ldots, N,
\]
we can write (since the operator (1.2) satisfy the resolvent identity, and using (2.1)):

\[
R^{(r)}_\alpha R^{(r)}_\beta = \left( c + \sum_{n=1}^{N} c_n R_{w_n} \right) \left( d + \sum_{m=1}^{N} d_m R_{v_m} \right) \\
= cR^{(r)}_\beta + d \sum_{n=1}^{N} c_n d R_{w_n} + \sum_{n,m=1}^{N} c_n d_m R_{w_n} R_{v_m} \\
= cR^{(r)}_\beta + d(R^{(r)}_\alpha - c) + \sum_{n,m=1}^{N} c_n d_m \frac{R_{w_n} - R_{v_m}}{w_n - v_m} \\
= cR^{(r)}_\beta + d(R^{(r)}_\alpha - c) + \sum_{n=1}^{N} c_n R_{w_n} \left( \frac{N}{m=1} d_m \frac{1}{w_n - v_m} \right) - \\
- \sum_{m=1}^{N} d_m R_{v_m} \left( \sum_{n=1}^{N} c_n \frac{1}{w_n - v_m} \right) \\
= cR^{(r)}_\beta + d(R^{(r)}_\alpha - c) + (R^{(r)}_\alpha - c) \left( \frac{1}{\alpha - \beta} - d \right) - \\
- (R^{(r)}_\beta - d) \left( - \frac{1}{\beta - \alpha} + c \right) \\
= \frac{R^{(r)}_\alpha - R^{(r)}_\beta}{\alpha - \beta} + cd + \frac{d - c}{\alpha - \beta} \\
= \frac{R^{(r)}_\alpha - R^{(r)}_\beta}{\alpha - \beta}
\]

since, by direct computation, we have \( cd + \frac{d - c}{\alpha - \beta} = 0. \)

For the next lemma, we use realization theory for rational functions; see e.g. [22, 23, 36].

We follow the analysis in [14]. We will content ourselves with recalling the following facts.

First, a \( \mathbb{C}^{r \times s} \)-valued function \( M \) is rational (i.e. has rational components) if and only if the linear span of the functions \( R_{a} Mc \) is finite dimensional, where \( a \) runs through the regular points of \( M \) and \( c \) runs through \( \mathbb{C} \). Next, every rational function regular at the origin can be written in the form

\[ M(z) = H + zG(I - zT)^{-1}F, \]

where \( H = M(0) \) and \( G, T, F \) are matrices of appropriate sizes. One way to build a realization (in terms of linear operators rather than matrices) uses the space \( \mathcal{L}(M) \) and is called the backward-shift realization. More generally, if \( M \) is regular at a point \( a \in \mathbb{C} \) there exists a realization of the form

\[ M(z) = H + (z - a)G(T_1 - zT_2)^{-1}F \]

with \( \det(T_1 - aT_2) \neq 0 \). The realization is minimal if the size of the matrices \( T_1 \) and \( T_2 \) is minimal. Assuming \( T_1, T_2 \in \mathbb{C}^{N \times N} \), minimality is equivalent to having both controllability,

\[ \bigcap_{z \in \mathcal{U}} \ker G(T_1 - zT_2)^{-1} = \{0\} \]

and observability

\[ \bigcup_{z \in \mathcal{U}} \text{ran} (T_1 - zT_2)^{-1}F = \mathbb{C}^N, \]
where $\mathcal{U}$ is a neighborhood of $a$. One can in fact consider a finite number of different points $w_1, \ldots, w_N$, since we are in the rational dimensional case. For instance, condition (2.6) can be rewritten as

$$c \in \mathbb{C}^N : G(T_1 - wT_2)^{-1}c = 0, \quad z \in \mathcal{U} \implies c = 0$$

but the function $G(T_1 - wT_2)^{-1}c$ is rational of degree less or equal to $N$. We now explicit the backward shift realization:

**Proposition 2.3.** Let $M$ be a $\mathbb{C}^{p \times q}$-valued rational function with associated space $\mathfrak{L}(M)$ and let $a$ be a point of analyticity of $M$. Then,

$$M(z) = H + (z - a)G(I_{\mathfrak{L}(M)} - (z - a)A)^{-1}F$$

where the operator matrix

$$(2.7) \quad \begin{pmatrix} A & F \\ G & H \end{pmatrix} : \begin{pmatrix} \mathfrak{L}(M) \\ \mathbb{C}^q \end{pmatrix} \rightarrow \begin{pmatrix} \mathfrak{L}(M) \\ \mathbb{C}^p \end{pmatrix}$$

is defined by (with $c \in \mathbb{C}^q$)

$$(2.8) \quad Af(z) = \frac{f(z) - f(a)}{z - a}$$

$$(2.9) \quad Fc = \frac{M(z) - M(a)}{z - a}c$$

$$(2.10) \quad Gf = f(a)$$

$$(2.11) \quad Hc = M(a)c.$$

It is called a realization centered at $a$. It corresponds to

$$T_1 = I_{\mathfrak{L}(M)} + aA \quad \text{and} \quad T_2 = A$$

in (2.5). When $a = 0$ the above realization is called the backwards shift realization.

For completeness we mention and prove:

**Proposition 2.4.** Assume the realization (2.5) minimal. Then, the set of points $\mathcal{U}(M)$ where $M$ is defined coincides with the set of points $U$ for which $\det(T_1 - zT_2) \neq 0$.

**Proof.** One direction is clear, $U \subset \mathcal{U}(M)$, and does not use minimality. If $\det(T_1 - zT_2) \neq 0$, then $M(z)$ is well defined at that point. To study the converse we note the formula

$$M(z) - M(w) = G(T_1 - zT_2)(T_1 - wT_2)^{-1}F,$$

valid a priori for $z, w \in U$.

Taking now $z \in \mathcal{U}(M)$ and $w_1, \ldots, w_N$ such that the union of the ranges of $(T_1 - w_nT_2)^{-1}F$ span $\mathbb{C}^N$ we see that

$$G(T_1 - zT_2)(T_1 - aT_2)(T_1 - wT_2)^{-1}F$$

is well defined at $z$, and so is $G(T_1 - zT_2)^{-1}$. Take now $w_1, \ldots, w_N$ such that the left range of the matrices

$$G(T_1 - w_nT_2)^{-1}, \quad n = 1, \ldots, N,$$

is all of $\mathbb{C}^N$, we see that $(T_1 - zT_2)^{-1}$ is well defined. \qed
Remark 2.5. For the interested reader, we mention that the case of functions analytic at $\infty$ corresponds to realizations of the form
\begin{equation}
M(z) = H + G(zI - T)^{-1}F.
\end{equation}
In the statement of next result, observability of the pair $(G, T)$ reduces to
\begin{equation}
\bigcap_{\ell=0}^{\infty} \ker GT^\ell = \{0\}.
\end{equation}
We give a proof of the lemma for completeness.

**Lemma 2.6.** The linear span $\mathcal{L}(r)$ of the functions $z \mapsto r(z) - r(a)$ where $a$ runs through $U(r)$, is finite dimensional, of dimension $N$, where $N = \deg r$. Assume $r$ analytic at the origin, and let $e_1, \ldots, e_N$ be a basis of $\mathcal{L}(r)$. There exists an observable pair $(G, T) \in \mathbb{C}^{1 \times N} \times \mathbb{C}^{N \times N}$ such that
\begin{equation}
Z_r(z) \overset{\text{def}}{=} \left( e_1(z) \cdots e_N(z) \right) = G(I_N - zT)^{-1}
\end{equation}
Furthermore, if $r$ is real, meaning $r(z) = r\left(\frac{1}{z}\right)$, the matrices $G$ and $T$ may be chosen to have real components.

**Proof.** The claim is invariant under a Möbius transform, and we will assume that 0 is not a pole of $r$. We can write $r$ in a realized form as
\begin{equation}
r(z) = d + zG(I_N - zT)^{-1}b,
\end{equation}
and thus
\begin{equation}
\frac{r(z) - r(w)}{z - w} = G(I_N - zT)^{-1}(I - wT)^{-1}b,
\end{equation}
from which the result follows. For the last claim see [5]. A more direct way is to write real realizations of $p$ and $q$ and get a realization for $p/q$. \qed

Remark 2.7. We note that two different choices of basis will amount to two different $Z_r$ differing by an invertible multiplicative matrix on the left, corresponding to the change of basis. In the paper we always stick to a pre-assigned choice, unless stated otherwise.

**Example 2.8.** When $r(z) = p(z)$ we can choose $e_n(z) = z^{n-1}$, $n = 1, \ldots, N$ and then in (2.17), we have $G = \left( \begin{array}{cccc} 1 & 1 & \cdots & 1 \end{array} \right)$ and $T$ is the nilpotent matrix
\begin{equation}
T = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & & & \ddots & \\
0 & & & & 0 \\
0 & & & & 0 \\
\end{pmatrix}
\end{equation}

**Example 2.9.** When $r(z)$ is a finite Blaschke product of the open unit disk, with pairwise different zeros, we can write
\begin{equation}
r(z) = \prod_{n=1}^{N} \frac{z - a_n}{1 - z\overline{a_n}}.
\end{equation}
We have, as sets, $\mathcal{L}(r) = \mathcal{H}_2(\mathbb{D}) \ominus r\mathcal{H}_2(\mathbb{D})$, and we can choose $e_n(z) = \frac{1}{1 - za_n}$, so that here too $G = \left( \begin{array}{cccc} 1 & 1 & \cdots & 1 \end{array} \right)$ and $T$ is the diagonal matrix $\text{diag}\left( \overline{a_1}, a_2, \ldots, a_N \right)$.
Lemma 2.10. Let $r(z) = \frac{p(z)}{q(z)}$ be a rational function of degree $N \geq 1$. Elements of $\mathcal{L}(r)$ are exactly rational functions of the form $\frac{m(z)}{q(z)}$, where $m$ is a polynomial of degree at most $N - 1$. In particular, if $m(z) \neq 0$, then it cannot have more than $N - 1$ zeros.

Proof. This follows from

$$\frac{r(z) - r(a)}{z - a} = \frac{p(z)q(a) - q(z)p(a)}{z - a q(a)}.$$

\[\square\]

Corollary 2.11. Let $r(z)$ be a rational function of degree $N$, with numerator of the form $\prod_{i=1}^{M} (z - w_i)^{m_i}$ with $\sum_{i=1}^{M} m_i = N$, and let $\xi \in \mathbb{C}^N$ be such that

$$Z_r^{(j)}(w_i)\xi = 0, \quad i = 1, \ldots, M, \quad j = 0, \ldots, m_i - 1.$$ \hspace{1cm} (2.19)

Then $\xi = 0$.

Proof. Indeed, the function $z \mapsto Z_r(z)\xi$ belongs to $\mathcal{L}(r)$. Condition (2.19) expresses that it has zeros of total multiplicity $\sum_{i=1}^{M} m_i = N$, and so by the previous result we have $Z_r(z)\xi \equiv 0$, and so $\xi = 0$ since the entries of $Z_r(z)$ are linearly independent. \[\square\]

From this corollary we obtain:

Theorem 2.12. Let $r(z)$ be a rational function of degree $N$, with numerator of the form $\prod_{i=1}^{M} (z - w_i)^{m_i}$ with $\sum_{i=1}^{M} m_i = N$. Assume that

$$Z_r(z)F(r(z)) \equiv 0.$$ \hspace{1cm} (2.20)

Then, $F \equiv 0$.

Proof. We have

$$Z_r^{(j)}(w_i)F(0) = 0, \quad i = 1, \ldots, M, \quad j = 0, \ldots, m_i - 1, \hspace{1cm} (2.21)$$

so that $F(0) = 0$ in view of Corollary 2.11. We write $F(z) = zF_1(z)$. Equation (2.20) becomes

$$Z_r(z)F_1(r(z)) \equiv 0.$$

Reiterating the previous argument on $Z_r(z)F_1(r(z))$ we have that $F^{(1)}(0) = F_1(0) = 0$. Iterating we get that the coefficients of the Taylor series expansion of $F$ at the origin all vanish, and hence $F \equiv 0$. \[\square\]

The results in the next corollary play a key role in the sequel; in particular see the proof of Theorem 5.1 in Section 5 on the Cuntz relations. Note that the left hand side of (2.23) below is of the form (1.13).
Corollary 2.13. In the previous notation, let $\alpha \in \Omega(r)$. Then, the matrix $G \in \mathbb{C}^{N \times N}$ defined by

$$g_{nj} = (e_n(w_j))^N_{n,j=1}$$

is invertible. Let $F_1, \ldots, F_N$ be analytic in a connected neighborhood $\Omega$ of $\alpha$. Then

$$\sum_{n=1}^{N} e_n(z)F_n(r(z)) \equiv 0, \quad z \in r^{-1}(\Omega),$$

if and only if $F_n(z) \equiv 0$ for $z \in \Omega$ and $n = 1, \ldots, N$.

Proof. Let $c = (c_1 \ c_2 \ \cdots \ c_N)^t \in \mathbb{C}^N$, and assume that $Gc = 0$. Let $g(z) = \sum_{n=1}^{N} c_ne_n(z)$. The function $g \in \mathcal{L}(r)$, and the condition $Gc = 0$ implies that $g(w_i) = 0$ for $i = 1, \ldots, N$. By the previous lemma $g(z) \equiv 0$ and hence $c = 0$ since $e_1, \ldots, e_N$ are linearly independent. Assume now that (2.23) holds. Setting $z = w_i$, $i = 1, \ldots, N$ we have that

$$\sum_{n=1}^{N} e_n(w_i)F_n(\alpha) = 0, \quad i = 1, \ldots, N$$

and so $F_1(\alpha) = \cdots = F_N(\alpha)$ in view of the first part of the corollary. For $n = 1, \ldots, N$ write now $F_n(z) = (z - \alpha)G_n(z)$, where $G_n$ is analytic in $\Omega$. We have

$$\sum_{n=1}^{N} e_n(z)r(z)G_n(r(z)) \equiv 0, \quad z \in r^{-1}(\Omega),$$

and so

$$\sum_{n=1}^{N} e_n(z)G_n(r(z)) \equiv 0, \quad z \in r^{-1}(\Omega).$$

Reiterating the previous argument we get $G_1(\alpha) = \cdots = G_N(\alpha) = 0$. We then get that the Taylor series around $\alpha$ for $F_1, \ldots, F_N$ vanish identically, and hence the functions $F_1, \ldots, F_N$ vanish identically in $\Omega$ since the latter is connected. \qed

Proposition 2.14. Let $r$ be a rational function of degree $N$ and let $\alpha \in \Omega(r)$. Then, for $f \in \mathcal{L}(r)$, we have

$$\frac{f(z)}{r(z) - \alpha} = \sum_{n=1}^{N} \frac{f(w_n)}{r'(w_n)(z - w_n)}$$

and, in particular,

$$\frac{Z_r(z)}{r(z) - \alpha} = \sum_{n=1}^{N} \frac{Z_r(w_n)}{r'(w_n)(z - w_n)}.$$

Proof. It is enough to prove (2.24) for $f(z) = \frac{r(z) - r(\beta)}{z - \beta}$ since $\mathcal{L}(r)$ is finite dimensional and spanned by such functions. Since $\frac{q(\beta)p(z) - p(\beta)q(z)}{z - \beta}$ is a polynomial of degree
strictly less than \( N \), we then have the partial fraction expansion:

\[
\frac{f(z)}{r(z) - \alpha} = \left( \frac{q(\beta)p(z) - p(\beta)q(z)}{z - \beta} \right) q(\beta)(p(z) - \alpha q(z))
\]

\[
= \sum_{n=1}^{N} \left( \frac{q(\beta)p(w_n) - p(\beta)q(w_n)}{w_n - \beta} \right) \frac{w_n - \beta}{q(\beta)(p'(w_n) - \alpha q'(w_n))}
\]

\[
= \sum_{n=1}^{N} \left( \frac{q(\beta)p(w_n) - p(\beta)q(w_n)}{q(w_n)(w_n - \beta)} \right) \frac{q(w_n)}{q(\beta)(p'(w_n) - \alpha q'(w_n))}
\]

\[
= \sum_{n=1}^{N} \frac{f(w_n)}{r'(w_n)(z - w_n)}
\]

where we have used another time (2.3).

\[\square\]

The following corollary shows that the operators \( R^{(r)}_\alpha \) are well suited for functions of the form (1.13).

**Corollary 2.15.** Let \( r \) be a rational function of degree \( N \). Let \( w_1(\alpha), \ldots, w_N(\alpha) \) the roots, assumed simple, of the equation \( r(z) = \alpha \), and let \( f \) be analytic in a neighborhood of \( \{w_1(\alpha), \ldots, w_N(\alpha)\} \) and of the form \( f(z) = Z_r(z)F(r(z)) \), where the function \( F \) is \( \mathbb{C}^N \)-valued and analytic in a neighborhood of the point \( \alpha \). Then,

\[
(2.26)
\]

\[ (R^{(r)}_\alpha f)(z) = Z_r(z)(R_\alpha F)(r(z)) \]

**Proof.** We can write

\[
(R^{(r)}_\alpha f)(z) = \frac{Z_r(z)F(r(z))}{r(z) - \alpha} - \sum_{n=1}^{N} \frac{Z_r(w_n)F(r(w_n))}{r'(w_n)(z - w_n)}
\]

\[
= \frac{Z_r(z)F(r(z))}{r(z) - \alpha} - \sum_{n=1}^{N} \frac{Z_r(w_n)F(\alpha)}{r'(w_n)(z - w_n)}
\]

\[
= \frac{Z_r(z)F(r(z))}{r(z) - \alpha} - \sum_{n=1}^{N} \frac{Z_r(w_n)}{r'(w_n)(z - w_n)} F(\alpha)
\]

\[
= \frac{Z_r(z)F(r(z))}{r(z) - \alpha} - \frac{Z_r(z)}{r(z) - \alpha} F(\alpha)
\]

\[
= Z_r(z)(R_\alpha F)(r(z))
\]

where we have used (2.25) to conclude. \[\square\]
3. The associated symmetric matrix

To a given rational function we can associate a symmetric matrix which plays an important role in the sequel. The following lemma seems to be new and possibly of independent interest.

**Lemma 3.1.** Let $r$ be a rational function of degree $N$, $\alpha \in \Omega(r)$ and let $w_1(\alpha), \ldots, w_N(\alpha)$ be the (simple) roots of $r(z) = \alpha$. Let $f, g \in \Sigma(r)$, then the sum

\[
(3.1) \quad \sum_{n=1}^{N} \frac{f(w_n(\alpha))g(w_n(\alpha))}{r'(w_n(\alpha))}
\]

does not depend on $\alpha$.

**Proof.** It is enough to consider $f$ and $g$ respectively equal to

\[
f(z) = \frac{r(z) - r(a)}{z - a} \quad \text{and} \quad g(z) = \frac{r(z) - r(b)}{z - b},
\]

where $a, b$ are points of analyticity of $r$. We note that the poles of $r$ are removable singularities of

\[
\frac{f(z)g(z)}{(r(z) - \alpha)r(z)} = \left(\frac{p(z)q(a) - q(z)p(a)}{z - a}\right)\left(\frac{p(z)q(b) - q(z)p(b)}{z - b}\right).
\]

and so, for $R > 0$ large enough (depending on $\alpha$), such that all the poles of the integrand are inside $|z| \leq R$,

\[
\frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{(r(z) - \alpha)r(z)} \, dz = 0
\]

since the difference between the degree of the denominator and of the numerator is at least 2. So, for such $R$:

\[
(3.2) \quad \frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z) - \alpha} \, dz = \frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z)} \, dz.
\]

Furthermore

\[
(3.3) \quad \frac{f(z)g(z)}{r(z) - \alpha} = \left(\frac{p(z)q(a) - q(z)p(a)}{z - a}\right)\left(\frac{p(z)q(b) - q(z)p(b)}{z - b}\right).
\]

and in particular, for $\alpha = 0$,

\[
f(z)g(z) = \left(\frac{p(z)q(a) - q(z)p(a)}{z - a}\right)\left(\frac{p(z)q(b) - q(z)p(b)}{z - b}\right).
\]

It follows from these two equalities that to evaluate both sides of (3.2) we need to compute the residues of the corresponding functions at the points $w_n(\alpha), w_n(z = w_n(0))$ and at the zeros of $q$. Since $\alpha \in \Omega(r)$, we have

\[
\text{Res} \left( \frac{f(z)g(z)}{r(z) - \alpha}, w_n(\alpha) \right) = \frac{f(w_n(\alpha))g(w_n(\alpha))}{r'(w_n(\alpha))}, \quad n = 1, \ldots, N.
\]

The key to the proof of the lemma is that the residues at the zeros of $q$ do not depend on $\alpha$, as we now show. Let $z_1, \ldots, z_U$ be the zeros of $q$, and assume $z_u$ be a zero of order
When the zeros of \( q(z) = (z - z_u)^{m_u} \pi_u(z) \), where \( \pi_u(z) \) is a polynomial not vanishing at \( z_u \). We rewrite (3.3) as

\[
\frac{f(z)g(z)}{r(z) - \alpha} = \frac{G(z)}{(p(z) - \alpha q(z))(z - z_u)^{m_u}}
\]

where \( G \) is independent of \( \alpha \) and is analytic at the point \( z_u \) and \( G(z_u) \neq 0 \). From the formula

\[
\text{Res} \left( \frac{f(z)g(z)}{r(z) - \alpha}, z_u \right) = \frac{1}{(m_u - 1)!} \left( \frac{G(z)}{(p(z) - \alpha q(z))} \right)^{(m_u-1)}(z_u)
\]

we see that the residue involves only derivatives of \( \alpha q \) of order less or equal to \( m_u - 1 \), evaluated at the point \( z_u \), and hence does not depend on \( \alpha \) since

\[
q(z_u) = \ldots = q^{(m_u-1)}(z_u) = 0.
\]

Thus, we have for large \( R \)

\[
\frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z) - \alpha} dz = \sum_{n=1}^{N} \frac{f(w_n(\alpha))g(w_n(\alpha))}{r'(w_n(\alpha))} + M_1
\]

where \( M_1 \) denotes the sum of the residues of the function \( \frac{f(z)g(z)}{r(z) - \alpha} \) evaluated at the zeros of \( q \), and

\[
\frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z)} dz = \frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z)} dz + M_1.
\]

It follows that the sum

\[
\sum_{n=1}^{N} \frac{f(w_n)g(w_n)}{r'(w_n)} = \frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z)} dz
\]

is independent of \( \alpha \).

Remark 3.2. When the zeros of \( q \) are simple, we have

\[
M_1 = \sum_{u} \left( \frac{p(z_u)}{(z_u - a)(z_u - b)} \right),
\]

and when \( 0 \in \Omega(r) \)

\[
\frac{1}{2\pi i} \int_{|z|=R} \frac{f(z)g(z)}{r(z)} dz = \sum_{n=1}^{N} \frac{f(w_n)g(w_n)}{r'(w_n)}.
\]

Corollary 3.3. Let \( r \) be a real rational function of degree \( N \), \( \alpha \in \Omega(r) \) and let us assume that the roots \( w_1(\alpha), \ldots, w_N(\alpha) \) of \( r(z) = \alpha \) are simple. Let \( J \) be a \( p \times p \) signature matrix with real entries. The sum

\[
X(J, r) = \sum_{n=1}^{N} \frac{(Z_r(w_n) \otimes I_p) J (Z_r(w_n) \otimes I_p)}{r'(w_n)} \in \mathbb{R}^{Np \times Np}
\]

is self-adjoint and real (i.e. symmetric), invertible, and independent of \( \alpha \).
Proof. In the proof we use the fact that, for any (possibly non square) matrices $A$ and $B$ of possibly different sizes we have (see [37] for a discussion and more information on the properties of the tensor, or Kronecker, product):

$$(A \otimes B)^t = A^t \otimes B^t$$

and that, in the case of invertible matrices,

$$(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}.$$

Using (1.12) we deduce

$$(Z_r(w_n) \otimes I_p)^t J (Z_r(w_n) \otimes I_p) = \begin{pmatrix} e_1(w_n)I_p \\ \vdots \\ e_N(w_n)I_p \end{pmatrix} J \begin{pmatrix} e_1(w_n)I_p \\ \vdots \\ e_N(w_n)I_p \end{pmatrix}$$

$$= (e_1(w_n)e_j(w_n)J)_{i,j=1}^N$$

$$= X(1,r)^t \otimes J,$$

and the fact that $X(1,r)$ does not depend on $\alpha$ follows from the preceding lemma. To prove that $X(J,r)$ is invertible it is enough to show that $X(1,r)$ is invertible. Using (3.6) we then have

$$X(J,r)^{-1} = X(1,r)^{-1} \otimes J$$

since $J = J^{-1}$. To prove that $X(1,r)$ is invertible we use the following readily checked fact: a $N \times N$ matrix of the form $\sum_{n=1}^N a_n^* b_n$, where the $a_1, \ldots, a_N, b_1, \ldots, b_N \in \mathbb{C}^N$, is invertible if and only if both $a_1, \ldots, a_N$ and $b_1, \ldots, b_N \in \mathbb{C}^N$ are linearly independent vectors. In the case of $X(1,r)$, it is therefore enough to check that the vectors $Z(w_1), \ldots, Z(w_N)$ are linearly independent. Assume not. There will then be a non-zero vector

$$c = \begin{pmatrix} c_1 \\ \vdots \\ c_N \end{pmatrix} \in \mathbb{C}^N$$

such that

$$Z(w_n)c = 0, \quad n = 1, \ldots, N.$$ 

Thus the rational function $Z(z)c$ has (at least) $N$ pairwise different zeros. Since $Zc \in \mathcal{L}(r)$, this cannot be in view of Lemma 2.10 unless $Z(z)c \equiv 0$. But this implies $c = 0$ since the entries of $Z(z)$ form a basis of $\mathcal{L}(r)$.

We now show that $X(J,r)$ is self-adjoint. Since

$$(X(1,r) \otimes J)^t = X(1,r)^t \otimes J^t = X(1,r) \otimes J,$$

it is enough to show that the entries of $X(1,r)$ are real. This follows from the fact that either the $w_n$ are real or they appear in pairs. In the first case the matrix $\frac{Z(w_n)^t J Z(w_n)}{r'(w_n)}$ has real entries while in the second case the matrix

$$\frac{Z(w_n)^t J Z(w_n)}{r'(w_n)} + \frac{Z(w_n)^t J Z(w_n)}{r'(w_n)}$$

has real entries since $Z$ is real and $r'(w_n) = r'(w_n)$.

\[ \square \]

Definition 3.4. $X(J,r)$ is called the associated symmetric matrix to $r$ and $J$. We will write $X(J,r) = X(r)$ or $X$ when $J$ or $r$ are clear from the context.
Note that \( X(1, r) \) can be written in term of a realization as:

\[
X(1, r) = \sum_{n=1}^{N} \frac{(I-w_nT)^{-1}G^tG(I-w_nT)^{-1}}{r'(w_n)}. \tag{3.7}
\]

**Corollary 3.5.** For a Blaschke product with pairwise different zeros we have

\[
X(1, r) = \left( \sum_{n=1}^{N} \frac{1}{r'(w_n)(1-w_n\bar{a}_u)(1-w_n\bar{a}_v)} \right)_{u,v=1}^{N}. \tag{3.8}
\]

*Proof.* We have \( G = \begin{pmatrix} 1 & 1 & \cdots & 1 \end{pmatrix} \) and \( T \) is the diagonal matrix \( \text{diag}(\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_N) \). and so

\[
(X(1, r))_{u,v} = \sum_{n=1}^{N} \frac{1}{r'(w_n)(1-w_n\bar{a}_u)(1-w_n\bar{a}_v)}.
\]

Taking \( \alpha = 0 \) we get \( w_n = a_n \) for \( n = 1, \ldots, N \), from which (3.8) follows by using Corollary 3.3. \( \square \)

In case of a polynomial \( r(z) = p(z) \) of degree \( N \) and \( Z_p(z) = \begin{pmatrix} 1 & z & \cdots & z^{N-1} \end{pmatrix} \) the above result takes the following special form:

**Corollary 3.6.** Let \( r(z) = p(z) = p_0 + \cdots + p_N z^N \), with pairwise distinct zeros \( w_1, \ldots, w_N \). Then, the matrix \( X(1, p) = X \) is equal to

\[
X = \begin{pmatrix}
0 & \cdots & 0 & 0 & h_{N-1} & h_N \\
0 & \cdots & 0 & h_{N-1} & h_N & \ddots \\
0 & \ddots & h_{N-1} & \ddots & \vdots \\
h_{N-1} & h_N & \cdots & \cdots & h_{2N-2}
\end{pmatrix},
\]

where

\[
h_n = \frac{1}{2\pi i} \int_{|z|=R} z^n \frac{dz}{p(z)}, \tag{3.10}
\]

with \( R > \max_n |w_n| \).

*Proof.* We can take \( Z_p(z) = \begin{pmatrix} 1 & z & \cdots & z^{N-1} \end{pmatrix} \), and so

\[
X = \sum_{n=1}^{N} \frac{1}{p'(w_n)} \begin{pmatrix} w_n \\
\vdots \\
w_n^{N-1} \end{pmatrix} \begin{pmatrix} 1 & w_n & \cdots & w_n^{N-1} \end{pmatrix} = \left( \sum_{n=1}^{N} \frac{w_n^{k+\ell}}{p'(w_n)} \right)^{N-1}_{k,\ell=0}.
\]
which is a Hankel matrix. To prove (3.9) we now show that $X$ is lower with respect to the main off-diagonal. Let $R_0$ be such that the roots $w_1, \ldots, w_N$ (assumed pairwise different) of $p(z)$ lie inside $B(0, R_0)$. For $R \geq R_0$ and $t = 0, 1, 2, \ldots$, we have

$$\sum_{n=1}^{N} \frac{w_n^t}{p'(w_n)} = \frac{1}{2\pi i} \int_{|z|=R} \frac{z^t}{p(z) - \alpha} dz$$

$$= \frac{1}{2\pi} \int_0^{2\pi} \frac{R^{t+1} e^{i(t+1)t}}{p(Re^{it})} dt$$

which will go to 0 as $R \to \infty$ for $t + 1 < N$, that is $t \leq N - 2$, and hence the formula for $X$.  

As another example we consider the function $r(z) = z + \frac{1}{z}$ (see Example 1.3). Then we have:

Example 3.7. Let $\alpha \in \mathbb{C}$ and let $\alpha_+$ and $\alpha_-$ be the roots of

$$z + \frac{1}{z} = \alpha.$$ 

Then $Z_r(z) = (1 \quad \frac{1}{z})$ and the corresponding matrix $X = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ and does not depend on $\alpha$.

We give a direct proof of this fact. We note that the roots satisfy $\alpha_- \alpha_+ = 1$. Hence

$$X = \begin{pmatrix} 1 \quad \frac{1}{\alpha_+} \\ \frac{1}{\alpha_-} \quad 1 \end{pmatrix} + \begin{pmatrix} 1 \quad \frac{1}{\alpha_-} \\ \frac{1}{\alpha_+} \quad 1 \end{pmatrix}$$

$$= \begin{pmatrix} \frac{1}{\alpha_-} \quad \frac{1}{\alpha_+} \\ \frac{1}{\alpha_-} \quad \frac{1}{\alpha_+} \end{pmatrix}$$

$$= \begin{pmatrix} 1 \quad 0 \\ 0 \quad -1 \end{pmatrix}$$

since

$$\frac{1}{1 - \alpha_-^2} + \frac{1}{1 - \alpha_+^2} = \frac{1}{\alpha_-^2 - \alpha_+^2} = 1,$$

$$\frac{\alpha_-}{1 - \alpha_-^2} + \frac{\alpha_+}{1 - \alpha_+^2} = \frac{\alpha_-}{\alpha_-^2 - \alpha_+^2} + \frac{\alpha_+}{\alpha_+^2 - \alpha_-^2} = 0$$

and

$$\frac{\alpha_-^2}{1 - \alpha_-^2} + \frac{\alpha_+^2}{1 - \alpha_+^2} = \frac{\alpha_-^2}{\alpha_-^2 - 1} + \frac{\alpha_+^2}{\alpha_+^2 - 1} = -1,$$
where we have used repeatedly that $\alpha_+ \alpha_- = 1$.

We also compute directly the associate symmetric matrix for a cubic.

**Example 3.8.** Let $r(z) = z^2 + 1/z$. Then,

$$X = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}.$$

Indeed, we have $Z_r(z) = (1 \quad z \quad 1/z)$, and so

$$X = \sum_{z : r(z) = \alpha} \frac{\begin{pmatrix} 1 \\ z \\ \frac{1}{z} \end{pmatrix}}{r'(z)}$$

and we need to compute

$$\sum_{n=1}^{3} \frac{w_n^k}{r'(w_n)} = k = 0, \pm 1, \pm 2,$$

with $\alpha \in \Omega(r)$ and $r(w_n) = \alpha$ where $n = 1, 2, 3$.

We have for $k = 0$,

$$\sum_{n=1}^{3} \frac{1}{r'(w_n)} = \frac{1}{2\pi i} \int_{|s|=R} \frac{ds}{r(s) - \alpha} = \frac{1}{2\pi i} \int_{|s|=R} \frac{sds}{s^3 - \alpha s + 1} = 0$$

by the exactity relation. For $k = 1$ we have

$$\frac{1}{r'(w_n)} = \frac{1}{2\pi i} \int_{|s|=R} \frac{sds}{r(s) - \alpha} = \frac{1}{2\pi i} \int_{|s|=R} \frac{s^2ds}{s^3 - \alpha s + 1} = 1,$$

as is seen by either computing the residue at $\infty$ or letting $R \to \infty$. For $k = 2$ we have

$$\sum_{n=1}^{3} \frac{w_n^2}{r'(w_n)} = \frac{1}{2\pi i} \int_{|s|=R} \frac{s^2ds}{r(s) - \alpha} = \frac{1}{2\pi i} \int_{|s|=R} \frac{s^3ds}{s^3 - \alpha s + 1} = -\text{Res} \left( \frac{s^3}{s^3 - \alpha s + 1}, \infty \right) = 0.$$

On the other hand, for $k = -1$ we have:

$$\frac{1}{2\pi i} \int_{|s|=R} \frac{ds}{s(r(s) - \alpha)} = \frac{1}{2\pi i} \int_{|s|=R} \frac{ds}{s^2 + 1 - \alpha s} = 0,$$

here too thanks to the exactity relation, and for $k = -2$ we have:

$$\frac{1}{2\pi i} \int_{|s|=R} \frac{ds}{s^2(r(s) - \alpha)} = \frac{1}{2\pi i} \int_{|s|=R} \frac{ds}{s(s^3 + 1 - \alpha s)} = 0$$

and

$$\sum_{n=1}^{3} \frac{1}{w_n^2 r'(w_n)} + \text{Res} \left( \frac{1}{s(s^3 + 1 - \alpha s)}, 0 \right) = 0$$

and so

$$\sum_{n=1}^{3} \frac{1}{w_n^2 r'(w_n)} = -1.$$
One can also directly compute $X$ for $\alpha = 0$. Then the equation $r(z) = \alpha$ becomes $z^3 = -1$, and with $j = \frac{1+i\sqrt{3}}{2}$, its roots are $w_1 = -1, w_2 = j$ and $w_3 = \overline{j}$. Furthermore $r'(w_n) = 2w_n - 1/w_n^2 = 3w_n$. Hence,

$$
\sum_{n=1}^{3} \frac{w_n^k}{r'(w_n)} = \frac{\sum_{n=1}^{3} w_n^{k-1}}{3} = \begin{cases}
0, & k = -1, 0, 2 \\
1, & k = 1,
\end{cases}
-1, & k = -2.
$$

More generally:

**Example 3.9.** The function $r(z) = z^N + \frac{1}{z}$ leads to

(3.11)

$$
X = \begin{pmatrix}
I_N & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 & -1
\end{pmatrix}
$$

where $I_N$ is the $N \times N$ matrix with antidiagonal elements all equal to 1, and other elements equal to 0.

Indeed, we now have $r'(z) = Nz^{N-1} - \frac{1}{z^2}$, and is equal to $-\frac{N+1}{w_n^2}$ when $z = w_n$ is a root of $r(z) = 0$, i.e. satisfies $w_n^{N+1} + 1 = 0$. We then have

$$
X = \sum_{z:z^{N+1}+1=0} z^2 
$$

from which (3.11) follows.

**Lemma 3.10.** $X(J, r)$ is uniquely defined up to a real similarity matrix $X(J, r) \mapsto SX(J, r)S^t$.

**Proof.** Let $Z_r^{(1)}$ be constructed as $Z_r$ but with a different basis. We can write

$$
Z_r^{(1)}(z) = Z_r(z)S
$$

where $S$ is an invertible matrix; $S$ has real entries since we choose a basis of $\mathfrak{L}(r)$ with real coefficients. The result follows from

$$
\sum_{n=1}^{N} \frac{Z_r^{(1)}(w_n)^t J Z_r^{(1)}(w_n)}{r'(w_n)} = \sum_{n=1}^{N} \frac{S^t Z_r(w_n)^t J Z_r(w_n) S}{r'(w_n)}.
$$

$\square$
4. A representation theorem for analytic function

Corollary 2.13 leads to the following natural question: Which functions can be written in the form \( Z_r(z)F(r(z)) \)? When \( r \) is a polynomial the answer was given in [17, Theorem 2.1, p.44] and in [16] when \( r \) is a finite Blaschke product. We present a result which encompasses both cases. The result is valid in particular for rational functions \( r \) with possibly less than \( N \) pairwise different zeros, but having limit infinity at infinity, and also for Blaschke products, corresponding to results in [17] and [16] respectively. These cases are considered after the proof of the lemma. Note that condition (4.2) will not hold for functions \( r \) such that \( \lim_{z \to \infty} r(z) = 0 \).

**Theorem 4.1.** Let \( r \) be a rational function with non constant numerator, and let \( D_1, \ldots, D_L \) be pairwise disjoint open disks around the distinct zeros \( w_1, \ldots, w_L \) of \( r \), not containing poles of \( r \), and such that \( \bigcup_{\ell=1}^{L} \partial D_\ell \) does not contain poles of \( r \) either. We let

\[
\rho = \min_{s \in \bigcup_{\ell=1}^{L} \partial D_\ell} |r(s)|.
\]

We assume

\[
\Omega_0 \overset{\text{def}}{=} \{ z \in \mathbb{C} : |r(z)| < \rho \} \subset \bigcup_{\ell=1}^{L} D_\ell.
\]

Then, every function \( f \) analytic in a neighborhood of \( \bigcup_{\ell=1}^{L} \overline{D}_\ell \) can be written in unique way as

\[
f(z) = Z_r(z)F(r(z)), \quad z \in \Omega_0,
\]

where \( F \) is \( \mathbb{C}^N \)-valued and analytic in \( |z| < \rho \).

**Proof.** We proceed in a number of steps.

**STEP 1:** Let \( z \in \bigcup_{\ell=1}^{L} D_\ell \). It holds that

\[
f(z) = \frac{1}{2\pi i} \sum_{\ell=1}^{L} \int_{\partial D_\ell} \frac{f(s)}{s-z} ds.
\]

This is Cauchy’s formula because of the analyticity assumption on \( f \).

**STEP 2:** The function

\[
F(z) = \frac{1}{2\pi i} \sum_{\ell=1}^{L} \int_{\partial D_\ell} \frac{(I_N - sT)^{-1}bf(s)}{r(s) - z} ds
\]

satisfies (4.3) and is analytic in \( |z| < \rho \).

Indeed, using (2.18) and (2.16), we can write

\[
f(z) = \frac{1}{2\pi i} \sum_{\ell=1}^{L} \int_{\partial D_\ell} \frac{f(s)}{s-z} r(s) - r(z) ds
\]

\[
= \frac{1}{2\pi i} G(I_N - zT)^{-1} \left( \sum_{\ell=1}^{L} \int_{\partial D_\ell} \frac{(I_N - sT)^{-1}bf(s)}{r(s) - r(z)} ds \right)
\]

\[
= G(I_N - zT)^{-1} F(r(z))
\]
with $F(z)$ as in (1.4). We now check that $F$ is analytic in $|z| < \rho$. This follows from the fact that on $\bigcup_{\ell=1}^{L} \partial D_{\ell}$ we have $|r(z)| \geq \rho$ by (4.2), and that $(I_{N} - sT)^{-1}$ is well defined on $\bigcup_{\ell=1}^{L} \partial D_{\ell}$ since the realization of $r$ is minimal; see Proposition 2.4.

STEP 3: The representation (4.3) is unique. This follows from Corollary 2.13. □

Remark 4.2. $F$ is in fact analytic in the set

$$A(r) = \left\{ z \in \mathbb{C} ; r(z) \notin \bigcup_{\ell=1}^{L} r(\partial D_{\ell}) \right\}$$

and in particular at infinity. This fact will be used in particular in the sequel in the proofs of various structure theorems.

Remark 4.3. The space $A(r)$ need not be connected, and depends on the choice of the disks, $D_{1}, \ldots, D_{L}$ and so is not unique. In the various structure theorems in the sequel, we fix each time a set $A(r)$. The function $f$ is then extended analytically in the (possibly not-connected) set $r^{-1}(A(r))$.

Lemma 4.4. Condition (1.2) holds for rational functions regular at the origin and having a pole at infinity.

Proof. We consider open disks $D_{L+1}, \ldots, D_{M}$ around the poles of $r$ (if any), all the disks $D_{1}, \ldots, D_{L}$ are assumed pairwise non intersecting. As above, we set

$$\rho = \min_{s \in \bigcup_{\ell=1}^{L} \partial D_{\ell}} |r(s)|. \tag{4.6}$$

STEP 1: We can choose $D_{L+1}, \ldots, D_{M}$ such that

$$\rho < \min_{s \in \bigcup_{\ell=L+1}^{M} \partial D_{\ell}} |r(s)|. \tag{4.7}$$

and in particular

$$\rho < \min_{s \in \bigcup_{\ell=L+1}^{M} \partial D_{\ell}} |r(s)|. \tag{4.8}$$

Indeed, write $r(z) = \frac{h_{L+1}(z)}{(z-w_{L+1})^{m_{L+1}}}$, where $m_{L+1} \in \mathbb{N}$, and $h_{L+1}(z)$ regular at $w_{L+1}$ with $h(w_{L+1}) \neq 0$. We can write

$$h_{L+1}(z) = h(w_{L+1})(1 + t_{L+1}(z)), \quad \text{with} \quad \lim_{z \to w_{L+1}} t_{L+1}(z) = 0.$$

Let $\epsilon_{0}$ be such that

$$|z - w_{L+1}| < \epsilon_{0} \quad \Rightarrow \quad |t_{L+1}(z)| < 1/2.$$

Then, for $\epsilon \leq \epsilon_{0}$ we have

$$s \in \partial B(w_{L+1}, \epsilon) \quad \Rightarrow \quad |r(s)| \geq \frac{1 - |t_{L+1}(s)|}{|s - w_{L+1}|^{m_{L+1}}} \geq \frac{1}{2\epsilon^{m_{L+1}}} \to \infty$$

as $\epsilon \to 0$, an so $\lim_{\epsilon \to 0} \min_{|s - w_{L+1}| = \epsilon} |r(s)| = \infty$.

(4.8) follows by going over the above construction around each of the poles, and taking the value of $\epsilon$ for which (for instance)

$$\min_{|s - w| = \epsilon} |r(s)| = 2\rho, \quad \ell = L + 1, \ldots, M.$$
We then get \(4.7\) by taking \(\epsilon \to 0\).

**STEP 2:** There exists \(R_0 > 0\) such that all the closed disks \(\overline{D}_1, \ldots, \overline{D}_M\) are inside the open disk of radius \(R\) for \(R \geq R_0\) and

\[
\min \{|r(z)| : |z| = R\} > 2\rho, \quad \forall R \geq R_0.
\]

This is clear since \(\lim_{z \to \infty} |r(z)| = \infty\) implies \(\lim_{z \to \infty} \min \{|r(z)| : |z| = R\} = \infty\). To check the latter, write \(r(z) = \frac{p_1(z)}{p_2(z)}\), where \(p_1\) and \(p_2\) are polynomials, of degrees respectively \(n_1\) and \(n_2\), with \(n_1 > n_2\) since \(r\) has a pole at infinity. We first assume that \(p_2\) is not a constant. Then, with \(c_1, c_2 \in \mathbb{C} \setminus \{0\}\),

\[
r(z) = \frac{c_1 z^{n_1} (1 + t_1(z))}{c_2 z^{n_2} (1 + t_2(z))} = \frac{c_1 z^{n_1 - n_2} (1 + t_1(z))}{1 + t_2(z)}.
\]

To conclude take \(R_1\) such that for every \(R \geq R_1\),

\[
|z| > R \implies |t_1(z)| < 1/2 \quad \text{and} \quad |t_2(z)| < 1.
\]

For such \(R\),

\[
|1 + t_1(z)| \geq 1 - |t_1(z)| > 1/2 \quad \text{and} \quad |1 + t_2(z)| \leq 2,
\]

and so

\[
\frac{|1 + t_1(z)|}{|1 + t_2(z)|} \geq \frac{1 - |t_1(z)|}{1 + |t_2(z)|} \geq \frac{1}{4}.
\]

Hence, for \(|z| \geq R \geq R_1\),

\[
|r(z)| \geq \frac{R^{n_1 - n_2}}{4} \to \infty \quad \text{as} \quad z \to \infty.
\]

By taking \(R_1\) large enough, we can therefore find \(R_0\) such that \(4.9\) holds when \(p_2\) is not a constant polynomial. The case where \(p_2\) is a constant works the same, with considering only the term \(1 + t_1(z)\).

**STEP 3:** Let \(K = \{|z| \leq R\} \setminus \bigcup_{\ell=1}^M D_\ell\). We have \(|r(z)| \geq \rho\) for \(z \in K\).

Indeed, the function \(1/r(z)\) is analytic in the interior of the compact set \(K\) and continuous on its boundary, and so it attains its maximum. By the maximum modulus principle and by the definition of \(\rho\), this maximum is equal to \(1/\rho\). Hence, in the interior of \(K\) we have \(1/|r(z)| < 1/\rho\), that is \(|r(z)| > \rho\).

**STEP 4:** We have \(|r(z)| \geq \rho\) outside the \(\bigcup_{\ell=1}^M D_\ell\), and \(4.2\) holds.

That \(|r(z)| \geq \rho\) outside the \(\bigcup_{\ell=1}^M D_\ell\) follows from the definition of \(R_0\) for \(|z| > R\), and from \(4.7\) for \(z\) inside the closed disks around the poles. \(\square\)

**Corollary 4.5.** In the notation of Theorem 4.4, one can assume the function \(F\) analytic in a neighborhood of any preassigned point \(w_0\) different from a pole of \(r\).

**Proof.** Let \(s_1, \ldots, s_u\) be the roots (if any) of the equation \(r(z) = w_0\). In the proof of Theorem 4.1 we choose the disks \(D_1, \ldots, D_M\) so that \(s_1, \ldots, s_u \notin \bigcup_{\ell=1}^M D_\ell\). Then the various steps in the proof of the lemma do not change, neither in statement nor in proof. To conclude we note that \(r(\bigcup_{\ell=1}^M D_\ell)\) is closed, and since \(w_0 \notin r(\bigcup_{\ell=1}^M D_\ell)\), there is a neighborhood of \(w_0\) not intersecting \(r(\bigcup_{\ell=1}^M D_\ell)\). The analyticity claim follows from the formula for \(F\). \(\square\)
Definition 4.6. We will denote by $A(r, w_0)$ a set containing $A(r)$ constructed as in the previous corollary.

We now consider the case of a finite Blaschke product.

Lemma 4.7. Finite Blaschke products satisfy (4.2).

Proof. We consider $D_1, \ldots, D_L$ open disks around the zeros of $r$, and assume them inside the open unit disk and non-intersecting, and define $\rho$ as in (4.11). Then $0 < \rho < 1$ and inside $B(0, 1) \setminus \cup_{\ell=1}^L D_\ell$ we have $|r(z)| \geq \rho$ by the maximum modulus principle since $|r(z)| = 1$ on the unit circle. The inequality $|r(z)| \geq \rho$ then still holds outside the unit disk since $r$ is a Blaschke product and $|r(z)| > 1$ outside the closed unit disk. So (4.2) also holds for finite Blaschke products. \qed

We will make use of the previous two results for $w_0 = 1$ in particular in the proofs of Theorem 8.4 and Theorem 10.6.

The case of vector-valued functions is presented in the next corollary.

Corollary 4.8. Assume $f \mathbb{C}^p$-valued. Then representation (4.3) becomes

$$f(z) = (Z_r(z) \otimes I_p) F(r(z)) \quad (4.10)$$

where now $F$ is $\mathbb{C}^{pN}$-valued.

Proof. The proof follows the one of Theorem 4.1 with a modification in Step 2: we define the function $F = (F_1 \cdots F_p)^t$ by

$$F(t) = \frac{1}{2\pi i} \sum_{\ell=1}^L \int_{\partial D_\ell} \frac{(I_N - sT)^{-1} b}{r(s) - r} f(s) ds,$$

where $f = (f_1 \cdots f_p)^t$.

In fact, reasoning as above to prove Theorem 4.1, we have

$$f(z) = \begin{pmatrix} f_1 \\ \vdots \\ f_p \end{pmatrix} = \frac{1}{2\pi i} \sum_{\ell=1}^L \int_{\partial D_\ell} \frac{f(s)}{r(s) - r} \frac{r(s) - r(z)}{s - z} ds$$

$$= \frac{1}{2\pi i} \begin{pmatrix} G(I_N - zT)^{-1} & 0 & \cdots & 0 \\ 0 & G(I_N - zT)^{-1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & & G(I_N - zT)^{-1} \end{pmatrix} \sum_{\ell=1}^L \int_{\partial D_\ell} \frac{(I_N - sT)^{-1} b}{r(s) - r(z)} f(s) ds$$

where $F(z)$ is $\mathbb{C}^{pN}$-valued, by its definition, and is analytic in $|z| < \rho$. \qed

These representation results allow to make connections with some non-standard interpolation problem, as we now explain.

Example 4.9. With $r$ as in Example 4.3 we have

$$f(z) = \begin{pmatrix} 1 \\ \frac{1}{z} \end{pmatrix} F \left( z + \frac{1}{z} \right). \quad (4.12)$$

Corollary 4.10. Let $f$ be analytic in a domain symmetric with respect to the unit circle and assume $f(z) = f(1/z)$. Then $f(z) = F(z + 1/z)$. 

Proof. We write
\[ f(z) = (1 - \frac{1}{z}) F\left( z + \frac{1}{z} \right) \]
and
\[ f(1/z) = (1 - z) F\left( z + \frac{1}{z} \right) \]
It follows that with \( F = \begin{pmatrix} F_1 \\ F_2 \end{pmatrix} \) we have \( F_2 \equiv 0 \) and hence the result. \( \square \)

Considering the power series expansion of \( f \) centered at the origin, a more direct proof would be to prove first by induction that there exists a sequence of polynomials \( P_1, P_2, \ldots \) such that
\[ z^n + \frac{1}{z^n} = P_n\left( z + \frac{1}{z} \right), \quad n = 1, 2, \ldots \]
Representation (4.12) should allow to solve interpolation problem with the interpolation data invariant under the map \( z \mapsto 1/z \). As a sample problem consider the following:

**Problem 4.11.** Given \( w_1, \ldots, w_N \) be \( N \) points in the complex plane, and two sets of complex numbers \( \{a_1, \ldots, a_N\} \) and \( \{b_1, \ldots, b_N\} \), find the set of functions \( f \) analytic in neighborhoods of the points \( w_i \) and \( 1/w_i \), \( i = 1, \ldots, N \) and such that
\[ f(w_i) = a_i, \]
\[ f(1/w_i) = b_i, \quad i = 1, \ldots, N. \]
Representation (4.3) allows to transform this problem into the following tangential interpolation problem with tangential constraints
\[ (1 \quad w_i) F(W_i) = a_i, \]
\[ (1 \quad 1/w_i) F(W_i) = b_i \quad i = 1, \ldots, N. \]
where \( W_i = w_i + \frac{1}{w_i} \). We will not pursue this direction of research in the present work. The next example is related to multipoint interpolation; see [16, 20]. More generally, for given \( w_1, \ldots, w_N \) such that \( r(w_n) = \alpha, \quad n = 1, \ldots, N \), the above strategy suggests how to solve multipoint interpolation problems; the case where \( r \) is a Blaschke product was considered in [16].

**Example 4.12.** Given \( w_1, \ldots, w_N, c_1, \ldots, c_N, \gamma \in \mathbb{C} \), describe the set of functions analytic in a neighborhood of \( w_1, \ldots, w_N \) and such that
\[ (4.13) \quad \sum_{n=1}^{N} c_n f(w_n) = \gamma. \]
Using the representation (4.3) we rewrite (4.13) as

\[ \sum_{n=1}^{N} c_n f(w_n) = \gamma \]

\[ \iff \]

\[ \sum_{n=1}^{N} c_n Z_r(w_n) F(0) = \gamma \]

\[ \iff \]

\[ c F(0) = \gamma, \quad c = \sum_{n=1}^{N} c_n Z_r(w_n), \]

which is a one-point tangential interpolation problem with solutions \( F \in \mathcal{H}(k) \) (if one can multiply on the left and stay in \( \mathcal{H}(k) \)) given by

\[ F(z) = k(z, 0)k(0, 0)^{-1} \frac{c^*}{cc^*} \gamma + \left( I - \frac{c^*c}{cc^*} \right) G(z), \quad G \in \mathcal{H}(k) \]

so that

\[ f(z) = Z_r(z) \left( k(z, 0)k(0, 0)^{-1} \frac{c^*}{cc^*} \gamma + \left( I - \frac{c^*c}{cc^*} \right) G(z) \right). \]

Note that the decomposition (4.14) is orthogonal. Let \( d \in \mathbb{C}^N \). We have:

\[ \left( \left( I - \frac{c^*c}{cc^*} \right) G(z), k(z, 0)k(0, 0)^{-1} \frac{c^*}{cc^*} d \gamma \right)_{\mathcal{H}(k)} = \gamma d^* c \left( I - \frac{c^*c}{cc^*} \right) G(0) \]

\[ = \gamma d^* c \left( I - \frac{c^*c}{cc^*} \right) G(0) \]

\[ = 0 \]

since \( c \left( I - \frac{c^*c}{cc^*} \right) = 0 \).

We note that such multipoint constraints are considered in numerical analysis to fix degrees of freedom; see [45, p. 1494].

**Theorem 4.13.** Let \( \mathcal{H}(K) \) be a reproducing kernel Hilbert space of \( \mathbb{C}^p \)-valued functions of the form (4.10), with reproducing kernel \( K \). Assume that the corresponding space of functions \( F \), with norm

\[ \| F \| = \| f \| \]

is a reproducing kernel Hilbert space \( \mathcal{H}(K) \) of functions analytic in \( B(0, \epsilon) \) for some \( \epsilon > 0 \) of the origin. Then \( K \) and \( K \) are related by

\[ K(z, w) = (Z_r(z) \otimes I_p)K(r(z), r(w))(Z_r(w) \otimes I_p)^*. \]

**Proof.** Consider the space of functions of the form

\[ f(z) = (Z_r(z) \otimes I_p)F(r(z)), \quad F \in \mathcal{H}(K). \]

By Corollary 2.13 with \( \alpha = 0 \), we have

\[ f(z) \equiv 0 \iff F(z) \equiv 0, \quad z \in B(0, \epsilon). \]

It follows from Theorem 2.12 that the definition (4.15) makes sense and the reproducing kernel is then as in (4.16). \( \square \)
We conclude this section with the following remark and a proposition. It may be of interest to look at functions \( r \) of the form \( r(z) = (r_0(z))^m \), where \( r_0 \) is itself rational and \( m \in \mathbb{N} \). The following proposition connects the corresponding state spaces \( \mathcal{L}(r) \) and \( \mathcal{L}(r_0) \).

**Proposition 4.14.** Let \( r \) be a rational function and let \( r_0(z) = (r(z))^m \) with \( m \in \mathbb{N} \). Let \( \mathcal{M}(r_0) \) to be the linear span of the functions \( 1, \ldots, r_0^{m-1} \).

\[
\mathcal{L}(r) = (\mathcal{M}(r_0)) \otimes \mathcal{L}(r_0),
\]

meaning that \( t \in \mathcal{L}(r) \) if and only if it can be written as

\[
t(z) = \sum_{u=0}^{m-1} t_u(z) r_0^u(z), \quad t_0, \ldots, t_{m-1} \in (r_0).
\]

**Proof.** The result follows from

\[
r_0^m(z) - r_0^m(a) = \sum_{u=0}^{m-1} r_0^u(z) \frac{r_0(z) - r_0(a)}{z - a},
\]

where \( z, a \) are points of analyticity of \( r \).

We conclude this section with a formula:

**Proposition 4.15.** Let \( F \) be given by (4.4), extended to the domain \( A(r) \) (see (4.5)). Then, for every \( \alpha \in A(r) \)

\[
R_\alpha F(z) = \frac{1}{2\pi i} \sum_{\ell=1}^{L} \int_{\partial D_\ell} \frac{(I_N - sT)^{-1} f(s)}{(r(s) - \alpha)(r(s) - z)} ds.
\]

**Proof.** This follows from

\[
\frac{1}{r(s) - z} - \frac{1}{r(s) - \alpha} = \frac{z - \alpha}{(r(s) - \alpha)(r(s) - z)}.
\]

\[
\square
\]

5. Cuntz relations

Representations of the Cuntz algebra (see [30]) play an important role in analysis, wavelets and signal processing, in particular in the theory of filter banks; see [28, 38, 39]. Connections between the Cuntz relations and reproducing kernel spaces were considered in [15, 16]. In the present section we show how the Cuntz relations are related to the present setting.

Let in (4.10)

\[
F = \begin{pmatrix} F_1 \\ \vdots \\ F_N \end{pmatrix}
\]

where \( F_1, \ldots, F_N \) are \( \mathbb{C}^p \)-valued. We thus have

\[
f(z) = \sum_{n=1}^{N} e_n(z) F_n(r(z)).
\]
Theorem 5.1. If $K$ in (4.16) is block diagonal,
\[ K = \text{diag}(k_1, \ldots, k_N) \]
with possibly different positive definite $\mathbb{C}^{p \times p}$-valued kernels $k_1, \ldots, k_N$, the formulas
\[(T_n f)(z) = F_n(z), \quad n = 1, \ldots, N,\]
define bounded operators $T_n \in L(\mathcal{H}(K), \mathcal{H}(k_n)), n = 1, \ldots, N$, with adjoint operators
\[(T_n^* g)(z) = e_n(z)g(r(z))\]
and $T_1^*, \ldots, T_N^*$ satisfy the Cuntz relations.

Proof. The operators $T_1, \ldots, T_N$ are well defined in view of Theorem 2.12. They are bounded by definition of the norms in (4.15) since
\[ \|F\|_{\mathcal{H}(K)}^2 = \sum_{n=1}^N \|F_n\|_{\mathcal{H}(k_n)}^2. \]

To compute the adjoint operators we note that
\[(5.2) \quad T_n(\mathbb{K}(\cdot, w)d) = k_n(\cdot, r(w))e_n(w)d_n, \quad \text{with} \quad d = \begin{pmatrix} d_1 \\ \vdots \\ d_N \end{pmatrix}, \quad d_n \in \mathbb{C}^p.\]

Then it follows from a classical result on weighted composition operators that
\[(T_n^* g)(z) = e_n(z)g(r(z)), \quad n = 1, \ldots, N.\]

Furthermore we have from (5.1) that
\[ \sum_{n=1}^N T_n^* T_n = I_{\mathcal{H}(\mathbb{K})}. \]

Finally for $n, m \in \{1, \ldots, N\}$, we have
\[(T_n T_m^* g)(z) = (T_n(e_m g \circ r))(z)\]
\[= \begin{cases} g(z), & n = m \\ 0, & n \neq m, \end{cases}\]
since the function $e_m(z)g(r(z))$ has unique decomposition along the direct sum corresponding to (5.1). \qed

In the case where $k_1 = \cdots = k_N = k$ it is of interest to see when it holds that
\[ k(z, w) = (Z_r(z) \otimes I_p)k(r(z), r(w))(Z_r(w) \otimes I_p)^*, \]
i.e.
\[(5.3) \quad k(z, w) = \left( \sum_{n=1}^N e_n(z)e_n(w) \right)k(r(z), r(w)).\]

Such equations, and their connections with the Cuntz relations, have been studied in [15].
6. $R^{(r)}_\alpha$-INARIANT SUBSPACES

Recall that $Z_r(z)$ has been defined by (2.16). We first consider the finite dimensional case.

**Theorem 6.1.** A finite dimensional vector space $\mathfrak{M}$ of $\mathbb{C}^m$-valued functions is $R^{(r)}_\alpha$-invariant if and only if it is spanned by the columns of a matrix of the form

\[(6.1) \quad M(z) = (Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}\]

where $C \in \mathbb{C}^{mN \times M}$ and $A, B \in \mathbb{C}^{M \times M}$ satisfying $\det(A + \alpha B) \neq 0$ for some integer $M$. Furthermore, $M$ can be chosen to be the dimension of $\mathfrak{M}$, and we can always assume that the matrices $A$ and $B$ satisfy $A + \alpha B = I_M$.

For a fixed choice of $Z_r(z)$, the representation (6.1) is unique up to similarity matrix $S$, meaning

\[(6.2) \quad C_1 = CS \quad A_1 = S^{-1}AS \quad B_1 = S^{-1}BS.\]

**Proof.** Let $M$ denote the dimension of $\mathfrak{M}$, and let $M(z)$ be a $m \times M$-valued function with columns made from a basis of $\mathfrak{M}$. There exists $T \in \mathbb{C}^{M \times M}$ such that

\[R^{(r)}_\alpha M = MT\]

that is,

\[\frac{M(z)}{r(z) - \alpha} - \sum_{n=1}^{N} \frac{M(w_n)}{r'(w_n)(z - w_n)} = G(z)T,\]

and so

\[(6.5) \quad M(z)(I_M - (r(z) - \alpha)T) = \sum_{n=1}^{N} \frac{M(w_n)}{r'(w_n)} \frac{r(z) - \alpha}{z - w_n}.\]

The functions

\[\frac{r(z) - \alpha}{z - w_n} = \frac{r(z) - r(w_n)}{z - w_n}\]

belong to $\mathfrak{L}(r)$. So with a preassigned basis $e_1, \ldots, e_N$ and $Z_r$ as in (2.16) we can write

\[(6.6) \quad M(z) = (Z_r(z) \otimes I_m)C(I_M - (r(z) - \alpha)T)^{-1}\]

where $C \in \mathbb{C}^{mN \times M}$.
Conversely, let $M$ be of the form $(6.1)$, where $C \in \mathbb{C}^{m \times M}$ and $A, B \in \mathbb{C}^{M \times M}$ satisfying $\det(A + \alpha B) \neq 0$. We can write:

$$(R^{(r)}_{a}(M))(z) = \frac{(Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}}{r(z) - \alpha} - \frac{\sum_{n=1}^{N} (Z_r(w_n) \otimes I_m)C(A - r(w_n)B)^{-1}}{r'(w_n)(z - w_n)}$$

$$= \frac{(Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}}{r(z) - \alpha} - \left(\sum_{n=1}^{N} \frac{(Z_r(w_n) \otimes I_m)}{r'(w_n)(z - w_n)}\right)C(A - \alpha B)^{-1}$$

$$= (Z_r(z) \otimes I_m)\frac{C(A - r(z)B)^{-1} - C(A - \alpha B)^{-1}}{r(z) - \alpha}$$

$$= (Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}B(A - \alpha B)^{-1}$$

$$= M(z)B(A - \alpha B)^{-1},$$

where we have used $(2.25)$ to go from the second line to the third one. One can choose $M = \dim \mathfrak{M}$ by taking the columns of $M(z)$ linearly independent. Finally, the last remark follows from replacing $C, A$ and $B$ by $C(A + \alpha B)^{-1}$, $A(A + \alpha B)^{-1}$ and $B(A + \alpha B)^{-1}$ respectively.

Assume that the space has two representations as the span of

$$(Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}B(A - \alpha B)^{-1} \quad \text{and} \quad (Z_r(z) \otimes I_m)C_1(A_1 - r(z)B_1)^{-1},$$

with the properties that $C, C_1 \in \mathbb{C}^{m \times N}$, $A, B, A_1, B_1 \in \mathbb{C}^{N \times N}$, and such that $A + \alpha B = A_1 + \alpha B_1 = I_M$. There exists an invertible matrix $S$ such that

$$(Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}B(A - \alpha B)^{-1} = (Z_r(z) \otimes I_m)C_1(A_1 - r(z)B_1)^{-1}S.$$ 

Using Corollary $(2.15)$ it is sufficient to compare

$$C(A - r(z)B)^{-1}B(A - \alpha B)^{-1} = C_1(A_1 - r(z)B_1)^{-1}S,$$

i.e.

$$C(I - (e - \alpha)B)^{-1} = C_1(I - (e - \alpha)B_1)^{-1}S$$

with $e \in \mathbb{C}$ and $e - \alpha$ small enough. But this is then classical result from linear system theory. □

The case where $\mathfrak{M}$ has dimension 1 will correspond to eigenfunctions, and we get:

**Corollary 6.2.** Eigenvectors of the operator $R^{(r)}_{a}$ are exactly the functions of the form

$$(6.7) \quad f(z) = \frac{Z_r(z)}{a - r(z)b}$$

with corresponding eigenvalue $b$, where $a, b \in \mathbb{C}$ are such that $a - \alpha b \neq 0$.

Furthermore:
**Corollary 6.3.** A finite dimensional $R_{\alpha}^{(r)}$-invariant reproducing kernel Pontryagin space has a kernel of the form

\begin{equation}
K(z, w) = (Z_r(z) \otimes I_m)C(A - r(z)B)^{-1}P^{-1}(A - r(w)B)^{-*}C^*(Z_r(w) \otimes I_m)^*,
\end{equation}

for some Hermitian invertible matrix $P$.

**Proof.** This is a direct consequence of the formula for the reproducing kernel of a finite dimensional space. \qed

An important special case of (6.8), where

\[ C(A - r(z)B)^{-1}P^{-1}(A - r(w)B)^{-*}C^* = \text{diag}(K(z, w), K(z, w), \ldots, K(z, w)) \]

In the next results we connect properties of $P$ to the structure of the kernel.

**Theorem 6.4.** Assume $(C, A, B)$ minimal. Then the kernel (6.8) is of the form

\begin{equation}
(Z_r(z) \otimes I_m) \frac{J - \Theta(r(z))\Theta(r(w))^*}{1 - r(z)^*r(w)} (Z_r(w) \otimes I_m)^* 
\end{equation}

if and only if $P$ solves the equation

\begin{equation}
A^*PA - B^*PB = C^*JC.
\end{equation}

**Proof.** This follows from [13, (5.12)] or [12, Theorem 2.1, p. 37] with $a(z) = 1$ and $b(z) = r(z)$ in the notation of these papers. \qed

We refer to [3, Lemma 2.2, p. 415 and (2.4) p. 416] for the following result; a proof is given for completeness.

**Theorem 6.5.** Let $\mathcal{M}$ be a space of finite dimension $d$ of $\mathbb{C}^p$-valued functions analytic in some open set $\Omega$ and assume that there is a point $a_0 \in \Omega$ such that the linear span of the vectors $f(a_0)$ with $f$ varying in $\mathcal{M}$ is equal to $\mathbb{C}^p$. Then, $\mathcal{M}$ satisfies for every $a \in \Omega$ (at the possible exception of $a$ in a zero set) the condition

\begin{equation}
f \in \mathcal{M}, \text{ and } f(a) = 0 \implies \frac{f(z)}{z - a} \in \mathcal{M},
\end{equation}

if and only if it is spanned by the columns of a matrix of the form

\begin{equation}
E(z)C(A - zB)^{-1}.
\end{equation}

where $E$ is $\mathbb{C}^{p \times p}$-valued analytic in $\Omega$ and such that $\det E(z) \neq 0$, and where $A, B$ and $C$ are matrices of appropriate size and such that $\det(A - zB) \neq 0$. Furthermore, $A$ and $B$ can be chosen such that $A - a_0B = I_d$.

**Proof.** We proceed in a number of steps.

**STEP 1:** Construction of the function $E(z)$.

The space $\mathbb{C}^p$ is spanned by the vectors $f(a_0)$, and so contains a basis made of such vectors, say $f_1(a_0), \ldots, f_p(a_0)$, where $f_1, \ldots, f_p \in \mathcal{M}$. The function $E(z)$ with columns $f_1(z), \ldots, f_p(z)$ has a non-identically vanishing determinant since $E(a_0)$ is invertible by construction.

**STEP 2:** Construction of a basis for $\mathcal{M}$. 

Let $E(z)$ be a $\mathbb{C}^{p \times p}$-valued function $E(z)$ as in the previous step, and let $d$ denote the dimension of $\mathcal{M}$. Let $F(z)$ be a $\mathbb{C}^{d \times d}$-valued function, whose columns form a basis of $\mathcal{M}$. For every $c \in \mathbb{C}^p$ the function $z \mapsto F(z)c - E(z)E^{-1}(a_0)F(a_0)c$ belongs to $\mathcal{M}$ and vanishes at $a_0$. By hypothesis (6.11), the function
$$z \mapsto \frac{F(z)c - E(z)E^{-1}(a_0)F(a_0)c}{z - a_0}$$
also belongs to $\mathcal{M}$. It follows that there exists $G \in \mathbb{C}^{d \times d}$ such that
$$\frac{F(z) - E(z)E(a_0)^{-1}F(a_0)}{z - a_0} = F(z)G,$$
and hence
$$F(z) = E(z)E(a_0)^{-1}F(a_0)(I_N - (z - a_0)G)^{-1},$$
which is of the form (6.12) with $C = E(a_0)^{-1}F(a_0)$, $A = I_d + a_0 G$ and $B = a_0 G$.

**STEP 3: Converse statement:**
Conversely, let $F(z)$ be of the form (6.12) and let $a$ be such that $\text{det} E(a) \neq 0$. We have for $c \in \mathbb{C}^p$ that $F(a)c = 0$ if and only if $C(A - aB)^{-1}c = 0$. We can write
$$\frac{F(z)c}{z - a} = \frac{E(z)C((A - zB)^{-1} - (A - aB)^{-1})c}{z - a}$$
$$= E(z)C\left((A - zB)^{-1}\left\{\frac{A - aB - A + zB}{z - a}\right\}(A - aB)^{-1}\right)c$$
$$= E(z)C(A - zB)^{-1}B(A - aB)^{-1}c$$
and so the function $z \mapsto \frac{F(z)c}{z - a} \in \mathcal{M}$. $\square$

We can now prove the following result, which characterizes the counterpart of classical finite dimensional de Branges spaces in our setting.

**Theorem 6.6.** Let $r$ be a real rational function satisfying the hypothesis of Theorem 4.1. Under the notation of the previous theorem, let $\mathcal{M}$ be a space of finite dimension $d$ of $\mathbb{C}^p$-valued functions analytic in some open set $\Omega$ and assume that there is a point $a_0 \in \Omega$ such that the linear span of the vectors $f(a_0)$ with $f$ varying in $\mathcal{M}$. Assume furthermore that $\mathcal{M}$ has the following property: Let $\alpha \in \mathbb{C}$ for which the equation $r(z) = \alpha$ has $N$ distinct solutions $w_1, \ldots, w_N$, and such that
$$f(w_n) = 0, \quad n = 1, \ldots, N \quad \implies \quad z \mapsto \frac{f(z)}{r(z) - \alpha} \in \mathcal{M}.$$ 

Then $\mathcal{M}$ has reproducing kernel of the form
$$\left(Z_r(z) \otimes I_p\right)E_+(r(z))JE_+(r(w))^* - E_-(r(z))JE_-(r(w))^*$$
$$\left(-i(r(z) - r(w))\right)$$
if and only if $P$ satisfies (6.10).

**Proof.** We write the elements of the space in the form (4.10), $f(z) = (Z_r(z) \otimes I_p)F(r(z))$, where $F$ is analytic in $|z| < \rho$ where $\rho$ is independent of $F \in \mathcal{M}$; see Theorem 4.1. To proceed, we divide the argument in a number of steps.

**STEP 1:** The space $\mathcal{M}$ of functions $F(r(z))$ is finite dimensional.
By Corollary 2.13 the function $F$ is uniquely determined by $f$, and so $\mathcal{M}$ is finite dimensional of dimension $N$ since $\mathcal{M}$ is of this type. We denote by $M(r(z))$ a matrix-valued functions whose columns are a basis of this space. We define an inner product via

$$[(Z_r(z) \otimes I_p)M(r(z))\xi, (Z_r(z) \otimes I_p)M(r(z))\eta] = \eta^* P \xi, \quad \eta, \xi \in \mathbb{C}^N,$$

where $P$ is Hermitian and invertible.

**STEP 2:** The space of functions $M(r(z))\xi$ satisfies the invariance condition (6.11). Indeed, by assumption, $z \mapsto (Z_r(z) \otimes I_p)\frac{M(r(z))}{r(z) - \alpha} \in \mathcal{M}$ since $M(r(w_n)) = M(\alpha) = 0$.

and hence $M(z)$ is of the form (6.12). Applying Theorem 6.5 we see that the reproducing of $\mathcal{M}$ is therefore equal to

$$(Z_r(z) \otimes I_p)E(r(z))C(A - r(z)B)^{-1}P^{-1}(A - r(w)B)^{-*}C^*(Z_r(w)^* \otimes I_p)$$

and the proof is concluded by using Theorem 6.4 $\square$

We now turn to the infinite dimensional case, and consider a Hilbert space $\mathcal{H}$ of $\mathbb{C}^m$-valued function analytic in some open set $\Omega$, and $R_\alpha^{(r)}$-invariant. We assume $\mathcal{H}$ separable. We choose an orthonormal basis $b_1(z), \ldots$ of $\mathcal{H}$ and consider the unitary map $T$

$$T(c_1, \ldots) = \sum_{j=1}^{\infty} c_j b_j$$

from $\ell^2(\mathbb{N}, \mathbb{C}^m)$ onto $\mathcal{H}$. Since the space $\mathcal{H}$ is assumed $R_\alpha^{(r)}$-invariant, for every $c \in \ell^2(\mathbb{N}, \mathbb{C}^m)$ we have $R_\alpha^{(r)}Tc = Td$ for some uniquely defined $d$ in $\ell^2(\mathbb{N}, \mathbb{C}^m)$. The map $c \mapsto d$ is linear and bounded since

$$\|R^{(r)}Tc\|_\mathcal{H} \leq K \|Tc\|_\mathcal{H},$$

and

$$\|R^{(r)}Tc\|_\mathcal{H} = \|Td\|_\mathcal{H},$$

implying

$$\|Td\|_\mathcal{H} \leq K \|Tc\|_\mathcal{H}.$$

We write $d = Mc$, where $M : \ell^2 \to \ell^2$ is bounded since

$$\|Td\|_\mathcal{H} = \|d\|_{\ell^2(\mathbb{N}, \mathbb{C}^m)},$$

and

$$\|Tc\|_\mathcal{H} = \|c\|_{\ell^2(\mathbb{N}, \mathbb{C}^m)}.$$

So, we obtain

$$R_\alpha^{(r)}Tc = TMc, \quad \forall c \in \ell^2(\mathbb{N}, \mathbb{C}^m).$$

Hence,

$$\frac{(Tc)(z)}{r(z) - \alpha} = \sum_{j=1}^{N} \frac{(Tc)(w_j)}{r'(w_j)(z - w_j)} = (TMc)(z).$$

So,

$$(Tc)(z) - (r(z) - \alpha)(TMc)(z) = \sum_{j=1}^{N} \frac{(Tc)(w_j) r(z) - \alpha}{z - w_j}.$$
7. Operator models

In this section we assume that the kernel $K(z, w)$ in (4.16) is diagonal, in the form

$$K = \text{diag}(k, \ldots, k)$$

where $k(z, w)$ is $\mathbb{C}^p \times \mathbb{C}^p$-valued and positive definite. Recall that $r$ is a rational function of degree $N$, with a pole at infinity, and hence of the form $r(z) = p(z)/q(z)$, with $\deg p = N$ and $\deg q < N$.

**Proposition 7.1.** Let $\alpha \in \Omega(r)$ and consider $R^{(r)}_{\alpha}$ with domain of definition the space function analytic in neighborhoods of the points $w_1, \ldots, w_N$. Then it holds that

$$\ker R^{(r)}_{\alpha} = \mathcal{L}(r) \otimes \mathbb{C}^p$$

**Proof.** We assume $p = 1$ to lighten the notation. Assume that $f \in \ker R^{(r)}_{\alpha}$. Then,

$$f(z) = \sum_{n=1}^{N} \frac{f(w_n) r(z) - r(w_n)}{z-w_n} \in \mathcal{L}(r)$$

where $r(w_n) = \alpha$ and since the function

$$z \mapsto \frac{r(z) - r(\beta)}{z-\beta} \in \mathcal{L}(r)$$

for every complex number which is not a pole of $r$. The functions $R_{w}^{r}$ form a basis of $\mathcal{L}(r)$ for any set of $N$ pairwise different points, and so the kernel of $R^{(r)}_{\alpha}$ is exactly equal to $\mathcal{L}(r)$. More precisely, any function $f$ in $\mathcal{L}(r)$ is of the form

$$f(z) = \sum_{n=1}^{N} c_n \frac{r(z) - r(w_n)}{z-w_n} \in \mathcal{L}(r), \quad c_1, \ldots, c_N \in \mathbb{C},$$

and is such that $f(w_m) = c_m$, $m = 1, \ldots, N$, as is seen by plugging $z = w_m$ in the above equation. So $f \in \ker R^{(r)}_{\alpha}$. \qed

We now use [27,26] to relate operators associated to the operators $R_{\alpha}$ and $R^{(r)}_{\alpha}$. The existence of the operators $A$ and $A_r$ in the next theorem follow from [17, Theorem 4.10, p. 137]).

**Theorem 7.2.** Assuming that the operators $R^{(r)}_{\alpha}$ and $R_{\alpha}$ are bounded in some Hilbert space $\mathcal{H}$, and have trivial kernels in $\mathcal{H}$ for every $\alpha \in \Omega(r)$. Then, there exist two possibly unbounded operators $A$ and $A_r$ such that

$$R^{(r)}_{\alpha} f = (A_r - \alpha I)^{-1} \quad \text{and} \quad R_{\alpha} F = (A - \alpha I)^{-1}.$$  

They are related by

$$((A_r - \alpha I)^{-1} f)(z) = \sum_{n=1}^{N} e_n(z)((A - \alpha I)^{-1} F_n)(r(z))$$

when $f$ is decomposed as (5.1),

$$f(z) = \sum_{n=1}^{N} e_n(z) F_n(r(z)).$$
Theorem 7.3. In the notation of the previous theorem, assume that
\begin{equation}
\mathcal{H} \cap \mathcal{L}(r) = \{0\}.
\end{equation}

Then
\begin{equation}
\text{Dom} \mathbf{A}_r = \{ f \in \mathcal{H} \mid \text{for which there exists } h_f \in \mathcal{L}(r) \text{ such that } r(z)f(z) + h_f(z) \in \mathcal{H} \}
\end{equation}
and then
\begin{equation}
(\mathbf{A}_r f)(z) = r(z)f(z) + h_f(z).
\end{equation}

Proof. By (7.3), we have $\ker R_\alpha^{(r)} = \{0\}$ for some (and hence all) $\alpha$, and so the operator $\mathbf{A}_r$ exists; see [47, Theorem 4.10, p. 137]].

We remark that, with $(\mathbf{A} f)(z) = zf(z) + df$ we have
\[
\sum_{n=1}^{N} e_n(z)((A - \alpha I)^{-1}f_n)(r(z)) = \sum_{n=1}^{N} e_n(z)(r(z)f_n(r(z)) + df_n)
\]
\[
= r(z) \left( \sum_{n=1}^{N} e_n(z)f_n(r(z)) \right) + \sum_{n=1}^{N} e_n(z)df_n
\]
\[
= r(z)Z_r(z)F(r(z)) + h_f(z)
\]
with $f(z) = Z_r(z)F(r(z))$ and $h_f(z) = \sum_{n=1}^{N} e_n(z)df_n$.

8. $\Psi(\Theta)$ spaces

We now study the counterparts of reproducing kernel Pontryagin spaces with reproducing kernel of the form
\begin{equation}
\frac{J - \Theta(z)J\Theta(w)^*}{-i(z - \overline{w})}, \text{ or } \frac{J - \Theta(z)J\Theta(w)^*}{1 - z\overline{w}},
\end{equation}
in the present setting. The first formula corresponds to the line case, while the second corresponds to the circle case. These kernels give models for close to self-adjoint and close to unitary operators in the classical case; see [29 [43] for the latter.

We begin with the line case. In the statement of the next theorem, $J \in \mathbb{R}^{p \times p}$ is a signature matrix and $X(J, r)$ is the corresponding associated symmetric matrix (see (5.3)). In the statements we consider functions $r$ which satisfy the conditions of Theorem 4.1. This includes in particular rational functions regular at the origin and having a pole at infinity (see Lemma 4.4) and finite Blaschke products. Recall that $\Omega(r)$ is defined by (2.6), that $A(r)$ is defined in (4.5) and that we assume functions extended to $r^{-1}(A(r))$; see Remark 4.3.

Theorem 8.1. Let $r$ be a real rational function satisfying the hypothesis of Theorem 4.1. Let $\Psi$ be a reproducing kernel Pontryagin space of $\mathbb{C}^p$-valued functions analytic in $r^{-1}(A(r))$. Then, for each $\alpha, \beta \in \Omega(r) \cap A(r)$ such that $\alpha \neq \overline{\beta}$, it holds that
\begin{equation}
\left[ R_\alpha^{(r)} f, g \right]_\Psi - \left[ f, R_\beta^{(r)} g \right]_\Psi = (\alpha - \overline{\beta}) \left[ R_\alpha^{(r)} f, R_\beta^{(r)} g \right]_\Psi = i(\alpha - \overline{\beta}) \sum_{i,j=1}^{N} \frac{g(v_j)^*}{r'(v_j)} \frac{J f(u_i)}{r'(u_i)} \frac{1}{u_i - \overline{v}_j}
\end{equation}
(with \(r(u_i) = \alpha\) and \(r(v_j) = \beta, i, j = 1, \ldots, N\) if and only if the reproducing kernel of \(\mathcal{P}\) is of the form

\[
(Z_r(z) \otimes I_p) \frac{X(J, r) - \Theta(r(z))X(J, r)\Theta(r(w))}{-i(r(z) - r(w))}(Z_r(w) \otimes I_p)^* \tag{8.3}
\]

where \(\Theta\) is a \(\mathbb{C}^{Np \times Np}\)-valued function analytic in a neighborhood of the origin.

**Proof.** Using (2.26) we can write with \(f = Z_rF(r)\) and \(g = Z_rG(r)\), where \(F\) and \(G\) are analytic in \(A(r)\). By Corollary 2.13 applied to every connected component of \(r^{-1}(A(r))\) we see that \(F\) and \(G\) are uniquely determined, and we can define an inner product by

\[
[F, G] = [f, g]_{\mathcal{P}}. \tag{8.4}
\]

For \(\alpha, \beta \in A(r)\) we have

\[
\left[ R^{(r)}_{\alpha} f, g \right]_{\mathcal{P}} - \left[ f, R^{(r)}_{\beta} g \right]_{\mathcal{P}} = (\alpha - \overline{\beta}) \left[ R^{(r)}_{\alpha} f, R^{(r)}_{\beta} g \right]_{\mathcal{P}} = [R_{\alpha}F, G] - [F, R_{\beta}G] - (\alpha - \overline{\beta}) [R_{\alpha}F, R_{\beta}G], \tag{8.5}
\]

Using (2.25) we can write

\[
(\alpha - \overline{\beta}) \sum_{i,j=1}^{N} \frac{g(v_j)}{r'(v_j)} f(u_i) \frac{1}{u_i - v_j} = G(\beta)^* \left( \sum_{i,j=1}^{N} \frac{Z_r(v_j)}{r'(v_j)} f(u_i) \alpha - \overline{\beta} \right) F(\alpha)
\]

\[
= G(\beta)^* \sum_{j=1}^{N} \frac{Z_r(v_j)}{r'(v_j)} \left( \sum_{i=1}^{N} \frac{Z_r(u_i)}{r'(u_i)} \frac{\beta - \overline{\alpha}}{v_j - u_i} \right) F(\alpha)
\]

\[
= G(\beta)^* \left( \sum_{j=1}^{N} \frac{Z_r(v_j)}{r'(v_j)} \left( \sum_{i=1}^{N} \frac{Z_r(u_i)}{r'(u_i)} \frac{\beta - \overline{\alpha}}{v_j - u_i} \right) F(\alpha) \right)
\]

\[
= G(\beta)^* \left( \sum_{j=1}^{N} \frac{Z_r(v_j)}{r'(v_j)} \left( \frac{Z_r(v_j)}{v_j - u_i} \right) F(\alpha) \right)
\]

\[
= G(\beta)^* X F(\alpha),
\]

where \(X(J, r)\) is defined by (3.5) (and is Hermitian, invertible, and independent of \(\alpha\) and \(\beta\)). We are therefore back to the classical case,

\[
[R_{\alpha}F, G] - [F, R_{\beta}G] - (\alpha - \overline{\beta}) [R_{\alpha}F, R_{\beta}G] = iG(\beta)^* X(J, r) F(\alpha)
\]

Write \(X(J, r) = Y^* J_0 Y\), where \(J_0\) is a real signature matrix. The space \(\mathcal{P}_1\) of functions of the form \(YF\) with inner product

\[
[YF, YG]_Y = [F, G] \tag{8.6}
\]

satisfies

\[
[R_{\alpha}Y, YG] - [YF, R_{\beta}YG] - (\alpha - \overline{\beta}) [R_{\alpha}Y, R_{\beta}YG] = iG(\beta)^* Y^* J_0 Y F(\alpha)
\]

and are analytic across the real line (since the functions \(F\) are analytic in a disk \(|z| < \rho\) by definition of \(A(r)\)). This analyticity condition allows us to apply the Pontryagin space version of de Branges’ result (see [11] Theorem 6.10, and see [24] Theorem III, p. 447).
Theorem 8.3. For the Hilbert space version) to assert that its reproducing kernel is of the form
\[ J_0 - \Theta_0(z)J_0\Theta_0(w)^* \]
from which the result follows. More precisely, we see that the index of the reproducing kernel Pontryagin space with reproducing kernel \( \nu \) is equal to \( \nu_-(\mathcal{P}) \).

\[ \text{Notation 8.2.} \quad \text{We will set} \quad \mathcal{P} = \mathcal{P}(\Theta) \quad \text{and define} \]
\[ \nu_-(\Theta) = \nu_-(\mathcal{P}), \]
where the latter is the index of negativity of the Pontryagin space \( \mathcal{P} \).

We now consider an inclusion and factorization result related to the above spaces. In the statement, \( \nu_-(\Theta^{-1}\Theta) \) is the number of negative squares of the kernel
\[ X(J,r)^{-1} = \Theta_1(r(z))^{-1}\Theta(r(z))X(J,r)\Theta(r(w))^*\Theta_1(r(z))^{-*} \]
(note that the numerator involves only \( X(J,r) \) and not its inverse).

**Theorem 8.3.** In the notation of the previous theorem, let \( \mathcal{P}_1 \) be a subspace of \( \mathcal{P} \) which is \( R_{\alpha^{-1}} \)-invariant, and non-degenerate. Then \( \mathcal{P}_1 \) has a reproducing kernel of the form
\[ (Z_r(z) \otimes I_p)X(J,r)^{-1} - \Theta_1(r(z))X(J,r)\Theta(r(w))^*\Theta_1(r(z))^{-*} \]
and we have
\[ \nu_-(\Theta) = \nu_-(\Theta_1) + \nu_-(\Theta_1^{-1}\Theta) \]
and the direct and orthogonal decomposition
\[ \mathcal{P}(\Theta) = \mathcal{P}(\Theta_1) \oplus (Z_r \otimes I_p)\Theta(\Theta_1^{-1}\Theta) \]

\[ \text{Proof. Thanks to Corollary 2.15 the claim reduces to the decomposition} \]
\[ X(J,r)^{-1} - \Theta(r(z))X(J,r)\Theta(r(w))^* = X(J,r)^{-1} - \Theta_1(r(z))X(J,r)\Theta(r(w))^* + \Theta_1(r(z))X(J,r)^{-1}\Theta(r(z))X(J,r)\Theta(r(w))^*\Theta_1(r(z))^{-*} \]
and the result follows then from classical results in reproducing kernel Pontryagin spaces.

\[ \square \]

We now turn to the circle case. The argument is similar to the one in the previous theorem, but we need to use Corollary 4.3 at some point \( w_0 \) of modulus 1 not a pole of \( r \). Recall that \( A(r,w_0) \) was introduced in Definition 4.6.

**Theorem 8.4.** Let \( r \) be a rational function satisfying the hypothesis of Theorem 4.1, let \( w_0 \) be a point on the unit circle not a pole of \( r \). Let \( \mathcal{P} \) be a reproducing kernel Pontryagin space of \( \mathbb{C}^p \)-valued functions analytic in \( r^{-1}(A(w_0,r)) \). Then, for each \( \alpha, \beta \in \omega(r) \cap A(w_0,r) \) it holds that
\[ [f,g]_{\mathcal{P} \alpha} + \bar{\beta} [f,R_{\beta}^*(g)]_{\mathcal{P} \alpha} + \alpha [R_{\alpha}^*(f,g)]_{\mathcal{P} \alpha} - (1 - \alpha\beta)[R_{\alpha}^*(f,R_{\beta}^*(g))]_{\mathcal{P} \alpha} = (\alpha - \beta) \sum_{i,j=1}^N g(v_j)^* Jf(u_i) u_i - v_j \]
(with \( r(u_i) = \alpha \) and \( r(v_j) = \beta, i, j = 1, \ldots, N \)) if and only if the reproducing kernel of \( \mathfrak{F} \) is of the form

\[
(Z_r(z) \otimes I_p) \frac{X(J, r)^{-1} - \Theta(r(z))X(J, r)\Theta(r(w))^*}{1 - r(z)r(w)} Y^{-*}(Z_r(w) \otimes I_p)^*,
\]

where \( \Theta \) is a \( \mathbb{C}^{Np \times Np} \)-valued function analytic in a neighborhood of the origin.

**Proof.** The functions \( F \) are now analytic across the unit circle at \( w_0 \) and one can use the Pontryagin space version of de Branges’ theorem for the circle case; see [11, Theorem 6.10] for the latter. \( \square \)

9. \( \mathfrak{F}(S) \) SPACES

It is interesting to note that the Fock space restricted to the unit disk is a special case of a \( \mathfrak{F}(S) \) space; see [8].

**Theorem 9.1.** Let \( r \) be a real rational function satisfying the hypothesis of Theorem 4.1. Let \( \mathfrak{F} \) be a reproducing kernel Pontryagin space of \( \mathbb{C}^p \)-valued functions analytic in \( r^{-1}(A(r)) \setminus \mathbb{R} \), and let \( \alpha \in \Omega(r) \). Assume that the inequality

\[
(9.1) \quad \left[ R^{(r)}_\alpha f, R^{(r)}_\alpha f \right]_{\mathfrak{F}} \leq \left[ (I + \alpha R^{(r)}_\alpha)f, (I + \alpha R^{(r)}_\alpha)f \right]_{\mathfrak{F}} - (\alpha - \bar{\alpha}) \sum_{i,j=1}^N \frac{f(u_j)^*}{r'(u_j)} \frac{f(u_i)}{r'(u_i)} \frac{1}{u_i - u_j}
\]

holds for some preassigned signature matrix \( J \in \mathbb{R}^{p \times p} \). Then there exist a Pontryagin space \( \mathfrak{C} \) such that \( \nu_\mathfrak{C}(\mathfrak{C}) = \nu(X) \), and a \( \mathbf{L}(\mathfrak{C}, \mathbb{C}^{Np}) \)-valued function analytic in a neighborhood of \( \alpha \) such that the reproducing kernel of \( \mathfrak{F} \) is of the form

\[
(9.2) \quad K(z, w) = (Z_r(z) \otimes I_p) \frac{X(J, r)^{-1} - S(r(z))S(r(w))}{1 - r(z)r(w)} (Z_r(w) \otimes I_p)^*.
\]

**Proof.** The strategy is the same as for Theorem 8.1. We write elements of \( \mathfrak{F} \) in the form \( f = (Z_r \otimes I_p)F(r) \), where \( F \) is uniquely determined and analytic in \( A(r) \), and with induced inner product [8.4]. Inequality (9.1) becomes

\[
(9.3) \quad [R^{(r)}_\alpha F, R^{(r)}_\alpha F] \leq [(I + \alpha R^{(r)}_\alpha)F, (I + \alpha R^{(r)}_\alpha)F] - F(\alpha)^*XF(\alpha)
\]

(see [7, 11, (6.9)]). As above, write \( X = Y^*J_0Y \). The space of functions of the form \( YF \) with norm the norm of \( F \) has reproducing kernel of the form

\[
\frac{J_0 - S(r(z))S(r(w))}{1 - r(z)r(w)}
\]

where \( \mathfrak{C} \) is a Pontryagin space with negative index \( \nu_\mathfrak{C}(J_0) \) and where \( S \) is a \( \mathbf{L}(\mathfrak{C}, \mathbb{C}^{Np}) \)-valued function analytic in a neighborhood of \( \alpha \). This is [9] Theorem 3.1.2, p. 85] for the case \( \alpha = 0 \) and [18] Theorem 3.4, p. 32] for the general case. \( \square \)

Classical \( \mathcal{H}(s) \) spaces are generalizations of the orthogonal complements of Beurling-Lax invariant subspaces. This suggests that the counterpart of the Hardy space in the current setting is the reproducing kernel space with reproducing kernel

\[
(9.4) \quad (Z_r(z) \otimes I_p) \frac{X(J, r)^{-1}}{1 - r(z)r(w)} (Z_r(w) \otimes I_p)^*.
\]
Let us set $p = 1$ for simplicity. The expression
\[ Z_r(z)X(J, r)^{-1}Z_r(w) \]
is a reproducing kernel formula.

**Remark 9.2.** The result [18, Theorem 3.4, p. 32] will also allow to get the half-line counterpart of the above theorem, using the inequality (see [11, Theorem 6.7 (6.10)])
\[ \alpha - \alpha \frac{2\pi i}{\alpha} \left[ R_{\alpha}F, R_{\alpha}F \right] \leq \frac{\left[ R_{\alpha}F, F \right] - \left[ F, R_{\alpha}F \right]}{2\pi i} - F(\alpha)^*F(\alpha) \]
rather than (9.3), and the relation
\[ \alpha - \alpha \frac{2\pi i}{\alpha} \left[ R_{\alpha}(r)F, R_{\alpha}(r)F \right] \leq \frac{\left[ R_{\alpha}(r)F, F \right] - \left[ F, R_{\alpha}(r)F \right]}{2\pi i} - (\alpha - \alpha) \sum_{i,j=1}^{N} \frac{f(u_j)^*}{r'(u_j)} \frac{f(u_i)}{r'(u_i)} u_i - u_j \]
rather than (9.1).

**10. $\mathcal{P}(E_+, E_-)$ Spaces**

We now present two structure theorems. The proof of the first one is a matrix-valued version of [25, Théorème 23, p. 59]. The proof of the second theorem is an adaptation to the circle case of de Branges’ proof, and appears in [3] and [7, Théorem 6.1, p. 173]. Both proofs are repeated here for completeness.

**Theorem 10.1.** (The line case) Let $\mathcal{P}$ be a reproducing kernel Pontryagin space of $\mathbb{C}^p$ functions analytic in an open set $\Omega$, symmetric with respect to the real line and intersecting it, and assume that there is a point $\alpha \neq 0 \in \Omega$ such that both $K(\alpha, \alpha)$ and $K(\overline{\alpha}, \overline{\alpha})$ are invertible. Assume that the following condition holds for every $F, G \in \mathcal{P}$: if $F(v) = G(v) = 0$ for $v \neq \overline{v} \in \Omega$ then the functions $z \mapsto \overline{z - \overline{v}} F(z)$ and $z \mapsto \overline{z - \overline{v}} G(z)$ belongs to $\mathcal{P}$ and
\[
[F(z), G(z)] = \left[ \frac{z - \overline{v}}{z - v} F(z), \frac{z - \overline{v}}{z - v} G(z) \right].
\]

Then, there exist $\mathbb{C}^{p \times p}$-valued functions $E_+$ and $E_-$ and a signature matrix $J \in p \times p$ such that the reproducing kernel of $\mathcal{P}$ is of the form
\[
K_{\mathcal{P}}(z, w) = \frac{E_+(z)J E_+(w)^* - E_-(z)J E_-(w)^*}{-i(z - \overline{w})},
\]
where $J$ is a signature matrix with same signature as $K(\alpha, \alpha)$.

**Proof.** Without loss of generality, and by maybe replacing $\alpha$ by its conjugate, we will assume $\text{Im} \alpha > 0$. Let $c \in \mathbb{C}^p$. The function
\[
z \mapsto \left( K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w) \right) c
\]
belongs to $\mathcal{P}$ and vanishes at the point $\alpha$. So the function
\[
z \mapsto \frac{z - \overline{\alpha}}{z - \alpha} \left( K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w) \right) c
\]
belongs to \( \mathcal{P} \). Let \( F \in \mathcal{P} \) which vanishes at \( \overline{\alpha} \). Using (10.1) with \( v = \overline{\alpha} \) we can write
\[
\left[ F(z), \frac{z - \overline{\alpha}}{z - \alpha} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w))c \right] =
\]
\[
= \left[ F(z) \frac{z - \alpha}{z - \alpha}, \frac{z - \alpha z - \overline{\alpha}}{z - \alpha} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w))c \right]
\]
\[
= \left[ F(z) \frac{z - \alpha}{z - \alpha}, (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w))c \right]
\]
\[
= \left[ F(z) \frac{w - \alpha}{w - \alpha}, K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w) \right] c \frac{w - \overline{\alpha}}{w - \alpha}
\]
This chain of equalities holds for all \( F \) vanishing at \( \overline{\alpha} \) and hence we get
\[
\frac{z - \overline{\alpha}}{z - \alpha} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) =
\]
\[
= (K(z, w) - K(z, \overline{\alpha})K(\overline{\alpha}, \overline{\alpha})^{-1}K(\overline{\alpha}, w)) \frac{w - \alpha}{w - \alpha}
\]
We can thus write:
\[
\left( \frac{z - \overline{\alpha}}{z - \alpha} - \frac{w - \overline{\alpha}}{w - \alpha} \right) K(z, w) =
\]
\[
= \frac{z - \overline{\alpha}}{z - \alpha} K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w) - \frac{w - \overline{\alpha}}{w - \alpha} K(z, \overline{\alpha})K(\overline{\alpha}, \overline{\alpha})^{-1}K(\overline{\alpha}, w).
\]
Therefore:
\[
K(z, w) = \frac{F_+(z)K(\alpha, \alpha)^{-1}F_+(w)^* - F_-(z)K(\overline{\alpha}, \overline{\alpha})^{-1}F_-(w)^*}{(-i(\alpha - \overline{\alpha}))( -i(z - w))},
\]
with
\[
F_+(z) = \frac{1}{\sqrt{-i(\alpha - \overline{\alpha})}}(z - \overline{\alpha})K(z, \alpha)
\]
\[
F_-(z) = \frac{1}{\sqrt{-i(\alpha - \overline{\alpha})}}(z - \alpha)K(z, \overline{\alpha}).
\]
By analyticity, \( \det K(z, \alpha) \neq 0 \) and so taking a point on the unit circle where \( \det K(z, \alpha) \neq 0 \) and \( \det K(z, \overline{\alpha}) \neq 0 \) we see that \( K(\alpha, \alpha) \) and \( K(\overline{\alpha}, \overline{\alpha}) \) have the same signature, and we can write with a common signature matrix \( J \)
\[
K(\alpha, \alpha)^{-1} = MJM^* \quad \text{and} \quad K(1/\overline{\alpha}, 1/\overline{\alpha})^{-1} = NJN^*.
\]
The result follows with \( E_+ = F, M \) and \( E_- = F, N \).

\[ \square \]

**Theorem 10.2.** (The circle case) Let \( \mathcal{P} \) be a reproducing kernel Pontryagin space of \( \mathbb{C}^p \) functions analytic in an open set \( \Omega \), symmetric with respect to the unit circle and intersecting it, and assume that there is a point \( \alpha \neq 0 \in \Omega \) such that both \( K(\alpha, \alpha) \) and \( K(1/\overline{\alpha}, 1/\overline{\alpha}) \) are invertible. Assume that the following condition holds for every \( F, G \in \mathcal{P} \):
If \( F(v) = G(v) = 0 \) for \( v \in \Omega \setminus \mathbb{T} \) then the functions \( z \mapsto \frac{1 - z\overline{v}}{z - v} F(z) \) \( z \mapsto \frac{1 - z\overline{v}}{z - v} G(z) \) belongs to \( \mathfrak{P} \) and

\[
(10.7) \quad [F(z), G(z)] = \left[ \frac{1 - z\overline{v}}{z - v} F(z), \frac{1 - z\overline{v}}{z - v} G(z) \right].
\]

Then, there exist \( \mathbb{C}^{p \times p} \)-valued functions \( E_+ \) and \( E_- \) and a signature matrix \( J \in \mathbb{C}^{p \times p} \) such that the reproducing kernel of \( \mathfrak{P} \) is of the form

\[
(10.8) \quad K_{\mathfrak{P}}(z, w) = \frac{E_+(z)J E_+(w)^* - E_-(z)J E_-(w)^*}{1 - z\overline{w}},
\]

where \( J \) is a signature matrix with same signature as \( K(\alpha, \alpha) \).

**Proof.** Let \( c \in \mathbb{C}^p \). The function (10.3) and vanishes at the point \( \alpha \). So the function

\[
z \mapsto \frac{1 - z\overline{\alpha}}{z - \alpha} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) c \in \mathfrak{P}.
\]

Let \( F \in \mathfrak{P} \) which vanishes at \( 1/\overline{\alpha} \). Using (10.7) with \( v = 1/\overline{\alpha} \) we can write

\[
\left[ F(z), \frac{1 - z\overline{\alpha}}{z - \alpha} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) c \right] =
\]

\[
= \left[ F(z) \frac{1 - z/\alpha}{z - 1/\overline{\alpha}}, \frac{1 - z/\alpha - z\overline{\alpha}}{z - 1/\overline{\alpha}} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) c \right]
\]

\[
= \left[ F(z) \frac{1 - z/\alpha}{z - 1/\overline{\alpha}} \frac{\overline{\alpha}}{1 - z\overline{\alpha}} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) c \right]
\]

\[
= \left[ F(z) \frac{z - \alpha}{1 - z\overline{\alpha}} \frac{\overline{\alpha}}{1 - z\overline{\alpha}} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) c \right]
\]

\[
= \frac{c^*}{1 - z\overline{\alpha}} F(w) \frac{w - \alpha}{1 - w\overline{\alpha}}
\]

\[
= \left[ F(z), (K(z, w) - K(z, 1/\overline{\alpha})K(1/\overline{\alpha}, 1/\overline{\alpha})^{-1}K(1/\overline{\alpha}, w)) c \frac{\overline{w} - \alpha}{1 - w\overline{\alpha}} \right].
\]

This chain of equalities holds for all \( F \) vanishing at \( 1/\overline{\alpha} \) and hence we get

\[
\frac{1 - z\overline{\alpha}}{z - \alpha} (K(z, w) - K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w)) =
\]

\[
= (K(z, w) - K(z, 1/\overline{\alpha})K(1/\overline{\alpha}, 1/\overline{\alpha})^{-1}K(1/\overline{\alpha}, w)) \frac{\overline{w} - \alpha}{1 - w\overline{\alpha}}.
\]

Hence

\[
\left( \frac{1 - z\overline{\alpha}}{z - \alpha} - \frac{\overline{w} - \alpha}{1 - w\overline{\alpha}} \right) K(z, w) =
\]

\[
= \frac{1 - z\overline{\alpha}}{z - \alpha} K(z, \alpha)K(\alpha, \alpha)^{-1}K(\alpha, w) - \frac{\overline{w} - \alpha}{1 - w\overline{\alpha}} K(z, 1/\overline{\alpha})K(1/\overline{\alpha}, 1/\overline{\alpha})^{-1}K(1/\overline{\alpha}, w),
\]

so that

\[
(10.9) \quad K(z, w) = \frac{F_+(z)K(\alpha, \alpha)^{-1}F_+(w)^* - F_-(z)K(1/\overline{\alpha}, 1/\overline{\alpha})^{-1}F_-(w)^*}{(1 - |\alpha|^2)(1 - z\overline{w})},
\]
with
\begin{align}
F_+(z) &= \frac{1}{\sqrt{1 - |\alpha|^2}}(1 - z\alpha)K(z, \alpha) \\
F_-(z) &= \frac{1}{\sqrt{1 - |\alpha|^2}}(z - \alpha)K(z, 1/\alpha).
\end{align}

By analyticity, \( \det K(z, \alpha) \neq 0 \) and so taking a point on the unit circle where \( \det K(z, \alpha) \neq 0 \) and \( \det K(z, 1/\alpha) \neq 0 \) we see that \( K(\alpha, \alpha) \) and \( K(1/\alpha, 1/\alpha) \) have the same signature, and we can write with a common signature matrix \( J \)
\[
K(\alpha, \alpha)^{-1} = MJM^* \quad \text{and} \quad K(1/\alpha, 1/\alpha)^{-1} = NJN^*.
\]
The result follows with \( E_+ = F, M \) and \( E_- = F, N. \)

In the case of a Hilbert space we have \( J = I_p \) and the following proposition holds:

**Proposition 10.3.** \( K(\alpha, \alpha) \) is invertible if and only if linear span of the functions \( f(\alpha) \) when \( f \) runs through \( \Omega \) is equal to \( \mathbb{C}^p \).

**Proof.** Assume that there is \( c \in \mathbb{C}^p \) such that \( K(\alpha, \alpha)c = 0 \) Then, the Cauchy-Schwarz inequality implies that
\[
|c^* f(\alpha)|^2 = |(f, K(\cdot, \alpha))|^2 \\
\leq \|f\|^2 \cdot (c^* K(\alpha, \alpha)c) \\
= 0
\]
and so \( c \) is orthogonal to the said linear span.

Conversely, if there is such a \( c \), the map \( f \mapsto c^* f(\alpha) \) is identically equal to 0, and hence its Riesz representation corresponds to the zero vector, i.e. \( K(\cdot, \alpha)c \equiv 0 \), and so in particular \( K(\alpha, \alpha)c = 0. \)

In the case of a Pontryagin space, the second part of the proof is still valid, since Riesz representation theorem holds in Pontryagin space, and we have:

**Corollary 10.4.** Assume that the linear span is not dense. Then \( K(\alpha, \alpha) \) is not invertible.

Next theorem further generalizes results in Section [6].

**Theorem 10.5.** Let \( r \) be a rational function satisfying the hypothesis of Theorem [4.1] and let \( A(r) \) be defined by \([4.3]\). Let \( \mathcal{P} \) be a reproducing kernel Pontryagin space of \( \mathbb{C}^p \)-valued functions analytic in \( r^{-1}(A(r)) \) and having full rank, in the sense that there exist \( \alpha \neq \bar{\alpha} \in \Omega_0 \) such that the matrices \( K(\alpha, \alpha) \) and \( K(\bar{\alpha}, \bar{\alpha}) \) are invertible. Assume that for \( f, g \in \mathcal{P} \) and \( v \in \Omega \),
\[
f(w_n) = g(w_n) = 0, \quad n = 1, \ldots, N \implies f(z) \frac{r(z) + \bar{\alpha}}{r(z) - v} \begin{array}{c} \text{and} \\ g(z) \frac{r(z) + \bar{\alpha}}{r(z) - v} \end{array} \in \mathcal{P},
\]
where \( w_1, \ldots, w_n \) are the roots, assumed pairwise different, of \( r(w) = v \), and
\[
[f(z), g(z)]_\mathcal{P} = \left[ f(z) \frac{r(z) + \bar{\alpha}}{r(z) - \alpha}, g(z) \frac{r(z) + \bar{\alpha}}{r(z) - \alpha} \right]_\mathcal{P}.
\]
Then the reproducing kernel of \( \mathcal{P} \) is of the form
\[
K(z, w) = (Z_r(z) \otimes I_p) \frac{E_+(r(z))JE_+(r(w))^* - E_-(r(z))JE_-(r(w))^*}{-i(r(z) - r(w))}(Z_r(w) \otimes I_p)^*,
\]
where \( J \) is a signature matrix with same signature as \( K(\alpha, \alpha) \).

Proof. Using the vector-valued version of Lemma 11.3 we write \( f(z) = Z_r(z)F(r(z)) \), where \( F \) is \( \mathbb{C}^{Np} \)-valued and analytic in \( \Omega_0 \). We consider the space of functions
\[
\mathfrak{M} = \{ F(z) : Z_r(z)F(r(z)) \in \mathfrak{H}, \text{ with inner product } [F, G] = [f, g]_{\mathcal{P}} \}.
\]
By Corollary 2.13 the condition \( f(w_n) = 0 \), \( n = 1, \ldots, N \) implies that \( F(\alpha) = 0 \). Equation (10.14) implies that
\[
[F(z),G(z)] = \left[ F(z) \frac{z + \overline{v}}{z - v}, G(z) \frac{z + \overline{v}}{z - v} \right].
\]
By Theorem 10.1 the reproducing kernel of the form (10.2) and hence the result. \( \square \)

In the case of the circle we have the following result; the proof is similar and will be omitted.

Theorem 10.6. Let \( r \) be a rational function satisfying the hypothesis of Theorem 4.1 and let \( A(r) \) be defined by (4.1). Let \( \mathfrak{P} \) be a reproducing kernel Pontryagin space of \( \mathbb{C}^{p} \)-valued functions analytic in \( r^{-1}(A(r)) \) and having full rank, in the sense that there exist \( \alpha \neq \overline{\alpha} \in \Omega_0 \) such that the matrices \( K(\alpha, \alpha) \) and \( K(1/\alpha, 1/\overline{\alpha}) \) are invertible. Assume that for \( f, g \in \mathfrak{P} \) and \( v \in \Omega \)
\[
f(w_n) = g(w_n) = 0, \quad n = 1, \ldots, N \Rightarrow f(z) \frac{1 - r(z)\overline{\alpha}}{r(z) - \alpha} \quad \text{and} \quad g(z) \frac{1 - r(z)\overline{\alpha}}{r(z) - \alpha} \in \mathfrak{P},
\]
where \( w_1, \ldots, w_n \) are the roots, assumed pairwise different, of \( r(w) = v \), and
\[
[f(z), g(z)]_{\mathfrak{P}} = \left[ f(z) \frac{1 - r(z)\overline{v}}{r(z) - v}, g(z) \frac{1 - r(z)\overline{v}}{r(z) - v} \right]_{\mathfrak{P}}.
\]
Then the reproducing kernel of \( \mathfrak{P} \) is of the form
\[
K(z, w) = (Z_r(z) \otimes I_p) \frac{E_+(r(z))JE_+(r(w))^* - E_-(r(z))JE_-(r(w))^*}{-i(r(z) - r(w))}(Z_r(w) \otimes I_p)^*,
\]
where \( J \) is a signature matrix with same signature as \( K(\alpha, \alpha) \).

The previous theorems are of special interest in the Hilbert space setting, when the space \( \mathfrak{M} \) (see (10.13)) consists of entire functions.

11. \( \mathcal{L}(N) \) spaces

We first recall:

Definition 11.1. The function \( N \) analytic in the open set \( \Omega \subset \mathbb{C} \), symmetric with respect to the real line is called a generalized Nevanlinna function if the kernel
\[
K_N(z, w) = \frac{N(z) - N(w)^*}{z - w}
\]
has a finite number of negative squares in \( \Omega \).
The following result appears, for the scalar and positive setting, in [25, Théorème 6, p. 13]; a first Pontryagin space version, with more restrictive conditions and different proof, appears in [11]. Here we are treating the case of negative squares, which corresponds to generalized Nevanlinna functions. The latter class of functions has been introduced and thoroughly studied by Krein and Langer; see e.g. [40, 41]. These functions are closely related to the positive real functions and generalized positive real functions from linear system theory; see e.g. [31].

**Theorem 11.2.** Let $\mathfrak{P}$ be a reproducing kernel Pontryagin space of $C^p$-valued functions analytic in a set $\Omega$ symmetric with respect to the real line and assume that $\mathfrak{P}$ is resolvent invariant. Assume moreover that

\begin{equation}
[F(z), (R_\beta G)(z)]_{\mathfrak{P}} - [(R_\alpha F)(z), F(z)]_{\mathfrak{P}} + (\alpha - \beta)[(R_\alpha F)(z), (R_\beta G)(z)]_{\mathfrak{P}} = 0
\end{equation}

for every $\alpha, \beta \in \Omega$. Then there is a $\mathbb{C}^{p \times p}$-valued function $N(z)$ analytic in $\Omega$ and such that the reproducing kernel of $\mathfrak{P}$ is

\begin{equation}
K_N(z, w) = \frac{N(z) - N(w)^*}{z - \overline{w}}, \quad z, w \in \Omega.
\end{equation}

**Proof.** The core of the proof is as in [25, p. 13], and we adapt the arguments to the case of negative squares:

**STEP 1:** The resolvent operators are bounded in $\mathfrak{P}$:

Indeed, they are closed in view of the reproducing kernel property, and everywhere defined. Hence they are bounded since we are in a Pontryagin space.

**STEP 2:** The reproducing kernel $K(z, w)$ satisfies:

\begin{equation}
(\overline{w} - z)K(z, w) = -(z - \overline{\alpha})K(z, \alpha) + (\overline{w} - \overline{\alpha})K(\overline{\alpha}, w), \quad \alpha, z, w \in \Omega.
\end{equation}

As in [25, p. 13] this follows from setting $G(z) = K(z, w)d$ and $\alpha = \overline{\beta}$ in (II.5). We then get for any $F \in \mathfrak{P}$

\[
\begin{align*}
\left[ F(z), \frac{K(z, w) - K(\overline{z}, w)}{z - \overline{\alpha}} \right] d^* &= \left[ \frac{F(z) - F(\alpha)}{z - \alpha}, K(z, w)d \right] \\
&= d^* \frac{F(w) - F(\alpha)}{w - \alpha} \\
&= \left[ F(z), \frac{K(z, w) - K(z, \alpha)}{\overline{w} - \overline{\alpha}} \right] 
\end{align*}
\]

and so

\[
\frac{K(z, w) - K(\overline{z}, w)}{z - \overline{\alpha}} = \frac{K(z, w) - K(z, \alpha)}{\overline{w} - \overline{\alpha}},
\]

from which (II.3) follows.

It follows from the previous step that

\begin{equation}
K(z, w) = \frac{N_1(z) - N_2(w)^*}{z - \overline{w}}
\end{equation}

with $N_1(z) = (z - \overline{\alpha})K(z, \alpha)$ and $N_2(w) = (w - \alpha)K(w, \overline{\alpha})$.

**STEP 3:** It holds that $N_1(z) - N_2(w) = (\alpha - \overline{\alpha})K(\alpha, \alpha)$. 

Indeed, from the equality \( K(z, w) = K(w, z)^* \) we have
\[
\frac{N_1(z) - N_2(w)^*}{z - w} = \left( \frac{N_1(w) - N_2(z)^*}{w - z} \right)^* ,
\]
from which we get
\[
N_1(z) - N_2(w)^* = N_2(z) - N_1(w)^*
\]
and hence the result.

We conclude by taking (see [25, p. 14]),
\[
N(z) = \frac{(\alpha - \overline{\alpha})}{2} K(\alpha, \alpha) + (z - \overline{\alpha})K(z, \alpha).
\]
Then, \( K(z, w) = \frac{N(z) - N(w)^*}{z - w} \).

**Theorem 11.3.** Let \( r \) be a rational function satisfying the hypothesis of Theorem 4.1 and let \( A(r) \) be defined by [15]. Let \( \mathcal{P} \) be a reproducing kernel Pontryagin space of \( \mathbb{C}^p \)-valued functions analytic in \( r^{-1}(A(r)) \), and assume that \( \mathcal{P} \) is \( R_{\alpha}(r) \) resolvent invariant. Assume moreover that
\[
(11.5) \ [F(z), (R_{\alpha}(r)G)(z)]_{\mathcal{P}} - [(R_{\alpha}(r)F)(z), F(z)]_{\mathcal{P}} + (\alpha - \overline{\beta})[(R_{\alpha}(r)F)(z), (R_{\beta}(r)G)(z)]_{\mathcal{P}} = 0.
\]
Then there is a \( \mathbb{C}^{p\times p} \)-valued function \( N(z) \) analytic in \( \Omega \) and such that the reproducing kernel of \( \mathcal{P} \) is
\[
(11.6) \quad K(z, w) = Z_r(z) \frac{N(r(z)) - N(r(w))^*}{r(z) - r(w)} Z_r(w)^* , \quad z, w \in r^{-1}(A(r)).
\]

**Proof.** As in earlier proofs in the paper, we using (2.20) and \( f = Z_rF(r) \) and \( g = Z_rG(r) \); we consider the space of functions corresponding space of functions \( F \) with the inner product
\[
[F, G] = [f, g].
\]
We obtain by Theorem 11.2 a space \( \mathcal{L}(\mathcal{N}) \) and the result follows. \( \square \)

When \( N(z) = i/2 \) in the open upper half-plane, we get the counterpart of the Hardy space
\[
\frac{Z_r(z)Z_r(w)^*}{-i(r(z) - r(w))} = \sum_{n=1}^{N} \frac{e_n(z)\overline{e_n(w)}}{-i(r(z) - r(w))},
\]
which is positive definite on the set of \( w \) such that \( \text{Im} r(w) \geq 0 \) and with associated reproducing kernel Hilbert space
\[
f(z) = \sum_{n=1}^{N} e_n(z)f_n(r(z)), \quad f_1, \ldots, f_N \in H^2(\mathbb{C}_+).
\]
The new Hardy space reduces to the classical one when
\[
\sum_{n=1}^{N} e_n(z)\overline{e_n(w)} = \frac{-i(r(z) - r(w))}{-i(z - w)}.
\]
This will happen if and only if \( r \) satisfies the symmetry \( r(z) = \overline{r(z)} \). See [15] for the corresponding Cuntz type decomposition.
Acknowledgements: It is a pleasure to thank Prof. Dan Volok, Kansas State University, for help with Theorem 4.1.
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