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Abstract—This paper presents a novel approach to pedestrian trajectory prediction for on-board camera systems, which utilizes behavioral features of pedestrians that can be inferred from visual observations. Our proposed method, called Behavior-Aware Pedestrian Trajectory Prediction (BA-PTP), processes multiple input modalities, i.e., bounding boxes, body and head orientation of pedestrians as well as their pose, with independent encoding streams. The encodings of each stream are fused using a modality attention mechanism, resulting in a final embedding that is used to predict future bounding boxes in the image.

In experiments on two datasets for pedestrian behavior prediction, we demonstrate the benefit of using behavioral features for pedestrian trajectory prediction and evaluate the effectiveness of the proposed encoding strategy. Additionally, we investigate the relevance of different behavioral features on the prediction performance based on an ablation study.

I. INTRODUCTION

Anticipating and predicting the future behavior of pedestrians is a key challenge for automated driving. An intelligent driving system should be able to understand the underlying intentions of pedestrians to be able to safely drive through urban environments \cite{1} and prevent accidents. The prediction of pedestrians’ future behavior brings a lot of challenges, as their behavior is highly variable. Human drivers use behavioral cues from visual observations to predict the future behavior of pedestrians. For example, they use the body orientation of pedestrians to assess their moving direction and react accordingly.

In this work, we focus on the problem of pedestrian trajectory prediction from an on-board ego-vehicle perspective, where the goal is to predict the future bounding boxes in the image plane. This requires capturing relevant motion cues from visual observations in a highly dynamic environment. Most current approaches for predicting future bounding boxes rely solely on past observed locations \cite{2, 3} of pedestrians to encode their motion history or condition the future positions on their estimated inherent goals \cite{4, 5}. Considering pedestrians’ past observed trajectory is beneficial mainly in cases where they are following a linear movement. However, pedestrians continuously adjust their paths as they react to the steadily changing environment. For example, a pedestrian may decide to change his direction when walking over a crossing. In such cases, more information is needed to predict their future path, especially in the on-board domain where the scene dynamically changes due to the ego-motion of the vehicle.

Observing pedestrians from an ego-centric camera perspective enables capturing their behavioral features that give cues about where they are going to move. These can be extracted from visual observations and represented in form of features such as the body and head orientation of pedestrians as well as their pose. Despite that, behavioral features inferred from visual observations are only used in a few works \cite{6, 7} to predict pedestrians’ future bounding boxes.

In this paper, we propose a pedestrian trajectory prediction method for on-board camera systems that uses behavioral features such as body orientation, head orientation as well as pedestrian’s pose. We refer to the method as Behavior-Aware Pedestrian Trajectory Prediction (BA-PTP). An overview of our proposed method is shown in Fig. 1.

Our contributions are summarized as follows: 1) We propose BA-PTP, a novel method for pedestrian trajectory prediction in the image plane which utilizes behavioral features of pedestrians. 2) We demonstrate the benefit of including behavioral features in a trajectory prediction model by evaluating BA-PTP on two pedestrian behavior datasets. 3) We show the effectiveness of independently encoding different input modalities to predict more accurate future trajectories. 4) Based on an ablation study we investigate the relevance of different behavioral features on the prediction performance.
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II. RELATED WORK

In recent years, research interest in the domain of pedestrian behavior prediction is growing. The prediction of pedestrians’ future behavior is thereby modeled in two different ways. First, predicting or classifying the future action of a pedestrian, i.e., whether he will cross the street in the near future, is referred to as intention prediction [7]–[19]. The second approach predicts the future trajectory of a pedestrian for a defined prediction horizon [2]–[7], [10], [20]–[30]. The former approach only gives information about a potential crossing action somewhere in the future, whereas the latter predicts positional information, from which the crossing action can also be derived from the future positions.

Moreover, methods working on the problem of trajectory prediction can be distinguished by the perspective in which they operate. Pedestrian trajectory prediction in the on-board perspective observes the environment from a moving first-person view. This results in a dynamically changing scene, because the relative position and size of observed objects depend on the ego-motion of the camera, as the ego-vehicle is also moving. To address this, some methods try to model the ego-motion by incorporating ego-vehicle information [2], [3], [6], [10], [20], [29], [30].

When predicting the trajectory from a bird’s eye perspective, the environment is observed from a top-down view, where the positions of objects are represented by global coordinates and are not dependent on the ego-motion of the camera. This perspective allows to better model interactions [24]–[27] as relative distances between objects can be inferred from the global coordinates. This is rarely done in the camera-based on-board domain [10], [16], [20] where reliable depth information is missing.

Nowadays, recurrent architectures [2], [3], [11] as well as CVAEs [4], [5], [21] are prevalent in state-of-the-art pedestrian behavior prediction and are used in the majority of recent works. Other approaches model spatio-temporal features by first extracting features using CNNs [8], [11], [20] or graph structures [6], [9], [16] and processing them later on with RNNs. Recently, transformers [7], [30], as well as goal-driven [4], [5], [28] and attention-based [2], [11], [19] approaches, have also gained growing interest.

Related work may also be differentiated by the information used as input to predict the future behavior of pedestrians. The pedestrian’s motion history is the most fundamental information as almost all methods rely on the past motion of the pedestrian independent of the domain [2]–[12], [18]–[29]. This information includes bounding boxes for on-board methods or global coordinates for methods in bird’s eye view. Additionally, features like the distance to the ego-vehicle [21], [22], semantic and contextual information [7], [9], [10], [16], [19], [21], [22], [26], [27], as well as visual or appearance features [2], [3], [6], [8], [11]–[13], [15], [16], [19], [20], [29] are used as inputs to encode the past motion and behavior of pedestrians.

Behavioral cues such as body or head orientation [7], [9], [21], [23], awareness [13], [17], [22], pose of the pedestrian [6], [11], [14], [15], [18], [19] and pedestrians’ intention as the wish to cross the street [2], [6], [12] are also used to better understand and model pedestrians’ behavior.

However, in the domain of on-board pedestrian trajectory prediction in the image plane, such behavioral features are rarely used. [6] uses pedestrians’ poses to improve the prediction of their intention module, resulting in only a marginal benefit for the trajectory prediction on PIE [2]. The body orientation of pedestrians is used in [7] to simultaneously predict intention and trajectory, but only benefits intention prediction, whereas this reduces trajectory prediction performance.

In contrast to the aforementioned methods, we show how to incorporate behavioral features such as the body and head orientation of pedestrians as well as their pose to benefit the prediction of future trajectories in the image plane. We use independent encoding streams for each input modality and fuse the learned embeddings with an attention mechanism to better encode the motion history of pedestrians and predict more accurate future trajectories.

III. METHOD

A. Problem Formulation

We formulate the problem of forecasting the behavior of pedestrians as the prediction of future trajectories in terms of image positions based on observations of real-world traffic scenes from the on-board ego-vehicle perspective. Pedestrians’ trajectories are thus represented as a sequence of bounding boxes defining the top-left and bottom-right pixel coordinates in the image: \( b = \{ x_{tl}, y_{tl}, x_{br}, y_{br} \} \).

At a certain timestep \( t \) we aim to predict the future trajectory \( \text{Traj}_{fut} = \{ b_i^{t+1}, \ldots, b_i^{t+n} \} \) of a pedestrian \( i \) for a prediction horizon \( m \), given the pedestrian’s observed past trajectory \( \text{Traj}_{obs} = \{ b_i^{t-n+1}, \ldots, b_i^t \} \) for an observation horizon of length \( n \) as well as observed behavioral features of the pedestrian:

- body orientation \( \text{BO}_{obs} = \{ b_{oi}^{t-n+1}, \ldots, b_{oi}^t \} \),
- head orientation \( \text{HO}_{obs} = \{ ho_{i}^{t-n+1}, \ldots, ho_{i}^t \} \),
- pose \( \text{Pos}_{obs} = \{ p_i^{t-n+1}, \ldots, p_i^t \} \), where \( p_i \) is a 34D vector defining the pixel coordinates of a 17-joint skeleton.

Additionally, we make use of the future ego-vehicle information, i.e. speed \( \text{Speed}_{fut} = \{ s_i^{t+1}, \ldots, s_i^{t+m} \} \) as well as the yaw rate \( \text{Yaw}_{fut} = \{ y_i^{t+1}, \ldots, y_i^{t+m} \} \).

B. Architecture

Pedestrians moving along a street provide many hints about where they are going to move, which can be inferred from visual observation. These hints can be represented as behavioral features such as pedestrians’ body and head orientation as well as their pose. To account for this, we propose a method that uses this information as explicit features in addition to their motion history.

As depicted in Fig. 2, our method consists of a Recurrent Neural Network (RNN) encoder-decoder architecture, where we process each input modality through an independent encoder, namely a bounding box stream, a pose stream, a...
head orientation stream and a body orientation stream. This encoding scheme is inspired by [11]. We apply the same structure for each encoding stream $e$ as follows: The RNN encoder processes the input sequence and produces hidden states for each observed timestep. We then apply the temporal attention mechanism from [11] on the hidden states. The role of the attention mechanism is to give higher importance to particular timesteps in the observation horizon compared to other ones, focusing on the most relevant information. The resulting embedding vectors $e_{t}$ of each encoding stream are concatenated and the modality attention module from [11] produces the final embedding vector $e_{\text{final}}$ by assigning importance to the different modality inputs.

The final embedding created by our encoding module contains a latent representation of the motion history of the pedestrian, which can be used to predict the future trajectory. To get a joint representation as input to the trajectory predictor, we concatenate the embedding vector $e_{\text{final}}$ with odometry information $(s^{t+j}, y^{t+j})$, i.e. speed and yaw rate, for every future timestep $t+j$. We pass this through a self-attention unit from [2] to target the features of the encoding that are most relevant for a certain prediction timestep. We then use this as the decoder inputs, resulting in hidden states for every future timestep in the prediction horizon. To generate the final predictions, we pass the decoder outputs through a dense layer that regresses the final hidden states for every future timestep into bounding box predictions $\hat{\text{Traj}}_{\text{fut}} = \{b^{t+1}_1, \ldots, b^{t+m}_d\}$.

We calculate the decoder’s initial state vector $\text{dec}_{\text{init}}$ by taking the elementwise maximum of the final hidden states $h^t_{ej}$ of all encoding streams, with $e$ being the number of an encoding stream:

$$\text{dec}_{\text{init}} = \max_{1 \leq j \leq d} h^t_{ej}, \quad (1)$$

where $d$ is the dimensionality of the hidden states. We found this to result in the best performance.

C. Loss Function

Our method is trained in a supervised manner. As the loss function, we use the root mean squared error (RMSE) between the predicted bounding boxes $\hat{b}$ and the ground truth $b$ for each of the $I$ training samples with prediction horizon $m$:

$$\text{RMSE} = \sqrt{\frac{1}{I} \sum_{i=1}^{I} \sum_{j=1}^{m} || b^{t+j}_i - \hat{b}^{t+j}_i ||^2} \quad (2)$$

IV. EXPERIMENTS

A. Datasets

We perform experiments on two different datasets:

a) PIE [2]: PIE contains on-board camera videos recorded at 30 fps with a resolution of 1920 x 1080 px during daytime in Toronto, Canada. Annotations include pedestrian bounding boxes with track ids and occlusion flags, as well as vehicle information such as speed and yaw from an on-board diagnostics sensor. The dataset contains 1842 pedestrians, divided into train, validation and test sets by ratios of 50%, 10% and 40% respectively.

b) ECP-Intention: The ECP-Intention dataset was created by selecting recordings collected for the EuroCity Persons (ECP) dataset [31]. The data was recorded with a two-megapixel camera (1920 x 1024 px) mounted behind the windshield at 20 fps in 31 different cities in Europe. 227 sequences from 27 cities with an average length of 16 seconds were selected. Each sequence was manually labeled at 5 fps (every 4th image) providing pedestrian bounding boxes with track ids and occlusion/truncation flags. Additionally, for all pedestrians, their body and head orientation relative to the line of sight of the camera in the range $[0,360]$ was annotated. Thus, a value of 0 degrees corresponds to an orientation directly towards the camera. For each image, odometry information is provided captured by the vehicle’s...
sensors and an additional IMU/GNSS sensor: the vehicle’s speed and yaw rate.

Overall, ECP-Intention consists of 17,299 manually labeled images with 133,030 pedestrian bounding boxes containing 6,344 unique pedestrian trajectories. The data is split into train, validation and test subsets by ratios of 55%, 10% and 35% respectively. The dataset is not published yet.

Since there are images at 20 fps available for ECP-Intention, we extend the 5 fps manual annotations to 20 fps by linear interpolation between two hand-labeled frames, called *keyframes*. This increases the amount of data in the observation horizon and enables us to better train our method since it can rely on more information for encoding the motion history. In addition to that, we can generate more data samples.

B. Implementation

We use Gated Recurrent Units (GRUs) with 256 hidden units and *tanh* activation for the encoding streams as well as for the decoder. Observation (*n*) and prediction horizon (*m*) are set based on the dataset used: For PIE we follow [2] and use 0.5 seconds of observations (*n* = 15) and predict 1.5 seconds (*m* = 45). We sample tracks with a sliding window approach and a stride of 7. For ECP-Intention we observe 0.6 seconds (*n* = 13) and predict 1.6 seconds (*m* = 32). Tracks are sampled with a stride of 2. If there are missing data frames within a sequence of the same pedestrian (e.g. due to occlusion), we split the sequence into multiple tracks to ensure consecutive tracks during training and testing. We train every model for 80 epochs using the Adam [32] optimizer with a batch size of 128 and *L2* regularization of $10^{-4}$. After each temporal attention block, we use a dropout of 0.5 following [11]. The initial learning rate for ECP-Intention and PIE is set to $5 \times 10^{-4}$ and $10^{-3}$ respectively. If the validation loss has not improved for 5 epochs during training, the learning rate is reduced by a factor of 5.

Since we do not have annotated poses for ECP-Intention and no annotations for behavioral features at all for PIE, we need to generate the data beforehand. To infer the pose and body orientation of pedestrians we use the following architecture: For detection and pose estimation of pedestrians, we use VRU-Pose SSD [33] extended by the orientation loss used in Pose-RCNN [34]. This way we simultaneously predict the pose and body orientation of pedestrians. The model is trained on a combination of three datasets: ECPDP [35], TDUP [36] as well as additional non-public data. To associate these detections with the ground truth boxes of ECP-Intention and PIE, we match every ground truth bounding box with the detection with the highest Intersection over Union (IoU).

Missing attribute values are ignored by our method using a masking layer.

C. Data Preparation

For the trajectory input *Traj_observ* we use the ground truth bounding boxes. The reason for that is to make the trajectory prediction independent of a pedestrian detector’s performance as in the majority of previous works [2], [4], [5], [10], [20]. We normalize *Traj_observ* by subtracting the first bounding box from the whole track, i.e. converting the absolute to relative pixel coordinates, as it is done in [2].

The pedestrian’s pose $p_i$ is normalized by dividing each x-coordinate by the image width and each y-coordinate by the image height. The values for body and head orientation are normalized to the range $[0,1]$. For odometry information, we do not apply any pre-processing.

D. Metrics

We use the standard metrics [2]–[4] for evaluation on both datasets PIE and ECP-Intention: the mean squared error (MSE) of the bounding boxes’ upper-left and lower-right corner is calculated over the different prediction horizons as well as the MSE of the bounding box centers over the whole prediction horizon ($C_{MSE}$) and only for the final timestep ($CF_{MSE}$). For ECP-Intention we calculate the metrics only for the keyframes to evaluate the performance only on the hand-labeled data. To this end, we restrict test samples to end with keyframes during data generation enabling us to measure prediction performance exactly 1.6 seconds into the future.

E. Quantitative Results

We average the results of all models over four different experiment runs. In the following sections, we report the average performance with standard deviation in integer pixel errors by mathematical rounding.

a) Comparison with SOTA: We perform experiments on the ECP-Intention dataset comparing our method to the state-of-the-art for on-board pedestrian trajectory prediction in the image plane. We compare to PIE-traj [2] and it’s extension PIE-traj+speed [2], which additionally uses ground truth ego-vehicle speed information. We also compare to SGNet [4] which is a goal-driven approach and currently the best performing deterministic model on the PIE dataset.

In Table I we see that our method outperforms all proposed baselines on all metrics by a considerable margin even without taking any behavioral features into account (BA-PTP$_{BB}$). This can be contributed to the used yaw rate of the ego-vehicle improving prediction performance in turning scenarios, which the compared baselines do not use. This result implies that the incorporation of the ego-vehicle’s yaw rate is a prerequisite to deal with the ego-motion of the camera in the sequences of ECP-Intention. This assumption can be confirmed by comparing the performance to our model that does not use the yaw rate (BA-PTP$_{BB,Y}$). When we add the yaw rate to our model the performance increases by 39% for MSE-0.8s and for longer predictions by up to 57% for MSE-1.6s. We use future ground-truth odometry in this work as this information is assumed to be known for the prediction horizon (e.g. based on an automated vehicle’s planner). The impact of predicted odometry information from an ego-motion model on the accuracy of trajectory prediction is left for future work.

The best performing model uses body orientation and pose of pedestrians in addition to bounding boxes and odometry information for predicting future trajectories (BA-PTP$_{BB+BO+P}$).
The trajectory prediction performance increases by 22% in MSE-1.6s, 23% in C in the ECP-Intention dataset, and 27% in CF in the PIE dataset compared to only using bounding boxes and odometry information. This shows the benefit of using behavioral features of pedestrians for pedestrian trajectory prediction.

b) Relevance of different behavioral features: We perform an ablation study on ECP-Intention to investigate which behavioral features contribute most to the prediction performance. The results of our method when we use only a subset of the behavioral features are also shown in Table I. Rows 6-8 show how the performance changes when we use only one of the features (BO, HO, P) in addition to bounding box and odometry data. Each of the behavioral features improves the trajectory prediction. Pose has the highest influence on the prediction performance reducing the MSE relative to only trajectory prediction. Pose has the highest influence on all metrics compared to the ground truth counterparts which can be explained by the introduced noise from using inferred values. Still, we see significant benefits compared to only using bounding boxes and odometry information.

c) Effect of independent encoding streams: In Table II we compare our attention-based modality fusion (Independent) with a model variant, where we concatenate all input features first and process them with a single encoding stream (Concat). Thus, this model variant solely uses temporal attention and no modality attention. The only additional change we made is that we initialize the decoder’s initial state with zeros, which we found to result in the best performance for the Concat encoding strategy. We show this ablation study for two models: BA-PTPBB+BO+P and BA-PTPBB+HO+P. Our Independent encoding strategy achieves better results for both models in comparison with the Concat encoding strategy. For example, for BA-PTPBB+BO+P MSE-1.6s, C in and CF in improve by 3%, 1% and 2%, respectively.

d) Results on the PIE dataset: In this section, we evaluate our proposed method on the PIE dataset [2] using inferred values for body orientation and pose of pedestrians as described in section IV-B. The results for PIE [2] and SGNet [4] are taken from the respective publications. As there are no annotations for the ego-vehicle’s yaw rate for the PIE dataset, we cannot perform the exact same experiments as on ECP-Intention. However, the authors of PIE instead provide the ego vehicle’s yaw, which we also use in an experiment (BA-PTPBB+Yaw). The results are presented in Table III.

When comparing the results of PIE with our model that additionally uses yaw, we do not see the significant improvements we did on ECP-Intention when using the yaw rate. Furthermore, our model that solely uses bounding box and speed performs better across all metrics. These results imply that the incorporation of the ego-vehicle’s yaw is not important on PIE. This could be explained by the fact that the scenes in that dataset mostly cover scenarios where the vehicle drives in a straight line or stands still, in contrast to ECP-Intention. As a consequence, we do not use the yaw for the behavior-aware variants of our method, as we found this to result in worse performance.

Table III shows that using inferred behavioral features in addition to bounding box and ego-vehicle speed improves the prediction of pedestrians’ future trajectories also on the
PIE dataset. Adding body orientation increases the prediction performance by a small margin (3% in MSE-1.5s) while using pose information improves performance a lot (12% in MSE-1.5s). The best performing model uses both body orientation and pose information improves performance a lot (12% in MSE-1.5s) while using PI E dataset. Adding body orientation increases the prediction performance by a small margin (3% in MSE-1.5s) while using PIE dataset.

Table III: Trajectory prediction results on the PIE dataset (BB=Bounding Boxes, BO=Body Orientation, P=Pose). 

| Model               | MSE (Avg Std) | C_MSE (Avg Std) | CF_MSE (Avg Std) |
|---------------------|---------------|-----------------|------------------|
|                    | 0.5s          | 1s              | 1.5s             | 1.5s             |
| PIE [2]             | 58 ± 1757     | 32 ± 1474       | 75 ± 1474        |
| PIE [2]             | 59 ± 1766     | 70 ± 1470       | 95 ± 1470        |
| SGNNet [4]          | 34 ± 133      | 42 ± 123        | 413 ± 123        |
| BA-PTP_BB+Yaw       | 58 ± 175 ± 8  | 508 ± 10 ± 8   | 471 ± 10 ± 8    |
| BA-PTP_BB           | 55 ± 7       | 166 ± 12 ± 2   | 487 ± 7 ± 2     |
| BA-PTP_BB+BO+P      | 56 ± 153 ± 1  | 426 ± 11 ± 2   | 390 ± 4 ± 2     |
| BA-PTP_BB+P         | 56 ± 151 ± 2  | 420 ± 10 ± 2   | 383 ± 10 ± 2    |
| BA-PTP_BB+BO+P      | 56 ± 1 ± 2    | 151 ± 2 ± 4    | 1513 ± 4 ± 2    |

V. Conclusion

In this paper, we presented a novel approach to pedestrian trajectory prediction from the on-board perspective. Our method BA-PTP uses behavioral features such as the body and head orientation of pedestrians as well as their pose in addition to bounding boxes. For each input modality, we use an individual encoding stream and fuse the different outputs to better model the motion history of pedestrians. This way we explicitly utilize hints that pedestrians give about where they are going to move, which can be inferred from visual observation. By evaluating our proposed method on two datasets for predicting pedestrian behavior we showed that behavioral features benefit pedestrian trajectory prediction and verified the effectiveness of our independent encoding strategy. Additionally, we investigated which behavioral features contribute most to the prediction performance based on an ablation study. From that, we found that the best prediction performance is achieved when using body orientation and pose of pedestrians as inputs in addition to bounding boxes and odometry information. We have shown a slight decrease in performance when also introducing head orientation. In future work, we seek to investigate the influence of inferred odometry information from an ego-motion model on the trajectory prediction performance of our models.
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