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Glossary

Analytic set A subset $A$ of a Polish space $X$ is analytic if there is a Polish space $Y$ and a Borel set $B \subseteq X \times Y$ such that $A = \{x : \text{for some } y \in Y, (x, y) \in B\}$. Equivalently, $A$ is the projection of $B$ to the $X$-axis.

Anosov diffeomorphism Definition 13.

Benchmarking An informal term describing the location of a set or an equivalence relation in terms of reducibility to other sets or equivalence relations.

Bernoulli Shift Definition 7.

Borel hierarchy Definition 70

Co-analytic set A subset $C$ of a Polish space $X$ is co-analytic if there is a Polish space $Y$ and a Borel set $B \subseteq X \times Y$ such that $C = \{x \text{ for all } y \in Y, (x, y) \not\in B\}$. Equivalently, the complement of $C$ is analytic.

Descriptive complexity This term is used for the placement of a structure or a classification problem among the benchmarks of reducibility.

Distal Topologically distal is definition 20, measure distal is definition 27.

$=^+$ equivalence relation Introduced and discussed in section 5.3.

$E_0$ equivalence relation Definition 32.

Factor map: measurable Let $X, Y$ be standard measure spaces and $T : X \to X$, $S : Y \to Y$ be measure preserving transformations. Then $S$ is a factor of $T$ if there is a (not necessarily invertible) measure preserving $\pi : X \to Y$ such that $\pi \circ T = S \circ \pi$ almost everywhere. The map $\pi$ is the factor map.
Factor map: topological Let $X, Y$ be topological spaces and $T : X \to X$, $S : Y \to Y$ be homeomorphisms. Then $S$ is a factor of $T$ if there is a continuous surjective map $\pi : X \to Y$ such that $\pi \circ T = S \circ \pi$. The map $\pi$ is the factor map.

Ill-founded, Well-founded If $T \subseteq X^{\leq \mathbb{N}}$ is a tree, then $T$ is well-founded if and only if there is no function $f : \mathbb{N} \to X$ such that for all $n$, $f \restriction \{0, 1, 2, \ldots, n\} \in T$. Equivalently, $T$ has no infinite paths. If $T$ is not well-founded, then $T$ is ill-founded.

$\kappa$-automorphisms Definition 10.

Kakutani Equivalence Definition 60.

Minimal homeomorphism A homeomorphism $h : X \to X$ is minimal if for every $x \in X$, $\{h^n(x) : n \in \mathbb{N}\}$ is dense.

Measure Conjugacy Let $S, T$ be measure preserving transformations defined on standard measure spaces $(X, \mathcal{B}, \mu)$ and $(Y, \mathcal{C}, \nu)$. Then $S, T$ are measure conjugate if there is an invertible measure preserving transformations $\phi : X \to Y$ such that $\phi \circ T = S \circ \phi$ almost everywhere.

Morse-Smale diffeomorphism Definition 14.

$\Pi^1_1$-norms Definition 75.

$\phi^*(\mu)$ Let $X, Y$ be Polish spaces, $\mu$ a measure on $X$ and $\phi : X \to Y$ be a measurable map. Then $\phi$ and $\mu$ induce a measure $\phi^*(\mu)$ on the Borel subsets of $Y$ by setting $\phi^*(\mu)(B) = \mu(\phi^{-1}(B))$.

Polish Space A Polish space is a topological space $(X, \tau)$ such that there is some complete separable metric $d$ on $X$ inducing the topology $\tau$. The topology $\tau$ is called a Polish Topology.

Polish Group Action A Polish group is a topological group with a Polish topology. A Polish group action is a Polish group acting $G$ acting jointly continuously on a Polish space $X$. See section 5.6.

Reduction If $A$ and $B$ are subsets of Polish spaces $X$ and $Y$, then a one dimensional reduction of $A$ to $B$ is a function $f : X \to Y$ such that for all $x, x \in A$ if and only if $f(x) \in B$. 
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If \( A \subseteq X \times X \) and \( B \subseteq Y \times Y \), then a two dimensional reduction is a function \( f : X \to Y \) such that for all \( (x_1, x_2) \in X \times X \), \( (x_1, x_2) \in A \) if and only if \( (f(x_1), f(x_2)) \in B \). The reduction is continuous or Borel if the function is continuous of Borel. One and two dimensional Borel reductions are notated as \( \preceq_1^B \) and \( \preceq_2^B \). (Section 3.1.)

**Rotation Number** Definition 2

**Separable and complete measure spaces** A measure space \( (X, \mathcal{B}, \mu) \) is separable if there is a countable subset \( A \subseteq \mathcal{B} \) such that for all \( S \in \mathcal{B} \) and \( \epsilon > 0 \), there is an \( A \in A \) such that \( \mu(A \Delta S) < \epsilon \). A measure space is complete if whenever \( A \in \mathcal{B} \) has \( \mu(A) = 0 \) and \( B \subseteq A \), then \( B \in \mathcal{B} \).

**Smooth equivalence relation** Definition 31.

**Smooth manifold** A manifold with a \( C^k \) structure for some \( k \geq 1 \).

**Smooth transformation** A \( C^k \) map \( f : M \to M \) where \( M \) has a \( C^k \)-structure for some \( k \geq 1 \).

**Standard measure space** A measure space \( (X, \mathcal{B}, \mu) \) is standard if it is separable and complete.

**The group** \( S_\infty \) The group \( S_\infty \) is the group of permutations of the natural numbers. (Section 5.4.)

**Topological Conjugacy** Let \( X, Y \) be topological spaces and \( f : X \to X, g : Y \to Y \). Then \( f \) and \( g \) are topologically conjugate if there is a homeomorphism \( \phi : X \to Y \) such that \( \phi \circ f = g \circ \phi \).

**Trees** A (downward branching) tree is a partial ordering \( (T, \leq_T) \) such that for all \( t \in T \), there is a well-ordering \( \leq^* \) of \( \{s \in T : s \geq t\} \) such for \( s_1, s_2 \geq t \),

\[
s_2 \leq_T s_1 \text{ if and only if } s_1 \leq^* s_2.\]

A path through a tree is a one-to-one function \( p \) from an ordinal \( \alpha \) whose range is \( \leq_T \)-upwards closed and if \( \beta < \gamma < \alpha \), \( p(\gamma) \leq_T p(\beta) \). A branch through \( T \) is a maximal path through \( T \). A tree is well-founded if and only if it has no infinite paths.
Trees of finite sequences Fix a set $X$. Let $X^{<\mathbb{N}}$ be the collection of finite sequences of elements of $X$. Order $X^{<\mathbb{N}}$ by setting $\sigma \leq \tau$ if and only if $\sigma$ is an initial segment of $\tau$. A set $T \subseteq X^{<\mathbb{N}}$ is a tree of finite sequences of elements of $X$ if and only if whenever $\sigma \in T$ and $\tau$ is an initial segment of $\sigma$ then $\tau \in T$. Trees of finite sequences can be viewed as elements of $\{0,1\}^{X^{<\mathbb{N}}}$. Putting the discrete topology on $\{0,1\}$ and the product topology on $\{0,1\}^{X^{<\mathbb{N}}}$, the space of trees is a compact topological space. If $X$ is countable then the space of trees on $X$ is homeomorphic to the Cantor set.

Trees are discussed in section 3.2.

Topologically transitive If $X$ is a metric space, a homeomorphism $h : X \to X$ is topologically transitive if for some $x \in X$, $\{h^n(x) : n \in \mathbb{N}\}$ is dense.

Turbulent Turbulence is a property of a continuous action of a Polish group on a Polish space. It gives a method for showing that an equivalence relation is not the result of an $S_\infty$-action. It is discussed in section 5.5 where the notion is formally defined.

Well-founded, Ill-founded If $T \subseteq X^{<\mathbb{N}}$ is a tree, then $T$ is well-founded if and only if there is no function $f : \mathbb{N} \to X$ such that for all $n, f \upharpoonright \{0,1,2,\ldots,n\} \in T$. Equivalently, $T$ has no infinite paths. If $T$ is not well-founded, then $T$ is ill-founded.
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1 Introduction: What is a dynamical system? What is structure? What is a classification?

This article is a survey of the complexity of structure, anti-structure, classification and anti-classification results in dynamical systems. The paper focusses primarily on ergodic theory, with excursions into topological dynamical systems. Part of the intention is to suggest methods and problems in related areas. It is not meant to be a comprehensive study in any sense and makes no attempt to place results in a historical context. Rather it is intended to suggest that classification and anti-classification results that are likely to be common in many areas of dynamical systems. Hence the focus is on giving particular examples where descriptive set theory techniques have been successful, and mention related work in passing to suggest that the examples given here are not isolated.\footnote{Apologies for leaving out important results, this reflects my ignorance and space limitations.}

The target audience for this paper is two fold. In no particular order, one audience consists of researchers whose primary interest is in some area of dynamics who may not be aware of, or who want to learn more about the methods for studying the complexity of structure and classification offered by descriptive set theory. For
these people, the attempt is to give familiar examples from dynamical systems where
the complexity is understood relative to known benchmarks. Logical technicalities
are avoided as much as possible, and the background necessary is given in the ap-
pendix. This is naive descriptive set theory—with the rough meaning that it omits the
technicalities of quantifiers. A self contained source on basic descriptive set theory,
requiring very minimal background is [19]. There are many excellent, more advanced
sources for this material ([49], [69], [64]). The author makes no attempt at historical
attributions of the theorems in descriptive set theory proper, these are well-covered
in [49], [69].

The second audience are those descriptive set theorists who are likely to be very
familiar with the language of reductions and quantifier complexity. For these peo-
ple, the attempt is to give a very high level overview of some of the known results
specifically in dynamical systems. The choices of examples reflect the authors taste
and background, but include extremely famous results and the problems left open by
them. There is a list of open problems at the end of the paper and more will appear
in a future arXiv submission with several co-authors, particular F. G. Ramos.

The upshot is that in any given paragraph in the paper one of the audiences will
be questioning the point of what is being presented. I ask the reader’s patience in
understanding the dual mission.

What is the difference between a structure theory and a classification?
The setting for all of these results is a Polish space \( X \), and we study classes \( C \subseteq X \).
In some cases \( C = X \), in which case the structure question is less cogent.

The distinction between structure and classification is a bit vague. Very roughly
a structure theorem for \( C \) gives criteria for membership of elements that belong to
\( X \) to be in \( C \). The structure theorem gives more information than the definition of
\( C \).

Often this additional information gives simply gives a very explicit test for be-
longing to \( C \) that may use ideas slightly different than the definition. Another form
of a structure theorem is a method for building an element of \( C \). The form of this
type of classification is:

\[
x \in C \quad \text{if and only if} \quad x \text{ can be built using a construction with properties 1)-n)}
\]

where properties 1-n) are concrete and explicit.

While a structure theory involves one object at a time and answers the question
whether that object is in \( C \subseteq X \), a classification theory involves two objects known to
be in \( C \) and asks whether they are equivalent with respect to an equivalence relation in question. It is usually concerned with assigning invariants to the equivalence classes.

Examples of common equivalence relations can include being in the same orbit by a group action, or being isomorphic, or have some other property in common.

This paper is concerned with two cogent questions. The first is

Can the structure or classification theory be done with inherently countable information (is it Borel)?

The second question is:

Where does its complexity sit relative to existing benchmarks? For example: Are there numerical invariants? Can one assign countable structures to elements of the class so that isomorphism is the invariant?

Many classical structure theorems were proved in the 1960’s and 1970’s. They fit well into the rubric suggested by this paper.

**What is anti-classification?** Reductions are tools that allow the establishment of lower bounds on the complexity of equivalence relations. These lower bounds are often the established benchmarks discussed in this paper. The complexity of some of some benchmarks is extremely high—often they are not even Borel.

Why is this important? An underlying thesis of this paper is that a general solution to a question about a Polish space that is not Borel cannot be solved with inherently countable information.² If an equivalence relation is not Borel a general question whether \( x_1 \sim x_2 \) requires some uncountable resource—usually an application of the uncountable Axiom of Choice. Thus a general theme of this paper consists of determining when a question can be answered using inherently countable information: it focusses on the Borel/non-Borel distinction.

This language can be confusing: for example if an equivalence relation \( E \) can be “classified by countable structures,” it sounds like it is “classifiable.” However even for countable structures, the isomorphism relation may not be Borel. An example of this is the equivalence relation of isomorphism for countable groups. (See section 5.4.)

²This is not original to this paper.
Dynamical Systems  Broadly speaking a dynamical system is any group action \( \phi : G \times X \rightarrow X \). However, to be interesting, the group actions are taken to preserve some structure on \( X \). Commonly studied types of structure include topological, measure theoretic, smooth and complex.

There is a deep and well-developed theory for general groups, both amenable and non-amenable, discrete, topological, and carrying a differentiable or complex structure. Accordingly the actions can be discrete, continuous or smooth actions.

Typical groups include \( \mathbb{Z}^n \), \( \mathbb{R}^n \), more general Lie groups, free groups \( F_n \), and groups arising as automorphism groups of natural structures. However much of the theory is modeled on initial successes with the groups \( \mathbb{Z} \) and \( \mathbb{R} \), so that will be the focus in this paper. In general the theory gets progressively more difficult as the groups move from \( \mathbb{Z} \) to \( \mathbb{Z}^d \) to general amenable groups, to free groups, and then to general non-amenable groups. Since part of the story being told here is that classifications can be “impossible,” showing this in the simplest, most concrete situation illustrates the point most dramatically.

The roots of the theory of much of dynamical systems can be traced to the study of vector fields on smooth manifolds, naturally linked to smooth \( \mathbb{R} \)-actions. (See [86].) As argued by Smale in [87] these actions have smooth cross sections that give significant information about the corresponding solutions to ordinary differential equations. The smooth cross sections are \( \mathbb{Z} \)-actions by diffeomorphisms of the manifold. In short, \( \mathbb{R} \)-actions give rise to interesting \( \mathbb{Z} \)-actions. In ergodic theory, a class of \( \mathbb{Z} \)-actions are induced by \( \mathbb{R} \)-actions using the method of first returns. This is studied via Kakutani equivalence and discussed in section 7.1.7.

Turning this around, \( \mathbb{Z} \)-actions can induce \( \mathbb{R} \)-actions using the method of suspensions. This technique allows lifting the complexity results from \( \mathbb{Z} \)-actions to \( \mathbb{R} \)-actions. The upshot is that \( \mathbb{Z} \) and \( \mathbb{R} \)-actions are closely related. For this reason Smale ([87]) and others argue for studying \( \mathbb{Z} \)-actions. Since the \( \mathbb{Z} \)-actions are determined by their generator, this amounts to studying single transformations.

In summary: this paper will focus on \( \mathbb{Z} \)-actions, which are determined by the generating transformation—in effect we are studying single transformations.

What structure and equivalence relations will be considered? While we will give examples of difficulties with structure theory in other contexts, the structure and classification theory of transformations described in this paper breaks very roughly into the quantitative theory and the qualitative theory. The ergodic theorem gives a framework for studying a function by repeated sampling along an orbit of a transformation \( T \). As the number of samples grows the averages converge to the average of the function over the whole space provided the given transformation
is ergodic. Hence it can be viewed as the quantitative theory. The appropriate equivalence relation is conjugacy by measure-preserving transformations.

In [87], Smale describes the study of transformations (in particular diffeomorphisms of manifolds) up to topological conjugacy as the *qualitative theory*. Symbolic shifts are also studied up to homeomorphisms (and up to their automorphism groups).

The understanding of the complexity of classifications in the quantitative theory is better developed than the understanding of the complexity of classifications in the qualitative theory. Ergodic theory classifications are discussed in sections 7.1. The nascent connections with the qualitative theory is discussed in sections 7.2, along with the many open problems.

To repeat, the two equivalence relations this survey will focus on are:

- measure conjugacy,
- topological conjugacy.

The first equivalence relation involves transformations that act on probability measure spaces $X, Y$, perhaps with other structural restrictions. (For example volume preserving diffeomorphisms of a compact manifold.) Two such transformations $S, T$ are *measure conjugate* (or measure isomorphic) if there is a measure isomorphism $\phi : X \rightarrow Y$ such that $S \circ \phi = \phi \circ T$ almost everywhere.

The second equivalence relation involves homeomorphisms acting on topological spaces $X, Y$, perhaps with other structural restrictions ($S$ and $T$ might be required to preserve smooth structures on $X$ and $Y$.) A pair $S, T$ are *topologically conjugate* (or topologically equivalent) if there is a homeomorphism $h : X \rightarrow Y$ such that $S \circ h = h \circ T$.

**Choices of examples** A theme of the survey is that many natural questions have intractable complexity, such as being infeasible using inherently countable information. For this to be most convincing the classes should be taken to be as clear and concrete as possible in each context. In the context the qualitative behavior of diffeomorphisms, for example, this is the motivation for focussing on single transformations, taking the manifold to be as simple as possible (say the 2-torus) and the diffeomorphisms to be $C^\infty$. In many situations, the results are more general, but that is not the goal.

**Homeomorphisms** Often the class being given a structure theory consists of homeomorphisms with additional properties. In addition to smooth structure, one
can consider minimal homeomorphisms, or topologically transitive homeomorphisms. An important example in section 4.3 is the collection of topologically distal transformations.

We define the first two classes as they arise in many contexts. Let \( X \) be a topological space and \( h : X \rightarrow X \) be a homeomorphism. Then \( h \) is minimal if every forward \( h \)-orbit of an \( x \in X \) is dense. A weaker property is topological transitivity which means that for some \( x \in X \) the forward \( h \)-orbit of \( x \) is dense.

**What a Classification isn’t.** To make sense of what a classification is, it might best be motivated by giving an example what a classification isn’t. For concreteness let us consider the space of measure-preserving transformations of the unit interval with the equivalence relation of measure isomorphism (conjugacy).

Because there are only continuum many measure-preserving transformations, there are at most continuum many equivalence classes \([T]\). By the Axiom of Choice, one can build a one-to-one function

\[
F : \{[T] : T \text{ is a measure-preserving transformation}\} \rightarrow \mathbb{R}.
\]

By setting \( C(T) = F([T]) \), we get a map giving complete numerical invariants to the equivalence relation of measure isomorphism.

This is of course NOT what is meant by a classification since simply evoking the Axiom of Choice gives no useful information whatsoever.

**Requirements to be a structure theory or a classification** A structure theory or a classification must be effective or computable in some sense. There are at least three common versions of effectiveness:

- Computable feasible algorithms.
- Computable using inherently finite techniques.
- “Computable” using inherently countable techniques.

We will say nothing about the first notion. Structure and Classification results that use inherently finite techniques are called computable or recursive classifications. This topic is well-covered in other literature ([7], [95]) and we are content with giving a couple of examples. Structure and Classification that uses inherently countable techniques are Borel. Techniques to show a classification is Borel, or not Borel are the main topic of this paper.
We note that showing a class does not have a Borel structure or does not have a Borel classification is a stronger result than showing that there is no such computable theory. For this reason this paper focusses on Borel classifications. There is much earlier work showing that various kinds of classifications are impossible using finitary techniques. These appear in places such as [68] and [84].

**Benchmarking** The complexity of the existing classifications can be measured by comparison with benchmark equivalence relations coming from outside dynamical systems. This benchmarking process can also give a rigorous method of saying that one classification is more complex than a second one. This benchmarking is called the theory of analytic equivalence relations and is discussed at length in section 6. A very brief introduction can also be found in [20] (several of the diagrams in this paper were motivated by very similar diagrams in [20]). There is an extensive literature about this topic, many of the results can be found in notes and books such as [30], [31], [44], and [49].

## 2 Examples of structure and classification results in dynamical systems

To try to clarify the notions we begin by giving examples from dynamical systems.

### 2.1 Hamiltonian Dynamics

These flows were developed by Hamilton to describe the evolution of physical systems. (See [96].) A Hamiltonian system is described by a twice differentiable ($C^2$) function $H(q,p)$ from $\mathbb{R}^{6N}$ to $\mathbb{R}$, giving the energy of the system. The system is described by *Hamilton's Equations*:

\[
\frac{dp}{dt} = -\frac{\partial H}{\partial q},
\]

\[
\frac{dq}{dt} = +\frac{\partial H}{\partial p}.
\]

The variables $p, q \in \mathbb{R}^{3N}$ are interpreted as the generalized position and momentum variables and the solution $r(t)$ is viewed as the trajectory of a point in an initial

---

3Much of this section is modeled on the introductory chapter of K. Petersen's book ([80]).
position \( r(0) \in \mathbb{R}^{6N} \). Putting this the context of group actions, the solution is a one-parameter flow

\[
T : \mathbb{R} \to \mathbb{R}^{6N}.
\]

What makes ergodic theory relevant to this example is Liouville’s Theorem that the Hamiltonian system \( \{T_t\} \) preserves Lebesgue measure. For many fixed energies \( E \) the surface \( H = E \) is a compact manifold and thus, on this manifold, the flow \( \{T_t\} \) preserves an invariant probability measure (Khinchin ([55])).

The Birkhoff ergodic theorem suggests the appropriate equivalence relation for studying systems with invariant measures:

**Theorem 1.** Suppose that \((X, \mathcal{B}, \mu, T)\) is a measure-preserving system and \( f \in L^1(\mu) \). Then the averages \( \left( \frac{1}{N} \right) \sum_{0}^{N-1} f(T^n(x)) \) converge almost everywhere to a \( T \)-invariant function \( \bar{f} \) with

\[
\int \bar{f} d\mu = \int f d\mu.
\]

In particular if \( T \) is ergodic then the averages converge to the constant value \( \int f d\mu \).

An informal interpretation of this theorem is that if one repeatedly samples an ergodic stationary system and then averages the results, the limit is the mean of the system. This suggests that the natural equivalence relation is conjugacy by a measure-preserving transformation, because this equivalence relation takes repeated sampling along trajectories to repeated sampling along trajectories. In different terminology, because measure isomorphism take averages to averages, it is the natural equivalence relation to study in this context.

### 2.2 Rotations of the unit circle

In this example the class \( \mathcal{C} \) is the collection of orientation preserving homeomorphisms of the unit circle. The structure is evident (as \( \mathcal{C} \) itself forms the relevant Polish space \( X \)).

Let \( S^1 \) be the unit circle. It is convenient to view \( S^1 \) as the unit interval \([0, 1]\) with 0 and 1 identified. (An equivalent approach is to view \( S^1 \) as \([0, 2\pi]\) with the endpoints identified.) Let \( \pi : \mathbb{R} \to S^1 \) be the map \( x \mapsto [x]_1 \) where \([x]_1 \) is the positive fractional part of \( x \).

If \( f : S^1 \to S^1 \) is an orientation preserving homeomorphism, then a lift of \( f \) is an increasing function \( F : \mathbb{R} \to \mathbb{R} \) where \([F(x)] = h([x])\). Using the notion of lift we can define the rotation number of \( f \).\(^4\)

\(^4\)This discussion is largely based on [2], where the reader can see details.
Definition 2. Let
\[ \rho(f) = \lim_{n \to \infty} \frac{F^n(x) - x}{n}. \] (1)

Then \([\rho(f)]_1\) is called the rotation number of \(f\)

The following facts are necessary for this to make sense:

• \(\rho(f)\) exists and is independent of \(x\),
• If \(\rho^*\) is defined by equation 1 using a different lift \(F^*\) of \(f\), then for all \(x\),

\[ [\rho^*(f)]_1 = [\rho(f)]_1. \]

Granting these facts, the rotation number is a well defined member of \([0, 1)\) depending only on \(f\). We will denote this number by \(\rho(f)\) rather than \([\rho(f)]_1\).

The equivalence relation on homeomorphisms of the circle is conjugacy by a homeomorphism. So \(f \sim g\) if there is a homeomorphism \(h\) such that

\[ h \circ f = g \circ h. \]

If \(f\) is an arbitrary homeomorphism of the circle, then it is conjugate to a rotation preserving homeomorphism, so we focus on those.

One can check that:

**Proposition 3.** If \(f, g\) are orientation preserving homeomorphisms of \(S^1\) that are conjugate by an orientation preserving homeomorphism, then \(\rho(f) = \rho(g)\).

We will refer to statements like Proposition 3 as saying that \(\rho(f)\) is a numerical invariant for the equivalence relation of orientation preserving topological conjugacy. Indeed having numerical invariants is one of the key notions of classifiability.

The classification question for \(\rho\) can then be phrased as:

If \(\rho(f)\) a complete invariant?

Explicitly: can inequivalent \(f\) and \(g\) have \(\rho(f) = \rho(g)\)?

Clearly the rotation of the circle by \(2\pi\theta\) radians, \(R_\theta\), has rotation number \(\theta\). So the question of whether the rotation number is a complete invariant can be restated as asking whether \(\rho(f) = \theta\) implies that \(f\) is conjugate to \(R_\theta\).

The following results show that \(\rho(f)\) IS a complete numerical invariant for functions with dense orbits. The first is due to Poincaré.

**Theorem 4.** (Poincaré) Suppose that \(f\) is a homeomorphism of \(S^1\) with a dense orbit. Then \(f\) is topologically conjugate to \(R_\theta\) for an irrational \(\theta\).
Denjoy showed that, if \( f \in C^2 \), then having an irrational rotation number implies having a dense orbit, however this is not true for general homeomorphisms. (See [97].)

Thus homeomorphisms of the circle with a dense orbit is a story of a successful classification of the strongest kind: it is a classification by a numerical invariant. Moreover equation 1 shows that with a sufficiently computable \( f \), the numerical invariant can itself be computed and that the rotation number is a continuous function from \( X \) to \([0, 1)\). (See [48].)

The next theorem gives information about the situation when \( f \) has a rational rotation number:

**Theorem 5.** Let \( f \) be an orientation preserving homeomorphism from \( S^1 \) to \( S^1 \). Then:

1. \( f \) has a rational rotation number if and only if \( f \) has a periodic point.
2. If \( \rho(f) = p/q \) and \((p, q) = 1\) then \( f \) has periodic points and each periodic point has period \( q \).

For homeomorphisms with period points the issue relates to the classification of order preserving homeomorphisms of the unit interval, which is studied in [44].

**After this paper was written** Joint work of the author and Gorodetski shows that even for diffeomorphisms, the equivalence relation of conjugacy-by-homeomorphisms turns out to be a maximal among equivalence classes reducible to \( S_\infty \)-actions and thus quite complex. The complexity lies in diffeomorphisms with fixed points.

### 2.3 Symbolic Shifts

Let \( \Sigma \) be a finite or countable alphabet.\(^5\) We let \( \Sigma^\mathbb{Z} \) stand for the collection of bi-infinite countable sequences \( \langle f(n) : n \in \mathbb{Z} \rangle \) written in the alphabet \( \Sigma \).

The space \( \Sigma^\mathbb{Z} \) carries the natural product topology. With respect to this topology the shift map \( sh : \Sigma^\mathbb{Z} \to \Sigma^\mathbb{Z} \) defined by:

\[
sh(f)(n) = f(n + 1)
\]

is a homeomorphism. A closed, shift-invariant \( \mathcal{K} \subseteq \Sigma^\mathbb{Z} \) is called a subshift.

\(^5\)Several authors refer to an alphabet as a “language,” a practice dating to Tarski.
The structure and classification theories for symbolic shifts splits naturally into topological classifications and, when the symbolic shift has a specific measure associated with it, the classification up to measure isomorphism. The latter is discussed in the next section.

While many classes of symbolic shifts are studied, perhaps the most common are those shifts in a finite alphabet. Among the classes studied is the collection of Shifts of Finite Type. This is the class of subshifts that are determined by a fixed finite collection of words $w_1, w_2, \ldots w_k \in \Sigma^\infty$. Given this collection the subshift consists of all $f \in \Sigma^\mathbb{Z}$ such that for no interval is $f \upharpoonright [n, n + m)$ equal to some $w_i$.

It is straightforward to verify that the collection of subshifts of finite type is a countable subset of the compact subsets of $\Sigma^\mathbb{Z}$. Hence the structure aspect is easy to understand.

Each shift of finite type is determined by finite information (the forbidden words) and hence it makes sense to ask whether it is possible to determine whether two subshifts are topologically conjugate using inherently finite information. Various invariants exist which are derivable from adjacency matrices and two subshifts of finite type are conjugate by a homeomorphism if and only if their adjacency matrices are strong shift equivalent. This is an example of a recursive reduction. It reduces the equivalence relation of conjugacy by homeomorphism to the equivalence relation on the collection of adjacency matrices of being strong shift invariant (See section 3.1).

However the question of whether there is an algorithm to determine conjugacy by homeomorphisms for shifts of finite type remains an open problem (see Open Problem 2).

While other invariants exist for aperiodic subshifts such as topological entropy, these are not complete invariants for conjugacy by homeomorphism. (In [9] it is shown that the classification of homeomorphisms of the Cantor set up to conjugacy has no Borel invariants–in fact it is maximal for $S_\infty$-actions. See section 7.2.4.)

In fact, Clemens [11] was able to show that there are no Borel computable complete numerical invariants for conjugacy of subshifts. Clemens determined the exact Borel complexity of conjugacy of subshifts.

### 2.4 Measure structure

There is an important and very well developed study of transformations that preserve Borel measures that are not probability measures [1], but to illustrate the connections with descriptive set theory, we consider probability measures.
We will discuss two types of questions about the structure of measure-preserving transformations: understanding a single transformation, and trying to understand the structure of factors and isomorphisms. In section 7.1 we discuss the classification problem for measure-preserving systems and smooth measure-preserving systems.

A basic object in ergodic theory is \((X, \mathcal{B}, \mu, T)\) where \((X, \mathcal{B}, \mu)\) is a standard probability measure space and \(T : X \to X\) is an invertible measure-preserving transformation. Following Furstenberg [29], we will call these measure-preserving systems \((T)\) measure-preserving transformation and reserve that term for probability measure-preserving systems.

While there are many models for the space of measure-preserving transformations, one is the collection of Lebesgue measure-preserving transformations of the unit interval equipped with Lebesgue measure. These are identified if they agree almost everywhere, and have the weak topology (the Halmos topology), which carries a complete separable metric ([36], [37]). For a standard probability space we will call the group of measure preserving transformations \(MPT(X)\). With the weak topology it is a Polish group, with the operation of composition.

Two measure-preserving systems \((X, \mathcal{B}, \mu, T)\) and \((Y, \mathcal{C}, \nu, S)\) are (depending on the author) isomorphic or conjugate if there is an invertible measure-preserving transformation \(\phi : X \to Y\) whose range has \(\nu\)-measure one such that for \(\mu\)-almost all \(x \in X\)

\[ S \circ \phi(x) = \phi \circ T(x). \]  

If \(\phi\) is not invertible but still satisfies equation 2 almost-everywhere, then \(\phi\) is a factor map and \(S\) is a factor of \(T\).

If \(M\) is a compact metrizable space and \(T : M \to M\) is a homeomorphism, then the Krylov-Bogoliubov Theorem shows that there is a \(T\)-invariant probability measure \(\mu\) on the Borel subsets of \(M\). The space \(P_T\) of \(T\)-invariant measures on \(M\) is convex and compact with the weak topology. Hence the Krein-Milman theorem says that it is spanned by its extreme points.

A measure-preserving transformation is ergodic if the only invariant measurable sets either have measure zero or measure one. The extreme points of the simplex

---

6In [50], Kechris discusses a more general setting: Let \(G\) be a countable non-amenable group. Fix a standard non-atomic probability space \((X, \mu)\) and let \(A(G, X, \mu)\) be the space of measurable and \(\mu\)-preserving actions of \(G\) on \(X\). Note that \(A(G, X, \mu)\) is a Polish space when equipped with the weak topology. In this survey we will be primarily concerned with \(\mathbb{Z}\) actions.

7We will only be considering invertible measure-preserving systems so we drop the adjective invertible.

8The interested reader can find explanatory discussions of these topics in Walters [94] and Mirzakhani-Feng [67].
of $T$-invariant measures on $M$ are exactly the measure for which $T$ is ergodic. (We will call these the ergodic measures when $T$ is clear from context.) The Ergodic Decomposition Theorem says that if $\mu$ is a $T$-invariant measure then $\mu$ can be written as a direct integral of the ergodic measures. For the statement of the theorem we let $\mathcal{M}(X)$ to be the space of invariant probability measures on $X$ with the weak topology.

**Theorem 6.** Let $T$ be a measure-preserving transformation of a standard probability space $(X, \mathcal{B}, \mu)$. Then there is a measure space $(\Omega, \mathcal{C}, \nu)$ and a $\mathcal{C}$-measurable map $\mu^* : \mathcal{C} \to \mathcal{M}(X)$ such that:

- For all $w \neq w'$, $\mu^*(w)$ and $\mu^*(w')$ are mutually singular and $T$-invariant.
- For all $Y \in \mathcal{B}$, $\mu(Y) = \int (\mu^*(w)(Y)) \, d\nu(w)$.
- For almost all $w \in \Omega$, $(X, \mathcal{B}, \mu^*(w), T)$ is ergodic.

Moreover the measure $\nu$ is unique up to sets of measure zero.

Thus every invariant measure on $M$ can be written as a direct integral of ergodic measures. We interpret this as saying that the ergodic measures are the building blocks of the invariant measures and focus the classification problem on the ergodic measures, or equivalently, on the ergodic measure preserving transformations.

**Notation**  We use the notation $EMPT(X)$ for the collection of ergodic measure-preserving transformations on $(X, \mathcal{B}, \mu)$.

The property of being ergodic is a conjugacy invariant so it invariant under the conjugacy action of $MPT(X)$. Moreover Halmos showed that the ergodic measure-preserving transformations are a dense $G_\delta$ set in the weak topology on $MPT(X)$. (See [37].)

### 2.4.1 Rolling Dice: Bernoulli Shifts

Two classes of measure-preserving systems provide very nice examples of both structure and a classification. One is the full shift on a finite alphabet with the Bernoulli measure. The other is Haar measure on a compact group. The latter is discussed in the next section.

**Definition 7.** Let $\Sigma$ be a finite alphabet and $\nu$ be a measure on $(\Sigma, P(\Sigma))$. Let $\mu$ be the product measure $\nu^\mathbb{Z}$. Then $\mu$ is a shift-invariant measure on the full shift $\Sigma^\mathbb{Z}$. The system $(\Sigma^\mathbb{Z}, \mathcal{B}, \mu, sh)$ is called a Bernoulli Shift.
Informally: the coordinates of the Bernoulli shift are independent, identically distributed (iid). In particular the “time-zero” behavior is independent of the past.

**Structure theory for Bernoulli shifts** There is a successful structure theory for Bernoulli shifts. Ornstein showed ([77]) showed that being *finitely determined* is equivalent to being isomorphic to a Bernoulli shift and that being *very weak Bernoulli* implies being finitely determined. Ornstein and Weiss ([77]) proved the converse: being finitely determined implies being very weak Bernoulli. Feldman ([15]) used this characterization to show:

**Theorem 8. (Feldman)** The collection of measure-preserving transformations on the unit interval that are isomorphic to a Bernoulli shift on a finite alphabet is a Borel set.

Being isomorphic to a Bernoulli shift is an analytic condition, as we sketch in example 73. Feldman showed that the collection of very weak Bernoulli transformations is co-analytic. The theorem of Suslin (Corollary 72) says that a collection which is both analytic and co-analytic is Borel. Thus the collection of Bernoulli shifts is Borel.

**Classification theory for Bernoulli shifts** Kolmogorov and Sinai, building on the work of Shannon defined a notion of *entropy* for measure-preserving transformations. Viewed as a function defined on the ergodic measure preserving transformations, EMPT, entropy is a lower-semicontinuous. Kolmogorov showed that isomorphic Bernoulli shifts have the same entropy.

This sets the stage for the following result of Ornstein, which is exposited in [72], [73] and [74]:

**Theorem 9. (Ornstein)** Two Bernoulli shifts are isomorphic if and only if they have the same entropy.

Thus the Bernoulli shifts are a paradigm of both a successful structure and a successful classification theory:

1. (Structure Theory) Bernoulli shifts can be identified in a Borel manner (they are the finitely determined transformations).

2. (Classification Theory) Entropy is a complete invariant for isomorphism.

19
Among the various differences between \( \mathbb{Z} \)-actions and the actions of other groups is that the question of whether Bernoulli shifts based on \( F_2 \)-actions forms a Borel set among the \( F_2 \)-actions is an open problem. (See Open Problem 3)

A notion related to Bernoulli shifts is that of a Kolmogorov Automorphism, or for short, a \( \mathcal{K} \)-automorphism. Informally: Bernoulli Shifts are characterized by the present being independent from one moment earlier. \( \mathcal{K} \)-automorphisms are characterized by the present being asymptotically independent of the past.

**Definition 10.** A \( \mathcal{K} \)-automorphism is a measure-preserving transformation \( T \) of a standard probability space \( (X, \mathcal{B}, \mu) \) such that there is a sub-\( \sigma \)-algebra \( \mathcal{K} \subseteq \mathcal{B} \) with:

1. \( \mathcal{K} \subseteq T\mathcal{K} \),
2. the union of the algebras \( T^n\mathcal{K} \), for \( n \geq 0 \) generates \( \mathcal{B} \) as a \( \sigma \)-algebra,
3. \( \bigcap_{n=1}^{\infty} T^{-n}\mathcal{K} = \{\emptyset, X\} \).

There is a perfect set of non-isomorphic \( \mathcal{K} \)-automorphisms, as was shown by Ornstein and Shields in [76]. In section 7.1.2 it is shown that the very elegant classification theory for Bernoulli shifts does NOT extend to the \( \mathcal{K} \)-automorphisms and little is known about classifying the \( \mathcal{K} \)-automorphisms. For example it is not known if the measure-isomorphism relation restricted to the \( \mathcal{K} \)-automorphisms is Borel. (See Open Problem 4.)

### 2.4.2 Symbolic systems as models for measure-preserving transformations.

Let \( (X, \mathcal{B}, \mu) \) be a standard probability space, and \( T : X \to X \) be an ergodic measure-preserving transformation. Then a set \( \mathcal{A} \subseteq \mathcal{B} \) is a generating set if \( \mathcal{B} \) is the smallest \( T \)-invariant \( \sigma \)-algebra containing \( \mathcal{A} \) (where we identify sets if their symmetric difference is zero).

If \( \mathcal{A} \) is a countable or finite generating set then we can make the elements of \( \mathcal{A} \) disjoint and keep it a generating set. For this reason, the terminology generating partitions is frequently used. If \( \mathcal{A} = \langle A_n : n \in \mathbb{N} \rangle \) is a partition of a set of measure one, then almost every \( x \in X \) determines a \( \mathbb{Z} \)-sequence of names \( \langle A_{n_k} : k \in \mathbb{N} \rangle \) where \( T^k(x) \in A_{n_k} \). The sequence is called the \( \mathcal{A} \)-name of \( x \). If \( \mathcal{A} \) generates, then there is a set \( S \) of measure one such that for all \( x \neq y \in S \) the \( \mathcal{A} \)-name of \( x \) is different from the \( \mathcal{A} \)-name of \( y \).
Hence on $S$ there is a one-to-one map $\phi$ from $X$ to $\mathcal{A}^\mathbb{Z}$ given by sending $x$ to its $\mathcal{A}$-name. Letting $\nu = \phi^*(\mu)$ (so copying the measure on $X$ over to a measure on $\mathcal{A}^\mathbb{Z}$) we get an isomorphic copy of $X$ as a shift space $(\mathcal{A}^\mathbb{Z}, \nu)$.

Rokhlin ([82]) proved that there is always a countable generating set and Krieger ([57] and [58]) proved that if the entropy of $T$ is finite, then there is a finite generating set.

Krieger ([59]) showed the stronger result that if the original transformation $T$ is ergodic and $K \subseteq \mathcal{A}^\mathbb{Z}$ is the support of $\nu$ then $(K, sh)$ is uniquely ergodic. We have outlined the proof of the following theorem

**Theorem 11.** Let $(X, \mathcal{B}, \mu)$ be an ergodic measure-preserving system. Then there is a countable alphabet $\mathcal{A}$ and a closed shift-invariant set $K \subseteq \mathcal{A}^\mathbb{Z}$ carrying a unique shift-invariant measure $\nu$ such that $(K, sh)$ is isomorphic to $(X, \mathcal{B}, \mu, T)$. If $(X, \mathcal{B}, \mu, T)$ has finite entropy then the alphabet $\mathcal{A}$ can be taken to be finite.

### 2.4.3 Koopman Operators

Let $(X, \mathcal{B}, \mu, T)$ be a measure-preserving system. Define a map

$$U_T : L^2(X) \rightarrow L^2(X)$$

by setting $U_T([f]) = [f \circ T]$. Then $U_T$ is a well-defined unitary operator on $L^2(X)$ and moreover if $S$ and $T$ are isomorphic measure-preserving transformations then $U_S$ and $U_T$ are unitarily equivalent.

Thus it is possible to assign to each measure-preserving transformation a unitary operator in a way that sends conjugate transformations to unitarily equivalent operators. These operators are called the Koopman Operators. The equivalence classes of Koopman operators are thus a collection of invariants, but except for very special cases (such as in the next subsection) they are not complete invariants.

### 2.4.4 Translations on Compact Groups

We describe the Halmos-von Neumann Theorem. Let $G$ be a compact group. Then $G$ carries a Haar probability measure that is invariant under left multiplication. Suppose that $g \in G$ and Haar measure is ergodic for the map $T_g : G \rightarrow G$ given by $T_g(h) = gh$. Then $G$ must be the closure of the powers of $g$: $G$ is a monothetic abelian group.\(^9\)

\(^9\)The material presented in this example is explained in [18].
An ergodic transformation $T : X \to X$ is said to have \textit{discrete spectrum} if $L^2(U)$ is spanned by the eigenfunctions of $U_T$. The eigenfunctions can be taken to have constant modulus one and are closed under multiplication. Since $T$ is measure-preserving the eigenvalues have modulus one and form a subgroup of the unit circle. Hence by Pontryagin duality their dual is a compact monothetic abelian group $G$. The identity map from the set of eigenvalues into the unit circle is a generator of this group. If $g$ is the identity character and $T_g$ is translation by $g$, then there is a unitary operator conjugating $U_{T_g}$ with $U_T$ that preserves multiplication of bounded functions in $L^2(G)$. From this one can compute a measure isomorphism between $(G, T_g)$ and $(X, T)$.

Again by Pontryagin duality, if $G$ is a compact group, then $L^2(G)$ is spanned by the characters of $G$. An immediate calculation shows that if $G$ is monothetic, with generator $g$ and $T$ is translation by $g$, then the characters of $G$ are eigenvalues—hence $T$ has discrete spectrum.

The Halmos-von Neumann theorem ([39]) gives both a structure theorem and a classification theorem.

\textbf{Theorem 12. (Halmos-von Neumann)} Let $T$ be an ergodic transformation. Then:

1. \textit{(Structure)} $T$ has discrete spectrum if and only if it is isomorphic to an ergodic translation on a compact group with Haar measure.

2. \textit{(Classification)} If $S, T$ have discrete spectrum, then $S$ and $T$ are conjugate by a measure-preserving transformation if and only if the Koopman operators associated to $S$ and $T$ have the same eigenvalues.

For a proof of this theorem and more on this topic see [94].

\section*{2.5 Presentations}

Often transformations with various relevant properties one wants to understand can be presented in different contexts. The context in which they are presented can be important. For example, two isomorphic measure-preserving transformations, presented with measures on different spaces can have different simplexes of invariant measures. Another example is Theorem 11 that shows that every measure-preserving transformation can be presented as a symbolic shift.

Striking examples include Bernoulli Shifts: there are Bernoulli shifts that are presented as real-analytic measure-preserving transformations of the torus (with the Poulsen simplex of invariant measures). Bernoulli shifts can also be presented as uniquely ergodic symbolic systems. The issue of presentation is quite different than
the issue of isomorphism, although topological conjugacy is quite sensitive to presentation.

Presentations can affect intrinsic measure theoretic properties. For example, Kushnirenko showed that a diffeomorphism of a compact manifold preserving a smooth volume element has finite entropy. One of the most prominent open problems in the area is the converse: can every finite entropy measure-preserving transformation be presented as a $C^\infty$, transformation on a compact manifold that preserves a volume form? (See Open Problem 8.)

2.6 Smooth dynamics

In the context of this paper smooth dynamics will mean studying diffeomorphisms of compact manifolds. The equivalence relation is that of conjugacy by homeomorphisms. We repeat the definitions from the introduction.

Explicitly, we let $M$ be a smooth manifold, usually taken to be compact. We will be given a class $\mathcal{C}$ of diffeomorphisms of $M$ described with a structure theory. Two elements $f, g \in \mathcal{C}$ will be taken to be equivalent if there is a homeomorphism $h : M \to M$ such that

$$f \circ h = h \circ g.$$  

(3)

Smale ([87]) calls this equivalence relation the qualitative theory of diffeomorphisms. He says that “the same phenomena and problems of the qualitative theory of ordinary differential equations [are] present in the simplest form in the diffeomorphism problem.” He argues that we should study the equivalence relation given when the conjugacy map $h$ is a homeomorphism, rather than being a diffeomorphism, because “differential conjugacy is too fine” to reveal the relevant properties such as structural stability.

Some examples of classes of diffeomorphisms There are many well-studied classes of diffeomorphisms. For the purposes of this paper we will assume that they are $C^\infty$ and usually assume that the manifolds $M$ are compact. We start with two of the well-known classes of diffeomorphisms.

Suppose $f : M \to M$ is a diffeomorphism and that $\Lambda \subseteq M$ is invariant. Then $\Lambda$ is hyperbolic for $f$ if there are constants $C > 0$ and $0 < \lambda < 1$ and a decomposition of the tangent bundle restricted to $\Lambda$ as:

$$TM_\Lambda = E^s \oplus E^u$$

$$Tf(E^u) = E^u$$

$$Tf(E^s) = E^s$$
and for $v \in E^s, n > 0$

$$\|Tf^n(x)v\| \leq C\lambda^n\|v\|$$

and for $v \in E^u, n \geq 0$

$$\|Tf^{-n}(x)v\| \leq C\lambda^n\|v\|$$

**Definition 13.** A diffeomorphism $f : M \to M$ is Anosov if the whole manifold $M$ is hyperbolic for $f$.

Suppose that $x$ is a periodic point of order $m$ and $x, f(x), \ldots f^{m-1}(x)$ are hyperbolic points. Then the *stable* and *unstable* manifolds of $x$ are:

$$W^s = \{ y \in M | f^{mk}(y) \to x \text{ as } k \to \infty \}$$

$$W^u = \{ y \in M | f^{-mk}(y) \to x \text{ as } k \to \infty \}$$

These are immersed Euclidean spaces of dimension corresponding to the number of eigenvalues of the differential $Df^m(x)$ that are greater or less than one in absolute value.

**Definition 14.** A diffeomorphism $f : M \to M$ is Morse-Smale if and only if there are a finite collection of periodic orbits $P_1, \ldots P_l$ such that:

1. $P_i$ is a hyperbolic periodic point for $i = 1, \ldots l$,
2. $\bigcup_{i=1}^l W^s(P_i) = M$,
3. $\bigcup_{i=1}^l W^u(P_i) = M$,
4. $W^u(P_i)$ and $W^s(P_j)$ are transversal for all $i, j$.

1. (Structure) Both the Anosov and the Morse-Smale diffeomorphisms are examples of *structurally stable* diffeomorphisms. The structurally stable diffeomorphisms are those $f$ for which there is a $C^1$-neighborhood $U$ such that every $g \in U$ is topologically conjugate to $f$. Thus

   (a) the Anosov diffeomorphisms form an open set,
   (b) the Morse-Smale diffeomorphisms form an open set
   (c) the structurally stable diffeomorphisms form an open set.
It follows that there are only countably many classes of Anosov and Morse-Smale diffeomorphisms.

It would be a nice picture if the collection of structurally stable diffeomorphisms formed an open and dense subset of the diffeomorphisms, but this was refuted by Newhouse [70], [71].

2. (Classification) Each of the three classes form an open subset of the space of diffeomorphisms. Each of the open sets decompose into a union of open subsets corresponding to each of the equivalence classes. Thus for each class, there is a single countable list of representatives and radii that capture all of the members of the class. The representatives can be taken to be rational (in the appropriate sense) and the radii can be take to be of the form $1/n$. Hence the countable lists can be viewed as members of a Polish space.

The upshot is that for each of the three classes, one can assign complete numerical invariants in a Borel (even continuous) way. The equivalence relation is Borel reducible to the equality relation on a Polish space.

In dimension 2 more intuitive invariants can be assigned in a computable way. For Anosov diffeomorphisms on the 2-torus these are hyperbolic elements of $\text{SL}_2(\mathbb{Z})$ and for Morse-Smale diffeomorphisms, they are graphs with colored edges ([79], [78]). Similar results hold for Morse-Smale diffeomorphisms in dimension 3 ([6]).

An alert reader will notice a problem with both the structure and classification results just stated. The program is to classify equivalence classes of diffeomorphisms, and the definition of Anosov, Morse-Smale and structurally stable diffeomorphisms are not invariant under topological conjugacy. Ideally, given a diffeomorphism $f$ that is topologically conjugate to an element of one of these classes, there would be a way of constructing a $g$ equivalent to $f$ that actually belongs to the class. This seems to be an open problem. (See Open Problem 9.)

2.7 More detailed structure theory

So far the term “structure theory” has been used solely for the purpose of determining membership in a class. However, in several cases a structure theory gives more information—for example about the factor structure of a member of a class. The Furstenberg structure theorem for topologically distal transformations and the Furstenberg-Zimmer theory for measure-preserving transformations are examples of this. These are discussed in section 4.3.
2.8 Summary

The previous sections are intended to give a context for structure theory and classification theory. These are somewhat vague terms, but the intention is the following:

- Structure theory takes place in the context of an ambient Polish space and gives a method for determining membership in a class $C$. It can also give information about the factors of a transformation or explicit information about the way the transformation moves elements in the space it acts on.

- Classification theory considers a class $C$ and an equivalence relation $E$ on that class. It is concerned with determining when two elements of $C$ are $E$-equivalent.

A structure theorem is concerned with a single transformation, and classification theory is concerned with pairs of transformations.

3 Descriptive Complexity

For a structure theory or classification theory to be useful it is important that it be computable in some sense. As the example given in section 1 that used the Axiom of Choice illustrated, classifications or structure theorems that are not in some sense computable are likely to be meaningless.

The structure theoretical levels of complexity are easier to describe than the complexity benchmarks for classification, as it is a series of yes-no questions. Recall from the discussion in the introduction the three basic questions about how effective a structure theory can be are:

1. Is the structure theory computable with realistic resources assumptions?

2. Can it be carried out with inherently finite information?

3. Can it be carried out with inherently countable information?

We will ignore the first question and say little about the second. The main point of the paper is that there are natural examples of dynamical systems fail even the third question. The third question can be rephrased as asking whether the structure theory shows that the class $C$ is Borel.$^{10}$

$^{10}$Of course, once a structure theory has been shown to be Borel, the question arise to determine what level in the Borel hierarchy it lies in. There is such a literature, but it is not addressed in this survey.
Remark. In this survey we only consider equivalence relations that are analytic. These include all orbit equivalence relations of Polish groups. (See example 73.) Some natural equivalence relations are not analytic (such the equivalence relation on distal flows of having the same distal height). The theory is not nearly as well developed for these so they are not covered in this survey.

3.1 What is a reduction?

There are many jokes about mathematicians where the punchline is that the way they solved problem $A$ was to “reduce it to a problem $B$ they already knew how to solve.”

The idea behind the joke is that to solve a problem $A$ you (somewhat constructively) reduce it to a problem $B$ you already know how to solve. One can state this mathematically in the following way.

3.1.1 Reductions of sets

Let $X$ and $Y$ be Polish spaces and $A \subseteq X$, $B \subseteq Y$. Then $A$ is

\[ \text{--------------- reducible} \]

to $B$ provided that there is a function $f : X \to Y$ such that for all $x \in X$

\[ x \in A \text{ if and only if } f(x) \in B. \]

Fill in the blank As the example given earlier showed, without some restrictions on the function $f$ this notion is not meaningful. If $B$ and $Y \setminus B$ are non-empty then every set $A \subseteq X$ is reducible to $B$: fix $b_0 \in B$ and $b_1 \in Y \setminus B$ and define $f(x) = b_0$ if $x \in A$ and $f(x) = b_1$ if $x \in X \setminus A$. Then $f$ reduces $A$ to $B$. Thus one must fill in the blank with some condition on the concreteness of $f$.

In the complexity theory world of computer science, the blank is often filled in by some statement “linearly”, “polynomially”, “exponentially” or “recursively.” In the context of this paper we focus on Borel functions $f$.

Starting in the 1950’s, in the subject then known as Recursion Theory ([88]) and now called Computability Theory, the joke was reversed:

To show a problem $B$ is not solvable, you find an unsolvable problem $A$ and reduce it to $B$ by a \[ \text{--------------- function.} \]

\[ ^{11} \text{A google search in 2018 gave over 115 million hits to the search “reduce it to a problem you can solve joke.”} \]
If $B$ were solvable, and $A$ is reduced to $B$, $A$ would also be solvable, yielding a contradiction. To make the definition complete, one has to fill in the blank, usually from one of the three types of functions: feasibly computable, recursively computable or Borel.

Indeed this has a long history: the unsolvability of the word problem for finitely presented groups was shown by reducing an incomputable set to the word problem using a computable function.

The focus of this survey is the notion of Borel Reducibility,\footnote{This idea originated in the late 1980s in the work of Friedman and Stanley (1989) related to model theory and independently Harrington, Kechris, and Louveau who used in it the context of analysis.} with some very short excursions into continuous reducibility. To repeat the official definition, we let $X$ and $Y$ be Polish spaces. A set

$$A \subseteq X \text{ is Borel reducible to } B \subseteq Y$$

if and only iff there is a Borel measurable function $f : X \to Y$ such that for all $x \in X$

$$x \in A \text{ if and only if } f(x) \in B.$$ 

Thus the inverse image of $B$ under $f$ is $A$. Because the definition of Borel measurable implies that the inverse image of a Borel set is Borel, it follows that

if $A$ is not Borel, then $B$ is not Borel.

**Notation:** We write $A \preceq^1 B$ if $A$ is Borel reducible to $B$. In this notation, the previous remarks can be written for the record as:

**Remark 15.** Let $X, Y$ be Polish spaces. Let $A \subseteq X$ and $B \subseteq Y$, with $B$ Borel. If $A \preceq^1 B$ then $A$ is Borel.

### 3.1.2 Reductions of equivalence relations

For the classification problem a two dimensional version is more useful. Let $X$ and $Y$ be Polish spaces and $E \subseteq X \times X$, $F \subseteq Y \times Y$ be equivalence relations. Then

$$E \text{ is Borel reducible to } F$$

if and only if there is a (unary) Borel function $f : X \to Y$ such that for all $x_1, x_2 \in X$

$$x_1 E x_2 \text{ if and only if } f(x_1) F f(x_2).$$
We use the notation $E \preceq_2^B F$.

It is important to recognize how the two definitions differ. In the second, two dimensional definition, $f$ has domain $X$, not $X \times X$. So, in essence:

$f$ assigns an $F$-equivalence class to each $x$ in $X$ in a manner that two elements of $X$ get assigned the same $F$-equivalence class if and only if they are in the same $E$-equivalence class.

Viewing the classes of $F$ as invariants, this is paraphrasing of the statement that $f$ computes the invariants assigned to members of $X$.

Thus for $\preceq_2^B$, $f$ is a function that assigns values to pairs $(x_1, x_2)$ by considering each $x_i$ separately. However viewed as a function from the Polish space $W = (X \times X)$ to the Polish space $Z = (Y \times Y)$ it is also a one-dimensional reduction.

Remark 16. Suppose that $E \subseteq X \times X$ and $F \subseteq Y \times Y$, then $E \preceq_2^B F$ implies $E \preceq_1^C F$.

3.1.3 Continuous reductions

An important special case of Borel reducibility is when the function $f$ is continuous. This is stronger than being Borel reducible. Essentially every general statement below applies to continuous reductions as well as Borel reductions. If $A$ is continuously reducible to $B$ we write $A \preceq_1^C B$ and if $E$ is continuously reducible to $F$ we write $E \preceq_2^C F$. If continuity is clear from context we omit the subscript $C$ and if the number of variables is clear from context we will omit the superscript in both cases.

3.1.4 The pre-ordering

For both Borel and continuous reductions and both the one and two dimensional cases, the relation of $\preceq_B$ and $\preceq_C$ is transitive. To see this we note that if $f : X \to Y$ is a reduction (in the appropriate sense) and $g : Y \to Z$ is a reduction (in the same sense), then $g \circ f$ is a reduction in the same sense.

As with all pre-orderings, we can have bi-reducible sets and bi-reducible equivalence relations. There are examples where $A \preceq_B B$ and $B \preceq_B A$ but there is no bijection $f : X \to Y$ such that $f$ reduces $A$ to $B$, and $f^{-1}$ reduces $B$ to $A$. (The analogue to the Cantor-Schroeder-Bernstein theorem fails.) We use the notation $A \sim_B B$ (or $\sim_C$ or . . . ) to mean the equivalence relation of bi-reducibility: $A \preceq_B B$ and $B \preceq_B A$.

Let $\sim$ be the relation $A \preceq_B B$ and $B \preceq_B A$. Then $\preceq_B$ gives a partial ordering of $\sim$-classes of sets or equivalence relations depending on the dimension one is working in.
Caveat! There are several diagrams in this paper that give the relationship of reducibility between various classes of objects. The regions signify structures that are reducible to the type of object used to label the region. So, for example, an object is in the region Polish group actions if it can be reduced to a Polish group action. In particular this applies to figures 2, 4, 5, and 10. In the diagrams, a line segment going upwards means Borel Reducible and a pointed arrow means that the downwards reduction does not hold. Not having an arrow means that bi-reducibility is open. An arrow at both ends indicates that bi-reducibility does hold.

Universality Given a class \( C \) of either sets (in the one dimensional case) or equivalence relations (in the two dimensional case) an object \( B \in C \) is universal for \( C \) if every \( A \in C \) is reducible to it. The interpretation of this is that \( B \) is the most complex element of \( C \). This is used for all of the notions: Borel reductions, continuous reductions and computable reductions.

Terminology warning: Maximal is often used as a synonym of universal. Less frequently complete is also used. We will use maximal when talking about the \( \preceq_B^2 \) relation on equivalence relations, the two dimensional case. We will use complete for \( \preceq_B^1 \) restricted to sets, the one dimensional case.

Because of the transitivity of the notions of reducibility, if \( B, C \in C \) and \( B \) is universal for \( C \) and \( B \preceq_B C \), then \( C \) is universal for \( C \). If follows that all universal sets are bi-reducible to each other.

The upshot We can view the notions \( \preceq_B \) and \( \preceq_C \) as measures of complexity. If \( A \preceq_B B \), then \( B \) is at least as complex as \( A \). In a given class \( C \) there may be \( \preceq^- \)-maximal elements. They represent the equivalence class of the most complex elements of \( C \).

3.2 Reducing ill-founded trees

There is a basic method of establishing a set is not Borel. Because it arises in the proofs of several theorems we include it here rather than in the appendix A. It gives a canonical example of a complete analytic set that is combinatorially convenient to work with.

The space of Trees For applications, a common complete analytic, (and so non-Borel) set is the collection of ill-founded trees. Let \( \mathbb{N}^{<\mathbb{N}} \) be the collection of finite
sequences of natural numbers, viewed as being of the form $\sigma = \langle n_0, n_1, \ldots, n_{l-1} \rangle$. The number $l$ is the length of $\sigma$. The Polish space of trees is defined as follows:

1. A tree is a set $\mathcal{T} \subseteq \mathbb{N}^{\mathbb{N}}$ that is closed under initial segments. So if $\sigma = \langle n_0, n_1, \ldots, n_{l-1} \rangle \in \mathcal{T}$ and $k < l$ then $\tau = \langle n_0, n_1, \ldots, n_{k-1} \rangle \in \mathcal{T}$.\(^{13}\)

2. The space $\mathcal{Trees}$ is the collection of trees $\mathcal{T} \subseteq \mathbb{N}^{\mathbb{N}}$.

3. A basic open set in the topology on the space of trees is given by the finite sequence $\sigma$ and $\langle \sigma \rangle = \{ T : \sigma \in T \}$.

Recasting the definition, putting the discrete topology on $\{0, 1\}$, and the product topology on $\{0, 1\}^{\mathbb{N}^{\mathbb{N}}}$ gives a Polish space $X$ homeomorphic to the Cantor set. Each tree $\mathcal{T}$ can be identified with its characteristic function $\chi_\mathcal{T} : \mathbb{N}^{\mathbb{N}} \rightarrow \{0, 1\}$, and hence an element of $X$. It is not difficult to verify that the induced topology on $\{ \chi_\mathcal{T} : \mathcal{T} \in \mathcal{Trees} \} \subseteq X$ gives a space homeomorphic to $\mathcal{Trees}$.

The first condition in the definition of a tree gives a countable sequence of requirements corresponding to open sets, showing that $\{ \chi_\mathcal{T} : \mathcal{T} \in \mathcal{Trees} \}$ is a closed subset of $X$ and hence a Polish space.

**Definition 17.** Let $\mathcal{T} \in \mathcal{Trees}$ and $f : \mathbb{N} \rightarrow \mathbb{N}$. Then $f$ is an infinite branch through $\mathcal{T}$ if for all $l \in \mathbb{N}$ the sequence $\sigma = \langle f(0), f(1), \ldots, f(l-1) \rangle \in \mathcal{T}$.

The König infinity lemma implies that every infinite, finitely branching tree has an infinite branch. However in this context the trees in $\mathcal{Trees}$ are allowed to be infinitely branching.

**Remark.** In alternate language, not used in descriptive set theory, the space of trees is the space of rooted, labeled acyclic graphs (allowing countably infinite valence), and the collection of ill-founded trees are those graphs with non-trivial ends.

Put the discrete topology on $\mathbb{N}$ and consider $\mathbb{N}^{\mathbb{N}}$ with the product topology. This yields a Polish space called the Baire space. Then $B = \{(\mathcal{T}, f) : f \in \mathbb{N}^{\mathbb{N}}, \mathcal{T} \in \mathcal{Trees} \text{ and } f \text{ is a branch through } \mathcal{T} \}$ is a closed subset of $\mathcal{Trees} \times \mathbb{N}^{\mathbb{N}}$. Because

$$\{\text{ill-founded trees}\} = \{\mathcal{T} : \text{ for some } f \in \mathbb{N}^{\mathbb{N}}(\mathcal{T}, f) \in B\}$$

it follows that the collection of ill-founded trees is an analytic subset of $\mathcal{Trees}$.

A tree is well-founded if it is not ill-founded. Hence the well-founded trees are the complement of the ill-founded trees and thus co-analytic.

**Fundamental results about the collection of ill-founded trees include:**

\(^{13}\)It is important to note that the trees are *not* required to be finitely branching. Every tree has the empty sequence in it.
Theorem 18. Let $\mathcal{T}rees$ be the space of trees and $IFT \subseteq \mathcal{T}rees$ be the collection of ill-founded trees. Then:

1. If $X$ is an arbitrary Polish space and $A \subseteq X$ is analytic then $A$ is Borel reducible to $IFT$.

2. $IFT$ is an analytic set that is not Borel.

Corollary 19. Let $WF \subseteq \mathcal{T}rees$ be the collection of well-founded trees. Then

1. If $X$ is an arbitrary Polish space and $C \subseteq X$ is co-analytic, then $C$ is Borel reducible to $WF$.

2. $WF$ is a co-analytic set that is not Borel.

In the language of section 3.1, the collection of ill-founded trees, as a subset of $\mathcal{T}rees$, is a complete analytic set. It also follows from Theorem 18 that there are non-Borel analytic sets.

Basic Technique for showing a set is analytic or co-analytic but not Borel. The basic technique for showing that a set $C$ is not Borel is reducing a known non-Borel set to $C$. To use this effectively one needs a starting point. The sets $IFT$ or $WF$ play this role for analytic and co-analytic sets.

Let $X$ be a Polish space and $C \subseteq X$ be analytic. Then to show that $C$ is complete analytic, and so not Borel, it suffices to build a reduction

$$f : \mathcal{T}rees \to X$$

such that

$\mathcal{T}$ is ill-founded if and only if $f(\mathcal{T}) \in C$.

By Theorem 18, it follows that $C$ is not Borel.

Similarly the basic technique for showing that a co-analytic set $C$ is complete co-analytic is to build a reduction

$$f : \mathcal{T}rees \to X$$

such that

$\mathcal{T}$ is well-founded if and only if $f(\mathcal{T}) \in C$. 
the most basic Benchmarks The first collection of benchmarks is determining whether a classification is computable, Borel or analytic-and-not-Borel. These are the basic levels of descriptive complexity. If an example is Borel, one can also ask what level it lives in in the Borel hierarchy.

Paraphrasing this informally, the question is whether every classification can be done using inherently finite techniques, inherently countable techniques, or whether it is impossible to do the classification using inherently countable techniques. If a classification is complete analytic or co-analytic then there is no possible classification that is feasible with countable resources.

4 Complexity in Structure Theory

For our purposes structure theories for classes $\mathcal{C} \subseteq X$ are concerned with two questions:

- Can you determine whether an arbitrary $x \in X$ belongs to $\mathcal{C}$?
- How complicated is a given method for building elements of $\mathcal{C}$?

The complexity of the class The basic question is what level of descriptive complexity the class lies in relative to the basic benchmarks, given above.

An early example: weak mixing vs strong mixing The first example of the use of descriptive set theory to solve a natural structure problem in dynamical systems is due to Halmos and Rokhlin. A prominent open problem in the 1940’s was whether the property of a transformation being weakly mixing implied the property of being strongly mixing.

In 1944, in a paper called In general a measure-preserving transformation is mixing ([36]), Halmos proved that the collection of weakly mixing transformations is a dense $G_\delta$ set in the weak topology. In a paper published in 1948 with a title translated as A general measure-preserving transformation is not mixing ([81]), Rokhlin showed that the strong mixing transformations is meager (first category). The combination of the two papers show that there are weakly mixing transformations that are not strongly mixing.

A proof that explicitly uses complexity shows that the collection of strongly mixing transformations is not $\Pi^0_2$, and hence cannot be the same class as the weakly mixing transformations. (In fact the class is $\Pi^0_3$. ) In particular there is a weakly mixing transformation that is not strongly mixing as it is complete $\Sigma^0_2$. 
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An explicit example of a weakly mixing transformation that is not strongly mixing was given using Gaussian systems was provided by Maruyama in 1949 (Theorem 11 of [65]). A very natural example of such a transformation is due to Chacon ([10]).

4.1 Examples at three levels of complexity

We now give examples of each level beyond recursively computable.

Non-recursive classes

**Example.** (Braverman, Yampolsky) [8] There is a computable complex number \( s \) such that membership in the Julia set associated with

\[
f(z) = z^2 + s
\]

is not computable.

4.2 Borel Classes

**Borel Classes of measure-preserving transformations** As mentioned above, the weakly mixing and strongly mixing classes of measure-preserving transformations of the unit interval are Borel. The multiple mixing counterparts are as well.

In the topological category, the collections of uniformly continuous maps from the open unit interval to the open unit interval are easily seen to be \( \Pi_2^0 \) in the space of continuous transformations.

Indeed most standard classes of transformations are Borel. As explained in the discussion above the collection of Bernoulli shifts is Borel. However, proving this uses Susslin’s Theorem which involves analytic sets.

Other well-known classes of measure-preserving transformations are Borel and the proof uses a significant amount of work. For example the class of rank-one-rigid transformations. ([56])

**Borel Classes of homeomorphisms of compact spaces** A potential problem with this collection is that there are a variety of natural spaces in which to set the various questions. For example every compact \( \mathbb{Z} \)-flow can be viewed as a compact subset of the \( \mathbb{H}^2 \) or as a compact subset of \( \mathbb{H}^2 \) (where \( \mathbb{H} \) is the Hilbert cube) or as an appropriate subset of \( \mathbb{N}^\mathbb{N} \). All of the known natural codings of the collection of homeomorphisms of compact metric spaces agree on what collections of homeomorphisms are Borel. (This is discussed in [4].)

Examples include:
\( \{(X,T) : T \text{ is topologically transitive and } X \text{ is Polish } \}, \)
\( \{(X,T) : T \text{ is minimal and } X \text{ is Polish}\}. \)

Proofs of these results (and later calculations of an upper bound on the complexity of topologically distal transformations) were novel in the early 1990’s and appear in [4] (Lemma 3.3). The second item is due to Kechris.

**Borel Classes of diffeomorphisms**  We have already seen that the collection of structurally stable diffeomorphisms is Borel—in fact it is open as are the collections of Anosov and Morse-Smale diffeomorphisms.

To give a flavor of tools used for more complicated classes, we use the following results in [21]:

Denote by Fix\((f)\) the set of fixed points of the map \( f : M \to M \), i.e.

\[
\text{Fix}(f) = \{ x \in M \mid f(x) = x \},
\]

and by Per\(_n\)(\(f\)) the set of periodic points of period \( n \), i.e.

\[
\text{Per}_n(f) = \{ x \in M \mid f^n(x) = x \text{ and for all } m < n, f^m(x) \neq x \}.
\]

**Proposition.** Let \( M \) be a compact manifold. For any \( r = 0, 1, 2, \ldots, \infty \) the following statements hold:

1. The set \( \mathcal{U}_0 = \{ f \in \text{Diff}^r(M) : \text{Fix}(f) = \emptyset \} \) is open;
2. For each \( m \in \mathbb{N} \) the set \( \mathcal{U}_m = \{ f \in \text{Diff}^r(M) : |\text{Fix}(f)| = m \} \) is Borel;
3. For each \( m, n \in \mathbb{N} \) the set \( \mathcal{U}_{m}^n = \{ f \in \text{Diff}^r(M) : |\text{Per}_n(f)| = m \} \) is Borel;
4. For any \( A : \mathbb{N} \to \mathbb{N} \) the set

\[
\mathcal{U}_A = \{ f \in \text{Diff}^r(M) : |\text{Per}_n(f)| = A(n), \ n = 0, 1, 2, \ldots \}
\]

is Borel;
5. The set

\[
\{(A,f) : |\text{Per}_n(f)| = A(n), \ n = 0, 1, 2, \ldots, \text{ where } A : \mathbb{N} \to \mathbb{N}\}
\]

in the space \( \mathbb{N}^\mathbb{N} \times \text{Diff}^r(M) \) is Borel;
We give the proof that appeared in [21] for items 1-3. The first item is immediate:
since $M$ is compact there is a minimum distance between $x$ and $f(x)$. The set of
diffeomorphisms whose minimum distance is bigger than $1/n$ is open, hence the set
do diffeomorphisms with no fixed points is open.

To see the second item: To see that $U_1$ is Borel, let us choose a countable base
for the topology on $M$, $\{V_k\}_{k \in \mathbb{N}}$, such that

$$\text{diam} V_1 \geq \text{diam} V_2 \geq \text{diam} V_3 \geq \ldots$$

and $\text{diam} V_k \to 0$ as $k \to \infty$. The set

$$V_k = \{ f \in \text{Diff}^r(M) \mid f \text{ has no fixed points outside of } V_k \}$$

is open, and hence the set $U_1 = \left( \bigcap_{K \geq 1} \bigcup_{k=K}^{\infty} V_k \right) \setminus U_0$ is Borel.

To see that $U_2$ is Borel, notice that each of the sets

$$V_{k_1, k_2} = \{ f \in \text{Diff}^r(M) \mid f \text{ has no fixed points outside of } V_{k_1} \cup V_{k_2} \} .$$

is open, and hence

$$U_2 = \left( \bigcap_{K \geq 1} \bigcup_{k_1, k_2 \geq K} V_{k_1, k_2} \right) \setminus (U_0 \cup U_1)$$

is Borel. It is clear how to continue for $n$ fixed points by induction.

**Example. Artin-Mazur Diffeomorphisms** It follows easily from the proposition
that the function giving the exponential rate of growth of the number of periodic points
$G : \text{Diff}^r(M) \to \mathbb{R} \cup \{ \pm \infty \}$ defined by

$$G(f) = \limsup_{n \to \infty} \frac{1}{n} \log |\text{Per}_n(f)|$$

is Borel. In particular, the set of Artin-Mazur diffeomorphisms (defined as $\{ f : G(f) < \infty \}$) is Borel.

### 4.3 Natural Classes that are not Borel

**In the topological setting** A classical collection, due to Hilbert (see [99]) is
defined as follows.

**Definition 20.** Let $(X, d)$ be a metric space and $T : X \to X$ be a homeomorphism.
Then $(X, T)$ is (topologically) distal if for all distinct $x, y \in X$, $\inf_{n \in \mathbb{Z}} \{ d(T^n x, T^n y) \} > 0$. 
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Clearly isometries are examples of distal transformations. Moreover the distal transformations are closed under taking skew products with compact metric groups. Using these two facts one can generate a wide class of distal transformations.

**Fact.** The collection of distal transformations is a co-analytic set. This is exposited in example 74.

**Definition 21.** Let \((X, d, T)\) and \((Y, d', S)\) be a compact separable metric spaces and \(\pi : X \to Y\) be a factor map. Then \(X\) is an isometric extension of \(Y\) if there is a real valued function \(\rho(x_1, x_2)\) defined for all pairs \((x_1, x_2)\) in the same fibre of \(X\) (i.e. whenever \(\pi(x_1) = \pi(x_2)\)) and such that

1. \(\rho(x_1, x_2)\) is continuous as a function on the subset of \(X \times X\) defined by the condition \(\pi(x_1) = \pi(x_2)\).

2. \(\text{for each } y \in Y, \rho(x_1, x_2)\) defines a metric on the fibre \(\pi^{-1}(y)\) under which this fibre is isometric to a fixed homogeneous metric space.

3. \(\rho(Tx_1, Tx_2) = \rho(x_1, x_2)\) for all \(x_1, x_2\) in the same fibre of \(X\) over \(Y\).

The next definition captures the process of iterating the isometric extensions transfinitle:

**Definition 22.** \((X, T)\) is a quasi-isometric extension of \((Y, T)\) if \((Y, T)\) is a factor of \((X, T)\), and there is an ordinal \(\eta\) and a factor \((X_\xi, T)\) of \((X, T)\) for each \(\xi \leq \eta\) such that:

1. \((X_0, T) = (Y, T); (X_\eta, T) = (X, T)\)

2. if \(\xi < \xi'\) then \((X_\xi, T)\) is a factor of \((X_{\xi'}, T)\)

3. \((X_{\xi+1}, T)\) is an isometric extension of \((X_\xi, T)\)

4. if \(\xi\) is a limit ordinal then \((X_\xi, T)\) is the inverse limit of \(\langle (X_{\xi'}, T) : \xi' < \xi \rangle\).

The Furstenberg Structure Theorem ([28]) for topologically distal flows says:

**Theorem 23.** (Furstenberg) Let \((X, d, T)\) be a minimal, topologically distal flow. Then \((X, d, T)\) is a quasi-isometric extension of the trivial flow.
It is natural to ask what ordinals arise as $\eta$ in the Furstenberg Structure Theorem. Given a distal flow $(X, d, T)$ define the \textit{distal height} of the flow as the least ordinal $\eta$ such that $(X, d, T)$ is topologically equivalent to a quasi-isometric extension of the trivial flow represented as a tower of extensions of height $\eta$.

It was shown in [4] that the collection of distal heights of minimal distal flows on compact metric spaces is exactly the collection of countable ordinals. The following theorem ([4]) summarizes these results:

\textbf{Theorem 24. (Beleznay-Foreman)} Let $\mathcal{M}$ be the Polish space of minimal flows on compact metric spaces. Then:

1. The collection of distal flows is a complete co-analytic set, in particular it is non-Borel.

2. The natural function that associates to each distal $(X, d, T)$ its distal height is a $\Pi^1_1$-norm.

The first item is proved by showing that there is a Borel reduction from the set of codes for well-orderings, $WO$ to the set of distal flows as a subset of the space of minimal $\mathbb{Z}$-flows.

If $(X_0, d_0, T_0), (X_1, d_1, T_2)$ are minimal distal flows on compact spaces, set $(X_0, d_0, T_0) \leq_D (X_1, d_1, T_2)$ if the distal height of $(X_0, d_0, T_0)$ is less than or equal to the distal height of $(X_1, d_1, T_2)$. Then the theorem shows that $\leq_D$ is a true $\Pi^1_1$-norm on the collection of distal flows. It follows that for all countable ordinals $\eta$ there is a distal flow of distal height $\eta$ and that the collection of minimal distal homeomorphisms of distal height less than $\eta$ is a Borel set.

\textbf{In the setting of measure-preserving transformations} \quad Separate work of Furstenberg and Zimmer ([29], [98]) produced analogues of the topological Furstenberg Structure Theorem that hold for measure-preserving transformations. We describe it here without giving details and with very slight inaccuracies.

The category we are working in consists of measure-preserving transformations of a standard measure space, which we can take to be the unit interval with Lebesgue measure. By Halmos’ theorem, the ergodic diffeomorphisms form a dense $\mathcal{G}_\delta$ set. Hence the weak topology makes the ergodic transformations a Polish space. We take our ambient Polish space $EMPT$ to be the set of ergodic measure-preserving transformations of the unit interval.

Let $(Y, C, \nu, S)$ be an ergodic measure-preserving transformation, and $G$ a compact group. Let $H$ be a compact subgroup of $G$. Then the quotient space $G/H$
carries a left-invariant Haar measure. A compact co-cycle extension

\[ S_\phi : Y \times G/H \to Y \times G/H \]

of \( Y \) is determined by a measurable function \( \phi : Y \to G/H \) and given by the formula:

\[ S_\phi(y, [g]_H) = (S(y), [\phi(y)g]_H). \]

Then \( S_\phi \) preserves the product of \( \nu \) and Haar measure on \( G/H \).

**Definition 25.** (See e.g. [29]) Let \((X, \mathcal{B}, \mu, T)\) and \((Y, \mathcal{C}, \nu, S)\) be ergodic measure-preserving systems. Then

1. \( X \) is a compact extension of \( Y \) if \( X \) is measure equivalent to a compact co-cycle extension of \( Y \).

2. Let \( \pi : X \to Y \) be a measure-preserving extension. Let \( X \times_Y X \) be the measure space which has domain \( \{(x_1, x_2) : \pi(x_1) = \pi(x_2)\} \) and the canonical measure projecting to \( \nu \) that makes the two copies of \( X \) relatively independent over \((Y, \mathcal{C}, \nu)\). Let \( T \) be the measure-preserving system taking \((x_0, x_1)\) to \((T(x_0), T(x_1))\). Then \( Y \) canonically a factor of \( X \times_Y X \) and \( X \) is a weakly mixing extension of \( Y \) if \( X \times_Y Y \) is ergodic.

The theorem proved independently by Furstenberg and Zimmer is:

**Theorem 26.** Let \((X, \mathcal{B}, \mu, T)\) be an ergodic measure-preserving system. Then there is a countable ordinal \( \eta \) and a system of measure-preserving transformations \( \langle (X_\alpha, \mathcal{B}_\alpha, \mu_\alpha, T_\alpha) : \alpha \leq \eta + 1 \rangle \) such that

1. \((X_0, \mathcal{B}_0, \mu_0, T_0)\) is the trivial flow.

2. For each \( \alpha < \eta \), \( X_{\alpha+1} \) is a compact extension of \( X_\alpha \).

3. If \( \alpha \) is a limit ordinal then \( X_\alpha \) is the inverse limit of \langle \( X_\beta : \beta < \alpha \) \rangle

4. \( X_{\eta+1} \) is either:
   - a trivial extension of \( X_\eta \) (so \( X_{\eta+1} \cong X_\eta \)), or
   - a weakly-mixing extension of \( X_\eta \).
Note that in each case, for $\alpha = 1$, the transformation $X_\alpha$ has to be a translation on a compact quotient $G/H$. In this case $G$ must be abelian so $G/H$ is also an abelian group. Hence monothetic and an example of the form due to Halmos and von Neumann.

In analogy to the situation for topologically distal transformations, we give the following definition:

**Definition 27.** An ergodic measure-preserving system $(X, \mathcal{B}, \mu, T)$ is measure distal if it can be written in the form of the previous theorem with $X_{\eta+1} = X_\eta$.

As in the topological case we define the **distal height** of a measure distal transformation $(X, \mathcal{B}, \mu, T)$ to be the least $\eta$ such that $(X, \mathcal{B}, \mu, T)$ can be written satisfying 1-4 of the theorem.

The results are now analogous to the topological case (see [5]):

**Theorem 28.** (Beleznay-Foreman) Let $EMPT([0,1])$ be the Polish space of ergodic measure-preserving transformations of the unit interval. Then:

1. The collection of measure distal flows is a complete co-analytic set, in particular it is non-Borel.

2. The natural function that associates to each measure distal $(X, \mathcal{B}, \mu, T)$ its distal height is a $\Pi^1_1$-norm.

It follows from the second item that if $\eta$ is a fixed countable ordinal then the collection of measure distal homeomorphisms of distal height less than $\eta$ is a Borel set.

**An open problem in both settings** The following problems are analogous and involve **overspill**. (See Open Problem 7)

- Let $X$ be the collection of minimal homeomorphisms on compact metric spaces and $\mathcal{D}$ be the collection of topologically distal transformations. Is there a Borel set $B \subseteq X \times X$ such that $B \cap (\mathcal{D} \times \mathcal{D})$ is the relation of topological conjugacy?

- Let $\mathcal{MD}$ be the collection of measure distal transformations. Is there a Borel set $B \subseteq EMPT \times EMPT$ such that $B \cap (\mathcal{MD} \times \mathcal{MD})$ is the relation of measure conjugacy?

In unpublished work, Foreman showed that for the collection of measure distal transformations with height **bounded by a countable ordinal** $\alpha$, the answer to the second question is yes.
5 Complexity in Classification Theory

In this section we list various benchmarks for complexity of classifications of equivalence relations $E$ that have roots outside of dynamical systems. The general regions used to classify equivalence relations are shown in figure 2. The most sensitive measures of complexity are the two dimensional questions about reductions between equivalence relations.

A basic one-dimensional benchmark  If $X$ is a Polish space then $X \times X$ is also Polish. For any equivalence relation $E \subseteq X \times X$, one can ask the one-parameter question:

- Is $E$ Borel as a subset of $X \times X$?

If not, then determining whether a pair $(x_0, x_1) \in X \times X$ is in the relation $E$ cannot be accomplished with inherently countable resources.

Many important equivalence relations arise out of group actions. If $G$ acts on $X$ then the equivalence relation $x \sim y$ if and only if there is a $g \in G$ such that $gx = y$ is called the orbit equivalence relation.

A Polish group action is an action of a Polish group $G$ on a Polish space $X$ that is jointly continuous in each variable. Section 5.4 is concerned with actions of the group of permutations of the natural numbers, $S_\infty$. When we say $G$ acts on $X$ where $G$ and $X$ are both Polish, we will always be assuming that the action is a Polish group action.

Remark. When we introduce a class of equivalence relations (such as the $S_\infty$-actions defined below), we really mean to take $\leq_\mathcal{B}^2$ downwards closure. So the class we label “$S_\infty$-actions” means any equivalence relation reducible to an $S_\infty$-action.

5.1 Equivalence relations with countable classes

The equivalence relations that have finite or countable classes are, perhaps, the simplest equivalence relations. There is an extensive literature on this, for example see [45], and [52]. Equivalence relations with countable classes are referred to as countable equivalence relations.

The orbit equivalence relation of any countable group action has countable classes, so there is a plethora of examples.

Let $\langle \phi_n : n \in \mathbb{N} \rangle$ be a collection of Borel bijections of a Polish space to itself. Let $\Gamma$ be the group generated by $\langle \phi_n : n \in \mathbb{N} \rangle$. Then each orbit of $\Gamma$ is countable and
the orbit equivalence relation is Borel. Conversely, a theorem of Feldman and Moore ([16]) states:

**Theorem 29. (Feldman-Moore)** Suppose that $E \subseteq X \times X$ is a countable Borel equivalence relation on a Polish space $X$. Then there is a countable group $\Gamma$ and a Borel action of $\Gamma$ on $X$ such that $E$ is the orbit equivalence relation of the action.

A $\preceq_B^2$ maximal countable Borel equivalence relation Let $G$ be a countable discrete group and $\phi : G \times X \to X$ be a Borel action on a Polish space $X$. Then the orbit equivalence relation is a countable Borel equivalence relation on $X$.

Following [45] we let $s_G$ be the shift action of $G$ on the space $X^G$, consisting of functions $f : G \to X$. Let $E(G, X)$ be the orbit equivalence relation of this action. Dougherty, Jackson and Kechris ([13]) showed that if $G$ is the free group on two generators, $F_2$, then $E(F_2, X)$ is a maximal Borel countable equivalence relation. The following is immediate from the Dougherty-Jackson-Kechris theorem.

**Theorem 30.** Let $E_\infty$ be any countable equivalence relation bi-reducible to $E(F_2, X)$ for any Polish space $X$. Then every countable Borel equivalence relation is reducible to $E_\infty$.

We show more about countable equivalence relations in section 5.1.

### 5.2 The Glimm-Effros Dichotomy: $E_0$

We now turn to equivalence relations with uncountable classes. Because complete numerical invariants are so useful, they are the baseline benchmark of complexity. If $Y$ is a Polish space we let $=_Y \subseteq Y \times Y$ be the equivalence relation of equality on $Y$.

If $Y$ is a Polish space then there is a Borel injection $g : Y \to \mathbb{R}$. (See [19].) Let $f$ be a Borel reduction of any equivalence relation $E \subseteq X \times X$ to $(Y, =_Y)$. Composing $f$ with $g$ we see that $g \circ f$ is a reduction of $(X, E)$ to $(\mathbb{R}, =_\mathbb{R})$. Moreover $g \circ f$ is Borel if $f$ is. Thus we can assume that Borel reductions to any $=_Y$ can be changed to Borel reductions to equality on the real numbers.

**Definition 31.** Let $E$ be an equivalence relation on a Polish space $X$. Then $E$ is smooth if $E \preceq_B^2 =_\mathbb{R}$.

In 1990, Harrington, Kechris and Louveau ([40]), extending earlier work of Glimm [34] and Effros [14], showed a very general dichotomy theorem.

**Definition 32.** Let $E_0$ be the equivalence relation on the Cantor set $\{0, 1\}^\mathbb{N}$ defined by setting $f E_0 g$ if and only if there is an $N$ for all $m > N, f(m) = g(m)$.
Proposition 33. The equivalence relation \( E \) on \( \{0, 1\}^\mathbb{N} \) is continuously reducible to \( E_0 \).

\[ \vdash \quad \text{Fix a bijection } \langle \cdot, \cdot \rangle : \mathbb{N} \times \mathbb{N} \to \mathbb{N}. \text{ Define } R : \{0, 1\}^\mathbb{N} \to \mathbb{N} \text{ by setting}^{14} \]

\[ R(f)(\langle m, n \rangle) = f(n). \]

Since \( R \) is well-defined, \( f = g \) implies \( R(f)E_0R(g) \). On the other hand suppose for all \( m > N, R(f)(m) = R(g)(m) \). Let \( n \in \mathbb{N} \) and choose an \( M \) such that \( \langle M, n \rangle > N \). Then

\[ f(n) = R(f)(\langle M, n \rangle) = R(g)(\langle M, n \rangle) = g(n). \]

The Harrington-Kechris-Louveau dichotomy is the following theorem.

Theorem 34. ([40]) Let \( X \) be a Polish space and \( E \) a Borel equivalence relation on \( X \). Then either:

1. \( E \) is smooth or
2. \( E_0 \preceq^2 B E \).

Corollary 35. = \( \preceq^2 B E_0 \) but \( E_0 \npreceq^2 B \). Thus \( E_0 \) is strictly more complicated than the identity equivalence relation.

This theorem suggests an orderly stair-step pattern to the benchmarks, but this is misleading, as we shall see.

We prove the easy direction of Theorem 34, because it is most useful in dynamical systems.\(^{15} \)

1. Put a measure on \( \{0, 1\} \) by weighting each element \( 1/2 \). The product measure \( \mu \) on \( \{0, 1\}^\mathbb{N} \) is often called the coin-flipping measure.

\(^{14}\)This simple, elegant proof was taken from notes from a lecture of Su Gao. See citation in the bibliography.

\(^{15}\)The proof of Theorem 36 in an earlier draft of this paper used zero one laws for sets with the Property of Baire. The author would like to thank the referee for suggesting the simpler proof given here.
2. Let \( G = \Sigma_{n \in \mathbb{N}} \mathbb{Z}_2 \) be the direct sum of infinitely many copies of \( \mathbb{Z}_2 \) (with finite support).

3. The coordinatewise action of \( G \) on \( (\{0,1\}^\mathbb{N}, \mathcal{B}, \mu) \) preserves \( \mu \).

4. A standard 0–1 law for this action says that if \( A \subseteq \{0,1\}^\mathbb{N} \) is invariant under the \( G \)-action then \( A \) either has \( \mu \)-measure 0 or \( \mu \)-measure 1.

Theorem 36. Suppose that \( E \) is an equivalence relation on an uncountable Polish space \( X \) and \( E_0 \preceq^2 E \). Then \( E \) is not smooth.

\[ \vdash \]

Towards a contradiction, assume that \( E \) is Borel reducible to the identity equivalence relation on \( \mathbb{R} \) by a map \( S : X \to \mathbb{R} \). Let \( R : \{0,1\}^\mathbb{N} \to X \) be a reduction of \( E_0 \) to \( E \). By composing we see that \( S \circ R \) is a reduction of \( E_0 \) to the identity relation on \( [0,1] \). It suffices to show that there can be no such reduction from \( E_0 \) to the identity relation \( = \) on \([0,1]\).

Suppose that \( S \) is such a reduction. Because \( G \) preserves \( E_0 \), for each rational number \( r \in \mathbb{R} \), \( L_r = \{ f : S(f) < r \} \) is \( G \) invariant, and so has measure zero or one. Let

\[ x = \text{sup}\{ r : L_r \text{ has measure one} \}. \]

Then \( I = \{ f : S(f) = x \} \) has measure one. Hence there are \( f, g \in I \) such that \( f \not\equiv_0 g \), a contradiction.

\[ \dashv \]

5.3 \( =^+ \) and the Friedman-Stanley jump operator

Let \( S_\infty \) be the group of permutations of the natural numbers.\(^{16}\) Then \( S_\infty \) is a \( G_\delta \) subset of \( \mathbb{N}^\mathbb{N} \) and so carries a Polish topology. This topology is compatible with the group structure and so we view \( S_\infty \) as a Polish group.

The following operation on analytic equivalence relations was defined by Friedman and Stanley ([27]).

Let \( E \subseteq X \times X \) be an analytic equivalence relation on a Polish space. Define \( E^+ \) to be the equivalence on \( X^\mathbb{N} \) given by setting \( \langle [x_n]_E : n \in \mathbb{N} \rangle \) \( E^+ \)-equivalent to \( \langle [y_n]_E : n \in \mathbb{N} \rangle \) if and only if

for all \( n \) there is an \( m \) \( x_n E y_m \) and for all \( m \) there is an \( n \) \( y_m E x_n \).

\(^{16}\)Some authors reserve the notation \( S_\infty \) for the group of permutations of \( \mathbb{N} \) that move only finitely many points and use \( S^\infty \) for the whole group of permutations. The convention in this paper is different and is becoming universal.
Because the collection of Borel sets (and respectively analytic sets) are closed under countable intersections and unions, the form of the definition makes it clear that if \( E \) is Borel, then \( E^+ \) is Borel (and similarly for \( E \) being analytic). If \( X \) and \( Y \) are perfect Polish spaces then \( =_X^+ \) and \( =_Y^+ \) are Borel bi-reducible. Moreover starting with the identity relation \( = \) iterating the \( + \) operation any countable ordinal number \( \alpha \) of times leads to a sequence of equivalence \( \langle E_\beta : \beta < \alpha \rangle \) such that \( \beta < \beta' \) implies \( E_\beta \preceq_B E_{\beta'} \) but \( E_{\beta'} \npreceq_B E_\beta \) ([27]). Thus this is a strict hierarchy of height \( \omega_1 \).

If \( E \) is Borel then \( \{ \vec{x} \in X^\infty : [x_n]_E \neq [x_m]_E \text{ for all } n \neq m \} \) is a Borel set. Restricting the \( "+" \)-operation" to this set at each stage also gives a proper hierarchy in \( \preceq_B^2 \).

The following result is proved with a similar approach to remark 36. See [30] for a simple elegant proof of the first reduction.

**Theorem 37.** The following relations hold:

\[
E_0 \preceq_B^2 =^+ \quad \text{and} \quad =^+ \npreceq_B^2 E_0.
\]

In particular, \( =^+ \npreceq_B^2 = \).

### 5.4 \( S_\infty \)-actions

We now discuss \( S_\infty \)-actions, where \( S_\infty \) is the Polish group of all permutations of \( \mathbb{N} \) that was defined in the previous section. The \( S_\infty \)-actions are a fundamental benchmark because their actions are ubiquitous: every non-Archimedean Polish group is isomorphic to a closed subgroup of \( S_\infty \). (See [3].)

Fix an infinite perfect Polish space \( X \) and consider \( P \subseteq X^\infty \) defined as the collection of infinite sequences \( \langle x_n : n \in \mathbb{N} \rangle \in X^\infty \) such that

\[
\text{for all } n \neq m, x_n \neq x_m.
\]

Then \( P \) is a perfect closed subset of \( X^\infty \), \( S_\infty \) acts on \( P \) coordinatewise and for \( \vec{x}, \vec{y} \in P \) we have

\[
\vec{x} =^+ \vec{y} \text{ if and only if there is a } \phi \in S_\infty, \phi \vec{x} = \vec{y}.
\]

Thus the equivalence relation on \( P \) induced by \( =^+ \) is the orbit equivalence relation of an \( S_\infty \)-action.

**Remark 38.** The equivalence relation \( =^+ \) restricted to \( P \) is a Borel equivalence relation. Thus there are faithful \( S_\infty \)-actions inducing Borel equivalence relations.

Remark 38 is immediate: for \( \vec{x} \) and \( \vec{y} \) in \( P \), \( \vec{x} =^+ \vec{y} \) if and only if for all \( n \) there is an \( m \) with \( x_n = y_m \) and for all \( m \) there is an \( n \) with \( y_m = x_n \).
Notation  The only example of the use of the “+-operation” in this paper will be when $E$ is the identity equivalence relation, $=$, on the unit circle. We will restrict $=^+$ to one-to-one sequences. In an abuse of notation we will continue to refer to this relation as $=^+$.

Classification by countable structures  We now give an example to illustrate the importance of $S_\infty$-actions for creating invariants for equivalence relations.

Let $(X, E)$ be an analytic equivalence relation that has complete invariants consisting of countable groups. This means that a countable group is associated to each element of $X$ by a Borel function in such a way that $xEy$ just in case the group associated with $x$ is isomorphic to the group associated with $y$. In the language we are using here, the equivalence relation $E$ is being reduced to the equivalence relation on pairs of countable groups given by isomorphism. The next example makes this precise.

Example. Countable groups are determined by the characteristic function of their multiplication. Explicitly, for $G$ an infinite countable group we can assume that its domain is $\mathbb{N}$. Define

$$
\chi_G(l, m, n) = \begin{cases} 
1 & \text{if } l *_G m = n \\
0 & \text{otherwise}
\end{cases}
$$

Then each $\chi_G \in \{0, 1\}^{\mathbb{N}^3}$ and $\{\chi_G : G \text{ is a countable group}\}$ is a $\mathcal{G}_\delta$ subset of $\{0, 1\}^{\mathbb{N}^3}$, and hence form a Polish space. Call it $CG$.

Let $S_\infty$ act on $CG$ by setting $(\phi \cdot \chi_G)(l, m, n) = \chi_G(\phi(l), \phi(m), \phi(n))$. If $G, H$ are isomorphic, let $\phi : G \to H$ be the isomorphism. Then $\phi$ takes the multiplication table of $G$ to the multiplication table of $H$. Hence $\phi \cdot \chi_G = \chi_H$. Similarly if $\phi \cdot \chi_G = \chi_H$, then $\phi : G \to H$ is an isomorphism.

This example is clearly not specific to groups—it can be adapted to any countable structures. In particular it applies to countable graphs viewed as elements of $\{0, 1\}^{\mathbb{N}^2}$. Let $E_{\text{groups}}$ be the equivalence relation of isomorphism of countable groups and $E_{\text{graphs}}$ be the equivalence relation of isomorphism of countable graphs.

Theorem 39. Let $S_\infty$ act on an arbitrary Polish space $X$ and $F$ be the resulting orbit equivalence relation. Then:

1. (Mekler, [66]) $F \preceq_B E_{\text{groups}}$
2. (Friedman, Stanley, see [31]) \( F \preceq^2_B E_{\text{graphs}} \)

Thus both \( E_{\text{groups}} \) and \( E_{\text{graphs}} \) are \( \preceq^2_B \)-maximal among \( S_\infty \)-actions.

These examples illustrate why equivalence relations that are reducible to \( S_\infty \)-actions are referred to as those that can be classified by countable structures, the name for them given in [44]. We note that there is varying terminology for equivalence relations that are \( \preceq^2_B \) bi-reducible to maximal \( S_\infty \)-actions. They are called maximal or universal \( S_\infty \)-actions and also Borel Complete equivalence relations.

To illustrate the large collection of equivalence relations that arise from \( S_\infty \)-actions and are \( \preceq^2_B \) maximal among \( S_\infty \)-actions we cite results of Camerlo and Gao ([9]).

Recall that almost finite commutative \( C^\ast \)-algebras (commutative “AF” \( C^\ast \)-algebras) are those that are inverse limits of finite dimensional commutative \( C^\ast \) algebras. They have a classification in terms of Bratelli diagrams. (See [9].)

**Theorem 40.** (Camerlo-Gao) The isomorphism relation among commutative AF \( C^\ast \)-algebras is \( \preceq^2_B \)-maximal among \( S_\infty \)-actions.

**A maximal \( S_\infty \)-action is NOT Borel** One property that makes equivalence relations such as \( E_{\text{graphs}} \) and \( E_{\text{groups}} \) very useful is that maximal \( S_\infty \) relations are not Borel. We record this here:

**Fact 41.** \( S_\infty \)-actions that are \( \preceq^2_B \)-maximal have complete analytic orbit equivalence relations. Hence they are not Borel.

In particular, isomorphism of countable groups, isomorphism of countable graphs and isomorphism of AF \( C^\ast \)-algebras are not Borel equivalence relations.

For some applications in dynamical systems the particular case of “isomorphism of countable graphs” is a particularly convenient example of an \( \preceq^2_B \)-maximal \( S_\infty \) orbit equivalence relation.

**A caution** We do note that not all non-trivial “classifications by algebraic structures” give equivalence relations that are \( \preceq^2_B \)-maximal \( S_\infty \) actions. An example, due to Friedman and Stanley ([27]) is the equivalence relation of isomorphism of countable abelian torsion groups. This is a complete analytic equivalence relation that determined by an \( S_\infty \)-action, but is not \( \preceq^2_B \)-maximal among such actions.

**Benchmarks to this point** Here is how these relations are related:
5.5 Turbulence

To establish that an equivalence relation is reducible to an $S_\infty$-action, one exhibits a reduction. Hjorth ([44]) devised a tool for showing that an equivalence relation is not reducible to an $S_\infty$-action.\textsuperscript{17}

**Definition 42.** Let $G$ be a Polish Group acting continuously on a Polish Space $X$. Then the action is turbulent iff:

1. Every orbit is dense.

2. Every orbit is meager.

\textsuperscript{17}The tool was discovered before there were widespread interactions between descriptive set theory and dynamical systems, so the term *turbulence* does not signify any direct connection with chaotic behavior in the sense of dynamics.
3. For all $x, y \in X, V \subset X, U \subset G$ open, with $x \in V, 1 \in U$, there exists $y_0 \in [y]_G$ and $(g_i)_{i \in \mathbb{N}} \subset U, (x_i)_{i \in \mathbb{N}} \subset V$ with

(a) $x_0 = x$,
(b) $x_{i+1} = g_i x_i$
(c) there is a subsequence $i_n$ such that $x_{i_n}$ converges to $y_0$.

Hjorth proved the following result:

**Theorem 43.** Suppose that a continuous action of $G$ on $X$ is turbulent. Then the orbit equivalence relation cannot be reduced to an $S_\infty$-action.

Further results of Hjorth show that turbulence almost exactly captures the property of not being reducible to an $S_\infty$-action. (See [44].)

**Remark.** The property of being turbulent is generic in the sense that if $Y \subset X$ is a $G$-comeager set that is invariant under the $G$-action then the orbit equivalence relation induced by $G$ on $Y$ is also turbulent.

### 5.6 Polish Group actions

The next major benchmark is to ask whether a given equivalence relation is reducible to the equivalence relation given by a Polish Group action. Because $S_\infty$ is a Polish group this is a more general collection of equivalence relations.

Because many natural equivalence relations are given by Polish group actions this is an enormous collection. Here are some facts that help navigate the subject. An excellent book on the subject is due to Becker and Kechris ([3]), although there have been many developments since the book was published.

**Theorem 44.** Fix a Polish group $G$.

1. There is a $\preceq_2^B$ maximal equivalence relation given by Polish $G$-actions.

2. There is a $\preceq_2^B$ maximal equivalence relation given among all Polish group actions.

3. If $H \subseteq G$ is a closed subgroup, then the maximal Polish $H$-action is continuously reducible to the maximal Polish $G$-action.
Items 1 and 2 are due to Becker and Kechris. Item 3 is essentially due to Mackey in the Borel case and proved by Hjorth in the continuous case.

Uspenskiĭ proved that the group of homeomorphisms of the Hilbert cube is a universal Polish group: every Polish group is isomorphic to a closed subgroup of this group. Thus item 2 follows by applying items 1 and 3 to the group Uspenskiĭ used [31], [93]).

6 Standard Mathematical Objects in each region

The classes with classifications in the lower regions of the diagram are extremely plentiful so we don’t expand on systems with numerical invariants or on equivalence
relations with $E_0$ embedded in them, though we give examples of each for dynamical systems. For $S_\infty$ we have already given an example of a Borel action (Remark 38) and $SZ_B$-maximal $S_\infty$-actions (Theorems 39 and 40).

### 6.1 Countable equivalence relations

Recall that an equivalence relation is said to be countable if it has countable classes (see Section 5.1.)

In section 6.1 we saw that Dougherty, Jackson and Kechris ([13]) showed that there is a $SZ_B$-maximal countable equivalence relation they call $E_\infty$. So understanding countable equivalence relations is, in part understanding their relationship to $E_\infty$. Rather than try to cover a large literature, we focus on work of Thomas ([90],[89]) that is related to dynamical systems and gives natural example of a $SZ_B$-maximal equivalence relation with countable classes.

Note that the following sets are naturally viewed as Polish spaces endowed with countable equivalence relations:

- the space of finitely generated groups, with the equivalence relation of isomorphism denoted $\cong_{fin}$.
- the space of torsion-free abelian groups of rank $n$, with the equivalence relation of isomorphism denoted $\cong_n$.
- the space of torsion-free, p-local abelian groups of rank $n$, with the equivalence relation of isomorphism related $\cong_p^n$ (for $p$ a prime number).

Using Zimmer’s notion of super-rigidity, and the Kurosh-Mal’cev $p$-adic localization technique, Thomas ([90],[89]) proved the following results except 1 which is due to Baer. The fifth item is joint work of Thomas and Velickovic [91]:

1. $\cong_1 \cong E_0$,

2. for $n \geq 1$, $\cong_n$ is strictly $SZ_B$ below $\cong_{n+1}$. In symbols:
   
   $\cong_n \cong_{SZ_B} \cong_{n+1}$.

3. for distinct primes $p, q$ and $n \geq 2$, the relations $\cong_p^n, \cong_q^n$ are $SZ_B$-incomparable,

4. for each prime $p$ and each $n \geq 1$, $\cong_p^n \cong_{SZ_B} \cong_{n+1}$ in the strict sense,

\[18\] Hjorth showed that for $n > 1$, $\cong_n \cong_{SZ_B} \cong_1$ using elementary techniques. (See [43].)
5. If $\simeq_{\infty}$ is the relation of isomorphism for finitely generated groups, then $E_{\infty} \sim_B (\simeq_{\infty})$.

These results can be best summarized in figure 3.

![Figure 3: The Thomas diagram](image)

6.2 General Polish Group actions

We first give an example of a Polish group action that is not reducible to an $S_{\infty}$-action but is still Borel.

**Example.** Let $\mathcal{U}$ be the collection of unitary operators on a separable Hilbert Space $H$ and $\mathcal{N}$ be the collection of normal operators on $H$. Let $E$ be the equivalence relation on $\mathcal{U}$ given by conjugacy of $\mathcal{N}$. The Spectral Theorem shows that equivalence relation of unitary conjugacy of normal operators on a Hilbert space can be reduced to mutual
absolute continuity of measures on the unit circle. The latter can be checked to be Borel using the Suslin Theorem.¹⁹

However it was proved by Kechris and Sofronides that this equivalence relation is not reducible to an $S_\infty$-action. They use the turbulence of the $\ell^2$-action on $\mathbb{R}^N$. (See [53].)

A related example is the maximal unitary group action. This was shown by Pestov and Gao ([32]) to lie $\leq_2^B$ above the maximal $\ell_1$-action, which lies above all Abelian Polish group actions. In particular it is not reducible to any $\ell_1$-action. Kanovei ([47]) showed that the maximal unitary group action is not reducible to any $\ell_1$-action.

The collection of Koopman operators that arise from measure-preserving transformations on a measure space $(X, \mathcal{B}, \mu)$ is a closed subgroup of the group of unitary transformations on $L^2(X)$. Thus it follows from the Mackey-Hjorth theory (Theorem 44) that the isomorphism action of the measure-preserving transformations on the ergodic transformations is reducible to the maximal unitary group action.

Choquet Simplexes An example of a natural equivalence relation of maximal $\leq_2^B$-complexity among Polish group actions is due to Sabok.

Recall that a Choquet simplex is a compact, separable, affine space $X$ such that any point $x \in X$ is the integral of a unique measure concentrated at the extreme points of $X$. There is a Choquet simplex, the Poulsen simplex, which is universal in the sense that every Choquet simplex can be embedded as a face. This puts a Polish topology on the collection of Choquet simplexes. Let $(\mathcal{C}, \tau)$ be this Polish space.

Set two Choquet simplexes $S_1, S_2$ equivalent if there is an affine homeomorphism taking $S_1$ to $S_2$. Let $\text{AFF}(\text{Poulsen})$ be the group of affine homeomorphisms of the Poulsen simplex. Then $\text{AFF}(\text{Poulsen})$ is a Polish group and its natural action on $\mathcal{C}$ maps faces to faces, so $\text{Aff}(\text{Poulsen})$ acts on $\mathcal{C}$ by a Polish action.

Lindenstrauss, Olsen and Sternfeld ([62]) showed that any affine homeomorphism between two proper subfaces of the Poulsen extends to an affine homeomorphism of the whole simplex. It follows that the action of $\text{AFF}(\text{Poulsen})$ on $\mathcal{C}$ coincides with the relation of being affinely homeomorphic. Thus we can view the equivalence relation of being affinely homeomorphic as the orbit equivalence relation of a Polish group action.

M. Sabok ([85]) showed that affine homeomorphism of Choquet simplices is $\leq_2^B$-maximal among equivalence relations induced by Polish group actions:

¹⁹This was extended by Ding and Gao ([12]) to the conjugacy action of all bounded linear operators on the unitary operators.
Theorem 45. (Sabok) Every orbit equivalence relation of a Polish group action is $\preceq^2_B$-reducible to the equivalence relation of affine homeomorphism of Choquet simplices.

6.3 Borel equivalence relations that don’t arise from a Polish Group Actions

Kechris and Louveau defined a Borel equivalence relation $E_1$ on $\{0,1\}^{\mathbb{N}\times\mathbb{N}}$ that is not reducible to any Polish group action and is moreover $\preceq^2_B$-minimal with these properties.

View $\{0,1\}^{\mathbb{N}\times\mathbb{N}}$ as the collection of infinite sequences $\langle x_n : n \in \mathbb{N} \rangle$ where $x_n \in \{0,1\}^\mathbb{N}$. Set $\langle x_n \rangle_n E_1 \langle y_m \rangle_m$ if and only if there is an $N$ for all $n > N, x_n = y_n$. Note that this is an analogue of $E_0$ where elements of $\{0,1\}$ have been replaced by elements of $\{0,1\}^\mathbb{N}$ and the equivalence relation is eventual equality.

Theorem 46. (Kechris-Louveau, [51]) $E_1$ is Borel and not reducible to a Polish group action.

We now give another example arising in topology. Let $\mathcal{X}$ be the collection of compact separable metric spaces with $\mathbb{N}$ as a dense subset. Then $\mathcal{X}$ carries a natural Polish topology.

We define the notion of bi-Lipschitz equivalence. For compact separable metric $\mathcal{K}_1, \mathcal{K}_2$ set $\mathcal{K}_1 R \mathcal{K}_2$ if and only if there is a bijection $f : \mathcal{K}_1 \to \mathcal{K}_2$ such that both $f, f^{-1}$ are Lipschitz. The following theorem appears in [83].

Theorem 47. (Rosendal) The equivalence relation $R \subseteq \mathcal{X} \times \mathcal{X}$ is Borel but not reducible to a Polish group action.

The Rosendal theorem is proved by reducing $E_1$ to bi-Lipschitz equivalence and applying Theorem [51]. It is conjectured that $E_1$ is $\preceq^1_B$-below every Borel equivalence relation that is not reducible to a Polish group action. This is Open Problem 16.

6.4 The maximal analytic equivalence relation

While it was a folklore result that there is a maximal equivalence relation among all analytic equivalence relation, the construction was quite abstract. In [17] Ferenczi, Louveau and Rosendal gave a natural example. It is an equivalence relation on the Polish space of separable Banach spaces, which can be viewed as the collection of closed subspaces of $\mathbb{C}([0,1])$ endowed with the Effros Borel structure.
Theorem 48. (Ferenczi, Louveau, Rosendal) The relation of isomorphism between separable Banach spaces is maximal among all analytic equivalence relations.

Since there are equivalence relations that are not reducible to Polish group actions, and the Ferenczi, Louveau, Rosendal example is maximal, it follows that the Ferenczi, Louveau, Rosendal example does not arise as a Polish group action.

We can now put these examples into the basic benchmark regions:
7 Placing dynamical systems in each section

7.1 Measure Isomorphism

The relationship between measure isomorphism and descriptive complexity is better understood than the relationship between topological conjugacy and descriptive set theory.

Work of Mitin ([68]) and Ryzhikov ([84]) studies measure-preserving transformations and show that they encode the theory of Peano Arithmetic. As a result many questions about them are recursively undecidable. In this section we will focus on Borel reducibility.

---

Figure 4: Classes placed in regions of complexity
7.1.1 Systems with Numerical Invariants

The clearest example here is the class of Bernoulli Shifts. As noted in Section 2.4.1, the collection of measure-preserving transformations isomorphic to a Bernoulli shift has a structure theory and Ornstein’s Theorem (Theorem 9) shows that entropy is a complete numerical invariant.

7.1.2 Reducing $E_0$ to dynamical systems

A remarkable theorem of Feldman from a paper published in 1974 ([15]), shows the following result:

Theorem 49. The equivalence relation $E_0$ is continuously reducible to isomorphism of $\mathcal{K}$-automorphisms.

Feldman’s paper predated the language and definitions given in this paper, however his proof is easily translated into the proof given in section 5.2 after theorem 34.

Surprisingly it is not known if the conjugacy relation for $\mathcal{K}$-automorphisms is Borel. (See Open Problem 4.) Nor is it known if it can be reduced to an $S_{\infty}$-action.

7.1.3 A class bi-reducible to $=^+$. 

In theorem 12, Halmos and von Neumann showed that two discrete spectrum measure-preserving transformations are isomorphic if and only if their associated Koopman operators have the same eigenvalues. In tracing the proof (see [18]) one sees that this is a reduction of isomorphism to $=^+$ on the complex unit circle.

The reduction in the other direction also uses the Halmos-von Neuman theory. First observe that there is a dense $G_\delta$ subset $I$ of the complex unit circle $S^1$ such that any $\xi_1, \xi_2, \ldots, \xi_n$ which belong to $I$ are algebraically independent.

To each $\xi = \langle \xi_n : n \in \mathbb{N} \rangle$ with $\xi_n \in I$, let $G_\xi$ be the multiplicative subgroup of $S^1$ generated by $\xi$ and consider its Pontryagin dual $\hat{G}_\xi$ consisting of all characters of the group $G_\xi$. Let $\chi$ be the identity map from $G_\xi$ to the unit circle. Then $\hat{G}_\xi$ is a monothetic abelian group generated by $\chi$. Multiplication by $\chi$ in $\hat{G}_\xi$ preserves Haar measure and is an ergodic measure-preserving transformation $T_\xi$. The Koopman operator of $T_\xi$ has $G_\xi$ as its group of eigenvalues.

Summarizing: the map that takes $\xi$ to $(\hat{G}_\xi, \mathcal{B}, \text{Haar}, T_\xi)$ is a reduction of the equivalence relation $=^+_I$ to isomorphism of discrete spectrum measure-preserving transformation. The upshot is the following which appeared in [18]:
Theorem 50. (Foreman-Louveau) Isomorphism of discrete spectrum measure-preserving transformations is Borel bi-reducible to $=^+$. 

7.1.4 Isomorphism is not reducible to any $S_\infty$-action.

Hjorth [42] showed that there is a turbulent equivalence relation that is $\leq_3^2$ reducible to isomorphism for ergodic height 2 measure distal transformations (see section 5.5 for a discussion of turbulence). It follows that:

Theorem 51. (Hjorth) Isomorphism for ergodic measure-preserving transformations is not reducible to an $S_\infty$-action.

Foreman and Weiss ([23]) improved Hjorth’s result by showing that the relation of isomorphism of ergodic measure transformations is itself a turbulent equivalence relation.

Theorem 52. (Foreman-Weiss) Let $MPT([0,1])$ be the group of measure-preserving actions on $[0,1]$ with the usual Polish topology and $EMPT([0,1])$ be the collection of ergodic transformations. Then the conjugacy action of $MPT([0,1])$ on $MPT([0,1])$ is turbulent.

From the remark following Theorem 43, that generic classes of measure-preserving transformations, such as the ergodic or weakly mixing transformations, are also turbulent. Hence isomorphism is not reducible to an $S_\infty$-action.

Corollary 53. Let $C$ be a dense $G_\delta$ collection of measure-preserving transformations in $[0,1]$. Then the isomorphism relation on $C$ is not reducible to an $S_\infty$-action.

7.1.5 Isomorphism is not Borel

In [42] Hjorth showed that the isomorphism relation between measure-preserving transformations is not Borel. However his proof used non-ergodic transformations in an essential way.

Foreman, Rudolph and Weiss showed the following results ([22]):

Theorem 54. (Foreman, Rudolph, Weiss) Let $G$ be the group of measure-preserving transformations of $[0,1]$ with the standard Polish topology and $EMPT$ be the ergodic transformations in $G$. The conjugacy action on $G$ is complete analytic. In particular it is not Borel.

Using the method of suspensions on can lift these results to $\mathbb{R}$-actions ([22]).
Corollary 55. The isomorphism relation between ergodic measure-preserving $\mathbb{R}$-flows is complete analytic, and hence not Borel.

In unpublished work, Foreman was able to establish the following:

**Theorem 56.** Isomorphism of countable graphs is reducible to isomorphism for measure-preserving transformations.

Combining these results with Corollary 53, we get:

**Corollary 57.** The equivalence relation of isomorphism of measure-preserving transformations is strictly above $S_\infty$-actions in $\preceq_2 B$.

Theorem 56 also provides a second proof of the Kechris-Sofronidis result that the maximal unitary action is strictly above the maximal $S_\infty$-action.

One can ask for more information in placing the relation of measure isomorphism on $EMPT$ in the $\preceq_2 B$ relation. It was proved by Kechris and Tucker-Drob in [54] that the relation of unitary equivalence of normal operators is reducible to measure isomorphism on $EMPT$. Since the unitary equivalence is Borel and isomorphism of ergodic measures is not, unitary equivalence is strictly $\preceq_2 B$ below isomorphism of ergodic measures.

**Theorem 58.** (Kechris, Tucker-Drob) The relation of unitary equivalence of normal operators is $\preceq_2 B$ below isomorphism of ergodic measure-preserving transformations. By Theorem 54 the relation is strict.

Shortly after this paper was written B. Weiss was proved the following result, as yet unpublished:

**Theorem.** (Weiss) Let $G$ be a countable group. Let $X$ be the space of homomorphisms of $G$ to $MPT([0,1])$ such that the action is free and ergodic. If $G$ is of the form $H \times \mathbb{Z}$, then there is a Borel reduction from the isomorphism relation on $X$ to the isomorphism relation on $\mathbb{Z}$-actions.

**Corollary.** If $G = \mathbb{Z}^d$ for $d \geq 1$ then there is a Borel reduction from free measure preserving $G$-actions to measure preserving $\mathbb{Z}$-actions.

### 7.1.6 Smooth measure-preserving transformations

Much of the motivation for studying measure isomorphism is to classify the quantitative behavior of solutions to ordinary differential equations. The reductions built in Theorems 54 and 56 take their ranges in the collection of ergodic measure-preserving
transformations with non-trivial odometer factors. There are no known measure-preserving transformations on compact manifolds that have odometer factors. This is a special case of the classical **Realization Problem** (Open Problem 8). A statement of the problem appears in 1975 in a paper of Ornstein ([75]) and the problem is attributed to Katok by Hasselblatt in [41].

The natural question to ask is whether the measure isomorphism relation between volume preserving diffeomorphisms on a compact manifold is Borel. Does the additional structure provided by being $C^\infty$ give enough information about measure-preserving transformations to determine isomorphism?

The answer is no:

**Theorem 59.** (Foreman, Weiss) The isomorphism relation between Lebesque measure-preserving $C^\infty$ transformations on the 2-torus $\mathbb{T}^2$ is complete analytic. In particular it is not Borel.

**Remark.** The techniques of Theorem 56 adapt exactly to prove the analogous result for smooth measure-preserving transformations. However, because the isomorphism relation on smooth measure-preserving transformations is not a group action, the technique of turbulence is not directly applicable. Thus it is possible that the measure isomorphism relation on $C^\infty$ transformations on the 2-torus is $\leq_\mathcal{B}$ bi-reducible with the maximal $S_\infty$-action. This is the content of Open Problem 11.

The proof of Theorem 59 involves three steps:

1. Identify a class of symbolic shifts (the circular systems) that are realizable using the Anosov-Katok ABC method.

2. Show that the class of measure-preserving transformations containing an odometer has the same factor and isomorphism structure as the class of circular systems. They are “isomorphic” categories by an isomorphism $\Phi$.

3. Build a reduction from the space of ill-founded trees to the odometer systems, use the isomorphism $\Phi$ to transfer the range to the circular systems and then the ABC method to realize the results as diffeomorphisms.

The proofs appear in the three papers: [25], [24], [26].

We note that these results give no upper bound on the complexity of the isomorphism relation for ergodic measure-preserving transformations, other than the obvious one—that of the maximal Polish group action. Hence we ask the question:

Is the maximal Polish group action reducible to isomorphism of ergodic measure-preserving transformation?

This is Open Problem 12.
7.1.7 Kakutani Equivalence

An important relation in ergodic theory is Kakutani equivalence (see [92] for a nice exposition).

Let \( T \) be a measure-preserving transformation on a standard measure space \((X, \mathcal{B}, \mu)\). Let \( A \in \mathcal{B} \) be a set of positive measure and define \( \mu_A : P(A) \cap \mathcal{B} \to [0, 1] \) by setting

\[
\mu_A(B) = \frac{\mu(\mu^{-1}(B) \cap A)}{\mu(A)}.
\]

By Poincare recurrence, for almost all \( x \in A \), there is an \( n > 0 \) such that \( T^n(x) \in A \). Let \( n(x) \) be the least such \( x \) and \( T_A(x) = T^{n(x)}(x) \). Then \( T_A : A \to A \) and is a measure-preserving transformation. If \( T \) is ergodic then \( T_A \) is ergodic.

**Definition 60.** Two ergodic transformations \((X, \mathcal{B}, \mu, T)\) and \((Y, \mathcal{C}, \nu, S)\) are said to be Kakutani equivalent if there are positive measure sets \( A \in \mathcal{B} \) and \( B \in \mathcal{C} \) such that \( T_A \) is isomorphic to \( S_B \).

Gerber and Kunde [33] proved the following theorem, following the general steps of the proof of Theorem 59, but with significant improvements.

**Theorem 61.** The equivalence relation of Kakutani equivalence on ergodic measure-preserving diffeomorphisms of the 2-torus is complete analytic. Hence it is not a Borel equivalence relation.

Because Kakutani equivalence for measure-preserving diffeomorphisms is \( \preceq_B^2 \) reducible to Kakutani equivalence for general measure-preserving transformations, the following is immediate:

**Corollary 62.** The equivalence relation of Kakutani equivalence on the space of ergodic measure-preserving transformations on \([0, 1]\) is complete analytic and hence not Borel.

Gerber and Kunde also proved an \( \mathbb{R} \)-flow version of Corollary 62.

**Definition 63.** Let \( F = \{f_t : t \in \mathbb{R}\} \) be a measure-preserving \( \mathbb{R} \)-flow on \((X, \mu)\). A reparametrization of \( F \) is a jointly measurable function \( \tau : X \times \mathbb{R} \to \mathbb{R} \) such that for almost every \( x \) the map \( t \mapsto \tau(x, t) \) is a homeomorphism of \( \mathbb{R} \) and the map \( (x, t) \mapsto f_{\tau(x,t)}(x) \) is a measure-preserving flow on \( X \).

If \( G = \{g_t : t \in \mathbb{R}\} \) is another measure-preserving flow on \( X \), then \( F \) and \( G \) are isomorphic up to a homeomorphic time change if there is a reparameterization

\[\text{Chronologically, the corollary preceded the theorem.}\]
\( \tau \) of \( F \) and a measure-preserving transformation \( \phi : X \to X \) such that for all \( t \) and almost every \( x \):

\[
g_t(\phi(x)) = \phi(f_{\tau(x,t)}(x)).
\]

The Gerber-Kunde techniques extend to show:

**Corollary 64.** The equivalence relation of isomorphism up to a homeomorphic time change for \( C^\infty \) measure-preserving flows is complete analytic and hence not Borel.

The proofs of the Gerber-Kunde theorems do not give information about \( \preccurlyeq^B \) reducibility to any of the benchmark analytic equivalence relations. (This is Open Problem 13.)

### 7.1.8 The summary diagram

The following diagram summarizes this section. The \( \mathcal{K} \)-automorphisms are not on the diagram because, other than being above \( E_0 \), their position is not known. For the same reason the Kakutani equivalence relation is not on the diagram.
Figure 5: measure-preserving systems
7.2 Topological Conjugacy

In this section we discuss the qualitative behavior as proposed by Smale. We do this in both the zero-dimensional and the smooth contexts. “Equivalence” in this context means conjugate by a homeomorphism.

After this paper was finished Joint work of the author and Gorodetski improved the results for smooth transformations on manifolds with the equivalence relation of topological conjugacy to all dimensions at least one. These will appear in a future paper.

7.2.1 Smooth transformations with numerical invariants

As discussed in section 2.6, the collection of smooth transformations that is structurally stable has complete numerical invariants. These include the classes of Anosov and Morse-Smale diffeomorphisms. It is not clear how far, if at all, these classes can be extended and still have complete numerical invariants.

7.2.2 Diffeomorphisms of the torus above $E_0$.

Foreman and Gorodetski showed that there are diffeomorphisms of any manifold of dimension at least 2 that are $\prec^2_B$ above $E_0$. It follows that topological conjugacy for general diffeomorphisms is not numerically classifiable.

Theorem 65. (Foreman, Gorodetski) Let $M$ be a $C^k$ manifold of dimension at least 2 and $1 \leq k \leq \infty$. Then there is a continuous reduction $R$ from $E_0$ to the collection of $C^k$ diffeomorphisms with the relation of topological conjugacy.

Remark. In fact, the construction creates a reduction that takes values on the boundary of the Morse-Smale diffeomorphisms of the torus.

We give here a nearly honest proof, which is relatively easy to illustrate with a picture.

Let $M$ be a manifold of dimension at least 2. We take it to have dimension 2 for convenience (see figure 6). We work inside a neighborhood diffeomorphic to $\mathbb{R}^2$. Choose two points (the left star and the right star) and four sequences of disks. The disks’ diameters go to zero at the same relatively fast rate and two of them converge to the left point and two of them converge to the right point. There are two lines, that separate the region into four parts. Each part contains exactly one of the sequences of disk. One of the lines passes through the left and right points, giving a notion of upper and lower sequences.
1. The support of the diffeomorphism is the closure of the interiors of the disks.

2. The diffeomorphism rotates each interior circle around the center of each disk and each disk contains a subdisk that the diffeomorphism rotates by a constant amount. (The subdisks are indicated by the shading.)

3. Each of the sequence of disks above the horizontal line is identified with a fixed sequence of rotation numbers tending to zero and these are different for the two sequences.

4. There is a fixed sequence of different rotation numbers with $|r_n| < 1/2$ and $\langle r_n : n \in \mathbb{N} \rangle$ tending to zero, with infinitely many positive and infinitely many negative.

5. The lower subdisks have rotation numbers $\langle \pm r_n : n \in \mathbb{N} \rangle$.

6. The lower subdisks then code an infinite sequence of 0’s and 1’s depending on whether they agree on the sign of the rotation in the $n^{th}$ subdisk.

The reduction $R$ maps $\{0, 1\}^\mathbb{N}$ to diffeomorphisms built with the two points and the sequences of disks. Given $f : \mathbb{N} \rightarrow \{0, 1\}$, $R(f)$ is the diffeomorphism that
• rotates the $n$-th subdisc of lower right sequence in the positive direction and lower left sequence in the negative direction if $f(n) = 1$

• rotates the $n^{th}$ subdisk of the lower left sequence in the positive direction and the $n^{th}$ subdisk of the lower right sequence in the negative direction if $f(n) = 0$.

By construction, on the range of $R$, each conjugating homeomorphism of $\mathbb{R}^2$ must take the sequences of upper disks to themselves, and only swap finitely many of the lower disks. Thus $R$ is a reduction of $E_0$ to topological conjugacy.

This example is, in many ways, unsatisfying. It is the identity on large portions of the space. This raises myriad questions. A simple one to frame is the following (See Open Problem 14.)

Does $E_0$ reduce to the collection of topologically minimal diffeomorphisms of the 2-torus with the relation of topological conjugacy?

7.2.3 A dynamical class that is $\preceq_B^2$ maximal for countable equivalence relations

A well-studied class of dynamical systems is the collection of finite subshifts. These are closed, shift-invariant subsets of $\Sigma^\mathbb{Z}$ for a finite alphabet $\Sigma$.

Let $C$ be the class of finite subshifts. If $\Sigma$ is the alphabet then a finite code or block code is a function $c : \Sigma^l \to \Sigma$ for some $l \in \mathbb{N}$. Then $c$ determines a mapping $c^* : \Sigma^\mathbb{Z} \to \Sigma^\mathbb{Z}$, where $c^*(f)$ is achieved by “starting at zero and sliding $c$ along $f$ in both directions.” At each location $f$ restricted to the $l$-sized window is input into $c$ which outputs a value in $\Sigma$.

If $K$ and $K'$ are compact subshifts and conjugate by a homeomorphism $h$, then that homeomorphism is given by a pair of finite codes, one for $h$ and one for $h^{-1}$ . (See [61].) Since there are only countably many finite codes, it follows that the equivalence relation has only countable classes.

Clemens (see [11]) showed that general problem of homeomorphism is $\preceq_B^2$-maximal among equivalence relations with countable classes.

**Theorem 66.** (Clemens) The relation of topological conjugacy between subshifts of $\Sigma^\mathbb{Z}$ (with $\Sigma$ finite) is $\preceq_B^2$ maximal among analytic equivalence relations with countable classes.

7.2.4 An example of a maximal $S_\infty$-action from dynamical systems.

Since every perfect Polish space contains a homeomorphic copy of the Cantor set, it is natural to ask what the complexity is of the collection of homeomorphisms of
the Cantor set with the relation $E$ of topological conjugacy. This was answered by Camerlo and Gao ([9]).

**Theorem 67.** (Camerlo-Gao) Topological conjugacy of homeomorphisms of the Cantor set is bi-reducible with a maximal $S_\infty$-action.

As in the case of the smooth examples that exhibit high complexity (Theorems 65, 68) the transformations in the range of the reduction are far from being minimal. Thus we have the corresponding question: is topological conjugacy of minimal homeomorphisms of the Cantor set bi-reducible with the maximal $S_\infty$-action? What about topologically transitive? (See Open Problem 15.)

### 7.2.5 Topological conjugacy of diffeomorphisms is not Borel

It might be expected that for objects as concrete as a $C^k$ diffeomorphism of a compact manifold, topological conjugacy would be Borel. However, in dimensions 5 and above it is known not to be the case.

**Theorem 68.** (Foreman, Gorodetski) Let $M$ be a $C^k$ smooth manifold of dimension at least five and $1 \leq k \leq \infty$. Then the relation of Graph Isomorphism on countable graphs is reducible to topological conjugacy of $C^k$ diffeomorphisms of $M$.

Because $Graph\ Isomorphism$ is a $\preceq_2^B$-maximal $S_\infty$-action, it is complete analytic. Hence the following corollary is immediate.

**Corollary 69.** Let $M$ be a smooth manifold of dimension at least five. Then the equivalence relation of topological conjugacy on the space of diffeomorphisms of $M$ is complete analytic. In particular it is not Borel.

The reduction used in the proof of Theorem 68 can be explained with pictures (although a rigorous proof requires some work).

Fix a graph $G$ with vertices $\mathbb{N}$. Consider the solid unit ball in $\mathbb{R}^3$ and choose a set $I = \langle p_n : n \in \mathbb{N} \rangle$ of countably many algebraically independent points tending to the south pole. Draw line segments between each pair of points and between each point and the south pole. The result is a complete graph on countable many points: the independent points together with the south pole.

Let $G = (\mathbb{N}, E)$ be an arbitrary countable graph. Start the reduction by identifying $\mathbb{N}$ with the countably many points, but not the south pole. (Figure 7.)

The coding device is to put disjoint five dimensional “cigars” around each of the lines between the points in $I$. Given a graph $G$ with vertices $\mathbb{N}$, the support of the diffeomorphism $f_G$ that will be the image of $G$ under that reduction, will be the
closure of the cigars. The diffeomorphism \( f_G \) either flows towards the center of the cigar if the points connected by the cigar are connected in \( G \) or flows away from the center if they are not connected.

To show this is a reduction one must show that if we are given two graphs \( G = (\mathbb{N}, E) \) and \( H = (\mathbb{N}, F) \), then the reduction produces diffeomorphisms \( f_G \) and \( f_H \) such that

- \( G \) is isomorphic to \( H \)
- \( f_G \) is topologically equivalent to \( f_H \).

If \( f_G \) is topologically equivalent to \( f_H \) then the witnessing homeomorphism fixes the south pole and induces a permutation of the points in \( I \). This, in turn, gives a permutation of the natural numbers that is an isomorphism between the graphs \( G \) and \( H \).
The difficult direction is the opposite. Suppose that we are given a bijection \( \phi : \mathbb{N} \to \mathbb{N} \) that is an isomorphism between \( G \) and \( H \). We need to find a homeomorphism that mimics \( \phi \)'s behavior on the countable set \( I \) and fixes the south pole of the ball in \( \mathbb{R}^3 \). For a single transposition, this is easy in four dimensions. (See figure 9.) However even two transpositions can interfere with each other. Having five dimensions gives sufficient room to prevent this.

Figure 9: Using the fourth dimension to swap two elements of the unit ball in \( \mathbb{R}^3 \).

7.2.6 The summary diagram

The following diagram summarizes the situation for topological conjugacy of diffeomorphisms, as of July 1, 2022. The section above describes what was known on February 1, 2022 and hence does not exactly correspond with the diagram.
Figure 10: Conjugacy by Homeomorphisms
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A Descriptive Set Theory facts

We give a very quick review of descriptive set theoretic facts used in this article. For a survey that includes complete proofs of the facts stated here, see the article *Naive Descriptive Set Theory* ([19]). That article does not assume any familiarity with logic.

We assume the reader is familiar with the ordinals (see Halmos’ *Naive Set Theory*) which are canonical representatives for any well-ordering. Ordinality is concerned with order, as opposed to cardinality which is concerned with size as determined by bijections. The start with the natural numbers 0, 1, 2, ... which form the ordinal $\omega$, and continue by putting a point on top to get $\omega + 1$:

\[
\begin{array}{cccccc}
\text{the countable ordinals} & \\
0 & 1 & 2 & 3 & 4 & 5 & 6 & \omega & \omega + 1 & \omega + 2 & \omega \times 2 & \omega \times \omega & \omega_1
\end{array}
\]

Figure 11: A few ordinals

After this a second copy of $\omega$ to get $\omega + \omega = \omega \times 2$. Every ordinal $\alpha$ has an immediate successor, $\alpha + 1$, and every collection of ordinals has a supremum. Every ordinal is either a successor ordinal or a limit ordinal. Informally ordinals are defined to be the set of smaller ordinals. So 0 is the empty set, 1 = \{0\} and so forth. (See [38], [46] or [60] for explanation.) We will use this convention here: $\alpha = \{\beta : \beta$ is an ordinal and $\beta < \alpha\}$.

In ZFC, the ordinals give canonical representatives of the isomorphism types of every well-ordering. The Axiom of Choice is equivalent to the statement that every set can be well-ordered. It follows that there are ordinals of every cardinality. The smallest uncountable ordinal is called $\omega_1$. Because the collection of real numbers is uncountable, it has cardinality at least the cardinality of $\omega_1$ and Cantor’s *Continuum Hypothesis* says that the two cardinalities are the same.

Descriptive set theory is largely concerned with *Polish Spaces* $X$—these are topological spaces whose topology is compatible with a separable complete metric. A Polish space is *perfect* if it contains no isolated points. A measure on a Polish space is *standard* if open sets are measurable, it is non-atomic, complete and separable.

Very very roughly, the main topic of descriptive set theory is understanding what can be done without the use of the uncountable Axiom of Choice. For example, the Polish spaces contain the hierarchy of *Borel Sets*, the smallest $\sigma$-algebra of subsets...
X containing the open sets. This algebra is built by induction on the ordinals in a hierarchy of length $\omega_1$. Heuristically it contains all sets that can be built with inherently countable information.

For classifying dynamical systems, Borel sets are not sufficient. One needs analytically and co-analytic sets. These are extensions of the Borel sets that are nonetheless universally measurable.

We now give an inductive construction of the Borel sets that begins with the open sets. To keep track of the level of complexity of the set, we introduce the following “logical” notation:

**Definition 70.** Let $(X, \tau)$ be a Polish topological space. The levels of the Borel hierarchy are as follows:

1. $\Sigma^0_1$ sets are the open subsets of $X$.
2. $\Pi^0_1$ sets are the closed sets.
3. Suppose the hierarchy has been defined up to (but not including) the ordinal level $\alpha < \omega_1$. Then $A \in \Sigma^0_\alpha$ if and only if there is a sequence $\langle B_i \mid i \in \omega \rangle$ of subsets of $X$ with $B_i \in \Pi^0_{\beta_i}$ such that for each $i \in \omega$, $\beta_i < \alpha$ and
   
   $$A = \bigcup_{i \in \omega} B_i.$$

4. $B \in \Pi^0_\alpha$ if and only if there is a subset of $X$, $A \in \Sigma^0_\alpha$ such that $B = X \setminus A$.
5. We write $\Delta^0_\alpha = \Sigma^0_\alpha \cap \Pi^0_\alpha$.

The second and fourth items imply that the collection defined this way is closed under complements and the third item says, in particular, that $\Sigma^0_\alpha$ sets are constructed by taking arbitrary countable unions of sets of lower complexity. Thus $\Sigma^0_\alpha$ sets are closed under countable unions and $\Pi^0_\alpha$ sets are closed under countable intersections. But none of the $\Sigma^0_\alpha$’s are closed under countable intersections, nor are the $\Pi^0_\alpha$’s closed under unions. Thus these definitions organize the Borel sets in a hierarchy of length $\omega_1$. Because $\omega_1$ has uncountable cofinality, $\bigcup_{\alpha < \omega_1} \Sigma^0_\alpha = \bigcup_{\alpha < \omega_1} \Pi^0_\alpha$ forms a $\sigma$-algebra.

Here are some facts:

**Fact.** Let $X$ be an uncountable Polish space. Then for all countable $\alpha$:

- $\Sigma^0_{\alpha+1} \neq \Pi^0_{\alpha+1}$. 

Both $\Sigma_{\alpha}^0$ and $\Pi_{\alpha}^0$ are proper subsets of $\Delta_{\alpha+1}^0$.

In turn, each $\Delta_{\alpha}^0$ is a proper subset of each $\Sigma_{\alpha+1}^0$ and each $\Pi_{\alpha+1}^0$.

These facts are summarized in figure 12.

![Figure 12: The construction of the Borel Sets.](image)

**Analytic and co-Analytic sets**  We now turn to the next type higher. We define two collections of universally measurable sets using projections.

Let $X$ and $Y$ be Polish spaces and $B \subseteq X \times Y$ be a Borel set. The set

$$A = \{x : (\text{for some } y)(x, y) \in B\} \quad (4)$$

is called an *analytic* set. It’s complement

$$C = \{x : (\text{for all } y)(x, y) \notin B\} \quad (5)$$

is called a *co-analytic* set. Note that we could get an equivalent definition of co-analytic by taking a Borel set $B^*$ and setting

$$C = \{x : (\text{for all } y)(x, y) \in B^*\}. \quad (6)$$

To be sure the definition is clear—the analytic sets are all sets of the form of $A$ in equation 4 with $B$ a Borel set. The co-analytic sets are all sets of the form in equation 5, or equivalently all sets of the form in equation 6 with $B$ a Borel set. For purposes of showing that a set is analytic or co-analytic it is useful to use logical notation: “for some $y$” can be be written $\exists y$ and “for all $y$” can be written $\forall y$. Informally analytic sets are “$(\exists y)\text{Borel}$” and co-analytic sets are “$(\forall y)\text{Borel}$.” Because products of Polish spaces are Polish, a set that can be written “$(\exists y)(\exists z)\text{Borel}$” is analytic and “$(\forall y)(\forall z)\text{Borel}$” is co-analytic.
Notation  The “$\Sigma^1_1$ sets” are the analytic sets and the “$\Pi^1_1$-sets” are the co-analytic sets.

**Fact.** Every perfect Polish space contains a non-Borel analytic set. Moreover, the analytic sets are closed under countable intersections and unions. Hence the co-analytic sets are also closed under unions and intersections.

In many ways the analytic and co-analytic sets function similarly to the open and closed sets.

Here is a remarkable theorem about the relationship between analytic and co-analytic sets due to Lusin with a very important corollary due to Suslin. (See [63], or section 3.5 of [19]. Reference [35] gives a popular history account.)

**Theorem 71.** (Lusin’s Separation Theorem) Suppose that $X$ is a Polish space and $A, B$ are disjoint analytic subsets of $X$. Then there is a Borel set $C$ with $A \subset C$ and $C \cap B = \emptyset$. (So $C$ separates $A$ from $B$.)

The next corollary is immediate.

**Corollary 72.** (Suslin’s Theorem) Let $A \subseteq X$. If both $A$ and $X \setminus A$ are analytic, then $A$ is Borel.

**Example 73.** For Borel group actions, the orbit equivalence relation is always analytic. If $G$ is acting on $X$ then

$$B = \{(x_0, x_1, g) : gx_0 = x_1\}$$

is a Borel set. The pair $(x_0, x_1)$ lies in the same $G$-orbit if and only if $(x_0, x_1) \in A$ where

$$A = \{(x_0, x_1) : (\text{for some } g)(x_0, x_1, g) \in B\}.$$

Thus being in the same orbit is analytic.

Similarly if $C$ and $D$ are Polish spaces of measure-preserving transformations and $E \subseteq D$ is a Borel set then

$$A = \{T \in C : (\text{for some measure isomorphism } \phi \text{ and some } S \in E) \phi \circ T = S \circ \phi \text{ (a.e.)}\}$$

is analytic.

From this one can see that the collection of measure-preserving transformations of $[0, 1]$ that are isomorphic to a Bernoulli shift is an analytic set (details in [18]). These results are weaker than Feldman’s paper where he shows that the collection of measure preserving transformations isomorphic to a Bernoulli shift is Borel ([15]). This is discussed in section 2.4.1.
**Example 74.** Let $X$ be a compact metric space. Then the collection of distal homeomorphisms of $X$ is a co-analytic set

Because

$$\left\{ (T, x, y) : x \neq y \text{ and (for some } q \text{) (for all } n, d(T^n(x), T^n(y)) > 1/q \right\}.$$ is Borel,

$$\left\{ T : (\text{for all } x \neq y) (\text{for some } q \text{ for all } n, d(T^n(x), T^n(y)) > 1/q \right\}.$$ is in the form of equation 6. It follows that the collection of distal homeomorphisms of $X$ is co-analytic.

**Reductions and hierarchies**

**Fact.** Let $X, Y$ be Polish spaces and $A \subseteq X$, $B \subseteq Y$. Let $f : X \to Y$ reduce $A$ to $B$.

- If $f$ is continuous and $B \in \Sigma^0_\alpha$ then $A \in \Sigma^0_\alpha$.
- If $f$ is continuous and $B \in \Pi^0_\alpha$ then $A \in \Pi^0_\alpha$.
- If $f$ is Borel and $B$ is analytic, then $A$ is analytic.
- If $f$ is Borel and $B$ is co-analytic, then $A$ is co-analytic.

**Orderings and pre-orderings** Let $(I, \leq_I)$ be a linear ordering of a set of cardinality less than or equal to the cardinality of the real numbers and $X$ a perfect Polish space. Let $C \subseteq X$ and $\pi : C \to I$ be a surjective function. Then $I$ is coded by the set of pairs $\leq_\pi = \left\{ (x, y) : \pi(x) \leq_I \pi(y) \right\}$ in the sense that the isomorphism type of $I$ can be recovered from $\leq_\pi$. Note that $\leq_\pi \subseteq X \times X$, and hence can be studied as a subset of a Polish space, with no direct mention of $I$ itself.

Of particular interest is the special case where $I$ is an ordinal $\alpha$ and $\leq_I$ is the well-ordering of the ordinals less than $\alpha$. In this case $\pi$ itself can be recovered by $\leq_\pi$. When $I$ is a well-ordering, the relation $\leq_\pi$ is called a *pre-well-ordering* because it is a pre-ordering and taking the quotient by the equivalence relation

$$x \sim y \text{ if and only if } (x \leq_\pi y \text{ and } y \leq_\pi x)$$

results in a well-ordering of the $\sim$ equivalence classes that is isomorphic to $\alpha$. When $I$ is a well-ordering the function $\pi$ is called a *norm.*
Example. Let \( WO \subseteq \{0, 1\}^{\mathbb{N} \times \mathbb{N}} \) be the set of characteristic functions of well-orderings of \( \mathbb{N} \). Then \( WO \) is a complete \( \Pi_1^1 \)-set.

The set \( WO \) is frequently called the collection of codes for well-orderings.

For notational convenience when \( \pi : C \to \alpha \) is a norm, it can be extended to all of \( X \) by adding a point, denoted \( \infty \) to the range of \( \pi \) and extending \( \pi \) by setting \( \pi(x) = \infty \) for every element of \( X \setminus C \).

The following definition is difficult to digest, but the technicalities turn out to be essential.

**Definition 75.** Let \( X \) be a Polish space, \( \alpha \) an ordinal, \( A \) a \( \Pi_1^1 \)-set and \( \pi : X \to \alpha \cup \{\infty\} \) be such that \( x \in A \) iff \( \pi(x) < \infty \). Then \( \pi \) is a \( \Pi_1^1 \)-norm iff the relations \( \leq^* \) and \( <^* \) are both \( \Pi_1^1 \)-relations where:

1. \( x \leq^*_\pi y \) iff \( x \in A \) and \( (\pi(x) \leq \pi(y)) \),
2. \( x <^*_\pi y \) iff \( x \in A \) and \( (\pi(x) < \pi(y)) \).

A motivated reader might ask why \( \Pi_1^1 \)? The answer is that an analogous \( \pi \) on a \( \Sigma_1^1 \) set can be shown not to exist.

The next proposition explains, in part, the importance of \( \Pi_1^1 \)-norms.

**Proposition 76.** Suppose that \( C \subseteq X \) is a \( \Pi_1^1 \)-set, with \( X \) Polish and \( \pi : C \to \omega_1 \) is a \( \Pi_1^1 \)-norm. Then \( B \subseteq C \) is Borel implies that there is a countable ordinal \( \alpha \) such that \( \pi[B] \subseteq \alpha \).

A corollary of this proposition is that if \( C \) is a \( \Pi_1^1 \) subset of a Polish space \( X \), \( \pi : X \to \omega_1 \cup \{\infty\} \) is a \( \Pi_1^1 \)-norm on \( C \), and \( A \subseteq X \) is a Borel set with \( \pi \) mapping a subset of \( A \) to a cofinal subset of \( \omega_1 \), then \( A \not\subseteq C \). This phenomenon is called overspill.

**The reduction property of co-analytic sets** The reduction property for \( \Pi_1^1 \)-sets is related to \( \Pi_1^1 \)-norms. It can be used to establish Lusin’s theorem.

**Theorem 77.** (The reduction property for \( \Pi_1^1 \)-sets.) Let \( X \) be a perfect Polish space. Suppose that \( A, B \subseteq X \) are \( \Pi_1^1 \)-sets. Then there are \( A_0 \subseteq A, B_0 \subseteq B \) with:

- \( A_0, B_0 \in \Pi_1^1 \)
- \( A_0 \cap B_0 = \emptyset \)
- \( A_0 \cup B_0 = A \cup B \).
B  Open Problems

The author has made no attempt to make a complete list of open problems—there are dozens. Nor have they attempted correct attributions. These are not even the most important problems, although some, such as Open Problem 8, are very classical and well studied. However they ask questions raised by this survey that may not appear in other places.

Open Problem 1. Are there complete numerical invariants for orientation preserving diffeomorphisms of the circle with irrational rotation number up to conjugation by orientation preserving diffeomorphisms?

Comment: After the first draft of this paper was written, Kunde solved this negatively by showing that the equivalence relation $E_0$ is reducible to diffeomorphisms with Liouvillean rotation number under the equivalence relation of conjugation by diffeomorphisms.

Open Problem 2. Is there an algorithm for determining whether two subshifts of finite type are conjugate by homeomorphisms?

Open Problem 3. Is the analogue of Theorem 8 true for groups besides $\mathbb{Z}$. For example: let $X$ be the space of Lebesgue measure preserving actions of $F_2$, the free group on two generators, on $[0,1]$. Is the collection of actions measure isomorphic to Bernoulli $F_2$-actions a Borel set?

Open Problem 4. Is measure isomorphism restricted to $\mathcal{K}$-automorphisms a Borel equivalence relation? Can it be reduced to an $S_\infty$-action?
What about measure isomorphism for weakly mixing transformations? Or other classes of transformations?

Open Problem 5. Consider various classes of ergodic probability measure preserving transformations such as weakly mixing, mixing, 0-entropy, and $\mathcal{K}$-automorphisms. Is there a $\preceq_B$ relationship between any of these classes, or between one of these classes and the class of arbitrary ergodic probability measure preserving transformations.

Open Problem 6. Is isomorphism for ergodic measure preserving transformations on $\sigma$-finite measure spaces Borel?
What is the $\preceq_B$ relationship between isomorphisms of ergodic probability measure preserving transformations and isomorphism of ergodic $\sigma$-finite measure preserving transformations?
Open Problem 7. Do the structure theorems for distality give Borel criteria for isomorphism? More precisely:

A. Let $X$ be the collection of minimal homeomorphisms on compact metric spaces and $\mathcal{D}$ be the collection of topologically distal transformations. Is there a Borel set $B \subseteq X \times X$ such that $B \cap (\mathcal{D} \times \mathcal{D})$ is the relation of topological conjugacy?

B. Let $\mathcal{MD}$ be the collection of ergodic measure distal transformations. Is there a Borel set $B \subseteq \text{EMPT} \times \text{EMPT}$ such that $B \cap (\mathcal{MD} \times \mathcal{MD})$ is the relation of measure conjugacy?

Open Problem 8. Suppose that $T : X \to X$ is an ergodic finite entropy transformation. Is there a compact manifold $M$ with a smooth volume element $\nu$ and a measure-preserving diffeomorphism $S$ such that $(X, \mathcal{B}, \mu, T)$ is measure isomorphic to $(M, \mathcal{C}, \nu, S)$?

Open Problem 9. Let $\mathcal{C}$ be the collection of diffeomorphisms of a compact manifold $M$ that are topologically conjugate to a structurally stable diffeomorphism. Let $E$ be the relation of topological conjugacy restricted to $\mathcal{C}$. Is $E$ Borel reducible to $\equiv$? In other words does $E$ have Borel computable, complete numerical invariants?

This can also be asked for any standard class of structurally stable transformations, such as the Morse-Smale transformations. Is the conjugacy relation Borel?

Similarly in classes where there are existing invariants (such as the schemes that are used in dimension 3 in [6]) one can ask whether those invariants are themselves Borel.

Open Problem 10. Is the relation of topological conjugacy Borel when restricted to Axiom A diffeomorphisms of a compact surface? Can $E_0$ be embedded into topological conjugacy for Axiom A transformations?

Open Problem 11. Let $M$ be a smooth manifold with a smooth volume element $\nu$. Let $\mathcal{SE}$ be the collection of smooth, ergodic, $\nu$-measure-preserving transformations of $M$. Is the measure isomorphism relation on $\mathcal{SE}$ bi-reducible with the maximal $S_\infty$-action?

Open Problem 12. (Sabok’s Conjecture) Is the measure isomorphism relation on ergodic measure-preserving transformations of the unit interval $\leq_\mathcal{B}^2$ bi-reducible with the maximal Polish group action?

Open Problem 13. Where does the Kakutani equivalence relation on ergodic measure-preserving transformations sit among the analytic equivalence relations in $\leq_\mathcal{B}^2$? Is it
reducible to an $S_{\infty}$-action? It is known to be a complete analytic set, hence not Borel (see Theorem 61).

In particular what is the $\preceq_2^B$ relationship between the equivalence relation of Kakutani equivalence and isomorphism between ergodic probability measure preserving transformations? Between Kakutani equivalence and isomorphism of ergodic measure preserving transformations on $\sigma$-finite measure spaces?

**Open Problem 14.** Does $E_0$ reduce to the collection of topologically minimal diffeomorphisms of the 2-torus with the relation of topological conjugacy? What about topologically transitive diffeomorphisms?

**Open Problem 15.** Is topological conjugacy of minimal homeomorphisms of the Cantor set bi-reducible with the maximal $S_{\infty}$-action? What about topologically transitive homeomorphisms?

**Open Problem 16.** Suppose that $F$ is a Borel equivalence relation on a Polish space that is not Borel reducible to the orbit equivalence relation of a Polish group action. Is $E_1 \preceq_2^B F$?
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