In powder diffraction data analysis, phase identification is the process of determining the crystalline phases in a sample using its characteristic Bragg peaks. For multiphasic spectra, we must also determine the relative weight fraction of each phase in the sample. Machine Learning algorithms (e.g., Artificial Neural Networks) have been applied to perform such difficult tasks in powder diffraction analysis, but typically require a significant number of training samples for acceptable performance. We have developed an approach that performs well even with a small number of training samples. We apply a fixed-point iteration algorithm on the labelled training samples to estimate monophasic spectra. Then, given an unknown sample spectrum, we again use a fixed-point iteration algorithm to determine the weighted combination of monophasic spectra that best approximates the unknown sample spectrum. These weights are the desired phase fractions for the sample. We compare our approach with several traditional Machine Learning algorithms.
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mineralization events. We therefore developed an approach, described in the next section, for estimating phase fractions given the spectrum of an unknown sample.

**Proposed Algorithm**

We present the proposed model by first describing the training process and then showing how data derived from training is used for estimating phase-fractions for unknown samples. Note that this is a supervised Machine Learning approach, unlike full-pattern summation [5, 4, 12] which requires building a reference library prior to fitting.

We used Leave-One-Out cross-validation by reserving one sample at a time for testing while all others are used for training. Let \( y_i(s) \) represent the intensity value for sample \( s \) at angle \( i \). Let \( \alpha_j(s) \) represent the percentage of phase \( j \) in sample \( s \). Let \( x_i(j) \) denote the reading that would be obtained at angle \( i \) if the sample consisted solely of phase \( j \). We denote the number of samples \( N \), the number of phases \( M \), and the number of angles \( K \).

Consider the model whereby the intensity achieved for sample \( s \) at angle \( i \) consists of a weighted combination of the intensities obtained for the individual components \( j \). As such the reading at angle \( i \) for sample \( s \) is approximated by

\[
\hat{y}_i(s) = \sum_{j=1}^{M} \alpha_j(s) x_i(j)
\]

(1)

Note that in the training set, we know \( \alpha_j(s) \) and \( y_i(s) \) but we do not know \( x_i(j) \) so we use the training set to obtain approximations to \( x_i(j) \) that provides the lowest error. The sum squared error for the approximation for sample \( s \) at angle \( i \) is given by

\[
E^2 = \sum_{i,s} (y_i(s) - \hat{y}_i(s))^2 = \sum_{i,s} \left( y_i(s) - \sum_{j=1}^{M} \alpha_j(s) x_i(j) \right)^2
\]

(2)

We then need to find values for \( x_i(j) \) for all \( i \) and \( j \) that minimizes \( E^2 \). If we take the partial derivative of \( E^2 \) with respect to \( x_i(j) \) we get

\[
\frac{\partial E^2}{\partial x_i(j)} = \sum_{s} -2 \alpha_j(s) \left( y_i(s) - \sum_{j'=1}^{M} \alpha_{j'}(s) x_i(j') \right)
\]

(3)

and setting to zero we get

\[
\sum_{s} \alpha_j(s) \left( y_i(s) - \sum_{j'=1}^{M} \alpha_{j'}(s) x_i(j') \right) = 0
\]

(4)

We use a coordinate gradient descent approach. For each variable, we take the derivative and update to the value that achieves a zero gradient. Note that this is a constrained optimization problem so if the zero gradient is achieved at a negative value then we instead set to zero.

\[
x_i(j) \leftarrow \max \left\{ \frac{1}{\alpha_j(s)^2} \sum_{s} \alpha_j(s) \left( y_i(s) - \sum_{j'=1,j'\neq j}^{M} \alpha_{j'}(s) x_i(j') \right), 0 \right\}
\]

(5)

Next, we describe how testing was performed. Once \( x_i(j) \) is solved for all \( i \) and \( j \), these can be used to compute our estimate of \( \alpha_j \) for a reserved test sample \( s \). These estimated values are denoted as \( \hat{\alpha}_j \). Knowing now \( x_i(j) \) estimated from the training set, we have \( \hat{y}_i(s) \). We now need to find \( \alpha_j(s) \). We let:

\[
\hat{\alpha}_j(s) = \sum_{j=1}^{M} x_i(j)
\]

The sum squared error is again given by

\[
E^2 = \sum_{i,s} \left( y_i(s) - \sum_{j=1}^{M} \alpha_j(s) x_i(j) \right)^2
\]
However, the partial derivative is now taken with respect to $\alpha_j(s)$ giving,

$$\frac{\partial E^2}{\partial \alpha_j(s)} = \sum_i -2x_i(j) \left( y_i(s) - \sum_{j' = 1}^{M} \alpha_{j'}(s)x_i(j') \right)$$

and by setting to zero:

$$\sum_i x_i(j) \left( y_i(s) - \sum_{j' = 1}^{M} \alpha_{j'}(s)x_i(j') \right) = 0$$

We use again a coordinate gradient descent approach. For each variable, we take the derivative and update to the value that achieves a zero gradient. If the zero gradient is achieved at a negative value, then that is instead set to zero.

$$\alpha_j(s) \leftarrow \max \left\{ \frac{1}{x_i(j)^2} \sum_i x_i(j) \left( y_i(s) - \sum_{j' = 1, j' \neq j}^{M} \alpha_{j'}(s)x_i(j') \right), 0 \right\}$$

(6)

The components of $\alpha_j(s)$ must sum to one, hence the following scaling is performed after completing each iteration.

$$\alpha_j(s) \leftarrow \frac{\alpha_j(s)}{\sum_j \alpha_j(s)}$$

(7)

These steps are repeated until convergence is achieved, typically after 15 iterations.

Let us now introduce a suitable performance metric. Consider a test sample, the vector of true phase fractions is denoted by $\alpha$ and the vector of predicted fractions by $\hat{\alpha}$. We write the $\|\alpha - \hat{\alpha}\|_2$ to represent the Euclidean distance between the vectors. The sum of the elements in each of the vectors $\alpha$ and $\hat{\alpha}$ is 1, hence one can show that the maximum value of this distance is $\sqrt{2}$. We define our performance metric $\rho$ as

$$\rho \equiv 1 - \frac{\|\alpha - \hat{\alpha}\|_2}{\sqrt{2}}$$

(8)

If therefore $\alpha = \hat{\alpha}$, then $\rho = 1$ implying a perfect prediction. Supposing there is actually only one phase, and the model predicts one phase as well, but that the predicted is different to the actual, then $\rho = 0$ and the prediction is completely wrong. Consider a bi-phasic sample where the two phases are correctly predicted. However, if the true fractions are 0.5 and 0.5 and the predicted fractions are 0.6 and 0.4, then $\rho = 0.9$ indicating a close but not perfect prediction.

First, all samples were used for training and the predictions computed for each with the above algorithm. This step is equivalent to evaluating the performance of the training set, for which we obtained $\rho = 0.89$. Next, Leave-Out-One cross-validation was carried out such that one sample at a time was reserved for testing while all others were used in training. Here, we obtained $\rho = 0.86$, finding that the model did not over-fit as the testing and training performances are similar. What more is important is the closeness in match of the prediction to the actual for the individual phases. Figure 1 depicts bar charts indicating phase fractions for the 7 possible phases for the 46 samples with LOOCV. Note that the model always correctly predicted the dominant phase even if the actual fractional value did not match perfectly.

Figure 2 visualizes the estimated $x(j)$ intensities versus the angle $i$, illustrating how closely this approach is able to estimate single-phase spectra. We provide an overlay of the spectra of actual monophase samples in orange.

Performance Comparison

We have compared the proposed algorithm with other traditional Machine Learning models. In addition to the $\rho$ metric described in the previous section, we include two additional metrics, Mean Absolute Error (MAE) and Cosine Similarity (CS) defined as:

$$\text{MAE} = \frac{1}{MK} \sum_{s,j} |\alpha_{s,j} - \hat{\alpha}_{s,j}| \quad \text{CS} \equiv \frac{\alpha \cdot \hat{\alpha}}{||\alpha|| \times ||\hat{\alpha}||}$$

(9)

We investigated several regression algorithms including K-Nearest Neighbours (KNN), Support Vector Machine (SVM), Decision Tree (DT), Random Forest (RF), Extremely Randomized Trees (ERT) and Artificial Neural Network (ANN). Note that in order to get the best results for each model, significant additional work was necessary,
Table 1: Leave-One-Out Cross-Validation Performance Results for Phase Fraction Estimation.

|       | KNN  | SVM  | DT   | RF   | ERT  | ANN  | Proposed |
|-------|------|------|------|------|------|------|----------|
| ρ     | 0.8369 | 0.7971 | 0.7438 | 0.7908 | 0.8217 | 0.8582 | **0.8641** |
| MAE   | 0.0520 | 0.0773 | 0.0832 | 0.0778 | 0.0635 | 0.0491 | **0.0454** |
| CS    | 0.9470 | 0.9364 | 0.8211 | 0.9029 | 0.9232 | **0.9662** | 0.9564 |

e.g. hyper-parameter tuning. This is not required for our proposed algorithm. The averaged performance results are summarized in Table 1.

The proposed model performed best in ρ and MAE metrics but not for CS, where the ANN obtained a higher score. However, we noticed the ANN and SVM regressors did not strictly output positive, normalized weight fractions as the KNN and tree-based regressors did. The tabled results follow the performance after we applied these conditions to their outputs. Prior to this, the SVM gave MAE = 0.0913 and CS = 0.9268, and the ANN gave MAE = 0.0594 and CS = 0.9627.

Regarding phase fraction prediction, Lee et al.[10] trained deep convolutional neural networks with millions of synthetic data relating to solid-state electrolytes, but achieved the best results with the SVM followed by RF, KNN and ANN models. For their application in gas-hydrate bearing sediments, Park et al.[14] obtained the best performance with RF amidst testing other neural networks architectures.

In this work, we have presented a new supervised learning approach for estimating phase fractions and illustrated its superiority by comparing with other ML models on our dataset. The assessment of kidney stones is however only one of very many possible contexts to which the approach may be applied. The model computes non-negative fractions, does not require parameter tuning, does not suffer from scaling issues as with other ML algorithms and learns well from small datasets. It also performed well in run-time comparisons. The proposed algorithm thus saves time by automating quantitative phase analysis for future batches of PXRD data acquired in similar context.
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Figure 1: Phase Fraction Predictions of Proposed Model with LOOCV. Predicted weight fractions are red bars, where the Rietveld-refined values are the blue bars.
Figure 2: Model-Estimated Intensity Spectra for Phase 1-7 (blue) with Overlay of Actual Mono-phase Experimental Examples (orange).