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Abstract

In [10], Cerf and Gorny constructed a model of self-organized criticality, by introducing an automatic control of the temperature parameter in the generalized Ising Curie-Weiss model. The fluctuations of the magnetization of this spin model are of order $n^{3/4}$ with a limiting law of the form $C \exp(-x^4)$, as in the critical regime of the Curie-Weiss model.

In this article, we build upon this model by replacing the mean-field interaction with a one-dimensional interaction with a certain range $r_n$ which varies as a function of the number $n$ of particles. In the Gaussian case, we show that the self-critical behaviour observed in the mean-field case extends to interaction ranges $r_n \gg n^{3/4}$ and we show that this threshold is sharp, with different fluctuations when the interaction range is of order of $n^{3/4}$ or smaller than $n^{3/4}$.
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1 Introduction

1.1 Definition of the model

This article is devoted to the study of a one-dimensional spin model with long range interactions and with a self-adjusted temperature. More precisely, we study a chain of $n$ spins, with periodic boundary conditions, where each spin interacts with its $2r_n$ nearest neighbours, with $0 < 2r_n < n$. Thus, we consider the Hamiltonian

$$H_n : (x_1, \ldots, x_n) \in \mathbb{R}^n \mapsto -\frac{1}{2r_n} \sum_{i=1}^{n} \sum_{j=1}^{r_n} x_i x_{i+j},$$

(1.1)
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where we use the convention \( x_{n+k} = x_k \) for all \( k \in \{1, \ldots, n\} \). Besides this Hamiltonian, the spins interact together through the following observable, which we think of as a “self-adjusted temperature parameter” (which is not really a temperature parameter because it is a function of the spins):

\[
T_n : (x_1, \ldots, x_n) \in \mathbb{R}^n \mapsto \frac{\sum_{i=1}^{n} x_i^2}{n}.
\]

We then study the following probability distribution on \( \mathbb{R}^n \):

\[
d\mu_n(x_1, \ldots, x_n) = \frac{1}{Z_n} \exp \left( -\frac{H_n(x_1, \ldots, x_n)}{T_n(x_1, \ldots, x_n)} \right) \mathbf{1}_{\{T_n > 0\}} \prod_{i=1}^{n} d\nu(x_i), \tag{1.2}
\]

where \( \nu \) is the standard normal distribution, and \( Z_n \) is the normalization constant. Note that the spins in our model are real-valued (if they were in \( \{-1, 1\} \) then the temperature \( T_n \) would be constant). In what follows, we are interested in the behaviour, when \( n \) tends to infinity, of the “magnetization”

\[
S_n(x_1, \ldots, x_n) = x_1 + \cdots + x_n,
\]

when \( (x_1, \ldots, x_n) \) is distributed according to \( \mu_n \).

1.2 Results

We now describe the asymptotic behaviour of the magnetization in several regimes of the interaction range \( r_n \). The results are summarized on figure 1.

1.2.1 Self-critical behaviour in the long range case

The following result indicates the behaviour of the magnetization in the long range case:

**Theorem 1.1** (Long range case). If the interaction range \( r_n \) is such that \( r_n/n^{3/4} \to \infty \), then under the law \( \mu_n \) defined by (1.2), we have the convergence in distribution

\[
\frac{S_n}{n^{3/4}} \xrightarrow{n \to \infty} \frac{\sqrt{\pi}}{1^{1/4}} \exp \left( -\frac{x^4}{4} \right) dx.
\]

This interesting behaviour was already observed by Cerf and Gorny [19, 10] in the mean-field case, which roughly corresponds to an interaction range \( r_n = \lfloor n/2 \rfloor \). These
An extension of the Ising-CW model of SOC with a threshold on the interaction range fluctuations of the order of \( n^{3/4} \) and this limiting law correspond to the behaviour of the critical Ising-Curie-Weiss model \([25, 14, 15]\). Thus, the introduction of this self-adjusted temperature pushes the system to exhibit a critical-like behaviour, without the need to adjust the parameters of the system to precise values: this is why we talk of self-organized criticality (see paragraph 1.3).

### 1.2.2 Threshold phenomenon

A natural question is now: is this exponent \( 3/4 \) for the interaction range optimal? The following Theorem provides a positive answer, showing that the limiting distribution changes when the interaction range \( r_n \) is of order \( n^{3/4} \):

**Theorem 1.2** (Threshold phenomenon). If the interaction range \( r_n \) is such that

\[
r_n \xrightarrow{n \to \infty} \lambda n^{3/4}
\]

with \( \lambda > 0 \),

if \( (Y_j)_{j \in \mathbb{Z}} \) is a family of i.i.d. standard normal variables, and if \( f \) is the density of the random variable

\[
Z_\lambda = \sqrt{2} Y_0 - \frac{3}{2\lambda^2 \pi^2} \sum_{j \in \mathbb{Z}, \{0\}} \frac{Y_j^2}{j^2},
\]

(1.3)

then under the law \( \mu_n \) defined by (1.2), we have the convergence in distribution

\[
\frac{S_n}{n^{3/4}} \xrightarrow{n \to \infty} F \left( \int f(x^2) \, dx \right)
\]

This Theorem indicates that there is a kind of phase transition phenomenon with respect to the interaction range. The obtained limiting law results from the competition between the two terms in (1.3). When \( \lambda = \infty \), the second term disappears, leaving the distribution obtained in Theorem 1.1.

### 1.2.3 The finite range case

When the interaction range is constant, the behaviour is very different from the long range case. Indeed, the following Theorem shows that the phenomenon observed in the mean-field and long range cases does not occur in the finite range case, where the fluctuations of \( S_n \) are Gaussian:

**Theorem 1.3** (Finite range case). For every \( r \geq 1 \), under the law \( \mu_n \) defined by (1.2) with \( r_n = r \), we have the convergence in distribution

\[
\frac{S_n}{\sqrt{r}} \xrightarrow{n \to \infty} \mathcal{N}(0, \sigma_r^2),
\]

where \( \sigma_r > 0 \) is characterized by the equation

\[
\int_0^1 dt \left( \frac{1}{\sigma_r^2} + 1 - \frac{1}{r} \sum_{m=1}^r \cos(2\pi mt) \right)^{-1} = 1.
\]

(1.4)

In the nearest neighbour case \( r = 1 \), we have the explicit variance \( \sigma_1^2 = \sqrt{2} + 1 \).

### 1.2.4 An intermediate regime

The following theorem shows that the fluctuations of \( S_n \) become smaller than \( n^{3/4} \) when the interaction range becomes smaller than \( n^{3/4} \):
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**Theorem 1.4** (Intermediate regime). If the interaction range satisfies $r_n / \sqrt{n} \to \infty$ and $r_n/n^{3/4} \to 0$ then, under the law $\mu_n$ defined by (1.2), we have the convergence in distribution

$$\frac{S_n}{r_n^{1/3}\sqrt{n}} \xrightarrow{n \to \infty} N\left(0, \sqrt{2}/3\right).$$

We have not been able to carry out the computations in the remaining case $r_n / \sqrt{n} \to 0$ but we expect that the variance $\sigma^2_r$ defined by (1.4) satisfies $\sigma^2_r \sim (2/3)^{1/6}r^{1/3}$ when one lets $r \to \infty$, which leads us to conjecture that Theorem 1.4 remains true when $r_n \to \infty$ and $r_n/\sqrt{n} \to 0$. This guess corresponds to the dashed segment on figure 1.

**1.3 Motivation: a Curie-Weiss model of self-organized criticality**

The motivation which leads us to consider this model comes from the work of Cerf and Gorny [19, 10], who studied a simple mean-field model of self-organized criticality which is constructed as a variant of the generalized Ising Curie-Weiss model.

The concept of self-organized criticality was coined in by the physicists Bak, Tang and Wiesenfeld in their seminal article [3], to explain the widespread presence of fractal structures in nature. They observed that some physical systems present a “critical-like” behaviour, with fractal structures and power-law correlations, without the need to finely tune a parameter (e.g., the temperature) to a critical value. They called this phenomenon “self-organized criticality”. The important difference with ordinary phase transitions is that the critical regime, instead of being a very specific regime which only appears for a very precise value of the parameters of the system, becomes an attracting point, the system being “forced” to look critical. Several mathematical models of self-organized criticality have been studied, but these models are often quite complex and not easily tractable [17]. For a broader review of the concept of self-organized criticality and of the controversies around it, we refer the reader to [2, 18, 24, 27].

To construct a simple toy model of self-organized criticality, Gorny started from the generalized Ising Curie-Weiss model and, following an idea explained by Sornette [26], he replaced the temperature parameter with a function of the spins, in order to introduce a kind of feedback from the configuration onto the temperature parameter. Starting from a model of the form $\exp(-H_n(\sigma)/T)$, with a phase transition for a critical temperature $T_c$, the technique consists of replacing this temperature parameter $T$ with a function $T_n(\sigma)$, which tends to concentrate around the critical value $T_c$ when $n \to \infty$.

In [19], Gorny constructed a mean-field model which almost corresponds to the case $r_n = n - 1$ of our model\(^1\), and he proved Theorem 1.1 in this setting, that is to say, he showed that the fluctuations of the magnetization are of order $n^{3/4}$, with a limiting distribution of the form $\exp(-x^4/4)$. This corresponds to the behaviour observed in the critical regime of the Ising-Curie-Weiss model.

**1.4 Perspectives**

**1.4.1 More general distributions**

Our results only deal with the case of variables initially Gaussian, that is to say, we restrict ourselves to the standard normal distribution $\nu$. This restriction enables us to perform exact computations, as was done by Gorny in [19], where he dealt with the Gaussian case of the model. The work of Gorny was then extended to more general distributions of the spins in [10] and [20], still in a mean-field setting.

\(^1\)In fact there is a small difference, with a factor $1 - 1/n$ between our Hamiltonian and the one studied by Gorny, but this does not change the behaviour of the model.
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In fact, the model studied in the present article with an interaction range could also be defined with more general spin distributions. But the Gaussian case with a varying interaction range turns out to be already challenging, and we can already observe an interesting threshold phenomenon in the interaction range. Yet, we expect that our results should remain valid for a more general class of spin distributions.

To extend our results to more general distributions, it might be useful to use a Hubbard-Stratonovich transformation, as Gorny and Varadhan did in [20], or to use the more general Stein’s method [13], as used in [12]. In fact, our method uses a trick which consists in considering the self-normalized magnetization \( \frac{S_n}{\sqrt{T_n}} \) instead of \( S_n \), an idea which was already used in [20] and helped extending the result to more general distributions. In our case, in addition to this, we benefit from the “magical” fact that, in the Gaussian case, the self-normalized magnetization turns out to be independent from the temperature, which simplifies the computations. Note that this fact remains true as long as the measure is spherically symmetric: thus, our method easily extends to any spherically symmetric base measure on \( \mathbb{R}^n \), as long as it is such that \( T_n \to 1 \) in probability. But this symmetry ingredient is not necessary, and the work of Gorny and Varadhan shows that the method can be used in a more general setting.

### 1.4.2 The intermediate regime

As was explained in paragraph 1.2.4, we leave apart the regime between finite interaction range and \( r_n \) of order \( \sqrt{n} \), although we do not expect a different behaviour in this regime. It would be interesting to check if something unexpected happens, or if our limitation to \( \sqrt{n} \) is only an artefact of our method. If this is the case, there might exist a smarter way to perform the computations which would allow to remove this limitation and to deal at the same time with the whole regime \( 1 \ll r_n \ll n^{3/4} \).

### 1.4.3 Different kinds of long range interactions

The first motivation to study this model was to try to extend the construction of Cerf and Gorny, which was in a mean-field setting, to define a more geometrical model. Thus, we studied the behaviour of the model in one of the simplest geometrical settings, namely a one-dimensional nearest neighbour interaction with periodic boundary conditions. But, as shown by Theorem 1.3, it turns out that this model does not present the same critical-like asymptotic behaviour as observed for the mean-field model. At this point, a natural question arises: if the interesting behaviour (with a limiting distribution of the form \( \exp(-x^4/4) \) and fluctuations of order \( n^{3/4} \)) is observed in the mean-field case, but not when each spin only interacts with its two nearest neighbours, then what about the intermediate cases between these two extreme situations?

This naturally leads to consider a model with an intermediate interaction range. But there are many different ways to interpolate between a mean-field interaction and a nearest neighbour interaction. Generally speaking, one can consider a Hamiltonian \( H_n \) of the form

\[
H_n(x_1, \ldots, x_n) = - \sum_{1 \leq i, j \leq n} J(i, j) x_i x_j ,
\]

where the coupling constants \( J(i, j) = J(|i-j|) \) are decreasing functions of the distance separating the particles \( i \) and \( j \) (with periodic boundary conditions). The behaviour of the model then depends on the decay rate of this coupling function. In [1], the key example of a coupling proportional to \( |i-j|^{-2} \) is studied, and it is proved that the resulting Ising model presents a phase transition, as well as models constructed with a slower-decaying coupling function. Otherwise, if \( J(i, j) = o(|i-j|^{-2}) \), then the obtained
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The Ising model does not any more present a phase transition, which shows that a coupling of order \(|i - j|^{-2}\) plays a pivotal role for the appearance of a phase transition.

Another variant, called Kac-Ising models, consists of an interaction function (either with finite range or decreasing with the distance between spins) scaled by a factor \(\gamma\), and one studies the limit of these models when \(\gamma \to 0\) [23, 6].

### 1.4.4 Random couplings

Another way to design intermediate models consists in drawing random couplings \(J(i, j)\). In [5], Bovier and Gayrard constructed such a model by taking for the \(J(i, j)\) independent Bernoulli variables of parameter \(p\), which amounts to considering the Ising model on an Erdős-Rényi random graph. This model exhibits different regimes characterized by different fluctuations of the sum of spins, depending on how the parameter \(p\) varies with the number \(n\) of particles. These different regimes were studied by Kabluchko, Löwe and Schubert [21, 22] who proved in particular that, for a critical temperature and a parameter \(p_n\) chosen such that \(p_n/n^{-3/4} \to \infty\), the behaviour resembles that of the critical Ising Curie-Weiss model, i.e., the sum of the spins is of order \(n^{3/4}\) with fluctuations of the form \(C \exp(-\lambda x^4)\). When the parameter \(p_n\) becomes of order \(n^{-3/4}\), still at the critical temperature, the limiting distribution changes, and a quadratic term appears besides the term in \(x^4\). If \(p_n = o(n^{-3/4})\) then this quadratic term dominates, which results in Gaussian fluctuations of the sum of spins.

This approach was generalized by Deb and Mukherjee [12], who studied the fluctuations of an Ising model defined on a more general set of graphs. Under certain conditions of homogeneity and connectivity, they obtain the same fluctuations as in the mean-field model, when the mean degree \(r_n\) in the graph satisfies \(r_n/(n \ln n)^{1/3} \to \infty\) in the supercritical regime, \(r_n/\sqrt{n} \to \infty\) in the subcritical regime, or \(r_n/\sqrt{n \ln n} \to \infty\) at the critical point.

In our case, we choose an interaction of each spin with its \(2r_n\) nearest neighbours, where \(r_n\) is a parameter which evolves with \(n\). This corresponds to a coupling function of the form

\[
J(i, j) = \begin{cases} 
1 & \text{if } j \in \{i - r_n, \ldots, i - 1\} \cup \{i + 1, \ldots, i + r_n\} + n\mathbb{Z}, \\
0 & \text{otherwise}.
\end{cases}
\]

Let us recall that our model is different from the aforementioned models, because the spins are not valued in \(\{-1, +1\}\) but are real-valued, and because our self-adjusted temperature in fact induces an interaction between all the spins. Therefore, it is not a priori evident which scale of \(r_n\) is relevant to observe a change of behaviour.

### 1.5 Sketch of the proof and organization of the paper

#### 1.5.1 Diagonalization of the interaction Hamiltonian

Our starting point to study the model is to diagonalize the interaction Hamiltonian. The matrix of the quadratic form \(H_n\) given by (1.1) is a symmetric circulant matrix, which writes

\[
\mathfrak{M}(H_n) = -\frac{1}{4r_n} \sum_{m=1}^{r_n} (J^m + J^{-m}),
\]
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where the matrix $J$ is given by

$$
J = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 1 & 0 \\
1 & 0 & \cdots & \cdots & 0
\end{pmatrix} = \left( \mathbb{1}_{\{j=i+1 \mod n\}} \right)_{1 \leq i,j \leq n}.
$$

The matrix $J$ is diagonalizable, with eigenvalues

$$
\text{sp}(J) = \left\{ e^{2ij\pi/n} : j \in \{1, \ldots, n\} \right\}.
$$

Therefore, for every $m \geq 1$, we have

$$
\text{sp}(J^m + J^{-m}) = \left\{ 2 \cos \left( \frac{2jm\pi}{n} \right) : j \in \{1, \ldots, n\} \right\},
$$

and thus the eigenvalues of our Hamiltonian $H_n$ are

$$
\text{sp}(H_n) = \left\{ -\frac{\alpha_{n,1}}{2}, \ldots, -\frac{\alpha_{n,n}}{2} \right\},
$$

where

$$
\forall j \in \{1, \ldots, n\} \quad \alpha_{n,j} = \frac{1}{r_n} \sum_{m=1}^{r_n} \cos \left( \frac{2jm\pi}{n} \right).
$$

Also, for every $j \in \{1, \ldots, n\}$, we define $\beta_{n,j} = 1 - \alpha_{n,j}$. In section 2.1, we gather a series of estimates on these eigenvalues that are used throughout the article.

1.5.2 Change of variables

Let $P \in O_n(\mathbb{R})$ be an orthonormal matrix such that the matrix of the quadratic form $H_n$ writes $P^{-1}DP$, where $D$ is the diagonal matrix with coefficients $-\alpha_{n,1}/2, \ldots, -\alpha_{n,n}/2$ on the diagonal. Performing the change of variables

$$
\varphi : (x_1, \ldots, x_n) \in \mathbb{R}^n \mapsto (y_1, \ldots, y_n) = \left( \sum_{k=1}^{n} P_{j,k} x_k \right)_{1 \leq j \leq n},
$$

the Hamiltonian $H_n$ and the self-adjusted temperature $T_n$ become

$$
H_n(x_1, \ldots, x_n) = -\frac{1}{2} \sum_{j=1}^{n} \alpha_{n,j} y_j^2, \quad \text{and} \quad T_n(x_1, \ldots, x_n) = \frac{1}{n} \sum_{j=1}^{n} y_j^2.
$$

To see what happens to the sum $S_n = x_1 + \cdots + x_n$ of the spins, note that $\alpha_{n,n} = 1$ and that this eigenvalue $-\alpha_{n,n}/2 = -1/2$ of $H_n$ corresponds to the eigenvector $(1/\sqrt{n}, \ldots, 1/\sqrt{n})$, whence $P_{n,k} = 1/\sqrt{n}$ for all $k \in \{1, \ldots, n\}$. Therefore, we have

$$
(y_1, \ldots, y_n) = \varphi(x_1, \ldots, x_n) \Rightarrow S_n = x_1 + \cdots + x_n = \sqrt{n} y_n.
$$

Also, the change of variable being orthonormal, we have

$$
\prod_{i=1}^{n} d\nu(x_i) = d\nu^{\otimes n} \varphi^{-1}(y_1, \ldots, y_n) = \prod_{i=1}^{n} d\nu(y_i),
$$

which allows us to forget the variables $x_1, \ldots, x_n$ and to work only with the new variables $y_1, \ldots, y_n$ to study the limiting behaviour of $S_n$, which is now $S_n = \sqrt{n} y_n$. 
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### 1.5.3 A competition between two terms

Using the fact that $\alpha_{n,n} = 1$, we may write

$$H_n(x_1, \ldots, x_n) = -\frac{1}{2} \sum_{j=1}^{n} \alpha_{n,j} y_j^2 = -\frac{y_n^2}{2} - \frac{1}{2} \sum_{j=1}^{n-1} \alpha_{n,j} y_j^2 = -\frac{S_n^2}{2n} - \frac{1}{2} \sum_{j=1}^{n-1} \alpha_{n,j} y_j^2. \quad (1.6)$$

The first term exactly corresponds to the Hamiltonian in the mean-field model of Cerf and Gorny, as mentioned in section 1.3. In the mean-field case $2r_n = n - 1$ we have $\alpha_{n,j} = -1/(2r_n)$ for every $j \neq n$, so that the second term almost disappears (in fact it contributes as $-S_n^2/(4nr_n)$ but this has no significant effect). Hence, in this case the model behaves as if there were only the first term $-S_n^2/(2n)$.

For a general interaction range $r_n$, there is a competition between the two terms in (1.6). As long as $r_n/n^{3/4} \to \infty$, we show that the first term prevails, whence a behaviour similar to the mean-field case. The interesting change of behaviour intervenes when the second term becomes big enough to disturb the first term, and it turns out that this happens when $r_n$ is of order $n^{3/4}$.

### 1.5.4 Independence of the temperature

The following important observation simplifies significantly the study of the model.

**Lemma 1.5** (Independence of the temperature). Let $n \geq 1$. If $Y_1, \ldots, Y_n$ are i.i.d. standard normal variables (we denote by $\nu^{\otimes n}$ their joint distribution), then the variable $T_n = (Y_1^2 + \cdots + Y_n^2)/n$ is independent of $(Y_1/\sqrt{T_n}, \ldots, Y_n/\sqrt{T_n})$. For every measurable and bounded function $g : \mathbb{R}^n \to \mathbb{R}$, we have

$$\nu^{\otimes n} \left[ g \left( \frac{Y_1}{\sqrt{T_n}}, \ldots, \frac{Y_n}{\sqrt{T_n}} \right) \right] = \frac{\Gamma(n/2)}{\pi^{n/2}n^{(n-2)/2}} \times \int_{\mathbb{R}^{n-1}} \frac{dz_1 \cdots dz_{n-1}}{\sqrt{n - z_1^2 - \cdots - z_{n-1}^2}} \left( g(z_1, \ldots, z_{n-1}, \sqrt{n - z_1^2 - \cdots - z_{n-1}^2}) - \frac{1}{2} g(z_1, \ldots, z_{n-1}, -z_{n-1}) \right),$$

where $g_s$ is the even part of $g$ with respect to the last variable, that is to say,

$$g_s : (z_1, \ldots, z_n) \in \mathbb{R}^n \mapsto \frac{g(z_1, \ldots, z_{n-1}, z_n) + g(z_1, \ldots, z_{n-1}, -z_n)}{2}. \quad (1.7)$$

This Lemma is proved in section 2.2. It follows from this result that, under $\nu^{\otimes n}$, that is to say when the variables $Y_j$ are i.i.d. standard Gaussian variables, the variable $T_n$ is independent of

$$\exp \left( -\frac{H_n}{T_n} \right) = \exp \left( \frac{1}{2} \sum_{j=1}^{n} \alpha_{n,j} Y_j^2 T_n \right).$$

Therefore, for every bounded and measurable function $f : \mathbb{R} \to \mathbb{R}$, we have

$$\mu_n \left[ f(T_n) \right] = \frac{1}{Z_n} \nu^{\otimes n} \left[ \exp \left( -\frac{H_n}{T_n} \right) f(T_n) \right] = \frac{1}{Z_n} \nu^{\otimes n} \left[ \exp \left( -\frac{H_n}{T_n} \right) \nu^{\otimes n} \left[ f(T_n) \right] \right] = \nu^{\otimes n} \left[ f(T_n) \right].$$

Thus, the variable $T_n$ has the same distribution in our model $\mu_n$ as if the variables $Y_j$ were i.i.d. standard normal variables, so the law of large numbers implies the following fact:

**Corollary 1.6** (Behaviour of the temperature). Under $\mu_n$, we have the convergence in probability $T_n \to 1$. 
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1.5.5 Slutsky’s Lemma and self-normalized magnetization

Now that we know that $T_n \to 1$ in probability, by virtue of Slutsky’s Lemma (Theorem 3.9 in [4]), to prove the convergences in distribution announced in section 1.2, it is enough to show the same results for the self-normalized magnetization $S_n/\sqrt{T_n}$ instead of $S_n$, as was done in [20]. Thus, there now remains to study the behaviour of this variable $S_n/\sqrt{T_n}$. Using the formula for the distribution of $(Y_1/\sqrt{T_n}, \ldots, Y_n/\sqrt{T_n})$ given by Lemma 1.5 and plugging it into the definition of our model, we easily obtain:

**Lemma 1.7** (Distribution of the self-normalized magnetization). For every bounded and measurable function $g : \mathbb{R} \to \mathbb{R}$ and every $n \geq 3$, we have

$$
\mu_n \left[ g \left( \frac{S_n}{\sqrt{T_n}} \right) \right] = C_n \mathbb{E} \left[ \tilde{g} \left( n(n - A_n) \right) 1_{\{A_n < n\}} \right]
$$

with $A_n = Z_1^2 + \cdots + Z_{n-1}^2$, where the variables $Z_j$ are independent with $Z_j \sim \mathcal{N}(0, 1/\beta_{n,j})$, and where the constant $C_n$ and the function $\tilde{g}$ are given by

$$
C_n = \frac{\Gamma(n/2)e^{(n-3)/2}2^{n/2}}{n^{n/2}Z_n} \prod_{j=1}^{n-1} \frac{1}{\sqrt{\beta_{n,j}}} \quad \text{and} \quad \tilde{g} : x \in (0, \infty) \mapsto \frac{g(\sqrt{x}) + g(-\sqrt{x})}{2\sqrt{x}}.
$$

The above Lemma has the following corollary, which will allow us to deduce the asymptotic behaviour of $S_n/\sqrt{T_n}$ from the asymptotic behaviour of the auxiliary variable $n - A_n$:

**Corollary 1.8** (Relating the self-normalized magnetization to the behaviour of $A_n$). If, for a certain sequence $(v_n)_{n \geq 3}$ of positive real numbers, the random variable $n(n - A_n)/v_n^2$, conditioned to be positive, converges in distribution to a random variable with density $f$ with respect to the Lebesgue measure on $\mathbb{R}$, then we have the convergence in distribution

$$
\frac{S_n}{v_n \sqrt{T_n}} \xrightarrow{n \to +\infty} f(x^2) \frac{dx}{\int_{\mathbb{R}} f(t^2) \, dt}.
$$

The proof of Lemma 1.7 and of this Corollary 1.8 are given in section 2.3.

1.5.6 Behaviour of the auxiliary variable in the various regimes

Now, there only remains to study the behaviour of the random variable $n - A_n$ conditioned to be positive, in the various regimes of the interaction range $r_n$, and with a suitable scaling $v_n$. This behaviour is described by the following four Lemmas. In what follows, we keep the notation of Lemma 1.7 above, writing $A_n = Z_1^2 + \cdots + Z_{n-1}^2$, where the variables $Z_j$ are independent with $Z_j \sim \mathcal{N}(0, 1/\beta_{n,j})$, recalling that $\beta_{n,j} = 1 - \alpha_{n,j}$.

**Lemma 1.9** (Behaviour of $A_n$ in the long range case). If $r_n/n^{3/4} \to \infty$, then we have the convergence in distribution

$$
\frac{n - A_n}{\sqrt{n}} \xrightarrow{n \to +\infty} \mathcal{N}(0, 2).
$$

**Lemma 1.10** (Behaviour of $A_n$ at the threshold). If $r_n \sim \lambda n^{3/4}$ with $\lambda > 0$, then we have the convergence in distribution

$$
\frac{n - A_n}{\sqrt{n}} \xrightarrow{n \to +\infty} Z_\lambda,
$$

where $Z_\lambda$ is the variable defined by (1.3).
The method in the regimes when $r_n = r$ is constant, then, conditioned on the event $\{A_n < n\}$, the variable $n - A_n$ converges in distribution to an exponential variable with parameter $1/(2\sigma_r^2)$, where $\sigma_r$ is characterized by (1.4).

**Lemma 1.12** (Behaviour of $A_n$ in the intermediate regime). If the range $r_n$ is such that $r_n/\sqrt{n} \to \infty$ and $r_n/n^{3/4} \to 0$ then, conditioned on the event $\{A_n < n\}$, the random variable $(n - A_n)/r_n^{2/3}$ converges in distribution to an exponential variable with parameter $3^{1/3}/2^{1/3}$.

Together with Corollaries 1.6 and 1.8 and Slutsky’s Lemma, the four above Lemmas easily imply our main results, namely Theorems 1.1, 1.2, 1.3 and 1.4.

Note that, as explained above, since we expect that $r_n/\sqrt{n} \to \infty$ when one lets $r \to \infty$, we conjecture that the hypothesis $r_n/\sqrt{n} \to \infty$ in Lemma 1.12 is not optimal. It might be that this hypothesis could be improved to $r_n \to \infty$, but this would require a more delicate analysis (see the proof of Lemma 1.12 in section 3.5 and the remark after the proof).

To study the asymptotic behaviour of the auxiliary variable $n - A_n$ in these various regimes, our common starting point is its characteristic function given by the following Lemma, which immediately follows from the formula for the characteristic function of the chi-squared distribution (see for example [16]).

**Lemma 1.13** (Fourier transform of $A_n$). For every $n \geq 1$, the characteristic function of $n - A_n$ writes

$$
\mathbb{E}[e^{iu(n-A_n)}] = e^{iu n} \prod_{j=1}^{n-1} \mathbb{E}[e^{-iu Z_j^2}] = \exp \left[ \phi_n(u) \right],
$$

where $\phi_n$ is the function

$$
\phi_n : u \in U_n \mapsto iu n - \frac{1}{2} \sum_{j=1}^{n-1} \ln \left( 1 + \frac{2iu}{\beta_{n,j}} \right),
$$

which can be defined on the complex domain

$$
U_n = \left\{ u \in \mathbb{C} : 2 \Re u < \min(\beta_{n,1}, \ldots, \beta_{n,n-1}) \right\},
$$

using the following determination of the logarithm:

$$
\ln : z = x + iy \in \mathbb{C} \setminus (-\infty, 0] \mapsto \frac{1}{2} \ln(x^2 + y^2) + 2i \arctan \left( \frac{y}{x + \sqrt{x^2 + y^2}} \right).
$$

To obtain Lemmas 1.9 and 1.10, we simply compute the limit of the characteristic function with a suitable scaling. This is done in sections 3.1 and 3.2. In these cases, the conditioning on the event $\{A_n < n\}$ is completely transparent, so that we may study the convergence in distribution without this conditioning.

**1.5.7 Saddle-point method**

The method in the regimes when $r_n = o(n^{3/4})$ is less straightforward because, in this case, it turns out that $P(A_n < n) \to 0$ when $n \to \infty$, that is to say, we have to study some large deviations of the variable $n - A_n$.

To do so, we use the Fourier transform to obtain an exact integral formula for the density of $n - A_n$ and, to understand the limiting behaviour of the integral, we use the saddle-point method. This method (see for example [11]) consists in a judicious change
of integration contour in the complex plane in order to obtain an integrand with an appropriate limiting behaviour.

We perform this change of contour in section 3.3, before studying the limiting behaviour of the obtained integral, first in the case of \( r_n \) constant in section 3.4 and then in the intermediate regime of Theorem 1.4 in section 3.5.

This idea to use the saddle-point method to study a long range Ising model, after having diagonalized the interaction matrix, was already presented by Canning in a series of publications [8, 9, 7]. However, Canning only discusses the saddle-point method in cases where the interaction matrix has a finite rank, and he does not give rigorous bounds on the precision of the obtained approximation. In our computations, it turns out that the proof of the convergence in distribution requires a precise control of the asymptotic behaviour of the eigenvalues \( \alpha_{n,j} \). The analytical results on these eigenvalues that we need are gathered in the next section.

2 Preliminaries

2.1 Estimates on the eigenvalues

We now state some preliminary estimates on the eigenvalues which are needed in the various regimes of the interaction range. These eigenvalues \( (\alpha_{n,j})_{1 \leq j \leq n} \) were defined by (1.5). Note that we have \( \alpha_{n,n} = 1 \) and, for every \( j \in \{1, \ldots, n-1\} \),

\[
\alpha_{n,j} = \frac{1}{r_n} \sum_{m=1}^{r_n} \cos \left( \frac{2jm\pi}{n} \right) = \frac{\cos \left( j(r_n+1)\pi/n \right) \sin \left( jr_n\pi/n \right)}{r_n \sin \left( j\pi/n \right)} \quad (2.1)
\]

\[
= \frac{1}{2r_n} \left( \frac{\sin \left( (2r_n+1)j\pi/n \right)}{\sin \left( j\pi/n \right)} - 1 \right) \quad (2.2)
\]

The eigenvalues are symmetric with respect to \( j \), that is to say \( \alpha_{n,j} = \alpha_{n,n-j} \) for every \( j \in \{1, \ldots, n-1\} \). It follows from (2.1) that

\[
\forall j \in \left\{1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor \right\} \quad |\alpha_{n,j}| \leq \frac{1}{r_n \sin(j\pi/n)} \leq \frac{n}{2r_n} \quad (2.3)
\]

For every \( j \in \{1, \ldots, n\} \), we write \( \beta_{n,j} = 1 - \alpha_{n,j} \). The proofs of the following technical Lemmas are deferred to the appendix A.

**Lemma 2.1 (Upper bounds on the eigenvalues).** We have the upper bounds

\[
\sum_{j=1}^{n} |\alpha_{n,j}| = O \left( \frac{n \ln n}{r_n} \right) \quad \text{and} \quad \sum_{j=1+\lfloor n/r_n \rfloor}^{n-\lfloor n/r_n \rfloor-1} |\beta_{n,j}| = O \left( \frac{n \ln n}{r_n} \right).
\]

**Lemma 2.2 (Asymptotics of the eigenvalues).** If \( r_n \to \infty \), then there exists \( K > 0 \) such that, for \( n \geq 3 \) and \( 1 \leq j \leq \lfloor n/2 \rfloor \),

\[
\left| \frac{(2r_n)^2}{n^2 \beta_{n,j}} - \frac{6\pi^2 j^2}{n^2} \right| \leq \frac{K}{r_n j^2} + \frac{Kr_n^2}{n^2}.
\]

2.2 Independence of the temperature: proof of Lemma 1.5

**Proof of Lemma 1.5.** Let \( f : \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R}^n \to \mathbb{R} \) be two measurable and bounded functions, and define, for every \( n \geq 1 \),

\[
I_n = \nu^{\otimes n} \left[ f(T_n) g \left( \frac{Y_1}{\sqrt{I_n}}, \ldots, \frac{Y_n}{\sqrt{I_n}} \right) \right].
\]
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Considering the function $g_s$ defined as in (1.7), we can write

$$I_n = \int_{\mathbb{R}^n} dy_1 \ldots dy_n f \left( \frac{1}{n} \sum_{j=1}^n y_j^2 \right) g \left( \frac{y_1 \sqrt{n}}{\sum_{j=1}^n y_j^2}, \ldots, \frac{y_n \sqrt{n}}{\sum_{j=1}^n y_j^2} \right) \exp \left( - \frac{1}{2} \sum_{j=1}^n y_j^2 \right)$$

$$= \frac{2}{(2\pi)^{n/2}} \int_{\mathbb{R}^{n-1}} dy_1 \ldots dy_{n-1} \int_0^\infty dy_n f \left( \frac{1}{n} \sum_{j=1}^n y_j^2 \right) \times g_s \left( \frac{y_1 \sqrt{n}}{\sum_{j=1}^n y_j^2}, \ldots, \frac{y_n \sqrt{n}}{\sum_{j=1}^n y_j^2} \right) \exp \left( - \frac{1}{2} \sum_{j=1}^n y_j^2 \right).$$

We now perform the change of variable $y_n = \sqrt{nt - y_1^2 - \cdots - y_{n-1}^2}$, which leads to

$$I_n = \frac{2}{(2\pi)^{n/2}} \int_{\mathbb{R}^{n-1}} dy_1 \ldots dy_{n-1} \int_0^\infty dt \frac{n \mathbb{1}_{\{nt > y_1^2 + \cdots + y_{n-1}^2\}} f(t)}{2 \sqrt{nt - y_1^2 - \cdots - y_{n-1}^2}} \times g_s \left( \frac{y_1}{\sqrt{t}}, \ldots, \frac{y_{n-1}}{\sqrt{t}}, \sqrt{\frac{nt - y_1^2 - \cdots - y_{n-1}^2}{t}} \right) \exp \left( - \frac{nt}{2} \right).$$

Swapping the summations using Fubini’s Theorem and writing $y_j = z_j \sqrt{t}$ for every $j < n$, we obtain

$$I_n = \frac{n}{(2\pi)^{n/2}} \left( \int_0^\infty dt t^{(n-2)/2} e^{-nt/2} f(t) \right) \times \left( \int_{\mathbb{R}^{n-1}} \frac{dz_1 \ldots dz_{n-1} \mathbb{1}_{\{z_1^2 + \cdots + z_{n-1}^2 < n\}}}{\sqrt{n - z_1^2 - \cdots - z_{n-1}^2}} g_s \left( z_1, \ldots, z_{n-1}, \sqrt{n - z_1^2 - \cdots - z_{n-1}^2} \right) \right),$$

which shows that the variables $T_n$ and $(Y_1/\sqrt{T_n}, \ldots, Y_n/\sqrt{T_n})$ are independent, and yields the formula for the distribution of the latter variable which appears in the statement of the Lemma.

2.3 Relating the self-normalized magnetization to the auxiliary variable

This section is devoted to the proof of Lemma 1.7 and of Corollary 1.8.

Proof of Lemma 1.7. Let $g : \mathbb{R} \to \mathbb{R}$ be a measurable and bounded function, and let $n \geq 3$. Recalling the definition (1.2) of our model and defining

$$g_s : x \in \mathbb{R} \mapsto \frac{g(x) + g(-x)}{2},$$

we can write

$$\mu_n \left[ \left( S_n \sqrt{T_n} \right) \right] = \frac{1}{Z_n} \mathbb{E}_n^\otimes n \left[ \left( \frac{S_n}{\sqrt{T_n}} \right) \exp \left( - \frac{H_n}{T_n} \right) \right]$$

$$= \frac{1}{Z_n} \mathbb{E}_n^\otimes n \left[ \left( \frac{Y_n \sqrt{Y_n}}{\sqrt{T_n}} \right) \exp \left( \frac{1}{2} \sum_{j=1}^n \alpha_{n,j} Y_j^2 \right) \frac{Y_n}{T_n} \right]$$

$$= \frac{\Gamma(n/2)}{\pi^{n/2} 2^{(n-2)/2} Z_n} \int_{\mathbb{R}^{n-1}} \frac{dz_1 \ldots dz_{n-1} \mathbb{1}_{\{z_1^2 + \cdots + z_{n-1}^2 < n\}}}{\sqrt{n - z_1^2 - \cdots - z_{n-1}^2}} \times g_s \left( \sqrt{n - z_1^2 - \cdots - z_{n-1}^2} \right) \exp \left( \frac{1}{2} \sum_{j=1}^{n-1} \frac{\alpha_{n,j} z_j^2 + n - z_1^2 - \cdots - z_{n-1}^2}{2} \right),$$
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using Lemma 1.5. With \( \tilde{g} \) and \( A_n \) defined as in the statement, this can be rewritten

\[
\mu_n \left[ g \left( \frac{S_n}{\sqrt{T_n}} \right) \right] = \frac{\Gamma(n/2)e^{n/2}}{\pi^{n/2}n(n-3)/2} \int_{\mathbb{R}^{n-1}} dz_1 \ldots dz_{n-1} \mathbb{I}_{\{z_1^2 + \cdots + z_{n-1}^2 < n\}} 
\times \tilde{g} \left( n(n-z_1^2 - \cdots - z_{n-1}^2) \right) \exp \left( -\frac{1}{2} \sum_{j=1}^{n-1} \beta_{n,j} z_j^2 \right) 
= \frac{\Gamma(n/2)e^{n/2}n^{n-3}/2}{Z_n} \prod_{j=1}^{n-1} \frac{1}{\beta_{n,j}^2} \mathbb{E} \left[ \tilde{g} \left( n(n-A_n) \right) \mathbb{I}_{\{A_n < n\}} \right],
\]

which concludes the proof of the Lemma.

We now briefly explain how Corollary 1.8 follows from this Lemma:

Proof of Corollary 1.8. Assume that \( n(n-A_n)/v_n^2 \), conditioned to be positive, converges in distribution to a random variable with density \( f \) with respect to the Lebesgue measure on \( \mathbb{R} \), and let \( g : \mathbb{R} \to \mathbb{R} \) be a bounded and continuous function. Following Lemma 1.7, for \( n \geq 3 \), we have

\[
\mu_n \left[ g \left( \frac{S_n}{v_n\sqrt{T_n}} \right) \right] = \frac{C_n}{v_n} \mathbb{E} \left[ \tilde{g} \left( \frac{n}{v_n^2} (n-A_n) \right) \mathbb{I}_{\{A_n < n\}} \right] 
\to_{n \to \infty} \frac{C_n}{v_n} \mathbb{P}[A_n < n] \int_0^\infty dx f(x) \tilde{g}(x).
\]

Then, notice that

\[
\int_0^\infty dx f(x) \tilde{g}(x) = \int_0^\infty dx f(x) \frac{g(x\sqrt{2})}{\sqrt{2}} = 2 \int_0^\infty dy f(y^2) g_n(y) = \int_\mathbb{R} dy f(y^2) g(y).
\]

To conclude the proof, there only remains to check that

\[
\lim_{n \to \infty} \frac{C_n \mathbb{P}[A_n < n]}{v_n} = \left( \int_\mathbb{R} dy f(y^2) \right)^{-1},
\]

which follows by taking \( g \) to be the constant function \( g = 1 \).

3 Study of the asymptotic behaviour of the auxiliary variable

We now prove Lemmas 1.9, 1.10, 1.11 and 1.12, that is to say, we study the behaviour of the random variable \( n - A_n \) in the various regimes of the interaction range.

3.1 The long range case: proof of Lemma 1.9

To prove the announced convergence in law, we simply compute the characteristic function and check that it tends to that of the normal distribution.

Proof of Lemma 1.9. Assume that \( r_n/n^{3/4} \to \infty \). It follows from Lemma 1.13 that the characteristic function of \( (n-A_n)/\sqrt{n} \) writes

\[
\mathbb{E} \left[ \exp \left( iu \frac{n-A_n}{\sqrt{n}} \right) \right] = \exp \left[ \varphi_n \left( \frac{u}{\sqrt{n}} \right) \right],
\]

where \( \varphi_n \) is the function defined by (1.8). It follows from Taylor’s formula that, for every \( y \in \mathbb{R} \),

\[
\left| \ln(1+iy) - iy - \frac{y^2}{2} \right| \leq \frac{1}{6} \sup_{t \in [0,1]} \frac{2|y|^3}{|1+it|} \leq \frac{|y|^3}{3}.
\]
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We now estimate these three sums. First, we can write

\[
\varphi_n \left( \frac{u}{\sqrt{n}} \right) = iu \sqrt{n} - iu \frac{n}{\sqrt{n}} \sum_{j=1}^{n-1} \frac{1}{\beta_{n,j}} - \frac{u^2}{n} \sum_{j=1}^{n-1} \frac{1}{(\beta_{n,j})^2} + O \left( \frac{1}{n^{3/2}} \sum_{j=1}^{n-1} \frac{1}{(\beta_{n,j})^3} \right). \tag{3.2}
\]

We now estimate these three sums. First, we can write

\[
\left| - \frac{1}{n} \sum_{j=1}^{n-1} \frac{1}{\beta_{n,j}} \right| = \left| - \frac{1}{n} \sum_{j=1}^{n-1} \left( \frac{1}{\beta_{n,j}} - 1 \right) \right| \leq 1 + 2 \sum_{j=1}^{n-1} \left( \frac{u/r_n}{\beta_{n,j}} \right) + 2 \sum_{j=1}^{n-1} \frac{1}{\beta_{n,j}} - 1. \tag{3.3}
\]

Following Lemma 2.2, we have

\[
\frac{1}{\beta_{n,j}} = O \left( \frac{n^2}{r_n^2 j^2} \right) + O(1),
\]

where the \( O \) is uniform over all \( n \) and \( j \leq \lfloor n/2 \rfloor \), implying that

\[
\sum_{j=1}^{\lfloor n/r_n \rfloor} \frac{1}{\beta_{n,j}} = O \left( \frac{n^2}{r_n^2} \right) = o(\sqrt{n}).
\]

Plugging this and the second estimate given by Lemma 2.1 into (3.3), we deduce that

\[
\sum_{j=1}^{n-1} \frac{1}{\beta_{n,j}} = n + o(\sqrt{n}).
\]

The same decomposition of the two other sums in (3.2) yields

\[
\sum_{j=1}^{n-1} \frac{1}{(\beta_{n,j})^2} = n + O \left( \frac{n}{r_n} \right) + O \left( \frac{n^4}{r_n^4} \right) + O \left( \frac{n \ln n}{r_n} \right) = n + o(n)
\]

and

\[
\sum_{j=1}^{n-1} \frac{1}{(\beta_{n,j})^3} = n + O \left( \frac{n}{r_n} \right) + O \left( \frac{n^6}{r_n^6} \right) + O \left( \frac{n \ln n}{r_n} \right) = o(n^{3/2}).
\]

Plugging everything into (3.2), we get

\[
\varphi_n \left( \frac{u}{\sqrt{n}} \right) = iu \sqrt{n} - iu \frac{n + o(\sqrt{n})}{\sqrt{n}} - \frac{u^2 (n + o(n))}{n} + o(1) = -u^2 + o(1) = \ln \mathbb{E}[e^{iuX}] + o(1),
\]

where \( X \) is a centred normal variable with variance 2, leading to the claimed convergence in law.

\( \Box \)

### 3.2 The threshold: proof of Lemma 1.10

We now turn to the proof of Lemma 1.12, proceeding as for the proof of Lemma 1.9.

**Proof of Lemma 1.12.** Assume that \( r_n \sim \lambda n^{3/4} \) with \( \lambda > 0 \), and consider the random variable \( Z_n \) defined by (1.3). For every \( u \in \mathbb{R} \), we have

\[
\mathbb{E}[e^{iuZ_n}] = \mathbb{E}[e^{2iuY_0}] \prod_{j=1}^{\infty} \mathbb{E} \left[ \exp \left( -\frac{3iuY^2}{2}\lambda^2\pi^2j^2 \right) \right] = \exp \left[ -u^2 - \sum_{j=1}^{\infty} \ln \left( 1 + \frac{3iu}{\pi^2\lambda^2j^2} \right) \right].
\]
An extension of the Ising-CW model of SOC with a threshold on the interaction range

Therefore, to obtain the claimed convergence in distribution, there only remains to prove that, for every \( u \in \mathbb{R} \), we have

\[
\lim_{n \to \infty} \varphi_n \left( \frac{u}{\sqrt{n}} \right) = -u^2 - \sum_{j=1}^{\infty} \ln \left( 1 + \frac{12iu}{\pi^2 \lambda^2 j^2} \right), \tag{3.4}
\]

where \( \varphi_n \) is the function defined by (1.8). Let \( u \in \mathbb{R} \). We start by writing

\[
\varphi_n \left( \frac{u}{\sqrt{n}} \right) = \frac{iu}{\sqrt{n}} - \frac{n-1}{2} \ln \left( 1 + \frac{2iu}{\sqrt{n}} \right) - \frac{1}{2} \sum_{j=1}^{u-1} \ln \left[ 1 + \frac{2iu}{(\sqrt{n} + 2iu)} \left( \frac{1}{\beta_{n,j}} - 1 \right) \right].
\]

Expanding the logarithm around 1, we get

\[
iu \sqrt{n} - \frac{n-1}{2} \ln \left( 1 + \frac{2iu}{\sqrt{n}} \right) = -u^2 + o(1).
\]

Thus, to prove (3.4), there only remains to show that

\[
\lim_{n \to \infty} \frac{1}{2} \sum_{j=1}^{u-1} \ln \left[ 1 + \frac{2iu}{(\sqrt{n} + 2iu)} \left( \frac{1}{\beta_{n,j}} - 1 \right) \right] = \infty \ln \left( 1 + \frac{3iu}{\pi^2 \lambda^2 j^2} \right). \tag{3.5}
\]

For every \( j \in \{1, \ldots, n-1\} \), we have \( \beta_{n,j} \leq 2 \), whence

\[
\Re \left[ 1 + \frac{2iu}{(\sqrt{n} + 2iu)} \left( \frac{1}{\beta_{n,j}} - 1 \right) \right] = 1 + \frac{4u^2}{n + 4u^2} \left( \frac{1}{\beta_{n,j}} - 1 \right) \geq 1 + \frac{4u^2}{n + 4u^2} \times \left( \frac{1}{2} \right) \geq \frac{1}{2}.
\]

Yet, it follows from Taylor’s Theorem that, for every complex numbers \( z, z' \in \mathbb{C} \) such that \( \Re z \geq 1/2 \) and \( \Re z' \geq 1/2 \), we have \( |\ln z - \ln z'| \leq 2 |z - z'| \). Therefore, we have

\[
\sum_{j=1+\lfloor n/r \rfloor}^{n-\lfloor n/r \rfloor-1} \ln \left[ 1 + \frac{2iu}{(\sqrt{n} + 2iu)} \left( \frac{1}{\beta_{n,j}} - 1 \right) \right] = O \left( \frac{\ln n}{n^{1/4}} \right),
\]

using the second estimate given by Lemma 2.1. Similarly, we have

\[
\sum_{j=1}^{\lfloor n/r \rfloor} \left\{ \ln \left[ 1 + \frac{2iu}{(\sqrt{n} + 2iu)} \left( \frac{1}{\beta_{n,j}} - 1 \right) \right] - \ln \left( 1 + \frac{3iu}{\pi^2 \lambda^2 j^2} \right) \right\} = O \left( \frac{\ln n}{n^{1/4}} \right) + O \left( \frac{\ln n}{(\sqrt{n} + 2iu)\beta_{n,j}} - \frac{3}{\pi^2 \lambda^2 j^2} \right).
\]

To deal with this last term, we write

\[
\sum_{j=1}^{\lfloor n/r \rfloor} \left| \frac{2}{(\sqrt{n} + 2iu)\beta_{n,j}} - \frac{3}{\pi^2 \lambda^2 j^2} \right| = \frac{1}{\lambda^2} \sum_{j=1}^{\lfloor n/r \rfloor} \left| \frac{2r_n^2}{n^2 \beta_{n,j}^2} - \frac{3}{\pi^2 \lambda^2 j^2} \right| + o \left( \sum_{j=1}^{\lfloor n/r \rfloor} \frac{1}{\beta_{n,j} \sqrt{n}} \right).
\]

Using now the bound given by Lemma 2.2, this becomes

\[
\sum_{j=1}^{\lfloor n/r \rfloor} \left| \frac{2}{(\sqrt{n} + 2iu)\beta_{n,j}} - \frac{3}{\pi^2 \lambda^2 j^2} \right| = O \left( \sum_{j=1}^{\lfloor n/r \rfloor} \frac{1}{n^{3/4} j^{1/2}} \right) + O \left( \frac{\ln n}{\sqrt{n}} \right) + o \left( \sum_{j=1}^{\lfloor n/r \rfloor} \frac{1}{j^{1/2}} \right) = O \left( \frac{1}{n^{3/4}} \right) + O \left( \frac{1}{n^{1/4}} \right) + o(1) = o(1).
\]

By symmetry of the eigenvalues, we obtain (3.5), concluding the proof of (3.4) and thus of the convergence in distribution. □
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3.3 Preliminaries to the saddle-point method

We now perform some preliminary computations which will be useful for the proofs of Lemmas 1.11 and 1.12.

For every \( n \geq 4 \), the characteristic function of \( n - A_n \) given by Lemma 1.13 is integrable, implying by Fourier’s inversion formula that the auxiliary variable \( n - A_n \) admits the following density with respect to the Lebesgue measure on \( \mathbb{R} \):

\[
f_n : x \in \mathbb{R} \mapsto \frac{1}{2\pi} \int_{\mathbb{R}} du \exp \left[ -iux + \varphi_n(u) \right].
\]

Now, let \( g : \mathbb{R} \to \mathbb{R} \) be a bounded and continuous function and let \((w_n)_{n \geq 4}\) be a sequence of real numbers such that \( w_n \geq 1 \) for every \( n \geq 4 \) (we will take \( w_n = 1 \) in the proof of Lemma 1.11 and \( w_n = r_n^{2/3} \) in the proof of Lemma 1.12). For every \( n \geq 4 \), we have

\[
E \left[ g \left( \frac{n - A_n}{w_n} \right) 1_{\{A_n < n\}} \right] = \int_0^n dx \frac{g(x)}{w_n} f_n(x)
\]

\[
= \frac{1}{2\pi} \int_0^n dx \frac{g(x)}{w_n} \int_{\mathbb{R}} du \exp \left[ -iux + \varphi_n(u) \right]
\]

\[
= \frac{w_n}{2\pi} \int_0^{n/w_n} dx g(x) \int_{\mathbb{R}} du \exp \left[ -w_n iux + \varphi_n(u) \right] \tag{3.6}
\]

where \( \varphi_n \) is the function given by (1.8). We now wish to move the integration contour of \( u \) from \( \mathbb{R} \) to \(-iu^*/w_n + \mathbb{R}\), where \( u^* > 0 \) will be chosen later. For every fixed \( x \in \mathbb{R} \) and \( n \geq 4 \), the function \( f : u \mapsto \exp \left[ -w_n iux + \varphi_n(u) \right] \) is analytic on the open set \( U_n \) defined by (1.9). Therefore, Cauchy’s theorem applied to the closed contour represented on figure 2 ensures that, for any \( M > 0 \), we have

\[
\int_{-M}^M du f(u) = \int_{C_1} du f(u) + \int_{C_2} du f(u) + \int_{C_3} du f(u)
\]

\[
= -\frac{iu^*}{w_n} \int_0^1 dt f \left( \frac{iu^*}{w_n} t - M \right) + \int_{-M}^M du f \left( -\frac{iu^*}{w_n} + u \right) + \frac{iu^*}{w_n} \int_0^1 dt f \left( -\frac{iu^*}{w_n} t + M \right).
\]

One easily checks that, \( n \) and \( x \) being fixed, we have

\[
\lim_{M \to \infty} \int_0^1 dt f \left( \frac{iu^*}{w_n} t - M \right) = \lim_{M \to \infty} \int_0^1 dt f \left( -\frac{iu^*}{w_n} t + M \right) = 0,
\]

whence

\[
\int_{\mathbb{R}} du f(u) = \int_{\mathbb{R}} du f \left( -\frac{iu^*}{w_n} + u \right) \tag{3.7}
\]
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Going back to (3.6), we obtain

\[
E \left[ g \left( \frac{n - A_n}{w_n} \right) 1_{\{A_n < n\}} \right] = \frac{w_n}{2\pi} \int_0^{n/w_n} dx \frac{g(x)}{x} \int_{\mathbb{R}} du \exp \left[ -w_n iux - u^* x + \varphi_n \left( -\frac{iu^*}{w_n} + u \right) \right]
\]

\[
= C_n \int_0^\infty dx \int_{\mathbb{R}} du 1_{\{x < n/w_n\}} \exp \left[ -\frac{w_n iux}{\sqrt{n}} - u^* x + \varphi_n \left( -\frac{iu^*}{w_n} + u \right) - \varphi_n \left( -\frac{iu^*}{w_n} \right) \right], \tag{3.7}
\]

where the constant \( C_n \) is given by

\[
C_n = \frac{w_n}{2\pi \sqrt{n}} \exp \left[ -\varphi_n \left( -\frac{iu^*}{w_n} \right) \right].
\]

In the following two subsections, we prove the pointwise convergence of the integrand in the above formula, for a suitable choice of \( w_n \) depending on the regime of the interaction range \( r_n \). We then want to apply the dominated convergence Theorem and, to this end, we need to check that the domination hypothesis is satisfied. For every \( n \geq 4 \) and every \( u \in \mathbb{R} \), we can write

\[
\Re \left[ \varphi_n \left( -\frac{iu^*}{w_n} + \frac{u}{\sqrt{n}} \right) - \varphi_n \left( -\frac{i u^*}{w_n} \right) \right] = \Re \left[ -iu \sqrt{n} - \frac{1}{2} \sum_{j=1}^{n-1} \ln \left( 1 - \frac{2iu}{\beta_{n,j} + 2u^*/w_n} \right) \right]
\]

\[
= -\frac{1}{4} \sum_{j=1}^{n-1} \ln \left[ 1 + \frac{4u^2}{(\beta_{n,j} + 2u^*/w_n)^2} \right]
\]

\[
\leq -\frac{n - 1}{4} \ln \left[ 1 + \frac{4u^2}{(2 + 2u^*)^2} \right]
\]

\[
\leq -\frac{3}{4} \ln \left[ 1 + \frac{u^2}{(1 + u^*)^2} \right],
\]

where we used that \( \beta_{n,j} \leq 2 \) and \( w_n \geq 1 \) in the first inequality. Thus, for every \( n \geq 4 \), every \( x > 0 \) and every \( u \in \mathbb{R} \), we have

\[
|g(x)| \exp \left[ \frac{w_n iux}{\sqrt{n}} - u^* x + \varphi_n \left( -\frac{i u^*}{w_n} + \frac{u}{\sqrt{n}} \right) - \varphi_n \left( -\frac{i u^*}{w_n} \right) \right] \leq \sup_{\mathbb{R}} |g| \exp \left( -u^* x \right) \left[ 1 + \frac{u^2}{(1 + u^*)^2} \right]^{-3/4},
\]

which is an integrable function of \((x, u)\) on \((0, \infty) \times \mathbb{R}\). Hence, there remains to study the pointwise convergence of the integrand in (3.7), which is the object of the two next subsections.

### 3.4 Finite range interactions: proof of Lemma 1.11

Before proving Lemma 1.11, we state an elementary result which gives a bound on the approximation of an integral with a sum of rectangles:
An extension of the Ising-CW model of SOC with a threshold on the interaction range

**Lemma 3.1** (Rectangle rule). Let $f : [0, 1] \to \mathbb{C}$ be a Lipschitz-continuous function with a Lipschitz constant $K > 0$. For every $n \geq 1$, we have

$$
\left| \frac{1}{n} \sum_{j=1}^{n} f \left( \frac{j}{n} \right) - \int_{0}^{1} dt \, f(t) \right| \leq \frac{K}{2n},
$$

Proof. We write

$$
\left| \frac{1}{n} \sum_{j=1}^{n} f \left( \frac{j}{n} \right) - \int_{0}^{1} dt \, f(t) \right| \leq \sum_{j=1}^{n} \left| \int_{j/n}^{(j+1)/n} dt \, f \left( \frac{j}{n} \right) - f(t) \right| \leq \sum_{j=1}^{n} \int_{j/n}^{(j+1)/n} dt \, K \left| \frac{j}{n} - t \right| = \frac{K}{2n},
$$

which is the desired inequality. \(\square\)

We now turn to the proof of Lemma 1.11.

**Proof of Lemma 1.11.** Let $r \geq 1$, and let $\sigma_r > 0$ be characterized by (1.4). Note that this equation indeed has one unique solution in $(0, \infty)$ because the function

$$
F(x) = x > 0 \mapsto \int_{0}^{1} dt \left( x + 1 - \frac{1}{r} \sum_{m=1}^{r} \cos(2\pi mt) \right)^{-1}
$$

is continuous and strictly decreasing and has limits

$$
\lim_{x \to 0} F(x) = \infty \quad \text{and} \quad \lim_{x \to \infty} F(x) = 0,
$$

so that there exists a unique value $\sigma_r > 0$ such that $F(1/\sigma_r^2) = 1$. The explicit value for $\sigma_r$ in the particular case $r = 1$ follows from the formula

$$
\forall a > 0 \ \forall b \in (-a, a) \quad \frac{1}{2\pi} \int_{-b}^{b} dt \frac{1}{a + b \cos t} = \frac{1}{\sqrt{a^2 - 1^2}},
$$

which is easily obtained with a change of variable $\theta = \tan(t/2)$, and which implies that

$$
F(x) = \frac{1}{\sqrt{(x + 1)^2 - 1}} = 1 \quad \Leftrightarrow \quad x = \sqrt{2} - 1.
$$

Going back to the general case $r \geq 1$ and taking $w_n = 1$ and $u^* = 1/(2\sigma_r^2)$, we wish to show that the function $\varphi_n$ defined by (1.8) satisfies

$$
\forall u \in \mathbb{R} \quad \lim_{n \to \infty} \varphi_n \left( -iu^* + \frac{u}{\sqrt{n}} \right) - \varphi_n \left( -iu^* \right) = -hu^2,
$$

for a certain constant $h > 0$. The function $\varphi_n$ being holomorphic on $U_n$, it follows from Taylor’s formula that, for every $u \in \mathbb{R}$,

$$
\left| \varphi_n \left( -iu^* + \frac{u}{\sqrt{n}} \right) - \varphi_n \left( -iu^* \right) - \frac{u}{\sqrt{n}} \varphi'_n \left( -iu^* \right) - \frac{u^2}{2n} \varphi''_n \left( -iu^* \right) \right| \leq \frac{1}{6n^{3/2}} \sup_{t \in [0,1]} \left| \varphi^{(3)}_n \left( -iu^* + \frac{tu}{\sqrt{n}} \right) \right|.
$$

First, recalling the expression (1.8) of the function $\varphi_n$ and the formula (1.5) for $\alpha_{n,j}$, we write

$$
\varphi'_n(-iu^*) = -in + i \sum_{j=1}^{n-1} \frac{1}{2u^* + \beta_{n,j}} = -in - \frac{i}{2u^*} + i \sum_{j=1}^{n} \frac{1}{2u^* + 1 - \alpha_{n,j}}
$$

$$
= -in - \frac{i}{2u^*} + i \sum_{j=1}^{n} f \left( \frac{j}{n} \right),
$$
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where the function \( f \) is given by

\[
  f : t \in [0, 1] \mapsto \left( 2u^* + 1 - \frac{1}{r} \sum_{m=1}^{r} \cos(2\pi mt) \right)^{-1}.
\]

This function being continuously differentiable on \([0, 1]\), it follows from Lemma 3.1 that, when \( n \to \infty \),

\[
  \varphi_n'(-iu^*) = -in + O(1) + in \int_0^1 dt f(t) + O(1) = -in + inF \left( \frac{1}{\sigma^2} \right) + O(1) = O(1),
\]

because \( F(1/\sigma^2) = 1 \) by definition of \( \sigma \). Similarly, we have

\[
  \varphi_n''(-iu^*) = -2n^{-1} \sum_{j=1}^{n-1} \frac{1}{(2u^* + \beta_{n,j})^2} - 2hn
\]

where

\[
  h = \int_0^1 dt \left( 2u^* + 1 - \frac{1}{r} \sum_{m=1}^{r} \cos(2\pi mt) \right)^{-2},
\]

following again Lemma 3.1. Lastly, for every \( u \in \mathbb{R} \), we have

\[
  \left| \varphi_n^{(3)}(-iu^* + u) \right| \leq 4 \sum_{j=1}^{n-1} \frac{1}{(2u^* + \beta_{n,j})^3} \leq \frac{n}{2(2u^*)^3}.
\]

Plugging all these estimates into our Taylor expansion (3.9), we obtain the claimed development (3.8) of \( \varphi_n \). Then, applying the dominated convergence Theorem to the integral in (3.7), we deduce that, for every continuous and bounded function \( g : \mathbb{R} \to \mathbb{R} \), we have

\[
  \lim_{n \to \infty} \frac{1}{C_n} \mathbb{E} \left[ g(n - A_n) \mathbb{1}_{\{A_n < n\}} \right] = \int_0^\infty dx \int_\mathbb{R} du g(x) e^{-u^*x - hu^2} = \sqrt{\frac{h}{\pi}} \int_0^\infty dx g(x) e^{-u^*x},
\]

which shows the convergence in distribution of the auxiliary variable \( n - A_n \), conditioned to be positive, to an exponential variable with parameter \( u^* = 1/(2\sigma^2) \), concluding the proof of Lemma 1.11. \( \square \)

3.5 The intermediate regime: proof of Lemma 1.12

Before proving Lemma 1.12, we state an elementary result:

**Lemma 3.2** (An asymptotic expansion). When \( y \to +\infty \), we have

\[
  \sum_{j=1}^{\infty} \frac{1}{y + j^2} = \frac{\pi}{2\sqrt{y}} + O \left( \frac{1}{y} \right).
\]

**Proof.** Defining, for every \( y > 0 \),

\[
  I(y) = \frac{\pi}{2\sqrt{y}} - \sum_{j=1}^{\infty} \frac{1}{y + j^2} = \int_0^\infty \frac{dt}{y + t^2} - \sum_{j=1}^{\infty} \frac{1}{y + j^2},
\]

we have, on the one hand,

\[
  I(y) = \sum_{j=1}^{\infty} \int_{j-1}^{j} \frac{dt}{y + t^2} - \frac{1}{y + j^2} \geq 0,
\]

which concludes the proof. \( \square \)
We now evaluate these two terms. First, writing

$$I(y) \leq \int_0^\infty \frac{dt}{y + t^2} - \int_0^\infty \frac{dt}{y + (t + 1)^2} = \int_0^\infty \frac{(2t + 1) dt}{(y + t^2)(y + (t + 1)^2)}$$

$$\leq \int_0^\infty \frac{(2t + 1) dt}{(y + t^2)^2} = \int_0^\infty \frac{dt}{(y + t^2)^2}$$

$$= \frac{1}{y} \int_0^\infty \frac{dv}{(1 + v^2)^2} + \frac{1}{y^{3/2}} \int_0^\infty \frac{dv}{(1 + v^2)^2},$$

which shows that \( I(y) = O(1/y) \) when \( y \to \infty \).

We now turn to the proof of Lemma 1.12.

**Proof of Lemma 1.12.** We now assume that the interaction range is such that \( r_n / \sqrt{n} \to \infty \) and \( r_n / n^{3/4} \to 0 \), we take \( w_n = r_n^{2/3} \) and \( u^* = 3^{1/3} / 2^{4/3} \), and we show that the function \( \varphi_n \) defined by (1.8) satisfies

$$\forall u \in \mathbb{R} \quad \lim_{n \to \infty} \varphi_n \left( \frac{-iu^*}{r_n^{2/3}} + \frac{u}{\sqrt{n}} \right) - \varphi_n \left( \frac{-iu^*}{r_n^{2/3}} \right) = \frac{3}{2} u^2. \quad (3.10)$$

To use Taylor’s formula as in (3.9), we compute

$$\varphi_n' \left( \frac{-iu^*}{r_n^{2/3}} \right) = -in + i \sum_{j=1}^{n-1} \left( \beta_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} = S_1 + S_2,$$

where

$$S_1 = 2i \sum_{j=1}^{\lfloor n/r_n \rfloor} \left( \beta_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} \quad \text{and} \quad S_2 = -in + i \sum_{j=1}^{n-1 - \lfloor n/r_n \rfloor} \left( \beta_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1}.$$

We now evaluate these two terms. First, writing

$$S_1' = 2i \sum_{j=1}^{\lfloor n/r_n \rfloor} \left( \frac{2r_n^2 \pi^2 j^2}{3n^2} + \frac{2u^*}{r_n^{2/3}} \right)^{-1},$$

we have, using Lemma 2.2,

$$|S_1 - S_1'| \leq 2 \sum_{j=1}^{\lfloor n/r_n \rfloor} \left| \frac{2r_n^2 \pi^2 j^2}{3n^2} - \beta_{n,j} \right| \left( \beta_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} \left( \frac{2r_n^2 \pi^2 j^2}{3n^2} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} \leq 2 \sum_{j=1}^{\lfloor n/r_n \rfloor} \frac{1}{r_n} \left| \beta_{n,j} - \frac{3n^2}{2r_n^2 \pi^2 j^2} \right| \leq 2 \sum_{j=1}^{\lfloor n/r_n \rfloor} \frac{K}{4} \left( 1 + \frac{n^2}{r_n^3 j^2} \right) \leq O \left( \frac{n}{r_n} \right) + O \left( \frac{n^2}{r_n^3} \right) = o(\sqrt{n}).$$

Then, defining the function

$$f : y > 0 \mapsto \sum_{j=1}^\infty \frac{1}{y + j^2},$$

and noting that

$$\sum_{j=\lfloor n/r_n \rfloor + 1}^\infty \left( \frac{2r_n^2 \pi^2 j^2}{3n^2} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} = O \left( \frac{n^2}{r_n^3} \sum_{j=\lfloor n/r_n \rfloor + 1}^\infty \frac{1}{j^2} \right) = O \left( \frac{n}{r_n} \right) = o(\sqrt{n}),$$
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we can write, using Lemma 3.2,

\[
S_1 = S'_1 + o(\sqrt{n}) = \frac{3in^2}{r_n^2 \pi^2} f \left( \frac{3n^2 u^*}{r_n^{8/3} \pi^2} \right) + o(\sqrt{n}) \\
= \frac{3in^2}{r_n^2 \pi^2} \left[ \frac{\pi}{2} \sqrt{\frac{r_n^{8/3} \pi^2}{3n^2 u^*}} + O \left( \frac{r_n^{8/3}}{n^4} \right) \right] + o(\sqrt{n}) \\
= \frac{in\sqrt{3}}{2r_n^{2/3} \sqrt{u^*}} + O \left( r_n^{2/3} \right) + o(\sqrt{n}) = \frac{in\sqrt{3}}{2r_n^{2/3} \sqrt{u^*}} + o(\sqrt{n}) .
\] (3.11)

We now deal with the second term. Defining

\[
S'_2 = \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \left( 1 - \alpha_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} - 1,
\]

we have

\[
S_2 = S'_2 + O \left( \frac{n}{r_n} \right) = S'_2 + o(\sqrt{n}) .
\]

Then, we can write

\[
S'_2 = i \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \left( 1 + \frac{2u^*}{r_n^{2/3}} \right)^{-1} + \alpha_{n,j} \left( 1 + \frac{2u^*}{r_n^{2/3}} \right)^{-1} \left( 1 - \alpha_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1}
\]

\[
= \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \left[ - \frac{2u^*}{r_n^{2/3}} + \frac{4(u^*)^2}{r_n^{4/3}} + \frac{2u^*}{r_n^{2/3}} \right] + \alpha_{n,j} \left( 1 + \frac{2u^*}{r_n^{2/3}} \right)^{-1} \left( 1 - \alpha_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1}
\]

\[
= \frac{2inu^*}{r_n^{2/3}} + o(\sqrt{n}) + O \left( \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \alpha_{n,j} \left( 1 - \alpha_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1} \right).
\]

Thanks to the upper bound (2.3) on \( \alpha_{n,j} \), we know that

\[
\forall j \in \left\{ 1 + \lfloor n/r_n \rfloor, n - 1 - \lfloor n/r_n \rfloor \right\} \quad 1 - \alpha_{n,j} + \frac{2u^*}{r_n^{2/3}} \geq 1 - \alpha_{n,j} \geq \frac{1}{2},
\]

allowing us to expand, using again the upper bound (2.3) on \( \alpha_{n,j} \) and the first estimate of Lemma 2.1, and noting that \( \sum_{j=1}^{n} \alpha_{n,j} = 0 \),

\[
\sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \alpha_{n,j} \left( 1 - \alpha_{n,j} + \frac{2u^*}{r_n^{2/3}} \right)^{-1}
\]

\[
= \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \alpha_{n,j} + O \left( \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} (\alpha_{n,j})^2 \right) + O \left( \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \frac{|\alpha_{n,j}|}{r_n^{2/3}} \right)
\]

\[
= O \left( \frac{n}{r_n} \right) + \sum_{j=1}^{n-1-\lfloor n/r_n \rfloor} \alpha_{n,j} + O \left( \frac{n}{r_n^2} \sum_{j=1+\lfloor n/r_n \rfloor}^{n/2} \frac{1}{n^2} \right) + O \left( \frac{n \ln n}{r_n^{5/3}} \right) = O \left( \frac{n}{r_n} \right),
\]

leading to

\[
S_2 = -\frac{2inu^*}{r_n^{2/3}} + o(\sqrt{n}) .
\]
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Combining this with (3.11), we deduce that

\[ \varphi_n' \left( -\frac{iu^*}{n^{2/3}} \right) = \left( \frac{\sqrt{3}}{2\sqrt{u^*}} - 2u^* \right) \frac{i n}{r_n^{2/3}} + o(\sqrt{n}) = o(\sqrt{n}), \]

since we took \( u^* = 3^{1/3}/2^{4/3} \). We now study the second derivative, writing

\[ \varphi_n'' \left( -\frac{iu^*}{n^{2/3}} \right) = -2 \sum_{j=1}^{n-1} (\beta_{n,j} + 2u^*)^{-3}. \]

Dividing the sum similarly, we show that, on the one hand,

\[ -2 \sum_{j=1+\lceil n/r_n \rceil}^{n-1} (\beta_{n,j} + 2u^*)^{-2} = -2n + O \left( \frac{n \ln n}{r_n} \right) + O \left( \frac{n}{r_n^{2/3}} \right) = -2n + o(n) \]

and, on the other hand,

\[ -4 \sum_{j=1}^{\lfloor n/r_n \rfloor} (\beta_{n,j} + 2u^*)^{-2} = O \left( \frac{n^2}{r_n^2} \right) + O \left( \frac{n}{r_n} \right) - 4 \sum_{j=1}^{\lfloor n/r_n \rfloor} \left( \frac{2n^2 j^2}{3n^2} + \frac{2u^*}{r_n^{2/3}} \right)^{-2} = o(n) + O \left( \frac{n^{4/3}}{r_n} \right) + O \left( \frac{n}{r_n^{2/3}} \right) = -n\sqrt{3} \frac{\pi}{4(u^*)^{3/2}} + o(n), \]

whence

\[ \varphi_n'' \left( -\frac{iu^*}{n^{2/3}} + u \right) = -2n - \frac{n\sqrt{3}}{4(u^*)^{3/2}} + o(n) = -3n + o(n). \]

Lastly, for every \( u \in \mathbb{R} \), we can write

\[ \left| \varphi_n^{(3)} \left( -\frac{iu^*}{n^{2/3}} + u \right) \right| \leq 8 \sum_{j=1}^{n-1} (\beta_{n,j} + 2u^*)^{-3} = S_3 + S_4, \]

where

\[ S_3 = 16 \sum_{j=1}^{n-1} (\beta_{n,j} + 2u^*)^{-3} \quad \text{and} \quad S_4 = 8 \sum_{j=s_n+1}^{n-1} (\beta_{n,j} + 2u^*)^{-3}, \]

with \( s_n = \lfloor n/r_n^{4/3} \rfloor \). One the one hand, we have

\[ S_3 \leq 16 \left| \frac{n}{r_n^{4/3}} \right|^{2/3} = O(n r_n^{2/3}) = o(n^{3/2}) \]

and, on the other hand, using Lemma 2.2, we can write

\[ S_4 \leq 8 \sum_{j=s_n+1}^{n-1} \frac{1}{(\beta_{n,j})^3} = O(n) + O \left[ \sum_{j=s_n+1}^{\infty} \left( \frac{n^2}{r_n^{2/3}} \right)^3 \right] = O(n) + O \left( \frac{n^6}{r_n^{2/3}} \right) = O(n^{3/2}). \]
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Thus, applying Taylor’s theorem as in (3.9), we obtain the pointwise convergence (3.10). After this, applying the dominated convergence Theorem to the integral in (3.7), we get, for every continuous and bounded function \( g : \mathbb{R} \to \mathbb{R} \),

\[
\lim_{n \to \infty} \frac{1}{C_n} \mathbb{E} \left[ g \left( \frac{n - A_n}{r_n^{1/4}} \right) I_{\{A_n < n\}} \right] = \int_0^\infty dx \int_{\mathbb{R}} du \, g(x) e^{-u^* x - 3u^2 / 2} = \sqrt{\frac{2\pi}{3}} \int_0^\infty dx \, g(x) e^{-u^* x},
\]

which shows the claimed convergence in law, concluding the proof of the Lemma. \( \square \)

As explained before, the convergence in law we just proved might hold also in the regime \( r_n = o(\sqrt{n}) \). Yet, to extend the above proof to possibly deal with this regime, a finer analysis would be needed. Indeed, the hypothesis \( r_n / \sqrt{n} \to \infty \) is used many times in our estimation of the first and second derivative of \( \varphi_n \) (while the estimate about the third derivative only uses \( r_n = o(n^{3/4}) \)).

A Study of the eigenvalues

A.1 Proof of Lemma 2.1

**Proof of Lemma 2.1.** The first bound follows from the upper bound (2.3) on \( \alpha_{n,j} \), writing

\[
\sum_{j=1}^{n} |\alpha_{n,j}| \leq 2 \sum_{j=1}^{\lfloor n/2 \rfloor} |\alpha_{n,j}| \leq \frac{n}{r_n} \sum_{j=1}^{\lfloor n/2 \rfloor} \frac{1}{j} = O \left( \frac{n \ln n}{r_n} \right).
\]

Furthermore, the upper bound (2.3) on \( \alpha_{n,j} \) ensures that when \( n/r_n < j < n - n/r_n \), we have \( \alpha_{n,j} \leq 1/2 \) and thus \( \beta_{n,j} \geq 1/2 \), leading to

\[
\sum_{j=1+\lfloor n/r_n \rfloor}^{n-\lfloor n/r_n \rfloor - 1} \left| \frac{1}{\beta_{n,j}} - 1 \right| = \sum_{j=1+\lfloor n/r_n \rfloor}^{n-\lfloor n/r_n \rfloor - 1} |\alpha_{n,j}| \leq 2 \sum_{j=1+\lfloor n/r_n \rfloor}^{n-\lfloor n/r_n \rfloor - 1} |\alpha_{n,j}| \leq 2 \sum_{j=1}^{n} |\alpha_{n,j}|,
\]

so that the second estimate in the statement follows from the first one. \( \square \)

A.2 An asymptotic formula for the eigenvalues: proof of Lemma 2.2

**Proof of Lemma 2.2.** Assume that \( r_n \to \infty \). First, for every \( n \) and \( j \) such that

\[
\frac{n}{2r_n + 1} < j \leq \frac{n}{2}, \tag{A.1}
\]

our formula (2.1) for \( \alpha_{n,j} \) implies that

\[
|\alpha_{n,j}| \leq \frac{1}{r_n \sin \left( j\pi / n \right)} \leq \frac{1}{r_n \sin \left( \pi / (2r_n + 1) \right)} \xrightarrow{n \to \infty} \frac{2}{\pi} < 1,
\]

using that \( r_n \to \infty \). Therefore, uniformly for all \( n \) and \( j \) satisfying (A.1), we have

\[
\frac{1}{\beta_{n,j}} = \frac{1}{1 - \alpha_{n,j}} = O(1) = \frac{6n^2}{(2r_n)^2 \pi^2 j^2} + O(1),
\]

which implies the desired estimate. Hence, there only remains to deal with the case \( 1 \leq j \leq \lfloor n/(2r_n + 1) \rfloor \). In this case, we can write, with a uniform \( O \) with respect to \( j \) and \( n \),

\[
\sin \left( \frac{(2r_n + 1)j\pi}{n} \right) = \frac{(2r_n + 1)j\pi}{n} \left[ 1 - \frac{(2r_n + 1)^2 j^2 \pi^2}{6n^2} + O \left( \frac{1}{n^4} \right) \right].
\]
An extension of the Ising-CW model of SOC with a threshold on the interaction range

Besides, since \( j\pi/n \leq \pi/2 \), we have

\[
\frac{1}{\sin(j\pi/n)} = \frac{n}{j\pi} \left[ 1 + O\left(\frac{j^2}{n^2}\right) \right].
\]

Using our formula (2.2) for \( \alpha_{n,j} \), we obtain that, for \( 1 \leq j \leq \lfloor n/(2r_n + 1) \rfloor \),

\[
\alpha_{n,j} = \frac{\sin\left(\frac{(2r_n + 1)j\pi/n}{2}\right)}{2r_n \sin\left(\frac{j\pi}{n}\right)} - \frac{1}{2r_n} = \frac{(2r_n + 1)j\pi/n}{2r_n j\pi/n} \left[ 1 - \frac{(2r_n + 1)^2j^2\pi^2}{6n^2} + O\left(\frac{r_n^2j^4}{n^4}\right) \right] \times \left[ 1 + O\left(\frac{j^2}{n^2}\right) \right] - \frac{1}{2r_n} = \left(1 + \frac{1}{2r_n}\right) \left[ 1 - \frac{(2r_n + 1)^2j^2\pi^2}{6n^2} + O\left(\frac{r_n^2j^2}{n^2}\right) + O\left(\frac{r_n^4j^4}{n^4}\right) \right] = \left[ 1 - \frac{2r_n^2j^2\pi^2}{3n^2} + O\left(\frac{r_n^2j^2}{n^2}\right) + O\left(\frac{r_n^4j^4}{n^4}\right) \right],
\]

implying that

\[
\beta_{n,j} = 1 - \alpha_{n,j} = \frac{2r_n^2j^2\pi^2}{3n^2} \left[ 1 + O\left(\frac{1}{r_n}\right) + O\left(\frac{r_n^2j^2}{n^2}\right) \right], \tag{A.2}
\]

with uniform \( O \) symbols for all \( 1 \leq j \leq \lfloor n/(2r_n + 1) \rfloor \). To obtain the result, we wish to take the inverse of this development. To this end, we show that the quantity between brackets in (A.2) is bounded away from 0. Let us go back to the formula (2.2) which reads

\[
\alpha_{n,j} = \frac{\sin\left(\frac{(2r_n + 1)j\pi/n}{2}\right)}{2r_n \sin\left(\frac{j\pi}{n}\right)} - \frac{1}{2r_n}. \tag{A.3}
\]

A straightforward function study shows that, for every \( x \geq 0 \),

\[
x \left(1 - \frac{x^2}{6}\right) \leq \sin x \leq x \left(1 - \frac{x^2}{6} + \frac{x^4}{120}\right). \tag{A.4}
\]

From this we deduce that

\[
\sin\left(\frac{j\pi}{n}\right) \geq \frac{j\pi}{n} \left(1 - \frac{j^2\pi^2}{6n^2}\right).
\]

Yet, for \( j \leq \lfloor n/(2r_n + 1) \rfloor \), we have

\[
\frac{j^2\pi^2}{6n^2} \leq \frac{\pi^2}{6(2r_n + 1)^2} \leq \frac{1}{2}
\]

for \( n \) large enough, because \( r_n \to \infty \). Therefore, we get

\[
\sin\left(\frac{j\pi}{n}\right)^{-1} \leq \frac{n}{j\pi} \left(1 - \frac{j^2\pi^2}{6n^2}\right)^{-1} \leq \frac{n}{j\pi} \left(1 + \frac{j^2\pi^2}{3n^2}\right), \tag{A.5}
\]
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using the convexity of the function $u \mapsto (1 - u)^{-1}$ over $[0, 1/2]$. We now use the other inequality in (A.4) to write, for $j \leq n/(2r_n + 1)$,

$$
\sin \left( \frac{(2r_n + 1)j \pi}{n} \right) \leq \frac{(2r_n + 1)j \pi}{n} \left( 1 - \frac{(2r_n + 1)^2j^2}{6n^2} + \frac{(2r_n + 1)^4j^4}{120n^4} \right)
$$

$$
\leq \frac{(2r_n + 1)j \pi}{n} \left[ 1 - \frac{\pi^2}{6} \cdot \frac{(2r_n + 1)^2j^2}{n^2} \right]
$$

$$
\leq \frac{(2r_n + 1)j \pi}{n} \left( 1 - \frac{(2r_n + 1)^2j^2}{2n^2} \right).
$$

(A.6)

Using (A.5) and (A.6) in our formula (A.3) yields

$$
\alpha_{n,j} \leq \frac{2r_n + 1}{2r_n} \left( 1 + \frac{\pi^2}{3n^2} \right) \left[ 1 - \frac{(2r_n + 1)^2j^2}{2n^2} \right] - \frac{1}{2r_n}
$$

$$
\leq \left( 1 + \frac{1}{2r_n} \right) \left( 1 + \frac{\pi^2}{3n^2} - \frac{(2r_n + 1)^2j^2}{2n^2} \right) - \frac{1}{2r_n}
$$

$$
= 1 - \frac{2\pi^2}{3(2r_n + 1)^2} \frac{(2r_n + 1)^2j^2}{2n^2}
$$

$$
= 1 - \left( 1 + \frac{1}{2r_n} \right)^3 \left( 1 - \frac{2\pi^2}{3(2r_n + 1)^2} \right) \frac{2r_n^2j^2}{n^2}.
$$

Since $r_n \to \infty$, this implies that, for $n$ large enough, we have

$$
\forall j \leq \frac{n}{2r_n + 1} \quad \beta_{n,j} = 1 - \alpha_{n,j} \geq \frac{r_n^2j^2}{n^2}.
$$

This allows us to take the inverse of the development (A.2), yielding, with a uniform $O$ symbol valid for all $1 \leq j \leq n/(2r_n + 1)$,

$$
\frac{1}{\beta_{n,j}} = \frac{3n^2}{2r_n^2\pi^2j^2} \left[ 1 + O \left( \frac{1}{r_n} \right) + O \left( \frac{r_n^2j^2}{n^2} \right) \right],
$$

which implies

$$
\frac{(2r_n)^2}{n^2\beta_{n,j}} = \frac{6}{\pi^2j^2} + O \left( \frac{1}{r_nj^2} \right) + O \left( \frac{r_n^2}{n^2} \right),
$$

concluding the proof of the Lemma.

\[\square\]
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