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Abstract
Recognizing speech from silent lip movement, which is called lip reading, is a challenging task due to 1) the inherent information insufficiency of lip movement to fully represent the speech, and 2) the existence of homophones that have similar lip movement with different pronunciations. In this paper, we try to alleviate the aforementioned two challenges in lip reading by proposing a Multi-head Visual-audio Memory (MVM). Firstly, MVM is trained with audio-visual datasets and remembers audio representations by modelling the inter-relationships of paired audio-visual representations. At the inference stage, visual input alone can extract the saved audio representation from the memory by examining the learned inter-relationships. Therefore, the lip reading model can complement the insufficient visual information with the extracted audio representations. Secondly, MVM is composed of multi-head key memories for saving visual features and one value memory for saving audio knowledge, which is designed to distinguish the homophones. With the multi-head key memories, MVM extracts possible candidate audio features from the memory, which allows the lip reading model to consider the possibility of which pronunciations can be represented from the input lip movement. This also can be viewed as an explicit implementation of the one-to-many mapping of viseme-to-phoneme. Moreover, MVM is employed in multi-temporal levels to consider the context when retrieving the memory and distinguish the homophones. Extensive experimental results verify the effectiveness of the proposed method in lip reading and in distinguishing the homophones.

Introduction
Lip reading, also known as Visual Speech Recognition (VSR), is a task that recognizes speech by watching lip movements only. It has a wide range of positive applications such as conversation with people who cannot make a voice (*e.g.*, aphonogenesis), an auxiliary technology for audio-based speech recognition in a noisy environment, and video conference in a crowded or silent environment. With the diverse applications, it has drawn big attention for a long time. However, compared to audio-based Automatic Speech Recognition (ASR), it is still regarded as a challenging task due to the following two reasons. First is the inherent information insufficiency of lip movements. The speech is jointly produced with various human organs such as vocal folds, larynx, tongue, and lips (Sataloff 1992). Therefore, watching lip movements individually might be insufficient to fully represent the speech. The second is the existence of homophones. The homophones refer to some different pronunciations that show the same lip movements. Therefore, the same lip movements can be observed from different pronunciations. In other words, the viseme-to-phoneme mapping is one-to-many which places a challenge on lip reading.

Recently, deep memory network (Weston, Chopra, and Bordes 2014; Sukhbaatar et al. 2015a) that remembers valuable information learned during training and exploits the stored knowledge on a given task shows powerful performances on diverse applications such as question answering (Miller et al. 2016), video prediction (Lee et al. 2021), and retrieval (Song, Wang, and Tan 2018; Huang and Wang 2019). Especially, a cross-modal memory network (Zhang et al. 2020a) that saves different modal information in distinct memories shows promising results on information-limited situation such as few-shot learning scenario. By using a cross-modal memory network, it is possible to read one modal feature from another modal feature as being inputs, which is a highly attractive characteristic when applied to a task where only a single modal input is available. Therefore, the cross-modal memory seems valuable to be extended to the lip reading task using the audio-visual modalities (Kim et al. 2021b), and to fulfill insufficient information of lip movement with the saved audio information read from the memory. However, directly applying the cross-modal memory into lip reading is not trivial due to the existence of homophones. Since the visual features of homophones are similar, they might point to the same value memory slots when addressing the memory. In other words, the same audio features could be obtained by different lip movement videos of homophones, preventing the lip reading system from fully utilizing the audio information. Therefore, in order to take full advantage of the cross-modal memory, a method of considering the homophones while bringing the audio information through memory is necessary.

In this paper, we propose Multi-head Visual-audio Memory (MVM) for lip reading, to mitigate the two aforementioned challenges, homophones and information insuf-
ficiency of lip movements. The proposed visual-audio memory consists of multi-head key memories and one value memory. The value memory saves representative audio features and the key memory saves visual features utilized to retrieve proper audio representations from the value memory. Similar to the multi-head attention proposed in (Vaswani et al. 2017) that attends to information at different positions, MVM allows the model to jointly consider the information from different possible audio representations, even if the visual features of homophones are given. Moreover, we employ the proposed MVM in multi-temporal levels so that the context can be considered, when querying the key memories to find out proper audio features from homophones. With the proposed MVM, the lip reading network can fully utilize audio information stored in the value memory with an enhanced ability to distinguish the homophones.

The effectiveness of the proposed MVM is validated on popular benchmark databases. Moreover, we analyze and demonstrate the effectiveness of the proposed MVM in distinguishing homophones by examining the pairs of words that belong to homophenes and visualizing the addressing scores of different head key memories.

The contributions of this work are summarized as follows:

• In order to consider the homophones while bringing the saved audio information through a memory network, we propose Multi-head Visual-audio Memory (MVM) network that can extract possible candidate audio representations from one visual lip movement.

• To capture the context while querying the key memory and retrieving the saved audio features in the value memory, we employ the memory in multi-temporal levels so that the ambiguous mapping of viseme-to-phoneme can be refined.

• The proposed MVM achieves state-of-the-art performances on word-level lip reading in both English and Mandarin. Moreover, we analyze and validate the effectiveness of MVM in distinguishing homophones.

## Related Work

### Lip Reading

Lip reading (Chung and Zisserman 2016; Ma et al. 2021; Akbari et al. 2018; Kim, Hong, and Ro 2021) is a task that recognizes speech from lip movements. Many research contributions in lip reading have focused on finding better spatio-temporal features for modelling visemes, the counterpart of phonemes in speech audio, from lip video. (Petridis, Li, and Pantic 2017) successfully recognized words by using front-end architecture of one 3D convolution layer and 2D ResNet (He et al. 2016) and back-end composed of LSTM. To capture the lip movement better, some studies (Weng and Kitani 2019; Xiao et al. 2020) proposed two-stream networks that jointly model the raw video and the optical flow. (Martinez et al. 2020) improved the temporal encoding by proposing Multi-Scale Temporal Convolutional Network (MS-TCN) and boosted the word-level lip reading performance. Along with the advances in word-level lip reading, sentence-level VSR has also made great progress. (Assael et al. 2016) proposed the first deep learning based end-to-end sentence-level lip reading model using Connectionist Temporal Classification (CTC) (Graves et al. 2006) loss function. (Chung et al. 2017) extended it to unconstrained sentence-level lip reading, proposing an English audio-visual corpus dataset and a Seq2Seq-based architecture (Cho et al. 2014). (Afouras et al. 2018) further improved the sentence-level lip reading performance by using Transformer (Vaswani et al. 2017) that has shown superior performances in language processing.

Apart from the architectural improvement, some studies have focused on utilizing audio information to complement the visual information for lip reading. (Afouras, Chung, and Zisserman 2020) tackled a problem that the labeled audio-visual dataset is much smaller than that of unlabeled. They proposed a method that utilizes the unlabeled data using a pre-trained ASR model. They trained a lip reading model with large-scale unlabeled data by guiding to follow the prediction of a pre-trained ASR model. On a similar line, (Zhao et al. 2020b; Ren et al. 2021) proposed to train the lip reading network using teacher-student framework. They utilized a pre-trained ASR model as a teacher and trained the lip reading model as a student using knowledge distillation (Hinton, Vinyals, and Dean 2015). By distilling the knowledge of the teacher model into the student model, the lip reading model is expected to learn better representations for speech recognition. (Ma et al. 2021b) proposed a self-supervised learning method to learn powerful visual speech representations. They pre-trained the visual front-end to predict corresponding acoustic features from the lip video, then fine-tuned with lip reading task loss. They showed its effectiveness in learning discriminative visual representations by achieving impressive lip reading performances. (Kim et al. 2021b; Hong et al. 2021) proposed to utilize a cross-modal memory network to save and extract the audio representations, and (Kim et al. 2021a) described a limitation of cross-modal memory on handling the homophenes in lip reading.

In this paper, we also try to complement the visual information of lip movement using audio information. We employ a cross-modal memory network that memorizes visual and audio representations in the different memories (i.e., key and value), namely visual-audio memory. Apart from the previous methods, to handle the homophenes when reading the lips, we extend the cross-modal memory network to consist of multi-head key memories, and consider the context by applying it in multi-temporal levels. With the enriched context and candidate audio representations, the proposed method can effectively distinguish the homophone words.

### Memory Network

Memory network is originally designed to alleviate the problem of forgetting information mainly in sequential data modelling. By augmenting the neural network with an external memory (Weston, Chopra, and Bordes 2014; Sukhbaatar et al. 2015b), it can flexibly utilize the important information learned during training. Due to its effectiveness, it has been widely applied not only in sequence modelling but also in question-answering (Miller et al. 2016), visual explanation (Kim and Ro 2021), few-shot learning (Zhu and Yang 2021).
Let \( x_v \in \mathbb{R}^{T \times H \times W \times C} \) be a lip video with frames of \( T \), height of \( H \), width of \( W \), and color channel size of \( C \), and \( x_a \in \mathbb{R}^{F \times S} \) be a mel-spectrogram converted from speech audio corresponded to the lip video, where \( F \) represents mel spectral size and \( S \) is frame length, and \( y \) be the corresponding ground-truth labels. The input video \( x_v \) and audio \( x_a \) are embedded through each respective front-end module as follows: \( f_v = E_v(x_v) \in \mathbb{R}^{T \times D} \) and \( f_a = E_a(x_a) \in \mathbb{R}^{T \times D} \), where \( f_v \) and \( f_a \) represent embedded visual and audio features, respectively, \( E_v(\cdot) \) and \( E_a(\cdot) \) are the visual and audio front-end modules, and \( D \) is the dimension of embedding. Note since the paired audio and video are supposed to be aligned in time with the same duration, the front-end modules can be designed to output having the same frame numbers (i.e., \( T \)). Then, our objective is to save the visual features \( f_v \) and the audio features \( f_a \) in distinct memory networks, while learning the inter-relationships of the two modalities in training procedure. At the inference stage where input lip video is available only, we can extract the saved audio features from the memory by examining the learned inter-relationships using the input visual features. The overview of the proposed lip reading framework is illustrated in Fig. 1a. Since there exist homophones that have the same lip movement with different pronunciations, the mapping of viseme-to-phoneme is not one-to-one mapping but one-to-many. Thus, we explicitly design the cross-modal memory to represent the inter-relationships of one-to-many mapping to correctly extract the saved audio features by examining the learned knowledge.

Distinct from the previous methods, we propose Multi-head Visual-audio Memory (MVM) based on cross-modal memory that saves multi-modal representations for cross-modal retrieval. It pre-learns and stores the features with semantic concepts of each modal. During training, audio information is saved into the proposed memory and the learned knowledge is utilized at the inference stage without using the audio input. In the proposed MVM, multi-head key memories enable the ambiguity mapping of viseme-to-phoneme in lip reading ground-truth labels. The input video \( x_v \) and audio \( x_a \) corresponded to the lip video, where \( x_v \) and \( x_a \) are embedded through each respective front-end module as follows: \( f_v = E_v(x_v) \in \mathbb{R}^{T \times D} \) and \( f_a = E_a(x_a) \in \mathbb{R}^{T \times D} \), where \( f_v \) and \( f_a \) represent embedded visual and audio features, respectively, \( E_v(\cdot) \) and \( E_a(\cdot) \) are the visual and audio front-end modules, and \( D \) is the dimension of embedding. Note since the paired audio and video are supposed to be aligned in time with the same duration, the front-end modules can be designed to output having the same frame numbers (i.e., \( T \)). Then, our objective is to save the visual features \( f_v \) and the audio features \( f_a \) in distinct memory networks, while learning the inter-relationships of the two modalities in training procedure. At the inference stage where input lip video is available only, we can extract the saved audio features from the memory by examining the learned inter-relationships using the input visual features. The overview of the proposed lip reading framework is illustrated in Fig. 1a. Since there exist homophones that have the same lip movement with different pronunciations, the mapping of viseme-to-phoneme is not one-to-one mapping but one-to-many. Thus, we explicitly design the cross-modal memory to represent the inter-relationships of one-to-many mapping to correctly extract the saved audio features by proposing MVM.

**Proposed Method**

Visual-audio Memory Network

Visual-audio memory network, based on a cross-modal memory, stores visual features in key memory \( M_v \in \mathbb{R}^{N \times D} \)
and the audio features in value memory $M_a \in \mathbb{R}^{N \times D}$, where $N$ is the number of memory slots. Since the key memory and value memory are trained to save and to read the features of paired audio-visual data, it is possible to obtain the saved audio features by using visual inputs only. Our visual-audio memory operates with similarity-based reading (i.e., addressing) and writing (i.e., saving) (Kim et al. 2021b; Lee et al. 2021). When a visual feature $f_v$ is given, the addressing score of $i$-th memory slot for $j$-th frame is obtained as follows,

$$A_{i,j}^{v} = \frac{\exp(\alpha \cdot d(M_{v,i}^a, W_q^T f_v^j))}{\sum_{m=1}^{N} \exp(\alpha \cdot d(M_{v,j}^a, W_q^T f_v^j))},$$

(1)

where $d(\cdot)$ is a cosine similarity metric, $W_q \in \mathbb{R}^{D \times D}$ represents projection weight for querying, and $\alpha$ is a scaling factor. The addressing score represents which memory slot contains the most relevant features to the given query visual feature. With the addressing score $A_{i,j}^{v}$ obtained by using key memory and visual features, the saved audio features are extracted from the value memory as follows,

$$a^j = \sum_{i=1}^{N} A_{i,j}^v \cdot M_{a,i}^i,$$

(2)

$$\tilde{f}_a^j = W_o^T a^j,$$

(3)

where $a^j$ is the extracted audio features from the value memory and $W_o \in \mathbb{R}^{D \times D}$ represents projection weights. Therefore, besides the input visual features $f_v$, the lip reading model can additionally utilize the audio knowledge features $\tilde{f}_a = \{\tilde{f}_a^j\}_{j=1}^{T}$. By jointly modelling the features of two modalities, the insufficient information of lip movements can be complemented with the audio information.

**Multi-head Visual-audio Memory Network**

Even though the visual-audio memory can bring the audio information without using the audio inputs during inference, it could fail on accessing proper memory slots if lip videos of homophones are presented. This is natural since the visual-audio memory finds the saved audio using a fixed key memory and a given visual feature, and the visual features of homophone lip videos are similar to each other. In order to mitigate the ambiguity of the viseme-to-phoneme mapping, we strengthen the visual-audio memory to Multi-head Visual-audio Memory (MVM) with a multi-head structure. Specifically, the number of key memories (i.e., heads) is increased to $h$ (i.e., number of heads) while that of the value memory stays one (Lample et al. 2019) as shown in Fig. 1b. With the $h$ heads, the memory network can extract possible candidate audio representations. Similar to the multi-head attention (Vaswani et al. 2017), it can be interpreted that the $h$ different audio representations obtained from the value memory allow the lip reading network to jointly consider the possible audio information for a given lip movement. Moreover, this can also be viewed as a realization of one-to-many mapping that of viseme-to-phoneme mapping, since MVM outputs $h$ saved audio features with a given visual feature.

![Figure 2: Learning to save audio representations into value memory with reconstruction and contrastive losses.](image)

The multi-head key memory is defined with $M_v = \{M_{v,1}, ..., M_{v,h}\}$, where $M_{v,j} \in \mathbb{R}^{N \times D}$ represents $l$-th head key memory. Then, the addressing score of $i$-th memory slot for $j$-th frame is obtained for each head key memory as follows,

$$A_{i,j}^{v} = \frac{\exp(\alpha \cdot d(M_{v,i}^a, W_q^T f_v^j))}{\sum_{m=1}^{N} \exp(\alpha \cdot d(M_{v,j}^a, W_q^T f_v^j))},$$

(4)

where $W_q \in \mathbb{R}^{D \times \frac{D}{h}}$ represents projection weight for $l$-th head. With the addressing score, the $h$ different audio features are extracted from the value memory and aggregated.

$$a_i^j = \sum_{i=1}^{N} A_{i,j}^{v} \cdot M_{a,i}^i,$$

(5)

$$\tilde{f}_a^j = W_o^T \text{Concat}(a_i^1, ..., a_i^h),$$

(6)

where $a_i^j$ represents extracted audio features from the value memory using $l$-th head key memory and $W_v \in \mathbb{R}^{D_h \times D}$ is embedding weight that aggregates the $h$ different extracted audio features. The audio knowledge features $\tilde{f}_a$ are fused with the visual features $f_v$ by addition, followed by a layer normalization (Ba, Kiros, and Hinton 2016) that we omit in the equations for simple notations. Then, the back-end module models the context for prediction using the fused representations of visual and audio knowledge features.

**Training and Inference**

MVM is trained along with the whole lip reading network in an end-to-end manner. In order to save the representative audio representations in the value memory, we employ reconstruction-based learning and contrastive learning to train the value memory. The reconstruction-based learning guarantees the saved representations in the value memory correctly contain the audio information. It is defined with a cosine similarity-based reconstruction loss as follows,

$$\mathcal{L}_{rec} = \|1 - d(\tilde{f}_a, f_v)\|_1,$$

(7)
where \( \hat{f}_j = \sum_{i=1}^{N} A_{ij} \cdot M_i \) represents reconstructed audio features from the value memory \( M_v \) by using the addressing score \( A_{ij} \). Note that \( A_{ij} \) is obtained similar to Eq. 1 by substituting key memory \( M_k \) and visual feature \( f_v \) with value memory \( M_v \) and audio feature \( f_a \). In addition, to save the representative audio features that are distinct as possible from each other, we propose to use contrastive learning on the value memory as follows,

\[
L_{\text{cont}} = \sum_{i \neq j} ||d(M_i^f, M_j^f)||_1.
\] (8)

The contrastive loss, \( L_{\text{cont}} \), guides the different memory slots to have less similar audio features, which leads the value memory can contain discriminative audio representations. Fig. 2 shows the training process of the value memory.

During training, the key memory \( M_k \) is trained to attend and extract proper audio features saved in the value memory with lip reading loss such as cross-entropy loss and CTC loss (Graves et al. 2006). The task loss is applied as follows,

\[
L_{\text{task}} = \mathcal{F}(g(f_v + \hat{f}_a), y) + \mathcal{F}(g(f_v + \hat{f}_a), \hat{y}),
\] (9)

where \( \mathcal{F} \) represents the lip reading loss and \( g \) represents the back-end module. The first term of the task loss guarantees the classification performance using both visual features \( f_v \) and audio knowledge features \( f_a \) obtained from the value memory, which is straightly the inference form of the proposed method. The second term makes possible the end-to-end training by guiding the audio front-end module to extract useful audio features (which will be saved into the value memory) for speech recognition. The total loss function is the sum of the pre-defined loss functions,

\[
L_{\text{tot}} = L_{\text{task}} + L_{\text{rec}} + L_{\text{cont}}.
\] (10)

During inference, as the value memory is trained to save the representative audio features and the key memory is trained to extract proper saved audio features from the value memory, we do not require the input audio. Thus, the audio front-end is detached and only the input video is utilized.

**Considering Context in Multi-temporal Levels**

By implementing the one-to-many mapping through the proposed MVM, we can obtain the possible audio representations corresponding to an input lip visual representation. However, there is still room for improvement in terms of the clarity of the mapping. Since the visual features \( f_v \) are embedded using a visual front-end module that usually has fixed temporal receptive field, \( f_v \) also has limited temporal information. For example, the popular front-end module (Petridis et al. 2017) in lip reading has a temporal receptive field of 5 consecutive frames. Therefore, when querying the key memory by using the visual features, it might fail to consider the context beyond 5 frames which is another key for distinguishing the homophones. In order to improve the memory addressing stage, we employ MVM in multi-temporal levels, so that the context at different temporal ranges can be considered when querying the key memory. To this end, MVM is applied not only between the front-end and back-end but also in the back-end that models temporal context, in a multi-layer fashion, as shown in Fig. 1a. Thus, the mapping of viseme-to-phoneme can be elaborated as the layers go deeper by considering the context.

**Experiments**

**Dataset**

We conduct the experiments on both word- and sentence-level lip reading databases. For the word-level lip reading, we use LRW (Chung and Zisserman 2016) and LRW-1000 (Yang et al. 2019) datasets, which are in English and Mandarin, respectively. For the sentence-level lip reading, we use LRS2 (Chung et al. 2017) dataset.

The LRW is an English word-level lip reading dataset which includes 500 words with a maximum of 1,000 training videos each. We crop the video into \( 136 \times 136 \) centered at the lip without aligning the face and resize it to \( 112 \times 112 \). The audio is transformed into a mel-spectrogram using a window size of 400, hop size of 160, and 80 mel-filters.

The LRW-1000 is a word-level dataset in Mandarin. It contains a total of 718,018 videos with 1,000 words. The dataset provided is already cropped, thus we resize the video into \( 112 \times 112 \) without cropping. Since the audio provided is longer than the video, we use 0.2 sec longer video back and forth to match the duration of video and audio.

The LRS2 is a sentence-level audio-visual dataset. It is collected from British news programs to form 224 hours videos, containing large variations in head pose and illumination. The video is preprocessed similar to LRW.

**Implementation Details**

For the visual front-end, we use a popular architecture in lip reading that consists of one 3D convolution layer and ResNet-18 (Petridis, Li, and Pantic 2017). The audio front-end is designed with 2 convolution layers with stride 2 and one Residual block. For the back-end, we use MS-TCN (Martinez et al. 2020), a state-of-the-art architecture, for word-level lip reading and Transformer (Vaswani et al. 2017) architecture for sentence-level lip reading following (Afouras et al. 2018). MVM is empirically designed with 8 heads \( (h) \) and 112 slots \( (N) \). For the word-level lip reading, it is applied in 4 different levels, before the back-end and after every MS-TCN layer except the last layer. For the sentence-level lip reading, MVM is applied in 4 different levels, after the front-end, and before the 2nd, 4th, and 6th transformer encoder layer.

For training the word-level lip reading, data augmentation including random horizontal flipping, random erasing, and
Ablation study In order to examine the contributions of each proposed component on lip reading, we build 4 variants of the model, 1) baseline lip reading model without cross-modal memory, 2) lip reading model with cross-modal memory based on (Kim et al. 2021b), 3) lip reading model with MVM and without applying in multi-temporal levels, and 4) the final proposed model with MVM in multi-temporal levels. Table 1 shows the word-level accuracy of each model on the LRW dataset. The baseline model which does not contain the visual-audio memory achieves 86.1% word accuracy. By applying the visual-audio memory to the baseline, the accuracy is improved to 86.9%, and this result confirms that bringing the audio information can complement the insufficient information of visual lip movement in speech recognition. By considering the homophones with extracting possible audio features using the proposed MVM, we can improve the performance to 87.2%. It is valuable to note that the key and value memory parameters remain similar before and after the multi-head key is applied, as we reduce the dimension of key memory according to the head size. Finally, by applying MVM in multi-temporal levels, the word-accuracy achieves 88.5% with additional 1.3% improvement. The result clearly shows that applying MVM in multi-temporal levels is beneficial by considering the context when retrieving the saved audio feature.

In order to examine the performance changes according to the hyperparameter of MVM, we experiment by differing the memory slots (N), the number of heads (h), and the number of multi-temporal levels on the LRW dataset. Table 2 shows the experimental results obtained under different hyperparameters. To examine the effect of each hyperparameter, we fix the other factors when changing one factor and the fixed number is represented in the table with a star mark (*). The experimental result shows that too small number of memory slots are less effective, which means the audio representations cannot be fully covered with a small number of memory slots. Moreover, assigning an excessive number of memory slots does not lead to an increase in performance. By differing the number of head key memories, we observe that more heads tend to be beneficial to lip reading by providing possible audio information for the homophones. Finally, we can further improve the mapping of viseme-to-phoneme by applying MVM at multi-temporal levels in the back-end module. We use memory slots (N) of 112, the number of heads (h) of 8, and 4 multi-temporal levels in the other experiments.

Comparison with state-of-the-art methods In order to verify the effectiveness of the proposed method, we compare the word-level lip reading performances with the state-of-the-art methods. Table 3 shows the comparison of word-level lip reading performances on the LRW dataset. The proposed method achieves 88.5% word accuracy and sets a new state-of-the-art performance. The result shows the effectiveness of the proposed method on modelling the visual representations and complementing the insufficient information with the audio information. In addition, the word-level lip reading comparison on the LRW-1000 dataset is shown in Table 4. The LRW-1000 dataset is a relatively challenging dataset than the LRW due to its unbalanced training samples. Even in the challenging environment, the proposed method outperforms the previous state-of-the-art method (Kim et al. 2021b) by 3% accuracy, achieving 53.82% word accuracy. The two word-level lip reading results confirm that the proposed method is beneficial for lip reading by 1) fulfilling the insufficient visual information with the saved audio information during training and 2) considering the homophones using multi-head key memory and context in multi-levels.
Moreover, we compare the proposed method on sentence-level lip reading using the LRS2 dataset with the baseline model that has the same architecture as the proposed method except for MVM. Table 5 shows the Word Error Rate (WER) performance of each method. We can clearly observe the effectiveness of MVM as it improves the performance by 5.3% WER from the baseline (Afouras et al. 2018). Consistent with the two word-level lip reading results, we can confirm the benefits of the proposed method in lip reading by improving the performance with a large gap.

### Table 4: Word accuracy comparison on LRW-1000.

| Method              | Backbone / Method | ACC (%) |
|---------------------|-------------------|---------|
| Yang et al. (2019)  | R34 + BiGRU       | 38.19   |
| Luo et al. (2020)   | R18 + BiGRU + GRU | 38.70   |
| Zhao et al. (2020a) | R18 + BiGRU + LSTM| 38.79   |
| Martinez et al. (2020) | R18 + MS-TCN    | 41.40   |
| Xiao et al. (2020)  | T R18 + BiGRU     | 41.93   |
| Ma et al. (2021c)   | R18 + DC-TCN      | 43.65   |
| Zhang et al. (2020b) | R18 + BiGRU / Face Cutout | 45.24 |
| Ma et al. (2021a)   | R18 + MS-TCN / Born-Again | 46.60 |
| Kim et al. (2021b)  | R18 + BiGRU / Mem | 50.82   |
| **Proposed Method** | **R18 + MS-TCN / MVM** | **53.82** |

### Table 5: WER comparison with a baseline model on LRS2.

| Word       | Performance change (%) |
|------------|-------------------------|
| Living     | Giving                  |
| 82 / +6    | 76 / +12                |
| Million    | Billion                 |
| 84 / +2    | 88 / +4                 |
| Words      | World                   |
| 66 / +0    | 76 / +4                 |

### Table 6: Homophone word accuracy and its change compared to the baseline that contains one visual-audio memory.

| Homophone          | Word accuracy (%) | Performance change (%) |
|--------------------|-------------------|-------------------------|
| Giving             | 44.5              |                         |

The proposed method achieves 76% and that of the baseline is 64%. Therefore, the proposed method boosts the performance for **Giving** by 12%, which is denoted bold in the table. From the table, we can analyze the following two facts: 1) homophones cause difficulty in lip reading, showing relatively less accuracy compared to the mean model accuracy (i.e., 88.5%) and 2) by employing the proposed MVM within the multi-temporal levels, we can enhance the performance with a large gap from the model that utilizes visual-audio memory only, which mainly contributes to the improvement of mean model accuracy (i.e., 1.6% from the baseline).

To verify whether MVM 1) extracts different audio representations and 2) distinguishes the homophone words, we visualize the addressing scores of different head key memories at the third level MVM for homophone words. Fig. 3a shows addressing scores of head 5 and head 7 for homophone words **END** and **ENT** of **SPEND** and **SPENT**, respectively. It shows that the different value memory slots are accessed by different words, even if their lip movements are visually similar. This is because the context modeled at the back-end helps the memory retrieving stage to distinguish the homophones. Moreover, we can find that the different heads attend different memory slots which means MVM provides possible candidate audio representations. Moreover, Fig. 3b shows that the same word yield similar value memory addressing. From the visualization results, we can confirm the effectiveness of the proposed MVM on distinguishing the homophones which induce challenges in lip reading.

### Conclusion

In this paper, we have proposed Multi-head Visual-audio Memory (MVM) for lip reading. The proposed MVM can complement insufficient information of lip movement with audio knowledge when the audio input is not provided. Moreover, to distinguish the homophones during memory accessing, MVM is designed with a one-to-many mapping fashion, which allows the lip reading network to jointly model the different possible audio representations that correspond to a given lip visual feature. Through extensive experiments, we have verified the effectiveness of the proposed framework in distinguishing homophones.
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