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Abstract—In our comprehensive experiments and evaluations, we show that it is possible to generate multiple contrast (even all synthetically) and use synthetically generated images to train an image segmentation engine. We showed promising segmentation results tested on real multi-contrast MRI scans when delineating muscle, fat, bone and bone marrow, all trained on synthetic images. Based on synthetic image training, our segmentation results were as high as 93.91%, 94.11%, 91.63%, 95.33%, for muscle, fat, bone, and bone marrow delineation, respectively. Results were not significantly different from the ones obtained when real images were used for segmentation training: 94.68%, 94.67%, 95.91%, and 96.82%, respectively.

Clinical relevance—Synthetically generated images could potentially be used in large-scale training of deep networks for segmentation purpose. Small data set problem of many clinical imaging problems can potentially be addressed with the proposed algorithm.

I. INTRODUCTION

Segmentation of medical images is a long-standing problem with excessive number of deep learning based methods already available nowadays. Although there are recent paradigm-shifting works at segmentation literature such as capsule based segmentation [1] and transformer based segmentation [2], most of the medical image segmentation literature in deep learning field are based on standard U-Net or its derivation based methodologies. In this study, we approach the segmentation from a slightly different angle where our unique clinical imaging conditions infer some constraints on the problem formulation. In many clinical scenarios, for instance, multi-modality images are necessary for a more appropriate evaluation of the clinical condition through better tissue characterization (anatomically and/or functionally). Multi-modal brain imaging, PET/CT, PET/MRI, and multi-contrast MRIs are some of the mostly used examples in this context.

Despite the strengths of combining multiple modality images to characterize a clinical condition better, or quantify, there are further challenges to be addressed. First, handling more than one modality for image segmentation is already more challenging than single modality images. Second, multi-object segmentation is another hurdle compared to single object segmentation, which is often the case in multi-modality image analysis. Third, clinical workflow has deficiencies and not always all modalities are available for further analysis. Missing slices or missing scans are not rare especially in multi-contrast evaluation of MRI scans. In this study, our goal is to develop a successful segmentation strategy, based on deep networks, that accepts multi-contrast MRI scans and perform a multi-tissue segmentation even there are missing scans.

To achieve our overall goal by addressing the challenges defined above, we focus on musculoskeletal (MSK) radiology examples: delineation of thigh tissues from multi-contrast MRI scans. Figure 1 demonstrates such a multi-contrast MRI scan’s slices from the same patient, from left to right in top row: Fat-suppressed: MRI1, water-fat: MRI2, and water-suppressed: MRI3. Our clinical motivation comes from the fact that MSK radiology applications are critical for several diseases spanning from obesity, metabolic syndromes to cartilage quantification. For instance, according to American Cancer Society studies in 2021 [3], some of the most effective measures for decreasing cancer risk are having a healthy body weight, healthy diet and being physically active. Excess body weight (obesity), alcohol consumption, physical inactivity, and a poor diet are thought to be responsible for 18% of cancer cases and 16% of cancer deaths. Of all cancer risk factors, excess body weight is believed to be responsible for 5% of cancers in males and 11% of cancers in women. In this respect, sarcopenia is related with general loss of body mass and excess body weight, and have strong relation with cancer risk factors [4].

In this work, we propose a systematic approach to (1) synthesize MRI contrasts, (2) train synthesized images on a deep learning based segmentation engine, and (3) evaluate the efficacy of the segmentation model on true multi-contrast MRI images. We target segmenting thigh tissues (muscle, fat, bone and bone marrow). We also conduct an ablation study where training model includes true, synthesized, and mixed (true and synthesized) images towards a segmentation.
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model. Comprehensive quantitative and qualitative segmentation results showed that proposed approach can be used effectively for multi-modal image analysis. This is essentially useful when there is not enough medical imaging data, a typical constraint in medical imaging problems. Our major contributions are as follows:

- Application-wise our study is the first one handling missing contrast issue while retaining a high accuracy in segmenting multiple tissues from thigh MRI.
- Our method is generic, any deep segmentation or GAN based methods can be replaced within our framework.
- We present a comprehensive evaluation, carefully analyzing three contrasts of MRI, their relations and effect on the final segmentation results.
- We examine whether it is robust and feasible enough to run a segmentation training on completely synthesized and mixed data, opening new discussions about the use of completely synthesized data to obtain clinically accepted segmentation results on real MRI data.

II. RELATED WORK

There is a relatively small body of literature that is concerned with muscle, fat, bone and bone marrow segmentation in MSK radiology despite its clinical importance [5]. Available deep learning based studies focus on U-Net based standard segmentation methods on single or multi-tissues but mostly in single modality MRI scans. When there are missing scans, there is no particular method presented for MSK applications.

GAN (generative adversarial networks) based methods are being increasingly used for several applications spanning from brain imaging to functional imaging. One interesting work utilizes a multi-modal generative adversarial network (MM-GAN) [6], a variant of pix2pix [7] network. Authors integrate multi-modal data from existing Brain image sequences in a single forward pass training to synthesize missing sequences. In another major work [8], authors used popular CycleGAN network on thigh MRI for increasing the data size for segmentation purposes. Our work has some similarities with this work, but unlike focusing on data augmentation aspect of particular tissue, we generate the whole sequence(s), using them to train segmentation models, and explore the relationship of MRI contrast in an ablation study, leading us to train the complete segmentation process on synthetic MRI scans.

In pre-deep learning era, there are some segmentation studies available too. It might be worth to mention that [9] proposed an architecture based novel affinity propagation within the fuzzy connectivity for segmenting multi contrast thigh MRI. The most recent work in this domain is handling the lack of labeling problem from a semi-supervised deep learning aspect [10] utilizing Tiramisu network. However, the synthesis of one or more MRI contrasts remains a major challenge, and not considered in those works. Herein we propose a comprehensive evaluation and generic approach for handling missing MRI contrast and its effect on multi-tissue segmentation problems.

III. METHOD

The proposed segmentation strategy includes both synthesis of missing contrasts with a generator and a segmentor (Figure 2). In the generation stage, we adapted popular pix2pix [7] conditional GAN method for synthesizing all synthesized contrasts from real (true) contrasts. Any other GAN method can be used too. Briefly, pix2pix uses a conditional generative adversarial network to learn mapping from a source domain $x$ and random noise $z$ to an target domain $y$. The network is made up of two blocks, the generator $G$, and the discriminator $D$. The generator transforms the source domain $(x)$ with random noise $(z)$ to get the target domain $(y)$ while discriminator learns how much target domain is similar to source domain. As shown in Figure 2, then we use all real MR contrasts $(R_{MRI})$ for synthesizing (generating) other contrasts $(F_{MRI})$ using Equation 1 and Equation 2 where $x$ is source contrast, $y$ is target contrast, $z$ is random noise, $\lambda$ is hyperparameter for adjusting blurriness, and $\mathcal{L}_{L1}$ mean square error:

$$\mathcal{L}_{cGAN}(G,D)=E_{x,y}[\log D(x,y)]+E_{x,z}[\log(1-D(x,G(x,z))]. \quad (1)$$

$$G^* = \arg\min_{G}\max_{D}\mathcal{L}_{cGAN}(G,D) + \lambda\mathcal{L}_{L1}(G) \quad (2)$$

First, we condition on source contrast, Real MRI1 for generating Synthesized MRI2 (R MRI1 $\rightarrow$ F MRI2) or Synthesized MRI3 (R MRI1 $\rightarrow$ F MRI3) separately, then we condition on Real MRI2 for generating Synthesized MRI1 (R MRI2 $\rightarrow$ F MRI1) or Synthesized MRI3 (R MRI2 $\rightarrow$ F MRI3), separately. Finally, we condition on Real MRI3 for generating Synthesized MRI1 ((R MRI3 $\rightarrow$ F MRI1) and Synthesized MRI2 (R MRI3 $\rightarrow$ F MRI2) for getting all six different combinations.

For delineation of multiple tissues, we devise commonly used standard U-Net segmentor [11]. We speculate that if synthesized images are in good quality (Table III), overall segmentation of tissues should be accurate. In addition to fully synthesized, mixed, and real images based training of segmentation, we also apply multi-contrast and single-contrast segmentation settings to validate the necessity of additional contrasts and their complementary strengths to each other.

IV. EXPERIMENTS AND RESULTS

Dataset and Preprocessing: We have used multi-contrast MRI data from Baltimore Longitudinal Study of Aging (BLSA) [12]. Experiments were performed on three different T1-weighted MR contrasts: fat-suppressed (MR1), water and fat (MR2), and water-suppressed (MR3). These images are abbreviated as “real” in our experiments to separate them from synthesized ones. Original data set contains 150 volumetric MRI scans from 50 subjects acquired using a 3T Philips Achieva MRI scanner (Philips Healthcare, Best, The Netherlands). A voxel size of $1 \times 1 \text{ mm}^2$ in-plane, and slice thickness varies from 1 mm to 3 mm in different
Fig. 2. Fat-suppressed: MRI1, water-fat: MRI2, water-suppressed: MRI3. Left. Generation procedure for all Synthesized MRI contrasts. (A) Synthesized generations from only R MRI1 B) Synthesized generations from only MRI2 C) Synthesized generations from only R MRI3. Right. Different combinations of MRI synthesis procedure are shown where (→) or (←) indicates synthesis. For example, R MRI1→F MRI2 or F MRI1←R MRI2 both indicate synthesis operation from Real contrasts.

### TABLE I

**Segmentation performance of Single Input Multi Output MR contrasts (5-fold cross validation) (Avg.=Average and Std.=Standard deviation)**

| SINGLE INPUT | MUSCLE | FAT | BONE | BONE MARROW |
|--------------|--------|-----|------|-------------|
| R MRI1       | DSC. 0.9264, ACC. 0.9381, SENS. 0.9512, SPEC. 0.8988, FID Avg. 42.5333, Std. 0.0340 | 0.9884 0.0064 0.9996 0.0004 0.0963 0.0001 | 0.9994 0.0042 0.9977 0.0004 0.0901 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0934 0.0001 |
| R MRI2       | DSC. 0.9312, ACC. 0.9446, SENS. 0.9541, SPEC. 0.9983, FID Avg. 42.5333, Std. 0.0340 | 0.9884 0.0064 0.9996 0.0004 0.0963 0.0001 | 0.9994 0.0042 0.9977 0.0004 0.0934 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0934 0.0001 |
| R MRI3       | DSC. 0.9468, ACC. 0.9884, SENS. 0.9537, SPEC. 0.9981, FID Avg. 42.5333, Std. 0.0340 | 0.9884 0.0064 0.9996 0.0004 0.0963 0.0001 | 0.9994 0.0042 0.9977 0.0004 0.0934 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0934 0.0001 |

### TABLE II

**Segmentation performance of Multi Input Multi Output MR contrasts (5-fold cross validation) (Avg.=Average and Std.=Standard deviation)**

| MULTI INPUT | MUSCLE | FAT | BONE | BONE MARROW |
|-------------|--------|-----|------|-------------|
| R MRI1 R MRI2 R MRI3 | DSC. 0.9541, ACC. 0.9894, SENS. 0.9835, SPEC. 0.9927, FID Avg. 40.6411, Std. 0.0244 | 0.9894 0.0064 0.9996 0.0004 0.0992 0.0001 | 0.9990 0.0042 0.9978 0.0004 0.0992 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0992 0.0001 |
| F MRI1→F MRI2 F MRI2→F MRI1 F MRI1→F MRI3 | DSC. 0.9585, ACC. 0.9854, SENS. 0.9660, SPEC. 0.9878, FID Avg. 40.6411, Std. 0.0244 | 0.9854 0.0064 0.9996 0.0004 0.0992 0.0001 | 0.9990 0.0042 0.9978 0.0004 0.0992 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0992 0.0001 |
| F MRI1→F MRI2 F MRI2→F MRI1 F MRI1→F MRI3 | DSC. 0.9770, ACC. 0.9690, SENS. 0.9419, SPEC. 0.9916, FID Avg. 40.6411, Std. 0.0244 | 0.9690 0.0064 0.9996 0.0004 0.0992 0.0001 | 0.9990 0.0042 0.9978 0.0004 0.0992 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0992 0.0001 |
| F MRI1→F MRI2 F MRI2→F MRI1 F MRI1→F MRI3 | DSC. 0.9821, ACC. 0.9824, SENS. 0.9873, SPEC. 0.9994, FID Avg. 40.6411, Std. 0.0244 | 0.9824 0.0064 0.9996 0.0004 0.0992 0.0001 | 0.9990 0.0042 0.9978 0.0004 0.0992 0.0001 | 0.9990 0.0040 0.9978 0.0004 0.0992 0.0001 |

### TABLE III

**Quality of Single Modality Thigh MRI synthesis with 5-fold cross validation. (Avg. = Average (Mean) and Std. = Standard deviation)**

| F MRI1→F MRI2 F MRI2→F MRI3 F MRI2→F MRI1 F MRI1→F MRI3 F MRI1→F MRI2 | PSNR Avg. 28.3153, Std. 3.3855 | 27.6520 3.2992 3.4147 3.2825 3.7948 | 26.9335 3.2992 3.4147 3.2825 3.7948 | 28.0810 3.2992 3.4147 3.2825 3.7948 |
| F MRI1→F MRI2 F MRI2→F MRI3 F MRI2→F MRI1 F MRI1→F MRI3 F MRI1→F MRI2 | SSIM Avg. 0.8786, Std. 0.0496 | 0.8848 0.0510 0.0520 0.0608 0.0601 | 0.8848 0.0510 0.0520 0.0608 0.0601 | 0.8848 0.0510 0.0520 0.0608 0.0601 |
| F MRI1→F MRI2 F MRI2→F MRI3 F MRI2→F MRI1 F MRI1→F MRI3 F MRI1→F MRI2 | FID Avg. 42.5333, Std. 4.4399 | 41.6491 5.2700 68.3417 39.8365 54.2351 | 41.6491 5.2700 68.3417 39.8365 54.2351 | 41.6491 5.2700 68.3417 39.8365 54.2351 |
scans. Details of contrasts and other imaging parameters can be found in [12]. Prior to our experiments, we used non-uniform non-parametric intensity normalization technique (N4ITK) [13] to remove bias afterwards edge-preserving diffusive filter for removing noise without any distortion on tissue structures in MR images. Finally, we used whitening transformation then scaled voxel values between 0 and 1.

**Network settings and Training Procedure:** pix2pix was trained for 250 epoch based on 2D slices with learning rate of 0.0001. Generator and discriminators consist of U-Net and PatchGAN. Best models were selected on validation portion of the whole data set. In segmentation stage, we optimized network with cross entropy loss with ADAM optimizer and a learning rate of 0.0001. Early stopping criteria was used. We did not use any data augmentation techniques as we did not see any overfitting problem in training. We have performed 90 (18x5 Fold) experiments in segmentation stage and 30 (6x5 Fold) experiments for generation stage with 5 fold cross validation (70% training, 10% validation, and 20% test). All experiments were performed on Nvidia Titan-XP GPUs with 12GB memory. Proposed approach was implemented in PyTorch framework.

**Quantitative evaluations:** We report our GAN results in three different metrics: the Frechet Inception Distance (FID, lower is better), Peak Signal to Noise Ratio (PSNR, higher is better) and Structural Similarity Index Measure (SSIM, higher is better) (Table III). We observed that synthesized MRI3 from real MRI1 gives the best PSNR, SSIM and FID outperforming other synthesized MRI contrasts. However, results are not hugely different from each other, this is likely due to the one-to-one mapping nature between MRI contrasts and the learned maps between contrasts are highly informative about each other. This is a strength that can be attributed to the power of GAN.

We also summarized segmentation results with evaluation metrics of DICE, accuracy, sensitivity, and specificity (Table I and Table II). We analyzed the muscle, fat, bone and bone marrow segmentation results on single synthesized and real MRI contrasts (Table I). Muscle and fat tissue shows higher DICE scores when real MRI3 (water-suppressed) is used, and bone and bone marrow show higher DICE scores when R MRI2 (water-fat) is used. Surprisingly, synthesized MRI3 (→ R MRI2), synthesized MRI3 (→ R MRI1), synthesized MRI2 (→ R MRI1), synthesized MRI2 (→ R MRI3) show similar results for muscle, fat, bone and bone marrow tissues, respectively (Table I), thanks to strongly learned mapping between each contrast. For multi-contrast input (Table II), although true MRIs trained segmentation results show higher DICE scores than other strategies, synthesized images from real MRI2 and MRI3 show very close DICE scores to that of the best results. Synthesized images based segmentation results showed similar trends to true images based segmentation results even when the tissue of interest is small such as bone marrow, indicating that high-quality synthesis was achieved.

**Qualitative evaluations:** Qualitative results are shown in Figure 3 for muscle, fat, bone and bone marrow tissues. We compare some best synthesized MRI image results (Table I and Table II) to original MRIs. We observed that synthesizing multi-contrasts MRI were high quality such that even small details on soft tissues were preserved, justified in segmentation results too. This observation is promising as lack of data, missing contrast and other data problems can be addressed with synthetic images as an intermediate step while diagnostic path is still using true/real images, thus avoiding the concern of using synthetic images as diagnostic purpose.

![Fig. 3. Comparison of fat, muscle, bone and bone marrow tissue segmentation results for a given MRI slice. (a) Original MRI, b) F MRI1(← R MRI2) F MRI2 (← R MRI3) F MRI3 (← R MRI2) c) F MRI1(← R MRI3) F MRI2 (← R MRI3) F MRI3 (← R MRI2) d) R MRI1 R MRI2 R MRI3 e) F MRI2 (← R MRI1) f) F MRI2 (← R MRI3).](image)

**V. CONCLUSIONS**

In this work, we conducted extensive experiments to explore the use of synthetic MRI scans for training segmentation engine for multi-tissue analysis. We showed that an accurate segmentation model can be built on solely based on synthetic scans or mixed (real + synthetic) images with a precision level close to a segmentation model completely trained with true images. In addition, we have demonstrated that multi-modality combination of scans provide better segmentation results even when some of the modalities are synthetically generated.
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