ASSOCIATING MULTI-SCALE RECEPTIVE FIELDS FOR FINE-GRAINED RECOGNITION
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ABSTRACT

Extracting and fusing part features have become the key of fine-grained image recognition. Recently, Non-local (NL) module has shown excellent improvement in image recognition. However, it lacks the mechanism to model the interactions between multi-scale part features, which is vital for fine-grained recognition. In this paper, we propose a novel cross-layer non-local (CNL) module to associate multi-scale receptive fields by two operations. First, CNL computes correlations between features of a query layer and all response layers. Second, all response features are weighted according to the correlations and are added to the query features. Due to the interactions of cross-layer features, our model builds spatial dependencies among multi-level layers and learns more discriminative features. In addition, we can reduce the aggregation cost if we set low-dimensional deep layer as query layer. Experiments are conducted to show our model achieves or surpasses state-of-the-art results on three benchmark datasets of fine-grained classification. Our codes can be found at github.com/FouriYe/CNL-ICIP2020.

Index Terms— Deep learning, fine-grained recognition, non-local module, cross-layer feature fusion, receptive field.

1. INTRODUCTION

Fine-grained image classification focuses on categorizing very similar subgroups, e.g. the Husky and Alaska in dogs. It has long been considered as a challenging task due to discriminative region localization and discriminative feature learning from those regions. Early works on localization-based methods often adopt part detectors trained on part annotations and then extract part-specific features for fine-grained classification [1,2,3,4]. However, these strongly-supervised methods are expensive to be prevalently applied in practice. Therefore, the attention mechanism [5,6,7,8] have received increasing attention in recent researches, which can be implemented as one kind of weakly-supervised frameworks that do not need part annotations. [5] proposes a recurrent attention convolutional neural network that progressively localizes discriminative areas and extracts features from coarse to fine scale. [6] proposes a soft attention-based model that generates semantic region features.

Recently, non-local (NL) module [9] is proposed to model the long-range dependencies in one layer, via self-attention mechanism to form an attention map. For each position, the NL module first computes the pairwise relations between current position and all positions, and then aggregates the features of all positions by weighted sum. The aggregated features are added to the feature of each position to form the output. [10,11] show the NL module could bring excellent improvement in image recognition. However, for fine-grained classification task, multi-scale features are vital because object parts have various sizes and shapes in images [12,13,14]. One NL module models the spatial dependencies in only one convolutional layer, in which neurons have fixed-size receptive fields. The mismatch between the sizes of receptive fields and parts of objects might undermines the feature extract. For
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Fig. 1. Receptive fields of corresponding neurons. We denote the neurons in \( l \)-th layer as \( n_l \). Obviously, when a receptive field is over-sized, it contain more background region than a appropriately sized one.
example, as shown in Fig.1 (a), an over-sized receptive fields contain more background region, and sequentially bring more noises. The noises brought by meaningless background have been proven to be harmful for classification [15][16].

To address the issue, we propose a novel Cross-layer Non-Local module (CNL). We first decompose traditional non-local module into two basic components, query layer and response layer. Then, based on the observation that neurons in different layers has various receptive fields as shown in Fig.1 (b), we associate one query layer with several response layers. Consequently, the query layer could learn more discriminative multi-scale feature from distant response layers. The explicitly learned correlations among all related layers improve the representation power of network.

To the best of our knowledge, we are the first that explore the non-local operation into cross-layer feature fusion for fine-grained classification. We certify that the cross-layer operation could ease the computation complexity of associating receptive fields in theory. We evaluate our CNL method on three datasets of fine-grained classification, i.e. CUB-200-2011 [17], Stanford Dogs [18] and Stanford Cars [19]. Experimental results show that: (1) as a plug-and-play module, CNL needs less cost than NL module and other methods, but surpasses or achieves state-of-the-art performance, (2) CNL can adaptively focus on various parts in multi-scale.

2. APPROACH

In this section, we first review the original non-local (NL) module. Then, we introduce a general formulation of the NL module and show that the NL is a special case of the formulation. After that, we propose our Cross-layer Non-Local module (CNL) for multi-scale receptive fields association.

2.1. Review of Non-local Module

For a feature map in the $l$-th convolutional layer, $H^l$, $W^l$ and $C^l$ denotes its height, width and the number of channels, respectively. And we denote the feature map as $X^l ∈ R^{H^lW^l×C^l}$ (see notation[1]). The row vector of the feature map could be considered as a feature vector extracted from corresponding receptive field. To capture long-range dependencies across the whole feature map $X^l$, the original non-local operation first uses two learnable transformations, $θ(·)$ and $φ(·)$, to project $X^l$ into an embedding space. And next, the attention map is computed by a pairwise function $f(·, ·)$ in the embedding space. The value of every element in the attention map indicates the affinity of corresponding feature vectors. Finally, the features at all positions are projected by another learnable transformations $g(·)$ in addition, to reduce computation costs, $θ(·)$, $φ(·)$ and $g(·)$ would shrink the channel of input feature. The convolution $z$ is to maintain the channel

\[ N_L(X^l) = X^l + z(f(θ(X^l), φ(X^l))g(θ(X^l))). \] (1)

There are multiple choices for $f$ suggested in [9]. The dot-product is generally chosen to implement $f$. $θ(·)$, $φ(·)$ and $g(·)$ are generally implemented as $1×1$ convolution.

2.2. Cross-layer Non-local Module

The NL module is one kind of the self-attention module [20]. We can indicate the input feature $X^l$ as two different symbols in two data flows, respectively, according to their functions. One flow is only inputted to $θ$ convolution in order to compute the attention map. We denote the feature in this flow as $X^q ∈ R^{H^qW^q×C^q}$. The other flow is not only inputted to $φ(·)$ for the attention map, but also is inputted to $g(·)$ for the response results. We denote this feature as $X^r ∈ R^{H^rW^r×C^r}$. In fact, we can rewrite it as a more general two-variables form:

\[ N_{L_{hl}}(X^q, X^r) = X^l + z(f(θ(X^q), φ(X^r))g(θ(X^r))). \] (2)

Obviously, the formulation of original NL module is a special case of the two-variables form. In that case, the query layer $q$ is equal to the response layer $r$.

Deep layers are sensitive for large parts since their large-scale receptive fields. Shadow layers do the opposite. According to the fact, we directly compute the affinity among
Table 1. The statistics of fine-grained datasets used in this paper.

| Datasets         | #Category | # Training | # Testing |
|------------------|-----------|-----------|-----------|
| CUB-200-2011     | 200       | 5,994     | 5,794     |
| Stanford Dogs    | 120       | 12,000    | 8,580     |
| Stanford Cars    | 196       | 8,144     | 8,041     |

Table 2. Experimental results of ablation. Top1 and top5 accuracy (%) on CUB-200-2011.

| Method          | top1 (%) | top5 (%) | param($10^4$) | Flops($10^9$) |
|-----------------|----------|----------|----------------|---------------|
| ResNet50        | 84.05    | 96.00    | 2.39           | 1.64          |
| +5NL            | 85.10    | 96.18    | 3.13           | 2.48          |
| +5CNL(ours)     | 85.64    | 96.84    | 2.71           | 2.03          |
| ResNet101       | 85.05    | 96.70    | 4.29           | 3.15          |
| +5NL            | 85.53    | 96.65    | 5.03           | 3.96          |
| +5CNL(ours)     | 86.73    | 96.75    | 4.61           | 3.52          |

deep features and shadow features. Specially, we consider one deep layer as query layer and associate it with several shadow response layers. In this association way, our model is enhanced in mainly two ways. First, our decision layer could learn more discriminative multi-scale features that may be impacted by meaningless background noises in deep layers. Second, our model could explicitly compute the dependencies of multi-scale image regions.

Now, we give formal definition of our Cross-layer Non-Local module (CNL). Given $n$ response layers, we denote $r_1, r_2, \cdots, r_n$ as the indices of those layers from shallow to deep. Our CNL operation is expressed as:

$$CNL(X^q, X^{r_1}, \cdots, X^{r_n}) = X^q + \sum Z^{ri},$$

where $Z^{ri} = z(f(\theta(X^q), \phi_i(X^{ri}))g_i(X^{ri}))$.

The NL module has a well-known quadratic space complexity, which is mainly from the stored attention map, i.e. $O(H^2W^2)$. Obviously, the NL module cost is immense when insert it into a shadow layer for low-level vision tasks. For one extreme example, the resolution of the first layer in ResNet-50 [19] is $112 \times 112$ for a $224 \times 224$ image. When we insert NL module after that layer, we need store a $112^2 \times 112^2$ attention map, which is unaffordable. Our CNL module avoid the problem. We directly associate shadow feature in deep feature space. In other words, we set the query layer in the last convolutional layer of ResNet-50, in which feature map has a $7 \times 7$ resolution. In that case, the size of our attention map has shrunk to $(112 \times 7) \times (112 \times 7)$. It is a discount of about 99.4%. Section 3.2 shows controlled experiments between CNL and NL module in practical cases.

3. EXPERIMENT

3.1. Datasets and training details

We conduct experiments on three challenging fine-grained image classification datasets, i.e. CUB-200-2011 [17], Stanford Dogs [18] and Stanford Cars [19]. The detailed statistics with category numbers and data splits are summarized in Table 1. In our experiments, the input images are resized to $448 \times 448$ for both training and testing. We train each dataset for 110 epochs with the gradual warmup strategy [19] used in first ten epochs. The batch size is set to 64 and the base learning rate is set to 0.01, with decays by 0.9 for the 50th, 70th and 90th epoch. Our method is implemented with PyTorch and one RTX 8000 GPU. We adopt the ResNet [19] series (ResNet50 and ResNet101) as our candidate baselines. We use the models pretrained on ImageNet [21] to initialize the weights. To keep the same setting with [9], we use zero to initialize the weight and bias of the BatchNorm (BN) layer in both NL and CNL blocks [22].

To investigate the receptive field association ability, we insert 5 modules in different layers. Specially, we insert 2 NL modules in res3, 3 NL modules in res4 at regular interval. For CNL module, we set the same layers as response layers, but set the last layer in res5 as query layer.

3.2. Ablations

We first take the ablation experiments in CUB-200-2011. Table 2 shows quantitative results of networks in different configurations. For ResNet-50, using NL module can offer 1.05% top1 accuracy improvement compared to the baseline (85.10% vs. 84.05%). With CNL module, the model boosts the accuracy by 0.54% compared to that model with NL module. The similar results could see in the other ablations for ResNet-100. Benefiting from the association in the deep feature space, CNL module has less computation cost then NL module. The ResNet-100 with CNL saves 0.74*10^7 parameters compared to that one using NL module.
Table 3. Comparison results on CUB-200-2011, Stanford Dogs and Stanford Cars datasets. "Anno." stands for using extra annotation (bounding box or part) in training. "1-Stage" indicates whether the training can be done in one stage.

(a) CUB-200-2011

| Method       | Anno. | 1-Stage | top1  |
|--------------|-------|---------|-------|
| Part-RCNN [23] | ✓     | x       | 81.6  |
| PN-CNN [24]  | ✓     | x       | 85.4  |
| DVAN [12]    | x     | x       | 79.0  |
| B-CNN [25]   | x     | x       | 84.1  |
| PDFR [4]     | x     | x       | 84.5  |
| RACNN [5]    | x     | x       | 85.3  |
| RAM [26]     | x     | x       | 86.0  |
| DeepLAC [27] | ✓     | ✓       | 80.3  |
| PA-CNN [28]  | ✓     | ✓       | 82.8  |
| SPDA-CNN [29]| ✓     | ✓       | 85.1  |
| NAC [3]      | x     | ✓       | 81.0  |
| FCAN [30]    | x     | ✓       | 84.7  |
| MACNN [31]   | x     | ✓       | 86.5  |
| MAMC [6]     | x     | ✓       | 86.5  |
| Ours (ResNet101+5CNL) | x | ✓   | 86.7  |

(b) Stanford Dogs

| Method | Anno. | 1-Stage | top1 |
|--------|-------|---------|------|
| PDFR   | x     | x       | 72.0 |
| DVAN   | x     | x       | 81.5 |
| RACNN  | x     | x       | 87.3 |
| NAC    | x     | ✓       | 68.6 |
| FCAN   | x     | ✓       | 84.2 |
| MAMC   | x     | ✓       | 85.2 |
| Ours (ResNet101+5CNL) | x | ✓ | 85.2 |

(c) Stanford Cars

| Method | Anno. | 1-Stage | top1 |
|--------|-------|---------|------|
| DVAN   | x     | x       | 87.1 |
| B-CNN  | x     | x       | 91.3 |
| RACNN  | x     | x       | 92.5 |
| PA-CNN | ✓     | ✓       | 92.8 |
| FCAN   | x     | ✓       | 89.1 |
| MAMC   | x     | ✓       | 93.0 |
| Ours (ResNet101+5CNL) | x | ✓ | 93.1 |

3.3. Comparison with State-of-the-Art

We compare several state-of-the-art results to our methods in Table 3 on these three datasets. For a intuitive comparison, we group those methods according to whether they use extra annotation and whether they use multiple training stages. Our CNL can be trained end-to-end in one stage, and does not need any expensive part annotation.

In general, our method achieve the best score within its all groups. In CUB and Stanford Cars, our method beat the second best method MAMC [6] by 0.2% and 0.1% top1 accuracy, respectively. It is worth to noted that our method only need 11.7% additional Flops, but MAMC needs 23.4% additional computation cost according to its paper. In Stanford Dogs, our method achieve the second best performance. Although RACNN has the excellent result in the dataset, it requires multiple training stages and is tough to be trained end-to-end. Our CNL is easy to implemented, only need little cost, and could bring significant improvement.

3.4. Visualization with Attention Map

To understand the effects of CNL, we visualize its attention maps as shown in Fig 3. The brighter the pixel is, the more CNL cares about that area. We can see two points: (1) our network can focus on meaningful semantic parts, e.g. sky, edge, eyes and body of birds, (2) our network can adaptively focus on different parts in different response layers. For example, in the second row, the query position is in the eye of the bird. In the second attention map, the position of eye is less noticed than the body positions. However, in the fourth attention map, the eye position receives the highest attention, which further validates the effectiveness of our method.

4. CONCLUSION

In this paper, we have introduced a general formulation of Non-Local (NL) module, and have proposed a novel Cross-layer Non-Local (CNL) module for fine-grained image recognition. Our model could learn more discriminative features and adaptively focuses on multi-scale image parts by associating cross-layer features. Additionally, our CNL module eases the heavy association cost of original NL operation. Our model needs less computational cost compared to other modules, but produces more competitive results and surpasses state-of-the-art results.
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