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Abstract

Autonomous vehicles rely on robust real-time detection and future motion prediction of traffic participants to safely navigate urban environments. We present a novel end-to-end approach that uses raw time-series LiDAR data to jointly solve both detection and prediction. We use the range view representation of LiDAR instead of voxelization since it does not discard information and is more efficient due to its compactness. However, for time-series fusion the data needs to be projected to a common viewpoint, and often this viewpoint is different from where it was captured leading to distortions. These distortions have an adverse impact on performance. Thus, we propose a novel architecture which reduces the impact of distortions by sequentially projecting each sweep into the viewpoint of the next sweep in time. We demonstrate that our sequential fusion approach is superior to methods that directly project all the data into the most recent viewpoint. Furthermore, we compare our approach to existing state-of-the-art methods on multiple autonomous driving datasets and show competitive results.

1 Introduction

Autonomous vehicles need to perform path planning in dense, dynamic urban environments where many actors are simultaneously trying to navigate. This requires robust and efficient methods for object detection and motion forecasting. The goal of detection is to recognize the objects present in the scene and estimate their 3D bounding box. While, prediction aims to estimate the position of the detected boxes in the future. Traditionally, separate models have been used for detection and prediction. In this work, we present a method for jointly solving for both object detection and motion forecasting directly from LiDAR data. As demonstrated previously [3, 14, 18], joint methods benefit from reduced latency, efficient feature sharing across both tasks, lower computational requirements and ease of maintenance as compared to multi-stage pipelines.
The LiDAR sensor generates measurements using a stack of rotating lasers, and each measurement provides a range and an angle. Therefore, the LiDAR data is naturally represented by a compact spherical image, which is commonly referred to as a Range View (RV) image. Many previous methods [3, 11, 14, 27] project the data onto a Cartesian grid around the ego-vehicle. However, this Bird’s Eye View (BEV) projection loses the precise point information due to voxelization. Additionally, it loses important context on which parts of the scene are occluded and which parts are empty. Whereas, the RV representation is able to preserve both the point and occlusion information. Due to its efficiency and information preservation benefits [16, 17], we use the RV representation of the LiDAR data.

Each sweep of the LiDAR only provides the position for each object at any given moment; whereas, higher order states such as velocity, acceleration and intent are required for predictions. Thus, the fusion of sensor data across time becomes paramount for motion forecasting. However, fusing multiple time-steps of sensor data is challenging as the observed world state is non-stationary due to dynamic actors and ego-motion. To decouple object motion and ego-motion, all of the existing end-to-end methods [1, 4, 14, 18] compensate for ego-motion during fusion of temporal data. However, this compensation requires projecting the data into a different viewpoint from which it was captured. In the RV, this projection can create distortions, such as gaps in continuous surfaces, as well as information loss due to self-occlusions, occlusions between objects and discretization effects (see Figure 1). Furthermore, the amount of distortion is dependent on several factors such as the amount of ego-motion, the speed of the objects and the distance of the observed objects from the ego-vehicle. Minimizing these distortions is critical for maximizing the performance on the prediction and detections tasks.

In this paper, we propose a principled way to reduce the impact of distortion caused by change in viewpoint for fusion. We propose to sequentially fuse the temporal LiDAR data by projecting the data collected from one viewpoint to the next in time. We show its effectiveness compared to projecting all the data into the most recent viewpoint [18]. We further demonstrate that the sequential fusion is particularly effective in cases where fast ego-motion or object motion is present. Additionally, we establish new state-of-the-art results for multiple classes of objects on the ATG4D [17] and nuScenes [2] datasets.

2 Related Work

Temporal fusion of sensor data is of paramount importance for robust state and motion estimation. The most popular methods of enforcing temporal consistency involve using detection-based approaches [11, 13, 16, 17, 21, 27, 29] to generate object detections followed by stitching across time through object tracking [9, 19, 22, 25]. Even though detect-then-track approaches are widely used for estimating state (i.e. position, velocity and acceleration), such approaches are not suitable for long-term trajectory predictions that are needed to navigate dense, urban environments [4].

The ability to provide a probabilistic method of fusing temporal information using Kalman Filters [26] has inspired the use of learned methods that rely on temporally smoothed filter output to generate long term prediction [6, 7]. Other approaches directly use object detections as input to recurrent networks to implicitly learn actor behavior and predict future trajectories [1, 6, 12, 15, 23]. However, such approaches rely on the output of detection and tracking systems making them susceptible to any changes and errors in the upstream models. For practical applications, this often results in cascaded pipelines which are hard to train, de-
Figure 1: Example of distortions that may arise from changing the viewpoint in the RV. We depict a sweep for a single laser with the scene discretized into angular bins. In Figure 1a, we show the sweep from its original viewpoint, i.e. the viewpoint from which the data was captured. All measurements for two objects are shown in green, and the occluded area behind them is shaded. In Figure 1b, we show the same LiDAR points with a different viewpoint. As a result, we see several types of information loss. While green points are still visible to the sensor, blue points are lost due to occlusions from other objects. Red points are lost due to self-occlusions and yellow points are lost due to multiple points falling into the same bin.

Another class of learned methods for motion forecasting focus on learning a probability distribution over the future Occupancy of Grid Maps (OGMs) [10, 20, 24]. They replace the multi-stage systems needed for detection and tracking with a single model to predict grid occupancy directly from sensor data. However, OGM based approaches fail to model actor-specific characteristics like class attributes and kinematic constraints. Furthermore, modeling complex interactions among actors and maintaining a balance between discretization resolution and computational efficiency remains a challenge [8].

In contrast to multi-stage and OGM based methods, end-to-end approaches aim at jointly learning object detection and motion forecasting [3, 4, 14, 18, 28]. This eliminates the need for multiple-stages (reducing latency and system complexity) while still preserving actor specific characteristics of the prediction model. In this work we present a method for jointly estimating object detection and future trajectory in an end-to-end manner.

End-to-end methods for motion forecasting can be classified based on the representation they use for feature extraction. As discussed previously, while some methods represent input LiDAR points in the Birds-Eye View (BEV) [3, 4, 14, 28], other methods operate in the native Range View (RV) [18]. The projection of LiDAR points in BEV preserves the size of the actor across time and provides a strong prior to models learning from past temporal data. However, the RV representation is naturally compact, computationally efficient and preserves occlusion information. Due to objects not being scale invariant across time in RV, this representation is prone to distortions. In [18], the authors show how naively projecting past LiDAR sweeps into the current frame can lead to distortions due to self-occlusions and perspective changes.

Learned methods for end-to-end motion forecasting can also be classified based on how they fuse past LiDAR sweeps with the current sweep. Most approaches operate in BEV [3, 14, 28] and transform past sweeps to the current reference frame through an rigid transform. Afterwards, the temporal layers can either be processed through 3D convolutions [14] or by
stacking together and processing through 2D convolutions \cite{3, 28}. We call this approach of using the transformed sensor data as additional channels in the network as “Early Fusion”. The only approach that utilizes the RV representation for motion forecasting is LaserFlow \cite{18}, which processes each past sweep in its original frame to generate a set of feature maps. The data is then fused together by projecting all the features into a reference frame. We refer this approach as “Late Fusion.” Compared to \cite{18}, we propose an “Incremental Fusion” approach that effectively combines the features extracted in the original viewpoint with the next viewpoint in the sequence.

3 Approach

As the LiDAR sensor rotates, it continuously generates measurements. The data is sliced into “sweeps,” wherein each slice contains the measurements from a full 360° rotation of the sensor. In order to detect and predict the motion of objects, we utilize features extracted from a sequence of sweeps (Section 3.1) which are projected into the range view representation (Section 3.2). Features from individual sweeps are fused together (Section 3.3), and spatio-temporal features are extracted using a novel network architecture (Section 3.4). Finally, the resulting spatio-temporal features are passed to a backbone network to produce a set of detections and predictions (Section 3.5).

3.1 Multi-Sweep Input

Assume we are given a time-series of $K$ sweeps denoted by $\{S_k\}_{k=0}^{-K}$ where $k = 0$ is the most recent sweep and $-K < k < 0$ are the past sweeps. Each sweep contains a set of $N_k$ points, $S_k = \{p_{ik}^k\}_{i=0}^{N_k-1}$, in the coordinate frame defined by the pose or viewpoint of the sensor when the sweep was captured, $P_k$. The pose of the sensor is provided by the autonomous system, so we can calculate the transformation from one sweep to another. We denote the $m$-th sweep transformed into the $n$-th sweep’s coordinate frame as $S_{m,n} = \{p_{m,n,i}^m\}_{i=1}^{N_m}$ where each point is represented by its 3D coordinates, $[x_{m,n,i}^m, y_{m,n,i}^m, z_{m,n,i}^m]^T$, and the id of the laser, $l_{m,i}$, which produced the measurement.

For each point $p_{m,n,i}^i$, we can define a set of features, including its range

$$r_{m,n,i}^i = \|p_{m,n,i}^i\|$$

and angle

$$\theta_{m,n,i}^i = \text{atan2}(y_{m,n,i}^i, x_{m,n,i}^i).$$

As input, we use the range and angle in the original coordinate frame, $r_{m,i}^i$ and $\theta_{m,i}^i$, and the range and angle in the reference frame, $r_{m,0}^i$ and $\theta_{m,0}^i$, as this provides some notation of the ego-motion. Furthermore, if a high-definition map is available, we can compute its height above ground and a flag indicating whether or not the point is on or above a drivable surface.

3.2 Range View Projection

To form a range view image, we define the projection of a point $p_{m,n,i}^i$ as,

$$P(p_{m,n,i}^i) = (l_{m,i}, \lfloor \theta_{m,n,i}^i/\Delta \theta \rfloor)$$

where the row is specified by the point’s laser id, and the column is determined by its discretized angle. The value of $\Delta \theta$ is approximately the angular resolution of the LiDAR.
Furthermore, if more than one point happens to project into the same image coordinate, we keep the point with the smallest range, \( r_i^{m,n} \). By applying the projection to every point in \( S_{m,n} \), we can generate a range view image.

### 3.3 Range View Fusion

To fuse the range view images from multiple sweeps, we need to compensate for ego-motion. This is accomplished by projecting the points into a common viewpoint. For example, assume we would like to fuse two sweeps, \( S_m \) and \( S_n \). When fusing multiple sweeps, we always use the viewpoint of the most recently captured sweeps. In this case, let us assume \( n > m \); therefore, the pose \( P_n \) will define the shared coordinate system, and we will transform the \( m \)-th sweep into this coordinate system to generate \( S_{m,n} \). Utilizing Eq. 3, we are able to determine the points from each sweep that project into the same image coordinate. Assume \( p_{m,n}^i \) and \( p_n^i \) project into the same coordinate, each point will have a corresponding vector of features, \( f_{m,n}^i \) and \( f_n^i \), which are either hand-craft features like the ones described in Section 3.1 or features learned by a neural network. These features describe the surface of an object along the ray emanating from the origin of the coordinate system and passing through \( p_{m,n}^i \) and \( p_n^i \). However, due to object motion, the features could be describing different objects. Therefore, we provide the relative distance between the points as an additional feature,

\[
    h_{m,n}^i = R\theta_n [p_{m,n}^i - p_n^i]
\]

(4)

where \( R \) is a rotation matrix parameterized by the angle \( \theta_n^i \). The resulting fused features corresponding to the pair of points, \( p_{m,n}^i \) and \( p_n^i \), is \( f^i = [f_n^i, f_{m,n}^i, h_{m,n}^i] \). Applying this operation to every point in \( S_{m,n} \), we are able to produce a fused range view image. Although we have described the fusion for a pair of sweeps, this procedure can be trivially extended to any number of sweeps.

### 3.4 Multi-Sweep Fusion Architectures

Our proposed fusion method, described in the previous section, requires the projection of LiDAR points into a viewpoint different than the one used to capture the data. As a result, distortions are introduced into the image proportional to the distance between the viewpoints. Therefore, mitigating the effect of distortions is critical. In this section, we propose multiple fusion architectures with the aim of successively preserving more information and minimize the impact of distortions during multi-sweep fusion.

#### 3.4.1 Early Fusion

Figure 2a shows the early fusion architecture. We simply fuse our hand-crafted features from all the sweeps into the viewpoint of the most recent sweep. This introduces a significant amount of distortion since every sweep is directly projected into the most recent viewpoint. To alleviate this problem, we propose the next architecture inspired by [18].

#### 3.4.2 Late Fusion

Figure 2b shows the proposed late fusion architecture. We first build a range view image for each sweep in its own viewpoint using our hand-craft features. Afterwards, we pre-process the images using a light-weight convolution neural network CNN, which provides learned features for each LiDAR point in the image. Subsequently, we fuse all the images into the
most recent viewpoint. As shown in [18], this reduces the impact of distortions, since the learned features are extracted from the original undistorted images. Since the features are still projected directly into the most recent viewpoint, information loss for farther in time sweeps may still be high. To further mitigate this issue we propose the next architecture.

### 3.4.3 Incremental Fusion

Figure 2c shows the incremental fusion architecture which sequentially fuses the sweeps. Each sweep extracts features from its original viewpoint after being fused with the features from the previous sweep. With this design, sweeps are only projected into its neighboring sweep in time. Since the viewpoint changes slowly with time, this results in only a minimal amount of distortion.

### 3.5 Predictions

After extracting and fusing multi-sweep features using one of our proposed architectures, the resulting feature map will be in the range view corresponding to the viewpoint of the most recent sweep. These features are passed to a backbone network to produce a set of detections and predictions for the current sweep. We utilize the backbone network and predictions proposed by [18]. In the following section, we demonstrate that our proposed fusion architectures can improve both detection and prediction performance.

### 4 Experiments

#### 4.1 Datasets and Metrics

We present experimental results on two datasets: ATG4D [17] and nuScenes [2]. These datasets have different LiDAR sensors and are collected in different cities showing the wide applicability of our approach. ATG4D has a higher resolution LiDAR with 64 lasers and nuScenes has 32 lasers. Additionally, the LiDAR in ATG4D has twice the angular resolution of nuScenes. Due to these differences a sweep in ATG4D has 4x more points per sweep than nuScenes.

We use Average Precision (AP) for detection and displacement error at future timestamps for predictions. AP is computed as the area under the curve for the precision-recall
| Method               | ATG4D                  | nuScenes             |
|---------------------|------------------------|----------------------|
|                     | AP (%) 0.7 IoU | L₂ (cm) | AP (%) 0.7 IoU | L₂ (cm) |
| FaF [14]            | 64.1     | 30 54 180 | -           | -        |
| IntentNet [3]       | 73.9     | 26 45 146 | -           | -        |
| NMP [28]            | 80.5     | 23 36 114 | -           | -        |
| SpAGNN [4]          | 83.9     | 22 33 96  | 22 58 145  |
| LaserFlow [18]      | 84.5     | 19 31 99  | 49.7 27 54 153 |
| RV-FuseNet (ours)   | **84.8** | **20 30 98** | **53.5** 27 46 123  |

Table 1: Detection and Motion Forecasting performance on vehicles. Similar to [4], for forecasting comparison, we use a recall of 80% on ATG4D and 60% on nuScenes.

The displacement error is computed as the Euclidean distance between the center of predicted box and the ground truth box. Since each method produces a different set of detections, for a fair comparison we compute the displacement error using the same recall point for all the methods similar to [4].

### 4.2 Implementation Details

The network (CNNs) in Figure 2 is used to extract low-level features before fusion with other sweeps. For both late and incremental fusion, we use 3 layers of 3 × 3 convolutions with 32 feature channels each.

The size of the range view image is 64 × 2048 for ATG4D and is 32 × 1024 for nuScenes. Unless otherwise specified, for ATG4D we use a circle with a diameter of 240m, centered on the ego-vehicle, as the Region of Interest (ROI). For nuScenes, we use the official ROI of a square of 100m length centered on the ego-vehicle. We use the LiDAR data from the past 0.5s and predict a trajectory for 3s into the future at 1s intervals. All other training parameters such as learning rate, loss weights, number of iterations are the same as in [18].

### 4.3 Comparison with State of the Art

Table 1 compares our incremental fusion to existing BEV and RV based methods on ATG4D. The computational cost of BEV methods scale linearly with the area required to process. Thus, due to computational constraints, all the BEV methods [3, 4, 14] report results on the reduced ROI of 140m × 80m. In this experiment, our method outperforms all other methods on the detection task. Additionally, our method outperforms all the single stage methods [3, 14, 18, 28] at all the timestamps and achieve similar performance to a two-stage method SpAGNN [4].

Table 1 also compares our method with LaserFlow [18] and SpAGNN [4] on nuScenes. It is a more challenging dataset than ATG4D due to an order of magnitude less training data and a sparser LiDAR. On this dataset, our method outperforms both of these methods, improving predictions at 3s by more than 15%.

### 4.4 Comparison of Proposed Architectures

The impact of distortions created by changing the viewpoint for fusion is dependent on factors such as the actor speed, ego-vehicle speed and the distance of objects to the most recent viewpoint. We analyze the various architectures over a range of these factors.

Figure 3 shows the percentage improvement of late and incremental fusion over early fusion on the displacement error at 3s. As shown in Figure 3a, we see significant gains with
Figure 3: These plots show the relative improvement (%) of the late and incremental fusion architectures over the early fusion on categories that often lead to higher distortions. 3a shows the relative improvements binned by actor speed, 3b is binned by ego-vehicle speed and 3c is binned by range from sensor to object.

| Method               | Vehicle | Bicycle | Pedestrian |
|----------------------|---------|---------|------------|
|                      | AP (%)  | $L_2$ (cm) | AP (%)  | $L_2$ (cm) | AP (%)  | $L_2$ (cm) |
|                      | 0.7 IoU | 0.0 s    | 1.0 s | 3.0 s | 0.5 IoU | 0.0 s | 1.0 s | 3.0 s |
| LaserFlow [18]       | 74.5 | 24 | 38 | 112 | 59.1 | 15 | 22 | 50 |
| RV-FuseNet (Ours)    | 74.6 | 24 | 37 | 109 | 56.4 | 14 | 18 | 36 |
|                      |        |        |        |        | 76.6 | 12 | 28 | 74 |

Table 2: Detection and Motion Forecasting performance on ATG4D.

the incremental fusion architecture as the actor speed increases. This illustrates the effectiveness of the proposed incremental fusion over both early and late fusion approaches in reducing the impact of distortions due to fast moving objects. Stationary objects are usually easy to estimate with only two consecutive sweep. Thus, we see no difference between the architectures on these objects. As a result, for comparisons in Figure 3b and Figure 3c we only use moving objects. The distortions also increase with an increase in the speed of the ego-vehicle. Figure 3b shows improvements of the late and incremental fusion on a range of ego-speed. Again, in this scenario the incremental fusion approach shows greater improvements as ego-vehicle speed increases. Finally, we evaluate the impact of range to the objects in Figure 3c. The objects closer to the LiDAR sensor have high distortions in fusion due to heavy self-occlusions. In this case, as shown in Figure 3c, both late fusion and incremental fusion provide huge improvements over early fusion architecture. Moreover, incremental fusion offers significantly better performance than late fusion in situations where objects are further from the LiDAR sensor, as there the data is sparser and the ability to preserve more information in the fusion blocks is critical.

4.5 Comparison on Multi-Class and Larger ROI

We compare our method on multiple classes at the full range of the LiDAR. LaserFlow [18] is the only other method which provides results in this setting and we compare against it in Table 2. Figure 3c shows that incremental fusion gets large improvements over late fusion at longer ranges. Therefore, on vehicles, our method outperforms LaserFlow [18] which is a late fusion method. Additionally, we show a large improvement of 30% on 3s predictions for bicycles. We believe this is due to the fact that bicycles can still move at >12m/s like vehicles, but because of their smaller size they are more vulnerable to information loss due to distortions. Finally, we get similar performance on pedestrians since they are slow moving and in these conditions late fusion and incremental fusion architectures offer similar performance.
4.6 Qualitative Results

We show results of our multi-class model on ATG4D in Figure 4. As in [18], we also predict the future bounding box, but for visualization purposes we only show the center of the box. In addition, we visualize one standard deviation of the predicted trajectory uncertainty at each time-step. These results clearly demonstrate that our model is able to accurately detect and forecast the future position for multiple classes at different range.

5 Conclusion

In this work we presented a novel method for joint object detection and motion forecasting using time-series LiDAR data. Our novel incremental fusion approach provides a principled way of fusing multiple LiDAR sweeps which reduces the information loss during fusion. As a result, we show state-of-the-art results for motion forecasting on the ATG4D and the nuScenes datasets. Further, we provide an analysis of our method on scenarios prone to distortion and prove the efficacy of our method in handling such situations over the approach of fusing all the sweeps at once.
As part of our ongoing research, we would like to explore fusing high definition map information, like lanes and traffic lights, in order to incorporate contextual information from the scene. Furthermore, adding information from sensors that directly observe higher order states, such as RADAR, should further improve trajectory prediction. Finally, modeling actor interactions is another potential direction to improve the predictions.
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