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Abstract

We introduce a computationally effective algorithm for a linear model selection consisting of three steps: screening–ordering–selection (SOS). Screening of predictors is based on the thresholded Lasso that is $\ell_1$ penalized least squares. The screened predictors are then fitted using least squares (LS) and ordered with respect to their $t$ statistics. Finally, a model is selected using greedy generalized information criterion (GIC) that is $\ell_0$ penalized LS in a nested family induced by the ordering. We give non-asymptotic upper bounds on error probability of each step of the SOS algorithm in terms of both penalties. Then we obtain selection consistency for different $(n, p)$ scenarios under conditions which are needed for screening consistency of the Lasso. For the traditional setting $(n > p)$ we give Sanov-type bounds on the error probabilities of the ordering–selection algorithm. Its surprising consequence is that the selection error of greedy GIC is asymptotically not larger than of exhaustive GIC. We also obtain new bounds on prediction and estimation errors for the Lasso which are proved in parallel for the algorithm used in practice and its formal version.
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1. Introduction

Literature concerning linear model selection has been lately dominated by analysis of the least absolute shrinkage and selection operator (Lasso) that is $\ell_1$ penalized least squares for the 'large $p$ - small $n$ scenario', where $n$ is number of observations and $p$ is number of all predictors. For a broad overview of the subject we refer to B"uhlmann and van de Geer (2011). It is known that consistency of selection based on the Lasso requires strong regularity of an experimental matrix named irreprezentable conditions which are rather unlikely to hold in practice (Meinshausen and B"uhlmann, 2006; Zhao and Yu, 2006). However, consistency of the Lasso predictors or consistency of the Lasso estimators of the linear model parameters...
is proved under weaker assumptions such as \textit{restricted isometry property} (RIP). The last condition means that singular values of normalized experimental submatrices corresponding to small sets of predictors are uniformly bounded away from zero and infinity. Under those more realistic conditions and provided that a certain lower bound on the absolute values of model parameters called \textit{beta-min condition} holds, the Lasso leads to consistent screening, that is the set of nonzero Lasso coefficients $S$ contains with large predetermined probability the uniquely defined true model $T$. This property explains Bühlmann’s suggestion that one should interpret the second ‘s’ in ‘Lasso’ as ‘screening’ rather than ‘selection’ (see discussion of [Tibshirani, 2011]) and the task is now to remove the spurious selected predictors. To this aim two-stage procedures as the adaptive or the thresholded Lasso have been proposed (cf [Zou, 2006; Huang et al., 2008; Meinshausen and Yu, 2009; Zhou, 2009, 2010; van de Geer et al., 2011]). They yield selection consistency under strong version of the beta-min condition and without such strengthening tend to diminish the number of selected spurious predictors, but, similarly to the Lasso they yield screening consistency only. Alternative approaches require minimization of more demanding \textit{least squares} (LS) penalized by quasiconvex functions ([Fan and Li, 2001; Zou and Li, 2008; Zhang, 2010a,b; Zhang and Zhang, 2012; Huang and Zhang, 2012; Zhang, 2013]). These methods lead to consistent selection under RIP and considerably weaker version of the beta-min condition, nevertheless are not constructive in that they rely on unknown parameters.

Regularization is required when a matrix is not a full rank or when $n < p$, but for the traditional regression when an experimental plan is of full rank and $n > p$ it is possible to construct a computationally effective and selection consistent procedure using greedy $\ell_0$ penalized LS, that is a two-stage procedure \textit{ordering–selection} (OS). First, a full model $F$ using LS is fitted, next predictors are ordered based on their $t$ statistics from the fit and finally, a submodel of $F$ in a nested family pertaining to the ordering is selected using thresholding as in [Rao and Wu, 1989] or \textit{generalized information criterion} (GIC) as in [Zheng and Loh, 1995]. Sufficient conditions on an experimental plan and a vector of true coefficients for consistency of such procedures are stated in terms of the \textit{Kullback-Leibler divergence} (KL) of the true model from models which do not contain all true predictors ([Zheng and Loh, 1995; Shao, 1998; Chen and Chen, 2008; Casella et al., 2009; Pötscher and Schneider, 2011; Luo and Chen, 2013]). In particular, a bound on the probability of selection error in [Shao, 1998] closely resembles the Sanov theorem in information theory on bounds of probability of a non-typical event using the KL divergence.

In our contribution we introduce a computationally effective three-step algorithm for linear model selection based on a scheme \textit{screening–ordering–selection} (SOS). Screening of predictors is based on a version of the thresholded Lasso proposed by [Zhou, 2009, 2010] and yields the screening set $S$ such that $|S| \leq n$. Next, an implementation of OS scheme described above proposed by [Zheng and Loh, 1995] is performed. We give non-asymptotic upper bounds on error probability of each step of the SOS algorithm in terms of the Lasso and GIC penalties (Theorem 1). As a consequence of proved bounds we obtain selection consistency for different $(n, p)$ scenarios under weak conditions which are sufficient for screening consistency of the Lasso. Our assumptions allow for strong correlation between predictors, in particular replication of spurious predictors is possible.

For case $n > p$ we also give a bound on probability of selection error of the OS algorithm. Our bound in this case is more general than in [Shao, 1998] as we allow ordering of predictors,
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\( p = p_n \to \infty \) and \( |T| = |T_n| \to \infty \) and moreover GIC penalty may be of order \( n \) (Theorem 2). Its simple but surprising consequence is that the probability of selection error of the greedy GIC is asymptotically not larger than of the exhaustive GIC. Thus employment of greedy search dramatically decreases computational cost of \( \ell_0 \) penalized LS minimization without increasing selection error probability.

As a by-product we obtained a strengthened version of the nonparametric sparse oracle inequality for the Lasso proved by Bickel et al. (2009) and, as its consequence, more tight bounds on prediction and estimation error (Theorem 3). We simplified and strengthened an analogous bound for the thresholded Lasso given by Zhou (2009, 2010) (Theorem 1 part T1). It is worth noticing that all results are proved simultaneously for two versions of the algorithm: for the Lasso used in practice when a response is centered and predictors are standardized as well as for its formal version for which an intercept corresponds to a dummy predictor.

The paper is organized as follows. In Section 2 the SOS algorithm is introduced and in Section 3 we study properties of geometric characteristics of linear model pertaining to an experimental matrix and a vector of coefficients which are related to identifiability of a true model. Section 4 contains our main results that is bounds on selection error probabilities for SOS and OS algorithm. In Section 5 we discuss properties of post-model selection estimators pertaining to SOS. Section 6 contains improved bounds on the Lasso estimation and prediction. Concluding remarks are given in Section 7. Appendix contains detailed proofs of the results stated in the paper.

2. Selection algorithm

The aim of this section is to describe the proposed selection algorithm. As in the first step of the algorithm we use the Lasso estimator to screen predictors and since in the literature there exist two versions of the Lasso for the linear model which differ in the treatment of the intercept, we start this section by defining two parametrizations of the linear model related to these versions of the Lasso. Next we state a general definition encompassing both cases and finally we present our implementation of the SOS scheme.

2.1 Linear regression model parametrizations

We consider a general regression model of real-valued responses having the following structure

\[ y_i = \mu(x_i) + \varepsilon_i, \quad i = 1, 2, \ldots, n, \]

where \( \varepsilon_1, \ldots, \varepsilon_n \) are iid \( N(0, \sigma^2) \), \( x_i \in \mathbb{R}^p \), and \( p = p_n \) may depend on \( n \). In a vector form we have

\[ y = \mu + \varepsilon, \]

(1)

where \( \mu = (\mu(x_1), \ldots, \mu(x_n))^T, \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^T \) and \( y = (y_1, \ldots, y_n)^T \).

Let \( X = [x_1, \ldots, x_n]^T = [x_1, \ldots, x_p] \) be the \( n \times p \) matrix of experiment. We consider two linear parametrizations of (1). The first parametrization is:

\[ \mu = \alpha^* + X\beta^*, \]

(2)
where $\alpha^* \in \mathbb{R}$ is an intercept and $\beta^* \in \mathbb{R}^p$ is a vector of coefficients corresponding to predictors. The second parametrization is

$$
\mu = X\beta^*,
$$

(3)

where the intercept is either set to 0 or is incorporated into vector $\beta$ and treated in the same way as all other coefficients in the linear model. In order to treat both parametrizations in the same way we write $\mu = \tilde{X}\beta^*$ where, with $\mathbb{1}_n$ denoting a column of ones, $\tilde{X} = [\mathbb{1}_n, X]$ and $\tilde{\beta}^* = (\alpha^*, \beta^T)^T$ in the case of (2) and $\tilde{X} = X$ and $\tilde{\beta}^* = \beta^*$ in the case of (3).

Let $J \subseteq \{1, 2, \ldots, p\} = F$ be an arbitrary subset of the full model $F$ and $|J|$ the number of its elements, $X_J$ is a submatrix of $X$ with columns having indices in $J$, $\beta_J$ is a subvector of $\beta$ with columns having indices in $J$. Moreover, let $\tilde{X}_J = [\mathbb{1}_n, X_J]$ and $\tilde{\beta}_J = (\alpha, \beta_J^T)^T$ in the case of (2) or $\tilde{X}_J = X_J$ and $\tilde{\beta}_J = \beta_J$ in the case of (3). $\tilde{H}_J$ will stand for a projection matrix onto the subspace spanned by columns of $\tilde{X}_J$. Linear model pertaining to predictors being columns of $X_J$ will be frequently identified as $J$. We will also denote by $T = T_n$ a true model that is a model such that $T = \text{supp}(\beta^*) = \{j \in F : \beta^*_j \neq 0\}$ for some $\beta^*$ such that $\mu = \tilde{X}\beta^*$. The uniqueness of $T$ and $\beta^*$ for a given $n$ will be discussed in Section 3.

2.2 Practical and formal Lasso

The Lasso introduced in Tibshirani (1996) is a popular method of estimating $\beta^*$ in the linear model. For discussion of properties of the Lasso see for example Tibshirani (2011) and Bühlmann and van de Geer (2011). When using the Lasso for data analytic purposes parametrization (2) is considered, vector of responses $y$ is centered and columns of $X$ are standardized. The standardization step is usually omitted in formal analysis in which parametrization (3) is assumed, $\alpha$ is taken to be 0 and $X$ consists of meaningful predictors only, without column of ones corresponding to intercept (see for example formula 2.1 in Bickel et al., 2009). Here, in order to accommodate both approaches use a one definition we introduce a general form of the Lasso. Let $H_0$ be an $n \times n$ projection matrix, where $H_0$ is specified as a vector centering matrix $\mathbb{1}_n - \mathbb{1}_n\mathbb{1}_n^T/n$ in the case of the applied version of the Lasso pertaining to parametrization (2) and the identity matrix $\mathbb{I}_n$ for the formal Lasso corresponding to (3). Moreover, let

$$
D = \text{diag}(||H_0x_j||^2_{j=1}^p), \quad X_0 = H_0XD^{-1}, \quad X_0 = [x_01, \ldots, x_0p], \quad y_0 = H_0y
$$

and $\theta^* = D\beta^*$, $\mu_0 = H_0\mu$. For estimation of $\beta^*$, data $(X_0, y_0)$ will be used. Note that for the first choice of orthogonal projection in the definition of $X_0$ columns in $X$ are normalized by their norms whereas for the second they are standardized (centered and divided by their standard deviations). Consider the case of (2) and denote by $H_{0J}$ projection onto $\text{sp}\{(H_0x_j)_{j \in J}\}$. Observe that as $\text{sp}\{\mathbb{1}_n, (x_j)_{j \in J}\} = \mathbb{1}_n \oplus \mathbb{1}_n\mathbb{1}_n^T/n$ and consequently $\tilde{H}_J = H_0 + \mathbb{1}_n\mathbb{1}_n^T/n$, we have that

$$
\mathbb{I}_n - \tilde{H}_J = (\mathbb{I}_n - H_{0J})H_0.
$$

The above equality trivially holds also in the case of (3).

For $a = (a_j) \in \mathbb{R}^k$, let $|a| = \sum_{j=1}^k |a_j|$ and $||a|| = (\sum_{j=1}^k a_j^2)^{1/2}$ be $\ell_1$ and $\ell_2$ norms, respectively. As $J$ may be viewed as sequence of zeros and ones on $F$, $|J|$ denotes cardinality of $J$. 4
General form of the Lasso estimator of $\beta$ is defined as follows
\[
\hat{\beta} = \arg\min_{\beta} \{||H_0(y - X\beta)||^2 + 2r_L|D\beta|\} = D^{-1}(\arg\min_{\theta} \{||y_0 - X_0\theta||^2 + 2r_L|\theta|\}),
\]  
(5)
where a parameter $r_L = r_nL$ is a penalty on $l_1$ norm of a potential estimator of $\beta$. Thus in the case of parametrization (2) the Lasso estimator of $\beta$ may be defined without using extended matrix $\tilde{X}$ by applying $H_0$ to $y - X\beta$ that is by centering it. In the case of parametrization (3) $H_0 = I_n$ and the usual definition of the Lasso used in formal analysis is obtained.

Note that in the case of parametrization (2) $\hat{\beta}$ is subvector corresponding to $\beta$ of the following minimizer
\[
\arg\min_{\beta} \{||y - \tilde{X}\beta||^2 + 2r_L|D\beta|\} = \arg\min_{\alpha,\beta} \{||y - \alpha I_n - X\beta||^2 + 2r_L|D\beta|\},
\]  
(6)
where the equality of minimal values of expressions appearing in (5) and (6) is obtained when the expression $||y - \alpha I_n - X\beta||^2$ is minimized with respect to $\alpha$ for fixed $\beta$. However, omitting centering projection $H_0$ in (5) when the first column of $X$ consists of ones and corresponds to intercept, leads to lack of invariance of $\hat{\beta}$ when the data are shifted by a constant and yields different estimates that those used in practice. This is a difference between the Lasso and the LS estimator: LS estimator has the same form regardless of which of the two parametrizations (2) or (3) is applied. Using (4) we have for the LS estimator $\hat{\beta}^{LS}_J$ in model $J$ that the sum of squared residuals for the projection $\tilde{H}y$ equals
\[
R_J = ||(I_n - \tilde{H}_J)y||^2 = ||(I_n - H_{0J})y_0||^2 = ||y_0 - X_{0J}\hat{\theta}^{LS}_J||^2
\]  
(7)
and
\[
\hat{\beta}^{LS}_J = D^{-1}\hat{\theta}^{LS}_J, \quad \hat{\theta}^{LS}_J = \arg\min_{\theta_J} ||y_0 - X_{0J}\theta_J||^2.
\]

2.3 Implementation of the screening–ordering–selection scheme

The SOS algorithm which is the main subject of the paper is the following implementation of the SOS scheme.

- Screening. Let $\hat{\beta} = D^{-1}\hat{\theta}$, $\hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_p)^T$ be the Lasso estimator with a penalty parameter $r_L$ defined above, and
\[
S_0 = \{j : |\hat{\theta}_j| \geq a_0\}, \quad S_1 = \{j : |\hat{\theta}_j| \geq a_1\},
\]
where $a_0 = 6r_L$ and $a_1 = 6r_L(|S_0| \vee 1)^{1/2}$.

- Ordering. Fit the model $S_1$ using LS and consider ordering of predictors $\hat{O} \equiv \hat{O}_{S_1} = (j_1, j_2, \ldots, j_{|S_1|})$ given by decreasing values of corresponding squared $t$ statistics $t_{j_1}^2 \geq t_{j_2}^2 \geq \ldots \geq t_{|S_1|}^2$.

- Selection. In the nested family $\mathcal{G} = \{\emptyset, \{j_1\}, \{j_1, j_2\}, \ldots, S_1\}$ choose a model $\hat{T} \equiv T_{S_1, \hat{O}_{S_1}}$ having the smallest value of the generalized information criterion (GIC) where $r = r_n$ is a penalty pertaining to GIC and $R_J$ is defined in (7). In the case of multiple minima, the smallest set is taken as $T$. 
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In Section 3 we will discuss conditions under which $S_1$ includes a unique true model $T$ and $|S_1| \leq n$ with high probability which is necessary for using LS to fit a linear model in two last steps of the procedure.

We note that empty set in the definition of $G$ corresponds to $\mu = 0$ in the case of parametrization (3) and $\mu = \alpha$ in the case of (2).

It is easy to check that
\[
\frac{t_j^2}{n - |S_1|} = \frac{R_{S_1 \setminus \{j\}} - R_{S_1}}{R_{S_1}},
\]
thus ordering with respect to decreasing values of $(t_j^2)$ in the second step of the procedure is the same as ordering of $(R_{S_1 \setminus \{j\}})$ in decreasing order. We will use this fact in the proof of Lemma 3 in Appendix A.

Computing $(R_J)_{J \in G}$ in the selection step demands only one QR decomposition of the matrix $X_{0S_1}$ with columns ordered according to $\tilde{O}$. Indeed, let $X_{0S_1} = QR$, where $Q = [q_1, \ldots, q_{|S_1|}]$. The following iterative procedure can be used
\[
R_0 = ||y_0||^2; \quad \text{for} \quad k = 1, \ldots, |S_1|, \quad R_{\{1, \ldots, k\}} = R_{\{1, \ldots, k-1\}} - (q_k^T y_0)^2.
\]

The OS algorithm is an algorithm intended for the case $p < n$ for which $S_1$ is taken equal to $F$ and only the two last steps of the SOS are performed.

3. A true model identifiability

In this section we consider two types of linear model characteristics which will be used to quantify the difficulty of selection or, equivalently, a true model identifiability problem, and we study the interplay between them.

3.1 Kullback-Leibler divergences

Let $T$ be given true model that is $T \subseteq F$ such that $\mu = \tilde{X}\tilde{\beta}^* = \tilde{X}_T\tilde{\beta}_T^*$ and $T = \text{supp}(\beta_T^*) = \{j \in F : \beta_{j,T}^* \neq 0\}$. For $J \subseteq F$ define
\[
\delta(T \mid J) = ||(\Pi_n - \tilde{H}_J)\tilde{X}_T\tilde{\beta}_T^*||^2.
\]

In view of (4) we obtain
\[
\delta(T \mid J) = ||(\Pi_n - H_{0J})H_0\tilde{X}_T\tilde{\beta}_T^*||^2 = ||(\Pi - H_{0J})H_0X_T\beta_T^*||^2 = ||(\Pi - H_{0J})X_0\theta_T^*||^2. \quad (8)
\]

Let $KL(\tilde{\beta}_T^* \mid \tilde{\beta}_J^*) = E_{\tilde{\beta}_T^*} \log(f_{\tilde{\beta}_T^*}/f_{\tilde{\beta}_J})$ be the Kullback-Leibler divergence of normal density $f_{\tilde{\beta}_T^*}$ of $N(\tilde{X}_T\tilde{\beta}_T^*, \sigma^2\Pi_n)$ from the normal density $f_{\tilde{\beta}_J}$ of $N(\tilde{X}_J\tilde{\beta}_J, \sigma^2\Pi_n)$. Let $\Sigma = X_0^TX_0$ be a coherence matrix if $H_0$ is the identity matrix and a correlation matrix if $H_0 = \Pi_n - 1_n1_n^T/n$. $\Sigma_J$ stands for a submatrix of $\Sigma$ with columns having indices in $J$ and its eigenvalues will be called sparse eigenvalues of $\Sigma$. In particular, $\lambda_{\min}(\Sigma_J)$ denotes the smallest eigenvalue of $\Sigma_J$. The following proposition lists the basic properties of the parameter $\delta$. Observe also that $\delta(T \mid J)$ is a parameter of noncentrality of $\chi^2$ distribution of $R_J$ that is $R_J \sim \chi^2_{n-|J|}(\delta(T \mid J))$. 
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Proposition 1

(i) $\delta(T \parallel J) = 2\sigma^2 \min_{\tilde{\beta}_J} KL(\tilde{\beta}_T \parallel \tilde{\beta}_J) = 2\sigma^2 \min_{\tilde{\beta}_J} KL(\tilde{\beta}_J \parallel \tilde{\beta}_T^\ast).$

(ii) $\delta(T \parallel J) = \min_{\theta_J} \left\| [X_{0,T\setminus J}, X_{0,J}] \left( \theta_{T\setminus J}^{\ast} \theta_{J} \right) \right\|^2 \geq \lambda_{\min}(\Sigma_{J,T}) ||\theta_{T\setminus J}^{\ast}||^2$ (9)

The following scaled Kullback-Leibler divergence will be employed in our main results in Section 4.

$$\delta(T, s) = \min_{j \in T, J \supseteq T, |J| \leq s} \delta(T \parallel J \setminus \{j\}).$$

This coefficient was previously used to prove selection consistency in Zheng and Loh (1995); Chen and Chen (2008); Luo and Chen (2013) and to establish asymptotic law of post-selection estimators in Pötscher and Schneider (2011). Similar coefficients appear to prove selection consistency in Shao (1998) and Casella et al. (2009). Obviously, $\delta(T, s)$ is a nonincreasing function of $s$.

Identifiability of a true model is stated in the proposition below in terms of

$$\delta(T) = \min_{J \supseteq T, |J| \leq |T|} \delta(T \parallel J).$$

Proposition 2 There exists at most one true model $T$ such that $\delta(T) > 0$.

Assume by contradiction that $T'$ is a different true model, that is we have $T' = \text{supp}(\beta)$ for some $\tilde{\beta}$ such that $\mu = \tilde{X}\tilde{\beta}$. Then by symmetry we can assume $|T| \leq |T'|$. Hence $|T' \setminus T| > 0$ and $\delta(T') \leq \delta(T' \parallel T) = 0$. It is easy to see that if $\delta(T) > 0$ then columns of $X_T$ are linearly independent and, consequently, there exists at most one $\tilde{\beta}_T^\ast$ such that $\mu = \tilde{X}_T\tilde{\beta}_T^\ast$.

In Section 4.2 we infer identifiability of a true model $T$ from Proposition 2 and the following inequality

$$\delta(T, \nu) \leq \delta(T).$$ (10)

Indeed, for any $J$ such that $J \supseteq T$ and $|J| \leq |T|$ there exists $j \in T$ such that $J \subseteq F \setminus \{j\}$. Thus we obtain $\delta(T \parallel F \setminus \{j\}) \leq \delta(T \parallel J)$ and minimizing both sides yields (10).

3.2 Restricted eigenvalues

For $J \subseteq F$, $\bar{J} = F \setminus J$ and $c > 0$ let

$$\kappa^2(J, c) = \min_{\nu \neq 0, |\nu_J| \leq c|\nu_J|} \frac{\nu^T \Sigma \nu_J}{\nu_J^T \nu_J} \quad \text{and} \quad \kappa^2(s, c) = \min_{J, |J| \leq s} \kappa(J, c).$$

Both coefficients will be called restricted eigenvalues of $\Sigma$. Observe that

$$\kappa^2(J, c) = \min_{\nu \neq 0, |\nu_J| \leq c|\nu_J|} \frac{||X_0\nu||^2}{||\nu_J||^2} = \min_{\nu \neq 0, |\nu_J| \leq c|\nu_J|} \frac{||X_0\nu_J - X_0\nu_J||^2}{||\nu_J||^2}. \quad (11)$$

The coefficient $\kappa(s, c)$ is a modified version of an index introduced in Bickel et al. (2009). Modification consists in replacing $X$ appearing in the original definition by $X_0$. 
and omitting the term $n^{-1/2}$. Pertaining parameters for a fixed set of predictors $J$ and their various modifications were introduced and applied to bound the Lasso errors by van de Geer and Bühlmann (2009).

In order to study relations between sparse and restricted eigenvalues we set

$$
\kappa^2(J, 0) = \min_{\nu \neq 0, \text{supp}(\nu) \subseteq J} \frac{\nu^T \Sigma \nu}{\nu^T \nu} \quad \text{and} \quad \kappa^2(s, 0) = \min_{|J| \leq s} \kappa^2(J, 0).
$$

From Rayleigh-Ritz theorem we have

$$
\kappa^2(J, 0) = \lambda_{\min}(\Sigma_J) \leq \frac{\text{tr}(\Sigma_J)}{|J|} = 1. \tag{12}
$$

Note that $\kappa(J, c)$ and $\kappa(s, c)$ are nonincreasing functions of both arguments. Moreover, $\kappa^2(J, c) \leq \kappa^2(J, 0)$ and $\kappa^2(s, c) \leq \kappa^2(s, 0)$. This holds in view of an observation that for any fixed $J$ and $c > 0$, any $\nu$ such that $\text{supp}(\nu) \subseteq J$ satisfies $\nu = \nu_J$ and thus $|\nu| \leq c|\nu_J|$. It is easy to show also that $\kappa^2(J, c) \to \kappa^2(J, 0)$ and $\kappa^2(s, c) \to \kappa^2(s, 0)$ monotonically when $c \to 0^+$. Another less obvious bound, which is used in the following is stated below.

**Proposition 3** For any $s \in \mathbb{N}$ and $c > 0$

$$
\kappa^2(s, c) \leq (|c| + 1)\kappa^2(|c| + 1)s, 0).
$$

Condition $\kappa(s, c) > 0$ imposed on matrix $X$ is called restricted eigenvalue condition in Bickel et al. (2009) for their slightly different $\kappa$. Proposition 3 generalizes an observation there (p. 1720) that if the restricted eigenvalue condition holds for $c \geq 1$, then all square submatrices of $\Sigma$ of size $2s$ are necessarily positive definite. Indeed, the proposition above implies that $\kappa(2s, 0) > 0$ from which the observation follows. Positiveness of $\kappa(T, c)$ which due to the restriction on vectors $\nu$ over which minimization is performed can hold even for $p > n$, is a certain condition on weak correlation of columns. This condition, which will be assumed later, is much less stringent than $\kappa(|T|, c) > 0$, as it allows for example replication of columns belonging to the complement of $T$. Moreover $\kappa(T, c) > 0$ for $c \geq 1$ implies identifiability of a true model.

**Proposition 4** There exists at most one true model $T$ such that $\kappa(T, 1) > 0$.

It follows that if $\kappa(T, 1) > 0$, then columns of $X_T$ are linearly independent and, consequently, there exists at most one $\hat{\beta}_T^*$ such that $\mu = X_T \hat{\beta}_T^*$.

The following $\kappa - \delta$ inequalities follow from the Propositions (ii) and the Proposition 3

We set $\theta_{\min} = \min_{j \in T} |\theta_j^*|$ and $t = |T|$.

**Proposition 5** We have

$$
\kappa^2(T, 3) \theta_{\min}^2 \leq \delta(T, t) \tag{13}
$$

and

$$
\kappa^2(t, 3) \theta_{\min}^2 \leq 4\delta(T, 4t). \tag{14}
$$
4. Error bounds for SOS and OS algorithms

In this section we present the main result that is nonasymptotic bounds on the error probabilities for all steps of the algorithm SOS. The errors of consecutive steps of the SOS constitute decomposition of the selection error into four parts. Two errors which can be possibly committed in the selection step correspond to two situations when the selected model is a proper subset or a superset of \( T \).

4.1 Error bounds for SOS

Let \( S_n \) be a family of models having no more than \( s \) predictors and \( T_n = \{ S \in S_n : S \supseteq T \} \) consists of all true models in \( S_n \). Observe that \( |T_n| = \sum_{k=0}^{s-t} \binom{p-t}{k} \). Moreover, let \( O_{S_1} \) denote a set of all correct orderings of \( S_1 \) that is orderings such that all true variables in \( S_1 \) precede the spurious ones. To simplify notation set \( \delta_s = \delta(T, s), \delta_t = \delta(T, t) \) and \( \kappa = \kappa(T, 3) \). We also define two constants \( c_1 = (3 + 6\sqrt{2})^{-1} \approx 0.087 \) and \( c_2 = (6 + 4\sqrt{2})^{-1} \approx 0.086 \). We assume for the remaining part of the paper that \( p \geq t + 1 \geq 2 \) as boundary cases are easy to analyse. Moreover, we assume the following condition which ensures that the size of \( S_1 \) defined in the first step of SOS algorithm does not exceed \( n \) with large probability and consequently LS could be performed on data \( (y_0, X_{0S_1}) \). It states that

\[
s = s(T) = t + \lceil t^{1/2} \kappa^{-2} \rceil \leq n. \tag{15}
\]

**Theorem 1** (T1) If for some \( a \in (0, 1) \) \( 8a^{-1}\sigma^2 \log p \leq r_L^2 \leq c_1^2 t^{-1} \kappa^4 \theta^2_{\min} \), then

\[
P(S_1 \notin T_n) \leq \exp \left( -\frac{(1-a)r_L^2}{8\sigma^2} \right) \left( \frac{\pi r_L}{8\sigma^2} \right)^{-1/2}. \tag{16}
\]

(T2) If for some \( a \in (0, 1) \) \( a^{-1}\sigma^2 \log p \leq c_2(s - t + 2)^{-1} \delta_s \), then

\[
P(S_1 \in T_n, \hat{O} \notin O_{S_1}) \leq \frac{3}{2} \exp \left( -\frac{(1-a)c_2 \delta_s}{\sigma^2} \right) \left( \frac{\pi c_2 \delta_s}{\sigma^2} \right)^{-1/2}. \tag{17}
\]

(T3) If for some \( a \in (0, 1) \) (a) \( r < at^{-1} \delta_t \) and (b) \( 8a^{-1}\sigma^2 \log t \leq (1-a)^2 \delta_t \), then

\[
P(S_1 \in T_n, \hat{O} \in O_{S_1}, |\hat{T}| < t) \leq \frac{1}{2} \exp \left( -\frac{(1-a)^3 \delta_t}{8\sigma^2} \right) \left( \frac{\pi (1-a)^2 \delta_t}{8\sigma^2} \right)^{-1/2}. \tag{18}
\]

(T4) If for some \( a \in (0, 1) \) \( 4a^{-1}\sigma^2 \log p \leq r \), then

\[
P(S_1 \in T_n, \hat{O} \in O_{S_1}, |\hat{T}| > t) \leq \exp \left( -\frac{(1-a)r}{2\sigma^2} \right) \left( \frac{\pi r}{2\sigma^2} \right)^{-1/2}. \tag{19}
\]

A regularity condition on the plan of experiment induced by the assumption of Theorem 1 (T1), namely \( 8a^{-1}\sigma^2 \log p \leq c_1^2 t^{-1} \kappa^4 \theta^2_{\min} \), is known as beta-min condition. Its equivalent form, which is popular in the literature states that for some \( a \in (0, 1) \)

\[
\sqrt{8c_1^{-2} a^{-1}\sigma^2 t \kappa^{-4} \log p} \leq \min_{j \in T} \| H_0 x_j \| \| \beta_j^* \|. \tag{20}
\]
Observe that (20) implies that \( \kappa = \kappa(T, 3) > 0 \), so it guarantees identifiability of \( T \) in view of Proposition 4.

Note that bounds in (T2) and (T3) as well as the bounds in Theorem 2 below can be interpreted as results analogous to the Sanov theorem in information theory on bounding probability of a non-typical event (c.f. for example Cover and Thomas (2006), Section 11.4), as in view of Proposition 1 (i) \( \delta_s \) may be expressed as \( \min_{\beta \in B} 2\sigma^2 KL(\beta \| \beta^*) \) for a certain set \( B \).

The first corollary provides an upper bound on a selection error of the SOS algorithm under simpler conditions. The assumption \( r_L^2 = 4r \) is quite arbitrary, but results in the same lower bound for penalty and almost the same bound on error probability as in the Corollary 3 below. Note that boundary values of \( r_L^2 \) and \( r \) of order \( \log p \) are allowed in Corollaries 1-3.

**Corollary 1** If \( r_L^2 = 4r \) and for some \( a \in (0, 1 - c_1) \) we have

(i) \( 4a^{-1}\sigma^2 \log p \leq r \leq (C_2^2/4)at^{-1}\kappa^4\theta_{\min}^2 \) and (ii) \( r \leq (4C_2/3)t^{-1/2}\kappa^2\delta_s \), then

\[
P(\hat{T} \neq T) \leq 4 \exp \left( -\frac{(1-a)r}{2\sigma^2} \right) \left( \frac{\pi r}{2\sigma^2} \right)^{-1/2}.
\]

We consider now the results above under stronger conditions. We replace \( \kappa \) in the assumption (20) by smaller \( \kappa_{\text{min}} = \kappa(t, 3) \) and we assume the following weak correlation condition

\[
\kappa_{\text{min}}^{-2} \leq 3t^{1/2}, \tag{21}
\]

which is weaker than a condition \( \kappa_{\text{min}}^{-2} \leq t^{1/2} \) in Theorem 1.1 in Zhou (2009, 2010). The condition (21) implies in view of (15) that the size of the screening set \( S_t \) satisfies \( s \leq 4t \). Thus we obtain from (14) that \( (C_2^2/4)at^{-1}\kappa_{\text{min}}^4\theta_{\min}^2 < (4C_2/3)t^{-1/2}\kappa_{\text{min}}^2\delta_s \) as \( \delta_s \geq \delta_t \) and \( 16C_2/(3C_2^2) \geq 1 \). Hence the Corollary 1 simplifies to the following corollary.

**Corollary 2** Assume (21) and \( r_L^2 = 4r \). If for some \( a \in (0, 1 - c_1) \)

\[
4a^{-1}\sigma^2 \log p \leq r \leq (C_2^2/4)at^{-1}\kappa_{\text{min}}^4\theta_{\min}^2, \tag{21}
\]

then the conclusion of Corollary 1 holds.

Theorem 1 shows that the SOS algorithm is an improvement of the adaptive and the thresholded Lasso (see Zhou (2008); Meinshausen and Yu (2009); Zhou (2009, 2010); van de Geer et al. (2011)) as under weaker assumptions on an experimental matrix than assumed there we obtain much stronger result, namely selection consistency. Indeed, assumptions of Theorem 1 are stated in terms of \( \kappa(T, 3) \), \( \delta_s \) and \( \delta_t \) instead of \( \kappa(t, 3) \), thus allowing for example replication of spurious predictors. Discussion of assumptions of Corollary 2 shows that the original conditions in Zhou (2009, 2010) are stronger than our conditions ensuring screening consistency of the thresholded Lasso. We stress also that the bound of Theorem 2 are valid in both cases when the formal or the practical Lasso is used in the screening step.

The SOS algorithm also turns out to be a competitor of iterative approaches which require minimization of more demanding LS penalized by quasiconvex functions (Fan and Li, 2001; Zhang, 2013). Consider *multistage convex relaxation* (MCR) studied in Zhang (2010b, 2013), which is the latest example of this group of algorithms. Though the method is defined without any normalization of X, the condition on correlation of predictors assumed there seems
to be stronger than ours. It is similar to RIP and assures that for some \( a \in (0, 1) \) the condition \( 1 - a \leq ||X\nu||^2 / ||\nu||^2 \leq 1 + a \) holds for all \( \nu \) such that \( \text{supp}(\nu) \leq 6t + 1 \). Moreover, our algorithm depends on penalties \( r \) and \( r_L \) whereas MCR also involves a minimal sparse eigenvalue \( \rho_\nu = \min_{\text{supp}(\nu) \leq 4t} ||X\nu||^2 / ||\nu||^2 \). On the other hand, the beta-min condition assumed in Zhang (2013) is:

\[
\sqrt{\text{const} \sigma^2 \rho_{-}^{-2} \log p} \leq \min_{j \in T} |\beta_j^*|.
\]

The comparison of \( \rho_{-} \) with our \( t^{-1/2} \kappa^2(T, 3) \) remains an open problem.

### 4.2 Error bounds for OS

Now we state the corresponding bounds for error probabilities of OS algorithm in the case of \( p \leq n \). We recall that in the case of OS \( S_1 = F \). Thus \( S_n = T_n = \{S_1\} \) and \( P(S_1 \notin T_n) = 0 \).

**Theorem 2** If for some \( a \in (0, 1) \)

\[
a^{-1} \sigma^2 \log((p - t)) \leq c_2 \delta_p,
\]

then

\[
P(\hat{O} \notin O) \leq \frac{3}{2} \exp \left( -\frac{(1 - a)c_2 \delta_p}{\sigma^2} \right) \left( \frac{\pi c_2 \delta_p}{\sigma^2} \right)^{-1/2}.
\]

Moreover, (T3) and (T4) of Theorem 1 hold.

Observe that assumptions of Theorem 2 imply that \( \delta_p > 0 \) which guarantees uniqueness of \( T \) in view of (10).

The next corollary is analogous to Corollary 1 and provides an upper bound for a selection error of OS algorithm under simpler conditions. This bound is more general than in Shao (1998) as we allow greedy selection (specifically ordering of predictors), \( p = p_n \to \infty \), \( t = t_n \to \infty \) and moreover GIC penalty may be of order \( n \).

**Corollary 3** If for some \( a \in (0, 2c_2) \)

\[
a^{-1} \sigma^2 \log p \leq \min(\alpha t^{-1} \delta_t, 2c_2 \delta_p),
\]

then

\[
P(\hat{O}_{\text{OS}} \neq T) \leq \frac{3}{2} \exp \left( -\frac{(1 - a)r}{2 \sigma^2} \right) \left( \frac{\pi r}{2 \sigma^2} \right)^{-1/2}.
\]

It is somewhat surprising consequence of the Corollary 3 that, from an asymptotic point of view, the selection error of the OS algorithm, which is a version of the greedy GIC, is not greater than the selection error of the plain, exhaustive GIC. Specifically, if we define the exhaustive GIC selector by

\[
\hat{T}_E = \arg\min_{J, J \subseteq F, |J| \leq n} \{R_J + |J|r\},
\]

then it follows from the lower bound in (33) below, that for an arbitrary fixed index \( j_0 \notin T \) and \( r > 0 \) we have

\[
P(\hat{T}_E \neq T) \geq P(R_T \cup \{j_0\} - R_T > r) \geq \frac{r}{r + \sigma^2} \exp \left( -\frac{r}{2 \sigma^2} \right) \left( \frac{\pi r}{2 \sigma^2} \right)^{-1/2}.
\]
If the penalty term satisfies $\log p \ll r \ll \min(\delta_t/t, \delta_p)$ for $n \to \infty$, then from Corollary 3 and (22) we obtain

$$\lim_{n \to \infty} \log P(\hat{T}_{OS} \neq T) \leq \lim_{n \to \infty} \log P(\hat{T} \neq T).$$

(23)

The last inequality indicates that it pays off to apply the greedy algorithm in this context as a greedy search dramatically reduces $\ell_0$ penalized LS without increasing its selection error.

The bounds on the selection error given in Corollaries 1–3 imply consistency of the SOS and OS provided $r_n \to \infty$ and its strong consistency provided $r_n \geq c \log n$ for some $c > 2\sigma^2/(1 - a)$. For boundary penalty $r_n = 4^{-1}a^{-1} \log p_n$ where $a \in (0, 2c_2)$, we obtain strong consistency of these algorithms if $r_n^{ca/(1-a)} \leq p_n$ for some $c > 0.5$. Comparison of selection errors probabilities of the SOS and OS algorithms for $p < n$ requires further research.

5. Properties of post-model selection estimators

We list now several properties of post-model selection estimators which follow from the main results. Let $\mathcal{B} = \mathcal{B}(\hat{T}, y)$ be any event defined in terms of given selector $\hat{T}$ and $y$ and $\mathcal{B} = \mathcal{B}(T, y)$ be an analogous event pertaining to $T$ and $y$. Let $\mathcal{B}^c$ and $\mathcal{B}^c$ be complements of $\mathcal{B}$ and $\mathcal{B}$, respectively. Observe that we have

$$P(\mathcal{B}) \leq P(\mathcal{B}, \hat{T} \neq T) + P(\hat{T} \neq T) \leq P(\mathcal{B}) + P(\hat{T} \neq T).$$

Analogously, $P(\mathcal{B}^c) \leq P(\mathcal{B}^c) + P(\hat{T} \neq T)$, which implies $P(\mathcal{B}) \leq P(\mathcal{B}) + P(\hat{T} \neq T)$. Both inequalities yield

$$|P(\mathcal{B}) - P(\mathcal{B})| \leq P(\hat{T} \neq T)$$

(24)

In particular, when $\mathcal{B} = \{G > u\}$ and $\mathcal{B} = \{\hat{G} > u\}$ and $G$ is some pivotal quantity then (24) implies that $P(\mathcal{B})$ is approximated by $P(\mathcal{B})$ uniformly in $u$. For example, let $\hat{\beta}_T$ denote the LS estimator fitted on $T$, $d = d + 1$ for parametrization (2) and $d = d$ for parametrization (3) and define

$$f = f(T, y) = \frac{||\hat{X}_T\hat{\beta}^{LS}_T - \hat{X}_T\hat{\beta}^*_T||^2/d}{||y - \hat{X}_T\hat{\beta}^{LS}_T||^2/(n - d)}.$$

Observe that the variable $f$ follows a Fisher-Snedecor distribution $F_{d,n-d}$. Then the bound on the selection error given in Corollary 1 implies consistency of these algorithms if $\pi r^{\gamma_0/(1-a)} \leq p_n$ for some $c > 0.5$. Comparison of selection errors probabilities of the SOS and OS algorithms for $p < n$ requires further research.

**Corollary 4** Assume that conditions of Corollary 1 are satisfied. Then

$$\sup_{u \in R} |P(\hat{f} \leq u) - P(f \leq u)| \leq 4 \exp \left( - \frac{(1 - a)r}{2\sigma^2} \right) \left( \frac{\pi r}{2\sigma^2} \right)^{-1/2}.$$

Note that any apriori upper bound on $d$ in conjunction with Corollary 4 yields an approximate confidence region for $\hat{\beta}^*_T$.

Moreover, it follows from the Corollary 7 below that the Lasso estimator has the following estimation and prediction errors

**Corollary 5** Assume that conditions of Corollary 4 are satisfied. Then

$$\sup_{u \in R} |P(\hat{f} \leq u) - P(f \leq u)| \leq 4 \exp \left( - \frac{(1 - a)r}{2\sigma^2} \right) \left( \frac{\pi r}{2\sigma^2} \right)^{-1/2}.$$
**Corollary 5** Assume that conditions of Corollary 7 are satisfied. Then

\[ ||X\hat{\beta} - X\beta^*|| = O_P(t_n^{1/2}\kappa_n^{-1}\sqrt{\log p_n}), \quad |D(\hat{\beta} - \beta^*)| = O_P(t_n\kappa_n^{-2}\sqrt{\log p_n}). \]

Analogous properties of post-selection estimator of \( \beta^* \) are given below.

**Corollary 6** Assume that conditions of Corollary 1 are satisfied. Then

\[ ||X\hat{\beta}_{SOS} - X\beta^*|| = O_P(t_n^{1/2}), \quad |D(\hat{\beta}_{SOS} - \beta^*)| = O_P(t_n\lambda_n^{-1/2}), \]

where \( \lambda_n = \lambda_{\text{min}}(\Sigma_T) \).

In view of the inequality \( \kappa_n^2 < \lambda_n \) it is seen that the estimation and prediction rates for the SOS post-selection estimator given above are better by the factor \( \kappa_n^{-1}\sqrt{\log p_n} \) than the corresponding rates for the Lasso.

6. Error bounds for the Lasso estimator

We assume from now on that the general model (11) holds. Let \( \mu_0 = H_0\mu, \mu_\beta = H_0X\beta = X_0\theta \) for an arbitrary \( \beta \in \mathbb{R}^p \) and \( \mu_\beta = H_0X\hat{\beta} = X_0\hat{\theta} \). Moreover, \( \Delta = \hat{\theta} - \theta = D(\hat{\beta} - \beta) \) and recall that \( \Delta_J \) stands for subvector of \( \Delta \) restricted to coordinates in \( J \) and \( J_a = \text{supp}(a) = \{ j : a_j \neq 0 \} \). Finally let \( \mathcal{A} = \bigcap_{j=1}^p \{ 2|X_{0j}| \leq r_L \} \) and \( \mathcal{A}^c \) be a complement of \( \mathcal{A} \). From the Mill inequality (see the right hand side inequality in (33) below) we obtain for \( Z \sim N(0,1) \)

\[ P(\mathcal{A}^c) \leq \sum_{j=1}^p P(2|x_{0j}| > r_L) = pP(Z^2 > \frac{r_L^2}{4\sigma^2}) \leq p\exp \left( -\frac{r_L^2}{8\sigma^2} \right) \left( \frac{\pi r_L^2}{8\sigma^2} \right)^{-1/2}. \quad (25) \]

As a by-product of the proofs of the theorems above we state in this section a strengthened version of the Lasso error bounds and their consequences.

**Theorem 3** (i) On \( \mathcal{A} \) we have

\[ ||\mu_0 - \mu_\beta|| \leq ||\mu_0 - \mu_\beta|| + 3r_L|J_\beta|^{1/2}\kappa^{-1}(J_\beta, 3). \quad (26) \]

(ii) Moreover, on the set \( \mathcal{A} \cap \{ \beta : |\Delta| \leq 4|\Delta_J| \} \) we have

\[ r_L|\Delta| \leq 2||\mu_0 - \mu_\beta||^2 + 8r_L^2|J_\beta|\kappa^{-2}(J_\beta, 3). \quad (27) \]

Squaring both sides of (26) yields the following bound

\[ ||\mu_0 - \mu_\beta||^2 \leq (||\mu_0 - \mu_\beta|| + \frac{3r_L|J_\beta|^{1/2}}{\kappa(J_\beta, 3)})^2 = \inf_{a > 0} \left( ||\mu_0 - \mu_\beta||^2 + \frac{9r_L^2|J_\beta|}{a\kappa^2(J_\beta, 3)} \right), \]

where the equality above is easily seen. Obviously \( \kappa(|J_\beta|, 3) \leq \kappa(J_\beta, 3) \), hence (26) is tighter than Theorem 6.1 in [Bickel et al. 2009] (we disregard a small difference in normalization of \( X \) mentioned in Section 3). Moreover, the bound above is valid for both the practical and the formal Lasso.

Let us note that as \( \beta \) in (26) is arbitrary, the minimum over all \( \beta \in \mathbb{R}^p \) can be taken. Analogously we can minimize the right hand side of (27) over all \( \beta : |\Delta| \leq 4|\Delta_J| \). Note
also that if a parametric model \( \mu = \tilde{X}_J \tilde{\beta}_J \) holds, then (29) below implies that indeed a condition \( |\Delta| \leq 4|\Delta, J| \) is satisfied. The next corollary strengthens the \( \ell_1 \) estimation error inequality (7.7) and the predictive inequality (7.8) in Theorem 7.2 in Bickel et al. (2009). Note that \( X \) below does not need to have normalized columns and the constant appearing in (7.7) and (7.8) in Bickel et al. (2009) is 16.

**Corollary 7** Let \( \beta \) be such that \( \mu_0 = \mu_\beta \). Then (27) and (26) have the following form

\[
|\Delta| \leq 8r_L|J_\beta|\kappa^{-2}(J_\beta, 3) \quad \text{and} \quad ||\mu_\beta - \mu_\beta||^2 \leq 9r_L^2|J_\beta|\kappa^{-2}(J_\beta, 3).
\]

**Corollary 8** Moreover, we have on \( \mathcal{A} \)

\[
||\Delta, J|| \leq 3r_L|J_\beta|^{1/2}\kappa^{-2}(J_\beta, 3) \quad \text{and} \quad |\Delta, J| \leq 3r_L|J_\beta|\kappa^{-2}(J_\beta, 3).
\]

### 7. Concluding remarks

In this paper we introduce the SOS algorithm for a linear model selection. The most computationally demanding part of the method is screening of predictors by the Lasso. Ordering and the greedy GIC can be computed using only two QR decompositions of \( X_{0S1} \).

We give non-asymptotic upper bounds on error probabilities of each step of the SOS in terms of the Lasso and GIC penalties (Theorem 1). As a corollaries we obtain selection consistency for different \((n, p)\) scenarios under conditions which are needed for screening consistency of the Lasso (Corollaries 1-2). The SOS algorithm is an improvement of the new version of the thresholded Lasso (Zhou, 2009, 2010; van de Geer et al., 2011) and turns out to be a competitor for MCR, the latest quasiconvex penalized LS (Zhang, 2010, 2013).

The condition on correlation of predictors assumed there seems to be stronger than ours but comparison of beta-min conditions requires inequalities between \( \rho_- \) and \( t^{-1/2}\kappa^2(T, 3) \) and remains an open problem. For a traditional setting \((n > p)\) we give Sanov-type bounds on error probabilities of the OS algorithm (Theorem 2). Its surprising consequence is that the selection error of the greedy GIC is asymptotically not larger than of the exhaustive GIC (formula (23)). Comparison of selection errors probabilities of the SOS and OS algorithms for \( p < n \) requires further research. It is worth noticing that all results are proved for general form of the Lasso (formula (5)), which includes two versions of the estimator: algorithm used in practice as well as its formal version.

### Appendix A.

**A.1 Proofs for Section 3.**

**Proof of Proposition 1.** We have

\[
2\sigma^2 KL(\tilde{\beta}_T^* || \tilde{\beta}_T) = 2\sigma^2 \mathbb{E}_{\tilde{\beta}_T^*} \left( \frac{||y - \tilde{X}_J \tilde{\beta}_J||^2 - ||y - \tilde{X}_T \tilde{\beta}_T^*||^2}{2\sigma^2} \right) = ||\tilde{X}_T \tilde{\beta}_T^* - \tilde{X}_J \tilde{\beta}_J||^2.
\]

The last expression is symmetric with respect to \( \tilde{\beta}_T^* \) and \( \tilde{\beta}_J \), thus \( KL(\tilde{\beta}_T^* || \tilde{\beta}_J) = KL(\tilde{\beta}_J || \tilde{\beta}_T^*) \) and the second equality in (i) follows. For the proof of the first equality in (i) observe that \( \delta(T||J) = \min_{\tilde{\beta}_J} ||\tilde{X}_T \tilde{\beta}_T^* - \tilde{X}_J \tilde{\beta}_J||^2 \). The equality in (ii) follows from (5), the inequality
there follows from Rayleigh-Ritz theorem.

**Proof of Proposition** 3. For the proof of (i) consider a model $J$ and a vector $\nu$ such that $J \supseteq \text{supp}(\nu)$ and $|J| \leq (|c| + 1)s$ and $\kappa^2([|c| + 1], 0) = \nu^T \Sigma \nu / \nu^T \nu$. Sort coordinates of $\nu$ in nonincreasing order $\nu_{j_1} \geq \nu_{j_2} \ldots \geq \nu_{j_{[|c|+1]}}$ and let $J_0 = \{j_1, \ldots, j_s\}$. Then we have $|J_0| = s$, $|\nu_{J_0}| \leq [c]|\nu_{J_0}| \leq c|\nu_{J_0}|$ and $(|c| + 1) \nu_{J_0}^T \nu_{J_0} \geq \nu^T \nu$. Thus

$$\kappa^2(s, c) \leq \frac{\nu^T \Sigma \nu}{\nu_{J_0}^T \nu_{J_0}} \leq ([c] + 1) \frac{\nu^T \Sigma \nu}{\nu^T \nu} = ([c] + 1) \kappa^2([|c| + 1], 0)$$

and (i) follows.

**Proof of Proposition** 4. Assume by contradiction that there are two different true models $T_1, T_2$ such that $T_i = \text{supp}(\beta_i) = \text{supp}(\theta_i)$ for some different $\beta_i = D \theta_i$, $i = 1, 2$ and $\mu_0 = X_0 \theta_1 = X_0 \theta_2$. It is enough to prove that assumptions imply $\gamma(T_1, 1) \gamma(T_2, 1) = 0$, where $\gamma(J, c) = \inf \{||X \theta - X_0 \theta|| : |\theta_i| = 1, |\theta_i| \leq c\}$ as in view of (11) and Schwarz inequality $\kappa(J, c) / \sqrt{|J|} \leq \gamma(J, c)$. Define a vector $\theta$ with support equal to $T_1 \cup T_2$ in such a way that $\theta_{T_1 \cap T_2} = \theta_{T_1 \cap T_2, 1} - \theta_{T_1 \cap T_2, 2}, \theta_{T_1 \cap T_2, 2} = \theta_{T_1 \setminus T_1, 1}$ and $\theta_{T_2 \setminus T_1} = \theta_{T_2 \setminus T_2, 2}$. As assumptions on $T_1$ and $T_2$ are symmetric we may assume that $|\theta_{T_1 \setminus T_1}| \geq |\theta_{T_2 \setminus T_2}|$ and let $\theta^o = \theta / |\theta|$. Then $|\theta^o_{T_1}| = 1$ and $|\theta^o_{T_1}| = |\theta^o_{T_2 \setminus T_1}| \leq 1$. Moreover, $X \theta^o_{T_1} = X \theta^o_{T_2}$ which yields $\gamma(T_1, 1) = 0$.

**Proof of Proposition** 5. To prove (i) observe that (11) and (12) imply for $j \in T$

$$\kappa^2(T, 3) \leq \kappa^2(T, 0) \leq \theta^s_{j} \delta(T \cup \{j\})$$

For (ii) we have

$$\frac{\kappa^2(t, 3)}{4} \leq \frac{\kappa^2(4t, 0)}{4} = \min_{|J| \leq 4t} \lambda_{\min}(\Sigma_J) \leq \min_{J, J \cap T, |J \cap T| \leq 4t} \lambda_{\min}(\Sigma_J) \leq \min_{J, J \cap T, |J \cap T| \leq 4t} \theta^s_{\min} \delta(T \cup J) \leq \theta^s_{\min} \delta(T \cup J)$$

where the first inequality follows from the Proposition 3 and the third from (5).

A.2 Proofs for Section 6.

We now proceed to prove Theorem 3 and its corollaries. The following modified version of Lemma 1 in [Bunea et al., 2007] holds.

**Lemma 1** (i) We have on $A$ for an arbitrary $\beta \in \mathbb{R}^p$ and $J = \{j : \beta_j \neq 0\}$

$$||\mu_0 - \mu_\beta||^2 + r_L |\Delta| \leq ||\mu_0 - \mu_\beta||^2 + 4r_L |\Delta|.$$

(ii) Moreover, we have

$$||\mu_0 - \mu_\beta||^2 \leq ||\mu_0 - \mu_\beta||^2 + 3r_L |\Delta|.$$
Proof. It follows from (5) that

$$||H_0(\varepsilon + \mu - X\beta)||^2 + 2r_L|D\beta| \leq ||H_0(\varepsilon + \mu - X\beta)||^2 + 2r_L|D\beta|$$

Equivalently, as $H_0$ is symmetric and idempotent, we get

$$||H_0(\mu - X\beta)||^2 \leq ||H_0(\mu - X\beta)||^2 + 2\varepsilon^T H_0 X(\hat{\beta} - \beta) + 2r_L(|D\beta| - |D\beta|).$$

Thus $||\mu_0 - \mu_\beta||^2 \leq ||\mu_0 - \mu_\beta||^2 + 2\varepsilon^T X_0(\hat{\theta} - \theta) + 2r_L(|\theta| - |\hat{\theta}|)$.

On $A$ we have $|2\varepsilon^T X_0(\hat{\theta} - \theta)| \leq 2\max_j |x_{0j}^T \varepsilon||\hat{\theta} - \theta| \leq r_L|\hat{\theta} - \theta|$ and whence on this set

$$||\mu_0 - \mu_\beta||^2 + r_L|\hat{\theta} - \theta| \leq ||\mu_0 - \mu_\beta||^2 + 2r_L(|\theta| - |\hat{\theta}|).$$

Note that for $j \notin J |\hat{\theta}_j - \theta_j| + |\theta_0 - |\hat{\theta}_0| = 0$ and thus

$$||\mu_0 - \mu_\beta||^2 + r|\hat{\theta} - \theta| \leq ||\mu_0 - \mu_\beta||^2 + 2r_L(|\theta_j - \hat{\theta}_j| + |\theta_0 - |\hat{\theta}_0|).$$

Thus (i) follows from triangle inequality and (ii) from (i) in view of $|\hat{\theta}_j - \theta_j| \leq |\theta_j - \hat{\theta}_j|$. ■

Proof of Theorem 3. Proof of (i). Let $J = J_\beta$ and $\kappa = \kappa(J, 3)$. We consider two cases:

(a) $|\Delta| > 4|\Delta_J|$ and (b) $|\Delta| \leq 4|\Delta_J|$. In the case (a) it follows from (29) that stronger inequality $||\mu_0 - \mu_\beta|| \leq ||\mu_0 - \mu_\beta||$ holds. When (b) is satisfied we have $|\Delta_J| \leq 3|\Delta_J|$ and it follows from the definition of $\kappa$ that $\kappa^2 ||\Delta_J||^2 \leq ||X_0\Delta||^2 = ||\mu_\beta - \mu_\beta||^2$ and thus

$$||\Delta_J|| \leq ||\mu_\beta - \mu_\beta||\kappa^{-1}. \quad (31)$$

Using (31) and Jensen inequality we get

$$|\Delta_J| \leq |J|^{1/2}||\mu_\beta - \mu_\beta||\kappa^{-1}. \quad (32)$$

It follows now from (30), (32) and triangle inequality that

$$||\mu_0 - \mu_\beta||^2 \leq ||\mu_0 - \mu_\beta||^2 + 3r_L|J|^{1/2}\kappa^{-1}(||\mu_0 - \mu_\beta|| + ||\mu_0 - \mu_\beta||)$$

and whence

$$(||\mu_0 + \mu_\beta|| + ||\mu_0 - \mu_\beta||)(||\mu_0 - \mu_\beta|| - ||\mu_0 - \mu_\beta||) \leq 3r_L|J|^{1/2}\kappa^{-1}(||\mu_0 - \mu_\beta|| + ||\mu_0 - \mu_\beta||)$$

from which the conclusion follows.

Proof of (ii). Define $m = ||\mu_0 - \mu_\beta||$, $\hat{m} = ||\mu_0 - \mu_\beta||$ and $c = 2r_L|J|^{1/2}\kappa^{-1}$. Using (29), (32) which holds provided $|\Delta| \leq 4|\Delta_J|$, and triangle inequality we get

$$\hat{m}^2 + r_L|\Delta| \leq m^2 + 2c(\hat{m} + m) \leq 2m^2 + c^2 + \hat{m}^2 + c^2,$$

from which the desired bound follows. ■
**Proof of Corollary 7.** Put $c = 3r|J|^{1/2}K^{-1}$ and $m = ||\mu_0 - \mu_\beta||$. Squaring both sides of (26) we get

$$||\mu_0 - \mu_\beta||^2 \leq (m + c)^2 = m^2 + c^2 + 2 \frac{c}{\sqrt{a}} \sqrt{am} \leq (1 + a)(m^2 + c^2/a),$$

from which the conclusion immediately follows. ■

**Proof of Corollary 8.** The proof follows from inequality (31), (32) and the second inequality in Corollary 7. ■

### A.3 Proofs for Section 4.

The next lemma states bounds on upper tail of $\chi^2_k$ distribution

**Lemma 2** Let $W_k$ denote variable having $\chi^2_k$ distribution. (i) (Gordon, 1941 and Mill, 1926)

We have for $k = 1$ and $x > 0$

$$w_{xk}l_{xk} \leq P(W_k \geq x) \leq w_{xk},$$

where $w_{xk} = e^{-x/2}(x)_{k/2-1}\Gamma^{-1}(k/2)$ and $l_{xk} = \frac{x}{x-k+2}$.

(ii) (Inglot and Ledwina, 2006) Let $k > 1$ and $x > k - 2$. Then

$$w_{xk} \leq P(W_k \geq x) \leq w_{xk}l_{xk}.$$  

**Proof.** We provide the unified reasoning for both cases. For $x > 0$ and $k \in \mathbb{Z}$ let $I_k(x) = \int_x^\infty t^{(k/2)-1}e^{-t/2}dt$. Integration by parts yields

$$I_k(x) = 2x^{(k/2)-1}e^{-x/2} + (k-2)I_{k-2}(x).$$  

(35)

It is easy to see that the following inequalities hold for $x > 0$ and $k \in \mathbb{Z}$

$$0 \leq I_{k-2}(x) \leq I_k(x)/x.$$  

(36)

We treat cases $k = 1$ and $k > 1$ separately, as $k = 1$ is the only integer for which the second term on the RHS of (35) is negative. Dividing both sides of (35) by $2^{k/2}\Gamma(k/2)$, noting that the LHS is then $p(x|\chi^2_k)$ and using (36) we have for $k = 1$ and $x > 0$

$$p(x|\chi^2_1) \leq e^{-x/2}(\frac{x}{2})^{-1/2}\Gamma^{-1}(\frac{1}{2})$$

and

$$p(x|\chi^2_1) \geq e^{-x/2}(\frac{x}{2})^{-1/2}\Gamma^{-1}(\frac{1}{2})(1 - \frac{1}{1 + x}),$$

which proves (33). Analogously for $k = 2, 3, \ldots$ we obtain from (35) inequalities proved by Inglot and Ledwina (2006)

$$p(x|\chi^2_k) \leq e^{-x/2}(\frac{x}{2})^{k/2-1}\Gamma^{-1}(\frac{k}{2})(1 + \frac{k - 2}{x - k + 2})$$
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for \( x > k - 2 \), and for \( x > 0 \)
\[
p(x|\chi_k^2) \geq e^{-x/2}(x/2)^{k/2-1} \Gamma^{-1}(k/2),
\]
which proves (34).

Now we state the main lemma from which Theorems 1 and 2 follow. Let us recall that \( c_1 = (6 + 4\sqrt{2})^{-1} \) and \( c_2 = (3 + 6\sqrt{2})^{-1} \). Define \( \mathcal{T}_n^0 = \mathcal{T}_n \setminus \{ T \} \) and observe that for OS algorithm we have \( P(S_1 \notin \mathcal{T}_n) = 0 \) and as \( p \geq t + 1 \), \( \mathcal{T}_n = \mathcal{T}_n^0 = \{ F \} \), so \( |\mathcal{T}_n^0| = 1 \).

**Lemma 3** (T1) If \( r_L^2 \leq c_1^2 t^{-1} \kappa^4 \theta_{\text{min}}^2 \), then
\[
P(S_1 \notin \mathcal{T}_n) \leq p \exp \left( -\frac{r_L^2}{8\sigma^2} \right) \frac{(\pi r_L^2)}{8\sigma^2}^{-1/2}.\]

(T2) If \( s \leq n \), then
\[
P(S_1 \in \mathcal{T}_n, \hat{O} \notin O_{S_1}) \leq \frac{3}{2} |\mathcal{T}_n^0| t(s - t) \exp \left( -\frac{c_2 s t}{2\sigma^2} \right) \frac{(\pi c_2 s t)}{8\sigma^2}^{-1/2}.
\]

(T3) If for some \( a \in (0, 1) \), \( r \leq a t^{-1}\delta_t \), then
\[
P(S_1 \in \mathcal{T}_n, \hat{O} \in O_{S_1}, |\hat{T}| < t) \leq \frac{t}{2} \exp \left( -\frac{(1-a)^2 t}{2\sigma^2} \right) \frac{(\pi (1-a)^2 t)}{8\sigma^2}^{-1/2}.
\]

(T4) Assume that \( r/\sigma^2 \geq 2 \) and \( (r/\sigma^2) - \log(r/\sigma^2) \geq 2 \log p \). Then
\[
P(S_1 \in \mathcal{T}_n, \hat{O} \in O_{S_1}, |\hat{T}| > t) \leq (p - t)(s - t) \exp \left( -\frac{r}{2\sigma^2} \right) \frac{(\pi r)}{2\sigma^2}.
\]

**Proof.** Observe that we may assume that \( t > 0 \) in proofs of (T2) – (T3) as for \( t = 0 \) probabilities appearing in those parts are 0 and the conclusions are trivially satisfied.

Proof of (T1). It follows from (25) or equivalently from Lemma 2 that it is enough to prove that \( \{ S_1 \in \mathcal{T}_n \} \supseteq \mathcal{A} \) that is that on \( \mathcal{A} \) we have
\[
T \subseteq S_1 \quad \text{and} \quad |S_1| \leq t + \lfloor \sqrt{t}/\kappa^2 \rfloor.
\]

For parametric models we have \( |\Delta| \leq 4|\Delta_T| \) or equivalently \( 4|\Delta_T| \leq 3|\Delta| \), which together with the first part of (25) yields \( |\Delta_T| \leq 6rt\kappa^{-2} \). Thus \( |S_0 \setminus T| \leq |\Delta_T|/a_0 \leq t\kappa^{-2} \), \( |S_0| \leq t(1 + \kappa^{-2}) \) and \( a_1 \leq 6r_L \sqrt{t(1 + \kappa^{-2})} \). Using this and (28) we have \( ||\Delta_T|| + a_1 \leq \theta_{\text{min}}^* \) or
\[
||\Delta_T||^2 \leq (\theta_{\text{min}}^* - a_1)^2.
\]

Indeed, from Corollary 8 the fact that \( \kappa \leq 1 \) and the assumption of the lemma, respectively, we have \[
||\Delta_T|| + a_1 \leq 3r_Lt^{1/2}\kappa^{-2} + 6r_L \sqrt{t(1 + \kappa^{-2})} = 3r_L t^{1/2}\kappa^{-2} (1 + 2\sqrt{\kappa^4 + \kappa^2})
\]
\[ \leq 3(1 + 2\sqrt{2})r_L t^{1/2}\kappa^{-2} = c_1^{-1}r_L t^{1/2}\kappa^{-2} \leq \theta^*_\min. \]

Evidently, \(|T \setminus S_1|((\theta^*_\min - a_1)^2 < ||\Delta T||^2 \leq (\theta^*_\min - a_1)^2\) and thus in view of (38) we have \(T \subseteq S_1\) on \(A\). But \(S_1 \subseteq S_0\), thus \(|S_0| \geq t\) and \(a_1 \geq 6r_L t^{1/2}\). Thus using (28) again, we have \(|S_1 \setminus T| \leq |\Delta T|/a_1 \leq t^{1/2}\kappa^{-2}\). Hence \(|S_1 \setminus T| \leq [t^{1/2}\kappa^{-2}]\) and we obtain (37).

Proof of (T2). Let for \(J_1 \in S_n \setminus T_0\) and \(J_2 \in T_0\), \(W_{J_1, J_2} = \varepsilon^T(\tilde{H}_{J_1} - \tilde{H}_{J_1 \cup J_2})\varepsilon\), \(\sigma^2 W_{J_1, J_1} = \varepsilon^T(\tilde{H}_{J_2} - \tilde{H}_{J_1 \cup J_2})\varepsilon\) and \(\sigma Z_{J_1} = \beta^T_X T^T_{\bar{J}}(I - \tilde{H}_{J_1})\varepsilon/\sqrt{\delta_{J_1}}\), where \(\delta_{J_1} = \delta(T \parallel J_1)\). Then we have that \(W_{J_1, J_2} \sim \chi^2_d\), where \(d \leq |J_1 \setminus J_2|\), \(W_{J_1, J_1} \geq 0\) and \(Z_{J_1} \sim N(0, 1)\). We will use a popular decomposition of a difference between sums of squared residuals

\[
R_{J_1} - R_{J_2} = \beta_{J_1}^T \tilde{X}_T^T (I - \tilde{H}_{J_1}) \tilde{X}_T \beta_{J_2}^T + 2 \beta_{J_1}^T \tilde{X}_T^T (I - \tilde{H}_{J_2}) \varepsilon \varepsilon^T (I - \tilde{H}_{J_1}) \varepsilon \varepsilon^T (I - \tilde{H}_{J_2}) \varepsilon
\]

\[
\geq \delta_{J_1} \left(1 + \frac{2\sigma Z_{J_1}}{\sqrt{\delta_{J_1}}} - \frac{\sigma^2 W_{J_1, J_2}}{\delta_{J_1}}\right).
\]

For fixed \(S \in T_n\) let \(j = S \setminus \{j\}\). Then we have

\[
\{S \in T_n, \hat{O} \notin O_{S_1}\} \subseteq \bigcup_{S \in T_n} \bigcup_{j \in T \setminus j} \{R_{j_1} < R_{j_2}\}
\]

\[
\subseteq \bigcup_{S \in T_n} \bigcup_{j \in T \setminus j} \{\frac{-2\sigma Z_{j_1}}{\sqrt{\delta_{j_1}}} + \frac{\sigma^2 W_{j_1, j_2}}{\delta_{j_1}} > 1\},
\]

where \(Z_{j_1} \sim N(0, 1)\) and \(W_{j_1, j_2} \sim \chi^2_d\), with \(d \leq 1\). Thus it follows that for \(W = Z^2\) denoting r.v. with \(\chi^2_1\) distribution, we get

\[
P(S \in T_n, \hat{O} \notin O_{S_1}) \leq \sum_{S \in T_n} \sum_{j \in T} \sum_{j \notin S \setminus T} P\left(\frac{-2\sigma Z_{j_1}}{\sqrt{\delta_{j_1}}} + \frac{\sigma^2 W_{j_1, j_2}}{\delta_{j_1}} \geq 1\right)
\]

\[
\leq \sum_{S \in T_n} \sum_{j \in T} \sum_{j \notin S \setminus T} \left(P\left(\frac{-2\sigma Z_{j_1}}{\sqrt{\delta_{j_1}}} \geq c\right) + P\left(\frac{\sigma^2 W_{j_1, j_2}}{\delta_{j_1}} \geq 1 - c\right)\right)
\]

\[
\leq |T_n| t(s - t) \left(\frac{1}{2}P(Z^2 \geq \frac{c^2 \delta_s}{4\sigma^2}) + P(W \geq \frac{(1 - c)\delta_s}{\sigma^2})\right),
\]

where \(j_1 \in T\) and \(j_2 \in S \setminus T\) are fixed and we used \(\delta_{J_1} \geq \delta_s\). Choosing \(c\) such that \(c^2/4 = 1 - c\) that is \(c = 1 - 2c_2\) in view of Lemma 2 we get the desired bound.

Proof of (T3). Reasoning as previously we have

\[
\{S \in T_n, \hat{O} \in O_{S_1}, |\hat{T}| < t\} \subseteq \bigcup_{S \in T} \{R_S + r |S| \leq R_T + r |T|\} \subseteq \bigcup_{j \in T} \{R_j \leq R_T + rt\}.
\]

Thus in view of Lemma 2 and the assumption \(rt < a\delta_t\) we obtain

\[
P(S \in T_n, \hat{O} \in O_{S_1}, |\hat{T}| < t) \leq \sum_{j \in T} P(R_j \leq R_T + rt)
\]
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where $W$ we have that $m$ which for $Q$ Using the inequality for gamma functions (cf formula 2.2 in Laforgia, 1984) $B$ in (T4) where $d$ show that $f$ observe that for $f$ to show that $m > 1$ coincides with the desired inequality. Let $m, \bar{m}$

Proof of (T4). Observe first that for $m > 0$

$$
P(S_1 \in \mathcal{T}_n, \hat{O} \in O_{S_1}, |\hat{O}| = t + m) 
\leq P(R_{T \cup \{j_1, \ldots, j_m\}} + (t + m)r \leq R_T + tr \text{ for some } j_1, \ldots, j_m \in F \setminus \mathcal{T})
\leq \left(\frac{p - t}{m}\right)P(a^2 W_m \geq mr) \leq \frac{(p - t)^m}{m!} P(a^2 W_m \geq mr) = B_m,
$$

where $W_m \sim \chi^2_m$. This follows since for any fixed $J = T \cup \{j_1, \ldots, j_m\}$ $R_T - R_J \sim \sigma^2 \chi^2_d$, where $d \leq m$ and $W_d \leq W_m$ in stochastic order. We will show that under conditions given in (T4) $B_m \geq B_{m+1}$ for any $m = 1, 2, \ldots$ thus yielding

$$
P(S_1 \in \mathcal{T}_n, \hat{O} \in O_{S_1}, |\hat{O}| \geq t + m) \leq (s - t)B_m,
$$

which for $m = 1$ coincides with the desired inequality. Let $Q_m = B_m/B_{m+1}$, $\bar{r} = r/\sigma^2$ and observe that for $m > 1$ we have in view of (34) (note that $m\bar{r} \geq m - 2$ as $\bar{r} \geq 2$)

$$
Q_m \geq \frac{m + 1}{p} e^{\bar{r}/2} \left(\frac{m}{m + 1}\right)^{m/2 - 1} \frac{1}{(m + 1)^{\bar{r}/2}} \frac{1}{\Gamma(m/2)} \frac{\Gamma((m + 1)/2)}{\Gamma((m + 1)/2)} \frac{(m + 1)\bar{r} - m + 1}{(m + 1)^{\bar{r}}/2}.
$$

Using the inequality for gamma functions (cf formula 2.2 in Laforgia, 1984)

$$
\Gamma\left(\frac{m + 1}{2}\right)/\Gamma\left(\frac{m}{2}\right) \geq \left(\frac{m - 1/2}{2}\right)^{1/2}
$$

we have that

$$
Q_m \geq \exp\left\{\frac{\bar{r}}{2} - \frac{1}{2} \log \bar{r} - \log p\right\} f_1(m, \bar{r}),
$$

where

$$
f_1(m, \bar{r}) = \left(\frac{m}{m + 1}\right)^{m/2 - 1} \frac{(m + 1)^{\bar{r}/2}}{\Gamma((m + 1)/2)} \frac{1}{\Gamma((m + 1)/2)} \frac{(m + 1)\bar{r} - m + 1}{(m + 1)^{\bar{r}/2}}.
$$

Thus in order to show that $Q_m > 1$ for $m > 1$ in view of assumptions it is enough to show that $f_1(m, \bar{r}) > 1$. As $f(m, \cdot)$ is increasing, it suffices to check that $f_1(m, 2) > 1$. Let $f_2(m) = (\frac{m - 1/2}{m + 1})(m-1/2)(\frac{m+3}{2})$. We have $f_1(m, 2) > f_2(m)$ and $f_2(2) > 1$ thus it is enough to show that $f_2$ is increasing. Let

$$
f_3(m) = \log(2f_2(m)) = \frac{m - 1}{2} \log \frac{m - 1/2}{m + 1} + \log(m + 3).
$$
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We have that
\[ f_3'(m) = \frac{1}{2} \log \frac{m - 1/2}{m + 1} + \frac{m - 1}{2} \frac{m + 1}{(m - 1/2)^2} \frac{1}{2(m + 1)^2} + \frac{1}{m + 3}, \]
where the last inequality follows from \( \log(1 + x) > x/(1 + x) \) for \( x > -1 \). As \( 1/(m + 3) \geq 3/(-6 + 2(m + 1)) \) it follows that \( f_3' > 0 \) which implies that \( f_3 \) and thus \( f_2 \) is increasing.

**Proof of Theorem 1.** The result readily follows from Lemma 3. For (T1) we observe that
\[ -\frac{r_L^2}{8\sigma^2} + \log p \leq -\frac{(1 - a)r_L^2}{8\sigma^2} \]
is equivalent to \( 8\sigma^2a^{-1}\log p \leq r_L^2 \). Similar reasoning yields (T4). Consider derivation of (T2). From the bound
\[ |T_n'| = |T_n| - 1 = \sum_{k=1}^{s-t} \left( \frac{p - t}{k} \right) \leq (p - t) + \ldots + \frac{(p - t)^{s-t}}{(s-t)!} \leq \frac{(p - t)^{s-t}}{(s-t)!} (s-t) \]
it follows that \( |T_n'|t(s-t) \leq (p - t)^{s-t}t(s-t) \leq p^{s-t}t(s-t) \). Thus the bound in (T2) will follow from \(-c_2\delta/s^2 + (s-t)\log p + \log(s-t) + \log t \leq -c_2(1-a)\delta/s^2 \) which is implied by \((s-t+2)\log p \leq c_2a\delta/s^2 \). For (T3) we observe that
\[ -\frac{(1 - a)^2\delta t}{8\sigma^2} + \log t \leq -\frac{(1 - a)^3\delta t}{8\sigma^2} \]
is equivalent to \( 8\sigma^2\log t \leq (1-a)^2a\delta t \).

**Proof of Corollary 1.** We proceed by showing that assumptions (i) and (ii) imply all assumptions of Theorem 1. We first note that (i) with the assumption \( r_L^2 = 4\sigma \) is stronger than the assumption in Theorem 1 (T1). Next, observe that condition
\[ 4a^{-1}\sigma^2\log p \leq (4c_2/3)t^{1/2}\kappa^2\delta \]
is stronger than the assumption in Theorem 1 (T2). Indeed, as \( \kappa \leq 1 \leq t \) we have
\[ s - t + 2 = \left\lfloor t^{1/2}\kappa^{-2} \right\rfloor + 2 \leq t^{1/2}\kappa^{-2} + 2 \leq 3t^{1/2}\kappa^{-2}. \]
Obviously, left inequalities in (i) and (ii) imply (7). Moreover, the assumption of Theorem 1 (T4) is satisfied. Furthermore, from the first \( \kappa - \delta \) inequality (13) and assumption \( a \in (0,1-c_1) \) we obtain that (i) is stronger than both conditions in Theorem 1 (T3).

In order to justify the conclusion, in view of the fact that \( e^{-(1-a)x}(\pi x)^{-1/2} \) is decreasing function of \( x > 0 \), it is enough to show that the expressions in the exponents of the bounds (17) and (18) are larger than \( r/(2\sigma^2) \) that is a value in the exponents of the bounds (16) and (19). In the case of (17) the condition is equivalent to \( r \leq 2c_2\delta \), which is implied by (ii). In the case of (18) the ensuing inequality is implied by \( r \leq ((1-a)^2/4)\kappa^2\theta_{mm}^2 \) which
in turn is implied by (i) as \( a \in (0, 1 - c_1) \).

**Proof of Theorem 2.** Let us recall that for OS algorithm we have \( P(S_1 \notin T_n) = 0 \) and \( |T_n^0| = 1 \), so the results follow from Lemma 3 analogously to Theorem 1.

**Proof of Corollary 3.** We proceed as in the proof of Corollary 1. The following condition

\[
4a^{-1}\sigma^2 \log p \leq 2c_2\delta_s.
\]

(39)

is stronger than the assumption in Theorem 2. The assumption imply (39) and the assumption of (T4). Furthermore, from the first \( \kappa - \delta \) inequality (13) and assumption \( a \in (0, 2c_2) \) we obtain that the assumption is stronger than both conditions in (T3).

Next we show that the powers in the exponents of the bounds (17) and (18) are larger than \( r/(2\sigma^2) \). In the case of (17) the condition is equivalent to \( r \leq 2c_2\delta_s \) which is implied by the assumption. In the case of (18) the ensuing inequality is implied by \( r \leq ((1 - a)^2/4)\delta_t \), which is implied by \( r \leq at^{-1}\delta_t \) because for \( a \in (0, 1) \) a condition \( a \leq (1 - a)^2/4 \) is equivalent to \( a \in (0, 2c_2) \).
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