EXEMPLARY CONVERGENCE OF A GENERALIZED FEM FOR
HETEROGENEOUS REACTION-DIFFUSION EQUATIONS
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Abstract. A generalized finite element method is proposed for solving a heterogeneous reaction-diffusion equation with a singular perturbation parameter $\varepsilon$, based on locally approximating the solution on each subdomain by solution of a local reaction-diffusion equation and eigenfunctions of a local eigenproblem. These local problems are posed on some domains slightly larger than the subdomains with oversampling size $\delta^*$. The method is formulated at the continuous level as a direct discretization of the continuous problem and at the discrete level as a coarse-space approximation for its standard FE discretizations. Exponential decay rates for local approximation errors with respect to $\delta^*/\varepsilon$ and $\delta^*/h$ (at the discrete level with $h$ denoting the fine FE mesh size) and with the local degrees of freedom are established. In particular, it is shown that the method at the continuous level converges uniformly with respect to $\varepsilon$ in the standard $H^1$ norm, and that if the oversampling size is relatively large with respect to $\varepsilon$ and $h$ (at the discrete level), the solutions of the local reaction-diffusion equations provide good local approximations for the solution and thus the local eigenfunctions are not needed. Numerical results are provided to verify the theoretical results.

Key words. generalized finite element method, multiscale method, reaction-diffusion equation, singular perturbation, local approximation

AMS subject classifications. 65M60, 65N15, 65N55

1. Introduction. Singularly perturbed reaction-diffusion equations has been extensively studied in the numerical analysis community; see, e.g., [18, 33] and the references therein. It is well known that the solution of these equations typically exhibits sharp boundary layers, making the numerical approximation notoriously difficult. Significant research efforts have focused on devising parameter-robust numerical methods, i.e., methods with a uniform convergence rate with respect to the singular perturbation parameter. Such methods have been commonly designed by using layer-adapted meshes, such as the Bakhvalov mesh [5], the Shishkin mesh [35], and the Spectral Boundary Layer mesh in the context of the p/hp-version FEM [26, 27], and uniform convergence rates were typically obtained for problems with sufficiently smooth data. In recent years, parameter robust methods with error estimates in a so-called balanced norm have attracted considerable research interest [21, 28, 32].

However, although singularly perturbed reaction-diffusion equations have already been intensively studied for decades and numerous numerical methods have been developed, the existing works, almost without exception, only dealt with problems with constant or of smooth diffusion coefficients. This is mainly due to the fact that the solution is typically required to be sufficiently smooth in (parameter-uniform) error estimates of these methods. The singularly perturbed heterogeneous reaction-diffusion problems, possibly with a multiscale character in the diffusion coefficient, have received little attention. Such problems arise naturally in several applications, e.g., in implicit time-discretizations with small time steps of wave or parabolic problems in heterogeneous media, and in the numerical solution of a so-called spectral fractional diffusion equation with a heterogeneous diffusion coefficient [6]. Compared with the constant coefficient case, the numerical approximation and analysis of singularly perturbed problems with highly varying coefficients are much more challenging, due to
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the following two reasons. First, in addition to resolving the layers with strongly refined meshes near the boundary of the domain, it also requires a very fine mesh in the interior to resolve the strongly heterogeneous diffusion coefficient, making a direct discretization with an acceptable accuracy prohibitively expensive computationally. Second, the regularity of the solution of such problems is typically too low to derive (uniform) error estimates using existing numerical analysis techniques.

Numerical multiscale methods, mostly developed in the framework of Galerkin methods, have proved effective in addressing the difficulty associated with rough coefficients in PDEs, particularly elliptic type PDEs. In contrast to standard FEMs using classical polynomial basis functions, numerical multiscale methods use problem-dependent, precomputed local basis functions that encode the fine-scale information of the solution, leading to a much higher computational efficiency as significantly fewer basis functions are needed for comparable accuracy. For heterogeneous convection-diffusion problems in the convection-dominated regime, various multiscale methods have been developed, e.g., variational multiscale methods [25], (generalized) multiscale finite element methods [20, 30, 38], multiscale discontinuous Galerkin methods [19], heterogeneous multiscale methods [1], multiscale hybrid-mixed methods [17], and multiscale stabilization methods [10, 9]. Most of the existing works on this subject focused on algorithm development and rigorous theoretical analysis is much less common. In contrast, there is little work on multiscale methods for reaction-dominated reaction-diffusion problems with heterogeneous coefficients, although the idea of numerical multiscale methods has been employed to construct stabilized and enriched FEMs for standard singularly perturbed reaction-diffusion problems [15, 16, 14]. This paper aims to fill the gap.

We are concerned with a particular multiscale method, the Multiscale Spectral Generalized Finite Element Method (MS-GFEM). The method was first introduced in the pioneering work [3] for solving heterogeneous diffusion problems and was later extended to heterogeneous elasticity problems [2] and parabolic problems [34]. Developed in the framework of the partition of unity method [4], the MS-GFEM builds optimal local approximation spaces from eigenfunctions of specially designed local eigenproblems. It was rigorously proved that the local spectral basis, augmented with the solution of a local problem involving the same differential operator as the original equation, can approximate the exact solution locally with error decaying exponentially with respect to the local degrees of freedom. A crucial ingredient of the method that triggers the exponential error decay is the oversampling technique, i.e., the local problems are solved on some domains slighter larger than the preselected subdomains. In our recent works [24, 23], new optimal local approximations spaces with significant advantages were constructed for the MS-GFEM using new local eigenproblems involving the partition of unity function, and error estimates for the MS-GFEM in the fully discrete setting were established. More recently [22], the method was extended to solve strongly indefinite problems, i.e., heterogeneous Helmholtz problem with high wave numbers, and similar theoretical results were obtained.

In this paper, we use the MS-GFEM to solve singularly-perturbed reaction-diffusion equations with rough diffusion coefficients at both continuous and discrete levels. The method at the continuous level delivers a multiscale discretization of the problem and at the discrete level, it can be seen as a non-iterative domain decomposition method for solving linear systems resulting from standard FE discretizations of the continuous problem. A rigorous parameter-explicit convergence analysis of the method at both levels is derived, with a focus on local approximation error estimates. The presence of the singular perturbation parameter $\varepsilon$ makes the method behave
significantly differently from its usual behavior for classical diffusion problems, and makes the associated analysis much more involved, especially in the discrete setting. On one hand, at the continuous level, singularly perturbed reaction-diffusion equations exhibit a much stronger local property than classical diffusion equations, in the sense that (local) boundary conditions can only affect the solution in a very thin layer of width $O(\varepsilon)$. This local property greatly alleviates the effect of incorrect boundary conditions for the local solution i.e., the solution of the local reaction-diffusion problem, and thus makes it a good local approximation of the exact solution even with a small oversampling size. On the other hand, at the discrete level, the local property is weakened due to spatial discretization, and the performance of the method crucially depends on the relations among $\varepsilon$, the mesh size $h$ of the fine-scale FE discretization, and the oversampling size $\delta^*$, which requires a careful analysis.

At the continuous level, we prove that the local approximation error in each subdomain in the standard $H^1$ norm can be bounded independent of $\varepsilon$ and decays exponentially. More precisely, we prove that it decays exponentially with respect to the local degrees of freedom when the local spectral basis is used, and decays exponentially with respect to $\delta^*/\varepsilon$ when the local solution alone is used for the local approximation. Therefore, when $\delta^*/\varepsilon$ is large, the solution of the local problem alone can approximate the exact solution locally very well and the local spectral basis is not needed. At the discrete level, in the asymptotic regime, i.e., $h \leq \varepsilon$, we obtain the same theoretical results as those at the continuous level. However, in the presymptotic regime $\varepsilon \leq h$, which is of more interest practically, the situation is very different. In this scenario, it is shown that the local approximation error depends critically on $\delta^*/h$ instead of $\delta^*/\varepsilon$. In particular, when approximating the fine-scale FE solution locally using only the solution of the (discrete) local problem, we prove that the local error decays exponentially with respect to $\delta^*/h$, and consequently, a larger oversampling size with respect to $h$ leads to a better local approximation. Furthermore, when the local spectral basis is additionally used, the exponential decay of the local error is proved under a certain assumption involving the quantity $\delta^*/h$ on the local degrees of freedom.

The rest of this paper is organized as follows. In section 2, we give the problem formulation and briefly recall the main ingredients and results of GFEM. The MS-GFEM with a detailed convergence analysis at the continuous and discrete levels are presented in sections 3 and 4, respectively. Numerical experiments are carried out in section 5 to confirm the theoretical results.

2. Problem formulation and the GFEM.

2.1. Model problem and standard FE discretizations. Given $0 < \varepsilon \leq 1$, we consider the following reaction-diffusion equation with a heterogeneous diffusion coefficient:

\[
\begin{aligned}
-\varepsilon^2 \nabla \cdot (A \nabla u_\varepsilon) + u_\varepsilon &= f \quad \text{in } \Omega, \\
\quad u_\varepsilon &= 0 \quad \text{on } \Gamma,
\end{aligned}
\]

where $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) is a bounded Lipschitz polyhedral domain with $\Gamma = \partial \Omega$.

Throughout this paper, we make the following assumption on the right-hand side $f$ and the coefficient $A$:

Assumption 2.1. $f \in L^2(\Omega)$. $A \in (L^\infty(\Omega))^{d\times d}$ is pointwise symmetric, and there exists $0 < a_{\min} < a_{\max} < +\infty$ such that

\[
a_{\min} |\xi|^2 \leq A(x) \cdot \xi \leq a_{\max} |\xi|^2 \quad \forall \xi \in \mathbb{R}^d \quad \forall x \in \Omega.
\]
Note that we do not assume any regularity condition other than the usual uniform ellipticity on the diffusion coefficient. Moreover, the method and the corresponding theoretical results in this paper can be extended to the case \( f \in H^{-1}(\Omega) \) in a very straightforward way, but we omit this extension for ease of presentation.

For convenience, let us define the "energy" inner-product and the associated "energy" norm on \( H^1(D) \) for any subdomain \( D \subset \Omega \). For any \( u,v \in H^1(D) \),

\[
a_{\varepsilon,D}(u,v) := \varepsilon^2 \int_D A \nabla u \cdot \nabla v \, dx + \int_D uv \, dx, \quad \|u\|_{a,\varepsilon,D} := \sqrt{a_{\varepsilon,D}(u,u)}. \tag{2.3}
\]

If \( D = \Omega \), we drop the domain in the subscript and simply write \( a_\varepsilon(\cdot,\cdot) \) and \( \| \cdot \|_{a,\varepsilon} \).

The weak formulation of problem (2.1) is: Find \( u_\varepsilon \in H^1_0(\Omega) \) such that

\[
a_\varepsilon(u_\varepsilon,v) = F(v) := \int_\Omega fv \, dx \quad \forall v \in H^1_0(\Omega). \tag{2.4}
\]

By Assumption 2.1 and the Lax–Milgram theorem, there exists a unique solution \( u_\varepsilon \in H^1_0(\Omega) \) to the problem (2.1) with the estimate

\[
\|u_\varepsilon\|_{a,\varepsilon} \leq \|f\|_{L^2(\Omega)}. \tag{2.5}
\]

Now we consider a standard FE discretization of the variational problem (2.4). Let \( \tau_h = \{K\} \) be shape-regular triangulations of \( \Omega \). The mesh size \( h \) is given by \( h := \max_{K \in \tau_h} h_K \) with \( h_K \) denoting the diameter of element \( K \), and \( h \) is assumed to be sufficiently small to resolve the fine-scale details of the coefficient \( A \) and the layer structures of the solution. We now consider, \( V_h \subset H^1(\Omega) \), the standard finite element space of continuous piecewise polynomials of degree \( r \) with respect to \( \tau_h \), and let \( V_{h,0} = V_h \cap H^1_0(\Omega) \). The standard Galerkin FEM for problem (2.4) is given by: Find \( u_{h,\varepsilon} \in V_{h,0} \) such that

\[
a_\varepsilon(u_{h,\varepsilon},v_h) = F(v_h) \quad \forall v_h \in V_{h,0}. \tag{2.6}
\]

In the following, we refer to problem (2.6) as the fine-scale FE problem and its solution as the fine-scale FE solution.

### 2.2. GFEM at continuous and discrete levels.

In this subsection we briefly describe the GFEM at both continuous and discrete levels for solving problem (2.1) and its standard FE approximation (2.6), respectively. Although the classical GFEM was formulated at the continuous level for directly discretizing PDEs, it can be easily adapted in the discrete setting to yield a coarse-space approximation for the fine-scale FE problem. The latter has been widely used in numerical multiscale methods and domain decomposition methods [13, 36].

The GFEM starts with an overlapping decomposition of the domain \( \Omega \). Let \( \{\omega_i\}_{i=1}^M \) be a collection of connected open subsets of \( \Omega \) satisfying \( \bigcup_{i=1}^M \omega_i = \Omega \) and a pointwise overlap condition:

\[
\exists \kappa \in \mathbb{N} \quad \forall x \in \Omega \quad \text{card}\{i \mid x \in \omega_i\} \leq \kappa. \tag{2.7}
\]

Let \( \{\chi_i\}_{i=1}^M \) be a partition of unity subordinate to the open cover \( \{\omega_i\}_{i=1}^M \) that satisfies:

\[
0 \leq \chi_i(x) \leq 1, \quad \sum_{i=1}^M \chi_i(x) = 1, \quad \forall x \in \Omega,
\]

\[
\chi_i(x) = 0, \quad \forall x \in \Omega/\omega_i, \quad i = 1, \ldots, M,
\]

\[
\chi_i \in W^{1,\infty}(\omega_i), \quad \|\nabla \chi_i\|_{L^\infty(\omega_i)} \leq \frac{C_1}{\text{diam}(\omega_i)}, \quad i = 1, \ldots, M.
\]

For convenience, let us define the "energy" inner-product and the associated "energy" norm on \( H^1(D) \) for any subdomain \( D \subset \Omega \). For any \( u,v \in H^1(D) \),
To proceed, for each $i = 1, \cdots, M$, let us define the following local spaces:

\begin{equation}
(2.9) \quad H^1_0(\omega_i) = \{v \in H^1(\omega_i) : v = 0 \text{ on } \partial\omega_i \cap \Gamma\}, \quad V_{h,i}(\omega_i) = \{v_h|_{\omega_i} : v_h \in V_h, 0\}.
\end{equation}

Moreover, let $I_h : C(\overline{\Gamma}) \to V_h$ denote the standard Lagrange interpolation operator.

For each $i = 1, \cdots, M$, let $S_{n,i}(\omega_i) \subset H^1_0(\omega_i)$ be a local approximation space of dimension $n_i$ and $u^p_i \in H^1_0(\omega_i)$ be a local particular function. The classical GFEM defines the global particular function and the global approximation space by gluing the local components together using the partition of unity:

\begin{equation}
(2.10) \quad u^p = \sum_{i=1}^M \chi_i u^p_i, \quad S_n(\Omega) = \left\{ \sum_{i=1}^M \chi_i \varphi_i : \varphi_i \in S_{n,i}(\omega_i) \right\},
\end{equation}

and then seeks the finite-dimensional Galerkin approximation of problem (2.4) by finding $u^G \in u^p + S_n(\Omega)$ such that

\begin{equation}
(2.11) \quad a_e(u^G, v) = F(v) \quad \forall v \in S_n(\Omega).
\end{equation}

In a FE setting, with (discrete) local approximation spaces $S_{h,n,i}(\omega_i) \subset V_{h,i}(\omega_i)$ and (discrete) local particular functions $u^p_{h,i} \in V_{h,i}(\omega_i)$, the global particular function and the global approximation space are defined in a similar manner:

\begin{equation}
(2.12) \quad u^p_h = \sum_{i=1}^M I_h(\chi_i u^p_{h,i}), \quad S_{h,n}(\Omega) = \left\{ \sum_{i=1}^M I_h(\chi_i \varphi_{h,i}) : \varphi_{h,i} \in S_{h,n,i}(\omega_i) \right\}.
\end{equation}

Here the multiplications of the partition of unity functions and the local functions are interpolated into the FE space to ensure a conforming approximation. The GFEM based coarse-space approximation of the fine-scale FE problem (2.6) is defined by: Find $u^G_{h,\varepsilon} \in u^p + S_{h,n}(\Omega)$ such that

\begin{equation}
(2.13) \quad a_e(u^G_{h,\varepsilon}, v_h) = F(v_h) \quad \forall v_h \in S_{h,n}(\Omega).
\end{equation}

It is clear that the GFEM solutions $u^G_{h,\varepsilon}$ and $u^G_{h,\varepsilon}$ are the best approximations of $u_\varepsilon$ and $u_{h,\varepsilon}$ in $u^p + S_n(\Omega)$ and $u^p + S_{h,n}(\Omega)$, respectively, i.e.,

\begin{equation}
(2.14) \quad \left\| u_\varepsilon - u^G_{h,\varepsilon} \right\|_{a,\varepsilon} = \inf_{\varphi \in u^p + S_n(\Omega)} \left\| u_\varepsilon - \varphi \right\|_{a,\varepsilon},
\end{equation}

\begin{equation}
(2.14) \quad \left\| u_{h,\varepsilon} - u^G_{h,\varepsilon} \right\|_{a,\varepsilon} = \inf_{\varphi \in u^p + S_{h,n}(\Omega)} \left\| u_{h,\varepsilon} - \varphi \right\|_{a,\varepsilon}.
\end{equation}

The following theorem provides the theoretical foundation for the GFEM at both continuous and discrete levels by showing that the global approximation error of the method is determined by local approximation errors.

**Theorem 2.2** ([24]). Let $u \in H^1(\Omega)$ and $u_h \in V_h$. For each $i = 1, \cdots, M$, assume that

\begin{equation}
(2.15) \quad \inf_{\varphi_i \in u^p_{h,i} + S_{n,i}(\omega_i)} \left\| \chi_i(u - \varphi_i) \right\|_{a,\varepsilon,\omega_i} \leq e_i,
\end{equation}

\begin{equation}
(2.15) \quad \inf_{\varphi_{h,i} \in u^p_{h,i} + S_{h,n,i}(\omega_i)} \left\| I_h(\chi_i(u_h - \varphi_{h,i})) \right\|_{a,\varepsilon,\omega_i} \leq \tilde{e}_i.
\end{equation}

Then,

\begin{equation}
(2.16) \quad \inf_{\varphi \in u^p + S_n(\Omega)} \left\| u - \varphi \right\|_{a,\varepsilon} \leq \left( \kappa \sum_{i=1}^M e_i^2 \right)^{1/2},
\end{equation}

\begin{equation}
(2.16) \quad \inf_{\varphi_h \in u^p_h + S_{h,n}(\Omega)} \left\| u_h - \varphi_h \right\|_{a,\varepsilon} \leq \left( \kappa \sum_{i=1}^M \tilde{e}_i^2 \right)^{1/2}.
\end{equation}
Combining (2.14) and Theorem 2.2, we clearly see that the key to achieving a good accuracy for the GFEM is a suitable selection of the local particular functions and the local approximation spaces such that the exact solution or the fine-scale FE solution can be well approximated locally. In MS-GFEM, the local particular functions are defined as solutions of local boundary value problems with artificial boundary conditions and the local approximation spaces are built from eigenfunctions of local eigenproblems defined on generalized harmonic spaces, leading to local approximations with errors decaying nearly exponentially with the local degrees of freedom. The construction of these local approximations for the MS-GFEM adapted to singularly-perturbed reaction-diffusion problems at the continuous and discrete levels are detailed in sections 3 and 4, respectively.

Throughout this paper, we will frequently use the following result: Let $D^* \subset D$ be open connected subsets of $\Omega$ with $\delta = \text{dist}(D, \partial D^* \setminus \partial \Omega) > 0$. Then, there exists $\eta \in C^1(D^*)$ such that

\begin{align}
\eta &= 0 \text{ on } \partial D^* \setminus \partial \Omega; \\
\eta &= 1 \text{ in } D; \\
|\nabla \eta| &\leq C_d/\delta,
\end{align}

where $C_d > 0$ only depends on $d$.

3. Continuous MS-GFEM. In this section, we shall construct the local particular functions and the local approximation spaces for the MS-GFEM in the continuous setting. Exponential and $\varepsilon$-explicit upper bounds for the local approximation errors are derived.

3.1. Local particular functions and local approximation spaces. A key ingredient of the MS-GFEM is the oversampling technique. More specifically, the local particular functions and the local spectral basis functions are first constructed on a larger domain, often referred to as the oversampling domain, and then restricted to the corresponding subdomain. For each subdomain $\omega_i$, we denote by $\omega_i^*$ the associated oversampling domain with a Lipschitz boundary that satisfies $\omega_i \subset \omega_i^* \subset \Omega$, as illustrated in Figure 1. As we will see later, the size of these oversampling domains has a crucial effect on the accuracy of local approximations.

To define the local particular function on a subdomain $\omega_i$, let us consider the following local reaction-diffusion problem on the oversampling domain $\omega_i^*$:

\[
\begin{align*}
-\varepsilon^2 \nabla \cdot (A \nabla \psi_{\varepsilon,i}) + \psi_{\varepsilon,i} &= f \quad \text{in } \omega_i^*, \\
n \cdot A \nabla \psi_{\varepsilon,i} &= 0 \quad \text{on } \partial \omega_i^* \cap \Omega, \\
\psi_{\varepsilon,i} &= 0 \quad \text{on } \partial \omega_i^* \cap \Gamma,
\end{align*}
\]

Fig. 1. Illustration of a subdomain $\omega_i$ that lies within the interior of $\Omega$ (left) and one that intersects the outer boundary $\partial \Omega$ (right) with associated oversampling domains $\omega_i^*$. 
where $n$ denotes the unit outward normal. Denoting by

\[(3.2)\quad H^1_0(\omega_i^*) = \{v \in H^1(\omega_i^*) : v = 0 \text{ on } \partial\omega_i^* \cap \Gamma\},\]

the weak formulation of (3.1) is to find $\psi_{\varepsilon,i} \in H^1_0(\omega_i^*)$ such that

\[(3.3)\quad a_{\varepsilon,\omega_i^*}(\psi_{\varepsilon,i}, v) = F_{\omega_i^*}(v) := \int_{\omega_i^*} fv \, dx \quad \forall v \in H^1_0(\omega_i^*).\]

It is clear that the weak formulation (3.3) has a unique solution. Now we can define the local particular functions.

**Definition 3.1 (Local particular functions).** The local particular function on $\omega_i$ is defined as $u_i^p = \psi_{\varepsilon,i}|_{\omega_i}$, where $\psi_{\varepsilon,i} \in H^1_0(\omega_i^*)$ is the solution of (3.1).

**Remark 3.2.** The definition of local particular functions is not unique. Indeed, for the subsequent analysis, it is sufficient that $a_{\varepsilon,\omega_i^*}(\psi_{\varepsilon,i}, v) = F_{\omega_i^*}(v)$ for all $v \in H^1_0(\omega_i^*)$. Thus, other interior boundary conditions for $\psi_{\varepsilon,i}$ can be imposed. In general, interior boundary conditions that make the local problems better behaved are preferred.

It turns out that the local particular function $u_i^p$ is a good approximation of the exact solution $u_\varepsilon$ locally on $\omega_i$ if $\varepsilon$ is sufficiently small. In fact, we have

**Theorem 3.3.** For any $\varepsilon \in (0, 1)$, it holds that

\[(3.4)\quad \|\chi_i(u_\varepsilon - u_i^p)\|_{a,\varepsilon,\omega_i} \leq \varepsilon a_{\text{max}}^{1/2}\|\nabla \chi_i\|_{L^\infty(\omega_i)}(\|u_\varepsilon\|_{L^2(\omega_i)} + \|f\|_{L^2(\omega_i^*)}).\]

If, in addition, $\delta^*_i := \text{dist}(\omega_i, \partial\omega_i^* \cap \partial\Omega) > 0$ and $\gamma^*_i := \delta_i^*/(\varepsilon a_{\text{max}}^{1/2} C_d) > 1$, where $C_d > 0$ is given by (2.17), then

\[(3.5)\quad \|\chi_i(u_\varepsilon - u_i^p)\|_{a,\varepsilon,\omega_i} \leq \varepsilon a_{\text{max}}^{1/2} e^{1-\gamma^*_i} \|\nabla \chi_i\|_{L^\infty(\omega_i)}(\|u_\varepsilon\|_{L^2(\omega_i^*)} + \|f\|_{L^2(\omega_i^*)}).\]

Note that (3.4) holds in the non-oversampling case, i.e., $\omega_i^* = \omega_i$. The proof of Theorem 3.3 is postponed to the next subsection.

If $\varepsilon$ is not sufficiently small, however, $u_i^p$ may fail to well approximate $u_\varepsilon|_{\omega_i}$. In this scenario, it is necessary to consider the residual, i.e., $u_\varepsilon|_{\omega_i} - \psi_{\varepsilon,i}|_{\omega_i}$. To approximate this part is the purpose of designing the local approximation space. Taking $v \in H^1_0(\omega_i^*)$ in (2.4) and (3.3), we see that $a_{\varepsilon,\omega_i^*}(u_\varepsilon|_{\omega_i} - \psi_{\varepsilon,i}, v) = 0$ for all $v \in H^1_0(\omega_i^*)$. This observation motivates us to define the following generalized harmonic space:

\[(3.6)\quad H_{a,c}(\omega_i^*) = \{u \in H^1_0(\omega_i^*) : a_{\varepsilon,\omega_i^*}(u, v) = 0 \quad \forall v \in H^1_0(\omega_i^*)\}.\]

It follows that $u_\varepsilon|_{\omega_i} - \psi_{\varepsilon,i} \in H_{a,c}(\omega_i^*)$. Note that $H_{a,c}(\omega_i^*) \subset H^1_0(\omega_i^*)$ is a closed subspace. It turns out that $H_{a,c}(\omega_i^*)$ can be well approximated by a low-dimensional space locally on $\omega_i$, enabling us to construct a highly efficient local approximation space.

A crucial tool to identify the low-dimensional space is the following Caccioppoli-type inequality, which is also a key to deriving exponential bounds on local approximation errors.

**Lemma 3.4.** Assume that $\eta \in W^{1,\infty}(\omega_i^*)$ satisfying $\eta = 0$ on $\partial\omega_i^* \cap \Omega$. Then,

\[(3.7)\quad a_{\varepsilon,\omega_i^*}(\eta u, \eta v) = \varepsilon^2 \int_{\omega_i^*} (A_{\varepsilon,\omega_i^*}(u, v), v) \eta \, dx \quad \forall u, v \in H_{a,c}(\omega_i^*).\]

In particular,

\[(3.8)\quad \|\eta u\|_{a,\varepsilon,\omega_i^*} \leq \varepsilon a_{\text{max}}^{1/2}\|\nabla \eta\|_{L^\infty(\omega_i^*)}\|u\|_{L^2(\omega_i^* \cap \text{supp}(\eta))} \quad \forall u \in H_{a,c}(\omega_i^*),\]

where $a_{\text{max}}$ is the spectral upper bound of the coefficient $A$ defined in (2.2).

**GFEM FOR HETEROGENEOUS REACTION-DIFFUSION EQUATIONS**
The proof of Lemma 3.4 is given in the appendix. Note that the Caccioppoli-type inequality (3.8) holds for \( \eta = \chi_i \), where \( \chi_i \) is the partition of unity function supported on \( \omega_i \). Using this inequality and the Rellich theorem, we see that the operator

\[
P_i : (H_{a,\varepsilon}(\omega_i^*)), \| \cdot \|_{a,\varepsilon,\omega_i^*}) \to (H_0^1(\omega_i), \| \cdot \|_{a,\varepsilon,\omega_i}) \text{ with } P_i v = \chi_i v
\]

is compact. To find the low-dimensional space in \( H_{a,\varepsilon}(\omega_i^*) \), following the idea in [24], we consider the following Kolmogrov \( n \)-width of the operator \( P_i \):

\[
d_n(\omega_i, \omega_i^*) = \inf_{Q(n) \subset H_0^1(\omega_i)} \sup_{u \in H_{a,\varepsilon}(\omega_i^*)} \inf_{v \in Q(n)} \frac{\| P_i u - v \|_{a,\varepsilon,\omega_i}}{\| u \|_{a,\varepsilon,\omega_i^*}},
\]

where the leftmost infimum is taken over all \( n \)-dimensional subspaces of \( H_0^1(\omega_i) \). The associated optimal approximation space \( \hat{Q}(n) \) satisfies

\[
d_n(\omega_i, \omega_i^*) = \sup_{u \in H_{a,\varepsilon}(\omega_i^*)} \inf_{v \in Q(n)} \frac{\| P_i u - v \|_{a,\varepsilon,\omega_i}}{\| u \|_{a,\varepsilon,\omega_i^*}}.
\]

Since \( P_i \) is a compact operator in Hilbert spaces, the associated Kolmogrov \( n \)-width can be characterized by its singular vectors and singular values; see, e.g., [31, Theorem 2.5, Chapter 4]. In particular, we have the following characterization of \( d_n(\omega_i, \omega_i^*) \).

**Lemma 3.5.** Let \( \{ \lambda_k \} \) and \( \{ \phi_k \} \) denote the eigenvalues (listed to their multiplicities in non-increasing order) and eigenfunctions of the problem

\[
a_{\varepsilon,\omega_i}(\chi_i \phi, \chi_i v) = \lambda a_{\varepsilon,\omega_i}^*(\phi, v) \quad \forall v \in H_{a,\varepsilon}(\omega_i^*).
\]

Then, \( d_n(\omega_i, \omega_i^*) = \lambda_n^{1/2} \), and the associated optimal approximation space is given by

\[
\hat{Q}(n) = \text{span}\{\chi_i \phi_1, \cdots, \chi_i \phi_n\}.
\]

**Proof.** Let \( P_i^* : H_0^1(\omega_i) \to H_{a,\varepsilon}(\omega_i^*) \) denote the adjoint of the operator \( P_i \) in the \( a_{\varepsilon,\omega_i^*}(\cdot, \cdot) \) inner-product, and consider the eigenvalue problem of the operator \( P_i^* P_i \):

\[
P_i^* P_i \phi = \lambda \phi.
\]

Note that the problem (3.12) is the variational formulation of problem (3.14). Hence, the result follows from [31, Theorem 2.5, Chapter 4].

Now we are ready to define the local approximation spaces for the MS-GFEM.

**Definition 3.6 (Local approximation spaces).** The local approximation space on \( \omega_i \) is defined as

\[
S_n(\omega_i) = \text{span}\{\phi_1|_{\omega_i}, \cdots, \phi_n|_{\omega_i}\},
\]

where \( \phi_k \) denotes the \( k \)-th eigenfunction of (3.12).

Combining the definition of the \( n \)-width and the fact that \( u_{\varepsilon}|_{\omega_i^*} - \psi_{\varepsilon,i} \in H_{a,\varepsilon}(\omega_i^*) \) gives the following local approximation error estimate.

**Theorem 3.7.** For each \( i = 1, \cdots, M \), let the local particular function \( u_{\varepsilon}^i \) and the local approximation space \( S_n(\omega_i) \) be defined in Definitions 3.1 and 3.6. Then,

\[
\inf_{\varphi_i \in u_{\varepsilon}^i + S_n(\omega_i)} \| \chi_i(u_{\varepsilon} - \varphi_i) \|_{a,\varepsilon,\omega_i} \leq d_n(\omega_i, \omega_i^*) \| u_{\varepsilon}|_{\omega_i^*} - \psi_{\varepsilon,i} \|_{a,\varepsilon,\omega_i^*},
\]

where \( u_{\varepsilon} \) is the exact solution of (2.4).
Theorem 3.7 shows that the local approximation error on $\omega_i$ is essentially bounded by the $n$-width $d_{n_i}(\omega_i, \omega_i^*)$. Assuming that $\delta_i^* := \text{dist}(\omega_i, \partial \omega_i^* \setminus \partial \Omega) > 0$, we can prove an $\varepsilon$-explicit and root exponential upper bound on $d_{n_i}(\omega_i, \omega_i^*)$ as follows.

**Theorem 3.8.** There exist $\Lambda_i > 0$ and $b_i > 0$ independent of $\varepsilon$, such that for any $\varepsilon \in (0, 1]$,

\[
(3.17) \quad d_{n_i}(\omega_i, \omega_i^*) \leq \varepsilon a_{\max}^{1/2} \| \nabla \chi_i \|_{L^\infty(\omega_i)} e^{-b_i n_i^{1/(d+1)}}, \quad \forall n_i > \Lambda_i.
\]

The proof of Theorem 3.8 is given in the next subsection where the constants $\Lambda_i$ and $b_i$ are given explicitly.

### 3.2. Local approximation error estimates.

This subsection is devoted to proving Theorems 3.3 and 3.8. For ease of notation, the subscript $i$ is omitted in the proof. Let us recall the constant $C_d > 0$ given by (2.17) and start with a sharper Caccioppoli-type inequality as follows.

**Lemma 3.9.** Let $D \subset D^*$ be open connected subsets of $\Omega$ with $\delta = \text{dist}(D, \partial D^* \setminus \partial \Omega) > 0$, and let $\eta \in W^{1, \infty}(D^*)$ with $\text{supp}(\eta) \subset \overline{D}$. If $\delta/(\varepsilon a_{\max} C_d) > 1$, then for any $u \in H_{a,\varepsilon}(D)$,

\[
(3.18) \quad \| u \|_{L^2(D)} \leq e^{1-\delta/(\varepsilon a_{\max}^{1/2} C_d)} \| u \|_{L^2(D^*)},
\]

\[
(3.19) \quad \| \eta u \|_{a,\varepsilon, D^*} \leq \varepsilon a_{\max}^{1/2} e^{1-\delta/(\varepsilon a_{\max}^{1/2} C_d)} \| \nabla \eta \|_{L^\infty(D^*)} \| u \|_{L^2(D^*)}.
\]

**Proof.** Let $N \in \mathbb{N}$ and choose $\{D_k\}_{k=0}^N$ such that $D = D_0 \subset D_1 \subset \cdots \subset D_N = D^*$ and $\text{dist}(D_k, \partial D_k \setminus \partial \Omega) = \delta/N$ for each $1 \leq k \leq N$. Next we choose a cut-off function $\tilde{\eta} \in C^1(\overline{D_0})$ such that

\[
(3.20) \quad \tilde{\eta} = 0 \text{ on } \partial D_1 \setminus \partial \Omega; \quad \tilde{\eta} = 1 \text{ in } D_0; \quad |\nabla \tilde{\eta}| \leq C_d N/\delta.
\]

Applying (3.8) to $u \in H_{a,\varepsilon}(D_1)$ and $\tilde{\eta}$ satisfying (3.20), we get

\[
(3.21) \quad \| u \|_{L^2(D_0)} \leq \| \tilde{\eta} u \|_{a,\varepsilon, D_1} \leq \left( N \varepsilon a_{\max}^{1/2} C_d/\delta \right) \| u \|_{L^2(D_1)}.
\]

Using the above argument recursively on $D_1, \cdots, D_N$, it follows that

\[
(3.22) \quad \| u \|_{L^2(D)} = \| u \|_{L^2(D_0)} \leq \left( N \varepsilon a_{\max}^{1/2} C_d/\delta \right)^N \| u \|_{L^2(D^*)}.
\]

Let $N = \lceil \delta/(\varepsilon a_{\max}^{1/2} C_d) \rceil$. Then we have $N \varepsilon a_{\max}^{1/2} C_d/\delta \leq e^{-1}$ and $N \geq \delta/(\varepsilon a_{\max}^{1/2} C_d) - 1$. It follows from (3.22) that

\[
(3.23) \quad \| u \|_{L^2(D)} \leq e^{-N} \| u \|_{L^2(D^*)} \leq e^{1-\delta/(\varepsilon a_{\max}^{1/2} C_d)} \| u \|_{L^2(D^*)},
\]

which gives (3.18). To prove (3.19), we first use (3.8) and the assumption that $\text{supp}(\eta) \subset \overline{D}$ to get

\[
(3.24) \quad \| \eta u \|_{a,\varepsilon, D^*} \leq \varepsilon a_{\max}^{1/2} \| \nabla \eta \|_{L^\infty(D^*)} \| u \|_{L^2(D^*)}.
\]

Combine (3.24) with (3.18) and the estimate (3.19) follows.

Now we can prove Theorem 3.3.
Proof of Theorem 3.3. Since \( u_i|\omega^*_i - \psi_{\epsilon,i} \in H_{\text{div}}(\omega^*_i) \) and \( \chi_i \in W^{1,\infty}(\omega^*_i) \) with \( \chi_i = 0 \) on \( \partial \omega_i \cap \Omega \), we can apply the Caccioppoli-type inequality (3.8) to get
\[
\| \chi_i (u_\epsilon - \psi_{\epsilon,i}) \|_{H^1(\omega_i)} \leq c_0 \| \nabla \chi_i \|_{L^\infty(\omega_i)} \| u_\epsilon - \psi_{\epsilon,i} \|_{L^2(\omega_i)}.
\]
Noting that \( \| \psi_{\epsilon,i} \|_{L^2(\omega_i)} \leq \| \nabla \psi_{\epsilon,i} \|_{L^2(\omega_i)} \leq \| f \|_{L^2(\omega_i)} \), (3.4) follows immediately from (3.25). The second part of Theorem 3.3 can be proved in a similar way by applying (3.19) on \( \omega^*_i \).

In the rest of this subsection, we prove Theorem 3.8 based on an explicit construction of a subspace of \( H^1_0(\omega) \) with approximation error decaying nearly exponentially. To this end, we first give some useful lemmas.

Lemma 3.10. Let \( D \) and \( D^* \) be open connected subsets of \( \Omega \) with \( D \subset D^* \) and \( \delta = \text{dist}(D, \partial D^\ast \setminus \partial \Omega) > 0 \). There exist positive constants \( C_1 \) and \( C_2 \) depending only on \( \delta \), such that for each integer \( m \geq C_1 D^* \delta^{-d} \), there exists an \( m \)-dimensional space \( V_m(D^*) \subset \mathbb{R}^2(D^*) \) satisfying
\[
\inf_{v \in V_m(D^*)} \| u - v \|_{L^2(D)} \leq C_2 m^{-1/d} |D^*|^{1/d} \| \nabla u \|_{L^2(D^*)}, \quad \forall u \in H^1(D^*).
\]

Proof. First of all, let us fix a quasi-uniform family of triangulations \( \{ T_H \}_{\mathcal{H} > 0} \) of \( \Omega \) with \( \max_T h_T = H \leq \min_T h_T \), constructed by successively refining an arbitrary initial mesh. For any open connected subsets \( D \subset D^* \) of \( \Omega \) with \( \delta = \text{dist}(D, \partial D^\ast \setminus \partial \Omega) > 0 \), we can select a triangulation \( T_H \) constructed above with \( 0 < H \leq \delta \). Let \( \tilde{T}_H \) denote the collection of elements in \( T_H \) that intersect \( D \), i.e.,
\[
\tilde{T}_H = \{ T \in T_H : T \cap D \neq \emptyset \},
\]
and let \( \tilde{D}_H \) denote the domain made of the elements in \( \tilde{T}_H \). Since \( 0 < H \leq \delta \), we see that \( D \subset \tilde{D}_H \subset D^* \). Denote by \( \mathcal{N} \) the set of vertices of \( \tilde{T}_H \) and by \( \{ g_N \}_{N \in \mathcal{N}} \) the corresponding basis of hat functions. Let \( m = \# \mathcal{N} \). We define the desired approximation space \( V_m(D^*) \subset \mathbb{R}^2(D^*) \) as
\[
V_m(D^*) = \text{span}\{ \tilde{g}_N : \tilde{g}_N|_{\tilde{D}_H} = g_N, \tilde{g}_N|_{D^\ast \setminus \tilde{D}_H} = 0 \quad \forall N \in \mathcal{N} \}.
\]
Using the approximation property of the Clément interpolation [11] and the fact that \( D \subset \tilde{D}_H \subset D^* \), we see that for any \( u \in H^1(D^*) \),
\[
\inf_{v \in V_m(D^*)} \| u - v \|_{L^2(D)} \leq \inf_{v \in V_m(D^*)} \| u - v \|_{L^2(\tilde{D}_H)} \leq C_{d,0} H \| \nabla u \|_{L^2(\tilde{D}_H)} \leq C_{d,0} H \| \nabla u \|_{L^2(D^*)}.
\]
Moreover, by the quasi-uniformity of the mesh, we have \( C_{d,1} |\tilde{D}_H| \leq m H^d \leq C_{d,2} |\tilde{D}_H| \), which, combining with (3.29), gives that
\[
\inf_{v \in V_m(D^*)} \| u - v \|_{L^2(D)} \leq C_{d,0} C_{d,2}^{1/d} m^{-1/d} |\tilde{D}_H|^{1/d} \| \nabla u \|_{L^2(D^*)} \leq C_{d,0} C_{d,2}^{1/d} m^{-1/d} |D^*|^{1/d} \| \nabla u \|_{L^2(D^*)}.
\]
Finally, to guarantee the existence of an \( H \) satisfying \( C_{d,1} |\tilde{D}_H| \leq m H^d \leq C_{d,2} |\tilde{D}_H| \), \( 0 < H \leq \delta \), and that \( T_H \in \{ T_H \} \), it is sufficient that \( m \geq C_{d,1} |D^*|((\delta/2)^{-d} \) (slightly increasing \( C_{d,2} \) if necessary).
Remark 3.11. The $L^2$ approximation error in (3.26) is only estimated in the interior of $D^*$ as here we do not impose any regularity conditions on the boundary of $D^*$ (except on the part $\partial D^* \cap \partial \Omega$), i.e., $\partial D^* \cap \Omega$ can be very rough. If $D^*$ is a sufficiently regular domain, e.g., a sphere, cube, or tetrahedron, we can obtain the $L^2$ approximation error in the whole of $D^*$ without any assumption on $m$. More generally, if $D^*$ has a Lipschitz boundary so that the embedding $H^1(D^*) \subset L^2(D^*)$ is compact, then there exist $m$-dimensional spaces $V_m(D^*) \subset L^2(D^*)$ such that

\begin{equation}
\inf_{v \in V_m(D^*)} \|u - v\|_{L^2(D^*)} \leq \lambda_{m+1}^{-1/2} \|\nabla u\|_{L^2(D^*)} \quad \forall u \in H^1(D^*),
\end{equation}

where $\lambda_{m+1}$ denotes the $(m+1)$-th eigenvalue of the Laplace operator on $D^*$ with the Neumann boundary condition on $\partial D^*$. In [7, 29], it was proved that $\lambda_{m+1}^{-1/2} \leq C m^{-1/d} |D^*|^{1/d}$, where $C > 0$ may depend on the "roughness" of the boundary $\partial D^*$. Indeed, this approximation result can be proved by using a similar technique as in Lemma 3.10 (interpolation error estimates on a mesh covering the domain $D^*$) and the extension property for Lipschitz domains (see, e.g., [37, Theorem 5, Chapter VI]). Finally, we note that Lemma 3.10 can also be proved for the case where $\partial D^* \cap \partial \Omega$ is $C^1$ smooth, using an extension technique as in [3] and a similar argument as above. In this case, the constants $C_1$ and $C_2$ may depend on $\partial D^* \cap \partial \Omega$.

The following lemma shows that the approximation result in Lemma 3.10 can be extended to any closed subspace of $H^1(D^*)$. The key point is that the approximation space is required to be in the given subspace.

**Lemma 3.12.** Let $D$ and $D^*$ be open connected subsets of $\Omega$ with $D \subset D^*$ and $\delta = \text{dist}(D, \partial D^* \setminus \partial \Omega) > 0$, and let $S(D^*)$ be a closed subspace of $H^1(D^*)$. In addition, let the constants $C_1$ and $C_2$ be as in Lemma 3.10. Then, for each integer $m \geq C_1 |D^*| \delta^{-d}$, there exists an $m$-dimensional space $\Psi_m(D^*) \subset S(D^*)$ such that

\begin{equation}
\inf_{\varphi \in \Psi_m(D^*)} \|u - \varphi\|_{L^2(D)} \leq C_2 m^{-1/d} |D^*|^{1/d} \|\nabla u\|_{H^1(D^*)} \quad \forall u \in S(D^*).
\end{equation}

In addition, if the $H^1$-seminorm $\|\nabla \cdot \|_{L^2(D^*)}$ is a norm on $S(D^*)$ equivalent to the standard $H^1$-norm, then $\Psi_m(D^*) \subset S(D^*)$ can be chosen such that

\begin{equation}
\inf_{\varphi \in \Psi_m(D^*)} \|u - \varphi\|_{L^2(D)} \leq C_2 m^{-1/d} |D^*|^{1/d} \|
abla u\|_{L^2(D^*)} \quad \forall u \in S(D^*).
\end{equation}

**Proof.** Since $S(D^*)$ is a closed subspace of $H^1(D^*)$, we see that $(S(D^*), \|\cdot\|_{H^1(D^*)})$ is a Hilbert space. Now let us consider the following n-width:

\begin{equation}
d_m(R) = \inf_{Q(m) \subset L^2(D)} \sup_{u \in S(D^*)} \inf_{v \in Q(m)} \frac{\|R(u) - v\|_{L^2(D)}}{\|u\|_{H^1(D^*)}},
\end{equation}

where $R : S(D^*) \to L^2(D)$ is the restriction operator defined as $R(u) = u|_D$. Since $S(D^*) \subset H^1(D^*)$, we can deduce from Lemma 3.10 that for each $m \geq C_1 |D^*| \delta^{-d}$,

\begin{equation}
d_m(R) \leq C_2 m^{-1/d} |D^*|^{1/d}.
\end{equation}

Hence, $d_m(R) \to 0$ as $m \to \infty$. It follows that the operator $R$ is compact (see, e.g., [31, Proposition 7.1]). For $j \in \mathbb{N}$, let $\psi_j$ denote the $j$-th eigenvector of the problem:

\begin{equation}
(\psi, v)_{L^2(D)} = \lambda_j (\psi, v)_{H^1(D^*)} \quad \forall v \in S(D^*),
\end{equation}
and define $\Psi_m(D^*) = \text{span}\{\psi_1, \ldots, \psi_m\} \subset \mathcal{S}(D^*)$. Using the characterization of $n$-widths in Hilbert spaces (see, e.g., [31, Theorem 2.5]), we see that the range of $R$ restricted to $\Psi_m(D^*)$ is an optimal approximation space associated with $d_m(R)$. Combining this fact with (3.35) yields that for each $m \geq C_1|D^*|^d$, 

\begin{equation} \label{eq:3.37}
\inf_{\varphi \in \Psi_m(D^*)} \|u - \varphi\|_{L^2(D^*)} \leq C_2 m^{-1/d}|D^*|^{1/d}\|u\|_{H^1(D^*)} \quad \forall u \in \mathcal{S}(D^*).
\end{equation}

If the $H^1$-seminorm $\| \nabla \cdot \|_{L^2(D^*)}$ is equivalent to the norm $\| \cdot \|_{H^1(D^*)}$ on $\mathcal{S}(D^*)$, then (3.37) is a Hilbert space. By modifying the definition of the $n$-width $d_m(R)$ accordingly and proceeding in a similar way as above, we get (3.33). \hfill \Box

A combination of Lemma 3.12 and the Caccioppoli-type inequality in Lemma 3.4 gives the following approximation result in the energy norm.

**Lemma 3.13.** Let $D$ and $D^*$ be open connected subsets of $\Omega$ with $D \subset D^*$ and $\delta = \text{dist}(D, D^* \setminus \partial \Omega) > 0$, and let the constants $C_1$ and $C_2$ be as in Lemma 3.10. Then, for each integer $m \geq C_1|D^*|((\delta/2)^d$, there exists an $m$-dimensional space $\Psi_m(D^*) \subset H_{a,\varepsilon}(D^*)$ such that for any $u \in H_{a,\varepsilon}(D^*)$,

\begin{equation} \label{eq:3.38}
\inf_{\varphi \in \Psi_m(D^*)} \|u - \varphi\|_{a,\varepsilon,D} \leq 2C_d C_2 \left( \frac{a_{\max}}{a_{\min}} \right)^{1/2} |D^*|^{1/d} m^{-1/d \delta} \|u\|_{a,\varepsilon,D^*},
\end{equation}

where $C_d > 0$ is given by (2.17).

**Proof.** Denote by $D_{\delta/2}$ the open connected subset of $\Omega$ satisfying $D \subset D_{\delta/2} \subset D^*$ and $\text{dist}(D, \partial D_{\delta/2} \setminus \partial \Omega) = \text{dist}(D_{\delta/2}, \partial D^* \setminus \partial \Omega) = \delta/2$. Note that $H_{a,\varepsilon}(D^*)$ is a closed subspace of $H^1(D^*)$. We first apply Lemma 3.12 on $D_{\delta/2}$ and $D^*$ to deduce that for each $m \geq C_1|D^*|((\delta/2)^d$, there exists an $m$-dimensional space $\Psi_m(D^*) \subset H_{a,\varepsilon}(D^*)$ such that for any $u \in H_{a,\varepsilon}(D^*)$,

\begin{equation} \label{eq:3.39}
\inf_{\varphi \in \Psi_m(D^*)} \|u - \varphi\|_{L^2(D_{\delta/2})} \leq C_2 m^{-1/d}|D^*|^{1/d}\left( \frac{\|\nabla u\|_{L^2(D^*)}^2 + \|u\|_{L^2(D^*)}^2}{2} \right)^{1/2} 
\leq C_2 a_{\min}^{-1/2} \varepsilon^{-1} m^{-1/d}|D^*|^{1/d} \|u\|_{a,\varepsilon,D^*}.
\end{equation}

Here we have assumed that $\varepsilon^{-1} a_{\min}^{-1/2} \geq 1$ without loss of generality. To proceed, we choose a cut-off function $\eta \in C^1(D_{\delta/2})$ with $\eta = 0$ on $\partial D_{\delta/2} \cap \Omega$, $\eta = 1$ in $D$, and $|\nabla \eta| \leq 2C_d/\delta$. Combining (3.8) and (3.39), we see that for any $u \in H_{a,\varepsilon}(D^*)$,

\begin{equation} \label{eq:3.40}
\inf_{\varphi \in \Psi_m(D^*)} \|\eta - \varphi\|_{a,\varepsilon,D_{\delta/2}} \leq (2C_d a_{\max}/\delta) \inf_{\varphi \in \Psi_m(D^*)} \|u - \varphi\|_{L^2(D_{\delta/2})} \leq 2C_d C_2 \left( \frac{a_{\max}}{a_{\min}}/\delta \right)^{1/2} \delta^{-1} m^{-1/d}|D^*|^{1/d} \|u\|_{a,\varepsilon,D^*}.
\end{equation}

The desired estimate (3.38) follows immediately by noting that $\eta = 1$ in $D$. \hfill \Box

Lemma 3.13 shows that any generalized harmonic function can be approximated in a finite-dimensional space in the energy norm restricted to a subdomain with an algebraic convergence rate. In what follows, we apply Lemma 3.13 to a family of nested domains between the subdomain $\omega$ and the oversampling domain $\omega^*$ to obtain a finite-dimensional approximation space with a superalgebraic convergence rate. Recall that $\delta^* = \text{dist}(\omega, \partial \omega^* \setminus \partial \Omega)$ for any integer $N \geq 1$, denote by $\{\omega_j\}_{j=1}^{N+1}$ a family of nested domains with $\omega = \omega^{N+1} \subset \omega^N \subset \cdots \subset \omega^1 = \omega^*$ and $\text{dist}(\omega^k, \partial \omega^{k+1} \setminus \partial \Omega) = \delta^*/N$. Let $n = N \times m$. We define

\begin{equation} \label{eq:3.41}
\Psi(n, \omega, \omega^*) = \Psi_m(\omega^1) + \cdots + \Psi_m(\omega^N).
\end{equation}
Following the same lines of the proof of [24, theorem 3.5] by choosing Inserting (3.49) into (3.46) yields (3.17), and the proof of Theorem 3.8 is complete.

\(\xi\) is given by

\[
(3.42) \quad \varphi \in \Psi(n, \omega, \omega^*) \quad \|\chi(u - \varphi)\|_{a, \varepsilon, \omega} \leq \varepsilon a_{\text{max}}^{1/2} \|\nabla \chi\|_{L^\infty(\omega)} \|u\|_{a, \varepsilon, \omega^*},
\]

where \(\xi\) is given by

\[
(3.43) \quad \xi = \xi(m, N) = 2C_a C_2 N m^{-1/d} \left( \frac{a_{\text{max}}}{a_{\text{min}}} \right)^{1/2} \|\omega^*\|^{1/d} \delta^*.
\]

**Proof.** Following the lines of the proof of [24, Lemma 3.13], we can use Lemma 3.13 recursively to find \(\varphi^k \in \Psi_m(\omega^k), \ k = 1, \ldots, N,\) such that

\[
(3.44) \quad \left\|u - \sum_{k=1}^{N} \varphi^k\right\|_{a, \varepsilon, \omega} \leq \xi^N \|u\|_{a, \varepsilon, \omega^*}.
\]

Finally, noting that \(\text{supp}(\chi) \subset \varpi\), we apply the Caccioppoli-type inequality (3.8) to \(u - \sum_{k=1}^{N} \varphi^k \in H_{a, \varepsilon}(\omega)\) and \(\eta = \chi\) and combine the result with (3.44). It follows that

\[
(3.45) \quad \left\|\chi\left(u - \sum_{k=1}^{N} \varphi^k\right)\right\|_{a, \varepsilon, \omega} \leq \varepsilon a_{\text{max}}^{1/2} \|\nabla \chi\|_{L^\infty(\omega)} \left\|u - \sum_{k=1}^{N} \varphi^k\right\|_{a, \varepsilon, \omega} \leq \varepsilon a_{\text{max}}^{1/2} \|\nabla \chi\|_{L^\infty(\omega)} \xi^N \|u\|_{a, \varepsilon, \omega^*},
\]

which yields (3.43).

Having established a superalgebraic error bound for the approximation space \(\Psi(n, \omega, \omega^*)\), we are ready to prove Theorem 3.8.

**Proof of Theorem 3.8.** Let \(Q(n) := \{\chi u : u \in \Psi(n, \omega, \omega^*)\} \subset H_0^1(\omega)\). By the definition of the \(n\)-width and Lemma 3.14, we see that

\[
(3.46) \quad d_n(\omega, \omega^*) \leq \sup_{u \in H_{a, \varepsilon}(\omega^*)} \inf_{\varphi \in Q(n)} \left\|\chi u - \varphi\right\|_{a, \varepsilon, \omega} \leq \varepsilon a_{\text{max}}^{1/2} \|\nabla \chi\|_{L^\infty(\omega)} \xi^N.
\]

Let \(\Theta = 2C a_{\text{max}}^{1/2} \|\omega^*\|^{1/d} \delta^*\), where \(C = \max\{C_1, C_2\}\) with \(C_1\) and \(C_2\) given by Lemma 3.10, and define

\[
(3.47) \quad \Lambda = 2(4e\Theta)^d, \ b = (2e\Theta + 1/2)^{-d/(d+1)}.
\]

Following the same lines of the proof of [24, theorem 3.5] by choosing \(m\) such that

\[
(3.48) \quad (e\Theta(N + 1)^2/N)^d = m < \left(1 + e\Theta(N + 1)^2/N\right)^d,
\]

it can be shown that for any \(n = Nm > \Lambda\),

\[
(3.49) \quad \xi^N \leq e^{-bn^{1/(d+1)}}.
\]

Inserting (3.49) into (3.46) yields (3.17), and the proof of Theorem 3.8 is complete. \(\blacksquare\)
3.3. Global approximation error estimates. In this subsection, we collect the local approximation error estimates proved in the preceding subsection to derive global error bounds for the method. We will distinguish two cases: (i) only the local particular functions are used for the local approximations; (ii) the local approximation spaces \( S_n(\omega_i) \) defined in Definition 3.6 are used.

In order to derive the global error estimates, we assume that the oversampling domains \( \{\omega_i^*\}_{i=1}^M \) satisfy a similar pointwise overlap condition as \( \{\omega_i\}_{i=1}^M \):

\[
\exists \kappa^* \in \mathbb{N} \quad \forall x \in \Omega \quad \text{card}\{i \mid x \in \omega_i^*\} \leq \kappa^*.
\]

For convenience, let us define the following constants:

\[
C_\chi = \max_{i=1,\cdots,M} \| \nabla \chi_i \|_{L^\infty(\omega_i)}, \quad \delta_i^* = \text{dist}(\omega_i, \partial \omega_i^* \setminus \partial \Omega) \quad (i = 1, \cdots, M).
\]

The following lemma gives the global error estimates for the method when no local approximation spaces are used.

**Lemma 3.15.** Let \( u_\varepsilon \) be the exact solution of (2.4) and let \( u_\varepsilon^G = u^p \) be the GFEM approximation, where \( u^p \) denotes the global particular function defined by (2.10). Then,

\[
\| u_\varepsilon - u_\varepsilon^G \|_{a,\varepsilon} \leq \| u_\varepsilon - u^p \|_{a,\varepsilon} \leq 2\varepsilon \sqrt{\kappa^* a^2_{\max}} C_\chi \| f \|_{L^2(\Omega)}.
\]

If, in addition, for each \( i = 1, \cdots, M \), \( \gamma_i^* := \frac{\delta_i^*}{(e \varepsilon a^2_{\max} C_d)} > 1 \), then

\[
\| u_\varepsilon - u_\varepsilon^G \|_{a,\varepsilon} \leq 2\varepsilon \sqrt{\kappa^* a^2_{\max}} C_\chi \left( \max_{i=1,\cdots,M} e^{-\gamma_i^*} \right) \| f \|_{L^2(\Omega)}.
\]

**Proof.** Combining Theorem 2.2 and (3.4), we see that

\[
\| u_\varepsilon - u^p \|_{a,\varepsilon}^2 \leq \varepsilon^2 \kappa a_{\max} \sum_{i=1}^M \| \nabla \chi_i \|_{L^\infty(\omega_i)}^2 \left( \| u_\varepsilon \|_{L^2(\omega_i)}^2 + \| f \|_{L^2(\omega_i)}^2 \right)^2
\]

\[
\leq 2\varepsilon^2 C^2_\chi \kappa a_{\max} \sum_{i=1}^M \left( \| u_\varepsilon \|_{L^2(\omega_i)}^2 + \| f \|_{L^2(\omega_i)}^2 \right).
\]

Using the pointwise overlap condition (3.50) and the estimate (2.5), we further have

\[
\| u_\varepsilon - u^p \|_{a,\varepsilon}^2 \leq \varepsilon^2 C^2_\chi \kappa^* a_{\max} \left( \| u_\varepsilon \|_{L^2(\Omega)}^2 + \| f \|_{L^2(\Omega)}^2 \right)
\]

\[
\leq 4\varepsilon^2 C^2_\chi \kappa^* a_{\max} \| f \|_{L^2(\Omega)}^2,
\]

which yields (3.52). The estimate (3.53) can be proved similarly by using (3.5). \( \square \)

When the local approximation spaces defined in Definition 3.6 are used, we can apply Theorem 3.8 and a similar argument as above to prove

**Lemma 3.16.** Let \( u_\varepsilon \) be the exact solution of (2.4) and let \( u_\varepsilon^G \) be the GFEM approximation. In addition, let \( S_n(\omega_i) \) be defined in Definition 3.6, and let \( \delta_i^* > 0 \). If for each \( i = 1, \cdots, M, \) \( n_i > \Lambda_i \), then

\[
\| u_\varepsilon - u_\varepsilon^G \|_{a,\varepsilon} \leq 2\varepsilon \sqrt{\kappa^* a^2_{\max}} C_\chi \left( \max_{i=1,\cdots,M} e^{-b_i n_i^{1/(d+1)}} \right) \| f \|_{L^2(\Omega)},
\]

where \( \Lambda_i \) and \( b_i \) are positive constants.

It is important to note that the standard \( H^1(\Omega) \)-norm of \( u_\varepsilon - u_\varepsilon^G \), as implied by Lemmas 3.15 and 3.16, can be bounded by a constant independent of \( \varepsilon \).
4. Discrete MS-GFEM. In this section, in the same spirit as the continuous MS-GFEM, local particular functions and local approximation spaces are constructed at the discrete level to approximate the fine-scale FE solution $u_{h,\varepsilon}$ locally, giving rise to the discrete MS-GFEM. The focus of this section will be on the analysis of the local approximation errors. For convenience, we assume that all the subdomains $\{\omega_i\}_{i=1}^M$ and the oversampling domains $\{\omega_i^*\}_{i=1}^M$ are resolved by the mesh.

To start with, we recall that $V_h \subset H^1(\Omega)$ is the standard FE space of continuous piecewise polynomials defined on the mesh $\tau_h$, and define the following local FE spaces on the oversampling domains $\omega_i^*$:

\begin{align}
V_h(\omega_i^*) &= \{ v_h|_{\omega_i^*} : v_h \in V_h \}, \\
V_{h,\Gamma}(\omega_i^*) &= \{ v_h \in V_h(\omega_i^*) : v_h = 0 \text{ on } \partial \omega_i^* \cap \Gamma \}, \\
V_{h,0}(\omega_i^*) &= \{ v_h \in V_h(\omega_i^*) : v_h = 0 \text{ on } \partial \omega_i^* \}, \\
V_{h,a,\varepsilon}(\omega_i^*) &= \{ v_h \in V_{h,\Gamma}(\omega_i^*) : a_{\varepsilon,\omega_i^*}(u_h, v_h) = 0 \quad \forall v_h \in V_{h,0}(\omega_i^*) \}.
\end{align}

Here the $V_{h,a,\varepsilon}(\omega_i^*)$ are referred to as discrete generalized harmonic spaces. Note that $V_{h,a,\varepsilon}(\omega_i^*)$ are non-conforming approximations of $H_{a,\varepsilon}(\omega_i^*)$, i.e., $V_{h,a,\varepsilon}(\omega_i^*) \not\subseteq H_{a,\varepsilon}(\omega_i^*)$. This makes the analysis of the discrete MS-GFEM much more involved than its continuous counterpart.

In parallel with the presentation in Section 3, we introduce the following discrete local problem: Find $\psi_{h,\varepsilon,i} \in V_{h,\Gamma}(\omega_i^*)$ such that

\begin{align}
a_{\varepsilon,\omega_i^*}(\psi_{h,\varepsilon,i}, v_h) &= F_{\omega_i^*}(v_h) \quad \forall v_h \in V_{h,\Gamma}(\omega_i^*),
\end{align}

Similar to the continuous case, it is easy to see that $u_{h,\varepsilon}|_{\omega_i^*} - \psi_{h,\varepsilon,i} \in V_{h,a,\varepsilon}(\omega_i^*)$, where $u_{h,\varepsilon}$ is the solution of the fine-scale FE problem (2.6). To find the desired discrete local approximation space, we proceed in a similar way as before by first defining the operator $P_{h,i} : V_{h,a,\varepsilon}(\omega_i^*) \to V_{h,0}(\omega_i)$ such that

\begin{align}
P_{h,i} v_h &= I_h(\chi_i v_h),
\end{align}

where $I_h : C(\Omega) \to V_h$ denotes the standard Lagrange interpolation operator, and then considering the associated Kolmogrov n-width:

\begin{align}
d_{h,n}(\omega_i, \omega_i^*) := \inf_{Q(n) \subset V_{h,0}(\omega_i)} \sup_{u_h \in V_{h,a,\varepsilon}(\omega_i^*)} \inf_{v_h \in Q(n)} \| P_{h,i} u_h - v_h \|_{a,\varepsilon,\omega_i^*},
\end{align}

Since $V_{h,a,\varepsilon}(\omega_i^*)$ and $V_{h,0}(\omega_i)$ are finite-dimensional spaces, it is clear that $P_{h,i}$ is compact. Similar to Lemma 3.5, we have the following characterization of $d_{h,n}(\omega_i, \omega_i^*)$.

The proof is identical to that of Lemma 3.5 and thus is omitted here.

**Lemma 4.1.** For each $k \in \mathbb{N}$, let $(\lambda_{h,k}, \phi_{h,k})$ be the $k$-th eigenpair (in decreasing order) of the problem

\begin{align}
a_{\varepsilon,\omega_i}(I_h(\chi_i \phi_h), I_h(\chi_i v_h)) &= \lambda_h a_{\varepsilon,\omega_i}(\phi_h, v_h) \quad \forall v_h \in V_{h,a,\varepsilon}(\omega_i^*),
\end{align}

Then, $d_{h,n}(\omega_i, \omega_i^*) = \lambda_{h,n+1}^{1/2}$, and the optimal approximation space is given by

\begin{align}
\hat{Q}(n) = \text{span}\{ I_h(\chi_i \phi_{h,1}), \ldots , I_h(\chi_i \phi_{h,n}) \}.
\end{align}

Now we can define the local particular functions and the local approximation spaces for the discrete MS-GFEM.
Theorem 4.2. On each $\omega_i$, let the discrete local particular function and the discrete local approximation space be defined as

\begin{equation}
\psi_{h,i} = \psi_{h,i}^{\varepsilon,\omega_i}, \quad S_{h,n_i}(\omega_i) = \text{span}\{\phi_{h,1}\mid_{\omega_i}, \cdots, \phi_{h,n_i}\mid_{\omega_i}\},
\end{equation}

where $\psi_{h,i}$ is the solution of (4.2) and $\phi_{h,k}$ denotes the $k$-th eigenfunction of problem (4.5). Then, the fine-scale FE solution $u_{h,\varepsilon}$ can be approximated locally as

\begin{equation}
\inf_{\varphi \in V_{h,i}^{\varepsilon,\omega_i} + S_{h,n_i}(\omega_i)} \|I_h(\chi_i(u_{h,\varepsilon} - \varphi_h))\|_{a,\varepsilon,\omega_i} \leq d_{h,n_i}(\omega_i, \omega_i^*) \|u_{h,\varepsilon} - \psi_{h,i}\|_{a,\varepsilon,\omega_i^*}.
\end{equation}

Proof. Similar to the continuous case, we have $u_{h,\varepsilon}\mid_{\omega_i} - \psi_{h,i} \in V_{h,a,\varepsilon}(\omega_i^*)$. Hence, the estimate (4.8) follows from Lemma 4.1 and the definition of the $n$-width. \qed

Remark 4.3. Compared with those at the continuous level, the local eigenproblems at the discrete level are defined in a slightly different way, with the Lagrange interpolation operator $I_h$ incorporated. This modification enables us to get the desired discrete local approximation error estimates (4.8) involving $I_h$.

Exponential error bounds for the local approximations of the discrete MS-GFEM are established in the next subsection.

4.1. Local approximation error estimates. In this subsection, we shall derive upper bounds for the local approximation errors of the discrete MS-GFEM. It is important to note that although the local approximations of MS-GFEM in the continuous and discrete settings are constructed in the same spirit and are similar in form, the local error analysis in the discrete setting is typically more complicated. This complication becomes much greater for singularly perturbed problems, and special care is needed to deal with the interplay among the singular perturbation parameter, the fine-scale FE mesh size, and the oversampling size. In particular, we will distinguish two cases: $h \leq \varepsilon$ and $h \geq \varepsilon$. As in subsection 3.2, the subscript $i$ is dropped for ease of notation and we denote by $\delta^* = \text{dist}(\omega, \partial \omega^* \setminus \partial \Omega)$.

To begin with, we state the main results of this subsection. Let us first consider the case when only the local particular functions are used for the local approximations.

Theorem 4.4. Let $u_{h,\varepsilon}$ be the solution of the fine-scale FE problem (2.6), and let $\psi_{h,\varepsilon}$ be the local particular function defined in (4.2). There exist positive constants $c_0$, $c_1$, and $C$ independent of $\varepsilon$ and $h$, such that if $\delta^* \geq c_0 \max\{\varepsilon, h\}$,

\begin{equation}
\|I_h(\chi(u_{h,\varepsilon} - \psi_{h,\varepsilon}))\|_{a,\varepsilon,\omega} / (\|u_{h,\varepsilon}\|_{L^2(\omega^*)} + \|\psi_{h,\varepsilon}\|_{L^2(\omega^*)}) \\
\leq \begin{cases}
C(1 + \varepsilon\|\nabla \chi\|_{L^\infty(\omega^*)})(\varepsilon/\delta^*)^{-c_1\delta^*/\varepsilon}, & \text{if } h \leq \varepsilon, \\
C(1 + \varepsilon\|\nabla \chi\|_{L^\infty(\omega^*)})(h/\delta^*)^{1/2}e^{-c_1\delta^*/h}, & \text{if } \varepsilon \leq h.
\end{cases}
\end{equation}

Theorem 4.4 indicates that if the oversampling size $\delta^*$ is relatively large with respect to $\varepsilon$ and $h$, the local particular functions are good local approximations of the fine-scale FE solution and thus it is not necessary to build the local approximation spaces. Conversely, if relatively small oversampling domains are used, then we need to construct the local approximation spaces using the local eigenfunctions and identify the associated approximation errors. To do this, as before, we assume that $\delta^* > 0$.

Theorem 4.5. There exist positive constants $\Lambda$, $b$, $c_0$, $c_1$, and $C$, independent of $\varepsilon$ and $h$, such that the following holds.
\[ d_n(\omega, \omega^*) \leq C(1 + \varepsilon \| \nabla \chi \|_{L^\infty(\omega)}) e^{-bn^{d/(d+1)}}. \]

- \( h \geq \varepsilon \). Let \( \sigma_0 > \sqrt{2} \) and assume that the meshes \( \{ \tau_h \} \) are quasi-uniform. For any \( n \) with \( c_1 (\delta^*/(\sigma_0^2 h))^{d+1} \leq n \leq c_1 (\delta^*/(2h))^{d+1}, \)

\[ d_n(\omega, \omega^*) \leq C(1 + \varepsilon \| \nabla \chi \|_{L^\infty(\omega)}) e^{-bn^{d/(d+1)}}. \]

**Remark 4.6.** In the asymptotic regime (i.e., \( h \leq \varepsilon \)), the local error bounds of the discrete method in Theorems 4.4 and 4.5 are very similar to those of the continuous method in Theorems 3.3 and 3.8, respectively. In the preasymptotic regime (i.e., \( h \geq \varepsilon \)), which is of more interest in practice, the results are different and more complicated. In particular, the performance of the discrete method in this regime depends crucially on the ratio of the oversampling size \( \delta^* \) to the mesh size \( h \) instead of \( \varepsilon \). For example, in this regime, even if \( \delta^*/\varepsilon \) is large, the (discrete) local particular functions may not locally approximate the discrete solution well, as contrasted with the continuous case.

To prove Theorems 4.4 and 4.5, we need some Caccioppoli-type inequalities for discrete generalized harmonic functions as in the continuous case. These inequalities, however, are much more difficult to prove than their continuous counterparts due to the spatial discretization. To prove such inequalities, we first give a preliminary superapproximation result.

**Lemma 4.7 ([12]).** Let \( \eta \in C^\infty(\Omega) \) with \( \| \eta \|_{W^{j,\infty}(\Omega)} \leq C \delta^{-j} \) for \( 0 \leq j \leq r + 1 \). Then for each \( u_h \in V_h \) and \( K \in \tau_h \) satisfying \( h_K \leq \delta \),

\[ \| \eta^2 u_h - I_h(\eta^2 u_h) \|_{H^1(K)} \leq C \left( \frac{h_K}{\delta} \| \nabla (\eta u_h) \|_{L^2(K)} + \frac{h_K^2}{\delta^2} \| u_h \|_{L^2(K)} \right), \]

\[ \| \eta^2 u_h - I_h(\eta^2 u_h) \|_{L^2(K)} \leq C \left( \frac{h_K^2}{\delta} \| \nabla (\eta u_h) \|_{L^2(K)} + \frac{h_K}{\delta^2} \| u_h \|_{L^2(K)} \right), \]

where \( C \) is independent of \( \delta \) and \( h_K \).

The following lemma gives the desired discrete Caccioppoli inequalities in both asymptotic and preasymptotic regimes.

**Lemma 4.8.** Let \( D \subset D^* \) be given open connected subsets of \( \Omega \), and let \( \delta := \text{dist} (D, \partial D^* \setminus \partial \Omega) > 0 \). In addition, let \( \text{max}_{K \subset D^* \setminus \partial \Omega} h_K \leq \frac{1}{2} \delta \). Then, there exists \( C_0 > 0 \) independent of \( \varepsilon, h, \) and \( \delta \), such that for any \( u_h \in V_{h,a,\varepsilon}(D^*) \),

\[ \| u_h \|_{a,\varepsilon, D} \leq C_0 (\varepsilon/\delta) \| u_h \|_{L^2(D^*)}, \quad \text{if } h \leq \varepsilon, \]

\[ \| u_h \|_{a,\varepsilon, D} \leq C_0 (h/\delta)^{1/2} \| u_h \|_{L^2(D^*)}, \quad \text{if } \varepsilon \leq h. \]

**Proof.** Let \( \tilde{D}^* \) be the union of elements that are contained in \( D^* \). Using the assumption that \( \delta = \text{dist} (D, \partial D^* \setminus \partial \Omega) > 2 \max_{K \subset D^* \setminus \partial \Omega} h_K \), we see that

\[ \text{dist} (D, \partial \tilde{D}^* \setminus \partial \Omega) \geq \frac{1}{2} \delta. \]

Let \( \eta \in C^\infty(\tilde{D}^*) \) be a cut-off function which satisfies

\[ \eta \equiv 1 \text{ in } D, \quad \eta = 0 \text{ on } \partial \tilde{D}^* \setminus \partial \Omega, \]

\[ \| \eta \|_{W^{j,\infty}(\tilde{D}^*)} \leq C \delta^{-j}, \quad j = 1, \cdots, r + 1. \]
Using the same argument as in the proof of (A.3), we have

\begin{equation}
\|\eta u_h\|_{2,\bar{D}}^2 = \varepsilon^2 \int_{\bar{D}} (A \nabla \eta \cdot \nabla \eta) u_h^2 \, dx + a_{\varepsilon, \bar{D}}(u_h, \eta^2 u_h).
\end{equation}

(4.17)

In contrast to the continuous case, the last term on the right hand side of (4.17) does not vanish since \(\eta^2 u_h \notin V_{h,0}(\bar{D})\). However, noting that \(I_h(\eta^2 u_h) \in V_{h,0}(\bar{D})\), where \(I_h\) denotes the standard Lagrange interpolant, we see that \(a_{\varepsilon, \bar{D}}(u_h, I_h(\eta^2 u_h)) = 0\). It follows that

\begin{equation}
\|\eta u_h\|^2_{a,\varepsilon, \bar{D}} = \varepsilon^2 \int_{\bar{D}} (A \nabla \eta \cdot \nabla \eta) u_h^2 \, dx + a_{\varepsilon, \bar{D}}(u_h, \eta^2 u_h - I_h(\eta^2 u_h))
\end{equation}

(4.18)

\[
\leq C(\varepsilon/\delta)^2 \|u_h\|^2_{L^2(\bar{D})} + \varepsilon^2 (A \nabla u_h, \nabla (\eta^2 u_h - I_h(\eta^2 u_h)))_{L^2(\bar{D})} + (u_h, \eta^2 u_h - I_h(\eta^2 u_h))_{L^2(\bar{D})}.
\]

To estimate the last two terms of (4.18), we shall use the superapproximation result in Lemma 4.7. Applying (4.12) and an inverse estimate (local to each element), we have

\begin{equation}
\begin{align*}
&\quad \left| (A \nabla u_h, \nabla (\eta^2 u_h - I_h(\eta^2 u_h)))_{L^2(\bar{D})} \right| \\
&\leq C \sum_{K \subset \bar{D}} h_K \|\nabla u_h\|_{L^2(K)} (\delta^{-1} \|\nabla (\eta u_h)\|_{L^2(K)} + \delta^{-2} \|u_h\|_{L^2(K)}) \\
&\leq C\delta^{-2} \sum_{K \subset \bar{D}} \|u_h\|_{L^2(K)}^2 + \frac{a_{\min}}{3} \sum_{K \subset \bar{D}} \|\nabla (\eta u_h)\|_{L^2(K)}^2 \\
&\leq C\delta^{-2} \|u_h\|^2_{L^2(\bar{D})} + \frac{1}{3} \|A^{1/2} \nabla (\eta u_h)\|^2_{L^2(\bar{D})}.
\end{align*}
\end{equation}

(4.19)

If \(h \leq \varepsilon\), we can use (4.13) and a similar argument as above to deduce

\begin{equation}
\begin{align*}
&\quad \left| (u_h, \eta^2 u_h - I_h(\eta^2 u_h))_{L^2(\bar{D})} \right| \\
&\leq C(h/\delta)^2 \|u_h\|^2_{L^2(\bar{D})} + \frac{h^2}{3} \|A^{1/2} \nabla (\eta u_h)\|^2_{L^2(\bar{D})} \\
&\leq C(\varepsilon/\delta)^2 \|u_h\|^2_{L^2(\bar{D})} + \frac{\varepsilon^2}{3} \|A^{1/2} \nabla (\eta u_h)\|^2_{L^2(\bar{D})}.
\end{align*}
\end{equation}

(4.20)

Inserting (4.19) and (4.20) into (4.18) and using (4.16) and the fact that \(\bar{D} \subset D^*\) gives (4.14) in the case that \(h \leq \varepsilon\).

Next we assume that \(\varepsilon \leq h\). Using (4.13), (4.16), and an inverse estimate, we see that for each \(K \subset \bar{D}^*\),

\begin{equation}
\|\eta^2 u_h - I_h(\eta^2 u_h)\|_{L^2(K)} \leq C \left( \frac{h_K^2}{\delta^2} + \frac{h_K}{\delta} \right) \|u_h\|_{L^2(K)} \leq C \frac{h_K}{\delta} \|u_h\|_{L^2(K)}.
\end{equation}

(4.21)

It follows that

\begin{equation}
\left| (u_h, \eta^2 u_h - I_h(\eta^2 u_h))_{L^2(\bar{D})} \right| \leq C(h/\delta) \|u_h\|^2_{L^2(\bar{D})}.
\end{equation}

(4.22)

Inserting (4.19) and (4.22) into (4.18) and using the assumption that \(\varepsilon \leq h\) gives the second inequality of (4.14).

\[ \square \]
If the distance between $D$ and $D^*$ is large with respect to $\varepsilon$ and $h$, we can get a sharper Caccioppoli inequality for discrete generalized harmonic functions as in the continuous case; see Lemma 3.9.

**Lemma 4.9.** There exist positive constants $c_0$, $c_1$ and $C$ such that for any open connected sets $D \subset D^* \subset \Omega$ with $\delta := \text{dist} (D, \partial D^* \setminus \partial \Omega) \geq c_0 \max\{\varepsilon, h\}$ and for any $u_h \in V_{h,a,\varepsilon}(D^*)$,

$$\|u_h\|_{a,\varepsilon,D} \leq C(\varepsilon/\delta)e^{-c_1\delta/\varepsilon}\|u_h\|_{L^2(D^*)}, \quad \text{if } h \leq \varepsilon,$$

$$\|u_h\|_{a,\varepsilon,D} \leq C(h/\delta)^{1/2}e^{-c_1\delta/h}\|u_h\|_{L^2(D^*)}, \quad \text{if } \varepsilon \leq h. \tag{4.23}$$

**Proof.** Estimate (4.23) can be proved by an iteration argument similar to that in the proof of Lemma 3.9 and thus we only prove it for the case $\varepsilon \leq h$. Let $C_d$ and $C_0$ be the constants as in (2.17) and Lemma 4.8, respectively, and we assume that $C_d^2 C_d h < \delta$. Let $N = \lfloor \delta/(C_0^2 C_d^2 h) \rfloor$. Choose $\{D_k\}_{k=0}^N$ such that $D = D_0 \subset \cdots \subset D_N = D^*$ and $\text{dist}(D_{k-1}, \partial D_k \setminus \partial \Omega) = \delta/N$. Applying (4.14) in the case $\varepsilon \leq h$ on $D_0$ and $D_1$ gives

$$\|u_h\|_{L^2(D_0)} \leq (C_d^2 C_d N h/\delta)^{1/2}\|u_h\|_{L^2(D_1)}. \tag{4.24}$$

Repeating the argument on domains $D_1, \cdots, D_N$, it follows that

$$\|u_h\|_{L^2(D)} = \|u_h\|_{L^2(D_0)} \leq (C_d^2 C_d N h/\delta)^{N/2}\|u_h\|_{L^2(D^*)}. \tag{4.25}$$

Noting that $N$ satisfies $C_d^2 C_d N h/\delta \leq e^{-2}$ and $N \geq \delta/(C_0^2 C_d^2 h) - 1$, we further have

$$\|u_h\|_{L^2(D)} \leq e^{-N}\|u_h\|_{L^2(D^*)} \leq e^{-1/\delta/(C_0^2 C_d^2 h)}\|u_h\|_{L^2(D^*)}. \tag{4.26}$$

To finish the proof, let $D_{\delta/2}$ lie between $D$ and $D^*$ with $\text{dist}(D, \partial D_{\delta/2} \setminus \partial \Omega) = \text{dist}(D_{\delta/2}, \partial D^* \setminus \partial \Omega) = \delta/2$. The desired estimate (4.23) follows by first applying (4.14) on $D$ and $D_{\delta/2}$ and then applying (4.26) on $D_{\delta/2}$ and $D^*$. \qed

The following lemma gives the stability of the operator $P_h$ defined by (4.3).

**Lemma 4.10.** Let $D^* \subset \Omega$ be a collection of elements and $D \subset D^*$. Assume that $\eta \in W^{1,\infty}(D^*)$ satisfies $\|\eta\|_{L^\infty(D^*)} \leq 1$ and supp($\eta$) $\subset \overline{D}$. Then, there exists $C > 0$ such that

$$\|I_h(\eta u_h)\|_{a,\varepsilon,D^*} \leq C(1 + \varepsilon/\|\nabla \eta\|_{L^\infty(D^*)})\|u_h\|_{a,\varepsilon,D^*}, \quad \forall u_h \in V_h(D^*). \tag{4.27}$$

**Proof.** Using error estimates of the interpolation operator $I_h$ (see, e.g., [8, Theorem 4.4.20]) and a triangle inequality gives that

$$\|I_h(\eta u_h)\|_{a,\varepsilon,D^*} \leq C\|\eta u_h\|_{a,\varepsilon,D^*}. \tag{4.28}$$

Since $\|\eta\|_{L^\infty(D^*)} \leq 1$ and supp($\eta$) $\subset \overline{D}$, we further have

$$\|I_h(\eta u_h)\|_{a,\varepsilon,D^*} \leq C(\varepsilon\|A^{1/2}\nabla(\eta u_h)\|_{L^2(D^*)} + \|u_h\|_{L^2(D^*)}). \tag{4.29}$$

Applying a triangle inequality and the assumptions on $\eta$ again, we see that

$$\|A^{1/2}\nabla(\eta u_h)\|_{L^2(D^*)} \leq \|\eta A^{1/2}\nabla u_h\|_{L^2(D^*)} + \|u_h A^{1/2}\nabla \eta\|_{L^2(D^*)} \tag{4.30}$$

$$\leq \|A^{1/2}\nabla u_h\|_{L^2(D)} + C\|\nabla \eta\|_{L^\infty(D^*)}\|u_h\|_{L^2(D)}. \tag{4.31}$$

Inserting (4.31) into (4.29) yields (4.27). \qed
Now we are ready to prove Theorem 4.4.

Proof of Theorem 4.4. Assuming that $h \leq \varepsilon$ and applying Lemmas 4.9 and 4.10 with $D = \omega$, $D^* = \omega^*$, $u_h = u_{h,\varepsilon,\omega} - \psi_{h,\varepsilon} \in V_{h,\omega,\varepsilon}(\omega^*)$, and $n = \chi$, we get

$$
\|I_h(\chi(u_{h,\varepsilon} - \psi_{h,\varepsilon}))\|_{a,\varepsilon,\omega} \leq C(1 + \varepsilon\|\nabla\chi\|_{L^\infty(\omega)})(\varepsilon/\delta^*)e^{-\varepsilon_1\delta^*/\varepsilon}
\times \|u_{h,\varepsilon} - \psi_{h,\varepsilon}\|_{L^2(\omega^*)}.
$$

Estimate (4.9) follows from (4.31) and the fact that $\|\psi_{h,\varepsilon}\|_{L^2(\omega^*)} \leq \|f\|_{L^2(\omega^*)}$. The other case can be proved similarly. □

It remains to prove Theorem 4.5. To this end, we first construct an auxiliary space in which any discrete generalized harmonic function can be approximated with an algebraic convergence rate as in the continuous case; see Lemma 3.13.

Lemma 4.11. Let $D$ and $D^*$ be open connected subsets of $\Omega$ with $D \subset D^*$ and $\delta = \text{dist}(D, \partial D^* \setminus \partial \Omega) > 4h$, and let $m \in \mathbb{N}$ satisfy $m \geq C_1|D^*|(\delta/2)^{-d}$ with $C_1$ given by Lemma 3.10. There exist an $m$-dimensional space $\Psi_{h,m}(D^*) \subset V_{h,\omega,\varepsilon}(D^*)$ and a constant $C > 0$ independent of $\varepsilon$, $h$, and $\delta$ such that the following holds.

(i) Supposing that $h \leq \varepsilon$, then for any $u_h \in V_{h,\omega,\varepsilon}(D^*)$,

$$
\inf_{\varphi_h \in \Psi_{h,m}(D^*)} \|u_h - \varphi_h\|_{a,\varepsilon,D} \leq C|D^*|^{1/d}m^{-1/d}\varepsilon^{-1} \|u_h\|_{a,\varepsilon,D}.
$$

(ii) Supposing that $h \geq \varepsilon$ and that the meshes $\{\tau_h\}$ are quasi-uniform, then for any $u_h \in V_{h,\omega,\varepsilon}(D^*)$,

$$
\inf_{\varphi_h \in \Psi_{h,m}(D^*)} \|u_h - \varphi_h\|_{a,\varepsilon,D} \leq C|D^*|^{1/d}m^{-1/d}(h\varepsilon)^{-1/2} \|u_h\|_{a,\varepsilon,D}.
$$

Proof. The proof of the result (i) is exactly the same as that of Lemma 3.13, based on a combination of Lemma 3.12 and the discrete Caccioppoli inequality (4.14). Now we assume that $h \geq \varepsilon$. Let $D_{\delta/2}$ satisfy $D \subset D_{\delta/2} \subset D^*$ and $\text{dist}(D, \partial D_{\delta/2} \setminus \partial \Omega) = \text{dist}(D_{\delta/2}, \partial D^* \setminus \partial \Omega) = \delta/2$. Applying Lemma 3.12 on $D_{\delta/2}$ and $D^*$ with $S(D^*) = V_{h,\omega,\varepsilon}(D^*)$, we see that there exists an $m$-dimensional space $\Psi_{h,m}(D^*) \subset V_{h,\omega,\varepsilon}(D^*)$ such that for any $u_h \in V_{h,\omega,\varepsilon}(D^*)$,

$$
\inf_{\varphi_h \in \Psi_{h,m}(D^*)} \|u_h - \varphi_h\|_{L^2(D_{\delta/2})} \leq C|D^*|^{1/d}m^{-1/d}\|\nabla u_h\|_{L^2(D^*)}.
$$

Here we can slightly shrink the domain $D^*$ in (4.34) if necessary such that it is made of elements. Using an inverse estimate on $D^*$, we further have

$$
\inf_{\varphi_h \in \Psi_{h,m}(D^*)} \|u_h - \varphi_h\|_{L^2(D_{\delta/2})} \leq C h^{-1}|D^*|^{1/d}m^{-1/d}\|u_h\|_{L^2(D^*)}
\leq C h^{-1}|D^*|^{1/d}m^{-1/d}\|u_h\|_{a,\varepsilon,D^*}.
$$

Combining (4.35) with the second part of (4.14) yields (4.33). □

Now we are in the position to prove Theorem 4.5.

Proof of Theorem 4.5. Let $N \in \mathbb{N}$. As in the continuous case, we choose nested domains $\{\omega^j\}_{j=1}^{N+1}$ with $\omega = \omega^{N+1} \subset \omega^N \subset \cdots \subset \omega^1 = \omega^*$ and $\text{dist}(\omega^{k-1}, \partial \omega^k \setminus \partial \Omega) = \delta^*/N$. The proof of the first part of Theorem 4.5 is similar to that of Theorem 3.8. By first repeatedly applying (4.32) on $\omega^1, \cdots, \omega^N$, then using Lemma 4.10, and finally taking $n \sim N^{d+1}$, we get (4.10) provided that $h \leq \delta^*/(4N) \leq c_0 n^{-1/(d+1)}$. 

Next we prove the second part of Theorem 3.8. Let \( \sigma_0 > \sqrt{2} \). Assuming that

\[
\frac{\delta^*}{\sigma_0^2 h} \leq N \leq \frac{\delta^*}{2h} \iff \frac{\delta^*}{Nh} \leq \frac{1}{2} \leq \sigma_0,
\]

we can apply Lemma 4.11 (ii) with \( D = \omega^{k-1} \), \( D^* = \omega^k \), and \( \delta = \delta^*/N \) to deduce that there exists \( \Psi_{h,m}(\omega^k) \subset V_{h,a,\varepsilon}(\omega^k) \) such that

\[
\inf_{\varphi_h \in \Psi_{h,m}(\omega^k)} \| u_h - \varphi_h \|_{a,\varepsilon,\omega^{k-1}} \leq C|\omega^k|^{1/d}m^{-1/d}\delta^{-1}(\delta/h)^{1/2} \| u_h \|_{a,\varepsilon,\omega^k}
\]

\[
\leq C\sigma_0|\omega^k|^{1/d}m^{-1/d}\delta^{-1} \| u_h \|_{a,\varepsilon,\omega^k} \quad \forall u_h \in V_{h,a,\varepsilon}(\omega^k).
\]

Note that estimate (4.37) is similar to (4.32) except that the constant \( C \) is replaced by \( C\sigma_0 \). Hence, (4.11) can also be proved by a similar argument as in the proof of Theorem 3.8 and by keeping track of the constant \( \sigma_0 \). We omit the details here. Finally, since we take \( n \sim N^{d+1} \) in the proof, condition (4.36) is equivalent to that

\[
c_1 \left( \frac{\delta^*}{\sigma_0^2 h} \right)^{(d+1)} \leq n \leq c_1 \left( \frac{\delta^*}{2h} \right)^{(d+1)}. \tag{4.38}
\]

The global error estimates of the discrete MS-GFEM are identical to those in the continuous setting, and hence are omitted.

5. Numerical experiments. In this section, we present some numerical results to support our theoretical analysis. We consider the problem (2.1) on the unit square, i.e., \( \Omega = (0,1)^2 \), with a scalar diffusion coefficient varying at a scale of 0.01 as illustrated in Figure 2. The right-hand side \( f \) is given by

\[
f(x) = 10 \exp \left( -10(x_1 - 0.15)^2 - 10(x_2 - 0.55)^2 \right).
\]

The domain is discretized by a uniform Cartesian grid with \( h = 10^{-3} \) on which all the local problems in the proposed method are solved. We first partition the domain into \( N^2 \) non-overlapping subdomains \( \{\omega'_i\} \) with boundaries aligned with the fine mesh, and then extend each \( \omega'_i \) by adding 2 layers of fine-mesh elements to create an open cover \( \{\omega_i\} \) of the domain. Each subdomain \( \omega_i \) is further extended by adding \( \ell \) layers of fine-mesh elements to create the associated oversampling domain \( \omega^*_i \), and hence the oversampling size \( \delta^* \) is \( \ell h \). The fine-scale FE solution \( u_h \), i.e., the solution of the standard FE discretization (2.6) on the fine-mesh, is considered as the reference solution.

![Fig. 2. The diffusion coefficient \( A(x) \).](image-url)
First, we test the performance of our method using the local spectral basis for the problem with $\varepsilon = 10^{-1}$ and $\varepsilon = 10^{-4}$. The errors measured in the energy norm are plotted in Figure 3 in a semi-logarithmic scale with $N = 20$. We clearly see that the method behaves dramatically differently for non-singularly perturbed and singularly perturbed problems. For the problem with $\varepsilon = 10^{-1}$, it is essential to use the spectral basis for the local approximations, and the errors decay nearly exponentially with respect to the number of local basis functions used per subdomain. For the problem with $\varepsilon = 10^{-4}$, however, the global particular function alone can approximate the reference solution very well, and the local spectral basis does little to improve the accuracy of the method.

Next, we test the performance of our method without using the local spectral basis, i.e., by only pasting the local particular functions together to get the approximate solution. Numerical results with $N = 10$ for various values of $\varepsilon$ and $\delta^*$ are shown in Table 1. We observe that for $\varepsilon = 10^{-1}$ and $\varepsilon = 10^{-2}$, the errors decay slowly with increasing oversampling size, but for smaller $\varepsilon$, the errors decay rapidly. For a fixed oversampling size, at first the errors decay rapidly as $\varepsilon$ decreases, but they stop decaying when $\varepsilon$ is much smaller than $h$. This behavior agrees with our theoretical prediction; recall that Theorem 4.4 shows that the error of the method decays exponentially with respect to $\delta^*/h$ instead of $\delta^*/\varepsilon$ in the pre-asymptotic regime. We remark that the rates of convergence with respect to $\varepsilon$ shown by Table 1 are smaller than that predicted by Theorem 4.4, which is due to the fact that the oversampling size used here is not sufficiently large to meet the assumption therein. In fact, for singularly perturbed problems, the method with a moderate oversampling size can achieve an accuracy close to machine precision.

In Figure 4, we plot the reference solution and the global particular solution computed with $N = 10$ and $\delta^* = 15h$ for the problem with $\varepsilon = 0.1$ and $\varepsilon = 10^{-3}$. It can be clearly seen that for $\varepsilon = 0.1$, the global particular solution fails to approximate the reference solution well, while for $\varepsilon = 10^{-3}$, it agrees very well with the reference solution.

6. Conclusions. We have presented the multiscale spectral GFEM for solving singularly-perturbed reaction-diffusion problems with rough diffusion coefficients. The method was used at the continuous level as a multiscale discretization scheme of the continuous problem, and also at the discrete level as a coarse-space approximation of the fine-scale FE problem. At both levels, $\varepsilon$-explicit and exponential decay rates of the method with respect to the oversampling size and the number of local degrees of freedom are achieved.
Table 1

\[ \| u_h - u_G^h \|_{a, \varepsilon} \]

| \( \varepsilon \) | \( \delta^* = 5h \) | \( \delta^* = 10h \) | \( \delta^* = 15h \) | \( \delta^* = 20h \) |
|---|---|---|---|---|
| \( 10^{-1} \) | 2.888e+1 | 2.841e+1 | 2.793e+1 | 2.746e+1 |
| \( 10^{-2} \) | 4.761e-1 | 3.590e-1 | 2.701e-1 | 2.036e-1 |
| \( 10^{-3} \) | 1.340e-2 | 1.559e-3 | 1.749e-4 | 2.045e-5 |
| \( 10^{-4} \) | 4.264e-5 | 1.902e-8 | 1.066e-11 | 5.108e-15 |
| \( 10^{-5} \) | 1.789e-4 | 2.422e-7 | 3.277e-10 | 4.435e-13 |
| \( 10^{-6} \) | 1.834e-4 | 2.533e-7 | 3.497e-10 | 4.827e-13 |

Fig. 4. The reference solution (left) and the global particular solution (right) for the problem with \( \varepsilon = 10^{-1} \) (top) and \( \varepsilon = 10^{-3} \) (down).

freedom were derived. In particular, it was rigorously proved and numerically verified that in the singularly perturbed regime, an accurate approximate solution can be obtained by simply pasting the solutions of local reaction-diffusion problems posed on the oversampling domains together, without using the local spectral basis functions. To the best of our knowledge, this work is the first study on multiscale methods for singularly-perturbed heterogeneous reaction-diffusion problems. In the near future, we will investigate the extension of the method to singularly perturbed convection-diffusion problems. Recently, numerical methods for spectral fractional problems were successfully based on numerical methods for singular perturbation problems, [6], so that the present work can be the foundation for numerical multiscale fractional
Appendix A. Proof of Lemma 3.4.

Proof. For any \( u, v \in H^1(\omega^*_i) \), the product rule gives

\[
a_{\varepsilon, \omega^*_i}(\eta u, \eta v) = \varepsilon^2 \int_{\omega^*_i} (A \nabla \eta \cdot \nabla \eta) uv \, dx - \varepsilon^2 \int_{\omega^*_i} (A \nabla u \cdot \nabla \eta) \eta v \, dx
\]

(A.1)

\[
+ \varepsilon^2 \int_{\omega^*_i} (A \nabla \eta \cdot \nabla v) \eta u \, dx + a_{\varepsilon, \omega^*_i}(u, \eta^2 v).
\]

Exchanging \( u \) and \( v \) in (A.1) yields that

\[
a_{\varepsilon, \omega^*_i}(\eta v, \eta u) = \varepsilon^2 \int_{\omega^*_i} (A \nabla \eta \cdot \nabla \eta) uv \, dx - \varepsilon^2 \int_{\omega^*_i} (A \nabla v \cdot \nabla \eta) \eta u \, dx
\]

(A.2)

\[
+ \varepsilon^2 \int_{\omega^*_i} (A \nabla \eta \cdot \nabla u) \eta v \, dx + a_{\varepsilon, \omega^*_i}(v, \eta^2 u).
\]

Adding (A.1) and (A.2) together and using the symmetry of the coefficient \( A \), we get

\[
a_{\varepsilon, \omega^*_i}(\eta u, \eta v) = \varepsilon^2 \int_{\omega^*_i} (A \nabla \eta \cdot \nabla \eta) uv \, dx + \frac{1}{2} \left( a_{\varepsilon, \omega^*_i}(u, \eta^2 v) + a_{\varepsilon, \omega^*_i}(v, \eta^2 u) \right).
\]

(A.3)

By the assumptions on \( u, v, \) and \( \eta \), we see that \( \eta^2 u, \eta^2 v \in H^1_0(\omega^*_i) \). Since \( u, v \in H_{a,\varepsilon}(\omega^*_i) \), it follows that

\[
a_{\varepsilon, \omega^*_i}(u, \eta^2 v) = a_{\varepsilon, \omega^*_i}(v, \eta^2 u) = 0.
\]

(A.4)

Inserting (A.4) into (A.3) gives (3.7). The inequality (3.8) follows by taking \( u = v \) in (3.7) and using (2.2). \( \square \)
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