An auditory scaling method for reverb synthesis from a single two-dimensional image
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Abstract: We present an auditory scaling method to generate reverberant sounds that more appropriately match the expected auditory impression of a space in a 2D image. Since the conventional method uses linear scale for the regression parameters of reverberation characteristics, correspondence with the human sense scale has not been considered. We have incorporated concepts from psychoacoustics into the reverberate parameters to improve regression performance in an actual environment, including the sound-masking effect, equal-loudness curves, and subjectively-equal reverberation time. Estimation errors in our scaling method were significantly lower than in comparison with previously presented results. The proposed reverb synthesis method was then evaluated in tests, using several scenes to demonstrate its benefits. Our reverb synthesis method can reproduce plausible reverberant sounds from 2D images, which can be used in mixed and augmented-reality applications.
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1. INTRODUCTION

To reproduce immersive experiences in mixed-reality (MR) or augmented-reality (AR) modes, virtual objects must be realistically presented [1]. The sense of immersion when interacting with virtual objects depends on audiovisual information that matches users’ expectations [2]. Compared with interactive content, such as virtual reality or video games, the environment through which a user will move in an MR/AR application is difficult to anticipate. As sound differently reflects in different spaces, and users are able to notice when a room sounds unnatural [3,4]. The MR/AR tool must subsequently replicate the reverberation characteristics of a room to match users’ expected characteristics.

A physical approach is common, by which the AR application simulates the physical phenomenon of reverberation. In these simulations, the transfer path and the reflectance path are calculated geometrically, using 3D reconstruction from multiple images [5,6]. Some researchers have tried to simulate actual physical spaces via waveform levels by considering the reflectance characteristics of estimated materials in the walls of such spaces [7].

Perceptual approaches can also be used, which focus less on the physics of the room and more on the user’s perspective. Kon and Koike, for instance, focus on the ability of expert audio engineers to estimate reverberation characteristics from images, subsequently demonstrating the feasibility of training convolutional neural networks (CNNs) in this expert skill [8,9]. Training an automated system to behave as an audio expert facilitates the synthesis of reverb without the need for a 3D model of the space.

However, the reproduction of reverberation for MR/AR applications remains somewhat difficult. Physical approaches need several images to reconstruct a 3D model of the space. Users therefore need to explore and observe a room from several perspectives, so that the reverb module can prepare a 3D model, before generating synthetic reverb. The amount of computation for these calculations is proportional to the size of the room, which can be extremely large [7]. As for the perceptual approach, large numerical errors remain in the estimation of reverberation characteristics [8,9]. Moreover, this approach does not mention how subjectively those errors affect impressions on audio-visual information matching.

One advantage of the perceptual approach is that the computational cost is constant, regardless of the spatial...
extent of the environment in question. Therefore, in this paper, we propose a method to improve the estimation of reverberation characteristics via the perceptual approach, and evaluate our method in user tests.

**System Overview using Proposed Method**

Figure 1 presents a block diagram, which is the system overview in this paper. Our reverberation synthesis system is an extended system based on the method for synthesizing a room impulse response (IR) suggested by Moorer [10,11]. In preliminary research for the design of the overall architecture as the perceptual approach, we interviewed professional and expert acoustic engineers about how they accomplish the feat of estimating the acoustic characteristics of a room using only images. Their comments were as follows:

- Broad characteristics are determined according to visual cues about the context of the space.
- Characteristics, such as timbre and reverberation time, are imagined from memories of similar spaces.

Therefore, we assumed four steps for a reverberation synthesis system from a 2D image. First the recognition step recognizes the scene, after which recall step associates a broad set of reverberation characteristics with the recognized scene. This is followed by the imagination phase, which predicts reverberation characteristics based on the differences between the impression of the current image and the images associated with known reverber characteristics. Finally, the rendering phase synthesizes the reverberation. In other word, the recall step corresponds to the Reverb Template block, which refers base waveforms based on the result of the Place Estimation block, which corresponds to the recognition step. Then, the Reverb Regression block, or the imagination phase, estimates reverberation characteristics and synthesizes the reverberation IR. Finally, the Reverb Processing block, or the rendering phase creates the reverberation sound.

In the conventional estimation method [8,9], the output parameters of the reverb regression block are linearly weighted. However, we considered that perceptual inaccuracies can be reduced if weighted inference, which is suitable for human senses can be made. For example, since the discrimination thresholds for reverberations are tested by using rate of change of the reference stimulus, the conventional linear scaling of reverberation time is considered inappropriate [12,13]. To improve the estimation of reverberation characteristics, we apply auditory scaling techniques based on hearing characteristics, assuming that an AR/MR system is used in an actual environment. For example, we apply psychoacoustic concepts, such as soundmasking effects [14,15] and the quantization of human perception, which is known as the Weber-Fechner law in the field of psychophysics [16]. Therefore, the output parameters of the reverb regression block are scaled with our auditory scaling method, and scaled output parameters are converted to linear scale in the Scale Conversion block.

In Sect. 3, we describe the reverberation IR and image database for the reverberation characteristics estimation. Section 4 introduces auditory scaling techniques that improve regression accuracy. We then describe the detailed implementation of our system in Sect. 5. In Sects. 6 and 7, we exhibit the results obtained by our system and user evaluation. Finally, Sect. 8 summarize the study.

**2. RELATED WORK**

This section reviews the literature on visual image recognition and the reproduction of reverberation.

**2.1. Reverberation**

Interactive sound rendering in MR/AR comprises three types of layers: modeling, propagation, and 3D audio rendering. The present study relates to reverberation in 3D audio rendering [5]. As artificial reverberation has been studied for more than 50 years, many synthesis methods are
now available [17]. Both physical and perceptual approaches can be used in the reproduction of reverberation characteristics [18]. Physical approaches involve simulating the reflection of infinite sounds in a certain space at the level of waveforms. Perceptual approaches use findings in the psychology of perception to reproduce reverberation, using a probabilistic model.

The perceptual approach also employs a digital filter to avoid any discomfort based on measured reverberation characteristics. In general, auditory approaches can reproduce natural-seeming reverberation with lower computational cost, but they require known reverberation characteristics. For example, for the reverberation time measured $RT60$ by energy decay curve (EDC) [19], the decay time for each room frequency and the energy decay relief (EDR) [2,20] are required as parameters, to calculate reverberation characteristics from a perceptual perspective. Physical approaches simulate an IR using boundary conditions and a 3D model of the room, and sound sources are convolved with simulated IR as the coefficients of a finite IR (FIR) filter [21]. Both numerical simulations [22] and geometric models [23] require 3D models in addition to boundary conditions such as restitution coefficients. In previously reported reverberation-reproduction methods, the targeted characteristics, 3D models, or boundary conditions must be known in advance.

Several methods for estimating reverberation characteristics from 2D images have been introduced over the recent years. Schissler et al., for instance, propose a novel method for boundary-condition problems that reconstructs a 3D model from multiple images and subsequently estimates the boundary conditions from the images, using the materials in context (MINC) database [7,24]. Alternatively, as a novel perceptual approach, CNNs have been employed to estimate reverberation characteristics from 2D images of a space [8,9]. This perceptual approach has the advantage of lower computational cost, since there is no need for 3D reconstruction compared with the physical approach. However, it is limited by problems of estimation scale, which does not consider the extents of human sense. This means the estimation error is still large.

2.2. Image Recognition

Since AlexNet [25] was presented, CNNs have been used to improve deep-learning performance in the field of image recognition [26,27]. In this study, we apply CNNs for scene recognition to identify the broad reverberation characteristics of a room. The datasets for scene recognition are Places 109, Places 365 [28], SUN 397, and SUN 908 [29]. The number of classifications varies depending on the data set. Although the datasets are different, they have all been successfully used to train various neural networks [27,30,31]. Therefore, image recognition with datasets for scene recognition can be useful to determine broad reverberation characteristics according to visual cues about the places in this paper.

3. Reverberation and Image Database

We created a reverberation database for reverberation characteristics estimation. This database contains various reverberate IRs of outdoor and indoor spaces, which have been taken from the libraries of DAW [32–34], the OpenAIR library [35], and IRs that we measured at several locations. The database contains a total of 523 scenes and 5106 IRs. To reduce variation in the data due to equipment, we excluded data for which the recording equipment was unknown or those not measured with a loudspeaker. For example, sounds of a balloon-pop, pistols, or hand claps were not included in the database.

The number of images is approximately 60,000. Images were listed in the manual, together with the measurement description given in those libraries. Since some scenes have panoramic images [33], they were cut out at roughly a 55-degree viewing angle.

We manually classified IRs based on metadata, using the Level 2 hierarchy regulated by SUN [29]. We chose this level of classification detail over a more fine-grained scheme because detailed categories of the SUN and Places365 databases may not have returned enough IRs for the tests described below. For example, the fine-grained categories of “snowfield,” “ski_resort,” and “ski_slope” in Places365 are expected to have the same reverberation characteristics. The inclusion of all these similar categories in the database would mean including too many categories to efficiently classify reverberation characteristics. In addition, “Level 2 Outdoor, Natural Man-made” was excluded from the classification for the same reason. For example, since the category “tree_house” is an object visible in outdoor nature, it is unlikely to affect the reverberation of sounds propagating the outdoor scene. As mentioned above, we labeled 15 categories in total, which are listed in Table 1.

4. Auditory Scaling

This section discusses the auditory scaling of reverberation characteristics, assuming a real environment and using the auditory-perception approach.

4.1. Definition of the Reverberation Parameter

We apply the EDR as reverberation parameters in the same manner as [8]. To summarize this step, $h(\tau)$ is defined as the measured reverberate IR:
where $\omega$ is the angular frequency.

In this paper, the frequency bandwidth is a whole-octave band, with nominal frequencies from 31.5 Hz to 16 kHz. According to [2], the EDR is fully characterized by the frequency dependance of the initial power spectrum $P(f_k)$ and decay time $T_d(f_k)$, where $k$ is the band number in a whole-octave band. The decay time is calculated for reverberation characteristics with a linear curve fitting for each frequency band [2,36], which is replaced by the slope of the attenuation in each frequency band. In addition to these factors, the overall reverberation time $RT_60$ is applied as the reverberation parameter [19].

### 4.2. Reverberation Time Scaling

We convert $RT_60$ into a perceptual quantity based on the integral Weber-Fechner law [16,37].

$$p = K \cdot \ln \frac{S}{S_0}$$

(2)

where $p$ is the humanly perceived stimulus intensity, the constant $K$ is sense-specific to the sense modality, $S$ is the stimulus, and $S_0$ is the perceptible threshold. According to this law, the subjective sensation is proportional to the logarithm of the stimulus intensity. In this paper, $S_0$ is assumed to be 1, $K = 1$, and $RT_60p$ is the sensory stimulus of reverberation time, which can then be denoted as

$$RT_60p = \ln(RT_60).$$

(3)

### 4.3. Initial Power Scaling

The supposed audible range of a practical AR/MR environment is depicted in Fig. 3, which considers the threshold of pain [38], an equal-loudness contour [39], and sound masking effects [14,15] in a daily life environment.

Figure 2 shows a histogram of the distribution of reverberation times. We analyzed reverberation times ranging from 0.08 s to 36.75 s. The distribution of $RT_60$ tends to have fewer samples as the reverberation time gets longer, that of $RT_60p$ is close to the normal distribution. In terms of calculating the mean and median, the median value of $RT_60$ was 1.58 s, the mean value of $RT_60$ was 1.98 s, and the mean value of $RT_60p$ was 1.51 s on the linear scale. The mean value of $RT_60$ is increased by the long reverberation times. The mean value of $RT_60p$ is close to the median value of $RT_60$ on the linear scale.

### Figure 2

Histograms of reverberation time of 4,857 samples. (a) is displayed in linear scale of $RT_60$. (b) is displayed in logarithmic scale. The red line marks the normal distribution.
For example, background noise is roughly 40-dB SPL in a residential environment at night, roughly 50-dB SPL in a workplace, and roughly 60-dB SPL in shops [14]. The boundary between the audible zone and the masked zone is defined as the inverse characteristic of the A-weighted characteristic [40], assuming 40-dB of background noise.

In this paper, \( P_W(f_k) \) is assumed to be the sensory stimulus of the initial power considered, with the auditory scaling of the sound-masking effect and equal-loudness dynamic range. \( P_W(f_k) \) has a wider dynamic range at mid-range frequencies, and has a narrower range at both lower and higher frequencies, compared to ordinary \( P(f_k) \).

4.4. Decay Time Scaling

Decay time is the reverberation time for each frequency, which is close to RT60. For example, if the reverberation time RT60 is 1 s, decay times are around 1 s. Therefore, assuming that the reference stimulus is RT60, and supposing that \( K = 1, S_0 = RT60 \) as follows:

\[
T_{\text{dr}}(f_k) = \ln \frac{T_{\text{a}}(f_k)}{RT60}, \tag{4}
\]

where \( T_{\text{a}}(f_k) \) is the logarithm of the decay time ratio.

5. IMPLEMENTATION

In this section, we describe the implementation of each component in our system. As depicted in Fig. 1, the system synthesizes the reverberate IR from an image of a scene. Table 2 presents pseudo code for the synthesis of reverberation IR. Section 5.1 outlines how to look up the base waveforms from reverb templates by classifying the scene in an image. In Sect. 5.2, we explain the selection method of base waveforms to be adjusted. Section 5.3, we describe the application of CNNs to reverberation waves. Finally, Sect. 5.4 introduces the methods used to synthesize the IR.

5.1. Place Estimation

A CNN, which has been pre-trained on Places365, is used to estimate the scene in an image. The architecture of the CNN is Places365-ResNet [28]. In this processing block, the image is input and, depending on output scores from the CNN, labels of the estimated places are converted into categories from the Level 2 hierarchy. When the classified label is only “Outdoor-Natural man-made,” the second candidate label is regarded as the estimated scene, for the reason described in Sect. 3.

5.2. Sampling Waveforms

Since the echo density [41,42] affects the spatial impression, plausible waveforms for places have been selected. In this block, the IR, as representative reverberation waveforms, is looked up by inputting the place label. As a preliminary method in this paper, IRs have the median value of RT60\( p \) for each scenes, which are regarded as the representative waveforms.

5.3. Reverb Regression

This stage performs regression of the reverberate parameters from the input image. Images in the database include those with compositions that are not suitable for estimating reverberation. For example, an image that only shows part of the floor or ceiling, or extremely zoomed-in images. After discarding such images, about 20,000 images were extracted. Of those, 2,826 images were used as test data; that is to say, these images were not used as training data.

Since some IRs are associated with multiple images taken from the same position but with different compositions, the number of IRs is not equal to the number of images. The output parameters for training were RT60\( p \), \( P_W(f_k) \), and \( T_{\text{a}}(f_k) \).

For normalization of the data in preprocessing, output parameters were subtracted from the mean of the differences and divided by the standard deviation of the differences. Since \( P_W(f_k) \) and \( T_{\text{a}}(f_k) \) are frequency distributions, they were calculated for each frequency. To eliminate the influence of luminance, the parameters of the input images were subtracted from the mean and divided by the standard deviation for each RGB. The images were 224 \( \times \) 224 pixels in size.

As [8] refers to applying CNNs [26] to regression, our regression architecture of CNNs is an extension of the ResNet 50-layer [27] network of Imagenet examples in Chainer. However, we added a fully connected final layer of 21 neurons. Training had the following settings: an epoch size of 75, a batch size of 75, and the loss function was the mean squared error. The model was run using the Chainer deep-learning framework on dual Nvidia GTX 1080s processors.

5.4. Reverb Synthesis and Processing

This phase edits the base IR output from the place estimation stage, according to the output parameters of the...
reverberation characteristics estimation. The base IR was synthesized to include the characteristics of the reverb regression block outputs. Figure 4 depicts the method for adjusting the reverberation characteristics in each frequency band [10,11,20].

Supposing that $\hat{h}(t)$ is the reverberation IR that has been adjusted to the estimated characteristics, then

$$\hat{h}(t) = \sum_{k=0}^{9} a_{\text{mod}}(f_k) \cdot e^{-\lambda_{\text{mod}}(f_k) t} \cdot h(t,f_k),$$

where $h(t,f_k)$ denotes the base IR divided by the frequency band $f_k$, $a_{\text{mod}}(f_k)$ is a parameter for adjusting initial power, and $\lambda_{\text{mod}}(f_k)$ is a parameter for adjusting decay time.

Originally, this method assumes that input is a stationary signal such as white noise. Calculating the adjustable parameters should consider that the input signal already has a decaying envelope characteristic since the input is reverberation IR (see Appendix).

Since the edited IR has the coefficients of the FIR filter, we implemented the 32-bit float FIR filter, which had a coefficient length of 480,000 (10 s with 48 kHz sampling rate). When the reverberation time is over 10 s, the length of the IR is truncated [21].

6. RESULT AND EVALUATION

In this section, we evaluate the accuracy of the regression. As a performance comparison, we compared our proposed auditory scaling method (referred to as Ours) with a regression of linear parameters that doesn’t use auditory-characteristic scaling (referred to as Linear). The Linear approach is representative of conventional reverb synthesis methods [8]. For each method, we evaluated the accuracy of the estimation of reverberate parameters with the classified place. For each error comparison, a Mann-Whitney U test was also performed [43,44].

Calculated reverberation times are evaluated in terms of the error in RT60p from auditory scaling. Figure 5 depicts the box plots of this error.

Comparing Ours and Linear, reveals a significantly lower error in the proposed method ($p < 0.01$). Excluding outliers, the minimum and maximum values in the auditory scaling results are $-0.06$ and $0.08$, and are $0.94$ and $1.08$ on the linear scale. The extremes in Linear are $0.34$ and $0.29$, which are linearized to $0.71$ and $1.37$. The error of RT60p, when converted to a linear scale indicates the ratio between the reference value and the estimated value.
Figures 6 and 7 present box plots of overall errors at all frequencies in initial powers and decay times. Calculated decay times are evaluated in terms of the error in $T_{dr}$ from auditory scaling. Errors with the proposed method are significantly lower ($p < 0.01$), which corresponds with the result of reverberation time. Therefore, compared to the conventional method, the proposed auditory scaling method appears to be effective for the regression of reverberation parameters.

7. USER EVALUATION

This study also evaluated whether the reverberation sound generated by our auditory scaling method is suitable for the impression of the scenery image, particularly in comparison with the conventional linear scaling method.

7.1. Experimental Condition

To evaluate perceptual impression, a framework within the MUltiple-Stimulus with Hidden Reference and Anchor (MUSHRA) method [45] was employed, as a method for quantifying subjective assessments. In the experiment, MUSHRA was intended to provide a reliable absolute measure of audio quality. No reference stimulus was used in this study; instead, whether each stimulus was plausible reverberation for the shown image was relatively evaluated. User evaluation was completed using the webMUSHRA [46] tool, the evaluation user interface of which is depicted in Fig. 8, along with evaluation images from webMUSHRA [46].

7.1.1. Stimuli

We compared our auditory scaling method (referred to as Ours), the measured IRs (referred to as Real), the conventional linear estimation method (referred to as Linear) and dry sounds (referred to as Dry). As such four types of reverberant sound (referred to as Method) were evaluated. The sound source was a ping-pong ball falling onto the floor, as this has an easily recognizable reverberation effect. The length of Dry sound source was about three seconds. Evaluation stimuli sources were obtained by convolution of the IR, which is synthesized or prepared with each method. These stimuli were randomly assigned to each playback button in each trial.

7.1.2. Scenes

We prepared three scenes (referred to as Scene), which were a large space (referred to as Hall), a narrow space (referred to as Room), the outdoors (referred to as Outdoor). The reverberation time was longer in the order of Hall, Room, and Outdoor. There were two images for each scene, meaning that a total of six images were evaluated. These images were displayed to subjects in a random order.

7.1.3. Subjects

Fourteen subjects between the ages of 22 and 42 participated in the experiment, all of whom exhibited
normal hearing ability, had no history of hearing problems, and were not audio-engineering professionals.

7.1.4. Procedures

Subjects were required to quantify the perceived impression on a numerical rating scale ranging from 0 to 100 with slider UI. A score of 100 indicated that the sound stimuli matched the image of the scene very well, whereas a score of 0 indicated an extremely unnatural match. Each set had one image and four types of evaluation sounds. After the instructions, but before the subject embarked on the actual evaluation, a test session was conducted. The evaluation of this test material was not included in the test results, but it confirmed that there was no problems with operation or understanding.

At the start of the assessment, subjects were given the following detailed instructions:

- Imagine you are in the space of the displayed image, and evaluate whether each reverberation matches that space.
- Listen to all test sound by clicking on the respective buttons above each slider.
- You may listen to the test materials in any order and any number of times.
- Your rating of the audio quality of each test sound should be indicated with the respective slider.
- Your rating should be higher scores for sounds that match the image, and lower scores for sounds that do not match the image.
- When you are satisfied with your ratings for all the test materials, click the “Next” button at the bottom of the screen.
- The evaluations are complete when you have finished evaluating six images.

7.1.5. Equipment and environment

Subjects listened to the stimuli with open-type headphones (Sennheiser HD660S), which were connected to a headphone amplifier (Sony PHA-2) and a PC (Apple Macbook Air) via USB. The experiment was conducted in a quiet room. The background noise level in the experimental environment was measured with a sound level meter (YCT YC-30), at roughly 36 dB to 45 dB.

7.2. Results and Discussion

We performed analysis of variance (ANOVA) [47,48] using Tukey’s post-hoc test in order to obtain multiple comparisons for the assessment of differences between group means in the experimental results.

Figure 9 depicts the results of the subjective scores by method. The results of the ANOVA are shown in Table 3. There were significant differences in the mean values among all methods ($p < 0.01$).

Table 3 ANOVA table of subjective score.

| Source               | Sum Sq. | d.f. | Mean Sq. | $F$  |
|----------------------|---------|------|----------|------|
| Method               | 257,501.1 | 3    | 85,833.7 | 890.58* |
| Method × Scene       | 30,746.4  | 2    | 5,124.4  | 53.17* |

*: $p < 0.05$

Linear ($p = 0.79$), but there were significant differences ($p < 0.01$) between every other combination of groups in this category. With regards to Room, there was no significant difference between Linear and Ours ($p = 0.39$), but there were significant differences ($p < 0.01$) between every other combination of groups in this category. The results for Hall reveal no significant difference between Ours and Real ($p = 0.32$), but significant differences ($p < 0.01$) between every other combination of groups in this category.

The score for Linear in Outdoor was lower than that of Room or Hall, and the score for Dry in Outdoor was higher than that of Room or Hall. Moreover, several subjects scored Dry higher than Linear in Outdoor, and there was a large variation between scores for Ours in Outdoor. These patterns suggests that more accurate estimation is not only possible, but also necessary for outdoor sounds, which have extremely short reverberation time characteristics. These tendencies are consistent with the notion that the smaller the stimulus, the greater the amount of change in perceived intensity, as the Weber-Fechner logarithm in Eq. (2) denotes.
Comparing Ours and Linear reveals no significant difference between scores for Room, but the score of for Ours was generally higher than that for Linear. Furthermore, there was no significant difference between Ours and Real in Hall. These trends are also consistent with features of the Weber-Fechner law that is denoted in Eq. (2). This analysis reinforces the conclusion that Ours is effective for characteristics with long reverberation times.

8. CONCLUSIONS AND FUTURE WORK

This study proposes an auditory scaling method to reduce the estimation error of reverberation characteristics with regards to estimating reverberation characteristics from a 2D image. This method was evaluated through user tests and analysis, which have allowed us to draw the following conclusions: draw the following conclusions:

- Auditory scaling improves the estimation accuracy of reverberation characteristics.
- Subjective evaluation scores were generally higher for the auditory scaling method than for the conventional linear scale method.
- The results suggest that Ours is effective for characteristics with long reverberation times.

The observations reported in this study are useful for future advances to AR/MR applications. A wider range of applications may be developed using our method, which add reverberant sounds to images and video. For example, natural reverberation may be added to the dubbed sound of a movie, or reverberation characteristics estimation may be utilized for dereverberation in a speech-recognition system. Future research directions also include application of our method to various reverberation estimation systems in addition to AR/MR systems.
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APPENDIX: CALCULATION METHOD FOR ADJUSTED IR

This section outlines the calculation of $a_{\text{mod}}(f_k)$ and $A_{\text{mod}}(f_k)$, which are adjustment parameters for the estimated IR.

The reverbation IR before the adjustment is denoted as $h_b(t)$. The frequency bandwidth employed in this paper is a whole-octave band ranging from 31.5 Hz to 16 kHz.
The number of frequency band is 10 and the initial power and decay time of \( h(t) \) are denoted as

\[
P = [P(f_0), P(f_1), \ldots, P(f_9)]^T \quad (A-1)
\]

\[
T_a = [T_a(f_0), T_a(f_1), \ldots, T_a(f_9)]^T. \quad (A-2)
\]

Supposing \( \hat{h}(t) \) is an adjusted IR, then initial power and decay time are denoted as \( \hat{P} \) and \( \hat{T}_a \).

Since \( T_a(f_k) \) is the time used to attenuate 60 dB from \( P(f_k) \), the time-frequency envelope [11] is denoted as

\[
ENV_h(t, f_k) \simeq P(f_k) - \frac{60}{T_a(f_k)} t \quad \text{[dB]}, \quad (A-3)
\]

where \( ENV_h(t, f_k) \) is the time-frequency envelope function.

**Initial Power**

Supposing that \( a_{\text{mod}}(f_k) \) is the turning parameter of initial power as depicted in Fig. 4, then Eq. (A-3) returns the following expressions of the time-frequency envelope of \( \hat{h}(t, f_k) \):

\[
ENV_{\hat{h}}(t, f_k) = 10 \cdot \log_{10} |a_{\text{mod}}(f_k)|^2 + P(f_k) - \frac{60}{T_a(f_k)} t. \quad (A-4)
\]

Substituting 0 for \( t \) in Eq. (A-3) yields the following expression:

\[
ENV_{\hat{h}}(0, f_k) = P(f_k). \quad (A-5)
\]

Therefore, the adjusted initial power characteristics are denoted as

\[
\hat{P}(f_k) = 10 \cdot \log_{10} |a_{\text{mod}}(f_k)|^2 + P(f_k). \quad (A-6)
\]

This equation can be rearranged as

\[
a_{\text{mod}}(f_k) = 10^{(P(f_k) - P(f_k))/20}. \quad (A-7)
\]

**Decay Time**

If \( e^{-\lambda(f_k)t} \) is the envelope function in linear scale [11,20], we obtain the following relational expression:

\[
10 \cdot \log_{10} |e^{-\lambda(f_k)T_a(f_k)}|^2 = -60 \quad \text{[dB]}, \quad (A-8)
\]

\[
\lambda(f_k) = \frac{C}{T_a(f_k)}, \quad (A-9)
\]

where \( \lambda(f_k) \) is the damping coefficient of the mode and \( C = 3 \ln 10 \).

Supposing that \( b(t, f_k) \) is the stationary white noise signal through the whole-octave bandpass filter, introduces the following expression:

\[
b(t) \simeq \sum_{k=0}^{q} c_{f_k} \cdot b(t, f_k) \cdot e^{-\lambda(f_k)t}, \quad (A-10)
\]

where \( c_{f_k} \) is the bandpass energy adjustment coefficient.

If \( \lambda_{\text{mod}}(f_k) \) is the turning parameter of decay time as depicted in Fig. 4, \( \hat{h}(t) \) is denoted as

\[
\hat{h}(t) \simeq \sum_{k=0}^{q} c_{f_k} \cdot b(t, f_k) \cdot e^{-\lambda(f_k)t} \cdot e^{-\lambda_{\text{mod}}(f_k)t}. \quad (A-11)
\]

Since \( b(t, f_k) \) and \( c_{f_k} \) are not related to the decay time, we obtain the following expressions:

\[
e^{-\hat{\lambda}(f_k)t} = e^{-\lambda(f_k)t} \cdot e^{-\lambda_{\text{mod}}(f_k)t} \quad (A-12)
\]

\[
\lambda_{\text{mod}}(f_k) = \hat{\lambda}(f_k) - \lambda(f_k). \quad (A-13)
\]

These equations can be rearranged as

\[
\lambda_{\text{mod}}(f_k) = C \cdot \left( \frac{1}{T_a(f_k)} - \frac{1}{T_a(f_k)} \right). \quad (A-14)
\]