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We derive a novel method for constructing effective field theories. Physically, the method is very close to the intuition behind effective field theories: One can integrate out the heavier scale directly from the path integral. We give a detailed recipe for the effective field theory construction, which is nearly identical to the construction of the so-called 1PI effective action. We also demonstrate the equivalence of the novel method to the commonly used procedure of matching Green’s functions.

I. INTRODUCTION

Effective field theories (EFTs) are an efficient way to handle quantum field theories (QFTs) with scale hierarchies. EFTs also come with a physical picture: One creates an effective description, i.e. an EFT, for the longer length (or equivalently for the lower energy) scale. This scale is called the infrared (IR) scale. The EFT implicitly takes into account the effects of the shorter length, i.e. the higher energy scale, called the ultraviolet (UV) scale.

In this article, we derive a method for EFT construction, which is in line with the intuitive picture of EFTs, often credited to Wilson [1–3]: We show how one can simply integrate out the UV scale from a path integral to produce the EFT for the IR scale.

In addition to the construction being physically intuitive, the end result, found in Sec. II, is remarkably simple: The IR-scale effective description contains the low-energy fields, $\Phi_{\text{IR}}$, which have both IR-scale masses and momenta. The effective action for these fields is directly given by

$$S_{\text{eff}}[\Phi_{\text{IR}}] = \Gamma^{1\text{LPI}}[\Phi_{\text{IR}}]_{\text{IRq exp.}}.$$  \hspace{1cm} (1)

Here, $\Gamma^{1\text{LPI}}$ refers to the action, which contains all of the one-light-particle-irreducible (1LPI) diagrams (cf. Fig. 1), i.e. to the 1LPI action. The diagrams are expanded in the IR-scale masses and external momenta before evaluating the integrals, which is denoted by IRq exp. (shortened from IR quantity expansion). The regulator at use is dimensional regularization [4].

This topic has received some attention recently. Reference [5], which refers to our Eq. (1) as functional matching, reviewed the progress regarding the one-loop functional matching. The basic one-loop result has been known since a long time [6–8]. Our method for EFT construction can be viewed as the generalization of the one-loop result. (Note, that we choose to word the method in more physical terms as integrating out a scale.) The generalization has already been used in practice in high-temperature QFTs in Refs. [9–11]. Here, we put the method on a solid foundation by giving the method a complete, physical discussion and derivation.

EFTs are widely applicable. There are two rather distinct motivations for this article in particular: cosmological phase transitions and the Standard Model effective field theory (SMEFT). Apart from the section explaining the novel method, Sec. II, there is an emphasis on high-temperature QFTs and cosmological phase transitions. However, the application onto SMEFT can be understood clearly.

In the SMEFT paradigm [12–15], one characterizes the physics of an unknown, higher energy scale, a UV scale, via an effective Lagrangian describing the field content of the Standard Model. One can then find the coefficients of the effective Lagrangian terms experimentally, e.g. by collider experiments.

To study specific extensions of the Standard Model, one needs to derive the corresponding SMEFT starting from the extensions. Here, our novel EFT construction method becomes a handy tool, leading to streamlined computations, which are also physically transparent. For instance, the effective action is dictated by a direct computation, Eq. (1), so the form of the action does not need to be specified beforehand. The motivations for functional matching in the context of SMEFT are discussed in more detail in Ref. [5]. Noting again the difference of wording functional matching in more physical terms as integrating out a scale.

The reason for being interested in cosmological phase transitions, and consequently high-temperature QFTs, is the possibility of a future gravitational wave detection from the early universe [16–20]. One particular possibility are gravitational waves produced by a first-order phase transition (for reviews see Refs. [21–23]).

At high temperatures, a QFT forms a thermal medium of plasma. The plasma consists of thermal particles with energies, $E \sim T$. The medium can affect strongly the physics of long length scales, $L \gg T^{-1}$, through e.g. Debye screening. These strong physical effects often render the long length scales the hardest to handle computationally.

As an example, the Debye screening can be viewed computationally as a thermal correction to the mass of a quantum field. If the Debye screening dominates the long-length-scale behavior of the field, the correct thermal mass has to be found before we even attempt to
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describe the field on these length scales.

Computationally, the need for correct thermal masses results in the divergence of the so-called naive perturbative expansion, which does not attempt to incorporate the correct thermal masses: There are infinite classes of diagrams contributing to the same order. Consequently, the strong effects on the long length scale break down the naive perturbation expansion, requiring resummations of the infinite classes. (See for example Ref. [24] Secs. 3.4 and 6.)

In perturbative QFTs, the strong effects on the long length scale are aptly taken care by EFTs [25, 26]. This stems from the scale hierarchy between the thermal medium and the long-length IR scale, $L \gg T^{-1}$.

Here, we note that the aforementioned scale hierarchy, $L \gg T^{-1}$, is often in a central role in the cosmological phase transitions of perturbative QFTs [9]. These phase transitions occur as the temperature cools down due to the expansion of the Universe. Thus, the change in temperature has a drastic effect on the physical behavior of the system. In perturbative QFTs, the change in temperature can often only have such drastic effects on the system through the scale hierarchy.

Physically, this can mean for example, that the size of nucleating bubbles is much larger than that of the average thermal fluctuations, $L_{\text{bubble}} \gg T^{-1}$ [9]. Thus, the size scale of nucleating bubbles, $L_{\text{bubble}}$, receives strong effects from the thermal medium.

From the above discussion, it is evident that EFTs are an invaluable tool for studying the cosmological phase transitions. The usefulness has been analyzed further, and confirmed, in Refs. [27, 29]. (See also other recent applications in Refs. [30, 31].) Note, that EFTs also facilitate consistent nucleation rate computations [9, 10].

Still, the use of high-temperature EFTs is relatively scarce in the literature compared to their usefulness. It is usually replaced with the so-called daisy resummations, often leading to unphysical scale dependence and gauge dependence [27].

The scarcity of EFTs may be due to the technical appearance of the matching procedure, which is commonly used to construct EFTs. The procedure was introduced to the high-temperature context by the seminal articles [25, 26, 22, 32]. It was put in place to circumvent the inconsistencies of integrating out heavy fields [25], which had been initially the method for constructing high-temperature effective descriptions [34, 37]. Thus, the matching procedure provides a consistent way for constructing EFTs.

In this article, our goal is to overcome the technical nature of the matching procedure. We derive a novel method for EFT construction, which is very closely connected to the intuition behind EFTs: One can directly integrate out the UV scale to get the EFT for the IR scale.

There are two main advantages to this novel method. The first one is the achieved computational simplification. In the matching procedure, one needs to construct an effective action, which is then matched onto the IR-scale behavior of the full description. Here, we can start from the full description and just integrate over the UV scale.

The computational method, which we will cover in Sec. [1], will be almost identical to a widely used action: the 1PI effective action, which contains all the one-particle-irreducible (1PI) diagrams (see e.g. Ref. [35], Sec. 34). This can already be seen from Eq. [1]. There, the effective action is almost directly given by the 1LPI action, which is the 1PI effective action for the light fields. This particular fact facilitates transfer of computational knowledge onto EFTs.

The second advantage is that the method is close to the physical intuition behind EFTs. Consequently, it allows for a particularly coherent physical narrative. Hopefully, it also enables this article to be a pedagogical entry point to EFTs (including the commonly applied matching procedure discussed in Sec. [VIII]).

The fact that the mathematical method is close to the physical intuition means that we can also have a transparent understanding of EFTs. We will be able to see clearly that an EFT construction is a straightforward reorganization of the perturbation theory. Importantly, it is a very powerful reorganization: It automatizes the most general resummations, whose derivative expansion is protected by a scale hierarchy [39]. This is well known in the EFT literature (see e.g. Refs. [24, 40, 41]), but it becomes self-evident in the approach taken here.

This article builds upon the literature on EFTs, drawing especially from pedagogical Refs. [24, 26, 40]. The alignment of the novel EFT construction method with previous literature is stated clearly in Sec. [VIII] where the equivalence with the matching procedure is shown.

In particular, there are two key elements discussed in Sec. [I] (in Boxes [1, 2]). These have already been known in the EFT literature. The light-mass expansion (Box [1]) was first used in a high-temperature setting in Ref. [26]. The second key element in Box [2] was first needed in the high-temperature context in the computation of the quantum chromodynamics (QCD) pressure to $O(g^4 \ln g T^4)$ in Ref. [42].

Although the effects of the light-mass expansion are mathematically the same in the novel method and in the matching procedure, there is an important difference: In the matching procedure, the purpose of the light-mass expansion is to facilitate computations. This is certainly true here as well. In addition however, its physical interpretation becomes central. As we will discuss, it removes the IR scale from the 1LPI diagrams. Consequently, it allows us to only integrate over the UV scale.

We want to explicitly note here, that the novel method applies to perturbative theories with a scale hierarchy between field masses, masses and temperature. There, the IR-scale degrees of freedom are already manifestly present in the initial QFT. The resulting EFT can actually be strongly coupled (cf. e.g. Refs. [25, 26]). However, the integrated UV scale cannot. As a result, the method
cannot be used to construct the chiral effective description for QCD, for example. The UV scale description, QCD, becomes non-perturbative, and the degrees of freedom of the chiral effective description are not manifestly present in the QCD Lagrangian.

This article is, in a sense, split into two parts: Secs. [II] and Secs. [VII]. The novel method is, in principle, very straightforward. Hence, we discuss concisely everything needed for computations in the first part. A short, but complete discussion of the method can be found from Sec. [II] Then, we move on to examples in Secs. [III] and [IV]. The first example is a regular computation of free energy, which displays how to handle the thermal scale in different situations. The second example computes the gravitational-wave spectrum from a first-order phase transition as far as possible with pen and paper. It showcases obtaining so-called derivative contributions to an effective action and the execution of resummations in a background field. The first example has not been computed elsewhere in the literature, but the second example has been used in Ref. [1] to illustrate nucleation rates. It was initially computed in Ref. [III].

In the second part, we give more elaboration, and hopefully more pedagogical discussions. Here, the reader may find more complete explanations of the matters handled in the first part. In Sec. [V] we discuss through the novel EFT construction method again. In Sec. [VI] we discuss more thoroughly the appearance of regularization-dependent terms (cf. Box 2 in Sec. [II]). In Sec. [VII] we discuss the possibility of integrating out the UV scale even if there is some mixing between the light and heavy fields. Finally, we show the equivalence with the matching procedure in Sec. [VIII] and conclude in Sec. [IX]. Notations and conventions can be found from Appendix A.

II. INTEGRATING OUT A UV SCALE: AN OVERVIEW

Here, we will provide a concise discussion of the novel method for constructing an EFT. There, one directly integrates over a scale in a path integral. A lengthier and hopefully more pedagogical discussion can be found in Sec. [V].

We start with the partition function of a theory containing two mass scales, \( m^2 \ll M^2 \):

\[
Z = \int D\Phi e^{-S_{\text{Eff}}[\Phi]},
\]

where \( \Phi \) represent all of the field content of the theory. We keep all of the indices (spin, Lorentz, etc.) implicit.\(^1\)

In order to create an EFT for the IR scale, given by the light mass, \( m \), we need to integrate over the UV scale, given by the heavy mass, \( M \).

Let us divide the modes of the fields into these two scales:

\[
\mathcal{D}\Phi = \mathcal{D}\Phi^{\text{IR}} \times \mathcal{D}\Phi^{\text{UV}},
\]

where we have denoted \( \Phi = \Phi^{\text{IR}} + \Phi^{\text{UV}} \) in the exponent. The description given by the partition function in Eq. (1) only contains the IR scale. Therefore, it represents the EFT for the IR scale. Correspondingly, the effective action, \( S_{\text{eff}}[\Phi^{\text{IR}}] \), is the action governing the EFT.

We will now focus on answering two key questions: What is exactly the split in Eq. (3)? How can one compute the effective action in Eq. (5) in perturbation theory?

The UV scale \( M \) contains the heavy fields, \( \Phi^{\text{heavy}} \), with the masses \( M \). However, some modes of the light fields, \( \Phi^{\text{light}} \), also belong to the UV scale, due to a UV-scale momentum, \( p^2 \sim M^2 \). We will label these UV-scale modes of the light field as \( \Phi^{\text{light,UV}} \). Only the IR-momentum modes of the light fields, \( \Phi^{\text{IR}} \), belong to the IR scale. Thus, we have

\[
\mathcal{D}\Phi^{\text{IR}} = \mathcal{D}\Phi^{\text{IR,light}}, \quad \mathcal{D}\Phi^{\text{UV}} = \mathcal{D}\Phi^{\text{IR,light}} \, \mathcal{D}\Phi^{\text{heavy}}.
\]

Let us then discuss the second question, the computation of the effective action in perturbation theory. It is slightly too big of a question. Hence, we split it into two parts: What is the diagrammatic representation for the effective action? How can one compute the resulting diagrammatic expansion?

We will eventually find, that the diagrammatic representation of the effective action only contains \( 1 \)PI diagrams (Fig. 1), whose internal propagators are \( \Phi^{\text{light}} \), and the external legs are \( \Phi^{\text{light,UV}} \) legs. Thus, the diagrammatic expansion is nearly the same as the \( 1 \)PI effective action for the light fields, \( \Phi^{\text{IR}} \), but the \( \Phi^{\text{light,UV}} \) propagators and external legs have a special meaning.

We can make three key observations from Eq. (5):

1. There is a logarithm, \( \ln \), of the path integral.
2. The IR field, \( \Phi^{\text{IR}} \), acts as a background for \( \Phi^{\text{UV}} \).
3. We only integrate over the UV scale, \( \int \mathcal{D}\Phi^{\text{UV}} \).

The effect of the logarithm is straightforward: The diagrammatic expansion only contains connected diagrams. (See e.g. [24], Sec. 3.)

\(^1\) Although the partition function is for a Euclidean QFT, the general discussion here applies to collider physics. This is due to the Wick rotation used in computing Feynman diagrams, as emphasized by the seminal article of Ref. [39].
The background field $\Phi^{\text{IR}}$ is the same as $\Phi^{\text{light}}$, Eq. (6). The background field can be diagrammatically understood as external legs (see e.g. Ref. [43]): It is not integrated over. As a consequence, it does not propagate.

The external legs bring the external momenta, $k$, into the diagrams. Since the external legs are the IR-scale background, $\Phi^{\text{IR}}$, the external momenta are from the IR scale,

$$k^2 \sim m^2. \tag{7}$$

Finally, we focus on the fact that we only integrate over the UV scale. The UV-scale contains modes from both the heavy and the light fields, Eq. (6). Therefore, the diagrams contain propagators from all of the fields.

The heavy fields are integrated over in their entirety. Consequently, their propagators may contain all momenta. However, the light field propagators only contain the high-momentum modes, $\Phi^{\text{light}}$, with $p^2 \sim M^2$.

There is an important diagrammatic consequence from the fact that the internal $\Phi^{\text{light}}$ propagators are on the UV scale, and the external $\Phi^{\text{light}}$ legs are on the IR scale: The effective action of Eq. (6) does not contain diagrams, which are one-particle-reducible in the light fields (cf. Fig. 1). Only the 1LPI diagrams contribute. This follows from the fact that a reducible $\Phi^{\text{light}}$ propagator would carry an IR-scale momentum, $p^2 \sim m^2$, from the external legs, Eq. (7). Thus, it would be a $\Phi^{\text{IR}}$ propagator.

To summarize the included diagrams, the diagrammatic expansion of the effective action in Eq. (6) only contains the 1LPI diagrams. In these diagrams, the internal propagators are $\Phi^{\text{IR}}$ propagators and the external legs are $\Phi^{\text{light}}$ legs.

The question that we are left with is the following: How do we only take into account only the $\Phi^{\text{IR}}$ modes in the internal $\Phi^{\text{IR}}$ propagators, and the $\Phi^{\text{light}}$ modes in the $\Phi^{\text{light}}$ external legs in dimensional regularization?

The resolution is to expand the 1LPI diagrams in the IR quantities:

Expand the diagrams in IR quantities, i.e. the light masses, $m^2$, and the low external momenta, $k$,

$$\frac{1}{(p+k)^2 + m^2} \to \frac{1}{p^2} - \frac{2p \cdot k + k^2 + m^2}{p^4} + \ldots,$$

$$\frac{1}{(p+k)^2 + M^2} \to \frac{1}{p^2 + M^2} - \frac{2p \cdot k + k^2}{(p^2 + M^2)^2} + \ldots,$$

where $p$ is a loop momentum and $M^2$ is the heavy mass.

The IR-quantity expansion (the expansion above in Box 1) does not affect the UV-scale contributions, where $p^2 \sim M^2$ for the light-field propagators. Hence, it does not affect the $\Phi^{\text{IR}}$ contributions. However, it expands the IR scale out of the loop integrals. For example, 

$$\int_p \frac{1}{p^2 + m^2} \big|_{\text{IRq exp.}} = \int_p \frac{1}{p^2} - m^2 \int_p \frac{1}{p^4} + \ldots, \tag{8}$$

where IRq exp. refers to the IR-quantity expansion. Thus, the IR-scale contributions of $\Phi^{\text{IR}}$ from $p^2 \sim m^2$ are not taken into account.

Instead of the IR-scale contributions, there are infrared divergences in the momentum region of $p^2 \ll M^2$ of the light-field propagators. This may seem alarming. However, the resulting EFT requires renormalization. The aforementioned infrared divergences become the correct counterterms to the effective action, i.e. they cancel the ultraviolet divergences of the EFT, Fig. 2. This is shown in Appendix C along the lines of Ref. [43].

Due to the possible ultraviolet divergences of the EFT, the $O(\epsilon)$ terms resulting from the 1LPI diagrams cannot be discarded without consideration. (Here, $\epsilon$ is the dimensional modifier, $D = 4 - 2\epsilon$.) The terms can still
affect physical quantities by factorizing with the divergences:

\[ \mathcal{O}(\epsilon) \text{ terms of the UV-scale contributions} \text{ must be kept if they can multiply with the } \epsilon \text{ poles of the EFT diagrams to become at least of the physical order of } \epsilon^0. \]

This is discussed in more detail in Sec. VI.

Finally, we note that the external legs are naturally from the IR scale, i.e. \( \Phi_{\text{IR}}^{\text{high}} \). The only mass scale present in the EFT is \( m^2 \). As a consequence, only the IR-scale contributions from \( \Phi_{\text{IR}}^{\text{light}} \) are taken into account. One can understand this by the fact that the momentum integrals in the EFT only receive ultraviolet divergences from \( p^2 \gg m^2 \). (Slightly non-trivially, the non-existence of the mass scale \( M \) in the EFT requires the external-momentum expansion of the \( \Phi_{\text{heavy}} \) propagator in Box [1].)

The EFT construction for the light fields is nearly identical to the construction of the 1PI effective action for them, i.e. the 1LPI action. The diagrammatic representation is the same. The only two differences are given in Boxes above. Thus, we can repackage the effective action in Eq. (5) in terms of the 1LPI action, \( \Gamma^{1\text{LPI}} \):

\[ S_{\text{eff}}[\Phi_{\text{IR}}^{\text{light}}] = \left. \Gamma^{1\text{LPI}}[\Phi_{\text{IR}}^{\text{light}}] \right|_{\text{IRq exp.}}. \tag{9} \]

The right-hand side is an expansion in

\[ m^2 \frac{M}{M^2} , \quad k^2 \frac{M^2}{M^2} , \quad \epsilon , \tag{10} \]

where the external-momentum expansion becomes the derivative series in the effective action (cf. the example in Sec. IV). All of the terms that contribute to physical quantities to a desired order must be kept and the rest can be truncated.

After integrating out the scale according to Eq. (9), it is possible that there are non-canonical kinetic terms and mixing between the EFT fields, \( \Phi_{\text{IR}}^{\text{light}} \). These can be removed by field redefinitions. It seems to be true that even mixing between light and heavy fields can be handled within the resulting EFT by field redefinitions. This is explored in Sec. VII via an example.

The result for the effective action in Eq. (9) is very close to the one in Refs. [6–8], that the 1PI action of the EFT reproduces the 1LPI effective action of the initial QFT:

\[ \Gamma^{1\text{PI}}[\Phi_{\text{IR}}^{\text{light}}] = \Gamma^{1\text{LPI}}[\Phi_{\text{IR}}^{\text{light}}] . \tag{11} \]

Note however, that the IR-quantity expansion obtains directly the effective action, \( S_{\text{eff}} \), and not the 1PI effective action computed from it.

By Eqs. (2) and (4), the EFT construction is clearly a reorganization of a perturbative computation in scales: one computes the UV scale before the IR scale. This automatizes the most general resumptions, which are protected by the scale hierarchy.

Conveniently, it is also a reorganization in the diagrammatic expansion: To compute the effective action in Eq. (5), one only needs to compute the diagrams that contain at least one heavy-field propagator. If a diagram contains solely light fields, it is zero as a scale-free integral, due to the IR-quantity expansion in Box [1]. Thus, one only needs to compute the diagrams of purely light fields within the EFT, and the diagrams containing the heavy fields in the EFT construction.

### III. EXAMPLE 1: THREE-SCALE SYSTEM

In this section, we present the fluent construction of EFTs by integrating out scales according to Sec. II. The toy model of the section was chosen for being rather minimalistic while still showing how the method presented in the previous sections works with respect to a thermal scale.

We start by defining the model and the computational goal for the section. Then, we have three subsections, which focus on a single scale each. Finally, we have a discussion part, where we discuss how the EFT calculation eases computations based on this particular example.

The example model is given by the Lagrangian

\[
\mathcal{L}_E = \frac{1}{2} (\partial_\mu \Phi)^2 + \frac{m^2 + \delta m^2}{2} \phi^2 + \frac{\lambda}{4!} \phi^4 + \frac{1}{2} (\partial_\mu X)^2 + \frac{M^2}{2} X^2 + \frac{g}{2} X \Phi^2,
\]

where the real scalar field \( \Phi \) is much lighter than the real scalar field \( X \) with \( m^2 \ll M^2 \) and for perturbativity \( g/M \ll 1, \lambda \ll 1 \).

For power counting, we define a parameter

\[ x \equiv g/M \ll 1. \tag{13} \]

The light mass is set to be

\[ m^2 \sim g^2 = x^2 M^2 , \tag{14} \]

which is natural because \( m^2 \) runs at the order \( g^2 \). Finally, we set

\[ \lambda \sim x . \tag{15} \]

In this section, we will study the system at temperatures of

\[ T \sim x^{1/2} M . \tag{16} \]

Of course, the temperature can be different physically, but this hand-picked choice is convenient for us. It allows to display different kinds of UV scales: The heavy X field is near zero temperature,

\[ M \gg T , \tag{17} \]
and the light $\Phi$ field is at high temperatures, 

$$m \sim x^{1/2}T \ll T.$$  \hspace{1cm} (18)

The scales of the system are shown in Fig. 3.

Here, we will compute the free energy density to order $x^{3/2}T^4$. This is again a choice we make to keep the computation illustrative: All of the three scales affect the free energy at this order. Also, the computations do not yet become unnecessarily involved. Still, they display the power of EFTs to render computations rather effortless. Before we start computing, we identify UV-scale contributions to the free energy. The total free energy of a system is given by

$$F = -T \ln Z.$$  \hspace{1cm} (19)

Let us divide an effective Lagrangian into two pieces,

$$\mathcal{L}_{\text{eff}}[\Phi^{\text{IR}}] = f_{\text{UV}} + \mathcal{L}[\Phi^{\text{IR}}],$$  \hspace{1cm} (20)

where $\mathcal{L}$ contains all the field dependence, and $f_{\text{UV}}$ is the so-called unit operator of the effective Lagrangian. (It comes from the vacuum-bubble diagrams of a UV scale.) Using the EFT partition function, Eq. (123), we obtain:

$$F = -T \ln \int D\Phi^{\text{IR}} e^{-\int_0^\beta d\tau f_{\text{UV}}(f_{\text{UV}} + \mathcal{L})}$$

$$= V f_{\text{UV}} - T \ln \int D\Phi^{\text{IR}} e^{-\int_0^\beta d\tau f_{\text{UV}} + \mathcal{L}},$$  \hspace{1cm} (21)

Thus, the free energy density contribution from a UV scale, $f_{\text{UV}}$, is given by the unit term of the effective Lagrangian.

**A. Scale $M$**

Due to the scale hierarchy $T \ll M$, the scale $M$ has only exponentially suppressed thermal corrections, $\exp(-M/T)$, which are higher order than our accuracy goal of $O(x^{3/2}T^4)$. Thus, we can neglect these contributions and deal with the scale as if the system was in zero temperature.

We can divide the field content into the heavy and light fields:

**Heavy:** $X$, 

**Light:** $\Phi$.

Thus, the scales are given by

UV: $X$, $\Phi_{\text{UV}}$, 

IR: $\Phi_{\text{IR}}$.

Here, $\Phi_{\text{UV}}$ are defined as the $\Phi$ fluctuations with UV momenta, $p^2 \sim M^2$, and $\Phi_{\text{IR}}$ with $p^2 \ll M^2$.

As discussed in Section II to integrate out the UV scale, we need to compute one-particle-irreducible diagrams in the light fields, $\Phi$, while expanding them in the IR quantities ($m^2$ and external momenta $k$).

Below, we will find that we only need to compute the leading part of

$$\text{IRq exp.}$$  \hspace{1cm} (22)

for our accuracy. Other contributions from the scale $M$ will lead to free-energy contributions suppressed beyond the order $x^{3/2}T^4$. In the diagram, the solid lines refer to the $\Phi$ field, the dashed line to the $X$ field, and IRq exp. refers to the IR-quantity expansion, Box 1.

Before examining in detail that the above diagram is the only needed contribution from the scale $M$, we will construct the effective Lagrangian for $\Phi_{\text{IR}}$.

There are a few ways to interpret the above diagram. The most common one in the literature would probably be to interpret it as a self energy contribution:

$$\text{IRq exp.}$$  \hspace{1cm} (23)

Here, we are however constructing an effective action. From this perspective, the self-energy interpretation is the same as interpreting the diagram as a contribution to a Lagrangian coefficient.

We want to emphasize notationally, that we are computing contributions to the effective action. Hence, we interpret the diagram as a contribution to the effective Lagrangian,

$$\text{IRq exp.}$$  \hspace{1cm} (24)
where \( \Phi_{IR}^2 \) comes from the two external IR legs. The action contribution is then just a spatial integral over the Lagrangian contribution.

The Lagrangian, which describes the thermal scale \( \pi T \) is given by

\[
\mathcal{L}_{\pi T} = \frac{1}{2} (\partial_{\mu} \Phi_{IR})^2 + \frac{m^2}{2} \Phi_{IR}^2 + \frac{\lambda}{4!} \Phi_{IR}^4. \tag{25}
\]

The effective mass,

\[
m_{\pi T}^2 = m^2(\mu) - \frac{g^2}{(4\pi)^2} \left( 1 - \ln \left( \frac{M^2}{\mu^2} \right) \right), \tag{26}
\]

contains the UV-scale contribution. We will power count it as

\[
m_{\pi T}^2 \sim xT^2. \tag{27}
\]

Note, that the effective Lagrangian does not contain any counterterms. The \( \epsilon \) pole in the UV contribution, Eq. (24), cancels with the initial mass counterterm in Eq. (12). As a consequence, the Lagrangian coefficients do not run (see e.g. Ref. [38] Sec. 23). Indeed, the same Eq. (12). As a consequence, the Lagrangian coefficients do not run (see e.g. Ref. [38] Sec. 23). Indeed, the same

The effective mass, \( m_{\pi T}^2 \), is given by

\[
Z_{\Phi_{IR}} (\frac{\partial_{\mu} \Phi_{IR}}{2})^2 \to \frac{1}{2} (\partial_{\mu} \Phi_{IR})^2, \tag{32}
\]

\[
m_{\pi T}^2 \Phi_{IR}^2 \to \frac{m_{\pi T}^2}{2 Z_{\Phi_{IR}}} \Phi_{IR}^2, \tag{33}
\]

\[
\frac{\lambda}{4!} \Phi_{IR}^4 \to \frac{\lambda}{4! Z_{\Phi_{IR}}} \Phi_{IR}^4. \tag{34}
\]

This way the correction can be analyzed as part of potential coefficients.

Also, the \( O(\epsilon) \) terms can safely be ignored. Since there are no counterterms, the effective description produces no ultraviolet \( \epsilon \) poles.

Let us now discuss the diagrams in Eq. (29).

The one-loop, heavy-field diagram,

\[
= 0, \tag{35}
\]

only affects the vacuum cosmological constant. Consequently, we can ignore it from the free energy.

The two diagrams,

\[
= 0, \tag{36}
\]

which look like possible possible mass contributions to orders \( x^{1/2} T^2 \) and \( xT^2 \) respectively, are identically zero. This is due to the light-field loop, which yields zero under the IR-quantity expansion:

\[
= \frac{\lambda \Phi_{IR}^2}{4} \int p \left( \frac{1}{p^2} - \frac{m^2}{p^4} \ldots \right) = 0. \tag{37}
\]

Finally, the four-point diagram,

\[
= - \frac{g^2}{8 M^2} \Phi_{IR}^4 + \ldots, \tag{38}
\]

would contribute to the effective self-coupling:

\[
\lambda_{\pi T} = \lambda - \frac{3 g^2}{M^2}. \tag{39}
\]

However, the leading contribution from the coupling is \( \lambda \times T^4 \) (cf. Eq. (50)). Thus, this correction is again negligible.

### B. Scale \( \pi T \)

In the previous part, we calculated the effects of the scale \( M \) by integrating it out. This yielded the effective
Lagrangian for the scale $\pi T$ in Eq. (25). Here, we will use the effective Lagrangian to obtain the contributions to the free energy density by integrating out the scale $\pi T$. For notational convenience, we will drop the subscript IR from now on,

$$\mathcal{L}_{\pi T} = \frac{1}{2} (\partial_\mu \Phi)^2 + \frac{m_{\pi T}^2}{2} \Phi^2 + \frac{\lambda}{4!} \Phi^4. \quad (40)$$

With the scale $M$, there was clearly a heavy field, $X$, and a light field, $\Phi$, Eq. (12). Here, we only see one field, $\Phi$, in the Lagrangian, Eq. (40). Finding the light field is now a little more subtle. Computationally however, everything will be basically the same as above.

Let us look at the Euclidean action describing the thermal scale,

$$S_{\pi T}[\Phi] = \int_0^\beta d\tau \int_x \mathcal{L}_{\pi T}. \quad (41)$$

The thermal effects come from the Euclidean time, $\tau$, being finite with the extent of the inverse temperature, $\beta = T^{-1}$. (See Appendix B.) The bosonic field, $\Phi$, is periodic in the Euclidean time:

$$\Phi(\tau = 0) = \Phi(\tau = \beta). \quad (42)$$

(Fermionic fields would be anti-periodic.)

In thermal situation, we can find the separation into the heavy and light fields by Fourier decomposing the field:

$$\Phi(\tau, x) = \sum_n \Phi_n(x) \exp(i\omega_n \tau), \quad \omega_n = 2\pi T n. \quad (43)$$

The components, $\Phi_n$, are called the Matsubara modes and the frequencies, $\omega_n$, Matsubara frequencies. The zero Matsubara mode, $\Phi_0$, will be the light degree of freedom, and the non-zero Matsubara modes, $\Phi_{n \neq 0}$, will be heavy.

Importantly, the Matsubara modes are three dimensional, $\Phi_n(x)$. Let us look at the momentum-space propagator from this point of view:

$$\frac{1}{P^2 + m_{\pi T}^2} = \frac{1}{P^2 + \omega_n^2 + m_{\pi T}^2}, \quad P = (\omega_n, p)$$

$$= \frac{1}{p^2 + M_n^2}. \quad (44)$$

In three dimensions, the only momentum is the three-dimensional momentum, $p$. Thus, the Matsubara frequencies are absorbed into the masses, $M_n^2$.

Due to the thermal scale hierarchy, $\pi T \gg m_{\pi T}$, the Matsubara modes with $n \neq 0$, $\Phi_{n \neq 0}$, are much heavier than the zero mode, $\Phi_0$,

$$M_{n \neq 0}^2 = \omega_n^2 + m_{\pi T}^2 \gg m_{\pi T}^2. \quad (45)$$

Consequently, we have

- Heavy: $\Phi_{n \neq 0}$,
- Light: $\Phi_0$,

and for the scales

- UV: $\Phi_{n \neq 0}$, $\Phi_{0}^{UV}$,
- IR: $\Phi_{0}^{IR}$.

(Cf. Fig. 3)

The IR degrees of freedom, compared to the thermal scale, are in general bosonic zero Matsubara modes, e.g. $\Phi_0(x)$. Consequently, the three dimensionality is a generic feature of the effective descriptions, not a one-time phenomenon. In the high-temperature literature, this is called high-temperature dimensional reduction. It was first discussed in Refs. [25, 26, 32, 33], and then refined in Refs. [34–37], and then refined in Refs. [25, 26, 32, 33].

Computationally, we can apply Sec. II straightforwardly: We expand the diagrams in the light mass, $m_{\pi T}$, and in light external momenta, $k$. The external momenta are three-dimensional due to coming from $\Phi_{0}^{IR}(x)$.

As discussed around Eq. (21), the free-energy density obtains direct contributions from vacuum-bubble diagrams. To the order $x^{3/2}T^4$, we need the one-loop and two-loop diagrams:

$$\begin{align*}
\text{UV: } & \quad \Bigg| \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \Bigg|, \quad \text{IR: } \quad \Bigg| \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \Bigg|. \quad (46)
\end{align*}$$

More specifically, we need the two leading terms from the one-loop IR-quantity expansion:

$$\Bigg| \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \Bigg| = \frac{1}{2} \int_P \ln(P^2) + \frac{m_{\pi T}^2}{2} \int_P \frac{1}{P^2} + \ldots$$

$$\equiv \Bigg| \begin{array}{c}
\text{mass-} \\
\text{less}
\end{array} \Bigg| + \Bigg| \begin{array}{c}
\text{mass-} \\
\text{less}
\end{array} \Bigg| + \ldots \quad (47)$$

On the last line, the crossed dot represents a mass insertion and the propagators are massless.

The diagrams can be computed to give

$$\Bigg| \begin{array}{c}
\text{mass-} \\
\text{less}
\end{array} \Bigg| = \frac{1}{2} \int_P \ln(P^2) = -\frac{\pi^2 T^4}{90} + O(\epsilon), \quad (48)$$

$$\Bigg| \begin{array}{c}
\text{mass-} \\
\text{less}
\end{array} \Bigg| = \frac{m_{\pi T}^2}{2} \int_P \frac{1}{P^2} = \frac{m_{\pi T}^2 T^2}{24} + O(\epsilon), \quad (49)$$

$$\Bigg| \begin{array}{c}
\text{mass-} \\
\text{less}
\end{array} \Bigg| = \frac{\lambda}{8} \left( \int_P \frac{1}{P^2} \right)^2 = \frac{\lambda T^4}{1152} + O(\epsilon). \quad (50)$$

Thus, the free energy density contribution from the thermal scale is

$$f_{\pi T} = -\frac{\pi^2 T^4}{90} + \frac{m_{\pi T}^2 T^2}{24} + \frac{\lambda T^4}{1152}. \quad (51)$$
Note, that the contribution from the scale \( m \) is not present in \( f_{\pi T} \). It is indeed removed by the IR-quantity expansion. For example in Eq. (48),

\[
\frac{1}{2} \int F_{\mathbf{p}} \ln (p^2) \xrightarrow{n=0} \frac{T}{2} \int \ln (p^2) = 0. \tag{52}
\]

These contributions are taken into account with the scale \( m \) in Sec. III C below.

The only relevant \( \Phi_0^{IR} \) dependent contribution from the scale \( \pi T \) is the mass correction,

\[
\begin{align*}
\left. \frac{S_{\text{eff}}}{\text{IR exp.}} \right|_{\text{IR}} &= \frac{\lambda (\Phi_0^{IR})^2}{4} \int_{\mathbf{p}} \frac{1}{p^2} + O(x) \\
&= \frac{\lambda T^2}{48} (\Phi_0^{IR})^2 + O(\epsilon, x), \tag{53}
\end{align*}
\]

where the dotted external lines refer to the IR field, \( \Phi_0^{IR} \).

This nearly concludes the construction of the effective action

\[
\mathcal{L}_{\text{eff}} = f_{\pi T} + \frac{1}{2} (\partial_\mu \Phi_0^{IR})^2 + m_{\pi T}^2 (\Phi_0^{IR})^2 + \frac{\lambda}{4!} (\Phi_0^{IR})^4, \tag{54}
\]

where the effective mass is

\[
m_{\pi T}^2 = m_{\pi T}^2 + \frac{\lambda T^2}{24} \sim xT^2. \tag{55}
\]

The finalizing touch comes from the fact that the IR field, \( \Phi_0^{IR} \), does not depend on the Euclidean time \( \tau \) (cf. Eq. (43)). One can integrate over the Euclidean time in the effective action,

\[
S_{\text{eff}[\Phi_0^{IR}]} = \int_0^\beta d\tau \int_x \mathcal{L}_{\text{eff}} = \beta \int_x \mathcal{L}_{\text{eff}}, \tag{56}
\]

yielding an awkward factor of \( \beta \) in front of a three dimensional action. This can be handled neatly by scaling the field and the Lagrangian:

\[
\phi = \beta^{1/2} \Phi_0^{IR}, \tag{57}
\]

\[
\mathcal{L}_{3d} = \beta \mathcal{L}_{\text{eff}}. \tag{58}
\]

The result is

\[
S_{\text{eff}[\phi]} = \int_x \mathcal{L}_{3d}, \tag{59}
\]

\[
\mathcal{L}_{3d} = \beta f_{\pi T} + \frac{1}{2} (\partial_i \phi)^2 + m_{\pi T}^2 \phi^2 + \frac{\lambda T}{4!} \phi^4, \tag{60}
\]

where the kinetic term has the canonical normalization.

### C. Scale \( m \)

This is the lowest scale of the system, and all that remains is to compute the one-loop contribution to the free energy using the effective Lagrangian in Eq. (60).

We have already made all the needed mass resum- mations while constructing the effective field theory for the scale \( m \),

\[
m_{\pi T}^2 = m_{\pi T}^2 (\mu) - \frac{g^2}{(4\pi)^2} \left( 1 - \ln \left( \frac{M^2}{\mu^2} \right) \right) + \frac{\lambda T^2}{24}. \tag{61}
\]

These mass corrections came from Eqs. (24) and (53). Thus, we do not need to worry about resum- mations at all.

The one-loop diagram is given by

\[
\begin{align*}
\left. \frac{S_{\text{eff}}}{\text{IR exp.}} \right|_{\text{IR}} &= \frac{\lambda (\Phi_0^{IR})^2}{4} \int_{\mathbf{p}} \frac{1}{p^2} + O(x) \\
&= \frac{\lambda T^2}{48} (\Phi_0^{IR})^2 + O(\epsilon, x), \tag{53}
\end{align*}
\]

It contributes to the unit term, which is \( \beta f_{\pi T} \). Thus, it has to be multiplied by \( T \) in order to obtain the free-energy-density contribution.

The full free energy density is thus

\[
f = -\frac{\pi^2 T^4}{90} + m_{\pi T}^2 T^2 + \frac{\lambda T^4}{24} - \frac{m_{\pi T}^2 T}{1152} + O(x^2 T^4). \tag{63}
\]

Note, that the mass \( m_{\pi T}^2 \) in Eq. (26) has only corrections from the scale \( M \) whereas the mass \( m_{\pi T}^2 \) in Eq. (61) has also contributions from the thermal scale.

### D. Discussion

We have now demonstrated the construction of effective descriptions using the method presented in Section II for a model with three scales in Fig. 3

To construct these effective descriptions, we only needed to compute the contributions in Eqs. (26) and (53), and add them to the tree-level Lagrangian. Along the way, we picked up the thermal contributions, Eqs. (48), (50) and (62), to the free energy in Eq. (63).

Here, we will exemplify the usefulness of leveraging the scales of a system in a computation by looking at the sunset diagram:

\[
\begin{align*}
\left. \frac{S_{\text{eff}}}{\text{IR exp.}} \right|_{\text{IR}} &= \frac{\lambda (\Phi_0^{IR})^2}{4} \int_{\mathbf{p}} \frac{1}{p^2} + O(x) \\
&= \frac{\lambda T^2}{48} (\Phi_0^{IR})^2 + O(\epsilon, x), \tag{53}
\end{align*}
\]

It contributes thermally to the free energy at our order \( x^{3/2} T^4 \). However, we didn’t seem to need to tackle it at all. Let us see how this diagram was naturally embedded into our computation.

We want to first note that even though the actual computation handled the sunset diagram fluidly, the deconstruction of the handling may seem laborious. This is actually further proof of the usefulness of EFTs: A direct computation a single diagram, such as the sunset in Eq. (64), can be very difficult because the diagram would need to be deconstructed into calculable parts. On the other hand, the EFT computation is constructed out of easily calculable pieces, which the EFT computation then naturally assembles into more complicated diagrams.
on the scale $M$, Sec. III A, we didn’t need to consider vacuum bubble diagrams due to their thermal corrections being exponentially suppressed. Hence, we didn’t need to compute the pure scale $M$ contribution of the sunset, with the $\Phi$ propagator momenta being order $M$.

On the thermal scale, the contributions of the sunset diagram are encoded into the one-loop diagram with a mass insertion, Eq. (49). Diagrammatically, this can be understood in the following way:

\[ \text{Zooming out} \quad \begin{array}{c}
\includegraphics[width=0.3\textwidth]{sunset_diagram.png}
\end{array}, \quad \text{(65)} \]

\[ \text{Zooming out} \quad \begin{array}{c}
\includegraphics[width=0.3\textwidth]{one_loop_diagram.png}
\end{array}. \quad \text{(66)} \]

Equation (65) represents constructing the EFT for the scale $\pi T$, where we accounted for the mass contribution in Eq. (24). The arrow represents zooming out from the scale $M$ to the scale $\pi T$, which makes the contributing diagram local. (See Sec. V D.) Thus, the dot on the right-hand side is a contribution to the effective mass, $m_{\pi T}^2$. On the next line, the same localization happens for either of the loops due to scale $M$ momentum. The crux is that the bottom-right, one-loop diagram is within the aforementioned one-loop diagram, Eq. (19). This happens due to the fact that the mass insertion, $m_{\pi T}^2$, contains the mass correction from the top-left diagram.

The diagram is also involved in the thermal corrections from the scale $m$ in Sec. III C:

\[ \begin{array}{c}
\includegraphics[width=0.3\textwidth]{thermal_correction.png}
\end{array} \quad \text{(67)} \]

where we have a dotted, scale-$m$ propagator. The mass correction on the right needed to be resummed into the mass, $m_{\text{eff}}$. This has been done in the EFT construction, Eq. (61). Consequently, the contribution is taken into account by the scale-$m$ one-loop diagram in Eq. (62).

We can thus see that the sunset diagram, Eq. (64), takes part into the second and fourth term in the final free energy in Eq. (63).

We can even play the game further. At the order $x^2 T^4$, there is another relevant contribution from the thermal scale of the diagram in Eq. (64):

\[ \text{Zooming out} \quad \begin{array}{c}
\includegraphics[width=0.3\textwidth]{thermal_scale_diagram.png}
\end{array}. \quad \text{(68)} \]

Here, only the heavy $X$ propagator is on the scale $M$ and the $\Phi$ propagators are on the thermal scale. This contribution would be taken into account by including the four-point correction in Eq. (38) and computing the thermal-scale two-loop contribution, Eq. (50), with the modified self-coupling of Eq. (59).

The above discussion gives understanding how the EFT construction splits a horribly complicated diagram into smaller pieces that are easily calculable. As mentioned above, the power of an EFT computation is that one doesn’t need to start from a complicated diagram, which needs deconstruction. One can start from the simple pieces to build up the calculation. This is demonstrated by the initial computation of the free energy, which didn’t need to explicitly compute the sunset diagram of Eq. (64), nor do any of the above dissection of the diagram.

### IV. Example 2: First-Order Symmetry-Breaking Phase Transition

There are two main goals for this example. Computationally, we want to show, how to handle derivative contributions to the effective action and resummations of an external field. Physically, we want to show an application of the EFT construction method onto a phase transition.

The discussion of the aforementioned computational methods takes place in Sec. IV A. The physical discussion is a bit more broad: In Sec. IV A, we will observe a dynamically produced mass hierarchy at the phase transition. In Sec. IV B, we compute the ingredients to a gravitational-wave spectrum as far as it is possible with pen and paper, which means the duration and the strength of the transition.

The same example has been used in Ref. [9] to illustrate nucleation rates. We will use the same power countings, initially motivated by Ref. [45]. Our results do not disagree with Ref. [9]. Thus, there is no good reason to explicitly reproduce the full computation. Also, citing results will enable us to highlight the above motivations more.

The example model is given by

\[ \mathcal{L}_{3d} = \beta \pi \phi^2 + \frac{1}{2} (\partial_\chi \phi)^2 + \frac{m_\chi^2 + \delta m_\chi^2}{2} \phi^2 + \frac{\lambda_3}{4!} \phi^4 + \frac{1}{2} (\partial_\chi \phi)^2 + \frac{M_\chi^2}{2} \chi^2 + \frac{f_3}{4!} \chi^4 + \frac{g_3^2}{4} \phi^2 \chi^2. \quad \text{(69)} \]

In this model, the $\phi$ field will undergo a symmetry-breaking phase transition. The $\chi$ field will also play an important role: It renders the phase transition to be first order.

Note, that the theory is already three dimensional. This comes from the fact that the thermal scale has already been integrated out (cf. Sec. III B and the Lagrangian in Eq. (60)). Due to the fact that the thermal scale has been integrated out, the Lagrangian coefficients depend on the temperature (cf. Eqs. (55), (60)).

Most importantly, the mass of the $\phi$ field, $m_\chi^2$, depends strongly on temperature: The $\phi$ field undergoes a symmetry-breaking phase transition. Correspondingly,
Thus, the scales are given by the phase transition. The potentials are on different sides of the phase transition, as the mass parameter, $m_3$, has changed sign. Note, that radiative contributions from the $\chi$ field, which are not present in the plotted potential, play an important role in the phase transition. Thus, the nature of the transition cannot be inferred from the plot.

Due to the symmetry-breaking phase transition, the field value of the $\phi_{IR}$ field changes from $\phi_{IR} = 0$ to $\phi_{IR} \neq 0$. We will power count it as

$$\phi_{IR}^2 \sim \frac{M_3^2}{g_3^2} = x^{-1} M_3 .$$  (74)

This power counting actually arises naturally at the phase transition (shown around Eq. (100) below). An important consequence of this power counting is that we need to resum the effects of the background field, $\phi_{IR}$, to the mass of the $\chi$ field.

Finally, we note that the power counting of the derivatives is important as well. We want to compute the nucleation rate. There, the background field will be a spatially-dependent critical bubble. Consequently, the derivatives on the tree-level Lagrangian are already power counted according to

$$\partial_i \phi_{CB} \sim m_3 \phi_{CB}$$  (75)

$$\Rightarrow \partial_i^2 \sim m_3^2 \sim x M_3^2 .$$  (76)

where $\phi_{CB}$ is the critical bubble. This power counting for the derivative follows from the fact that the nucleation physically takes place on the energy scale given by $m_3$. Consequently, the size scale of the nucleating bubbles is $L_{\text{bubble}} \sim m_3^{-1}$.

In terms of the free-energy density, the aim is to obtain the accuracy of

$$\beta f \sim m_3^3 \sim x^{3/2} M_3^3 .$$  (77)

Then, the scale $m_3$ contributes as well. Even more importantly for the gravitational wave spectrum, we will notice, that we obtain all of the large terms, $\mathcal{O}(x^{-n})$, to the nucleation rate.

A. Scale M

Now, we get to computing the effective action for $\phi_{IR}$ with the method of Sec. Ill.

A very important thing to note immediately is that the background field, $\phi_{IR}$, affects the mass of the heavy field at the leading order:

$$M_3^2(\phi_{IR}) \equiv M_3^2 + \frac{g_3^2}{2} \phi_{IR}^2 .$$  (78)

The mass $M_3^2(\phi_{IR})$ can be found from the Lagrangian in Eq. (69) by splitting the light field into the IR and UV modes:

$$\phi = \phi_{IR} + \phi_{UV} .$$  (79)

It is now important to keep the mass $M_3^2(\phi_{IR})$ as a full package. Otherwise, we would use a mass, $M_3^2$, that is not correct to the leading order.²

² There is another, much more laborious way, in which one only has $M_3^2$ as the mass. Then, one has to explicitly resum infinite classes of diagrams. See Ref. [39].
The diagrams that we need to compute are

\[
\begin{array}{c}
\begin{array}{c}
\text{IR}\_\text{exp.} \\
\text{IR}\_\text{exp.} \\
\text{IR}\_\text{exp.}
\end{array}
\end{array}
\]

where the dashed lines refer to the \(\chi\) field and the solid lines to the \(\phi\) field. The two explicit \(\phi_{\text{IR}}\) legs in the last diagram come from the interaction term

\[
g_3^2 2 \phi_{\text{IR}} \phi_{\text{UV}} \chi^2
\]

in the Lagrangian, Eq. (69).

From each diagram, we will need the leading term in the IR-quantity expansion. From the one-loop diagram, we will also need the first term of the external momentum, \(k\), expansion. This will become a derivative correction to the effective action. We start from the potential term of \((k^2)^0\). After that, we will move on to the derivative correction of \((k^2)^1\).

The one-loop potential term from the \(\chi\) field is given by

\[
\begin{array}{c}
\begin{array}{c}
\text{IR}\_\text{exp.} \\
\text{IR}\_\text{exp.}
\end{array}
\end{array} = \frac{1}{2} \int_p \ln(p^2 + M_{3}^2(\phi_{\text{IR}}))
\]

\[
= - \frac{1}{3(4\pi)} M_{3}^3(\phi_{\text{IR}}) + O(\epsilon). \tag{82}
\]

Here, we have now successfully resummed in the external \(\phi_{\text{IR}}\) field the one-loop potential term. We have computed a three-dimensional analog to the Coleman–Weinberg potential \[43\].

The two other potential terms are

\[
\begin{array}{c}
\begin{array}{c}
\text{IR}\_\text{exp.} \\
\text{IR}\_\text{exp.}
\end{array}
\end{array} = \frac{g_3^2}{8} \left( \int_p \frac{1}{p^2 + M_{3}^2(\phi_{\text{IR}})} \right)^2
\]

\[
= - \frac{f_3}{8(4\pi)^2} M_{3}^3(\phi_{\text{IR}}) + O(\epsilon), \tag{83}
\]

and

\[
\begin{array}{c}
\begin{array}{c}
\text{IR}\_\text{exp.} \\
\text{IR}\_\text{exp.}
\end{array}
\end{array} = \frac{-g_3^2 \phi_{\text{IR}}^2}{4} \int_p \int_q \frac{1}{(p^2 + M_{3}^2(\phi_{\text{IR}}))(q^2 + M_{3}^2(\phi_{\text{IR}}))(p + q)^2}
\]

\[
= - \frac{g_3^2 \phi_{\text{IR}}^2}{8(4\pi)^2} \left( \frac{1}{2\epsilon} + \ln \left( \frac{\mu_{3}^2}{4M_{3}^2(\phi_{\text{IR}})} \right) + 1 \right) + O(\epsilon), \tag{84}
\]

where \(\mu_{3}\) is the \(\overline{\text{MS}}\) renormalization scale of the three-dimensional EFT.

Similarly to the discussion in Example 1 below the Lagrangian in Eq. (25), the divergence in the sunset diagram cancels with the counter term in the Lagrangian in Eq. (69), and the running cancels the running in the mass parameter, \(m_{3}^2(\mu_{3})\) \[9\ \[11\].

There will be no counterterms in the effective Lagrangian. Hence, we do not need any of the \(O(\epsilon)\) terms.

Now, we will explore how the derivative series arises from the one-loop diagram of the \(\chi\) field. The most straightforward way, presented in Appendix A of Ref. \[11\], is to compute directly the action contribution in the presence of the general IR background, \(\phi_{\text{IR}}\). It can easily become very cumbersome. Hence, we present two other methods in this article.

Both of the more streamlined methods are based on a simplification. We split the IR background into a homogeneous background and IR fluctuations around the background:

\[
\phi_{\text{IR}} = \phi + h_{\text{IR}}. \tag{85}
\]

The full Lagrangian term, that we are after, can now be expanded in the IR fluctuations:

\[
\frac{Z_{\text{eff}}(\phi_{\text{IR}})}{2} (\partial_i \phi_{\text{IR}})^2
\]

\[
= \frac{Z_{\text{eff}}(\phi)}{2} (\partial_i h_{\text{IR}})^2 + Z_{\text{eff}}'(\phi) h_{\text{IR}} (\partial_i h_{\text{IR}})^2 + \ldots \tag{86}
\]

The achieved simplification is that we can compute the two-point function of the fluctuations, \(h_{\text{IR}}\), on a homogeneous background, \(\phi\). This way, we can obtain the first term on the right-hand side, and consequently the field normalization, \(Z_{\text{eff}}(\phi)\).

Here, we will only show one method. The other one can be found from Appendix \[12\]. The method shown here computes a contribution to the self-energy for the fluctuations, \(h_{\text{IR}}\):

\[
Z_{\text{eff}}(\phi) k^2 + m_{\text{eff}}^2. \tag{87}
\]

This method is more widely in use (see e.g. Refs. \[10\ \[49\ \[47\]) as it is computationally simpler. The other method computes directly the action contribution (see e.g. Ref. \[24\], Sec. 6). Its benefit is that it shows the origins for the locality of the EFT much more clearly. Another benefit is that it generalizes readily to higher orders in derivatives.

There are two distinct self-energy contributions from the one-loop level in the \(\chi\) field: One is

\[
\begin{array}{c}
\begin{array}{c}
\text{IR}\_\text{exp.} \\
\text{IR}\_\text{exp.}
\end{array}
\end{array} = \frac{g_3^2}{2} \int_p \frac{1}{p^2 + M_{3}^2(\phi)}
\]

but it only leads to a mass contribution (already taken into account by the potential term in Eq. (82)). The

\[\text{The method used by Ref. \[11\] computes } Z_{\text{eff}}(\phi_{\text{IR}})(\partial_i \phi_{\text{IR}})^2/2 \text{ directly. Hence, it needs all } n \text{-point functions for } \phi_{\text{IR}} \text{ on the general background of } \phi_{\text{IR}}.\]
other one is

\[ g_3^2 \varphi \frac{h_{\text{IR}} \chi^2}{2} \tag{89} \]

It depends on the external momentum, \( \mathbf{k} \), leading to a derivative series. The cubic interactions are from the Lagrangian term

\[ \frac{g_3^2 \varphi}{2} h_{\text{IR}} \chi^2 \tag{90} \]

from the Lagrangian in Eq. (69). The external legs of the diagram correspond to \( h_{\text{IR}} \), and the constant background, \( \varphi \), is absorbed into the coefficient.

Without any expansions, the diagram is given by

\[ - \frac{g_3^2 \varphi}{2} \int_p \left( \frac{1}{(p + k)^2 + M^2_3(\varphi)} \right) \left( \frac{p^2 + M^2_3(\varphi)}{2} \right) . \tag{91} \]

We only need the first order in the expansion in \( k^2 \). Thus, we compute:

\[ - \frac{g_3^2 \varphi^2}{2} \int_p \left( 1 \right) \left( \frac{1}{(p^2 + M^2_3(\varphi))^3} + \frac{4}{d} \left( p^2 + M^2_3(\varphi) \right)^4 \right) \]

\[ = \frac{g_3^2 \varphi^2}{48(4\pi)M_3^2(\varphi)} k^2 + O(\epsilon) , \tag{92} \]

where \( d \) is the number of spatial dimensions, and we have solved the \( p \) integral for the last line.

The obtained contribution is a direct contribution to the self energy in Eq. (87). Thus, we can read off the contribution to the field normalization:

\[ \Delta Z_{\text{eff}}(\phi_{\text{IR}}) = \frac{g_3^2 \varphi^2}{48(4\pi)M_3^2(\phi_{\text{IR}})} . \tag{93} \]

Now, we can put together the effective Lagrangian to the order \( x^{3/2} M_3^3 \),

\[ \mathcal{L}_{\text{eff}} = \beta f_{\pi T} + \frac{Z_{\text{eff}}(\phi_{\text{IR}})}{2} (\partial_i \phi_{\text{IR}})^2 + V_{\text{eff}}(\phi_{\text{IR}}) , \tag{94} \]

\[ V_{\text{eff}}(\phi_{\text{IR}}) = \frac{\tilde{m}^2(\phi_{\text{IR}})}{2} \phi_{\text{IR}}^2 - \frac{M_3^2(\phi_{\text{IR}})}{3(4\pi)} + \frac{\lambda_3}{4!} \phi_{\text{IR}}^4 , \tag{95} \]

where the parameters are

\[ Z_{\text{eff}}(\phi_{\text{IR}}) = 1 + \frac{g_3^2 \varphi^2}{48(4\pi)M_3^2(\phi_{\text{IR}})} , \tag{96} \]

\[ \tilde{m}^2(\phi_{\text{IR}}) = m_3^2(\mu) + \frac{f_3 g_3^2}{8(4\pi)^2} - \frac{g_3^2}{4(4\pi)^2} \left[ 1 + \ln \left( \frac{\mu^2}{4M_3^2(\phi_{\text{IR}})} \right) \right] , \tag{97} \]

with \( M_3^2(\phi_{\text{IR}}) \) from Eq. (78).

Finally, we can ground the power counting for the background field, Eq. (74), and the mass \( m_3^2 \), Eq. (71). Importantly, we will see below that the mass hierarchy,

\[ m_3^2 \ll M_3^2 , \tag{98} \]

is a result of the symmetry breaking phase transition.

Let us look at the leading order potential,

\[ V_{\text{eff}}^{\text{LO}}(\phi_{\text{IR}}) = \frac{m_3^2}{2} \phi_{\text{IR}}^2 - \frac{1}{3(4\pi)} \left( M_3^2 + \frac{g_3^2}{2} \phi_{\text{IR}}^2 \right)^{3/2} + \frac{\lambda_3}{4!} \phi_{\text{IR}}^4 , \tag{99} \]

shown in Fig. 5.

Note that the middle term from to the \( \chi \)-one-loop diagram may induce a \( \phi_{\text{IR}} \neq 0 \) minimum, even if the \( \phi_{\text{IR}} \) mass is positive at \( \phi_{\text{IR}} = 0 \). This corresponds to a first-order symmetry-breaking phase transition.

With the power counting established in the beginning of this section in Eqs. (70), (71), we can see that all of the potential terms in Eq. (99) have the same order \( \phi_{\text{IR}} \) derivatives at

\[ \phi_{\text{IR}}^2 \sim x^{-1} M_3 . \tag{100} \]

This shows that the minimum induced by the \( \chi \) field is there, which leads to the power counting for \( \phi_{\text{IR}} \) in Eq. (74).

Let us then turn to the mass hierarchy.

Note, that if the mass \( m_3^2 \) was \( m_3^2 \gg x M_3^2 \), there could not be another minimum. The derivative of the potential near \( \phi_{\text{IR}} = 0 \) would be dominated by the mass term, and away from \( \phi_{\text{IR}} = 0 \), it would be dominated by the quartic term.

The mass has to be

\[ m_3^2 \lesssim x M_3^2 \tag{101} \]

for there to be another minimum. Thus, the \( \phi_{\text{IR}} \) mass has to obey the above relation at the phase transition. This leads to the mass hierarchy.
The upper limit of the above relation,

\[ m_3^2 \sim xM_3^2, \]  

(102)

holds near the critical temperature, below which the \( \phi_{IR} \neq 0 \) minimum becomes favoured.

B. Scale \( m \)

Here, we will apply the obtained EFT to study the first-order phase transition present in the model. We can use it to compute both the strength of the transition, \( \alpha \), and the inverse duration of the transition, \( \beta \) (which is not to be confused with the inverse temperature).

The EFT approach to bubble nucleation was put forward in Ref. [9], and was shown to resolve a number of inconsistencies in non-EFT approaches. An explicit computation showing, how to retain the gauge invariance in inconsistencies in non-EFT approaches. An explicit computation showing, how to retain the gauge invariance in the EFT computation of a nucleation rate, has been done in Ref. [10]. The question of gauge invariance would be relevant if the \( \chi \) field was replaced by a gauge field.

The strength of a transition is given by \[ 4 \Delta \theta / 3w_+ . \] (103)

Here, the enthalpy, \( w \), is evaluated in the metastable phase marked with + and \( \Delta \theta \) is the difference of the energy-momentum trace between the stable and metastable phase,

\[ \theta = (e - 3p)/4 . \] (104)

with \( e \) as the energy density and \( p \) as the pressure.

All of the thermodynamic quantities above can be found with the free energy density. The strength of a transition in terms of the free energy density, \( f \), and temperature, \( T \), is

\[ \alpha = T \partial_T \Delta f - 4\Delta f / 3T \partial_T f_+ . \] (105)

Thus, we only need to find the free energy density of our system.

Let us start from \( \Delta f \) by computing the scale \( m_3 \) contributions to the free-energy density. We begin by expanding the effective Lagrangian to second order in fluctuations, \( h_{IR} \), around a background, \( \varphi \):

\[ \mathcal{L}_{eff} = V_{eff}(\varphi) + \frac{1}{2}(\partial_i h_{IR})^2 + \frac{1}{2} V_{eff}'(\varphi)h_{IR}^2 . \] (106)

The linear term vanishes since we assume the background to be a minimum of the potential. The minima correspond to the different phases.

The one-loop diagram is given by

\[ \Gamma = \int_p \ln(p^2 + V_{eff}'(\varphi)) \]

\[ = -\frac{V''(\varphi)^{3/2}}{12\pi} + \mathcal{O}(\epsilon) . \] (107)

Thus, the free energy difference is given by

\[ \Delta f = T \left( V_{eff}(\varphi) - V_{eff}(0) \right) \]

\[ -\frac{V''(\varphi)^{3/2}}{12\pi} + \frac{V_{eff}'(0)^{3/2}}{12\pi} \times (1 + \mathcal{O}(\epsilon^2)) , \] (108)

\( \varphi_{IR} \neq 0 \) is the field value at the broken minimum of the potential, \( V_{eff} \). The factor of temperature appears from the scaling in Eq. [58]. Note importantly, that the thermal scale free-energy contributions, \( f_{\pi T} \), cancel.

The \( f_+ \) part of the strength of the transition, \( \alpha \), on the other hand is dominated by the thermal scale contributions (cf. the free energy of Example 1 in Eq. [63]):

\[ f_+ = f_{\pi T} + \mathcal{O}(TM_3^2) \sim T^4 . \] (109)

The parameter \( f_{\pi T} \), found from the initial effective Lagrangian in Eq. [60], cannot be computed within the effective description.

Here, we will cut some corners. We simply state that the theory describing the thermal scale only contains the four-dimensional counterparts to \( \phi \) and \( \chi \). \( \Phi, X \). (The description is the same as in Refs. [9,11].) The parameter \( f_{\pi T} \) can be computed to be

\[ f_{\pi T} = \frac{\pi^2 T^4}{45} + \mathcal{O}(\epsilon, x^2 T^4) . \] (110)

We obtain for the strength of the transition

\[ \alpha = \frac{15}{4\pi^2 T^4} \left( 4\Delta f - T \partial_T \Delta f \right) \times (1 + \mathcal{O}(\epsilon^2)) , \] (111)

where \( \Delta f \) is given in Eq. [108].

Now, we turn to the inverse duration of the phase transition, \( \beta \), given by

\[ \beta = H_t \frac{d}{dT} \ln \Gamma , \] (112)

where \( \Gamma \) is the nucleation rate and \( H_t \) is the Hubble parameter at the time of the transition [18].

The nucleation rate is then given by

\[ \Gamma = A e^{-S_{eff}[\phi_{CB}]+S_{eff}[\varphi_{IR}]} , \] (113)

where the exponential contributions to the rate are given by the effective action from the Lagrangian of Eq. [64],

\[ S_{eff}[\phi_{IR}] = \int_x \mathcal{L}_{eff} , \] (114)

evaluated on the critical bubble, \( \phi_{CB} \), and the metastable minimum, \( \varphi_{IR} \) [9]. Note, that the unit term from the thermal scale cancels in the exponent as well.
The critical bubble is found as an extremum of $S_{\text{eff}}$:

$$\frac{\delta S_{\text{eff}}}{\delta \phi}[\phi_{\text{CB}}] = 0$$  \hspace{1cm} (115)

$$\Leftrightarrow Z_{\text{eff}}(\phi_{\text{CB}}) \frac{\partial^2 \phi_{\text{CB}}}{\partial r^2} + \frac{2}{r} Z_{\text{eff}}(\phi_{\text{CB}}) \frac{\partial \phi_{\text{CB}}}{\partial r} + \frac{1}{2} Z'(\phi_{\text{CB}}) \left( \frac{\partial \phi_{\text{CB}}}{\partial r} \right)^2 = V'_{\text{eff}}(\phi_{\text{CB}}),$$  \hspace{1cm} (116)

where $r$ is the radial coordinate for the spherically symmetric critical bubble, $\phi_{\text{CB}}(r)$.

A major numerical simplification can be obtained by treating the correction to the field normalization, $\Delta Z_{\text{eff}}$ in Eq. (93), perturbatively [9]. The action term, corresponding to $\Delta Z_{\text{eff}}$,

$$\int_x \frac{\Delta Z_{\text{eff}}(\phi_{\text{CB}})}{2} (\partial_t \phi_{\text{CB}})^2,$$  \hspace{1cm} (117)

can simply be evaluated on the critical bubble found from

$$\frac{\partial^2 \phi_{\text{CB}}}{\partial r^2} + \frac{2}{r} \frac{\partial \phi_{\text{CB}}}{\partial r} = V'_{\text{eff}}(\phi_{\text{CB}})$$  \hspace{1cm} (118)

to our accuracy.

Using the nucleation rate formula in Eq. (113), we obtain for the inverse duration:

$$\frac{\beta}{H_*} = -T \frac{\text{d}}{\text{d}T} (S_{\text{eff}}(\phi_{\text{CB}}) - S_{\text{eff}}(0)) + O(\ln x),$$  \hspace{1cm} (119)

where the uncertainty of $\ln x$ arises from the prefactor $A$.

Let us finally show, that for the order of $x^{-1/2}$, we need the two-loop order in Eqs. (83), (84) and the derivative correction in Eq. (93). The power counting for the action can be done as

$$\text{bubble volume} \times \text{Lagrangian term},$$  \hspace{1cm} (120)

and the volume is given by [9]

$$\text{bubble volume} \sim L_{\text{bubble}}^3 \sim m_3^{-3}.$$  \hspace{1cm} (121)

With these formulas and the power counting of parameters set in Eqs. (70), (71), (100), (76), we indeed obtain that the aforementioned contributions come at order $x^{-1/2}$. The uncertainty in the inverse duration, $\beta$, is $O(\ln x)$, shown in Eq. (119).

V. INTEGRATING OUT A UV SCALE: A MORE THOROUGH DISCUSSION

Here, we will study EFTs again from the point of view of purely integrating out the UV scale. The discussion repeats Sec. II with more details.

Purely integrating out the UV scale will lead us to a method of constructing EFTs that is extremely similar to computing a 1PI effective action for the longer-scale (lighter) fields, i.e. the 1LPI action. As we will see, there are only two differences regarding the 1LPI action. Both of the differences originate from the fact that the IR scale has not been integrated out.

In Sec. V A we find the abstract form for the effective action for the EFT, and discuss the relation to just integrating out the heavier fields. In Sec. V B we discover the computational similarity to the 1LPI action, and in Secs. V C and V E we find the two differences regarding the 1LPI action. In between, we discuss a diagrammatic way of understanding the novel method in Sec. V D. This both aids seeing the full picture of the procedure already summarized in Sec. II and eases the discussion of the second difference in Sec. V E.

A. Effective action for an IR scale

Let us start with a theory, which contains a short UV scale and a longer IR scale. The thermodynamics of the theory are described by a partition function,

$$Z = \int \mathcal{D}\Phi e^{-S_E[\Phi]},$$  \hspace{1cm} (122)

where $\Phi$ represents the full field content of the theory and $S_E$ is its Euclidean action (See. Appendix B).

Borrowing from Sec. II Eq. (3)–(5), we can rewrite the partition function using the scales:

$$Z = \int \mathcal{D}\Phi^{\text{IR}} e^{-S_{\text{eff}}[\Phi^{\text{IR}}]},$$  \hspace{1cm} (123)

$$S_{\text{eff}}[\Phi^{\text{IR}}] = -\ln \int \mathcal{D}\Phi^{\text{UV}} e^{-S_E[\Phi^{\text{IR}}+\Phi^{\text{UV}}]},$$  \hspace{1cm} (124)

$$\mathcal{D}\Phi = \mathcal{D}\Phi^{\text{IR}} \times \mathcal{D}\Phi^{\text{UV}}.$$  \hspace{1cm} (125)

Here, $\Phi^{\text{IR}}$ are the IR-scale field modes and $\Phi^{\text{UV}}$ are the UV-scale field modes.

We will now focus on how to divide the field content of the theory into the IR and UV parts as in Eq. (125) and then show how to compute the effective action in Eq. (124) as a slightly modified 1LPI action.

Let us state for concreteness that the scale hierarchy originates from a mass hierarchy, $M^2 \gg m^2$, with a field $\Phi^{\text{heavy}}$ being much heavier than the other fields $\Phi^{\text{light}}$. If one of the scales was given by the temperature, everything would be computationally exactly analogous. (This is shown in Example 1, Sec. III.)

It would be compelling to identify the heavier field as the UV fluctuations and the light fields as the IR fluctuations: $\Phi^{\text{UV}} = \Phi^{\text{heavy}}$ and $\Phi^{\text{IR}} = \Phi^{\text{light}}$. This is because the correlation length of the heavy field, $\Phi^{\text{heavy}}$, is constrained to be on the shorter scale due to its large mass.

More rigorously, the heavy field decouples regarding the IR scale [39]. This means that integrating over $\Phi^{\text{heavy}}$ with a background of IR-scale fields, $\Phi^{\text{IR}}$, leads to only local action terms for the IR-scale. Therefore, we can indeed integrate over the heavy field in Eq. (124).
momentum can have a constructing a local effective description. The light fields field. This is briefly discussed below. would simply correspond to integrating out the heavier Φ. All of the fluctuations of the heavy field Φ momentum modes Φ from the low-momentum modes Φλ. These high-momentum fluctuations live on the shorter UV and IR length scales, L, presented. The high-momentum modes ΦUV of the light fields Φlight are separated by a factorization scale Λ. All of the fluctuations of the heavy field Φheavy reside in the UV scale.

The identification of ΦUV = Φheavy and ΦIR = Φlight would simply correspond to integrating out the heavier field. This is briefly discussed below.

The identification above is however not sufficient for constructing a local effective description. The light fields can have a momentum that is on the UV scale, p ∼ M. These high-momentum fluctuations probe the distances of the Φlight/light < Λ, which is between the scales, M, as shown in Fig. 2. Another way of understanding this is that the high-momentum fluctuations probe the distances of the Φheavy correlation length, M−1. As a consequence, integrating out only the heavy field, Φheavy, would make the description non-local for the high-momentum modes (see e.g. Ref. 49). Therefore, the high-momentum modes must be integrated out as well for a consistent local effective description for the longer IR scale.

The division of the fluctuations into scales is done according to

$$DΦ^{IR} = DΦ_{IR}^{light}, \quad DΦ^{UV} = DΦ_{UV}^{light} DΦ^{heavy}, \quad (126)$$

where Φlight and Φlight are are the IR-momentum and UV-momentum parts of the light field Φlight respectively. The momentum modes are separated by a factorization scale, Λ, which is between the scales, m ≪ Λ ≪ M, as shown in Fig. 6.

Below, we will make the connection between the effective action in Eq. (124) and the 1LPI action, and show how to separate easily the UV-momentum fluctuations, ΦUV, in a calculation. But before that, we want to pause to discuss the similarities with integrating out the heavy field, Φheavy.

Had we chosen the tempting identifications of ΦUV = Φheavy and ΦIR = Φlight, the steps in Eqs. (122)–(124) would reduce to merely integrating out the heavy field, Φheavy. We can thus note that the method presented here is just integrating out the heavy field and the UV fluctuations of the light fields as well.

The problems of integrating out a heavy field, which are cured by integrating of the UV scale entirely, are illustrated by the first example of Ref. 49. In this excellent article on radiative vacuum decay, only a heavy field is initially integrated out. This would leave the calculation inconsistent due to the non-localities for the high-momentum modes of a light field. These show up as uncancelled divergences in the computation.\(^{4}\)

After-the-fact however, another important contribution to the calculation was found, repairing the computation. The crucial contribution follows from integrating out the UV fluctuations of the light field, ΦUV. The computation now abides the separation in Eq. (126). Thus, a consistent local EFT was constructed.

### B. Diagrammatic expansion

Let us now press on with the effective action in Eq. (124), to find its diagrammatic representation. This way, we will also discover the connection to the 1LPI action.

We can directly see that in a perturbative computation only the connected diagrams contribute to the effective action. This is due to the logarithm in Eq. (124) cancelling the disconnected contributions.

Besides the disconnected diagrams, there is another class of diagrams that do not contribute: the 1Φlight-reducible diagrams. This means the diagrams that are reducible by cutting one light-field propagator. An example is in Fig. 7. Diagrams that are reducible in heavy field propagators do enter the diagrammatic expansion.

The reason for 1Φlight-reducible diagrams not contributing is that the reducible propagators would be on the IR scale: The reducible Φlight propagators can only carry a momentum from the external legs, and the external legs are from the IR-scale background. (cf. Fig. 7 and Eqs. (124), (126). Thus, the momentum in the reducible light-field propagator is on the IR scale.

IR-scale fluctuations of the light fields, Φlight, are not integrated over in the effective action of Eq. (124). Consequently, the reducible Φlight propagators do not appear in the computation of the effective action. Therefore, there are no 1Φlight-reducible diagrams.

Note, that all the contributions are still consistently accounted after integrating over the IR modes of the light

---

\(^{4}\) Note, that these uncancelled divergences are not stated explicitly in the article but are still present. They are the counter-terms cancelling the divergences of the sunset diagram in their Fig. 2(b).
fields, $\Phi_{\text{light}}$. This is illustrated in Fig. 8. Everything is accounted for once and only once.

We can now see the correspondence between the effective action and the 1LPI action clearly: They both have the same diagrammatic representation containing only the 1LPI diagrams. Therefore, $S_{\text{eff}}$ is almost the same as the 1LPI action.

The only difference is that the $\Phi_{\text{light}}$ fluctuations are not yet being integrated over. This affects the meaning of the diagrams: The internal propagators are $\Phi_{\text{light}}$ propagators, and the external legs are $\Phi_{\text{light}}$ legs.

### C. Separating the IR and UV scales

We will now move to the final piece of the puzzle, which is how to separate the modes $\Phi_{\text{light}}$ and $\Phi_{\text{UV}}$ in a perturbative calculation.

In cut-off regularization, one could separate the IR and UV fluctuations of the light fields, $\Phi_{\text{light}}$ and $\Phi_{\text{UV}}$, with an infrared cut-off at the factorization scale, $\Lambda$, for the $\Phi_{\text{light}}$ propagators $[1, 2]$ (cf. Fig. 6).

$$\int_{\Lambda}^{\Lambda_{\text{UV}}} d^Dp.$$  \hspace{1cm} (127)

Here, $p$ is a loop momentum and $\Lambda_{\text{UV}}$ is the cut-off for the full theory. This restricts the light field propagators to contain solely the high-momentum modes, $\Phi_{\text{light}}$.

For the more practical dimensional regularization, using a cut-off is not feasible. This is because the dimensional regulator is a renormalization scale, $\mu$, rather than a cut-off. One has to be a bit more clever to only take into account the $\Phi_{\text{light}}$ fluctuations in the effective action in Eq. (124). This then pays off with simple computations that differ quite minimally from the 1LPI-action construction.

The method to only keep the UV-scale contributions of $\Phi_{\text{heavy}}$ and $\Phi_{\text{UV}}$ fluctuations in the 1LPI diagrams is the following:

Expand the diagrams in IR quantities, i.e. the light masses, $m^2$, and the low external momenta, $k$,

$$\frac{1}{(p+k)^2 + m^2} \rightarrow \frac{1}{p^2} - \frac{2p \cdot k + k^2 + m^2}{p^4} + \ldots ,$$

$$\frac{1}{(p+k)^2 + M^2} \rightarrow \frac{1}{p^2 + M^2} - \frac{2p \cdot k + k^2}{(p^2 + M^2)^2} + \ldots ,$$

where $p$ is a loop momentum and $M^2$ is the heavy mass.

To understand the above IR-quantity expansion, we need to discuss three central facts:

- The UV-scale contributions remain intact.
- The IR scale is now absent from the loop integrals.
- Instead of the IR scale, there are infrared divergences in the loop-momentum region of $p^2 \ll M^2$.

One may feel especially wary about the last point. It does not seem like a good idea to purposefully induce divergences to one’s calculation. Here however, the infrared divergences turn out to be central: The resulting EFT requires ultraviolet regularization, i.e. counterterms. The infrared divergences become the correct counterterms for the EFT (Fig. 9).

After discussing the UV-scale contributions of the $\Phi_{\text{heavy}}$ and $\Phi_{\text{light}}$ fluctuations, we note that the EFT contains the final contributions from the $\Phi_{\text{light}}$ fluctuations. Thus, it marks a successful implementation of the division of the fluctuations given in Eq. (126).

Here, we want to also note the achieved computational simplification. One does not need to perform any explicit mass resummations in the diagrams. In the construction of the effective action of Eq. (127), the IR propagators are rather expanded in the masses, or “anti-resummed”, by the above expansion. Then, the UV-scale contributions are resummed by construction into the effective action. Thus, they are already resummed for the IR-scale fluctuations, which are computed within the EFT.

Let us start from the $\Phi_{\text{light}}$ contributions, i.e. the UV modes of the light fields. Physically, the light fields are ultrarelativistic on the UV scale, $M$. Thus, they are massless at the leading order, obtaining higher-order corrections from their masses:

$$\frac{m^2}{M^2} \ll 1.$$  \hspace{1cm} (128)

Computationally, this is reflected as expanding in the light masses, $m^2$, against the UV-scale loop momentum, $p^2 \sim M^2$, in the IR-quantity expansion.

Similarly to the light masses, one can expand in the IR-scale external momenta, $k^2 \sim m^2$, against the UV...
scale,
\[ \frac{k^2}{M^2} \ll 1. \]  
(129)

In the light-field propagators, the UV scale is in the loop momentum, \( p^2 \sim M^2 \), and in the heavy-field propagator the UV-scale already follows from the heavy mass, \( M^2 \).

The expansion in the external momenta eventually results in a derivative expansion of the effective action,
\[ k^2 \rightarrow -\partial^2 \]  
(130)

(see the example in Sec. [IV]). Physically, the derivative expansion contains the effects of a non-constant IR-scale background field on the UV-scale contributions.

We have now discussed, how the UV-scale contributions of \( \Phi^{\text{heavy}} \) and \( \Phi^{\text{light}} \) remain intact in the IR-quantity expansion: Basically, one expands smaller IR quantities against the UV scale.

In a practical computation, this expansion is truncated to some desired accuracy,
\[ \mathcal{O}\left( \left( \frac{m^2}{M^2} \right)^n, \left( \frac{k^2}{M^2} \right)^m \right), \]  
(131)

which is then reflected in the accuracy of the obtained physical quantities.

Let us move on to the \( p^2 \ll M^2 \) region of the light-field propagators. It is clearly altered by the IR-quantity expansion.

Firstly, it is important to note that the IR-quantity expansion removes every reference to the IR scale from the integrals, i.e. the light masses, \( m^2 \), and the external momenta, \( k \). For example,
\[
\int_p \frac{1}{p^2 + m^2} \bigg|_{\text{IRQ exp.}} \\
= \int_p \frac{1}{p^2} - m^2 \int_p \frac{1}{p^2} + \frac{m^4}{2} \int_p \frac{1}{p^2} + \ldots 
\]  
(132)

Thus, the momentum integrals do not see the IR scale at all, and consequently the \( \Phi^{\text{light}} \) contributions are not present in the integrals.

Since we do not have an infrared cut off in our integrals, we still have the loop-momentum region of \( p^2 \ll M^2 \) present. Due to the absence of the IR scale, the region of \( p^2 \ll M^2 \) only yields infrared divergences.

As already mentioned above, these infrared divergences are a crucial part of the EFT construction. They are the counterterms for the EFT. Therefore, it may be better to directly think of them as the infrared divergences of the UV-scale – simply an important part of the UV-scale contributions.

In slightly more detail, there are two types of divergences in the UV-scale contributions: ultraviolet and infrared divergences. The former divergences are unaltered by the IR-quantity expansion. Thus, they cancel against the counterterms of the full theory. The infrared divergences are left over, and they go on to instate the correct counterterms for the EFT.

Figure 9 illustrates the fact that the infrared divergences of the UV scale are the counterterms of the EFT. An example on the level of diagrams is given in Sec. [V D] and the general proof (along the lines of Ref. [40]) is shown in Appendix [C].

To summarize, the UV-scale contributions are unaffected by the IR-quantity expansion. The expansion removes the IR-scale from the integrals completely and replaces it with the infrared divergences. These infrared divergences of the UV scale are a crucial part of the computation, because they are the correct counterterms of the EFT. Thus, we get rid of the unwanted \( \Phi^{\text{light}} \) contributions and instead get the correct counterterms!

We have now discussed the first part of accounting for the \( \Phi^{\text{light}} \) contributions. The \( \Phi^{\text{light}} \) contributions are taken into account by the EFT construction. Let us briefly explain, how the EFT then only takes into account the final missing contributions from the \( \Phi^{\text{light}} \) fluctuations.

A very similar story applies here: There is no heavy mass scale \( M \) present in the EFT. Thus, the momentum integrals of the EFT only produce ultraviolet divergences in the region of \( p^2 \gg m^2 \). The ultraviolet divergences of the EFT then cancel against the infrared divergences of the UV scale (Fig. 9).

There is a poetic way of thinking about these cancelling intermediate divergences: We tear the contributions of a single theory into two more manageable pieces by leveraging the scale hierarchy (Fig. 9). Neither of these pieces can see the scale of the other piece. Quite like jigsaw-puzzle tabs and indentations, the intermediate divergences interlock the contributions back together in the physical results.

Here, we still want to be more specific about the non-existence of the mass scale \( M \) in the EFT. There are two key components to this: One is clearly integrating over...
the heavy field, $\Phi^{\text{heavy}}$. The other one is a bit more subtle. It is the external-momentum expansion against the heavy mass, $M$, in the heavy-field propagator, Box 1. If the expansion was not conducted, the EFT loop integrals (in which one integrates over the momentum $k$) would still see the mass scale $M$ at $k^2 \gg m^2$ through dependence alike

$$
\frac{1}{k^2 + M^2}.
$$

With the external-momentum expansion, the scale is no longer present in the EFT loops:

$$
\frac{1}{k^2 + M^2} \bigg|_{\text{exp.}} \approx \frac{1}{M^2} - \frac{k^2}{M^4} + \ldots
$$

This is the reason, why the full IR-quantity expansion in Box 1 is required for separating the scales, and for the ultraviolet divergences of the EFT to cancel with the infrared divergences of the UV scale.

We have now seen that the UV-scale contributions can indeed be separated from the IR contributions in dimensional regularization, even though we do not have the factorization-scale cut off, $\Lambda$, at our disposal. In more technical terms, the UV-scale contributions are analytic in the light masses, $m^2$, and the IR-scale contributions non-analytic by definition in dimensional regularization. (See e.g. Ref. [24].) The non-analytic, IR-scale contributions vanish due to the expansion in the light masses in Box 1 (e.g. Refs. [40, 41]), and we are just left with the UV-scale contributions.

D. Diagrammatic understanding

In the previous sections, we have presented the central computational ideas of integrating out a scale. Here, we want to step back to look at the bigger picture using diagrams, which provide a very powerful way of understanding EFT construction.

This section is nearly completely auxiliary regarding practical computations. Thus, it is not required in any way for performing computations. However, it hopefully makes the understanding of the EFT construction more robust. Only the very end of Reorganization of the computation and local action terms discusses a practical shortcut for the EFT construction.

We will first discuss the reorganization of the perturbation theory and the ILPI diagrams becoming local action terms. We will see also the power of the EFT arrangement of a computation: complicated diagrams being effortlessly constructed out of simple pieces.

Then, we move on to discussing the infrared divergences of the UV scale and the ultraviolet divergences of the EFT via an example. This sheds light on the cancellation between these intermediate divergences (which again means that the infrared divergences of the UV scale are the correct counterterms of the EFT). The example will also illuminate the scale separation in a practical context.

We will be using the following notational convention: The heavy-field propagator is a dashed line and the light-field propagator is a solid line.

Heavy: \hspace{1cm} \text{-----} .

Light: \hspace{1cm} \text{-----} .

Reorganization of the computation and local action terms

Here, we will first find a diagrammatic way for representing the EFTs, which has been used before e.g. in Ref. [24]. Then, we continue with the representation, making it match the EFT construction more precisely. The representation can be used to diagrammatically understand, how the UV-scale contributions are local action terms in the effective action, and how the EFT organization rearranges the computation naturally according to scales.

The act of constructing an EFT from a full theory can be regarded in the following way: First, we “look” at the plasma at the shorter, UV-scale distances, Eq. (122):

$$
Z = \int D\Phi e^{-S_{\text{E}}[\Phi]}.
$$

Then, we “zoom” out to look at the plasma on the longer, IR-scale distances, Eq. (123):

$$
Z = \int D\Phi e^{-S_{\text{IR}}[\Phi^{\text{IR}}]}.
$$

The UV fluctuations are point-like from the IR-scale perspective. These are contained in the local effective action, Eq. (124):

$$
S_{\text{eff}}[\Phi^{\text{IR}}] = -\ln \int D\Phi e^{-S_{\text{E}}[\Phi^{\text{IR}} + \Phi^{\text{UV}}]}.
$$

The above can be translated into a diagrammatic language. We can take a diagram from the full-theory partition function in Eq. (125). Then, we zoom out to the longer EFT length scale to see how the original diagram looks on this scale.

As the UV fluctuations are point-like from the IR-scale perspective, the zooming can be represented diagrammatically as the UV parts of a diagram shrinking to points. We will refer to these shrunken UV parts as UV vertices. These UV parts can either be a heavy-field propagator,

$$
\begin{array}{c}
\text{Zooming out:} \\
\text{Heavy:} \hspace{1cm} \text{-----} .
\end{array}
$$

or a loop containing a UV-scale loop momentum,

$$
\begin{array}{c}
\text{Zooming out:} \\
\text{UV mom.} + \text{IR mom.}
\end{array}
$$
(Cf. the division into UV and IR in Eq. (126).) In Eq. (139), the second diagram follows from the heavy propagator shrinking to a point.

On the left-hand sides of the arrows, we have a diagram from the full theory and on the right-hand sides we see how the EFT organization perceives the initial diagram. The UV contributions become local UV vertices on the EFT side. This is the origin of the EFT organization of the computation: We first compute the UV vertices in the EFT construction. Then, we can compute the EFT diagrams with the UV vertices taken into account.

Before pressing on with the diagrammatic understanding of the EFT organization, we want to make an important remark: There is clearly some universality to the UV vertices. The UV vertex in Eq. (138) was formed by shrinking a heavy-field propagator into a point. Exactly the same thing happens in the last diagram in Eq. (139). This is foundational for the usefulness of the EFT organization, as we will note below around Eq. (143).

The diagrammatic representation of Eqs. (138) and (139) already helps us to understand some aspects of EFT construction. Mainly, it helps to compare the EFT organization to the “direct” computation of the full theory: In the EFT construction, one first computes the UV contributions, Eqs. (140), (141). Those are local action terms and are added to the effective action. Then, we compute the EFT contributions, Eq. (142).

One may be wondering, where the latter contribution in Eq. (139) was taken into account. This actually happens in the EFT diagram of Eq. (142) due to the aforementioned universality of the UV vertices.

We will now “zoom” back into the vertex of the EFT diagram, $\lambda_{\text{eff}}$. Due to the EFT construction, it is the sum of the UV contribution in Eq. (140) and the original vertex, $\lambda$, in the initial action, $S_{\text{E}}$:

\[
\begin{align*}
\lambda_{\text{eff}} & \rightarrow \lambda + \text{UV contribution}.
\end{align*}
\]

The last two diagrams come from the UV contribution of Eq. (140) to the effective coupling, $\lambda_{\text{eff}}$. The middle term on the right-hand side is the sought-after contribution in Eq. (139).

The last contribution on the right-hand side corresponds to the following diagram of the full theory:

\[
\begin{align*}
\lambda_{\text{eff}} & \rightarrow \lambda + \text{UV contribution}.
\end{align*}
\]

Obtaining these contributions to the effective action corresponds to computing the UV-scale contributions, i.e. to the EFT construction.

After obtaining the UV-scale contributions to the effective action, we can simply compute the EFT contributions. These are the diagrams coming out from the effective action, for example

\[
\begin{align*}
\lambda_{\text{eff}} & \rightarrow \lambda + \text{UV contribution}.
\end{align*}
\]

Note, that the UV contributions do not appear as separate UV vertices (cf. Eq. (139)) but as parts of the EFT masses and interactions: The mass of the effective action contains the mass contribution from Eq. (141). This has automatically implemented the mass resummations from the UV scale. Also, the EFT vertex contains the UV contribution from Eq. (142).

Finally, we note that there is also a reorganization happening on the level of the diagrammatic expansion, not only on the level of energy scales.

All of the diagrams containing only light fields are zero under the IR-quantity expansion. For example,

\[
\begin{align*}
\lambda_{\text{eff}} & \rightarrow \lambda + \text{UV contribution}.
\end{align*}
\]
where all of the terms vanish as scale-free integrals.

As a consequence, one only needs to compute the diagrams containing heavy-field propagators for the UV-scale contributions. Diagrams containing solely light fields need to be computed only when evaluating the IR-scale contributions, where there are no diagrams containing heavy-field propagators. Thus, no diagrams need to be computed twice.

The above goes even a bit further giving diagrammatic shortcuts with respect to the 1LPI action: Some diagrams need not to be computed at all. If a diagram contains even a single loop integral containing solely light fields, it is zero due to the loop integral being scale free. For example,

$$\propto \int_p \frac{1}{p^2 + M^2} \left( \int_q \frac{1}{q^2} - m^2 \int_q \frac{1}{q^4} + \ldots \right) = 0.$$  

(146)

Hence, it is zero on the UV scale, and does not appear on the IR scale due to the heavy-field propagator.

The information of the diagram is, of course, still taken into account. First, one computes the mass contribution from the heavy field in

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(147)

After obtaining this mass resummation, the information is contained within the one-loop diagram of the EFT:

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(148)

This can be regarded as first computing the UV loop and then the IR loop with resummations.

**Cancellation of the intermediate divergences and the scale separation**

We will be looking at an example diagram of the full theory:

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(149)

The EFT organization divides it into two pieces, a purely UV piece and an EFT loop diagram:

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(150)

Note importantly that there is an ultraviolet divergence in the EFT loop diagram and an infrared divergence in the UV piece. Our goal here is to find these intermediate divergences of the two pieces and to show that they cancel. Thus, the UV-scale piece counters the divergence from the EFT piece.

Let us start from the infrared divergence of the UV-scale contribution. The UV-scale piece can be found with the IR-quantity expansion of the full diagram (cf. Eqs. (140), (141)):

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(151)

Due to the IR-quantity expansion, the light-field propagators are massless. Thus, they may cause divergences in the infrared regime, $p^2 \ll M^2$, of the diagram.

Note, that the light-field propagators are on a longer length scale than the heavy-field loop ($p^2 \ll M^2$) in the infrared-divergent part of the UV contribution. Correspondingly, the heavy-field loop looks like a local UV vertex to the light-field propagators:

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(152)

(This holds, of course, only for the infrared divergent part of the diagram.)

Let us be more precise about the UV vertex in Eq. (152). We will notice two central points: Firstly, the UV vertex is exactly the same as the one in the EFT part in Eq. (150). Secondly, the infrared divergence is “blind” to both scales, the UV and the IR. This blindness will hold for the ultraviolet divergence of the EFT as well.

The UV vertex in Eq. (152) originates from

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(153)

on the left-hand side. The external legs connect to the light-field propagators. As a consequence, the external momentum of Eq. (153) is much below $M^2$ in the infrared-divergent part. Thus, we can perform the IR-quantity expansion (which corresponds to expanding in the light external momenta):

$$\propto \int_q \exp. \propto \int_q \frac{1}{q^2} (\int_q \frac{1}{q^4} + \ldots).$$

(154)

The reason, why one should expect that the intermediate divergences should cancel on the right-hand side of Eq. (150), is that there are none before the “zooming”. This turns out to be the case for every full-theory diagram [40]. We only show the cancellation of divergences on the level of the whole EFT construction in Appendix C and here for this particular diagram.

---

6 The reason, why one should expect that the intermediate divergences should cancel on the right-hand side of Eq. (150), is that there are none before the “zooming”. This turns out to be the case for every full-theory diagram [40]. We only show the cancellation of divergences on the level of the whole EFT construction in Appendix C and here for this particular diagram.
where \( p^2 \ll M^2 \) is the external momentum coming from the light-field propagators. This is now exactly the same UV vertex as in the EFT diagram.

Now, we can also see, why the infrared-divergent part is blind to both of the scales: In the integrals corresponding to the part, \[
\left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right]_{\text{ir divs.}}, \tag{155}
\]
the IR-quantity expansion removes the IR-scale quantities (cf. Eq. 132). Similarly, the IR-quantity expansion in the UV vertex, Eq. (154), expands the heavy mass, \( M^2 \), out from the integrals of Eq. (155). Thus, we only have scale free integrals in the infrared divergence:

\[
\left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{ir divs.}} = \ldots + b_1 \left[ \int \frac{1}{p^4} \right]_{\text{ir divs.}} + b_2 \left[ \int \frac{1}{p^4} \right]_{\text{ir divs.}} + \ldots. \tag{156}
\]

Hence, the integrals are blind to both of the scales.

Let us now move on to the case of the ultraviolet divergences of the EFT part. They come from the loop-momentum region of \( p^2 \gg m^2 \). Consequently, we can perform the IR-quantity expansion against this loop momentum:

\[
\left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{uv divs.}} = \left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{uv divs.}}. \tag{157}
\]

(The IR-quantity expansion can obviously be performed only for the ultraviolet-divergent part and not for the whole diagram.)

The ultraviolet divergences are now in exactly the same form as the infrared divergences. Hence, they fit together into a single diagram:

\[
\left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{uv divs.}} = 0. \tag{158}
\]

The tabs and indentations of the pieces of Eq. 150 have now been fit together.

All that remains is to show that the combination indeed adds to zero:

\[
\left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{uv divs.}} = 0. \tag{159}
\]

This follows directly from the fact that the integral in the brackets is scale free: The ultraviolet divergences and the infrared divergences of a scale-free diagram add to zero.

The intermediate divergences cancel! Thus, the UV-piece provides the correct counterterm for the EFT contribution. This is shown generally on the level of the full EFT construction in Appendix C.

Finally, we want to draw our attention to the scale-free diagram in Eq. 159:

\[
\left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{uv divs.}} = 0. \tag{160}
\]

It is, in some sense, in between the UV and IR pieces of Eq. 150: The heavy-field loop, that is manifest in the UV piece of the diagram in Eq. 151, turns into the UV vertex, when the momenta in the light-field propagators is lowered to \( p^2 \ll M^2 \). Similarly, raising the loop-momentum to \( p^2 \gg m^2 \) is the IR-scale piece, the light-field propagators can be expanded in the light masses (the IR-quantity expansion). Thus, the scale-free diagram appears at the factorization scale, \( m^2 \ll p^2 \sim \Lambda \ll M^2 \), in both the UV and IR piece.

One can think that the scale-free diagram acts as the joint at the factorization scale, \( \Lambda \), between the UV and IR pieces. Momenta below \( \Lambda \) in the UV piece and momenta above \( \Lambda \) in the IR piece lead to divergences, which cancel,

\[
\left. \left[ \begin{array}{c}
\text{IRq} \\
\text{exp.}
\end{array} \right] \right|_{\text{ir divs.}} = 0. \tag{161}
\]

E. The \( \mathcal{O}(\epsilon) \) terms of the UV scale

We are now ready to make a remark, which will be the second – and final difference between the 1PI effective action for the light fields, i.e. the 1LPI action, and the effective action of Eq. (124). In a 1PI effective action, all of the fluctuations have been integrated over. As a consequence, there are no divergences left, and one can take the physical limit in the dimensional modifier: \( \epsilon \rightarrow 0 \). In the effective action, only the UV scale has been integrated over. Hence, there may still be \( \epsilon \) poles present, and the limit cannot yet be taken.

In the effective action, the above leads to the fact that one cannot simply drop the UV-scale contributions that are suppressed by \( \epsilon \). Those contributions can still multiply with the divergences of the EFT to produce contributions to physical quantities that are of the physical order \( \mathcal{O}(\epsilon^0) \).

The \( \mathcal{O}(\epsilon) \) terms of the UV-scale contributions must be kept if they can multiply with the \( \epsilon \) poles of the EFT diagrams to become at least of the physical order of \( \epsilon^0 \).

To clarify, we use \( \mathcal{O}(\epsilon) \) term here to include all powers of \( \epsilon \) that are \( \mathcal{O}(\epsilon^n) \), \( n \geq 1 \).
Before examining the matter further, we want to note that this brings closure to our quest of finding the effective action of Eq. (127). We know, which diagrams to evaluate for the effective action: the 1LPI diagrams. These are expanded in the IR-quantities,

\[
m^2 / M^2 \ll 1, \quad k^2 / M^2 \ll 1,
\]

(162)
to remove the IR-scale contributions. Due to the choice of dimensional regularization, they are also expanded in the dimensional modifier, \( \epsilon \). All of these expansions are then truncated to get a desired accuracy for physical quantities.

A nice example for the need of \( \mathcal{O}(\epsilon) \) terms can be found from Eqs. (147), (148). The EFT diagram in Eq. (148),

\[
\text{\includegraphics[width=0.1\textwidth]{diagram.png}}
\]

(163)
contains a divergence of the form

\[
m_{\text{eff}}^4 / \epsilon
\]

(164)
in four dimensions. In this example, the mass in the EFT receives a UV correction from the diagram in Eq. (147):

\[
\text{\includegraphics[width=0.1\textwidth]{diagram.png}} \bigg|_{\text{IR exp.}} = a + b \epsilon + \mathcal{O}(\epsilon^2).
\]

(165)
The mass must be known to the order of \( \epsilon \),

\[
m_{\text{eff}}^2 = m^2 + a + b \epsilon + \mathcal{O}(\epsilon^2),
\]

(166)
so that the diagram in Eq. (163) can be known to the physical order \( \mathcal{O}(\epsilon^0) \):

\[
m_{\text{eff}}^4 / \epsilon = \frac{(m^2 + a)^2}{\epsilon} + 2(m^2 + a)b + \mathcal{O}(\epsilon).
\]

(167)

This may make the need for \( \mathcal{O}(\epsilon) \) terms seem abundant. However, it is not in high-temperature computations. None of the thermal examples in this article need them, nor a state-of-the-art computation on a first-order phase transition in Ref. [51]. In high-temperature calculation, the terms were needed for the first time in the computation of the QCD pressure to \( \mathcal{O}(\epsilon^0) \). However, this is basically never necessary, but merely a curiosity.

Finally, we note that the running of a mass parameter in a simple theory is computed in Appendix [3] using the idea of action containing \( \mathcal{O}(\epsilon) \) terms. This may help placing the matter into a wider context. Also, there is more discussion on the \( \mathcal{O}(\epsilon) \) terms in Sec. VI.

VI. MORE ON \( \mathcal{O}(\epsilon) \) TERMS

In this section, we will continue with a more detailed discussion of the \( \mathcal{O}(\epsilon) \) terms needed in the EFT. We begin by giving a very transparent example, where one needs to take into account these terms, in Sec. VI A. Then, we move on to a more analytical discussion for the need and reproduce the rule in Box 2 in Sec. VI B. Finally, we note that there is a general method for removing the \( \mathcal{O}(\epsilon) \) terms from the action by modifying the coefficients of the action, Sec. VI C. In Sec. VI D, we compute another example for this.

Note that in these last two sections we will use non-standard terminology. There, we will refer to an EFT containing \( \mathcal{O}(\epsilon) \) terms as a proto-EFT, and to the corresponding EFT without the \( \mathcal{O}(\epsilon) \) terms as the EFT proper.

A. An example at zero temperature

Here, we want to give a simple and transparent example on the need for the \( \mathcal{O}(\epsilon) \) terms. Therefore, we will make an example computation in a case, where both direct loop expansion and EFT are valid. We can easily gain firm ground by the loop expansion to study the EFT construction.

We also want to bring the need of \( \mathcal{O}(\epsilon) \) terms to low orders in perturbation theory. This keeps computations as clean as possible. For this end, we will perform a computation for the cosmological constant at zero temperature to two-loop order.

The model is given by a Lagrangian,

\[
\mathcal{L} = \frac{1}{2}(\partial_\mu \Phi)^2 + \frac{m^2 + \delta m^2}{2} \Phi^2 + \frac{\Lambda}{4} \Phi^2 X^2 + \Omega + \delta \Omega,
\]

(168)
containing two fields $\Phi$ and $X$. The scalings of the constants are given by
\[
\lambda M^2 \ll m^2 \ll M^2
\]  
(169)
to make both the EFT for the $\Phi$ field and the direct loop expansion valid. The former comes from the mass hierarchy ($m^2 \ll M^2$) and the latter follows from no need to resum mass contributions from the scale $M$ ($\lambda M^2 \ll m^2$).

From finite temperature perspective, the cosmological constant, $\Lambda$, can be understood as the zero-temperature limit of the free energy density,
\[
\Lambda = \lim_{T \to 0} -\frac{T}{V} \ln Z,
\]  
(170)
where $Z$ is the Euclidean partition function of the theory. In the loop expansion, this is given by
\[
\Lambda = \Omega + \delta \Omega + \left( \begin{array}{c} \frac{1}{m^2} \\frac{1}{m^2} \end{array} \right) + \frac{1}{m^2},
\]  
(171)
where solid lines represent $\Phi$ propagators, dashed lines $X$ propagators, and the dots represent mass counterterms.

We will be especially interested how the EFT calculation handles the first term on the second line. One could do the computation with explicit results for the integrals. This would make the notation more cluttered than it needs to be. Hence, we will use
\[
\int p \ln(p^2 + m^2) = \frac{a_1}{\epsilon} + b_1 + \mathcal{O}(\epsilon),
\]  
(172)
\[
\int \frac{1}{p^2 + m^2} = \frac{a_2}{\epsilon} + b_2 + c_2 \epsilon + \mathcal{O}(\epsilon^2).
\]  
(173)
The integrals for the heavier field are denoted by swapping the parameters: $(m^2 \to M^2)$ $a \to A$, $b \to B$ and $c \to C$. The formulas above are enough to yield the cosmological constant in Eq. (171) to the physical accuracy of $\mathcal{O}(\epsilon^0)$.

The counterterms can be given in the $\overline{\text{MS}}$ scheme as
\[
\delta m^2 = -\lambda \frac{A_2}{2\epsilon}, \quad \delta M^2 = -\lambda \frac{a_2}{2\epsilon},
\]  
(174)
\[
\delta \Omega = A_1 - \frac{a_1}{2\epsilon} - \lambda \frac{a_2 A_2}{4\epsilon^2},
\]  
(175)
in terms of the integrals above.

For the cosmological constant, Eq. (171), we obtain
\[
\Lambda = \Omega + \frac{B_1 + b_1}{2} - \lambda \frac{b_2 B_2}{4}.
\]  
(176)
Let us now turn to integrating out the scale $M$.

Notable for integrating out a scale from above is that all of the diagrams on the second line of Eq. (171) carry dependence on either $C_2$ or $c_2$ at the order of $\epsilon^3$. This is due to the $\epsilon$ poles. The dependence on $C_2$ and $c_2$ cancels eventually from the cosmological constant, Eq. (176), but this is not know by the procedure of integrating out a scale.

In the EFT construction we only need to compute
\[
\left. \left( \begin{array}{c} \frac{1}{m^2} \\frac{1}{m^2} \end{array} \right) \right|_{\text{IRq exp.}} + \left. \left( \begin{array}{c} \frac{1}{m^2} \\epsilon \end{array} \right) \right|_{\text{IRq exp.}}
\]  
(177)
for the cosmological constant.

The only other contribution from the scale $M$ at this order is a mass term:
\[
\delta \Omega_{\text{eff}} = \frac{a_1}{2\epsilon} + \lambda \frac{a_2 B_2}{4\epsilon} \quad \text{or} \quad \frac{a_2 C_2}{4},
\]  
(178)
Here, we have kept the $\mathcal{O}(\epsilon)$ term. The reason for this is that the mass parameter for the scale $m$ will mix together with the divergence of the one-loop diagram.

We have now our effective parameters:
\[
\Omega_{\text{eff}} = \Omega + \frac{B_1}{2} + \lambda \frac{a_2 C_2}{4} + \mathcal{O}(\epsilon),
\]  
(179)
\[
\delta \Omega_{\text{eff}} = -\frac{a_1}{2\epsilon} + \lambda \frac{a_2 B_2}{4\epsilon},
\]  
(180)
\[
m_{\text{eff}}^2 = m^2 - \frac{\lambda}{2} (B_2 + C_2 \epsilon) + \mathcal{O}(\epsilon^2),
\]  
(181)
where the first two lines follow from Eqs. (175) and (177), and the last from Eq. (178). Note, that there is no mass counterterm.

The resulting effective Lagrangian is
\[
\mathcal{L}_{\text{eff}} = \frac{1}{2} (\partial_{\mu} \Phi)_{\text{IR}}^2 + \frac{m_{\text{eff}}^2}{2} (\Phi)^2_{\text{IR}} + \Omega_{\text{eff}} + \delta \Omega_{\text{eff}}.
\]  
(182)
Note, that there is now an $\mathcal{O}(\epsilon)$ term in the effective Lagrangian. It is unusual, but it is not a problem: We have merely integrated over the length-scale $M^{-1}$ resulted in the above effective Lagrangian. It can be used to compute the physics of the length scale $m^{-1}$.

Now, we can compute the same cosmological constant within the EFT:
\[
\Lambda = \Omega_{\text{eff}} + \delta \Omega_{\text{eff}} + \frac{1}{m^2}.
\]  
(183)
To obtain manifestly the same result as from the direct loop expansion, we expand the effective mass, $m_{\text{eff}}^2$:
\[
\frac{1}{m^2} = \frac{1}{2} \int_p \ln(p^2 + m_{\text{eff}}^2) = \frac{1}{2} \int_p \ln(p^2 + m^2) - \frac{\lambda (B_2 + C_2 \epsilon)}{4} \int_p \frac{1}{p^2 + m^2} + \mathcal{O}(\Lambda^2)
\]  
(184)
Finally, we can put together the cosmological constant:
\[
\Lambda = \Omega + \frac{B_1}{2} + \lambda \frac{b_2 B_2}{4}.
\] (185)

It is exactly the same as above, as it should be. The ε
adventure has reached its goal safely.

We want to highlight one particular fact from this ex-
ample: The second term on the second line of Eq. (184),
\[
-\lambda \left( B_2 + C_2 \epsilon \right) \int_p \frac{1}{p^2 + m^2},
\] (186)
corresponds to the two-loop diagram in Eq. (171).

(without the heavy-loop divergence). In the EFT con-
struction, we computed the heavy-field loop, Eq. (178),
and only after the construction the light-field loop,
Eq. (184). Consequently, we need to retain the \(O(\epsilon)\) term
of Eq. (178) in the EFT construction.

B. Analytical understanding on the \(O(\epsilon)\) terms

In Secs. II and V, we have stated the following: There
can be \(\epsilon\) poles in the EFT due to ultraviolet divergences.
As a consequence, one has to keep the \(O(\epsilon)\) terms from
the UV-scale contributions, that affect the physical quan-
tities to a desired order. (See Box 2.) Here, we will study
this statement in more detail, and show that it is indeed
true.

The above statement is in some sense framed in terms
of the EFT: We need to have the \(O(\epsilon)\) terms in the EFT
action, so that they give contributions to physical quanti-
ties by multiplying the ultraviolet divergences of the
EFT. However, we need to look at the computation as a
whole to actually prove the statement.

The origin for the need for the \(O(\epsilon)\) terms comes from
the intermediate divergences of the EFT calculation, Fig. 9 as we shall soon see. The intermediate
divergences cancel among themselves. (Shown in Ap-
pendix C) However, this is not enough. The divergences
are not initially present, but induced by the EFT calcu-
lation. Consequently, all of their artefacts must cancel
from physical quantities, not just the divergences them-
selves.

Let us look at an illustrative example to get a better
handle. We will use the diagrammatic illustration dis-
cussed in Sec. V D. However, we try to keep this section
self-contained so that it is not obligatory to read Sec. V D.

We will use a diagram, whose intermediate divergences
were already discussed in Sec. V D Eq. (149):

\[
\text{[Diagram]}
\] (188)

where the dashed line corresponds to a heavy field and
the solid line to a light field.

The diagram can be separated in scales as
\[
\text{[Diagram]} = \text{[Light Field]} + \text{[Heavy Field]}. \tag{189}
\]

Here, the dots represent UV-scale loops that are shrunk
to points. The remaining explicit loop on the right-hand
side is an IR loop with momentum \(p^2 \sim m^2\).

In the EFT computation, we first compute the dots: The first one is given by

\[
\text{[Light Field]} \bigg|_{\text{IR exp.}} \tag{190}
\]

and the second by

\[
\text{[Heavy Field]} \bigg|_{\text{IR exp.}} \tag{191}
\]

Then, we compute the remaining IR loop in the EFT:

\[
\text{[Heavy Field]} \bigg|_{\text{EFT}} \tag{192}
\]

In the following, we will show, that one must keep the
order \(\epsilon\) term of the diagram in Eq. (191). This ensures
that the scale separation in Eq. (189) is done correctly.

Note importantly, that the EFT computation induces
divergences: an infrared divergence to the UV contribu-
tion in Eq. (190), and an ultraviolet divergence to the
EFT contribution in Eq. (192).

The induced intermediate divergences cancel, as shown
in Sec. V D. This is a must because the divergences were
not present on the left-hand side of Eqs. (189).

Are there any other possible artefacts, that we should
be mindful about, besides the divergences? Yes, there
are. Let us now find these.

The infrared divergence in the UV contribution of
Eq. (190) comes from the momentum region of \(p^2 \ll M^2\)
in the light-field propagators. The infrared divergence
can be represented diagrammatically as

\[
\left[ \text{[Infrared]} \right]_{\text{IR exp.}} \bigg|_{\text{IR exp.}} \tag{193}
\]

Here, the dot is exactly given by Eq. (191). This is due to
the scale separation between the infrared-diverging light-
field propagators with momenta \(p^2 \ll M^2\) and the UV-
scale heavy-field loop.

Now, we finally get to the \(O(\epsilon)\) terms. As we can see
from Eq. (193), the infrared divergence, \(\epsilon^{-1}\), promotes
the order \(\epsilon\) term in the dot, Eq. (191), to become of order
\(\epsilon^0\). Thus, the promoted contribution is computed in the
EFT construction, Eq. (190), along with the order $\epsilon^0$. This is clearly an artefact from the infrared divergence, which is induced by the EFT computation. Hence, it must cancel from physical quantities.

The cancellation mechanism is actually already in place. We simply need to take the dot in Eq. (191) seriously, and keep its $O(\epsilon)$ terms.

In the EFT diagram, there is an equal but opposite $\epsilon$ pole from the ultraviolet divergence, $-\epsilon^{-1}$. This cancels against the infrared divergence. It also promotes the order $\epsilon$ term from the dot of Eq. (191) to order $\epsilon^0$. This cancels with the aforementioned artefact, the promotion by the infrared divergence.

As already mentioned in Secs. II and V C for each infrared divergence from the UV scale, there is an equal but opposite ultraviolet divergence from the EFT. (This is shown in Appendix C along the lines of Ref. [40].) The divergences cancel identically. Correspondingly, for each promotion done by the infrared divergences, there is an equal but opposite promotion done by the ultraviolet divergences – as long as we retain the $O(\epsilon)$ terms in the EFT construction.

Finally, we note that not every $O(\epsilon)$ term needs to be retained in a practical computation, only the ones affecting physical quantities to a desired order.

C. Finding an EFT proper

Here, we will discover a general method for finding an effective action, which is physically equivalent to the effective action obtained by integrating out a scale but does not contain $O(\epsilon)$ terms. We begin by examining the example in Sec. VI A and find the equivalent action. Then, we discuss, why it is always possible to find this equivalent action. Finally, we show the general method using the example for illustration.

Note that we will refer to the effective description with $O(\epsilon)$ terms as a proto-EFT and to the equivalent effective description without the $O(\epsilon)$ terms as an EFT proper.

Let us start by analyzing the example in Sec. VI A further. We begin by introducing a split of the mass parameter in the orders of $\epsilon$,

$$m_{\text{eff}}^2 = \bar{m}^2 + \Delta m^2 \epsilon,$$

(194)

to render the notation more amenable for our purposes.

The cosmological constant contribution due to the $O(\epsilon)$ mass term came from the proto-EFT one-loop diagram, Eq. (184). This one-loop diagram can be expanded in $\Delta m^2 \epsilon$:

$$\begin{align*} \quad & \frac{1}{2} \int_p \ln(p^2 + m_{\text{eff}}^2) \\ = & \frac{1}{2} \int_p \ln(p^2 + \bar{m}^2) + \frac{\Delta m^2 \epsilon}{2} \int_p \frac{1}{p^2 + \bar{m}^2} + O(\epsilon). \end{align*}$$

(195)

The cosmological constant contribution from the $O(\epsilon)$ term, $\Delta m^2 \epsilon$ is now the last term. Let us compute it:

$$\frac{\Delta m^2 \epsilon}{2} \int_p \frac{1}{p^2 + \bar{m}^2} = -\lambda \frac{a_2 C_2}{4} + O(\epsilon).$$

(196)

We now make an act that may initially seem bold. We reorganize the Lagrangian parameters in the following way: We add the cosmological constant contribution in Eq. (190) to the unit term and remove the $O(\epsilon)$ term from the mass parameter,

$$\Omega_{\text{EFF}} = \Omega_{\text{eff}} - \lambda \frac{a_2 C_2}{4},$$

(197)

$$m_{\text{EFF}}^2 = m_{\text{eff}}^2 - \Delta m^2 \epsilon.$$

(198)

On a closer inspection, this is not bold at all. Both of the physical quantities, which can be computed from the effective description, i.e. the cosmological constant and the $\Phi$-pole mass, remain the same:

$$\Lambda = \Omega + \frac{B_1 + b_1}{2} - \lambda \frac{b_2 B_2}{4},$$

(199)

$$m_{\text{pole}}^2 = m_{\text{eff}}^2 - \lambda B_2^2 / 2.$$  

(200)

Thus, the physics has not changed at all. We have a physically equivalent effective description, but without the $O(\epsilon)$ term.

It is important to note, that the reorganization of the effective Lagrangian did not involve any of the infrared physics. The $O(\epsilon)$ term removed from the mass parameter came as a UV-scale contribution, Eq. (178). The contribution added to the unit term was the $O(\epsilon)$ term multiplied with an ultraviolet divergence, Eq. (196).

The above holds generally: $O(\epsilon)$ terms from the UV scale have to be multiplied with the $\epsilon$ poles of ultraviolet divergences to make a physical $O(\epsilon^0)$ effect. This gives a hint that we should be able to reshuffle ultraviolet contributions to obtain an equivalent effective action without $O(\epsilon)$ terms. At the moment however, this could very well be just an artefact caused by our simple example.

A powerful way of approaching the generality of the situation is to view the EFT computation as a whole. The same approach was taken in Sec. VII B. In the section, we found the reason for keeping the $O(\epsilon)$ terms in the proto-EFT: The infrared divergences of the UV-scale contributions $\textit{promote}$ $O(\epsilon)$ terms in powers of $\epsilon$. The $O(\epsilon)$ terms in the proto-EFT cancel these artificial promotions.

The cancellation takes place at the loop computation of the proto-EFT, where we obtain the ultraviolet divergences. However, we can conduct the cancellation even before the loop computation. If we remove the artificially promoted contributions already from the UV-scale contributions, we can also remove the $O(\epsilon)$ terms from the EFT. This is because their only function was to cancel the promoted contributions.

In Lagrangian terms, this means changes in the coefficients: subtracting the promoted contributions out and
dropping the $\mathcal{O}(\epsilon)$ terms. Note, that this yields the corresponding EFT proper.

The removal of the artificially promoted contributions is always possible in principle. In practice however, we need to first find the promoted contributions. As we will see below, this is possible within a proto-EFT. The counterterms have the full knowledge on the infrared divergences of the UV scale. (They are the infrared divergences.) The proto-EFT also contains the $\mathcal{O}(\epsilon)$ terms that have been promoted by the infrared divergences.

Let us get back to the example used here previously, i.e. that of Sec. [VI A] The ultraviolet divergence from the one-loop,

$$\int \frac{1}{2} \ln(p^2 + m_{\text{eff}}^2), \quad (201)$$

is cancelled by the counterterm:

$$\delta \Omega_{\text{eff}} = \frac{\tilde{m}^4}{4(4\pi)^2 \epsilon}. \quad (202)$$

In the EFT computation, the counterterm is the result of infrared divergences in integrating out the scale $M$:

$$\int \left[ \frac{\ln(p^2 + m_{\text{exp.}}^2)}{4} \right] + \int \frac{\ln(p^2 + m_{\text{IRq exp.}}^2)}{4} + \int \frac{\ln(p^2 + m_{\text{IRq exp.}}^2)}{4}. \quad (203)$$

(The last diagram is included for completeness, even though it is higher order than computed in Sec. [VI A].)

It is crucial to note, that there is a kind of a ghostly division between the counterterm, $\delta \Omega_{\text{eff}}$, and the unit term, $\Omega_{\text{eff}}$. The divergence related to the parameter $\tilde{m}^2$ ends up into the counterterm, and the promoted contribution from $\Delta m^2 \epsilon$ into the unit term. This is simply due to the contributions being different orders in $\epsilon$.

Consequently, we can recover the promoted contributions by completing the parameter $\tilde{m}^2$ to $m_{\text{eff}}^2$ within the $\epsilon$ poles:

$$\delta \Omega_{\text{eff}} = \frac{m_{\text{eff}}^4}{4(4\pi)^2 \epsilon} \Delta m^2 - \frac{(\Delta m^2)^2}{4(4\pi)^2 \epsilon}. \quad (204)$$

The underbraced terms, found by the completion, cancel the artificially promoted terms from the unit term, $\Omega_{\text{eff}}$.

Now, we have found the terms cancelling the promoted contributions. We can simply move them to the unit operator from the counterterm and ignore the $\mathcal{O}(\epsilon)$ term in the mass:

$$\Omega_{\text{EFF}} = \Omega_{\text{eff}} - \frac{\tilde{m}^2 \Delta m^2}{2(4\pi)} - \frac{(\Delta m^2)^2}{4(4\pi)^2 \epsilon}, \quad (205)$$

$$\delta \Omega_{\text{EFF}} = \frac{\tilde{m}^4}{4(4\pi)^2 \epsilon}, \quad (206)$$

$$m_{\text{EFF}}^2 = \tilde{m}^2. \quad (207)$$

Neglecting the $\mathcal{O}(\epsilon)$ term is the same as the substitution: $m_{\text{eff}}^2 \rightarrow \tilde{m}^2$.

We can neglect the last term in $\Omega_{\text{EFF}}$ for two reasons: Firstly, it is higher order than desired. Secondly, it is an $\mathcal{O}(\epsilon)$ term in the unit term. The term only couples to gravity, which is ignored here. Thus, the $\mathcal{O}(\epsilon)$ term cannot multiply an $\epsilon$ pole to become physical order effect.

In general, one cannot simply neglect these new $\mathcal{O}(\epsilon)$ terms, since they are on the same footing as the initial $\mathcal{O}(\epsilon)$ terms: It is a term that cancels an artificial promotion from the initial effective Lagrangian. The artificial promotion could multiply with an ultraviolet divergence to affect physical quantities, if the cancelling term was ignored. In a more complicated computation, this can be important.

One may worry that new $\mathcal{O}(\epsilon)$ terms could keep the algorithm running indefinitely, and no EFT proper would be established. However, the new terms become higher and higher order due to going through counterterms in each iteration. Eventually, they either turn into wanted Lagrangian terms (larger than $\mathcal{O}(\epsilon)$), end up into the unit term, or become higher order than considered. And the algorithm ends.

There is still one thing to note in a more complicated situation containing multiple Lagrangian parameters with $\mathcal{O}(\epsilon)$ terms: The above procedure can be first done with the $\mathcal{O}(\epsilon)$ term of a single Lagrangian coefficient. Then, one can complete this for the next one, until there are no $\mathcal{O}(\epsilon)$ terms left.

Another example is computed in the following subsection, Sec. [VID].

D. Another example on finding an EFT proper

In this example, we already start with a proto-EFT at zero temperature:

$$\mathcal{L}_{\text{eff}} = \frac{1}{2} (\partial_{\mu} \Phi)^2 + \frac{m_{\text{eff}}^2 + \delta m_{\text{eff}}^2}{2} \Phi^2 + \frac{\lambda_{\text{eff}}}{4!} \Phi^4 \quad (208)$$

$$m_{\text{eff}}^2 = \tilde{m}^2 + \Delta m^2 \epsilon, \quad (209)$$

$$\delta \Omega_{\text{eff}} = \frac{\tilde{m}^4}{4(4\pi)^2 \epsilon} + \frac{\lambda_{\text{eff}} \tilde{m}^4}{8(4\pi)^4 \epsilon^2}, \quad (210)$$

$$\delta m_{\text{eff}}^2 = \frac{\lambda_{\text{eff}} \tilde{m}^2}{2(4\pi)^2 \epsilon}. \quad (211)$$

The example Lagrangian is renormalized up to two loops in the cosmological constant and to one loop in the pole mass. We assume to have

$$\tilde{m}^2 \sim \Delta m^2, \quad (212)$$

which is rather natural if the leading order mass of $\tilde{m}^2$ comes in integrating out a UV scale.
We can now complete the counterterms with regarding the $\mathcal{O}(\epsilon)$ term in the mass parameter, $m^2_{\text{eff}}$:

$$
\delta \Omega_{\text{eff}}^{(1)} = \frac{\hat{m}^4}{4(4\pi)^2\epsilon} = \frac{m^4_{\text{eff}}}{4(4\pi)^2\epsilon} - \frac{\hat{m}^2\Delta m^2}{2(4\pi)^2} + \mathcal{O}(\epsilon),
$$

$$
\delta \Omega_{\text{eff}}^{(2)} = \frac{\lambda \hat{m}^4}{8(4\pi)^4\epsilon^2} = \frac{\lambda m^4_{\text{eff}}}{8(4\pi)^4\epsilon^2} - \frac{\lambda \hat{m}^2\Delta m^2}{4(4\pi)^4\epsilon} + \frac{\lambda \Delta m^2}{8(4\pi)^4},
$$

$$
\delta m^2_{\text{eff}} = \frac{\lambda m^4_{\text{eff}}}{2(4\pi)^2\epsilon} - \frac{\lambda \Delta m^2}{2(4\pi)^2\epsilon}.
$$

Here, we have split the counterterm of the unit term into two for clarity. Note that there is a new, order $\epsilon^{-1}$ counterterm appearing in Eq. (216).

Now, we can distribute the cancellations of the artificially promoted terms and change $m^2_{\text{eff}} \to \hat{m}^2$:

$$
\mathcal{L}_{\text{EFF}} = \frac{1}{2}(\partial_{\mu} \Phi)^2 + \frac{m^2_{\text{EFF}}}{2} \Phi^2 + \frac{\lambda}{4!} \Phi^4 + \Omega_{\text{EFF}} + \delta \Omega_{\text{EFF}},
$$

$$
\Omega_{\text{EFF}} = \Omega_{\text{eff}} - \frac{\hat{m}^2\Delta m^2}{2(4\pi)^2} + \frac{\lambda \Delta m^2}{8(4\pi)^4},
$$

$$
m^2_{\text{EFF}} = m^2 - \frac{\lambda \Delta m^2}{2(4\pi)^2}\epsilon,
$$

$$
\delta \Omega_{\text{EFF}} = \frac{\hat{m}^4}{4(4\pi)^2\epsilon} - \frac{\lambda \hat{m}^2\Delta m^2}{4(4\pi)^4\epsilon} + \frac{\lambda \Delta m^2}{8(4\pi)^4\epsilon},
$$

$$
\delta m^2_{\text{EFF}} = \frac{\lambda \hat{m}^2}{2(4\pi)^2\epsilon}.
$$

The role of the new counterterm in Eq. (221) is to complete the one-loop part of the full counterterm regarding the new mass parameter, $m^2_{\text{EFF}}$:

$$
\frac{\hat{m}^4}{4(4\pi)^2\epsilon} - \frac{\lambda \hat{m}^2\Delta m^2}{4(4\pi)^4\epsilon} = \frac{m^4_{\text{EFF}}}{4(4\pi)^2\epsilon} + \mathcal{O}(\lambda_{\text{eff}}^2).
$$

With a direct computation, one can indeed confirm that both effective descriptions yield

$$
\Lambda = \Omega_{\text{eff}} - \frac{\hat{m}^2\Delta m^2}{2(4\pi)^2} + \frac{\lambda_{\text{eff}} (\Delta m^2)^2}{8(4\pi)^4}
$$

$$
- \frac{\hat{m}^4}{8(4\pi)} \left( 3 - 2 \ln \left( \frac{\hat{m}^2}{\mu^2} \right) \right)
$$

$$
+ \frac{\lambda_{\text{eff}} \hat{m}^2\Delta m^2}{4(4\pi)^4} \left( 1 - \ln \left( \frac{\hat{m}^2}{\mu^2} \right) \right)
$$

$$
- \frac{\lambda_{\text{eff}} \hat{m}^4}{8(4\pi)^4} \left( 1 + 2 \ln \left( \frac{\hat{m}^2}{\mu^2} \right) - \ln \left( \frac{\hat{m}^2}{\mu^2} \right)^2 \right)
$$

$$
+ \mathcal{O}(\lambda_{\text{eff}}^2),
$$

$$
m^2_{\text{pole}} = \hat{m}^2 - \frac{\lambda_{\text{eff}} \hat{m}^2\Delta m^2}{2(4\pi)^2}\epsilon
$$

$$
- \frac{\lambda_{\text{eff}} \hat{m}^2}{2(4\pi)^2} \left( \hat{m}^2 - \ln \left( \frac{\hat{m}^2}{\mu^2} \right) \right) + \mathcal{O}(\lambda_{\text{eff}}^2).
$$

VII. MIXING BETWEEN LIGHT AND HEAVY FIELDS

Here, we will push the idea of integrating out a scale out of the limits of usual EFT discussions: We will discuss the possibility of integrating out a UV scale even if there is some mixing between the heavy and light fields. This underlines the generality and robustness of the method. Also, it may bring some new insight into EFTs, as the degrees of freedom of the resulting EFT are not manifestly the light-mass eigenfields.

In this section, we will focus on two facts through an example: The mixing due to the UV scale can be undone within the EFT via field redefinitions, and the EFT contains correctly the IR scale contributions to the free energy (or the cosmological constant).

We use the simplest model containing two scales and mixing:

$$
\mathcal{L} = \frac{1}{2}(\partial_{\mu} \Phi)^2 + \frac{m^2}{2} \Phi^2 + \frac{1}{2} (\partial_{\mu} X)^2 + M^2 X^2 + \frac{\lambda}{2} \Phi^2 X\Phi.
$$

For the scale hierarchy, we require

$$
m^2 \ll M^2.
$$

We also require

$$
\mathbf{m}^2 \ll M^2,
$$

so that the mixing does not change the behavior of the UV scale at the leading order but can be accounted for perturbatively.

The example model is analytically solvable. One can perform field redefinitions in the full theory by rotating
the field basis:

\[
\begin{pmatrix} \Phi_{\text{eig}} \\ X_{\text{eig}} \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \Phi \\ X \end{pmatrix},
\]

\[
\tan 2\theta = \frac{2M^2}{M^2 - m^2}.
\]

This way the Lagrangian of the theory becomes

\[
\mathcal{L}_E = \frac{1}{2} (\partial_\mu \Phi_{\text{eig}})^2 + \frac{m_{\text{eig}}^2}{2} \Phi_{\text{eig}}^2 + \frac{1}{2} (\partial_\mu X_{\text{eig}})^2 + \frac{M_{\text{eig}}^2}{2} X_{\text{eig}}^2,
\]

\[
M_{\text{eig}}^2 = \frac{1}{2} (M^2 + m^2 + \sqrt{(M^2 - m^2)^2 + 4\mathcal{M}^4}) ,
\]

\[
m_{\text{eig}}^2 = \frac{1}{2} (m^2 + M^2 - \sqrt{(M^2 - m^2)^2 + 4\mathcal{M}^4}).
\]

Here, we have obtained the mass eigenstates of the theory given by the masses \(m_{\text{eig}}^2\) and \(M_{\text{eig}}^2\).

The long length scales of \(m_{\text{eig}}^{-1}\) are described by an EFT given by

\[
\mathcal{L}_\text{eff} = \frac{1}{2} (\partial_\mu \Phi_{\text{eig}}^{\text{IR}})^2 + \frac{m_{\text{eig}}^2}{2} \Phi_{\text{eig}}^{\text{IR}}^2. \tag{234}
\]

We have now good control over the long-length-scale effective description. We can then use the analytical solution to better monitor the effects of mixing. Let us thus integrate out the UV scale without performing the field redefinitions of Eq. (229).

There is a 1LPI diagram that follows from the mixing below. This way the Lagrangian of the theory becomes

\[
\mathcal{L}_\text{eff} = \frac{1}{2} (\partial_\mu \Phi_{\text{eig}}^{\text{IR}})^2 + \frac{m_{\text{eig}}^2}{2} \Phi_{\text{eig}}^{\text{IR}}^2. \tag{234}
\]

This is crucial for the mass scale \(M\) to not be present in the EFT (cf. discussion around Eq. (133)).

The effective Lagrangian becomes

\[
\mathcal{L}_\text{eff} = \frac{1}{2} (\partial_\mu \Phi_{\text{eig}}^{\text{IR}})^2 + \frac{m_{\text{eig}}^2}{2} \Phi_{\text{eig}}^{\text{IR}}^2
\]

\[
- \sum_{n=1}^{N_{\text{trunc}}} \frac{\mathcal{M}^4}{2M^2(n+1)} \frac{n^2 \Phi_{\text{eig}}^{\text{IR}}}{\partial_\mu} \frac{n^2 \Phi_{\text{eig}}^{\text{IR}}}{\partial_\mu}, \tag{237}
\]

\[
m_{\text{eig}}^2 = m^2 - \frac{\mathcal{M}^4}{M^2}, \tag{238}
\]

where we have explicitly truncated the derivative series with \(N_{\text{trunc}}\). There would be no complications in computing the unit term as well. It would follow from the one-loop diagrams with mixing term insertions. We omit it to focus on the IR scale.

As expected, the IR field \(\Phi_{\text{eig}}^{\text{IR}}\) is nearly the mass eigenfield, \(\Phi_{\text{eig}}^{\text{eig}}\), but not identical. The effective masses coincide always to the leading order,

\[
m_{\text{eig}}^2 = m_{\text{eff}}^2 \times \left( 1 + \mathcal{O} \left( \frac{\mathcal{M}^4}{M^4}, \frac{m^2 \mathcal{M}^4}{M^6} \right) \right). \tag{239}
\]

The factorization of the expansion of \(m_{\text{eig}}^2\) follows from

\[
m_{\text{eff}}^2 = 0 \quad \Rightarrow \quad m_{\text{eig}}^2 = 0, \tag{240}
\]

and holds order by order when the expansion is done according to

\[
m^2 \sim \frac{\mathcal{M}^4}{M^2}. \tag{241}
\]

The exact form for the factorization can be found by expanding \(m_{\text{eig}}^2\).

The factorization plays a central role for the validity of the IR description, because it has to reproduce the physical results of the effective Lagrangian in Eq. (234). One fact manifest already in Eq. (233) is that both effective descriptions become unstable at the same value of \(\mathcal{M}^2\):

\[
\mathcal{M}^4 > m^2 M^2. \tag{242}
\]

To render other points as clear as possible, we will use

\[
m_{\text{eff}}^2 \sim m^2 \sim \frac{\mathcal{M}^4}{M^2} \tag{243}
\]

below.

We have not yet specified the dimensionality of the system. Let us for a moment state that the effective description is three dimensional, \(d = 3 - 2\epsilon\), akin to the one in Sec. III C and compute its free energy to the order
The truncated Lagrangian becomes the same and the fields are equivalent, eigenbasis, Eq. (234). This means that the masses are unchanged, of Eq. (237). At the same time, the mass term remains unchanged, $\frac{1}{2} m^2_\text{eff} (\Phi^{\text{ir}})^2$. The non-canonical normalization can be removed to a desired order by multiplying the squared field by a polynomial of $\frac{m^4}{M^4}$ and $\frac{m^8}{M^8}$.

\[
\left(\Phi^{\text{ir}}\right)^2 = \left(1 + \mathcal{O}\left(\frac{m^4}{M^4}, \frac{m^8}{M^8}\right)\right) \times \left(\Phi^{\text{ir}}\right)^2,
\]

Eq. (252). The same polynomial is now a factor in the mass of the $\Phi^{\text{ir}}$ field, Eq. (251).

\[
m^2 = m^2_\text{eff} \times \left(1 + \mathcal{O}\left(\frac{m^4}{M^4}, \frac{m^8}{M^8}\right)\right).
\]

The relation is of the same form as in Eq. (239). Thus, the factorization is required for $m^2 = m^2_\text{eig}$ to be possible.

### VIII. EQUIVALENCE WITH MATCHING

EFTs are commonly created by matching Green’s functions (see e.g. Refs. [20, 41]). Here, we will show that integrating out a scale as presented in Sec. II is equivalent to the matching procedure.

With matching, one first identifies the heavy fields, $\Phi^{\text{heavy}}$, and the light fields, $\Phi^{\text{light}}$, and then creates the most general effective Lagrangian for effective fields, $\Phi^{\text{eff}}$ corresponding to the light fields, $\mathcal{L}^{\text{eff}}(\Phi^{\text{eff}})$, which respects the unbroken symmetries of the full theory. Finally, one matches the coefficients of the effective Lagrangian so that the effective description coincides with the infrared behavior of the full theory.

In perturbative theories, matching can be performed by matching the $n$-point Green’s functions, $\Gamma_n$, of the effective fields to the ones of the light fields,

\[
\Gamma_n^{\text{EFT}}(k_1, \ldots, k_n; \{\lambda_\text{eff}\}, \{m^2_\text{eff}\}) = \Gamma_n(k_1, \ldots, k_n; \{\lambda\}, \{m^2\}; \{f\}, \{M^2\}),
\]

Eq. (254) where $k_1, \ldots, k_n$ are low external momenta, $\{\lambda_\text{eff}\}, \{m^2_\text{eff}\}$ are the parameters of the effective description to be
matched and \( \{ \lambda \}, \{ m^2 \}; \{ f \}, \{ M^2 \} \) are the light field parameters and heavy field parameters respectively in the full theory.

Here, we want to note that the effective fields, \( \Phi^{\text{eff}} \), do not always correspond directly to the low-momentum fluctuations of the light fields, \( \Phi^{\text{light}}_{\text{IR}} \), in the matching procedure. It is a conventional choice that there are only canonical kinetic terms present in the effective Lagrangian, \( \mathcal{L}_{\text{eff}}(\Phi^{\text{eff}}) \). Achieving the canonical kinetic terms may require field redefinitions.

The field redefinitions are commonly performed at the matching, leading to modifications to Eq. (254). One example is to include the would-be field normalization factor, \( Z \), in a matching relation so that it does not appear in the EFT:

\[
\Gamma^{\text{EFT}}_2(k_1, k_2; \{ \lambda^{\text{eff}} \}, \{ m^2_{\text{eff}} \}) = Z \Gamma_2(k_1, k_2; \{ \lambda \}, \{ m^2 \}; \{ f \}, \{ M^2 \}) .
\]  
(255)

(See for example Refs. [23 26].)

It however does not matter if the redefinitions are done prior to, at, or after the matching (cf. Sec. VII). Here, we will not perform these field redefinitions at the matching so that we can demonstrate the equivalence cleanly.

There are two simplifications that can be done for the above matching equation:

The first one considers one-light-particle-reducible contributions (cf. Fig. 1). These can simply be ignored when matching, because they appear identically on both sides of matching. Thus, we obtain

\[
\Gamma^{\text{eff},1\text{PI}}_n(k_1, \ldots, k_n; \{ \lambda^{\text{eff}} \}, \{ m^2_{\text{eff}} \}) = \Gamma^{1\text{PI}}_n(k_1, \ldots, k_n; \{ \lambda \}, \{ m^2 \}; \{ f \}, \{ M^2 \}) .
\]  
(256)

The simplification corresponds to the fact that only the 1LPI diagrams contribute to the effective action in Eq. (254).

The second simplification is that we can expand both sides equally in the infrared quantities; we can do strict perturbation theory in \( \{ m^2_{\text{eff}} \} \) and \( k_1, \ldots, k_n \) on the side of the effective theory and in \( k_1, \ldots, k_n, \{ m^2 \} \) and other contributions to the \( \Phi^{\text{light}} \) field masses on the full theory side.

\[
\Gamma^{\text{eff},1\text{PI}}_n(k_1, \ldots, k_n; \{ \lambda^{\text{eff}} \}, \{ m^2_{\text{eff}} \}) \big|_{\text{IRq exp.}} = \Gamma^{1\text{PI}}_n(k_1, \ldots, k_n; \{ \lambda \}, \{ m^2 \}; \{ f \}, \{ M^2 \}) \big|_{\text{IRq exp.}} .
\]  
(257)

This simplification corresponds to the IR-quantity expansion in Box 1.

Mathematically, the IR-quantity expansion removes the non-analytic terms in the IR quantities from both sides of the matching (cf. Sec. VII). Crucially, it removes all the loop contributions from the left-hand side of the matching condition in Eq. (257), and only leaves a so-called matching contribution from the loops on the right-hand side.

Here, we want to highlight the physical interpretation in accordance to Secs. II and V C. The loops on the left-hand side can be understood as the IR-scale contributions. As the IR-scale loops are removed by the expansion, it is clear that the expansion removes the IR-scale contributions from both sides of the equation. As a consequence, the matching contribution, which is the remaining contribution from loops on the right-hand side, can be identified as the contributions from the UV scale, which is being integrated out.

Let us now dress the matching of Green’s functions into the language of actions to get to the result of Sec. [I] Equation (256) states that all of the 1LPI \( n \)-point functions are the same. This can be encoded in the classic result, Refs. [6 8], that the 1LPI effective actions coincide:

\[
\Gamma^{\text{eff}}_n[\Phi^{\text{light}}_{\text{IR}}] = \Gamma^{1\text{LPI}}_n[\Phi^{\text{light}}_{\text{IR}}] .
\]  
(258)

Here, we have used the same notations as in Sec. [I] Eq. (11).

We can finally obtain the result in Eq. (9),

\[
S_{\text{eff}}[\Phi^{\text{light}}_{\text{IR}}] = \Gamma^{1\text{LPI}}_n[\Phi^{\text{light}}_{\text{IR}}] \big|_{\text{IRq exp.}} ,
\]  
(259)

by taking the IR-quantity expansion on both sides. This corresponds to the same step as for Eq. (257). The tree-level action of the EFT appears due to the fact that the EFT loop contributions vanish under the IR-quantity expansion. The only loop contributions are the UV-scale contributions on the right-hand side.

Thus, we have arrived to the method of integrating out a scale from the procedure of matching Green’s functions.

**IX. CONCLUSION**

In this paper, we have derived a novel method for constructing effective field theories in perturbative QFTs. It can be identified as directly integrating out the UV scale from the path integral,

\[
S_{\text{eff}}[\Phi^{\text{UV}}] = -\ln \int \mathcal{D}\Phi^{\text{UV}} e^{-S_{\text{eff}}[\Phi^{\text{IR}} + \Phi^{\text{UV}}]} ,
\]  
(260)

leaving only the IR scale to the effective description. Therefore, this is the most direct way to construct EFTs.

We found that the formula for the effective action can be represented compactly using the 1LPI effective action of the full theory:

\[
S_{\text{eff}}[\Phi^{\text{light}}_{\text{IR}}] = \Gamma^{1\text{LPI}}_n[\Phi^{\text{light}}_{\text{IR}}] \big|_{\text{IRq exp.}} .
\]  
(261)

On the right-hand side, the 1LPI diagrams are expanded in the IR-quantity expansion in Box 1 and the expansion in \( \epsilon \) must be retained up to a desired order in physical quantities, Box 2.

The novel method streamlines computations, allowing one to reach higher perturbative orders with relative ease.
One does not have to construct the Lagrangian for the EFT before matching. Equation (261) dictates the effective action directly. Thus, one only needs to compute the relevant 1LPI diagrams with the IR-quantity expansion to obtain the effective action.

EFTs are widely applicable. Consequently, the novel method for their construction is as well, albeit restricted to handling perturbative UV scales. In the examples, we have demonstrated the applicability for high-temperature QFTs, and cosmological phase transitions in particular. However, the method is also straightforwardly applicable to collider physics.
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Appendix A: Notations and conventions

The regularization scheme used is the \( \overline{\text{MS}} \) scheme with dimensions \( D = 4 - 2\epsilon \). The three spatial dimensions are denoted with \( d = 3 - 2\epsilon \).

There will be three different notations for momenta:

\[ p, \quad \mathbf{p}, \quad P. \quad (A1) \]

The first one, \( p \), is a four-dimensional Euclidean momentum corresponding to vacuum (or zero temperature). It is also used in Secs. II [\( \mathbf{V} \)] to denote a generic momentum. The second one, \( \mathbf{p} \), is a three-dimensional, spatial momentum. The last one, \( P \), is the notation used for a finite-temperature, four-dimensional momentum, \( P = (\omega_n, \mathbf{p}) \), where the first component, \( \omega_n \), is a discrete Matsubara frequency (see Appendix [\( \mathbf{III} \)]. This reduces to \( p \) in the limit of zero temperature, \( T \to 0 \).

Corresponding to the three momenta, there are three different momentum integrals,

\[ \int_p = \left( \frac{\mu^2 e^{\gamma_R}}{4\pi} \right)^\epsilon \int \frac{d^D p}{(2\pi)^D}, \quad (A2) \]

\[ \int_{\mathbf{p}} = \left( \frac{\mu^2 e^{\gamma_R}}{4\pi} \right)^{\epsilon} \int \frac{d^d p}{(2\pi)^d}, \quad (A3) \]

\[ \int_P = T \sum_{\omega_n} \int_{\mathbf{p}} \quad (A4) \]

where \( \mu \) is the renormalization scale in the \( \overline{\text{MS}} \) scheme. The last one contains a thermal sum over the Matsubara frequencies. The first one, the vacuum integral, is again used to denote a generic momentum integral in Secs. II [\( \mathbf{V} \)].

The spatial integral is defined analogously:

\[ \int_{\mathbf{x}} = \int d^4\mathbf{x}. \quad (A5) \]

Appendix B: Imaginary time formalism

We will briefly review the imaginary time formalism of thermal field theory. (For more details, see e.g. Ref. [\( \mathbf{23} \]).) It is a formulation that is capable of describing equal-time correlations in plasma, and consequently contains the thermodynamic information of the plasma. It is also applicable to the leading parts of nucleation rates [\( \mathbf{9} \)].

First, we will look at the path integral representation of the imaginary time formalism. Then we study briefly the momentum integrals that follow from the path integral.

In the imaginary time formalism, the partition function of a theory is expanded into a path integral:

\[ Z = \text{Tr} \left[ e^{-\beta \hat{H}} \right] \]

\[ = \int_{BCs} \mathcal{D}\Phi \exp \left( - \int_0^\beta d\tau \int_{\mathbf{x}} \mathcal{L}_E \right). \quad (B1) \]

In the trace representation of the partition function, \( \beta \) is the inverse temperature and \( \hat{H} \) is the Hamiltonian describing the field theory.

In the path integral representation, \( \Phi \) represents the full field content of the theory, and \( \mathbf{x} \) labels the physical spatial dimensions. There are also two, somewhat special features in the path integral that we will discuss more closely:

- the Euclidean (or imaginary) time dimension, \( \tau \),
- the Euclidean Lagrangian, \( \mathcal{L}_E \).

First, we will just note that the equal-time correlation functions are indeed computable using the path integral,

\[ \langle \hat{\Phi}(\mathbf{x}_1)\hat{\Phi}(\mathbf{x}_2) \ldots \rangle = \frac{1}{Z} \text{Tr} \left[ \hat{\Phi}(\mathbf{x}_1)\hat{\Phi}(\mathbf{x}_2) \ldots e^{-\beta \hat{H}} \right] \]

\[ = \frac{1}{Z} \int_{BCs} \mathcal{D}\Phi \, \Phi(\mathbf{x}_1, \tau = 0) \Phi(\mathbf{x}_2, \tau = 0) \ldots e^{-S_E}, \quad (B2) \]

where we have labeled the exponent of Eq. (B1) as the Euclidean action \( S_{\text{eff}} \). The correlation functions simply become equal-imaginary-time correlation functions. Here, we have chosen to set explicitly \( \tau = 0 \).

The Euclidean time dimension can be understood to come from the analogy between the operator \( e^{-\beta \hat{H}} \) and the time evolution operator, \( e^{-i\hat{H}t} \). The former “evolves” the system by \( t = -i\beta \). For this reason, the extent of the dimension is \( \beta \) in the path integral.

The boundary conditions (BCs) are for the Euclidean time dimension. Due to the trace of the partition function, the dimension loops back onto itself. The bosonic fields are periodic and fermionic fields are anti-periodic:

\[ \Phi^{b/f}(\tau = 0) = \pm \Phi^{b/f}(\tau = \beta). \quad (B3) \]
The Euclidean Lagrangian can be obtained in a straightforward manner from the regular, Minkowski counterpart by a Wick rotation:

\[ \mathcal{L}_E(\tau) = -\mathcal{L}_M(t \to -i\tau). \]  

(B4)

For example, the Euclidean Lagrangian of a simple scalar field theory reads:

\[ \mathcal{L}_E = \partial_\mu \phi \partial^\mu \phi + V(\phi). \]  

(B5)

A small addition to the simple rule in Eq. (B4) is related to the temporal component of a gauge field. It is Wick rotated as well. For U(1) gauge theory, the Euclidean Lagrangian is given by:

\[ \mathcal{L}_E = \frac{1}{4} F_{\mu\nu} F^{\mu\nu}, \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu. \]  

(B6)

Finally, we discuss the momentum integrals of the perturbative expansion produced by the partition function in Eq. (A3). The Euclidean space time contains the regular three spatial dimensions and the Euclidean time with the extent of \( \beta \). Thus, it follows that the spatial momenta are continuous,

\[ \int_p, \]  

from Eq. (A3).

The temporal momentum component is more interesting: it is discrete. The discrete temporal momenta, called the Matsubara frequencies, differ for the bosonic and fermionic degrees of freedom due to different boundary conditions in Eq. (B3). The bosonic ones are periodic and the fermionic ones anti-periodic. This gives rise to frequencies of

\[ \omega_n^b = 2\pi T n, \quad \omega_n^f = 2\pi T \left(n + \frac{1}{2}\right), \quad n \in \mathbb{Z}. \]  

(B8)

The full momentum integrals are given by integrating over the spatial momenta and summing over the Matsubara modes:

\[ \int_p = T \sum_{\omega_n^b/1} \int_p \]  

(cf. Eq. (A4)).

Appendix C: Infrared divergences of the UV scale

In the UV-scale contributions that are contained in the effective action in Eq. (5), there are infrared divergences. These divergences can be understood to follow from the IR-quantity expansion, Box 1. Here, we show that these infrared divergences of the UV scale cancel against the ultraviolet divergences of the EFT. (See Fig. 10) Correspondingly, they are the correct counterterms to appear in the effective action describing the EFT.

Before moving onto details of the infrared divergences, it is good to note that the IR-quantity expansion does not affect the ultraviolet divergences, only the infrared divergences. Thus, the UV-scale contributions correctly cancel the counterterms of the full theory, as depicted in Fig. 10 Consequently, we only need to focus on the infrared divergences of the UV scale.

Here, we use the same strategy as in Ref. [40] to show that the infrared divergences of the UV scale indeed cancel with the ultraviolet divergences of the EFT: We imagine computing an IR-scale correlation function directly from both the full theory and the corresponding EFT. The trick will be that we artificially induce the same infrared divergences to both of the computations by conducting the IR-quantity expansion (Fig. 11).

There will be few steps that we can then take after utilizing the above trick of inducing infrared divergences: Firstly, it will be clear that the artificial divergences of the full theory cancel with the ultraviolet divergences of the EFT: We imagine computing an IR-scale correlation function directly from both the full theory and the corresponding EFT. The trick will be that we artificially induce the same infrared divergences to both of the computations by conducting the IR-quantity expansion (Fig. 11).
frared divergences in the UV-scale contributions cancel against the ultraviolet divergences of the EFT, and they can be understood as the counterterms of the EFT.

Let us now proceed to the details.

We want to show that the UV-scale infrared divergences cancel all of the ultraviolet divergences in the correlation functions of the corresponding EFT. The ultraviolet divergences originate from loop integrals. Consequently, it is enough to focus on momentum-space $n$-point-light-field correlation functions, which are 1LPI. One can construct any correlation function for light fields out of these pieces by connecting with light-field propagators into tree graphs, i.e. without introducing additional loops.

There is also an additional reason to focus on the specific set of correlation functions: It provides a direct link to the UV-scale contributions, which consist of the 1LPI diagrams evaluated with the IR-quantity expansion. (See Secs. II, V B.)

We start by showing that the artificially induced infrared divergences in the EFT cancel with its ultraviolet divergences: Due to the IR-quantity expansion, each loop integral is scale free. Thus, all of them vanish. However, the IR-quantity expansion does not affect the ultraviolet divergences; it only induces infrared divergences. Hence, each diagram is a sum of ultraviolet and infrared divergences,

$$
\sum_n \frac{A_n}{\epsilon^n} + \sum_n \frac{B_n}{\epsilon^n} = 0,
$$

(C1)

summing to zero. Therefore, we find that for an ultraviolet divergence of the EFT, there is a corresponding, artificial infrared divergence with an opposing sign.

Note, that in a correct EFT computation, with the IR-quantity expansion, only the ultraviolet divergences,

$$
\sum_n \frac{A_n}{\epsilon^n},
$$

(C2)

would be present (and cancelled by the corresponding counterterms).

Since the EFT reproduces the IR-scale behavior of the full theory, we can compute the same correlation functions directly using the full theory. Conducting the IR-quantity expansion for the diagrams leads to the same, artificial infrared divergences,

$$
\sum_n \frac{B_n}{\epsilon^n},
$$

(C3)

as in the EFT. This is also due to the corresponding IR-scale behavior.

Finally, we can link the artificial infrared divergences of the full theory to the proper infrared divergences of the UV scale: As already noted above, the diagrams computed for the particular correlation functions, the 1LPI diagrams, correspond to the diagrams evaluated for the UV-scale contributions. Here, we also note that the UV-scale 1LPI diagrams are nothing but the full theory 1LPI diagrams evaluated with the IR-quantity expansion. Therefore, the same infrared divergences are in the UV-scale contributions as well:

$$
\sum_n \frac{B_n}{\epsilon^n}. 
$$

(C4)

We have now showed in Eq. (C1) that the infrared divergences of the UV scale in Eq. (C4) cancel against the ultraviolet divergences of the EFT in Eq. (C2). Therefore, they are the correct counterterms for the EFT. Note, that these counterterms appear automatically to the effective action in Eq. (124) by integrating out a scale, as they should.

Appendix D: Renormalization group running viewed through proto-EFT techniques

Here, we will study running of the Lagrangian coefficients through the lens of proto-EFTs. This adds another way of understanding the running and also hopefully makes proto-EFTs more familiar.

The example given here is a $\lambda \Phi^4$ model in MS-scheme,

$$
V_{\text{bare}} = \frac{m^2(\mu)}{2} + \delta m^2 \Phi^2 + \mu^2 \lambda \Phi^4.
$$

(D1)

Here, we have explicitly shown the renormalization scale in the bare potential of the Lagrangian in dimensions $D = 4 - 2\epsilon$. Our goal is to compute the running of $m^2(\mu)$ to the one-loop order.

The route taken will be to change the renormalization scale, $\mu \to \nu$ in the prefactor of the interaction term, while giving us $O(\epsilon)$ terms. These terms can then be transformed into corrections to the coefficients using divergences as discussed in Sec. III C.

We start by

$$
\mu^{2\epsilon} \lambda \Phi^4 = \nu^{2\epsilon} \left( \frac{\mu}{\nu} \right)^{2\epsilon} \lambda \Phi^4
$$

$$
= \nu^{2\epsilon} \left( 1 + 2\epsilon \ln \left( \frac{\mu}{\nu} \right) + O(\epsilon^2) \right) \lambda \Phi^4,
$$

$$
= \nu^{2\epsilon} \frac{\lambda}{4!} \Phi^4,
$$

(D2)

$$
\lambda = \left( 1 + 2\epsilon \ln \left( \frac{\mu}{\nu} \right) + O(\epsilon^2) \right) \lambda.
$$

(D3)

The $O(\epsilon^2)$ terms will be higher order than considered here, and consequently neglected below.

The $O(\epsilon)$ term has a finite effect on physical quantities through the $\epsilon$ poles of the Feynman diagrams. These can be incorporated into the Lagrangian coefficients through the counterterms, as discussed in Sec. III C.

This particular model contains only the mass counterterm. Let us complete it regarding the new four-point...
coupling in Eq. (D3):
\[
\delta m^2 = \frac{\lambda m^2}{2(4\pi)^2 \epsilon} = \frac{\lambda m^2}{2(4\pi)^2 \epsilon} - \frac{\lambda m^2}{(4\pi)^2} \ln \left( \frac{\mu}{\nu} \right). 
\] (D5)

The underbraced term is a mass contribution.

Let us move it to the mass parameter according to Sec. VI C and drop the \( \mathcal{O}(\epsilon) \) term, \( \lambda \to \lambda' \):
\[
V_{\text{bare}} = \frac{m^2(\nu)}{2} + \nu^2 \frac{\lambda}{4!} \Phi^4,
\] (D6)
\[
m^2(\nu) = m^2(\mu) \left( 1 - \frac{\lambda}{(4\pi)^2} \ln \left( \frac{\mu}{\nu} \right) \right). 
\] (D7)

The above bare potential is physically equivalent to the one in Eq. (D1). Thus, we have now found the running of the mass parameter using the proto-EFT techniques of Sec. VI C. As discussed there, these methods generalize giving an alternative method for finding running couplings.

**Appendix E: Another method for computing derivative corrections**

Here, we show another method to compute the field-normalization contribution form the one-loop diagram in Eq. (80):

\[
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\] (E1)

This time we will compute the contribution directly as an action contribution.

Using the same split into a homogeneous background and fluctuations as in Eq. (85), \( \phi_{\text{IR}} = \phi + h_{\text{IR}} \), the external momentum-dependent part of the diagram is

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E2)

Here, the diagram is written explicitly without the IR-quantity expansion.

Note, that the integral looks non-local, containing two spatial locations, \( x \) and \( y \). The diagram will be rendered manifestly local by the IR-quantity expansion – more specifically by the external-momentum expansion.

To get to the external-momentum expansion, we need to first identify the external momentum, \( k \). This can be done by with \( q \to -p - k \):

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E3)

Only the external momentum \( k \) appears in the exponential function.

Now, that we have found the external momentum, we can perform the external momentum expansion in the propagators. The first order in the expansion is given by

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E4)

where \( d \) is the number of spatial dimensions and we have performed the \( p \) integral for the last line.

Now, we get to finally changing the external momenta into spatial derivatives:

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E5)

By integrating by parts, we obtain

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E6)

Finally, the expression becomes manifestly local by integrating over \( k \) to obtain a delta function, \( \delta(x - y) \), and then integrating over \( y \):

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E7)

We can now identify that the full action term is

\[
\begin{split}
\begin{array}{c}
\text{IRq exp.} \\
\text{IRq exp.}
\end{array}
\end{split}
\] (E8)

by comparing with Eq. (86).
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