Band nesting, massive Dirac Fermions and Valley Lande and Zeeman effects in transition metal dichalcogenides: a tight–binding model
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We present here the minimal tight–binding model for a single layer of transition metal dichalcogenides (TMDCs) MX 2 (M–metal, X–chalcogen) which illuminates the physics and captures band nesting, massive Dirac Fermions and Valley Lande and Zeeman magnetic field effects. TMDCs share the hexagonal lattice with graphene but their electronic bands require much more complex atomic orbitals. Using symmetry arguments, a minimal basis consisting of 3 metal d–orbitals and 3 chalcogen dimer p–orbitals is constructed. The tunneling matrix elements between nearest neighbor metal and chalcogen orbitals are explicitly derived at K, −K and Γ points of the Brillouin zone. The nearest neighbor tunneling matrix elements connect specific metal and sulfur orbitals yielding an effective 6 × 6 Hamiltonian giving correct composition of metal and chalcogen orbitals but not the direct gap at K points. The direct gap at K, correct masses and conduction band minima at Q points responsible for band nesting are obtained by inclusion of next neighbor Mo–Mo tunneling. The parameters of the next nearest neighbor model are successfully fitted to MX 2 (M=Mo, X=S) density functional (DFT) ab–initio calculations of the highest valence and lowest conduction band dispersion along K – Γ line in the Brillouin zone. The effective two–band massive Dirac Hamiltonian for MoS 2, Lande g–factors and valley Zeeman splitting are obtained.

I. INTRODUCTION

There is currently renewed interest in understanding the electronic and optical properties of transition metal dichalcogenides (TMDCs) with formula MX 2 (M – metal from group IV to VI, X – S, Se, Te) 1–29. Recent experiments and ab–initio calculations show that while bulk TMDCs are indirect gap semiconductors, single layers are direct gap semiconductors with direct gaps at K points of the Brillouin zone 1–29. The existence of the gaps at K points of the Brillouin zone (BZ) could be anticipated from graphene, as the two materials share the hexagonal lattice. If in graphene we were to replace one sublattice with metal atoms and second with chalcogen dimers, we might expect band structure similar to graphene but with opening of a gap at K points in the BZ. If this analogy was correct, the gap opening in a spectrum of Dirac Fermions would lead to massive Dirac Fermions and non–trivial topological properties associated with broken inversion symmetry and valley degeneracy. However, in graphene the bandstructure can be understood in terms of a tight binding model with electrons tunneling between nearest neighbor’s p z orbitals. The results of ab–initio calculations 2–4,6,7,17,20,21,23 for MX 2 show that the conduction band (CB) minima and valence band (VB) maxima wavefunctions are composed primarily of metal d–orbitals, i.e., next–nearest neighbors. If only metal orbitals are retained the lattice structure changes from hexagonal to triangular and the physics changes. Additional complication is the presence of secondary conduction band minima at Q points, at intermediate wavevectors between K and Γ points. These minima lead to conduction and valence band nesting which significantly enhances interactions of TMDCs with light 6,17. A tight–binding model which illuminates these aspects and allows for inclusion of magnetic field, confinement and many–body interactions is desirable.

There are already several tight–binding approaches to TMDCs by, e.g., Rostami et al. 30, Liu et al. 31, Cappeluti et al. 32, Zahid et al. 33, Fang et al. 34 and others 35–41 as well as k · p approaches by Kormányos et al. 42. Each contribution brings new physics and adds on to our understanding of TMDCs. In this work we build on previous theoretical works as well as our ab–initio results 6,23 to develop the simplest tight–binding model which illuminates the physics of TMDCs, especially the role of hexagonal lattice, tunneling from metal to dimer orbitals, band nesting, effective two band massive Dirac Fermion model, Lande g–factors and valley Zeeman splitting and Landau levels.

II. THE MODEL

We start with the structure of a single layer of MX 2 and for definiteness we focus on MoS 2. Fig. 1 shows the top view of a fragment of MoS 2 hexagonal lattice, with Mo positions marked with blue circles and sulfur dimers marked with red circles. The lattice structure is almost identical to graphene, the differences are visible in the side view showing the sulfur dimers and three, sulfur - metal - sulfur, layers of a single layer of MoS 2. Fig. 1 shows a central metal atom (large blue circle) of sublattice A surrounded by three first neighbor sul-
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We now construct the wavefunction out of orbitals localized on metal atoms and sulfur dimers. We start by selecting orbitals on a metal atom. Guided by results of ab–initio calculations we first consider d–orbitals \( l=2 \), with \( m_d=\pm 2, \pm 1, 0 \). Out of 5 \( m_d \) orbitals, orbitals with \( m_d=\pm 2, 0 \) are even with respect to the Mo layer. We select three d–orbitals \( \varphi_{l=1, m_d}(\vec{r}) \) localized on i-th Mo atom of sublattice A at \( \vec{R}_{A,i} \). For a sulfur dimer we select 3 p orbitals with \( l=1, m_p=\pm 1, 0 \) on lower (L) and upper (U) sulfur atoms. We first construct dimer orbitals which are even with respect to the Mo plane:  

and  

We note the minus sign in the \( m_p=0 \) orbital due to odd character of \( m=0 \) orbital. With 3 orbitals on Mo atom we can write the wavefunctions on the sublattice A for each wavevector \( \vec{k} \) and orbital \( m_d \) as:  

where \( N_{UC} \) is number of unit cells. In the same way we can write the three wavefunctions for sublattice B of sulfur dimers:  

We now seek the LCAO electron wavefunction \( \Psi^k_{m_d}(\vec{r}) \) with coefficients \( A^k_{m_d}(n) \), \( B^k_{m_p}(n) \) for band \( n \) and wavevector \( \vec{k} \) to be obtained by diagonalizing the Hamiltonian matrix in the space of wavefunctions \( \Psi^k_{A,m_d}(\vec{r}) \) and \( \Psi^k_{B,m_p}(\vec{r}) \).

III. THE NEAREST-NEIGHBOR TUNNELING HAMILTONIAN

We now proceed to construct matrix elements  



where \( V_A(r) \) is a potential on sublattice A. We can evaluate matrix elements, Eq. 3, at the \( K \) point of the Brillouin zone \( (K = [0, 4\pi/3\sqrt{3}d]) \) to obtain  

where \( V_{pd}(m_d, m_p) \) is a Slater–Koster matrix element for tunneling from Mo orbital \( m_d \) to nearest sulfur dimer orbital \( m_p \). We see in Eq. 4 that tunneling from central Mo atom to three nearest neighbor sulfur dimers generates additional phase factors which depend on the angular momentum of orbitals involved. The pairs of orbitals giving non–vanishing tunneling matrix element must satisfy selection rule 1. The only pairs of orbitals which satisfy this rule at \( K \) point are:  

Hence the Hamiltonian at the \( K \) point is block–diagonal. Similar calculations lead to different selection rules at the nonequivalent \( K \) point:  

while at the \( \Gamma \) point different pairs of orbital are coupled:  

\[ m_d=0, m_p=0 \], \( m_d=2, m_p=-1 \), \( m_d=-2, m_p=1 \).
We see that the three $m_d$ orbitals are coupled to a different $p$ dimer orbital each. Which pairs are coupled depends on the $K$ and $\Gamma$ points. This has important consequences for the response to magnetic field discussed later. We can now write tunneling Hamiltonian with first-nearest-neighbor tunneling only. Here we put together the group of 3 degenerate $d$ orbitals of Mo and a group of three degenerate $p$-orbitals of $S_2$. The tunneling matrix elements depend on tunneling amplitudes $V_i$ with dependence on $\vec{k}$ expressed by functions $f_i(\vec{k})$. The function $f_0(\vec{k})$ is the only function finite at $K = [0, 4\pi/(3\sqrt{3}d_1)]$. Looking at the tunneling matrix elements of Hamiltonian, Eq. 8, containing $f_0(\vec{k})$ gives the coupled pairs of orbitals given by Eq. 5. Explicit forms of $f_i(\vec{k})$ and $V_i$ are given in the Appendix A.

$$H(\vec{k}) = \begin{pmatrix} E_{m_d=-2} & 0 & 0 \\ 0 & E_{m_d=0} & 0 \\ E_{m_d=2} & 0 & E_{m_p=-1} \\ -V_1 f_{-1}(\vec{k}) & -V_2 f_0(\vec{k}) & V_3 f_1(\vec{k}) \\ -V_4 f_0(\vec{k}) & -V_5 f_1(\vec{k}) & -V_4 f_{-1}(\vec{k}) \\ -V_3 f_1(\vec{k}) & -V_2 f_{-1}(\vec{k}) & V_1 f_0(\vec{k}) \\ 0 & 0 & 0 \\ 0 & 0 & E_{m_p=1} \end{pmatrix}$$ (8)

We parameterize tunneling matrix elements, $H_{ij} = t_{ij}$, of Eq. 8 with tunneling parameter $t$. $t=0$ means no tunneling and $t=1$ means full tunneling matrix, Eq. 8. Fig. 2 shows the evolution of the energy spectrum of the first-nearest-neighbor Hamiltonian at $K$ point, Eq. 8, as a function of tunneling strength $t$. At $t=0$ we have 3 degenerate $d$-orbitals with energies $E_d$ and 3 degenerate $p$-orbitals on sulfur dimers with energy $E_p$. As the tunneling from Mo to $S_2$ orbitals is turned on the degeneracy of $d$-orbitals is removed as they start hybridizing with $p$-orbitals. The orbital $m_d=2$ is the lowest energy valence band orbital. The $m_d=0$ evolves as a conduction band orbital and $m_d=-2$ gives rise to the higher energy conduction band orbital. The magnitude of the bandgap is fitted to the ab-initio result using ABINIT and ADF$^{6,23}$. Fig. 3 shows the energy bands across the BZ obtained by fitting the first neighbor Hamiltonian, Eq. 8, using genetic algorithm to ab-initio results obtained using ABINIT$^{6,23}$. We see that such a simple Hamiltonian predicts a correct, finite, gap at $K$ point but it also predicts closing of the gap in the Brillouin zone, here shown between $M$ and $\Gamma$ points. The closing of the gap is a consequence of the

![Figure 2: Evolution of eigenenergies at K point as a function of tunneling matrix element t between Mo d and S2 dimer p orbitals. Orbital composition red circles $m_d=0$, blue circles $m_d=+2$. Conduction band C and valence band V are marked. Lower energy orbitals are $S_2$ orbitals. The removal of degeneracy of d orbitals and opening of the gap between $m_d=0$ and $m_d=+2$ orbitals is shown. All energies are measured from the top of the valence band V.](image)

![Figure 3: Nearest neighbor tunneling model. Black -TB model, white circles DFT (no SO). Left: Energy bands from K to \Gamma, K to M and M to \Gamma points in the Brillouin zone obtained for MoS2 with only nearest neighbor tunneling included. Note band gap closing along M - \Gamma direction due to different symmetry of Mo orbitals at K and \Gamma. Right: Comparison of C and V bands close to K point. Note local energy gap at K point but incorrect masses leading to lowest energy gap between K and \Gamma points.](image)
reversal of the role of \( m_\sigma = 0 \) d-orbital: it is a conduction band orbital at \( K \) point but valence band orbital at \( \Gamma \). Therefore without level repulsion there must be closing of the gap. In the right panel we also show close up of the dispersion of valence and conduction band along the \( K - \Gamma \) line. We see that the gap at \( K \) point is correct but the masses of holes and electrons are incorrect, leading to the lowest energy gap away from the \( K \) point and a lack of CB maximum at the \( Q \) point. Hence the simplest nearest-neighbor tunneling model which successfully describes Dirac Fermions in graphene captures the opening of the gap at \( K \) point of the BZ and composition of VB and CB wavefunctions in terms of \( d-\)Mo and \( p-\)S2 orbitals. However, it fails to capture important properties of CB and VB away from the \( K \) points. In order to capture the effective masses of CB and VB bands and CB maximum leading to band nesting we need to include tunneling between second neighbor Mo atoms.

**IV. THE FIRST AND SECOND NEIGHBOR TUNNELING HAMILTONIAN**

We now consider tunneling from Mo atom to its 6 nearest neighbors \( \vec{R}_{A1} - \vec{R}_{A6} \) Mo atoms as illustrated in Fig. 1, with same for sulfur dimers. The second neighbor tunneling matrix elements are parameterized by tunneling amplitudes \( W_i \) with dependence on \( \vec{k} \) expressed by functions \( g_i(\vec{k}) \). Explicit forms of \( g_i(\vec{k}) \) and \( W_i \) are given in the Appendix B. The explicit form of the Hamiltonian contains now dispersion of and coupling between \( d- \) and \( p- \) orbitals:

\[
H(\vec{k}) = \begin{pmatrix}
E_{m_{q}=2}^{+} & W_{3}g_{2}(\vec{k}) & W_{4}g_{4}(\vec{k}) & V_{1}f_{-1}(\vec{k}) & -V_{2}f_{0}(\vec{k}) & V_{3}f_{1}(\vec{k}) \\
W_{1}g_{0}(\vec{k}) & E_{m_{q}=0}^{+} & W_{3}g_{2}(\vec{k}) & -V_{4}f_{0}(\vec{k}) & -V_{5}f_{1}(\vec{k}) & -V_{4}f_{-1}(\vec{k}) \\
W_{1}g_{2}(\vec{k}) & W_{3}g_{0}(\vec{k}) & E_{m_{q}=2} & -V_{3}f_{1}(\vec{k}) & -V_{2}f_{-1}(\vec{k}) & V_{1}f_{0}(\vec{k}) \\
W_{1}g_{1}(\vec{k}) & W_{3}g_{1}(\vec{k}) & E_{m_{q}=-1} & 0 & W_{7}g_{2}(\vec{k}) & 0 \\
W_{1}g_{0}(\vec{k}) & W_{3}g_{0}(\vec{k}) & E_{m_{q}=0} & 0 & E_{m_{q}=1} & 0
\end{pmatrix}
\]

**V. EFFECTIVE TWO-BAND MASSIVE DIRAC FERMION MODEL**

With the 6-band model understood we now proceed to fit our results to the two-band massive Dirac Fermion model applicable in the vicinity of \( K \) points. Following Kormányos et al. we write our two-band Hamiltonian \( H_{2B} \) as a function of deviation \( q \) from the wavevector \( k = K + q \) as:

\[
H_{2B}(\vec{k}) = a \cdot t \left( \tau q_x + i q_y \right) + \frac{\Delta}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \left( \frac{\alpha q^2}{\beta q^2} + \kappa \right) \begin{pmatrix} q_x^2 & q_x^2 q_y^2 \tau q_x \eta q_y^2 \end{pmatrix} \begin{pmatrix} q_x \tau q_y \eta \end{pmatrix}
\]

where \( q_{\pm} = q_x \pm q_y \) and \( \tau = \pm 1 \) for \( K, -K \) valley’s. Fig. 6 shows the results of fitting eigenenergies of Eq. 10 to our ab-initio results and results obtained by \( k \cdot p \) theory of Kormányos et al. We see a good agreement of all three results. The two-band model parameters used in Fig. 6 are \( \alpha = 3.193 \text{ Å}, t = 1.4111 \text{ eV}, \Delta = 1.6850 \text{ eV}, \beta = 0.8341 \text{ eVÅ}^2, \gamma = 0.0866 \text{ eVÅ}^2, \kappa = -0.0534 \text{ eVÅ}^2, \eta = -0.0833 \text{ eVÅ}^2 \) for \( \alpha = \beta = \kappa = \eta = 0 \) Eq. 10 reduces to a massive
FIG. 4: First and second neighbor tunneling model. Black – mn tb model, white circles – DFT (no SO). Left: Energy bands from $K$ to $\Gamma$, $K$ to $M$ and $M$ to $Q$ points in the Brillouin zone obtained for Mo–S$_2$ first and second neighbor tunneling model. Note gap opened across entire BZ. Right: Comparison of C and V bands close to $K$ point. Note direct energy gap at $K$ point, correct masses and CB minimum at $Q$ point.

FIG. 5: Origin of $Q$ point minima in CB and its effect on joint optical density of states. Left: Evolution of energy bands from $K$ to $Q$ and from $Q$ to $\Gamma$ points in the Brillouin zone. In CB note $m_z=0$ contribution at $K$ and $m_z=-2$ at $Q$ while in VB note $m_z=+2$ at $K$ and $m_z=0$ at $Q$. Vertical arrows indicate VB to CB transitions. Right: Joint optical density of states as a function of transition energy calculated for whole BZ.

Dirac Fermion model proposed by Xiao et al.[8] for the description of conduction and valence bands close to the $K$ point. Note that wavevector $k$ is measured from the $K$ point. Best parameters for massive Dirac Fermion model are $a=1.46$ Å, $t=1.4677$ eV and $\Delta =1.6848$ eV.

VI. MAGNETIC FIELD - LANDÉ G-FACTORS

We now describe response of TMDC’s to the applied magnetic field$^{1,12,23,35,38,43-58}$. The perpendicular magnetic field $B$ couples to the orbital angular momentum $L$ as $H_2 = \mu_B B_z L_z$. From symmetry analysis at the $K$ point the wavefunctions of conduction band are composed of $m_z=0$ and $m_z=-1$ orbitals as:

$$\Psi_{CB}^{+}(\vec{K}, \vec{r}) = \frac{A^{k=K}_{m_z=0}(CB)}{\sqrt{N_{UC}}} \sum_{i=1}^{N_{UC}} e^{i\vec{R}_A \cdot \vec{R}_i} \varphi_{l=2, m_z=0} \left( \vec{r} - \vec{R}_{A,i} \right) + \frac{B^{k=K}_{m_z=-1}(CB)}{\sqrt{N_{UC}}} \sum_{i=1}^{N_{UC}} e^{i\vec{R}_B \cdot \vec{R}_i} \varphi_{l=1, m_z=-1} \left( \vec{r} - \vec{R}_{B,i} \right)$$

(11)

With details of the analysis found in the Appendix C the energy of electron in CB at $K$ point is given by the contributions from the $m_z=0$ orbital, equal to zero, and finite contribution from $m_z=-1$ orbital as

$$E_{CB}(K) = \left| \Psi_{CB}^{+}(K) \right|^2 \frac{\mu_B B_z}{\hbar}$$

At $-K$ point the energy of electron in CB is given by the contributions from the $m_z=0$ orbital (no contribution) and contribution from $m_z=+1$ orbital as

$$E_{CB}(-K) = \left| \Psi_{CB}^{+}(-K) \right|^2 \frac{\mu_B B_z}{\hbar}$$

The valley Landé energy splitting $\Delta_{VL}^{CB}$ in the conduction band is given by

$$\Delta_{VL}^{CB} = E_{CB}(+K) - E_{CB}(-K) = \left[ -1 \left| B^{k=K}_{m_z=-1}(CB) \right|^2 - 1 \left| B^{k=-K}_{m_z=+1}(CB) \right|^2 \right] \mu_B B_z = \left[ -1 \left| B^{k=K}_{m_z=-1}(CB) \right|^2 - 1 \left| B^{k=-K}_{m_z=+1}(CB) \right|^2 \right] \mu_B B_z$$

(12)

where we used the fact that orbital compositions of $m_z=\pm 1$ orbitals at $K$ and $-K$ are equal. A
similar analysis carried out for the valley Lande energy splitting $\Delta_{VL}^{VB}$ in the valence band gives

$$\Delta_{VL}^{VB} = 2 \left( 2 \left| A_{m_y=2}^{R}(VB) \right|^{2} + 1 \left| B_{m_y=-1}^{R}(VB) \right|^{2} \right) \mu_{B} B_{z}. $$

Using results from the 6 band model, Eq. 9, gives the effective Lande g-factors of $g_{n}^{CB} = -2 \left| B_{m_y=-1}^{R}(CB) \right|^{2} = -0.4$ in the conduction band and $\Delta_{VL}^{VB} = 2 \left( 2 \left| A_{m_y=2}^{R}(VB) \right|^{2} + 1 \left| B_{m_y=-1}^{R}(VB) \right|^{2} \right) \mu_{B} B_{z} = 3.996$. 

By comparison, values deduced from Ref.[34] give $g_{n}^{CB} = -0.88, g_{n}^{VB} = 3.20$ and those from Ref.[32] give $g_{n}^{VL} = -0.24, g_{n}^{VL} = 3.44$.

**VII. MAGNETIC FIELD - VALLEY ZEEMAN AND LANDAU G-FACTORS**

We now discuss valley Zeeman splitting due to Landau quantization. We start with the massive Dirac Hamiltonian for $K$ point derived in Eq. 10:

$$H_{2B}(\vec{k}) = \frac{\Delta}{2} \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right) + v_{F} \left( \tau_{q_{x}} + i \tau_{q_{y}} \right)\tau_{q_{y}} \left( \tau_{q_{x}} - i \tau_{q_{y}} \right)$$

(13)

With magnetic field $\vec{B} = B \hat{z}$ in the symmetric gauge, vector potential $\vec{A}=B/2(-y, x, 0)$. We substitute $\vec{q} \rightarrow \vec{q} + e/\hbar \vec{A}$, measure length in units of magnetic length $r \rightarrow r/lo$, where $lo = \sqrt{eB/\hbar}$. Transformation into creation and annihilation operators\cite{37}

$$\hat{a}^{\dagger} = \frac{1}{\sqrt{2}} \left( \begin{array}{c} -\partial_{x} - i \partial_{y} + \frac{1}{2} (x + iy) \\ \partial_{x} - i \partial_{y} + \frac{1}{2} (x - iy) \end{array} \right),$$

(14)

$$\hat{a} = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \partial_{x} - i \partial_{y} + \frac{1}{2} (x + iy) \\ -\partial_{x} - i \partial_{y} + \frac{1}{2} (x - iy) \end{array} \right)$$

gives massive Dirac Fermion Hamiltonian in magnetic field as

$$H_{m,DF}(\vec{k}) = \frac{\Delta}{2} \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right) + v \left( \begin{array}{cc} 1 & -i \hat{a}^{\dagger} \\ -i \hat{a} \end{array} \right)$$

(15)

where $v = \sqrt{2} v_{F}/lo$. The eigenfunctions $\Psi_{\alpha,m}^{C/V} = (\alpha_{n-1,m}, \beta_{n,m})^{T}$ of Hamiltonian, Eq. 15, are spinors in the basis of CB and VB states at $K$ ($-K$), with eigenenergies of the $n$th Landau level $E_{n}^{C/V} = \pm \sqrt{(\Delta/2)^{2} + v^{2}n}$. Here, massive Dirac Fermion nature manifests itself in eigenvectors expressed as a combination of states with different $n$, which differs for both valleys. The energy spectrum contains three types of states for $K$ and $-K$ points: positive (negative) energies with $n \geq 1$ for conduction (valence) band states indicated by indices C(V) and $n = 0$ Landau level (0LL) in each valley. The key result\cite{43,44} is that in the $K$ valley the 0LL is attached to the top of the valence band (negative energy) while in the $-K$ valley 0LL is attached to the bottom of the conduction band (positive energy). Fig. 7 shows the energy spectrum for $K$ and $-K$ valleys, with $n = 0$ LL shown in red.

The valley Zeeman splitting in the conduction band is given by the energy difference between electron in +K valley, $E_{1}(+K) = \sqrt{(\Delta/2)^{2} + (2v_{F}/lo)^{2}}$ and electron in the $-K$ valley $E_{0}(-K) = \sqrt{(\Delta/2)^{2} + (2v_{F}/lo)^{2}}$:

$$\Delta_{VZ} = E_{1}(K) - E_{0}(-K) = \frac{\Delta}{2} \sqrt{\left( \frac{2v}{\Delta lo} \right)^{2} - 1} \approx \frac{\Delta}{2} \left( \frac{\sqrt{2} v_{F}}{\Delta lo} \right)^{2} \hbar \omega_{c},$$

(16)

where $\hbar \omega_{c}$ is the cyclotron energy. We see that valley Zeeman splitting is proportional to the cyclotron energy and the ratio of Fermi velocity to the energy gap\cite{50}.

We can now compare the valley Lande and Zeeman contributions for MoS$_{2}$. For magnetic field $B=1$ T, we obtain the following values of splitting:

$$\Delta_{VL}^{CB} = -2 \left| B_{m_y=-1}^{CB} \right|^{2} \mu_{B} B = -0.023 \text{ meV}$$

(17)

$$\Delta_{VL}^{VB} = 2 \left( \left| A_{m_y=2}^{CB} \right|^{2} + 1 \left| B_{m_y=-1}^{CB} \right|^{2} \right) \mu_{B} B = 0.231 \text{ meV}$$

(18)

$$\Delta_{VZ} = \Delta \left( \frac{v_{F}}{\Delta} \right)^{2} \hbar \omega_{c} = \Delta \left( \frac{v_{F}}{\Delta} \right)^{2} \frac{\hbar e B}{m_{0}} = 1.395 \text{ meV}$$

(19)

First two values are in excellent agreement with recently reported\cite{45} experimental Lande splitting of approximately 0.230 meV $T^{-1}$.

We now discuss the effect of spin-orbit interaction on the Landau level spectrum. The Hamiltonian for both
spin down and up at the $K$ point can be written as:

\[
H = \begin{pmatrix}
\frac{\Delta^C}{2} - \frac{\Delta^V}{2} & -iv\hat{a}
\frac{\Delta^C}{2} + \frac{\Delta^V}{2} & -iv\hat{a}
\end{pmatrix} \begin{pmatrix}
\frac{\Delta^C}{2} - \frac{\Delta^V}{2} & -iv\hat{a}
\frac{\Delta^C}{2} + \frac{\Delta^V}{2} & -iv\hat{a}
\end{pmatrix}^T (20)
\]

where $\Delta_{SO}^{C/V}$ is the spin splitting for conduction (valence) band. In analogy with Eq. 15 we obtain the eigenvectors $\psi_{n,m}^{\pm,\sigma} = \begin{pmatrix} \alpha_{n,\sigma}^{C/V,\Delta_{SO}} \left| n-1, m \right\rangle, \beta_{n,\sigma}^{C/V,\Delta_{SO}} \left| n, m \right\rangle \end{pmatrix}^T$ for the $K$ valley and eigenvectors $\psi_{n,m}^{\pm,\sigma} = \begin{pmatrix} \alpha_{n,\sigma}^{C/V,-\Delta_{SO}} \left| n, m \right\rangle, \beta_{n,\sigma}^{C/V,-\Delta_{SO}} \left| n-1, m \right\rangle \end{pmatrix}^T$ for the $-K$ valley. The corresponding eigenvalues are given by $E_{n,\sigma}^{C/V} = \sigma(\Delta_{SO}^{C} + \Delta_{SO}^{V})/4 \pm \sqrt{(\Delta + \sigma(\Delta_{SO}^{C} - \Delta_{SO}^{V}))^2/4 + v^n}$, where $\sigma = \pm 1$ for spin up or down. The LL spectrum becomes even more asymmetric between the valleys. Because of the interaction between valence and conduction band the strong SO coupling in the valence band leads to spin splitting in the conduction band.

**VIII. CONCLUSIONS**

We presented here a tight-binding theory of transition metal dichalcogenides. We derived an effective tight binding Hamiltonian and elucidated the electron tunneling from metal to dichalcogenides orbitals at different points of the BZ. This allowed us to discuss the band gaps at $K$ points in the BZ, the origin of secondary conduction band minima at $Q$ points and their role in band nesting and strong light matter interaction. The Landé and Zeeman valley splitting as well as the effective mass Dirac Fermion Hamiltonian in the magnetic field was determined.
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**Appendix A: Nearest neighbor matrix elements**

Matrix elements of nearest neighbor tunneling Hamiltonian, Eq. 8, are expressed by $k$-independent parameters $V_i$.

\[
V_1 = \frac{1}{\sqrt{2}} \left[ \frac{\sqrt{3}}{2} \left( \frac{d_1^2}{d_2} - 1 \right) V_{d\sigma} - \left( \frac{d_1^2}{d_2} + 1 \right) V_{d\pi} \right] \frac{d_1}{d_2},
\]

\[
V_2 = \frac{1}{2} \left[ \sqrt{3} V_{d\sigma} - 2V_{d\pi} \right] \frac{d_1}{d_2}^2,
\]

\[
V_3 = \frac{1}{\sqrt{2}} \left[ \frac{\sqrt{3}}{2} V_{d\sigma} - V_{d\pi} \right] \frac{d_1}{d_2}^3,
\]

\[
V_4 = \frac{1}{2} \left[ \left( \frac{3d_1^2}{d_2} - 1 \right) V_{d\sigma} - 2\sqrt{3} \frac{d_1^2}{d_2} V_{d\pi} \right] \frac{d_1}{d_2},
\]

\[
V_5 = \frac{1}{2} \left[ \left( \frac{3d_1^2}{d_2} - 1 \right) V_{d\sigma} - 2\sqrt{3} \left( \frac{d_1^2}{d_2} + 1 \right) V_{d\pi} \right] \frac{d_1}{d_2}.
\]

**Appendix B: Next nearest neighbor matrix elements**

Parameters of the second neighbor tunneling in Eq. 9 are given by $k$-dependent terms $W_i$.

\[
W_1 = \frac{1}{8} (3V_{dd\sigma} + 4V_{dd\pi} + V_{dd\delta}),
\]

\[
W_2 = \frac{1}{4} (V_{dd\sigma} + 3V_{dd\delta}),
\]

\[
W_3 = -\frac{\sqrt{3}}{4\sqrt{2}} (V_{dd\sigma} - V_{dd\delta}),
\]

\[
W_4 = \frac{1}{8} (3V_{dd\sigma} - 4V_{dd\pi} + V_{dd\delta}),
\]

\[
W_5 = \frac{1}{2} (V_{pp\sigma} + V_{pp\pi}),
\]

\[
W_6 = V_{pp\pi},
\]

\[
W_7 = \frac{1}{2} (V_{pp\sigma} - V_{pp\pi}),
\]

and $k$-dependent functions $g_i$

\[
g_0(k) = 4 \cos (3k_x/2) \cos \left( \sqrt{3}k_y/2 \right) + 2 \cos \left( \sqrt{3}k_y \right),
\]

\[
g_1(k) = 4 \cos (3k_x/2) \cos \left( \sqrt{3}k_y/2 \right) - 2 \cos \left( \sqrt{3}k_y \right),
\]

\[
g_2(k) = 4 \cos (3k_x/2) \cos \left( \sqrt{3}k_y/2 \right) + 2 \cos \left( \sqrt{3}k_y \right),
\]

\[
g_3(k) = 4 \cos (3k_x/2) \cos \left( \sqrt{3}k_y/2 \right) - 2 \cos \left( \sqrt{3}k_y \right).
\]
\[ g_2(\vec{k}) = -2 \cos \left( \sqrt{3} k_y \right) + 2 \cos \left( 3k_x/2 + \sqrt{3} k_y/2 \right) e^{i\pi/3} \\
+ 2 \cos \left( 3k_x/2 - \sqrt{3} k_y/2 \right) e^{-i\pi/3} \]

\[ g_4(\vec{k}) = 2 \cos \left( \sqrt{3} k_y \right) + 2 \cos \left( 3k_x/2 + \sqrt{3} k_y/2 \right) e^{i2\pi/3} \\
+ 2 \cos \left( 3k_x/2 - \sqrt{3} k_y/2 \right) e^{-i2\pi/3} \]  

(B2)

Slater-Koster parameters found by fitting our second nearest neighbor model to DFT bandstructure used to create Fig. 4 and Fig. 5 are given in Table I.

### Appendix C: Lande g–factor

To calculate Lande g–factor in perpendicular magnetic field \( B_z \) we first analyze expectation value of \( L_z \) operator for wavefunctions of A and B sublattices written as:

\[
\Psi^A_m (\vec{k}, \vec{r}) = \frac{1}{\sqrt{N_{UC}}} \sum_{i=1}^{N_{UC}} e^{i\vec{k} \cdot \vec{R}_{A,i}} \varphi_m \left( \vec{r} - \vec{R}_{A,i} \right), \\
\Psi^B_m (\vec{k}, \vec{r}) = \frac{1}{\sqrt{N_{UC}}} \sum_{j=1}^{N_{UC}} e^{i\vec{k} \cdot \vec{R}_{B,j}} \varphi_m \left( \vec{r} - \vec{R}_{B,j} \right). \tag{C1}
\]

For \( L_z = -i\hbar \left( \vec{r} \times \hat{\nabla} \varphi \right)_z \) we have therefore

\[
\left\langle \Psi^B_m (\vec{k}, \vec{r}) \right| (-i\hbar) \left( \vec{r} \times \hat{\nabla} \varphi \right)_z \left| \Psi^A_m (\vec{k}, \vec{r}) \right\rangle = -i\hbar \sum_{i,j=1}^{N_{UC}} \int d\vec{r} \delta \varphi_i \varphi^*_j \left( \vec{r} - \vec{R}_{B,j} \right) \left( \vec{r} \times \hat{\nabla} \varphi \right)_z \varphi_m \left( \vec{r} - \vec{R}_{A,i} \right). \tag{C2}
\]

where \( \vec{R}_{AB} = \vec{R}_{A,i} - \vec{R}_{B,j} \). To evaluate Eq. (C2) we introduce new variables \( \vec{u}_i = \vec{r} - \vec{R}_{A,i} \) to analyze the action of operator \( \hat{\nabla} \varphi \) on orbitals localized at \( \vec{R}_{A,i} \)

\[
-\n
\left( \vec{r} \times \frac{\partial}{\partial \vec{r}} \right)_z \varphi_m \left( \vec{r} - \vec{R}_{A,i} \right) = m \varphi_m \left( \vec{u}_i \right) + \left( \vec{R}_{A,i} \times \vec{p}_{u,i} \right)_z \varphi_m \left( \vec{u}_i \right). \tag{C3}
\]

Using this and shifting variables on sites B as \( \vec{r} - \vec{R}_{B,j} = \vec{u}_i + \vec{R}_{A,i} - \vec{R}_{B,j} \) we obtain

\[
\left\langle \Psi^B_m (\vec{k}, \vec{r}) \right| (-i\hbar) \left( \vec{r} \times \hat{\nabla} \varphi \right)_z \left| \Psi^A_m (\vec{k}, \vec{r}) \right\rangle = m \left( \frac{-i\hbar}{N_{UC}} \right) \sum_{R_{AB}, R_{A}} \int d\vec{u} \delta \varphi_i \varphi^*_j \left( \vec{u} + \vec{R}_{AB} \right) \varphi_m \left( \vec{u} \right) + \left( \vec{R}_{A,i} \times \vec{p}_{u,i} \right)_z \varphi_m \left( \vec{u} \right). \tag{C4}
\]

First term on RHS of Eq. (C4) can be more transparently written as

\[
m \left( \frac{-i\hbar}{N_{UC}} \right) \sum_{R_{A}} \int d\vec{u} \varphi_i^* \left( \vec{u} \right) \varphi_m \left( \vec{u} \right) = m \left( \frac{-i\hbar}{N_{UC}} \right) \sum_{R_{A}} \delta_m = m \left( \frac{-i\hbar}{N_{UC}} \right) N_{UC} \delta_m = (-i\hbar) m \delta_m \tag{C5}
\]

while the second term vanishes

\[
\left( \frac{-i\hbar}{N_{UC}} \right) \sum_{R_{AB}} \left[ \vec{R}_{A} \sum_{R_{A}} e^{i\vec{k} \cdot \vec{R}_{AB}} \int d\vec{u} \varphi_i^* \left( \vec{u} + \vec{R}_{AB} \right) \varphi_m \left( \vec{u} \right) \right] = 0, \tag{C6}
\]  

\( \vec{R}_{A} \) independent
because the sum over $\vec{R}_A$ is taken over an isotropic system. Finally, we get

$$\langle \Psi^A_B (\vec{k}, \vec{r}) \mid (-i\hbar) \left( \vec{r} \times \nabla \right)_z \mid \Psi^A_B (\vec{k}, \vec{r}) \rangle = (-i\hbar) \mu_B B_2 m_{\text{iso}},$$

(C7)

which is used to calculate Lande energy splitting, e.g. for conduction band $E_{CB}(\pm K) = \langle \pm 1 \mid B_{m(z=\pm 1)}^{\vec{k} = K_{CB}} \mid 2 \rangle \mu_B B_2$.

Analogous analysis can be performed for the valence band.
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