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Abstract. Artificial neural network is used to model INCONEL 718 in this paper. The model accounts for precipitate hardening in the alloy. The input variables for the neural network model are strain, strain rate, temperature and microstructure state. The output variable is the flow stress. The early stopping technique is combined with Bayesian regularization process in training the network. Sample and non-sample measurement data were taken from the literature. The model predictions of flow stress of the alloy are in good agreement with experimental measurements.

1. Introduction
INCONEL 718 (IN718) is commonly used in power plants, gas turbines and aircraft engines. The microstructure of IN718 is composed of coherent ordered disk-shaped body centred tetragonal (bct) \( y'' \) phase that comprises of Ni3Nb and nickel [1] and the ordered fcc \( y' \) precipitates. The volume fraction of the \( y'' \) and \( y' \) phases are 10 - 20% and 3 - 5% respectively depending on heat treatment and the bulk alloy composition [2]. Strengthening of the alloy is mainly due to the \( y'' \) phase. Modelling of the flow stress of the alloy therefore need additional consideration of the microstructural features such as grain size, precipitate size and volume fraction of the precipitates. Physical and phenomenological models of the alloy are the dislocation density model of Fisk et. al. [1] and phenomenological model of [3] respectively. Artificial neural network (ANN) offers an alternative approach. A background of ANN in modelling materials behaviour can be found in [4]. ANN modelling involves using an arbitrary number of computational processing units that learn from observed material data. Thus, through use of these parallel computational units, it can capture complex nonlinear relationships between inputs and outputs [5].

This work is a first attempt to use ANN to model the flow stress of IN 718 accounting for the microstructure. In the ANN model development, early stopping techniques together with Bayesian regularization process [6,7] are employed. Flow stress measurement data taken from [1] are utilized in developing the ANN model. Strain \( (\varepsilon) \), strain rate \( (\dot{\varepsilon}) \), temperature \( (T) \) and microstructure state of the material (Age) are used as input variables of the ANN network and the flow stress \( (\sigma) \) is the output variable. The ageing time variable represents the microstructural state of the alloy. Predicted flow stress results are compared with the experimental data of different microstructural state of the
alloy not used in the ANN model development. The results indicate good agreement with experiments and therefore show the reliability of the ANN constitutive model.

2. Artificial neural network

A human brain is a complex biological neural network with many interconnected set of neurons that facilitate daily activities of human life[8]. An ANN is a mathematical model involving a group of interconnected artificial neurons that tries to simulate the neural structure of the human brain. ANN are trained to learn patterns from data sample. This learning process, also called a training process, is used to determine the neural network parameters for the model. This is similar to curve fitting in linear regression. The most popular type of neural network is a multilayer perceptron (MLP) with back propagation [9]. An MLP has layers of units: inputs layer, hidden layer or layers and an output layer. Independent processing units called neurons connect the layers. The number of neurons in the input and output layers is determined by the number of input and output features respectively. The number of hidden layer or layers depends the training process. There are no scientific or statistical methods yet to determine the number of neurons in the hidden layer or layers. The training algorithms are typically improved using heuristic methods [10,11].

In ANN, the output mapping from the input is given by

\[ f(x; \omega, w) = g_2 \left( \sum_{j=0}^{N} \omega_j g_1 \left( \sum_{i=0}^{k} w_{ji} x_i \right) \right) \]

where \( g_1 \) and \( g_2 \) are activation functions also known as transfer functions. \( w \) and \( \omega \) are network weight parameters. The activation function mathematically defines the non-linear relationship between inputs and output of a neuron in a neural network. For the training set of data comprising a set of input \( x_n, n = 1, ..., N \) and a corresponding set of target vectors \( t_n \), the objective of the model is to minimize the sum of square error function given by

\[ e(w) = \frac{1}{2} \sum_{n} \left\| y(x_n; w) - t_n \right\|^2 \]

In Equation (2), \( t_n \) is the desired or target output for the nth neuron when the nth input pattern is presented to the network and \( y(x_n, \omega) \) is the actual output of the nth output neuron when the input pattern is presented. This type of learning process is known as supervised learning [12] in which every input pattern has its associated target output. The goal is to find a vector of weights such as Equation (2) takes its smallest value.

Given an input value that is not in the training set, the trained network can predict the most likely output value. This capacity of the network to be able to determine the output for an input the network was not trained with is known as generalization. Bayesian regularization improves generalization of the model by automatically incorporating model uncertainty thereby imposing prior probability distribution on the model parameters. Using Bayesian regularization, the error function \( e(w) \) given by Equation (2) is modified by adding a term. The new error function, which can be called augmented error function \( e_{aug}(w) \) becomes

\[ e_{aug}(w) = e(w) + \frac{1}{2} \mu \sum_{j} \alpha_j^2 \]

where \( \mu \) and \( \alpha_j \) are the regularization parameters known as the weight decay constant and weight connection from node \( j \) to node \( i \) respectively.

3. The dataset

The chemical composition of INCONEL 718 is presented in Table 1. The dataset used in the development of the ANN model for the alloy during thermal treatment was taken from the
relevant flow stress curves in Fisk et. al. [1]. The dataset were obtained by digitalizing the curves. The curves were obtained from compression test data of the alloy at two microstructure states of half-aged and fully aged. The ageing stages are achieved by heating the alloy to 760 °C and holding for 30 minutes and 5 hours for half-aged and fully aged states respectively. \( \varepsilon, \dot{\varepsilon}, T, \sigma \) and Age are used as variables in the ANN. A total of 242 dataset is obtained from the flow stress curves. This dataset is split into the training set, validation set and the test set according to percentages for the neural network model. The training set is assigned 80%, the validation set 10% and the test set is assigned 10%.

| Ni    | Cr   | Fe   | Nb  | Mo  | Ti  | Al  |
|-------|------|------|-----|-----|-----|-----|
| 50.0- | 17.0-| Bal  | 4.75-| 2.80-| 0.65-| 0.20-|
| 55.0  | 21.0 |      | 5.50 | 3.30 | 1.15 | 0.80 |

| Co     | C    | Mn   | Si  | P   | S   | B   | Cu  | B   | Cu |
|--------|------|------|-----|-----|-----|-----|-----|-----|----|
| Max    | Max  | Max  | Max | Max | Max | Max | Max | 0.048 | 0.040 |
| 1.00   | 0.08 | 0.35 | 0.35 | 0.015 | 0.015 | 0.06 | 0.03 |

| State variables | Minimum value          |
|-----------------|------------------------|
| \( \varepsilon (\%) \) | 0 – 0.7                |
| \( \dot{\varepsilon} (s^{-1}) \) | 0.001, 0.01, 0.1, 1    |
| \( T (^\circ C) \) | 400, 600               |
| \( \sigma (MPa) \) | 0 - 1800               |
| Age (Hour)     | 0.5, 5                 |

4. Model development and simulation

The ANN structure for the flow stress prediction for alloy 718 accounting for microstructural state of the material is depicted in Figure 1.
Following the Kolmogorov theory [13], we are using a 4−9−1 feedforward neural network in Figure 1. The network input layer consists of 4 neutron nodes, the single hidden layer contains 9 nodes and the output layer has only one node. The activation function for the nodes in the hidden layer is a tangent sigmoid activation function (TANSIG) given by
\[
\tanh(x) = \frac{2}{1 + e^{-2x}} - 1
\]
while the output layer used the linear activation function (PURELIN). The neural network package in the MATLAB software[14] was used to develop and execute the model. A learning rate of 0.01 was used. The number of epochs is 1000. An epoch can be defined as one presentation of all training examples to the network, followed by adjustment of the weights. The neural network was optimized according to the Bayesian regularization method. The mean square error of Equation (3) is used as the performance evaluation function. The 242 dataset from the flow stress curves in [1] is presented to the neural network. The dataset is pre-processed so that the input data will fall into the range $[-1,1]$. The MATLAB “mapminmax” is used for this purpose. This normalization procedure ensures that larger values of the input data do not overwhelm the smaller input data. This helps to reduce the network error. After the normalization procedure, another MATLAB function, “divideint”, is used to divide the dataset into training, validation and test set. The output values were de-normalised.

5. Results and discussion
The performance curve after training the ANN is shown in Figure 2. The mean square error decreases as the number of epoch increases. The mean square error is 0.0000007, which is very small and close to the ideal value of zero. The target and ANN output after training the network for the sampled data is shown in Figure 3. The ANN model perfectly model the training data. Attempts was made to utilize the ANN model for predictions of input variables that were not in the training dataset. As Figure 4 shows, for the solution annealed IN718 at 400 °C and 0.001 s$^{-1}$, there is good agreement between measurement and ANN prediction. The solution annealed state was achieved by holding the alloy in a furnace at 950 °C for 1 hour [1].

![Figure 2: Performance curve for the ANN.](image)

Best Training Performance is 7.7051e-05 at epoch 2030
Figure 3. The ANN output versus measured flow stress for the training dataset.

Figure 4. Comparison of ANN predicted and measured flow stress for at 400 °C and 0.001 s⁻¹ for solution annealed IN718.
6. Conclusions
Attempt has been made to use ANN for modelling IN718 thereby accounting for precipitate hardening of the alloy. Input variables for the ANN model are strain, strain rate, temperature and microstructural state of the alloy. The output variable is the flow stress. The ANN model predictions show good agreement with experimental measurement for the sampled data and non-sampled data. Further work will concentrate on obtaining more experimental data to use in training and thereby increase the reliability of the model for IN 718.
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