Low-Speed Bearing Fault Diagnosis Based on Permutation and Spectral Entropy Measures
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Abstract: Despite its influence on wind energy service life, condition-based maintenance is still challenging to perform. For offshore wind farms, which are placed in harsh and remote environments, damage detection is critically important to schedule maintenance tasks and reduce operation and maintenance costs. One critical component to be monitored on a wind turbine is the pitch bearing, which can operate at low speed and high loads. Classical methods and features for general purpose bearings cannot be applied effectively to wind turbine pitch bearings owing to their specific operating conditions (high loads and non-constant very low speed with changing direction). Thus, damage detection of wind turbine pitch bearings is currently a challenge. In this study, entropy indicators are proposed as an alternative to classical bearing analysis. For this purpose, spectral and permutation entropy are combined to analyze a raw vibration signal from a low-speed bearing in several scenarios. The results indicate that entropy values change according to different types of damage on bearings, and the sensitivity of the entropy types differs among them. The study offers some important insights into the use of entropy indicators for feature extraction and it lays the foundation for future bearing prognosis methods.
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1. Introduction

Currently, wind energy is one of the most significant sources of clean energy to replace fossil energy in Europe, with 63% of the investment of renewable projects in Europe corresponding only to wind energy projects [1] and 15% of the Europe Union electricity demand [2]. To increment the energy share of wind energy on the total installed power capacity, one strategy is to decrease the energy costs [3]. Since up to 30% of a megawatt price from a wind farm is used to cover operation and maintenance (O&M) fixed cost [4], strategies for its reduction can significantly impact to the price of wind energy (and consequently its adoption). One strategy is the condition based maintenance (CBM), which helps to considerably decrease the cost of wind turbine O&M [5,6]. Because CBM relies on fault diagnosis and prognosis models to automate the evaluation of real-time data, more precise and reliable models are being developed to enhance the maintenance plans for all wind turbine components.

The first step in such a process is the analysis of each component on a wind turbine. This study focuses on pitch bearings, as their breakdown cause considerable downtime and economic losses [7]. The pitch bearings allow the blades of a wind turbine to rotate according to the wind speed and are regulated by the pitch controller. Given this attribute, pitch bearings have several unique characteristics
in comparison to regular bearings, such as heavy loads (order of kNm), a larger size (diameter of meters), and greater weight (order of tonnes), as well as a clockwise-anticlockwise rotation [8]. Consequently, they have a considerable influence on the functionality and maintenance costs of a wind turbine, and also particular operating conditions [9]. Nevertheless, one particular characteristic of these bearings that is of interest is the operating speed. Low or high operating-speeds can be discriminated by the limit value of 600 revolutions per minute (rpm) [10], which is used to classify bearings. Because the pitch bearings operate under 10 rpm, they are considered very low-speed bearings. In this scheme, CBM and fault diagnosis for bearings use data from multiple sources, such as lubricant condition, acoustic emission (AE) and vibration signals [11]. Although lubricant analysis can be done mainly with spectrometric and ferrographic analysis with positive results [12], AE and vibration signal are the main data source for bearing fault diagnosis [13].

The use of AE for bearings fault diagnosis involves several intrinsic parameters, such as maximum amplitude, duration of emission, counts, number of events, and absolute energy [14]. AE has a large number of studies aimed at regular bearings, which works above 600 rpm. However, the structures and working conditions of low-speed and heavy-load pitch bearings are different enough to use the research conclusions for regular bearings only as a reference. Therefore, a small number of alternatives for indicators and models focused on AE and pitch bearings can be found in the literature. The indicators found in the literature are root mean square (RMS) [15], hyperflatness [16], average signal level [17], and Prony’s energy [18]. Because AE signals are paroxysmal and non-linear [19], some nonlinear parameter estimation can be found for general-purpose bearings, but only the largest Lyapunov exponent has been applied effectively for low-speed bearings [20].

Historically, research on CBM and fault diagnosis focused on bearings has been dominated by the analysis of bearing vibration response. In this analysis, information is gathered by feature extraction in both the time and frequency domains. While several indicators are well established for general purpose bearings, similar approaches cannot be used effectively for very low-speed bearing conditions, such as pitch bearings [21]. Therefore, a reduced number of indicators based on statistics can be used, such as covariance and kurtosis [22,23]. The use of indicators is also feasible in the frequency domain, but the vibration signal must initially be transformed using the fast Fourier transform. When the transformation is done, indicators such as the root mean square frequency and the root variance frequency can be calculated [23]. Due to the particular working conditions at low rotational speed [24], researchers used strategies for noise reduction to subsequently compute these parameters. The methods are mostly based on the decomposition of the signal, as wavelet decomposition and empirical mode decomposition (EMD). Several researchers used wavelet decomposition simultaneously with kurtosis [25], energy spectrum coefficient [26], envelope analysis [27,28] or harmonic significance index [29]. Regarding EMD, Wang et al. [30] combined EMD with cross-correlation kurtosis to diagnosis a bearing rotating at 15 rpm. Moreover, EMD and ensemble empirical mode decomposition (EEMD) was tested with the standard deviation ratio in a slew bearing at 1 rpm [31]. Bao et al. used ensemble empirical mode decomposition (EEMD) combined with spatial indicator to diagnosis a bearing at 4 rpm [32]. Han et al. discriminated the state of a bearing at 20 rpm combining the complete EEMD method and Teager energy operator [33]. An important number of publications found in the literature is focused on identifying and evaluating the bearing state combining several methods, to obtain the current state of bearings. Nevertheless, indicators directly applied to the vibration signal to obtain information about the state of low-speed bearings are hard to track [14].

Entropy-based indicators provide a different perspective in classical signal analysis. Entropy-based indicators have been effectively applied in several fields, such as biomedical engineering [34], economics [35], electronics [36], health monitoring [37], and even image and ground-penetrating radar signal processing [38,39]. Recent studies have shown the use of entropy-based indicators in vibration analysis [40–47], but mainly on general-purpose bearings at high speed. For the case of low-speed bearings, few articles can be found where entropy-based indicators are used. In this scenario, entropy-based indicators are used with several techniques mentioned previously,
such as wavelet packet sample entropy with wavelet decomposition and EMD [48], or energy entropy in addition to wavelet and EEMD [49]. Frequency band entropy indicator with the short-time Fourier transform is also found in the literature [50]. The use of wavelet energy entropy as part of a set of indicators to determine the state of a bearing at 4 rpm is found in the work of Lu et al. [51]. To establish a different perspective in vibration signal analysis for very low-speed bearings analysis, this paper proposes the use of entropy-based indicators with no combination of other methods based on time or frequency domain.

The rest of the paper is structured as follows. Section 2 briefly describes the theory on which the entropy indicators are based, while Section 3 provides a description of the experimental set-up. The methodology is explained in Section 4, and the results are given in Section 5. The conclusions are presented in Section 6.

2. Theoretical Background

The method proposed to analyze the vibration signal is derived from the information theory field of study and, therefore, the definition of entropy. The fundamental concept in the field of information entropy, or simply entropy, is that one unlikely event is more informative than a regular one [52]. To formalize the concept of quantity of information, the proposed expression must comply with several logical rules: regular events should have low to no information content, odd events should have higher information content, and independent events should have additive information (such as flipping a coin twice). Therefore, the self-information $I$ of a random event $r$ is defined as [53]

$$I(r) = -\log_2 (P(r)),$$

where $P(r)$ is the probability of the event. This definition is applicable for one discrete event, such as flipping a coin or tossing a dice. For a discrete variable $R = \{r_1, r_2, \ldots, r_n\}$, $n \in \mathbb{N}$, Shannon defined the entropy $H(R)$ as [52]

$$H(R) = -\sum_{i=1}^{n} P(R = r_i) \log_2 (P(R = r_i)),$$

where $P(R = r_i)$ is the probability of the event $R = r_i$, and $n$ is the number of events. This concept can be used for time signals, where each value from the signal can be considered an event.

The entropy indicators attempt to quantify the complexity of a signal (continuous or discrete) by measuring the uncertainty or irregularity of the system described by the signal [54]. Although several types of entropy can be found in the literature [36,37,55], permutation and spectral entropy are used, as they reflect the fundamental idea of entropy indicators. Additionally, both types of entropy have fast and robust implementations.

2.1. Permutation Entropy

Permutation entropy (PE) was first introduced by Bandt et al. [56] as a complexity quantification for chaotic time series containing dynamical and observational noise. The use of a series of seven values called $x$ will be helpful for understanding the calculation:

$$x = \{x_1\}_{i=1,...,7} = \{x_1, x_2, \ldots, x_7\} = \{2, 7, 1, 9, 6, 2, 1\}.$$

The order of PE is related to the number of neighbors (consecutive elements) that need to be compared. For order $O_p = 2$ ($O_p \in \mathbb{N}$), the groups are pairs of neighbors. As equal consecutive values are disregarded [56], the relative possible values are 01 ($x_i < x_{i+1}$) and 10 ($x_i > x_{i+1}$). Consequently, the pairs associated with the set $x$ in Equation (3) are

$$x_{\text{pairs}} = \{(2,7), (7,1), (1,9), (9,6), (6,2), (2,1)\},$$

where $x_{\text{pairs}}$ is the set of all possible pairs of consecutive elements in $x$. This definition allows for a straightforward calculation of the permutation entropy as a measure of the complexity of the signal.
where two out of six pairs are 01, while four out of six pairs are 10. PE is defined as a measure of the probabilities of the existing permutations in Equation (3). As 01 and 10 are found in Equation (4), the calculation is

$$PE(2) = -(2/6) \log_2(2/6) - (4/6) \log_2(4/6) \approx 0.91829.$$ (5)

The same calculation for $O_p = 3$ is performed, where the number of possible cases increases according to $O_p!$. The trios found in Equation (3) are

$$x_{\text{trios}} = \{(2,7,1), (7,1,9), (1,9,6), (9,6,2), (6,2,1)\}. \hspace{1cm} (6)$$

A similar notation for the relative possibility values found in Equation (4) is used for the trios, where 012 represent the case where $x_t < x_{t+1} < x_{t+2}$. The cases found in Equation (6) are one 021, $(1,9,6)$; one 102, $(7,1,9)$; one 201, $(2,7,1)$; and two 210, $(9,6,2), (6,2,1)$. Therefore, the calculation of $PE(3)$ is made as follows

$$PE(3) = -3 \cdot (1/5) \log_2(1/5) - (2/5) \log_2(2/5) \approx 1.92192. \hspace{1cm} (7)$$

The previous example clarifies how PE calculates the information of $O_p!$ number of ordinal symbols $\pi$ (permutation) on a $\{x_t\}_{t=1,...,T}$ discrete time signal. As seen, the PE calculation does not depend on the values; rather, it depends on the relative value among them (greater than, or less than). The relative frequency estimated for each permutation $\pi$ is calculated as [56]

$$p(\pi) = \frac{\# \{t \mid 1 \leq t \leq T - O_p + 1, (x_t, x_{t+1}, \ldots, x_{t+O_p-1}) \text{ has type } \pi\}}{T - O_p + 1}, \hspace{1cm} (8)$$

where $\pi$ is the evaluated permutation, $x_t$ is the value of the signal, $T$ is the length of the signal, $O_p$ is the order of PE, and $\# \{ \cdot \}$ represents the cardinal of a set [57]. Finally, PE is defined, for $O_p \geq 2$, as the sum of all possible $p(\pi)$ [56]

$$PE(O_p) = - \sum_{i=1}^{O_p!} p_i(\pi) \log_2 p_i(\pi), \hspace{1cm} (9)$$

where $i$ goes from the first permutation to $O_p!$ permutation. From Equation (9), the lower bound marks a regular signal containing a few permutations, and the upper bound a completely random system where all $O_p!$ possible permutations can come with the same probability. The higher the values, the more chaotic the signal is.

### 2.2. Spectral Entropy

Spectral entropy (SE), like PE, is also related to Shannon entropy. The idea was proposed by Powell et al. [58] and later extended and applied by Inouye et al. [59] in a study on electroencephalogram signals. The previous study revealed that SE is a convenient indicator for quantifying the power spectral distribution and measuring the flatness of a frequency spectrum [60]. The basis for SE is the Shannon entropy of the power spectral density (PSD) of the signal. The PSD is normalized to satisfy [59]

$$\int_{f=0}^{f_s/2} P(f) df = 1, \hspace{1cm} (10)$$

where $P(f)$ is the power value of the harmonic $f$, and $f_s$ is the sampling frequency. The normalized power of the analyzed signal is the ratio of the power of each harmonic of the analyzed signal to the signal’s total power. The previous expression can be better understood using two signals: a pure sine wave and the sum of two sine waves at a different frequency. For a pure sine wave, Equation (10) is
\[ P(f_p) = 1 \quad (f_p \text{ frequency of the sine wave}). \]  

As SE is the Shannon entropy of the PSD of the signal, for a pure sine wave, the value SE is

\[ \text{SE} = -1 \cdot \log_2(1) = 0. \]  

(11)

Taking as an example the signal \( s = A \sin(f_1t) + A \sin(f_2t) \), where \( f_1 \) and \( f_2 \) are different frequencies and therefore both sine waves give same power contribution, Equation (10) results in \( P(f_1) = P(f_2) = \frac{1}{2} \). Then, the SE value is

\[ \text{SE} = -2 \cdot (1/2) \log_2(1/2) = 1. \]  

(12)

The first signal has a single frequency component, and thus the PSD is concentrated only in that frequency. Because the signal is completely regular in time, and therefore totally predictable, it has the smallest entropy. In contrast, the second signal, with two frequency components, has greater irregularity in time in comparison to the first signal, and thus its SE is higher. Then, SE for a signal over the entire frequency range is [59]

\[ \text{SE} = -\sum_{f=0}^{f_s/2} P(f) \log_2 P(f), \]  

(13)

where \( P(f) \) is the normalized PSD of the signal [61], and \( f_s \) the sampling frequency.

3. Experimental Set-Up

In this study, several thrust ball bearings in a test-rig oriented to reproduce rolling contact fatigue were used for experimental testing (Figure 1a). As this test-rig can operate at very low rotational speed condition (from 3 rpm) and high loads can be applied to the bearing [62], the configuration is in concordance to the conditions used in several and prominent publications found in the literature [33,63–65], and thus the configuration was appropriate for this study.

The installed bearings were FAG 51226 thrust ball bearings. For the experimental set-up, one bearing was used for each scenario—a healthy scenario (HS), damage 1 scenario (D1), and damage 2 scenario (D2). The faults from the damaged bearings D1 and D2 were artificially seeded to the shaft washers by electro-discharge machining before the tests, to reproduce one of the main faults in low-speed bearings [66]. The type and size of the damage seeded in the bearings were chosen after reviewing the several types of damage reported in the literature—natural damage [28], accelerated damage [67], and artificial damage [68]. Each damaged bearing had three circular damage of the same size that were equally spaced by 1 mm from each other (Figure 1c). D1 has circular damage with diameters of 1.5 mm and for D2, 3 mm. All circular damage are 0.3 mm deep.

The vibration signal data set used in this study was obtained by operating the bearings continuously at 5 rpm and 10 rpm over time, which were acquired with a 356A16 ICP acceleration sensor (PCB Piezoelectronics). The sensors were attached to the surface of the upper support disc (Figure 1b) by a wax adhesive. The raw data were acquired at 10.24 kHz from the sensor using a data acquisition system from National Instruments (cDAQ 9174), and later, the raw data were processed as described in the following section.
Figure 1. Test-rig for low speed bearings: (a) General view of the test-rig. (b) Position of sensor is highlighted with the red arrow. (c) Damage seeded.

4. Methodology

According to the theory of rolling element bearings, once a bearing has incipient damage, several characteristic harmonics arise in the frequency spectrum [68]. The frequency and size of the harmonics are related to the damage size and type, respectively (the bigger the damage size, the greater the harmonic magnitude). This asseveration explains the application of the SE to the PE signal. When the original vibration signal is damaged, the PE signal can detect the damage, because of the changes in the fundamental harmonics of the signal. To quantify the trend and the harmonics, and hence the damage, SE is applied to the PE signal.

To analyze the raw vibration signals \( \{x_t\}_{t=1,\ldots,T} \), the first step is calculating the PE signal \( \{p_t\}_{t=1,\ldots,T'} \), with \( T' = T - W_p \). To obtain \( p_1 \), Equation (9) is applied to \( \{x_1, x_2, \ldots, x_{W_p}\} \). The same step is then applied \( \{x_2, x_3, \ldots, x_{W_p+1}\} \) for \( p_2 \). This process is continuously performed until the set \( \{x_{T-W_p+1}, \ldots, x_T\} \). This calculation has two main parameters: the window size \( W_p \) and the permutation order \( O_p \). For the \( W_p \) selection, Figure 2 shows several PE signals calculated for a 30 s vibration signal (approximately five complete rotations) from a D2 bearing at 10 rpm as example. \( W_p \) is different for each signal, with values from 128 to 16384 samples (using powers of two for calculation purposes) and \( O_p = 3 \). The results reveal that, for values lower than \( W_p = 2048 \), unlike values greater than \( W_p = 2048 \), a larger amount of noise and the loss of any representativeness of the original signal can be observed in the calculated signal.
Figure 2. Several permutation entropy (PE) signals calculated from a D2 bearing at 10 rpm, with $O_p = 3$ and varying $W_p$.

The selection of the $O_p$ value is performed with several PE signals computed using a process similar to that used for $W_p$ selection. The calculation uses $O_p = \{3, 4, 5, 6\}$, as $W_p$ covers less than 7! samples. The results have the same waveform, but the amplitude reduces for higher $O_p$ values (Figure 3). Because a higher value requires more computational effort and amplitude has no influence on the SE, the signal $O_p = 3$ is employed to reduce computing time.

Figure 3. Several PE signals calculated from a D2 bearing at 10 rpm, with $W_p = 2048$ and varying $O_p$.

Figure 4 shows graphically the steps followed for the analysis of a vibration signal; they are summarized as follows:
1. The raw vibration signal is used for the PE process. As a result, the PE signal is obtained from the PE process.
2. The PE signal is later used by the SE process to calculate the SE value according to the rotation time.

The SE calculation of the PE signals is normalized to compare results [59]. For values close to 1, SE indicates uniform PSD of the analyzed signal. In contrast, values close to zero imply a concentration of the PSD in some harmonics of the frequency domain. Unlike that for PE, the SE calculation has no further parameters.

One last parameter to take into account is the elapsed time. As mentioned, the calculation is to be used in a CBM system, where incipient damage can take weeks, months, or even years to emerge. Incipient damage can be spotted anywhere on the bearing; therefore, for the entire bearing, the minimum time analyzed is the time needed for one rotation. For the case of 5 and 10 rpm, the bearing takes 12 s and 6 s for a full rotation. As the signals from the data set are 20 min long, there are approximately 100 rotations for the case of 5 rpm and 200 rotations for 10 rpm. The computation is performed to analyze the SE values calculated for one or more rotations, to integrate the results in a diagnostic model.

5. Results

This section shows the results obtained from the data set defined in Section 3 by application of the methodology described in Section 4. The computed values are summarized in Figures 5 and 6 for 5 and 10 rpm, respectively.

Figure 5a shows the SE values for each rotation in HS, D1, and D2, along with their affine linear regression. The obtained results are in the band of 0.05 to 0.35, as the SE values are normalized. Figure 5a reveals a general pattern for each scenario, where the values for HS are on the top of the figure and the values for D2 are close to the bottom. The values for HS and D1 are significantly close in comparison to the values for D2, which are clearly separated to the aforementioned scenarios. In comparison to HS values, values for D1 and D2 are closer to 0, specially for the case with the bigger damage D2. The affine regression for each data set can help to discern the difference among scenarios which are detected visually. From Table 1, the negative slope values reveal a very slow but steady decrease trend of the values through time. The \( y \)-intercept values expose the distance of each scenario trend to 0, where HS trend is the most distant and the D2 trend the closest one. For D1, the distance is slightly smaller in comparison to HS.

To better understand the obtained values in each scenario, a statistical summary is given by the boxplot in Figure 5b and the average \( \bar{x} \), median Md, and standard deviation \( s \) values for each scenario in Table 2. From Figure 5b, the lowest average and median are from D2 and the highest are from HS. The average value of D1 is higher in comparison to D2 and closer to HS, which is consistent with the visual examination of Figure 5a. The boxplot shows an overlay of the values from D1 and HS. In specific, the first two quartiles of HS are overlapped to the calculated values from D1. The standard deviation for D2 is specially higher in comparison to D1 and HS, as seen in 5b. Overall, and considering as reference the values of HS, the average values decrease for D1 (13%) and D2 (56%). For the median, a decrease is also notable for D1 (12%) and D2 (57%).
Figure 5. Results of the spectral entropy (SE) calculation for the PE signal from the raw vibration signal for all scenarios at 5 rpm. (a) Values for each rotation of the bearing. (b) Box plot for statistical analysis of the calculated values.

Table 1. Linear regressions for all the scenarios at 5 rpm.

|     | Slope          | y-intercept |
|-----|----------------|-------------|
| healthy | $-4.24 \times 10^{-6}$ | 0.29        |
| damage 1 | $-4.74 \times 10^{-5}$ | 0.26        |
| damage 2 | $-3.18 \times 10^{-5}$ | 0.13        |

Table 2. Statistical data for all the scenarios at 5 rpm.

|     | $\bar{x}$ | Md  | $s$  |
|-----|-----------|-----|------|
| healthy | 0.292     | 0.291 | 0.012 |
| damage 1 | 0.254     | 0.256 | 0.014 |
| damage 2 | 0.129     | 0.125 | 0.031 |

Results obtained for data at 10 rpm can be seen in Figure 6a, where the SE values for HS, D1, and D2, along with their affine linear regression are shown. The figure shows values in the band of 0.1 to 0.3 for the normalized value of SE. In general, the values corresponding to HS are higher than those of the bearings with damage. The trend for the D1 and D2 values is significantly below the value trend for the HS bearing, which is lower when the size of circular damage is higher. Although the values from D1 can be seen as overlapping the HS values, the affine linear regression for each set of data have different slope and $y$-intercept values (Table 3). In contrast, the differences between data from HS and D2 are easy to observe in the figure. The linear regression highlights the disparities among the scenarios. As Table 3 shows, the slopes are negative. The $y$-intercept value for HS is the largest of all the values for the three scenarios, and the lowest value is for the D2 scenario.

A statistical summary of the data from each scenario is shown in Figure 6b. The average $\bar{x}$, median Md, and standard deviation $s$ of each scenario are shown in Table 4. From Figure 6b, HS has the highest average value and median. As D1 and D2 have lower values of $\bar{x}$ in comparison with HS, $\bar{x}$ is lower when seeded damage exists. This situation also occurs for the median, which has a higher value in HS, but is lower for D1 and D2. The standard deviations for HS and D2 are similar, but for D1, the standard deviation is significantly higher than those for HS and D2. This value corresponds to the observed trend for Figure 6a. The box plot shows an overlay of the values from HS and D1. In particular, the last three quartiles of D1 are overlapped with the values from the SE calculation for the HS. Overall, and considering as reference the values of HS, the average value for D1 decrement 8% and D2 almost 30%. For the median, D1 decrement almost 9% and D2 29%.
The results in Figures 5 and 6 indicate that the calculated SE of the PE signal can discriminate between a healthy bearing and a bearing with incipient damage from the point of view of a classification problem. This might be since the energy released by a damaged bearing, which is related to the operating speed of the bearing, the size of the damage, and the magnitude of the harmonics. The quantity of the released energy (detected as vibration by the sensor) for low-speed bearings is reflected in the magnitude of the produced harmonics, which are in general small enough to be confused as noise in the signal. Therefore, as the released energy for incipient damage is not high enough, it cannot be distinguished from the noise in the signal. Nevertheless, the released energy produces harmonics. The proposed method hardly recognizes the trends from the energy release caused by the incipient damage, allowing slight detection exposed to results from both rotational speeds.

For the case of a healthy bearing and established damage, an expected result would be a bigger difference among scenarios for higher than lower rpm (a higher rotational speed means higher energy release). However, results show a bigger difference between HS and D2 for data at 5 rpm in comparison to 10 rpm. As reviewed in the literature, not all indicators are useful for all rotational speed range. From this perspective, the proposed method might have a better behavior for rotational speed closer to 1, as the numerical difference between a healthy and established damage scenario is bigger for the lower rotational speed. Further studies could confirm this assumption.

The energy quantity from the established damage is large enough to be distinguishable from healthy and incipient damage, as the results reveal. For a better awareness of the method and its behavior under several types of damage and rotational speed, so that a robust method for the diagnosis of bearing damage can be developed, a variety of damage types and rotational speed should be studied.
6. Conclusions

In this paper, PE and SE are introduced for the analysis of vibration signals belonging to scenarios with very low-speed bearings. The current study demonstrates the existence of a relationship between the calculated entropy-based indicator and the presence of damage on a bearing at 5 rpm and 10 rpm without the need of previous noise filtering. Specifically, the values of the entropy-based indicator are reduced as the damage size increases. The decrement of the values calculated from a damaged scenario can be up to 57% when the median value is compared to a healthy scenario and 55% for the average value.

To apply the proposed entropy-based indicator in a real scenario, several conditions should be taken into account. In this study, the proposed entropy-based indicator is applied to a controlled scenario, where the speed and the forces on the bearing are always continuous. A subsequent study can consider variable forces to the bearing, as the wind speed through the day. The same condition can be implemented for the speed with different speed values to observe the capability of the proposed indicator near to 1 rpm. The use of a back and forth rotation condition to replicate the movement of a real pitch bearing, hence a more realistic scenario, can also be considered in further studies.

The investigated scenarios included only two damage sizes located in one race of each bearing. Thus, the possible scenarios that could be utilized to study the performance of the proposed entropy-based indicator were limited. Further studies can focus on several types and combinations of damage, such as ball, or cage damage, to address the fault identification problem. The inclusion of several damage sizes (smaller and larger than the ones used) in race, ball or cage can also contribute to dealing with the quantification problem. A different scenario to consider is a naturally induced damage to the bearing, which increases in size over time. The mentioned scenarios could help researchers to identify the properties and limitations of the methodology presented and its use in CBM. Finally, the proposed entropy-based indicator can be used for the design of diagnosis models based on artificial intelligence for a subsequent stage in real CBM systems.
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Abbreviations

The following abbreviations are used in this manuscript:

- AE: acoustic emission
- CBM: condition based maintenance
- D1: damage 1 scenario
- D2: damage 2 scenario
- EEMD: ensemble empirical mode decomposition
- EMD: empirical mode decomposition
- HS: healthy scenario
- O&M: operation and maintenance
- PE: permutation entropy
- PSD: power spectral density
- RMS: root mean square
- rpm: revolutions per minute
- SE: spectral entropy
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