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ABSTRACT Hand segmentation is a crucial task in first-person vision. Since first-person images exhibit strong bias in appearance among different environments, adapting a pre-trained segmentation model to a new domain is required in hand segmentation. Here, we focus on appearance gaps for hand regions and backgrounds separately. We propose (i) foreground-aware image stylization and (ii) consensus pseudo-labeling for domain adaptation of hand segmentation. We stylize source images independently for the foreground and background using target images as style. To resolve the domain shift that the stylization has not addressed, we apply careful pseudo-labeling by taking a consensus between the models trained on the source and stylized source images. We validated our method on domain adaptation of hand segmentation from real and simulation images. Our method achieved state-of-the-art performance in both settings. We also demonstrated promising results in challenging multi-target domain adaptation and domain generalization settings.

INDEX TERMS Domain adaptation, first-person vision, semantic segmentation.

I. INTRODUCTION

Mobile cameras have become popular thanks to advances in photography, and a massive number of videos are recorded nowadays. In particular, first-person vision [23], which captures interactions from the user’s point of view by utilizing body-worn cameras, is gaining interest. Analyzing first-person videos offers the opportunity for assisting in people’s daily life and is useful in various applications, such as assistive technology [26], augmented reality [61], visual lifelogging [6], and human-robot interaction [57].

When analyzing first-person videos, hands play a fundamental role in understanding the wearer’s action and intention. In particular, segmenting the hand region is crucial for several downstream tasks [4] such as hand pose estimation, 3D hand shape reconstruction, and hand-object interaction recognition. A segmentation model must correctly segment the hand regions of diverse users and environments.

When deploying a pre-trained model to videos of a new user, domain shift between training and testing data is a significant problem in first-person vision. The surrounding environments, appearance, viewpoints, and activities vary among different users. The data distributions among each user are also biased. For example, the appearance of the hand regions and backgrounds is diverse among different environments. Annotating new labels for every user is unrealistic since the annotation cost is high in segmentation tasks. We therefore need to adapt the segmentation model to a new user’s environment. Thus far, few attempts have been made to address this problem [9].

To handle the domain shift in first-person vision, we propose a two-stage semi-supervised domain adaptation method for hand segmentation with (i) foreground-aware stylization and (ii) consensus pseudo-labeling (Fig. 1). This work
To directly learn target discriminative representations, our pseudo-labeling assigns reliable pseudo-labels to target data, and the segmentation model is trained on the target images and pseudo-labels. When generating pseudo-labels, it is essential to assign them only when the prediction is confident. While previous methods \cite{9}, \cite{24}, \cite{30}, \cite{64} have used their own model’s confidence, since their thresholding to generate pseudo-labels is sensitive to a problem setting, their methods would be problematic in the first-person vision setting where the domain shift is caused by complex factors (e.g., differences in surrounding environments, appearance, viewpoints, and user’s activities).

We therefore propose a discreet consensus pseudo-labeling technique that generates pseudo-labels based on the predictions of different segmentation abilities. Specifically, we generate pseudo-labels by taking the intersection of the prediction of two networks trained on the source and style-adapted datasets, respectively. This method reduces false assignments and carefully updates the segmentation network while preventing failures.

In our experiments, we address domain adaptation tasks in hand segmentation where a real dataset \cite{27} and two synthetic datasets \cite{32} are used for the source dataset, and four first-person vision datasets \cite{7}, \cite{8}, \cite{14}, \cite{31} are prepared for the target dataset. Our method improved mean IoU by 9.48\%, 32.30\%, and 39.85\% on average compared to unadapted performances when using EGTEA \cite{27}, Ego2Hands \cite{32}, and the newly created ObMan-Ego as the source dataset, respectively. Our method performed effectively in the sim-to-real setting with a large domain shift, where the state-of-the-art method \cite{9} cannot perform well.

We additionally explore further challenging adaptation and generalization scenarios. When the target domain changes by the user’s movement, adapting to multiple target domains is desired. When we cannot access the target data due to privacy issues \cite{45}, \cite{51}, \cite{58}, generalizing to an unseen domain is also necessary. We also experimented on a multi-target domain adaptation setting \cite{2}, \cite{11}, which aims to simultaneously adapt to multiple target domains, and a multi-auxiliary domain generalization setting \cite{60}, which aims to generalize to an unseen test domain utilizing knowledge from auxiliary domains.

Our contributions are summarized as follows.

- To reduce the appearance gap of first-person images, we propose foreground-aware stylization to translate target appearance to source data independently for the foreground and background.
- We propose a consensus pseudo-labeling method based on the agreement of two networks trained on the source images and style-adapted source images produced by the stylization, respectively.
- We achieved state-of-the-art performance on domain adaptation of hand segmentation from real and simulation images compared to the latest domain adaptation methods.

\section{RELATED WORK}

\subsection{Hand Segmentation in First-Person Videos}

Hand segmentation is a task to segment the pixels of hands in an image. Recently, CNN-based hand segmentation has achieved impressive results. Bambach \textit{et al.} \cite{3} proposed a two-stage method that first detects hand bounding boxes with CNN and then segments the hand region by using GrabCut \cite{44}. Urooj and Borji \cite{55} adopted an end-to-end
approach using RefineNet [33], which has a multi-path refinement module that directly exploits the fine-grained features of shallow convolutional layers. However, the network is still sensitive to the domain shift in first-person videos [31], [55], such as changes in the surrounding environments, appearance, viewpoints, and the camera wearer’s activities.

B. DOMAIN ADAPTATION

Most domain adaptation techniques are based on a single-target assumption, where the learning is performed from one domain to another. Domain adaptation methods are divided into three categories: (1) minimization of the distance between the source and target feature distributions [15], [36], [37], [47], [48], [54], (2) generative approaches [22], [30], [35], [49], [59], and (3) self-training [9], [24], [40], [46], [56], [64], which primarily exploits pseudo-labels for adaptation. Specifically, in first-person vision, Cai et al. [9] proposed uncertainty-guided model adaptation for hand segmentation that iteratively assigns a pseudo-label from a confident prediction. Similar to our work, [10] and [46] estimate the uncertainty by the disagreement of two networks trained on a single source dataset to select reliable pseudo-labels. However, their works confirm the approach for classification only and extending it to segmentation is non-trivial. Lin et al. [35] focused on the domain gaps separately for the foreground and background and proposed mask-aware segmentation loss and discriminator.

In this work, we validate the agreement-based pseudo-labeling in segmentation. Unlike [10] and [46], both networks are trained by different training procedures and source datasets to determine pseudo-labels based on different viewpoints. This scheme prevents the generation of unreliable pseudo-labels where the two networks with similar feature representations make the same false prediction on the same region of an unlabeled instance and accept it as a final pseudo-label used for training. Unlike [35], we introduce foreground and background separation in the stylization.

C. STYLE TRANSFER

Photo-realistic style transfer [28], [38] is a type of style transfer [16], [21], [29] that modifies the visual style of a photo without distorting image edges. It produces photo-realistic images in a broad range of scenarios, including transitions of the time of day, weather, and season.

Style transfer can be applied to domain adaptation by stylizing a source image as a target image’s style [29]: [13], [35] adopted the photo-realistic style transfer for semantic segmentation. Kim and Byun [24] proposed texture-diversified style transfer to learn texture-invariant representation to diminish the gap between a synthetic and a target domain. Yue et al. [60] used style transfer to learn domain-invariant representation for domain randomization.

In this work, we propose utilizing the photo-realistic style transfer [28] to alleviate appearance gaps separately for the foreground and background of first-person images.

III. PROPOSED METHOD

In this section, we present our proposed two-stage semi-supervised domain adaptation method. We provide the details of our foreground-aware stylization and consensus pseudo-labeling. Given a source dataset $S$ and a target dataset $T$, the goal of domain adaptation is to train a segmentation model using source images and labels $\{x^{(s)}, y^{(s)}\} \sim S$ and target images $\{x^{(t)}\} \sim T$. The model is finally evaluated on test data of the target dataset.

A. FOREGROUND-AWARE STYLIZATION

Our first step is to synthesize style-adapted source images that have a similar appearance to the target dataset. We propose using photo-realistic style transfer [28] with foreground-background separation, which produces a geometrically consistent image of a content image with the style of a style image.

Following the spatial control [16] that allows users to control the content–style correspondences, we assume that a few target images are available with hand masks and separately stylize the foreground and background regions of a source image as the target images’ style by using their masks. Fig. 3 illustrates the image synthesis process.

Fig. 4 shows the results of the stylization with and without the separated stylization. In the unaligned case without the spatial control based on hand masks, the lighting of the hand region was affected by the background region of the target image. While our aligned stylization may generate semantically inconsistent backgrounds, such as confusing the color of the road and the grass in the top result of Fig. 4 (d), the stylization successfully transferred the color of the target hand regions to the style-adapted source image. Thus, the stylized images with the incorrectly aligned backgrounds do
FIGURE 5. Visualization of label distributions in first-person hand segmentation. Each figure represents an averaged hand mask over labels in the training dataset (center), and marginal distributions of the x-axis (bottom) and the y-axis (left) in the labels.

FIGURE 6. Method overview. The reference model $R$ is learned on the source dataset $S$ with the segmentation loss $L_{\text{seg}}^{(s)}$. The segmentation model $M$ is learned to adapt from the style-adapted source dataset $SS$ to the target dataset $T$. In addition to the segmentation loss, $M$ is updated by the loss of the consensus pseudo-labeling $L_{\text{CPL}}^{\text{seg}}$. The segmentation model is used for final prediction in testing.

not affect the task of segmenting hands. In addition, since our second-stage pseudo-labeling can directly learn the target appearance, such partially misaligned backgrounds are acceptable in the first-stage stylization and expected to be corrected in the later training in the target domain.

Using this stylization with a few target images, we synthesize a style-adapted source dataset $\{x^{(ss)}, y^{(s)}\} \sim SS$ with the source label $y^{(s)}$. We use this style-adapted dataset to train the segmentation network.

B. CONSENSUS PSEUDO-LABELING

Our second step is to train the segmentation model $M$ by using the style-adapted source dataset $SS$. Nevertheless, it is not straightforward in hand segmentation. Naive training on the style-adapted images and source labels is biased to their label distribution. The learned model may not generalize to the target domain due to a spatial mismatch of label distributions between the source and target domain (i.e., target shift [18], [53], [62]). As illustrated in Fig. 5, the problem of the label (hand) distribution shift is caused by differences in the user’s activities and viewpoints. For instance, camera wearers work with both hands on EGTEA [27], GTEA [14], and EDSH [31] or heavily use their right hand on UTG [8]. The angle of view is also very narrow [27] or tilted on YHG [7].

A simple way to address the target shift is to fine-tune the model in the target domain. Since target data are unlabeled in domain adaptation, we adopt a pseudo-labeling approach, which assigns pseudo-labels $\hat{y}^{(i)} = 1_{[M(x^{(i)}) > t]}$ to unlabeled target samples $x^{(i)}$ by thresholding the prediction of the model $M$ by a fixed value $t$, and the pseudo-labels are used to update the model. However, since the choice of the threshold $t$ is sensitive to a problem setting, previous pseudo-labeling methods [9], [24], [30], [64] may not work well in tasks with different source-to-target pairs.

To generate reliable pseudo-labels carefully, we propose consensus pseudo-labeling that exploits segmentation abilities attained in the stylized dataset and unstylized dataset (Fig. 6). We introduce a reference model $R$ trained on the source dataset $S$ and generate pseudo-labels by the agreement over predictions of the model $M$ trained on $SS$ and the reference model $R$ trained on $S$. Given predicted masks $\hat{y}^1 = 1_{[M(x^{(i)}) > 0.5]}$ and $\hat{y}^2 = 1_{[R(x^{(i)}) > 0.5]}$ for target data $x^{(i)}$, we assign a pseudo-label if $\text{mIoU}(\hat{y}^1, \hat{y}^2) > \alpha$, where $\text{mIoU}$ returns the value of mean IoU between two inputs. We determine the final pseudo-label as the intersection of the two masks $\hat{y}^{(i)} = \hat{y}^1 \cap \hat{y}^2$. Using this label, we take a binary cross-entropy loss $L_{\text{CPL}}^{\text{seg}}$ to update the model $M$.

Since both models are trained by the stylized and unstylized source datasets and by different learning procedures,
we expect the segmentation model $M$ and the reference model $R$ to learn different feature representations and predict an instance based on different viewpoints, as studied in [17]. As a result, the false prediction of $M$ can be suppressed by the prediction of $R$ and the quality of our final pseudo-label $\hat{y}^{(t)}$ would be higher than $y^{(t)}$, the pseudo-label generated by the segmentation model $M$ only.

C. OVERALL OBJECTIVE
Finally, we combine the proposed foreground-aware stylization and consensus pseudo-labeling. The full objective of the segmentation model $M$ consists of the segmentation loss $L_{\text{seg}}^{(s)}$ on the style-adapted source dataset $SS$ and the loss of consensus pseudo-labeling $L_{\text{CPL}}$ on the target data, which is formulated as

$$\min_M L_{\text{seg}}^{(s)}(M) + L_{\text{CPL}}(M, R). \tag{1}$$

The reference model $R$ is trained with the segmentation loss $L_{\text{seg}}^{(s)}$ on the source dataset $S$, which is written as

$$\min_R L_{\text{seg}}^{(s)}(R). \tag{2}$$

IV. EXPERIMENTS
In this section, we begin by introducing our experimental setup and then provide the main results, ablation studies, and additional experiments. Specifically, we conducted experiments on adapting from real images (real-to-real adaptation) and synthetic images (sim-to-real adaptation). In the ablation studies, we explored the effect of our foreground-aware stylization and consensus pseudo-labeling. We also report three additional results for our method (i) with adversarial adaptation, (ii) in a multi-target domain adaptation setting, which simultaneously adapts to multiple target domains by one-time training, and (iii) in a multi-auxiliary domain generalization setting, where we have several reference datasets but no access to the test domain. In the experiments, we report mean Intersection over Union (mIoU) for evaluation.

A. EXPERIMENTAL SETUP
1) DATASETS
Following [9], we used multiple first-person video datasets with various types of illumination. We selected EGTEA [27] as a source dataset in the real-to-real setting. In the sim-to-real setting, we used the large-scale synthetic datasets Ego2Hands [32] and ObMan-Ego as the source dataset. Using the rendering pipeline proposed in [20], we rendered the ObMan-Ego consisting of synthetic hands [39] and objects [52] with the backgrounds of two large-scale egocentric videos, EPIC-KITCHENS-100 [12] and Something-Something [19]. We prepared GTEA [14], EDSH [31], UTG [8], and YHG [7] as target datasets and separately evaluated two subsets (EDSH-2 and EDSH-K) recorded in disjoint environments for the EDSH dataset. We excluded EgoHands [3] from the setting of [9] since the annotation protocol is different. In our experiments, we resized these images to 256 × 256 pixels. The details of the datasets are described in Appendix VI-A.

2) IMPLEMENTATION DETAILS
We randomly sampled 10 images from the target domain’s training split as style images for the stylization. We set the hyperparameters $\alpha$ of our consensus pseudo-labeling to 0.8. For optimization, we used the Adam optimizer [25] with a learning rate of $10^{-5}$, $10^{-6}$, and $10^{-5}$ on EGTEA, Ego2Hands, and ObMan-Ego, respectively. For stylization, we used a pretrained network of [28] trained on the COCO dataset [34]. To adapt to the synthetic hands of ObMan-Ego, we fine-tuned its decoder on ObMan-Ego and the target datasets. For the backbone segmentation networks, we used RefineNet [33] following [9], [55]. In our method and the comparison methods, we trained ImageNet-pretrained RefineNet on the (style-adapted) source dataset and then started adaptation from the (style-adapted) source domain to the target domain. All implementations were done by PyTorch [41].

3) ABLATION MODELS
We present variants of the proposed method: Proposed (FgSty), Proposed (CPL), and Proposed (FgSty + CPL) consisting of our stylization, our pseudo-labeling, and combinations thereof, respectively. Our full model is Proposed (FgSty + CPL). Our full model without the consensus pseudo-labeling loss is equivalent to Proposed (FgSty) (see (1)).

4) BASELINE METHODS
We compare the performance of hand segmentation with the following methods.
- **Source only:** RefineNet trained on the source dataset without adaptation.
- **PL:** A naive pseudo-labeling method that assigns pseudo-labels to unlabeled target data by thresholding the model’s prediction. We set the threshold to 0.4 for the binary semantic segmentation.
- **BDL [30]:** A bidirectional learning method with pseudo-label training for semantic segmentation, which combines an image-to-image translation model and a segmentation model. We replaced the segmentation model with RefineNet for fair comparison.
- **UMA [9]:** The state-of-the-art uncertainty-guided model adaptation method in which the uncertainty of pseudo-labels is estimated through Bayesian CNN.
- **Target only:** RefineNet trained on the target dataset in a supervised manner. This shows an empirical upper bound of the adaptation task.

B. RESULTS
1) REAL-TO-REAL ADAPTATION
Table 1 shows the results in the real-to-real setting adapted from EGTEA. Proposed (FgSty) performed well on all
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FIGURE 7. Segmentation results. ObMan-Ego is used for the source dataset. (a) Test images and (f) ground-truth masks in GTEA, EDSH, UTG, and YHG are shown. We provide the corresponding predictions of our segmentation model from (b) source only, (c) our stylization, (d) our pseudo-labeling, and (e) our full model.

TABLE 1. Real-to-real and sim-to-real adaptation of hand segmentation. EGTEA, Ego2Hands, and ObMan-Ego are used for the source dataset. We report average mean IoU (%) across all the target domains [7], [8], [14], [31].

| Method          | EGTEA | Ego2Hands | ObMan-Ego |
|-----------------|-------|-----------|-----------|
| Source only     | 65.47 | 36.44     | 25.94     |
| PL              | 57.35 | 47.80     | 44.32     |
| BDL [30]        | 67.18 | 28.22     | 36.66     |
| UMA [9]         | 73.41 | 37.25     | 7.43      |
| Proposed (FgSty) | 74.35 | 60.83     | 61.05     |
| Proposed (CPL)  | 68.70 | 46.10     | 45.14     |
| Proposed (FgSty + CPL) | 74.95 | 68.74 | 65.79 |
| Target only     | 85.14 | 85.14     | 85.14     |

the target domains, and particularly improved by 21.00% and 23.95% from the source only on UTG and YHG, respectively. This suggests our stylization effectively reduces the appearance bias in the first-person images. Proposed (FgSty) + CPL outperformed PL, BDL [30], and UMA [9].

2) SIM-TO-REAL ADAPTATION
Table 1 shows the results in the sim-to-real setting adapted from Ego2Hands or ObMan-Ego. The PL method succeeded because even target images with noisy pseudo-labels are informative in the case where the source-only prediction is not confident. Conversely, UMA failed to estimate the uncertainty of pseudo-labels and degraded their performance in the setting with the largest domain shift, i.e., in ObMan-Ego. Proposed (FgSty) significantly improved the performance to 60.83% and 61.05%, and Proposed (FgSty + CPL) achieved the best score of 68.74% and 65.79% on Ego2Hands and ObMan-Ego, respectively.

3) COMPARISON TO PSEUDO-LABELING METHODS
In Table 1, we compare our agreement-based pseudo-labeling (Proposed (CPL)) with pseudo-labeling methods based on a single model’s confidence (PL, UMA). The results show PL and UMA failed when using EGTEA and ObMan-Ego, respectively. While PL naively generates the labels by thresholding the model’s prediction, UMA iteratively estimates the uncertainty of pseudo-labels and weights the segmentation loss based on the estimated uncertainty for each instance. If the estimation is unreliable, such as in the ObMan-Ego setting with the largest domain shift, the model overfits highly noisy labels that should have been avoided when the estimation works as expected. The pseudo-labels generated by PL included a certain degree of noise, so the noisy supervision was harmful when the source only performed fairly well in the target domains, such as in the EGTEA setting.

In contrast, Proposed (CPL) performed stably in all the settings. This empirically shows that our consensus pseudo-labeling is much safer in terms of preventing the failure cases.

4) QUALITATIVE ANALYSIS
To confirm the adaptation ability of the proposed method, we illustrate qualitative results of the segmentation model’s prediction in Fig. 7. While (b) the unadapted model (source only) could not locate hands well, (c) Proposed (FgSty)
(d) **Proposed (CPL)** improved the hand segmentation and contributed to the improvement in different regions. For instance, the prediction of **Proposed (FgSty)** contained unsegmented parts in the hand areas of the first and third figures from the top, but the pattern seemed not to appear in the prediction of **Proposed (CPL)**. Observing the second figure from the top, **Proposed (CPL)** captured the hand shape more correctly than the model with the stylization. (e) Our full model complementarily utilized both modules’ segmentation ability and produced a sufficient quality of the segmentation masks compared to (f) ground truth.

5) **ABLATION STUDY: FOREGROUND-AWARE STYLIZATION**

Qualitative examples of our stylization are shown in Fig. 8. Our stylization successfully transferred the target appearance to the style-adapted source images. To verify the effectiveness of the separated stylization of foreground and background, we compare the segmentation performances trained on EGTEA without stylization (source only), the stylization without spatial control (unaligned), and the one with spatial control (aligned). The results are shown in Table 2. The unaligned stylization provided little marginal gain over the source-only condition, but our stylization significantly improved across most of the target domains. However, the performance gain in the EDSH domain was unstable because its lighting condition drastically changes and the selection bias of style images strongly affected the performance.

We evaluated the impact of our foreground-aware stylization with a different number of target style images in Fig. 9. A smaller number of target style images did not ensure sufficient variations of the target appearance and the performance was relatively weak, while the performance was almost constant when the number of style images exceeded 10. Thus, using 10 style images was a reasonable choice considering a trade-off between the annotation cost and the performance gain.

Since reducing the appearance gap can be made by simpler baselines that have already been recognized, we compare our stylization with classical input normalizations and appearance adaptation methods with the same reference images as our stylization in Table 3. We added (1) the gray-scaling applied in [32], (2) histogram equalization, (3) feature distribution matching [1], and (4) color histogram matching [1]. These methods achieved the mean IoUs of 58.36%, 66.21%, 68.61%, and 66.63% on average, while our stylization achieved 74.35%. This demonstrates that our stylization-based approach is more useful in representing appearance and normalizing it between domains.

To confirm the property of style transfer compared with recent generative domain adaptation, we tested BDL without pseudo-labeling [30] in the sim-to-real setting. This resulted in 31.74% on Ego2Hands and 25.08% on ObMan-Ego, which was worse than the source-only performance. While most pixel-level methods [22], [30], [49], [59] use CycleGAN [63] as a backbone architecture, the training suffered significantly imbalanced data (150–180K on the source ↔ ≈ 500 on targets). In contrast, style transfer exerts instance-level domain adaptation in style feature space [29], so our domain translation was not affected by the data imbalance problem. This shows that style transfer is effective when the amount of target data is limited.

6) **ABLATION STUDY: CONSENSUS PSEUDO-LABELING**

The qualitative results of consensus pseudo-labeling are shown in Fig. 10. While the baselines incorrectly gave
FIGURE 10. Visualization of generated pseudo-labels. (a) Reference model and (b) segmentation model made false predictions on the chair, the table, the person’s sleeve, and the bystander’s leg. (c) Final pseudo-labels suppressed the mislabels by taking an intersection between the two outputs.

FIGURE 11. Number of consensus pseudo-labels. We show the number of the agreed pseudo-labels by our pseudo-labeling.

labels on backgrounds such as the chair (top left), the table (top middle), and the bystander’s leg (bottom middle), our consensus mechanism suppressed such false predictions by utilizing the reference model’s segmentation ability.

To investigate the effect of the hyperparameter \( \alpha \) of our consensus pseudo-labeling, we present the number of pseudo-labels available in an epoch and their quality compared with ground truth in Figs. 11 and 12, respectively. As the threshold increases, the number of the agreed pseudo-labels decreased, but the quality steadily increased. We found that the number of the pseudo-labels in YHG was very limited when the value \( \alpha \) was equal to 0.9 or above. To balance the number and quality of the pseudo-labels, we set the value \( \alpha \) to 0.8 in all experiments.

Since we utilized an additional network in the adaptation training of our pseudo-labeling, we compare the training speed with other pseudo-labeling methods in Table 4. Here, our pseudo-labeling method used two GPUs for running the two networks in parallel. While the computational time of naive training on a dataset and the naive pseudo-labeling method (PL) were 394 and 653, respectively, our method (Proposed (CPL)) with two GPUs ran a training update faster than PL, though the total computational cost was doubled. Due to estimating the uncertainty map of an instance with several forward calculations [9], UMA took the longest time of 841.

7) ABLATION STUDY: SIZE OF THE SOURCE DATA
To reveal how the size of the labeled source data affects the adaptation performance, we experimented with various sizes of the labeled data in Table 5. While the source-only performance gradually degraded when changing the size of EGTEA from 13K to 500, Proposed (FgSty + CPL) demonstrated robustness to the change in the source data size and achieved high performance even with a small amount of the labeled source data.

C. ADDITIONAL EXPERIMENTS
1) INTEGRATION WITH ADVERSARIAL ADAPTATION
Since only a few target images are used to incorporate their styles into the style-adapted dataset and update the model...
with their pseudo-labels, Proposed (FgSty + CPL) cannot take advantage of all unlabeled target samples. To align feature distributions between the domains by utilizing unlabeled target samples, we further combine adversarial adaptation with both models $M$ and $R$. We adapted a typical domain discriminator [15], [54] to discriminate inputs pixel wisely. The pixel-wise discriminator classifies whether extracted features come from the (style-adapted) source or target dataset. The adversarial training is facilitated by a gradient reversal layer [15].

Table 6 shows the results of our method with adversarial adaptation. The adversarial training was effective in the sim-to-real setting with a large domain shift, e.g., when using ObMan-Ego as the source dataset. During adaptation in Proposed (FgSty + CPL), the performance of the reference model (source only) was weak and fixed, but Proposed (FgSty + CPL + Adv) updated the reference model to adapt to the target domain. The better reference model takes larger areas of the agreement with the segmentation model, which boosts the adaptation performance.

When taking consensus from the networks trained on the same source dataset with adversarial adaptation (Proposed (CPL + Adv)), the local feature alignment by the discriminator promotes to learn similar representation and the two networks tended to agree upon false prediction. This had an adverse impact on giving pseudo-labels based on the agreement. Nevertheless, when using stylized and unstylized source datasets in Proposed (FgSty + CPL + Adv) and having the two networks predict data from different viewpoints, such conflict between our pseudo-labeling and adversarial adaptation was avoided and achieved further improved results.

2) EXTENSION TO MULTI-TARGET DOMAIN ADAPTATION

Although single-target domain adaptation methods are sufficient when a well-defined target domain exists, target domains often consist of diverse distributions in the wild [11]. We therefore further validate our method in a multi-target domain adaptation setting [2], [11] that has not been explored much. We aim to simultaneously adapt to multiple target domains by one-time adaptation training. Unlike GAN-based adaptation methods [22], [30], [49], [59], the style transfer enables the translation of an image among diverse scenes [28], [38], so we can easily extend to the multi-target setting. In the stylization, 10 target style images were collected per target and the target images used in training were uniformly sampled from each target dataset.

The performance in the multi-target domain adaptation setting is shown in Table 7. Although a performance degradation could be expected when pseudo-labels in a domain are incorrectly estimated and negatively affected adaptation performance in the other domains, our method in the multi-target setting achieved equal or sometimes better performance to that in the single-target setting. This is because other domain knowledge is informative if the pseudo-labels correctly represent the target labels. With the combination of multi-target adaptation and adversarial adaptation explained previously, Proposed (FgSty + CPL + Adv) demonstrated a further performance gain.

3) EXTENSION TO MULTI-AUXILIARY DOMAIN GENERALIZATION

When the test data is not available during training due to some restriction, e.g., pertaining to resources or privacy issues, generalizing to the test domain is important. We experimented with our method in a multi-auxiliary domain generalization setting [60]. Here, we chose a domain from the target domains as a test domain. We call the other target domains auxiliary domains and utilized them as the domains to adapt during training.

The performance in the domain generalization setting is shown in Table 8. Without access to the test domain, our method achieved a significant improvement of 59.85% on average. Adaptation to the reference domains generalized to unseen domains when environmental conditions were partially shared among domains. However, the performance on

| Method | EGTEA | Ego2Hands | ObMan-Ego |
|--------|-------|-----------|-----------|
| Source only | 65.47 | 36.44 | 25.94 |
| Proposed (FgSty) | 74.35 | 60.83 | 61.05 |
| Proposed (CPL) | 68.70 | 46.10 | 45.14 |
| Proposed (FgSty + CPL) | 74.95 | 68.74 | 65.79 |
| Source only + Adv | 60.44 | 49.00 | 53.22 |
| Proposed (FgSty + Adv) | 74.48 | 70.71 | 71.38 |
| Proposed (CPL + Adv) | 62.74 | 52.63 | 27.32 |
| Proposed (FgSty + CPL + Adv) | 75.72 | 70.76 | 72.01 |

| Test | Source only | Auxiliaries | Proposed | Target only |
|------|-------------|-------------|-----------|-------------|
| GTEA | 6.05 | E, U, Y | 62.72 | 91.97 |
| EDSH 2 | 33.67 | G, U, Y | 70.70 | 84.23 |
| EDSH K | 29.40 | G, U, Y | 70.98 | 76.85 |
| UTG | 44.97 | G, E, Y | 80.17 | 90.81 |
| YHG | 15.64 | G, B, U | 14.69 | 81.84 |
| Avg | 23.94 | – | 59.85 | 85.14 |

Table 6. Integration with adversarial adaptation. EGTEA, Ego2Hands, and ObMan-Ego are used for the source dataset. We report average mean IoU (%) across all the target domains [7], [8], [14], [31].

Table 7. Single-target adaptation vs. multi-target adaptation. EGTEA, Ego2Hands, and ObMan-Ego are used for the source dataset. We report average mean IoU (%) across all the target domains [7], [8], [14], [31].

Table 8. Domain generalization of hand segmentation. ObMan-Ego is used for the source dataset. Mean IoU (%) is used for evaluation. G, E, U, and Y denote GTEA, EDSH, UTG, and YHG, respectively. “Proposed” shown in the Table denotes our full model; Proposed (FgSty + CPL).
YHG was poor since half of the YHG videos were collected in a machine shop that does not appear in the other datasets.

V. DISCUSSION

A. DOMAIN DIVERGENCE RELAXATION

Our foreground-aware stylization can be thought of as a solution to relax the domain divergence. Theoretically, [5] showed that the expected error in the target domain is bounded by its source domain error and a divergence measure between the source and target domain. If model capacity is sufficient, the error in the source domain is expected to be small. Hence, the performance of domain adaptation heavily depends on the divergence. As shown in Table 1, the comparison methods’ performances based on their own model’s confidence (PL, UMA [9], and BDL [30]) are sensitive to the problem setting and handling a large domain shift, e.g., in Ego2Hands and ObMan-Ego, is difficult. In this case, we need to introduce specific heuristics, such as the mask separation in our stylization. With a few target labels, our stylization performed powerfully in reducing the domain divergence.

B. LEVERAGING MULTI-DOMAIN KNOWLEDGE

We demonstrated multi-target domain adaptation and multi- auxiliary domain generalization that few works can address. The principle is to generalize within the multiple target (reference) domains and predict data in the target (unseen) domain using the attained generalization ability. Our experiments show that the multi-target adaptation was equally as effective as the single-target adaptation and the generalization scheme had a certain effect under the condition that the reference and test domains are similar. Considering that the training cost of single-target adaptation is proportional to the number of the target domains, adaptation and generalization using multiple knowledge are more practical.

C. ADAPTING TO HANDS OCCLUDED BY OBJECTS

As in [55], our work still cannot address segmenting a person’s hand holding an object well. Our future work will involve adapting to the person interacting with objects in the environment, such as the scenes of opening a shelf, holding a cup, and occluding their hands by clothing or a wristwatch.

VI. CONCLUSION

In this work, we tackled the problem of domain adaptation in first-person hand segmentation. We proposed two techniques: foreground-aware stylization and consensus pseudo-labeling. The foreground-aware stylization is simple but effective in reducing the appearance bias of first-person images. The consensus pseudo-labeling discretey selects reliable pseudo-labels even when the domain shift is large. Our method delivered state-of-the-art results for real-to-real and sim-to-real adaptation. The combination of our stylization and pseudo-labeling not only performed stably in settings with various source-target pairs, but can also be applied to adapting to multiple target domains and generalizing to unseen domains when similar auxiliary domains are available.

APPENDIX

A. DATASET PROPERTIES

EGTEA [27]: The Extended GeorgiaTech Egocentric Activity (EGTEA) dataset contains 29 hours of egocentric videos. These videos record meal preparation performed by 32 subjects in a naturalistic kitchen environment. 13, 847 images are labeled with hand masks. In our experiment, we used all the images and labels as the source dataset in domain adaptation.

Ego2Hands [32]: The Ego2Hands dataset is a large-scale synthetic hand dataset rendered from a massive amount of annotated right hands and their horizontally flipped counterparts. The dataset consists of a training set with 188, 362 images and a test set with 2, 000 images. The fore- ground hands are collected from 22 participants with diverse skin colors and hand features, and the backgrounds are collected from the DAVIS datasets [42], [43].

ObMan-Ego: The ObMan-Ego is a large-scale synthetic hand dataset with egocentric scenes in which the simulated hands are provided by ObMan [20]. Training, validation, and testing sets contain 150, 000, 6, 500, and 6, 500 images, respectively. The ObMan is generated by GraspIt [39], an automatic robotic grasping software and ShapeNet [52] object models. We rendered ObMan with the backgrounds of two large-scale egocentric videos, EPIC-KITCHENS100 [12] and Something-Something [19]. To collect egocentric scenes without hands, we eliminated frames in which hands appeared by using a hand detector [50] and then used the remained frames for the rendering.

GTEA [14]: The GeorgiaTech Egocentric Activity (GTEA) consists of 28 egocentric videos recording seven daily activities performed by four subjects. 663 images are annotated with hand masks. We followed the data split as in [9], [55], where images of the subjects 1, 3, and 4 were used as a training set and the rest as a testing set.

EDSH [31]: The CMU EDSH dataset contains three egocentric videos, including EDSH1, EDSH2, and EDSH-Kitchen, which are recorded in indoor and outdoor environments. We adopted the same data split as in [9], [31]. 442 labeled images in EDSH1 were used as a training set. 104 labeled images in EDSH2 and 197 labeled images in EDSH-Kitchen were used as two separate testing sets.

UTG [8]: The University of Tokyo Grasping (UTG) dataset consists of 50 egocentric videos and captures 17 different types of hand grasps performed by five subjects. We used the annotation of hand masks on 857 images provided by [9] and randomly split them into training and testing sets with a ratio of 75% and 25%, respectively.

YHG [7]: The Yale Human Grasping (YHG) dataset provides daily observations of human grasping behavior in unstructured environments. It consists of 27.7 hours of egocentric videos recorded by two machinists and two house-keepers during their daily work. Following [9], we used the
annotation of hand masks on 488 images and randomly split them into training and testing sets with a ratio of 75% and 25%, respectively.
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