Abstract—Reachability analysis is a formal method to guarantee safety of dynamical systems under the influence of uncertainties. A substantial bottleneck of all reachability algorithms is the necessity to adequately tune specific algorithm parameters, such as the time step size, which requires expert knowledge. In this work, we solve this issue with a fully automated reachability algorithm that tunes all algorithm parameters internally such that the reachable set enclosure respects a user-defined approximation error bound in terms of the Hausdorff distance to the exact reachable set. Moreover, this bound can be used to extract an inner-approximation of the reachable set from the outer-approximation using the Minkowski difference. Finally, we propose a novel verification algorithm that automatically refines the accuracy of the outer-approximation and inner-approximation until specifications given by time-varying safe and unsafe sets can be verified or falsified. The numerical evaluation demonstrates that our verification algorithm successfully verifies or falsifies benchmarks from different domains without requiring manual tuning.
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I. INTRODUCTION

Deploying cyber-physical systems in safety-critical environments requires formal verification techniques to ensure correctness with respect to the desired functionality, as failures can lead to severe economic or ecological consequences and loss of human life. One of the main techniques to provide safety guarantees is reachability analysis, which predicts all possible future system behaviors under uncertainty in the initial state and input. Reachability analysis has already been successfully applied in a wide variety of applications, such as analog/mixed-signal circuits [1], power systems [2], robotics [3], system biology [4], aerospace applications [5], and autonomous driving [6]. The most common verification tasks for these applications are reach-avoid problems, where one aims to prove that the system reaches a goal set while avoiding unsafe sets. A substantial bottleneck of all verification algorithms is the manual tuning of certain algorithm parameters, which requires expert knowledge. To overcome this limitation, we present the first fully automated verification algorithm for linear time-invariant systems.

A. State of the Art

The exact reachable set can only be computed in rare special cases [7]. Therefore, one usually computes tight outer-approximations or inner-approximations of the reachable set instead, which can be used to either prove or disprove safety, respectively. While there exist many different approaches, e.g., stochastic techniques [8] or data-driven/learning methods [9], [10], the following review focuses on model-based reachability analysis of linear systems.

Most work is concerned with computing outer-approximations, where the most prominent approaches for linear systems are based on set propagation [11]–[13]. These methods evaluate the analytical solution for linear systems in a set-based manner and iteratively propagate the resulting reachable sets forward in time. One can propagate the sets from the previous step or the initial set. The latter method avoids the so-called wrapping effect [14], i.e., the amplification of outer-approximation errors over subsequent steps, but deals less efficiently with time-varying inputs. An alternative to set propagation is to compute the reachable set using widened trajectories from simulation runs [15], [16]. Moreover, special techniques have been developed recently to facilitate the analysis of high-dimensional systems. One strategy is to decompose the system into several decoupled/weakly-coupled blocks to reduce the computational effort [17], [18], while another group computes the reachable set in a lower-dimensional Krylov subspace that captures the dominant dynamical behavior [19], [20].

Inner-approximation algorithms have been researched for systems with piecewise-constant inputs based on set propagation [21], piecewise-affine systems based on linear matrix inequalities [22], and time-varying linear systems based on ellipsoidal inner-approximations to parametric integrals [23]. Other approaches compute inner-approximations by extraction from outer-approximations [24] or for projected dimensions [25]—despite being designed for nonlinear dynamics, these...
works can still compete with the aforementioned specialized approaches for linear systems due to their recency.

Concerning the set representations for reachability analysis, early approaches used polyhedra or template polyhedra [26], which are limited to low-dimensional systems due to the exponential increase in the representation size; ellipsoids [23] were also used but result in a conservative approximation as they are not closed under Minkowski sum. More recent approaches use support functions [14], zonotopes [11], or their combination [27], for which all relevant set operations can be computed accurately and efficiently. A related representation is star sets [28], where constraints are imposed on a linear combination of base vectors.

Some approaches explicitly address the requirement of tightening the computed outer-approximation for successful verification. Many of them are based on counterexample-guided abstraction refinement (CEGAR), where either the model [1], [29] or the set representation [30], [31] is refined. A more recent approach [32] utilizes the relation between all algorithm parameters and the tightness of the reachable sets, proposing an individual parameter refinement in fixed discrete steps to yield tighter results. Another method [33] refines the tightness of the reachable set enclosure as much as the real-time constraints allow for re-computation in order to choose between a verified but conservative controller and an unverified counterpart with better performance.

Common reachability tools for linear systems are CORA [34], Flow* [35], HYDRA [36], HyLAA [37], JuliaReach [38], SpaceEx [13], and XSpeed [39]. These tools still require manual tuning of algorithm parameters to obtain tight approximations. Since this requires expert knowledge about the underlying algorithms, the usage of reachability analysis is currently mainly limited to academia. Another issue is that the unknown distance between the computed outer-approximation and the exact reachable set, which may result in so-called spurious counterexamples. Recently, first steps towards automated parameter tuning have been taken: A rather brute-force method [40] proposes to recompute the reachable set from scratch, where the parameter values are refined using fixed scaling factors after each run. However, recomputation is a computationally demanding procedure and does not exploit information about the specific system dynamics. Another work [41] tunes the time step size by approximating the flow below a user-defined error bound but is limited to affine systems. The most sophisticated approach [13], [42] tunes the time step size by iterative refinement to eventually satisfy a user-defined error bound between the exact reachable set and the computed outer-approximation. Since this error bound is limited to manually selected directions, the obtained information may differ significantly depending on their choice. In conclusion, there does not yet exist a fully automated parameter tuning algorithm for linear systems that satisfies an error bound in terms of the Hausdorff distance to the exact reachable set.

B. Overview

This work is structured as follows: After introducing some preliminaries in Sec. II, we provide a mathematical formulation of the problem statement in Sec. III. The main body (Secs. IV-VI) builds upon our previous results [43], where we tuned the algorithm parameters based on non-rigorous approximation error bounds using a naive tuning strategy. Neither inner-approximations nor automated verification/falsification were considered in [43]. In detail, this article contributes the following novelties:

- We derive a rigorous approximation error for the reachable set, based on which we provide an automated reachability algorithm (Alg. 2) that adaptively tunes all algorithm parameters so that any desired error bound in terms of the Hausdorff distance between the exact reachable set and the computed outer-approximation is respected at all times (see Sec. IV).
- We show how to efficiently extract an inner-approximation from the previously computed outer-approximation (see Sec. V).
- We introduce an automated verifier (Alg. 3), which iteratively refines the accuracy of the outer- and inner-approximations until the specifications given by time-varying safe/unsafe sets can be either proven or disproven (see Sec. VI).

Fig. 1 depicts the relation of individual contributions in Secs. IV-VI. Finally, we demonstrate the performance of the proposed algorithms on a variety of numerical examples in Sec. VII and discuss directions for future work in Sec. VIII.

II. Preliminaries

A. Notation

 Scalars and vectors are denoted by lowercase letters, matrices are denoted by uppercase letters. Given a vector $v \in \mathbb{R}^n$, $v(i)$ represents the $i$-th entry and $\|v\|_p$ its $p$-norm. Similarly, for a matrix $M \in \mathbb{R}^{m \times n}$, $M(i, j)$ refers to the $i$-th row and $M_{i, j}$ to the $j$-th column. The identity matrix of dimension $n$ is denoted by $I_n$, the concatenation of two matrices $M_1, M_2$ by $[M_1 \ M_2]$, and we use $\emptyset$ and $\mathbf{1}$ to represent vectors and matrices of proper dimension containing only zeros or ones, respectively. The operation $\text{diag}(v)$ returns a square matrix with the vector $v$ on its diagonal. Exact sets are denoted by standard calligraphic letters $S$, outer-approximations by $\bar{S}$, and inner-approximations by $\hat{S}$. The empty set is represented by $\emptyset$. Moreover, we write $v$ for the set $\{v\}$ consisting only of the point $v$. We refer to the radius of the smallest hypersphere centered at the origin and enclosing a set $S$ by $\text{rad}(S)$. The operation $\text{box}(S)$ denotes the tightest axis-aligned interval outer-approximation of $S$. Interval matrices are denoted by bold calligraphic letters: $\mathcal{M} = [\underline{M}, \overline{M}] = \{M \in \mathbb{R}^{m \times n} \mid \underline{M} \leq M \leq \overline{M}\}$.
Definition 1 (Zonotope): Given a center vector \( c \in \mathbb{R}^n \) and a generator matrix \( G \in \mathbb{R}^{n \times \gamma} \), a zonotope \( Z \subset \mathbb{R}^n \) is
\[
Z := \left\{ c + \sum_{i=1}^{\gamma} G_{(i,:),i} \alpha_i \mid \alpha_i \in [-1,1] \right\}.
\]
The zonotope order is defined as \( \rho := \frac{\gamma}{n} \) and we use the shorthand \( Z = \langle c, G \rangle_Z \).

Moreover, we represent inner-approximations of reachable sets with constrained zonotopes [44, Def. 3]:

Definition 2 (Constrained zonotope): Given a vector \( c \in \mathbb{R}^n \), a generator matrix \( G \in \mathbb{R}^{n \times \gamma} \), a constraint matrix \( A \in \mathbb{R}^{h \times \gamma} \), and a constraint offset \( b \in \mathbb{R}^h \), a constrained zonotope \( CZ \subset \mathbb{R}^n \) is
\[
CZ := \left\{ c + \sum_{i=1}^{\gamma} G_{(i,:),i} \alpha_i \mid \sum_{i=1}^{\gamma} A_{(i,:),i} \alpha_i = b, \alpha_i \in [-1,1] \right\}.
\]

We use the shorthand \( CZ = \langle c, G, A, b \rangle_{CZ} \).

Finally, unsafe sets and safe sets are represented by polytopes [45, Sec. 1.1]:

Definition 3 (Polytope): Given a constraint matrix \( C \in \mathbb{R}^{a \times n} \) and a constraint offset \( d \in \mathbb{R}^a \), the halfspace representation of a polytope \( P \subset \mathbb{R}^n \) is
\[
P := \left\{ x \in \mathbb{R}^n \mid Cx \leq d \right\}.
\]
Equivalently, one can use the vertex representation
\[
P := \left\{ \sum_{i=1}^{\gamma} \beta_i v_i \mid \sum_{i=1}^{\gamma} \beta_i = 1, \beta_i \geq 0 \right\},
\]
where \( \{v_1, \ldots, v_a\} \in \mathbb{R}^n \) are the polytope vertices. We use the shorthands \( P = \langle C, d \rangle_H \) and \( P = \langle v_1 \ldots v_a \rangle_V \).

Given the sets \( S_1, S_2 \subset \mathbb{R}^n, S_3 \subset \mathbb{R}^m \) and a matrix \( M \in \mathbb{R}^{m \times n} \), we define the set operations linear map \( MS_1 \), Cartesian product \( S_1 \times S_3 \), Minkowski sum \( S_1 \oplus S_2 \), Minkowski difference \( S_1 \ominus S_2 \), and linear combination \( \text{comb}(S_1, S_2) \), which are defined as
\[
MS_1 = \{ Ms \mid s \in S_1 \},
S_1 \times S_3 = \{ [s_1 \, s_3] \mid s_1 \in S_1, s_3 \in S_3 \},
S_1 \oplus S_2 = \{ s_1 + s_2 \mid s_1 \in S_1, s_2 \in S_2 \},
\]
where \( S_1 \ominus S_2 = \{ s_1 - s_2 \mid s_1 \in S_1, s_2 \in S_2 \} \), and \( \text{comb}(S_1, S_2) = \{ (1 - \lambda)s_1 + \lambda s_2 \mid s_1 \in S_1, s_2 \in S_2, \lambda \in [0,1] \} \).

For zonotopes \( Z_1 = \langle c_1, G_1 \rangle_Z, Z_2 = \langle c_2, G_2 \rangle_Z \subset \mathbb{R}^n \), linear map and Minkowski sum can be computed as [12, Eq. (2.1)]
\[
MZ_1 = \langle Mc_1, MG_1 \rangle_Z,
Z_1 \oplus Z_2 = \langle c_1 + c_2, [G_1, G_2] \rangle_Z.
\]

Since the convex hull represents an enclosure of the linear combination, we furthermore obtain [12, Eq. (2.2)]
\[
\text{comb}(Z_1, Z_2) \subseteq \langle 0.5(c_1 + c_2), [0.5(G_1 - G_2)] \rangle_Z
\]
with
\[
G_1 = [G_2^{(1)} \ldots G_2^{(\gamma)}], G_2 = [G_2^{(1)} \ldots G_2^{(\gamma)}],
\]
where we assume without loss of generality that \( Z_2 \) has more generators than \( Z_1 \) so that we can write the formula in a compact form. Later on in Sec. V, we show that the Minkowski difference of two zonotopes can be represented as a constrained zonotope. The multiplication \( I_Z \) of an interval matrix \( I \) with a zonotope \( Z \) can be outer-approximated as specified in [46, Thm. 4], and the operation box(\( Z \)) returns the axis-aligned box outer-approximation according to [12, Prop. 2.2].

The representation size of a zonotope can be decreased with zonotope order reduction. While our reachability algorithm is compatible with all common reduction techniques [47], we focus on Girard’s method [11, Sec. 3.4] for simplicity:

Definition 4 (Zonotope order reduction): Given a zonotope \( Z = \langle c, G \rangle_Z \subset \mathbb{R}^n \) and a desired zonotope order \( \rho_d \geq 1 \), the operation reduce \( Z, \rho_d \) returns an enclosing zonotope with order smaller or equal to \( \rho_d \):
\[
\text{reduce}(Z, \rho_d) = \langle c, [G_{\text{keep}} G_{\text{red}}] \rangle_Z,
\]
with
\[
G_{\text{keep}} = [G_{(\pi_1+1)} \ldots G_{(\pi_\gamma)}], G_{\text{red}} = \text{diag} \left( \sum_{i=1}^{\chi} [G_{(\pi_i)}] \right),
\]
where \( \pi_1, \ldots, \pi_\gamma \) are the indices of the sorted generators
\[
\|G_{(\pi_1)}\|_1 - \|G_{(\pi_1)}\|_\infty \leq \cdots \leq \|G_{(\pi_\gamma)}\|_1 - \|G_{(\pi_\gamma)}\|_\infty,
\]
and \( \chi = \gamma - \lfloor (\rho_d - 1)n \rfloor \) is the number of reduced generators.

For distances between sets, we use the Hausdorff distance:

Definition 5 (Hausdorff distance): For two compact sets \( S_1, S_2 \subset \mathbb{R}^n \), the Hausdorff distance with respect to the Euclidean norm is defined as
\[
d_H(S_1, S_2) = \max \left\{ \max_{s_1 \in S_1} \left( \min_{s_2 \in S_2} \|s_1 - s_2\|_2 \right), \min_{s_2 \in S_2} \left( \max_{s_1 \in S_1} \|s_1 - s_2\|_2 \right) \right\}.
\]

Using a hyperball \( B_\varepsilon \) of radius \( \varepsilon \), an alternative definition is
\[
d_H(S_1, S_2) = \varepsilon \iff S_2 \subseteq S_1 \oplus B_\varepsilon \land S_1 \subseteq S_2 \oplus B_\varepsilon.
\]
Moreover, we will frequently use the operator
\[
\text{err}(S) := \text{rad}(\text{box}(S)).
\]
As an immediate consequence of (11), we obtain
\[
d_H(0, S) \leq \text{err}(S),
\]
which states that the Hausdorff distance between a set and the origin can be bounded by the radius of an enclosing hyperball.

III. Problem Formulation

We consider linear time-invariant systems of the form
\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + p, \quad (13) \\
y(t) &= Cx(t) + Wv(t) + q,
\end{align*}
\]
with \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{\ell \times n}, W \in \mathbb{R}^{\ell \times \infty},\) where \(x(t) \in \mathbb{R}^n\) is the state, \(u(t) \in \mathbb{R}^m\) is the input, \(y(t) \in \mathbb{R}^\ell\) is the output, \(v(t) \in \mathbb{R}^\ell\) is a measurement error, \(p \in \mathbb{R}^n\) is a constant input, and \(q \in \mathbb{R}^\ell\) is a constant offset on the output. The initial state \(x(0)\) is uncertain within the initial set \(X^0 \subset \mathbb{R}^n\), the input \(u(t)\) is uncertain within the input set \(U \subset \mathbb{R}^m\), and \(v(t)\) is uncertain within the set of measurement errors \(V \subset \mathbb{R}^\ell\). In this work, we assume that \(X^0, U\), and \(V\) are represented by zonotopes. Using \(U = \langle c_u, G_u \rangle z\), we define the vector \(\tilde{u} = Bc_u + p \in \mathbb{R}^n\) and the set \(U_0 = \langle 0, BG_u \rangle z \subset \mathbb{R}^n\) for later derivations. Please note that we assume a constant vector \(\tilde{u}\) to keep the presentation simple, but the extension to time-varying inputs \(\tilde{u}(t)\) is straightforward. Without loss of generality, we set the initial time to \(t_0 = 0\) and the time horizon to \([0, t_{\text{end}}]\). The reachable set is defined as follows:

Definition 6 (Reachable set): Let us denote the solution to (13) for the initial state \(x(0)\) and the input signal \(u(\cdot)\) by \(\xi(t; x(0), u(\cdot))\). Given an initial set \(X^0\) and an input set \(U\), the reachable set at time \(t \geq 0\) is
\[
\mathcal{R}(t) := \{\xi(t; x(0), u(\cdot)) | x(0) \in X^0, \forall \theta \in [0, t]: u(\theta) \in U\}.
\]
We denote the time-point reachable set at time \(t = t_k\) by \(\mathcal{R}(t_k)\) and the time-interval reachable set over \(\tau_k \in [t_k, t_{k+1}]\) by \(\mathcal{R}(\tau_k) := \bigcup_{t \in [t_k, t_{k+1}]} \mathcal{R}(t)\).

Since the exact reachable set as defined in Def. 6 cannot be computed for general linear systems [7], we aim to compute tight outer approximations \(\hat{\mathcal{R}}(t) \supseteq \mathcal{R}(t)\) and inner approximations \(\tilde{\mathcal{R}}(t) \subseteq \mathcal{R}(t)\) instead.

**Algorithm 1 Reachability algorithm (manual tuning)**

**Require:** Linear system \(\dot{x} = Ax + Bu + p\), initial set \(X^0 = \langle c_x, G_x \rangle z\), input set \(U = \langle c_u, G_u \rangle z\), time horizon \(t_{\text{end}}\), time step size \(\Delta t\) dividing the time horizon into an integer number of steps, truncation order \(\eta\), zonotope order \(\rho\)

**Ensure:** Outer-approximation of the reachable set \(\hat{\mathcal{R}}([0, t_{\text{end}}])\)

1: \(t_0 \leftarrow 0, \tilde{u} \leftarrow Bc_u + p, U_0 \leftarrow \langle 0, BG_u \rangle z\)
2: \(H(t_0) \leftarrow X^0, P^n(t_0) \leftarrow 0, \tilde{P}^d(t_0) \leftarrow 0\)
3: \(P^n(\Delta t) \leftarrow \text{Eq. (19)}, \tilde{P}^d(\Delta t) \leftarrow \text{Eq. (20)}\)
4: for \(k \leftarrow 0\) to \(\frac{t_{\text{end}}}{\Delta t} - 1\) do
5: \(t_{k+1} \leftarrow t_k + \Delta t, \tau_{k+1} \leftarrow [t_k, t_{k+1}]\)
6: \(P^u(t_{k+1}) \leftarrow P^u(t_k) \oplus e^{At_k}P^u(\Delta t)\)
7: \(H(t_{k+1}) \leftarrow e^{At_k}H^0 + P^u(t_{k+1})\)
8: \(\mathcal{C} \leftarrow \mathcal{F}(\Delta t, \eta)H(t_k) \oplus \mathcal{G}(\Delta t, \eta)\tilde{u}\) \(\triangleright \text{see (15)-(16)}\)
9: \(H(\tau_k) \leftarrow \text{comb}(H(t_k), H(\tau_{k+1})) \oplus \mathcal{C}\)
10: \(\tilde{P}^d(\tau_{k+1}) \leftarrow \text{reduce}(\tilde{P}^d(t_k) \oplus e^{At_k}\tilde{P}^d(\Delta t), \rho)\)
11: \(\hat{\mathcal{R}}(\tau_k) \leftarrow H(\tau_k) \oplus \tilde{P}^d(\tau_{k+1})\)
12: end for
13: \(\hat{\mathcal{R}}([0, t_{\text{end}}]) \leftarrow \bigcup_{k=0}^{\frac{t_{\text{end}}}{\Delta t} - 1} \hat{\mathcal{R}}(\tau_k)\)

Our automated tuning approach is based on Alg. 1, which is a slight modification of the wrapping-free propagation-based reachability algorithm [14]. Fundamentally, one exploits the superposition principle of linear systems by separately computing the homogeneous and particular solutions, which are then combined in Line 11 to yield the overall reachable set for each time interval. The homogeneous solution can be enclosed using the following three steps visualized in Fig. 2:

1) Compute the time-point solution by propagating the initial set with the exponential matrix \(e^{At}\).
2) Approximate the time-interval solution with the linear combination (8), which would only encode straight-line trajectories.
3) Account for the curvature of the trajectories by enlarging the linear combination with the set \(\mathcal{C}\).

The curvature enclosure \(\mathcal{C}\) is computed in Line 8 of Alg. 1 using the interval matrices [12, Sec. 3.2]
\[
\mathcal{F}(\Delta t, \eta) = \bigoplus_{i=2}^{\eta} \mathcal{I}_i(\Delta t) \frac{A^t}{t!} \oplus \mathcal{E}(\Delta t, \eta)\]
\[
\mathcal{G}(\Delta t, \eta) = \bigoplus_{i=2}^{\eta+1} \mathcal{I}_i(\Delta t) \frac{A^{t-1}}{i!} \oplus \mathcal{E}(\Delta t, \eta)\Delta t
\]
with \(\mathcal{I}_i(\Delta t) = \left[\left(i\pi^{\Delta t} - i\pi^{\Delta t}\right)\Delta t, 0\right]\).

To increase the tightness, the particular solution \(\mathcal{P}^u(\Delta t)\) due...
to the constant input \( \bar{u} \) [12, Eq. (3.7)],
\[
P^u(\Delta t) = A^{-1}(e^{A\Delta t} - I_n) \bar{u},
\]
is added to the homogeneous solution in Line 7. If the matrix \( A \) is not invertible, we can integrate \( A^{-1} \) in the power series of the exponential matrix to compute \( P^u(\Delta t) \). The particular solution due to the time-varying input within the set \( \mathcal{U}_0 \) can be enclosed by [12, Eq. (3.7)]
\[
\bar{P}^d(\Delta t) = \sum_{i=0}^{\eta} A^i \Delta t^{i+1} U_0 \oplus \mathcal{E}(\Delta t, \eta) \Delta t U_0.
\]
Finally, the reachable set \( \mathcal{R}([0, t_{\text{end}}]) \) for the entire time horizon is given by the union of the sets for individual time-interval reachable sets according to Line 13.

As for all other state-of-the-art reachability algorithms [11–14, 21, 43], the main disadvantage of Alg. 1 is that the tightness of the computed reachable set \( \mathcal{R}(t) \) is unknown and heavily depends on the chosen time step size \( \Delta t \), truncation order \( \eta \), and zonotope order \( \rho \). In this work, we solve both issues by automatically tuning these algorithm parameters such that the Hausdorff distance between the computed enclosure \( \mathcal{R}(t) \) and the exact reachable set \( \mathcal{R}(t) \) remains below a desired threshold \( \varepsilon_{\text{max}} \) at all times:

\[
\text{Tune } \Delta t, \eta, \rho \text{ s.t. } \forall t \in [0, t_{\text{end}}] : d_H(\mathcal{R}(t), \mathcal{R}(t)) \leq \varepsilon_{\text{max}}.
\]

We will further utilize this result to efficiently extract an inner-approximation of the reachable set (Sec. V) and construct a fully automated verification algorithm (Sec. VI).

IV. AUTOMATED PARAMETER TUNING

Let us now present our approach for the automated tuning of algorithm parameters. While Alg. 1 uses fixed values for \( \Delta t \), \( \eta \), and \( \rho \), we tune different values \( \Delta t_k, \eta_k \), and \( \rho_k \) in each step \( k \) based on the induced outer-approximation error in order to satisfy the error bound at all times. To achieve this, we first derive closed-form expressions describing how the individual errors depend on the values of each parameter in Sec. IV-A. Next, we present our automated parameter tuning algorithm in Sec. IV-B and prove its convergence in Sec. IV-C. Finally, we discuss further improvements to the algorithm in Sec. IV-D and describe the extension to output sets in Sec. IV-E.

A. Error Measures

Several sources of outer-approximation errors exist in Alg. 1:

1) Affine dynamics (Line 9): The time-interval solution \( \mathcal{H}(\tau_k) \) of the affine dynamics contains errors originating from enclosing the linear combination by zonotopes and the set \( \mathcal{C} \) accounting for the curvature of trajectories.

2) Particular solution (Lines 10-11): Using the outer-approximation \( \bar{P}^d(t_k) \) based on (20) for the particular solution due to the input set \( U_0 \) induces another error. Moreover, the Minkowski addition of \( \bar{P}^d(t_{k+1}) \) to \( \mathcal{H}(\tau_k) \) is outer-approximative as it ignores dependencies in time.

3) Zonotope order reduction (Line 10): The representation size of the particular solution \( \bar{P}^d(t_k) \) has to be reduced, which induces another error.

In this subsection, we derive upper bounds for all these errors in terms of the Hausdorff distance between an exact set \( \mathcal{S} \) and the computed outer-approximation \( \mathcal{S} \). We will use two different albeit related error notations: New errors induced in step \( k \) are denoted by \( \Delta z^k_h(\Delta t_k, \eta_k) \) and \( \Delta z^k(\rho_k) \) to emphasize the dependence on the respective algorithm parameters (using \( * \) as a placeholder for various superscripts). Some errors for single time steps add up over time. We accumulate all previous errors \( \varepsilon^k(\cdot) \) until time \( t_k \) by
\[
\varepsilon^k_{k+1} = \varepsilon^k + \Delta z^k(\cdot), \quad \varepsilon^0_0 := 0.
\]

Let us now derive closed-form expressions for all errors.

1) Affine Dynamics: We start by determining the error contained in the computed outer-approximation \( \mathcal{H}(\tau_k) \) of the time-interval solution for the affine dynamics \( \dot{x}(t) = Ax(t) + \bar{u} \).

**Proposition 1 (Affine dynamics error):** Given the set \( \mathcal{H}(\tau_k) = (c_k, G_k')Z \) with \( G_k' \in \mathbb{R}^{\times n} \), the Hausdorff distance between the exact time-interval solution of the affine dynamics \( \mathcal{H}(\tau_k) = \left\{ e^{A\tau}x(t_k) + A^{-1}(e^{A(t-t_k)} - I_n)\bar{u} \right\} \) and the corresponding outer-approximation \( \tilde{\mathcal{H}}(\tau_k) = \text{comb}(\mathcal{H}(\tau_k), \mathcal{H}(\tau_{k+1})) \oplus C \)

in Line 9 of Alg. 1 is bounded by
\[
d_H(\mathcal{H}(\tau_k), \tilde{\mathcal{H}}(\tau_k)) 
\leq \Delta z^h_k(\Delta t_k, \eta_k) \colon= 2 \text{err}(C) + \sqrt{n} \|G_h^{-1}(\cdot)\|_2,
\]
where \( G_h^{-1} = (e^{A\Delta t_k} - I_n)G_h \).

**Proof.** An inner-approximation of \( \mathcal{H}(\tau_k) \) is given by \( \tilde{\mathcal{H}}(\tau_k) = \text{comb}(\mathcal{H}(\tau_k), \mathcal{H}(\tau_{k+1})) \oplus B_u \oplus C \subseteq \mathcal{H}(\tau_k) \), where we additionally have to subtract a hyperball of radius \( \mu = \sqrt{n} \|G_h^{-1}(\cdot)\|_2 \) bounding the Hausdorff distance between the exact linear combination (5) and the zonotope enclosure (8) according to Prop. 9 in Appendix A. The error \( \Delta z^h_k(\Delta t_k, \eta_k) \) bounds the distance between \( \mathcal{H}(\tau_k) \) and the outer-approximation \( \tilde{\mathcal{H}}(\tau_k) \) in (22).

2) Particular Solution: We first account for the error induced by enclosing the exact time-point solution \( \bar{P}^d(t_{k+1}) \) with the outer-approximation \( \tilde{P}^d(t_{k+1}) \):

**Proposition 2 (Time-point error in particular solution):** The Hausdorff distance between the exact particular solution \( \bar{P}^d(t_{k+1}) \) and the recursively computed outer-approximation \( \tilde{P}^d(t_{k+1}) \) is bounded by
\[
\varepsilon^d_{k+1} = \varepsilon^d_k + \Delta z^d_k(\Delta t_k, \eta_k),
\]
where the error \( \Delta z^d_k(\Delta t_k, \eta_k) \) for one time step is bounded...
Proof. The error $\Delta \varepsilon_k^\tau(\Delta t_k, \eta_k)$ for one time step is given by the Hausdorff distance between the computed outer-approximation and an inner-approximation obtained by considering constant inputs according to Prop. 11 in Appendix A. The overall error $\varepsilon_{k+1}$ follows by error propagation as in (21).

Since $0 \in U_0$, the added set due to uncertain inputs $e^{At_k}\tilde{P}^{\Omega}(\theta)$ is equal to 0 at the beginning of each time step ($\theta = 0$) and monotonically grows towards the set $e^{At_k}\tilde{P}^{\Omega}(\Delta t_k)$ at the end of the time step ($\theta = \Delta t_k$) as shown in Fig. 3 on the left. The Minkowski sum in Line 9 of Alg. 1 ignores this dependency on time, inducing another outer-approximation error:

**Proposition 3 (Time-interval error in particular solution):**

The maximum Hausdorff distance at any time $t \in [t_k, t_{k+1}]$ between the exact time-interval particular solution

$$\mathcal{P}^{\Omega}(t) = \left\{ \int_0^t e^{A(t-\theta)}u(\theta)d\theta \mid u(\theta) \in U_0 \right\}$$

and the outer-approximation $\forall t \in [t_k, t_{k+1}] : \mathcal{P}^{\Omega}(t) \subseteq \mathcal{P}^{\Omega}(t_{k+1})$ is bounded by

$$\max_{t \in [t_k, t_{k+1}]} d_H(\mathcal{P}^{\Omega}(t), \hat{\mathcal{P}}^{\Omega}(t_{k+1})) \leq \varepsilon_{k+1}^t + \Delta \varepsilon_k^\tau(\Delta t_k, \eta_k)$$

with $\varepsilon_{k+1}^t$ defined in Prop. 2 and the additional error

$$\Delta \varepsilon_k^\tau(\Delta t_k, \eta_k) := \text{err}(e^{At_k}\tilde{P}^{\Omega}(\Delta t_k))$$

Proof. Since $e^{At_k}\tilde{P}^{\Omega}(\theta)$ grows monotonically with $\theta$, the maximum deviation over the time interval $[t_k, t_{k+1}]$ occurs at $t = t_k$, where the actual additional set would be 0, but instead $e^{At_k}\tilde{P}^{\Omega}(\Delta t_k)$ is used. Therefore, the error is

$$d_H(0, e^{At_k}\tilde{P}^{\Omega}(\Delta t_k)) \leq \text{err}(e^{At_k}\tilde{P}^{\Omega}(\Delta t_k))$$

which corresponds to the size of the additional set.

### 3) Zonotope Order Reduction

The zonotope order reduction of the particular solution $\mathcal{P}^{\Omega}(t_{k+1})$ in Line 10 of Alg. 1 induces another error. To determine this reduction error, we first split the particular solution $e^{At_k}\tilde{P}^{\Omega}(\Delta t_k)$ into two parts

$$e^{At_k}\tilde{P}^{\Omega}(\Delta t_k) = e^{At_k}\left( \bigoplus_{i=1}^n \tilde{A}_i U_0 + \mathcal{E}(\Delta t_k, \eta_k) \Delta t_k U_0 \right)$$

$$\Rightarrow \mathcal{P}^{\Omega}(\Delta t_k) = e^{At_k}\left( \bigoplus_{i=1}^n \tilde{A}_i U_0 + \mathcal{E}(\Delta t_k, \eta_k) \Delta t_k U_0 \right)$$

with $\tilde{A}_i$ defined as in Prop. 2. We exploit that the error $\Delta \varepsilon_k^\tau(\Delta t_k, \eta_k)$ in (25) is unaffected by using the box outer-approximation $\mathcal{P}^{\Omega}(\Delta t_k)$ instead of $e^{At_k}\tilde{P}^{\Omega}(\Delta t_k)$ since the box outer-approximation is also used in the computation of $\Delta \varepsilon_k^\tau(\Delta t_k, \eta_k)$. Therefore, we can always reduce $\mathcal{P}^{\Omega}(\Delta t_k)$ to a box (which has zonotope order 1) as that reduction error is already contained in $\Delta \varepsilon_k^\tau(\Delta t_k, \eta_k)$. Consequently, we only have to determine the reduction error of $\mathcal{P}^{\Omega}(\Delta t_k)$.

**Proposition 4 (Zonotope order reduction error):** The Hausdorff distance between the particular solution $\mathcal{P}^{\Omega}(\Delta t_k)$ computed without any reduction and its iteratively reduced counterpart reduce $\mathcal{P}^{\Omega}(\Delta t_k) \subseteq \mathcal{P}^{\Omega}(\Delta t_k)$ is bounded by

$$\varepsilon_{k+1}^r = \varepsilon_{k+1}^t + \Delta \varepsilon_k^\tau(\rho_k)$$

where the error $\Delta \varepsilon_k^\tau(\rho_k)$ for one time step is bounded by

$$d_H(\mathcal{P}^{\Omega}(\Delta t_k), \text{err}(\mathcal{P}^{\Omega}(\Delta t_k), \rho_k)) \leq \varepsilon_{k+1}^r(\rho_k) := \text{err}(\mathcal{P}^{\Omega}(\Delta t_k), \rho_k)$$

4) Summary: The derived error terms allow us to compute an upper bound for the outer-approximation error contained in the time-point solution and time-interval solution:

$$d_H(\mathcal{R}(t_k), \mathcal{R}(\tau_k)) \leq \varepsilon_{k+1}^t + \varepsilon_k^t$$

$$d_H(\mathcal{R}(\tau_k), \mathcal{R}(\tau_{k+1})) \leq \varepsilon_{k+1}^r$$

where we use $\varepsilon_{k+1}^t$ instead of $\varepsilon_k^t$ in (31), since the difference $\varepsilon_{k+1}^t - \varepsilon_k^t$ in (24) is already included in $\Delta \varepsilon_k^\tau(\Delta t_k, \eta_k)$. As it is the only time-interval reachable sets are required for formal verification, we will only use the time-interval error $\varepsilon_{k+1}^r$ in our automated parameter tuning algorithm.

### B. Automated Tuning Algorithm

Using the error terms derived in the previous subsection, we now present an algorithm that tunes $\Delta t_k$, $\eta_k$, and $\rho_k$ automatically such that the Hausdorff distance between the
exact reachable set $R([0, t_{\text{end}}])$ and the computed enclosure $\bar{R}([0, t_{\text{end}}])$ is below the error bound $\varepsilon_{\text{max}}$. As different types of errors require different strategies for parameter tuning, we divide the derived errors into three categories:

1) **Non-accumulating error** $\Delta \varepsilon_k^a(\Delta t_k, \eta_k)$: Since the errors $\Delta \varepsilon_k^h(\Delta t_k, \eta_k)$ and $\Delta \varepsilon_k^{\ell, \tau}(\Delta t_k, \eta_k)$ only affect the current step, we define the non-accumulating error by

$$\Delta \varepsilon_k^a(\Delta t_k, \eta_k) := \Delta \varepsilon_k^h(\Delta t_k, \eta_k) + \Delta \varepsilon_k^{\ell, \tau}(\Delta t_k, \eta_k).$$  

(32)

2) **Accumulating error** $\varepsilon_k^a$: The particular solution $\bar{P}^U(t_k)$ accumulates over time, yielding

$$\varepsilon_k^a := \varepsilon_k^U, \quad \Delta \varepsilon_k^a(\Delta t_k, \eta_k) := \Delta \varepsilon_k^{\ell, \tau}(\Delta t_k, \eta_k).$$  

(33)

for the accumulating error and the accumulating error for one time step.

3) **Reduction error** $\varepsilon_k^r$: The representation size of the particular solution $\bar{P}^U(t_k)$ is iteratively reduced (Line 10), which induces an accumulating error (28). Despite its accumulation, we do not add this error to $\varepsilon_k^a$ since it does not directly depend on the time step size $\Delta t_k$.

We have to manage these errors over time so that the resulting set $R(t)$ respects the error bound $\varepsilon_{\text{max}}$ at all times. Therefore, we partition $\varepsilon_{\text{max}}$ into individual admissible errors $\varepsilon_k^{r^a}$, $\varepsilon_k^{r^h}$, and $\varepsilon_k^{r^{\ell, \tau}}$ for each step, which is visualized in Fig. 4:

1) **Reduction error bound** $\varepsilon_k^{r^a}$: We limit the reduction error by a linearly increasing bound

$$\varepsilon(t) = \frac{t}{t_{\text{end}}} \varepsilon_{\text{max}}, \quad \zeta \in [0, 1).$$  

(34)

Thus, the additional error $\Delta \varepsilon_k^r(\rho_k)$ in step $k$ is bounded by

$$\varepsilon_k^{r^a} := \varepsilon(t_k + \Delta t_k) - \varepsilon_k^r,$$  

(35)

i.e., the difference between the bound at time $t_k + \Delta t_k$ and the accumulated error until $t_k$. While our algorithm works for arbitrary values $\zeta$, we present a heuristic for choosing $\zeta$ later in Sec. IV-D.

2) **Accumulating error bound** $\varepsilon_k^{r^a}$: Similarly, we limit the accumulating error by another linearly increasing bound

$$\varepsilon(t) = \frac{t}{t_{\text{end}}} (1 - \zeta) \varepsilon_{\text{max}},$$  

(36)

so that we have $\varepsilon(t_{\text{end}}) = \varepsilon_{\text{max}}$. Analogously to (35), the bound for the additional error $\Delta \varepsilon_k^r(\Delta t_k, \eta_k)$ is

$$\varepsilon_k^{r^a} := \varepsilon(t_k + \Delta t_k) - \varepsilon_k^r.$$  

(37)

3) **Non-accumulating error bound** $\varepsilon_k^{r^a}$: Finally, we obtain the bound for the non-accumulating error $\Delta \varepsilon_k^a(\Delta t_k, \eta_k)$ by subtracting the other two bounds from $\varepsilon_{\text{max}}$:

$$\varepsilon_k^{r^a} := \varepsilon_{\text{max}} - \varepsilon(t_k + \Delta t_k) - \varepsilon_k^r.$$  

(38)

Note that we only subtract $\varepsilon_k^r$ instead of $\varepsilon(t_k + \Delta t_k)$ for the accumulating error since the accumulating error $\Delta \varepsilon_k^a(\Delta t_k, \eta_k) = \Delta \varepsilon_k^{\ell, \tau}(\Delta t_k, \eta_k)$ for the current step is already accounted for by the error $\Delta \varepsilon_k^a(\Delta t_k, \eta_k)$, which is according to (32) part of the non-accumulating error. This also guarantees us a non-zero bound for $\varepsilon_k^{r^a}$ in the last step even though $\varepsilon(t_{\text{end}}) + \varepsilon(t_{\text{end}}) = \varepsilon_{\text{max}}$.

The tuning strategies for the parameters are as follows:

- **Time step size** $\Delta t_k$: We initialize $\Delta t_k$ by its previous value $\Delta t_{k-1}$, or by $t_{\text{end}}$ as an initial guess for the first step. To keep the presentation simple, we iteratively halve this value until the error bounds are satisfied; a more sophisticated tuning method is described in Sec. IV-D.

- **Truncation order** $\eta_k$: We tune $\eta_k$ simultaneously with the computation of $F(\Delta t_k, \eta_k)$ and $G(\Delta t_k, \eta_k)$, for which the idea proposed in [48, Sec. 3.1] is reused: The partial sums

$$\mathcal{T}(i) = \bigoplus_{i=1}^j \mathcal{I}_i A_i^{j-i}$$  

(39)

in the computation of $F(\Delta t_k, \eta_k)$ in (15) are successively compared until the relative change in the Frobenius norm of $\mathcal{T}(i)$ computed according to [49, Thm. 10] is smaller than $10^{-10}$. As this bound is relative, we can ensure convergence independently of the scale of the system, since the size of the additional terms decreases exponentially for $i \to \infty$.

- **Zonotope order** $\rho_k$: We iteratively increase the order $\rho_k$ until the error $\Delta \varepsilon_k^a(\rho_k)$ is smaller than the error bound $\varepsilon_k^{r^a}$. A more efficient method compared to this naive implementation is to directly integrate the search for a suitable order into the zonotope order reduction.

The resulting automated tuning algorithm is shown in Alg. 2: In the repeat-until loop (Lines 6-15), we first decrease the time step size $\Delta t_k$ (Line 7) and tune the truncation order $\eta_k$ (Lines 9-12) until the respective error bounds $\varepsilon_k^{r^a}$ and $\varepsilon_k^{r^a}$ for the accumulating and non-accumulating errors are satisfied. After this loop, we compute the particular solution due to the input set $U_0$ and tune the zonotope order $\rho_k$ (Lines 20-22) yielding the reduction error $\Delta \varepsilon_k^a(\rho_k)$. Afterwards, we compute the solution to the affine dynamics (Lines 25-28) and finally obtain the reachable set of the current time interval (Line 30).

The runtime complexity of Alg. 2 is $O(n^3)$ as for the base algorithm, Alg. 1. For an initial set $X_0$ with zonotope order $\rho_X$ and an input set with zonotope order $\rho_U$, the space complexity for the $k$-th set $\bar{R}(\tau_k)$ is bounded by $O(n^2(\rho_X + k\rho_U))$ and the space complexity for Alg. 2 then follows by summing over all individual steps.
Algorithm 2 Reachability algorithm (automated tuning)

Require: Linear system \( \dot{x} = Ax + Bu + p \), initial set \( \mathcal{X}^0 = \langle e_x, G_x \rangle Z \), input set \( \mathcal{U} = \langle e_u, G_u \rangle Z \), time horizon \( t_{end} \), error bound \( \varepsilon_{max} \)

Ensure: Outer-approximation of the reachable set \( \hat{\mathcal{R}}([0, t_{end}]) \)

1: \( k \leftarrow 0, t_0 \leftarrow 0, \Delta t_{-1} \leftarrow t_{end}, \mathcal{H}(t_0) \leftarrow \mathcal{X}^0 \)
2: \( \mathcal{P}^u(t_0) \leftarrow \langle 0, [1] \rangle Z, \mathcal{P}^b(t_0) \leftarrow \langle 0, [1] \rangle Z, \mathcal{P}^\infty(t_0) \leftarrow \langle 0, [1] \rangle Z \)
3: \( u \leftarrow B_c u + p, \mathcal{U}_0 \leftarrow \langle 0, B_G u \rangle Z \)
4: while \( t_k < t_{end} \) do
5: \( \Delta t_k \leftarrow 2\Delta t_{k-1} \)
6: repeat
7: \( \Delta t_k \leftarrow \frac{1}{2} \Delta t_k, t_{k+1} \leftarrow t_k + \Delta t_k \)
8: \( \eta_k \leftarrow 0, \mathcal{T}(\eta_k) = 0 \)
9: repeat
10: \( \eta_k \leftarrow \eta_k + 1 \)
11: \( \mathcal{T}(\eta_k) \leftarrow \mathcal{T}(\eta_k - 1) \oplus \mathcal{T}(\eta_k) \triangle \mathcal{P}^\infty_{\eta k} \) \( \triangleright \) see (17), (39)
12: until \( 1 - \| \mathcal{T}(\eta_k) \|_F / \| \mathcal{T}(\eta_k) \|_F \leq 10^{-10} \)
13: \( \Delta \varepsilon_k^u(\Delta t_k, \eta_k), \Delta \varepsilon_k^b(\Delta t_k, \eta_k) \leftarrow (32), (33) \)
14: \( \varepsilon_k^u = \varepsilon_k^b \leftarrow (37), (38) \)
15: until \( \Delta \varepsilon_k^u(\Delta t_k, \eta_k) \leq \varepsilon_k^u \land \Delta \varepsilon_k^b(\Delta t_k, \eta_k) \leq \varepsilon_k^b \)
16: \( \hat{\mathcal{P}}^u(\Delta t_k), \hat{\mathcal{P}}^\infty(\Delta t_k) \leftarrow (27) \)
17: \( \hat{\mathcal{P}}^\infty(t_{k+1}) \leftarrow \hat{\mathcal{P}}^\infty(t_k) \oplus \text{box} \left( e^{At_k} \hat{\mathcal{P}}^\infty(\Delta t_k) \right) \)
18: \( \hat{\mathcal{P}}^u(t_{k+1}) \leftarrow \hat{\mathcal{P}}^u(t_k) \oplus e^{At_k} \hat{\mathcal{P}}^u(\Delta t_k) \)
19: \( \varepsilon_k \leftarrow (35), \rho_k \leftarrow 0 \)
20: repeat
21: \( \rho_k \leftarrow \rho_k + 1, \Delta \varepsilon_k^u(\rho_k) \leftarrow \text{Prop. 4} \)
22: until \( \Delta \varepsilon_k^u(\rho_k) \leq \varepsilon_k^u \)
23: \( \hat{\mathcal{P}}^u(t_{k+1}) \leftarrow \text{reduce} \left( \hat{\mathcal{P}}^u(t_{k+1}), \rho_k \right) \oplus \hat{\mathcal{P}}^\infty(t_{k+1}) \)
24: \( \hat{\mathcal{P}}^u(\Delta t_k) \leftarrow (19) \)
25: \( \mathcal{P}^u(t_{k+1}) \leftarrow \mathcal{P}^u(t_k) \oplus e^{At_k} \mathcal{P}^u(\Delta t_k) \)
26: \( \mathcal{H}(t_{k+1}) \leftarrow e^{At_k \mathcal{X}^0} \mathcal{P}^u(t_{k+1}) \)
27: \( \mathcal{C} \leftarrow \mathcal{F}(\Delta t_k, \eta_k) \mathcal{H}(t_k) \odot \mathcal{G}(\Delta t_k, \eta_k) u \triangleright \) see (15), (16)
28: \( \hat{\mathcal{H}}(\tau_k) \leftarrow \text{comb} \left( \mathcal{H}(t_k), \mathcal{H}(t_{k+1}) \right) \oplus \mathcal{C} \)
29: \( \varepsilon_{\tau k+1}^u, \varepsilon_{\tau k+1}^b \leftarrow (33), (28) \)
30: \( \hat{\mathcal{R}}(\tau_k) \leftarrow \hat{\mathcal{H}}(\tau_k) \oplus \hat{\mathcal{P}}^u(t_{k+1}) \)
31: \( k \leftarrow k + 1 \)
end while
32: return \( \hat{\mathcal{R}}([0, t_{end}]) \leftarrow \bigcup_{j=0}^{k-1} \hat{\mathcal{R}}(\tau_j) \)

C. Proof of Convergence

While Alg. 2 guarantees to return a reachable set \( \hat{\mathcal{R}}([0, t_{end}]) \) satisfying the error bound \( \varepsilon_{max} \) by construction, it remains to show that the algorithm terminates in finite time. To respect the linearly increasing bound for the accumulating error, we have to show that this error decreases faster than linearly with the time step size \( \Delta t_k \); thus, by successively halving the time step size, we will always find a time step size so that the error bound is satisfied. Using Lemmas 1-4 from Appendix B, we now formulate our main theorem:

**Theorem 1 (Convergence):** Alg. 2 terminates in finite time for arbitrary error bounds \( \varepsilon_{max} > 0 \).

*Proof.* By Lemma 2, the additional accumulating error \( \Delta \varepsilon_k^u(\Delta t_k, \eta_k) \) decreases quadratically with \( \Delta t_k \). Thus, we are guaranteed to find a time step size that satisfies the linearly decreasing bound \( \varepsilon_k \) by successively halving \( \Delta t_k \). The non-accumulating error \( \Delta \varepsilon_k^b(\Delta t_k, \eta_k) \) decreases at least linearly with \( \Delta t_k \) according to Lemmas 3-4. Since the error bound \( \varepsilon_k \) approaches a constant value greater than 0 for \( \Delta t_k \to 0 \), we are therefore always able to satisfy \( \varepsilon_k \) by reducing the time step size. The additional reduction error \( \Delta \varepsilon_k^u(\rho_k) \) can be set to 0 by simply omitting the reduction, which trivially satisfies any bound \( \varepsilon_k \).

Our adaptive algorithm Alg. 2 must be based on a wrapping-free reachability algorithm to guarantee convergence as successive propagation with \( e^{A \Delta t_k} \) would eliminate the required faster-than-linear decrease of the accumulating error.

D. Improved Tuning Methods

While Alg. 2 is guaranteed to converge, there is still room for improvement regarding the computation time. Hence, we present enhanced methods for adapting the time step size \( \Delta t \) and the choice of \( \zeta \) in (34) determining the amount of error that is allocated for reduction.

1) **Time Step Size:** Ideally, the chosen time step size \( \Delta t_k \) fulfills the resulting error bounds as tightly as possible. To this end, we replace the naive adaptation of \( \Delta t_k \) in Line 7 of Alg. 2 by regression: We use the previously obtained error values as data points to define linear and quadratic approximation functions modeling the behavior of the error over \( \Delta t_k \), depending on the asymptotic behavior of the respective errors according to Lemmas 1-4 from Appendix B. We then compute an estimate of the time step size required to satisfy the error bounds based on the approximation functions. This estimate is then refined until the error bounds are satisfied.

2) **Reduction Error Allocation:** The second major improvement is to pre-compute a near-optimal value for the parameter \( \zeta \) in (34) using a heuristic that aims to minimize the zonotope order of the resulting reachable sets. Our heuristic is based on the following observation: For increasing values of \( \zeta \), more margin is allocated to the reduction error and less margin to the accumulating and non-accumulating errors. Thus, the total number of steps increases because the algorithm has to select smaller time step sizes, yielding a higher zonotope order. At the same time, the zonotope order can be lowered more due to the larger reduction error margin. We now want to determine the optimal value of \( \zeta \) balancing these two effects.

We first estimate the zonotope order of \( \hat{\mathcal{P}}^u(t_{end}) \) using the number of time steps if reduction is completely omitted. Let us denote the total number of steps for Alg. 2 without reduction (\( \zeta = 0 \)), and the zonotope order of the input set \( \mathcal{U}_0 \) by \( \rho_{\mathcal{U}} \). In each step, the set \( e^{At_k} \hat{\mathcal{P}}^u(\Delta t_k) = e^{At_k} \Delta t_k \mathcal{U}_0 \) is added to \( \hat{\mathcal{P}}^u(t_k) \), which iteratively increases the zonotope of \( \hat{\mathcal{P}}^u(t_k) \) by \( \rho_{\mathcal{U}} \). Due to the linear decrease of the total error (see Lemmas 2-4 in Appendix B), using the value \( \zeta = 0.5 \) at most doubles the number of steps compared to \( \zeta = 0 \). Therefore,
the zonotope order of $\widehat{P}^U(t_{\text{end}}) = \widehat{P}^U_0(t_{\text{end}}) \oplus \widehat{P}^U_\infty(t_{\text{end}})$ can be estimated as
\begin{equation}
\rho^+(\zeta) = \frac{1}{1-\zeta} k_0 \rho t + 1,
\end{equation}
if no order reduction takes place, where the summands represent the orders of $\widehat{P}^U_0(t_{\text{end}})$ and $\widehat{P}^U_\infty(t_{\text{end}})$, respectively.

Next, we estimate the zonotope order of $\widehat{P}^U(t_{\text{end}})$ for a non-zero value $\zeta > 0$ yielding a non-zero error margin $\epsilon(t) > 0$ that is used to reduce the order of $\widehat{P}^U(t_{\text{end}})$. Using a fixed time step size $\Delta t$ yielding an integer number $k' = \lceil \frac{t_{\text{end}}}{\Delta t} \rceil$ of time steps, we compute the sequence
\begin{equation}
\forall j \in \{1, \ldots, k' + 1\} : \varepsilon^j = \text{err}\left( e^{A(j-1)\Delta t} \Delta t U_0 \right),
\end{equation}
which estimates the maximum reduction error in each time step. Let us introduce the ordering $\pi$ which permutes $\{1, \ldots, k' + 1\}$ such that $\varepsilon^\pi_1 < \ldots < \varepsilon^\pi_{k'+1}$. To mimic the accumulation of the reduction error, we introduce the cumulative sum over all $\varepsilon^j$ ordered by $\pi$:
\begin{equation}
\forall j \in \{1, \ldots, k' + 1\} : \sigma_j = \sum_{i=1}^{j+1} \varepsilon^\pi_i.
\end{equation}
The maximum reducible order $\rho^-(\zeta)$ exploits the reduction error bound $\varepsilon^\pi_1 = \varepsilon_{\text{max}}(\zeta)$ as much as possible:
\begin{equation}
\rho^-(\zeta) = j^* \rho t,
\end{equation}
where $j^* = \arg\max_{j \in \{1, \ldots, k'+1\}} \sigma_j \leq \varepsilon_{\text{max}}$. (41)

Finally, we combine the two parts (40) and (41) describing the counteracting influences to obtain the following heuristic:
\begin{equation}
\zeta = \arg\min_{\zeta \in [0,1]} \rho^+(\zeta) - \rho^-(\zeta).
\end{equation}
Since this is a scalar optimization problem, we use a fine grid of different values for $\zeta \in [0,1]$ to estimate the optimal value.

E. Extension to Output Sets

We now show how to extend the proposed algorithm to outputs $y(t)$. The output set $\mathcal{Y}(t)$ can be computed by evaluating the output equation (14) in a set-based manner:
\begin{equation}
\mathcal{Y}(t) = C \mathcal{R}(t) \oplus W V + q.
\end{equation}
For the outer-approximation error of the output set, we have to account for the linear transformation with the matrix $C$:

**Proposition 5:** Consider a linear system of the form (13)-(14). Given the error $\varepsilon_k^\pi$ (31) of the reachable set $\mathcal{R}(\tau_k)$, the corresponding output set $\mathcal{Y}(\tau_k)$ has an error of
\begin{equation}
d_H(\mathcal{Y}(\tau_k), \widehat{\mathcal{Y}}(\tau_k)) \leq \varepsilon_k^\pi := \varepsilon_k^\pi \|C\|_2.
\end{equation}
\[\text{Proof.}\] For the error in the state $x(t)$, we have
\begin{equation}
d_H(\mathcal{R}(\tau_k), \mathcal{R}(\tau_k)) \leq \varepsilon_k^\pi(10) \Rightarrow \mathcal{R}(\tau_k) \subseteq \mathcal{R}(\tau_k) \oplus \mathcal{B}_c,
\end{equation}
where the hyperball $\mathcal{B}_c$ has radius $\varepsilon = \varepsilon_k^\pi$. Applying the output equation (14) to the right-hand side yields
\begin{equation}
C \mathcal{R}(\tau_k) \oplus W V + q \subseteq C \mathcal{R}(\tau_k) \oplus C \mathcal{B}_c \oplus W V + q \Rightarrow \mathcal{Y}(\tau_k) \subseteq \mathcal{Y}(\tau_k) \oplus C \mathcal{B}_c.
\end{equation}
The error in $\widehat{\mathcal{Y}}(\tau_k)$ is therefore given by the radius of the smallest sphere enclosing the set $C \mathcal{B}_c$, i.e.,
\begin{equation}
\text{rad}(C \mathcal{B}_c) = \text{rad}\left(\{Cz \mid z^\top z \leq \varepsilon\}\right) = \max_{\|z\|_2 \leq \varepsilon} \|Cz\|_2 = \varepsilon \|C\|_2,
\end{equation}
where $\|C\|_2$ is the largest singular value of $C$. \[\square\]

V. INNER-APPROXIMATIONS

As shown in Sec. IV, the outer-approximation $\mathcal{R}(t)$ computed by Alg. 2 has a Hausdorff distance of at most $\varepsilon_{\text{max}}$ to the exact reachable set $\mathcal{R}(t)$. Consequently, an inner-approximation $\mathcal{R}(t) \subseteq \mathcal{R}(t)$ can be computed by the Minkowski difference $\mathcal{R}(t) = \mathcal{R}(t) \ominus \mathcal{B}_c$ of the outer-approximation and the hyperball $\mathcal{B}_c$ with radius $\varepsilon = \varepsilon_{\text{max}}$. Note that one can also replace $\varepsilon_{\text{max}}$ by the computed error from Alg. 2 to obtain a tighter inner-approximation. Unfortunately, there exists no closed formula for the Minkowski difference of a zonotope and a hyperball. Therefore, we first enclose $\mathcal{B}_c$ with a polytope $\mathcal{P} \supseteq \mathcal{B}_c$ since the Minkowski difference of a zonotope and a polytope can be computed efficiently if the resulting set is represented by a constrained zonotope:

**Proposition 6 (Minkowski difference):** Given a zonotope $\mathcal{Z} = \langle c, G \rangle \subset \mathbb{R}^n$ and a polytope $\mathcal{P} = \{x_1, \ldots, x_s\}$, their Minkowski difference can be represented by the constrained zonotope
\begin{equation}
\mathcal{Z} \ominus \mathcal{P} = \langle c - v_1, [G 0], A, b \rangle_{\mathcal{C} \mathcal{Z}},
\end{equation}
where
\begin{equation}
A = \begin{bmatrix}
G & -G & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
G & 0 & \cdots & -G
\end{bmatrix},
\end{equation}
\begin{equation}
b = \begin{bmatrix}
v_1 - v_2 \\
\vdots \\
v_1 - v_s
\end{bmatrix}.
\end{equation}
\[\text{Proof.}\] According to [50, Lemma 1], the Minkowski difference with a polytope as minuend can be computed as
\begin{equation}
\mathcal{Z} \ominus \mathcal{P} = \bigcap_{i \in \{1, \ldots, s\}} (\mathcal{Z} - v_i) = (\mathcal{Z} - v_1) \cap \ldots \cap (\mathcal{Z} - v_s). \tag{45}
\end{equation}
Using the equation for the intersection of constrained zonotopes in [44, Eq. (13)], we obtain for the first intersection
\begin{equation}
(Z - v_1) \cap (Z - v_2) = \langle c - v_1, G, [\ ], [\ ] \rangle_{\mathcal{C} \mathcal{Z}} \cap \langle c - v_2, G, [\ ], [\ ] \rangle_{\mathcal{C} \mathcal{Z}} \tag{44, Eq. (13)}.
\end{equation}
Repeated application of [44, Eq. (13)] yields the claim. \[\square\]

For general polytopes the number of vertices increases exponentially with the system dimension. To keep the computational complexity small, we enclose the hyperball $\mathcal{B}_c$ by a cross-polytope $\langle \varepsilon \sqrt{n}, [-I_n I_n] \rangle \subset \mathcal{B}_c$, which is a special type of polytope with only $2n$ vertices. Since the Hausdorff distance between the hyperball and the enclosing cross-polytope is $(\sqrt{n} - 1)\varepsilon$, we scale the error bound $\varepsilon_{\text{max}}$ by the factor $1/\sqrt{n}$ before executing Alg. 2 in order to obtain an inner-approximation with a maximum Hausdorff distance of $\varepsilon_{\text{max}}$ to the exact reachable set.
VI. AUTOMATED VERIFICATION

One core application of reachability analysis is the verification of safety specifications. Based on our automated parameter tuning approach, we introduce a fully automated verification algorithm for linear systems, which iteratively refines the tightness of the reachable set inner-approximation and outer-approximation until a given specification can be verified or falsified. We consider specifications of the form
\[
\forall t \in [0, t_{\text{end}}) : \left( \bigwedge_{i=1}^{r} R(t) \subseteq G_i \right) \land \left( \bigwedge_{i=1}^{w} R(t) \cap F_i = \emptyset \right)
\]
defined by a list of safe sets \( \{ G_1, \ldots, G_r \} \subset \mathbb{R}^n \) and a list of unsafe sets \( \{ F_1, \ldots, F_w \} \subset \mathbb{R}^n \), both specified as polytopes in halfspace representation. While we omit the dependence on time here for simplicity, the extension to time-varying safe sets and unsafe sets is straightforward. To check if the reachable set satisfies the specification, we need to perform containment and intersection checks on zonotopes and constrained zonotopes:

**Proposition 7 (Containment check):** Given a polytope \( P = \langle C, d \rangle_H \subset \mathbb{R}^n \) and a constrained zonotope \( CZ = \langle c, G, A, b \rangle_{CZ} \subset \mathbb{R}^n \), we have
\[
CZ \subseteq P \iff \max_{\nu} \left( \nu_1, \ldots, \nu_n \right) \leq 0,
\]
where each linear program
\[
\forall i \in \{1, \ldots, a\} : \nu_i = \max_{\alpha \in \mathbb{R}^n} C_{(i,)} c + C_{(i,)} G \alpha - d_{(i)}
s.t. \ \alpha \in [-1, 1], \ \Lambda \alpha = b.
\]
computes the distance to a single polytope halfspace.

**Proof.** In general, a set \( S \subset \mathbb{R}^n \) is contained in a polytope if it is contained in all polytope halfspaces. The linear program above evaluates the support function (see [14, Def. 1]) of \( S \) along the normal vector of each halfspace, which has to be smaller or equal to the corresponding offset to prove containment [51, Corollary 13.1.1].

For a zonotopic in-body \( Z = \langle c, G \rangle_Z \subset \mathbb{R}^n \), there is a closed-form solution ([51, Corollary 13.1.1]) with [14, Prop. 1]):
\[
Z \subseteq P \iff \max_{\nu} \left( Cc - d + \sum_{i=1}^{\gamma} |C G_{(i,)}| \right) \leq 0.
\]

Next, we consider intersection checks:

**Proposition 8 (Intersection check):** A polytope \( P = \langle C, d \rangle_H \subset \mathbb{R}^n \) and a constrained zonotope \( CZ = \langle c, G, A, b \rangle_{CZ} \subset \mathbb{R}^n \) intersect if \( \nu \leq 0 \) computed by the linear program
\[
\nu = \min_{x \in \mathbb{R}^n, \alpha \in \mathbb{R}^n, \delta \in \mathbb{R}} \delta
s.t. \ \forall i \in \{1, \ldots, a\} : C_{(i,)} x - d_{(i)} \leq \delta,
x = c + G \alpha, \ \Lambda \alpha = b, \ \alpha \in [-1, 1].
\]

**Proof.** If \( \forall i \in \{1, \ldots, a\} : C_{(i,)} x - d_{(i)} \leq \delta \leq 0 \), then there exists a point \( x \in CZ \) that is also contained in \( P \).

The overall verification algorithm is summarized in Alg. 3:

**Algorithm 3 Automated verification**

**Require:** Linear system \( \dot{x} = Ax + Bu + p \), initial set \( X^0 = \langle c_x, G_x \rangle_Z \), input set \( U = \langle c_u, G_u \rangle_Z \), time horizon \( t_{\text{end}} \), specification defined by a list of safe sets \( G_1, \ldots, G_r \) and a list of unsafe sets \( F_1, \ldots, F_w \).

**Ensure:** Specification satisfied (true) or violated (false)

1: \( \varepsilon_{\text{max}} \leftarrow \) estimated from simulations

2: repeat

3: \( \hat{R}(t) \leftarrow \) comp. with Alg. 2 using error bound \( \varepsilon_{\text{max}} \)
4: \( \tilde{R}(t) \leftarrow \hat{R}(t) \cap B_c \) \( \triangleright \) see Sec. V
5: \( \tilde{\nu}_G, \tilde{\nu}_G \leftarrow -\infty, \tilde{v}_F, \tilde{v}_F \leftarrow \infty \)
6: for \( j \leftarrow 1 \) to \( r \) do
7: \( \nu \leftarrow \) distance from \( \tilde{R}(t) \subseteq G_j \) \( \triangleright \) see (46)
8: \( \tilde{v}_G \leftarrow \max(\tilde{\nu}_G, \nu) \)
9: \( \nu \leftarrow \) distance from \( \tilde{R}(t) \subseteq G_j \) \( \triangleright \) see (45)
10: \( \tilde{v}_G \leftarrow \max(\tilde{\nu}_G, \nu) \)
11: end for
12: for \( j \leftarrow 1 \) to \( w \) do
13: \( \nu \leftarrow \) distance from \( \tilde{R}(t) \cap F_j = \emptyset \) \( \triangleright \) see Prop. 8
14: \( \tilde{v}_F \leftarrow \min(\tilde{v}_F, \nu) \)
15: \( \nu \leftarrow \) distance from \( \tilde{R}(t) \cap F_j = \emptyset \) \( \triangleright \) see Prop. 8
16: \( \tilde{v}_F \leftarrow \min(\tilde{v}_F, \nu) \)
17: end for
18: \( \nu \leftarrow \min(-\tilde{\nu}_G, \tilde{v}_F) \)
19: if \( \tilde{\nu}_G \geq 0 \) then
20: \( \nu \leftarrow \min(\nu, \tilde{\nu}_G) \)
21: end if
22: if \( \tilde{v}_F \leq 0 \) then
23: \( \nu \leftarrow \min(\nu, -\tilde{v}_F) \)
24: end if
25: \( \varepsilon_{\text{max}} \leftarrow \max(0.1 \varepsilon_{\text{max}}, \min(\nu, 0.9 \varepsilon_{\text{max}})) \)
26: until \( (\tilde{\nu}_G \leq 0) \land (\tilde{v}_F > 0) \) \lor \( (\tilde{\nu}_G > 0) \land (\tilde{v}_F \leq 0) \)
27: return \( (\tilde{\nu}_G \leq 0) \land (\tilde{v}_F > 0) \)

Since a zonotope is just a special case of a constrained zonotope, Prop. 8 can also be used to check if a zonotope intersects a polytope. For both Prop. 7 and Prop. 8, \( \nu \) is a good estimate for the Hausdorff distance between the sets if polytopes with normalized halfspace normal vectors are used. We utilize this in our automated verification algorithm to estimate the accuracy that is required to verify or falsify the specification.
update the error bound \( \varepsilon_{\text{max}} \) (Line 25). Since \( \nu \) is only an estimate, we also restrict the updated error bound to the interval \([0.1 \, \varepsilon_{\text{max}}, 0.9 \, \varepsilon_{\text{max}}]\) to guarantee convergence and avoid values that are too small. Finally, the specifications are satisfied if the outer-approximation of the reachable set is contained in all safe sets \((\bar{\nu}_G \leq 0)\) and does not intersect any unsafe sets \((\bar{\nu}_F > 0)\). On the other hand, the specifications are falsified if the inner-approximation of the reachable set is not contained in all safe sets \((\bar{\nu}_G > 0)\) or intersects an unsafe set \((\bar{\nu}_F \leq 0)\). Improvements for Alg. 3 which we omitted here for simplicity include using the computed error from Alg. 2 instead of the error bound \( \varepsilon_{\text{max}} \), omitting re-computation as well as containment and intersection checks for time intervals that are already verified, and only computing inner-approximations if the corresponding outer-approximation is not yet verified.

The space complexity of Alg. 3 is dominated by the inner-approximation \( \bar{R}(\tau_k) \), which is \( \mathcal{O}(n^4) \) following Prop. 6. Assuming a conservative bound of \( \mathcal{O}(p^{1.5}) \) for a linear program with \( p \) variables according to [52], the runtime complexity of Alg. 3 is \( \mathcal{O}(n^2) \) since we evaluate linear programs in Props. 7-8 with \( \mathcal{O}(n^2) \) variables, respectively.

VII. NUMERICAL EXAMPLES

Let us now demonstrate the performance of our adaptive tuning approach and our verification algorithm. We integrated both algorithms into the MATLAB toolbox CORA [34], and they will be made publicly available with the 2023 release\(^1\). All computations are carried out on a 2.59GHz quad-core i7 processor with 32GB memory.

A. Electrical Circuit

To showcase the general concept of our approach, we first consider the deliberately simple example of an electric circuit consisting of a resistance \( R = 2 \Omega \), a capacitor with capacity \( C = 1.5 \text{mF} \), and a coil with inductance \( L = 2.5 \text{mH} \):

\[
\begin{bmatrix}
\dot{i}_C(t) \\
\dot{i}_L(t)
\end{bmatrix} = \begin{bmatrix}
-\frac{1}{RC} & \frac{1}{L} \\
-\frac{1}{L} & 0
\end{bmatrix} \begin{bmatrix}
i_C(t) \\
i_L(t)
\end{bmatrix} + \begin{bmatrix}
0 \\
\frac{1}{L}
\end{bmatrix} u(t),
\]

where the state is defined by the voltage at the capacitor \( u_C(t) \) and the current at the coil \( i_L(t) \). The initial set is \( X^0 = [1, 3] \text{V} \times [3, 5] \text{A} \), the input voltage to the circuit \( u(t) \) is uncertain within the set \( U = [-0.1, 0.1] \text{V} \), and the time horizon is \( t_{\text{end}} = 2s \). As shown in Fig. 5, the inner- and outer-approximations computed using Alg. 2 and Sec. V converge to the exact reachable set with decreasing error bounds. The computation times are 0.26s for \( \varepsilon_{\text{max}} = 0.04 \), 0.41s for \( \varepsilon_{\text{max}} = 0.02 \), and 0.55s for \( \varepsilon_{\text{max}} = 0.01 \).

B. ARCH Benchmarks

Next, we evaluate our verification algorithm on benchmarks from the 2021 ARCH competition [53], where state-of-the-art reachability tools compete with one another to solve challenging verification tasks. We consider all linear continuous-time systems, which are the building benchmark (BLD) describing the movement of an eight-story hospital building, the International Space Station (ISS) benchmark modeling a service module of the ISS, the Heat 3D benchmark (HEAT) representing a spatially discretized version of the heat equation, and the clamped beam benchmark (CB) monitoring oscillations of a beam. The results in Tab. 1 demonstrate that our fully automated verification algorithm correctly verifies all safe benchmarks without being significantly slower than state-of-the-art tools that require extensive parameter tuning by experts. Please note that we compare only to the computation time of other tools achieved by the optimal run with expert-tuned algorithm parameters, disregarding the significant amount of time required for tuning. Moreover, our algorithm also successfully falsifies the two unsafe benchmarks, where our computation time is slightly worse because the other tools do not explicitly falsify these benchmarks but only test if they cannot be verified, which is considerably easier.

C. Autonomous Car

Finally, we show that our verification algorithm can handle complex verification tasks featuring time-varying specifications. To this end, we consider the benchmark proposed in [54], where the task is to verify that a planned reference trajectory \( x_{\text{ref}}(t) \) tracked by a feedback controller is robustly safe despite disturbances and measurement errors. The nonlinear vehicle model in [54, Eq. (3)] is replaced by a linear point mass model, which yields the closed-loop system

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{x}_{\text{ref}}(t)
\end{bmatrix} = \begin{bmatrix}
A + BK & -BK \\
0 & A
\end{bmatrix} \begin{bmatrix}
x(t) \\
x_{\text{ref}}(t)
\end{bmatrix} + \begin{bmatrix}
B & B & BK \\
B & 0 & 0
\end{bmatrix} u(t)
\]

with \( A = [0 \ 0] \text{T} \), \( B = [0 \ I_2] \text{T} \), and feedback matrix \( K \in \mathbb{R}^{2 \times 4} \). The initial set is \( X^0 = (x_0 + \mathcal{V}) \times x_0 \) and the set of uncertain inputs is \( U = u_{\text{ref}}(t) \times \mathcal{W} \times \mathcal{V} \), where \( \mathcal{W} \subset \mathbb{R}^2 \) and \( \mathcal{V} \subset \mathbb{R}^4 \) are the sets of disturbances and measurement errors taken from [54, Sec. 3], and the initial state \( x_0 \in \mathbb{R}^4 \) and control inputs for the reference trajectory \( u_{\text{ref}}(t) \in \mathbb{R}^2 \) are specific to the considered traffic scenario. To compute occupied space of the car, we apply affine arithmetic [55] to evaluate the nonlinear map in [54, Eq. (4)], where we determine the orientation of the car from the direction of the velocity vector.

For verification, we consider the traffic scenario BEL_Putte-

\(^1\)available at https://cora.in.tum.de
they apply tailored algorithms, such as block-decomposition dimensionality benchmarks often faster than our approach since there is still potential for improvement: is robustly safe (see Fig. 6).

\[\varepsilon\] of the error bound verification task, Alg. 3 only requires 64s by a polytope with 20 halfspaces. Even for this complex 11 should stay below 34s for the whole time horizon, the reachable set for the current time point, and the other traffic participants are shown.

4.2 T-I from the CommonRoad database\(^2\). The unsafe sets \(F_i\) for the verification task are given by the road boundary and the occupancy space of other traffic participants. Since the road boundary is non-convex, we use triangulation to represent it as the union of 460 convex polytopes. The occupancy spaces of other traffic participants over time intervals of length 0.1s are represented by polytopes, which results in 170 time-varying unsafe sets for the six vehicles in the scenario. The safe set \(G_i\) is given by the constraint that the absolute acceleration should stay below 11.5m.s\(^{-2}\), which we inner-approximate by a polytope with 20 halfspaces. Even for this complex verification task, Alg. 3 only requires 64s and two refinements of the error bound \(\varepsilon_{\text{max}}\) to prove that the reference trajectory is robustly safe (see Fig. 6).

**VIII. Discussion**

Despite the convincing results of our automated verification algorithm in Sec. VII, there is still potential for improvement: According to Tab. VII, other reachability tools solve high-dimensional benchmarks often faster than our approach since they apply tailored algorithms, such as block-decomposition

\[^{[18]}\text{and Krylov subspace methods}\] [19], [20]. Therefore, a natural next step is to extend our concept of automated parameter tuning via error analysis to these specialized algorithms to accelerate the verification of high-dimensional systems. In addition, since many reachability algorithms for nonlinear systems [56], [57] are based on reachability analysis for linear systems, another intriguing research direction is the extension to nonlinear systems. Verification algorithms based on implicit set representations, such as support functions [58], also present an interesting comparison to our proposed method, which computes explicit sets.

Moreover, for systems where some states have no initial uncertainty and are not influenced by uncertain inputs, our proposed algorithm cannot falsify the system since the computed inner-approximation of the reachable set will always be empty. An example is the autonomous car in Sec. VII-C, where the states corresponding to the reference trajectory are not subject to any uncertainty. Fortunately, these cases are easy to detect and one can use classical safety falsification techniques, such as Monte Carlo methods [59], Bayesian optimization [60], or cross-entropy techniques [61] instead. In general, combining safety falsification methods with our algorithm may accelerate the falsification process and provide the user with a concrete counterexample in the form of a falsifying trajectory.

Finally, while our algorithm already supports the general case of specifications defined by time-varying safe sets and unsafe sets, future work could include an extension to temporal logic specifications. This may be realized by a conversion to reachset temporal logic [62], a particular type of temporal logic that can be evaluated on reachable sets directly. Another possibility is to convert temporal logic specifications to an acceptance automaton [63], which can then be combined with the linear system via parallel composition [64].

**IX. Conclusion**

In this work, we propose a paradigm shift for reachability analysis of linear systems: Instead of requiring the user to manually tune algorithm parameters such as the time step size, our approach automatically adapts all parameters such that the

---

\[^{[2]}\text{available at https://commonroad.in.tum.de/scenarios}\]

---

| Benchmark        | Identifier | n   | m   | \(\ell\) | Safe? | Time     | Iterations | CORA | HyDRA | JuliaReach | SpaceEx |
|------------------|------------|-----|-----|--------|-------|----------|-----------|------|-------|------------|---------|
| HEAT01           | 125        | 2   | 0   | 0      | ✓     | 2.2s     | 2         | 2.2s | 13.2s | 0.13s      | 4.2s    |
| HEAT02           | 1000       | 0   | 0   | 1      | ✓     | 59s      | 1         | 9.3s | 160s  | 32s        | —       |
| CBC01            | 201        | 0   | 1   | 1      | ✓     | 28s      | 1         | 7.1s | —     | 1.4s       | 312.78s |
| CBF01            | 200        | 1   | 1   | 1      | ✓     | 144s     | 2         | 30s  | —     | 12s        | 318.88s |
| BLDC01-BDS01     | 49         | 0   | 1   | 1      | ✓     | 1.7s     | 1         | 2.9s | 0.426s| 0.0096s    | 1.6s    |
| BLDF01-BDS01     | 48         | 1   | 1   | 1      | ✓     | 2.1s     | 1         | 3.3s | —     | 0.012s     | 1.8s    |
| ISSC01-ISS02     | 273        | 0   | 3   | 1      | ✓     | 4.3s     | 1         | 1.3s | —     | 1.4s       | 29s     |
| ISSC01-ISU02     | 273        | 0   | 3   | 1      | ✗     | 10s      | 4         | 0.072s| —     | 1.4s       | 29s     |
| ISSF01-ISS01     | 270        | 3   | 3   | 1      | ✓     | 75s      | 2         | 59s  | —     | 10s        | 49s     |
| ISSF01-ISU01     | 270        | 3   | 3   | 1      | ✗     | 191s     | 3         | 38s  | —     | 10s        | 48s     |
computed outer-approximation respects a desired maximum distance to the exact reachable set. Building on this result, we then extract an inner-approximation of the reachable set directly from the outer-approximation using the Minkowski difference, which finally enables us to design a sound verification algorithm that automatically refines the inner- and outer-approximations until specifications given by time-varying safe and unsafe sets can either be verified or falsified. An evaluation on benchmarks representing the current limits for state-of-the-art reachability tools demonstrates that our approach is competitive regarding the computation time, even for high-dimensional systems. Overall, the autonomy of our approach enables non-experts to verify or falsify safety specifications for linear systems in reasonable time.

**APPENDIX A: ADDITIONAL PROPOSITIONS**

For the proof of Prop. 1 we require the error induced by outer-approximating the linear combination for zonotopes:

**Proposition 9:** Given the homogeneous solution $H(t_k) = (c_h, G_h) \in \mathbb{R}^{n \times h}$ and the particular solution $\mathcal{P}^u(\Delta t_k) = c_p$, the Hausdorff distance between the exact linear combination

$$ S = \text{comb}(H(t_k), H(t_{k+1})) $$

with $H(t_{k+1}) = e^{\Delta t_k} H(t_k) + \mathcal{P}^u(\Delta t_k)$ and the corresponding zonotope outer-approximation $\tilde{S}$ computed using (8) is bounded by

$$ d_H(S, \tilde{S}) \leq \sqrt{\gamma_h} \left\| G_h^{(-)} \right\|_2, $$

where $G_h^{(-)} = (e^{\Delta t_k} - I_n) G_h$.

**Proof.** We insert the homogeneous and particular solutions into (5) and shift the interval of $\lambda$ from $[0, 1]$ to $[-1, 1]$, which yields

$$ S = \left\{ \lambda \left( c_h + \sum_{i=1}^{\gamma_h} G_h^{(-)}(i) \alpha_i \right) + (1 - \lambda) \left( e^{\Delta t_k} c_h + \sum_{i=1}^{\gamma_h} G_h^{(+))(i)} \alpha_i \right) : \alpha_i \in [-1, 1], \lambda \in (0, 1) \right\}, $$

$$ = \left\{ 0.5 \left( (I_n + e^{\Delta t_k}) c_h + c_p \right) + 0.5 \left( \sum_{i=1}^{\gamma_h} G_h^{(-)}(i) \alpha_i \right) + 0.5 \left( \sum_{i=1}^{\gamma_h} G_h^{(+))(i)} \alpha_i \right) : \alpha_i \in [-1, 1] \right\}, $$

with $G_h^{(+) = (e^{\Delta t_k} + I_n) G_h$ and $G_h^{(-)} = (e^{\Delta t_k} - I_n) G_h$.

In order to represent this exact linear combination $S$ as a zonotope, we have to substitute the bilinear factors $\alpha_i \lambda$ in the last term by additional linear factors $\omega_i \in [-1, 1]$. By neglecting the dependency between $\alpha$ and $\lambda$, we obtain the outer-approximation $\tilde{S}$ of the exact linear combination $S$. Due to the obvious containment $S \subseteq \tilde{S}$, the formula for the Hausdorff distance in (9) simplifies to

$$ d_H(S, \tilde{S}) = \max_{\tilde{s} \in \tilde{S}} \min_{s \in S} \left\| \tilde{s} - s \right\|_2. $$

Exploiting the identical factors before and after conversion, all terms but one cancel out and we obtain

$$ \max_{\tilde{s} \in \tilde{S}} \min_{s \in S} \left\| \tilde{s} - s \right\|_2 \leq \max_{\alpha \in [-1, 1]} \min_{\omega \in [-1, 1]} \left\| \sum_{i=1}^{\gamma_h} G_h^{(-)}(i) \omega_i + \alpha_i \lambda \right\|_2 $$

$$ \leq 0.5 \left\| G_h^{(-)} \right\|_2 \max_{\varphi \in [-1, 1]} \left\| \left( \omega - \alpha \lambda \right) \right\|_2 \quad \text{(47)} $$

with $\alpha = [\alpha_1 \ldots \alpha_n]^{T}$, $\omega = [\omega_1 \ldots \omega_n]^{T}$, and $\varphi = [\omega \alpha \lambda]^{T}$. According to the Bauer Maximum Principle, we may assume that the maximum is attained at a point which satisfies the constraints

$$ \forall i \in \{1, \ldots, n\} : \omega_i = 0, \alpha_i = 1, \quad \text{and} \quad \lambda^2 = 1 $$

for the maximization term in (47). Consequently, we obtain

$$ \max_{\varphi \in [-1, 1]} \left\| \omega - \alpha \lambda \right\|_2 = \max_{\varphi \in [-1, 1]} \left\| \omega \right\|_2 = \sqrt{\gamma_h} \leq 2 \sqrt{\gamma_h}, $$

which implies $\max_{\varphi \in [-1, 1]} \left\| \omega - \alpha \lambda \right\|_2 \leq 2 \sqrt{\gamma_h}$. We insert this result into (47) to obtain the error

$$ d_H(S, \hat{S}) \lesssim 0.5 \left\| G_h^{(-)} \right\|_2 2 \sqrt{\gamma_h} = \gamma_h \left\| G_h^{(-)} \right\|_2, $$

which concludes the proof. \(\Box\)

To derive the error $\Delta \hat{S}_{k}(\Delta t_k, \eta_k)$ for one time step contained in the particular solution $e^{\Delta t_k} \mathcal{P}^u(\Delta t_k)$ as used in Prop. 2, we require the following proposition:

**Proposition 10:** For a compact set $S \subseteq \mathbb{R}^n$ and two matrices $M_1, M_2 \in \mathbb{R}^{m \times n}$, we have

$$ d_H((M_1 + M_2) S, M_1 S) \leq d_H((0, M_2 S). $$

**Proof.** For the left-hand side, we choose $s_1 = s_2$ for both min-operations in the definition (9) of the Hausdorff distance:

$$ d_H((M_1 + M_2) S, M_1 S) \overset{(9)}{=} \max_{s_1 \in S} \left\{ \min_{s_2 \in S} \left\| (M_1 + M_2) s_1 - M_1 s_2 \right\|_2 \right\}, $$

$$ \leq \max_{s_1 \in S} \left\{ \min_{s_2 \in S} \left\| (M_1 + M_2) s_1 - M_1 s_2 \right\|_2 \right\}, $$

$$ \leq \max_{s_1 \in S} \left\{ \min_{s_2 \in S} \left\| (M_1 + M_2) s_2 - M_1 s_2 \right\|_2 \right\}, $$

$$ = \max_{s_1 \in S} \left\| M_2 S \right\|_2. $$

The right-hand side evaluates trivially to

$$ d_H((0, M_2 S) = \max_{s \in S} \left\| M_2 s \right\|_2, $$

which combined with the result above yields the claim. \(\Box\)

Using Prop. 10, we obtain the following error bound:

**Proposition 11:** The Hausdorff distance between the propa-
Lemma 1: The remainder of the exponential matrix $E(\Delta t_k, \eta_k)$ in (18) satisfies

$$\lim_{\Delta t_k \to 0} E(\Delta t_k, \eta_k) = 0 \quad \text{and} \quad E(\Delta t_k, \eta_k) \sim \mathcal{O}(\Delta t_k^{\eta_k+1}).$$

Proof. For the limit value we obtain from (18)

$$\lim_{\Delta t_k \to 0} E(\Delta t_k, \eta_k) = e^{|A|0} - \sum_{i=0}^{\eta_k} \frac{1}{i!} (|A|0)^i = 0,$$

and the asymptotic behavior follows from

$$E(\Delta t_k, \eta_k) = e^{|A|\Delta t_k} - \sum_{i=0}^{\eta_k} \frac{(|A|\Delta t_k)^i}{i!} = \sum_{i=\eta_k+1}^{\infty} \frac{(|A|\Delta t_k)^i}{i!},$$

which yields $E(\Delta t_k, \eta_k) \sim \mathcal{O}(\Delta t_k^{\eta_k+1}).$ 

Next, we consider the error of the particular solution:

Lemma 2: The error $\Delta e_k^h(\Delta t_k, \eta_k)$ in (25) satisfies

$$\lim_{\Delta t_k \to 0} \Delta e_k^h(\Delta t_k, \eta_k) = 0 \quad \text{and} \quad \Delta e_k^h(\Delta t_k, \eta_k) \sim \mathcal{O}(\Delta t_k^2).$$

Proof. Using the definition of the error $\Delta e_k^h(\Delta t_k, \eta_k)$ according to (25) with $\tilde{A}_i = \frac{|A|\Delta t_k^{i+1}}{(i+1)!}$ and Lemma 1, we have

$$\lim_{\Delta t_k \to 0} \tilde{A}_i = 0, \quad \tilde{A}_i \sim \mathcal{O}(\Delta t_k^2),$$

$$\lim_{\Delta t_k \to 0} \mathcal{E}(\Delta t_k, \eta_k) \Delta t_k = 0, \quad \mathcal{E}(\Delta t_k, \eta_k) \Delta t_k \sim \mathcal{O}(\Delta t_k^{\eta_k+2}),$$

where we exploit that the minimal index is $i = 1$. It is then straightforward to obtain the limit and asymptotic behavior for $\Delta e_k^h(\Delta t_k, \eta_k).$ 

While we require a faster than linear decrease in $\Delta t_k$ for the accumulating error, a linear decrease is sufficient for the non-accumulating error as it only affects a single time step:

Lemma 3: The error $\Delta e_k^h(\Delta t_k, \eta_k)$ in (23) satisfies

$$\lim_{\Delta t_k \to 0} \Delta e_k^h(\Delta t_k, \eta_k) = 0 \quad \text{and} \quad \Delta e_k^h(\Delta t_k, \eta_k) \sim \mathcal{O}(\Delta t_k).$$

Proof. We examine the two individual terms of $\Delta e_k^h(\Delta t_k, \eta_k) = 2 \mathcal{E}(\Delta t_k, \eta_k) + \sqrt{\gamma_h} \|G_h^{-1}\|_2$ separately:

$$\lim_{\Delta t_k \to 0} \sqrt{\gamma_h} \|G_h^{-1}\|_2 = \lim_{\Delta t_k \to 0} \sqrt{\gamma_h} \|(e^{A\Delta t_k} - I)G_h\|_2 = \sqrt{\gamma_h} \|(e^0 - I)G_h\|_2 = 0.$$ 

To analyze the asymptotic behavior, it suffices to look at $(e^{A\Delta t_k} - I)G_h$ as the matrix $G_h$ and the factor $\gamma_h$ do not depend on the time step size: Since $(e^{A\Delta t_k} - I) \sim \mathcal{O}(\Delta t_k)$, we consequently obtain

$$\sqrt{\gamma_h} \|G_h^{-1}\|_2 \sim \mathcal{O}(\Delta t_k).$$

For the limit behavior of the term $2 \mathcal{E}(\Delta t_k, \eta_k)$, we have

$$\lim_{\Delta t_k \to 0} \mathcal{I}_i(\Delta t_k) = \mathcal{I}_i(0) = [(i\frac{1}{\eta_k} - (i+1)\frac{1}{\eta_k})0^t, 0] = 0,$$

$$\lim_{\Delta t_k \to 0} \mathcal{F}(\Delta t_k, \eta_k) = \sum_{i=2}^{\eta_k} \mathcal{I}_i(0) = 0,$$

$$\lim_{\Delta t_k \to 0} \mathcal{G}(\Delta t_k, \eta_k) = \sum_{i=2}^{\eta_k+1} \mathcal{I}_i(0) = 0.$$
which entails
\[ \lim_{\Delta t_k \to 0} \frac{2}{\epsilon} \mathcal{E}(F(0, \eta)H(t_k)) + \mathcal{E}(G(0, \eta)\tilde{u}) = 0. \]
Moreover, we have \( I_i(\Delta t_k) \sim O(\Delta t_k^2) \) as the minimal index is \( i = 2 \), so that we obtain in combination with Lemma 1
\[ 2(\mathcal{E}(F(0, \eta)H(t_k)) + \mathcal{E}(G(0, \eta)\tilde{u})) \sim O(\Delta t_k^2). \]
It is then straightforward to obtain the limit and asymptotic behavior for \( \Delta t_k \Delta t_k \eta_k \).

**Lemma 4:** The error \( \Delta e_{k}^{(\tau)}(\Delta t_k, \eta_k) \) in (26) satisfies
\[ \lim_{\Delta t_k \to 0} \Delta e_{k}^{(\tau)}(\Delta t_k, \eta_k) = 0 \quad \text{and} \quad \Delta e_{k}^{(\tau)}(\Delta t_k, \eta_k) \sim O(\Delta t_k). \]

**Proof.** For the limit, we insert \( \Delta t_k = 0 \) into (20) to obtain
\[
\lim_{\Delta t_k \to 0} \Delta e_{k}^{(\tau)}(\Delta t_k, \eta_k) = \text{err}\left( e_{\text{At}} \left(A^{i}0^{i+1}U_{0} \oplus (0, \eta_k)U_{0}\right) \right) = 0.
\]
According to Lemma 1, we have \( \mathcal{E}(\Delta t_k, \eta_k) \sim O(\Delta t_k) \), and with the first term of the sum above, we obtain \( \Delta e_{k}^{(\tau)}(\Delta t_k, \eta_k) \sim O(\Delta t_k) \).
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