Digital health at fifteen: more human (more needed)
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Abstract

There is growing appreciation that the success of digital health – whether digital tools, digital interventions or technology-based change strategies – is linked to the extent to which human factors are considered throughout design, development and implementation. A shift in focus to individuals as users and consumers of digital health highlights the capacity of the field to respond to secular developments, such as the adoption of person-centred care and consumer health technologies. We argue that this project is not only incomplete, but is fundamentally ‘uncompletable’ in the face of a highly dynamic landscape of both technological and human challenges. These challenges include the effects of consumerist, technology-supported care on care delivery, the rapid growth of digital users in low-income and middle-income countries and the impacts of machine learning. Digital health research will create most value by retaining a clear focus on the role of human factors in maximising health benefit, by helping health systems to anticipate and understand the person-centred effects of technology changes and by advocating strongly for the autonomy, rights and safety of consumers.
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Background

Fifteen years ago, there were no smartphones, modern social media, apps or consumer wearables. The mass deployment of electronic health records, let alone patient-facing digital records, had not yet started. Iterative software development methods were ‘bleeding edge’ and machine learning was only just starting to wake from a 20-year slumber. As BMC Medicine went to press for the first time, things that today are taken for granted as core ingredients of digital health – as methods or intervention strategies for evaluation – either did not exist or were contested territory.

It is a mistake to characterise the story of digital health research over the following 15 years as one of simply rapid technological innovation. Digital health has always asserted a translational vision of changed practices and systems of care, enabled by technology, to drive better health outcomes. What has changed, however, is recognition that it is the way in which humans interact with technologies, not abstract properties of technology, that is critical to the success of this vision [1]. This growing focus on ‘human factors’ has underpinned key developments in digital health, spanning intervention development, implementation and the quest for patient-centred care. Yet, as we argue, there is a timely opportunity for a renewed focus on the value of human factors in digital health.

Digital health@15

The idea that user perspectives should inform the design and evaluation of information systems was not new in 2003, yet its value in healthcare was only starting to be recognised. Tellingly, a comprehensive review of the benefits and challenges of user involvement, published in that year, makes no references to health [2]. It took a decade, first to develop and then to apply, a theoretical understanding of the particular scope for a substantial, human-centred ‘design-reality’ gap [3] in healthcare (where complex, contingent and fast-changing human practices challenge traditional technology design methods). A defining result is a mature understanding of the determinants of failures in large-scale health information technology (IT) implementation programs, such as...
the UK’s National Programme for IT, and the development of strategies intended to avoid future failures [4].

More recently, the focus on ‘information systems within organisations’ that motivated this earlier work has yielded interest in the roles and contributions of individuals, whether professionals, patients or consumers [1]. This shift can be understood partly in terms of technology developments, such as the development of smartphones and consumer health apps, which place patients and consumers as principal users. Mass adoption and a usage culture of ‘always carried, always on’, creates compelling opportunities for intervention, support and monitoring. However, the development of person-centred care, which seeks to respect the preferences, values and autonomy of individuals, has been equally important as both a guiding philosophy and hallmark of quality in health systems [5].

In some areas, strategic expectations [6] have been realised that digital health acts as enabler of person-centred priorities, such as improved access to care and better-tailored treatment. For example, in mental health, internet-based cognitive behavioural therapy (iCBT) has progressed from proof-of-concept [7] to a well-validated and effective therapy for depression [8], with self-directed approaches offering enhanced convenience and a realistic alternative to pharmacotherapy for mild disease. Notably, the development of iCBT was motivated by human factors-based insights into barriers to traditional face-to-face services, which included stigma and a desire for ‘in the moment’ support for mental distress. The same factors continue to influence contemporary developments, such as the emergence of machine learning-based chatbots that offer tailored support for mental distress. One such service has accrued over 2 million weekly users, who say that they are motivated to use this service because of its convenience and reduced perceptions of stigma [9]. One potential consequence of these highly scalable services – made topical by contemporary staffing shortages in key groups of health professionals, such as primary care physicians and mental health therapists [10] – may be to reduce reliance on face-to-face therapy. Any service delivery benefits, however, need to be weighed carefully against prevalent concerns about the privacy and data governance of these services, clinical safety (for example, handling crisis in mental health apps) and evidence for effectiveness [11]. A 2018 review of reviews of smartphone apps for any health condition identified only 11 prescribable products that were backed by randomized controlled trials indicating effectiveness, available to the public and designed for standalone use without clinical intervention [12].

Although the contribution of digital health towards other person-centred care priorities, such as continuity of care, is perhaps less clear cut, it nevertheless continues to underline the importance of a focus on human factors. For example, Denmark is a success story in terms of near-universal adoption of electronic health records [13]. Yet, ostensibly simple changes, such as moving from manual to electronic methods of records transmission, have raised concerns of care fragmentation when information has been lost or delayed because human systems have yet to ‘catch up’. Examples of delayed cancer diagnosis underline the scope for serious effects on health outcomes [13] of these human factors-based failures.

**A person-centred, human factors-based future requires sustained effort**

If having a person-centred perspective helps to illuminate the value created by digital health over the past 15 years (as well as highlighting where principal challenges remain), the interface between humans and technology is also key – in our view – to understanding where focus should be directed over the next 15 years.

Firstly, although what unites these examples is evidence for the value of a human factors-based focus (to both shape the success of digital health and, relatedly, probe its failures), this project is substantially incomplete. For digital intervention development, user-focused techniques, such as person-centred design, usability testing and ethnography, are still used infrequently – if at all. Yet this focus is urgently needed to tackle pressing challenges that act as barriers to improved health outcomes, such as poor user engagement with mobile health interventions [14], the capacity of healthcare workforces to take on new digital practices (even if they might alleviate workload in the long-term) when staff burnout is increasing [15], or the continuing tendency to focus on digital health technologies in terms of ‘the product’ rather than its ‘performance’ within care systems [16]. Because the consideration of human factors is an established discipline [17], the opportunity is not around new methods of development per se, but rather around how to effectively draw in and value this expertise as a routine part of digital health development and implementation.

Second is anticipating the effects of a shift in decision-making power towards consumers [5]. From a human factors-based perspective, this is interesting not only because these changes raise questions of access, equity, health literacy and privacy, but because consumerist care that involves greater number of loosely coupled blocks may paradoxically create new challenges for person-centred care not faced by monolithic systems, such as care continuity. Technology-enabled consumer healthcare barely existed even 10 years ago, yet today consumers are increasingly able to select services that operate outside of traditional healthcare structures, work across international borders and even span remote consultation, second opinion, self-management, peer support and
healthcare administration. In the USA, where 78% of adults own an app-capable smartphone, by 2015 almost three-fifths had downloaded at least one health app [18]. Today, the market may be dominated by wellness applications. However, positive evaluations of self-management tools and automated diagnostics (as well as rapid developments in the commercial sector) suggest that the future of digital health will lead to the transformation of healthcare structures. A current focus on enabling technical aspects of service integration, such as data standards and interoperability, is necessary and timely, but should not distract from the need to address user factors.

Third is the imminent potential for healthcare delivery in low-income and middle-income countries because over 1 billion people will gain access to smartphones within the next decade. Limited per capita spending on health services means that many will continue to have little or no access to traditional healthcare. Providing health advice via smartphone apps, for example, has the potential to enable access and improve health outcomes in populations on whom the burden of global disease falls disproportionately. Questions of fit with users’ – and providers’ – needs and expectations are as relevant for the success of digital health in these settings as any other [19].

The final development that warrants a continued, strong focus on human factors is the impact of artificial intelligence on systems of care, autonomy and safety. A salient example is the development of interactive ‘bots’ that use machine learning to drive natural language computer interfaces. As these bots become more advanced, there will be new opportunities for interactions between patients and professionals. It is not hard to imagine future three-way scenarios involving patients, professionals and bots. A software bot might, for example, supply empirical insights into long-term condition status and changes based on data collected outside the clinical setting using a patient’s own device. Alternatively, it might provide a safety net for a clinician interpreting imaging or test results. These developments raise important questions concerning the autonomy of patients and medical professionals, as well as impacts on workflows and service utilisation [20]. To meaningfully explore these issues, however, the field must tackle head-on a tendency for computer science-led collaborations that focus only on proof-of-concept scenarios. For publicly funded research that claims a pragmatic focus, there is little utility in developing approaches that may display excellent technical properties, but which are unlikely to be implemented because they do not address fundamental questions of compatibility with working practices, clinical norms or user acceptability.

Machine learning also brings new safety, equity and privacy concerns. The emergence of novel safety risks at the interface between humans and increasingly sophisticated automation in the commercial aviation industry [21] (long held as a model for safety in healthcare) should be a wake-up call as algorithms start to be woven into everything, including discharge planning, enhanced surgical vision and machine learning-based decision support (ML-DSS). New procedural and technical strategies will be needed to detect and address previously unanticipated equity issues, such as poor performance by biased algorithms that learn using data only from specific groups [22]. Changing public attitudes around data governance, spurred on by topical failures in the commercial sector, may directly affect the viability of data-hungry applications, such as digital phenotyping efforts that seek to build new risk-prediction models using behavioural insights gathered automatically from smartphones and wearables [23]. These applications have genuine potential to improve patient-centred health outcomes and experience, for example, by allowing individuals at risk of relapse in mental health to detect early signs without the burden of manual self-monitoring, but only if they are acceptable to users.

Conclusions
The injunction that ‘health IT should not be viewed as an end in itself’ [6] has never been more appropriate. The potential for a rich understanding of the interactions between technology and its users to help identify and address barriers to desired health outcomes offers a clear agenda for digital health research. It also provides a warrant for the value of this research domain at a time when the ubiquity of information technology might otherwise make digital technologies ‘just another’ delivery mechanism for intervention or systems change. What should happen when ‘partnership models’ of decision-making that combine professionals, consumers and software agents are shown to drive superior outcomes and reduced clinical risk? Or when positive experiences with sophisticated software agents in commercial settings lead consumers to expect the same kind of convenience in healthcare?

Digital health research will create most value by retaining a clear focus on the role of human factors in maximising health benefit, by helping health systems to anticipate and understand the person-centred effects of technology changes and by advocating strongly for the autonomy, rights and safety of consumers in a healthcare landscape in which technology will play an ever-greater role.
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