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I. COMPUTATIONAL DETAILS

In table I we show the numerical parameters used for each step of obtaining the WOT-SRSH functional, as described in the main text. For step 1 we calculate the ion-clamped, high-frequency dielectric constant, \( \epsilon_\infty \), by the change in polarization in response to a finite electric field [1, 2]. In these calculations local field effects are included for both Hartree and exchange-correlation potentials [3]. The Ga, Ge, and In PAWs include semicore \( d \)-electrons as valence ones. The total energy convergence criteria for calculations where the small electric field is applied is \( 10^{-10} \) eV. Most of the dielectric constants used for this study were already reported in Refs. [4, 5].

For steps 2-4, we use version 0.4 pseudopotentials from PSEUDO-DOJO [6]. For most pseudopotentials we use stringent fully relativistic pseudopotentials. We use standard scalar relativistic pseudopotentials for Si, AIP, AlN, C, MgO, and LiF. No projections were specified to generate a starting point for Wannierization, rather Bloch wavefunctions, without unitary transformation, were used for the starting point.

| TABLE I. Plane wave energy cutoff, \( E_{\text{cutoff}} \), and \( k \)-grid size for calculating the dielectric constant, \( \epsilon_\infty \); deviation from satisfaction of the generalized ionization potential theorem, \( \Delta I \); and the fundamental band gap, \( E_{\text{VBM}} \). |
|---|---|---|---|---|
| \( E_{\text{cutoff}} \) (eV) | \( k \)-grid | \( \Delta I \) (Ry) | \( E_{\text{VBM}} \) (Ry) | \( k \)-grid |
| InSb | 300 | 8 \times 8 \times 8 | 70 | 8 \times 8 \times 8 |
| InAs | 300 | 8 \times 8 \times 8 | 100 | 8 \times 8 \times 8 |
| Ge | 300 | 9 \times 9 \times 9 | 110 | 10 \times 10 \times 10 |
| GaSb | 300 | 8 \times 8 \times 8 | 100 | 8 \times 8 \times 8 |
| Si | 300 | 11 \times 11 \times 11 | 20 | 10 \times 10 \times 10 |
| InP | 300 | 11 \times 11 \times 11 | 60 | 8 \times 8 \times 8 |
| GaAs | 300 | 11 \times 11 \times 11 | 100 | 8 \times 8 \times 8 |
| AlSb | 300 | 11 \times 11 \times 11 | 75 | 8 \times 8 \times 8 |
| AlAs | 300 | 11 \times 11 \times 11 | 95 | 8 \times 8 \times 8 |
| GaP | 300 | 11 \times 11 \times 11 | 90 | 8 \times 8 \times 8 |
| AIP | 300 | 11 \times 11 \times 11 | 30 | 8 \times 8 \times 8 |
| GaN | 450 | 8 \times 8 \times 5 | 95 | 9 \times 9 \times 6 |
| C | 450 | 9 \times 9 \times 9 | 70 | 8 \times 8 \times 8 |
| AlN | 450 | 6 \times 6 \times 4 | 60 | 9 \times 9 \times 6 |
| MgO | 600 | 4 \times 4 \times 4 | 70 | 8 \times 8 \times 8 |
| LiF | 450 | 4 \times 4 \times 4 | 100 | 8 \times 8 \times 8 |

II. CONVERGENCE OF \( \Delta I \) WITH RESPECT TO SUPERCELL SIZE

Fig. 1 shows \( \Delta I \) for Si as a function of supercell size, using SRSH functionals with two different values of \( \gamma \). Fig. 1(a) shows \( \Delta I \) when removing an electron from the VBM maximum, without any localization scheme, i.e. \( \Delta I_{VBM} = E[N-1] - E[N] + \epsilon_{VBM} + \frac{\alpha_{\text{mad}}q^2}{2e^2r} \), where the last term is the image charge correction discussed in the main text, which facilitates convergence [7]. For computational convenience, this is calculated using VASP with a planewave cutoff of 250 eV. Clearly, \( \Delta I_{VBM} \) approaches 0 in the limit of large supercells, regardless of the value of \( \gamma \).
Fig. 1(b) shows $\Delta I$ for the same two SRSH functionals, but now upon removing an electron from a Wannier function generated using PBE, as per Eq. (4) of the main text. Clearly, $\Delta I$ is nearly converged with respect to supercell size even for a modest $2 \times 2 \times 2$ supercell. Furthermore, SRSH functionals with different values of $\gamma$ converge to different values of $\Delta I$, which provides a basis for selection of the optimal $\gamma$.

Next, we examine the convergence of $\Delta I$ for seven materials, for different supercell sizes, while keeping the SRSH parameters fixed to the values summarized in Table II. The results for Si, AlP, InSb, MgO and LiF show that $\Delta I$ for a $2 \times 2 \times 2$ supercell is sufficiently converged. For AlN and GaN, it was prohibitively expensive to calculate supercells larger than $3 \times 3 \times 2$. Based on the convergence of the other materials we estimate that $\Delta I$ is converged to 0.1 eV for AlN and GaN.

The Makov-Payne image charge correction has been shown to accelerate convergence of $\Delta I$ calculations with respect to the supercell size [8]. We use the same value of the dielectric constant in the Makov-Payne correction in Eq. (4) as we use for setting the fraction of the screened long-range exact exchange in the SRSH functional. This dielectric constant is converged with respect to the $k$-grid and includes spin-orbit coupling effects in order to be consistent with the calculation of the band gap of the material in step 4. We find that using Makov-Payne corrections with dielectric constants calculated without spin-orbit effects and with a $k$-grid that matches the supercell used in the $\tilde{E}_{\text{const}}(\delta)(N - 1)$ calculations causes $\Delta I$ calculations to converge somewhat slowly with respect to the supercell size, while ultimately yielding the same result.

III. SELECTING $\alpha$

While we use a default $\alpha$ value of 0.25, this value may prohibit optimal tuning in some cases. To understand why, consider the case of $\alpha = 1/\epsilon$. Then $\Delta I$ would be independent of $\gamma$, even upon using the IP theorem ansatz. Even if $\alpha$
is not exactly equal to $\frac{1}{\epsilon}$, poor numerical sensitivity, or failure to satisfy the IP theorem it ansatz at all, may ensue. In such cases, we increase $\alpha$ until we can obtain a unique $\gamma$ that does not approach zero. That is because the case of a very small $\gamma$, known as the “$\gamma$ collapse problem” [9, 10], corresponds to an exceedingly large screening length so the functional is effectively “all short range”, which is not physical. Therefore $\frac{1}{\epsilon}$ should not exceed the supercell size. To show explicitly that this procedure is legitimate, and does not introduce undue ambiguity, we investigated the prediction of WOT-SRSH using different values of $\alpha$ for AlAs, AlP, AlN, MgO, and LiF (see Fig. 2). We found that for all materials, except AlN, choosing an $\alpha$ in the range of 0.15 to 0.5 changes the band gap by a minimal 0.1 eV. For AlN, one can satisfy $\Delta I = 0$ only for $\alpha > 0.3$ and then $\alpha$ in the range of 0.3 to 0.5 changes the band gap by only 0.2 eV.

![Graphs of band gap predicted by the WOT-SRSH functional as a function of $\alpha$. The tuned value of $\gamma$ is reported above each point in Bohr$^{-1}$. The vertical dashed line is the value of $\frac{1}{\epsilon_{\infty}}$ and indicates a region of values of $\alpha$ where, in general, one cannot find a reliable optimal value of $\gamma$.](image-url)
IV. WHY A MATERIAL-INDEPENDENT VALUE OF $\gamma$ IS NOT SUFFICIENTLY ACCURATE

As mentioned in the main text, a fixed value of $\gamma = 0.2$ Bohr$^{-1}$ yields accurate band gaps for the narrow to medium gap semiconductors investigated in this study, but not for wide gap insulators. Here we present three observations that, taken together, explain why a fixed value of $\gamma$ will not produce accurate band gaps for all materials. The first observation is that for a hybrid functional with a fixed parameterization of the Fock operator, the missing derivative discontinuity $\Delta_{xc}$ depends superlinearly on $1/\epsilon_\infty$, where $\epsilon_\infty$ is the high-frequency dielectric constant. This can be seen for the HSE functional [11] in Fig. 3, where $\Delta_{xc,HSE}$ is estimated by $\Delta_{xc,HSE} \approx E_{g,\text{ref}} - E_{g,HSE}$, i.e. the difference between the experimental gap (corrected for ZPR) and the HSE gap. We find that the derivative discontinuity increases as $\propto (1/\epsilon_\infty)^{1.4}$. The second observation is that a material-independent parameterization of long-range exact exchange increases the band gap by approximately the same amount for different materials. This can be seen in the scatter plot of the difference between the PBE0 band gap and the HSE band gap in Fig. 3. Quantitatively, we find that 25% long-range exact exchange increases the gap by $\sim 0.6$ eV. The third observation is that, for a fixed value of $\gamma$, the band gap increases linearly with the fraction of long-range exact exchange, see for example Ref. [12]. Together, this means that for any fixed value of $\gamma$, a fraction $1/\epsilon_\infty$ of long-range exact exchange will increase the band gap linearly for different materials, with respect to the materials dielectric constant, whereas the missing derivative discontinuity, $\Delta_{xc}$, increases superlinearly. Therefore, for a fixed value of $\gamma$, calculated band gaps can be relatively accurate for some range of dielectric constants, but not for the entire range. Even if we ignore this issue, Fig. 3 shows that there is enough variation from material to material, independent of the dielectric constant, such that it is still preferable to tune $\gamma$ per material, rather than to construct, say, an empirically fitted function, $\gamma(\epsilon_\infty)$.

![FIG. 3. An estimation of the missing derivative discontinuity of HSE, $\Delta_{xc,HSE}$ (based on the difference between the experimental gap and the HSE gap), with respect to the experimental high-frequency dielectric constant of the material (blue circles). Data for GaSb, InAs, and InSb are taken from Ref. [5] and data for all other materials are taken from Ref. [13]. The amount that 25% long-range exact exchange increases the band gap for the same set of materials is given in orange plus signs. Here, the HSE and PBE0 data were taken from Ref. [14].](image-url)
[6] M. van Setten, M. Giantomassi, E. Bousquet, M. Verstraete, D. Hamann, X. Gonze, and G.-M. Rignanese, Comput. Phys. Commun. 226, 39 (2018).
[7] P. Broqvist, A. Alkauskas, and A. Pasquarello, Phys. Rev. B 80, 085114 (2009).
[8] D. Wing, J. Strand, T. Durrant, A. L. Shluger, and L. Kronik, Phys. Rev. Mater. 4, 083808 (2020).
[9] T. B. de Queiroz and S. Kümmler, The Journal of Chemical Physics 141, 084303 (2014).
[10] S. Bhandari, M. S. Cheung, E. Geva, L. Kronik, and B. D. Dunietz, Journal of Chemical Theory and Computation 14, 6287 (2018).
[11] J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys. 118, 8207 (2003); The Journal of Chemical Physics 124, 219906 (2006).
[12] Z. Zheng, D. A. Egger, J.-L. Brédas, L. Kronik, and V. Coropceanu, J. Phys. Chem. Lett. 8, 3277 (2017).
[13] W. Chen, G. Miceli, G.-M. Rignanese, and A. Pasquarello, Phys. Rev. Mater. 2, 073803 (2018).
[14] P. Borlido, T. Aull, A. W. Huran, F. Tran, M. A. L. Marques, and S. Botti, J. Chem. Theory Comput. 15, 5069 (2019).
Accurate prediction of fundamental band gaps of crystalline solid state systems entirely within density functional theory is a long standing challenge. Here, we present a simple and inexpensive method that achieves this by means of non-empirical optimal tuning of the parameters of a screened range-separated hybrid functional. The tuning involves the enforcement of an ansatz that generalizes the ionization potential theorem to the removal of an electron from an occupied state described by a localized Wannier function in a modestly sized supercell calculation. The method is benchmarked against experiment for a set of systems ranging from narrow band gap semiconductors to wide band gap insulators, spanning a range of fundamental band gaps from 0.2 to 14.2 eV and is found to yield quantitative accuracy across the board, with a mean absolute error of $\sim 0.1$ eV and a maximal error of $\sim 0.2$ eV.

The fundamental band gap of a semiconductor or insulator, defined as the difference between the ionization potential and the electron affinity of the material, is an essential material property. However, predicting it from first principles using density functional theory (DFT) has proven to be challenging (1, 2). The Kohn-Sham (KS) lowest unoccupied - highest occupied eigenvalue gap cannot be equated with the fundamental gap even if the exact (and generally unknown) exchange-correlation functional is used (3, 4). This is because the KS potential features a discontinuity (known as the derivative discontinuity) as the number of electrons crosses integer values (5), which results in a different reference potential for electron removal and addition, and therefore typically causes KS eigenvalue differences to underestimate the fundamental gap (6–8). In some cases, the discrepancy can be larger and even lead to the spurious prediction of a metallic state (9, 10). For finite systems, despite this eigenvalue discrepancy one can still calculate accurate fundamental gaps from total energy differences between the cation, neutral, and anion systems (11). For solid state systems, the subject of this work, this total energy differences approach would work for the exact exchange-correlation functional. However, it fails for functionals without a derivative discontinuity, for which delocalization of the KS orbitals causes the total energy difference to converge with increasing system size to the KS eigenvalue difference rather than to the true fundamental gap (12–18).

Many DFT-based strategies for obtaining the fundamental band gaps of solids by going beyond the KS scheme have been proposed over the years, e.g., Refs. (17–45). However, two outstanding issues remain. One is achieving a level of accuracy that is on par with that of experiment (approximately 0.1 eV) for a wide range of materials, from narrow band gap semiconductors to wide band gap insulators. For example, the Heyd-Scuseria-Ernzerhof (HSE) functional (46), a short-range hybrid, is one of the best functionals at predicting band gaps for semiconductors, but it underestimates the band gaps of insulators by as much as several eV, e.g., predicting a band gap of 6.4 eV for MgO and 11.4 eV for LiF (47). The other remaining issue is to predict the band gap non-empirically within a formally exact framework. Experience shows that if this is achieved, significant improvement in the prediction of other material properties, from defect energetics (48) to optical absorption (49, 50), is also achieved. Here, we show that both these issues can be resolved simultaneously, by overcoming the derivative discontinuity limitation within a rigorous framework of generalized Kohn-Sham (GKS) theory. This is achieved by non-empirical, system specific, optimal parameter tuning of a screened range-separated hybrid (SRSH) functional, based on enforcement of an ansatz generalizing the ionization potential (IP) theorem to the removal of an electron from an orbital corresponding to a Wannier function.
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Theory

Our starting point is the screened range-separated hybrid (SRSH) functional (51), which mixes a fraction of exact exchange and semi-local exchange, as in a standard hybrid functional (52, 53), but with a generally different fraction used in the short-range and in the long-range. This is accomplished by partitioning the exchange part of the Coulomb interaction using the identity

\[
\frac{1}{r} = \frac{\text{erfc}(\gamma r)}{r_{\text{xx}, \text{SR}}} + \left(1 - \frac{\text{erfc}(\gamma r)}{r_{\text{KSSx}, \text{SR}}} \right)
\]

where the first and third terms are treated with exact exchange (xx) and the second and fourth terms are replaced with (semi)local KS exchange (KSSx). \(\alpha\) is then the fraction of short-range (SR) exact exchange, \(\frac{1}{\epsilon}\) the fraction of long-range (LR) exact exchange, and \(\gamma\) the range-separation parameter that determines the transition from short to long range with increasing \(r\), where \(r\) is the interelectron coordinate. The SRSH exchange-correlation functional is then given by

\[
E_{\text{xc}}^{\text{SRSH}}(\alpha, \gamma, \epsilon_{\infty}) = \alpha E_{\text{xx}}^{\text{SR}} + (1 - \alpha) E_{\text{KSSx}}^{\text{SR}} + \frac{1}{\epsilon_{\infty}} E_{\text{KSSx}}^{\text{LR}} + \left(1 - \frac{1}{\epsilon_{\infty}}\right) E_{\text{KSSx}}^{\text{LR}},
\]

where KSS denotes (semi)local KS correlation.

The SRSH functional has several advantageous features. First, being a (range-separated) hybrid functional, it is a special case of the rigorous theoretical framework provided by generalized Kohn-Sham (GKS) theory (55–58). Therefore, self-consistent exchange-correlation potentials and kernels can be obtained in a straightforward manner by taking appropriate derivatives. Second, by setting \(\epsilon_{\infty}\) to the orientationally-averaged high-frequency (ion-clamped) dielectric constant, the functional possesses the correct average long-range dielectric screening (25, 51). This is known to be an important criterion for producing accurate band gaps (25, 30, 31, 36, 37, 40, 45, 51, 57, 59–62), optical absorption spectra (54, 60, 63–66), and defect energy levels (59, 67). Third, the short-range exact exchange fraction, \(\alpha\), can be chosen to balance exchange and correlation effects and mitigate self-interaction errors in the short range (46, 68, 69). Here, we use semilocal exchange and correlation components based on the Perdew-Burke-Ernzerhof (PBE) functional and adopt the default value of \(\alpha = 0.25\), as in the hybrid (PBE0) (53, 70) and short-range hybrid (Heyd-Scuseria-Ernzerhof, HSE) (46) functionals.

With values for \(\alpha\) and \(\epsilon_{\infty}\) defined uniquely, the only parameter left undetermined is the range-separation parameter, \(\gamma\). For finite systems, \(\gamma\) can be optimally tuned, i.e., determined from first principles based on the satisfaction of physical criteria (57, 71). This has typically been achieved by selecting \(\gamma\) to satisfy the IP theorem, sometimes also known as the DFT version of Koopmans’ theorem or as the generalized Koopmans’ theorem (5, 72–74). It states that for the exact (G)KS functional

\[
\epsilon_{\text{ho}} = E(N) - E(N - 1) \equiv -I,
\]

where \(\epsilon_{\text{ho}}\) is the highest occupied eigenvalue, \(E(N)\) is the ground-state total energy of the system with \(N\) electrons, \(E(N - 1)\) is the ground-state total energy of the system with one electron removed, and \(I\) is the ionization potential. For finite systems, deviation from the IP theorem is equivalent to a missing derivative discontinuity, \(\Delta_{\text{xc}}\), in the approximate exchange-correlation functional (as compared to the exact functional) (75), such that \(\epsilon_{\text{ho}} + I \approx \Delta_{\text{xc}}\) (7). Within the GKS framework, the presence of a Fock-like operator “absorbs” some of the derivative discontinuity, such that each parameterization of the Fock-like operator in a hybrid functional implies a different derivative discontinuity in the exact remainder multiplicative functional (55, 76). Choosing \(\gamma\) to satisfy the IP theorem is therefore tantamount to selecting a functional form with a negligible missing derivative discontinuity, i.e., there is no derivative discontinuity in the exact functional that the approximate functional needs to capture. This means that the exact GKS eigenvalue gap will equal the fundamental gap for that system (18, 57, 71). Furthermore, a generalized Kohn-Sham scheme that yields an eigenvalue gap equal to the true fundamental gap will also yield the correct fundamental gap from total energy differences (18).

While the above method, known as the optimally-tuned range-separated hybrid (OT-RSH) functional approach, has been very successful for determining the fundamental gap in molecules (see, e.g., Refs. (57, 71, 77–81)), it is not generally helpful for determining the band gap in solids. Due to the delocalized nature of the orbital corresponding to \(\epsilon_{\text{ho}}\) in solid state systems, the IP theorem is trivially satisfied for all parameterizations of the Fock operator, regardless of whether the corresponding exact remainder functional has a derivative discontinuity or not (14–17). Therefore, optimal tuning can not be applied without further modification and predictive power is lost.

The a priori selection of \(\gamma\) in the solid state has remained an open question and an active area of research (31, 37, 38, 40, 82). Because it is the delocalization of orbitals that prevents the use of optimal tuning in the solid state, the next logical step is to remedy the situation by creating localized orbitals. Miceli et al. (38) have achieved this by introducing a point defect in a supercell of a bulk solid and enforcing the IP theorem for the orbital localized around the defect. While this approach is well-justified physically and indeed significantly improves the predicted band gaps, it still suffers from sensitivity to the type of defect used for tuning (38, 39). Furthermore, ideally we would like to predict the properties of the pristine crystalline material without changing it.

An alternate route for solving the problem of optimal tuning in the solid state is to rely on a different scheme to create orbital localization. Indeed, several recent strategies for band gap estimation have relied on different kinds of localized orbitals for obtaining correction terms that compensate for the missing derivative discontinuity (23, 32, 33, 35, 38–41, 83). Here, we exploit Wannier functions, which are a localized orthonormal basis set obtained via a unitary transformation of a set of Bloch wavefunctions (84). While many different sets of Wannier functions can be produced from a set of Bloch functions, maximally localized Wannier functions (84) often match intuition for chemical bonds in solids and are "natu-
eral" localized orbitals of the bulk system. However, Wannier functions are not eigenfunctions of the \( (G)KS \) Hamiltonian \((84)\); moreover, a system with \( N - 1 \) electrons, the density of which corresponds to the density of the \( N \)-electron ground state with the charge density of a Wannier function removed, is not the ground state of the \( N-1 \)-electron system. Thus, the IP theorem does not strictly apply to the removal of an electron from a state corresponding to a Wannier function. Ma and Wang \((32)\) proposed as an ansatz that piecewise linearity of the total energy (which is equivalent to the IP theorem \((75)\)) be satisfied in this case too, and this ansatz has been used to generate correction terms for semilocal functionals which improved the accuracy of the computed band gaps \((32, 33, 41)\). Here, we adopt this ansatz, but instead of using it to generate a correction term, we use it to select the range-separation parameter, \( \gamma \), in the SRSH functional of Eq. (1). To do so, we seek a value of \( \gamma \) that satisfies \( \Delta I^\gamma = 0 \), where

\[
\Delta I^\gamma = E^\gamma_{\text{constr}}[\phi](N - 1) - E^\gamma(N) + \langle \phi \rangle \hat{H}^\gamma_{\text{SRSH}}[\phi].
\]  

Here \( E^\gamma_{\text{constr}}[\phi](N - 1) \) is the total energy of a system with \( N - 1 \) electrons, including an image charge correction, under the constraint that the state corresponding to a Wannier function, \( \phi \), is not occupied; \( \hat{H}^\gamma_{\text{SRSH}} \) is the Hamiltonian of the SRSH functional with \( N \)-electrons. \( \langle \phi \rangle \hat{H}^\gamma_{\text{SRSH}}[\phi] \) is the energy of the Wannier function, which we calculate via

\[
\langle \phi \rangle \hat{H}^\gamma_{\text{SRSH}}[\phi] = \sum_{\psi_i, \epsilon_i} \left( |\langle \psi_i | \phi \rangle|^2 \epsilon_i \right),
\]

where \( \psi_i \) and \( \epsilon_i \) are the GKS eigenfunctions and eigenvalues of the \( N \)-electron system, and the sum is over all orbitals.

To calculate the total energy of the \( N - 1 \) electron system prior to image charge corrections, \( E^\gamma_{\text{constr}}[\phi](N - 1) \), we use constrained DFT, inspired by approaches used in DFT +U \((85 - 87)\). We add a Lagrange multiplier to minimize the ground state energy under the constraint that the “occupation” of the Wannier function is equal to \( f_{\phi} \), that is

\[
E^\gamma_{\text{constr}}[\phi](N - 1) = \min_{\psi} E[\{\psi\}](N - 1) + \lambda \left( \sum_{\psi_i} |\langle \psi_i | \phi \rangle|^2 - f_{\phi} \right),
\]

where \( \{\psi\} \) and \( E[\{\psi\}](N - 1) \) are the eigenfunctions and total energy of the system with \( N - 1 \) electrons, and \( \lambda \) is a Lagrange multiplier. Taking the functional derivative of Eq. (6) then yields the constrained GKS equation:

\[
\hat{H} \psi_i + \lambda |\psi_i \rangle \langle \psi_i | = \epsilon_i |\psi_i \rangle,
\]

which we solve self-consistently for the \( N - 1 \) electron system. \( \lambda \) determines the occupation of the Wannier function, \( f_{\phi} \), and, in this case we enforce \( f_{\phi} < 4 \times 10^{-4} \) by setting \( \lambda = 15 \) Ry. We find that, in general, by setting \( \lambda \gg 5 \) Ry the Wannier function is nearly completely unoccupied and the desired \( N - 1 \)-electron system is obtained. Due to using periodic boundary conditions, we correct \( E^\gamma_{\text{constr}}[\phi](N - 1) \) using the Makov-Payne monopole image charge correction for a charged system \((88 - 90)\):

\[
E^\gamma_{\text{constr}}[\phi](N - 1) = E^\gamma_{\text{constr}}[\phi](N - 1) + \frac{\alpha_{\text{mad}} q^2}{2\epsilon_{\infty} L},
\]

where \( \alpha_{\text{mad}} = 2.837 \) is the Madelung constant for a simple cubic cell; \( q \) is the charge of the system, e.g. \( q = 1 \); and \( L \) is the length of the supercell.

Use of the above ingredients allows us to investigate a wide range of crystalline solids, from narrow band gap semiconductors to wide band gap insulators, using a four-step procedure which we first overview and then describe in detail. In step 1, we calculate the orientationally-averaged high-frequency (ion-clamped) dielectric constant, \( \epsilon_{\infty} \), using a primitive unit cell and use this to set the fraction of long-range exact exchange in the SRSH functional \((31, 54, 63)\). In step 2, we calculate the Wannier functions of a supercell of an \( N \)-electron system. In step 3, we calculate \( \Delta I \) using the SRSH functional with a particular value of \( \gamma \). This entails calculating \( E(N) \) and \( E^\gamma_{\text{constr}}[\phi](N - 1) \) using the Wannier function and the supercell from step 2. We iterate step 3 for different range-separation parameters until we find the range-separation parameter that yields \( |\Delta I|^\gamma < 0.02 \) eV. Here and throughout we refer to the functional obtained from this choice of parameters as the Wannier-localized, optimally-tuned SRSH (WOT-SRSH) functional. In step 4, we calculate the fundamental band gap for the material with this functional, using a primitive unit cell. Importantly, no empirical fitting is introduced in any step.

For step 1, we use HSE to calculate the dielectric constant for semiconductors \((91)\), including spin-orbit coupling effects where necessary, and PBE0 to calculate the dielectric constant for insulators (i.e. GaN and materials with larger band gaps) \((30)\). For more details, see Section I of the supplementary information (SI) \((92)\).

For both steps 2 and 3, we use supercells evaluated with a \( \Gamma \)-point-only \( k \)-grid, rather than a unit cell with a larger \( k \)-grid. Recall that in the absence of constraints, generally a unit cell calculation with an \( n \times n \times n \) \( k \)-grid is equivalent to the calculation of a supercell containing \( n \times n \times n \) replicas of the unit cell. However, the constrained removal of an electron from a Wannier function is not the same in the two cases. In the supercell, it would involve removing an electron from one well-localized Wannier function, whereas in the \( k \)-point sampled unit cell, it would be equivalent to removal of a fraction of an electron from each replicated Wannier function within the supercell. The latter scenario is not desirable as it would reduce charge localization. As for the size of the supercells used in steps 2 and 3, materials with cubic symmetry use a \( 2 \times 2 \times 2 \) conventional supercell and Wurtzite materials use a \( 3 \times 3 \times 2 \) conventional supercell. This converges \( \Delta I \) calculations to \( \sim 0.02 \) eV and \( \sim 0.07 \) eV respectively (see Section II of the SI for convergence details \((92)\)).

With regard to the Wannier function used in steps 2 and 3, we find that \( \Delta I \) is sensitive to the character of the Wannier function used and that it is important to choose the Wannier function to be composed of the top-most valence bands, as opposed to, e.g., deeper valence states or semi-core states. To achieve that in practice, we compute the energy of each Wannier function according to Eq. 5 and select the one with the highest energy. For each type of Wannier function, the Wannierization process produces a set of translationally/rotationally symmetric Wannier functions, one at every equivalent atomic site, all of which produce virtually identical \( \Delta I \) results. We also find that \( \Delta I \) is insensitive to the functional used to generate the Wannier function. We therefore use the PBE functional to generate the Wannier function, except for
narrow gap semiconductors where PBE produces a spurious metallic state, in which case we use PBE0 instead.

For step 3, when calculating the image charge correction via Eq. (8), we use the orientationally-averaged \( \epsilon_\infty \) calculated in step 1. For Wurtzite materials, we use \( L = \sqrt{\Omega} \), where \( \Omega \) is the volume of the supercell. For these weakly anisotropic systems, this produces an image charge correction that is nearly equivalent to more exact methods of incorporating anisotropy (93).

For step 3, we further note that in the original OT-RSH one often seeks to fulfill the IP theorem for both the N-electron system and the \( N+1 \) electron system, which corresponds to setting the highest-occupied molecular orbital (HOMO) and lowest-unoccupied molecular orbital (LUMO) to the ionization potential and electron affinity, respectively. (57, 71). While this is useful for atoms and small molecules, experience with larger molecules already shows that (unless totally different moieties are involved) either tuning produces similar values of \( \gamma \). This can be explained by the fact that the overall character of the system changes little upon electron addition or removal for larger systems. For solids, the difference between tuning for the ionization energy or the electron affinity is expected to be even smaller. It is then much more convenient to address the ionization potential alone, owing to the technical challenge of tuning using electron affinities, in that the added electron localized in the Wannier function (composed of conduction band states) may hybridize with states in the valence band.

For step 3, when \( \alpha \) is close to \( \frac{1}{2} \), varying \( \gamma \) does not greatly change the amount of exact exchange in the functional and the search for an optimal \( \gamma \) may fail. In this case, the value of \( \alpha \) is slightly increased beyond the default value of 0.25 and the process of looking for the optimal \( \gamma \) is repeated (for detailed information on the \textit{a priori} selection of \( \alpha \), as well as the effect of different \( \alpha \) values on the predicted band gap, see Section III of the SI (92)). Our \( \Delta I \) calculations do not include spin-orbit coupling effects. However, in step 4 we include spin-orbit coupling effects where necessary. When calculating indirect band gaps in step 4, we either use Wannier interpolation or sample the k-point of the conduction band minimum.

Finally, we emphasize strongly that enforcement of the Wannier-localized IP \textit{ansatz} is only used for selection of functional parameters (step 3). Once this step is complete, a standard range-separated hybrid functional is obtained and the predicted band gap is read directly off its eigenvalues (step 4), without any localization. This functional can then be used, as is, for the calculation of any further material property of interest.

Results and Discussion

To demonstrate how the above approach works in practice, we use AIP as a typical example (see Fig. 1). In Fig. 1(a), we show the KS wavefunction corresponding to the valence band maximum, which is clearly delocalized over the entire supercell. In contrast, the maximally localized Wannier function (Fig. 1(b)), used in the optimal tuning procedure, corresponds to a well-defined spatial location (which specific one it is, is out of all symmetry-equivalent locations, is of no consequence). In Fig. 1(c) we plot \( \Delta I \) as a function of \( \gamma \) for AIP. Clearly, \( \Delta I \) varies monotonically with \( \gamma \), such that there exists a \( \gamma \) for which \( \Delta I = 0 \). In Fig. 1(d), we plot the band gap as a function of \( \Delta I \) and again find a monotonic dependence. The same behavior has been observed for all materials investigated in this work (see Table 1 for the lattice parameters and WOT-SRSH functional parameters used in this study).

The results of Table 1 indicate that using a fixed range-separation parameter value of \( \gamma = 0.2 \) Bohr\(^{-3} \) is a reasonable compromise for standard semiconductors. However, larger gap insulators show that this value is by no means universal. For example, for LiF we would then obtain a band gap of 13.6 eV, which is lower by a very significant 1.7 eV than the reference value reported in Table 1. Similarly, for MgO, we would obtain a gap of 7.6 eV, which is 0.8 eV lower than the reference value. These results further emphasize the importance of determining a system-specific range-separation parameter through non-empirical means, as we have outlined in this work. More details about the need for a material-dependent range-separation parameter are given in Section IV of the supplementary information (92).

Because the WOT-SRSH method adopts the IP theorem \textit{ansatz} used in the Wannier-Koopmans method (WKM) (32, 33, 41), a brief discussion of the differences between the two methods is in order. In the WKM, the \textit{ansatz} is used to derive post-processing correction terms to eigenvalues obtained using the local-density approximation (LDA). This results in an MAE of \( \sim 0.15 \) eV (32), which is comparable to the one obtained here. However, the band gaps of some materials, such as MgO and LiF are underestimated by 0.4 eV (32) and 1.0 eV (33), respectively. Beyond the additional accuracy in band gap values, a core strength of our approach is that because it is within the framework of GKS theory, it can be applied to any material property. For example, in the case of time-dependent DFT, because WOT-SRSH includes screened long-range exact exchange, we automatically obtain the correct long-wavelength
Fig. 1. Illustration of the Wannier-localized, optimal-tuning SRSH approach, for the typical case of AlP. (a) Wavefunction of the valence band maximum (VBM) obtained using the PBE functional, and (b) maximally localized Wannier function used for the optimal tuning procedure. Grey - Al atoms. Purple - P atoms. Wavefunction isosurface shown in blue (positive values) and yellow (negative values) for values of $\pm 5.5 \times 10^{-4}$ for the VBM and $\pm 2.8 \times 10^{-4}$ for the Wannier function. (c) Deviation from the IP theorem, $\Delta I$, for the SRSH functional, as a function of the range separation parameter, $\gamma$, for AlP. (d) The fundamental band gap of AlP, calculated by SRSH, as a function of $\Delta I$. Dashed lines correspond to $\Delta I = 0$.

Table 1. Parameters of WOT-SRSH calculations and the resulting predicted fundamental band gaps compared to reference band gaps

| Compound | $a_{lat}$ (Å) | $\alpha$ | $\gamma$ (Bohr$^{-1}$) | $\epsilon_\infty$ | $E_{g}^{WOT-SRSH}$ (eV) | $E_{g}^{ref}$ (eV) | $(E_{g}^{exp},$ ZPR) (eV) |
|----------|----------------|---------|-------------------------|-------------------|-------------------------|-------------------|------------------------|
| InSb     | 6.48$^a$       | 0.25    | 0.17                    | 13.24             | 0.3$^*$                 | 0.2                | (0.17$^a$, 0.02$^a$)   |
| InAs     | 6.06$^a$       | 0.25    | 0.16                    | 11.40             | 0.5$^*$                 | 0.4                | (0.35$^a$, 0.02$^a$)   |
| Ge       | 5.66$^c$       | 0.25    | 0.19                    | 14.79             | 0.7$^*$                 | 0.7                | (0.66$^c$, 0.05$^c$)   |
| GaSb     | 6.10$^a$       | 0.25    | 0.19                    | 13.04             | 0.7$^*$                 | 0.8                | (0.73$^a$, 0.03$^a$)   |
| Si       | 5.43$^a$       | 0.25    | 0.19                    | 11.25             | 1.1                     | 1.2                | (1.12$^a$, 0.08$^a$)   |
| InP      | 5.87$^c$       | 0.25    | 0.23                    | 8.87              | 1.5$^*$                 | 1.4                | (1.35$^c$, 0.05$^c$)   |
| GaAs     | 5.65$^a$       | 0.25    | 0.15                    | 10.52             | 1.4$^*$                 | 1.5                | (1.42$^a$, 0.05$^a$)   |
| AlSb     | 6.14$^a$       | 0.25    | 0.14                    | 9.82              | 1.7$^*$                 | 1.7                | (1.61$^a$, 0.04$^a$)   |
| AlAs     | 5.66$^c$       | 0.25    | 0.10                    | 8.19              | 2.3$^*$                 | 2.2                | (2.16$^c$, 0.04$^c$)   |
| GaP      | 5.45$^a$       | 0.25    | 0.21                    | 8.89              | 2.4$^*$                 | 2.4                | (2.27$^a$, 0.08$^a$)   |
| AlP      | 5.47$^a$       | 0.25    | 0.16                    | 7.29              | 2.6                     | 2.5                | (2.49$^a$, 0.02$^a$)   |
| GaN      | 3.19, 5.19$^c$ | 0.30    | 0.24                    | 5.03              | 3.6                     | 3.6                | (3.44$^a$, 0.17$^a$)   |
| C        | 3.57$^c$       | 0.30    | 0.23                    | 5.55              | 5.7                     | 5.8                | (5.47$^c$, 0.38$^c$)   |
| AlN      | 3.11, 4.98$^c$ | 0.35    | 0.26                    | 4.12              | 6.6                     | 6.5                | (6.14$^c$, 0.38$^c$)   |
| MgO      | 4.22$^c$       | 0.25    | 1.50                    | 2.90              | 8.2                     | 8.4                | (7.83$^c$, 0.53$^c$)   |
| LiF      | 4.03$^b$       | 0.25    | 1.08                    | 1.93              | 15.4                    | 15.3               | (14.20$^b$, 1.15$^b$) |

Experimental room-temperature lattice parameters, $a_{lat}$ (a, c for Wurtzite structure); fraction of short-range exact exchange, $\alpha$; range-separation parameter, $\gamma$; the calculated orientationally-averaged high-frequency dielectric constant, $\epsilon_\infty$; predicted band gap ($^*$ including spin-orbit coupling effects); reference band gap (sum of the experimental room temperature fundamental band gap and the zero point renormalization energy). Also given are the mean absolute error (MAE) and the mean signed error (MSE), $E_{g}^{WOT-SRSH} - E_{g}^{ref}$.

$^a$Ref. (96); $^b$Ref. (97) Deduced by comparing the experimental 4K band gap to an extrapolated band gap; $^c$Ref. (98); $^d$Ref. (99); $^e$Ref. (100) Density functional perturbation theory (DFPT); $^f$Ref. (101) measured at 80K; $^g$Ref. (37, 102) GW calculation including both Migdal-Fan and Debye-Waller contributions.; $^h$Ref. (103); $^i$Ref. (95) measured at 200-250K.
Fig. 2. Fundamental band gaps predicted by WOT-SRSH, compared to the reference band gaps (fundamental experimental band gaps plus zero-point renormalization energy). The straight line indicates perfect agreement. Inset: zoom-in on the 0 to 3 eV region.
behavior of the linear-response kernel, which has been shown to lead to optical absorption spectra on par with the Bethe-Salpeter equation (BSE) (63). Additionally, based on other studies investigating the enforcement of the IP theorem (38, 45, 59), we expect that WOT-SRSH functional parameters will be transferable to chemically similar systems, such as systems with point defects. Moreover, SRSH functionals empirically fitted to reproduce the band gap have already been shown to retain the accuracy of other hybrid functionals, including lattice parameters and vibrational frequencies (104), and we expect this to hold true for WOT-SRSH as well.

Finally, we compare the WOT-SRSH approach with many-body perturbation theory in the GW approximation, where the self-energy operator is approximated by $G_0$, the single-particle Green’s function, and $W$, the screened Coulomb interaction (105–107). GW is perhaps the most popular approach for calculating band gaps. Importantly, one could view the screened range-separated Fock operator in WOT-SRSH as an approximate self-energy operator, which neglects the temporal dependence of the self-energy (107–109) and uses a model dielectric function (37, 108). However, one does not have to view WOT-SRSH as an approximate GW scheme. Instead, as explained above the screened range-separated Fock operator is rigorously justified from generalized Kohn-Sham theory, which shows that no time-dependence is in fact needed in order to obtain accurate band gaps. We also point out that we only use a fraction $\alpha$ of exact exchange in the short range, rather than $\alpha = 1$ as dictated by a model dielectric function (37). In order to quantitatively compare WOT-SRSH to many-body perturbation theory, we examine one GW approach, the commonly used “single-shot” $G_0W_0$ based on a PBE starting point ($G_0W_0$@PBE) (106, 110). Even with such a choice, there is a spread of results in the literature due to various additional choices, e.g., plasmon pole models, pseudopotentials, basis sets, and degree of convergence (111). With this caveat in mind, Ref. (63) reports that the MAE for band gaps calculated by $G_0W_0$@PBE, for 7 prototypical semiconductors, is 0.15 eV. The MAE of WOT-SRSH for the same set is 0.06 eV. Of note, $G_0W_0$@PBE underestimates the GaAs band gap by 0.5 eV, an error that is significantly larger than the error in the WOT-SRSH band gap for any material in this study. Another study (112) reported band gaps for most of the materials in this study, with an MAE of 0.5 eV, which is significantly larger than that of WOT-SRSH. Experience with SRSH functionals which were empirically fitted to match the $G_0W_0$@PBE band gap (63) shows that the predicted position of low-lying valence bands sometimes differ from experimental values (113). Thus, it may be advantageous to use WOT-SRSH as a natural and well-motivated starting point for many-body perturbation theory calculations within the GW approximation, which may address this issue, as well as other properties beyond the band gap itself.

In conclusion, we have developed a method for non-empirical selection of the parameters in a screened range-separated hybrid functional, which allows for accurate prediction of fundamental band gaps from narrow gap semiconductors to wide gap insulators entirely within density functional theory. The procedure involves optimal tuning by means of enforcing a generalized IP theorem ansatz for localized orbitals, in this case maximally-localized Wannier functions. Practically, it only requires modest supercell calculations with a hybrid functional. It may therefore serve as a useful means not only for the prediction of band gaps, but also for the non-empirical prediction of other properties for which hybrid functionals are useful, such as optical absorption spectra and defect energetics.

Materials and Methods

For convenience we calculate $\epsilon_{2\omega}$ in step 1 with the Vienna $ab$ initio simulation package (VASP) (114), a plane wave code, using PBE-based projector-augmented waves (PAWs) for treating core electrons (115). We use an in-house modified version of the QUANTUM ESPRESSO (116) plane-wave code to calculate steps 2–4. We use optimized norm-conserving (NC) Vanderbilt pseudopotentials (117) obtained from the online repository, PSEUDO-D00 (118) (see SI for complete computational details (92)). Methods which include exact exchange are known to be sensitive to the number of semicore states (119). We find that for Ge, Ga, In, As and Sb it is important to include one complete shell of semicore states as valence electrons. Maximally localized Wannier functions are generated using the WANNIER90 software package (120).
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