A HEINTZE-KARCHER TYPE INEQUALITY FOR HYPERSURFACES WITH CAPILLARY BOUNDARY
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Abstract. In this paper, we establish a Heintze-Karcher type inequality for hypersurfaces with capillary boundary of contact angle \( \theta \in (0, \frac{\pi}{2}) \) in a half space or a half ball, by using solution to a mixed boundary value problem in Reilly type formula. Consequently, we give a new proof of Alexandrov type theorem for embedded capillary constant mean curvature hypersurfaces with contact angle \( \theta \in (0, \frac{\pi}{2}) \) in a half space or a half ball.
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1. INTRODUCTION

Constant mean curvature (CMC) hypersurfaces play as stationary points of the isoperimetric problem. A celebrated theorem in differential geometry, which is known as Alexandrov’s theorem, says that any embedded closed hypersurface in \( \mathbb{R}^{n+1} \) with constant mean curvature is a geodesic sphere. It was first proved by Alexandrov [2] by nowadays famous Alexandrov reflection method or moving plane method.

Reilly [16] found an integral formula, which is known as Reilly’s formula, and gave an integral proof of Alexandrov’s theorem. Later, inspired by Reilly’s proof and a volume estimate by Heintze-Karcher [7], Ros [17] established a geometric inequality, known today as the Heintze-Karcher inequality, which says that for a bounded domain \( \Omega \) in \( \mathbb{R}^{n+1} \) with smooth and mean convex boundary \( \Sigma = \partial \Omega \), it holds that

\[
\int_{\Sigma} \frac{1}{H} \geq \frac{n+1}{n} |\Omega|,
\]

with equality holding if and only if \( \Sigma \) is a geodesic sphere. Here \( H \) is the mean curvature of \( \Sigma \) and \( \Sigma \) is said to be mean convex if \( H > 0 \). A combination of the Heintze-Karcher inequality (1) and the Minkowski-Hsiung formula yields Alexandrov’s theorem.

Motivated by the study of the equilibrium shapes of a liquid confined in a given container or a pendent drop, a corresponding relative isoperimetric problem has been intensively studied, see for example [13, Chapter 19]. In
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particular, capillary hypersurfaces play as stationary points of the relative isoperimetric problem. A capillary hypersurface in a container is a hypersurface intersecting the boundary of the container at a constant contact angle. Alexandrov type theorems are established in the spirit of the Alexandrov reflection method when the container possesses certain symmetry. Wente [23] showed that any embedded capillary hypersurface in the half space

$$\mathbb{R}^{n+1} = \{ x \in \mathbb{R}^{n+1} : x_{n+1} > 0 \}$$

with boundary on the hyperplane $\partial \mathbb{R}^{n+1}$, whose mean curvature function is axially symmetric, must be axially symmetric. Wente used a maximum principle with corner due to Serrin [19] to run the Alexandrov reflection method in such situation. Similarly, Athanassenas [3] and Ros-Souam [18] obtained Alexandrov type theorems in a slab or a ball.

It is interesting to see whether one can establish Alexandrov type theorems for capillary hypersurfaces via integral method in the spirit of Reilly [16] and Ros [17]. In a very recent work by the second author and Wang [22], The following Heintze-Karcher type inequality has been derived. For an embedded mean convex free boundary hypersurface $\Sigma$ lying in the half ball

$$\mathbb{B}^{n+1} = \{ x \in \mathbb{R}^{n+1} : |x| < 1, \ x_{n+1} > 0 \},$$

it holds that

$$\int_{\Sigma} \frac{x_{n+1}}{H} dA \geq \frac{n+1}{n} \int_{\Omega} x_{n+1} dx,$$

with equality holding if and only if $\Sigma$ is a spherical cap with free boundary. Here $\Omega$ is the enclosed domain by $\Sigma$ and $\partial \mathbb{B}^{n+1}$ and a free boundary hypersurface is a hypersurface that intersects $S^n$ orthogonally. The proof is based on a mixed boundary value problem in $\Omega$ and a Reilly type formula due to the second author and Qiu [15]. By combining (2) and a new Minkowski-Hsiung’s formula [22], they reproved Alexandrov type theorem for free boundary CMC hypersurface in a half ball. We would like to mention that Heintze-Karcher type inequality for free boundary hypersurfaces in a cone and in a wedge have been derived by Choe-Park [4] and Lopez [12] respectively.

The purpose of this paper is to establish a Heintze-Karcher type inequality for capillary hypersurfaces in a half space or a ball with contact angle $\theta \in (0, \frac{\pi}{2})$, in order to give integral proof of corresponding Alexandrov type theorem. In the following, we call $\Sigma$ is a $\theta$-capillary hypersurface in some container $B$ for $\theta \in (0, \pi)$ if it intersects $\partial B$ at contact angle $\theta$.

**Theorem 1.1** (Heintze-Karcher type inequality in a half space). Let $\theta \in (0, \frac{\pi}{2})$ and $\Sigma \subset \mathbb{R}^{n+1}$ be a smooth, compact, embedded, mean convex $\theta$-capillary hypersurface. Let $\Omega$ be the enclosed domain by $\Sigma$ and $\partial \mathbb{R}^{n+1}$.
it holds,
\[ \int_{\Sigma} \frac{1}{H} dA \geq \frac{n+1}{n} |\Omega| + \cos \theta \left( \frac{\int_{\Sigma} \langle \nu, E_{n+1} \rangle dA}{\int_{\Sigma} H \langle \nu, E_{n+1} \rangle dA} \right)^2, \]
where \( \nu \) is the outward unit normal to \( \Sigma \) (with respect to \( \Omega \)) and \( E_{n+1} = (0, \cdots, 0, 1) \). Equivalently,
\[ \int_{\Sigma} \frac{1}{H} dA \geq \frac{n+1}{n} |\Omega| + \cot \theta \frac{|\partial \Omega \cap \partial \mathbb{R}^{n+1}|^2}{|\partial \Sigma|}. \]

Equality in (3) or (4) holds if and only if \( \Sigma \) is a \( \theta \)-capillary spherical cap.

**Theorem 1.2** (Heintze-Karcher type inequality in a half ball). Let \( \theta \in (0, \frac{\pi}{2}] \) and \( \Sigma \subset \overline{\mathbb{R}^{n+1}_{+}} \) be a smooth, compact, embedded, mean convex \( \theta \)-capillary hypersurface. Let \( \Omega \) be the enclosed domain by \( \Sigma \) and \( S^n \). Then it holds,
\[ \int_{\Sigma} \frac{x_{n+1}}{H} dA \geq \frac{n+1}{n} \int_{\Omega} x_{n+1} dx - \cos \theta \left( \frac{\int_{\Sigma} \langle \nu, E_{n+1} \rangle dA}{\int_{\Sigma} H \langle \nu, E_{n+1} \rangle dA} \right), \]
where \( \nu \) is the outward unit normal to \( \Sigma \) (with respect to \( \Omega \)) and \( E_{n+1} = (0, \cdots, 0, 1) \). Equivalently,
\[ \int_{\Sigma} \frac{x_{n+1}}{H} dA \geq \frac{n+1}{n} \int_{\Omega} x_{n+1} dx + \cos \theta \left( \frac{\int_{\partial \Omega \cap \mathbb{S}^n} x_{n+1} dA}{\int_{\partial \Sigma} \langle \mu, E_{n+1} \rangle ds} \right)^2. \]

Equality in (5) or (6) holds if and only if \( \Sigma \) is a \( \theta \)-capillary spherical cap.

When \( \theta = \frac{\pi}{2} \), the Heintze-Karcher type inequality in \( \mathbb{R}^{n+1}_{+} \) is a simple consequence of the classical one (1) since one could make a mirror reflection of \( \Sigma \) through \( \partial \mathbb{R}^{n+1}_{+} \) to get a closed mean convex hypersurface in \( \mathbb{R}^{n+1} \), while the Heintze-Karcher type inequality in \( \mathbb{B}^{n+1}_{+} \) is exactly (2) proved in [22]. Up to our knowledge, the Heintze-Karcher type inequality in \( \mathbb{R}^{n+1}_{+} \) or \( \mathbb{B}^{n+1}_{+} \) is new for capillary hypersurfaces with contact angle other than \( \frac{\pi}{2} \).

The Minkowski type formula for a \( \theta \)-capillary hypersurface \( \Sigma \subset \mathbb{R}^{n+1}_{+} \) is
\[ \int_{\Sigma} n(1 - \cos \theta \langle \nu, E_{n+1} \rangle) - H \langle x, \nu \rangle dA = 0, \]
and for \( \Sigma \subset \overline{\mathbb{B}^{n+1}_{+}} \) is
\[ \int_{\Sigma} n(x_{n+1} + \cos \theta \langle \nu, E_{n+1} \rangle) - H \langle X_{n+1}, \nu \rangle dA = 0, \]
where
\[ X_{n+1} = x_{n+1} x - \frac{1}{2} |x|^2 + 1 \] \( E_{n+1} \),
see [1, 22]. As a consequence of the Heintze-Karcher type inequality and the Minkowski type formula, we have the following Alexandrov type theorems.
Corollary 1.1. Let $\theta_i \in (0, \pi/2]$ and $\Sigma \subset \bar{R}^{n+1}_+$ be a smooth, compact, embedded constant mean curvature $\theta$-capillary hypersurface. Then
\[
\int_{\Sigma} \frac{n(1 - \cos \theta \langle \nu, E_{n+1} \rangle)}{H} \, dA \geq (n + 1)|\Omega|.
\] (10)

Moreover, $\Sigma$ is a $\theta$-capillary spherical cap.

Corollary 1.2. Let $\theta_i \in (0, \pi/2]$ and $\Sigma \subset \bar{B}^{n+1}_+$ be a smooth, compact, embedded constant mean curvature $\theta$-capillary hypersurface. Then
\[
\int_{\Sigma} \frac{n(x_{n+1} + \cos \theta \langle \nu, E_{n+1} \rangle)}{H} \, dA \geq (n + 1) \int_{\Omega} x_{n+1} \, dx.
\] (11)

Moreover, $\Sigma$ is a $\theta$-capillary spherical cap.

In view of the Minkowski type formulas, we conjectured that (10) and (11) holds for any compact, embedded $\theta$-capillary hypersurface in $\bar{R}^{n+1}_+$ and $\bar{B}^{n+1}_+$ respectively.

Our proof of the Heintze-Karcher type inequality is motivated from that by Ros [17] and Wang-Xia [22]. We illustrate the idea in the case of $\bar{R}^{n+1}_+$. The key point is to use the solution of the following mixed boundary value problem in $\Omega$:
\[
\begin{cases}
\bar{\Delta} f = 1 & \text{in } \Omega, \\
f = 0 & \text{on } \Sigma, \\
\bar{\nabla} \bar{N} f = c & \text{on } \partial \Omega \cap \partial \bar{R}^{n+1}_+,
\end{cases}
\] (12)

where $\bar{N} = -E_{n+1}$ is the downward unit normal to $\partial \bar{R}^{n+1}_+$ and $c$ is a suitable chosen constant defined in (25). The existence of a unique solution $f \in C^\alpha(\bar{\Omega}) \cap C^\infty(\Omega)$ to (12) has been shown by Lieberman [10] by using Perron’s method. Moreover, it has been proved by Lieberman [11] that $f \in C^{1,\alpha}(\bar{\Omega})$ for some $\alpha \in (0, 1)$ and $\nabla^2 f \in L^2(\Omega)$ provided $\theta < \pi/2$. We will review the existence and regularity in Section 3 and Appendix A. The regularity enables us to use the solution $f$ to (12) in the classical Reilly formula. After carefully rearranging term and integration by parts, we arrive at the Heintze-Karcher type inequality.

We remark that our proof also works for the contact angle $\theta \in (\pi/2, \pi)$, except for the lack of regularity for (12). In this case, Lieberman’s optimal regularity result for general boundary data for the mixed boundary value problem is not enough for applying Reilly’s formula. Nevertheless, we expect that the regularity can be improved for the special boundary data in (12), that is, a vanishing Dirichlet condition on one part of the boundary and a constant Neumann condition on the other part, in order to apply Reilly’s formula to get the Heintze-Karcher type inequality for $\theta \in (\pi/2, \pi)$.

---

1The conjecture will be solved by using different method in the forthcoming paper [8]
2. Preliminaries

Let $B$ be either $\mathbb{R}^{n+1}_+$ or $\mathbb{B}^{n+1}$. Let $\Omega$ be a bounded domain in $B$ with piecewise smooth boundary $\partial \Omega = \Sigma \cup T$, where $\Sigma = \partial \Omega \cap \overline{B}$ is a smooth compact embedded $\theta$-capillary hypersurface in $\overline{B}$ and $T = \partial \Omega \cap \partial B$. Denote the corner by $\Gamma = \Sigma \cap T = \partial \Sigma = \partial T$, which is a smooth co-dimension two submanifold in $\mathbb{R}^{n+1}$. We use the following notation for normal vector fields. Let $\nu$ and $\bar{N}$ be the outward unit normal to $\Sigma$ and $\partial B$ (with respect to $\Omega$) respectively. Let $\mu$ be the outward unit co-normal to $\Gamma = \partial \Sigma \subset \Sigma$ and $\bar{\nu}$ be the outward unit co-normal to $\Gamma = \partial T \subset T$. Under this convention, along $\Gamma$ the bases $\{\nu, \mu\}$ and $\{\bar{\nu}, \bar{N}\}$ have the same orientation in the normal bundle of $\partial \Sigma \subset \mathbb{R}^{n+1}$. In particular, $\Sigma$ is $\theta$-capillary if along $\Gamma$,

$$\mu = \sin \theta \bar{N} + \cos \theta \bar{\nu}, \quad \nu = -\cos \theta \bar{N} + \sin \theta \bar{\nu}. \quad (13)$$

We denote by $\bar{\nabla}$, $\bar{\Delta}$, $\bar{\nabla}^2$ and $\bar{\text{div}}$, the gradient, the Laplacian, the Hessian and the divergence on $\mathbb{R}^{n+1}$ respectively, while by $\nabla$, $\Delta$, $\nabla^2$ and $\text{div}$, the gradient, the Laplacian, the Hessian and the divergence on the smooth part of $\partial \Omega$, respectively. Let $g$, $h$ and $H$ be the first, second fundamental forms and the mean curvature of the smooth part of $\partial \Omega$ respectively. Precisely,

$$h(X,Y) = \langle \bar{\nabla} X \nu, Y \rangle$$

and

$$H = \text{tr}_g(h).$$

We need the following version of Reilly’s formula.

Proposition 2.1. Let $\Omega$ be a bounded domain in $B$ with piecewise smooth boundary $\partial \Omega$ as above. Let $f \in C^\infty(\overline{\Omega} \setminus \Gamma)$ such that $\bar{\nabla}^2 f \in L^2(\Omega)$. Then we have

$$\int_\Omega (\bar{\Delta} f)^2 - |\bar{\nabla}^2 f|^2 \, dx$$

$$= \int_{\partial \Omega} f_\nu \Delta f - g(\nabla f_\nu, \nabla f) + H f_\nu^2 + h(\nabla f, \nabla f) \, dA. \quad (14)$$

Denote $V = x_{n+1}$ and assume $V \geq 0$ in $\Omega$. Then

$$\int_\Omega V \left( (\bar{\Delta} f)^2 - |\bar{\nabla}^2 f|^2 \right) \, dx$$

$$= \int_{\partial \Omega} V \left( f_\nu - \frac{V_\nu}{V} f \right) \left( \Delta f - \bar{\Delta} \frac{V}{V} f \right) \, dA$$

$$- \int_{\partial \Omega} V g \left( \nabla \left( f_\nu - \frac{V_\nu}{V} f \right), \nabla f - \bar{\nabla} \frac{V}{V} f \right) \, dA$$

$$+ \int_{\partial \Omega} VH \left( f_\nu - \frac{V_\nu}{V} f \right)^2 + \left( h - \frac{V_\nu}{V} g \right) \left( \nabla f - \bar{\nabla} \frac{V}{V} f, \nabla f - \bar{\nabla} \frac{V}{V} f \right) \, dA. \quad (15)$$

Proof. Let $Y = \bar{\Delta} f \bar{\nu} f - \frac{1}{2} \bar{\nabla} |\bar{\nabla} f|^2$. Then

$$\text{div}(Y) = (\bar{\Delta} f)^2 - |\bar{\nabla}^2 f|^2,$$
By the assumption $\nabla^2 f \in L^2(\Omega)$, we know that $Y \in L^2(\Omega)$ and $\text{div}(Y) \in L^1(\Omega)$. It follows from the divergence theorem in [14, Lemma 2.1] that

$$\int_{\Omega} \text{div}(Y) dx = \int_{\partial \Omega} \langle Y, \nu \rangle dA.$$ 

It is now a standard argument by using Gauss-Weingarten formula to rearrange the boundary integrand as in Reilly [16] so as to get (14). Formula (15) follows similarly as in Qiu-Xia [15] and Li-Xia [9], taking account of the divergence theorem in [14, Lemma 2.1] as before. □

Next we need the following structural lemma for compact hypersurfaces in $\mathbb{R}^{n+1}$ with boundary, these results are well-known and widely used, see [1, 20].

**Lemma 2.1.** Let $\Sigma \subset \mathbb{R}^{n+1}$ be a smooth compact hypersurface with boundary. Then it holds that

$$n \int_{\Sigma} \nu dA = \int_{\partial \Sigma} \left\{ \langle x, \mu \rangle \nu - \langle x, \nu \rangle \mu \right\} ds. \quad (16)$$

**Proof.** Let $Z = \langle \nu, e \rangle x^T - \langle x, \nu \rangle e^T$ for some constant vector $e$, where $x^T$ and $e^T$ denote the tangential component of $x$ and $e$ respectively. One computes that

$$\text{div}(Z) = n \langle \nu, e \rangle.$$

Integration by parts yields the assertion. □

### 3. Mixed boundary value problem

In this section, we collect the existence and regularity results for two mixed boundary problems which will be used in the proof of the main theorems.

#### 3.1. Half space.

Let $B = \mathbb{R}^{n+1}_+$, consider the following mixed boundary value problem in $\Omega \subset \mathbb{R}^{n+1}_+$:

$$\begin{cases}
\Delta f = 1 & \text{in } \Omega, \\
f = 0 & \text{on } \Sigma, \\
\nabla_N f = c & \text{on } \text{int}(T).
\end{cases} \quad (17)$$

**Theorem 3.1.** Assume $\theta \in (0, \frac{\pi}{2})$. There exists a unique solution $f \in C^\infty(\Omega \setminus \Gamma) \cap C^{1,\alpha}(\bar{\Omega})$ to (17) such that $|\nabla^2 f| \leq C d_{\Gamma}^{-\beta}$ for some $\beta \in (0, 1)$ and some constant $C > 0$. Here $d_{\Gamma}$ is the distance function to $\Gamma$.

**Proof.** Notice that the Fredholm alternative Theorem A.3 is applicable for (17) and we proceed by ruling out case (a).
The maximum principle (see for example [21, Lemma 4.1]) shows that the homogeneous problem
\[
\begin{align*}
\Delta f &= 0 \quad \text{in } \Omega, \\
f &= 0 \quad \text{on } \Sigma, \\
\nabla_N f &= 0 \quad \text{on } \text{int}(T),
\end{align*}
\]
has only the trivial solution, this assures the validity of case (b) in Theorem A.3.

By Remark A.1, we thus obtain a unique solution \( f \in C^1(\bar{\Omega}) \) solving (17).

The regularity \( f \in C^\infty(\bar{\Omega} \setminus \Gamma) \) follows from the classical regularity theory for elliptic equation and the decay estimate \( |\nabla^2 f| \leq C d^{-\beta} \) with \( \beta = \frac{3}{2} \in (0, 1) \) follows directly from Theorem A.2 and (51) by choosing \( \lambda \in (1, \min\{3, \frac{\pi}{2}\}) \) and \( a = \frac{\lambda + 3}{2} > 2. \)

3.2. Half ball. Let \( B = \mathbb{B}^{n+1} \) and \( V = x_{n+1} \), consider the following mixed boundary value problem in \( \Omega \subset \mathbb{B}^{n+1}+: \)
\[
\begin{align*}
\Delta f &= 1 \quad \text{in } \Omega, \\
f &= 0 \quad \text{on } \Sigma, \\
\nabla_N f - f &= c \quad \text{on } \text{int}(T).
\end{align*}
\]

**Theorem 3.2.** Assume \( \theta \in (0, \frac{\pi}{2}) \). There exists a unique solution \( f \in C^\infty(\bar{\Omega} \setminus \Gamma) \cap C^1(\bar{\Omega}) \) to (18) such that \( |\nabla^2 f| \leq C d^{-\beta} \) for some \( \beta \in (0, 1) \) and some constant \( C > 0 \). Here \( d_\Gamma \) is the distance function to \( \Gamma \).

**Proof.** We begin by noticing that the Fredholm alternative(Theorem A.3) applies for (18), and we will rule out case (a) by virtue of two maximum principles.

Precisely, let \( f \) be the solution of the following homogeneous problem
\[
\begin{align*}
\Delta f &= 0 \quad \text{in } \Omega, \\
f &= 0 \quad \text{on } \Sigma, \\
\nabla_N f - f &= 0 \quad \text{on } \text{int}(T),
\end{align*}
\]
by applying the maximum principle([6, Proposition 2.3])\(^2\) to \( f \), we see that either \( f \equiv 0 \) in \( \Omega \) or \( f < 0 \) in \( \Omega \cup T \).

On the other hand, by the maximum principle for mixed boundary equation(see for example [21, Lemma 4.1]) for \(-f\), we see that \(-f \leq 0\). Hence, the homogeneous problem (19) has only the trivial solution \( f \equiv 0 \), which assures the validity of case (b) in Theorem A.3. Thus, we have found a unique solution \( f \in C^{1,\alpha}(\Omega) \) solving (18), due to Remark A.1.

The regularity statements follow similarly as above. \( \square \)

\(^2\)The validity of such maximum principle is based on the geometry of the domain \( B^{n+1}_\epsilon \).
Precisely, we note that the first Mixed Robin-Dirichlet eigenvalue of the homogeneous problem plays an important role in the proof. We refer to [6] for a detailed account.
4. The Case of Half Space

In this section we let $\Omega \subset \mathbb{R}^{n+1}_+$. In this case, $\bar{N} = -E_{n+1}$. We collect the following integral identities, which has been proved in [1].

**Proposition 4.1.** It holds that

\[
\int_{\Sigma} \langle \nu, E_{n+1} \rangle \, dA = |T|, \tag{20}
\]

\[
\int_{\Sigma} H \langle \nu, E_{n+1} \rangle \, dA = \sin \theta |\Gamma|, \tag{21}
\]

\[
\int_{\Sigma} n(1 - \cos \theta \langle \nu, E_{n+1} \rangle) - H \langle x, \nu \rangle \, dA = 0. \tag{22}
\]

**Proof.** We prove it for completeness. Since

\[
\text{div} E_{n+1} = 0,
\]

by using integration by parts in $\Omega$, we get (20). Since

\[
\text{div}(E_{n+1}^T) = -H \langle \nu, E_{n+1} \rangle,
\]

by using integration by parts in $\Sigma$ and (13), we get (21). Since

\[
\text{div}(x^T) = n - H \langle x, \nu \rangle,
\]

by using integration by parts in $\Sigma$, we get

\[
\int_{\Sigma} n - H \langle x, \nu \rangle \, dA = \int_{\Gamma} \langle x, \mu \rangle \, ds. \tag{23}
\]

On the other hand, by (16) and (13), we get

\[
\int_{\Sigma} \langle \nu, E_{n+1} \rangle \, dA = \int_{\Gamma} (\langle x, \mu \rangle \langle \nu, E_{n+1} \rangle - \langle x, \nu \rangle \langle \mu, E_{n+1} \rangle) \, ds
\]

\[
= \int_{\Gamma} \frac{1}{\cos \theta} \langle x, \mu \rangle \, ds. \tag{24}
\]

Identity (22) follows from (23) and (24). \hfill \Box

**Proof of Theorem 1.1.** Let $f$ be the solution to (17) with

\[
c = -\frac{n}{n+1} \cot \theta \frac{|T|}{|\Gamma|}. \tag{25}
\]

At each $p \in \Gamma$, we find some neighborhood $B_\delta(p)$ with $\delta > 0$ small, such that up to a coordinate transformation, there exists a Cartesian coordinate $(x^1, \ldots, x^{n+1})$ in $B_\delta(p) \cap \Omega$, such that the corresponding cylindrical coordinates $(r, \eta, x')$ is given by

\[
x_1 = r \cos \eta, \quad x_2 = r \sin \eta, \quad x' = (x^3, \ldots, x^{n+1}),
\]

with $r \in [0, \delta)$ and $\eta \in [0, \theta]$. Since $|\nabla^2 f| \leq C d_\Gamma^{-\beta}$ for $\beta \in (0, 1)$, one see that

\[
\int_{\Omega} |\nabla^2 f|^2 \, dx \leq C_1 + C_2 \int_0^{\theta} \int_0^\delta r^{-2\beta} r \, dr \, d\eta < +\infty.
\]
Also since $\nabla^2 f(X,Y) = \tilde{\nabla}^2 f(X,Y) + h(X,Y)\tilde{N} f$ on $T$ for some tangential vector fields $X,Y$, we see that

$$\int_T |\nabla^2 f| dA \leq \int_T |\tilde{\nabla}^2 f| + C_3|\nabla f| dA \leq C_4 \int_0^\delta r^{-\beta} dr + C_5 < +\infty.$$ 

That means $|\nabla^2 f| \in L^2(\Omega)$ and $|\nabla^2 f| \in L^1(T)$.

In particular, Reilly’s formula (14) is applicable for $f$ and we get

$$\frac{n}{n+1}|\Omega| = \frac{n}{n+1} \int_{\Omega} (\tilde{\Delta} f)^2 dx \geq \int_{\Sigma} Hf^2 dA + c \int_T \Delta f dA. \quad (26)$$

Here we used the Cauchy-Schwarz inequality, the boundary condition $f = 0$ on $\Sigma$ and $\tilde{\nabla}_N f = c$ on $T$, as well as the fact that $h^T \equiv 0$.

Since $|\nabla^2 f| \in L^1(T)$, one uses the divergence theorem and the dominate convergence theorem to get

$$\int_T \Delta f dA = \int_{\Gamma} \langle \nabla^T f, \tilde{\nu} \rangle ds, \quad (27)$$

where $\nabla^T$ denotes the covariant derivative on $T$. Next, since $f \in C^1(\bar{\Omega})$, by using (13), we get

$$\int_{\Gamma} \langle \nabla^T f, \tilde{\nu} \rangle ds = \int_{\Gamma} \langle \nabla^T f, \frac{1}{\cos \theta}\mu \rangle ds$$

$$= \frac{1}{\cos \theta} \int_{\Gamma} \langle \tilde{\nabla} f - \langle \tilde{\nabla} f, \tilde{N} \rangle \tilde{N}, \mu \rangle ds$$

$$= \frac{1}{\cos \theta} \int_{\Gamma} \nabla_\mu f - \sin \theta \nabla_\tilde{N} f ds$$

$$= -c \tan \theta |\Gamma|. \quad (28)$$

In the last equality we used $f = 0$ on $\Sigma$ which implies $\nabla_\mu f = 0$ along $\Gamma$, and $\nabla_\tilde{N} f = c$ on $T$.

Combining (26) - (28), we arrive at

$$\frac{n}{n+1}|\Omega| \geq \int_{\Sigma} Hf^2 dA - c^2 \tan \theta |\Gamma|. \quad (29)$$

On the other hand, by using the divergence theorem [14, Lemma 2.1],

$$|\Omega| = \int_{\Omega} \tilde{\Delta} f dx = \int_{\Sigma} f_\nu dA + \int_T f_\tilde{N} dA = \int_{\Sigma} f_\nu dA + c|T|. \quad (30)$$

By the choice of $c$ in (25), we see that

$$\int_{\Sigma} f_\nu dA = |\Omega| + \frac{n}{n+1} \cot \theta \frac{|T|^2}{|\Gamma|} \geq \frac{n+1}{n} \int_{\Sigma} Hf^2 dA. \quad (31)$$

Using the Hölder inequality

$$\left( \int_{\Sigma} f_\nu dA \right)^2 \leq \int_{\Sigma} Hf^2 dA \int_{\Sigma} \frac{1}{H} dA,$$
in (31), we obtain
\[ \int_{\Sigma} \frac{1}{H} dA \geq \frac{n}{n+1} |\Omega| + \cot \theta \frac{|T|^2}{|\Gamma|}. \]
This is exactly (4). Inequality (3) is equivalent to (4) in view of (20) and (21).

We are thus left to characterize the equality case in (3) or (4). Indeed, if equalities hold throughout the argument above, from the Cauchy-Schwarz inequality for $|\nabla^2 f|^2$ we know that $\nabla^2 f$ is proportional to the metric $g_{\text{euc}}$, i.e.,
\[ \nabla^2 f = \frac{1}{n+1} g_{\text{euc}}. \tag{32} \]
Restricting (32) at $x \in \Sigma$ and using $f|_{\Sigma} = 0$, we see
\[ h_{ij}(x)f_\nu(x) = \frac{1}{n+1} g_{ij}, \tag{33} \]
which implies that $\Sigma$ is an umbilical hypersurface in $\mathbb{R}^{n+1}$. In particular, it is well-known that umbilical hypersurfaces in the Euclidean space must be spherical, which completes the proof.

\[ \square \]

Finally, with the Heintze-Karcher inequality (3) in force, we are in the position to prove the Alexandrov type theorem.

**Proof of Corollary 1.1.** Since $\Sigma$ is now a CMC $\theta$-capillary hypersurface, the Heintze-Karcher type inequality (3) reads
\[ \int_{\Sigma} \frac{1}{H} dA \geq \frac{n+1}{n} |\Omega| + \frac{\cos \theta}{H} \left( \int_{\Sigma} \langle \nu, E_{n+1} \rangle dA \right). \tag{34} \]
On the other hand, since $H$ is a positive constant on $\Sigma$, the Minkowski type formula (22) shows that (34) is indeed an equality. By the characterization of equality case in Theorem 1.1, $\Sigma$ must be a $\theta$-capillary spherical cap. This completes the proof.

\[ \square \]

5. **The Case of Half Ball**

In this section we let $\Omega \subset \mathbb{R}^{n+1}_+$. In this case, $\vec{N}(x) = x$. We collect the following integral identities, which have been proved in [22, Proposition 3.2]. For the sake of simplicity, in this section, the smooth function $x_{n+1}$ and the vector field $X_{n+1}$ in (9) are abbreviated by $V$ and $X$. Recall that $X$ is a conformal Killing vector field with
\[ \frac{1}{2}(\nabla_i X_j + \nabla_j X_i) = V \delta_{ij}. \]
Proposition 5.1. It holds that
\[
\int_{\Sigma} \langle \nu, E_{n+1} \rangle \, dA = - \int_{T} V \, dA, \tag{35}
\]
\[
\int_{\Sigma} H \langle \nu, E_{n+1} \rangle \, dA = - \int_{\Gamma} \langle \mu, E_{n+1} \rangle \, ds, \tag{36}
\]
\[
\int_{\Sigma} n(x_{n+1} + \cos \theta \langle \nu, E_{n+1} \rangle) - H \langle X, \nu \rangle \, dA = 0. \tag{37}
\]

Proof. We prove it for completeness. Since \( \bar{\text{div}} E_{n+1} = 0 \), by using integration by parts in \( \Omega \), we get (35). Since \( \text{div}(E_{n+1}^T) = -H \langle \nu, E_{n+1} \rangle \), by using integration by parts in \( \Sigma \) and (13), we get (36). Since \( \text{div}(X^T) = nV - H \langle X, \nu \rangle \), by using integration by parts in \( \Sigma \), we get
\[
\int_{\Sigma} nV - H \langle X, \nu \rangle \, dA = \int_{\Gamma} \langle X, \mu \rangle \, ds. \tag{38}
\]
On the other hand, by (16) and (13), and the fact \( \bar{N}(x) = x \), we obtain
\[
n \int_{\Sigma} \langle \nu, E_{n+1} \rangle \, dA = \int_{\Gamma} \langle \langle x, \mu \rangle \langle E_{n+1}, \nu \rangle - \langle x, \nu \rangle \langle E_{n+1}, \mu \rangle \rangle \, ds
= \int_{\Gamma} \langle E_{n+1}, \bar{\nu} \rangle \, ds = - \int_{\Gamma} \langle X, \bar{\nu} \rangle \, ds = - \frac{1}{\cos \theta} \int_{\Gamma} \langle X, \mu \rangle \, ds. \tag{39}
\]
Here we invoke the definition of \( X \) in the third equality; the last equality is derived again by (13).

Identity (37) follows from (38) and (39). \( \square \)

Proof of Theorem 1.2. Let \( f \) be the solution to (18) with
\[
c = -\frac{n}{n+1} \cos \theta \frac{\int_{T} V \, dA}{\int_{\Gamma} \langle E_{n+1}, \mu \rangle \, ds}. \tag{40}
\]
Arguing as the proof of Theorem 1.1, we find that
\[
|\nabla^2 f| \in L^2(\Omega), \quad |\nabla^2 f| \in L^1(T).
\]
Using generalized Reilly’s formula (15) for \( f \) and we obtain
\[
\frac{n}{n+1} \int_{\Omega} V \, dx = \frac{n}{n+1} \int_{\Omega} V (\bar{\Delta} f)^2 \, dx
\geq \int_{\Sigma} HV f^2 \, dA + c \int_{\Gamma} V \left( \Delta f - \frac{\Delta V}{V} f \right) \, ds + nc^2 \int_{T} V \, ds
= \int_{\Sigma} HV f^2 \, dA + c \int_{T} (V \Delta f - \Delta V f) \, ds - nc^2 \int_{\Sigma} \langle E_{n+1}, \nu \rangle \, ds. \tag{41}
\]
Here in the inequality, we used the boundary condition $f = 0$ on $\Sigma$ and $V \nabla_\Sigma f - f \nabla_\Sigma V = cV$ on $T$, as well as the fact that the mean curvature of the half sphere is a constant, i.e., $H_T \equiv n$; for the last equality, we used (35).

Let us keep track of the second term, since $|\nabla^2 f| \in L^1(T)$, by using the Green’s second identity, we find

$$ c \int_T (V \Delta f - \Delta V f) \, ds = c \int_\Gamma V \langle \nabla f, \nu \rangle \, ds $$

$$ = \frac{c}{\cos \theta} \int_\Gamma V \langle \nabla f - \langle \nabla f, N \rangle N, \mu \rangle \, ds, $$

here we used $f = 0$ on $\Sigma$ in the first equality; for the last equality, we use the constant contact angle condition (13).

Notice that $f \in C^{1,\alpha}(\Omega)$, the Dirichlet condition and the Robin condition in (18) yield

$$ \int_\Gamma V \langle \nabla f - \langle \nabla f, x \rangle x, \mu \rangle \, ds = - \int_\Gamma V \nabla_\Sigma f \langle x, \mu \rangle \, ds $$

$$ = -c \int_\Gamma V \langle x, \mu \rangle \, ds = -c \int_\Gamma \langle X + E_{n+1}, \mu \rangle \, ds, $$

(42)

here in the second equality we have used the fact that $\Gamma \subset \Sigma$ and hence $f = 0$ on $\Gamma$; in the last equality we exploited that $\Gamma \subset T \subset \partial B^{n+1}$ and hence $X(x) = Vx - E_{n+1}$.

By virtue of (42), (36) and (39), (41) thus reads

$$ \frac{n}{n+1} \int_\Omega V \, dx \geq \int_\Sigma HV f^2 \, dA - \frac{c^2}{\cos \theta} \int_\Gamma \langle \mu, E_{n+1} \rangle \, dA. $$

(43)

On the other hand, by using the divergence theorem [14, Lemma 2.1],

$$ \int_\Omega V \, dx = \int_\Omega (V \Delta f - \Delta V f) \, dx = \int_\Sigma V f \, dA + c \int_T V \, dA. $$

(44)

Invoking the choice of $c$ in (40), we find

$$ \int_\Sigma V f \, dA = \int_\Omega V \, dx + \frac{n}{n+1} \frac{\cos \theta}{\int_\Gamma \langle E_{n+1}, \mu \rangle \, ds} \geq \frac{n+1}{n} \int_\Sigma HV f^2 \, dA. $$

(45)

Using the Hölder inequality

$$ \left( \int_\Sigma V f \, dA \right)^2 \leq \int_\Sigma HV f^2 \, dA \int_\Sigma \frac{V}{H} \, dA, $$

(46)

in (45), we obtain

$$ \int_\Sigma \frac{V}{H} \, dA \geq \frac{n+1}{n} \int_\Omega V \, dx + \cos \theta \frac{\left( \int_T V \, dA \right)^2}{\int_\Gamma \langle E_{n+1}, \mu \rangle \, ds}. $$

(47)
This shows (6). Inequality (5) is equivalent to (6) in view of (35) and (36).

The characterization of equality case in (5) or (6) follows from the proof of Theorem 1.1, this completes the proof. □

Consequently, the Alexandrov type result Corollary 1.2 is set up. Thanks to the CMC condition, the Minkowski type formula (37) shows that the Heintze-Karcher type inequality (5) must be an equality, and it follows from Theorem 1.2 that \( \Sigma \) must be a \( \theta \)-capillary spherical cap.

**Appendix A. A Fredholm alternative for the mixed boundary value problem**

The purpose of the appendix is to present a detailed statement and proof of the Fredholm alternative for mixed boundary elliptic equation, which was brought up in [10] without proof.

For completeness, we present some existence and regularity results for mixed boundary value problems

\[
\begin{aligned}
\bar{\Delta} f &= h & \text{in } \Omega, \\
f &= 0 & \text{on } \Sigma, \\
\bar{\nabla}_N f + f &= g & \text{on } \text{int}(T),
\end{aligned}
\]

(48)

which was proved by Lieberman [10, 11].

To facilitate the presentation, We recall the definition of weighted Hölder spaces. Set \( d_{\Gamma}(x) = \text{dist}(x, \Gamma) \), \( \Omega_\delta = \{ x \in \Omega : d_{\Gamma}(x) > \delta \} \). For \( a \geq 0 \), \( b \geq -a \), we define

\[
|f|_{a, \Omega_\delta} = \sup_{\delta > 0} \delta^{a+b} |f|_{a, \Omega_\delta},
\]

where \( |f|_{a, \Omega_\delta} \) is the standard norm on \( \Omega_\delta \). We denote by \( H_a^{(b)} \) the set of all functions \( f \) on \( \Omega \) with finite norm \( |f|_{a, \Omega}^{(b)} \).

**Theorem A.1.** There exists a solution \( f \in C^2(\Omega \cup \text{int}(T)) \cap C^0(\bar{\Omega}) \) to (48) for all \( h \in C^a(\Omega \cup \text{int}(T)) \), \( g \in C^{1,\alpha}(\Omega \cup \text{int}(T)) \).

**Proof.** See [10, Theorem 1]. □

**Theorem A.2.** Assume \( \theta \in (0, \frac{\pi}{2}) \). Let \( f \in C^2(\Omega \cup \text{int}(T)) \cap C(\bar{\Omega}) \) be a solution to (48). Then for any \( \lambda \in (1, \frac{\pi}{2\theta}) \) and any noninteger \( a > 2 \), we have

\[
|f|_{a}^{(-\lambda)} \leq C(|h|_{a-2}^{(2-\lambda)} + |g|_{a-1}^{(1-\lambda)} + |f|_0).
\]

(49)

**Proof.** See [11, Theorem 4]. Here we only explain the admissible range \( (1, \frac{\pi}{2\theta}) \) for \( \lambda \), which is not explicitly expressed in [11, Theorem 4].

Locally near every \( x_0 \in \Gamma \), up to a transformation, there exists a Cartesian coordinate \( (x^1, \ldots, x^{n+1}) \), centered at \( x_0 \), such that the corresponding cylindrical coordinates \( (r, \eta, x') \) is given by

\[
x_1 = r \cos \eta, \quad x_2 = r \sin \eta, \quad x' = (x^3, \ldots, x^{n+1}),
\]
with $0 \leq \eta \leq \theta$.

The key of the proof in [11, Theorem 4] is to find a Miller-type barrier function $\psi = r^\lambda \varphi(\eta)$ satisfying

$$
\begin{cases}
\Delta \psi = r^\lambda \varphi + \varphi'' \leq -c_1 r^{\lambda-2} & \text{for } \eta \in (0, \theta), \\
\bar{\nabla}_N \psi = -r^\lambda \varphi \geq c_1 r^{\lambda-1} & \text{for } \eta = 0, \\
c_1 \leq \varphi \leq 1 & \text{for } \eta \in [0, \theta],
\end{cases}
$$

(50)

with a positive constant $c_1$. The Miller-type barrier $\varphi(\eta)$ is constructed from a perturbation of $\tilde{\varphi}(\eta) = \cos(\lambda \eta)$, which has a positive lower bound in $[0, \theta]$ and satisfies (50) only if $\theta \in (0, \frac{\pi}{2\lambda})$. Hence to ensure $\lambda > 1$, one needs to restrict $\theta \in (0, \frac{\pi}{2\lambda})$.

\[\square\]

**Lemma A.1.** If $f \in C^2(\Omega \cup \text{int}(T)) \cap C(\bar{\Omega})$ is a solution to (48). Then there exists a positive constant $C$ such that

$$
|f|_0 \leq C(|h|_0 + |g|_0).
$$

(51)

**Proof.** Set $C_1 = |f|_0 + |g|_0$. For the case $B = \mathbb{R}^n_+$, assume without loss of generality that $\Omega \subset \{0 < x_{n+1} < R\}$ for some $R$ large, consider the functions $v_1(x) = C_1(e^{x_{n+1}} - e^R)$. A direct computation then yields,

$$
\begin{cases}
\bar{\Delta} v_1 \geq C_1 & \text{in } \Omega, \\
v_1 \leq 0 & \text{on } \Sigma, \\
\bar{\nabla}_N v_1 + v_1 \leq -C_1 & \text{on } \text{int}(T).
\end{cases}
$$

(52)

Applying the maximum principle (see for example [21, Lemma 4.1]) to $f + v_1$ and $-f + v_1$, we obtain (51).

For the case $B = \mathbb{R}^{n+1}$, we choose $v_2 = C_1(|x|^2 - 4)$ to replace $v_1$, and the process follows similarly. \[\square\]

We can now derive a Fredholm alternative for the mixed boundary value problem.

**Theorem A.3.** Assume $\theta \in (0, \frac{\pi}{2\lambda})$. Let $\gamma$ be a nonnegative integer, $a$ be a noninteger greater than 2, $\lambda$ be defined as in Theorem A.2. Then either (a) the homogeneous problem

$$
\begin{cases}
\bar{\Delta} f = 0 & \text{in } \Omega, \\
f = 0 & \text{on } \Sigma, \\
\bar{\nabla}_N f - \gamma f = 0 & \text{on } \text{int}(T),
\end{cases}
$$

(53)

has nontrivial solutions; or (b) the homogeneous problem has only the trivial solution, in which case, for all $f \in H^{2-\lambda}_{a-2}$, $g \in H^{1-\lambda}_{a-1}$ the inhomogeneous

---

The coordinate representation follows from the definition of the wedge condition by Lieberman in [10], which is clearly satisfied by domains that we consider.
problem

\[
\begin{aligned}
\Delta f &= h & \text{in } \Omega, \\
f &= 0 & \text{on } \Sigma, \\
\nabla_N f - \gamma f &= g & \text{on } \text{int}(T),
\end{aligned}
\]  

(54)

has a unique solution \( f \in H^{(-\lambda)}_a \).

Remark A.1. By the monotonicity of norm we have \( |f|_{\lambda}^{(-\lambda)} \leq |f|_a^{(-\lambda)} \). Therefore if there is a solution \( f \in H^{(-\lambda)}_a \) to problem (54), then the solution \( f \) is also in \( C^{1,\alpha}(\bar{\Omega}) \) with \( \alpha = \lambda - 1 \).

Proof of Theorem A.3. We follow the classical proof of the Fredholm alternative for the Dirichlet problem but with a careful choice of function space. Set \( \mathcal{A} = \{ u \in H^{(-\lambda)}_a : f = 0 \text{ on } \Sigma \} \), \( \mathcal{B} = H^{(2-\lambda)}_a \times H^{(1-\lambda)}_a \). By Theorem A.1, Theorem A.2 and (51), there exists a solution \( u \in \mathcal{A} \) to problem (48) for all \((h, g) \in \mathcal{B}\). Uniqueness of the solution to problem (48) follows from the maximum principle immediately. Let \( Q : \mathcal{B} \to \mathcal{A} \) be an operator such that \( Q(h, g) \) is the unique solution of problem (48). One can readily see that the operator \( Q \) is well-defined and bijective. Notice that the inhomogeneous problem (54) is equivalent to the following equation

\[
f - Q(0, (1 + \gamma)f) = Q(h, g).
\]

(55)

Thus \( f \in \mathcal{A} \) is a solution to (55) if and only if it solves (54). Let \( P \) be an operator from \( H^{(1-\lambda)}_{a-1} \) to itself such that \( Pu = Q(0, (1 + \gamma)u) \) for all \( u \in H^{(1-\lambda)}_{a-1} \). Then the equation (55) reads as

\[
f - Pf = v,
\]

(56)

where \( v = Q(h, g) \).

To apply the classical Fredholm alternative (see e.g., [5, Theorem 5.11]) for (56), we need to verify that \( P \) is a compact operator. To this end, let \( \{g_k\} \) be a bounded sequence in \( H^{(1-\lambda)}_{a-1} \). By Theorem A.1 and (51), there exists \( f_k \in \mathcal{A} \) such that \( Pg_k = f_k \), and we have

\[
|f_k|_a^{(-\lambda)} \leq C \left( |g_k|^{(1-\lambda)}_{a-1} + |f_k|_0 \right).
\]

(57)

Since \( \{|f_k|_0\}_k \) is bounded, we have \( \{f_k\}_k \) is also bounded in \( H^{(-\lambda)}_a \). By virtue of the Ascoli-Arzela theorem, up to a subsequence, there exists \( \tilde{f} \in H^{(1-\lambda)}_{a-1} \), such that \( f_k \) converges to \( \tilde{f} \) in \( H^{(1-\lambda)}_{a-1} \). Thus \( P \) is compact and the classical Fredholm alternative applies: (56) has a unique solution \( f \in H^{(1-\lambda)}_{a-1} \), provided that the homogenous equation \( f - Pf = 0 \) has only the trivial solution \( f = 0 \). Since \( Q \) maps \( \mathcal{B} \) onto \( \mathcal{A} \), any solution \( f \in H^{(1-\lambda)}_{a-1} \) of (56) also belongs to \( \mathcal{A} \). This completes the proof.
Remark A.2. We remark that, in the case $\theta = \frac{\pi}{2}$, we can use boundary reflection to get better regularity, say global $W^{2,p}$ estimate for any $p$, see for example [6, Proposition 3.5].
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