Development on Deaf Support Application Based on Daily Sound Classification Using Image-based Deep Learning
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Abstract—According to statistics, the number of hearing-impaired persons among the disabled in Korea accounts for 27% of all persons with disabilities. However, there is insufficient support for the deaf and hard of hearing's protective devices and life aids compared to the large number. In particular, the hearing impaired misses much information obtained through sound and causes inconvenience in daily life. Therefore, in this paper, we propose a method to relieve the discomfort in the daily life of the hearing impaired. It analyzes sounds that can occur frequently and must be recognized in daily life and guide them to the hearing impaired through applications and vibration bracelets. Sound analysis was learned by using deep learning by converting sounds that often occur in daily life into the Mel-Spectrogram. The sound that actually occurs is recorded through the application, and then it is identified based on the learning result. According to the identification result, predefined alarms and vibrations are provided differently so that the hearing impaired can easily recognize it. As a result of the recognition of the four major sounds occurring in real life in the experiment, the performance showed an average of 85% and an average of 80% of the classification rate for mixed sounds. It was confirmed that the proposed method can be applied to real-life through experiments. Through the proposed method, the quality of life can be improved by allowing the hearing impaired to recognize and respond to sounds that are essential in daily life.
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I. INTRODUCTION

According to the statistics published on the Ministry of Health and Welfare website in Korea, there were a total of 2.63 million people with disabilities, and about 396,000 people with hearing impairments accounted for the largest proportion, excluding the physically challenged [1]. However, according to the ‘2017 White Paper for the Disabled’, only 18.7% of the respondents answered that visual alarms and signal alerts for the hearing impaired were installed [2]. Most things can be easily responded to and solved by accurately recognizing the sound that occurs in daily life, but deaf people feel much inconvenience in their daily lives because they cannot hear the sound. Therefore, if a sense that can replace hearing can be used, it will be possible to provide more convenience in daily life.

According to an article on the deaf, hearing impaired people have a high rate of not recognizing sounds and vibrations, so the risk of experiencing risks in daily life is relatively high, and smartphones, vibration digital alarm clocks, and vibration wrist watches are frequently used as auxiliary devices to recognize and notify risk situations [3-8]. This article determined that a smartphone application that uses sight instead of hearing and a vibration bracelet that uses tactile feel are highly likely to be easily encountered and recognized by the hearing impaired. We intend to propose a method to provide auditory information using this.

In this paper, among the important but easy to miss in daily life, four sounds were selected: baby cry, washing machine shut down sound, doorbell sound, and fire alarm sound. A deep learning framework using the YOLO model [9], [10] was used to recognize the sound and judge it according to the learning result, and it was implemented to enable bracelet vibration control using Bluetooth communication.

In the study of risk detection aids for the hearing impaired, the device is designed to operate if the decibel is above a certain decibel by measuring the decibel with Arduino [11]. However, regardless of what sound it is, it distinguishes whether it is a dangerous situation or not only by detecting a specified decibel abnormality. Even if there are no threats such as laughter or applause around the device, there is a disadvantage of notification regardless of the risk if the decibel above the threshold is measured. The study on the
development of a risk prevention application for the hearing impaired through automata synthesis was designed to give notifications according to the surrounding decibels in each case of daily life and driving using automata synthesis [12]. In this study, there is a disadvantage that the information provided to the hearing impaired is provided only through a smartphone, so there may be situations in which it may not be recognized quickly. In research on the development of sound information delivery aids for the hearing impaired, a transmitter is attached to a home appliance or electronic device that wants to receive a notification, recognizes a sound through a voice recognition module, and transmits a signal to the receiver to notify the receiver with an LCD screen and a vibration module gives [13]. This method has a disadvantage in that multiple transmitters and receivers are needed to detect various sounds because the transmitter and receiver communicate one-to-one. As a study related to sound analysis, a study on an application that classifies and informs a baby’s cry [14], [15] and a study on city noise [16], [17] and specific sounds [18], [19] were conducted. Most of the above studies have limitations in being applied to a limited situation according to a specific sound or environment. The study of Boddapati et al. can be said to be the same study as the sound visualization method in this paper [20].

In this paper, we aim to overcome the limitations of the related studies discussed above and proceed with the classification of various sounds in the indoor environment. In addition, we propose a method to increase the efficiency in providing the classification results to the visually impaired. That is, in order to provide visual information using an application and to directly feel it without being limited to providing visual information, a vibration bracelet is produced so that it can be intuitively recognized and responded.

II. MATERIALS AND METHODS

This section presents the overall system configuration and a detailed description of the proposals.

A. Proposed System Configuration

The overall system configuration diagram proposed in this paper is presented in Fig. 1. As presented in the system configuration diagram, the pre-collected learning sound data is imaged, and the learned model is stored in the server.

![Fig. 1 System configuration](image)

In the application, if a sound exceeding the reference value is detected by detecting the decibel, the recording proceeds, and the recorded file is uploaded to the Firebase [21]. The server downloads the file, executes a preprocessing process of imaging the recorded file and uploads the result value to the Firebase as text. When the result value is uploaded, the application displays a notification window and sends a signal to the bracelet to execute a vibration matching the result value.

The application runs in the background and measures the decibel of sound entering the microphone in real-time. The types of sounds to be classified consist of four types: washing machine end sound, baby cry, doorbell sound, and fire alarm sound.

| Type of sound                  | Decibel(dB) |
|-------------------------------|-------------|
| Daily life noise              | About 25 – 30 dB |
| Doorbell                      | About 68dB   |
| Washing machine end sound     | About 63db   |

As can be seen in Table 1, daily life noise was measured to be about 25 to 30 dB, doorbell sound to be about 68 dB, and washing machine end sound to be about 63 dB. Thus the decibel at which recording starts was set to 60dB, and sound recording was set to be performed for 10 seconds from the moment 60dB was exceeded. Conventionally, sound analysis requires analysis of sound data itself, so it is not possible to utilize an image-based deep learning framework or machine learning network. The video-based deep learning framework is relatively well configured and can be easily used in mobile applications, so this study used the video-based deep learning framework. Therefore, since an image-based discrimination network was used, there is an advantage that it is easy to use by additionally expanding it to various existing applications [20].

![Fig. 2 Comparison of sound analysis performance of AlexNet](image)

Figure 2 is constructed based on the contents described in the previous study [20], and shows the results when the ESC-10 dataset and ESC-50 are trained with AlexNet by extracting features using Spectrogram and MFCC, respectively [22], [23]. As shown in the results, it can be seen that the results of learning with the spectrogram are better. Therefore, in this study, spectrogram features were extracted and used for sound analysis.

B. Mel-Spectrogram

In this paper, the sound was converted into an image to classify the sound. Mel-Spectrogram shown in Fig. 3 was introduced as a method of imaging sound data [24]-[26].
The human ear perceives sound non-linearly. Mel-Scale is the expression of the relationship between the physical frequency and the frequency perceived by a person by reflecting the characteristics of the human hearing organ. Mel-Spectrogram is to obtain frequency components of sound using Mel-Scale.

Figure 4 is an image converted from a fire alarm sound into Mel-Spectrogram. As shown in the figure, it can be seen that the shape of the image of the same type of sound is quite similar. Mel-Spectrogram can be thought of as a kind of numerical value because it is created based on frequency components. Therefore, sound classification is possible through an image-based discrimination framework through imaging of frequency components.

1) Mel-Spectrogram generation: Figure 5 shows the process of generating Mel-Spectrogram from input sound data. The intensity of the y-axis signal according to the x-axis time is stored in wav format through the microphone. The wav file performs the resampling and normalization processes using python's librosa library. Next, when FFT is performed, the time domain is changed to the frequency domain. In order to consider time together, a three-dimensional heat map data called spectrogram is used by adding a time dimension (frame). Finally, apply a log scale to create a Mel-spectrogram. In the log scale process, the Mel-Scale process proceeds [11].

2) Unifying data length: Even if the sound is of the same type, if the length of the recorded sound is different, the generated Mel-Spectrogram is converted as if it were a different image. The use of these data can greatly affect the sound classification results. Figures 6 and Fig. 7 show that the generated images are different when the sound is the same, but the length of the recorded sound is different.

If the initial sound data length was ignored and learned, the accuracy was very low. In order to solve this problem, in this study, a pre-work that equalizes the length of the recorded sound data was applied. Figure 8 is the result of editing a baby's cry into 10 seconds and converting it into Mel-Spectrogram. In order to improve performance, the accuracy could be improved by editing all data to 10 seconds and training.

C. Deep-learning

1) YOLO learning model: YOLO is a representative single-step object detection algorithm [28], [29]. YOLO has several advantages. First, it's very fast. It does not require complex pipelines and can execute neural networks with new images at test time. Second, we learn the general features of the object. With the generalization of objects, learning is better performed compared to powerful detection methods such as R-CNN. Since YOLO is powerful in generalization, it is less likely to misclassify or malfunction even if a new domain or unexpected input comes in. The proposed system requires a fast processing speed in the process of deriving a result value after recording for 10 seconds. The YOLO model was introduced to take advantage of these advantages.
2) **Training data composition**: Table 2 shows the training data configuration for the learning model of this study. In Table 2, time (s) is the sum of the total time of sound sources recorded for each class, Size(MB) is the total file size of these sound sources, and number of image files means the number of preprocessed image files.

| Class            | Time(s) | Size(MB) | Number of image files |
|------------------|---------|----------|-----------------------|
| Baby_crying      | 1130    | 17.25    | 113                   |
| Door_bell        | 910     | 129      | 91                    |
| Washer_Alarm     | 680     | 121      | 68                    |
| Fire_Alarm       | 430     | 74.9     | 43                    |
| Breathing        | 690     | 89.4     | 69                    |
| Clapping         | 680     | 103      | 68                    |
| Coughing         | 700     | 95.4     | 70                    |
| Class_breaking   | 660     | 103      | 66                    |
| Snoring          | 700     | 86       | 70                    |
| Dog              | 1220    | 180      | 122                   |
| Door_Lock        | 720     | 84.4     | 72                    |
| Washing_Machine  | 760     | 67.9     | 76                    |
| Vacuum_Cleaner   | 730     | 99.7     | 73                    |
| **Total**        | **10010** | **1250.95** | **1001**             |

3) **Test data composition**: In order to evaluate the performance of the proposed sound analysis method, evaluation data were separately generated for each class. In addition, since the classification of sounds that can occur in daily life must be made, ambient noise will affect it. In order to check how the performance of the proposed system is affected in such a situation, two sounds corresponding to each class were randomly selected, and 100 composite sound files played at the same time were created and applied to the experiment.

| Class            | Number of image files |
|------------------|-----------------------|
| Baby_crying      | 42                    |
| Door_bell        | 31                    |
| Washer_Alarm     | 30                    |
| Fire_Alarm       | 20                    |
| Breathing        | 2                     |
| Clapping         | 6                     |
| Coughing         | 8                     |
| Class_breaking   | 11                    |
| Snoring          | 8                     |
| Dog              | 15                    |
| Door_Lock        | 5                     |
| Washing_Machine  | 4                     |
| Vacuum_Cleaner   | 9                     |
| **Total**        | **191**               |

**D. User Interface**

1) **Smartphone application**: In this study, sound recording and primary alarm provision are made through a smartphone. Figure 9 shows the main screen of the smartphone application implemented in this paper. The circular shape on the left side of the logo of the application shown in the picture is a double expression of the shape of the bracelet and the ear. It also has the meaning of helping enough to replace the function of the ear through the bracelet. The zigzag shape on the right represents the vibration of the vibrating bracelet, showing that it takes the place of sound through other senses. There is a button to connect Bluetooth in the upper right part of the main screen, and through this, it is linked with the vibration bracelet. It is set to continuously measure decibels using a thread and record for 10 seconds when a certain decibel is exceeded. The recorded sound is stored in the database, and the result of sound classification is sent back from the server.

![Fig. 9 Main screen of application](image)

In the application that received the result, a notification appears on the top bar as shown in Fig. 10, and when the notification is pressed, an icon image of the corresponding sound is displayed in a large size. At the same time, the bracelet generates vibrations with different frequencies and vibration lengths corresponding to sound. In addition, a recording window to record important sounds and an additional setting window are created so that it can be used conveniently within the application.

![Fig. 10 Information screens of alarm](image)
2) **Vibration bracelet**: The vibration bracelet can communicate with the application using the Arduino Nano and Bluetooth module. A vibration motor was used to transmit vibration to the skin sense. The vibration bracelet was implemented to vibrate for a total of four sounds that can frequently occur in daily life, and a frame was manufactured using a 3D printer, as shown in Fig. 11.

![Fig. 11 Implemented vibration bracelet](image1)

III. RESULTS AND DISCUSSION

To evaluate the performance of the proposed sound analysis network, an experiment was conducted on a computer equipped with Windows 10 operating system, i7-8700K 3.70GHz CPU, 23GB RAM, and GTX 1070 Ti GPU.

![Fig. 12 Information screens of alarm](image2)

A recognition experiment was conducted after learning a deep learning model using only four target sounds in the first experiment. However, as shown in Fig. 12, when external noise was recorded together, there was a problem in that the false recognition rate was increased. The sound analysis results in this study finally aim to accurately classify the four types of sounds that occur in life. Therefore, if external noise is included, it is highly likely to affect learning and evaluation results adversely. Therefore, for the final experiment, a class was added by selecting sounds generated in the indoor environment among the ESC (Environmental Sound Classification)-50 dataset [30], and it was integrated with four classes corresponding to the final goal. A training dataset was created by selecting 60 pieces of data per class and trained 30000 times. A test dataset was created that was randomly selected among data excluding the training dataset, and classification accuracy was measured for all test datasets. As a result of the experiment, by including a countermeasure against external noise, it was possible to reduce the false classification rate. In addition, as shown in Fig. 13, even when two sounds are mixed, both sounds were recognized separately.

![Fig. 13 Information screens of alarm](image3)

As a result of the classification accuracy measurement, when the number of weights to be trained in the YOLO learning model was tested in units of 1000 from 20000 to 30000, the accuracy was about 85% on average. When the training weights were set to 29000, the performance was the best, and the classification accuracy was 88.18%. Table 4 shows some of the classification results in the experiment conducted while changing the learning weight.

| Weights | Accuracy(%) |
|---------|-------------|
| 2100    | 80.33       |
| 2700    | 85.43       |
| 2900    | 88.18       |

In order to evaluate the performance when various sounds are mixed and recorded in daily life, a complex sound source file was created and evaluated separately. A total of 1001 training data were learned, and the two were randomly mixed in the evaluation dataset to generate 100 composite sound files, and the performance was evaluated, showing an accuracy of about 80%. When compared with single sound source data, the accuracy is somewhat lower, but it can be meaningful as a result showing the possibility of distinguishing both mixed sounds.

IV. CONCLUSION

Many people with hearing impairments have difficulty even in their daily lives because they cannot hear the sound. This paper has dealt with ways to solve these difficulties and provide help. In other words, it was proposed to provide information so that the hearing impaired can intuitively recognize by classifying four sounds, including crying baby sounds, doorbell sounds, washing machine end sounds, and fire alarm sounds, which are important but easy to miss for a normal life.

In the proposed method, the application first records the sound over 60 decibels, and then transmits it to the server. The server that receives the recorded sound classifies the sound and delivers the classification result to the application. The application notifies the hearing impaired to recognize information through visual information and a vibration bracelet intuitively. The vibration was easily recognized by varying the number of vibrations and vibration periods for each sound. Since the sound to be classified in the paper is likely to deteriorate classification performance due to the...
influence of other external noises, a learning dataset including everyday sounds was created in addition to the classification target of four sounds, and through learning, sounds containing external noise were also classified. In learning, sound data was visualized as Mel-Spectrogram and learned using the YOLO classification model.

The test was conducted using separate image data that was not included in the learning. The appropriate number of weights was derived by comparing the performance according to the number of learning weights in this process. The experiment confirmed that the accuracy of the total data was about 85% on average, which was sufficient to apply to the auxiliary system for the hearing impaired proposed in this paper. In addition, it was confirmed that the classification accuracy was about 80% in the experiment conducted by separately generating data mixed with two sounds. Additional performance improvement can be expected if the basic learning dataset is strengthened through future research and learning by adding sound files and complex sound files for living noise.
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