Predicting Energies of Small Clusters from the Inhomogeneous Unitary Fermi Gas
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We investigate the inhomogeneous unitary Fermi gas and use the long-wavelength properties to predict the energies of small clusters of unitary fermions trapped in harmonic potentials. The large pairing gap and scale invariance place severe restrictions on the form of the density functional. We determine the relevant universal constants needed to constrain the functional from calculations of the bulk in oscillating external potentials. Comparing with exact Quantum Monte Carlo calculations, we find that the same functional correctly predicts the lack of shell closures for small clusters of fermions trapped in harmonic wells as well as their absolute energies. A rapid convergence to the bulk limit in three dimensions, where the surface to volume ratio is quite large, is demonstrated. The resulting functional can be tested experimentally, and is a key ingredient in predicting possible polarized superfluid phases and the properties of the unitary Fermi gas in optical lattices.
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The properties of the homogeneous unitary Fermi gas have been the subject of intense experimental and theoretical study over the last decade [1,2], including studies of the equation of state [3,4], the spin and density response at high momentum transfer [5], and other properties related to the contact parameter [6]. More recently the inhomogeneous gas is receiving considerable attention, in particular studies of the three- to two-dimensional transition [7], fermions in optical lattices [8–10], and studies of small clusters of cold fermions at unitarity [11,12]. In this paper we study the inhomogeneous unitary Fermi gas in three dimensions and show that its properties uniquely determine the properties of even very small clusters of trapped fermions.

We show that a relatively simple density functional, obtained by fitting the properties of the unitary Fermi gas in periodic potentials, can accurately reproduce the energy of small clusters of atoms confined in a harmonic trap. This outcome is not only relevant for cold atoms, but is of high interest for nuclear physics, inhomogeneous superconductors, properties of atoms in optical lattices, and in material science (see for example Ref. [9]).

In this work we study the system described by the Hamiltonian:

\[ H = \sum_i e_i(q) + g \sum_{k,p,q} a_{i\uparrow k+q}^\dagger a_{i\downarrow p}^\dagger a_{i\uparrow p} a_{i\downarrow k+q} + V_{ext}, \]  

where the dispersion is either \( e_i(q) = q^2/(2m) \), or other improved lattice actions [13], and the potential strength \( g \) is tuned to describe infinite scattering length in the two-particle system. The resulting system is the scale invariant Unitary Fermi gas (UFG), characterized by universal constants including the ratio \( \xi = E/E_{FG} \approx 0.37 [3,13] \) of the UFG to free Fermi gas energy, that is density independent.

The UFG has many special properties, including a very large ratio of pairing gap to Fermi energy, \( \Delta/E_F \approx 0.45(5) [14,16] \), and two universal constants that describe all the long-wavelength excitations [17]. Pairing gaps of the scale of the Fermi energy imply that in the ground state single fermions cannot propagate over long distances, and thus moderate sized clusters of fermions will not exhibit the large shell effects typically found in atoms or nuclei. Large pairing gaps in neutron-rich atomic nuclei have been used to describe shell quenching, or the lack of closed shell gaps in energy versus particle number characteristic of atoms or of nuclei with \( N \approx Z [18] \). In addition, the strong pairing makes these systems behave similarly to Bose gases, where shell effects that are usually evident for Fermions in finite boxes are totally absent for the UFG [19]. The unitary limit provides a clean simple experimental system that can further our understanding of the transition from small systems to the bulk. The energies of a small number of fermions in one dimension have recently been studied experimentally to determine this transition to bulk behavior [12]. In three dimensions one would expect the transition to require much larger systems because of the larger surface to volume ratio.

The two universal constants describing low-energy phonon excitations and the susceptibility to long-wavelength oscillations can be calculated in the bulk. The scale invariance and the large pairing gap place severe restrictions on the density functional of the UFG, i.e. in a gradient expansion all terms must have the same dimension as the free Fermi gas energy density, or one over density, or \( \rho^{5/3} [17] \). The susceptibility as a function of wavelength then completely determines the density functional, and can be used to make unique predictions for small clusters.

In order to calculate the above mentioned properties, we perform both Diffusion Monte Carlo (DMC) and Auxiliary Field Monte Carlo (AFMC) calculations of the inhomogeneous UFG. Both extract the ground state from a Monte Carlo evaluation of \( \langle \Psi_0 \rangle = \text{exp}[-H\tau]|\Psi_T\rangle \). The AFMC calculations are exact for a specific lattice size.
since they do not suffer from a sign problem [20,22]. The method involves a branching Markov chain Monte Carlo where the states are evolved through a fluctuating auxiliary field. The algorithm is described in [23], the only addition is that we modify the BCS trial state $|\Psi_T\rangle$ multiplying the pairing terms $\phi(r_{ij})$ by a product of two single-particle functions $\Phi(r_1)\Phi(r_2)$. This additional importance sampling lowers the statistical errors considerably for strong external fields. The Markov chain Monte Carlo is implemented as a branching walk, allowing us to extend the calculations to extremely low temperatures with modest variance. We have made calculations on cubic lattices of size $L^3$, with $L=16, 20, 24$, and have also used two different dispersion relations $\epsilon_i(q)$ (Eq. 1) to eliminate effective-range and other effects from finite lattice spacing.

The DMC calculations provide accurate upper bounds to the ground state energy, but can be performed in the extremely dilute limit compared to the lattice calculations. Other operators can also be easily computed [23]. The DMC calculations use optimized BCS variational wave functions described in [23,24]. We add long range correlations. Other operators can also be easily computed [23].

The trial wave function including long-range Jastrow correlations [25,26] is:

$$\Psi_{\text{BCS-J}} = \prod_{i<j} \exp \left[ \gamma \sum_n \exp(-\lambda |q_n|) \exp(-i\mathbf{q} \cdot \mathbf{r}_{ij}) \right] |\Psi_{\text{BCS}}\rangle$$

where $\Psi_{\text{BCS}}$ is the correlated BCS wave function with short-range Jastrow correlations used in previous calculations [23,24], and $\gamma$ and $\lambda$ are variational parameters. The final DMC energies are independent of the choice of these correlations. In Fig. 1 the solid line at low $q$ is the phonon dispersion $S^0(q) = (q/k_F)^2/3\xi/2$, using the convention $\hbar^2/(2m) = 1$. A small deviation from the linear dispersion is apparent at $q/k_F = 0.5$, where we find $S^1(q)/(q^2 S^0(q)) = 0.402(5)$.

The static density susceptibility at low $q$, given by the inverse energy-weighted sum rule $S^{-1}(q)$, determines the long-wavelength behavior of the density functional. The first gradient-squared correction to the local density approximation is unique, we rewrite the density functional obtained in [27] as:

$$\mathcal{E}_2 = \int V_{\text{ext}}(r)\rho(r) + \xi_3^3 (3\pi^2)^{2/3} \rho^{5/3} + c_2 \nabla\rho^{1/2} \cdot \nabla\rho^{1/2}.$$  

The first two terms are the local density approximation (LDA), $\mathcal{E}_2$ depends on only one additional parameter $c_2$, and remaining terms are of order $q^4$ or higher. This form makes explicit the connection between the BCS and BEC limits, in this notation $c_2 = 0.111$ in the extended Thomas Fermi model for free fermions, and $c_2 = 0.5$ in the extreme BEC limit. The gradient term is exactly the same as for the Gross-Pitaevskii (GP) equation used to describe Bose-Einstein condensation [28], in this case condensation of pairs. This parameter is important in GP treatments of the dynamics in the unitary gas, including soliton and vortex dynamics [29,30], and to possible inhomogeneous superfluid (LOFF) phases of the polarized system [31].

To determine the static response at unitarity, we calculate the energy of the system in an external potential $V_{\text{ext}} = V_0 + E_F \sum_i \cos(q \cdot \mathbf{r}_i)$, with $E_F \equiv (3\pi^2 \rho)^{2/3}$. Initially we choose $V_0 = 0.25$ and $q/k_F = 0.5$ to remain in the low momentum limit and yet have a large enough energy difference with the uniform system to have a statistically meaningful result. From DMC and AFMC results we obtain $c_2 = 0.30(5)$, extracted from a standard bosonic DFT calculation that minimize $\mathcal{E}_2$. The extracted $c_2$ is larger than that obtained in the $\epsilon$ expansion [27, and between the known values in the BCS and BEC regimes. The value $c_2 < 0.5$ implies slower (larger effective mass) dynamics than a simple GP treatment with $c_2 = 0.5$ from two paired fermions. The extracted $c_2$ and the $S^0(q)$ can be used to fix the two low-energy parameters in the effective field theory [17] and to constrain additional terms in more sophisticated density functionals such as the superfluid local density approximation (SLDA) [19,32] that include fermionic degrees of freedom and can treat polarized systems.

For larger gradients (larger $V_0$) higher-order terms become important. We have calculated the energy of 66 particles in periodic boundary conditions for a range of $V_0$ for $q/k_F = 0.5$ and $q/k_F = 1$, shown in Fig. 2 as lower and upper symbols and bands, respectively. The
we add another term of the density functional and a Negele-Vautherin [34]. Using the scale invariance requires the energies depend only upon the shape of the density distribution, except for an overall scale of $\rho^{2/3}$.

The extracted error ellipse for these parameters shows a strong correlation since a larger value of $c_2$ requires a more attractive value of $c_4$. The solid and vertical hatched regions give the error bands for $E_2$ and $E_4$, respectively. The $E_4$ density functional provides an excellent fit to all the data, with a $\chi^2$ per degree of freedom near one. The width of the bands in the main figure represent varying the coefficients within the quoted uncertainties (the inset ellipse for $E_4$).

The density functional can then be used to predict the densities of inhomogeneous matter and properties of small numbers of fermions trapped in harmonic wells. Observing the densities in an external field should be an accurate way to measure the coefficients in the density functional. The densities for both inhomogeneous matter and small trapped systems are shown in Fig. 3. The upper two rows illustrate the transition from three towards two dimensional systems with increasing $V_0$ for external potentials of momenta $k_F/2$ and $k_F$, and the bottom row shows the densities of small systems trapped in a harmonic potential.

To check the predictions for trapped fermions, we calculate systems of fermions at unitarity in a harmonic trap from 4 to 80 particles (Fig. 4). The square of the ratio of the energy at unitarity to the Thomas Fermi energy for free fermions, $E_{TF} = \omega (3N)^{1/3}/4$, is plotted as a function of the number of particles. This ratio should approach the bulk (LDA) limit as the size of the system increases. The DMC results are shown as blue open circles in the figure, and the AFMC results are shown as diamonds. For $N > 8$, both our DMC and AFMC results are significantly lower than those obtained previ-
ously by Endres et al.\textsuperscript{36}, Blume et al.\textsuperscript{37}, Chang and Bertsch\textsuperscript{38}, and by Mukherjee and Alhassid\textsuperscript{39}. The AFMC calculations extend to much lower temperature $T$ than previous lattice calculations, and are averaged from $\omega/T \approx 4 - 10$.

The DMC calculations include a more sophisticated trial wave function than used previously. It includes pairing both in a single-particle orbitals as typically used in atomic nuclei and pairing based upon the local density approximation. The variational wave function for the system in the trap has pairing orbitals with the following form:

$$\Phi(r_1, r_2) = \sum_i d_i \phi_{n_i}^{HO}(\alpha_i r_1) \phi_{n_i}^{HO}(\alpha_i r_2) e^{-(\gamma_1 + \gamma_2)R^2}$$

$$+ \beta[k_F(R)r]e^{-\frac{m\omega}{2}R^2}(1 - e^{-\gamma_4 R^2}),$$

(5)

where $n_i$ are HO quantum numbers of the $i$-th state, $R = |r_1 + r_2|/2$, $r = |r_1 - r_2|$, and the function $k_F(R)$ is the local momentum as a function of the center of mass of the pair: $k_F(R) = \left[\frac{1}{\sqrt{8}}(\xi E_F - \omega^2 R^2/2)\right]^{1/2}$, and the function $\beta(r)$ has the same form of Ref.\textsuperscript{23}. The variational parameters $d_i$, $\alpha_i$, and $\gamma_i$ are optimized, and simulations at different effective ranges to extract the zero-range limit. If we simplify our calculations to the simple trial function used in \textsuperscript{37} and \textsuperscript{38}, we reproduce their higher energies.

The AFMC lattice calculations are exact but subject to finite lattice size errors. Two sets of AFMC calculations are shown, one using the $q^2$ dispersion relation, the other using the $q^2 + q^4$ dispersion discussed in \textsuperscript{13}. The finite-size energy correction for the $q^2$ dispersion is proportional to the effective range and to the lattice spacing, it is given by:

$$\delta E_{\text{HO}}(N)/E_{TF} = -\frac{2048N^{1/6}\omega^{1/2}Sr_e}{525 \times 3^{9/6}\pi^{3/4}}.$$\textsuperscript{13}\textsuperscript{39}

Numerically this yields $\delta E(N)/E_{TF} \approx 0.0388 \omega^{1/2} N^{1/6}$ for $S = 0.12$, $\xi = 0.37$, and $r_e = 0.337a$ ($a$ is the lattice spacing), the correction is approximately a 2\% lowering of the QMC energy. The value of $S$ is extracted from Refs.\textsuperscript{13} \textsuperscript{40}. Similar corrections have been applied in the bulk, they are significantly smaller than the statistical errors.

Similarly the $q^4$ propagator requires a correction from pairs of finite momentum, which for small lattice sizes lowers the energy from the continuum behavior. Calculating the energy of a pair with finite momentum yields a correction $\delta E(N)/E = \zeta^2a^2(5/6)(K^2k^2)$, where $\zeta = 0.16137$ is the coefficient of the $k^4$ term in the propagator, and $K^2$ and $k^2$ are the average square momenta of particles and pairs respectively. The former can be estimated from the simulation and the latter from the calculated total energy using the virial theorem. In this case the correction yields an approximately 1\% increase in the energy. This correction is numerically consistent with zero for homogeneous systems as shown by calculations of two species of equal mass\textsuperscript{11} \textsuperscript{12}. The two sets of AFMC energies calculated with different dispersions agree within error bars. The corrections for the periodic external potential are much smaller than the error bars since the external interaction confines the system in only one dimension.

The QMC results for small clusters are compared with the predictions from the two different density functionals $\mathcal{E}_2$ and $\mathcal{E}_4$ in Fig.\textsuperscript{4}. In the local density approximation the ratio of squared energies is a constant $\xi$ for any $N$, the arrow indicates the bulk value of $\xi$ applicable in the large $N$ limit. The results for $\mathcal{E}_2$ are shown as the upper solid band, and the predictions from $\mathcal{E}_4$ are shown as the lower vertical hatched band. This density functional provides an excellent description of the small trapped systems, the $c_4$ term is much more important in this case.

As we can see in Fig.\textsuperscript{4} our calculations yield no significant shell effects or breaks in the curve of $E/E_{TF}$ curve versus the number of particles. In the BCS limit there would be sharp breaks of the energy with particle number, with closed shells at $N = 2, 8, 20, 40, ...$ for a harmonic oscillator external potential. Shell closures are a natural expectation for many fermionic systems, even those with significant pairing like atomic nuclei or inhomogeneous neutron matter\textsuperscript{13}. In the unitary Fermi gas, however, the shell breaks appear quite small, further justifying the density functional in terms of the local density and its gradients. This is to be expected for large systems, where the coherence length is much smaller than the system size. Even for small systems, it would appear that unpaired fermions cannot propagate significantly. This physics has a natural analogue in neutron-rich atomic nuclei, where the pairing gaps play an increasingly important role compared to shell gaps as the number of neutrons increase.

In summary, we find that the density functional of the Unitary Fermi gas is strongly constrained by the scale invariance of the system and the large pairing gap for sin-
gle particle excitations. A simple density functional with two parameters beyond the LDA can describe the energies of inhomogeneous systems over a very wide range of external potentials. We have extracted the universal values of the density functional coefficients from calculations in a one-dimensional periodic potential, and we find that even very small trapped systems can be successfully predicted by this density functional. These small trapped systems show no evidence of significant shell closures as would be expected for most Fermionic systems. Among other applications, this density functional could be tested by predicting properties of the UFG in optical lattices, and compared with experiments.
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