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Abstract—We address the problem of noise and interference corrupted channel estimation in massive MIMO systems. Interference, which originates from pilot reuse (or contamination), can in principle be discriminated on the basis of the distributions of path angles and amplitudes. In this paper we propose novel robust channel estimation algorithms exploiting path diversity in both angle and power domains, relying on a suitable combination of the spatial filtering and amplitude based projection. The proposed approaches are able to cope with a wide range of system and topology scenarios, including those where, unlike in previous works, interference channel may overlap with desired channels in terms of multipath angles of arrival or exceed them in terms of received power. In particular we establish analytically the conditions under which the proposed channel estimator is fully decontaminated. Simulation results confirm the overall system gains when using the new methods.
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I. INTRODUCTION

Massive MIMO (also known as Large-Scale Antenna Systems) introduced in [2], is widely believed to be one of the key enablers of the future 5th generation (5G) wireless systems thanks to its potential to substantially enhance spectral and energy efficiencies [2], [3] compared to traditional MIMO with fewer antennas. This technique is based on the law of large numbers, which predicts that, as the number of base station antennas increases, the vector channel for a desired user terminal will grow more orthogonal to the vector channel of an interfering user, thus allowing the base station to reject interference by precoding, or even, as a low-complexity approach, simply aligning the beamforming vector with the desired channel (“Maximum Ratio Combining”, or MRC), providing that Channel State Information (CSI) is known at base station. In practice however, CSI is acquired based on training sequences sent by user terminals. Due to limited time and frequency resources, non-orthogonal pilot sequences are typically used by user terminals in neighboring cells, resulting in residual channel estimation error. This effect, called pilot contamination [4], [5], has a detrimental impact on the actual achievable spectral and energy efficiencies in real systems. As a result, considerable research efforts have been spent in the last couple of years towards alleviating pilot interference in massive MIMO networks.

Such techniques span from smart design of pilot reuse schemes (e.g. [6], [7]) to channel estimation techniques based on coordinated pilot allocation (e.g. [8], [9]), to methods relying on multi-cell joint processing (e.g. [10]), to nonlinear channel estimation techniques leveraging on some fundamental features of massive MIMO systems (e.g. [8], [11]–[13]).

Two key features of massive MIMO channels that have been previously reported are of particular interest here: 1) channels of different users tend to be pairwise orthogonal when the number of antennas increases, thus leading to a specific subspace structure for the received data vectors that depend on these channels [12] and 2) the channel covariance matrix exhibits a low-rankness property whenever the multipath impinging on the MIMO array spans a finite angular spread [8], [14], [15]. The blind signal subspace estimation in [12] capitalizes on the first property. The second property has been utilized in [8], [14]–[17], assuming the knowledge of the long-term channel covariance matrices. While the exploitation of the two properties individually has given rise to a set of distinct original decontamination approaches, in this work we will exploit these two key features in a combined manner. Doing so we can propose a novel approach towards mitigating pilot contamination that exhibits much higher levels of robustness.

More specifically, in [12], [18], the pairwise channel orthogonality property allows to blindly estimate the user-of-interest channel subspace and discriminate between user-of-interest signals and interference based on the channel powers. In practice, decontamination occurs via a projection driven by the channel amplitudes. This approach works well within the constraint that the interference channel is received with a power level sufficiently lower than that of the desired channel, a condition hard to guarantee for some edge-of-cell users.

In a way completely different from [12], [18], another approach based on a linear minimum mean squared error (MMSE) estimator is adopted in [8] to estimate the channel of interest via projection of the received signals onto the user-of-interest subspace. This subspace, identified by a channel covariance matrix (a long-term one, as opposed to the instantaneous signal correlation matrix of [12], [18]), is related to
the angular spread of the signal of interest [8] and enables to annihilate the interference from users with non-overlapping domains of multipath angles-of-arrival (AoA). Interestingly, this latter approach makes no assumption on received signal amplitudes and can also discriminate against interfering users that are received with similar or even higher powers. Yet, the approach fails to decontaminate pilots when propagation scattering creates large angle spread, causing spatial overlapping among desired and interference channels.

In this paper, we point out that the strengths of these two previously unrelated estimation methods are strongly complementary, offering a unique opportunity for developing robust channel estimation schemes. Thus, we aim to properly merge the two projections in complementary domains while keeping the individual benefits. In fact, we propose a family of algorithms striking various performance/complexity trade-offs.

We start by presenting a first scheme named “covariance-aided amplitude based projection” that effectively combines projections in the angular and amplitude domains and exhibits robustness to interference power/angles overlapping conditions. We present an asymptotic analysis which reveals the conditions under which the channel estimation error due to pilot contamination and noise can be made to vanish. An intuitive physical interpretation of this condition for a Uniform Linear Array (ULA) is given in the form of the residual interference channel energy contained in the multipath components that overlap in angle with those of the desired channel. Although the physical explanation is given for the ULTA example, the general principle apply to other antenna placement topologies.

The obtained condition for decontamination is in general less restrictive than the condition required by previous MMSE and the amplitude projection-based methods taken separately to achieve complete removal of pilot contamination.

We then propose two low-complexity alternative schemes called “subspace and amplitude based projection” and “MMSE + amplitude based projection” respectively. Such schemes achieve different complexity-performance trade-off at moderate number of antennas. Specifically, the “subspace and amplitude based projection” can be shown to reach asymptotic (in the number of antennas) decontamination result under the same channel topology conditions as the first scheme.

More specifically, our contributions are as follows:

- We put forward a modification of the known method of amplitude based projection, with increased robustness.
- We propose a spatial filter which helps bring down the power of interference while preserving the signal of interest. With this spatial filter, we present a novel channel estimation scheme called “covariance-aided amplitude based projection”. It combines the merits of linear MMSE estimator and amplitude based projection method, yet can be shown to have significant gains over these known schemes.
- We analyze the asymptotic performance of this proposed method and provide weaker condition compared to the previous methods where the estimation error of the proposed method goes to zero asymptotically in the limit of large number of antennas and data symbols. The asymptotic analysis relies on mild technical conditions such as uniformly boundedness of the spectral norm of channel covariance.
- As the uniformly boundedness of the largest eigenvalue of channel covariance was reported to be useful in previous works (such as [19]) but not formally analyzed, we identify in the case of ULA a sufficient propagation condition under which the uniformly bounded spectral norm of channel covariance is satisfied exactly.
- Finally we propose two low-complexity alternatives of the first method. An asymptotic performance characterization is also given.

The paper is organized as follows: In section II we introduce the system model. Section III is a brief review of MMSE channel estimator and its asymptotic performance. In section IV we briefly recall the amplitude based projection of [12], [13], and we propose a first improvement of the method.

Then we present the novel covariance-aided amplitude based projection in section V-A for the setting of single user per cell, and the asymptotic performance analysis of this method is shown in section V-B. Section V-C presents a generalization of the proposed scheme to multi-user per cell scenario. In section VI we propose two low-complexity alternatives of our previous method and similar asymptotic results on the system performance are given. Section VII shows numerical results. Finally section VIII concludes the paper.

The notations adopted in the paper are as follows. We use boldface to denote matrices and vectors. Specifically, $I_M$ denotes the $M \times M$ identity matrix. $(X)^T$, $(X)^+$, and $(X)^H$ denote the transpose, conjugate, and conjugate transpose of a matrix $X$ respectively. $(X)^*$ is the Moore-Penrose pseudoinverse of $X$. $\{\cdot\}$ denotes the trace of a square matrix. $\|\cdot\|_2$ denotes the $\ell^2$ norm of a vector when the argument is a vector, and the spectral norm when the argument is a matrix. In particular, if $A$ is a Hermitian matrix, $\|A\|_2$ is the largest eigenvalue of $A$. We index the eigenvalues of $A$ in non-increasing order and denote the $i$-th eigenvalue of $A$ by $\lambda_i(A)$ and its corresponding eigenvector by $e_i(A)$. $\|\cdot\|_F$ stands for the Frobenius norm. $E\{\cdot\}$ denotes the expectation. The Kronecker product of two matrices $X$ and $Y$ is denoted by $X \otimes Y$. $\text{vec}(X)$ is the vectorization of the matrix $X$. $\text{diag}\{a_1, \ldots, a_N\}$ denotes a diagonal matrix or a block diagonal matrix with $a_1, \ldots, a_N$ at the main diagonal. $\Delta$ is used for definition.

II. SIGNAL AND CHANNEL MODELS

We consider a network of $L$ time-synchronized[1] cells, with full spectrum reuse. Each base station (BS) is equipped with $M$ antennas. There are $K$ single-antenna users in each cell simultaneously served by their base station. The cellular network operates in time-division duplexing (TDD) mode, and due to channel reciprocity, the downlink channel is obtained at the BS by uplink training signal and data signal. Each

[1] Note that assuming synchronization between uplink pilots provides a worst case scenario from a pilot contamination point of view, since any lack of synchronization will tend to statistically decorrelate the pilots. Furthermore, the main methods that we propose in this paper, i.e., the covariance-aided amplitude based projection and the subspace and amplitude based projection do not rely on accurate time synchronization.
base station estimates the channels of its $K$ users during a coherence time interval. The pilot sequences inside each cell are assumed orthogonal to each other in order to avoid intercell interference. However the same pilot pool is reused in other cells, giving rise to pilot contamination problem. The pilot sequence assigned to the $k$-th user in a certain cell is denoted by

$$s_k = \begin{bmatrix} s_{k1} & s_{k2} & \cdots & s_{k\tau} \end{bmatrix}^T,$$

where $\tau$ is the length of a pilot sequence. Without loss of generality we assume unitary average power of pilot symbols:

$$s_k^* s_k = \begin{cases} 0, & k_1 \neq k_2 \\ 1, & k_1 = k_2 \end{cases}.$$

The $M \times 1$ channel vector between the $k$-th user located in the $l$-th cell and the $j$-th base station is denoted by $h_{lk}^{(j)}$. The following classical multipath channel model [20] is adopted:

$$h_{lk}^{(j)} = \frac{\beta_{lk}^{(j)}}{\sqrt{P}} \sum_{p=1}^{P} a(\theta_{lkp}) e^{j\phi_{lkp}},$$

where $P$ is an arbitrary large number of i.i.d. paths, and $e^{j\phi_{lkp}}$ is their i.i.d. random phase, which is independent over channel indices $l$, $k$, $j$, and path index $p$. $a(\theta)$ is the steering (or phase response) vector by the array to a path originating from the angle of arrival $\theta$:

$$a(\theta) \triangleq \begin{bmatrix} 1 \\ e^{-j2\pi \frac{D}{\lambda} \cos(\theta)} \\ \vdots \\ e^{-j2\pi \frac{(M-1)D}{\lambda} \cos(\theta)} \end{bmatrix},$$

where $\lambda$ is the signal wavelength and $D$ is the antenna spacing which is assumed fixed. Note that we can limit $\theta$ to $\theta \in [0, \pi]$ because any $\theta \in [-\pi, 0)$ can be replaced by $-\theta$ giving the same steering vector. $\beta_{lk}^{(j)}$ is the path-loss coefficient

$$\beta_{lk}^{(j)} = \frac{\alpha}{d_{lk}^{(j)^\gamma}},$$

in which $\gamma$ is the path-loss exponent, $d_{lk}^{(j)}$ is the geometrical distance between the user and the $j$-th base station, and $\alpha$ is a constant. Note that the model is shown for a ULA example for ease of exposition. Under this model, the covariance matrix can be shown asymptotically to have low rank, as long as the AoA support is bounded and strictly smaller than $[0, \pi]$. However, several other channel models also exhibit similar low-rank property [15], which is the essential characteristic exploited by the MMSE estimator. Hence our approach is not dependent on the use of the one ring model described above. In fact, our main results, namely Theorem [1] as well as the general principle carry to other channel models and antenna placement topologies.

We define

$$H_l^{(j)} \triangleq \begin{bmatrix} h_{l1}^{(j)} & h_{l2}^{(j)} & \cdots & h_{lK}^{(j)} \end{bmatrix},$$

and the pilot matrix

$$S \triangleq \begin{bmatrix} s_1 & s_2 & \cdots & s_K \end{bmatrix}^T.$$

During the training phase, the received signal at the base station $j$ is

$$Y^{(j)} = \sum_{l=1}^{L} H_l^{(j)} S + N^{(j)},$$

where $N^{(j)} \in \mathbb{C}^{M \times \tau}$ is the spatially and temporally white additive Gaussian noise (AWGN) with zero-mean and element-wise variance $\sigma_N^2$. Then, during the uplink data transmission phase, each user transmits $C$ data symbols. The received data signal at base station $j$ is given by:

$$W^{(j)} = \sum_{l=1}^{L} H_l^{(j)} X_l + Z^{(j)},$$

where $X_l \in \mathbb{C}^{K \times C}$ is the matrix of transmitted symbols of all users in the $l$-th cell. The symbols are i.i.d. with zero-mean and unit average element-wise variance. $Z^{(j)} \in \mathbb{C}^{M \times C}$ is the AWGN noise with zero-mean and element-wise variance $\sigma_Z^2$. Note that the block noise is constant during the transmission for the $\tau$ pilot symbols and the $C$ data symbols.

### III. MMSE CHANNEL ESTIMATION

We briefly recall the MMSE channel estimator in a multi-cell setting with single-user per cell. Without loss of generality, we assume cell $j$ is the target cell, and $h_l^{(j)} \in \mathbb{C}^{M \times 1}$ is the desired channel, while $h_l^{(j)} \in \mathbb{C}^{M \times 1}, \forall l \neq j$ are the interference channels. We rewrite (7) in a vectorized form,

$$y^{(j)} = S \sum_{l=1}^{L} h_l^{(j)} + n^{(j)},$$

where $y^{(j)} = \text{vec}(Y^{(j)}), n^{(j)} = \text{vec}(N^{(j)})$. A pilot sequence $s$ is shared by all users. The pilot matrix $S$ is given by

$$S \triangleq s \otimes I_M.$$

We define the channel covariance matrices

$$R_l^{(j)} \triangleq \mathbb{E}(h_l^{(j)} h_l^{(j)\dagger}) \in \mathbb{C}^{M \times M}, l = 1, \ldots, L,$$

where the expectation is taken over channel realizations. A linear MMSE estimator for $h_l^{(j)}$ is given by

$$\hat{h}_l^{(j)\text{MMSE}} = R_l^{(j)} \left( \sum_{l=1}^{L} R_l^{(j)} + \sigma_n^2 I_M \right)^{-1} S^H y^{(j)}.$$

As shown in previous works [8], [15], for a base station equipped with a ULA, the above MMSE estimator can fully eliminate the effects of interfering channels when $M \to \infty$, under a specific “non-overlap” condition on the distributions of multipath AoAs for the desired and interference channels. This condition is formalized as follows. Assume the user in cell $j$ is our target (desired) user. Denote the angular support of the desired channel as $\Phi_d$, i.e., the probability density function (PDF) $p_d(\theta)$ of the AoA of the desired channel $h_l^{(j)}$ satisfies $p_d(\theta) > 0$ if $\theta \in \Phi_d$ and $p_d(\theta) = 0$ if $\theta \notin \Phi_d$ and similarly the union of the angular supports of all interference channels $h_l^{(j)}(l \neq j)$ as $\Phi_i$. If $\Phi_d \cap \Phi_i = 0$, then, as $M \to \infty$, [12] converges to an interference-free estimate. In practice the “non-overlap” condition is hard to guarantee and the finite-$M$
performance of the MMSE scheme depends on angular spread and user location, although the latter can be shaped via the use of so-called coordinated pilot assignment (CPA) [8].

IV. AMPLITUDE BASED PROJECTION

Interestingly, angle is not the only domain where interference can be discriminated upon, as revealed from a completely different approach to pilot decontamination [12], [18]. In that approach the empirical instantaneous covariance matrix built from the received data [8] is exploited, in contrast to the use of long-term covariance matrices in (12). Assume cell $j$ is our target cell and each cell has $K$ users. The eigenvalue decomposition (EVD) of $W^{(j)} W^{(j)H}/C$ is written as

$$ W^{(j)} W^{(j)H} = U^{(j)} \Lambda^{(j)} U^{(j)H}, \quad (13) $$

where $U^{(j)} \in \mathbb{C}^{M \times M} = [u^{(j)}_1, u^{(j)}_2, \ldots, u^{(j)}_M]$ is a unitary matrix and $\Lambda^{(j)} = \text{diag}\{\lambda^{(j)}_1, \ldots, \lambda^{(j)}_M\}$ with its diagonal entries sorted in a non-increasing order. By extracting the first $K$ columns of $U^{(j)}$, i.e., the eigenvectors corresponding to the strongest $K$ eigenvalues, we obtain an orthogonal basis

$$ E^{(j)} \triangleq [u^{(j)}_1, u^{(j)}_2, \ldots, u^{(j)}_K] \in \mathbb{C}^{M \times K}. \quad (14) $$

The basic idea in [12], [18] is to use the orthogonal basis $E^{(j)}$ as an estimate for the span of $H^{(j)}$, which includes all desired user channels in cell $j$. Then, by projecting the received signal onto the subspace spanned by $E^{(j)}$, most of the signal of interest is preserved. In contrast, the interference signal is canceled out thanks to the asymptotic property that the user channels are pairwise orthogonal as the number of antennas tends to infinity. Thus after the above mentioned projection, the estimate of the multi-user channel $H^{(j)}_m$ is given by:

$$ \hat{H}^{(j)\text{AM}} = \frac{1}{\tau} E^{(j)} (H^{(j)} Y^H) S^H. \quad (15) $$

Note here that interference and desired channel directions are discriminated on the basis of channel amplitudes and not AoA, hence the estimate is labeled “AM” for “Amplitude”. As a way to guarantee an asymptotic separation between the signal of interest and the interference in terms of power, it has been suggested to introduce power control in the network [12], [18].

Remark 1 Generalized amplitude projection

As shown in [12], [18], the above method works well when the desired channels and interference channels are separable in power domain, i.e., the instantaneous powers of any desired channels are higher than that of any interference channels. In practice however, this assumption is not always guaranteed. For a finite number of antennas, the short-term fading realization can cause the interference subspace to spill over the desired one. An enhanced version can somewhat mitigate this problem by considering a generalized amplitude based projection. This consists in selecting a possibly larger number ($\kappa^{(j)}$) of dominant eigenvectors to form $E^{(j)}$, where $\kappa^{(j)}$ is the number of eigenvalues in $\Lambda^{(j)}$ that are greater than $\mu \lambda^{(j)}_K$. $\mu$ is a design parameter that satisfies $0 \leq \mu < 1$. See section VII for details on the choice of $\mu$.

V. COVARIANCE-AIDED AMPLITUDE BASED PROJECTION

Note that both previous methods, while being able to tackle pilot contamination in quite different ways, perform well only in some restricted user/channel topologies. For a ULA base station, the MMSE method leads to interference-free channel estimates under the strict requirement that the desired and interference channel do not overlap in their AoA regions. While the amplitude based projection requires that no interference channel power exceeds that of a desired channel to achieve a similar result. Unfortunately, due to the random user location and scattering effects, it is quite unlikely to achieve these conditions at all times. As a result, by combining the useful properties of both the MMSE and the amplitude projection method, we propose below novel estimation methods that will lead to enhanced robustness in a realistic cellular scenario.

A. Single user per cell

For ease of exposition we first consider a simplified scenario where intra-cell interference is ignored by assuming that each cell has only one user, i.e., $K = 1$. The users in different cells share the same pilot sequence $s$. Then, with proper modifications, we will generalize this method to the setting of multiple users per cell in section V.C.

The objective is to combine long-term statistics which include spatial distribution information together with short-term empirical covariance which contains instantaneous amplitude and direction channel information. Hence, a spatial distribution filter can be associated to an instantaneous projection operator to help discriminate against any interference terms whose spatial directions live in a subspace orthogonal to that of the desired channel. The intuition is that such a spatial filter may bring the residual interference to a level that is acceptable to the instantaneous projection-based channel estimator.

In order to carry out the above intuition, we introduce a long-term statistical filter $\Xi_j$, which is based on channel covariance matrices in a way similar to that used by the MMSE filter in [12].

$$ \Xi_j = \left( \sum_{l=1}^{L} R^{(j)}_l + \sigma_n^2 I_M \right)^{-1} R^{(j)}_j. \quad (16) $$

Note that the linear filter $\Xi_j$ allows to discriminate against the interference in angular domain by projecting away from multipath AoAs that are occupied by interference. Note also that the choice of spatial filter $\Xi_j$ is justified from the fact that the full information of desired channel $h^{(j)}_d$ is preserved, as $h^{(j)}_d$ lies in the signal space of $R^{(j)}_d$. In fact, the desired channel is recoverable using another linear transformation $\Xi'_j$:

$$ \Xi'_j \triangleq R^{(j)}_j \left( \sum_{l=1}^{L} R^{(j)}_l + \sigma_n^2 I_M \right), \quad (17) $$

as can be seen from the following equality

$$ \Xi'_j \Xi_j h^{(j)}_d = R^{(j)}_j R^{(j)}_j h^{(j)}_d = V_j V^H_j h^{(j)}_d = h^{(j)}_d, \quad (18) $$

where the columns of $V_j$ are the eigenvectors of $R^{(j)}_j$ corresponding to non-zero eigenvalues.
The spatial filter is applied to the received data signal at base station $j$ as
\[ \tilde{W}_j \triangleq \Xi_j W^{(j)}. \]
(19)

The amplitude-based method as shown in section [IV] can now be applied on the filtered received data to get rid of the residual interference. Take the eigenvector corresponding to the largest eigenvalue of the matrix $\tilde{W}_j \tilde{W}_j^H/C$:
\[ \tilde{u}_{j1} = e_1 \{ \frac{1}{C} \tilde{W}_j \tilde{W}_j^H \}. \]
(20)

Hence $\tilde{u}_{j1}$ can be considered as an estimate of the direction of the vector $\Xi_j h^{(j)}$.

We then cancel the effect of the pre-multiplicative matrix $\Xi_j$ using $\tilde{u}_{j1}$ in (17), and we obtain an estimate of the direction of the channel vector $h^{(j)}$ as follows:
\[ \bar{h}^{(j)} = \frac{\Xi_j \tilde{u}_{j1}}{\|\Xi_j \tilde{u}_{j1}\|_2}. \]
(21)

Finally, the phase and amplitude ambiguities of the desired channel can be resolved by projecting the LS estimate onto the subspace spanned by $\pi_{1\pi}$:
\[ \bar{h}^{(j)CA} = \frac{1}{\tau} \bar{h}^{(j)} \tilde{Y}^{(j)} s^*, \]
(22)

where the superscript “CA” denotes the covariance-aided amplitude domain projection.

The algorithm is summarized below:

**Algorithm 1** Covariance-aided Amplitude based Projection

1: Take the first eigenvector of $\tilde{W}_j \tilde{W}_j^H/C$ as in (20), with $\tilde{W}_j$ being the filtered data signal.
2: Reverse the effect of the spatial filter using (21).
3: Resolve the phase and amplitude ambiguities by (22).

The complexity of this proposed estimation scheme is briefly evaluated.

We note that the computation of the matrix inversions in [16] has a complexity order of $O(M^2.37)$. However, these computations are performed in a preamble phase and their cost is negligible under the underlying assumption of channel stationarity implicitly made in this article. In practical systems, the matrix inversion in [16] is performed when the channel statistics are updated. Since the channel statistics are typically updated in a time scale much larger than the channel coherence time, i.e., the time scale for the applicability of Algorithm [1] then their computational cost is negligible. Therefore, we can focus on the complexity of Algorithm [1] only.

In step 1, the spatial filtering of the data signals in [19] and the computation of the covariance matrix $\tilde{W}_j \tilde{W}_j^H$ is performed along with the computation of the dominant eigenvector of an $M \times M$ matrix as in (20). The former computation has a complexity order $O(CM^2)$ while, by applying the classical power method, the computation of the dominant vector has a complexity order $O(M^2)$. Both step 2 and step 3 require multiplications of matrices by $M$-dimensional vectors and thus both have a complexity order $O(M^2)$. Then, the global complexity of the algorithm is dominated by the complexity of step 1, which is $O(CM^2)$.

The ability for the above estimator to combine the advantages of the previously known angle and amplitude projection based estimators is now analyzed theoretically. In particular we are interested in the conditions under which full pilot decontamination can be achieved asymptotically in the limit of the number of antennas $M$ and data symbols $C$. In order to facilitate the analysis, we introduce the following condition.

**Condition C1**: The spectral norm of $R^{(j)}$ is uniformly bounded:
\[ \forall M \in \mathbb{Z}^+ \text{ and } \forall l \in \{1, \ldots, L\}, \exists \zeta, s.t. \|R^{(j)}\|_2 < \zeta, \]
(23)

where $\mathbb{Z}^+$ is the set of positive integers and $\zeta$ is a constant.

Condition C1 can be interpreted as describing all the scenarios in which the channel energy is spread over a subspace whose dimension grows with $M$. Note that the same assumption can be found in some other papers, e.g., [19]. The corresponding physical condition is now investigated for the case of a ULA with a typical antenna spacing $D$ (less than or equal to half wavelength).

**Proposition 1** Let $\Phi$ be the AoA support of a certain user. Let $p(\theta)$ be the probability density function of AoA of that user. If $p(\theta)$ is uniformly bounded, i.e., $p(\theta) < +\infty, \forall \theta \in \Phi$, and $\Phi$ lies in a closed interval that does not include the parallel directions with respect to the array, i.e., $0, \pi \notin \Phi$, then, the spectral norm of the user’s covariance $R$ is uniformly bounded.

**Proof**: See Appendix A

Note that this result is hinted upon [14] by resorting to approximation of $R$ by a circulant matrix. Our Proposition 1 here gives a formal proof of the previous approximated result.

As another interpretation of Condition C1, it is worth noting that when this condition is not satisfied, there is no guarantee that the asymptotic pairwise orthogonality of different users’ channels holds. In other words, the quantity $h^{(j)H} h^{(j)}/M, l \neq j$ may not converge to zero, which is an adverse condition for all massive MIMO methods. However, our proposed methods still have significant performance gains under this adverse circumstance. Moreover, C1 is a sufficient condition and we believe it can be weakened.

**B. Asymptotic performance of the proposed CA estimator**

We now look into the performance analysis of the proposed estimation scheme. Let us define
\[ \alpha^{(j)}_l \triangleq \lim_{M \to \infty} \frac{1}{M} \text{tr}\{\Xi_j R^{(j)} \Xi^H_j\}, \forall l = 1, \ldots, L. \]
(24)

**Theorem 1** Given Condition C1, if the following inequality holds true
\[ \alpha^{(j)}_l > \alpha^{(j)}_l, \forall l \neq j, \]
(25)
then, the estimation error of (22) vanishes, i.e.,

\[
\lim_{M,C \to \infty} \frac{1}{M} \left\| \Pi_j (\Sigma_j^{(j)} - \mathbf{h}_j^{(j)}) \right\|_2^2 = 0. \tag{26}
\]

Proof: For the sake of notational convenience, in this proof we assume the user in cell \( j \) is the target user and thus drop the superscript \((j)\). The desired channel is denoted by \( \mathbf{h}_j = \mathbf{h}_j^{(j)} \) and the interference channels are \( \mathbf{h}_l = \mathbf{h}_l^{(j)}, l \neq j \). Since \( \mathbf{h}_l, l = 1, \ldots, L \), is considered as \( M \times 1 \) complex Gaussian with unit variance. We build the proof of Theorem 1 on the general correlation model (27). The proof consists in three parts, corresponding to the three steps in Algorithm 1 respectively. More specifically, Lemma 1 and the intermediate results towards Lemma 2 is the first part of the proof. It shows that \( \mathbf{u}_j \) aligns asymptotically with the direction of the filtered channel vector \( \mathbf{w}_j = \mathbf{\Xi}_j \mathbf{h}_j \). The second part of the proof is provided in Lemma 6 which proves that after canceling the effect of the spatial filter using \( \mathbf{\Xi}_j \), we obtain the direction of the true channel \( \mathbf{h}_j \) in \( \mathbf{\Pi}_j \). The final part of the proof shows that by projecting the LS estimate onto the subspace of \( \mathbf{\Pi}_j \), we resolve the phase and amplitude of the true channel.

Lemma 1 Given Condition C1, if \( \alpha_j^{(j)} > \alpha_i^{(j)}, \forall l \neq j \), then there exists a unique \( 0 \leq \phi < 2\pi \), such that

\[
\lim_{M,C \to \infty} \frac{1}{M} \left\| \mathbf{h}_j - \mathbf{\bar{u}}_j e^{j\phi} \right\|_2 = 0. \tag{28}
\]

where \( \mathbf{h}_j \triangleq \mathbf{\Xi}_j \mathbf{h}_j, l = 1, \ldots, L \).

Proof: The proof of Lemma 1 relies on several intermediate results, namely Lemma 2 - Lemma 5

Lemma 2 Under Condition C1, the spectral norm of \( \mathbf{\Xi}_j \mathbf{\Omega}_j \) satisfies:

\[
\lim_{M \to \infty} \frac{1}{M} \left\| \mathbf{\Xi}_j \mathbf{\Omega}_j \right\|_2 = 0. \tag{29}
\]

Proof: See Appendix E.

Lemma 3 Let \( \mathbf{A}_M \) be a deterministic \( M \times M \) complex matrix with uniformly bounded spectral radius for all \( M \). Let \( \mathbf{q} = \frac{1}{\sqrt{M}} \left[ q_1, \cdots, q_M \right]^T \) where \( q_l, \forall l = 1, \cdots, M \) is i.i.d. complex random variable with zero mean, unit variance, and finite eighth moment. Let \( \mathbf{r} \) be a similar vector independent of \( \mathbf{q} \). Then as \( M \to \infty \),

\[
\mathbf{q}^H \mathbf{A}_M \mathbf{r} \xrightarrow{a.s.} 0, \tag{31}
\]

and

\[
\mathbf{q}^H \mathbf{A}_M \mathbf{r} \xrightarrow{a.s.} 0, \tag{31}
\]

where \( a.s. \) denotes almost sure convergence.

Note that in this paper, the condition on the finite eighth moment always holds, as when we apply Lemma 3, the components of the vector of interest are i.i.d. complex Gaussian variables. It is well known that a complex Gaussian variable with zero mean, unit variance has finite eighth moment.

Lemma 4 Given Condition C1,

\[
\lim_{M \to \infty} \frac{1}{M} \left\| \mathbf{h}_l^H \mathbf{h}_l \right\|_2 = 0, \tag{32}
\]

\[
\lim_{M \to \infty} \frac{1}{M} \left\| \mathbf{h}_l^H \mathbf{h}_l \right\|_2 = 0, \tag{33}
\]

Proof: See Appendix F.

Lemma 5 When Condition C1 is satisfied,

\[
\lim_{M,C \to \infty} \frac{1}{M,C} \left\| \mathbf{W}_j \mathbf{W}_j^H \mathbf{h}_j - \alpha_j \left\| \mathbf{h}_j \right\|_2 \mathbf{h}_j \right\|_2 = 0, \tag{34}
\]

Proof: See Appendix E.

Lemma 5 proves that as \( M,C \to \infty \), \( \alpha_j \) is an asymptotic eigenvalue of the random matrix \( \mathbf{W}_j \mathbf{W}_j^H/MC \), with its corresponding eigenvector converging to \( \mathbf{\bar{h}}_j / \left\| \mathbf{h}_j \right\|_2 \) up to a random phase.

We now return to the proof of Lemma 1. Since \( \alpha_j > \alpha_i, \forall l \neq j \), one may readily obtain from Lemma 5 and (32) that

\[
\lim_{M,C \to \infty} \lambda_1 \left\{ \mathbf{W}_j \mathbf{W}_j^H \right\} = \alpha_j, \tag{35}
\]

and that there exists a unique \( 0 \leq \phi < 2\pi \), such that

\[
\lim_{M,C \to \infty} \left\| \mathbf{h}_j - \mathbf{\bar{u}}_j e^{j\phi} \right\|_2 = 0, \tag{36}
\]

which completes the proof of Lemma 1.

Now we show the second part of the proof of Theorem 1. Note that in this part we make the implicit assumption that the spectral norm of \( \mathbf{\Xi}_j \) satisfies \( \left\| \mathbf{\Xi}_j \right\|_2 < +\infty \). A sufficient (but not necessary) condition of such an assumption is that the spectral norm of \( \mathbf{R}_j \) is finite.

Lemma 6 Given (25), we have

\[
\lim_{M,C \to \infty} \left\| \mathbf{h}_j - \mathbf{\bar{u}}_j e^{j\phi} \right\|_2 = 0. \tag{37}
\]

Proof: See Appendix E.

The final part of the proof of Theorem 1 can be found in Appendix F, which corresponds to step 3 of Algorithm 1. The proof shows that projecting the LS estimate onto the subspace of \( \mathbf{u}_j \) will lead to noise-free estimate asymptotically as \( M,C \to \infty \). This concludes the proof of Theorem 1.

Interestingly, condition (25) in Theorem 1 can be replaced with

\[
\left\| \mathbf{\Xi}_j^H \mathbf{h}_j \right\|_2 > \left\| \mathbf{\Xi}_j^H \mathbf{h}_j \right\|_2, \forall l \neq j, \tag{38}
\]

and
which indicates that under suitable conditions on the spectral norm of channel covariance, after multiplying the filter $\mathbf{\Xi}_j$, if the power of the desired channel is higher than that of interference channel, then, pilot contamination disappears asymptotically, along with noise.

Note that we have so far no assumption on antenna placement in the analysis, other than the requirement for uniformly boundedness of the spectral norm of channel covariance. In the sequel we look into a specific model of ULA as an example and seek to further understand the physical meaning of the proposed method.

We still assume $\mathbf{h}_{\ell}^{(j)}$ is the channel of interest. Denote its angular support as $\Phi_d$. Decompose the interference channel $\mathbf{h}_{\ell}^{(j)}, \forall \ell \neq j$, as follows:

$$\mathbf{h}_{\ell}^{(j)} = \mathbf{h}_{\ell}^{(j)} + \mathbf{h}_{\ell_0}^{(j)}, \quad (39)$$

where

$$\mathbf{h}_{\ell}^{(j)} = \frac{\beta_{\ell}}{\sqrt{P}} \sum_{\theta \in \Phi_d} \mathbf{a}(\theta)e^{j\phi_{\ell}}, \quad (40)$$

$$\mathbf{h}_{\ell_0}^{(j)} = \frac{\beta_{\ell}}{\sqrt{P}} \sum_{\theta \notin \Phi_d} \mathbf{a}(\theta)e^{j\phi_{\ell}}, \quad (41)$$

which means $\mathbf{h}_{\ell}^{(j)}$ is the residual multipath component of the interference channel within the AoA region $\Phi_d$ of the desired channel, while $\mathbf{h}_{\ell_0}^{(j)}$ is the multipath component which is outside $\Phi_d$.

**Theorem 2** For a ULA base station, under Condition C1, if the residual multipath component of the interference channel satisfies:

$$\forall \ell \neq j, \left\| \mathbf{\Xi}_j \mathbf{h}_{\ell}^{(j)} \right\|_2 < \left\| \mathbf{\Xi}_j \mathbf{h}_{j}^{(j)} \right\|_2, \quad (42)$$

then, the estimation error of the estimator (22) vanishes:

$$\lim_{M,C \to \infty} \frac{\left\| \mathbf{h}_{j}^{(j)CA} - \mathbf{h}_{j}^{(j)} \right\|^2}{\left\| \mathbf{h}_{j}^{(j)} \right\|^2_2} = 0. \quad (43)$$

**Proof:** See Appendix C

---

Define a matrix $\mathbf{H}_{j|k}^{(j)}$ as a sub-matrix of $\mathbf{H}_j^{(j)}$ after removing its $k$-th column,

$$\mathbf{H}_{j|k}^{(j)} \triangleq \begin{bmatrix} \mathbf{h}_{j_1}^{(j)} & \cdots & \mathbf{h}_{j(k-1)}^{(j)} & \mathbf{h}_{j(k+1)}^{(j)} & \cdots & \mathbf{h}_{j_K}^{(j)} \end{bmatrix}. \quad (44)$$

A corresponding estimate of (44), denoted by $\hat{\mathbf{H}}_{j|k}^{(j)}$, is obtained by removing the $k$-th column of $\hat{\mathbf{H}}_j^{(j)}$, which can be an LS estimate, MMSE estimate, or other linear/non-linear estimate of $\mathbf{H}_j^{(j)}$. For demonstration purpose only, in this paper we use the simplest LS estimate, which already shows very good performance.

In order to adapt the method in section V-A to multi-user scenario, we propose to first neutralize the intra-cell interference with a Zero-Forcing (ZF) filter $\mathbf{T}_{jk}$ based on the LS estimate $\hat{\mathbf{H}}_{j|k}^{(j)}$, and then apply the spatial filter $\mathbf{\Xi}_{jk}$. After these two filters, the data signal is now

$$\tilde{\mathbf{W}}_{jk} \triangleq \mathbf{\Xi}_{jk} \mathbf{T}_{jk} \mathbf{W}^{(j)}, \quad (45)$$

where

$$\mathbf{T}_{jk} \triangleq \mathbf{I}_M - \hat{\mathbf{H}}_{j|k}^{(j)} (\hat{\mathbf{H}}_{j|k}^{(j)H} \hat{\mathbf{H}}_{j|k}^{(j)})^{-1} \hat{\mathbf{H}}_{j|k}^{(j)H}, \quad (46)$$

and

$$\mathbf{\Xi}_{jk} \triangleq \left( \sum_{l=1}^L \mathbf{R}_{jk}^{(j)} + \sigma_n^2 \mathbf{I}_M \right)^{-1} \mathbf{R}_{jk}^{(j)}. \quad (47)$$

The rest of this method proceeds as in the single user setting. Take the dominant eigenvector of $\mathbf{\tilde{W}}_{jk} \mathbf{\tilde{W}}_{jk}^H/C$:

$$\mathbf{u}_{jk1} = \mathbf{e}_1 \{ \frac{1}{C} \mathbf{\tilde{W}}_{jk} \mathbf{\tilde{W}}_{jk}^H \}. \quad (48)$$

The estimate of the direction of $\mathbf{h}_k^{(j)}$ is obtained by

$$\mathbf{\hat{u}}_{jk1} = \frac{\mathbf{\Xi}_{jk}^{\prime} \mathbf{u}_{jk1}}{\left\| \mathbf{\Xi}_{jk}^{\prime} \mathbf{u}_{jk1} \right\|_2}, \quad (49)$$

where

$$\mathbf{\Xi}_{jk}^{\prime} \triangleq \left( \sum_{l=1}^L \mathbf{R}_{jk}^{(j)} + \sigma_n^2 \mathbf{I}_M \right)^{-1}. \quad (50)$$

Finally the phase and amplitude ambiguities are resolved by the training sequence, and we have the estimate of $\mathbf{h}_{jk}^{(j)}$:

$$\hat{\mathbf{h}}_{jk}^{(j)CA} = \frac{1}{T} \mathbf{u}_{jk1} \mathbf{u}_{jk1}^H \mathbf{Y}^{(j)} \mathbf{S}^H. \quad (51)$$

Note that in this method, we build the ZF type filter $\mathbf{T}_{jk}$ based on a rough LS estimate. Further improvements can be attained with higher quality estimates at the cost of higher complexity. As a simple example, we can reduce the effect of noise on the estimate $\hat{\mathbf{H}}_{j|k}^{(j)}$ by first applying EVD of $\tilde{\mathbf{W}}^{(j)} \mathbf{W}^{(j)H}/C$, then removing the subspace where the noise lies, and finally performing LS estimation. These extensions are out of the scope of this paper.

---

**VI. LOW-COMPLEXITY ALTERNATIVES**

In this section, we propose two alternatives of the method shown in section V aiming at lower computational complexity at the cost of mild performance losses.
A. Subspace and amplitude based projection

The low-rankness of channel covariance implies that the uplink received desired signal lives in a reduced subspace. By projecting the received data signal $W^{(j)}$ onto the signal space of $R^{(j)}$, we are able to preserve the signal from user $k$ in cell $j$ while removing the interference and noise that live in its complementary subspace. In the following, we show a subspace-based signal space projection method that relies on the covariance of desired channel only. For ease of exposition, we simplify the system setup to single user per cell. Let the user in cell $j$ be the target user. The EVD of the covariance of the desired channel is

$$ R^{(j)} = V_j \Sigma_j V_j^H, \quad (52) $$

where the diagonal entries of $\Sigma_j$ contains the non-negligible eigenvalues of $R^{(j)}$. Then we project the received data signal onto the signal space of $R^{(j)}$, or the column space of $V_j$:

$$ \bar{W}_j \triangleq V_j V_j^H W^{(j)}. \quad (53) $$

The rest of this method follows the same idea as the covariance-aided amplitude based projection scheme. Taking the eigenvector corresponding to the largest eigenvalue of $W_j W_j^H / C$:

$$ u_{j1} = e_1 \left\{ \frac{1}{C} W_j W_j^H \right\}, \quad (54) $$

the channel estimate of $h^{(j)}$ is given by

$$ \hat{h}^{(j)\text{SA}} = \frac{1}{\tau} u_{j1} u_{j1}^* Y^{(j)} s^*, \quad (55) $$

where the superscript “SA” stands for “subspace and amplitude based projection”. Note that this method does not require the covariance of interference channels or variance of noise. It explicitly relies on the assumption that the desired covariance matrix has a low-dimensional signal subspace, with some degradations expected when this condition is not realized in practice. In fact, if $R^{(j)}$ has full rank, this method degrades to pure amplitude based projection.

Note that this “SA” estimator has lower complexity than the “CA” estimator (22) in the sense that 1) “SA” estimator does not require the statistical knowledge of the interference channels or the variance of the noise, and 2) “SA” estimator skips step 2 in Algorithm 1.

The physical condition under which full decontamination is achieved with this method is shown below in the case of a ULA. We denote the angular support of desired channel $h^{(j)}$ by $\Phi_d$ and the multipath components of the interference channel $h^{(j)}_l$ falling in $\Phi_d$ as $h^{(j)}_l$.

**Theorem 3** For a ULA base station, if the power of interference channel that falls into the angular support $\Phi_d$ satisfies

$$ \forall l \neq j, \left\| h^{(j)}_l \right\|_2 < \left\| h^{(j)}_l \right\|_2, \quad (56) $$

and the channel covariance satisfies

$$ \forall M \in \mathbb{Z}^+, \forall l \neq j, \left\| R^{(j)}_l V_j V_j^H R^{(j)}_l \right\|_2 < +\infty, \quad (57) $$

then, the estimation error of the estimator (55) vanishes

$$ \lim_{M \to \infty, C \to \infty} \left\| \hat{h}^{(j)\text{SA}} - h^{(j)} \right\|^2_2 = 0. \quad (58) $$

Proof: Due to lack of space, we skip the complete proof and only give two key steps below. By applying the asymptotic orthogonality between two steering vectors which are associated with different AoAs (Lemma 3 in [8]), we may readily obtain

$$ \lim_{M \to \infty} \frac{1}{\sqrt{M}} V_j V_j^H h^{(j)} = \frac{1}{\sqrt{M}} h^{(j)}_j, \quad (59) $$

$$ \lim_{M \to \infty} \frac{1}{\sqrt{M}} V_j V_j^H h^{(j)}_l = \frac{1}{\sqrt{M}} h^{(j)}_l, \quad \forall l \neq j, \quad (60) $$

which means the multipath components of interference that fall outside $\Phi_d$ disappear asymptotically after the projection by $V_j V_j^H$. Then, equation (57) ensures that

$$ \lim_{M \to \infty} \frac{1}{M} \hat{h}^{(j)\text{SA}} = 0, \quad \forall l \neq j, \quad (61) $$

where

$$ h^{(j)}_l \triangleq V_j V_j^H h^{(j)}_l, l = 1, \ldots, L. \quad (62) $$

Note that in Theorem 3 condition (57) is less restrictive than the uniformly boundedness of the spectral norm of the channel covariance. In the special case of zero angular spread, the rank of channel covariance becomes one. Denote the deterministic AoA from the user in cell $l$ to base station $j$ as $\theta^{(j)}_l$. We can easily see that the channel estimation error of (55) vanishes completely as $M, C \to \infty$ as long as

$$ \forall l \neq j, \theta^{(j)}_l \neq \theta^{(j)}_j, \quad (63) $$

which occurs with probability one.

When channel covariance is not available, we can still benefit from the subspace projection method by approximating $V_j$ with a subset of discrete Fourier transform (DFT) basis as shown in [1]. This DFT basis can be chosen based on a small number of channel observations. The generalization to multi-user case can be done by introducing the ZF filter (46) as in section IV-C. Due to lack of space, we skip the details.

B. MMSE + amplitude based projection

Another alternative is to directly project the MMSE estimate onto the subspace of $E^{(j)}$ obtained by EVD of $W^{(j)} W^{(j)H} / C$ as in section IV. The estimator for the multi-user channel $H^{(j)}$ is given by

$$ \hat{H}^{(j)\text{MA}} = E^{(j)} E^{(j)H} R^{(j)} \left( \tau \left( \sum_{l=1}^{L} R^{(j)}_l \right) + \sigma^2_n I_{KM} \right)^{-1} S^H y^{(j)}, \quad (64) $$

where

$$ E^{(j)} \triangleq I_K \otimes E^{(j)}, \quad (65) $$

$$ S \triangleq S^T \otimes I_M = \begin{bmatrix} s_1 \otimes I_M & \cdots & s_K \otimes I_M \end{bmatrix}, \quad (66) $$
and

\[ \hat{\mathbf{R}}_l^{(j)} = \text{diag}\{\hat{\mathbf{R}}_{11}^{(j)}, \ldots, \hat{\mathbf{R}}_{KK}^{(j)}\}, l = 1, \ldots, L. \]  

(67)

The superscript “MA” denotes MMSE + amplitude based projection. It is worth noting that both the amplitude-based projection and angular-based projection require a large number of antennas to achieve complete decontamination. In contrast, the MMSE estimator is efficient with very small number of antennas. As \( M \) grows, MMSE estimator starts to reduce interference earlier than the previously proposed methods, as will be shown by simulations in Section VII. However, unlike the previously proposed schemes, this “MA” estimator cannot achieve complete decontamination when the interference channel is overlapping with desired channel in both angular and power domains.

**VII. NUMERICAL RESULTS**

This section contains numerical results of our different channel estimation schemes compared with prior methods. In the simulation, we have multiple hexagonally shaped adjacent cells in the network. The radius of each cell is 1000 meters. Each base station has \( M \) antennas, which forms a ULA, with half wavelength antenna spacing. The length of pilot sequence is \( \tau = 10 \).

Two performance metrics are considered. The first is the normalized channel estimation error

\[ \epsilon \triangleq \frac{1}{KL} \sum_{j=1}^{L} \sum_{k=1}^{K} \left( \frac{\| \mathbf{h}_{jk} - \hat{\mathbf{h}}_{jk} \|_2^2}{\| \mathbf{h}_{jk} \|_2^2} \right). \]  

(68)

The estimation errors in the plots are obtained by Monte Carlo simulations and displayed in dB scale.

The second metric is the uplink per-cell rate when MRC receiver (based on the obtained channel estimate) is used at the base station side.

In all simulations presented in this section, we assume that the channel covariance matrix is estimated using 1000 exact channel realizations. The multipath angle of arrival of any channel (including the interference channel) follows a uniform distribution centered at the direction corresponding to line-of-sight (LoS). The number of multipath is \( \tau = 50 \). According to the coherence time model in [23], for a mobile user moving at a vehicular speed of 70 km/h in an environment of 2.6 GHz carrier frequency and 5\( \mu \)s high delay spread (corresponding to an excess distance of 1.5 km), the channel can be assumed coherent over 500 transmitted symbols. Thus, we will let \( C = 500 \) in simulations, although larger coherence time can be expected in practice for a user with lower mobility.

Note that in all simulations, the amplitude-based projection and MMSE + amplitude based projection follow the enhanced eigenvector selection strategy shown in Remark 1 with the design parameter \( \mu = 0.2 \).

We first illustrate Theorem 1 in Fig. 1. Suppose we have a two-cell network, with each cell having one user. In order to make the interference overlapping in power domain with the desired signal, we set the path loss exponent \( \gamma = 0 \). The power of the interference channel has equal probability to be higher or lower than the power of the desired channel. The user in each cell is deliberately put in a symmetrical position such that the multipath angular supports of the interference and the desired channel are half overlapping with each other.

In the figure, “LS estimation” and “Pure MMSE” denote the system performances when an LS estimator and an MMSE estimator (12) are used respectively. “Pure amplitude” denotes the case when we apply the generalized amplitude based projection method only. “MMSE + amplitude” represents the proposed estimator (64). “Covariance-aided amplitude” denotes the proposed covariance-aided amplitude based projection method (22). The curve “MMSE - no interference” shows the estimation error of an MMSE estimator in an interference-free scenario. As can be seen from Fig. 1, due to the overlapping interference in both angle and power domains, the performance of all estimators saturate quickly with the number of antennas, except the proposed covariance-aided amplitude based projection method, which eventually outperforms interference-free MMSE estimation.

In Fig. 2 and Fig. 3, we show the performance of estimation error and the corresponding uplink per-cell rate for a 7-cell network, with single user per cell. The users are assumed to be distributed randomly and uniformly within their own cells excluding a central disc with radius 100 meters. The angular spread of the user channel (including interference channel) is 30 degrees. The path loss exponent is now \( \gamma = 2 \). As we may observe, the traditional LS estimator suffers from severe pilot contamination. The pure amplitude based method and the pure MMSE method alleviate the pilot interference, yet saturate with the number of antennas. These saturation effects come from the overlapping of the interference and the desired channels in power and angular domains respectively. The “MMSE + amplitude” approach outperforms these two known methods as it discriminates against interference in both amplitude and angular domains. However this scheme cannot

\(^2\) The reason is that the performance of the interference-free MMSE estimation has a non-vanishing lower bound due to white Gaussian noise. On the contrary, our proposed covariance-aided amplitude based projection method eliminates the effects of noise and interference asymptotically.
interference. However it is not disturbing in the sense that 1) as interest is removed by the ZF filter $T$, fully exhibited, and consequently a small amount of signal of asymptotical orthogonality of channels of different users is not the amplitude based methods, and 2) with small $M$, it is well known that MMSE works well, but not $M$ is small. It is due to the following two facts: 1) when $M$ is small, it is well known that MMSE works well, but not the amplitude based methods, and 2) with small $M$, the asymptotical orthogonality of channels of different users is not fully exhibited, and consequently a small amount of signal of interest is removed by the ZF filter $T_{kj}$, along with intra-cell interference. However it is not disturbing in the sense that 1) as the number of antennas grows, the covariance-aided amplitude projection method quickly outperforms the other methods; and 2) The per-cell rate of this proposed method is still good even with moderate number of antennas, e.g., $M > 25$. It is also interesting to note that the low-complexity alternative scheme, subspace and amplitude based projection method, has some minor performance loss, yet keeps approximately the same slope as the covariance-aided amplitude projection.

We now turn our attention to multi-cell multi-user scenario. Fig. 2 and Fig. 3 show the channel estimation performance and the corresponding uplink per-cell rate for a 7-cell network with each cell having 4 users. In these two figures, we add the curve of subspace and amplitude based projection, which is denoted in the figures as “Subspace + amplitude”. The other parameters remain unchanged compared with those in Fig. 2 and Fig. 3. We can notice that in Fig. 2 the covariance-aided amplitude projection method has some performance loss with respect to the low-complexity MMSE + amplitude method and the MMSE method when the number of antennas is small. It is due to the following two facts: 1) when $M$ is small, it is well known that MMSE works well, but not the amplitude based methods, and 2) with small $M$, the asymptotical orthogonality of channels of different users is not fully exhibited, and consequently a small amount of signal of interest is removed by the ZF filter $T_{kj}$, along with intra-cell interference. However it is not disturbing in the sense that 1) as
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**Fig. 2.** Estimation performance vs. $M$, 7-cell network, one user per cell, AoA spread 30 degrees, path loss exponent $\gamma = 2$, cell-edge SNR = 0 dB.
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**Fig. 3.** Uplink per-cell rate vs. $M$, 7-cell network, one user per cell, AoA spread 30 degrees, path loss exponent $\gamma = 2$, cell-edge SNR = 0 dB.

In this paper we proposed a series of robust channel estimation algorithms exploiting path diversity in both angle and amplitude domains. The first method called “covariance-aided amplitude based projection” is robust even when the desired channel and the interference channels overlap in multipath AoA and are not separable just in terms of power. Two low-complexity alternative schemes were proposed, namely “subspace and amplitude based projection” and “MMSE + amplitude based projection”. Asymptotic analysis shows the condition under which the channel estimation error converges to zero.
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**Fig. 4.** Estimation performance vs. $M$, 7-cell network, 4 users per cell, AoA spread 30 degrees, path loss exponent $\gamma = 2$, cell-edge SNR = 0 dB.
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**Fig. 5.** Uplink per-cell rate vs. $M$, 7-cell network, 4 users per cell, AoA spread 30 degrees, path loss exponent $\gamma = 2$, cell-edge SNR = 0 dB.

**VIII. CONCLUSIONS**

In this paper we proposed a series of robust channel estimation algorithms exploiting path diversity in both angle and amplitude domains. The first method called “covariance-aided amplitude based projection” is robust even when the desired channel and the interference channels overlap in multipath AoA and are not separable just in terms of power. Two low-complexity alternative schemes were proposed, namely “subspace and amplitude based projection” and “MMSE + amplitude based projection”. Asymptotic analysis shows the condition under which the channel estimation error converges to zero.
APPENDIX

A. Proof of Proposition 4

Denote the associated path loss as \( \beta \). The covariance \( \mathbf{R} \) is a Toeplitz matrix, with its \( mn \)-th entry given by

\[
\mathbf{R}(m, n) = \beta \int_{0}^{\pi} p(\theta) e^{j2\pi \frac{m}{R} \cos(\theta)} d\theta
\]

Using the spatial correlation model (27), we may write

\[
\frac{1}{M} h_{l}^{H} \mathbf{h}_{l} = \frac{1}{M} h_{l}^{H} \mathbf{R}_{l}^{H} \mathbf{\Xi}_{l} \mathbf{\Xi}_{l}^{H} \mathbf{h}_{l}. \tag{75}
\]

By an abuse of notation, we now use the operator \( \lambda_{1}\{\cdot\} \) to represent the largest singular value of a matrix. Appealing to the singular value inequalities in [6], we can show that the maximum singular value of \( \mathbf{R}_{l}^{H} \mathbf{\Xi}_{l} \mathbf{R}_{l}^{H} \) yields

\[
\lambda_{1}\{\mathbf{R}_{l}^{H} \mathbf{\Xi}_{l} \mathbf{R}_{l}^{H}\} \leq \lambda_{1}\{\mathbf{R}_{l}^{H} \mathbf{\Xi}_{l}\} \lambda_{1}\{\mathbf{\Xi}_{l}^{H} \mathbf{\Xi}_{l}\} \tag{76}
\]

\[
< \zeta^{2} \lambda_{1}\{\mathbf{\Xi}_{l}^{H} \mathbf{\Xi}_{l}\} \lambda_{1}\{\mathbf{R}_{l}^{H}\} \tag{77}
\]

\[
< \zeta^{3} \sigma_{n}, \tag{78}
\]

which means the spectral radius of the complex matrix \( \mathbf{R}_{l}^{H} \mathbf{\Xi}_{l} \mathbf{R}_{l}^{H} \) is uniformly bounded for any \( M \). Thus, according to Lemma 1, \( \frac{1}{M} h_{l}^{H} \mathbf{h}_{l}, \forall l \neq j \), converges almost surely to zero. Thus (53) holds true. In a similar way, we can prove (52). This concludes the proof of Lemma 4. \( \square \)

D. Proof of Lemma 5

Define

\[
\Gamma \triangleq \lim_{C \to \infty} \left( \frac{1}{C} \mathbf{W}_{j} \mathbf{W}_{j}^{H} \right) \tag{79}
\]

\[
= \mathbf{h}_{j}^{H} \mathbf{h}_{j} + \sum_{i \neq j} \mathbf{h}_{i}^{H} \mathbf{h}_{i}^{H} + \sigma_{n}^{2} \mathbf{\xi}_{j}^{H} \mathbf{\xi}_{j}. \tag{80}
\]

In this proof, we first consider the noise free scenario and let

\[
\Gamma_{nf} = \mathbf{h}_{j}^{H} \mathbf{h}_{j} + \sum_{i \neq j} \mathbf{h}_{i}^{H} \mathbf{h}_{i}^{H}, \tag{81}
\]

where the subscript “nf” denotes noise free. We can then write

\[
\lim_{M \to \infty} \left\| \mathbf{R}_{l}^{H} \mathbf{\Xi}_{l} \mathbf{\Xi}_{l}^{H} \mathbf{h}_{l} \right\|_{2}^{2} = \left\| \mathbf{h}_{j} \right\|_{2}^{2} - \sigma_{n}^{2} \mathbf{\xi}_{j}^{H} \mathbf{\xi}_{j} \tag{82}
\]

\[
= \lim_{M \to \infty} \left( \Gamma_{nf} \mathbf{h}_{j}^{H} \mathbf{h}_{j} - \sigma_{n}^{2} \mathbf{\xi}_{j}^{H} \mathbf{\xi}_{j} \right) \left( \frac{\Gamma_{nf}}{M} \mathbf{h}_{j}^{H} \mathbf{h}_{j} - \sigma_{n}^{2} \mathbf{\xi}_{j}^{H} \mathbf{\xi}_{j} \right)^{H} \tag{83}
\]

\[
= \lim_{M \to \infty} \frac{1}{M^{2}} \left\| \mathbf{h}_{j} \right\|_{2}^{2} - \lim_{M \to \infty} \frac{2\sigma_{n}^{2} \mathbf{\xi}_{j}^{H} \mathbf{\xi}_{j}}{M} \left\| \mathbf{h}_{j} \right\|_{2}^{2} \tag{84}
\]

\[
= \sigma_{j}^{2} - 2\sigma_{j}^{2} + \sigma_{j}^{2} \tag{85}
\]

which proves that when \( M \to \infty \), an eigenvalue of the random matrix \( \Gamma_{nf} / M \) converges to \( \sigma_{j} \), with its corresponding eigenvector converging to \( \mathbf{h}_{j} / \left\| \mathbf{h}_{j} \right\|_{2} \) up to a random phase.

Then we consider the Hermitian matrix \( \sigma_{n}^{2} \mathbf{\xi}_{j} \mathbf{\xi}_{j}^{H} \) as a perturbation on \( \Gamma_{nf} / M \). Due to the Bauer-Fike Theorem (27), on the perturbation of eigenvalues of Hermitian matrices, together with Lemma 2, we have for \( 1 \leq i \leq L \):

\[
\lim_{M \to \infty} \lambda_{i} \left\{ \frac{\Gamma_{nf}}{M} \right\} = \lambda_{i} \left\{ \frac{\Gamma_{nf}}{M} \right\} \tag{83}
\]

\[
\leq \lim_{M \to \infty} \frac{\sigma_{n}^{2}}{M} \left\| \mathbf{\xi}_{j} \mathbf{\xi}_{j}^{H} \right\|_{2} \tag{84}
\]

\[
= 0. \tag{85}
\]

B. Proof of Lemma 2

Since \( \mathbf{R}_{j} \) and \( \left( \sum_{l=1}^{L} \mathbf{R}_{l} + \sigma_{n}^{2} \mathbf{I}_{M} \right)^{-1} \) are both positive semi-definite (PSD) Hermitian matrices, we can directly apply the inequalities of [25] on the eigenvalues of the product of two PSD Hermitian matrices

\[
\left\| \mathbf{\xi}_{j} \right\|_{2} \leq \left\| \sqrt{L} \sum_{l=1}^{L} \mathbf{R}_{l} + \sigma_{n}^{2} \mathbf{I}_{M} \right\|_{2} \left\| \mathbf{R}_{j} \right\|_{2} < \frac{\zeta}{\sigma_{n}}. \tag{73}
\]

It is straightforward to show that

\[
\left\| \mathbf{\xi}_{j} \mathbf{\xi}_{j}^{H} \right\|_{2} = \left\| \mathbf{\xi}_{j} \right\|_{2}^{2} < \frac{\zeta^{2}}{\sigma_{n}^{2}}. \tag{74}
\]

which indicates that the spectral norm of \( \mathbf{\xi}_{j} \mathbf{\xi}_{j}^{H} \) is also uniformly bounded. This proves Lemma 2. \( \square \)
The above result shows that the impact of the perturbation on the eigenvalues of $\Gamma_{af}/M$ vanishes as $M \to \infty$. In other words, $\alpha_j$ is again an asymptotic eigenvalue of $\Gamma/M$. Now we verify that despite the perturbation, the eigenvector of $\Gamma/M$ corresponding to the asymptotic eigenvalue $\alpha_j$ also converges to $h_j/\|h_j\|_2$ up to a random phase. To prove this, it is sufficient to show that

$$\lim_{M \to \infty} \left| \frac{\Gamma_j}{M} h_j - \alpha_j h_j \right|_2 = 0, \quad (86)$$

where (a) is due to the definition of the spectral norm

$$\lim_{M \to \infty} \left| \frac{\sigma_j \Xi_j \Xi_j^H}{M} h_j \right|_2 = 0. \quad (87)$$

It follows that

$$\lim_{M \to \infty} \left| \frac{\mathbf{W}_j^* \mathbf{W}_j^H}{M} h_j - \alpha_j h_j \right|_2 = 0, \quad (88)$$

which concludes the proof of Lemma 6.

E. Proof of Lemma 6

We can derive

$$\lim_{M \to \infty} \left| \frac{\Xi_j' h_j}{\Xi_j' h_j} - \frac{\Xi_j' \bar{u}_{j1} e^{i\phi}}{\Xi_j' \bar{u}_{j1}} \right|^2 = 1. \quad (89)$$

The following equality holds

$$\Xi_j' h_j = \Xi_j' h_j = \mathbf{R}_j \mathbf{R}_j \mathbf{h}_j = \mathbf{h}_j, \quad (96)$$

proving that

$$\lim_{M \to \infty} \left| \frac{\Xi_j' h_j}{\Xi_j' h_j} - \frac{\Xi_j' \bar{u}_{j1} e^{i\phi}}{\Xi_j' \bar{u}_{j1}} \right|^2 = 0, \quad (97)$$

which completes the proof of Lemma 6.

F. Proof of Theorem 7

From (37) we readily obtain

$$\lim_{M \to \infty} \frac{h_j'}{h_j} = 1. \quad (98)$$

Recall from the uplink training (7), we have

$$\hat{h}_j^{CA} = \frac{1}{\tau} \bar{u}_{j1} u_j^H \left( \mathbf{h}_j s^T + \sum_{(\ell \neq j)} \mathbf{h}_\ell s_T + \mathbf{N} \right) s^*, \quad (99)$$

and hence

$$\lim_{M \to \infty} \left| \frac{\hat{h}_j^{CA} - h_j'}{h_j'} \right|^2 = 0. \quad (100)$$
Under Condition C1, it is easy to show that eigenvalue converging to $\Gamma$. Proof of Theorem 2:

Then we have

$$\lim_{M,C \to \infty} \frac{1}{\|h_j\|_2^2} \left( \sum_{j \neq j'} h_j u_{j1} u_{j1}^H + \sum_{j \neq j} h_j u_{j1} \hat{u}_{j1}^H \mathbb{N} \right) = \lim_{M,C \to \infty} \frac{1}{\|h_j\|_2^2} \left( h_j^H h_j - h_j^H \hat{u}_{j1} \hat{u}_{j1}^H h_j \right).$$

Equation (98) ensures that

$$\lim_{M,C \to \infty} \frac{1}{\|h_j\|_2^2} h_j^H \hat{u}_{j1} \hat{u}_{j1}^H h_j = \frac{1}{\|h_j\|_2^2} h_j^H h_j = 1,$$

which concludes the proof.

G. Proof of Theorem 2

This proof follows similar steps towards Theorem 1. Thus we give a sketch of the proof only. Define

$$\Gamma \triangleq \lim_{C \to \infty} \left( \frac{1}{C} \tilde{W}_j \tilde{W}_j^H \right)$$

where $\tilde{h}_j \triangleq \tilde{W}_j, l = 1, \ldots, L$. Due to the asymptotic orthogonality between steering vectors in disjoint angular support, i.e., Lemma 3 in [3], we can easily show that in large antenna limit, $h_{j0}$ falls into the null space of $R_j^{(j)}$. Thus

$$\lim_{M \to \infty} \frac{1}{M} \tilde{h}_j \tilde{h}_j^H = \lim_{M \to \infty} \frac{1}{M} h_j \tilde{h}_j^H h_j = 0.$$
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