Analysis of Deterioration in a Plasma Focus Device
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Abstract. The Plasma Focus (PF) is a kind of dense transient plasmas in with high-pulsed voltage. To produce devices for eld application it is necessary to obtain PF equipment able to operate for a long period of time. Thus, a reliability analysis is indispensable. In this work a reliability analysis program for plasma focus devices is presented. The program considers a criticality analysis using Failure Modes and Effects Criticality Analysis (FMECA) to identify the most important failure modes of the system. Said failure modes are studied operating the Plasma Focus for many cycles, obtaining from them the characteristic curves of $V(t)$ and $I(t)$. Feature Extraction (FE) techniques are applied to obtain a list of parameters that correlate to the degrading process. Furthermore, Machine Learning tools are used to learn from the obtained data, linking the changes in these parameters during its life cycle to the decay of the system in hope for future implementation of a predictive maintenance system and a reference for data analysis and prediction in PFs. The study was applied to a portable plasma focus device operated at 2 joules of stored energy.

1. Introduction
In plasma focus (PF) devices high voltage is applied to a low pressure gas between coaxial cylindrical electrodes separated by an insulator. Due to its capacity to produce hot/warm and dense plasmas [1, 2]; intense beams of charged particles, neutrons [3-5], x-ray emission [6-8], plasma shocks [9], filaments [10] and jets are generated [11]. Thus, it has become a laboratory for fundamental and applied research related to fusion, neutron production [3-5], hard x-ray [6-8], high brightness soft x-ray production, material for fusion reactors [9, 12], astrophysical phenomena [10, 11] and biology [13]. Also, the PF has attracted the attention of the plasma research community as non-radioactive radiation source for industrial and field applications. In particular, at the Chilean Nuclear Energy Commission (CCHEN) the scale rules to develop miniaturized plasma focus devices has been determined [14]. In the last year several table top and portable plasma focus devices have been designed and constructed at CCHEN [3-5, 15]. In this study a deterioration model of the system as the life cycle progresses is developed. In which, a Failure Modes and Eects Criticality Analysis (FMECA) is done to a small tabletop plasma focus operating at few joules (PF-2J). Following an analysis of the characteristic electrical signals of plasma focus devices is implemented to correlate an advance in its wear. This is done in the
most critical failure mode using Feature Extraction techniques to compare a linear model and a nonlinear Neural Network (NN) model.

1.1. The PF-2J Device
A portable plasma focus operating at few joules for field applications was designed and constructed at CCHEN. The device, PF-2J, including the capacitor, spark-gap, discharge chamber and power supply is portable in a hand luggage with a total weight of less than 1.5 kg. The capacitor has 120 nF. The measured total external inductance is 40 nH. The total impedance of the generator is in the order of 0.58 Ω. The device operates from 6 to 8 kV charging voltage (i.e. $\sim 2 - 4 J$), achieving 9 to 13 kA in 120 ns. Figure 1 shows a photograph of the PF-2J.

2. Failure Modes and Effects Criticality Analysis
When performing the analysis, a series of key elements were considered, with their respective failure modes: the severity that this failure mode entails, the detectability of the failure and its probability of occurrence.

Each of these elements are assigned a value between 0 and 10 to describe the failure mode. Later a criticality factor is determined by the multiplication of these values. The results of this preliminary analysis is shown in table 1.

From this table a tendency of certain failure modes to be much more critical than others can clearly be seen. Specifically for the Insulator, the deposition of a conductive film around it has become the most critical failure mode, as well as the most frequent cause of failure for most PF equipments.

This is why this study will be focused on the detection of wear associated to the thin layer of material that degrades the insulator from its dielectric properties.
Table 1. FMECA Results for PF-2J

| Elements         | Failure Modes          | Sev. | Prob. | Det. | Criticality |
|------------------|------------------------|------|-------|------|-------------|
| Capacitor        | Burning                | 6    | 5     | 4    | 120         |
|                  | Short Circuit          | 5    | 6     | 5    | 150         |
| Spark Gap        | Corrosion Electrodes   | 5    | 3     | 4    | 60          |
|                  | Corrosion              | 5    | 3     | 3    | 45          |
| Insulator        | Deposition of Conductive Film | 6 | 7 | 5 | 210 |
| Cathodes         | Corrosion              | 5    | 3     | 3    | 45          |
| Discharge Chamber| Gas Filtrations        | 3    | 4     | 5    | 60          |
| Spark Gap Chamber| Gas Filtrations        | 3    | 4     | 5    | 60          |
| Gas Connectors   | Gas Filtrations        | 3    | 4     | 5    | 60          |
| Viewers          | Reduced Visibility     | 2    | 3     | 1    | 6           |
|                  | Breaking               | 4    | 1     | 1    | 4           |
| Electrical Connectors | Burning                | 6 | 5 | 3 | 90 |
|                  | Short Circuit          | 5    | 5     | 3    | 75          |
| Measurers        | External Failure       | 2    | 4     | 5    | 40          |
| Power Supply     | Burning                | 5    | 2     | 5    | 50          |
| Vacuum Pump      | External Failure       | 2    | 2     | 5    | 20          |
| Gas Tank         | External Failure       | 2    | 2     | 3    | 12          |

Figure 2. Characteristic Signals of PF-2J in a shot with absence of z-pinch

3. Characteristic Signals and Feature Extraction
The characteristic electrical signals of the PF-2J are shown in figure 2 without dense plasma pinching and in figure 3 with pinching 95\(ns\) after the discharge. It should be noted that these curves correspond to a damped harmonic oscillation coming from the RLC circuit that is formed in the equipment. The following characteristic signals were generated by charging the PF-2J at 6\(kV\) with \(H_2\) gas filled in the discharge chamber at 8\(mbar\).
For this reason, another program has been developed in *python* that analyzes the signals and extracts parameters that describe it in several ways. Here comes the Feature Extraction concept, as it is presented in [16], where signal data analysis is performed. In this case, the chosen features are described in equations 1 to 4, where $n_j$ is the $j$ element of the function, $u$ is the mean, $\sigma$ is the standard deviation and $N$ is the number of elements in the function.

\[
Kurtosis = \frac{\sum_{j=1}^{N} (n_j - u)^4}{(N - 1)\sigma^4}
\]  
\[\text{Clearance Indicator} = \frac{\max |n|}{\sqrt{\frac{1}{N} \sum_{j=1}^{N} (n_j)^2}}
\]  
\[\text{Shape Indicator} = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (n_j)^2} \frac{\sqrt{|n_j|}}{\frac{1}{N} \sum_{j=1}^{N} |n_j|}
\]  
\[\text{ClearanceIndicator} = \frac{\max |n|}{\left(\frac{1}{N} \sum_{j=1}^{N} \sqrt{|n_j|}\right)^2}
\]  

The results of the evolution of the mentioned features as a function of the number of discharges are shown below. In the figure 4 the values of Kurtosis, Crest Indicator, Clearance Indicator and Shape Indicator for $\dot{I}(t)$ are shown, in the figure 5 the same features for the $V(t)$ signal are shown.

Considering that the experiment presented instances of Pinch from the vicinity of $N = 1000$, this moment (after 1000 discharges) is considered as the reference point of the beginning of the degradation, since the values before this correspond to the conditioning of the insulator prior to the life cycle. Taking this into account, it is convenient to find the proportional change to the reference point, where $F$ is a feature of the system, the percentage change is defined as in the equation 5.
Figure 4. Feature Extraction of $\dot{I}(t)$

Figure 5. Feature Extraction of $V(t)$

\[ \Delta F_x = \frac{F(N_x) - F(N = 1000)}{F(N = 1000)} \times 100 \] (5)
4. Degradation Models

According to the data that arise from the experiment, relationships can be established between the evolutions of the different characteristic features over time with the advance in the life cycle of the equipment.

To approach the model that allows to correlate these states, an analytical relationship can be established between a multidimensional space, the features, towards a one-dimensional space, the wear and tear. Hence it can be denoted $\mathbf{F}$ to the vector that contains all features after normalization. It is crucial to normalize the features to a point of reference so that the model can be applied to multiple experiments.

If a relationship exists between the change in features and the wear of the equipment, it can be assumed that there is a function $Y$ such that:

$$Y(\cdot): \mathbb{R}^n \rightarrow \mathbb{R} | Y(\mathbf{F}) = N$$  \hspace{1cm} (6)

Where $N$ is the amount of discharges that the insulator of the equipment has endured until an arbitrary time.

4.1. Estimating N With a Linear Combination

The first approach to estimate this function could be to opt for linear behavior. Although there is a loss of information given by the approximation of the curves 4 and 5 to a linear behavior, the fact that the phenomenon is seen in several dimensions allows for eliminating sources of noise, while maintaining a simple and direct approach.

For this, the noise of the curves $F_i(N)$ is reduced by using the Signal library of python using the function `signal.lfilter()` and then a linear interpolation in order to obtain an analytical resolution for the estimation of $N$, for each of the $F_i$. That is to say:

$$\mathbf{N}_{\text{estimated}} = \begin{bmatrix} N_1 \\ N_2 \\ \vdots \\ N_n \end{bmatrix} = \begin{bmatrix} y_1(F_n) \\ y_2(F_n) \\ \vdots \\ y_n(F_n) \end{bmatrix}$$  \hspace{1cm} (7)

Where $y_i = m_i \cdot F_i + n_i$ represents the equation of the interpolated line for the inverse graphs of $F_i(N)$.

This way, a linear estimation of the number of discharges made for each parameter can be obtained. However, now there are many estimates for the same result. Considering that it is possible to make a global estimate of $N$ as a linear combination of the estimates for each feature:

$$N_{\text{est}} = C_1 \cdot N_{1\text{est}} + C_2 \cdot N_{2\text{est}} + C_3 \cdot N_{3\text{est}} + \ldots + C_n \cdot N_{n\text{est}}$$  \hspace{1cm} (8)

In this equation all the $N_{i\text{est}}$ are known for each of the $n$ features and $N$ discharges, so the coefficients that best represent reality can be found, contrasting them with the real number of shots corresponding to the feature vector. To find the coefficients $C_i$ of each of these features, a crucial problem occurs in the change of dimensionality, because $n$ corresponds to the total number of features and $N$ to the total number of discharges, there are $n \sim 10$ variables and $N \sim 8000$ equations. So it is proposed to solve the problem as if there were just $n$ equations, being these the first $n$, then solving it again with the equations $n$ to $2n$, and so on until solving all the $N$ equations using $N/n$ linear combinations:
\[ 1 = C_1 \cdot N_{est}^1(1) + C_2 \cdot N_{est}^2(1) + \ldots + C_n \cdot N_{est}^n(1) \]
\[ 2 = C_1 \cdot N_{est}^1(2) + C_2 \cdot N_{est}^2(2) + \ldots + C_n \cdot N_{est}^n(2) \]
\[ 3 = C_1 \cdot N_{est}^1(3) + C_2 \cdot N_{est}^2(3) + \ldots + C_n \cdot N_{est}^n(3) \]
\[ \vdots \]
\[ n = C_1 \cdot N_{est}^1(n) + C_2 \cdot N_{est}^2(n) + \ldots + C_n \cdot N_{est}^n(n) \]

And the same for the next \( n \) equations:
\[ n + 1 = C_1 \cdot N_{est}^1(n + 1) + C_2 \cdot N_{est}^2(n + 1) + \ldots + C_n \cdot N_{est}^n(n + 1) \]
\[ n + 2 = C_1 \cdot N_{est}^1(n + 2) + C_2 \cdot N_{est}^2(n + 2) + \ldots + C_n \cdot N_{est}^n(n + 2) \]
\[ n + 3 = C_1 \cdot N_{est}^1(n + 3) + C_2 \cdot N_{est}^2(n + 3) + \ldots + C_n \cdot N_{est}^n(n + 3) \]
\[ \vdots \]
\[ 2n = C_1 \cdot N_{est}^1(2n) + C_2 \cdot N_{est}^2(2n) + \ldots + C_n \cdot N_{est}^n(2n) \]

This way \( N/n \) linear systems can be solved to obtain the \( n \) coefficients \( C_i \), \( N/n \) times. These systems can be expressed in a matrix form for simplicity:
\[
\begin{bmatrix}
1 \\
2 \\
3 \\
\vdots \\
n
\end{bmatrix}
= \begin{bmatrix}
N_{est}^1(1) & N_{est}^2(1) & \ldots & N_{est}^n(1) \\
N_{est}^1(2) & N_{est}^2(2) & \ldots & N_{est}^n(2) \\
N_{est}^1(3) & N_{est}^2(3) & \ldots & N_{est}^n(3) \\
\vdots & \vdots & \ddots & \vdots \\
N_{est}^1(n) & N_{est}^2(n) & \ldots & N_{est}^n(n)
\end{bmatrix}
\begin{bmatrix}
C_1 \\
C_2 \\
C_3 \\
\vdots \\
C_n
\end{bmatrix}
\]

This way the number of discharges made by the equipments can be estimated through a linear combination of features.
\[ N_{est} = \sum_i C_i \cdot F_i \]

Using the experimental data, the predictions of \( N_{est} \) can be found by solving the linear system for the features presented in 4 and 5, obtaining an estimate of \( N \) for each set of features as shown in figure 6.

4.2. Estimating \( N \) With a Neural Network
Considering that a linear analysis is simple, fast and of good results, it is an analysis that can be too basic for such a complex problem. We are not only extrapolating the data getting away from the real spectrum once, but twice, thanks to the estimates of \( N_{est}^i \) and \( C_i \).

Which is why a model of neural networks is proposed. It allows to iteratively relate the collected data, in order to approximate the ideal function \( Y(\vec{F}) \). In this study a neural network of 4 layers is used, 2 visible and 2 hidden, as shown in the figure 7.

The weights of the neural network are the state variables of the system, they describe the function \( Y(\vec{F}) \). These are contained in matrices \( W_0 \), \( W_1 \) and \( W_2 \), which determine the status of the network’s computation after prolonged training.
Figure 6. Estimates of $N$ with Linear Combination. Note that the discontinuity at $N \approx 5500$ present in all features (figures 4 and 5) is due to the disassembly of the spark-gap, nevertheless it returns to the trend.

Figure 7. Diagram of Neural Network Used

For simplicity, the number of nodes in layers 1 and 2 was chosen as half of nodes in the previous layer, thus ensuring a smooth transition in dimensional reduction. Therefore the dimensions of the matrices $W_0$, $W_1$ y $W_2$ are $(n \times \frac{n}{2})$, $(\frac{n}{2} \times \frac{n}{4})$ and $(\frac{n}{4} \times 1)$, respectively.

This neural network consists of a basic Perceptron of two hidden layers, where each neuron of the hidden layers acts according to the sigmoid function of the linear combination of each $F_i$ weighted by each of its $w_{ji}$. Meaning that each node $i$ in any layer has a value given by the previous layer, as described in equations 14-16.
\[ L_1[i] = \sigma \left( \sum_j w_{ji} \cdot L_0[j] \right) = \sigma \left( \sum_j w_{ji} \cdot F_j \right) \]  
(14)

\[ L_2[i] = \sigma \left( \sum_j w_{ji}^\prime \cdot L_1[j] \right) \]  
(15)

\[ N = L_3 = \sigma \left( \sum_j w_j'' \cdot L_2[j] \right) \]  
(16)

With the sigmoid function defined as:

\[ \sigma(x) = \frac{1}{1 + e^{-x}} \]  
(17)

The neural networks initially operate using matrices of weights generated at random, then the error is calculated according to the prediction made in contrast to the actual value provided by the training data. This error is propagated from the last layer to each of the nodes, allowing to know what the impact of each weight to the final error using the backpropagation technique. This technique along with many neural network operations are extensively detailed in [17].

With this neural network an analysis can be made to the data to obtain an estimate of \( N \), as in the linear combination analysis. Using the same parameters studied in the previous model, the neural network is trained by associating the series of features with a value of \( N \).

It should be noted that the data was delivered to the neural network in a random order, without losing the correspondence between a series of values \( \vec{F} \) and the \( N \) associated to each. This ensures that learning is not distorted by the chronological order of the data, resulting in the graph shown in figure 8.

![Figure 8](image-url)

**Figure 8.** Estimates of \( N \) With Neural Networks. Note that the discontinuity at \( N \approx 5500 \) is much less severe using this method than with lineal combination.
5. Conclusion
From this analysis it can be said that by observing the characteristic signals emitted during a regular discharge of a PF equipment, certain descriptive features can be obtained and aid in determining the current state of the equipment.

Furthermore, it can be concluded that rough predictions can be made about the discharges made by observing certain key parameters. In particular, Kurtosis, Shape Indicator, Clearance Indicator and Crest Indicator of the characteristic signals $V(t)$ and $I(t)$. Furthermore the actual state of degradation of the PF equipment can be estimated through linear combination and neural network approaches.

Considering that the shape indicator, clearance indicator, kurtosis and crest indicator increase as the experiment evolves, this can be characterized as one phenomenon: the damping of the oscillation is greater. This explains the evolution of these parameters simultaneously. On the other hand, it is a good option to rely on a range of parameters that make evidence of the same phenomenon since they ensure that it is a global trend and not a corruption of the data.

In such a problem it can be seen from the figures 6 and 8 that a nonlinear neural network approach is much more suitable for determining a function that reduces the dimensionality spectrum, as is $Y(F)$. Describing the overall performance and deterioration is crucial to arrive at better designs and best practices in plasma focus devices. Although this represents an initial model for understanding the degradation of the PF-2J, future research is important to understand the wear phenomenon in plasma focus devices and similar equipment.
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