Possible origin of the interface field in spintronic experiments
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The effective field at the interface between ferromagnetic and metal layers is often observed in spintronic experiments. It is common to ascribe it to specific exchange interactions caused by spin-orbit coupling, namely, Rashba field, Dzyaloshinskii-Moriya interaction, spin currents, etc. Alternative view involves the global magnetic field (Oersted field) generated by current both inside and outside the conductor. It is shown here that the inhomogeneous stray field surrounding ferromagnetic layers can produce significant contribution into the observed interface field. This mechanism should be taken into account for better understanding the current-induced phenomena in magnetic multilayers.

The progress in magnetism is often driven by a new concept of magnetic memory. Current boom in spintronics is seriously motivated by idea of the “race-track memory” where ferromagnetic domain walls proceed along separate wires to carry bits of information1. Owing to this project, both experimental and theoretical investigation of electric current with ferromagnetic domain structure is under way.

Beyond direct observations of domain walls before and after electric pulse using the Kerr effect and other microscopic techniques, indirect measurements via magnetoresistance or Hall effect are widely used. In many cases the measured effect is asymmetric with respect to additional magnetic field applied in a certain direction2-14. Such asymmetry is commonly ascribed to some effective field acting at the surface between ferromagnetic and normal layers. As the main influx of information comes from current-voltage measurements, the traditional interpretation involves “spin current” carried by separate electrons and spread due to their physical contact. Transformation of the “spin current” into “charge current” and vice versa is usually ascribed to the spin-orbital coupling manifested itself in form of Rashba effect (inside the hard metal layer) or Dzyaloshinskii-Moria interaction (at the interface). Numerous models involving these two phenomena are developed to explain the observed direction and value of the interface field11, 15-21. Moreover, the spin-orbit coupling is considered not only as a main reason for anisotropic magnetoresistance but it is believed responsible for current-induced motion of the domain walls and magnetization switching in the ferromagnetic layer itself2,4,14,18,20,22-28.

An alternative “magnetic” view consists in action of global magnetic fields instead of specific local exchange interactions. The obvious source is electric current itself producing the circumference magnetic field (often called Oersted field) around the wire. Estimation of this field and comparison with experimentally observed effective values is an important step in interpretation of the obtained data. Though the current-induced magnetic field can be relatively strong (hundreds of Oersteds) at the practically used current density and typical layer thickness,
it is usually insufficient to explain the measured value of the effective field generated by the interface\textsuperscript{4,9}. Using such estimations, the Oersted field is usually ruled out as a possible contributor to the interface field phenomenon.

However, the direct circumference contribution provided by current is not the only possible source of the global field. The stray field surrounding any ferromagnetic body is potentially a much stronger source. Its theoretical upper limit is $4\pi M$ where $M$ is magnetization. For typical ferromagnets this value is of the order of 10 kOe. The stray field should be especially effective in the perpendicular magnetic anisotropy geometry used in a majority of experiments where the interface field has been reported. Moreover, in case of ferromagnets large change of magnetization (that is, change of configuration and value of stray field) is achieved with moderate values of external field (of the order of coercivity). That is, ferromagnetic layer combined with current can act as a “magnetic amplifier” capable to provide strong output even in the nominally “field-free” experiments\textsuperscript{29,30}. In this Letter we shall estimate the stray field acting at the electrons in the adjacent heavy metal layer to produce additional contribution into the Hall effect measured in spintronics.
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**FIG 1.** Geometry of the sample, coordinate system and circumference global field due to electric current. FM is a ferromagnetic layer, NM is a normal metal layer.

We consider a flat rectangular ferromagnetic layer of thickness $t$ and width $w$ (Fig. 1). The length of the wire is assumed infinite. The current $J$ with density $j$, $J=jwt$, is directed along the wire length which is chosen as an $x$ axis. This current creates inhomogeneous circumference...
global magnetic field. Its value can be easily calculated for any point inside and outside the wire (see Refs. 31-33). For our purposes it is important that both components of this field are proportional to the current, so for any important point we can write \( H_y = C_y j \) and \( H_z = C_z j \) where parameters \( C_y \) and \( C_z \) are functions of \( y, z, w \) and \( t \). Here \( H_y \) is a component of the global field along the width (\( y \) axis) and \( H_z \) is directed along the thickness (\( z \) axis). Both components are zero in the center of the wire and reach their maximal values at the proper surfaces. Outside the wire the field decreases gradually. Similar field is created by current \( j_n \) flowing in the adjacent normal metal layer (Fig. 1). Its components \( H_{ny} \) and \( H_{nz} \) can be estimated using the same simple formulas as before. Assuming that the field does not decay drastically outside the wire we can see that the components \( H_z \) and \( H_{nz} \) have the same sign and should be add, while the components \( H_y \) and \( H_{ny} \) have opposite sign at the interface and identical sign at the free surface of the ferromagnetic layer (Fig. 1).
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**FIG 2.** Magnetostatic stray field (thin arrows) due to surface magnetic charges. Top: homogeneous magnetization (thick arrow), bottom: two domains and domain wall (DW).

Now let us consider the stray field induced by magnetization. Most experiments deal with perpendicular magnetic anisotropy so that initial magnetization \( M_z \) points along the \( z \) axis (Figs. 1, 2). The homogeneously magnetized layer can be approximated with two close surfaces...
bearing opposite “magnetic charges” with surface density ±M. Far from the edges the fields created by these two sources are completely subtracted, so the field is contained inside the sample and near its edges, similar to electric field of the flat capacitor (Fig. 2, top). However, the situation is completely different when the sample contains domain walls (Fig. 2, bottom). Surface magnetic charges around the wall have opposite signs, so the stray field $H_d$ has a strong horizontal component near the surface. For moderate film thickness this field deforms the wall structure inducing the “twisted domain walls” widely discussed in the past\textsuperscript{34,36}. In case of the extremely thin films the twisting of walls should be damped by fast growth of the exchange energy; nevertheless the strong horizontal stray field still exists at both sides of the surface. To estimate it most researchers use the expression given by Hagedorn\textsuperscript{35}

\begin{equation}
H_{dy} = 2M \left[ \ln \left( \frac{\alpha^2 + \delta^2}{\delta^2} \right) + 4 \frac{t}{\delta} \tan^{-1} \left( \frac{\delta}{2t} \right) \right]
\end{equation}

Here $\delta$ is effective width of the domain wall and $M$ is magnetization. This approximation has been criticized by O’Dell\textsuperscript{36} who proposed

\begin{equation}
H_{dy} = 2M
\end{equation}

as a more realistic estimation. Even the smaller of these two values still gives $H_d \sim 1600$ Oe for most of typical ferromagnets.

Now we can compare these purely magnetic contributions with experimentally observed values of the effective interface field measured in spintronic experiments to decide whether they can provide an alternative explanation to commonly assumed spin-orbit mechanisms. There is one qualitative disagreement to explain in this way. The stray field at the domain wall has fixed value and direction. Meanwhile, the interface field measured in the reported experiments\textsuperscript{4,5,7,9,10,12} has different components and often seems to be proportional to current. The stray field is strong but fixed, while both components of the Oersted field vary with current but they are too weak. To resolve this discrepancy we have to take into account tilting of the wall by vertical components of the global field at the lateral edges (Fig. 3). Detailed consideration of this phenomenon can be found, for example, in Ref. 37. The vertical component $H_z$ of the global field has opposite sign at the edges, so it pushes the domain wall in opposite directions. For small values of current the wall simply turns around the $z$ axis, then its shape becomes nonlinear, and at last the wall turns parallel to the $x$ axis above some critical current\textsuperscript{37}. The stray field at the surface is perpendicular to the wall and for $j > 0$ it acquires a component $H_{dy} = H_d \sin \theta = H_d j j_c$ where $j_c$ is critical current density calculated in Ref. 37. Now we can write all three components of the magnetic field acting at the interface:

\begin{equation}
H_x = 2M \cos \theta
\end{equation}

\begin{equation}
H_y = (2M/j_c + (C_y - C_{yn}))j
\end{equation}

\begin{equation}
H_z = (C_z + C_{zn})j + H_{dz}
\end{equation}

The last term in Eq. 5 describes vertical component of stray field near the edges of the ferromagnetic layer (Fig. 2). We see that the two components of magnetic field, $H_y$ and $H_z$, vary
linearly with current, while dependence of \( H_s(j) \) is nonlinear and should be considered separately.

**FIG3.** Orientation of the domain wall and stray field at the surface (top view). Top: initial domain wall is parallel to the \( y \) axis. Bottom: in presence of current the wall is tilted due to pressure by vertical component of the global field, and the stray field acquires the \( y \) component.

Using for numerical estimations \( M=1423 \, \text{G} \) (cobalt, the most widely used material in experiments with perpendicular magnetic anisotropy) and \( \theta=20^\circ \) we have \( H_x=2674 \, \text{Oe} \) and \( H_y=968 \, \text{Oe} \) even neglecting Oersted field which is relatively small. According to results of Ref. 37, such angle should be achieved with current density of the order of \( j=0.34 \, j_c \), where \( j_c\sim2.2\times10^{12} \, \text{A/m}^2 \) for typical experiments\(^3^7\). Expected ratio of effective field to current is \( H_y/j=588 \, \text{Oe}/10^{12} \, \text{A/m}^2 \). The experimentally measured values are scattered from 100 to 800 Oe/10^{12} A/m^2 (Refs. 5,7,9,10,12) with most typical result of 500..600 Oe/10^{12} A/m^2 (Refs. 5,6). We have to conclude that our rough estimation gives the magnetostatic interface field very close to experimental data.

The most common explanations of the interface field concern spin-orbit interaction in the heavy metal layer\(^4,1^8,2^2,2^6,3^8\). The value and direction of the surface field are discussed in terms of equations like

\[
H_S = R \, z \times (M \times j) \tag{6}
\]
Here \( z \) is unit vector along the interface normal, \( R \) is a proper constant\(^2\,\,18\). In our coordinate system \( j \) is directed along \( x \) and \( M \) is directed along \( z \), so the main component of \( H_S \) is directed along \( y \) axis and changes its sign with reversal of current. It is easy to see from Eq. 4 that the \( y \) component of the magnetostatic stray field has similar features. This means that measuring of the interface field itself is not sufficient to decide whether it is of magnetostatic or spin-orbit origin, so special validation is required in any case to distinct between these mechanisms.

We have to mention also that the considered distribution of field is not symmetric across the ferromagnetic layer. The value of magnetic field at the two surfaces is different due to the field produced by the current in the normal metal layer. The two components \( H_y \) and \( H_{ny} \) add at one surface and cancel at the other one (Fig. 1). This means that energy of the domain wall can be different at both surfaces if the magnetization in the wall has a Bloch component (directed along or opposite to this field). The low thickness of the film (below the exchange length) prevents change of magnetization across the film thickness but this is not the case for magnetic field which can vary very sharply. Frustration of the wall configuration should result to some intermediate structure corresponding to the minimum of the total energy. Consideration of this problem needs additional assumptions on the wall structure and is not discussed in this Letter; however, the picture seems potentially rich with additional mechanisms of the preferred wall chirality and current-induced creep (for example, due to periodic change of the tilting angle \( \theta \)).

In conclusion, we have estimated direction and value of magnetostatic stray field in the ferromagnetic layer with perpendicular magnetic anisotropy and its potential contribution to the interface field measured in spintronic experiments. Due to tilting of domain walls caused by the vertical part of current-induced global field the stray field acquires additional transverse component proportional to current. The estimated value and direction of the field-current ratio are in good agreement with reported experimental data. The proposed mechanism should be taken into account considering current-induced domain wall motion and spin-Hall experiments.
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