Design and Implementation of an Early Screening Application for Dengue Fever Patients Using Android-Based Decision Tree C4.5 Method
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\textbf{Abstract}— In Indonesia, dengue fever has been a public health problem for the past 46 years. According to the World Health Organization (WHO), in 2011, an estimated 2.5 billion people, or about 2/5 of the world population living in tropical and subtropical areas, were at great risk of being infected with dengue fever every year. This study aims to take advantage of the development of Android smartphone technology to design a system capable of screening the early stage of dengue fever with four possible classes, namely 1st Degree, 2nd Degrees, 3rd Degrees, and non-dengue using the C4.5 Decision Tree based on patients medical records at Hajj General Hospital (Rumah Sakit Haji), Surabaya, East Java. The initial diagnostic decision of this application was determined by ten input parameters, i.e., unstable fever, conjunctival hemorrhage, rash, headache, age, pulse pressure, nausea/vomiting, body temperature, heartburn (abdominal pain), and decreased appetite. To determine diagnosis results in this application, trees formation using the highest gain ratio for each parameter was conducted. This early screening application for dengue fever patients recorded an accuracy score of 95% out of 20 data tested. Evaluation results for this application showed some good ratings by obtaining the average value of the survey in visual design and user interaction test at 8.3 rates; functionality test 8.932; performance and stability at 9.168; and overall satisfaction test at 8.733. This application also recorded a high accuracy level and good application performance.
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\section{I. INTRODUCTION}

Dengue Fever (DHF) is a mosquitoes-infected disease caused by the dengue virus and spread by \textit{Aedes aegypti} and \textit{AedesAlbopictus} \cite{1}, \cite{2}. Infected patients experienced several symptoms of mild to high fever, frequent headaches, muscle and joint pain, and spontaneous hemorrhage \cite{3}. Dengue fever has been one of the health issues in the world whose prevalence has been increasing and spreading more widely. An estimated 2.5 billion people or about 2/5 of the world population living in tropical and subtropical areas are at the greatest risk of dengue infections every year \cite{4}.

In Indonesia, dengue fever has been a public health problem for the past 46 years. Since 1968, the spread of dengue fever, which was first discovered in Surabaya and Jakarta, has been increasing in all provinces in Indonesia \cite{3}. In 2008, the number of dengue fever cases in Indonesia reached 137,469 people, with 1,187 deaths or Case Fatality Rate (CFR) at 0.86%, while in 2009, there were 154,855 cases where 1,384 people died or CFR at 0.89%. Moreover, the number of dengue fever cases in Indonesia in 2010 was 156,086 cases, with 1,358 death and CFR at 0.87%. Dengue fever is ranked 2\textsuperscript{nd} in the Top 10 Disease, which caused inpatient hospitalization in 2010 \cite{5}.

The increasing number of cases and affected areas are caused by increasing migration and new settlement, lack of community awareness to clean mosquitoes nests, the presence of mosquito vectors nearly in every corner of this country, and four types of virus cells circulating throughout the year. Furthermore, there are several factors affecting dengue fever incidence, namely host factor, environment factor, clean and healthy lifestyle, and virus factor. The host factor talks about susceptibility and immune response; environmental factors are related to geographic conditions (altitude from sea level, rainfall, wind, humidity, season); and demographic conditions are related to density, mobility, behavior, customs \cite{6}.

As the dengue fever rate and its death toll keep escalating, based on the reported cases, it is required more serious handling through early diagnosis or detection so that the
disease can be handled more quickly and, in turn, reduce the death toll. In this modern era, there have been numerous researchers conducting researches on the early detection of diseases using artificial intelligence. Those studies were conducted to help prospective patients of dengue fever to be diagnosed earlier. There is a method called Decision Tree using the C4.5 algorithms, which is an algorithm capable of processing continuous data. It has several advantages, such as fast process, high accuracy, and easily understandable and implementable results [7].

Based on the explanation above, it is deemed necessary to create an application for dengue fever early screening. The data can be obtained from patient medical records using Decision Tree C4.5 methods. This study shall identify dengue fever using some of its clinical symptoms and then accumulate it with Decision Tree C4.5 methods to diagnose whether someone is suffering from dengue fever or not, as well as diagnosing his/her severity. Clinical symptoms are detected using some inputs, namely age, rash, conjunctival hemorrhage, unstable fever, decreased appetite, nausea or vomiting, heartburn, headache, pulse pressure, and patient body temperature. This study shall also display the Android application. This application can be used to display dengue fever diagnosis and facilitate user access to the latest technology. Finally, this research is also expected to help early screening of dengue fever for the public, so they can immediately take action.

II. MATERIALS AND METHOD

The research was conducted at the Laboratory of Medical Instrumentation, Biomedical Engineering Program, Faculty of Science and Technology, Airlangga University, as well as in Hajj Public Hospital Surabaya, East Java in approximately six months, from February to June 2017. The data were taken from dengue fever medical records at Haji General Hospital, Surabaya. While the ten parameters used are age, rash, conjunctival hemorrhage, unstable fever, decreased appetite, nausea or vomiting, heartburn, headache, pulse, and body temperature. The application program output consists of 4 classes, namely non-DB, DB degree 1, DB degree 2, and DB degree 3.

This research procedure is titled “Design and Implementation of an Early Screening Application for Dengue Fever Patients using Android-based Decision Tree C4.5 Method” and was conducted in several stages. Figure 1 below shows a flow chart of the research method. A decision tree is the most popular classification method in data mining. This method presents prediction procedures that are visualized in the form of a tree so that the decision making path can be clearly observed.

They have several advantages over other techniques [8]:

- The simplicity of its presentation makes it easy to understand.
- They can work for different types of attributes, nominal or numerical
- They can classify new examples fast.

Decision Tree Learning is identical to the process of training and data testing [9]. There are several steps needed to classify those processes, from the training process to data testing using Decision Tree C4.5 methods.

A. Select an Attribute as the Root

Attribute selection as the root depends on the highest gain value from an existing attribute. To calculate the gain ratio value of C4.5 algorithms, another measurement called entropy shall be understood. Entropy is a parameter to measure the data sample heterogeneity. If the data pool is heterogeneous, then the entropy value shall be greater. Entropy calculation is mathematically shown in Equation 1 [9].

\[
Entropy(X) = \sum_{j=1}^{k} p_j \cdot \log_2 \frac{1}{p_j} = -\sum_{j=1}^{k} p_j \cdot \log_2 p_j
\]  

Where,
X: a set of cases
k: number of X partitions X
pj: the proportion of Xj to X

B. Attribute Measurement

After obtaining entropy value for a set of data samples, the attribute effectiveness in classifying data can be measured by information gain. Mathematically, information gain from attribute A is given in Equation 2 [10].

\[
Gain(X, A) = Entropy(X) - \sum_{j=1}^{k} \frac{|X_j|}{X} \cdot Entropy(X_j)
\]
Where,
A: Attribute
i: declare a possible value for attribute A
\[ |X_i| \]: Number of samples for i value
\[ X \]: total number of data samples

\[ Entropy (X_i) \]: entropy for samples having i value

In C4.5 tree construction, in each tree node, the attribute with the highest gain ratio value is selected as a split attribute for the node. The formula of the gain ratio is given in Equation 3 [11].

\[
Gain \ ratio \ (X, A) = \frac{Gain (X, A)}{Splitinfo (X, A)} \quad (3)
\]

Where \( Gain(X, A) \) is gain information of attribute A for X sample set. At the same time, \( Splitinfo (X, A) \) denotes the potential information obtained at X sub-division X into n sub-sets based on a study on Attribute A. \( Splitinfo (X, A) \) is formulated in Equation 4 [11].

\[
Splitinfo (X, A) = - \sum_{j=1}^{k} \frac{|x_j|}{X} \log_2 \left( \frac{|x_j|}{X} \right) \quad (4)
\]


III. RESULTS AND DISCUSSION

A. Design Results of Decision Tree C4.5

Decision Tree Learning is identical to the process of training and data testing as a way to classify [9]. The training process to design a tree used up 100 amount of data. The symbols are given at each variable as program input and output. The symbols for parameter input is presented in table 1 and table 2.

| Input Data                  | Input Code |
|-----------------------------|------------|
| Age                         | X1         |
| Rash                        | X2         |
| Conjunctival hemorrhage     | X3         |
| Decreased appetite          | X4         |
| Nausea/Vomiting             | X5         |
| Heartburn                   | X6         |
| Heartburn                   | X7         |
| Unstable Fever              | X8         |
| Body Temperature            | X9         |
| Pulse                       | X10        |

| Output Data                 | Output Code |
|-----------------------------|-------------|
| 1st Degree of DF            | G1          |
| 2nd Degree of DF            | G2          |
| 3rd Degree of DF            | G3          |
| Non-DF patients             | G4          |

The design results of Decision Tree C4.5 are illustrated in Figure 3.

![Figure 3](image-url)

Fig. 3 Design results of decision tree C4.5

Making this decision tree starts with selecting the input parameters that will be used as the root node. The selection of the root node is based on the highest gain value of the existing parameters. To calculate the gain ratio used formula 3. From the results of the calculations performed, it was found that the largest gain ratio value is the heat input parameters up and down, which is equal to 0.62939. Therefore, the heat up and down parameters are chosen as the root node, for the next branch, recursively calculated the gain ratio in such a way that a decision tree is obtained in Figure 3.

The decision tree results show that the heat up and down parameters are the most important parameters in determining...
whether a person is diagnosed with dengue fever. If the user answer is "no" then the program output will immediately indicate not dengue and if the user answer is "yes" then the tree will check the conjunctival bleeding parameters. Decision making to determine the program output then follows the path in the decision tree that has been built.

B. Interface Design

The application program design consists of 5 parts, namely splash screen, MyIntro, Main menu, Diagnostic window, and Information window. Splash screen (Fig.4) is a page designed to display the beginning of using an application program. MyIntro (Fig.5) is a page that informs users about application program specifications. The main menu (Fig.6 and Fig.7) is the main page as the center of user interaction with the program. On this page, there are buttons "about the application", "DHF info", "diagnosis," and "exit". The diagnosis window (Fig.8 and Fig.9) is a window for DHF screening with ten input parameters in the form of clinical symptoms experienced, and the program output is Non-DHF, DHF 1, DHF 2, DHF 3, and DHF 4. Information window (Fig.10, 11, and 12) is a window that displays information related to dengue fever, namely the definition of DHF, DHF symptoms, the severity of DHF, and DHF prevention.

C. Application Test Results

Before a finished program is launched to users, according to Google Play Developer Guidelines, there are several stages of program readiness test on the Android system.
1) Visual design and user interaction test: For visual design and user interaction test, the created application was expected to fulfill Android Design Guidelines, such as not using system icons which deviate far from application function, as well as the existence of button, back, and other features. The test results are displayed in Table 3 [12].

| Area            | ID   | Test-ID | Result |
|-----------------|------|---------|--------|
| Standard Design | UX-B1| CR-all  | Passed |
| Navigation      | UX-N1| CR-3    | Passed |
|                 | UX-N2| CR-3    | Passed |
| Notifications   | UX-S1| CR-11   | Passed |
| Notifications   | UX-S2| CR-11   | Passed |

Table III
THE RESULT OF THE VISUAL DESIGN AND USER INTERACTION TEST

Fig. 9 (a) Diagnose interface prior to diagnosis results; (b) diagnose interface after diagnose results

Fig. 10 Interface of information on dengue fever

Fig. 11 Some fragments of dengue fever information (a) Definition of dengue fever; (b) Dengue fever symptoms; (c) Dengue fever severity level; (d) Dengue fever prevention

2) Functionality Test: During the functionality test, the created application was expected to run and function correctly on a targeted device (minimal). Some of the other tests revolved around not to leave the application on the background after it is closed, enabling the application to start, and restart at the same state. The test results are displayed in Table 4 [12].
For this test stage, several audio test results were unknown. It was because the created application did not contain file, command, player, and notification in audio.

3) Performance and Stability Test. During the performance and stability test, this application was expected to run and function well on a targeted device (minimal). Some tests conducted during this stage were possible lag, crash, freeze, and forced close, which might happen when the application ran under both normal and strict modes. Those test results are displayed in Table 5 below [12].

For this evaluation, the application ran under both normal and strict modes.

It shows good user satisfaction in its design and interaction. For the functionality test, the average value was 8.932. It proves that the program functions well. Moreover, the performance and stability aspect recorded an average value of 9.168. It shows that the program performs well without any disruptions, such as lag, forced close, and many others. Finally, overall satisfaction, which was a test for the overall program, obtained 8.733 average value.

D. Evaluation of the Application

The test phases used as many as 20 test data. Those tests were conducted based on Decision Tree C4.5 methods. Determining the optimal accuracy level for early screening of dengue fever by comparing the results of classification output between the test results using the Decision Tree C4.5 method and classification results from a physician. The test results using Decision Tree C4.5 methods are presented in Table 7.

4) User Satisfaction Test: For this user satisfaction test, this application was given to some users to be tested and surveyed. It was also conducted to discover user satisfaction. Besides, it could be used to discover any bugs and ask for user feedback. These test results are illustrated in Table 6 [12].

Based on Table 4.11, it is proven that the accuracy level of early screening application for dengue fever by comparing the results of expert diagnosis and application diagnosis reached 95%. Basically, in order to provide a diagnosis, doctors firstly ask about the patients symptoms. Furthermore, the diagnosis is then reinforced with a laboratory test, namely about patient thrombocyte level and many other things. However, in this study, the diagnostic process, which was conducted through an application and used a data set, is considered sufficient by some doctors. This research can help users perform the initial screening process so that they can find out about their illness soon and get it handled earlier, as well. However, in countries with endemic diseases, it is necessary to perform laboratory
service as a control strategy for a patient disease [10]. Dengue is a re-emerging disease that often becomes recurrent epidemics. The initial detection of clinical manifestation is frequently confusing with other febrile states of another disease [12]. The identification of algorithms that differentiate dengue from other febrile symptoms would be very beneficial to perform primary care to the suspected patient and protect them fall into the worse condition.

IV. CONCLUSIONS

Decision Tree C4.5 method based on patients' medical records discovered that unstable fever was the first node influencing the early screening application. It is followed by conjunctiva hemorrhage as the first branch node, rash as the second and third branch node, headache as the fourth branch node, age as the fifth branch, nausea/vomiting as the sixth branch, heartburn as the seventh branch, pulse as the eighth branch, body temperature as the ninth and tenth branch, nausea/vomiting symptom as the eleventh branch, pulse symptom as a twelfth branch, and heartburn symptom as the last branch.

This application and its Decision Tree C4.5 method recorded 95% of accuracy. The accuracy results were obtained by comparing the number of correct data from test results and dividing it with the total amount of test data. The results of Android-based early screening applications for dengue fever patients show good respond. The application obtained 8.3 rates for the visual design and user interaction test; 8.932 for the functionality test; 9.168 for the performance and stability test; and 8.733 rates for overall satisfaction.
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