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Abstract. We consider a polymer with configuration modeled by the path of a Markov chain, interacting with a potential $u + V_n$ which the chain encounters when it visits a special state 0 at time $n$. The disorder $(V_n)$ is a fixed realization of an i.i.d. sequence. The polymer is pinned, i.e. the chain spends a positive fraction of its time at state 0, when $u$ exceeds a critical value. We assume that for the Markov chain in the absence of the potential, the probability of an excursion from 0 of length $n$ has the form $n^{-c} \varphi(n)$ with $c \geq 1$ and $\varphi$ slowly varying. Comparing to the corresponding annealed system, in which the $V_n$ are effectively replaced by a constant, it was shown in [1], [4], [11] that the quenched and annealed critical points differ at all temperatures for $3/2 < c < 2$ and $c > 2$, but only at low temperatures for $c < 3/2$. For high temperatures and $3/2 < c < 2$ we establish the exact order of the gap between critical points, as a function of temperature. For the borderline case $c = 3/2$ we show that the gap is positive provided $\varphi(n) \to 0$ as $n \to \infty$, and for $c > 3/2$ with arbitrary temperature we provide an alternate proof of the result in [4] that the gap is positive, and extend it to $c = 2$.

1. Introduction

A polymer pinning model is described by a Markov chain $(X_n)_{n \geq 0}$ on a state state space $\Sigma$, containing a special point 0 where the polymer interacts with a potential. The space-time trajectory of the Markov chain represents the physical configuration of the polymer, with the $n$th monomer of the polymer chain located at $(n, X_n)$, or alternatively, one can view $X_n$ as the location of the $n$th monomer, with $n$ being just an index; these are mathematically equivalent. We denote the distribution of the Markov chain in the absence of the potential, started from 0, by $P^X$ and we assume that it is recurrent and has an excursion length distribution (from the 0 state) with power-law decay:

$$P^X(E = n) = \frac{\varphi(n)}{n^c}, \quad n \geq 1. \tag{1.1}$$

Here $E$ denotes the length of an excursion from 0, $c \geq 1$, and $\varphi(\cdot)$ is a slowly varying function, that is, a function satisfying $\varphi(\kappa n)/\varphi(n) \to 1$ as $n$ tends to infinity, for all $\kappa > 0$.
When the chain visits 0 at some time \( n \), it encounters a potential of form \( u + V_n \), with the values \( V_n \) typically modeling variation in monomer species. This (quenched) pinning model is described by the Gibbs measure

\[
d\mu_{N}^{\beta,u,V}(x) = \frac{1}{Z_N} e^{\beta H_{N}^{u}(x,V)} dP^{X}(x)
\]

where \( x = (x_n)_{n \geq 0} \) is a path, \( V = (V_n)_{n \geq 0} \) is a realization of the disorder, and

\[
H_{N}^{u}(x, V) = \sum_{n=0}^{N} (u + V_n) \delta_0(x_n)
\]

and the normalization

\[
Z_N = Z_N(\beta, u, V) = E^{X} \left[ e^{\beta H_{N}^{u}(x,V)} \right]
\]

is the partition function. The disorder \( V \) is a sequence of i.i.d. random variables with mean zero, variance one and finite exponential moments; we assume they are Gaussian here to keep the exposition simple, and we denote the distribution of this sequence by \( P^{V} \). The parameter \( u \in \mathbb{R} \) is thus the mean value of the potential, and \( \beta > 0 \) is the inverse temperature.

One would like to understand how the presence of the random potential affects the path properties of the Markov chain, and in particular how the case with disorder differs from the homogeneous case \( V_n \equiv 0 \). These effects can be quantified via the free energy and the contact fraction. To be more precise, letting \( L_N = L_N(x) = \sum_{n=0}^{N} \delta_0(x_n) \) denote the local time at 0, it is proved in [2] that there exists a nonrandom \( C_q(\beta, u) \) such that

\[
\lim_{N \to \infty} E_{\mu_{N}^{\beta,u,V}} \left( \frac{L_N}{N} \right) = C_q(\beta, u), \quad P^V - a.s.
\]

for every \( \epsilon > 0 \); \( C_q(\beta, u) \) is called the quenched contact fraction. We will say that the polymer is pinned at \((\beta, u)\) if \( C_q(\beta, u) > 0 \) and depinned if \( C_q(\beta, u) = 0 \). Monotonicity in \( u \) is clear so there exists \( u_q^c(\beta) \) such that the polymer is pinned for \( u > u_q^c(\beta) \) and depinned for \( u < u_q^c(\beta) \). Notice that when \( c < 2 \) the Markov chain is null recurrent and the set of paths with any given positive contact fraction is exponentially rare, so pinning requires a compensating energy gain from the potential to offset this entropy cost. Pinning can also be described in terms of the quenched free energy \( f_q(\beta, u) \) given by

\[
\beta f_q(\beta, u) = \lim_{N \to \infty} \frac{1}{N} \log Z_N(\beta, u, V);
\]

the fact that the free energy exists and is nonrandom (off a null set of disorders) is proved in [2]. The free energy is 0 if \( u < u_q^c(\beta) \) and strictly positive if \( u > u_q^c(\beta) \). The free energy and contact fraction are related by

\[
C_q(\beta, u) = \frac{\partial}{\partial u} f_q(\beta, u).
\]
The effect of disorder is studied by comparing the quenched pinning model to its annealed version, obtained by averaging the Gibbs weight over the disorder:

\[ d\nu^\beta_{\mu} = \frac{1}{E^V Z_N} e^{\beta (u + \beta^{-1} \log M_V(\beta)) L_N} dP^X, \]

where \( M_V(\beta) = E^V(e^{\beta V}) \) is the moment generating function. The annealed model is thus equivalent to a quenched model with \( V \equiv 0 \) and \( u \) replaced by \( u + \beta^{-1} \log M_V(\beta) \), and it is readily shown (see [7]) that the critical point \( u_a^\beta(\beta) \) in the annealed model is the point where the exponent in (1.5) is 0, which in the Gaussian case means \( u_c(\beta) = -\beta/2 \). It is therefore natural to define the variable \( \Delta \) by

\[ u = -\frac{\beta}{2} + \Delta, \]

giving critical points \( \Delta^a_c(\beta) = 0 \) and \( \Delta^q_c(\beta) \). We then have (cf. (1.5))

\[ E^V Z_N(\beta, u, V) = E^X e^{\beta \Delta L_N}. \]

The annealed contact fraction and free energy are given by

\[ \beta f_a(\beta, u) = \lim_{N \to \infty} \frac{1}{N} \log E^V Z_N(\beta, u, V) = \lim_{N \to \infty} \frac{1}{N} \log E^X e^{\beta \Delta L_N} \]

and

\[ C_a(\beta, u) = \lim_{N \to \infty} E_{\nu^\beta_{\mu}} \left( \frac{L_N}{N} \right) = \frac{\partial}{\partial u} f_a(\beta, u) \]

respectively. Since \( E^V(\log Z_N(\beta, u, V)) \leq \log E^V(Z_N(\beta, u, V)) \), we have \( f_q \leq f_a \) and therefore \( \Delta^q_c(\beta) \geq 0 \).

It is proved in [1] that

\[ C_a(\beta, u) \sim (\beta \Delta)^{\frac{2-c}{c-1}} \hat{\varphi}_{c-1} \left( \frac{1}{\beta \Delta} \right) \text{ as } \beta \Delta \searrow 0 \]

for \( c < 2 \), while for \( c > 2 \) the transition is discontinuous:

\[ C_a(\beta, u) \to \frac{1}{E^X(E)} > 0 \text{ as } \beta \Delta \searrow 0. \]

Here \( \hat{\varphi}_{c-1} \) is a slowly varying function related to \( \varphi \); see the proof of Lemma 3.1 below. This means that the annealed specific heat exponent (which is, roughly speaking, the exponent \( \alpha \) such that the free energy decreases as \( \Delta^{2-\alpha} \) as \( \Delta \to 0 \)) is \((2c-3)/(c-1)\). A strong effect of disorder is evident when the specific heat exponent and/or critical point differ between quenched and annealed systems. In the physics literature, the disorder is said to be relevant if these specific heat exponents differ. Predictions from that literature were confirmed rigorously when it was shown that the disorder is relevant for \( c > 3/2 \), i.e. when the specific heat exponent is positive [8], and (for small \( \beta \) irrelevance for \( c < 3/2 \) [1]. In [1] the quenched and annealed critical points were also proved equal (\( \Delta^q_c(\beta) = 0 \)) for small \( \beta \) when \( c < 3/2 \), and very recently in [4] it was proved that \( \Delta^q_c(\beta) > 0 \) for all \( \beta > 0 \) when

\[ C_a(\beta, u) \to \frac{1}{E^X(E)} > 0 \text{ as } \beta \Delta \searrow 0. \]
$\frac{3}{2} < c < 2$ and when $c > 2$, as well as for large $\beta$ with arbitrary $c > 1$. Alternate proofs of these results from [1] appear in [12].

In [1] the following was proved for $\frac{3}{2} < c < 2$ and $\beta$ sufficiently small. In contrast to (1.8), which has an infinite derivative at $\Delta = 0$, we have the linear bound

$$C_q(\beta, u) \leq \frac{2\Delta}{\beta},$$

so if we define $\Delta_0 = \Delta_0(\beta)$ by

$$\frac{2\Delta}{\beta} = (\beta \Delta)^{\frac{2-c}{c-1}} \phi_{c-1} \left( \frac{1}{\beta \Delta} \right),$$

we see that $C_q(\beta, u)$ is forced to be smaller than $C_a(\beta, u)$ for (roughly) $\Delta < \Delta_0$, and in fact $C_q(\beta, u) = o(C_a(\beta, u))$ as $\Delta \to 0$. On the other hand, given $\epsilon > 0$ there is a $K = K(\epsilon)$ such that

$$\left| \frac{C_q(\beta, u)}{C_a(\beta, u)} - 1 \right| < \epsilon \quad \text{for all } \Delta > K \Delta_0.$$  

Up to a constant, then, the value

$$\Delta_0(\beta) \sim K_1 \beta^{1/(2c-3)} \phi_{c-\frac{3}{2}} \left( \frac{1}{\beta} \right)^{1/2}$$

separates those (small) values of $\Delta$ for which the disorder significantly reduces the contact fraction, from those (larger) values for which it does not. Here $\phi_{c-\frac{3}{2}}$ is another slowly varying function related to $\phi$. It should be noted that our $\Delta_0(\beta)$ here is essentially the $\Delta_1(\beta)$ defined in [1], while $\Delta_0(\beta)$ in [1] denotes a quantity which is asymptotically a constant multiple of our $\Delta_0(\beta)$ here. Since we only care about the order of magnitude here, the difference is not significant.

The quenched and annealed polymers, then, must behave quite differently for $\Delta \ll \Delta_0$. It is useful to describe this heuristically in terms of strategies, by which we mean classes of qualitatively similar paths. For $\Delta > 0$ the strategy of the annealed polymer is essentially to alter its excursion length distribution (compared to $P^X$) so that the mean becomes $1/C_a(\beta, u)$. The altered distribution which minimizes the relative entropy has the form

$$\nu_\alpha(E = n) = \frac{e^{-\alpha n} P^X(E = n)}{E^X[e^{-\alpha X}]}, \quad n \geq 1,$$

with $\alpha$ chosen to give the desired mean $E_{\nu_\alpha}(E) = 1/C_a(\beta, u)$; this is achieved for $\alpha = \beta f_a(\beta, u)$ [8]. This is the limiting distribution (as $N \to \infty$) for the excursion length in the annealed polymer [7]. If the quenched polymer is pinned for $\Delta \ll \Delta_0$, it must employ a substantially different strategy, since the quenched contact fraction must be a small fraction of the annealed one. An example of a candidate for such an alternate strategy is the Imry-Ma strategy, which essentially consists of locating those rare “rich” segments in which the average disorder value is exceptionally large, and making long excursions from one rich segment
to another. The Imry-Ma strategy has been studied in some related contexts (\cite{3, 8}). The significant use, or not, of alternate strategies (Imry-Ma or otherwise) can thus be quantified, at least heuristically, by whether or not $\Delta_q^2(\beta)$ is $o(\Delta_0)$ as $\beta \to 0$. Our main result here says that alternate strategies are not used significantly: there exists $\epsilon_0$ such that the quenched polymer is not pinned when $\Delta < \epsilon_0 \Delta_0$. In combination with \cite{11} this says (still heuristically) that the ability of the quenched polymer to mimic the annealed one breaks down entirely as $\Delta$ passes down through order $\Delta_0$.

An alternate description of $\Delta_0$ is as follows. Consider a block of monomers extending one annealed correlation length, that is, having length $M \approx (\beta f_\infty(\beta, u))^{-1}$. The fluctuations in the average $\bar{V} = \sum_{i=1}^{M} V_i$ of the disorder over such a block are of typical order $M^{-1/2}$. If this typical fluctuation is at least of the order of $\Delta$, then blocks with average potential $u + \bar{V} < u_c^a$ (that is, $\Delta + \bar{V} < 0$) will be relatively common. In such “bad” blocks it will typically not be energetically advantageous for the quenched polymer to be pinned. It is easily shown using the asymptotics established in \cite{1} that for $\Delta = \Delta_0$, $M^{-1/2}$ and $\Delta$ are of the same order as $\beta \to 0$, while $M^{-1/2} \gg \Delta$ if $\Delta \ll \Delta_0$, and $M^{-1/2} \ll \Delta$ if $\Delta \gg \Delta_0$. Thus as $\Delta \searrow 0$, $\Delta_0$ is essentially the order at which “bad” blocks of length $M$ start to become common.

The question of whether the annealed and quenched critical points are different has concerned the physics community, with disagreeing predictions. Based on nonrigorous expansions and renormalization techniques, it was claimed in \cite{6} that when $c = 3/2$ and $\varphi$ is asymptotically constant the two critical points are equal, while in \cite{5} it was claimed that they are different and a prediction on the gap between them was provided. The question was also studied numerically in \cite{9}.

The following is our main result.

**Theorem 1.1.** Suppose that $V = (V_n)_{n \geq 1}$ is a sequence of i.i.d. standard Gaussian random variables. Then, writing $u - \frac{\beta}{2} + \Delta$,

(i) if \cite{11} holds with $c > 3/2$, then there exist $\epsilon_0, \epsilon_1 > 0$ such that for all $\beta, \Delta > 0$ satisfying $\Delta < \epsilon_0 \Delta_0(\beta)$ and $\beta \Delta < \epsilon_1$, we have $C_q(\beta, u) = 0$; therefore $u_q^a(\beta) > u_c^a(\beta)$. If $3/2 < c < 2$ then there is a constant $K$ such that for all sufficiently small $\beta$ we have $\epsilon_0 \Delta_0 < u_q^a(\beta) - u_c^a(\beta) < K \Delta_0$.

(ii) if \cite{11} holds with $c = 3/2$ and $\varphi(n) \to 0$ as $n \to \infty$, then $u_q^a(\beta) > u_c^a(\beta)$ for all $\beta > 0$.

Theorem \cite{11}(i) improves on the recent result in \cite{4} which establishes a positive lower bound for $\Delta_q^2(\beta)$. The lower bound in \cite{4}, however, is $o(\Delta_0)$ and therefore does not rule out the significant use of alternate strategies. Our proof is very different from \cite{4} as well.

Theorem \cite{11}(ii) improves a result in \cite{4} which requires $\varphi(n) = o((\log n)^{-\eta})$ for some $\eta > 1/2$. The condition $\varphi(n) \to 0$ is equivalent to $\hat{\varphi}_{c-1}(t) \to \infty$ as $t \to \infty$, for $\hat{\varphi}_{c-1}$ of \cite{18} (see \cite{1}). For $c = 3/2$ this is equivalent to the contact fraction having an infinite derivative (as a function of $\Delta$) at $\Delta = 0$; see Lemma \cite{31} below.

In \cite{1} it is proved that for the marginal case $c = 3/2$ the disorder is irrelevant, i.e. critical points and critical exponents are the same for quenched and annealed, as long as the slowly
varying function $\varphi(\cdot)$ satisfies the condition

$$\sum_{n=1}^{\infty} \frac{1}{n(\varphi(n))^2} < \infty.$$ 

There is a gap between such $\varphi$ and those covered by Theorem 1.1(ii), and this gap contains the asymptotically constant case, $\varphi(n) \to a > 0$, which includes symmetric simple random walk in 1 and 3 dimensions. As we have noted, the physics literature contains disagreeing predictions for this case.

2. Notation and idea of the proof.

Idea of the proof. We begin with an informal outline of the proof and the introduction of some preliminary notation.

We use $\delta^* = \delta^*(\Delta)$ as an alternate notation for the annealed contact fraction. The annealed correlation length is defined to be $(\beta f_a(\beta, u))^{-1}$. The annealed free energy of (1.7) is given by the variational formula

$$\beta f_a(\beta, u) = \sup_{\delta \geq 0} (\beta \Delta \delta - \delta I_\mathcal{E}(\delta^{-1})),$$

and $\delta^*$ is the value where this sup occurs [2]. Here $I_\mathcal{E}$ is the large-deviations rate function of the excursion length variable $\mathcal{E}$. For $c > 1$ we have

$$\frac{\beta \Delta \delta^*}{\beta f_a(\beta, u)} \to (c - 1) \wedge 1 \quad \text{as } \beta \Delta \to 0;$$

this is proved in [1] for $c < 2$ and extends readily to $c \geq 2$. Therefore the annealed correlation length is asymptotically proportional to

$$(2.1) \quad M = M(\Delta) = \frac{1}{\beta \Delta \delta^*(\Delta)}.$$ 

In order to show that the quenched free energy is zero, we need to show that the quenched partition function increases at most subexponentially. To do so we need to divide the paths into classes, and control the contribution to the partition function from each class.

For a path $x = (x_n)_{n \leq N}$, an excursion is called long if it exceeds a certain scale $R = R(\Delta)$ (to be determined), and short otherwise. We can view excursions as open intervals in the time axis; the closed intervals between long excursions are called occupied segments, and the union of the occupied segments forms the skeleton of the path $x$, denoted $S(x, R)$, or just $S(x)$ if no confusion is likely. The skeleton contact fraction of $x$ is the fraction of indices $i \in S(x)$ with $x_i = 0$. We will show that attention can effectively be restricted to skeletons in which all occupied segments have length at least $M$. A path $x$ has sparse returns if the skeleton contact fraction is less than $\delta_2 = \epsilon_2 \delta^*(\Delta)$, (with $\epsilon_2$ small, to be determined) and dense returns, otherwise. As we will see, sparse-return paths are exponentially rare, and even in the annealed model their contribution to the partition function does not grow exponentially. This annealed contribution is an upper bound for the quenched case.
More precisely, for a skeleton $\mathcal{J}$ we define $|\mathcal{J}|$ to be the number of sites in $\mathcal{J}$, $m(\mathcal{J}) + 1$ to be the number of occupied segments in $\mathcal{J}$,

$$\mathcal{W}(\mathcal{J}) = \{ x : S(x) = \mathcal{J} \}$$

$$\mathcal{W}_-(\mathcal{J}, \delta_2) = \{ x : S(x) = \mathcal{J} \text{ and } x \text{ has sparse returns} \}$$

and

$$\mathcal{W}_+(\mathcal{J}, \delta_2) = \{ x : S(x) = \mathcal{J} \text{ and } x \text{ has dense returns} \}$$

Ideally we would like to show that $\log P_X(\mathcal{W}_-(\mathcal{J}, \delta_2) | \mathcal{W}(\mathcal{J})) \leq -K'|\mathcal{J}|/R$ for some $K, K'$, so the contribution to the partition function from $\mathcal{W}_-(\mathcal{J}, \delta_2)$ has logarithm at most

$$\beta \Delta \delta_2 |\mathcal{J}| - \frac{K'|\mathcal{J}|}{R} + \log P_X(\mathcal{W}(\mathcal{J})). \quad (2.2)$$

The sum of the first two terms in (2.2) is negative, if $K'$ is large and we choose $R = R(\Delta) = \frac{1}{\beta \Delta \delta_2}$. The same is true for the sum of the first three terms, if we discard (in an appropriate sense) short occupied segments to ensure that $|\mathcal{J}|/m(\mathcal{J})$ is large. Therefore in this case the whole expression in (2.2) would be negative. We cannot actually do exactly this; we need to incorporate coarse-graining to group together similar skeletons $\mathcal{J}$ first, and there is a positive term proportional to $m(\mathcal{J})$ in (2.2), but the idea is the same.

In contrast to sparse returns, the contribution from paths with dense returns cannot be handled by comparison to the annealed system. In this case we will use semiannealed estimates. That is, we will first compute the conditional expectation of the contribution to the partition function from $\mathcal{W}_+(\mathcal{J}, \delta_2)$ given a certain average value $V_{\mathcal{J}}$ over the skeleton $\mathcal{J}$ (or more precisely, over a coarse-grained approximation to $\mathcal{J}$). This conditional expectation is easily shown to be

$$E^V \left[ E^X \left( e^{\beta H_N(x, \mathcal{V})} \mid \mathcal{W}_+(\mathcal{J}, \delta_2) \right) \right] = E^X \left[ e^{\beta (\Delta + \mathcal{V}^\mathcal{J}) L_N - \frac{\beta^2 L_N^2}{2 |\mathcal{J}|}} \mid \mathcal{W}_+(\mathcal{J}, \delta_2) \right]. \quad (2.3)$$

The quadratic term $-\beta^2 L_N^2 / 2 |\mathcal{J}|$ in the exponent in (2.3) reflects the fact that conditioning on $\mathcal{V}^\mathcal{J}$ reduces the exponential moment (under $E^V$) of $H_N^u(x, \mathcal{V})$, and this reduction increases with the skeleton contact fraction $L_N / |\mathcal{J}|$; for dense-return paths the reduction becomes large enough to be useful in establishing that the partition function grows at most subexponentially. An annealed estimate at this point would amount to taking the expectation with respect to $\mathcal{V}^\mathcal{J}$ in (2.3). But this would cancel the essential quadratic term. Instead, letting $D_{\mathcal{J}}(x)$ denote the contact fraction within $\mathcal{J}$, we will find a function $g(\mathcal{J}, \delta)$ and a set $T_N$ of disorders such that $\liminf_N P^V(T_N) > 0$ and such that for every disorder in $T_N$ and every path in $\mathcal{W}_+(\mathcal{J}, \delta_2)$, we have $\beta (\Delta + \mathcal{V}^\mathcal{J}) L_N \leq g(\mathcal{J}, D_{\mathcal{J}}(x))$. Then also

$$\beta (\Delta + \mathcal{V}^\mathcal{J}) L_N \leq \lambda \beta (\Delta + \mathcal{V}^\mathcal{J}) L_N + (1 - \lambda) g(\mathcal{J}, D_{\mathcal{J}}(x)) \quad (2.4)$$

for every $0 < \lambda < 1$. The next step is to perform an annealed estimate for the (semiannealed) partition function which has the right side of (2.3) replaced by its upper bound from (2.4).
The logarithm of the exponential moment of $\lambda \beta V^J L_N$ will then be $\lambda^2 \beta^2 L^2_N / 2 |J|$ which now does not fully cancel the quadratic term $-\beta^2 L^2_N / 2 |J|$ and will result in the desired control. By means of this estimate we will only be able to say that the partition function on $\mathcal{W}_+(J, \delta_2)$ increases subexponentially on the set $T_N$. But since $T_N$ has uniformly positive probability and the quenched free energy is nonrandom off a null set of disorders, necessarily the quenched free energy will be zero.

As noted in [8], for technical convenience the partition function $Z_N$ in (1.4) can be replaced by the constrained partition function
\begin{equation}
Z^0_N = E^X \left[ e^{\beta H_0^N(x,V)} \delta_0(x_N) \right]
\end{equation}
as both give the same free energy and contact fraction.

The assumption of Gaussian disorder is only used to get neat expressions, such as in (2.3), when one considers conditional expectations. Otherwise it does not play a significant role and so the method should generalize to other distributions with a finite exponential moment.

**Notation.** Throughout the paper, $K_i$ and $\epsilon_i$ represent constants which depend only on $c$ and $\varphi$ from (1.1). Define
\begin{equation}
R(\Delta) = \frac{1}{\beta \Delta \delta_2},
\end{equation}
and $\delta_2 = \epsilon_2 \delta^*(\Delta)$ with $\epsilon_2$ to be specified, satisfying $\epsilon_2 < 1/2$ so that $2M(\Delta) < R(\Delta)$. For a path $x$ and $A \subset \mathbb{R}$ we define the local time of $x$ in $A$ and the corresponding contact fraction:
\begin{align*}
L_A = L_{A}(x) &= \sum_{n \in A} \delta_0(x_n), \\
D_A = D_{A}(x) &= \frac{L_A(x)}{|A|},
\end{align*}
where $|A|$ denotes the number of sites in $A$. We abbreviate $L_{[0,N]}$ as $L_N$. For a set $A$ of nonnegative integers, we define the average disorder
\begin{equation}
\nabla^A = \frac{1}{|A|} \sum_{n \in A} V_n.
\end{equation}

For a general subset $B$ of $\mathbb{R}$, we define $\nabla^B = \nabla^{B \cap \mathbb{Z}}$. For $n \geq 1$ we let
\begin{equation}
\overline{m}(n) = E^X(\mathcal{E}, \mathcal{E} \leq n) = \sum_{k=1}^{n} k^{-c} \varphi(k).
\end{equation}

We denote the length of the $i$th excursion from 0 for a path $x$ by $\mathcal{E}_i = \mathcal{E}_i(x)$ for $i \geq 1$.

Let $\Gamma, \Gamma_1, \Gamma_2$ sets of paths. We use the notation
\begin{align*}
Z_N(\Gamma) &= E^X \left[ e^{\beta H_0^N(x,V)} \delta_\Gamma(x) \right] \\
Z_N(\Gamma_1|\Gamma_2) &= E^X \left[ e^{\beta H_0^N(x,V)} \delta_{\Gamma_1}(x) \mid \Gamma_2 \right],
\end{align*}
and similarly for $Z^0_N$. For $a \leq b$ we can replace $\sum_{n=0}^{N}$ with $\sum_{n=a}^{b}$ in the definition (1.3) of the Hamiltonian, and we may restrict to a set $\Gamma$ of paths as in (2.7); we denote the resulting
Definition 2.1. An $R$-skeleton (or just a skeleton if confusion is unlikely) in $[0,N]$ is a set of form $[0,N] \setminus \bigcup_{i=1}^{m} (a_i, b_i)$, with $m \geq 0$, $0 \leq a_1 < b_1 < \cdots < a_m < b_m \leq N$ and $b_i - a_i \geq R$ for $i = 1, \ldots, m$. In this context we use the notation $b_0 = 0, a_{m+1} = N$. We denote a generic skeleton by $J$, and $m(J)$ denotes the number of open intervals in $[0,N] \setminus J$. The intervals $[b_{i-1}, a_i], 1 \leq i \leq m+1$, are called the occupied segments of $J$. An occupied segment is short if its length is at most $M(\Delta)$. $[0, a_1]$ and $[b_m, N]$ are the initial and final occupied segments, respectively, and all other occupied segments are called central. For a skeleton $J$ we then define

$$W(J) = \{ x : S(x) = J \},$$

$$W(J, \delta) = \{ x : S(x) = J, D_J(x) = \delta \},$$

$$W_+(J, \delta) = \{ x : S(x) = J, D_J(x) > \delta \},$$

$$W_-(J, \delta) = \{ x : S(x) = J, D_J(x) \leq \delta \}.$$

A skeleton $J$ and a value $\delta > 0$ are called compatible if $W(J, \delta) \neq \emptyset$. For a skeleton in $[0,N]$, a compatible $\delta$ is always a rational number with denominator at most $N$.

Definition 2.2. A lifted skeleton, generically denoted $\hat{J}$, is a skeleton in which all central occupied segments are long. To each skeleton $J$ there corresponds a lifted skeleton $\hat{L}(J)$, obtained by deleting from $J$ all short central occupied segments. We define the lifted skeleton of $x$ to be $\hat{S}(x) = \hat{L}(S(x))$, and form classes of paths according to the contact fraction in this lifted skeleton:

$$\hat{W}_+(\hat{J}, \delta) = \{ x : \hat{S}(x) = \hat{J}, D_{\hat{J}}(x) > \delta \},$$

$$\hat{W}_-(\hat{J}, \delta) = \{ x : \hat{S}(x) = \hat{J}, D_{\hat{J}}(x) \leq \delta \}.$$

We then define

$$T(\delta) = \bigcup_J \hat{W}_-(\hat{J}, \delta) = \{ x : D_{\hat{S}(x)}(x) \leq \delta \},$$

$$D(\delta) = \bigcup_J \hat{W}_+(\hat{J}, \delta) = \{ x : D_{\hat{S}(x)}(x) > \delta \}.$$

A path in $T(\delta_2)$ is said to have sparse returns, and a path in $D(\delta_2)$ is said to have dense returns.

When we will deal with paths having dense returns, we will need to use a coarse graining (CG) scheme, which we introduce now.

Definition 2.3. We fix $\epsilon_3$, to be specified, such that $\epsilon_3 R(\Delta)$ is an integer. A CG block is an interval of form $[(k-1)\epsilon_3 R(\Delta), k\epsilon_3 R(\Delta)]$ with $k \geq 1$. A CG point is an endpoint of a CG block. We assume that $N$ is a CG point. A CG skeleton is a skeleton $[0,N] \setminus \bigcup_{i=1}^{m} (a_i, b_i)$ in which all $a_i, b_i$ are CG points. We denote a generic CG skeleton by $J^*$, and write $w(J^*)$ for the number of CG blocks comprising $J^*$. Given a skeleton $J = [0,N] \setminus \bigcup_{i=1}^{m} (a_i, b_i)$ we
let \( a_i^* \) and \( b_i^* \) denote the smallest CG point greater than \( a_i \) and the largest CG point less than \( b_i \), respectively, and we define the CG skeleton \( \mathcal{L}^*(\mathcal{J}) = [0, N] \setminus \cup_{i=1}^m (a_i^*, b_i^*) \), which is the union of all CG blocks that intersect \( \mathcal{J} \). If \( \mathcal{J} \) is an \( R(\Delta) \)-skeleton then \( \mathcal{L}^*(\mathcal{J}) \) is a \( (1-2\varepsilon_3)R(\Delta) \)-skeleton. We let \( \mathcal{S}^*(x) = \mathcal{L}^*(\mathcal{S}(x)) \). A lifted CG skeleton is a CG skeleton of form \( \mathcal{L}^*(\mathcal{J}) \) where \( \mathcal{J} \) is a lifted skeleton; we denote a generic lifted CG skeleton by \( \hat{\mathcal{J}}^* \). We again form classes of paths according to the contact fraction in the lifted CG skeleton:

\[
\mathcal{W}^*(\mathcal{J}^*) = \{ x : \mathcal{S}^*(x) = \mathcal{J}^* \},
\]

\[
\mathcal{W}^*(\mathcal{J}^*, \delta) = \{ x : \mathcal{S}^*(x) = \mathcal{J}^*, D_{\mathcal{J}^*}(x) = \delta \},
\]

\[
\hat{\mathcal{W}}^*(\hat{\mathcal{J}}, \delta) = \{ x : \mathcal{S}(x) = \hat{\mathcal{J}}, D_{\hat{\mathcal{L}}^*(\hat{\mathcal{J}})}(x) = \delta \}.
\]

To deal with paths having sparse returns, we need a different coarse-graining scheme, as follows.

**Definition 2.4.** With \( R = R(\Delta) \), fix some (small) \( \epsilon_4 > 0 \) such that \((1+\epsilon_4)^{l_1} = R \) for some integer \( l_1 \), and let \( l_0 = \max\{ k : (1+\epsilon_4)^k < M(\Delta)/4 \} \). Define intervals

\[
I_k = [0, (1+\epsilon_4)^{l_0}], \quad I_k = ((1+\epsilon_4)^{k-1}, (1+\epsilon_4)^k], \quad l_0 < k \leq l_1,
\]

\[
I_{l_1+k} = (R+(k-1)\epsilon_4 R, R+k\epsilon_4 R], \quad k \geq 1.
\]

We write \( n_k^- \) and \( n_k^+ \) for the smallest and largest integers, respectively, in \( I_k \). A semi-CG skeleton is a skeleton in which each occupied segment has length in \( \{ n_k^+, k \geq l_0 \} \). We denote a generic semi-CG skeleton by \( \mathcal{J}^s \). Given a skeleton \( \mathcal{J} = [0, N] \setminus \cup_{i=1}^m (a_i, b_i) \) we let \( a_i^* = b_{i-1} + \min\{ n_k^+ : b_{i-1} + n_k^+ \geq a_i \} \) and define the semi-CG skeleton \( \mathcal{L}^s(\mathcal{J}) = [0, N] \setminus \cup_{i=1}^m (a_i^*, b_i) \), which is the smallest semi-CG skeleton containing \( \mathcal{J} \). Note that \( \mathcal{L}^s(\mathcal{J}) \) is determined by specifying for each occupied segment of \( \mathcal{J} \) (i) its exact starting point, and (ii) the value of \( k \) for which \( I_k \) contains the segment’s length. Also, if \( \mathcal{J} \) is an \( R \)-skeleton then \( \mathcal{L}^s(\mathcal{J}) \) is a \( ((1-\epsilon_4)R) \)-skeleton. We let \( \mathcal{S}^s(x) = \mathcal{L}^s(\mathcal{S}(x)) \). A lifted semi-CG skeleton is a semi-CG skeleton of form \( \mathcal{L}^s(\hat{\mathcal{J}}) \) where \( \hat{\mathcal{J}} \) is a lifted skeleton; we denote a generic lifted semi-CG skeleton by \( \hat{\mathcal{J}}^s \). We once more form classes of paths according to the contact fraction in the lifted semi-CG skeleton:

\[
\mathcal{W}^s(\mathcal{J}^s) = \{ x : \mathcal{S}^s(x) = \mathcal{J}^s \},
\]

\[
\mathcal{W}^s(\mathcal{J}^s, \delta) = \{ x : \mathcal{S}^s(x) = \mathcal{J}^s, D_{\mathcal{L}^s(\mathcal{J})}(x) \leq \delta \}.
\]

Note that in contrast to \( \hat{\mathcal{W}}^s(\hat{\mathcal{J}}, \delta) \) in Definition 2.3, the condition that the density of returns be at most \( \delta \) here is applies to the density in \( \mathcal{S}(x) \).

### 3. Paths With Dense Returns

Recall that a path is said to have dense returns if its skeleton contact fraction fraction is greater than \( \delta_2 = \epsilon_2 \delta^*(\Delta) \). Let also \( \alpha_0 = \alpha_0(\beta \Delta) \) be given by

\[
E^X [e^{-\alpha_0 \xi}] = e^{-\beta \Delta}.
\]
The following result on the concavity of the contact fraction shows the relevance of our hypotheses on \( c \) and \( \phi \).

**Lemma 3.1.** (i) Suppose that \( P^X \) satisfies (1.1) with \( c > 3/2 \). There exists \( \epsilon_5 \) as follows. For every \( K > 0 \) there exists \( \epsilon > 0 \) such that \( 0 < \beta \Delta < \epsilon_5 \) and \( \Delta < \epsilon \Delta_0(\beta) \) imply \( \delta^*(\Delta) \geq K \Delta / \beta \).

(ii) Suppose that \( P^X \) satisfies (1.1) with \( c = 3/2 \) and \( \varphi(n) \to 0 \) as \( n \to \infty \). Then \( \delta^*(\Delta)/\Delta \to \infty \) as \( \Delta \to 0 \).

For \( 3/2 < c < 2 \), for small \( \beta \) the condition \( \Delta < \epsilon \Delta_0(\beta) \) will imply the condition \( 0 < \beta \Delta < \epsilon \), while for large \( \beta \) the reverse implication will hold. In other words, for small \( \beta \) the hypothesis is that \( \Delta < \epsilon \Delta_0(\beta) \), and for large \( \beta \) the hypothesis is that \( \beta \Delta \) is small.

**Proof of Lemma 3.1.** Case 1. Suppose that \( E^X(\mathcal{E}) < \infty \), so that \( c \geq 2 \). Then the transition is first order, with \( 1/E^X(\mathcal{E}) \leq \delta^*(\Delta) \leq 1 \) for all \( \Delta > 0 \) (see [7], Theorem 2.1), while \( \Delta_0(\beta) \leq \beta \) for all \( \beta > 0 \). Hence

\[
\frac{\delta^*(\Delta) \beta}{\Delta} \geq \frac{\beta}{E^X(\mathcal{E}) \epsilon \Delta_0(\beta)} \geq \frac{1}{\epsilon E^X(\mathcal{E})},
\]

and the result follows immediately, with \( \epsilon_5 = \infty \).

Case 2. Suppose \( c < 2 \). We can extend \( \varphi \) from \( \mathbb{Z}^+ \) to \([1, \infty)\) by piecewise linearity; the result is still slowly varying. Define \( \overline{\varphi}(x) = 1/\varphi(x^{1/(c-1)}) \) and let \( \overline{\varphi}^* \) be a slowly varying function conjugate to \( \overline{\varphi} \). \( \overline{\varphi}^* \) is characterized (up to asymptotic equivalence) by the fact that

\[
(3.1) \quad \overline{\varphi}^* (x \overline{\varphi}(x)) \sim \frac{1}{\overline{\varphi}(x)} \quad \text{as} \quad x \to \infty;
\]

see [10]. Then define \( \hat{\varphi}(x) = \hat{\varphi}_{(c-1)}(x) = \overline{\varphi}^*(x)^{1/(c-1)} \) and

\[
G_\beta(\Delta) = \frac{\delta^*(\Delta) \beta}{2 \Delta} = \frac{\delta^*(\Delta)}{2 \beta \Delta} \beta^2,
\]

so \( G_\beta(\Delta_0(\beta)) = 1 \). From [11] we have

\[
\frac{\delta^*(\Delta)}{\beta \Delta} \sim K_2(\beta \Delta)^{-(2c-3)/(c-1)} \hat{\varphi} \left( \frac{1}{\beta \Delta} \right) \quad \text{as} \quad \beta \Delta \to 0,
\]

so there exists \( \epsilon_6 \) such that \( \beta \Delta < \epsilon_6 \) implies

\[
(3.2) \quad \frac{1}{2} K_2(\beta \Delta)^{-(2c-3)/(c-1)} \hat{\varphi} \left( \frac{1}{\beta \Delta} \right) \leq \frac{\delta^*(\Delta)}{\beta \Delta} \leq 2 K_2(\beta \Delta)^{-(2c-3)/(c-1)} \hat{\varphi} \left( \frac{1}{\beta \Delta} \right).
\]

Under the assumptions in (ii) the exponent in (3.2) is 0, and we have \( \varphi(x) \to 0 \) as \( x \to \infty \) so \( \overline{\varphi}(x) \to \infty \), so \( \overline{\varphi}^*(x) \to 0 \), so \( \hat{\varphi}(x) \to \infty \). Therefore \( G_\beta(\Delta) \to \infty \) as \( \Delta \to 0 \) and (ii) is proved.
Thus suppose $3/2 < c < 2$. Since $\Delta_0(\beta) \leq \beta$, there exists $\beta_0$ such that $\beta < \beta_0$ implies $\beta\Delta_0(\beta) < \epsilon_6$. Then for $\beta < \beta_0$ and $\Delta < \Delta_0(\beta)$, by (3.2)

$$G_\beta(\Delta) = \frac{G_\beta(\Delta)}{G_\beta(\Delta_0)} \geq \frac{1}{4} \left( \frac{\beta\Delta}{\beta \Delta_0} \right)^{(2c-3)/(c-1)} \hat{\varphi} \left( \frac{1}{\beta \Delta} \right).$$

With a reduction in $\epsilon_6$ if necessary, we then have

$$G_\beta(\Delta) \geq \left( \frac{\beta\Delta}{\beta \Delta_0} \right)^{(2c-3)/(2(c-1))},$$

which exceeds $K$ for small $\Delta/\Delta_0$, proving (ii) for $\beta < \beta_0$. For $\beta \geq \beta_0$ we can use (3.2) to conclude that if $\beta\Delta$ is less than some $\epsilon_7$ then we have

$$G_\beta(\Delta) \geq \beta_0^2 \delta^*(\Delta) \geq \frac{1}{4} \beta_0^2 K_2(\beta \Delta)^{-2(c-3)/(c-1)} \hat{\varphi} \left( \frac{1}{\beta \Delta} \right) \geq K,$$

proving (i) for $\beta \geq \beta_0$.

Case 3. It remains to consider $c = 2$ with $E_X(X) = \infty$. Here to obtain a substitute for (3.2) we need to consider the asymptotics of $\delta^*(\Delta)$ as $\beta\Delta \to 0$. First observe that for fixed $a > 1$, for large $n$,

$$\varphi(n) \log a \leq \varphi(n) \sum_{\frac{n}{2} - 1 \leq k \leq n - 1} \frac{1}{k} \leq 2 \sum_{\frac{n}{2} - 1 \leq k \leq n - 1} \frac{\varphi(k)}{k} \leq 2 \overline{m}(n),$$

so that for sufficiently large $s$ we have

$$\varphi(s) \leq \overline{m}(s),$$

and hence for small $t$,

$$1 - M_E(-t) = \sum_{k=1}^{\infty} (1 - e^{-tk}) \frac{\varphi(k)}{k^2} \geq \frac{t}{2} \sum_{1 \leq k \leq 1/t} \frac{\varphi(k)}{k} = \frac{1}{2} t \overline{m} \left( \frac{1}{t} \right).$$
and

\begin{equation}
1 - M_E(-t) \leq t \sum_{1 \leq k \leq 1/t} \frac{\varphi(k)}{k} + \sum_{k > 1/t} \frac{\varphi(k)}{k^2} \\
\leq t \overline{m} \left( \frac{1}{t} \right) + 2t \varphi \left( \frac{1}{t} \right) \\
\leq 3t \overline{m} \left( \frac{1}{t} \right).
\end{equation}

Let \( \alpha_\pm = \alpha_\pm (\beta \Delta) \) be given by

\[
1 - \frac{1}{2} \alpha_+ \overline{m} \left( \frac{1}{\alpha_+} \right) = e^{-\beta \Delta}, \quad 1 - 3 \alpha_- \overline{m} \left( \frac{1}{\alpha_-} \right) = e^{-\beta \Delta},
\]

so that \( \alpha_- \leq \alpha_0 \leq \alpha_+ \) for small \( \beta \Delta \), by (3.6) and (3.7). As \( \beta \Delta \to 0 \) we have

\[
\frac{1}{2} \alpha_+ \overline{m} \left( \frac{1}{\alpha_+} \right) \sim \beta \Delta \quad \text{or} \quad \frac{1}{\alpha_+} \overline{m} \left( \frac{1}{\alpha_+} \right) \sim \frac{1}{2} \beta \Delta,
\]

and hence

\[
\frac{2\beta \Delta}{\overline{m} \left( \frac{1}{\alpha_+} \right)} \sim \alpha_+ (\beta \Delta) \sim \frac{2\beta \Delta}{\left( \frac{1}{\overline{m}} \right)^* \left( \frac{1}{\beta \Delta} \right)}.
\]

(the second equivalence being a consequence of (3.8) and the definition (3.1)), and then

\[
\overline{m} \left( \frac{1}{\alpha_+} \right) \sim \left( \frac{1}{\overline{m}} \right)^* \left( \frac{1}{\beta \Delta} \right).
\]

The same holds similarly for \( \alpha_- \) in place of \( \alpha_+ \), and hence also for \( \alpha_0 \). Also, as \( \beta \Delta \to 0 \),

\[
\frac{1}{\delta^*(\Delta)} = (\log M_E)'(-\alpha_0) \sim M_E'(-\alpha_0) = \sum_{k=1}^{\infty} e^{-\alpha_0 k} \frac{\varphi(k)}{k},
\]

which analogously to (3.6) leads to

\[
\frac{1}{3} \overline{m} \left( \frac{1}{\alpha_0} \right) \leq \frac{1}{\delta^*(\Delta)} \leq \overline{m} \left( \frac{1}{\alpha_0} \right) + \varphi \left( \frac{1}{\alpha_0} \right) \leq 2\overline{m} \left( \frac{1}{\alpha_0} \right),
\]

where the last inequality follows from (3.5). This and (3.9) (with \( \alpha_0 \) in place of \( \alpha_+ \)) show that for small \( \beta \Delta \),

\[
\frac{1}{4} \left( \frac{1}{\overline{m}} \right)^* \left( \frac{1}{\beta \Delta} \right) \leq \frac{1}{\delta^*(\Delta)} \leq 3 \left( \frac{1}{\overline{m}} \right)^* \left( \frac{1}{\beta \Delta} \right).
\]

Since \( \overline{m} \) is slowly varying, so is \( (1/\overline{m})^* \), so we can use (3.10) in place of (3.11) to prove (i) for
\( c = 2 \) with \( E^X[E] \sim \infty \) in the same manner as we did for \( 3/2 < c < 2 \). \( \Box \)
Recall that $R(\Delta)$ and $M(\Delta)$ are defined in (2.6) and (2.1). Note that
\begin{equation}
\frac{R(\Delta)}{M(\Delta)} = \frac{\beta \Delta \delta^*(\Delta)}{\beta \Delta \delta_2} = \frac{1}{\epsilon_2} > 1.
\end{equation}

Let $\frac{2}{3} < \lambda < 1$ and let $K_3 > 2$ to be specified (see Lemma 3.8). For fixed $\epsilon_2$, we take $\epsilon_3$ small enough so that
\begin{equation}
h_1 = \frac{4\epsilon_3}{\epsilon_2} < \frac{1}{2}.
\end{equation}

By (3.11) a CG block is at most $h_1/4$ fraction of a long occupied segment:
\begin{equation}
\epsilon_3 R(\Delta) = \frac{h_1}{4} M(\Delta).
\end{equation}

Let $K_4$ satisfy
\begin{equation}
\frac{4}{K_4 \epsilon_2} < \frac{1}{4}
\end{equation}

and
\begin{equation}
\frac{1}{8} (1 - \lambda) \left( \lambda - \frac{1}{2} \right) \epsilon_3 \epsilon_2 K_4 \geq K_3.
\end{equation}

By Lemma 3.1 for sufficiently small $\epsilon_0$ and $\beta \Delta$, for $\Delta < \epsilon_0 \Delta_0(\beta)$ we have
\begin{equation}
\delta^*(\Delta) \geq K_4 \frac{\Delta}{\beta}.
\end{equation}

For a lifted CG skeleton $\hat{\mathcal{J}}^*$ we define
\begin{equation}
\psi_\lambda(\hat{\mathcal{J}}^*, \nu, \delta) = \lambda \beta (\Delta + \nu) \delta |\hat{\mathcal{J}}^*| - \frac{1}{2} \beta^2 \delta^2 |\hat{\mathcal{J}}^*|,
\end{equation}

\begin{equation}
g(\hat{\mathcal{J}}^*, \delta) = \frac{3}{4} \beta^2 \delta^2 |\hat{\mathcal{J}}^*| - \log P^X(\mathcal{W}^*(\hat{\mathcal{J}}^*, \delta)).
\end{equation}

Observe that if $\beta (\Delta + \nu) \delta |\hat{\mathcal{J}}^*| \leq g(\hat{\mathcal{J}}^*, \delta)$ then $\psi_\lambda(\hat{\mathcal{J}}^*, \nu, \delta) \leq \psi_\lambda(\hat{\mathcal{J}}^*, \nu, \delta) + (1 - \lambda) g(\hat{\mathcal{J}}^*, \delta).

\textbf{Lemma 3.2.} Let $\hat{\mathcal{J}} = [0, N] \setminus \bigcup_{i=1}^m (a_i, b_i)$ be a lifted skeleton, with $m \geq 2$. Then
\begin{equation}
|\hat{\mathcal{J}}| \leq |\mathcal{L}^*(\hat{\mathcal{J}})| \leq (1 + h_1) |\hat{\mathcal{J}}|.
\end{equation}
Proof. The first inequality is clear. Regarding the second one we have

\[ |\mathcal{L}^\ast(\hat{J})| = \sum_{i=1}^{m+1} (a_i^\ast - b_{i-1}^\ast) \]
\[ \leq (a_1 - b_0) + (a_{m+1} - b_m) + 2\epsilon_3 R(\Delta) + \sum_{i=2}^{m} ((a_i - b_{i-1}) + 2\epsilon_3 R(\Delta)) \]
\[ \leq (a_1 - b_0) + (a_{m+1} - b_m) + \sum_{i=2}^{m} ((a_i - b_{i-1}) + 4\epsilon_3 R(\Delta)) \]
\[ = \left(1 + \frac{4\epsilon_3 R(\Delta)}{M(\Delta)}\right) \sum_{i=1}^{m+1} (a_i - b_{i-1}) \]
\[ = \left(1 + \frac{4\epsilon_3}{\epsilon_2}\right) |\hat{J}|, \]

where the last equality follows from (3.11).

The next lemma gives a uniform lower bound for the size of a set \( T_N \) of disorders in which the averages over skeletons are uniformly well-controlled.

**Lemma 3.3.** There exists \( \rho = \rho(\epsilon_3) > 0 \) as follows. For the event

\[ T_N = \bigcap_{\hat{J}^\ast} \bigcap_{\delta \geq (1-h_1)\delta_2} \left\{ (V_i)_{i \leq N} : \beta\delta(\Delta + V^\hat{J}^\ast) |\hat{J}^\ast| \leq g(\hat{J}^\ast, \delta) \right\}. \]

we have \( P^V(T_N) \geq \rho \) for all large \( N \). Here the second intersection is over \( \delta \) compatible with \( \hat{J}^\ast \).

**Proof.** By (3.16) and Lemma 3.2 for \( \delta \geq (1-h_1)\delta_2 \geq \frac{1}{2}\epsilon_2\delta^\ast(\Delta) \) we have

\[ \beta\delta \geq \frac{1}{2}\epsilon_2\beta\delta^\ast(\Delta) \geq \frac{1}{2}K_4\epsilon_2\Delta, \]
while $|\hat{J}^*| \geq 2\epsilon_3 R(\Delta)$ for all $\hat{J}^*$. Hence by Chebyshev's inequality and (3.14) we have

$$P^V \left( \beta \delta (\Delta + V^{\hat{J}^*}) | \hat{J}^* | > g(\hat{J}^*, \delta) \right)$$

$$\leq e^{\beta \delta |\hat{J}^*| - g(\hat{J}^*, \delta)} E^V \left[ e^{\beta \delta V^{\hat{J}^*}} | \hat{J}^* | \right]$$

$$= \exp \left( \beta \delta |\hat{J}^*| - \frac{1}{4} \beta^2 \delta^2 |\hat{J}^*| \right) P^X (W^*(\hat{J}^*, \delta))$$

$$\leq \exp \left( \left( 1 - \frac{1}{8} \epsilon_2 K_4 \right) \beta \Delta \delta |\hat{J}^*| \right) P^X (W^*(\hat{J}^*, \delta))$$

$$\leq \exp (-2\beta \Delta \delta \epsilon_3 R(\Delta)) P^X (W^*(\hat{J}^*, \delta))$$

$$\leq \exp (-\epsilon_3) P^X (W^*(\hat{J}^*, \delta)).$$

We now sum over $\hat{J}^*$ and $\delta$ and take $\rho = 1 - e^{-\epsilon_3}$.  

The next step is to separate the contribution to the partition function from the short segments of the skeletons from that of the long segments. Before doing this we need some more definitions. We use $x_{[a,b]}$ to denote a generic path $(x_i)_{a \leq i \leq b}$. When confusion is unlikely, given a path $x = x_{[0,N]}$, we also let $x_{[a,b]}$ denote the segment of $x$ from $a$ to $b$.

**Definition 3.4.** For $b - a \geq R(\Delta)$, we will denote by $Q_{[a,b]}$ the set of all paths $x_{[a,b]}$ such that

(i) $x_a = x_b = 0$.

(ii) The excursion starting from $a$ and the excursion ending at $b$ (which may be the same excursion) are long.

(iii) All the occupied segments are short.

The normalized partition function over the set $Q_{[a,b]}$ is

$$Q_{[a,b]} = \frac{1}{p_{b-a}} Z_{[a,b]}(Q_{[a,b]}).$$

For a lifted skeleton $\hat{J} = [0, N] \setminus \bigcup_{i=1}^m (a_i, b_i)$ we define

$$Q(\hat{J}) = \prod_{i=1}^m Q_{[a_i, b_i]},$$

which can be viewed as a factor in the total contribution to the overall partition function from skeletons $J$ with $\hat{L}(J) = \hat{J}$. Finally we let $Y_{[a,b]} \subset [a,b]$ denote the set of all paths $x$ satisfying $x_a = 0$ and having no excursions longer than $r$ and starting in $[a,b]$, and $\gamma_{[a,b],r} \subset Y_{[a,b]} \cap \{x_b = 0\}$. We abbreviate $Y_{[0,n],r}$ as $Y_{n,r}$, and $\gamma_{[0,n],r} \subset Y_{0,n}$ as $\gamma_{0,n,r}$. If $[a,b]$ is an occupied segment in a path $x$, then necessarily $x \in \gamma_{[0,n],r}$. 

Observe that
\[
Z^0_N(D(\delta_2)) = \sum_{\hat{J}_1} \sum_{\hat{J}_2} Z^0_N(W_+(\hat{J}, \delta_2)) \\
= \sum_{\hat{J}} Z^0_N(W_+(\hat{J}, \delta_2)) Q(\hat{J}) \\
\leq \sum_{\hat{J}} \sum_{\delta \geq (1-k_3)\delta_2} Q(\hat{J}) Z^0_N(W^*(\hat{J}, \delta) | W^*(\hat{J}, \delta)) P^X(W^*(\hat{J}, \delta)),
\]
\[(3.22)\]
where the last sum is over \(\delta\) compatible with \(L^*(\hat{J})\). To control the growth of \(3.22\), we will need some estimates for quantities related to those appearing on the right side. Let us start with \(P^X(W^*(\hat{J}^*))\). Define
\[
I^*_k = [(k - 1)\epsilon_3 R(\Delta), k\epsilon_3 R(\Delta)].
\]

**Proposition 3.5.** Let \(\epsilon_8 > 0\). Then there exists \(K_5\) such that, provided \(\beta \Delta\) is sufficiently small (depending on \(\epsilon_3, \epsilon_8\)), for \(\hat{J}^* = [0, N] \setminus \bigcup_{i=1}^{m}(a_i^*, b_i^*)\) a lifted CG skeleton, for the positive integers \(k_i, \ell_i\) given by \(a_i^* = k_i \epsilon_3 R(\Delta), b_i^* = \ell_i \epsilon_3 R(\Delta)\), we have
\[
P^X(W^*(\hat{J}^*)) \leq \prod_{i=1}^{m} \frac{K_5}{(\ell_i - k_i)^{(1-\epsilon_8)c}}.
\]
\[(3.23)\]

**Proof.** Write \(R\) for \(R(\Delta)\). We sum over the starting and ending points for the long excursions, within the CG blocks:
\[
P^X\left(W^*(\hat{J}^*)\right) = \sum_{\hat{J}: L^*(\hat{J}) = \hat{J}^*} P^X(W(\hat{J})) \\
\leq \sum_{(a_i \in I^*_k, b_i \in I^*_{k+1}) : i \leq m} \prod_{i=1}^{m+1} P^X(\mathcal{Y}_{[b_{i-1}, a_i], R} | x_{b_{i-1}} = 0) \prod_{i=1}^{m} p_{b_i - a_i} \\
\leq \sum_{(a_i \in I^*_k, b_i \in I^*_{k+1}) : i \leq m} \prod_{i=1}^{m} P^X(x_{a_i} = 0 | \mathcal{Y}_{[b_{i-1}, a_i], R}) p_{b_i - a_i} \\
= \sum_{(a_i \in I^*_k, b_i \in I^*_{k+1}) : i \leq m} \prod_{i=1}^{m} P^X(x_{a_i} = 0 | \mathcal{Y}_{[b_{i-1}, a_i], R}) \frac{\varphi(b_i - a_i)}{(b_i - a_i)^c}.
\]
\[(3.24)\]
We have \((\ell_i - k_i)\epsilon_3 R \leq b_i - a_i \leq (\ell_i - k_i + 2)\epsilon_3 R\), so provided \(\epsilon_3 R\) is large enough (depending on \(\epsilon_8\)), i.e. \(\beta \Delta\) is small enough,
\[
\varphi\left(\epsilon_3 R(\ell_i - k_i)\right) \leq (\ell_i - k_i)^{\epsilon c} \varphi(\epsilon_3 R).
\]
Therefore we can bound (3.24) by

\[
\sum_{(a_i \in I^*_i, b_i \in I^*_{i+1}) \leq m} \prod_{i=1}^{m} P^X(x_{a_i} = 0 \mid \mathcal{Y}_{[b_i-a_i], R}) \frac{2\varphi(\epsilon_3 R)}{(\epsilon_3 R)^c (\ell_i - k_i)^{(1-\epsilon_8)c}}.
\]

\[
= \prod_{i=1}^{m} \sum_{a_i \in I^*_i, b_i \in I^*_{i+1}} P^X(x_{a_i} = 0 \mid \mathcal{Y}_{[b_i-a_i], R}) \frac{2\varphi(\epsilon_3 R)}{(\epsilon_3 R)^c (\ell_i - k_i)^{(1-\epsilon_8)c}}.
\]

\[
= \prod_{i=1}^{m} \max_{b_i \in I^*_{i+1}} E^X(L_{I^*_i}^* \mid \mathcal{Y}_{[b_i-a_i], R}) \frac{2\varphi(\epsilon_3 R)}{(\epsilon_3 R)^c (\ell_i - k_i)^{(1-\epsilon_8)c}}.
\]

(3.25)

We now need the bound

\[
\max_{b_i \in I^*_{i+1}} E^X(L_{I^*_i}^* \mid \mathcal{Y}_{[b_i-a_i], R}) \leq E^X(L_{\epsilon_3 R} \mid \mathcal{Y}_{\epsilon_3 R, R})
\]

\[
= \sum_k P^X(L_{\epsilon_3 R} \geq k \mid \mathcal{Y}_{\epsilon_3 R, R})
\]

\[
\leq \sum_k P^X(\max_{i \leq k} \mathcal{E}_i \leq \epsilon_3 R \mid \mathcal{Y}_{\epsilon_3 R, R})
\]

\[
= \sum_k (1 - P^X(\mathcal{E} > \epsilon_3 R \mid \mathcal{E} \leq R))^k
\]

\[
\leq \sum_k e^{-kP^X(\mathcal{E} > \epsilon_3 R \mid \mathcal{E} \leq R)}
\]

\[
\leq \frac{1}{P^X(\mathcal{E} > \epsilon_3 R \mid \mathcal{E} \leq R)}
\]

\[
\leq K_6(\epsilon_3 R)^{c-1} \varphi(\epsilon_3 R).
\]

(3.26)

Inserting this bound into (3.24) we obtain (3.23). \qed

**Lemma 3.6.** Let \(0 < \theta < 1\). Provided \(\epsilon_2\) is sufficiently small, and \(\beta \Delta\) is sufficiently small (depending on \(\epsilon_2\)), for all \(a, b\) with \(b - a \geq R(\Delta)\) we have

\[
E^V[Q_{[a,b]}] \leq \frac{1}{1 - \theta}.
\]

**Proof.** We write \(R, M\) for \(R(\Delta), M(\Delta)\), respectively. Let \(Q^k_{[a,b]}\), \(k \geq 0\), be the contribution to \(Q_{[a,b]}\) from paths which have \(k\) short occupied segments, so that \(Q^0_{[a,b]} = 1\). Let us first
estimate the contribution
\[ Q_{[a,b]}^1 = \frac{1}{p_{b-a}} \sum_{a+R \leq j_1 < j_2 \leq b-R, j_2 \leq j_1 + M} \frac{p_{j_1-a}}{p_{b-j_2}} E^X \left[ e^{\beta H_{[j_1,j_2]}(x,V)} \delta_{\{x_{j_2} = 0\}} \mid x_{j_1} = 0 \right] \]

Let \( W_{[a,b]} \) denote the last time that the path visits zero in the interval \([a,b] \). Using the symmetry over the indices \( j_1, j_2 \) we get that
\[ Q_{[a,b]}^1 \leq \frac{2}{p_{b-a}} \sum_{a+R \leq j_1 < j_2 \leq b-R, j_2 \leq j_1 + M; j_1 \leq \frac{b+a}{2}} p_{j_1-a} E^X \left[ e^{\beta H_{[j_1,j_2]}(x,V)} \delta_{\{x_{j_2} = 0\}} \mid x_{j_1} = 0 \right] p_{b-j_2} \]

\[(3.27) \]

Recalling that \( M < R \), we have \( b - j_2 \geq (b - a)/4 \), and thus \( p_{b-j_2} \leq 2p_{(b-a)/4} \), for all \( j_2 \) appearing in the sum. Therefore (3.27) yields
\[ E^V[Q_{[a,b]}^1] = \frac{4}{p_{b-a}} \frac{p_{(b-a)/4}}{P^X(\mathcal{E} > M)} \sum_{a+R \leq j_1 < j_2 \leq b-R, j_2 \leq j_1 + M; j_1 \leq \frac{b+a}{2}} p_{j_1-a} E^X \left[ e^{\beta H_{[j_1,j_2]}(x,V)} \right] E^V \left[ e^{\beta H_{[j_2,j_1+M]}(x,V)} ; W_{[0,M]} = j_2 - j_1 \right] \]

\[(3.28) \]

From [1] we have \( E^X \left[ e^{\beta \Delta L_M} \right] < e^{K_7} \) for some constant \( K_7 \). Hence provided \( \beta \Delta \) is small (depending on \( \epsilon_2 \)), from (3.11) we have
\[ E^V[Q_{[a,b]}^1] \leq K_8 e^{K_7} \frac{p_{(b-a)/4}}{P^X(\mathcal{E} > M)} \leq 2K_8 e^{K_7} \left( \frac{M}{R} \right)^{c-1} = 2K_8 e^{K_7} \epsilon_2^{c-1}. \]

We now take \( \epsilon_2 \) small enough so the last quantity is at most \( \theta \).

For \( y \in [a, b] \) and \( k \geq 1 \) let \( A^i_y \) denote the event that the \( i \)th long excursion starting at or after \( a \) ends at \( y \), and let \( Q_{[a,b]}^k(A^i_y) \) denote the contribution to \( Q_{[a,b]}^k \) from paths in \( A^i_y \).
For \( k = 1 \) we have \( Q^1_{[a,b]}(A^2_b) = Q^1_{[a,b]} \) since all contributing paths have the second excursion ending at \( b \), and similarly for \( k = 0 \) we have \( Q^0_{[a,b]}(A^1_b) = Q^0_{[a,b]} = 1 \). Thus what we have shown is that 
\[
E^V[Q^1_{[a,b]}(A^2_b)] \leq \theta E^V[Q^0_{[a,b]}(A^1_b)].
\]
The same argument applied to the interval \([a,y]\) in place of \([a,b]\) gives 
\[
E^V[Q^k_{[a,b]}(A^2_b)] \leq \theta E^V[Q^{k-1}_{[a,b]}(A^1_b)] \text{ for all } k \geq 2 \text{ and all } y,
\]
so summing over \( y \) and then iterating over \( k \) gives 
\[
E^V[Q^k_{[a,b]}] \leq \theta^k.
\]
Then
\[
E^V[Q_{[a,b]}] \leq \sum_{k \geq 0} E^V[Q^k_{[a,b]}] \leq \sum_{k \geq 0} \theta^k = \frac{1}{1 - \theta}.
\]

In bounding \( Z^0_N(D(\delta_2)) \) via (3.22), the crucial estimate will be on the partition function
\[
Z^0_N(\hat{W}^*([\hat{\mathcal{J}}, \delta]) \mid \hat{W}^*(\hat{\mathcal{J}}, \delta)) = \exp \left( Y(\delta, \hat{\mathcal{J}}) + Y'(\delta, \hat{\mathcal{J}}) \right),
\]
where
\[
Y(\delta, \hat{\mathcal{J}}) = \log E^V \left[ Z^0_N(\hat{W}^*([\hat{\mathcal{J}}, \delta]) \mid \hat{W}^*(\hat{\mathcal{J}}, \delta)) \mid \nabla \mathcal{L}^*(\hat{\mathcal{J}}) \right]
\]
and
\[
Y'(\delta, \hat{\mathcal{J}}) = \log \frac{Z^0_N(\hat{W}^*([\hat{\mathcal{J}}, \delta]) \mid \hat{W}^*(\hat{\mathcal{J}}, \delta))}{E^V \left[ Z^0_N(\hat{W}^*([\hat{\mathcal{J}}, \delta]) \mid \hat{W}^*(\hat{\mathcal{J}}, \delta)) \mid \nabla \mathcal{L}^*(\hat{\mathcal{J}}) \right]}.
\]
Recalling (3.17) and (3.18), define
\[
Y_\lambda(\delta, \hat{\mathcal{J}}) = \psi_\lambda(\mathcal{L}^*(\hat{\mathcal{J}}), \nabla \mathcal{L}^*(\hat{\mathcal{J}}), \delta) + (1 - \lambda)g(\mathcal{L}^*(\hat{\mathcal{J}}), \delta).
\]

**Lemma 3.7.** For all \( 0 < \lambda < 1 \), all lifted skeletons \( \hat{\mathcal{J}} \) and all \( \delta \geq (1 - h_1)\delta_2 \) compatible with \( \mathcal{L}^*(\hat{\mathcal{J}}) \) we have \( Y(\delta, \hat{\mathcal{J}}) \leq Y_\lambda(\mathcal{L}^*(\hat{\mathcal{J}}), \nabla \mathcal{L}^*(\hat{\mathcal{J}}), \delta) \), and on the set \( T_N \) we have
\[
Y(\delta, \hat{\mathcal{J}}) \leq Y_\lambda(\delta, \hat{\mathcal{J}}).
\]

**Proof.** Conditionally on \( \nabla \mathcal{L}^*(\hat{\mathcal{J}}) = v \) for some \( v \), \((V_n)_{n \in \mathcal{L}^*(\hat{\mathcal{J}})}\) is multivariate normal with easily calculated mean and covariance; as noted in [11] it follows readily that
\[
e^{Y(\delta, \hat{\mathcal{J}})} = E^V \left[ Z^0_N(\hat{W}^*([\hat{\mathcal{J}}, \delta]) \mid \hat{W}^*(\hat{\mathcal{J}}, \delta)) \mid \nabla \mathcal{L}^*(\hat{\mathcal{J}}) \right]
\]
\[
= E^X \left[ \exp \left( \beta(\Delta + \nabla \hat{\mathcal{J}}^*) L_{\hat{\mathcal{J}}} - \frac{1}{2} \frac{\beta^2 L_{\hat{\mathcal{J}}^*}^2}{|\mathcal{L}^*(\hat{\mathcal{J}})|} \right) \right] = E^\mathcal{Q} \left[ \hat{W}^*([\hat{\mathcal{J}}, \delta]) \right].
\]
By Lemma 3.2 on the set $\hat{W}^*(\hat{J}, \delta)$ of paths, we have

$$
\beta(\Delta + V L^*(\hat{J}, \delta)) - \frac{1}{2} \frac{\beta^2 L_{\hat{J}}^2}{|L^*(\hat{J})|} = \beta(\Delta + V L^*(\hat{J}, \delta)) |L^*(\hat{J})| - \frac{1}{2} \beta^2 \delta^2 |L^*(\hat{J})| = \psi_1(L^*(\hat{J}), V L^*(\hat{J}, \delta)),
$$

and it is immediate from the definitions that on the set $T_N$ of disorders, we have

$$
\psi_1(L^*(\hat{J}), V L^*(\hat{J}, \delta)) \leq \psi_\lambda(L^*(\hat{J}), V L^*(\hat{J}, \delta)) + (1 - \lambda)g(L^*(\hat{J}), k(\delta)),
$$

which with (3.29) yields the result. □

Equation (3.22) and Lemma 3.7 together show that on the set $T_N$, $Z_{N,\lambda}^0(D(\delta_2))$ is bounded above by

$$
Z_{N,\lambda}^0 = \sum_{\hat{J}} Q(\hat{J}) \sum_{\delta \geq (1 - h_1)\delta_2} \exp \left( Y_\lambda(\delta, \hat{J}) + Y'(\delta, \hat{J}) \right) P^X(\hat{W}^*(\hat{J}, \delta)),
$$

where the second sum is over $\delta$ compatible with $L^*(\hat{J})$. We will show that $E^V[Z_{N,\lambda}^0]$ increases at most polynomially in $N$. Now $Q(\hat{J})$ and $\exp \left( Y_\lambda(\delta, \hat{J}) + Y'(\delta, \hat{J}) \right)$ are independent functions of $V$ for fixed $\hat{J}$, and $E^V(\exp(Y'(\delta, \hat{J}))) | V L^*(\hat{J}) = 1$, so we have

$$
E^V[Z_{N,\lambda}^0] = \sum_{\hat{J}} \sum_{\delta \geq (1 - h_1)\delta_2} E^V[Q(\hat{J})] E^V \left[ \exp \left( Y_\lambda(\delta, \hat{J}) \right) \right] P^X(\hat{W}^*(\hat{J}, \delta)).
$$

Moreover, recalling $w(L^*(\hat{J}))$ from Definition 2.3 we have the following estimate.

**Lemma 3.8.** Given $K_3 > 0$, provided $\epsilon_0$ is sufficiently small, for all $\delta \geq (1 - h_1)\delta_2$ and $\Delta < \epsilon_0 \Delta_0$ we have

$$
E^V \left[ \exp \left( Y_\lambda(\delta, \hat{J}) \right) \right] \leq \exp \left( -K_3 w(L^*(\hat{J})) \right) P^X(\hat{W}^*(L^*(\hat{J}), \delta))^{-(1-\lambda)}.
$$
Proof. Using (3.20) and (3.15), for $K_9 = \frac{1}{4}(1 - \lambda)(\lambda - \frac{1}{2})$ we obtain

$$E^V \left[ \exp \left( Y_\lambda(\delta, \hat{J}) \right) \right]$$

$$= \exp \left( \lambda \beta \Delta |\mathcal{L}^*(\hat{J})| + \frac{1}{2}(\lambda^2 - 1)\beta^2 \delta^2 |\mathcal{L}^*(\hat{J})| + \frac{3}{4}(1 - \lambda)\beta^2 \delta^2 |\mathcal{L}^*(\hat{J})| \right)$$

$$\cdot P^X \left( \mathcal{W}^*(\mathcal{L}^*(\hat{J}), \delta) \right)^{-(1-\lambda)}$$

$$= \exp \left( (\lambda \beta \Delta - 2K_9 \beta^2 \delta^2) |\mathcal{L}^*(\hat{J})| \right) P^X \left( \mathcal{W}^*(\mathcal{L}^*(\hat{J}), \delta) \right)^{-(1-\lambda)}$$

$$\leq \exp \left( -(\epsilon_2 K_9 - \lambda) \beta \Delta \delta |\mathcal{L}^*(\hat{J})| \right) P^X \left( \mathcal{W}^*(\mathcal{L}^*(\hat{J}), \delta) \right)^{-(1-\lambda)}$$

$$\leq \exp \left( -\frac{1}{2} \epsilon_2 K_9 K_4 \epsilon_3 \omega(\mathcal{L}^*(\hat{J})) \right) P^X \left( \mathcal{W}^*(\mathcal{L}^*(\hat{J}), \delta) \right)^{-(1-\lambda)}$$

$$\leq \exp \left( -K_3 \omega(\mathcal{L}^*(\hat{J})) \right) P^X \left( \mathcal{W}^*(\mathcal{L}^*(\hat{J}), \delta) \right)^{-(1-\lambda)}.$$

One can think of $K_3$ as the “cost per CG block” of an occupied segment, averaged over the disorder, on the set $T_N$ of disorders where Lemma 3.7 applies. Lemma 3.8 says that this cost can be made arbitrarily large by taking $\epsilon_0$ small. By contrast, the annealed system has a bounded gain per block, because the negative term in the exponent on the right side of (3.29) is absent.

We can now conclude the following.

**Lemma 3.9.** Provided $\epsilon_2$ and then $\epsilon_0$ are chosen sufficiently small, for sufficiently small $\beta \Delta$, $E^V[Z_{N,\lambda}^0]$ grows at most linearly in $N$.

Proof. From (3.31), Lemma 3.6 (with $\theta = 1/2$) and Lemma 3.8 (with $K_3 \geq 2$ to be specified), since there are at most $N$ values of $\delta$ compatible with a given $\hat{J}^*$, we have

$$E^V[Z_{N,\lambda}^0]$$

$$\leq \sum_{\hat{J}^*} \sum_{\delta \geq (1-h_1)\delta_2} \sum_{\mathcal{L}^*(\hat{J}) = \hat{J}^*} 2^{m(\hat{J})} \exp \left( -K_3 \omega(\hat{J}^*) \right)$$

$$\cdot P^X \left( \mathcal{W}^*(\hat{J}^*, \delta) \right)^{-(1-\lambda)} P^X \left( \mathcal{W}^*(\hat{J}, \delta) \right)$$

$$\leq \sum_{\hat{J}^*} 2^{m(\hat{J}^*)} \exp \left( -K_3 \omega(\hat{J}^*) \right) \sum_{\delta \geq (1-h_1)\delta_2} P^X \left( \mathcal{W}^*(\hat{J}^*, \delta) \right)^{\lambda}$$

$$\leq N \sum_{l=1}^{\infty} e^{-K_{3l}/2} \sum_{\{\hat{J}^*: \omega(\hat{J}^*) = l\}} P^X \left( \mathcal{W}^*(\hat{J}^*) \right)^{\lambda}.$$
Since $\lambda > 2/3$, we can take $\epsilon_8$ so that $(1 - \epsilon_8)\lambda c > 1$. For fixed $l$ a CG skeleton $\hat{J}^*$ with $w(\hat{J}^*) = l$ can be characterized by a sequence of $l - 1$ positive integers, the $j$th integer giving the number of CG blocks from the $j$th CG block in $\hat{J}^*$ to the $(j + 1)$st CG block in $\hat{J}^*$. Therefore by Proposition 3.5 we can take $K_3$ such that

$$\sum_{\{\hat{J}^*: w(\hat{J}^*) = l\}} P^X \left( W^*(\hat{J}^*) \right)^\lambda \leq K_3^{(l-1)} \left( 1 + \sum_{j=2}^{\infty} \frac{1}{j(1-\epsilon_8)\lambda c} \right)^{l-1} \leq e^{K_3 l/4}.$$

Then

$$E^V[ Z^0_{N,\lambda} ] \leq N \sum_{l=1}^{\infty} e^{-K_3 l/4} \leq 3Ne^{-K_3/4}.$$

The following is straightforward from Lemma 3.9, Cheyshev’s inequality and the Borel-Cantelli lemma.

**Proposition 3.10.** Provided $\epsilon_2$ and then $\epsilon_0$ are chosen sufficiently small, for sufficiently small $\beta \Delta$, with $P^V$ probability one, we have

$$\limsup_{N \to \infty} \frac{1}{N} \log Z^0_{N,\lambda} = 0.$$

4. Paths With Sparse Returns

We estimate $Z^0_N(T(\delta_2))$ using the following variant of (3.22):

$$E^V[ Z^0_N(T(\delta_2)) ] = \sum_{\hat{J}^*} \sum_{\{\hat{J}: \ell^*(\hat{J}) = \hat{J}^*\}} E^V[Q(\hat{J})] E^V[Z^0_N(W^*(\hat{J}, \delta_2))] \leq \sum_{\hat{J}^*} E^V \left[ Z^0_N(W^*_N(\hat{J}^*, \delta_2) \mid W^*(\hat{J}^*)) \right] \max_{\{\hat{J}: \ell^*(\hat{J}) = \hat{J}^*\}} E^V[Q(\hat{J})].$$

The last maximum is easily bounded: by Lemma 3.6 with $\theta = 1/2$ we have

$$\max_{\{\hat{J}: \ell^*(\hat{J}) = \hat{J}^*\}} E^V[Q(\hat{J})] \leq 2^{m(\hat{J}^*)}.$$  

By straightforward computation (cf. (1.5), (1.6)), for a lifted skeleton $\hat{J}$, we have the annealed bound

$$E^V \left[ Z^0_N(W^*_N(\hat{J}, \delta_2) \mid W^*(\hat{J}^*)) \right] \leq \exp \left( \beta \Delta \delta_2 \mid \hat{J}^* \right) P^X \left( W^*_N(\hat{J}, \delta_2) \mid W^*(\hat{J}^*) \right),$$

where $\exp(\beta \Delta \delta_2 \mid \hat{J}^*)$ is the exponential of the action of $\beta \Delta \delta_2$ on $\hat{J}^*$.
so we need to show that, on the right side, the exponential decay of the probability overcomes
the growth of the exponential factor.

We truncate and tilt the excursion length distribution to obtain a measure $\nu_{\alpha,R}$ on paths, given by

$$\nu_{\alpha,R}(\mathcal{E} = k) = \frac{e^{\alpha k}}{EX[ e^{\alpha \mathcal{E}} | \mathcal{E} \leq R]} P^X(\mathcal{E} = k | \mathcal{E} \leq R), \quad k \geq 1. \quad (4.4)$$

(Strictly speaking, $\nu_{\alpha,R}$ specifies a distribution only for excursion lengths, not for paths, but since the only relevant feature of the paths is their returns to 0, we will mildly abuse notation and view $\nu_{\alpha,R}$ as a distribution on paths.) We then have the following.

**Lemma 4.1.** For all $\beta, \chi, n, R$ positive, for $Y_{n,R}, Y'_{n,R}$ from Definition 3.4, we have

$$EX[ e^{-\beta \chi L_n} | Y'_{n,R} ] = e^{-\alpha n} \frac{\nu_{\alpha,R}(x_n = 0)}{P^X( x_n = 0 | Y_{n,R} )},$$

where $\alpha = \alpha(\beta \chi, R)$ satisfies

$$e^{\beta \chi} = EX[ e^{\alpha \mathcal{E}} | \mathcal{E} \leq R ]. \quad (4.5)$$

**Proof.** We compute

$$EX[ e^{-\beta \chi L_n} | Y'_{n,R} ] = \frac{EX[ e^{-\beta \chi L_n} \delta_{x_n=0} | Y_{n,R} ]}{P^X( x_n = 0 | Y_{n,R} )} = \sum_k e^{-\beta \chi k} P^X( \mathcal{E}_1 + \cdots + \mathcal{E}_k = n, | Y_{n,R} ) \cdot \frac{e^{-\alpha n} P^X( x_n = 0 | Y_{n,R} )}{P^X( x_n = 0 | Y_{n,R} )} \cdot \sum_k e^{\alpha n} P^X( \mathcal{E}_1 + \cdots + \mathcal{E}_k = n | Y_{n,R} ) (EX[ e^{\alpha \mathcal{E}} | \mathcal{E} \leq R ]^k = e^{-\alpha n} \frac{\nu_{\alpha,R}(x_n = 0)}{P^X( x_n = 0 | Y_{n,R} )} \quad \Box$$

The ratio of return probabilities which appears in Lemma 4.1 is difficult to bound uniformly in $n, R$. The purpose of our semi-CG skeletons is to allow replacement of the return probabilities at time $n$ by expected numbers of returns in an interval $I_i$ (see Definition 2.4). These are more readily estimated, as follows.

**Lemma 4.2.** Let $l_0$ be as in Definition 2.4. There exists $K_{10}$ (depending on $\epsilon_4$) such that, provided $R$ is sufficiently large, for all $\alpha > 0$ and $i \geq l_0$,

$$\frac{E_{\nu_{\alpha,R}}( L_{I_i} )}{EX( L_{I_i} | Y_{n_i,R}^+ )} \leq K_{10}. \quad (4.6)$$
Proof. For \( i = l_0 \) the lemma (with \( K_1 = 1 \)) follows from the fact that excursion lengths are stochastically larger under \( \nu_{\alpha,R} \) than under \( P^X(\cdot \mid \mathcal{Y}_{n_i^+,R}^+) \). Hence we fix \( i > l_0, R \) and \( \alpha \) and define \( n = n_i^+ \wedge R \). Let \( s_i = n_i^+ - n_i^- \in (\epsilon_4 n - 2, \epsilon_4 n] \) and let \( r_i = |s_i| + 1 \geq \epsilon_4 n/4 \). For the numerator of (4.6), using again the stochastic domination of excursion lengths we have

\[
E_{\nu_{\alpha,R}}(L_{I_i}) \leq E_{\nu_{\alpha,R}}(L_{I_i} \mid x_{n_i^-} = 0) \\
\leq 4E_{\nu_{\alpha,R}}(L_{r_i}) \\
\leq 4E^X(L_{r_i} \mid \mathcal{Y}_{r_i,R}).
\]

For the denominator or (4.6), let \( J_2 = (n_i^- - n_i^- + 2r_i] \), which is roughly the first half of \( I_i \), let \( n = n_i^+ \wedge R \), and let \( \eta_{J_2} = \inf\{t \geq 0 : x_t \in J_2\} \), with \( \eta_{J_2} = \infty \) if there is no such \( t \). If we condition in the denominator also on a return to 0 in \( J_2 \), then we get a lower bound similar to (4.7). More precisely, we have

\[
E^X(L_{I_i} \mid \mathcal{Y}_{n_i^+,R}) \geq \sum_{j \in J_2} E^X(L_{I_i} \mid \mathcal{Y}_{n_i^+,R}, \eta_{J_2} = j)P^X(\eta_{J_2} = j \mid \mathcal{Y}_{n_i^+,R}) \\
\geq E^X(L_{r_i} \mid \mathcal{Y}_{r_i,R})P^X(\eta_{J_2} \in J_2 \mid \mathcal{Y}_{n_i^+,R}),
\]

which with (4.7) shows that

\[
\frac{E_{\nu_{\alpha,R}}(L_{I_i})}{E^X(L_{I_i} \mid \mathcal{Y}_{n_i^+,R})} \leq \frac{4}{P^X(\eta_{J_2} \in J_2 \mid \mathcal{Y}_{n_i^+,R})},
\]

so we need a lower bound for the probability on the right side of (4.9).

Define the interval

\[
J_1 = (n_i^- - n, n_i^-] \cap [0, \infty).
\]

Note that \( J_1 \) and \( J_2 \) are adjacent. Due to the truncation of excursion lengths, there is always a visit to 0 in \( J_1 \), provided we count the visit at time 0 when \( 0 \in J_1 \), and considering the first such return we obtain

\[
P^X(\eta_{J_2} \in J_2 \mid \mathcal{Y}_{n_i^+,R}) \geq \min_{j \in J_1} P^X(\eta_{J_2} \in J_2 \mid \mathcal{Y}_{n_i^+,R} \cap \{x_j = 0\}).
\]

If \( E^X(\mathcal{E}) < \infty \), it follows easily from the SLLN that the right side of (4.10) is near 1 provided \( n_i^+ \) is large, so we assume \( E^X(\mathcal{E}) = \infty \), which means \( c \leq 2 \).

For \( j \geq 0 \) let \( U_j \) and \( W_j \) be the starting and ending points, respectively, for the first excursion starting in \([j, \infty)\) of length at least \( r_i \). If \( U_j > n_i^- \) then there is no excursion which
jumps over the interval \( J_2 \), so \( \eta_{J_2} \in J_2 \). Hence for \( j \in J_1 \),
\[
P^X(\eta_{J_2} \in J_2 \mid \mathcal{Y}_{n_j^+,R} \cap \{x_j = 0\})
\]
\[
= P^X(\eta_{J_2} \in J_2 \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\})
\]
\[
\geq P^X(U_j > n_j^- \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\})
\]
\[
+ \sum_{k \in [j,n_j^-]} P^X(U_j = k, W_j \in J_2 \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\})
\]
\[
\geq P^X(U_j > n_j^- \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\})
\]
\[
+ \sum_{k \in [j,n_j^-]} P^X(W_j \in J_2 \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\} \cap \{U_j = k\})
\]
\[
\geq P^X(U_j > n_j^- \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\})
\]
\[
+ \min_{k \in [j,n_j^-]} P^X(\mathcal{E} \in (n_j^- - k, n_j^- - k + 2r_i) \mid \mathcal{E} \geq r_i)
\]
\[
\geq P^X(U_j \leq n_j^- \mid \mathcal{Y}_{\infty,R} \cap \{x_j = 0\})
\]
\[
(4.11)
\]
Since \( n_j^- - k + 2r_i \leq 2n \), provided \( n \) is large (depending on \( \epsilon_4 \)), the last ratio in \((4.11)\) is bounded below by
\[
\frac{1 - c \frac{r_i}{2}(2n)^{-c} \varphi(2n)}{2 \varphi(r_i)} \geq \frac{1 - c}{2} \left( \frac{\epsilon_4}{2} \right) \frac{\varphi(2n)}{\varphi(r_i)} \geq K_{11}.
\]
With \( K_{10} = 4/K_{11} \), the lemma follows from this together with \((4.9)\), \((4.10)\) and \((4.11)\). □

**Lemma 4.3.** Let \( K_{12} > 0 \), let \( \alpha = K_{12}/R(\Delta) \) and let \( \chi \) be given by \((4.5)\). Provided \( \epsilon_2 \) is sufficiently small (depending on \( K_{12} \)) and \( \beta \Delta \) is sufficiently small (depending on \( \epsilon_2 \)), we have
\[
\beta \chi \delta_2 \leq \frac{1}{2} \alpha(\beta \chi, R(\Delta)).
\]

**Proof.** We write \( \alpha \) for \( \alpha(\beta \chi, R) \), \( \delta^* \) for \( \delta^*(\Delta) \), \( M \) for \( M(\Delta) \) and \( R \) for \( R(\Delta) \). We have
\[
e^{\alpha k} \leq 1 + \frac{e^{K_{12}} - 1}{K_{12}} \alpha k \quad \text{for all } k \leq R,
\]
so
\[
e^{\beta \chi} = E^X(e^{\alpha \mathcal{E}} \mid \mathcal{E} \leq R) \leq 1 + \frac{e^{K_{12}} - 1}{K_{12}} \alpha E^X(\mathcal{E} \mid \mathcal{E} \leq R),
\]
and therefore, for large \( R \),
\[
(4.13) \quad \beta \chi \delta_2 \leq \frac{2e^{K_{12}} - 1}{K_{12}} \alpha m(R) \delta_2.
\]
Hence we need to show that

\begin{equation}
\bar{m}(R) \delta_2 = \frac{\bar{m}(R)}{R} \frac{1}{\beta \Delta} \leq \frac{K_{12}}{4(e^{K_{12}} - 1)}.
\end{equation}

**Case 1.** When \( E^X(\mathcal{E}) < \infty \), \eqref{eq:4.14} is true whenever \( \epsilon_2 \) is small, since \( \bar{m}(R) \leq E^X(\mathcal{E}) \).

**Case 2.** Suppose \( 3/2 \leq c < 2 \). Then as \( \beta \Delta \to 0 \), for some \( K_{13}, K_{14} \) we have

\[
\frac{\bar{m}(R)}{R} \sim K_{13} \left( \frac{\epsilon_2}{M} \right)^{c-1} \varphi \left( \frac{M}{\epsilon_2} \right) \quad \text{and} \quad \frac{1}{\beta \Delta} \sim K_{14} \frac{M^{c-1}}{\varphi(M)},
\]

the first being uniform in \( \epsilon_2 < 1 \) and the second being proved in [1]. Hence for \( \beta \Delta \) small (so that \( M \) is large) and \( \epsilon_2 < 1 \) we have

\[
\bar{m}(R) \delta_2 \leq K_{15} \epsilon_2^{c-1} \varphi \left( \frac{M}{\epsilon_2} \right) \varphi(M)^{-1} \leq K_{15} \epsilon_2^{(c-1)/2},
\]

and \eqref{eq:4.14} follows for small \( \epsilon_2 \).

**Case 3.** Suppose \( c = 2 \) and \( E^X(\mathcal{E}) = \infty \). For \( \beta \Delta \) small and \( \epsilon_2 < 1 \) we obtain using \eqref{eq:3.10} that

\begin{equation}
\bar{m}(R) \delta_2 = \epsilon_2 \bar{m} \left( \frac{1}{\epsilon_2 \beta \Delta \delta^*} \right) \delta^* \leq 2 \epsilon_2^{1/2} \frac{\bar{m} \left( \frac{1}{\beta \Delta} \left( \frac{1}{\bar{m}} \right)^* \left( \frac{1}{\beta \Delta} \right) \right)}{\left( \frac{1}{\bar{m}} \right)^* \left( \frac{1}{\beta \Delta} \right)} \leq 4 \epsilon_2^{1/2},
\end{equation}

and \eqref{eq:4.14} follows for small \( \epsilon_2 \). Here we use the fact that the rightmost ratio in \eqref{eq:4.15} converges to 1 as \( \beta \Delta \to 0 \) by the definition of the conjugate. \( \square \)

The next lemma shows that cost per length \( R(\Delta) \), in occupied segments, of having sparse returns can be made arbitrarily large by taking \( \epsilon_2 \) small. This cost appears as the constant \( K_{16} \).

**Lemma 4.4.** There exists a constant \( C = C(R(\Delta)) \) as follows. For every \( K_{16} > 0 \), provided \( \epsilon_2 \) is small enough (depending on \( K_{16} \) and \( \epsilon_4 \)), for all lifted semi-CG skeletons \( \hat{\mathcal{J}}^s \), for \( K_{10} \) from Lemma 4.2

\[
P^X \left( \mathcal{W}^\alpha(\hat{\mathcal{J}}^s, \delta_2) \mid \mathcal{W}^\alpha(\hat{\mathcal{J}}^s) \right) \leq C(4K_{10})^{m(\hat{\mathcal{J}}^s)+1} e^{-K_{16} |\hat{\mathcal{J}}^s|/R(\Delta)}.
\]

**Proof.** We write \( R, M \) for \( R(\Delta), M(\Delta) \). Let \( \alpha = K_{16}/(1 - \epsilon_4)R(\Delta) \).

Fix \( \hat{\mathcal{J}}^s = [0, N] \setminus \cup_i (a_i, b_i) \) for which \( P^X(\mathcal{W}^s(\hat{\mathcal{J}}^s)) > 0 \), and for paths in \( \mathcal{W}^s(\hat{\mathcal{J}}^s) \) let \([b_{i-1}, b_{i-1} + T_i]\) denote the \( i \)th occupied segment, for \( 1 \leq i \leq m + 1 \). Thus, given \( \mathcal{W}^s(\hat{\mathcal{J}}^s) \), \( b_{i-1} \) is deterministic and \( T_i \) is random, but lying in \( I_i' = I_{k_i} \cap \mathbb{Z} \) for some particular \( k_i = k_i(\hat{\mathcal{J}}^s) \), for \( i \leq m \), and \( T_{m+1} = N - b_m \). For notational convenience we define \( t_{m+1} = N - b_m \) and the one-point interval \( I_{m+1} = \{t_{m+1}\} \).

Suppose \( t_i \in I_i' \) for all \( i \leq m + 1 \). If there is at least one long occupied segment in \( \hat{\mathcal{J}}^s \) then it follows analogously to Lemma 3.2 that \( \sum_{i=1}^{m+1} t_i \geq (1 - \epsilon_4) |\hat{\mathcal{J}}^s| - M/4 \geq |\hat{\mathcal{J}}^s|/2. \) If there
is no long occupied segment, then \( m = 1 \) and \( t_1 + t_2 < 2M \), and we have \( \alpha |\hat{\mathcal{J}}^s| < 3\alpha M \leq 6\epsilon_2 K_{16} \leq 6K_{16} \). Thus in all cases we have

\[
\exp \left( -\frac{\alpha}{2} \sum_{i=1}^{m+1} t_i \right) \leq e^{2K_{16}} e^{-\alpha|\hat{\mathcal{J}}^s|/4}. \tag{4.16}
\]

The \( T_i \)'s are conditionally independent given \( \mathcal{W}^s(\hat{\mathcal{J}}^s) \); in fact

\[
P^X \left( T_i = t_i \text{ for all } i \leq m \mid \mathcal{W}^s(\hat{\mathcal{J}}^s) \right)
= \prod_{i=1}^{m} P^X \left( T_i = t_i \mid \mathcal{W}^s(\hat{\mathcal{J}}^s) \right)
= \prod_{i=1}^{m} \frac{P^X (x_{t_i} = 0, \mathcal{Y}_{t_i,R}) P^X (\mathcal{E} = b_i - b_{i-1} - t_i)}{\sum_{t \in I'_i} P^X (x_t = 0, \mathcal{Y}_{t,R}) P^X (\mathcal{E} = b_i - b_{i-1} - t)}. \tag{4.17}
\]

For sites \( t \in I'_i \) we have \( b_i - b_{i-1} - t \geq (1 - \epsilon_4)R \), while \( ||I'_i|| \leq \epsilon_4 R \). Therefore provided \( \epsilon_4 \) is small,

\[
\max_{s, t \in I'_i} \frac{P^X (\mathcal{E} = b_i - b_{i-1} - s)}{P^X (\mathcal{E} = b_i - b_{i-1} - t)} \leq 2, \tag{4.18}
\]

which with (4.17) shows that

\[
P^X \left( T_i = t_i \text{ for all } i \leq m \mid \mathcal{W}^s(\hat{\mathcal{J}}^s) \right) \leq \prod_{i=1}^{m} \frac{2P^X (x_{t_i} = 0, \mathcal{Y}_{t_i,R})}{\sum_{t \in I'_i} P^X (x_t = 0, \mathcal{Y}_{t,R})}. \tag{4.19}
\]
Let $\alpha = K_{16}/(1 - \epsilon_4) R(\Delta)$ and let $\chi$ be given by (4.5). We obtain using (4.16), (4.19) and Lemmas 4.1 and 4.3 that

\[
P^X \left( \mathcal{W}_-^s(\hat{J}^s, \delta^2) \mid \mathcal{W}_-^s(\hat{J}^s) \right)
\leq \sum_{t_1 \in I'_1} \cdots \sum_{t_m \in I'_m} \prod_{i=1}^{m+1} e^{\beta \chi \delta_2 t_i} E \left( e^{-\beta \chi L_{t_i}} \mid x_{t_i} = 0, Y_{t_i, R} \right)
\cdot \frac{2P^X (x_{t_i} = 0, Y_{t_i, R})}{\sum_{t \in I'_i} P^X (x_t = 0, Y_{t, R})}
\leq e^{2K_{16} e^{-\alpha |\hat{J}^s|/4}} \prod_{i=1}^{m+1} \frac{2 \sum_{t \in I'_i} \nu_{a,R}(x_t = 0) P^X(Y_{t, R})}{\sum_{t \in I'_i} P^X(x_t = 0, Y_{t,R})}.
\] (4.20)

Now the event $Y_{t, R}$ is nonincreasing in $t$, so

\[
\max_{s,t \in I'_i} \frac{P^X(Y_{s,R})}{P^X(Y_{t,R})} = \frac{1}{P^X(Y_{n_{k_i}^+, R} \mid Y_{n_{k_i}^- R})} \leq \frac{1}{P^X(Y_{n_{k_i}^+ - n_{k_i}^- R})}.
\] (4.21)

Since $n_{k_i}^+ - n_{k_i}^- \leq \epsilon_4 R$, it is easily shown that provided $\epsilon_4$ is sufficiently small (and also $\epsilon_2 \leq \epsilon_4$, to cover the case of $k_i = l_0$ which occurs if the initial segment is short), the denominator on the right side of (4.21) is at least $1/2$, and therefore

\[
\max_{s,t \in I'_i} \frac{P^X(Y_{s,R})}{P^X(Y_{t,R})} \leq 2.
\] (4.22)
Further, for fixed $t$, $P^X(x_t = 0 \mid \mathcal{Y}_{j,R})$ takes the same value for all $j \geq t$. With (4.20), (4.22) and Lemma 4.2, this shows that

$$P^X \left( \mathcal{W}_*^s(\hat{\mathcal{J}}^s, \delta_2) \mid \mathcal{W}[\hat{\mathcal{J}}^s] \right)$$

(4.23)

$$\leq e^{2K_{16}e^{-\alpha|\hat{\mathcal{J}}^s|/4}} \prod_{i=1}^{m+1} 4 \sum_{t \in I}_4 \nu_{\alpha,R}(x_t = 0) \frac{e^{2K_{16}e^{-\alpha|\hat{\mathcal{J}}^s|/4}}}{P^X(x_t = 0 \mid \mathcal{Y}_{t,R})} \prod_{i=1}^m E_{\nu_{\alpha,R}}(L_t') E_X(L'_t \mid \mathcal{Y}_{n+1,R})$$

$$\leq 4^{m+1} K_{10} e^{-\alpha|\hat{\mathcal{J}}^s|/4} P^X(x_{t_{m+1}} = 0 \mid \mathcal{Y}_{t_{m+1},R}).$$

For large $R$, since $\lim_{t \to \infty} P^X(x_t = 0 \mid \mathcal{Y}_{t,R}) = E^X(\mathcal{E} \mid \mathcal{E} \leq R)^{-1} > 0$, there exists $C(R) > 0$ such that $P^X(x_t = 0 \mid \mathcal{Y}_{t,R}) \geq C(R)^{-1}$ for all $t$ for which $P^X(x_t = 0 \mid \mathcal{Y}_{t,R}) > 0$. Since $P^X(\mathcal{W}[\hat{\mathcal{J}}^s]) > 0$, $t_{m+1}$ must be such a value of $t$, so from (4.23),

$$P^X \left( \mathcal{W}_*^s(\hat{\mathcal{J}}^s, \delta_2) \mid \mathcal{W}[\hat{\mathcal{J}}^s] \right) \leq C(R)(4K_{10})^{m+1} e^{-K_{16}|\hat{\mathcal{J}}^s|/R}. \quad \Box$$

**Proposition 4.5.** Provided $\epsilon_2$ is sufficiently small, and $\beta\Delta$ is sufficiently small (depending on $\epsilon_2$),

$$E^V \left[ Z_N^0(\mathcal{T}(\delta_2)) \right] \text{ is bounded in } N. \quad (4.24)$$

**Proof.** Write $R$ for $R(\Delta)$. From (4.41–4.43), and from Lemma 4.4, with $K_{16}$ specified, for $C(R)$ and $K_{16}$ from that lemma, provided $\beta\Delta$ is sufficiently small we have

$$E^V \left[ Z_N^0(\mathcal{T}(\delta_2)) \right] \leq \sum_{\mathcal{J}^s} 2^m(\mathcal{J}^s) \exp \left( \beta \Delta \delta_2 \mid \mathcal{J}^s \right) P^X \left( \mathcal{W}_*^s(\hat{\mathcal{J}}^s, \delta_2) \mid \mathcal{W}[\hat{\mathcal{J}}^s] \right) P^X(\mathcal{W}[\hat{\mathcal{J}}^s])$$

(4.25)

$$\leq C(R) \sum_{\mathcal{J}^s} \exp \left( \left( \beta \Delta \delta_2 - \frac{K_{16}}{R} \right) \mid \mathcal{J}^s \right) (4K_{10})^{m(\mathcal{J}^s)+1} P^X(\mathcal{W}[\hat{\mathcal{J}}^s])$$

$$\leq C(R) \sum_{\mathcal{J}^s} \exp \left( \frac{-K_{16}}{2R} \mid \mathcal{J}^s \right) (4K_{10})^{m(\mathcal{J}^s)+1} P^X(\mathcal{W}[\hat{\mathcal{J}}^s]).$$

We use notation from the proof of Lemma 4.3. In particular, for a lifted semi-CG skeleton $\hat{\mathcal{J}}^s = [0, N] \cup \bigcup_{i=1}^m (a_i, b_i)$ for which $P^X(\mathcal{W}[\hat{\mathcal{J}}^s]) > 0$, and for paths in $\mathcal{W}[\hat{\mathcal{J}}^s]$ let $[b_{i-1}, b_{i-1} + T_i]$ denote the $i$th occupied segment, for $i \leq m + 1$. $T_i$ is then required to lie in $I'_i = I_{k_i} \cap \mathbb{Z}$ for some particular $k_i = k_i(\mathcal{J}^s)$, for $i \leq m$. Analogously to (3.26), provided $\beta\Delta$ is small (so $|I'_i|$ is large) we have

$$E^X[L_{I'_i} \mid x_{b_{i-1}} = 0, \mathcal{Y}_{b_{i-1},a_i}] \leq \zeta(|I'_i|), \quad (4.26)$$
where
\[ \zeta(s) = \frac{K_{17}s^{c-1}}{\varphi(s)}. \]

For \( i \geq 2 \) and \( t_i \in I'_i \) we have
\[ \frac{\zeta(|I'_i|)}{|I'_i|} \leq \frac{2\zeta(\epsilon_4(t_i \wedge R))}{\epsilon_4(t_i \wedge R)}, \tag{4.27} \]
so bounding the maximum by twice the average we obtain
\[ P^X(\mathcal{W}^s(\hat{J}^s)) \leq \prod_{i=1}^{m} \sum_{t_i \in I'_i} P^X(x_{b_{i-1} + t_i} = 0 \mid x_{b_{i-1}} = 0, \mathcal{Y}_{[b_{i-1}, a_i^s], R}) p_{b_{i-1} - t_i} \]
\[ \leq \prod_{i=1}^{m} E^X[L_{I'_i} \mid x_{b_{i-1}} = 0, \mathcal{Y}_{[b_{i-1}, a_i^s], R}] \left( \max_{t_i \in I'_i} p_{b_{i-1} - t_i} \right) \]
\[ \leq \left( \sum_{t_i \in I'_i} p_{b_{i-1} - t_i} \right) \prod_{i=2}^{m} \left( \frac{2\zeta(|I'_i|)}{|I'_i|} \sum_{t_i \in I'_i} p_{b_{i-1} - t_i} \right) \]
\[ \leq \left( \sum_{t_i \in I'_i} p_{b_{i-1} - t_i} \right) \prod_{i=2}^{m} \left( 4 \sum_{t_i \in I'_i} \frac{\zeta(\epsilon_4(t_i \wedge R))}{\epsilon_4(t_i \wedge R)} p_{b_{i-1} - t_i} \right). \tag{4.28} \]

Note that for \( i = 1 \), when \( \text{(4.27)} \) need not be valid, we have used the bound \( |I'_i| \) in place of \( \text{(4.26)} \). Using \( \text{(4.28)} \) we then bound the sum in \( \text{(1.25)} \) by
\[ 4K_{10} \sum_{m=0}^{\infty} \sum_{(b_i)_{i \leq m}} \sum_{(t_i)_{i \leq m+1}} (16K_{10})^m \left( \prod_{i=1}^{m+1} e^{-K_{16}t_i/2R} \right) \left( \prod_{i=2}^{m} \frac{\zeta(\epsilon_4(t_i \wedge R))}{\epsilon_4(t_i \wedge R)} \right) \left( \prod_{i=1}^{m} p_{b_{i-1} - t_i} \right). \tag{4.29} \]

Here \( 0 = b_0 < b_1 < \ldots < b_m \leq N \), and for fixed \( b_0, \ldots, b_m \) the third sum includes those \( t_i \) for which \( t_{m+1} = N - b_m, b_i - t_{i-1} - t_i \geq (1 - \epsilon_4)R \) for all \( 1 \leq i \leq m \), and \( t_i \geq (1 - \epsilon_4)M \geq M/2 \) for all \( 2 \leq i \leq m \). The second sum includes those \( (b_i)_{i \leq m} \) for which such \( t_i \) exist. Now provided \( \beta\Delta \) is small so that \( M, R \) are large (depending on \( \epsilon_4 \)) we see that \( \text{(4.29)} \) is bounded above by
\[ 4K_{10} + 4K_{10} \sum_{m=1}^{\infty} (16K_{10})^m \left( \sum_{t \geq 1} e^{-K_{16}t/2R} \right)^2 \left( \sum_{t \geq M/2} \frac{\zeta(\epsilon_4(t \wedge R))}{\epsilon_4(t \wedge R)} e^{-K_{16}t/2R} \right)^{m-1} \left( \sum_{n \geq (1 - \epsilon_4)R} p_n \right)^m. \tag{4.30} \]

Now
\[ \sum_{t \geq 1} e^{-K_{16}t/2R} \leq \frac{2R}{K_{16}}, \tag{4.31} \]
and for some $K_{18}$,

$$
\sum_{n \geq (1-\epsilon_4) R} p_n \leq \frac{K_{18} \varphi(R)}{R^{c-1}},
$$

and for some $K_{19}, K_{20} K_{21}$, provided $\beta \Delta$ is small (depending on $\epsilon_2, \epsilon_4$),

$$
\sum_{t \geq M/2} \zeta(\epsilon_4 (t \wedge R)) e^{-K_{16} t/2R} = \sum_{M/2 \leq t \leq R} \frac{\zeta(\epsilon_4 t)}{\epsilon_4 t} e^{-K_{16} t/2R} + \frac{\zeta(\epsilon_4 R)}{\epsilon_4 R} \sum_{t > R} e^{-K_{16} t/2R}
\leq \frac{K_{19}}{\epsilon_4} \max_{M/2 \leq t \leq R} \zeta(\epsilon_4 t) e^{-K_{16} t/2R} + \frac{2 \zeta(\epsilon_4 R)}{K_{16} \epsilon_4}
\leq \frac{K_{20}}{\epsilon_4 \varphi(R)} \left( \frac{\epsilon_4 R}{K_{16}} \right)^{c-1} + \frac{2 \zeta(\epsilon_4 R)}{K_{16} \epsilon_4}
\leq \frac{K_{21}}{\epsilon_4 \varphi(R) K_{16}^{(c-1)\wedge 1}}.
$$

Therefore for some $C'(R)$ and $K_{22}$, (4.30) is bounded by

$$
4K_{10} + C'(R) \sum_{m=1}^{\infty} \left( \frac{K_{22} K_{10}}{\epsilon_4^{2-c} K_{16}^{(c-1)\wedge 1}} \right)^m,
$$

which is finite provided $K_{16}$ is taken sufficiently large (depending on $\epsilon_4$.) Taking $\epsilon_2$ sufficiently small (depending on $K_{16}$) ensures that Lemma 4.4 can be applied with this $K_{16}$ to obtain (4.25).

The reason the coarse-graining scheme in Definition 2.4 is different from the one in Definition 2.3 is that we need to avoid making a choice of $\epsilon_4$ (specifying the fineness of the coarse-graining scheme) that depends on $\epsilon_2$ (which, via $\delta_2$, determines sparse vs. dense returns.) Having $K_{16}$ large when Lemma 4.4 is applied in the proof of Proposition 4.5 requires taking $\epsilon_2$ small, while on the right side of (4.30) we need $K_{16}$ depending on $\epsilon_4$. The coarse-graining scheme in Definition 2.4 avoids any circularity in the choices, allowing us to specify $\epsilon_4$ and then $\epsilon_2$ depending on $\epsilon_4$.

**Proposition 4.6.** Provided $\epsilon_2$ is sufficiently small, and $\beta \Delta$ is sufficiently small (depending on $\epsilon_2$), we have

$$
\limsup_{N \to \infty} \frac{1}{N} \log Z_N^0 (T(\delta_2)) = 0.
$$

**Proof.** This follows immediately by Chebyshev’s inequality and the previous proposition. □
Proof of Theorem 1.1. Let $\rho$ be as in Lemma 3.3. Then

\[
\rho \leq P^V(T_N) \\
\leq P^V(Z_N^0(D(\delta_2)) < Z_{N,\lambda}^0) \\
\leq P^V(e^{\beta f_q(\beta, \Delta)N/2} < Z_{N,\lambda}^0) + P^V(Z_N^0(D(\delta_2)) < e^{\beta f_q(\beta, \Delta)N/2}) \\
\leq P^V(e^{\beta f_q(\beta, \Delta)N/2} < Z_{N,\lambda}^0) + P^V(Z_N^0 < 2e^{\beta f_q(\beta, \Delta)N/2}) \\
+ P^V(Z_N^0(T(\delta_2)) > e^{\beta f_q(\beta, \Delta)N/2}).
\]

If $f_q(\beta, \Delta) > 0$ then as $N$ tends to infinity the right hand side of the above inequality tends to zero, by Proposition 3.10, Proposition 4.6 and the fact that $\frac{1}{N} \log Z_N^0$ tends to $\beta f_q(\beta, \Delta)$, $P^V$–a.s. This is a contradiction so $f_q(\beta, \Delta) = 0$. □
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