Abstract—Over the years many ellipse detection algorithms spring up and are studied broadly, while the critical issue of detecting ellipses accurately and efficiently in real-world images remains a challenge. In this paper, an accurate and efficient ellipse detector by arc-support line segments is proposed. The arc-support line segment simplifies the complicated expression of curves in an image while retains the general properties including convexity and polarity, which grounds the successful detection of ellipses. The arc-support groups are formed by iteratively and robustly linking the arc-support line segments that latently belong to a common ellipse at point statistics level. Afterward, two complementary approaches, namely, selecting the group with higher saliency to fit an ellipse, and searching all the valid paired arc-support groups, are utilized to generate the initial ellipse set, both locally and globally. In ellipse fitting step, a superposition principle for the fast ellipse fitting is developed to accelerate the process. Then, the ellipse candidates can be formulated by the hierarchical clustering of 5D parameter space of initial ellipse set. Finally, the salient ellipse candidates are selected as detections subject to the stringent and effective verification. Extensive experiments on three public datasets are implemented and our method achieves the best F-measure scores compared to the state-of-the-art methods.
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1 INTRODUCTION

Ellipse detection is a fundamental technique in image processing field and plays the indispensable role in shape recognition, geometrical measurement, and boundary model construction. Actually, the ellipse detector has been widely utilized in various real-world problems. Rigid objects are frequently modeled as ellipses to recover structure information such as 3D position and pose [1], [2]. Accurate detection of circular control points, separate ellipses, and elliptic fiducial markers can be greatly beneficial to camera calibration and augmented reality [3], [4], [5]. In PCB industrial automation, defect detection machine needs to locate the circular pads and holes accurately and fast [6], [7]. In the area of biomedical imaging, ellipse detection may help segment the cells and bacteria from the pathological image [8], [9], [10]. As a common geometric shape, the best-fitting ellipse is always found to describe the lip or face boundary [11], [12]. Ellipse detection is also an important part in robot vision, traffic sign detection, iris and pupil localization, etc. However, to our best knowledge, there exist few robust, stable, efficient and accurate ellipse detector algorithms to universally handle the ellipse detection problem in real-world images, which may have the presence of cluttered edges, motion blur, illumination, occlusion, noise and so on. The major reason is that an ellipse involves five parameters rather than that a circle just needs three, which results in detecting ellipse both efficiently and accurately to be a tough and unsolved problem. In most real-world applications, the practical requirements with regard to high location accuracy and fast speed make this problem even challenging.

Hough transform (HT) has been widely used for detecting geometric primitives such as line segment (or LS for short), circle and ellipse [18]. The basic idea of HT for ellipse detection is voting arbitrary edge pixels into 5D parameter space. The local peak will occur when the corresponding bin of accumulator exceeds a threshold of votes, which implies for detecting an ellipse. But it is almost impractical to directly apply HT in practice due to the heavy computation burden and excessive consumption of memory. To alleviate these issues, considerable improved methods are put forward. Probabilistic Hough Transform (PHT) randomly selects a small subset of the edge points which is used as input for HT [19], but large-scale attempts are taken to find the points all sharing a common ellipse and it leads to inferior performance when substantial noises exist. Yuen et al. decomposed the 5D parameter space by finding the ellipse center using some geometric properties like colinearity and symmetry on the first stage and then finding the remaining three parameters on the second stage [20], [21]. Instead of transforming each edge point into a 5D parameter space, Xu et al. [22] proposed a Randomized Hough Transform (RHT) to detect curves, which randomly chooses five edge pixels each time and maps them into one point of the elliptic parameter space. McLaughlin et al. [13] combined the aforementioned two-stage decomposition method and RHT at the aim of reducing the computation time and improving the detection performance compared with the stand HT,
Many of edge following methods use line segments (LSs), which are extracted from the binary edge, as an intermediary to find the arc segments. The approach proposed by Kim et al. [25] merges the very short LSs to represent arc segments, where the arc fitting algorithms are frequently called. [26] shares similar ideas with [25] to extract short LSs from the edge map while the difference lies in linking the LSs as well as the LS’s edge points to form arc segments by the simple preset adjacency threshold and proper curvature condition. This method further iteratively groups two arc segments and applies the Random Sample Consensus (RANSAC) to the arc segment groups to recover the ellipse models. Although [26] tries to promote the ellipse detector’s robustness by iterative grouping and RANSAC, the massive missing detections (FNs) and false positives (FPs) appear. Chia et al. [27] imitated the framework illustrated in [26], but a more complicated fragments merging and grouping procedures were employed. The merging of arc fragments is formalized as an alignment problem, where an alignment function is defined to score the rationality of merging, and a total cost function is built to incrementally search the optimal paired arc segments for grouping. Though the complex and iterative mathematical optimization boosts the detection performance to some extent, [27] still shows unsatisfactory detections and slow speed in the real-world images as reported in [14], [17]. The ellipse detector proposed by Prasad et al. [14] incorporates the edge curvature and convexity to extract smooth edge contours and performs a 2D HT to rank the edge contours in a group by the relationship scores for the better generation of ellipse hypotheses. But it suffers from a long computation time, as a glimpse revealed in Fig. 1(d).

Another stream of edge following methods tries to extract arc segments from binary edge directly and filter the straight edges for the purpose of fast detection speed. The ellipse detector proposed by Fornaciari et al. [15] assigns a bounding box for each arc, removes the straight edges and determines the convexity of the arc by comparing the areas of region under and over the arc. In addition, this method accelerates the detection process by utilizing the property of that the ellipse center will be colinear to the midpoints of parallel chords. However, [15] raises the detection speed at the cost of localization accuracy and robustness (Fig. 1(e)). Recently, The method presented by Qi et al. [16] inherits [15] and uses the similar convexity classification approach, but the difference is that [16] prunes the straight edge by calculating the distinguishable characteristic number on line and conic (Fig. 1(f)). Both [15] and [16] require at least three arc segments to recover the ellipse model, which might disable the algorithms when handling the incomplete ellipses.

Some researchers generalize the LS detection method to be a multi-functional detector which can jointly detect
the LS and elliptic arcs. ELSDc proposed by Pătrăucean et al. [17] uses an improved LSD [28] version for detecting LS, and then iteratively searches the remaining LSs from the start and end points of the detected LS. Eventually, both LS detection and grouping tasks are established simultaneously. Notably, ELSDc stands out other methods by detecting LSs from the greyscale image instead of binary edge such that abundant gradient and geometric cues can be fully exploited. ELSDc and our proposed method are both based on LSD [28] for LS detection from the greyscale image, but they are fundamentally different from the generated LS type and LSs grouping. Our method merely generates the arc-support LSs and do not chain them in the LS generation step. Moreover, ELSDc fits and validates the locally grouped LSs, omitting the global situation, which easily results in the false positives (Fig. 1(g)).

Arc-support LS is our previous work as introduced in [7], each pair of which is successfully used for circle detection. However, it cannot handle the ellipse detection scheme since an arbitrary ellipse cannot be determined by two paired LSs. Admittedly, ellipse detection owns much higher complexity and requires more geometric cues. For example, the continuity feature, which is neglected in [7], can be fully embodied in the arc-support group and is important in ellipse detection. Therefore, the careful arc-support groups forming, complicated geometric constraints, accurate ellipse generation and clustering, and novel validation strategy accustomed to ellipse detection are required, which will be addressed in this paper.

The main research purpose of this paper is to propose a high-quality ellipse detection method to handle the long-standing issue that cannot detect ellipses both accurately and efficiently in ellipse detection field. To that end, for the first time, we take the advantage of arc-support LSs for ellipse detection. The arc-support groups are formed by robustly linking the consecutive arc-support LSs which share similar geometric properties in point statistics level. Each arc-support group will be measured and assigned a saliency score. Secondly, we generate the initial ellipse by two complementary approaches both locally and globally. The superposition principle of ellipse fitting and the novel geometric constraints, which are polarity constraint, region restriction and adaptive inliers criterion, are employed to consolidate the proposed method’s accuracy and efficiency. Thirdly, we decompose the 5D elliptic parameter space into three subspaces according to ellipse center, orientation and semi-axes and perform three-stage efficient clustering. Finally, the candidates which pass the rigorous and effective verification will be refined by fitting again.

The rest of this paper is organized as follows. Section 2 introduces the preliminaries about arc-support LS and superposition principle of ellipse fitting. Section 3 presents the high-quality ellipse detection framework, as a four-stage detection procedure: arc-support groups forming, initial ellipse set generation, clustering, and candidate verification. Section 4 analyzes the computation complexity of the proposed ellipse detection algorithm. Experimental results, as well as the accuracy and efficiency detection performance of the proposed method, are detailed in Section 5. Section 6 concludes the paper.

Fig. 2. Level-line angle and two types of LS. (a) the level-line angle is acquired by clockwise rotating the gradient angle 90°; (b) greyscale image; (c) straight and arc-support LSs generated from (b).

Fig. 3. The features of arc-support LS. (a) the overall gradient direction in the local greyscale area is same as arc-support direction and the three main angles in the corresponding level-line map change anticlockwise; (b) the counter-example of (a).

2 PRELIMINARY

In this section, the arc-support LS and its appendant properties are introduced as the basic geometric primitives for ellipse detection. Then we develop a superposition principle of fast ellipse fitting, which will save much running time for the ellipse generation.

2.1 Arc-support LS

In image processing, LS mainly derives from two situations, as shown in Fig. 2. The first type LS comes from the support region where points share nearly the same level-line angle and overall distribute straight. Another type of LS derives from the arc-support region whose distribution changes like a curve. Thus, we call the LS approximated from arc-support region as “arc-support LS”. Arc-support LS is built on top of LSD [28] as it is superior to other methods due to its efficiency and false control ability. The corresponding extraction procedures can be found in [7]. With the help of arc-support LS, the straight LS can be pruned while the arc geometric cues remain. Hereon, some properties of arc-support LS critical for ellipse detection are detailed.

2.1.1 Arc-support Direction

Different from conventional LS, arc-support LS carries the nature of convexity, standing for the ellipse center direction of an elliptic arc, namely the arc-support direction, as shown in Fig. 3. Assume that the two terminals of the circumscribed rectangle of the support region are A and B and the centroid is C. Thus the main angle of the support region is denoted as \( \angle AB \) and can be set to

\[
\arctan \left( \frac{\sum_{p_i \in \text{Region}} \sin(\text{level-line angle}(p_i))}{\sum_{p_i \in \text{Region}} \cos(\text{level-line angle}(p_i))} \right). \tag{1}
\]

Analogously, the main angles of two subregions \( \angle AC \) and \( \angle CB \) can be obtained according to Eq. (1). Therefore, the
arc-support direction can be set by anticlockwise (or clockwise) rotating $\angle \overrightarrow{AB}$ by 90° if $\angle \overrightarrow{AC}$, $\angle \overrightarrow{AB}$ and $\angle \overrightarrow{CB}$ change in the anticlockwise (or clockwise) direction and have an angle interval at least $T_{ai}$ in $\{\angle \overrightarrow{AC}, \angle \overrightarrow{AB}\}$ and $\{\angle \overrightarrow{AB}, \angle \overrightarrow{CB}\}$.

2.1.2 Polarity of Arc-support LS
In the greyscale image, the overall gradient direction in the local area indicates the tendency of illumination variation. After the careful observation, there exist two situations between elliptic arc’s overall gradient direction and arc-support direction. We define the polarity of an arc-support LS, namely $Pol_{LS}$, is positive (+1) if the corresponding gradient direction and arc-support direction are consistent, otherwise is negative (−1). A fast decision to the polarity of an arc-support LS is to judge the rotation direction of the main angles $\angle \overrightarrow{AC}$, $\angle \overrightarrow{AB}$ and $\angle \overrightarrow{CB}$, as shown in Fig. 3(a) and Fig. 3(b).

2.2 Superposition Principle of Ellipse Fitting
Ellipse fitting is very important in ellipse detection since it directly affects the quality of detected ellipse. Least-squares based ellipse fitting methods focus on minimizing the residue between points and ellipse [29], [30], [31]. As the constraint of ellipse fitting problem is quadratic, it usually leads to unsatisfactory efficiency along with the iterative procedure. Therefore, Fitzgibbon et al. [31] proposed a non-iterative algorithm by solving the positive eigenvector of eigensystem.

Assume that there exist $N_G$ arc-support groups in $G$ after linking the arc-support LSs, where $G = \{g_1, g_2, \ldots, g_{N_G}\}$. Each group $g_i$ has $n_i$ arc-support LSs and $2n_i$ endpoints. Denote the design matrix and scatter matrix of $g_i$ as $D(g_i)$ and $S(g_i)$, respectively. The design matrix $D_c$ of the combination of any $k$ groups $\{g'_1, g'_2, \ldots, g'_k\} \subset G$ can be written as

$$D_c = \begin{bmatrix} D(g'_1) \\ \vdots \\ D(g'_k) \end{bmatrix},$$

and the corresponding scatter matrix $S_c$ is

$$S_c = D_c^T D_c = D(g'_1)^T D(g'_1) + \cdots + D(g'_k)^T D(g'_k) = S(g'_1) + \cdots + S(g'_k).$$

Eq. 5 indicates that the scatter matrix of any combinatorial arc-support groups equals the summation of the scatter matrix of each group, which casts light on the feasibility of calculating the scatter matrix of each group merely once. The above superposition feature can be much helpful when fitting one or more groups into an ellipse.

3 HIGH-QUALITY ELLIPSE DETECTION

In this section, a high-quality ellipse detection is proposed by introducing the arc-support LSs. The overall procedure consists of: (1) arc-support groups forming, (2) initial ellipse set generation, (3) clustering, and (4) candidate verification. The arc-support group collects the consecutive arc-support LSs belonging to the same curve, which can avoid the disturbance of the useless straight LSs. In the initial ellipse set generation step, accuracy and efficiency keep pace with the aid of fast ellipse fitting and novel geometric constraints. The efficient clustering and rigorous verification further facilitate the high detection performance of the proposed detector. An overall detection example of our method is demonstrated in Fig. 4.

3.1 Arc-support Groups forming
3.1.1 Robust Linking and Groups Forming
Since an elliptic curve may consist of several arc-support LSs, we can link the discovered arc-support LSs to form a group. Any two consecutive arc-support LSs that will be

---

Fig. 4. Pipeline illustration of the proposed ellipse detection. (a) origin image; (b) 42 extracted arc-support LSs; (c) 20 arc-support groups; (d) 13 initial ellipses; (e) 10 ellipse candidates after clustering; (f) 2 qualified detections after verification and refinement.

Fig. 5. The arc-support LSs are linked to form an arc-support group in point statistics level based on continuity and convexity.
Algorithm 1 Arc-support LSs linking and groups forming

Input: Arc-support LSs: $S_{LS}$; regions that generate arc-support LSs: $S_R$; angle tolerance: $\alpha$.

Output: Arc-support groups: $G$.

1: Initialize groups $G = \emptyset$ and each LS’s Status($L_i$) = 0.
2: for each $L_i$, in $S_{LS}$ and Status($L_i$) $\neq$ 1 do
3:    $L_{seed} = L_i$, $L_{current} = L_{seed}$, Status($L_i$) = 1, Flag = False, $g_{head} = \emptyset$, $g_{tail} = \emptyset$;
4:    while !Flag do
5:        StatisticalArea = calcAreaForward($L_{current}$, $\alpha$); $Hist = generateHist(StatisticalArea, S_R)$;
6:        $k = findMax(Hist)$;
7:        if $k$ non-null then
8:            $g_{head} = g_{head} \cup L_k$;
9:            Status($L_k$) = 1;
10:           $L_{current} = L_k$;
11:        else
12:            Flag = True;
13:        end if
14:    end while
15:    $L_{current} = L_{seed}$, Flag = 0;
16:    . . .
18:    Similarly, $g_{tail}$ can be acquired by iteratively linking LS at the tail of $L_{current}$.
19:    Assume that $g_{head} = \{L_{h1}, \ldots, L_{hn}\}$, $g_{tail} = \{L_{t1}, \ldots, L_{tn}\}$. So the chained LSs form an ordered group $g = \{L_{tn}, \ldots, L_{t1}, L_{seed}, L_{h1}, \ldots, L_{hn}\}$.
20:    $G = G \cup g$;
21: end for

linked should meet the continuity and convexity conditions. For continuity condition, the proximity between the head of an arc-support LS to the tail of another one should be close enough. For convexity condition, the linked LSs should change in the same direction either clockwise or anticlockwise. Note that a support pixel’s level-line angle should be within tolerance $\alpha$ with the support region’s main angle, therefore, the angle deviation between two consecutive arc-support LSs should be less than $2\alpha$. To avoid incorrect LSs linking in the existence of noise, we count the number of support points of each next LS within a local statistical area near the terminal of current LS ($k$th LS’s number of support points is represented as $\sum p_i^{\text{LS}}$), and create a histogram for choosing the LS with maximum votes to link with current LS, as shown in Fig. 5. Iteratively, the linked arc-support LSs which share the similar geometric properties are called as “arc-support group”. Algorithm 1 details the arc-support LSs linking and groups forming process.

3.1.2 Spanning Angle Measurement for Each Group

Each arc-support group which is composed of several arc-support LSs is essentially the polygonal approximation of a curve. If the $i$th group contains $n$ arc-support LSs, it will have $n - 1$ angle intervals derived from every two consecutive arc-support LSs. Supposing that the angle interval sequence of $i$th group is $\{\theta^i_1, \theta^i_2, \ldots, \theta^i_{n-1}\}$, therefore, the spanning angle of $i$th group is $\sum_{j=1}^{n-1} \theta^i_j$. If an arc-support group is more salient to an ellipse, its spanning angle will be larger. Therefore, we have

$$S^i \propto \sum_{j=1}^{n-1} \frac{\theta^i_j}{360^\circ}$$

where $S^i$ is the saliency score of the $i$th group. For convenience, the proportionality coefficient is set to 1, and thus the range of $S^i$ is [0, 1].

As shown in Fig. 4(b), only arc-support LSs are retained while the straight LSs are filtered. With the procedure of robust arc-support LSs linking, the LSs that belong to the same curves are pooled into arc-support groups (Fig. 4(c)).

3.2 Initial Ellipse Set Generation

Considering the fact that an arc-support group might contain all arc-support LSs of a curve, or merely a separate arc-support LS, therefore, we use two complementary methods to generate the initial ellipse set. First, from the local perspective, the arc-support LS group with relatively high saliency score is probably the dominant component of the polygonal approximation of an ellipse. A simple and effective manner is to individually fit the arc-support LS group to an ellipse completely relying on the threshold $T_{ss}$ such that the salient ellipse, for instance, the one with spanning angle close to $360^\circ$, can be picked out preceding. Second, from the global perspective, we search all the valid pairs of arc-support groups globally to reconstruct the latent ellipses on the image, one advantage of which is dealing with the troublesome situation of the arc-support groups for a common ellipse but far apart. All the valid pairs of groups should satisfy three novel criteria below: (1) polarity constraint; (2) region restriction; (3) adaptive inliers criterion. In addition, to avoid the overwhelming fitting process, the superposition principle is adopted during ellipse fitting for time efficiency.

3.2.1 Polarity Constraint

After observing the image regions around the elliptical edge, the inner of an ellipse is always either brighter or darker than the peripheral, where brighter means that the polarity of the arc-support LSs is positive and darker means the one is negative. If all arc-support LSs come from the same ellipse, their polarity should be the same, too. Thus, the first criterion is that the polarity of the paired arc-support LS groups should be congruous. In addition, it may only require to detect the oval objects which are brighter (or darker) than background in certain cases. Following our approach, the ellipse with specified polarity can be easily recognized, which will be detailed in Section V. E.

3.2.2 Region Restriction

Actually, most of the arc-support groups do not contribute to building a valid pair because of the high probability that two groups are derived from different ellipses or curves. Therefore, an early decision before fitting ellipse is essential. As shown in Fig. 6, groups $\{g_1, g_3\}$ and $\{g_1, g_4\}$ should not be paired. The reason is that group $g_3$ is out of $g_1$’s valid region, which is along with the arc-support direction of every arc-support LS in $g_1$. Although $g_4$ is in the valid region of $g_1$, $g_1$ is not in the valid region of $g_4$. Consequently, if two groups are paired, they should locate in the mutual
valid regions. In Fig. 6, the start point of group $g_1$ is denoted as $P_{g_1}^s$ and the end point is $P_{g_1}^e$; the start arc-support LS is $L_{s}^{g_1}$ and the end arc-support LS is $L_{e}^{g_1}$; the midpoint of $P_{g_1}^s$ and $P_{g_1}^e$ is $M_1$. Then, we have

$$\begin{align*}
\text{ARC}_L^g \cdot \left( \frac{P_{g_s}^s}{P_{g_e}^e} \right) > \rho_d \\
\left( -\text{Pol} \right) \cdot \text{Dir}_{L} \left( \frac{P_{g_s}^s}{P_{g_e}^e} \right) \cdot M_1 > \rho_d
\end{align*}$$

(7)

where the ARC is the normalized arc-support direction vector of $L$. Dir$_L$ represents the normalized vector acquired by rotating $\overrightarrow{e}$ clockwise $90^\circ$. The Pol equals to $+1$ when the polarity of the pair $\{g_1, g_2\}$ is positive, otherwise is $-1$. $\rho_d$ is distance threshold. Meanwhile, $(i, j)$ runs over (1, 2) and (2, 1).

### 3.2.3 Adaptive Inliers Criterion

For the pair $\{g_1, g_2\}$ that passes the validations of polarity constraint and region restriction, an ellipse fitting against the endpoints of arc-support LSs of the pair will be implemented immediately. Assuming that the fitted ellipse is $e$, and the normal vector of edge point $P$ to $e$ is $\nabla e(P)$ (its direction points to the exterior of the ellipse), we recover the support inliers that compose each arc-support LS in $g_1$ and $g_2$ based on the distance tolerance $\epsilon$. We call the inlier $P_i$ is a support inlier to $e$ if meeting the normal tolerance $\alpha$, namely the absolute angle difference between $\nabla e(P_i)$ and $-\text{Pol}_e \cdot \text{Grad}(P_i)$ is less than $\alpha$, where $\text{Pol}_e$ is the polarity of $e$ and $\text{Grad}(P_i)$ is the image gradient of $P_i$. From the geometric perspective, we can approximate the arc length by the number of edge pixels. Therefore, the number of support inliers made up each arc-support LS in pair $\{g_1, g_2\}$ should be greater than the corresponding LS’s length, namely

$$\#\{ p_i : p_i \in \text{SI}(L_j) \} > \text{Length}(L_j),$$

where $\text{SI}(L_j)$ represents the support inliers set of arc-support LS $L_j$, $j = 1, 2, \cdots, N_{g_1} + N_{g_2}, N_{g_1}$, and $N_{g_2}$ are the number of arc-support LSs in $g_1$ and $g_2$, respectively. In this step, the length of LS is an adaptive threshold for the corresponding support inliers. If an ellipse $e$ satisfies the adaptive inliers criterion, we will fit the support inliers to produce an initial ellipse. Eventually, all the valid pairs of arc-support groups are transformed to the initial ellipse set.

### 3.3 Ellipse Clustering

Considering the existence of duplicates in the initial ellipse set, an efficient clustering method is extremely important to trim them down, which should not only maintain the isolated points but also suppress the non-maximum. To that end, we develop a hierarchical clustering method based on mean shift [32] which decomposes the 5D elliptic parameter space clustering problem into three low and cascaded dimensional space clustering problems (centers, orientations and semi-axes).

Assume that the initial ellipse set is $E_{\text{init}}$ and the element number of $E_{\text{init}}$ is $N_{\text{init}}$. We have

$$E_{\text{init}} = \bigcup_{1 \leq i \leq N_{\text{init}}} e_i$$

(9)

where $e_i = \{ (x, y)_i, \varphi_i, (a, b)_i \}, (x, y)_i, \varphi_i$ and $(a, b)_i$ are the initial ellipse $e_i$’s center, orientation and semi-axes, respectively.

Firstly, our method clusters the ellipse centers of $E_{\text{init}}$ based on mean shift with limited iterations. It then produces $n^c$ elliptic cluster centers $\{ (x, y)_1, (x, y)_2, \cdots, (x, y)_{n^c} \}$. If $e_i$ is the nearest to $(x, y)_k$, we will add $e_i$ to set $\Omega_k$. Therefore, $E_{\text{init}}$ can be divided into $n^c$ partitions. The $k$th ($1 \leq k \leq n^c$) partition is represented as

$$\Omega_k = \{ e_i \parallel (x, y)_i \in e_i \text{ and } (x, y)_i \rightarrow (x, y)_k \}.$$

(10)

$(x, y)_i \rightarrow (x, y)_k$ means the Euclidean distance between data point $(x, y)_i$ and cluster center $(x, y)_k$ is least among all the cluster centers.

Secondly, each initial ellipse subset $\Omega_k$ is clustered with respect to their orientations. So $n^c_{\text{orient}}$ orientation cluster centers are generated, which are $\varphi_k^c, \varphi_2^c, \cdots, \varphi_{n^c_{\text{orient}}}^c$. In a similar way, $\Omega_k$ can be divided into $n^c_{\text{orient}}$ subsets. And the $s$th ($1 \leq s \leq n^c_{\text{orient}}$) subset $\Omega_{k,s} \text{ corresponding to the orientation cluster center } \varphi_{k,s}^c$ is

$$\Omega_{k,s} = \{ e_i \parallel e_i \in \Omega_k, \varphi_i \in e_i \text{ and } \varphi_i \rightarrow \varphi_{k,s}^c \}.$$

(11)

Finally, we implement the clustering step based on semi-axes for each initial ellipse subset $\Omega_{k,s}$ and therefore, $n^c_{\text{axes}}$ cluster centers are produced: $(a, b)^c_{k,1}, (a, b)^c_{k,2}, \cdots, (a, b)^c_{k,n^c_{\text{axes}}}$. Eventually, each mode of the combination $\{ (x, y)_{k,t}, \varphi_{k,t}^c, (a, b)_{k,t}^c \}$ ($1 \leq t \leq n^c_{\text{axes}}$) is the initial ellipse clustering result, namely the ellipse candidate. The ellipse candidate set $E^c$ can be described as

$$E^c = \bigcup_{k,s,t} \{ (x, y)_{k,t}, \varphi_{k,t}^c, (a, b)_{k,t}^c \}$$

(12)

and the number of ellipse candidates $N^c$ is

$$N^c = \sum_k \sum_s n^c_{k,s}.$$

(13)

As a result, the purer ellipse candidates can be generated after applying the hierarchical clustering approach to initial ellipse set. The benefits of such elliptic parameter space decomposition are two folds. First, we distinguish the different geometrical significance of ellipse center, orientation, and semi-axes for hierarchical clustering since it is difficult to assign an accurate distance measure between two ellipses directly. Second, our clustering method is conveniently implemented and its computation complexity is quadratic (details can be found in Section IV), which vastly outperforms than the direct clustering behavior in 5D space.
3.4 Ellipse Candidate Verification

The learned ellipse candidates cover almost all possible ellipses existing in the image while keeping nearly no duplicates, which saves much verification time and guarantees good recalls due to their pure quantity and high saliency. In this section, to further ensure the quality of the detected ellipses, we conduct the ellipse candidate verification that incorporates the stringent regulations for goodness measurement and elliptic geometric natures for refinement.

3.4.1 Goodness Measurement

The study has shown positive correlation between the number of support inliers on an ellipse and corresponding perimeter $B$ [33]. Although the precise numerical formula of $B$ has not yet been revealed, in practice, we may use $\pi\frac{1}{2}(a + b) - \sqrt{ab}$ for approximation [34]. In addition, the larger the angular coverage $C$ of the elliptic connected component of support inliers becomes, the more salient the ellipse candidate will be. Based on these facts, we employ the following evaluation regarding both the number of support inliers and the angular coverage. The support inliers should satisfy the distance tolerance $\xi$ and the normal tolerance $\alpha$. Therefore, the “goodness” can be formulated as

$$\text{Goodness}(e) = \sqrt{\frac{\# \{ p_i : p_i \in \text{SI}(e) \}}{B} \frac{C}{360^{\circ}}}$$

where SI($e$) represents the support inliers of ellipse $e$. Note that we tighten the distance tolerance $\epsilon$ to $\xi$ to rule out the noise, and thus the goodness measurement is more credible. Finally, we apply a pseudo descending order (in linear time) for the ellipse candidates according to their goodness scores.

3.4.2 Verification and Fitting Again

In verification, the proposed method continues to lose the distance tolerance $\xi$ and validate the candidate individually against: (1) the number of support inliers; (2) the angular coverage of ellipse. We use a ratio threshold $T_r$ and expect that there are $T_rB$ support inliers on the ellipse. In the meanwhile, our method only accepts the ellipse whose angular coverage is at least $T_{ac}$ degrees.

Given sufficient support inliers, we may have better ellipse results. Recall that we have found the support inliers with respect to each candidate in the validation step. If a candidate generates the true ellipse (or TP for short), its support inliers should be more sufficient than the previous one. This motivates us to fit ellipse again, which improves the overall accuracy and shows self-calibrated ability. Notably, the time complexity of the additional fitting only relates to the number of final detected ellipses, which will not bring on significant changes in the running time.

4 Complexity of The Algorithm

Assuming that the image size is $N \times N$, therefore, the arc-support LS extraction approach has an $O(N^2)$ complexity equivalent to LSD [28]. In the procedure of the arc-support groups forming, the computational complexity is $O(N_L)$, where $N_L$ denotes the number of arc-support LS. If there are $N_G$ groups, spanning angle measurement of groups has the complexity of $O(N_G)$. In the initial ellipse set generation step, the computational complexity has upper bound $O(N_G^2)$ in the worst case, which may rarely occur due to the three novel geometric constraints. In the ellipse clustering step, the running time has the complexity of $O(1 + n^\epsilon + \sum_k n_k^\epsilon)$. Noting that after clustering, the number of cluster centers is less than or equal to the number of original data points, which means that $n^\epsilon \leq N_{init}$ and $\sum_k n_k^\epsilon \leq N_{init}$.

Note that the initial ellipses’ number $N_{init}$ is of $O(N_G^2)$, and thus the process of initial ellipse clustering step has the computational complexity of $O(2N_G^2)$. In the validation step, the computation time relates to the number of candidates $N^c$. Eventually, the computational complexity of the proposed method is upper bounded by $O(N^2 + N_L + 3N_G^2 + N^c)$, which reveals that the ellipse detection complexity is as fast as quadratic in $N$ and $N_G$.

5 Experimental Results

In this section, extensive and detailed experiments are implemented to demonstrate the high-quality ellipse detection performance of the proposed method compared to the existing state-of-the-art methods.

5.1 Experiments Setup

5.1.1 Model Parameters

Our ellipse detection method mainly involves seven parameters, which are discussed as follows:

1. $T_{ai}$ is the angle interval of each subregion to the support region, which is used in arc-support LS extraction. It indicates the least curvature degree of the support region that generates an arc-support LS. Obviously, the LS derived from the straight edge will be filtered since its angle interval is less than $T_{ai}$. We fix $T_{ai}$ to 2.25$^\circ$ as it performs well in experiments. (2) Angle tolerance $\alpha$ is used in the cases when evaluating the angle deviation of a geometric primitive, e.g. the point’s level-line angle or gradient angle, to the corresponding reference angle. $\alpha$ can be empirically set to 22.5$^\circ$ which yields the best results for thousands of images [28], [35]. (3) Saliency score threshold $T_{ss}$ is used in the initial ellipse set generation. Admittedly, we can fit any group as long as its saliency score is higher than zero because of the negligible computational cost. However, it is unnecessary because we will find all the valid pairs of arc-support groups for generating the initial ellipses. Therefore, we set $T_{ss}$ to 0.25. (4) Distance threshold $\rho_d$ is used in region restriction, which can be minus for dealing with some extreme cases. Thus $\rho_d$ is fixed to $-3\epsilon$. (5) The distance tolerance $\epsilon$ is used to recover the inliers to arc-support LS or ellipse. If $\epsilon$ becomes more restrictive, the inliers will be purer, even in presence of spurious edges or noises. As our algorithm aims at high localization accuracy, we are able to set $\epsilon$ to 2 pixels. (6) $T_r$ is the ratio of support inliers on an ellipse and (7) $T_{ac}$ is the elliptic angular coverage threshold. They both are used in the ellipse verification. $T_r$ and $T_{ac}$ are easily tuned due to their geometric significance. Since most of the true ellipses in real-world images have a degree of completeness, we set $T_r = 0.6$ and $T_{ac} = 165^\circ$ in default.

Notably, we merely open two external adjustable parameters $T_r$ and $T_{ac}$ after regarding the other five parameters.
as intrinsic parameters since they can be empirically fixed and work fairly well, which enables our ellipse detection algorithm to be easily used.

5.1.2 Evaluation Metrics
We employ the following metrics for evaluations: (1) precision, (2) recall, (3) F-measure. The precision = TPs/(TPs + FPs), recall = TPs/(TPs + FNs) and F-measure = 2/(precision−1 + recall−1). A detected ellipse is regarded as a TP if its overlap area ratio to the corresponding ground true ellipse is larger than D0. And we set D0 to 0.8 throughout all experiments as did in [14], [15], [16].

5.1.3 Compared Methods
We mainly select five most popular and competitive algorithms for quantitative and qualitative comparisons, which are RHT [13], ELSDc [17] and the methods proposed by Prasad et al. [14], Fornaciari et al. [15], and Qi et al. [16]. RHT is the most popular in the literature and often used as the baseline method. ELSDc claims that it achieves satisfactory performance in relation to state-of-the-art methods. Prasad method combines HT and the techniques of edge clustering [36]. The iterative random search helps RHT running time due to their fast arc selection strategy and simple clustering [35]. The iterative random search helps RHT raise the recall, however, its precision and F-measure scores are unsatisfactory due to the lack of novel validations. ELSDc [17] tries to detect ellipses and line segments simultaneously. However, the side-effects are also brought into such as the unsatisfied ellipse detection performance and long computation time in real-world images.

5.1.4 Datasets
To test the competitive ellipse detectors, three public challenging real-world datasets are utilized:

- Traffic sign dataset. As a portion of Dataset 2 which is created by Fornaciari et al. [15], it contains 273 images with various traffic signs at different real-life scenarios. These images derive from the frames of several videos captured by smartphone. The images suffer from the blurry and varying lighting conditions by motion and autofocus.
- Prasad dataset. A complex real-world image dataset, employed before by many well-known ellipse detectors in their experiments [14], [15], [16], [17]. Note that Prasad dataset consists of 198 images which are complex enough due to the unpredictable conditions and substantial disturbances.
- PCB dataset. PCB (Printed Circuit Board) dataset includes 100 industrial PCB images with various disturbances and each image contains at least one circular or elliptic shape. All PCB images are labeled manually and precisely.

5.2 Experiments on Real-world Datasets
The detailed ellipse detection results on three real-world datasets are shown in Table 1. The highest scores in precision, recall, F-measure and cost time are stressed in boldface.

| Dataset         | Index | RHT  | ELSDc | Prasad | Fornaciari | Qi | Our |
|-----------------|-------|------|-------|--------|------------|----|-----|
| Traffic Sign    |       |      |       |        |            |    |     |
| Precision       | 0.0706| 0.0429| 0.1401| 0.4545 | 0.5814     | 0.9110 | |
| Recall          | 0.5149| 0.6933| 0.5665| 0.7277 | 0.7324     | 0.8811 | |
| F-measure       | 0.1242| 0.0808| 0.2246| 0.5596 | 0.6482     | 0.8958 | |
| Time/s          | 1.2875| 4.6006| 9.9918| 0.2875 | 0.1488     | 0.5791 | |
| Prasad          |       |      |       |        |            |    |     |
| Precision       | 0.1941| 0.0922| 0.2360| 0.7039 | 0.7161     | 0.7523 | |
| Recall          | 0.2479| 0.2940| 0.3145| 0.2154 | 0.2393     | 0.3504 | |
| F-measure       | 0.2177| 0.1403| 0.2697| 0.3298 | 0.3587     | 0.4781 | |
| Time/s          | 0.2011| 1.4348| 3.9011| 0.0939 | 0.0529     | 0.1685 | |
| PCB             |       |      |       |        |            |    |     |
| Precision       | 0.4165| 0.4168| 0.7645| 0.8933 | 0.9393     | 0.9715 | |
| Recall          | 0.9500| 0.9154| 0.7115| 0.8692 | 0.8923     | 0.9192 | |
| F-measure       | 0.5791| 0.5728| 0.7371| 0.8811 | 0.9152     | 0.9447 | |
| Time/s          | 0.2271| 3.4830| 1.0758| 0.0980 | 0.0738     | 0.1693 | |

For the fair comparison purpose, we adopt the source codes of ELSDc [17], Prasad et al. [14], Fornaciari et al. [15], and Qi et al. [16] which are available online, and reimplement RHT [13] according to the original paper. RHT, Prasad method and our method are run in MATLAB while the remaining three methods are in C++. All experiments are performed with default parameters and on the same computer with Intel Core i7-7500U 2.7GHz CPU and 8 GB memory.

2. The source code and some details of our method can be found at https://github.com/AlanLuSun/High-quality-ellipse-detection.
Fig. 7. Ellipse detection examples on three real-world datasets. The first and second columns are the input images and ground truth (GT). The input images of the first three rows are from traffic sign dataset while the second and third three-row images are from Prasad dataset and PCB dataset.  

ELSDc [17] are more suitable to deal with PCB images as its performance gets promoted vastly in PCB dataset. Similar to ELSDc [17], Prasad method [14] also suffers from long computation time due to the heavy detection procedures. Notably, our method consumes comparable time with [16] and [15], which reveals its efficiency.

Some ellipse detection examples on three real-world datasets are shown in Fig. 7. The images of rows (1) to (3) are from the traffic sign dataset, where exist the disturbances of illumination, varied eccentricity and extremely close concentric ellipses. The second three-row images are from Prasad dataset which is the most complicated among three real-world datasets due to occlusions, noises and various backgrounds. The left three images are from PCB dataset, which is with the substantial Gaussian white noises and blur. As a result, both accurately and efficiently detecting ellipses in such images is difficult to an ellipse detector. As illustrated in Fig. 7, RHT [13] tends to detect every possible ellipse while generates many false positives. The detection performance of RHT gets worse especially in the images with substantial noises and textures. Although ellipse detectors proposed by Fornaciari et al. [15] and Qi et al. [16] are very efficient, both methods report many ellipse duplicates as well as resulting in poor location accuracy, as revealed in the images of (2) to (5) rows. In contrary, Prasad method [14] and ELSDc [17] could relatively more accurately locate the ellipses. The relating concerns of both Prasad method and ELSDc are the massive missing detections for ground truth and modeling small contours as ellipses, which worsens the overall ellipse detection performance as the F-measure scores shown in Table I. Unlike other ellipse detectors being tough to balance the issues between accuracy and efficiency, our method can both efficiently and accurately detect the ellipses and is robust to noises and textures. Especially, our method also performs well in handling the incomplete and occluded ellipses, as shown in the last column of Fig. 7. The elements guarantee our method’s accuracy mainly due to the false control ability of arc-support LSs, novel verification criteria and self-calibrated refinement. And the reasons for the good efficiency are attributed to arc-support LSs alleviating the disturbance of straight LSs and effective initial ellipse generation aided with polarity constraint, region restriction and adaptive inliers criterion.

In order to comprehensively evaluate the ellipse detection performance of the compared methods, we vary the overlap ratio threshold $D_0$ from 0.65 to 0.95 at the step of 0.05, the higher of which indicates the stricter a detected ellipse being regarded as true positive. The corresponding
Overlap ratio $D_0$

Fig. 8. The ellipse detection performance of our method against other methods by varying overlap ratio $D_0$ from 0.65 to 0.95 at the step of 0.05 on three real-world datasets. The three rows reveal the metric indexes of precision, recall and F-measure on traffic sign dataset, Prasad dataset and PCB dataset respectively.

results are shown in Fig. 8. Again, our method achieves the best overall ellipse detection performance among three real-world datasets as the F-measure curves are above those of compared methods, which accords with the before performance analysis. It is evident that our method shows high-quality ellipse detection performance.

5.3 Localization Accuracy and Efficiency Analysis

Localization accuracy is a critical index to testify whether an ellipse detector to be high-quality or not. To this end, we compute each ellipse detection method's mean overlap ratio (MOR) of correctly detected ellipses on three real-world datasets and the results are shown in Table 2. Our method achieves the best MOR scores in traffic sign dataset and Prasad dataset and second highest MOR 0.9574 in PCB dataset compared to 0.9603 which is acquired by Prasad method [15]. The higher MOR indicates that our method aims at the high localization accuracy and does not rest content with picking out the true positives, which stands the proposed method out the compared methods. Actually, accurate localization could favor an ellipse detector to distinguish the very closed ellipses. An accurate ellipse detection example of our method is shown in Fig. 9. There are eight ground truth in the input image and the average distance of each two concentric ellipses is $\Delta 4.18 \pm 1.08$ pixels. Although the ellipses are so close, our method still can successfully locate each individual and report high overlap.
Fig. 9. An illustration example of the proposed method with high localization accuracy. (a) input image; (b) ground truth; (c) eight detected ellipses; (d) the overlap ratio of each detected ellipse with ground truth.

Fig. 10. Computation time with regard to the number of pixels of real-world images.

In order to verify the quadratic complexity of the proposed ellipse detector in image longer length \( N \) and arc-support groups \( N_G \), we record the computation time of 100 different real-world images, the sizes of which range from 46 x 51 to 4600 x 5100. The correlation between computation time and the number of pixels is shown in Fig. 10. The scatters are general in linear distribution and the ellipse computation time almost linearly increases with the number of pixels, which indicates that our method is quadratic in \( N \) (\( N > N_G \) in most of the images). Admittedly, the ellipse detector should own larger time complexity than line segment or circle detector. Our method is still efficient and can handle the real-world images in quadratic time complexity which is superior to most of existing ellipse detectors.

5.4 Robustness to Parameters Setting and Ellipse Variations

The angular coverage \( T_{ac} \) and the ratio of support inliers \( T_r \) are two extrinsic parameters of the proposed ellipse detection method. Firstly, \( T_{ac} \) and \( T_r \) have geometric significance, which enables us easy to tune when applied in the real application. Secondly, both parameters are insensitive and have robustness in a wide setting range. To validate the robustness to tunable parameters, we select PCB dataset as the testset and perform quantitative experiments. We first freeze \( T_r \) as 0.6 which is the default parameter and vary the elliptic angular coverage \( T_{ac} \) from 105° to 225° at the step of 10°. Then the curves of precision, recall and F-measure according to the experimental results are plotted, as shown in Fig. 11(a). Similarly, the ratio of support inliers \( T_r \) is changed from 0.4 to 0.8 at the step 0.05 and the angular coverage \( T_{ac} \) are fixed to the default parameter 165°. The corresponding ellipse detection performance is shown in Fig. 11(b). As the angular coverage \( T_{ac} \) and ratio of support inliers \( T_r \) rise, the recall tends to decline as the detected ellipses are more likely to be rejected due to the stricter constraints. However, the precision gets boosted since the detected ellipses are purer. Notably, the F-measure curves in both Fig. 11(a) and Fig. 11(b) are relatively smooth and little vibrating in a wide range, which reveals the robustness of the proposed method to the different parameters settings.

In order to investigate the robustness of our method to different ellipse variations such as ellipse size, orientation and incompleteness, three synthetic datasets are prepared. The first dataset includes 10000 images, in which the semimajor axis of the ellipse is varied from 1 ~ 100 pixels at the step of 1 pixel and the axes ratio ranges from 0.01 to 1 at the step of 0.01. To evaluate the influence of orientation, we build the second dataset by rotating the ellipse from -88° to 90° at the step of 2°. For each orientation, the major-axis is fixed to 100 pixels and the axes ratio changes from 0.01 ~ 1 at the step of 0.01, which totally results in 9000 images. Actually, a high-quality ellipse detector should accurately detect the incomplete ellipses, namely elliptic arcs. Therefore, the third dataset is built and consists of 12000 images, where the angular coverage of ellipse varies from 3° to 360° at the step of 3° and the axes ratio ranges from 0.01 ~ 1 at the step of 0.01. Each synthetic image contains an ellipse and is with the size of 250 x 250.

The effects of ellipse variations on our ellipse detector are shown in Fig. 12, where the white region indicates the corresponding ellipses could be correctly detected while the black region means the detection failures. Firstly, in Fig.
Recall that the polarity of an ellipse is positive if the corresponding inside adjacent area of the boundary is brighter than outside, otherwise is negative. Actually, our method is able to detect the polarity-specific ellipses because we only need to retain the arc-support LSs with the corresponding polarity for generating the initial ellipse set. As shown in Fig. 13(a), the black elliptic ring belts and white ring belts are concentric and adjacent. Each ring belt will generate two different ellipses with positive or negative polarity. In Fig. 13(b) the concentric ellipses with positive polarity are successfully detected by our method and they are highlighted in blue color. In Fig. 13(c), the detected ellipses in yellow are all with negative polarity. Naturally, if we use all the arc-support LSs for ellipse detection, the target is to detect all potential ellipses in the image, as the detected red ellipses in Fig. 13(d). The information of polarity of arc-support LS is greatly important and useful, which not only contributes to reducing the computation time for searching all the valid paired arc-support groups but also helps to detect the polarity-specific ellipses in the certain case.

6 Conclusion

In this paper, we propose a high-quality ellipse detection method by introducing the arc-support LSs, which aims at both accurately and efficiently detecting ellipses in real-world images. To this end, our method follows a four-stage ellipse detection framework: arc-support groups forming, initial ellipse set generation, clustering, and candidate verification. With the help of arc-support LSs, straight LSs are filtered and the abundant geometric features such as overall gradient direction of the local area, arc-support direction and polarity can be thoroughly exploited. The robust forming of arc-support groups, the adoption of the superposition principle of ellipse fitting and the efficient generation of initial ellipse set with three novel constraints guarantee the overall efficiency of the proposed method. Moreover, the novel and rigorous ellipse verification defend the high localization accuracy and robustness as well as rejecting the false positives. The self-calibrated refinement facilitates higher accuracy. The quantitative experiments compared with existing novel methods evidently demonstrate that our method could well balance the relationship between accuracy and efficiency, and achieves the high-quality ellipse detection performance.
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