A correlation measure detecting almost all non-Markovian evolutions
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We investigate the ability of correlation measures to witness non-Markovian open quantum system dynamics. It is shown that the mutual information and any entanglement measure between the system and an ancilla do not witness all non-Markovian dynamics. A correlation measure is introduced, and it is proven that, in an enlarged setting with two ancillary systems, this measure detects almost all non-Markovian dynamics, except possibly a zero-measure set of dynamics that is non-bijective in finite time-intervals. Our proof is constructive and provides different initial states detecting the non-Markovian evolutions. These states are all separable and some are arbitrarily close to a product state.

I. INTRODUCTION

The dynamics of open quantum systems [1–3] has been investigated extensively in recent years for both fundamental and applicative reasons. In particular the phenomenon of reservoir memory effects has been studied since such effects can induce a recovery of correlations or coherence and are therefore viewed as a potential resource for the performance of quantum technologies. The problem of characterising memoryless dynamics, the so-called Markovian regime, and dynamics exhibiting memory effects, the non-Markovian regime, has been considered in a wide range of different ways (for extended reviews see [4, 5]). While a unique agreed upon concept of quantum Markovianity does not exist, it is frequently identified with the property of \textit{Completely Positive divisibility} (CP-divisibility). An evolution is CP-divisible if between any two points in time it can be described by a CP-map. This idea generalises the semigroup property [6, 7] of classical Markovian processes. In this work, we follow this convention and adopt CP-divisibility as formal definition of Markovianity.

A complementary way of addressing memory effects consists of identifying operational quantities that can detect the information backflow expected in non-Markovian evolutions [8–12]. A common approach is to study functions that are monotonically non-increasing under local CP-maps. An increase of such a quantity implies that the evolution is not CP-divisible, hence non-Markovian, although the converse may not be true in general. Investigating under what conditions a non-increase of these quantities is in one-to-one correspondence with CP-divisibility is relevant for evaluating current methods for non-Markovian detection, finding new ones, and understand the operational consequences of non-Markovianity. It is also relevant to understand how these different detection methods are related, and to what extent they are equivalent. In particular, it has been shown that the guessing probability of minimum error state discrimination can be used to witness any non-Markovian dynamics [9]. However, no method for constructing state ensembles required for this is known. A constructive method to witness any bijective non-Markovian dynamics using an ensemble of two equiprobable states has subsequently been proposed [10].

In this work we investigate the relation between non-Markovianity and correlations. We first show that the quantum mutual information between system and ancilla as well as any entanglement measure are unable to witness all non-Markovian dynamics. The next natural question is to understand whether there exist such correlation measures. To investigate this, we first introduce a bipartite correlation measure based on the distinguishability of an ensemble of remotely prepared states. We then use this measure in an extended setting consisting of the system and two ancillary systems and prove that the non-increase of this measure is in one-to-one correspondence with CP-divisibility for almost all evolutions. More precisely, we show how to detect a correlation backflow for all non CP-divisible evolutions that are bijective or at most point-wise non-bijective. Our method is constructive and provides a family of initial states able to detect the correlation backflow. The states in this family are all separable and include states that are arbitrarily close to uncorrelated.

II. NON-MARKOVIAN DYNAMICS

We denote the set of bounded operators on any finite dimensional Hilbert space $\mathcal{H}$ by $B(\mathcal{H})$ and that of positive semidefinite trace-one operators, i.e., the set of quantum states, by $S(\mathcal{H})$. In the following, we consider two finite dimensional systems: a quantum system $S$ with a Hilbert space $\mathcal{H}_S$ and an ancillary system $A$ with a Hilbert space $\mathcal{H}_A$.

The evolution of $S$ from initial time $0$ to a later time $t$ is described by a dynamical map, i.e., a completely positive and trace preserving (CPTP) linear operator $\Lambda_t: B(\mathcal{H}_S) \rightarrow B(\mathcal{H}_S)$. The dynamics of the system is thus described by the family of maps $\{\Lambda_t\}$, parametrized by $t$. An important concept for the study of non-Markovian effects is the divisibility of the dynamical map, as well as Positive (P) and Completely Positive (CP) -divisibility in terms of intermediate maps $V_{s,t}$.

\textbf{Definition 1.} A dynamical map $\Lambda_t$ is called (P/CP) divisible if it can be expressed as a sequence of linear trace preserving (P/CP) maps $\Lambda_t = V_{s,t} \Lambda_{s}$, where $V_{s,t}$ is a linear trace preserving (P/CP) map, for any $0 \leq t \leq s$.

As said, CP-divisibility is a common definition of Marko-
vian evolution [3] that we also adopt in this work.

III. CORRELATION MEASURES THAT ARE INSUFFICIENT AS WITNESSES

We start by showing the limitations of the ordinarily used correlation measures in identifying all non-Markovian dynamics. In particular, we consider correlation measures between system $S$ and an ancilla $A$ where $\Lambda_t$ acts only on $S$.

A correlation measure is a function $M$ such that, (i) $M \geq 0$; (ii) $M(\rho) = 0$ if $\rho$ is a product state; (iii) $M$ is non-increasing under local operations. Condition (iii) implies that all correlation measures are non-increasing for local CP-divisible evolutions. Thus, if an increase in correlation occurs between time $t$ and $s$ there is no CP intermediate map $V_{t,s}$. This property explains why correlation measures have been utilized to witness and quantify non-Markovian effects [8, 11].

A. Entanglement measures

An entanglement measure $M_E$ [13] is a correlation measure that satisfies the additional condition of non-increase under local operations aided by classical communication. This implies that $M_E(\rho) = 0$ if $\rho$ is a separable state. The idea of using an entanglement measure to witness non-Markovianity was first introduced in Ref. [8]. However, for any entanglement measure there are non CP-divisible dynamics that cannot be witnessed. Consider for instance an evolution that consists of non-Markovian evolutions for which no increase in the quantity $\sum_{i} \rho_{i} \sigma_{i}$ is non-increasing under CP maps, an increase of this quantity is sufficient for detecting non-Markovianity. However, it is not necessary: we demonstrate in what follows the existence of non-Markovian evolutions for which no increase in the mutual information occurs.

To construct this example, we consider random unitary dynamics, defined as convex combinations of unitary dynamics. For a qubit, these can be represented by the dynamical maps

$$
\Lambda_t(\sigma_z) = e^{-\frac{1}{\delta t} (\gamma_x(t)+\gamma_y(t))} \sigma_z, \quad \Lambda_t(\sigma_y) = e^{-\frac{1}{\delta t} (\gamma_x(t)+\gamma_y(t))} \sigma_y,
$$

$$
\Lambda_t(\sigma_x) = e^{-\frac{1}{\delta t} (\gamma_x(t)+\gamma_y(t))} \sigma_x, \quad \Lambda_t(\mathbb{I}_S) = \mathbb{I}_S,
$$

where $\gamma_k(t)$ are real valued functions of $t$, $\sigma_k \in B(\mathcal{H}_S)$ for $k = x, y, z$ are the Pauli matrices and $\mathbb{I}_S$ is the identity operator on $\mathcal{H}_S$. The dynamics is CP-divisible if and only if $\gamma_k(t) \geq 0$ for $k = x, y, z$ [3, 16], and P/divisible if and only if $\gamma_k(t) + \gamma_t(t) \geq 0$ for all $i \neq j$ since the intermediate map $V_{t,s}$ is then contractive in the trace norm [16–19]. The stationary states of the dynamics are $\rho_A \otimes \mathbb{I}_S / 2$ where $\rho_A$ is any state in $S(\mathcal{H}_A)$.

We can introduce an orthonormal basis $|e_i\rangle$ of $B(\mathcal{H}_A \otimes \mathcal{H}_S)$ with corresponding coordinates $\bar{a} \equiv (a, i)$, i.e., $\text{Tr}(e_i e_j) = \delta_{ij}$ and $a_i = \text{Tr}(\rho e_i)$. Then, as we show in Appendix B, if $\gamma_k(t)$ are continuous functions of $t$, the time derivative $\frac{d}{dt} I(\bar{a}, t)$ as a function of $\bar{a}$ is analytic in the interior of $S(\mathcal{H}_A \otimes \mathcal{H}_S)$. Where it is analytic $\frac{d}{dt} I(\bar{a}, t)$ can be described in a neighbourhood of the stationary states by Taylor expansions in $\bar{a}$.

By definition, $\frac{d}{dt} I(\bar{a}, t) = 0$ at any stationary state. For the case of $\dim \mathcal{H}_A = 2$, the first and second derivatives, $\frac{d}{dt} I(\bar{a}, t)$ and $\frac{d^2}{dt^2} I(\bar{a}, t)$, were calculated at the stationary states in the interior of $S(\mathcal{H}_A \otimes \mathcal{H}_S)$, using a method adapted from [20] (see Appendices C and D). All first derivatives are identically zero. From the second derivatives the eigenvalues of the Hessian matrix were obtained. Each non-zero eigenvalue is proportional to $\gamma_i(t) + \gamma_j(t)$ for some $i \neq j$, and is non-positive for P-divisible dynamics and negative if $\gamma_i(t) + \gamma_j(t) > 0$. On the zero eigenspace of the Hessian and in the neighbourhood of the stationary states in the boundary of $S(\mathcal{H}_A \otimes \mathcal{H}_S)$ we directly evaluated $\frac{d}{dt} I(\bar{a}, t)$. On the zero-eigenspace $\frac{d}{dt} I(\bar{a}, t)$ is non-positive for P-divisible dynamics, and the neighbourhood of the stationary states in the boundary of $S(\mathcal{H}_A \otimes \mathcal{H}_S)$ contains only product states where $\frac{d}{dt} I(\bar{a}, t) = 0$ (see Appendix D).

In conclusion there exist non-Markovian dynamics for which there is a neighbourhood of the stationary states where the time derivative of the mutual information is non-positive. Moreover, for the considered dynamics, it is always possible to tune the rates $\gamma_k(\tau)$ for $0 \leq \tau \leq t$ so that the non-Markovian regime starts only after a time $t$ for which the image of $\Lambda_t$ is contained in this neighbourhood of the stationary states with non-increasing mutual information (see Appendix E). Therefore, there exist evolutions for which the non-Markovian character cannot be witnessed by an increase in the mutual information.

IV. INTRODUCTION OF A CORRELATION MEASURE

We have seen how ordinarily used correlations measures fail to detect many cases of non-Markovian dynamics. Now, one may wonder if this limitation applies to any correlation measure or, on the contrary, if there exists a correlation measure that witnesses any non-Markovian dynamics. Motivated by this question we introduce a correlation measure based on
the distinguishability of the ensembles one party prepares for the other party by performing local measurements on half of a bipartite state. For this, we first need to discuss several concepts related to the distinguishability of quantum states.

A. Maximally entropic measurements

Consider a system in a quantum state \( \rho \). An \( n \)-outcome measurement on this system is represented by a positive-operator valued measure (POVM), i.e., a collection of positive semi-definite operators \( \{ P_i \}_{i=1}^n \) such that \( \sum_{i=1}^n P_i = 1 \). Each \( P_i \) represents a possible outcome with the probability of occurrence \( p_i = \text{Tr}[\rho P_i] \).

We say that a POVM is maximally entropic (ME-POVM) for \( \rho \) if, when applied on \( \rho \), each outcome has the same probability of occurrence: \( p_i = 1/n \). Indeed, if \( S(|p_i|) = -\sum_i p_i \log_2 p_i \) is the Shannon entropy of the resulting \( n \)-outcome probability distribution, where we take as the basis of the logarithm the number of outcomes, \( S(|p_i|) = 1 \) if and only if \( p_i = 1/n \). We define the set of ME-POVMs for \( \rho \) as

\[
\Pi(\rho) = \{ \{ P_i \} : S(|p_i|) = 1 \}.
\]

For any state \( \rho \), this collection is non-empty and contains measurements with any number of outputs (see Appendix F).

B. Guessing probability of an ensemble

Consider an ensemble of states \( \mathcal{E} = \{ \rho_i, Q \} \). The average probability to correctly identify a state extracted from \( \mathcal{E} \), maximized over all possible measurements, is called the guessing probability of the ensemble

\[
P_g(\mathcal{E}) = \max_{Q} \sum_{\{ \rho_i \}} p_i \text{Tr}[\rho_i P_i],
\]

where the maximization is performed over the space of the \( n \)-outcome POVMs. Using the definition \( p = \max_i \{ |p_i| \} \geq 1/n \), it follows that \( P_g(\mathcal{E}) \geq \overline{p} \), where the equality holds if \( \mathcal{E} \) is made of identical states. Hence, \( P_g(\{ p_i = 1/n, \rho_i = \rho \}^n) = 1/n \).

Note that when the ensemble is composed by two equiprobable states, i.e., \( \mathcal{E}^{eq} = \{ |\rho_{1,2} = 1/2, i \}, \rho_i(\mathcal{E}^{eq}) \) can be expressed in terms of the distinguishability of \( D(\rho_1, \rho_2) \) by \( ||\rho_1 - \rho_2||_{1/2} \) between \( \rho_1 \) and \( \rho_2 \)

\[
P_g(\mathcal{E}^{eq}) = \frac{1}{4}(2 + ||\rho_1 - \rho_2||_1),
\]

where \( ||.||_1 \) is the trace norm.

C. Definition of the correlation measure

We now have all the ingredients needed to define our correlation measure. Consider a bipartite state \( \rho_{AB} \) defined on a finite dimensional state space of a composed system \( S(\mathcal{H}_A \otimes \mathcal{H}_B) \). A measurement with an arbitrary number of outcomes \( \{ P_{AB,j} \} \) performed on system \( A \) prepares on \( B \) the ensemble \( \mathcal{E}(\rho_{AB}, \{ P_{AB,j} \}) \equiv \{ p_i, \rho_{B,i} \} \), defined by

\[
p_i = \text{Tr}[\rho_A P_{A,i}], \quad \rho_{B,i} = \frac{\text{TrA}[\rho_{AB} P_{A,i} \otimes I_B]}{p_i},
\]

where \( \rho_A = \text{Tr}_B[\rho_{AB}] \) is the reduced state on \( A \). From Eq. (6) it follows that \( \{ \{ P_{AB,j} \} : \{ P_{AB,j} \otimes \rho_B \} \in \Pi(\rho_{AB}) \} = \Pi(\rho_A) \).

A correlation measure \( C^{(2)}_A(\rho_{AB}) \) is obtained by maximizing the guessing probability of these ensembles over the 2-output ME-POVMs on \( A \),

\[
C^{(2)}_A(\rho_{AB}) = \max_{\{ P_{B,i} \} \in \Pi(\rho_B)} P_g(\mathcal{E}(\rho_{AB}, \{ P_{B,i} \})),
\]

Alternatively, we could perform 2-output ME-POVMs on the system \( B \) and obtain a measure

\[
C^{(2)}_B(\rho_{AB}) = \max_{\{ P_{B,i} \} \in \Pi(\rho_B)} P_g(\mathcal{E}(\rho_{AB}, \{ P_{B,i} \})),
\]

where \( \rho_B = \text{Tr}_A[\rho_{AB}] \) is the reduced state on \( B \). We underline that the guessing probabilities that appear in Eq. (7) and (8) can be evaluated using Eq. (5). A natural way to construct a symmetric measure with respect to \( A \) and \( B \) is the following

\[
C^{(2)}(\rho_{AB}) = \max \left\{ C^{(2)}_A(\rho_{AB}), C^{(2)}_B(\rho_{AB}) \right\}.
\]

Operationally, \( C^{(2)}_A(\rho_{AB}) (C^{(2)}_B(\rho_{AB})) \) corresponds to the largest distinguishability between the pairs of equiprobable states of \( B (A) \) that we can obtain from \( \rho_{AB} \) by performing measurements on \( A (B) \).

Similar correlation measures \( C^{(n)} \) can be obtained by fixing the number of outputs of the ME-POVMs to any integer \( n \geq 3 \) and replacing the term 1/2 in Eq. (7) and (8) by 1/n. Moreover, we define \( C(\rho_{AB}) = \max \{ C_A(\rho_{AB}), C_B(\rho_{AB}) \} \), where \( C_A(\rho_{AB}) (C_B(\rho_{AB})) \) is obtained without fixing the number of outputs of the ME-POVMs in \( \Pi(\rho_A) (\Pi(\rho_B)) \), namely

\[
C_A(\rho_{AB}) = \max_{\{ P_{A,i} \} \in \Pi(\rho_A)} P_g(\mathcal{E}(\rho_{AB}, \{ P_{A,i} \})),
\]

We define \( C_B(\rho_{AB}) \) similarly.

To show that \( C \) and \( C^{(n)} \), for any \( n \geq 2 \), are proper correlation measures, we must prove that they are: (i) non-negative, (ii) zero-valued for product states and (iii) monotone under local operations. First, we prove that property (ii) holds for \( C^{(2)} \). For any product state \( \rho_{AB} = \rho_A \otimes \rho_B \) and ME-POVM on \( A \), the equiprobable output states \( \rho_{B,1} = \rho_B \) and \( \rho_{B,2} = \rho_B \) are identical. Hence, \( \rho_{B,1} = \rho_{B,2} = \rho_B \) and \( C^{(2)}(\rho_A \otimes \rho_B) = ||\rho_{B,1} - \rho_{B,2}||_1 = 0 \). The generalizations to prove that (ii) is valid also for \( C^{(n)} \) for any \( n \geq 2 \) and \( C \) are obvious. Consequently, property (i) is trivial.

In Appendix G we prove that the monotonicity property (iii) holds for \( C \) and \( C^{(n)} \), for any \( n \geq 2 \), and therefore they are proper correlation measures.

While we have defined a whole class of correlation measures, in the following we focus on the potential of \( C^{(2)} \) to witness non-Markovian dynamics. Therefore, unless otherwise specified the correlation measure referred to is \( C^{(2)} \).
we prove that $J$ and ancilla $A$ introduce an ancillary system parts witnesses the presence of non-Markovian effects. Right: in our extended setting, the whole system consists of three parts, system $S$ and ancilla $A$ as before, plus an extra ancilla $A'$. An increase of the correlations over the bipartition $A$ versus $SA'$ is used to witness non-Markovian evolutions.

V. WITNESSING NON-MARKOVIAN DYNAMICS

We now show how to use the correlation measure introduced above to detect non-Markovian evolutions. We prove that for any evolution that is at most point-wise non-bijective, we can find an initial state $\rho_{AB}(0)$ such that $C^{(2)}(\rho_{AB}(t))$ increases between time $t = \tau$ and $t = \tau + \Delta t$ if and only if there is no CP intermediate map $V_{T+\Delta t}$. By at most point-wise non-bijective evolutions we refer to evolutions where multiple initial states are mapped to the same state by $\Lambda$, for at most a discrete set of times $t$. Although our method applies to any bijective or pointwise non-bijective evolution, at the moment we are unable to extend the proof to non-Markovian evolutions that are non-bijective in finite time intervals. Note however that the set of non-Markovian evolutions not covered by our result has zero measure in the space of evolutions. More precisely, if we take an evolution that is non-bijective in a finite time interval and add a perturbation chosen at random with respect to a Borel measure, this yields an at most point-wise non-bijective evolution with probability one [21].

To take full advantage of this measure, we extend the standard setting and consider a scenario where $A$ is an ancillary qubit and $B$ is composed of the system $S$ undergoing evolution and a suitably chosen ancilla $A'$, see Fig.1. First, we construct the state $\rho_{AB}(t)$ to be used as a probe. Second, we show that for the class of non-Markovian dynamics specified above, $C^{(2)}(\rho_{AB}(t))$ provides a correlation backflow.

A. The probe

Let $\Lambda_t$ represent a bijective or pointwise non-bijective non-Markovian dynamical map that acts on the system $S$ and introduce an ancillary system $A'$. As shown in Ref. [10], for any of these dynamics we can construct a class of pairs of initial states $|\rho_B^{(\tau)}(0),\rho_B^{(\tau)}(0)\rangle\text{ in } S(\mathcal{H}_B) = S(\mathcal{H}_A \otimes \mathcal{H}_B)$ that show an increase in distinguishability between time $t = \tau$ and $t = \tau + \Delta t$

$$\|\rho_B^{(\tau)}(\tau + \Delta t) - \rho_B^{(\tau)}(\tau + \Delta t)\| > \|\rho_B^{(\tau)}(\tau) - \rho_B^{(\tau)}(\tau)\|$$,

if and only if there is no CP intermediate map $V_{T+\Delta t}$, where the evolution of the system $B$ is given by the dynamical map $\Lambda_t$, where $\Lambda_t$ is the identity map on $A'$.

The particular bipartite separable states $\rho_{AB}^{(\tau)}(t)$ for which we examine the correlation $C^{(2)}$ are classical-quantum states. Our “probe” state is

$$\rho_{AB}^{(\tau)}(t) \equiv \frac{1}{2} (|00\rangle\langle 0|_A \otimes \rho_B^{(\tau)}(t) + |11\rangle\langle 1|_A \otimes \rho_B^{(\tau)}(t)),$$

where and $\rho_B^{(\tau)}(t)$ and $\rho_B^{(\tau)}(t)$ are the states that appear in Eq. (11) and $\mathcal{B}_A \equiv \{|0\rangle_A,|1\rangle_A\}$ is an orthonormal basis for $\mathcal{H}_A$. Since only the system $B$ is involved in the evolution, $\rho_{AB}^{(\tau)}(t)$ is given by Eq. (12) for any $t \geq 0$. Note that from Eq. (12) it follows that $\rho_{AB}^{(\tau)}(t)$ does not contain any entanglement. Moreover, the state can be chosen arbitrarily close to an uncorrelated state since, as shown in [10], one can always choose states $\rho_B^{(\tau)}(0)$ and $\rho_B^{(\tau)}(0)$ arbitrarily close to each other.

B. Detecting the correlation backflow

We now show how the correlation measure $C^{(2)}(\rho_{AB}(t))$, and later $C^{(2)}(\rho_{AB}^{(\tau)}(t))$, witnesses bijective or pointwise non-bijective non-Markovian dynamics.

To evaluate $C^{(2)}(\rho_{AB}(t))$, we have to find a ME-POVM $\{P_{A,1}, P_{A,2}\}$ that, applied on $\rho_{AB}^{(\tau)}(t)$, generates the output ensemble $\{\{p_{1,2} = 1/2, |\rho_B^{(\tau)}(t), \rho_B^{(\tau)}(t)\rangle\}$ with the largest value of $\|\rho_B^{(\tau)}(t) - \rho_B^{(\tau)}(t)\|$. Let $\lambda \in [0, 1]$ and $\eta \in [0, 1]$ be the diagonal elements of $P_{A,1}$ in the basis $\mathcal{B}_A$. It is easy to show that $\lambda + \eta = 1$ for ME-POVMs. The corresponding output states are

$$\rho_{B,1}(t) = \lambda \rho_B^{(\tau)}(t) + \eta \rho_B^{(\tau)}(t),$$

$$\rho_{B,2}(t) = (1 - \lambda) \rho_B^{(\tau)}(t) + (1 - \eta) \rho_B^{(\tau)}(t).$$

It follows that

$$\|\rho_{B,1}(t) - \rho_{B,2}(t)\| = |\lambda - \eta| \|\rho_B^{(\tau)}(t) - \rho_B^{(\tau)}(t)\|.$$

Since $0 \leq |\lambda - \eta| \leq 1$, the maximum is obtained when either $\lambda$ or $\eta$ is equal to 1. In both cases the output states are $\rho_B^{(\tau)}(t)$ and $\rho_B^{(\tau)}(t)$ and

$$C^{(2)}(\rho_{AB}^{(\tau)}(t)) = \frac{\|\rho_B^{(\tau)}(t) - \rho_B^{(\tau)}(t)\|}{4}.$$
VI. DISCUSSION

The main motivation of this work is to understand the power of correlations to witness non-Markovian evolutions. We have first provided examples of non-Markovian random unitary qubit evolutions for which the quantum mutual information between system and ancilla never increases. Moreover, we have pointed out that any entanglement measure is insufficient for witnessing any P-divisible non-Markovian dynamics that takes place after an initial Markovian entanglement breaking evolution. We then introduced a correlation measure and showed that, in an extended setting with a second ancilla, it displays backflow for almost all non-Markovian evolutions. More precisely, it displays backflows for all non-Markovian evolutions that are bijective or at most point-wise non-bijective. For a given dynamics we described how states that exhibit such an increase in correlations can be constructed. These states have no entanglement across the given bipartition and can be chosen to be arbitrarily close to an uncorrelated state.

The question if there exists a measure of correlation with the property of being non-increasing if and only if the dynamics is CP-divisible, without any restrictions on the dynamics, is still open, both in the case of system-ancilla correlations and in the extended setting with a second ancilla. A possible avenue consists of understanding how to adapt the results in [9], valid for any non-Markovian evolution, to our correlation measure. Another open question is to understand if the use of the second ancilla provides an advantage for other correlation measures, as it happened for the correlation measure considered in this work.
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Appendix A: Generators of differentiable evolutions

For a differentiable evolution, any dynamical map \( \Lambda_t \), and any intermediate map \( V_{s,t} \), can be expressed as a time ordered exponential

\[
\Lambda_t = T e^{\int_s^t L \, dt}, \quad V_{s,t} = T e^{\int_s^t L \, dt},
\]

(A1)

where \( L \) is the Gorini-Kossakowski-Sudarshan-Lindblad generator [3, 6, 7] of the evolution, defined as

\[
L(\rho) = i[H(t), \rho] + \sum_k \gamma_k(t) \left( G_k(t)\rho G_k^\dagger(t) - \frac{1}{2} [G_k^\dagger(t)G_k(t), \rho] \right).
\]

(A2)

where the \( \gamma_k(t) \) are real time dependent functions, the \( G_k(t) \) are time dependent operators and \( H(t) \) is a Hermitian time dependent operator. The generator \( L \) gives rise to Markovian evolution if and only if it can be written on a form where \( \gamma_k(t) \geq 0 \) for all \( k \) (see e.g. [3]).
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Appendix B: Taylor expansion of the time derivative of the mutual information

As a tool to investigate the time dependence of the mutual information we delineate how the time derivative of the of the mutual information \(\frac{dI(\tilde{a}, t)}{dt}\) can be described by a Taylor expansion in the \(a_i\) at \(\tilde{a}\). In particular we consider its behaviour in neighbourhoods of the stationary states of a given evolution.

The mutual information \(I(\rho)\) is analytic for all \(\rho\) of full rank, i.e., everywhere in the interior \(\text{int}(S(H_a \otimes H_0))\) of the set of states. Thus, for any open neighbourhood \(U \subset \text{int}(S(H_a \otimes H_0))\) of \(\rho\) the mutual information equals its Taylor series and we can use Taylor expansions to analyse its local properties. Moreover, the time derivative of the mutual information is also analytic if the dynamics is differentiable. To see this note that the time derivative \(\frac{dI(\tilde{a}, t)}{dt}\) can be expressed as \(\frac{dI(\tilde{a}, t)}{dt} = \sum_{i,j} a_i \frac{dV_{ij}(\tilde{a})}{d\tilde{a}} I(\tilde{a}, t)\) where \(V_{ij}(s, t) \equiv \text{Tr}(e^{\lambda_i j} A)\). Next, assume that \(\frac{dV_{ij}(\tilde{a})}{d\tilde{a}}\) is well defined for each \(ij\). Then, since products, linear combinations, and derivatives of analytic functions are analytic it follows that \(\frac{dI(\tilde{a}, t)}{dt}\) is analytic as a function of \(\tilde{a}\) in \(\text{int}(S(H_a \otimes H_0))\).

Thus, if \(V_{ij}\) is differentiable \(\frac{dI(\tilde{a}, t)}{dt}\) can be described in an open neighbourhood of any state in \(\text{int}(S(H_a \otimes H_0))\) by its Taylor expansion. On the boundary of \(S(H_a \otimes H_0)\) on the other hand the partial derivatives in \(\tilde{a}\) need not even be well defined to all orders.

Let \(\tilde{a}_0\) be the coordinate of a stationary state in \(\text{int}(S(H_a \otimes H_0))\) of a linear divisible dynamic described by \(\Lambda\). Since \(\frac{dI(\tilde{a}_0, t)}{dt} = 0\) the sign of \(\frac{dI(\tilde{a}, t)}{dt}\) in a neighbourhood of \(\tilde{a}_0\) is determined by \(f(\tilde{a})\) of higher order than zero of the Taylor expansion of \(\frac{dI(\tilde{a}, t)}{dt}\) with respect to \(\tilde{a}\).

1. Neighbourhoods of critical points

Unless all first derivatives are non-zero it is necessary to consider higher order terms of the Taylor expansion. In particular this is true if all first derivatives with respect to \(\tilde{a}\) are zero, i.e., if \(\tilde{a}_0\) is a critical point of \(\frac{dI(\tilde{a}, t)}{dt}\).

The nature of a critical point \(\tilde{a}_0\) can be investigated by calculating the eigenvalues of the Hessian matrix, i.e., the matrix \(H_{ij} = \frac{\partial^2 I(\tilde{a}, t)}{\partial a_i \partial a_j}\). However, at a stationary state, the Hessian \(H_{ij}\) does not have full rank since \(\frac{dI(\tilde{a}, t)}{dt} = 0\) on the set of stationary states \(S_s\) of \(V_{ij}\), and on all product states \(S_p\). Therefore any eigenvector of the Hessian that is tangent to \(S_s \cup S_p\) corresponds to a zero eigenvalue. The behaviour of \(\frac{dI(\tilde{a}, t)}{dt}\) on the zero-eigenspace \(E_0\) of \(H_{ij}\) cannot be determined from the Hessian matrix since it depends on higher order derivatives.

On the complement of \(E_0\), i.e., on \(E_C \equiv B(H_a \otimes H) \setminus E_0\), the Hessian does describe the behaviour of \(\frac{dI(\tilde{a}, t)}{dt}\) in some neighbourhood of \(\tilde{a}_0\). In particular, if all eigenvalues of the Hessian that correspond to eigenvectors tangent to \(E_C\) are negative there exist some neighbourhood \(U_{\tilde{a}_0}\) of \(\tilde{a}_0\) where \(\frac{dI(\tilde{a}, t)}{dt}\) is negative in \(U^+_{\tilde{a}_0} \cap E_C\). If all eigenvalues of the Hessian that correspond to eigenvectors that are tangent to \(E_0^+\) are positive there exist some neighbourhood \(U^+_{\tilde{a}_0}\) of \(\tilde{a}_0\) where \(\frac{dI(\tilde{a}, t)}{dt}\) is positive in \(U^+_{\tilde{a}_0} \cap E_C^+\).

Appendix C: Calculating partial derivatives

A direct calculation of the derivatives of \(\frac{dI(\tilde{a}, t)}{dt}\) with respect to the \(a_i\) can be demanding since the eigenvalues of \(\rho\) are the roots of a degree \(\dim(H_a \otimes H_0)\) polynomial. To avoid this difficulty we use a method for calculating the derivatives and second derivatives in a point \(\tilde{a}\) adapted from Ref. [20]. The method given there is valid for real symmetric matrices but the generalization to Hermitian complex matrices is straightforward. We describe this method in the following paragraphs.

Let \(f\) be a spectral function defined on a set of \(n \times n\) Hermitian matrices \(A\) parametrized by real numbers \(a_i\). By spectral function we mean a function that only depends on the eigenvalues \(\{A_k\}_{k=1}^n\) of \(A\) but not on the ordering of the eigenvalues. Furthermore, assume that \(f\) is analytic in the point \(\tilde{a}\) and let \(u_k(\tilde{a})\) be the normalized eigenvector of \(A(\tilde{a})\) corresponding to the eigenvalue \(\lambda_k(\tilde{a})\).

Then the first and second order partial derivatives of \(f\) with respect to the parameters \(a_i\) in point \(\tilde{a}\) can be expressed as

\[
\frac{\partial f(\tilde{a})}{\partial a_i} = \sum_k \frac{\partial f(A(\tilde{a}))}{\partial \lambda_k} h_i^k(\tilde{a}),
\]

and

\[
\frac{\partial^2 f(\tilde{a})}{\partial a_i \partial a_j} = \sum_k \frac{\partial^2 f(A(\tilde{a}))}{\partial \lambda_k \partial \lambda_l} h_i^k(\tilde{a}) h_j^l(\tilde{a})
\]

\[
+ \sum_k \frac{\partial f(A(\tilde{a}))}{\partial \lambda_k} h_i^k(\tilde{a}) \eta_{ij}(\tilde{a}),
\]

respectively, where

\[
h_i^k(\tilde{a}) = u_k^{\dagger}(\tilde{a}) \frac{\partial A(\tilde{a})}{\partial a_i} u_k(\tilde{a}),
\]

\[
\eta_{ij}(\tilde{a}) = \sum_{k,l,h} \alpha_{ij}^{kl}(\tilde{a}) \lambda_h(\tilde{a}) - \lambda_h(\tilde{a}),
\]

\[
\alpha_{ij}^{kl}(\tilde{a}) = \left(u_i^{\dagger}(\tilde{a}) \frac{\partial A(\tilde{a})}{\partial a_j} u_i(\tilde{a}) u_j^{\dagger}(\tilde{a}) \frac{\partial A(\tilde{a})}{\partial a_i} u_k(\tilde{a}) u_k^{\dagger}(\tilde{a}) \frac{\partial A(\tilde{a})}{\partial a_l} u_l(\tilde{a}) \right),
\]

Note that when some eigenvalues coincide the choice of eigenvectors is not unique. However, while e.g. \(h_i^k\) depends on this choice the partial derivatives themselves are independent and can be evaluated using any choice of eigenvectors.

When the diagonal form of \(A\) and the eigenvectors \(u_k(\tilde{a})\) are known the method described here can greatly simplify the computation of the partial derivatives.
Appendix D: Mutual information for random unitary dynamics

We here show that the mutual information is non-increasing for some cases of non CP-divisible random unitary dynamics by studying a neighbourhood of the stationary states using the methods described in Appendix B and Appendix C.

Random unitary dynamics for a qubit is defined by the dynamical maps

\[ \Lambda_t(\sigma_x) = e^{-\int (\gamma_x(t) + \gamma_y(t))dt} \sigma_x, \]
\[ \Lambda_t(\sigma_y) = e^{-\int (\gamma_y(t) + \gamma_z(t))dt} \sigma_y, \]
\[ \Lambda_t(\sigma_z) = e^{-\int (\gamma_z(t) + \gamma_x(t))dt} \sigma_z, \]
\[ \Lambda_t(\mathbb{1}) = \mathbb{1} \]  \hspace{1cm} (D1)

where \( \gamma_x(t) \) are real valued functions of \( t \). The dynamical maps are bijective for all \( t \) and the intermediate maps are given by

\[ V_{st}(\sigma_x) = e^{-\int (\gamma_x(t) + \gamma_y(t))dt} \sigma_x, \]
\[ V_{st}(\sigma_y) = e^{-\int (\gamma_y(t) + \gamma_z(t))dt} \sigma_y, \]
\[ V_{st}(\sigma_z) = e^{-\int (\gamma_z(t) + \gamma_x(t))dt} \sigma_z, \]
\[ V_{st}(\mathbb{1}) = \mathbb{1} \]  \hspace{1cm} (D2)

The corresponding generator of the dynamics is

\[ \mathcal{L}_t(\rho) = \sum_{k=1}^{m} \gamma_k(t) (\sigma_k \rho \sigma_k - \rho). \]  \hspace{1cm} (D3)

The dynamics is CP-divisible if and only if \( \gamma_k(t) \geq 0 \) for all \( k \). Moreover, the dynamics is P-divisible if and only if the conditions

\[ \gamma_x(t) + \gamma_z(t) \geq 0, \]
\[ \gamma_y(t) + \gamma_z(t) \geq 0, \]
\[ \gamma_x(t) + \gamma_y(t) \geq 0, \]  \hspace{1cm} (D4)

are satisfied since the intermediate maps are then contractive in the trace norm [17–19].

We consider an ancilla that is also a qubit and explicitly introduce coordinates \( a_l \) for \( B(\mathcal{H}_A \otimes \mathcal{H}_S) \) with respect to an orthonormal basis \( \{ e_i \}_{i=0}^{15} \) defined by

\[ e_0 = \mathbb{1} \otimes \mathbb{1}, \quad e_8 = \sigma_y \otimes \mathbb{1}, \]
\[ e_1 = \mathbb{1} \otimes \sigma_x, \quad e_9 = \sigma_y \otimes \sigma_x, \]
\[ e_2 = \mathbb{1} \otimes \sigma_y, \quad e_{10} = \sigma_y \otimes \sigma_y, \]
\[ e_3 = \mathbb{1} \otimes \sigma_z, \quad e_{11} = \sigma_y \otimes \sigma_z, \]
\[ e_4 = \sigma_x \otimes \mathbb{1}, \quad e_{12} = \sigma_z \otimes \mathbb{1}, \]
\[ e_5 = \sigma_x \otimes \sigma_y, \quad e_{13} = \sigma_z \otimes \sigma_y, \]
\[ e_6 = \sigma_x \otimes \sigma_z, \quad e_{14} = \sigma_z \otimes \sigma_y, \]
\[ e_7 = \sigma_x \otimes \sigma_z, \quad e_{15} = \sigma_z \otimes \sigma_z, \]  \hspace{1cm} (D5)

where all operators are of the form \( \chi_A \otimes \chi_S \) for \( \chi_A \in B(\mathcal{H}_A) \) and \( \chi_S \in B(\mathcal{H}_S) \). A state \( \rho \) is represented as

\[ \rho = \frac{1}{4} \mathbb{1} \otimes \mathbb{1} + \sum_{i=1}^{15} a_i e_i, \]  \hspace{1cm} (D6)

where \( a_i = \frac{1}{2} \text{Tr}(\rho e_i) \).

We begin the analysis of \( \frac{d}{dt} I(\tilde{a}, t) \) in the neighbourhood of the stationary states by considering \( \text{int}[S(\mathcal{H}_A \otimes \mathcal{H}_S)] \) where \( \frac{d}{dt} I(\tilde{a}, t) \) is analytic. We calculate the first and second derivatives of \( \frac{d}{dt} I(\tilde{a}, t) \) at the stationary states in the interior of the set of states and find the eigenvalues of the Hessian matrix. On the subset of states that fall in the zero eigenspace of the Hessian we then directly evaluate \( \frac{d}{dt} I(\tilde{a}, t) \). Finally, we describe the neighbourhood of the intersection of the stationary states with the boundary of the set of states.

The stationary states are of the form \( 1/2 \rho_A \otimes \mathbb{1} \) for arbitrary \( \rho_A \). For these states all first derivatives \( \frac{d}{dt} I(\tilde{a}, t) \) with respect to \( \tilde{a} \) are zero. Therefore, there exists some sufficiently small neighbourhood of the set of stationary states where the second order terms of the Taylor expansion in \( \tilde{a} \) determines the sign of \( \frac{d^2}{dt^2} I(\tilde{a}, t) \) in every direction where the second derivative is non-zero. For the purpose of calculating these derivatives we note that unitary transformations on the ancilla do not change the mutual information and it is sufficient to consider diagonal \( \rho_A \). Thus, the purity of the state of the ancilla is the only relevant parameter. The diagonal stationary states are of the form \( \frac{1}{2} \mathbb{1} \otimes \mathbb{1} + a_{12} \sigma_z \otimes \mathbb{1} \) for \(-1/4 \leq a_{12} \leq 1/4 \). The states for which \(-1/4 < a_{12} < 1/4 \) are in \( \text{int}[S(\mathcal{H}_A \otimes \mathcal{H}_S)] \) and the states with coordinates \( a_{12} = \pm 1/4 \) are at the boundary of the set of states.

The second derivatives at the diagonal stationary states were calculated using the method described in Appendix C and the Hessian matrix was diagonalized. The Hessian has 6 eigenvalues that are identically zero for all stationary states in \( \text{int}[S(\mathcal{H}_A \otimes \mathcal{H}_S)] \) regardless of the values of the parameters \( \gamma_k(t) \) and 9 eigenvalues that can take non-zero values. These 9 eigenvalues are

\[ 32[\gamma_x(t) + \gamma_z(t)] \left[ \frac{16a_{12}^2 + 1}{16a_{12}^2 - 1} \right], \]
\[ 32[\gamma_y(t) + \gamma_z(t)] \left[ \frac{16a_{12}^2 + 1}{16a_{12}^2 - 1} \right], \]
\[ 32[\gamma_y(t) + \gamma_z(t)] \left[ \frac{16a_{12}^2 + 1}{16a_{12}^2 - 1} \right], \]
\[ -8[\gamma_x(t) + \gamma_z(t)] \frac{a_{12}}{\text{atanh}(4a_{12})}, \]
\[ -8[\gamma_y(t) + \gamma_z(t)] \frac{a_{12}}{\text{atanh}(4a_{12})}, \]
\[ -8[\gamma_x(t) + \gamma_z(t)] \frac{a_{12}}{\text{atanh}(4a_{12})}, \]
\[ -8[\gamma_y(t) + \gamma_z(t)] \frac{a_{12}}{\text{atanh}(4a_{12})}, \]
\[ -8[\gamma_x(t) + \gamma_z(t)] \frac{a_{12}}{\text{atanh}(4a_{12})}, \]
\[ -8[\gamma_y(t) + \gamma_z(t)] \frac{a_{12}}{\text{atanh}(4a_{12})}. \]  \hspace{1cm} (D7)
The eigenvalues in Eq. (D7) are all non-positive if and only if the conditions in Eq. (D4) are satisfied, i.e., if and only if the dynamics is P-divisible. In particular they are all strictly negative if \( \gamma_i(t) + \gamma_j(t) > 0 \) for all \( i, j \). In this case there exists a sufficiently small neighborhood of the stationary states where \( \frac{d}{dt}I(\bar{a}, t) \) is negative in all the directions that have a non-zero component orthogonal to the zero-eigenspace of the Hessian.

Next, we investigate \( \frac{d}{dt}I(\bar{a}, t) \) on the eigenspace of the eigenvalues that are identically zero, where its sign is determined by higher order derivatives. Here it is straightforward to evaluate \( \frac{d}{dt}I(\bar{a}, t) \) directly. The zero eigenspace \( E_0(\alpha_{12}) \) as a function of \( \alpha_{12} \), is spanned by the six vectors \( (\mathbb{1} + 4\alpha_{12}\sigma_z) \otimes \sigma_i \), and \( \sigma_i \otimes \mathbb{1} \) for \( i = x, y, z \). These vectors are tangent to the set of product states, but the tangent plane \( E_0(\alpha_{12}) \) also contains correlated states. Consider the point \( \frac{1}{4}\mathbb{1} \otimes \mathbb{1} + \alpha_0 \sigma_r \otimes \mathbb{1} \) on the set of stationary states. The states in the subspace \( E_0(\alpha_0) \) are of the form

\[
\frac{1}{4} \mathbb{1} \otimes \mathbb{1} + (1 + 4\alpha_0 \sigma_x) \otimes (a_1 \sigma_x + a_2 \sigma_y + a_3 \sigma_z)
+ (a_4 \sigma_x + a_5 \sigma_y + a_6 \sigma_z) \otimes \mathbb{1}. \tag{D8}
\]

Since the mutual information is independent of unitary transformations on the system we can diagonalize \( a_1 \sigma_x + a_2 \sigma_y + a_3 \sigma_z \). Let \( \pm \lambda(s) = \pm \sqrt{a_1^2(s) + a_2^2(s) + a_3^2(s)} \) be the corresponding eigenvalues as functions of time where

\[
\begin{align*}
a_1(s) &= a_1 e^{-\int \gamma_1(r) + \gamma_2(r) dr}, \\
a_2(s) &= a_2 e^{-\int \gamma_2(r) + \gamma_3(r) dr}, \\
a_3(s) &= a_3 e^{-\int \gamma_3(r) + \gamma_3(r) dr}.
\end{align*}
\tag{D9}
\]

The density matrix is now block-diagonal and the characteristic polynomial factorizes into two quadratic polynomials. The mutual information \( I[E_0(\alpha_0)] \) calculated from the corresponding eigenvalues, as a function on \( E_0(\alpha_0) \), is

\[
I[E_0(\alpha_0)] = \frac{1}{2} (1 - \lambda(s) - \omega) \ln \left( \frac{1}{2} - \lambda(s) - \omega \right) + \frac{1}{2} (1 - \lambda(s) + \omega) \ln \left( \frac{1}{2} - \lambda(s) + \omega \right) + \frac{1}{2} (1 + \lambda(s) + \omega) \ln \left( \frac{1}{2} + \lambda(s) + \omega \right) + \frac{1}{2} (1 + \lambda(s) - \omega) \ln \left( \frac{1}{2} + \lambda(s) - \omega \right) - \left( \frac{1}{2} + \lambda(s) \right) \ln \left( \frac{1}{2} + 2 \lambda(s) \right) - \left( \frac{1}{2} - \lambda(s) \right) \ln \left( \frac{1}{2} - 2 \lambda(s) \right) - \frac{1}{2} + 2 \eta \ln \frac{1}{2} + 2 \eta - \frac{1}{2} - 2 \eta \ln \left( \frac{1}{2} - 2 \eta \right), \tag{D10}
\]

where \( \omega = \sqrt{a_1^2 + a_2^2 + [a_{12} + 4\alpha_0 \lambda(t)]^2} \) and \( \eta = \sqrt{a_1^2 + a_2^2 + 2a_6^2} \). Since the only dependence of \( s \) in \( I[E_0(\alpha_0)] \) is in \( \lambda(s) \), the time derivative of the mutual information can be expressed as \( \frac{dI[E_0(\alpha_0)]}{dt} = \frac{dI[E_0(\alpha_0)]}{dt} \bigg|_{s=t} \), where \( \frac{dI[E_0(\alpha_0)]}{dt} \bigg|_{s=t} \) has the form

\[
\frac{a_1}{a_1^2 + a_2^2 + a_3^2} [\gamma_1(t) + \gamma_2(t)] + \frac{a_2}{a_1^2 + a_2^2 + a_3^2} [\gamma_2(t) + \gamma_3(t)] + \frac{a_3}{a_1^2 + a_2^2 + a_3^2} [\gamma_3(t) + \gamma_3(t)].
\]

When the conditions in Eq. (D4) are satisfied, i.e., when the dynamics is P-divisible, \( \frac{dI[E_0(\alpha_0)]}{dt} \bigg|_{s=t} \) is non-negative for all \( a_1, a_2, a_3 \). Since \( \frac{dI[E_0(\alpha_0)]}{dt} \bigg|_{s=t} \leq 0 \) for all \( \bar{a} \in E_0(\alpha_0) \) when the dynamics is CP-divisible it follows that \( \frac{dI[E_0(\alpha_0)]}{dt} \bigg|_{s=t} \) is non-positive for all \( \bar{a} \in E_0(\alpha_0) \). Therefore we can conclude that \( \frac{dI[E_0(\alpha_0)]}{dt} \bigg|_{s=t} \leq 0 \) for all \( \bar{a} \in E_0(\alpha_0) \) when \( V_{\sigma_r} \) is P-divisible.

The above analysis shows that there exist non-Markovian P-divisible dynamics for which there is a neighbourhood of the stationary states in \( \text{int}(S(\mathcal{H}_1 \otimes \mathcal{H}_2)) \) where no increase of the mutual information occurs. It remains to consider the neighbourhood of the set of stationary states in the boundary of the set of states, i.e., the neighbourhood of \( 1/4(\mathbb{1} + \sigma_r) \otimes \mathbb{1} \) and \( 1/4(\mathbb{1} - \sigma_r) \otimes \mathbb{1} \). The states for which \( a_{12} = \pm 1/4 \) are of the form \( 1/4 (\mathbb{1} \pm \sigma_r) \otimes \rho \), where \( \rho \in B(\mathcal{H}_1) \). This can be seen by noting that if \( a_{12} = \pm 1/4 \), it follows that \( a_4 = a_6 = 0 \) to ensure non-negative eigenvalues of the reduced state on \( \mathcal{H}_1 \). Thus, for such states the reduced state of the ancilla is pure, which implies that all states in this neighbourhood of \( 1/4 (\mathbb{1} \pm \sigma_r) \otimes \rho \) are product states. Since any product state has zero mutual information and remains a product state during the evolution it follows that \( \frac{d}{dt}I(\bar{a}, t) \) is zero for all states in any neighborhood of \( 1/4 (\mathbb{1} \pm \sigma_r) \otimes \mathbb{1} \) where \( a_{12} = \pm 1/4 \).

Finally, we can conclude that there exist non-Markovian P-divisible dynamics for which there is a neighbourhood of the stationary states where no increase in the mutual information occurs. Moreover, the rates \( \gamma_i(\tau) \) for \( 0 \leq \tau \leq t \) can be chosen such that the image of \( \Lambda \) is contained in this neighbourhood. Therefore, there exist evolutions for which the non-Markovian character can not be witnessed by an increase in the mutual information.

**Appendix E: Tuning the rates to resize the image of** \( \Lambda \)

Here we describe how the image of \( \Lambda \), for a random unitary dynamics can always be contained in a given neighbourhood of the stationary states by tuning the rates \( \gamma_i \).

Consider the random unitary dynamics defined by

\[
\begin{align*}
\Lambda_1(\sigma_x) &= e^{-\int \gamma_x(r) + \gamma_x(r) dr} \sigma_x, \\
\Lambda_1(\sigma_y) &= e^{-\int \gamma_y(r) + \gamma_y(r) dr} \sigma_y, \\
\Lambda_1(\sigma_z) &= e^{-\int \gamma_z(r) + \gamma_z(r) dr} \sigma_z, \quad \Lambda_1(\mathbb{1}) = \mathbb{1}.
\end{align*}
\tag{E1}
\]

For any \( \epsilon > 0 \) we can choose the functions \( \gamma_i(\tau) \) such that \( e^{-\int \gamma_i(r) + \gamma_j(r) dr} < \epsilon \) for all \( i \neq j \). Moreover, the value of the
The proof for \( G_1 \) and \( \gamma \) for the solutions of the form \( \mathcal{G}_3 \). This can be done for example by choosing \( \gamma_k(t) \) such that the integral \( \int_0^t \gamma_k(t)dt > -\ln(\epsilon) \) where \( 0 < t_1 < t_2 < t \), for each \( k \).

Therefore, for any neighbourhood of the stationary states at time \( t \) and any \( \gamma_k(t) \) we can choose the \( \gamma_k(t) \) for \( 0 < t < t \) such that the image of \( \Lambda_t \) is contained in this neighbourhood.

**Appendix F: The set of maximally entropic measurements is non-empty**

We explicitly construct an element \( \{P_i\} \), of \( \Pi(\rho) \) for an arbitrary state \( \rho \). The method that we use should convince the reader that there are innumerable other ways to construct a ME-POVM with any number of outputs.

By definition \( \{P_i\}_{i=1,...,n} \in \Pi(\rho) \) if the output ensemble \( \mathcal{E}(\rho, \{P_i\}) \), is characterized by \( p_i = 1/n \). In general, we have that \( p_i = \text{Tr}[\rho P_i] \). Using an orthogonal decomposition of \( \rho \), we can always write it as \( \rho = \sum_i \pi_i |i\rangle \langle i| \), where \( \{ |i\rangle \} \) is an orthonormal basis of the Hilbert space \( \mathcal{H} \). The condition \( \sum_i \pi_i = 1 \) implies that there exists an \( i \) such that \( S(\tilde{\rho}) = \sum_i \pi_i > 1/2 \) and \( S(\tilde{\rho} - 1) = \sum_i \pi_i < 1/2 \). We consider the following class of \( 2 \)-output POVM that depends on a real parameter \( \omega \in [0,1] \): \( P_1(\omega) = \sum_i [1+i] |i\rangle \langle i| + \omega |\tilde{\rho}\rangle \langle \tilde{\rho}| \), \( P_2(\omega) = (1-\omega) |\tilde{\rho}\rangle \langle \tilde{\rho}| + \sum_i \pi_i |i\rangle \langle i| \). We evaluate \( p_1 \) for a general value of \( \omega \) and we obtain: \( p_1(\omega) = \sum_i \pi_i + \omega \pi_i = S(\tilde{\rho} - 1) + \omega \pi_i \). It is clear that, since \( p_1(0) = S(\tilde{\rho} - 1) < 1/2 \) and \( p_1(1) = S(\tilde{\rho}) > 1/2 \), the value \( \omega = \omega_0 = (1/2 - S(\tilde{\rho} - 1))/\pi_i \), gives the uniform distribution \( p_{1,2}(\omega_0) = 1/2 \) and consequently \( \{P_i(\omega)\}|i\rangle \in \Pi(\rho) \), i.e., is a ME-POVM for \( \rho \).

**Appendix G: Monotonic behaviour of \( C \) and \( C^{(n)} \) under local operations**

Firstly, we prove that \( C_A \) is monotone under local operations of the form \( \Lambda_A \otimes I_B \), and secondly we consider the case where the local operation is \( I_A \otimes \Lambda_B \), where \( \Lambda_A \otimes \Lambda_B \) is a CPTP map on \( A \otimes B \). The proof for \( \Lambda_A \otimes I_B \) easily generalizes to \( \Lambda_B \) and \( C \). Finally, we prove that the same monotonicity property holds for \( C^{(n)} \) for any \( n \geq 2 \). We denote the set of ME-POVMs acting on \( A \) for the state \( \rho_{AB} \) by \( \Pi(\rho_{AB}) \) and similarly for \( B \).

In order to show the effect of the application of a local operation of the form \( \Lambda_A \otimes I_B \) on \( C_A(\rho_{AB}) \), we look at \( \Pi(\rho_{AB}) \) in a different way. Each element of this collection is a ME-POVM for \( \rho_{AB} \), i.e., they generate sets of equiprobable ensembles of states (EES) from \( \rho_{AB} \). In fact

\[
C_A(\rho_{AB}) \equiv \max_{\{P_j\}_{j=1}^M} \mathbb{P}_S \left[ \mathcal{E}\left( \rho_{AB}, \{P_j\}_{j=1}^M \right) \right] - \frac{1}{2}.
\]

is a maximization over all the possible EES that we can generate from \( \rho_{AB} \) with a measurement procedure on \( A \).

The effect of the first local operation that we consider is: \( \rho_{AB} = \Lambda_A \otimes I_B (\rho_{AB}) = \sum_k (E_k \otimes \mathbb{1}_B) \cdot \rho_{AB} \cdot (E_k \otimes \mathbb{1}_B)^\dagger \), where \( \{E_k\}_k \) is the set of the Kraus operators that defines \( \Lambda_A \). What is the relation between \( \Pi_A(\rho_{AB}) \) and \( \Pi_A(\tilde{\rho}_{AB})? \) Given an \( n \)-output ME-POVM for \( \tilde{\rho}_{AB} \), i.e., \( \{P_{A,i}\} \in \Pi(\tilde{\rho}_{AB}) \), the probabilities and the states of the output ensemble \( \mathcal{E}(\tilde{\rho}_{AB}, \{P_{A,i}\}) \) are \( \tilde{p}_i = \text{Tr}[\tilde{\rho}_{AB} \cdot (\tilde{P}_{A,i})] = 1/n \) and \( \tilde{p}_{B,i} = \text{Tr}[\tilde{\rho}_{AB} \cdot \tilde{P}_{A,i}] / \tilde{p}_i \). Now we look at the term

\[
\text{Tr}(\tilde{\rho}_{AB} \cdot \tilde{P}_{A,i}) = \text{Tr}[\Lambda_A \otimes I_B (\rho_{AB}) \cdot \tilde{P}_{A,i}].
\]

and we rewrite the probabilities and the output states as: \( \tilde{p}_i = \text{Tr}[\rho_{AB} \cdot \tilde{P}_{A,i}] = 1/n \) and \( \tilde{p}_{B,i} = \frac{\text{Tr}[\rho_{AB} \cdot \tilde{P}_{A,i}]}{\tilde{p}_i} \). This ensemble is an EES. Next we show that: \( \{P_{A,i}\} = \{\Lambda_A(\{P_{A,i}\})\} = \{\sum_k E_k \cdot P_{A,i} \cdot E_k\} \), is a POVM. The elements of \( \{P_{A,i}\} \), sum up to the identity: \( \sum_k E_k \cdot P_{A,i} \cdot E_k = \sum_k E_k^\dagger (\sum_k P_{A,i}) E_k = \sum_k E_k^\dagger E_k = 1_B \), and they are positive operators: \( \tilde{P}_{A,i} = \sum_k E_k^\dagger P_{A,i} E_k = \sum_k E_k^\dagger M_{A,i} M_{A,i} E_k = \tilde{M}_{A,i} \cdot \tilde{M}_{A,i} \), where the decomposition \( \tilde{P}_{A,i} = \tilde{M}_{A,i} \cdot \tilde{M}_{A,i} \) exists since \( \tilde{P}_{A,i} \) is positive-semidefinite and \( \tilde{M}_{A,i} = \tilde{M}_{A,i} \). It follows that, \( \{P_{A,i}\} \) is a ME-POVM for \( \rho_{AB} \), i.e., \( \{\tilde{P}_{A,i}\} \in \Pi(\rho_{AB}) \). Thus, for every ME-POVM \( \{P_{A,i}\} \in \Pi(\rho_{AB}) \) for \( \rho_{AB} \), there is a ME-POVM \( \{\tilde{P}_{A,i}\} \in \Pi(\tilde{\rho}_{AB}) \) for which the output ensembles are identical: \( \mathcal{E}(\tilde{\rho}_{AB}, \{\tilde{P}_{A,i}\}) = \mathcal{E}(\rho_{AB}, \{P_{A,i}\}) \). Thus, any EES that can be generated from \( \tilde{\rho}_{AB} \), is obtainable from \( \rho_{AB} \) as well.

\[
\bigcup_{\{P_{A,i}\}_{i=1}^M} \mathcal{E}(\tilde{\rho}_{AB}, \{P_{A,i}\}) \subseteq \bigcup_{\{P_{A,i}\}_{i=1}^M} \mathcal{E}(\rho_{AB}, \{P_{A,i}\}) . \quad (G2)
\]

Finally, because \( C_A(\rho_{AB}) \) could be thought as the maximum guessing probability of the EES that can be generated from \( \rho_{AB} \) (see Eq. (G1)), we conclude that

\[
C_A(\rho_{AB}) \geq C_A(\Lambda_A \otimes I_B (\rho_{AB})) . \quad (G3)
\]

for any state \( \rho_{AB} \) and CPTP map \( \Lambda_A \).

Fixing the number \( n \) of outputs of the ME-POVMs considered in (G1), Eq. (G2) becomes:

\[
\bigcup_{\{P_{A,i}\}_{i=1}^M} \mathcal{E}(\tilde{\rho}_{AB}, \{P_{A,i}\}) \subseteq \bigcup_{\{P_{A,i}\}_{i=1}^M} \mathcal{E}(\rho_{AB}, \{P_{A,i}\}) . \quad (G4)
\]

Therefore, it follows that:

\[
C_A^{(n)}(\rho_{AB}) \geq C_A^{(n)}(\Lambda_A \otimes I_B (\rho_{AB})) , \quad (G5)
\]

for any integer \( n \geq 2 \), state \( \rho_{AB} \) and CPTP map \( \Lambda_A \).

Next we show the property of monotonicity of \( C_A(\rho_{AB}) \) under the action of local operations of the form \( \Lambda_A \otimes I_B \). We find...
Given a ME-POVM for both $\rho_{AB}$ and $\tilde{\rho}_{AB}$, we relate the output states

$$\tilde{\rho}_{B,i} = \Lambda_B \cdot Tr_A[\rho_{AB} P_{A,i}]/p_i = \Lambda_B (\rho_{B,i}).$$  \hspace{0.5cm} (G7)

From Eq. (G7) and the definition of the guessing probability, it follows that

$$P_f \left(\{p_i, \rho_{B,i}\}\right) \geq P_f \left(\{p_i, \Lambda_B (\rho_{B,i})\}\right),$$  \hspace{0.5cm} (G8)

and, considering Eq. (G6), Eq. (G7) and Eq. (G8)

$$C_A (\rho_{AB}) \geq C_A \left(\I_A \otimes \Lambda_B (\rho_{AB})\right),$$  \hspace{0.5cm} (G9)

that is true for any state $\rho_{AB}$ and CPTP map $\Lambda_B$.

From Eq. (G6) it follows the collection of the $n$-output ME-POVMs does not change if we apply a CPTP map $\Lambda_B$ on $\rho_{AB}$. Therefore, since Eq. (G8) is true for any number of outputs:

$$C_A^{(n)} (\rho_{AB}) \geq C_A \left(\I_A \otimes \Lambda_B (\rho_{AB})\right),$$  \hspace{0.5cm} (G10)

for any integer $n \geq 2$, state $\rho_{AB}$ and CPTP map $\Lambda_B$.

We underline that from this proof we automatically obtain the invariance under local unitary transformations of $C$ and $C^{(n)}$ for any $n \geq 2$.

Appendix H: Proof that $C_A^{(t)} (\rho_{AB}) \geq C_B^{(t)} (\rho_{AB})$

In this appendix (where from now on we omit the time dependence of $\rho_{AB}(t)$, $\rho'_{B}(t)$ and $\rho''_{B}(t)$) we show that $C_A (\rho^{(t)}_{AB}) \geq C_B (\rho^{(t)}_{AB})$, where $C_B (\rho^{(t)}_{AB})$ is defined by

$$C_B^{(t)} (\rho_{AB}) = \max_{\{p_{A,i}\} \in \Pi_B^{(t)} (\rho_{AB})} \frac{\Tr [\rho^{(t)}_{AB} P_{A,i}]}{2} - \frac{1}{2},$$

where $\Pi_B^{(t)} (\rho_{AB})$ is the set of the 2-output ME-POVMs acting on $B$. In Appendix I we show that $C_B^{(t)} (\rho_{AB}) = C_B (\rho_{AB})$ and this completes the proof that $C_A^{(t)} (\rho_{AB}) \geq C_B^{(t)} (\rho_{AB})$.

We apply a general but fixed 2-output ME-POVM for $\rho^{(t)}_{AB}$, where now the measured system is $B$: $\{P_{B,i}\} = \{P_B, \bar{P}_B\} \in \Pi_B (\rho_{AB})$, where $\bar{P}_B = \I_B - P_B$. The output ensemble $\mathcal{E} (\rho^{(t)}_{AB}, \{P_{B,i}\}) = \{p_{A,i}, \rho_{A,i}\}$ is composed by an uniform distribution (by definition of ME-POVM) and states in the following form

$$p_{A,1} = \frac{1}{2} \Tr_B \left[\rho^{(t)}_B P_B\right] = \frac{1}{2},$$  \hspace{0.5cm} (H1)

$$p_{A,2} = \frac{1}{2} \Tr_B \left[\rho''_B P_B\right] = \frac{1}{2},$$  \hspace{0.5cm} (H2)

$$\rho_{A,1} = |0\rangle\langle 0|_A \Tr_B \left[\rho^{(t)}_B P_B\right] + \frac{1}{2} \Tr_B \left[\rho''_B P_B\right],$$  \hspace{0.5cm} (H3)

$$\rho_{A,2} = |1\rangle\langle 1|_A \Tr_B \left[\rho^{(t)}_B P_B\right] + \frac{1}{2} \Tr_B \left[\rho''_B P_B\right].$$  \hspace{0.5cm} (H4)

Since $E (\rho^{(t)}_{AB}, \{P_{B,1}\})$ is an equiprobable ensemble of two states, $P_\delta (E_{\rho^{(t)}_{AB}, \{P_{B,1}\}}) = (2 + \|\rho_{A,1} - \rho_{A,2}\|)/4$. Hence, with Eqs. (H1)-(H4), we can write it as

$$\|0\rangle\langle 0|_A \Tr_B \left[\rho^{(t)}_B \cdot \Delta P_B\right] + \frac{1}{2} \Tr_B \left[\rho''_B \cdot \Delta P_B\right] =$$

$$= \|0\rangle\langle 0|_A \Tr_B \left[\rho^{(t)}_B \cdot \Delta P_B\right] + \frac{1}{2} \Tr_B \left[\rho''_B \cdot \Delta P_B\right],$$

where $\Delta P_B = P_B - \bar{P}_B$. Hence

$$\|\rho_{A,1} - \rho_{A,2}\| = \max_{\{P_{B,i}\} \in \Pi_B (\rho_{AB})} \left|\Tr_B \left[\rho^{(t)}_B - \rho''_B\right] P_B\right|.$$  \hspace{0.5cm} (H5)

To compare $C_B^{(t)} (\rho^{(t)}_{AB})$ with $C_A (\rho^{(t)}_{AB})$, we write

$$C_A (\rho^{(t)}_{AB}) = P_\delta (\{\{p_{A,1,2} = 1/2\}, \{\rho^{(t)}_B, \rho''_B\}) - \frac{1}{2} =$$

$$= \max_{\{P_{B,i}\}} \frac{\Tr_B \left[\rho^{(t)}_B \cdot P_B + \rho''_B \cdot \bar{P}_B\right]}{2} - \frac{1}{2} =$$

$$= \max_{\{P_{B,i}\}} \frac{\Tr_B \left[\rho^{(t)}_B - \rho''_B\right] P_B}{2}.$$  \hspace{0.5cm} (H6)

The only difference between $C_B^{(t)} (\rho^{(t)}_{AB})$ and $C_A (\rho^{(t)}_{AB})$ is in the maximization procedure: in the former we maximize only over the 2-output ME-POVMs $\Pi_B (\rho^{(t)}_{AB})$, while in the latter we can pick any 2-output POVM: $C_A (\rho^{(t)}_{AB}) \geq C_B^{(t)} (\rho^{(t)}_{AB})$ follows as a natural consequence.

Appendix I: Proof that $C_B (\rho^{(t)}_{AB}) = C_B^{(t)} (\rho^{(t)}_{AB})$

In this Appendix, in contrast to Appendix H, we consider the action of any ME-POVM over $B$ for $\rho^{(t)}_{AB}$. We want to show that for each ME-POVM $\{P_{B,i}\}$ that we can consider in
where the maximization is performed over the space of the $n$-output POVMs $\{P_i\}$ on $S(\mathcal{H})$. Starting from a general $n$-output ME-POVM $\{P_{B,i}\}$, we construct the corresponding 2-output ME-POVM $\{P_{B,1}, P_{B,2}\} \in \Pi_B(\rho^{(r)}_{AB})$ that accomplishes this task.

For every given $n$-output ME-POVM $\{P_{B,i}\}$, for $\rho^{(r)}_{AB}$ we can generate an equiprobable ensemble of states (EES) of the form $E\rho^{(r)}_{AB} \{P_{B,i}\} = \{(p_i = 1/n, \{\rho_{A,i}\})\}$. The guessing probability of this ensemble, which we denote by $P^{(n)}_g = P_g(E\rho^{(r)}_{AB} \{P_{B,i}\})$, is

$$P^{(n)}_g = \Tr \left[ \rho^{(r)}_{AB} \left( \sum_{i=1}^n P_{A,i} \otimes P_{B,i} \right) \right],$$

where $\{P_{A,i}\}$ is a POVM that provides the maximum in Eq. (11). If $n$ is even we consider the following 2-output POVM

$$P^{(2)}_{B,1} = \sum_{i \in E_1} P^{(n)}_{B,i}, \quad P^{(2)}_{B,2} = \sum_{i \in E_2} P^{(n)}_{B,i},$$

where $E_1$ and $E_2$ are any two sets of $n/2$ indices such that $E_1 \cup E_2 = \{1, 2, \ldots, n\}$. This structure guarantees that Eq. (13) is a 2-output ME-POVM for $\rho^{(r)}_{AB}$. We compare Eq. (12) with the guessing probability of the output ensemble that we obtain applying Eq. (13) on $P^{(r)}_{AB}$

$$p^{(2)}_g = \max_{\{P_{A,i}\}} \Tr \left[ \rho^{(r)}_{AB} \left( \sum_{i=1}^2 P_{A,i} \otimes P_{B,i} \right) \right] \geq$$

$$\geq \Tr \left[ \rho^{(r)}_{AB} \left( \sum_{i=1}^2 P^{(2)}_{A,i} \otimes P^{(2)}_{B,i} \right) \right],$$

where the POVM $\{P^{(2)}_{A,i}\}$ is defined by

$$P^{(2)}_{A,1} = \sum_{i \in E_1} P^{(n)}_{A,i}, \quad P^{(2)}_{A,2} = \sum_{i \in E_2} P^{(n)}_{A,i},$$

and

$$p^{(2)}_g = \Tr \left[ \rho^{(r)}_{AB} \left( p^{(2)}_{A,1} \otimes P^{(2)}_{B,1} + p^{(2)}_{A,2} \otimes P^{(2)}_{B,2} \right) \right] =$$

$$= \left[ \Tr \rho^{(r)}_{AB} \left( \sum_{i=1}^n P_{A,i} \otimes P_{B,i} \right) + \frac{1}{2} \left( \sum_{i=1}^n P_{A,i} \otimes P_{B,i} \right) \right] \geq$$

$$\geq \left[ \Tr \rho^{(r)}_{AB} \left( \sum_{i=1}^n P^{(n)}_{A,i} \otimes P^{(n)}_{B,i} \right) + \frac{1}{2} \left( \sum_{i=1}^n P^{(n)}_{A,i} \otimes P^{(n)}_{B,i} \right) \right],$$

where $P^{\text{mix}}_{AB}$ represents terms that provide positive contributions to $P^{(2)}_g$. We have to find a value of $x$ that makes the
second term of the last relation positive. Let $a_x$ and $b_x$ be the
diagonal elements of $\overline{T}_A^{(n)}$ in the orthonormal basis $\{|0\rangle_A, |1\rangle_A\}$. We recall that $\rho^{(r)}_{AB} = (|0\rangle_A \langle 0| \otimes \rho^{(r)}_{B} + |1\rangle_A \langle 1| \otimes \rho^{(r)}_{B})/2$ and we obtain
\[
p^{(2)}_g \geq p^{(n)}_g + \text{Tr}_B \left[ \frac{1 - 2a_x}{4} \rho^{(r)}_{B} + \frac{1 - 2b_x}{4} \rho^{(r)}_{B} \right],
\] (I9)
where the second term on the right-hand side of the inequality is
definitely positive when $a_x, b_x \leq 1/2$. From $\sum_i T^{(n)}_{A,i} = I_A$
follows that $\sum_{i=1}^n a_i = 1$ and $\sum_{i=1}^n b_i = 1$. Therefore, if $a_x > 1/2$ ($b_x > 1/2$), then $a_x \leq 1/2$ ($b_x \leq 1/2$) for any $y \neq x$. In order to fix the value of $x$, we must consider that $a_x$ and $b_x$
could be bigger than 1/2 for two different values of $x$: let’s say
$x_t$ and $x_b$. Even in this “worst-case” scenario we still have $n - 2$ other possible choices for $x$ such that $(1 - 2a_x), (1 - 2b_x) \geq 0$. We pick one of these values, and we call it $\overline{x} \in \{1, \ldots, n\} \setminus \{x_t, x_b\}$. Finally, if we use $\overline{x}$ in the definition of the POVMs
$\{P^{(2)}_{A,i}\}$ and $\{P^{(2)}_{B,j}\}$, from Eq. (I9) we obtain
\[
p^{(2)}_g \geq p^{(n)}_g.
\] (I10)

Equations (I6) and (I10) show that, when we evaluate $C_B(\rho^{(r)}_{AB})$, the guessing probability of the ensembles generated by the $n$-output ME-POVMs is never bigger than the one that we obtain if we only consider the 2-output ME-POVMs: $C_B(\rho^{(r)}_{AB}) = C_B(\rho^{(r)}_{AB})$. Thanks to this result we can finally say that $C_A(\rho^{(r)}_{AB}(i)) \geq C_B(\rho^{(r)}_{AB}(i))$ and $C(\rho^{(r)}_{AB}(i)) = C_A(\rho^{(r)}_{AB}(i))$. This result is valid if we consider $\rho^{(r)}_{AB}$, but in general it is not true.

**Appendix J: Proof that $C_A(\rho^{(r)}_{AB}) = C_A(\rho^{(r)}_{AB})$**

When we considered $C_A(\rho^{(r)}_{AB})$, we have seen that if the maximization over the ME-POVMs is considered only over the 2-output ones, the maximum is obtained for $\{P^{(n)}_{A,i}\} = \{|0\rangle_A, |1\rangle_A\}$. In order to complete the proof, we need to show that even if we consider general $n$-output ME-POVMs (as in the definition (G1)), we don’t get higher guessing probabilities of the corresponding output ensembles. In other words, if we use the definition
\[
C^2_A(\rho^{(r)}_{AB}) = \max_{\{P^{(n)}_{A,i}\} \in \mathcal{E}_A(\rho^{(r)}_{AB})} \frac{P_g(E(\rho^{(r)}_{AB}, \{P_{A,i}\}))}{2} - \frac{1}{2},
\]
where $\Pi^{(2)}_{A,i}(\rho^{(r)}_{AB})$ contains only the 2-output ME-POVMs of $\rho^{(r)}_{AB}$, then $C_A(\rho^{(r)}_{AB}) = C_A(\rho^{(r)}_{AB})$.

To see this we can make the same analysis as done in Appendix I for $C_B(\rho^{(r)}_{AB})$ but we switch the role of $A$ and $B$ in Eq. (I3) and Eq. (I5) when $n$ is even and Eq. (I7) and Eq. (I8) when $n$ is odd. The definitions for $P^{(n)}_g, P^{(2)}_g, E_{1,2}$ and $O^{\dagger}_{1,2}$ are preserved.

The guessing probability of an EES generated by a ME-POVM $\{P^{(n)}_{A,i}\}$, with an even number of outputs is
\[
P^{(n)}_g = \text{Tr} \left[ \rho^{(r)}_{AB} \cdot \left( \sum_{i=1}^{n} P^{(n)}_{A,i} \otimes T^{(n)}_{B,i} \right) \right],
\]
where $\{T^{(n)}_{B,i}\}$ is a POVM that maximizes the guessing probability in Eq. (I1). The 2-output ME-POVM that provides a higher guessing probability is
\[
P^{(2)}_{A,1} = \sum_{i \in E_1} P^{(n)}_{A,i}, \quad P^{(2)}_{A,2} = \sum_{i \in E_2} P^{(n)}_{A,i}.
\] (J1)

We define the following POVM on the system $B$
\[
P^{(2)}_{B,1} = \sum_{i \in E_1} T^{(n)}_{B,i}, \quad P^{(2)}_{B,2} = \sum_{i \in E_2} T^{(n)}_{B,i}.
\] (J2)

Consequently, we consider the following inequality
\[
p^{(2)}_g \geq \text{Tr} \left[ \rho^{(r)}_{AB} \cdot \sum_{i=1}^{2} P^{(2)}_{A,j} \otimes P^{(2)}_{B,j} \right] =
\]
\[
= \sum_{i=1}^{2} P^{(n)}_{A,j} \cdot \text{Tr} \left[ \rho^{(r)}_{AB} \cdot \sum_{k=1}^{n} T^{(n)}_{A,j} \otimes T^{(n)}_{B,k} \right],
\]
which shows that $p^{(2)}_g \geq p^{(n)}_g$. If $n$ is odd, we use again the technique from Appendix I, where we switch the role of $A$ and $B$, to obtain the inequality
\[
p^{(2)}_g \geq p^{(n)}_g + \text{Tr} \left[ \rho^{(r)}_{AB} \cdot \frac{1}{2} \cdot P^{(n)}_{A,j} \otimes T^{(n)}_{B,k} \right],
\]
where the right-hand side is greater than $p^{(n)}_g$ if $x$ is suitably chosen.

We underline that the results given in this section and Appendix H suffice to state that $C^2_A(\rho^{(r)}_{AB}) = C^2_A(\rho^{(r)}_{AB}) \geq C^2_B(\rho^{(r)}_{AB})$. 
