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Abstract. Image classification, which classifies images by pre-defined categories, has been the dominant approach to visual representation learning over the last decade. Visual learning through image-text alignment, however, has emerged to show promising performance, especially for zero-shot recognition. We believe that these two learning tasks are complementary, and suggest combining them for better visual learning. We propose a deep fusion method with three adaptations that effectively bridge two learning tasks, rather than shallow fusion through naïve multi-task learning. First, we modify the previous common practice in image classification, a linear classifier, with a cosine classifier which shows comparable performance. Second, we convert the image classification problem from learning parametric category classifier weights to learning a text encoder as a meta network to generate category classifier weights. The learnt text encoder is shared between image classification and image-text alignment. Third, we enrich each class name with a description to avoid confusion between classes and make the classification method closer to the image-text alignment. We prove that this deep fusion approach performs better on a variety of visual recognition tasks and setups than the individual learning or shallow fusion approach, from zero-shot/few-shot image classification, such as the Kornblith 12-dataset benchmark, to downstream tasks of action recognition, semantic segmentation, and object detection in fine-tuning and open-vocabulary settings. The code will be available at https://github.com/weiyx16/iCAR.

1 Introduction

Image classification, a long-standing vision problem, has played as an important driving force for the remarkable success of deep learning in computer vision. The deep representations learnt through this task, such as using the ImageNet-1K dataset [8] which involves 1,000 object categories, have been transferred to various vision tasks such as object detection, semantic segmentation, video classification, etc., to significantly advance relevant fields [14,35,50].

Recently, visual learning through image-text alignment has received more and more attention. The image-text alignment task treats an image and its associated
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alt-text as a positive pair and the image with all other alt-texts as negative ones. By contrasting positive and negative pairs, it learns visual representations and associates images with arbitrary semantics. This approach has been shown to seize the strong zero-shot classification capability [40] and learn good visual representations [21].

In our view, these two learning methods have their own strengths and are essentially complementary. For example, annotations in image classification tasks are often precise, compact and consistent, and embody good properties for visual representation learning. However, there are also drawbacks, such as relatively small public available datasets and insufficient concepts coverage that categories are often limited to a pre-defined set, inaccurate or ambiguous class names (14.6% of classes in ImageNet-22K have repetitions in class names, but each class represents a completely different visual concept, shown in Figure 2). These shortcomings of image classification in visual learning can be well complemented by the image-text alignment task, which can have good concepts coverage, semantically-rich sentences, and large-scale datasets with lower collection costs such as the Laion dataset including 400 million image-text pairs [44]. Conversely, the disadvantage of the image-text alignment task is that each image is described by a noisy and non-compact sentence. And it can be supplemented by a clean and compact image classification task.

While we note a straightforward solution is to combine both tasks within a na"ïve multi-task learning framework, we investigate a deep fusion approach that effectively unifies the two tasks from the perspective of training loss, classifier type, and label/input granularity. First, we modify the previous common practice of using a linear classifier in image classification by a cosine classifier that shows competitive performance. Second, we convert the image classification problem from learning parametric classifier weights to learning a text encoder that acts as a meta network to generate category classifier weights.
task and the image-text alignment task now perform in the same embedding space, with cosine distance as the metric, and the features are extracted from shared visual/text encoders. Third, we enrich each class name with a description to avoid misconceptions between classes and bring the classification method closer to the image-text alignment approach regarding the input granularity.

For example, after enrichment, “a photo of a night bird, any bird associated with night: owl, nightingale, nighthawk” has a similar granularity and expression, compared to a caption/sentence, and also provides more detailed information than the given class name “night bird”. Figure 1 is an illustration on the adaptations of the image classification task to the image-text alignment task, so that they can be deeply fused.

This deep fusion framework that combines image classification and image-text alignment allows for a wide range of applications, from straight-forward tasks such as image classification and image-text retrieval that align with the learning objectives in zero-shot/few-shot settings, to transferring to various vision tasks such as video action recognition, semantic segmentation, and object detection through fine-tuning. In particular, the fine-tuning is conducted not only on the vision network as before, but also on the text encoder, which empirically performs better, especially for down-stream tasks that require adjusting the text space to distinguish fine-grained categories.

For evaluation of the straight-forward tasks of image classification and image-text retrieval, we first experiment with Conceptual Captions [46] and ImageNet-1K [8].

Our deep fusion approach performs better than the individual learning or shallow fusion approach, on both the zero-shot and few-shot settings of the Kornblith 12-dataset benchmark [26]. This indicates that the deep fusion approach can better benefit from the strengths of both tasks. When using the training datasets of Laion-400M [44] and ImageNet-22K [8], iCAR can surpass the previous state-of-the-art approaches in both zero-shot and few-shot settings for the standard 12-dataset benchmark, including CLIP [40] and ALIGN [21].

With fine-tuning, we prove that the proposed approach has strong representation learning and open-vocabulary recognition capabilities when transferred to other vision tasks. The approach achieves 52.5 mIoU on ADE-20K validation set, by using a MaskFormer [5] framework and the Swin-B backbone, 0.4/0.6 higher than previous methods based solely on image-classification or image-text. What’s more, there are huge improvements in open-vocabulary semantic segmentation performance compared to using the pre-trained models directly, such as 47.7 mIoU v.s. 21.3 mIoU on PASCAL-VOC [11], 53.8 mIoU v.s. 10.0 mIoU on Cityscapes [6] and 14.7 mIoU v.s. 2.1 mIoU on COCO Stuff [31].

2 Related Work

Visual recognition with multi-way discrete classifier Visual recognition is widely used in numerous vision tasks with different recognition granularity. Previous dominated methods all adopt the multi-way parametric classifier with the soft-
max cross-entropy loss, such as image-level classification \[28,49,47,18,54,10,33\], object-level classification in object detection \[14,42,17,1\], pixel-level classification in semantic/instance segmentation \[35,4,56\], video-level action classification \[50,2,39,12,34\] and etc. Some recent approaches \[53,24\] try to explore the non-parametric classifier for supervised classification, which performs the contrastive learning to attract the images within the same class and repel those belonging to different classes inside each batch. However, all these approaches aren’t aware of the semantic meaning of each class, thus they can not classify images belonging to a newly-giving set of classes, if these classes do not have a perfect match to the training classes.

**Visual-linguistic alignment** Leveraging natural language as supervision from image-text pairs for joint visual-linguistic representation learning is a long studied research topic \[13,38,22,15,9,43,58,40,21\]. DeVISE \[13\] firstly introduces label semantic embedding to refactor image embedding after context-free multi-way classification. ICMLM \[43\] and VirTex \[9\] drive the representation learning by predicting masked words in a sentence from corresponding image embedding in an autoregressive way. And ConVIRT \[58\] conducts visual-linguistic contrastive learning in medical-related datasets for task-specific visual representations. Due to the increasing of computation during these years, the used datasets are expanded from the small-scale datasets (e.g., Flickr \[57\], COCO Captions \[31\], Conceptual Captions 3M \[3\]) to web-scale ones (e.g., CLIP \[40\], ALIGN \[21\], Laion \[44\]). There are two pioneer works, CLIP \[40\] and ALIGN \[21\], which leverage the web-scale datasets with noisy image-alt-text pairs from the Internet and thus cover concepts with unlimited number during the training of image-text matching. However, the crawled image-alt-text dataset is noisy, somewhat downgrading the visual recognition performance.

To the best of our knowledge, our paper is the first trial to deeply bridge the supervised classification and image-text alignment tasks, trying to design a new unified learning framework to benefit both. And we demonstrate that, with careful designs, image classification and image-text alignment could complement each other, and the proposed iCAR could significantly outperform the single-task baselines and the shallow fusion approach with separate task heads.

In addition, there are still few study on how to leverage these pre-trained models for open-vocabulary recognition in downstream tasks. In this paper, we present an extremely simple but effective baseline, to both load pre-trained visual encoder as backbone and the text encoder as visual classifier during fine-tuning on downstream tasks. This technique incurs competitive results on fine-tuned datasets, and remarkably good performance on open-vocabulary recognition for unseen datasets of the fine-tuned task.

### 3 Approach

#### 3.1 Preliminaries

**Image classification** Given a set of \(<\text{image}, \text{category label index}>\) pairs, \(\mathcal{D} = \langle I_i, C_i \rangle_{i=1}^{|\mathcal{D}|} \), image classification task targets to predict the category label of a
given image, usually through a visual encoder $f_v$, and a parametric category classifier $h_c$. The visual encoder transforms each raw image $I_i$ to an embedding $v_i$ in the feature space, and the classifier predicts the logit distribution $p_i$ over all pre-defined $N$ categories in $D$, i.e. 1000 categories in ImageNet-1K dataset, from the embedding $v_i$. In most cases, the parametric category classifier $h_c$ is a weight matrix $W \in \mathbb{R}^{N \times H}$, where $H$ is the dimension of $v_i$ (for simplicity, bias term of $h_c$ is omitted). The logits $p_i$ of all categories are the inner product between $W$ and $v_i$, i.e. $p_i = W \cdot v_i$. Consider a given image $I_i$, a cross-entropy loss is applied between $p_i$ and $C_i$, and a complete formulation can be defined as:

$$L_i = -\log \frac{\exp(W_{C_i} \cdot f_v(I_i))}{\sum_{j=1}^{N} \exp(W_j \cdot f_v(I_i))}, \quad (1)$$

where $W_j$ is the parametric weight of $j$-th category.

**Image-text alignment** Given a set of $<$image, caption$>$ pairs, $D = \{I_i, T_i\}_{i=1}^{|D|}$, image-text alignment task targets to close the distance of paired image-text but enlarge that of unpaired ones, through a visual encoder $f_v$ and a text encoder $f_t$. The visual encoder and text encoder transforms the image $I_i$ and the caption $T_i$ into embeddings $v_i$ and $s_i$, respectively. InfoNCE [51], a contrastive loss function is often applied to shrink the cosine distance of $v_i$ and $s_i$. Consider an image embedding $v_i$, a formulation of contrastive learning loss is defined as:

$$L_i = -\log \frac{\exp(\cos(f_t(T_i), v_i)/\tau)}{\sum_{T_j \in T} \exp(\cos(f_t(T_j), v_i)/\tau)}, \quad (2)$$

where $\cos(\cdot, \cdot)$ denotes the cosine similarity between two vectors, $T$ is all the captions in batch, including one positive paired caption and $|T| - 1$ negative ones, and $\tau$ is the temperature hyper-parameter to scale the logits.

### 3.2 Bridging Image classification and Image-text alignment

To bridge image classification task and image-text alignment task for better unification, we propose three adaptations to align the training loss, unify the classifier and minimize the label granularity gap.

**Cosine classifier** As the formulation in Eqn. 1, the original image classification loss is a cross-entropy loss on top of the inner product similarity between the embedding $v_i$ and the parametric classifier $h_c$. This formulation isn’t in line with the InfoNCE loss, shown in Eqn. 2, which is prevalent in image-text alignment task. We review the image classification task from the perspective of metric learning, and formulate it using a cosine classifier. To be more specific, we apply L2 normalization both on the parametric category classifier $h_c$ and the embedding $v_i$, and the optimization target is switched to maximize the cosine similarity of image features and their corresponding class features. We also scale
the logits using a temperature $\tau$ to be consistent with InfoNCE and the cosine classifier based image classification loss is like this:

\[
L_i = -\log \frac{\exp (\cos (W_{C_i}, v_i) / \tau)}{\sum_{j=1}^{N} \exp (\cos (W_j, v_i) / \tau)},
\]

(3)

We prove that a cosine classifier based approach can reach an on par performance with the traditional classification method (see Table 1).

**Text encoder as a meta network for image classification** Re-formulating the classification loss using a cosine classifier aligns the loss formats. However, the label information from two tasks, categories and captions respectively, are not shared between the parametric category classifier $h_c$ and the text encoder $f_t$. As shown in Section 4.1, combining two tasks shallowly leads to sub-optimal results, without benefiting much from the accurate annotation in image classification and rich concepts and open-vocabulary ability in image-text alignment.

To this end, we take label semantics into consideration and propose to utilize the text encoder $f_t$ as a meta classifier for image classification. Formally, given a pair of $\langle$image $I_i$, category label index $C_i$ $\rangle$, we replace the $C_i$ with its corresponding class name $M_i$, for example, *tench* for the 1st category in ImageNet-1K dataset. Furthermore, we adopt a text encoder $f_t$ on $M_i$ to generate the classifier weight on-the-fly, instead of optimizing a parametric category classifier $h_c$. The new formulation is shown as:

\[
L_i = -\log \frac{\exp (\cos (f_t (M_i), v_i) / \tau)}{\sum_{j=1}^{N} \exp (\cos (f_t (M_j), v_i) / \tau)}.
\]

(4)

Note that, integrating the text encoder into image classification enables open-vocabulary ability and shrinks the gap between two tasks.

**Enriched class name with description** Replacing label index $C_i$ with label name $M_i$ has largely bridged the image classification and image-text alignment. To further minimize the label granularity gap between label names (one or two words) and image captions (a complete sentence), we propose to integrate the detailed description $D_i$ of each category. The description can be found from corresponding synset in wordnet [37] for ImageNet dataset or the beginning sentence of the corresponding Wikipedia page. We also add a prompt to make the sentence more fluent. So, as shown in Figure 3, the label for each category is formed
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Fig. 3. The detailed illustration of our unified training method. iCAR performs both the image classification (in green) and image-text alignment (in blue) in a unified contrastive learning scheme. Best viewed in color.

through the following template: prompt sentence + category name + description, and due to simplicity and similarity, we annotate it as $T_i$. The formulation of our proposed image classification framework is shown as

$$L_i = -\log \frac{\exp \left( \cos \left( f_t \left(T_i \right), v_i \right) / \tau \right)}{\sum_{j=1}^{N} \exp \left( \cos \left( f_t \left(T_j \right), v_i \right) / \tau \right)}.$$  \hspace{1cm} (5)

The detailed description enables a deeper understanding of each category and reduces the misconception error, especially when only the class name is known without further details. For example, in ImageNet-22K dataset, at least 6 categories are labeled as jack but representing 6 various visual concepts, e.g., one means any of several fast-swimming predacious fishes of tropical to warm temperate seas, like Almaco jack, and another one means a tool for exerting pressure or lifting. As shown in Figure 2, over 1,000 class names in ImageNet-22K dataset repeat twice and hundreds repeat three times or more. Also, the corresponding description with its class name would have similar granularity to captions, and thus bring the classification method closer to the image-text alignment.

3.3 A unified framework

We propose three methods to bridge image classification task and image-text alignment task, from the perspective of training loss, classifier type and label/input granularity. The image classification is re-formulated in Eqn. 5, and it is finally in line with the InfoNCE loss (see Eqn. 2) in image-text alignment.

Here, we present the unified contrastive learning loss, which is added on top of the visual and text encoders, to simultaneously perform the tasks of image classification and image-text alignment. A detailed illustration of our unified
Fig. 4. In our evaluation, we also integrate the pre-trained text encoder as a meta visual classifier in every scenarios. We find it serves as a good initialization and helps few-shot learning, and enables open-vocabulary recognition in downstream tasks.

The contrastive learning loss is in Figure 3. A general formulation is defined as:

$$L(D) = -\frac{1}{|D|} \sum_{(I_i, T_i) \in D} \log \frac{\exp \left( \frac{\cos(f_v(T_i), f_t(I_i))/\tau}{\tau} \right)}{\sum_{T_j \in T} \exp \left( \frac{\cos(f_v(T_j), f_t(I_i))/\tau}{\tau} \right)},$$

where $D$ is the combination of image-text alignment and image classification datasets. Notice that, as mentioned in section 3.2, we discard the original category label index $C_i$ in image classification dataset and adopt a complete sentence $T_i$, including prompt sentence + category name + description, as the annotation for each category. $T$ in Eqn. 6 is the whole text set for contrastive learning (e.g., all captions in batch or all class labels with descriptions), $f_v(\cdot)$ and $f_t(\cdot)$ denotes the visual and text encoders and $\cos(\cdot, \cdot)$ denotes cosine similarity metric. $\tau$ is the temperature hyper-parameter to scale the logits as in InfoNCE.

### 3.4 Applications

After the unified training, we evaluate our model on numerous applications, such as zero-shot evaluation, few-shot learning, and fine-tuning on downstream tasks (e.g., semantic segmentation, action recognition, and object detection). As shown in Figure 4, for applications, our major philosophy is to load not only the visual encoder as backbone (as blue) but also the text encoder as the meta visual classifier (as red) from the pre-trained model.

For few-shot learning, as the number of training samples for each class is very small (e.g., 1 or 4 samples per class), the text encoder could serve as a good initial classifier. This would alleviate the situation in [40] that the performance of the few-shot setting is even worse than that of the zero-shot setting.

For other downstream tasks, previous approaches adopt the task specific framework with only the pre-trained visual encoder as initialization, and use a discrete multi-way classifier on top for recognition. Here we replace the original classifier with the pre-trained text encoder to generate the weight of each class with class names as input. After fine-tuning, we find that the models have surprisingly good open-vocabulary recognition capability on unseen datasets of the
same fine-tuning task (see Section 4.3). The reason may be that the text encoder still maintains part of open-vocabulary capability learned in the pre-training.

4 Experiments

4.1 Ablation Study

Setup We use Conceptual Cations 3M (CC) [46] as image-text alignment dataset and ImageNet-1K (IN-1K) [8] as image classification dataset. In all our ablation studies, we adopt a Swin-tiny [33] as our visual encoder and a RoBERTa-base [32] as our text encoder. We train the models for 100 epochs on IN-1K (or equivalently on CC) with a batch size of 128 per GPU on 8 V100 GPUs in total. For approaches utilizing both datasets, we sample half number of images from both in each mini-batch. An AdamW optimizer [25] with a base learning rate of 2e-4, weight decay of 0.01, RandAugment [7] and stochastic depth [20] of 0.1 are used. The learning rate schedule is composed of a linear warm-up for 5 epochs and a cosine learning rate decay. For direct/zero-shot classification, we adopt several variants of IN-1K validation sets as the benchmark for comprehensive understanding, such as IN, IN-V2 [41], IN-Rendition (IN-R) [19], IN-Sketch (IN-S) [52], and also the widely-used Kornblith 12-dataset benchmark. We follow CLIP [40] on the test set splits and evaluation metrics, and test the zero-shot classification ability of the pre-trained model. We borrow the same prompt list as CLIP and ensemble the results for fair comparison. For few-shot classification, we follow [40] to adopt Kornblith 12-dataset benchmark. For zero-shot cross-modal retrieval, we evaluate the models on Flickr and MSCOCO with the standard settings in [40].

Ablation: cosine classifier Firstly, we compare the cosine classifier in Eqn. 3 (with temperature $\tau$ as 0.05) to original linear classifier in Eqn. 1 on IN-1K image classification task.

In Table 1, we observe that the cosine classifier performs competitive to an inner product based classifier on all validation sets, and thus it supports us to bridge image classification task to image-text alignment task using a cosine classifier by default.

Ablation: text encoder as a meta classifier Here we ablate whether to use text encoder as a meta classifier for image classification, in a joint learning setting which both performs image classification on IN-1K and image-text alignment on
Table 2. Ablation study on whether adopting text encoder and integrating description for image classification on ImageNet series and zero-/few-shot evaluation on 12-dataset benchmark (top-1 accuracy).

| Method                           | ImageNet-Related | 12-dataset Avg. |
|----------------------------------|------------------|-----------------|
|                                  | IN | IN-V2 | IN-R | IN-S | 0 Shot | 1 Shot | 4 Shot | 16 Shot |
| Split head-Sup                   | 80.6 | 69.1 | 49.2 | 38.3 |        |   -    |   -    |   -    |
| Split head-Text                  | 45.0 | 38.5 | 41.8 | 24.7 | 35.1   | 42.7   | 54.9   | 65.4   |
| Text encoder (w/o Desc.)         | 80.5 | 69.1 | 49.8 | 38.6 | 37.7   | 44.2   | 55.8   | 66.1   |
| Text encoder (w. Desc.)          | 80.4 | 69.1 | 49.7 | 38.7 | 39.1   | 46.3   | 57.0   | 66.9   |

Table 3. Ablation study on whether enriching category names with descriptions of zero-shot cross-modal retrieval performance on MSCOCO and Flickr.

|                         | Text Retrieval | Image Retrieval |
|-------------------------|----------------|-----------------|
|                         | Flickr         | MSCOCO          | Flickr         | MSCOCO         |
|                         | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 | R@1 | R@5 | R@10 |
| w/o Desc.               | 48.7 | 79.9 | 88.5 | 25.3 | 50.5 | 62.9 | 40.5 | 70.3 | 80.7 | 17.9 | 39.8 | 51.7 |
| w Desc.                 | 51.4 | 81.7 | 89.0 | 28.2 | 53.0 | 65.7 | 41.0 | 71.2 | 81.1 | 20.4 | 44.2 | 56.4 |

CC. Our results are in Table 2. Both Split head and Text encoder approaches adopt Eqn. (2) for image-text alignment. But Split head adopts Eqn. (1) for image classification, which means that it performs two tasks in separate heads. Text encoder adopts Eqn. (4) for image classification, which utilizes the text encoder as a meta classifier and shares the text encoder among two tasks.

As shown in Table 2, we observe that adopting text encoder could benefit from both tasks to achieve better performance on zero-shot classification of IN-R and IN-S, and zero-/few-shot classification on the 12-dataset benchmarks.

**Ablation: enriched category name with description** Here we ablate whether to enrich class names with descriptions in a joint learning setting, using Eqn. (4) (w/o Desc.) and Eqn. (5) (w. Desc.) for image classification task, respectively. Besides evaluating on zero-/few-shot classification, we also perform this ablation study on the cross-modal retrieval tasks of Flickr and MSCOCO.

We observe that enriching each class name with its description could reduce the misalignment in the class names to benefit the classification capability (1.4+ on averaged accuracy of 12-dataset benchmark in Table 2), and bridge the input gap of two tasks to benefit the cross-modal retrieval or image-text alignment capability (see Table 3).

**Ablation: single-task baseline** Here we compare the proposed approach with two single task baselines, supervised-only (Eqn. (1)) and VL-only (Eqn. (2)) on zero-/few-shot classification on IN-related and 12-dataset benchmarks. From Table 4, our approach could perform competitively or significantly better than two single-task baselines, which indicates that our deep fusion approach could well absorb the strengths of these two tasks and outperform both.
Table 4. Ablation study on sing-task baselines of direct evaluation results on ImageNet series and zero-/few-shot evaluation on 12-dataset benchmark.

| Method   | ImageNet-Related | 12-dataset Avg. |
|----------|------------------|-----------------|
|          | IN        | IN-V2 | IN-R | IN-S | 0 Shot | 1 Shot | 4 Shot | 16 Shot |
| Sup-only | 80.9     | 69.5  | 42.9 | 29.4 | -      | 34.4   | 53.3   | 65.1    |
| VL-only  | 32.4     | 27.7  | 34.4 | 18.3 | -      | 31.4   | 35.7   | 47.5    |
| iCAR     | 80.5     | 69.1  | 49.8 | 38.6 | 39.1   | 46.3   | 57.0   | 66.9    |

Table 5. System-level comparison with the state-of-the-art approaches (CLIP and ALIGN) of direct evaluation results (top-1 accuracy) on ImageNet series (IN, IN-V2, IN-Rendition, IN-Sketch) and zero-shot evaluation results (top-1 accuracy) on the Kornblith 12-dataset benchmark.

| Method          | Visual Encoder | ImageNet-Related | K. 12-dataset |
|-----------------|----------------|-----------------|---------------|
|                 | input #param. | IN        | IN-V2 | IN-R | IN-S | Average    |
| CLIP-ViT-B/16   | 224^2          | 86M       | 18.9G | 68.6 | 61.9 | 76.4 | 46.6 | 68.8   |
| CLIP-ViT-L/14   | 336^2          | 307M      | 190.7G| 76.2 | 70.1 | 88.9 | 60.2 | 75.5   |
| ALIGN-EffNet-L2 | 360^2          | 480M      | 92.2G | 76.4 | 70.1 | 92.2 | -    | -      |
| Sup-only        | 224^2          | 88M       | 15.4G | 82.6 | 73.1 | 56.5 | 42.0 | -      |
| VL-only         | 224^2          | 88M       | 15.4G | 60.1 | 55.1 | 73.6 | 51.1 | 65.6   |
| iCAR            | 224^2          | 88M       | 15.4G | 82.9 | 73.7 | 76.7 | 59.8 | 70.6   |

4.2 System-level Comparison

Setup We adopt Laion-400M [44] as the image-caption dataset and ImageNet-22K [8] as the image-label dataset. Both these datasets are open-sourced, thus all the experiments in our paper is reproducible for the whole community. In all experiments, we adopt a base version of Swin Transformer with input size 224×224 and window size 7 as the visual encoder, and a base version of RoBERTa [32] model as the text encoder. More implementation details are shown in Appendix A.

Direct/Zero-shot Classification We evaluate our model on ImageNet-1K [8] with several variants of validation sets [41,19,52] and Kornblith 12-dataset benchmark [26]. Table 5 presents the comparisons to the state-of-the-art models, CLIP [40] and ALIGN [21]. Compared to CLIP ViT-B/16 model which has similar number of parameters and FLOPs, our iCAR gets over 12% improvements on IN, IN-V2 and IN-S and obtains slightly better performance on IN-R. Achieving better performance on IN and IN-V2 is reasonable because IN-22K contains plenty of images in IN-1K. The results on ImageNet variants are higher or at least on-par with the largest model of CLIP and ALIGN, which has either ten times of FLOPs or five times of parameters. Besides, we find that a unified combination of image classification and image-text alignment empowers the model to learn knowledge from both tasks and datasets, better than strong supervised-22K and VL-only baseline on all the ImageNet related validation sets.

When evaluating the models on Kornblith 12-dataset classification benchmark [26] which covers a wide range of visual recognition domains, our model
outperforms CLIP ViT-B/16 model by 1.8% on averaged accuracy of 12 datasets. On some fine-grained datasets, like DTD (Texture) and Flowers102 (Flowers), our model is better than the biggest CLIP ViT-L/14 (336↑) model. And on more general datasets, like CIFAR100 and Caltech101, our models can still achieve on-par performance with a way larger CLIP model. Compared to VL-only baseline, our model can achieve a huge gain of 5.0% on average, due to a unified contrastive learning during pre-training. The detailed results are shown in Appendix B.1.

**Few-shot Classification** We compare our model with CLIP under the few-shot classification scenario with the visual encoder frozen in Figure 5. We follow [40] to train a linear probe CLIP with a careful grid search on hyper-parameters. We notice that in CLIP, the performance of few-shot classification cannot catch up with that of zero-shot classification, unless more than 4 examples per class are given. We assume that it is because the number of training samples is not enough for training a randomly initialized classifier. This situation can be alleviated by fine-tuning with the pre-trained text encoder which serves as a better initialization, and this method closes the gap between pre-training and fine-tuning. We evaluate our method on Kornblith 12-dataset benchmark. We run every experiments three times and the averaged results are reported.

When only one example per class is given, by utilizing text encoder as the classifier, our iCAR achieve 73.9% on 12-dataset average, surpassing the CLIP model by 29.5%. And our model earns 3.3% better than our zero-shot baseline which already has a strong performance. Even trained with 16 examples per class, our model can still surpass CLIP method by 4.1%. Compared to supervised-only model and visual-linguistic only model, our unified contrastive learning pre-trained model is 24.6% and 6.1% better respectively under one-shot setting, and the advantage keeps to 16 shots learning with still 2.7% and 5.0% better.

We also evaluate our model on zero-shot cross-modal retrieval benchmarks of Flickr-30K (1K test split) and MSCOCO (5K test split). Our approach achieves highly competitive results with CLIP. We list our results in Appendix B.2.
### 4.3 Fine-tuning on Downstream Tasks

**Semantic Segmentation** We conduct the experiment mainly on the widely-used ADE-20K [59] dataset, including 150 categories and 25K images. We utilize MaskFormer [5] as our base framework and adopt its default training recipe except for setting window size to 7. MaskFormer is a two-stage framework for segmentation and therefore suitable for our situation. We replace the classifier with the pre-trained text encoder, i.e. we generate the classifier weight on-the-fly by feeding each class name and a prompt into the text encoder. For generated masks which should be matched to the empty set $\emptyset$, we add a special category - "background". We fine-tune our pre-trained model on ADE-20K dataset and conduct open-vocabulary semantic segmentation on Pascal VOC [11], Cityscapes [6] and COCO Stuff [31]. We compare our approach with zero-shot baselines and the baseline fine-tuning visual backbone only, which preserves original multi-way classifier and has no ability for open-vocabulary segmentation. For zero-shot baselines, we extract the feature map after the last stage and conduct a point-wise classification following an interpolation to the original image size.

Table 6 shows single scale testing results of validation mIoU in different datasets. We find that fine-tuning with the text encoder can achieve an on-par result compared to the baseline which directly uses 151-way classification on ADE-20K (52.5 v.s. 52.6). Furthermore, our method shows surprisingly good transferability on other open-vocabulary segmentation datasets, achieving 47.7 mIoU on Pascal VOC, 53.8 mIoU on Cityscapes, 14.7 mIoU on COCO Stuff. Compared to the best zero-shot baseline, our method incurs huge improvements, with +26.4, +43.8, +12.5 on these three datasets, respectively, showing the surprisingly good open vocabulary capability of our model.
Object Detection

We conduct the object detection experiment on LVIS v1 [16] with Faster R-CNN [42] and FPN [30] as framework. LVIS includes over 1200 object categories with an unbalanced distribution. Based on the frequency, all the categories are split into three sets: frequent, common, rare. Similar to the setting in semantic segmentation, we replace bounding box classification head with the pre-trained text encoder. But we do not add in a special “background” category, instead we keep it as a pure trainable embedding. We fine-tune our model for 2x schedule (24 epochs) on LVIS dataset, with multi-scale training (shorter size between 480 and 800) and a cosine learning rate schedule mostly following the recipe from [33].

After fine-tuning, we conduct open-vocabulary detection on COCO [31], Objects365 [45] and Pascal VOC [11]. We test with a single scale input (1333, 800) and report box mAP on validation set, except that for VOC, we report box AP50 and use a default (1000, 600) input.

Table 7 shows the comparison results of our approach with baselines on four datasets. When fine-tuning on LVIS with the text encoder as visual classifier, our approach obtains 41.2 box mAP on COCO without any annotations, which is only 7.4 points lower than fully supervised fine-tuning baseline with IN-22K pre-trained model as initialization. Besides, we also achieve 19.7 mAP on O365 and 76.4 AP50 on VOC. In addition, our approach gains +0.6 mAP better on LVIS (38.5 mAP v.s. 37.9 mAP) than baseline, which has a 1204-way classifier.

Video Action Recognition

We also evaluate our approach on the video action recognition task, following the same recipe in Video Swin Transformer [34] except that we integrate the pre-trained text encoder as our classifier. We fine-tune our model on Kinetics-400 (K400) [23] dataset for 30 epochs and conduct open-vocabulary recognition on three other datasets, Kinetics-600 (K600) [23], UCF101 [48] and HMDB51 [29]. K400 consists of 400 human action categories and is widely used in video action recognition. The overlap videos between K600 validation set and K400 training set are carefully removed. We also compare with several zero-shot baselines following the instruction mentioned in CLIP [40].

Table 8 presents top-1 accuracy of each method on four datasets. Our model fine-tuned on K400 earns 59.5% top-1 accuracy on K600, surpassing our zero-shot baseline for +15.8%. To deeply understand this result, we disentangle the good performance on K600, and create a new split named Kinetics-232 from the
Table 8. Results of zero-shot evaluation (top-1 accuracy) on four video action recognition benchmarks, and open-vocabulary evaluation (top-1 accuracy) on three of four datasets (Kinetics-600, UCF101, HMDB51) when performing the text encoder included fine-tuning on Kinetics-400 with Video-Swin as default framework. The zero-shot result of CLIP on UCF101 is reproduced with released model.

validation set of K600, containing the classes which are not overlapped with the ones in K400. We discover that our model after fine-tuning could still perform relatively well on this split full of unseen classes in fine-tuning, with only 11.4% accuracy dropped compared to zero-shot baseline. With benefits from the other 368 classes, our model after fine-tuning reaches higher on K600. On the other two datasets, our model reaches 73.0% and 45.4% on UCF101 and HMDB51 respectively, with +11.6% and +4.2% better than zero-shot baseline, which reveals the open-vocabulary generalization ability of our approach. And our approach performs equally with standard fine-tuning approach on K400 (83.2% v.s. 83.1%), which loads the visual encoder only and adds a multi-way parametric classifier for classification.

5 Conclusion

In this paper, we present a new approach for bridging the image classification task with the image-text alignment task, from the perspective of training loss, classifier type and label granularity. The deep unification could help the model benefit from both tasks and achieve significantly better performance than the single-task baselines or the simple joint training baseline with separate task heads. The effectiveness of the proposed approach is verified on a wide range of tasks, such as zero-/few-shot classification on ImageNet related benchmarks and Kornblith 12-dataset benchmarks, and fine-tuning on three representative downstream tasks of both close-set and open-vocabulary scenarios.
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A Implementation Details

A.1 System-level Comparison

Datasets We adopt Laion-400M [44] as the image-caption dataset and ImageNet-22K [8] as the image-label dataset. Laion-400M is the largest openly available visual-linguistic dataset with 400 million pairs. It extracts image-caption pairs in random web pages crawled between 2014 and 2021 from the Common Crawl web data, and de-noises the dataset by scoring and filtering numerous raw pairs with a threshold using a CLIP ViT-B/32 [40] model. ImageNet-22K is the full set of ImageNet, containing 14.2 million images and long-tailed 22K classes. Each class is a synset in wordnet [37] with a lemma and a brief description. Both these datasets are open-sourced, thus all the experiments in our paper is reproducible for the whole community. For the Laion-400M, we follow [40] to train a near-duplicate detector via contrastive learning, and remove the duplicate pairs between validation sets and the training set of Laion-400M.

Implementation Details We train iCAR for 100K iterations, with a batch size of 192 per GPU on 64 V100. In each mini batch, we sample 64 images from ImageNet-22K and 128 images from Laion-400M, so the model is trained on classification dataset for 30 epochs and on image-caption dataset for 2 epochs equivalently. We employ an AdamW [25] optimizer with the learning rate set to 1e-3 and the weight decay set to 0.05, and a cosine learning rate schedule is
adopted with a linear warmup for 16.7K iterations. We also add in other regularization, including RandAugment [7], stochastic depth [20] of 0.2 and a gradient clipping with a max norm of 5. For supervised training baseline (Sup-only / Supervised-22K), we use the released version of Swin Transformer [33], which is trained on ImageNet-22K dataset for 90 epochs. For image-text alignment baseline (VL-only / VL-Laion), we train the same architecture as iCAR for 2 epochs on Laion-400M with the same hyper-parameters.

| Methods                | Food101 | CIFAR10 | CIFAR100 | Birds100 | SUN397 | Stanford Cars | FGVC Aircraft | VOC2007 | DTD | Oxford Pets | Caltech101 | Flowers102 | Average |
|------------------------|---------|---------|----------|----------|--------|---------------|---------------|----------|-----|-------------|------------|-------------|---------|
| CLIP-ViT-B/16          | 89.2    | 91.6    | 68.7     | 39.1     | 65.2   | 65.6          | 27.1          | 83.9     | 46.0| 88.9        | 70.4       | 68.8        |
| CLIP-ViT-L/14          | 92.9    | 96.2    | 77.9     | 48.3     | 67.7   | 77.3          | 36.1          | 84.1     | 55.3| 93.5        | 78.7       | 75.1        |
| CLIP-ViT-L/14 (336↑)   | 93.8    | 95.7    | 77.5     | 49.5     | 68.4   | 78.8          | 37.2          | 84.3     | 55.7| 93.5        | 78.3       | 75.5        |
| VL-Laion               | 77.8    | 92.4    | 68.1     | 29.1     | 58.0   | 65.4          | 7.1           | 83.9     | 62.1| 81.0        | 90.0       | 71.7        |
| iCAR                   | 82.7    | 94.8    | 78.4     | 48.5     | 62.9   | 63.1          | 8.4           | 84.5     | 62.9| 92.1        | 81.3       | 70.6        |

Table 9. Detailed comparisons of zero-shot classification with the state-of-the-art approach CLIP on Kornblith 12-dataset classification benchmark [26].

B Detailed Results

B.1 Zero-shot classification

We compare iCAR with our image-text alignment baseline (VL-Laion) and the state-of-the-art approach CLIP [40] on Kornblith 12-dataset benchmark [26]. Table 9 presents the detailed results on each dataset. Compared to image-text alignment baseline, iCAR reaches higher score in 11 out of 12 datasets except Stanford Cars dataset [27] and the average improvement is 5.0%. And with the help of a unified contrastive learning scheme combining supervised dataset and visual-linguistic dataset, our model could generally perform better than the state-of-the-art CLIP ViT-B/16 approach. The main performance gap between iCAR and CLIP methods is on FGVC Aircraft dataset [36] and we guess that some variants of the aircraft are a little old and not included in Laion-400M dataset [44] which is collected from the websites later than 2014.

B.2 Zero-shot retrieval

We evaluate iCAR on zero-shot cross-modal retrieval benchmarks of Flickr30K [57] (1K test split) and MSCOCO [31] (5K test split). Here we follow
CLIP [55] to use the similar prompt engineering in this task. Table 10 shows our results and our iCAR achieves comparable results with CLIP on image-to-text retrieval task, surpasses CLIP on text-to-image retrieval task of MSCOCO, and remains a performance gap on Flickr-30K.

| Methods       | Flickr R@1 | Flickr R@5 | Flickr R@10 | MSCOCO R@1 | MSCOCO R@5 | MSCOCO R@10 |
|---------------|------------|------------|-------------|------------|------------|-------------|
| CLIP-ViT-B/16 | 82.1       | 96.6       | 99.0        | 52.4       | 76.7       | 84.6        |
| VL-Laion      | 78.5       | 95.3       | 97.8        | 51.7       | 76.8       | 85.1        |
| iCAR          | 81.5       | 95.8       | 98.5        | 52.1       | 76.4       | 85.3        |

Table 10. Comparisons of our approach and state-of-the-art methods on zero-shot cross-modal retrieval performance on Flickr-30K and MSCOCO.

### B.3 Few-shot classification

Figure 6 shows few-shot classification comparison on each dataset of Kornblith 12-dataset benchmark. With the pre-trained text encoder as an initialized meta classifier, iCAR achieves higher performance under any-shot setting than zero-shot classification. It proves that the gap between zero-shot and few-shot learning in CLIP methods can be alleviated with the guidance of a pre-trained text encoder. In most datasets and few-shot settings, iCAR surpasses supervised-only, visual-linguistic only and CLIP baselines. We also notice a performance gap on FGVC Aircraft [36] dataset. The reason may be that the text encoder do not have a strong ability to distinguish the names of these aircraft variants due to lacking of related data during pre-training, which could also be observed in the zero-shot classification experiments.
Fig. 6. Detailed comparisons with the state-of-the-art approach CLIP of few-shot classification (top-1 accuracy) on each dataset of Kornblith 12-dataset benchmark. ⋆ denotes the zero-shot performance of different approaches. Results of CLIP ViT-B/16 on few-shot classification are reproduced using the released model.