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Abstract—Game theoretic approaches have gained traction as robust methodologies for designing distributed local algorithms that induce a desired overall system configuration in multi-agent settings. However, much of the emphasis in these approaches is on providing asymptotic guarantees on the performance of a network of agents, and there is a gap in the study of efficiency guarantees along transients of these distributed algorithms. Therefore, in this paper, we study the transient efficiency guarantees of a natural game-theoretic algorithm in the class of set covering games, which have been used to model a variety of applications. Our main results characterize the optimal utility design that maximizes the guaranteed efficiency along the transient of the natural dynamics. Furthermore, we characterize the Pareto-optimal frontier with regards to guaranteed efficiency in the transient and the asymptote under a class of game-theoretic designs. Surprisingly, we show that there exists an extreme trade-off between the long-term and short-term guarantees in that an asymptotically optimal game-theoretic design can perform arbitrarily bad in the transient.

I. INTRODUCTION

Recently, game theory has emerged as a significant framework in the study of multi-agent systems: the agents in the system are modeled as agents in a game, each with its own actions and individual rewards that are functions of the joint action of the other agents. Some prominent examples where these models have found success include wireless communication networks [1], UAV swarm task allocation [2], news subscription services [3], vaccinations during an epidemic [4], security systems [5], facility location [6], coordinating the charging of electric vehicles [7], and national defense [8], among others. Indeed, game theory has played a significant role in many applications and across various disciplines.

A central focus in using game-theoretic models to control multi-agent systems is the design of local objective (or reward) functions for the agents that result in a desirable emergent system-level outcome, as measured by a system welfare function [9]. Generally the emergent outcome is assumed to be a coordinated decision which is a Nash equilibrium of the game, wherein each agent cannot improve its own objective function by switching actions. A significant research effort has been devoted to designing local objective functions that ensure good performance of Nash equilibria. For example, [10] shows that for the class of set covering games, there exists a set of local objective functions which guarantee that the performance of any Nash equilibrium is within a multiplicative factor of $1 - \frac{1}{e}$ of the optimal decision set. Furthermore, no other polynomial time algorithm can perform better [11].

Rather than focusing solely on the system welfare at the Nash equilibria, this work studies the welfare of decision sets along the transient path toward equilibrium. This may be important when the relevant system parameters evolve on faster time scales, agent modalities vary with time etc. The class of potential games [12] is particularly relevant to this goal as the class of best response/repay processes and its many variants (see, e.g., [13]) are known to converge to a Nash equilibrium asymptotically from any initial configuration. Best reply processes are intimately tied with the development of game theory, present in Cournot processes, Nash's seminal paper [14], as well as stable and evolutionary equilibrium [15]. Efficiency guarantees along these best response processes are much less studied than the asymptotic guarantees that come with Nash equilibrium. In this work, we restrict our attention to an important subclass of potential games known as set covering games, in which agents with limited capabilities try to coordinate to cover as large of an area as possible. For set covering games, we characterize bounds on the efficiency for best response processes, and compare utility designs that maximize either the short- or long-efficiency.

While few works study the guarantees that can arise through best response processes, we highlight a subset of important works that deal with analyzing the emergent behavior of best response dynamics. The authors in [16], [17] analyze lower bounds for the efficiency guarantees resulting after a single best response round in linear congestion and cut games. These guarantees were verified through a linear programming approach in [18] and extended to quadratic and cubic congestion games. Best response dynamics are also studied in [19], where it was found that the efficiency resulting from best response dynamics can be arbitrarily bad for non-potential games. The speed of convergence to efficient states is studied in [20]. While similar in spirit, our paper extends the previous literature by moving from characterization results of prespecified utility designs to instead identifying optimal game-theoretic designs that maximize the efficiency guarantees along a best response process.

The contributions of this paper are all with respect to the class of set covering games and are as follows:

1) We identify the local objective that optimizes the transient efficiency guarantee along a best response dynamic;
2) We identify a trade-off between transient and asympt...
totic guarantees, and provide explicit characterizations of the Pareto frontier and Pareto-optimal agent objective functions.

The rest of the paper is organized as follows: In Section II, we introduce the necessary notation and definitions for best response dynamics, as well as for set covering games. We then outline our main results in Section III. We present a simulation study in Section IV to examine how our findings translate to practice. Finally, we conclude in Section V.

II. Model

Notation. We use $\mathbb{R}$ and $\mathbb{N}$ to denote the sets of real and natural numbers respectively. Given a set $S$, $|S|$ represents its cardinality. $1_S$ describes the indicator function for set $S$ ($1_S(e) = 1$ if $e \in S$, 0 otherwise).

A. Set Covering Games and Best Response Dynamics

We present all of our results in the context of set covering games [10], a well-studied class of potential games. We first recall some definitions to outline our game-theoretic model, which is used to describe the given class of distributed scenarios. Set covering games are characterized by a finite set of resources $\mathcal{R}$ that can be possibly covered by a set of $n$ agents $\mathcal{I} = \{1, \ldots, n\}$. Each resource $r$ has an associated value $v_r \geq 0$ determining its relative importance to the system. Each agent $i$ has a finite action set $\mathcal{A}_i = \{a_i^1, \ldots, a_i^n\} \subset 2^\mathcal{R}$, representing the sets of resources that each agent can opt to select. The performance of a joint action $a = (a_1, \ldots, a_n) \in \mathcal{A} = \mathcal{A}_1 \times \cdots \times \mathcal{A}_n$ comprised of every agent’s actions is evaluated by a system-level objective function $W : \mathcal{A} \rightarrow \mathbb{R}_{\geq 0}$, defined as the total value covered by the agents, i.e.,

$$W(a) = \sum_{r \in \bigcup_i a_i} v_r. \quad (1)$$

The goal is to coordinate the agents to a joint action $a_{opt}$ that maximizes this welfare $W(a)$. Thus, each agent $i \in \mathcal{I}$ is endowed with its own utility function $U_i : \mathcal{A} \rightarrow \mathbb{R}$ that dictates its preferences among the joint actions. We use $a_{-i} = (a_1, \ldots, a_i, \ldots, a_n)$ to denote the joint action without the action of agent $i$. A given set covering game $G$ can be summarized as the tuple $G = (\mathcal{I}, \mathcal{A}, W, \{U_i\}_{i \in \mathcal{I}})$.

We consider the utility functions of the form

$$U_i(a_i, a_{-i}) = \sum_{r \in a_i} v_r \cdot f(|a_r|), \quad (2)$$

where $|a_r|$ is the number of agents that choose resource $r$ in action profile $a$, and the utility rule $f : \{1, \ldots, n\} \rightarrow \mathbb{R}_{\geq 0}$ defines the resource independent agent utility determined by $|a_r|$. This utility rule will be our design choice for defining the agents preferences towards each of their decisions. To motivate our results, we provide an example application of set covering games below, which represents just one among many [21]–[23].

Example 1 (Wireless Sensor Coverage [24]). Consider a group of sensors $s_1, s_2, \ldots, s_n$ that can sense a particular region depending on the orientation, physical placement of the sensor, etc. The choice of these parameters constitute the different possible actions $\mathcal{A}_i$ for each sensor. We partition the entire space into disjoint regions $r \in \mathcal{R}$ and each region $r$ is attributed a weight $v_r \geq 0$ to signify the importance of covering it. As a whole, the set of sensors wish to maximize the total weight of the regions covered. Using a game-theoretic model of this scenario allows us to abstract away much of the complexity that arises from having to consider specific sensor types and their respective capabilities, in contrast to [24]. In this scenario, the results in the paper allow us to study guarantees of performance of local coordination algorithms that the sensors may employ. We further note that short-term performance guarantees may also be desirable especially when there is some drift in the parameters of the game (e.g., in $v_r$ or $\mathcal{A}_i$).

Next, we introduce some notation relevant to the study of best reply processes. For a given joint action $a \in \mathcal{A}$, we say the action $\hat{a}_i$ is a best response for agent $i$ if

$$\hat{a}_i \in \text{BR}_i(a_{-i}) = \arg\max_{a_i \in \mathcal{A}_i} U_i(a_i, \hat{a}_{-i}). \quad (3)$$

Note that $\text{BR}_i(a_{-i})$ may be set valued. In this fashion, the underlying discrete-time dynamics of the best response process is

$$a_i[m+1] \in \text{BR}_i(a_{-i}[m]) \text{ for some agent } i \quad (4)$$

$$a_{-i}[m+1] = a_{-i}[m],$$

where at each step, a single agent acts in a best response to the current joint action profile. It is important to stress that the fixed points of this best response process are Nash equilibria of the game, i.e., a joint action $a^{ne} \in \mathcal{A}$ such that

$$a_i^{ne} \in \text{BR}_i(a^{ne}_{-i}) \text{ for all agents } i \in \mathcal{I}. \quad (5)$$

In the case of potential games [12], the set of Nash equilibrium NE is also globally attractive with respect to the best response dynamics. A potential game is defined as any game for which there exists a potential function $\phi$ where for all agents $i$ and pairs of actions $a, a'$,

$$\phi(a_i, a_{-i}) - \phi(a_i', a_{-i}) = U_i(a_i, a_{-i}) - U_i(a_i', a_{-i}). \quad (6)$$

In these games, the potential function decreases monotonically along the best response process in a similar manner to a Lyapunov function. For non-potential games, there is a possibility that the best response process ends up in a cycle [25], but this falls outside the scope of this paper.

In this work we assume that the best response process is such that the agents are ordered from 1 to $n$ and perform successive best responses in that order. While other best response processes have been previously studied (see, e.g., $k$ covering walks [16]), we limit our analysis to this specific process for tractability. We also assume that each agent has a null action $a_i^{0}$ available to them representing their non-participation in the game $G$.

Definition 1. Given a game $G$ with $n$ agents, a $k$-best response round is a $n \cdot k$ step best reply process with an
initial state $a[0] = a^∅$ and the corresponding dynamics
$$a_i[m + 1] \in BR_i(a_{−i[m]}) \text{ for agent } i = (m + 1 \mod n)$$
$$a_{−i[m + 1]} = a_{−i[m]}.$$ (7)

This process results in a set of possible action trajectories
$Σ^k \ni σ^k = ([a[0]], [a[1]], \ldots, [a[kn − 1]], a[kn])$ with a set of possible end action states end($k$) = $σ^k(kn) : σ^k \in Σ^k$ resulting after running for $k \cdot n$ time steps.

B. Price of Best Response and Price of Anarchy

The primary focus of this paper is to analyze guarantees on the efficiency of possible end actions end($k$) after a $k$-best response round with respect to the system welfare $W$. In this regard, we introduce the price of best response metric to evaluate the worst case ratio between the welfare of the outcome of the $k$-best response round and the optimal welfare in a game.

$$PoB(G, k) = \min_{a \in end(k)} \frac{W(a)}{\max_{a \in A} W(a)}.$$ (8)

Our study of the price of best response will be in direct comparison with the standard game-theoretic metric of price of anarchy, which is defined as

$$PoA(G) = \min_{a \in NE} \frac{W(a)}{\max_{a \in A} W(a)},$$ (9)

where NE is the set of Nash equilibrium. The price of anarchy is a well-established metric, with a number of results on its characterization, complexity, and design [26]. We frame price of anarchy as a backdrop to many of our results, where Nash equilibria are the set of end states that are possible, following a $k$-best response round in the limit as $k \to \infty$. Under this notation, we can analyze the transient guarantees, which have been relatively unexplored, in these distributed frameworks in comparison to the asymptotic setting.

To isolate the efficiency analysis over the utility rule $f$ and the number of agents $n$, we consider the price of best response with respect to the class of all set covering games $G_{f, n}$ with a fixed utility rule $f$ and $n$ number of agents, and any resource set $R$ and corresponding values $v_r$ and set of agent actions $A$:

$$PoB(f, n, k) = \inf_{G \in G_{f, n}} PoB(G, k).$$ (10)

Similarly, we define the price of anarchy over $G_{f, n}$ as

$$PoA(f, n) = \inf_{G \in G_{f, n}} PoA(G).$$ (11)

When appropriate, we may also remove the dependence on the number of agents by denoting $PoB(f, n, k) = \inf_{n \in \mathbb{N}} PoB(f, n, k)$ (and likewise for $PoA$) to take the worst case guarantee across any number of agents.

We are interested in the transient and asymptotic system guarantees that can result from a given utility rule. Therefore we bring to attention two well-motivated utility rules to highlight the spectrum of guarantees that are possible. The first utility rule $f_{PoA} \in \arg \max_f PoA(f)$, introduced in [10], attains the optimal price of anarchy guarantee for the class of set covering games and is defined as

$$f_{PoA}(j) = \sum_{\ell \in j} \frac{(j − 1)!}{\ell!(e − 1)!}.$$ (12)

The second rule is the marginal contribution (MC) rule. The MC rule is a well-studied [27] utility rule and is defined as

$$f_{MC}(j) = \begin{cases} 1, & \text{ for } j = 1 \\ 0, & \text{ otherwise } \end{cases}.$$ (13)

Note that the induced utility under this mechanism is $U_i(a_i, a_{−i}) = W(a_i, a_{−i}) − W(a_i^∅, a_{−i})$, where the utility for agent $i$ is the added welfare from playing its null action $a_i^∅$ to playing $a_i$. Using $f_{MC}$ ensures that all Nash equilibria of the game are local optima of the welfare function. However, it is known that the MC rule has sub-optimal asymptotic guarantees as $PoA(f_{MC}) = \frac{1}{2} < 1 − \frac{1}{n} = PoA(f_{PoA})$ [28]. Thus, under the standard tools of asymptotic analysis, $f_{PoA}$ has been considered to be ‘optimal’ in inducing desirable system behavior. Utilizing the notion of PoB, we inquire if the favorable characteristics of $f_{PoA}$ translate to good short-term behavior of the system. Intuitively, since $f_{PoA}$ guarantees optimal long-term performance, we expect the same in the short-term as well. This discussion motivates the following three questions:

(a) For a given $k \geq 1$, is $PoB(f_{PoA}, n, k)$ always greater than $PoB(f_{MC}, n, k)$?

(b) If not, then for how many rounds does the best response algorithm under $f_{PoA}$ have to be run for the guarantees on the end state performance to surpass the asymptotic performance of marginal contribution? In other words, is there $k \geq 1$ for which $PoB(f_{PoA}, n, k) \geq PoA(f_{MC}, n, k)$?

(c) For a given $k \geq 1$, what is the utility mechanism that maximizes the end state performance after running the best response algorithm for $k$ rounds, i.e. what is $\arg \max_f PoB(f, n, k)$?

In the next section, we answer these questions in detail.

III. Main Results

In this section, we outline our main results for price of best response guarantees. In this setting, utility functions are designed by carefully selecting the utility rule $f$ and improvement in transient system level behavior corresponds with a higher price of best response. Hence, we characterize the optimal $f$ that achieves the highest possible PoB. We formally state the optimality of the MC rule for the class of set covering games below.

Theorem 1. Consider the class of set covering games with $n \geq 2$ users. The following statements are true:

(a) For any number of rounds $k \geq 1$, the transient performance guarantees associated with the utility mechanisms $f_{MC}$ and $f_{PoA}$ satisfy

$$PoB(f_{MC}, n, k) = \frac{1}{2},$$ (14)

$$PoB(f_{PoA}, n, k) \leq \frac{1}{2}.$$ (15)
Furthermore, the marginal contribution rule achieves its asymptotic guarantees after a single round, i.e.,
\[ \text{PoB}(f_{MC}, n, k) = \text{PoB}(f_{MC}, n, 1). \]
(16)

(b) For any number of rounds \( k \geq 1 \), the marginal contribution rule \( f_{MC} \) optimizes the PoB, i.e.,
\[ \max_{f} \text{PoB}(f, n, k) = \text{PoB}(f_{MC}, n, k) = 1/2. \]
(17)

Alternatively, there is no utility rule \( f \) with \( \text{PoB}(f, n, k) > 1/2 \) for any \( k \).

Proof. To prove the statements outlined in items (a) and (b) of the theorem statement, we show, more generally, that for any \( f \) and any \( k \), the following series of inequalities is true:
\[ \frac{1}{2} = \text{PoB}(f_{MC}, n, 1) = \text{PoB}(f_{MC}, n, k) \geq \text{PoB}(f, n, k). \]

The fact that \( \text{PoB}(f_{MC}, n, 1) = 1/2 \) comes from classical results in greedy algorithms, such as in [27]. For proving \( \text{PoB}(f_{MC}, n, k) = 1/2 \), we first show that
\[ \text{PoB}(f_{MC}, n, k) \geq \text{PoB}(f_{MC}, n, 1). \]
(18)

Let \( a, a' \in A \) be joint actions such that \( a' \) is a best response to \( a \) for agent \( i \). If the MC rule is used as in Equation (13), then
\[ W(a') - W(a) = W(a_i', a_{-i}) - W(a_i^0, a_{-i}) + W(a_i^0, a_{-i}) - W(a_i, a_{-i}) = \frac{1}{2} \cdot \sum_{j=1}^{n-1} \left( (j+1)f(j+1) - f(j), jf(j) - f(j+1), jf(j+1) \right) \geq 0. \]

Then, after any \( m \geq 1 \) best response rounds, \( W(\text{end}(m)) \geq W(\text{end}(1)) \), and therefore the claim is shown. For the other direction as well as the inequality \( \frac{1}{2} \geq \text{PoB}(f, n, k) \), we construct a game construction (also shown in Figure 1) such that for any utility rule \( f \), \( \text{PoB}(f_{MC}, k) \leq \frac{1}{2} \). The game \( G' \) is constructed as follows with 2 agents. Let the resource set be \( \mathcal{R} = \{r_1, r_2, r_3, r_4\} \) with \( v_{r_1} = 1, v_{r_2} = 1, v_{r_3} = f(2) \), and \( v_{r_4} = 0 \). For agent 1, let \( A_1 = \{a_1^0, a_1^1, a_1^2\} \) with \( a_1^1 = \{r_1\} \) and \( a_1^2 = \{r_2\} \). For agent 2, let \( A_2 = \{a_2^0, a_2^1, a_2^2\} \) with \( a_2^1 = \{r_3\} \) and \( a_2^2 = \{r_4\} \). It can be seen in this game, if \( f(2) \leq 1 \), the optimal joint action is \( a_1^2, a_2^2 \) resulting in a welfare of 2, and if \( f(2) > 1 \), the optimal joint action is \( a_1^1, a_2^1 \) resulting in a welfare of \( 1 + f(2) \geq 2 \). Additionally, starting from \( a_1^0, a_2^0 \), note the best response path \((a_1^0, a_2^0), (a_1^0, a_2^1), (a_1^0, a_1^1), \ldots, (a_1^1, a_2^1), (a_1^1, a_2^2), (a_1^1, a_2^0)\) exists, ending in the action \( a_1^1, a_2^0 \) with a welfare of 1. Since \( a_1^1, a_2^0 \) is a Nash equilibrium, both agents stay playing their first action \( a_1^1 \) for \( k-1 \) rounds and agent 2 only switches to \( a_2^0 \) in the \( k \)-round. Therefore \( \text{PoB}(G'_f, k) \leq \frac{1}{2} \) for this game. This game construction \( G_f \) can be extended to \( n \geq 2 \) by fixing the actions of agents \( i \geq 2 \) to be \( A_i = \{a_i^0, a_i^1\} \), where the only nonempty action available to them is \( a_i^1 = \{r_4\} \) that selects the 0 value resource.

Since \( G_f \) may not be the worst case game, \( \text{PoB}(f, n, k) \leq \text{PoB}(G_f, k) \leq \frac{1}{2} \) and the final claim is shown. □

Observe that Theorem 1 answers Questions (a)–(c) posed in the previous section. Specifically, we have shown that for any number of rounds, the performance guarantees of \( f_{PoA} \) never overcome the performance guarantees of \( f_{MC} \). Remarkably, for any fixed number of rounds \( k \), \( \text{PoB}(f_{MC}, k) \) remains greater than \( \text{PoB}(f_{PoA}, k) \) and the advantages of using \( f_{PoA} \) only appear when the system settles to a Nash equilibrium as \( k \to \infty \). Furthermore, the marginal contribution rule is in fact the utility mechanism that optimizes the price of best response and that this optimal efficiency guarantee is achieved after 1 round of best response. Thus, the transient guarantees of \( f_{MC} \) are quite strong in comparison to \( f_{PoA} \). Note that this is in stark contrast with their price of anarchy values, where \( f_{PoA} \) significantly outperforms \( f_{MC} \) [10], [28]. Clearly, there exists a trade-off between short-term and long-term performance guarantees in this setting.

In our next theorem, we characterize the trade-off between short-term and long-term performance guarantees by providing explicit expressions for the Pareto curve between \( \text{PoB}(f, 1) \) and \( \text{PoA} \) and the corresponding Pareto-optimal utility mechanisms. Surprisingly, we show that \( \text{PoB}(f_{PoA}, 1) \) can be arbitrarily bad. A full proof can be found at [29].

Theorem 2. For a fixed \( \text{PoA}(f) = C \in \left[\frac{1}{2}, 1 - \frac{1}{e}\right] \), the optimal \( \text{PoB}(f, 1) \) is
\[ \max_{f} \text{PoB}(f, 1) = \left[ \sum_{j=0}^{\infty} \max_{j![(1 - \frac{1}{C})^{\left[\frac{1}{C}\right]}]} \right]^{-1}. \]
(19)

Furthermore, if \( \text{PoA}(f) = 1 - \frac{1}{e} \) for a given \( f \), then \( \text{PoB}(f, 1) \) must be equal to 0.

Proof Sketch. Given a utility rule \( f \) and \( n \) number of agents, it is possible to give a closed form expression for both the price of anarchy and price of best response as the following.
\[ \frac{1}{\text{PoB}(f, n, 1)} = \left( \sum_{j=1}^{n} f(j) - \min f(j) \right)/f(1) + 1, \]
\[ \frac{1}{\text{PoA}(f, n)} = 1 + \left( \max_{1 \leq j \leq n-1} \{ (j+1)f(j+1) - f(j), jf(j) - f(j+1), jf(j+1) \} \right)/f(1). \]
First, we can show that for a utility rule \( f \) to be Pareto-optimal, it must be non-increasing. Under this assumption, we can derive a recursive equation for the Pareto-optimal utility rule \( f^C \) with a price of anarchy \( \text{PoA}(f^C) = C \in \left[ \frac{1}{2}, 1 - \frac{1}{e} \right] \) as the following.

\[
\begin{align*}
    f^C(1) &= 1 \\
    f^C(j + 1) &= \max\{j f^C(j) - C, 0\}.
\end{align*}
\] (20)

Using techniques from time-varying discrete systems, we can rewrite the recursive form of \( f^C \) into a closed-form expression and substitute it into the PoB expression to give Eq. (19).

The price of anarchy is only taken on the interval \( \left[ \frac{1}{2}, 1 - \frac{1}{e} \right] \), since the greatest achievable \( \text{PoA}(f) \) is \( 1 - \frac{1}{e} \) [10] and the price of anarchy of \( f_{\text{MC}} \) is \( \frac{1}{2} \) (which attains the optimal PoB(\( f, 1 \)) as shown in Theorem 1). The corresponding Pareto-optimal utility rules are given in Eq. (20). The optimal trade-off curve between PoA and PoB is plotted in Figure 2.

Theorem 2 highlights the disparity between the efficiency guarantees of the asymptotic and transient values, quantified by the pair of achievable PoA and PoB. While there is a decline in PoA guarantees when using the MC rule, the deterioration in PoB that results from using the mechanism \( f_{\text{PoA}} \) that optimizes PoA is much more extreme. In fact, the transient performance of \( f_{\text{PoA}} \) can be arbitrarily bad. This is quite surprising, it appears that a utility rule's asymptotic performance guarantees do not reflect on its transient guarantees. This extreme trade-off has significant consequences on distributed design, especially when the short-term performance of the multi-agent system is critical, and prompts a more careful interpretation of the asymptotic results in such scenarios.

### IV. Simulations

We analyze our theoretical results empirically through a Monte Carlo simulation, presented in Figure 4. We simulate 200 instances where a random game \( G \) is generated and the welfare along a 4-round best response path is recorded. Each game \( G \) has 10 agents and two sets of 10 resources, where the values \( v_r \) are drawn uniformly from the continuous interval \([0, 1]\). Each agent in the game has two singleton actions, where in one action the agent selects a resource in the first set and in the other action the agent selects a resource in the second set, as seen in Figure 3. The two resources in each agent’s actions are selected uniformly, at random. These parameters were chosen to induce a natural set of game circumstances that have a rich best response behavior. Additionally, the game is either endowed with the utility rule \( f_{\text{MC}} \) that optimizes PoB(\( f, 1 \)) or \( f_{\text{PoA}} \) that optimizes PoA(\( f \)). Then the best response round algorithm is performed, where each agent successively performs a best response. The ratio of the welfare achieved at each time step following the two utility rules \( f_{\text{MC}}, f_{\text{PoA}} \) is displayed in Figure 4.

Several significant observations can be made from Figure 4. Observe that after one round (after 30 best response steps), the performance of \( f_{\text{MC}} \) exceeds the performance \( f_{\text{PoA}} \) on average. This is indicative of the trade-off shown in Theorem 2. Furthermore, running the best-response algorithm for additional steps recovers the performance difference between \( f_{\text{MC}} \) and \( f_{\text{PoA}} \), with \( f_{\text{PoA}} \) having a slightly better end performance on average. These results support our claim that optimizing for asymptotic results may induce sub-optimal system behavior in the short term, and those results must be carefully interpreted for application in multi-agent scenarios. By analyzing the performance directly along these dynamics, we see that a richer story emerges in both the theoretical and the empirical results.

### V. Conclusion

There are many works that focus on efficiency guarantees for the asymptotic behavior of multi-agent systems under the game-theoretic notion of Nash equilibrium. However, much less is understood about the efficiency guarantees in the
Fig. 4. A Monte Carlo simulation with 10 agents and 2 set of resources was conducted, where the utility rules $f_{MC}$ and $f_{PoA}$ were used in separate runs. All the agents are randomly assigned a single resource from each set in their 2 actions. The ratio $W_{MC}(a)/W_{PoA}(a)$ (from using either of the utility rules) is plotted at each time step along the two better response paths. The average ratio across all runs is displayed in black and the minimum and maximum ratios are outlined with a red line. While on average, the performance from using $f_{MC}$ is greater than $f_{PoA}$ for 1 round, this performance difference is recuperated after running the best response algorithm for more steps.

transient behavior of such systems. In this paper, we examine a natural class of best response dynamics and characterize the efficiency along the resulting transient states. We characterize a utility design that performs optimally in the transient for the class of set covering games. Furthermore, we complement these results by providing an explicit characterization of the efficiency trade-off between 1-round best response and Nash equilibrium that can result from a possible utility design. From these results, we observe that there is a significant misalignment between the optimization of transient and asymptotic behavior for these systems. Interesting future directions include extending our results to a more general class of games and considering other classes of learning dynamics from the literature.
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