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ABSTRACT

The normalization of brain recordings from multiple subjects responding to the natural stimuli is one of the key challenges in auditory neuroscience. The objective of this normalization is to transform the brain data in such a way as to remove the inter-subject redundancies and to boost the component related to the stimuli. In this paper, we propose a deep learning framework to improve the correlation of electroencephalography (EEG) data recorded from multiple subjects engaged in an audio listening task. The proposed model extends the linear multi-way canonical correlation analysis (CCA) for audio-EEG analysis using an auto-encoder network with a shared encoder layer. The model is trained to optimize a combined loss involving correlation and reconstruction. The experiments are performed on EEG data collected from subjects listening to natural speech and music. In these experiments, we show that the proposed deep multi-way CCA (DMCCA) based model significantly improves the correlations over the linear multi-way CCA approach with absolute improvements of 0.08 and 0.29 in terms of the Pearson correlation values for speech and music tasks respectively.

Index Terms— Canonical correlation analysis (CCA), multi-way CCA, Deep CCA, Audio-EEG analysis.

1. INTRODUCTION

The analysis of brain signals as a response to an auditory stimulus is of profound interest from both the understanding as well as the application perspective. The main goal of this research is to find a relationship between the stimulus and the response. The response signal in non-invasive measurements is typically in the form of electroencephalography (EEG), magnetoencephalography (MEG) or, functional magnetic resonance imaging (fMRI). Among these modalities, the EEG represents the most easily accessible brain recordings for analyzing speech comprehension and audio signal perception [1].

Though the EEG can provide high temporal resolution (typically sampled at 128 Hz or more), the data is captured at the scalp. As a result, the desired response is significantly attenuated by the skull and makes the recordings highly noisy (average SNR of $-20\text{dB}$ [2]). For short stimuli, it is a common practice to repeat the experiment for a given condition. The averaging operation on the brain responses improves the SNR. This resultant average response is termed as the event related potential (ERP) [3]. However, for naturalistic auditory stimuli like speech and audio, repetition of the experiments with the same conditions is often impractical. This has brought in greater demand for single-trial EEG analysis methods.

The temporal response function (TRF) [4] is one of the earliest in this direction of single-trial EEG analysis. This method assumes a linear relationship between the stimuli and the EEG response. The system identification is performed using least-squares and the performance of these models is quantified by the Pearson correlation between the estimated signal and the actual signal. In the EEG recordings, the presence of signals unrelated to the presented stimuli, as well as the attenuation by the scalp, results in shallow correlation values for these models in the range of $0.1 - 0.2$ [4].

The canonical correlation analysis (CCA) tries to alleviate this problem to some extent by finding common transformations of the stimuli and the responses. It finds a pair of optimum linear transforms, for the stimulus and the response, such that the correlation between the two new projections is maximized [5]. In order to characterize the non-linear relationship between the stimuli and EEG response, we had recently proposed a deep CCA [6] for audio-EEG datasets [7].

Most of the single-trial analysis methods model the stimulus-response data only for a single subject. One way to expand the dataset is to perform the experiment on multiple subjects for the same stimuli and conditions. At the same time, as many other subject-specific factors drive the EEG response, the problem of finding common signals across the subjects’ responses is challenging. The linear CCA can be performed only on two views of the data at a time. A multi-variate version of the CCA, termed as multiway CCA or generalized CCA [8][9][10], has been proposed for aggregating EEG response from multiple-views (subjects). As all views (EEG responses) are based on the same stimulus, the components that are common across the views [11] can elicit the information regarding the brain processing of the stimuli. The multiway CCA (MCCA) successfully extracts common signals across more than two data-views [12]. However, all these models (TRF, CCA and MCCA) are based on linear assumptions of the brain functions. In this paper, we hypothesize that a linear system-response assumption may be too simplistic and inadequate to uncover the transfer function of the brain responses.

In this paper, we propose a deep learning model for the multi-subject EEG normalization task. Given the EEG response to the same stimuli from multiple subjects, the proposed model projects the EEG responses to a space that maximizes the inter-subject correlation. This model, termed as deep multiway-CCA, extends the linear methods to allow the analysis of single-trial multi-subject audio-EEG datasets. The model uses a reconstruction based regularization to alleviate the issues of over-fitting in the deep MCCA model. The deep MCCA model is compared with linear MCCA [12][11] for speech [13] and audio [14] perception tasks. In our experiments comparing the linear MCCA with the proposed DMCCA, the DMCCA model improves correlation on the average by 0.08 for speech tasks and 0.18 for audio tasks. These improvements in the correlation values are found to be statistically significant ($p < 0.01$) on a...
2. RELATED PRIOR WORK

The recent years have seen the use of deep learning for several brain mapping tasks like computational memory prediction [15] and for reconstruction of brain activity for visual stimuli [16]. A review of several efforts in decoding brain activity using deep learning techniques is given in Zheng et al. [17].

In auditory tasks, EEG recordings have shown to contain rhythm information in music perception [18]. Recently, Das et al. [19] showed that deep learning techniques can improve auditory attention decoding in the perception of noisy speech. In multi-speaker cocktail party scenarios, Deckers et al. [20] showed that neural networks can identify the attended speaker.

In the context of CCA, the extensions to connect multiple data matrices have been proposed under names such as multiple CCA, multiway CCA, multiset CCA, generalized CCA, or multiway orthonormalized partial least squares [21, 22, 23]. There have been attempts to generalize the deep CCA [24]. Liu et al. [25] has proposed a deep model, referred to as DGCCA [24] in the literature, for SSVEP frequency recognition. To the best of our knowledge, this paper presents the first efforts in developing deep models for normalization of audio-EEG data from multiple subjects.

3. DEEP MCCA

3.1. Background - Linear Multi-way CCA

The multiway CCA (MCCA) is a linear method that expands the linear CCA to more than two data-views. It obtains an optimum linear transform for each data-view, such that the inter-set correlation (ISC) among the projections is maximum. The ISC can be formulated as:

\[
\text{ISC} = \frac{1}{N-1} \frac{r_B}{r_W}
\]

where \(r_B\) and \(r_W\) are the between-set covariance and within-set covariance respectively given by,

\[
r_B = \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \mathbf{v}_i^\top \mathbf{R}_{ij} \mathbf{v}_j
\]

\[
r_W = \sum_{i=1}^{N} \mathbf{v}_i^\top \mathbf{R}_{ii} \mathbf{v}_i.
\]

Here, \(\mathbf{R}_{ij} \in \mathbb{R}^{d_i \times d_j}\) are the cross-correlation matrix of the data-views \(\mathbf{x}_i\) and \(\mathbf{x}_j\).

The optimal linear transform vectors \(\{\mathbf{v}_n\}_{n=1}^{N}\) are obtained by finding the eigenvector with the maximum eigenvalue of the following eigen problem [11]:

\[
\mathbf{R} \mathbf{v} = \lambda \mathbf{D} \mathbf{v}
\]

where \(\lambda = (N-1)\rho + 1\), \(\mathbf{v} \in \mathbb{R}^{D_N \times 1}\) is the concatenated vector of the linear transform vectors \(\{\mathbf{v}_n\}_{n=1}^{N}\), matrix \(\mathbf{R} \in \mathbb{R}^{D_N \times D_N}\) is a block matrix with its block elements as \([\mathbf{R}]_{ij} = \mathbf{R}_{ij}\) and \(\mathbf{D} \in \mathbb{R}^{D_N \times D_N}\) is a block-diagonal matrix with its elements as \([\mathbf{D}]_{ii} = \mathbf{R}_{ii}\). If the \(N\) data-views are to be projected onto a \(d\) dimensional \((d > 1)\) subspace, then the linear transform matrix for each data-view \(\mathbf{x}_n\) is \(\mathbf{V}_n \in \mathbb{R}^{d_n \times d}\), obtained by choosing the top \(d\) eigenvectors of Eq. 4.

3.2. Deep Multiway CCA

3.2.1. Natural Extension - DGCCA

Using the \(N\) random multi-variates, the goal of DGCCA is to determine \(N\) neural transformations (non-linear) such that the correlation cost is maximized. Let \(f_n(\cdot)\), for \(n = 1\) to \(N\), denote the neural network that takes \(\mathbf{x}_n\) as input and outputs a \(d\) dimension representation. Let each neural network’s trainable parameters be denoted as \(\theta_n\). The parameters are learned such that the sum of all inter-variate correlations is maximized. This correlation cost is,

\[
\rho = \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \text{corr} \left( f_i(\mathbf{x}_i; \theta_i) ; f_j(\mathbf{x}_j; \theta_j) \right)
\]

We refer to this model as the deep generalized canonical correlation analysis (DGCCA) model in Figure 1.

3.2.2. Proposed Model

The \(N\) neural networks in the DGCCA model transform the \(d_n\) dimensional data-views to a \(d\) dimensional common subspace. This transformation can be viewed as a shared encoder of the views. In the proposed model, we also construct a decoder which attempts to reconstruct the data-views from the shared encoder output. This architecture is also illustrated in Figure 1.

![Deep Generalized CCA](Fig. 1. The DGCCA and the proposed DMCCA.)
The encoder model consists of $N$ neural transformations, each operating on one of the $N$ data-views. The $N$ data-views, propagated through the encoding parts, generate $N$ vectors of $d$ dimensions $(f_i(x; \theta_i))$ which are concatenated to form a $Nd$ dimensional vector (shared encoder output). This $Nd$ dimensional encoder output $(y)$ is used as the common representation for all the decoder layers. The decoder also has $N$ parallel networks, each of which attempts to reconstruct the corresponding data-view $x_n$. This proposed model is referred to as the deep multiway canonical correlation analysis (DMCCA) model.

The DMCCA model is trained to maximize the inter-set correlation among the encoders’ outputs, and minimize the MSE (Mean Square Error) loss at each of decoder outputs. Let the trainable parameters of the model be split into $N$ parts, where each $\{\theta_n, \hat{\theta}_n\}_{n=1}^{N}$ corresponds to the parameters of the encoder and decoder of the $n^{th}$ data-view. Then, the optimization of the DMCCA model is performed by maximizing

$$\rho' = \rho - \lambda \sum_{n=1}^{N} \text{MSE}(x_n, f_n(y; \hat{\theta}_n)) \tag{6}$$

where $\rho$ is defined by Eq. (5) and $\text{MSE}(\cdot)$ denotes the mean squared error between the reconstructed data-view and the input data-view (auto-encoding loss). The parameter $\lambda$ is a hyper-parameter that controls the relative importance of the two-cost functions. It is found that the MSE regularization loss is complementary to the inter-variate correlation loss. Further, the DGCCA is a special case of DMCCA for $\lambda = 0$.

Following the model training, the encoder part of each data-view is used as the fixed non-linear transform that normalizes each data-view to remove subject-specific redundancies in the data and boost the stimuli related components.

## 4. AUDIO-EEG SETUP

### 4.1. Datasets

We perform experiments on two naturalistic auditory stimuli and their respective EEG responses: a speech dataset and an audio dataset. The speech dataset is taken from a study on cortical entrainment to natural speech [13]. The audio dataset is the NMED-H which consists of EEG responses from 48 subjects listening to natural music [14].

The speech dataset is the same dataset used for the baseline linear MCCA model [12]. This dataset is also used in the application of CCA [26] and deep CCA [7] models. The EEG data are recorded using 128 electrodes. We perform the same pre-processing steps done by Cheveigné et al. [12]. The EEG data are down-sampled to 64 Hz and de-trended and de-noised using noise tools software [27]. Then, EEG data are passed through a band-pass filter with a pass-band in the range of 0.1 – 12 Hz. The stimuli data are obtained from audio sampled at 44100 Hz. The audio envelope is squared and smoothed by convolving the envelope with a square window [27]. Finally, the stimuli data (audio envelopes) are downsampled to 64 Hz and are further compressed with a power of 1/3. More details about the pre-processing can be found in Cheveigné et al. [26].

The audio dataset is the NMED-H dataset [14]. It is designed to study the brain signals for a natural music listening task. It contains EEG responses to intact and scrambled versions of 4 full-length Hindi pop songs. Each stimulus is approximately 4.5 minutes long, sampled at 44.1kHz. The EEG data are recorded using 125 electrodes. They are sampled at 125 Hz with average reference.

More details of the data acquisition and pre-processing are given in Kaneshiro [28]. The features from the audio stimuli are extracted in a similar way as described by Gang et al. [14]. The acoustic features are extracted using the music information retrieval (MIR) toolbox [29]. We have extracted 20 dimensional features in 25ms analysis windows with a 50% overlap between frames [30]. The Principal component analysis (PCA) is performed on these 20D data to extract a 1D representation (PCA) for the data. Along with the PC1, two individual features, root mean square (RMS) and spectral flux, that reflect amplitude envelope and timbre respectively are chosen to obtain a 3D representation for the stimuli. The final sampling rate of the acoustic features is 80 Hz. Similarly, the EEG response is resampled to 80 Hz. All experiments on the audio dataset are performed on each of these 3D pre-processed features or the 1D envelope features.

### 4.2. Performance metric

The outputs of linear/deep MCCA models are provided to a linear CCA based model. It is applied to further transform the MCCA/DMCCA model outputs and the stimulus data, separately for each subject. We use the CCA3 configuration described in Cheveigné et al. [26].

The performance comparison between the linear and deep versions of the MCCA models is done using the final correlation scores of the first canonical covariate of the CCA3 method. Another metric to measure the models’ performance is the classification accuracy. For that, we have performed a Cohen’s d-prime match-vs-mismatch classification analysis as discussed by Cheveigné et al. [26].

### 4.3. DMCCA Model

For EEG response from $N$ subjects and a $d_s$ time-lagged 1D (common) stimulus, the encoder section consists of two hidden layers with 60 nodes each and an output layer of 10 nodes. Thus, the final de-noised representations for the EEG responses is 10D. The $N + 1$ ($N$ EEG responses plus the stimuli features) vectors of 10D are concatenated to form a $10(N + 1)$D vector. This vector is provided to each decoder. The decoder section also consists of two hidden layers of 60 nodes and 110 nodes respectively.

The final outputs from the linear MCCA are of 128D and 125D for speech and audio data respectively (same as the input). The outputs from the deep MCCA are of 10D. The linear MCCA first encodes the data onto $d_s$ dimensions and then projects them onto the 128D space [12] (for speech dataset) or 125D (for the audio dataset). The choice of time-lag ($d_s$) for each version of MCCA is done by varying it from 10 to 110. The time-lag which provided the best performance is chosen.

To make the final 1D representations of both the MCCA versions comparable, the 10D denoised EEG response of each subject is provided to the filterbank from the CCA3 method [26] and a PCA to project them onto a 139D subspace. The 10D stimulus features are projected onto a 1D subspace using PCA and provided to the filterbank, resulting in a 21D stimulus features. These features are provided to a linear CCA model to obtain 1D representations [26].

### 4.4. Experimental Setup

From the speech dataset, stimulus-response of 6 subjects is used in the experiments. Each subject has 20 recorded sessions with approximately 160 seconds in each session. We perform 20 fold-validation experiments on these 20 sessions. In each validation experiment, 18
of the 20 sessions are used for training the models, while one of the remaining sessions is used for validation and the other for testing. This results in about 200k samples for training the model.

The audio dataset has EEG response from 48 subjects listening to 4 versions of 4 full length Hindi pop songs, each having about 4.5 minutes duration. We aggregated the stimulus-response data based on the common stimuli. Each subject has 2 EEG recording trials for 2 different stimuli. This results in about 38k samples for training and 2k samples for validation and testing respectively.

The N subjects EEG responses and a time-lagged stimulus (time lag of 40 for linear and 60 for deep MCCA) features are provided to the linear and deep versions of MCCA. The denoised outputs of the MCCA (linear/deep) are provided to the CCA3 method [26]. The final representations of 1D are obtained by the CCA3 method and their correlations are used for comparing the MCCA methods.

A leaky ReLU activation function with a negative slope coefficient of 0.1 is used at the encoder layer in DMCCA model. A linear activation function is used at the output layer of the decoder sections. The dropout regularization [31] is incorporated in the deep models, and the dropout with the best performance is chosen.

The MCCA (linear/deep) denoising step is performed on the combination of EEG responses whereas the final step of CCA3 method is done for each subject separately.

5. RESULTS

5.1. Performance analysis

For speech dataset, the linear and deep MCCA methods are performed on a collection of 6 subjects. The results of the cross-validation experiments for all the 6 subjects are presented in Fig. 2. As seen in the Fig. 2, the audio-EEG correlation is improved for all the subjects using DMCCA. On the average, the DMCCA improves the correlation by around 0.08. Additional experiments comparing the performance of the DGCCA model [24], proposed by Liu et al. [25] and our proposed DMCCA model has been done on the speech dataset. The average correlation of the six subjects has increased from 0.158 (for the DGCCA model) to 0.234 (our proposed model). This shows that this MSE regularization term helps the model improve the correlations.

For the audio dataset, the 48 subjects were divided into sets based on the common stimulus, with 12 subjects in each set. The MCCA methods were tried on these sets separately. One experiment with the preprocessed envelope representing the stimuli features and 3 experiments with the 3D features (from [4]) were performed for both versions of MCCA. The results are presented in the Table. 1. The DMCCA consistently improves over linear MCCA, on an average of 0.29 in the correlation values.

5.2. Statistical Analysis

To test the statistical significance, one tail pairwise t-test is performed on the final correlation values for the linear and deep versions of MCCA. For the speech dataset, it is seen that the improvements are statistically significant ($p < 1 \times 10^{-2}$) for 5 out of 6 subjects. It is found to be statistically significant ($p < 1 \times 10^{-2}$) for all the 4 stimulus features for the audio dataset. Similar to Chevignon et al. [26], Cohen’s d-prime value for match-vs-mismatch classification analysis is also performed. Segments of EEG and stimuli of duration $T$ are selected and the correlation among all the combinations of EEG and stimuli are measured. The correlation of an EEG response and its related stimulus falls under the ‘match’ class, whereas for unrelated stimuli fall under ‘mismatch’ class. For $T$ varying from 1 to 32 seconds, the d-prime values for the MCCA methods, for both the datasets, are tabulated in Table. 2. As seen in Table. 2 for all the segment durations, the deep MCCA improves over the linear version for both the datasets.

6. SUMMARY

In this paper, we have proposed a deep multi-way CCA framework for multi-subject EEG analysis of auditory stimuli. The DMCCA model uses the EEG data from multiple subjects in an autoencoder setup with a shared layer. The model uses a combination of reconstruction loss and correlation loss. The experiments on the speech dataset shows that the model significantly improves the correlations over the linear multi-way CCA. A classification based measure of stimulus-response alignment also shows the benefits of the proposed DMCCA model. Further, we show that the improvements seen in speech data are consistent for EEG-music datasets as well.
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