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요 약
본 논문은 한국어 어휘의미망인 코어넷(CoreNet)을 활용한 비지도학습 방식의 한국어 어의 중의성 해소
(Word Sense Disambiguation)에 대한 연구이다. 어의 중의성 해소의 실질적인 활용을 위해서는 합리적인 수준으로 의미 구분의 필요성이 있다. 이를 위해 동형의어와 코어넷의 개념체계를 활용하여 의미 후보를 나누어 진행하였으며 이렇게 나눈 것이 실제로 활용에서 의미가 있음을 실험을 통해 보였다. 접근 방식으로는 문맥 속에서 서로 영향을 미치는 어휘의 의미들을 동시에 고려하여 중의성 해소를 하도록 목적 구현한 데이터셋에 대하여 80.8%의 정확도를 보였다.

주제어: 어의 중의성 해소, 코어넷, 마코프랜덤필드

1. 서론
어휘는 같은 형태에도 다른 의미를 가질 수 있다. 예를 들면 '배'라는 어휘는 '배를 타다'와 '배를 먹다'라는 두 문장에서 각각 교통수단 배와 과일 배의 의미로 사용된다. 어의 중의성 해소(Word Sense Disambiguation)는 이러한 문맥 속에서 어휘의 의미를 구분하기 위한 것이다. 어의 중의성 해소는 기계번역, 정보 추출 등 자연어처리의 여러 문제에서 활용할 수 있는 중요한 문제이다[1]. 어의 중의성 해소에서 각 어휘의 의미를 선택하는 후보 대상으로 영어권에서는 어휘의의미망인 Princeton WordNet(PWN)에 등재된 의미(Sense)를 기반으로 연구들이 진행되고 있다[1, 2]. 본 연구에서는 한국어 어휘의의미망인 코어넷(CoreNet)[3]에 등재된 의미를 기반으로 어의 중의성 해소를 진행한다. 코어넷에 대한 자세한 내용은 2장에서 다루었다.

PWN이나 코어넷은 의미가 세분화 된, 잘게 나눈(fine-grained)된 어휘의의미망이다. 비슷한 차이를 가지는 의미 후보들이 있어서 사람도 특정 어휘가 어떤 의미로 사용된 것인지 선택하기 어려운 정도이다. 어의 중의성 해소의 실질적인 활용을 위해서는 합리적으로 의미 구분을 할 필요성이 있다[2]. 이에 있어에서는 반타동으로 PWN의 의미를 근거화하여 크게 나눈(coarse-grained)된 어의 중의성 해소를 진행한다[2]. 한국어에서는 동형의어의 어 수준에서 중의성 해소 연구가 진행된 바 있다[4]. 어의 중의성 해소 접근 방식은 크게 지도학습
(Supervised Learning)과 비지도학습(Unsupervised Learning) 방식이 있다. 지도학습은 의미가 태깅된 문장을 학습하여 비교적 높은 성능을 보인다. 그러나 발문을 구축하는 데에 많은 시간과 비용이 들며 학습 데이터가 없는 어휘에 대해서는 중의성 해소가 어렵다는 단점이 있다. 한국어에서는 의미가 태깅된 약 100만 어절의 세분말뭉치 학습을 기반으로 하고 어휘의미망을 활용하여 96.6% 수준의 정확도를 나타낸 연구가 있다[4]. 비지도 방식은 비교적 성능은 낮지만 학습 데이터가 제한되어도 가능하다. 이 방식에서는 어휘의의미망을 활용하는 지식기반의 학습으로서 연구가 상당히 많아 있다[1, 5]. 이러한 연구들은 어휘의의미망의 구조화된 정보를 활용해 그래프 형태의 의미 네트워크를 구성하여 가장 적합한 의미를 찾는 방식이다. 낮은 범위의 어휘를 커버하고 좋은 성능을 내고 있다[6]. 대표적인 최근 연구로 마코프랜덤필드(Markov Random Field) 모델을 기반으로 한 연구가 있다[1]. 문장을 형태소 분석과 의존구조 분석(Dependency parsing)을 통해서 마코프랜덤필드 모델로 구현한 뒤 해당 모델의 최적 사후 확률 추론(Maximum a posteriori inference)을 통해 문장 속의 모든 중의성 후보 대상 어휘의 의미를 찾는 방식이다. 이 모델은 문장 속에서 서로 영향을 주는 어휘의 의미들을 동시에 고려하여 어의 중의성 해소를 할 수 있다.

본 논문은 한국어 어휘의의미망인 코어넷을 활용한 비지도학습 방식의 한국어 어의 중의성 해소에 대한 연구이다. 의미 후보의 크게 나눈을 위해 동형의어와 코어넷의 개념체계를 활용하였다. 이에 대한 자세한 설명은 2장에서 다했다. 비지도학습 접근 방식으로는 마코프랜덤필드를 바탕으로 한 자식 기반 모델[1]을 코어넷의 개념체계를 활용하여 한국어에 적용하였다. 이에 대한 내용은 3장에서 설명하였다. 4장에서는 이 방식을 평가하기 위해 직접 구축한 데이터에 대하여 설명하였다. 5장에서는 코어넷의 개념체계를 활용하여 의미 후보 구분을 한 것이 실제 응용에서 의미가 있음을 보이는 실험과 본 논문의 접근 방식의 성능에 대해 서술하였다. 6장에서는 결과와 향후 연구에 관해 서술하였다.
2. 코어넷과 개념체계를 통한 어의 중의성 해소
2.1 코어넷
코어넷[3]은 한국어의 명사, 형용사, 동사의 의미와
관계를 나타내며 중국어, 일본어, 영어의 개념과도 연결
된 다국어 어휘 의미망이다. 한국어 기본 어휘 개념의
약 50% 이상을 설명할 수 있다고 알려져 있다[7]. 총 7만 3000
여개의 의미와 동사로 구성되어 있으며 각 의미의 정의문, 예문
과 같은 부가적인 수가 포함되어 있다. 각 의미들은
한국 학회 유니버스 큰 사전의 동형어의와 다의어 변호
를 통해 구분되어 있다.

2.2 코어넷의 개념체계
코어넷의 각 의미는 좀 더 보편적인 의미를 가진 코
어넷의 개념체계와 연결되어있다. 이 개념체계는 일본
NTT ‘어휘의의속성체계’를 기반으로 한국어 특성에 맞
게 227개를 확장하여 총 2,954개의 개념으로 이루어져 있
다. 각 개념이 상/하위 관계를 맺고 있는 최대 깊이
12인 트리 형태의 계층적 구조이다. 또한 각 개념은
동사, 명사, 형용사를 가우스는 품사 독립적인 체계로
이 개념을 통해서 한국어 일본어와 연결되어 있고, 영어
WordNet의 의미와도 연결되어 있다. 그 예시는 그림 1과 같다.

2.3 어의 중의성 해소에 코어넷 개념체계 활용
어의 중의성 해소의 실질적인 쓰임을 위해서는 합리적
인 수준에서 의미 구분할 필요성이 있다[2]. 본 연구
에서의 분석 대상은 다른 한국어 연구처럼 동형어의와
사용하던 코어넷의 개념체계를 활용하였다. 코어넷 상
에서 일반적으로 동형어의 변호가 다른 의미도 대부분
서로 다른 개념들에 연결되어 있다. 그러나 몇 가지
예외가 있다. "사과_0 : 사과참외의 열매", "사과
_0_0 : 사과나무의 열매"는 서로 다른 동형어의 변호
를 가지지만 둘 다 '과일'이라는 개념에 연결되어 있다.

![구체/추상 [Entity] 그래프]

그림 1 코어넷의 개념체계 및 의미

3. 접근 방식
본 논문의 주 접근 방식은 3.2장에서 서술한 마코프렌
덤필드 기반 방식이다. 다른 접근 방식으로 3.1장에 서
술한 TF-IDF 벡터 유사도 방식을 활용하였다. 이 방식은
마코프렌덤필드 기반 방식의 모델을 구현하는 데 필요한
gan 개념에 대한 빈도수 값을 구할 때 활용하였다. 이에
이론 자세한 내용은 3.2장에 서술하였다. 각 접근방식의
상세내용은 다음과 같다.

3.1 TF-IDF 벡터 유사도
각각의 후보 의미와 연결된 개념 아래에 있는 모든 의
미의 정의문+예문의 TF-IDF 벡터와, 어의 중의성 해소를
하고자 하는 어휘가 포함된 문장의 TF-IDF 벡터의 코사
인 유사도(Cosine Similarity)로 측정한다. 이때 가장 큰
값을 가지는 후보를 선택한다. 의미 후보 중 여러 개의
개념이 연결된 것이 있으면 해당 개념 중 하나만 맞춤
받는 것으로 한다.

예를 들면 다음과 같다. ‘경기[경기]에서 연장전 끝
에 한가가 이었다,’라는 문장에서 ‘경기’라는 어휘의
중의성 해소를 할 때 '체육 운동으로 승부를 겪는' 등의
뜻을 가지는 의미 후보가 있다. 이 의미 후보는 코어
넷에서 그림 1과 같이 ‘경기’이라는 개념과 연결되어
있다. ‘경기’ 개념 하위에 있는 ‘경기_1_2’ 뿐만 아
나 ‘거두라_0_1’, ‘결승전_0_0’ 등의 의미의 정의

| 부호 | 개념 | (동형어의어, 다의어 변호) 번호 | 정의문 |
|------|------|-----------------------------|--------|
| 0    | 사과 | (8,0)                       | 사과참외 | 사과나무의 열매 |
| 1    | 과일 | (6,1)                       | 과일    | 과일의 열매 |
| 2    | 사과 | (10,0)                      | 사과    | 사과나무의 열매 |
|      |      | (6,2)                       |         | 사과나무의 열매 |
|      |      | (8,0)                       |         | 사과나무의 열매 |

표 1 동형어의어와 코어넷 개념체계를 사용했을 때 '사과'
과의 의미 후보 분류 예시

| 부호 | 개념 | (동형어의어, 다의어 변호) 번호 | 정의문 |
|------|------|-----------------------------|--------|
| 0    | 사과 | (8,0)                       | 사과참외 | 사과나무의 열매 |
| 1    | 과일 | (6,1)                       | 과일    | 과일의 열매 |
| 2    | 사과 | (10,0)                      | 사과    | 사과나무의 열매 |
|      |      | (6,2)                       |         | 사과나무의 열매 |
|      |      | (8,0)                       |         | 사과나무의 열매 |

표 2 후보 선택 대상별 선택 모호성

| 문구 대상 | 다의어 | 동형어의어 | 동형어의어+개념 |
|-----------|-------|------------|----------------|
| 모호성    | 5.00  | 2.94       | 2.66           |
문과 예문까지 활용하여 TF-IDF 벡터를 생성하고 입력문장과 비교하는 방식이다.

TF-IDF 벡터의 차원은 전체 문서 집합에 나타난 서로 다른 어휘의 개수와 같고 벡터의 원소는 각각의 어휘에 대한 값을 나타낸다. 그 값은 다음과 같이 표시한다.

\[ tfidf(t, D) = tf(t, D) \times idf(t, D) \]

\[ D \]는 전체 문서 집합을 나타내고 본 연구에서는 한국학회 워크숍 사전에 등재된 각각의 의미 하나의 정의문과 예문을 문서 하나로 설정한다. 단어 번도 \( tf(t, D) \)는 어휘 \( t \)가 특정 문서 또는 문서 \( D \)에 나타난 횟수이다. 역문서 번도 \( idf(t, D) \)는 문서 집합 \( D \)에 어휘 \( t \)가 출현한 문서의 수의 역수 값에 로그를 취한 값이다. 두 문장 TF-IDF 벡터의 코사인 유사도는 같은 어휘가 서로 많이 등장할수록 높아진다는 원리를 활용한 것이다.

3.2.1 모델의 작동 원리

먼저 그래프 모델을 사용하여 문장 속의 모든 중성적 해소 대상 어휘에 대해 동시에 어휘를 추론하는 이유는 다음과 같다. 어휘의 의미는 기본적으로 같은 문맥 속에 다른 어휘의 의미에 영향을 받는다.

'대상 수상'

이러한 문장에서 '대상'은 (1) 최고 수, 2) 객관의 사물 등의 의미가 있고 '수상'은 (a) 상을 받음, (b) 내각의 우수동기 등의 의미가 있다. '대상'이 (1)의 의미로 쓰인 것을 알기 위해서는 '수상'이란 어휘만으로는 알 수 없는 '수상'이 (a)의 의미로 쓰인 것을 알아야 파악할 수 있다. 따라서 문장 속 모든 어휘의 의미를 한변에 결합 추론하는 그래프 모델이 사용되었다.

두 번째로, 문장 속에 모든 어휘가 서로 직접 영향을 미치지는 않는다. 그 예시는 (2)와 같다. '배를 먹은 뒤 배가 아팠다'라는 문장에서 첫 번째 '배'라는 어휘에는 '배다'라는 어휘만 영향을 미치고 두 번째배는 '아프다'라는 어휘만 영향을 미친다고 볼 수 있다. 영향을 미치는 어휘를 선택하는 방식에는 여러 가지가 있을 수 있지만 이 모델에서는 그림 2처럼 의존구조 분석 결과 직접 연결이 되어있는 어휘를 서로 영향을 미치는 대상으로 선택하여 이 경우에만 마코프랜덤필드의 간선을 생성해 주었다.

그림 2 문장의 의존구조 분석 결과

3.2.2 모델 상세

먼저 문장이 주어지면 문장에서 모든 일반명사(NNG), 동사(VV), 형용사(VA) 중 코어넷에 등재된 어휘를 중의성 해소 대상 어휘로 선택한다. 이 과정에서 ETRI 언어 분석기를 활용하였다. 즉 마코프랜덤필드의 정점들 \( X = \{x_1, x_2, ..., x_n\} \)로 표현한다. \( x_i \) 값들은 각각 \( m_i \)개의 개념 값을 가질 수 있다. \( x_i \) 가 가질 수 있는 후보 개념들은 \( s_{ij}, s_{ij}, ..., s_{imi} \)로 표현한다. 예를 들어 그림 2의 문장 같은 경우 \( x_1 = '배' \)가 가질 수 있는 개념을 나타내는 확률변수, \( x_2 = '먹다' \)가 가질 수 있는 개념을 나타내는 확률변수를 의미한다. \( x_1 \)의 후보 \( s_{1j} = '탈 것' \)센터(0), \( s_{1j} = '과일' \)센터(1) 등이 되는 식이다.

이 방식도 3.1 방식과 마찬가지로 의미 후보가 여러개의 개념과 연결되어 있으며 그 중 하나만 맞추면 맕게 중의성 해소를 한 것으로 보았다.

이 마코프랜덤필드 모델의 포텐셜 함수 값으로 정점의 포텐셜 함수 \( \psi(x_i) \)와 간선의 포텐셜 함수 \( \psi(x_i, x_j) \)가 있다.

\[ \psi(x_i) = s_{ij} \propto \log(\text{frequency}(s_{ij}) + e) \]

\( e \)는 '어떤'이라는 어휘만 영향을 미친다고 볼 수 있다. 영향을 미치는 어휘를 선택하는 방식에는 여러 가지가 있을 수 있지만 이 모델에서는 그림 2처럼 의존구조 분석 결과 직접 연결이 되어있는 어휘를 서로 영향을 미치는 대상으로 선택하여 이 경우에만 마코프랜덤필드의 간선을 생성해 주었다.

\[ \psi(x_i, x_j) = s_{ij} \propto \text{Relatedness}(s_{ij}, s_{ij}) \]

연관이 있는 두 어휘가 동시에 특정 개념들을 가질 경우를 나타내는 간선 포텐셜 함수는 위와 같이 두 개념간
의 관련성에 비례한다. 이 모델에서 간선은 ETR이 언어 분석기를 활용해 의존구조 분석결과 적절하게 연결된 경우만 간선을 생성해 주었다. 이 간선 집합을 E 라 할 때 \((x_i, x_j) \in E\)이다. 관련성은 아래 두가지 방식으로 측정하여 각각 실험하였다.

(1) Relatedness\((s^p_i, s^p_j) = 1/\text{shortestpath}(s^p_i, s^p_j) + 1\) 
(2) Relatedness\((s^p_i, s^p_j) = \log(f\text{requency}(s^p_i, s^p_j) + e)\)

(1)의 경우는 코어넷의 개념들간의 관계를 활용하여 두 개념간의 최단 경로의 양수를 취하였다. 이 방식은 [1]에서 사용한 방식과 같다. (2)의 경우는 \(frequency(s^p_i, s^p_j)\)을 구할 때와 같은 방식으로 두 개념이 한 문장에서 동시에 등장하는 횟수를 세었다. 최종적으로 이 모델의 포텐셜 함수는 다음과 같다.

\[
\psi(X) = \prod_{x_i \in X} \psi(x_i) \prod_{(x_i, x_j) \in E} \psi(x_i, x_j)
\]

\(S\)를 각각의 어휘에 대해서 선택된 개념들이라고 할 때, 위와 같은 포텐셜 함수를 가지는 모델에 아래와 같은 최대 사후 확률 구문들을 통해서 중의성 해소를 한다. 이를 구현하기 위하여 [9]을 사용하였다.

\[
\arg \max_S \psi(X = S)
\]

3.2.3 모델의 작동 예시

그림 3에 나타나 있는 문장은 우리의 데이터 중 하나이다. ‘자고산 서쪽 [사면]’이 낙동강의 동쪽 강변과 맞아 있는 문장이다. 이 문장에서 ‘사면’은 의존구조 분석 결과로 사면과 서쪽의 ‘야당’에 영향을 받는다. 서쪽과 ‘야당’은 해당 모델에서 각각 ‘방위’와 ‘연결’이라는 개념을 가지는 의미 후보로 선택되었다. 이에 사면의 의미 후보 중 ‘쓰스듬한 바다’란 뜻의 후보는 ‘면(面)’이라는 개념과 연결되어있다. 반면(면)이란 개념이 서쪽-‘방위’와 담보-‘연결’이라는 개념과 가지는 관련성이 다른 후보들에 비해 높기 때문에 이 의미 후보가 선택되었고 알맞게 선택된 결과이다. 빈도수와 비례하는 경정 포질션 값은 ‘의’를 용서하여 형성을 면제할’의 뜻을 가진 후보가 높지만 관련성과 고려하여 앞맞은 후보로 선택되었다. 그림 3의 관련성 포질션 함수 값은 MRF co-occur 기준으로 기재되었다.

4. 데이터

먼저 위키피디아 앱란질 문서에서 임의로 문장을 추출하였다. 각 문장에서 일반명사, 동사, 형용사 중 하나이면서 코어넷에 등재된 어휘 중 임의의 하나로 선택하는 식으로 구축하였다. 이렇게 선택된 하나의 문장과 문장 속의 어휘로 이루어진 데이터에 대해서 3명의 사람이 알맞은 의미 후보를 선택하였다. 이 방식으로 총 470개의 데이터가 구축되었으며 구체적인 통계는 표 3과 같다.

![그림 3 모코프램프필드 모델의 작동 예시](image)

구축한 데이터 중 중의성이 있는 어휘 중 후보가 2개 이상인 데이터는 총 215개였다. 표 3에서 ‘# 어휘’는 데이터에서 중의성 해소 대상이 되는 서로 다른 어휘의 개수를 의미한다. ‘# 의미’는 데이터에서 어휘의 갯수도 서로 다른 후보 의미로 쓰였으면 따로 세어서 계산한 것이다.

| 표 3 데이터 통계 |
|------------------|
| # 데이터 | # 어휘 | # 의미 |
| 모든 데이터 | 470 | 322 | 328 |
| 후보 2개 | 215 | 144 | 150 |

5. 실험 및 결과

5.1 성능

| 표 4 접근 방식별 정확도(Accuracy) |
|------------------|
| 방식 | RANDOM | TF-IDF | MRF SP | MRF co-occurrence |
| 모든 데이터 성능 | 73.6 | 88.5 | 91.3 | 91.1 |
| 후보 2개 | 42.2 | 74.9 | 80.9 | 80.5 |

우리가 구축한 데이터에 대하여 정확도를 측정한 결과는 위와 같다. 정확도는 다음과 같이 측정하였다. 정확도 = (시스템이 맞춘 개수)/(데이터 개수) * 100

RANDOM은 후보 중 임의로 하나를 선택하는 방식이며 5회 시행하여 평균을 내었다. TF-IDF는 3.1장에서 서술한 TF-IDF 벡터 유사도를 기본으로 한 방식이다. MRF SP와 MRF co-occurrence는 3.2장에서 서술한 마코프프램프필드 기반의 방식이다. 차이는 두 개념간의 관련성 포질션 함수 값을 다른 방식으로 구한 것인데, MRF SP는 3.2장의 (1)방식인 개념간의 최단 경로의 임의, MRF co-occurrence는 (2) 방식인 두 개념간 동시 출현 빈도수로 결정한 경우이다. 마코프프램프필드 기반 방식은 우리 데이터의 중의성이 있는 어휘에 대해서 80.9%의 정확도를 보였다. 임의로
선택한 베이스라인보다 많이 높은 정확도이고 정의문 및 예문의 유사도를 비교한 TF-IDF 방식보다 약 6%의 성능향상을 보여주었다. 이를 통해 문장 속에 서로 영향 받는 어휘의 의미들을 동시에 고려하여 추론하는 것이 의미가 있음을 보였다.

5.2 코어넷을 활용한 어의 중의성 해소 적용 결과
문장에서 관계추출(Relation Extraction)을 하는 문제에 본 연구의 어의 중의성 해소를 적용하였을 때 성능향상을 보였다. 이를 통해 코어넷의 개념체계를 활용하여 의미 구분을 한 후 어의 중의성 해소를 할 것이 실제 문장에서 의미가 있음을 알 수 있다.

구체적인 적용방식은 다음과 같다. Convolutional Neural Network 기반의 관계추출 기법(10)을 본 연구팀에서 한국어로 대규모로 구현한 모델에 어의 중의성 해소를 적용하였다. 관계추출 대상이 되는 문장을 토큰화한 후 각 토큰에 대한 임베딩 벡터가 이 모델의 입력으로 들어간다. 임베딩 벡터는 의미적인 연관성을 높은 토큰들은 유사한 실수 벡터값으로 생각하는 점이 있다. 그런데 단어는 토큰화 할 때 형태소 단위로만 토큰화를 하면 중의성이 있는 단어들은 구분하기 힘들다. 어의 중의성 해소를 통해 이 각각의 토큰들에 의미를 대응하여 형태소는 서로 다른 의미를 가지는 어휘가 임베딩시 구분될 수 있도록 하였다.

표 5에서 형태소만으로 임베딩을 하였을 때 ‘시장’과 가까운 단어는 ‘물건을 사고 파는 장소’라는 뜻과 관련된 단어들만 나오는 반면 의미를 대응한 후에는 ‘시장’의 두 가지 의미와 각각 관련된 단어들이 나오도록 임베딩이 된 것을 확인할 수 있다. 또한 표 6에서 보듯 이 의미 태깅 후에 임베딩을 하면 어휘의 형태소 단위로만 토큰화해서 임베딩 하는 것보다 관계 추출의 F1-score 성능이 약 7% 향상되었다.

6. 결론 및 향후 연구
본 연구에서는 한국어 어휘의 의미만의 코어넷의 개념체계를 활용하여 비지도학습 방식의 어의 중의성 해소를 진행하였다. 비지도학습이기 때문에 의미가 부착된 말뭉치 학습 데이터가 없어도 되며 마코프/random field 모델과 의존구조 분석을 통해 문맥 속의 다른 어휘의 의미까지 고려하여 중의성 해소를 진행한다는 특징을 가지고 있다. 또한, 이러한 접근 방식과 의미 후보 분류에 있어서 보편적으로 계층적인 의미를 가지는 코어넷의 개념체계를 활용하였다는 데에서 의미가 있다. 이 방식을 통해 우리가 구현한 데이터에서 중의성이 있는 어휘에 대하여 80.9%의 정확도를 보였고, 코어넷의 개념체계를 활용하여 의미의 후보 구분을 한 후 어의 중의성 해소를 하는 것이 실제 응용에서 의미가 있음을 보였다.

코어넷을 대상으로는 의미가 태깅된 말뭉치가 없어서 해당 모델의 합산 값 중 하나인 개념의 브로드성을 가진 때 TF-IDF 베이스라인 모델에서 계획을 줄이고 정밀도를 높이 설계로 구하였다. 정밀도를 0.965%까지 높인 상태로 진행하기 위해서 470개는 비교적 적은 데이터에 대해서도 짧게 조정된 데이터가 활용할 필요성이 있다. 이와 관련해 한국어에는 약 100만 어장 의미가 태깅된 사전이 구축되어 있다. 이는 표준 국어 대사전의 의미 정보를 바탕으로 구성이 되었다. 단면 코어넷은 한글 학회 우리말 사전의 의미 정보를 사용하여 의미가 구분되어 있다. 향후는 코어넷에서 개념체계를 잘 활용할 수 있는 방안을 연구하여 비지도학습(Semi-Supervised Learning) 등의 방법으로 성능향상을 이룰 수 있을 것으로 기대한다.
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