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Abstract

This paper presents a simple mathematical model that answers how much testing and tracing we need to do to suppress new surges of COVID-19 infections after reopening. We derived the model by modifying the SEIR model taking into the effects of testing and tracing. The following equation is one of the essential outcomes of the model:

$$ \rho > \frac{R_0 S}{N} - \frac{1}{D(1 + \eta R_0)} $$

Where $\rho$ is the percentage of infectious people that have to be detected per day, $R_0$ is the basic reproduction number, $S/N$ is the percentage of the susceptible population over the entire population, $D$ is the length of the infectious period, and $\eta$ is the percentage of close contacts that have to be traced. If the above equation is satisfied, we can bring the effective reproduction number $R_e$ to below 1 to get the transmission suppressed. This model demonstrates that together with social-distancing measures such as wearing masks in public, with a reasonable amount of testing and tracing, we may suppress the COVID-19 transmission for good. For example, if social distancing measures can bring $R_0$ to below 1.2, for $D$ being 10 days, in places where 15% people have developed antibodies, we can suppress the transmission by detecting only 0.13% of the infectious population daily while tracing 50% of their close contacts. The model provides intuitive insights and quantitative guidance for policymakers and public health practitioners to deploy the testing and tracing resources optimally.

1. Introduction

As countries reopen their societies and economies from the COVID-19 lockdowns, the biggest concern is whether we will have new waves of infections. Before we have effective drugs and vaccines, the only measures we can rely on to suppress the transmission are social distancing such as wearing masks, testing to detect the infectious people to isolate them, and tracing their close contacts to quarantine them. This paper presents a simple mathematical model for the amount of testing and tracing needed to suppress the transmission, under the condition that certain social-distancing measures are in place, such as wearing masks in public.

The critical parameter of any infectious disease is its basic reproduction number $R_0$, the average number of people can be infected by an infectious person during his entire infectious period, without any intervention or mitigation measures. With various intervention and mitigation measures in place, the reproduction number changes, the literature often denote $R_t$ as the reproduction number at a given time $t$. The literature further defines $R_e$ as the effective
reproduction number taking into consideration of the effects of all the measures that can be taken, including social distancing, testing, and tracing with isolation. The goal of suppressing the transmission is to make \( R_e < 1 \).

One of the most widely used math models for infectious diseases is the SEIR model[1][2]. As depicted in Figure 1, the total population in consideration is divided into four distinctive compartments, denoted as \( S \)-susceptible, \( E \)-exposed (those contracted the disease but not yet infectious), \( I \)-infectious, and \( R \)-removed.

![Figure 1. The SEIR compartment model for infectious diseases](image)

In Figure 1:

- \( S \) – the size of the population of susceptible.
- \( E \) – the size of the population exposed to the disease and infected but not infectious yet.
- \( I \) – the size of the population of infectious.
- \( R \) – the size of the population of removed from both susceptible \( S \) and infected population \( E + I \), including the recovered.

All of the above four variables change over time as an infectious disease progresses.

- \( N \) – the size of the entire population in consideration \( N = S + E + I + R \), which is a constant if without considering natural births and deaths, and the deaths due to the disease are negligible compared with \( N \).
- \( \beta \) -- the average daily number\(^1\) of people to be infected by an infectious person, when \( S = N \).
- \( \delta \) -- the latent rate, \( \delta = \frac{1}{L} \), where \( L \) is the average length of time from being exposed to being infectious\(^2\).
- \( \gamma \) -- the remove rate, \( \gamma = \frac{1}{D} \), where \( D \) is the average length of the infectious period.

This model makes the following assumptions:

(i) It ignores the effects of both natural births and deaths and the deaths due to the disease in consideration.

(ii) It defines “exposed” as those who already contracted the disease but not infectious yet, i.e., they are in the latent period.

---

\(^1\) Note here we use “daily number” to make it easy to understand. In rigorous math terms, the “daily number” should be the number occurring in unit time. We use "daily number" throughout the text without further noting.

\(^2\) Here we assume the exposure time is the same as the infection time although in general, that may not always be true. Note also that the latent period is not the same as the incubation period unless the patients become infectious exactly when they start to have symptoms[3][4]. But in any case, these differences do not affect our final result since it does not depend on this parameter \( \delta \).
(iii) The “removed” are not infectious nor to be subject to another infection. The "removed" are those who no longer infectious, whether recovered clinically or not.

Since $\beta$ is the daily number of people infected by an infectious person, the transfer rate from $S$ to $E$ is $\beta l \frac{S}{N}$. Note, even though each infectious person can infect $\beta$ persons daily if $S=N$, as the population of $S$ shrinks, they have fewer to infect, thus the daily number of new infected is scaled by the factor of $\frac{S}{N}$. The transfer rate from $E$ to $I$ is inversely proportional to the length of the latent period. Similarly, the transfer rate from $I$ to $R$ is inversely proportional to the length of the infectious period.

With the above transfer rates between the compartments, we can have the following set of differential equations:

$$\frac{dS}{dt} = - \beta l \frac{S}{N}$$

$$\frac{dE}{dt} = \beta l \frac{S}{N} - \delta E$$

$$\frac{dI}{dt} = \delta E - \gamma I$$

$$\frac{dR}{dt} = \gamma I$$

$$\frac{dS}{dt} + \frac{dE}{dt} + \frac{dI}{dt} + \frac{dR}{dt} = 0$$

Given the above set of equations, with a set of initial conditions, we can have the populations' size at any given time $t$. However, what we are most interested in here is whether the infected population will increase or decrease. The rate of change of the infected population is:

$$\frac{d(E + I)}{dt} = \beta l \frac{S}{N} - \gamma I$$

To suppress the transmission, we need the population of $E + I$ to decrease over time, that is,

$$\frac{d(E + I)}{dt} < 0$$

That is,

$$\beta l \frac{S}{N} - \gamma I < 0$$
Since $\gamma = \frac{1}{D}$, $\frac{\beta}{\gamma} = \beta D = R_0$, we have

$$R_0 \frac{S}{N} < 1 \quad (Eq. 1)$$

As an infectious disease progresses, $S$ keeps decreasing, when $\frac{S}{N} < \frac{1}{R_0}$, Eq. 1 is satisfied; thus, the disease will die out. The literature refers to such a scenario as the population reaches the "herd immunity".

2. The SEIR model with Testing and Tracing

Without intervention measures, the infected population can only decrease as people naturally recover. The effects of testing and tracing are to artificially decrease the population of the infected by detecting and tracing then isolating them so that they can no longer infect other people. The SEIR model depicted in Figure 1 can be modified considering the effects of testing and tracing, as shown in Figure 2.

Note here we add two more compartments:
- $C$ – the number of the close contacts traced and quarantined.
- $Q$ – the number of infectious people who are detected or traced and isolated.

We have:

$$S + E + I + R + C + Q = N$$

We further define $\beta = ab$, where:
- $a$ – the probability of a close contact to be infected by an infectious person.
- $b$ – the average number of close contacts an infectious person makes per day.
For measuring quantities of testing and tracing, we need to add two more variables as below: 

\( \rho \) -- the percentage of infectious people that are detected per day.

\( \eta \) -- the percentage of close contacts that are traced per day.

By definition, the number of infectious people detected per day is \( \rho I \), hence the transfer rate from \( I \) to \( Q \) due to the detection is:

\[ \rho I \]

The number of close contacts made by each infectious person per day is \( b \), then the number of close contacts made per day by the infectious people detected is \( b \rho I \); thus the total number of close contacts made by these infectious people during their entire infectious period \( D \) days is \( bD\rho I \). Therefore, the total number of close contacts that are traced per day is:

\[ \eta bD\rho I \]

The close contacts can be in any of the three boxes \( S \), \( E \), and \( I \), depending on when they had close contact with an infectious person. Those who had close contact with an infectious person within the \( L \) days are not yet infectious thus in either box \( S \) or \( E \), while those who had close contact more than \( L \) days ago become infectious thus are in box \( I \). Now we have the following transfer rates due to the tracing:

From box \( E \) to \( C \):

\[ \eta abL\rho I = \eta \beta L\rho I \]

From box \( S \) to \( C \):

\[ \eta (1-a)bL\rho I \]

From box \( I \) to \( Q \) (in addition to the transfer rate due to the detection) is:

\[ \eta ab(D-L)\rho I = \eta \beta (D-L)\rho I \]

We assume the infectious people in box \( Q \) are removed at the same rate as those in box \( I \), then the transfer rate from box \( Q \) to \( R \) is:

\[ \gamma Q \]

In box \( C \), where there are both infected and non-infected. Those who are infected start to become infectious after their latent period, thus the transfer rate from box \( C \) to \( Q \) is:

---

3 Here we assume the length of the infectious period \( D \) is equal or longer than the length of the latent period \( L \), which is the case for COVID-19.

4 We assume testing every close contact as soon as they are traced so we know who is infectious to be isolated.
While the transfer rate from box C back to S is

\[(1-a)\delta C\]

With the above transfer rates among the compartments established, we can have the following set of differential equations:

\[
\frac{dS}{dt} = (1-a)\delta C - \beta I \frac{S}{N} - \eta (1-a) b \rho I
\]

\[
\frac{dE}{dt} = \beta I \frac{S}{N} - \delta E - \eta \beta L \rho I
\]

\[
\frac{dI}{dt} = \delta E - \gamma I - \rho I - \eta \beta (D-L)\rho I
\]

\[
\frac{dR}{dt} = \gamma I + \gamma Q
\]

\[
\frac{dC}{dt} = \eta L (1-a) b\rho I + \eta abL \rho I - a\delta C - (1-a)\delta C = \eta b L \rho I - \delta C
\]

\[
\frac{dQ}{dt} = a\delta C + \rho I + \eta \beta (D-L)\rho I - \gamma Q
\]

\[
\frac{dS}{dt} + \frac{dE}{dt} + \frac{dI}{dt} + \frac{dR}{dt} + \frac{dC}{dt} + \frac{dQ}{dt} = 0
\]

Given the above set of equations, with a set of initial conditions, we can have the populations' sizes at any given time \(t\), at least numerically. Again, here we are only interested in the changes in the infected population. Note \(E+I\) is the total population of infected,

\[
\frac{d(E+I)}{dt} = \beta I \frac{S}{N} - \eta \beta D \rho I - \gamma I - \rho I = \beta I \frac{S}{N} - (\eta \beta D \rho + \gamma + \rho) I
\]

To suppress the transmission, we need the population of \(E+I\) to decrease, that is,

\[
\frac{d(E+I)}{dt} < 0
\]

That is,

\[
\beta I \frac{S}{N} - (\eta \beta D \rho + \gamma + \rho) I < 0
\]
\[
\beta \frac{S}{N} < (\eta \beta D \rho + \gamma + \rho)
\]

\[
\rho (1 + \eta \beta D) > \beta \frac{S}{N} - \gamma
\]

\[
\rho > \frac{\beta \frac{S}{N} - \gamma}{1 + \eta \beta D} \quad (Eq. 2)
\]

Since \( \frac{\beta}{\gamma} = R_0 \), dividing both nominator and denominator of Eq. 2 with \( \gamma \), we have:

\[
\rho > \frac{R_0 \frac{S}{N} - 1}{D(1 + \eta R_0)} \quad (Eq. 3)
\]

An equivalent form of Eq. 3 is:

\[
\frac{R_0 \left( \frac{S}{N} - \eta \rho D \right)}{1 + \rho D} < 1 \quad (Eq. 4)
\]

The left side of the Eq. 4 is the effective reproduction number \( R_e \), taking into the consideration of the effects of both testing and tracing. That is, if Eq. 3 holds, we have:

\[
R_e = \frac{R_0 \left( \frac{S}{N} - \eta \rho D \right)}{1 + \rho D} < 1 \quad (Eq. 5)
\]

3. How much testing and tracing needed

Eq. 4 defines the relationship between the daily testing ratio \( \rho \) and the daily tracing ratio \( \eta \) for various reproduction numbers \( R_0 \). For COVID-19, authors in [5] quoted 12 studies of the basic reproduction number, mostly from China before any intervention measures were taken, and come up with the average \( R_0 = 3.28 \) and median \( R_0 = 2.79 \). Another study involving a large number of cases in Wuhan, China, shows that average \( R_0 = 3.25 \) from January 1 to January 23, 2020, before Wuhan was locked down [6].

When \( R_0 \) is as high as 3.28, testing and tracing alone will not be able to suppress the transmission, we have to resort to additional measures such as social distancing. Among various social distancing measures, wearing masks in public has been proven effective. Research done at Hong Kong University shows that surgical masks can effectively reduce the transmission of the various viruses [7]. The research provided data for the reduction of virus transmission in six different scenarios: transmitting droplets larger than 5 \( \mu m \) and aerosols
smaller than 5 µm for coronavirus, influenza virus, and rhinovirus, respectively. Averaging over the six scenarios, wearing masks can reduce the transmission rate by 63%.

If we consider only wearing masks in social distancing and ignore the effects of other measures such as washing hands frequently and keeping physical distances, the reproduction number with social distancing, denoted as \( R_s \), can be \( 3.28 \times 37\% = 1.23 \). Note \( R_s \) is determined only by the effects of social-distance measures in place. In the following discussion, we assume the social-distance measures remain the same over time so that \( R_s \) does not change with time.

Note that \( R_0 = 3.28 \) is among the highest values observed so far, mostly derived from the studies in large metropolitan areas like Wuhan in China, where population density is among the highest in the world. In the US, however, much lower \( R_0 \) has been observed as indicated in the websites https://rt.live/ and https://covid19-projections.com/infections-tracker/. The websites quoted that the average \( R_0 \) in the US is 2.22 before any intervention measure was taken. In all the states, only New York had \( R_0 = 3.66 \), while all other states had \( R_0 \) lower than 2.5.

When we calculate the amount of testing and tracing needed, we need to consider the effects of social-distancing measures already in place. Thus, we need to use the reproduction number with social distancing \( R_s \) rather than the basic reproduction number \( R_0 \). In the following discussion, we replace \( R_0 \) with \( R_s \) in Eq. 3 to have:

\[
\rho > \frac{R_s \frac{S}{N} - 1}{D(1 + \eta R_s)} \quad (E q. 6)
\]

Since \( S \) changes over time, so too \( R_s \frac{S}{N} \) which is the reproduction number at time \( t \), as defined in[8]:

\[
R_t = R_s \frac{S}{N} \quad (E q. 7)
\]

Similarly, Eq. 6 can be represented as:

\[
R_e = \frac{R_s \left( \frac{S}{N} - \eta \rho D \right)}{1 + \rho D} < 1 \quad (E q. 8)
\]

Now \( R_e \) is the effective reproduction number taking into consideration of the effects not only testing and tracing but also that of social distancing. It is clear here that \( R_e \) changes with time since \( R_t \) (or equivalently \( \frac{S}{N} \)) changes with time.

Our model depends on the value of \( D \) which is the average length of the infectious period. To suppress the transmission, it is critical to understand when infected people start to shed virus, the intensity of the virus shedding over the infectious period, and how long an infected person
can be infectious. Studies show that the median incubation period is 5.1 - 6.4 days [9][9]. A recent study by Singapore NCID shows that the infectious period of symptomatic individuals may begin around 2 days before the symptom onset and persists for about 7 - 10 days after the symptom onset [11]. Virus shedding was found highest in the first 2-4 days from symptom onset and remain high during the first week of symptoms [12].

In most cases, the virus could not be detected after 21 days from the symptom onset [13]. Another study shows that the viral load of severe cases is 60 times higher than the mild cases, 90% mild cases cleared virus after 10 days from symptom onset, but all severe cases not [14]. Active viral replication drops quickly after the first week, and a viable virus was not found after the second week of illness despite the persistence of PCR detection of RNA [11][15].

Note that the shorter the $D$ is for a given $R_s$, the faster the disease spreads, thus harder to control. From the studies so far, the COVID-19 infectious period is found between 10-20 days, with 10-days being the most severe condition, hence the most conservative assumption to use in modeling. In the following two plots, we use $D=10$ days, and $\frac{S}{N} = 1$ as a conservative bound.

Figure 3 is the plot of daily detection ratio vs. daily tracing ratio, for different $R_s$.

For $R_s = 1.1$, the maximum amount of detection we need to suppress the transmission is to catch 1% of the infectious population per day, assuming we do not do any tracing. If we can trace 100% of close contacts, we only need to detect 0.5% of the infectious population per day. For the scenario of $R_s = 1.2$, if we can trace only 50% of the close contacts, we would need to detect 1.3% of the infectious population per day.
Figure 4. Daily detection ratio as a function of $R_s$ for different tracing ratios

Figure 4 depicts the detection ratio as function of $R_s$ for three different tracing ratios $\eta = 25\%$, $\eta = 50\%$, and $\eta = 75\%$, respectively. We notice that as $R_s$ increases, the quantity of detection required increases quickly. When $R_s = 2.0$, if we can trace 50% of close contacts, we would need to detect 5% of infectious people per day. It is also worth noting that when $R_s$ is small, e.g., close to 1.0, tracing does not make as much a difference as when $R_s$ is larger. For the given costs of the detection and the tracing, we can find the optimal quantities of testing and tracing to minimize the total cost. For example, as the testing becomes more available and its cost drops, if tracing is too hard to do, we may choose to do more testing than tracing.

In both Figure 3 and Figure 4, we assume $\frac{S}{N} = 1$ that is a conservative bound, since as the disease progresses, $S$ keeps decreasing. As of May 28, 2020, both infection and seroconversion surveys have been conducted in many places in the world. The UK government published data that as of May 24, 2020, 6.78% (95% confidence interval: 5.21% to 8.64%) of individuals from whom blood samples were taken tested positive for antibodies to the coronavirus[16]. The survey results from studies in Spain and France indicate that 5.0% and 4.4% of their populations respectively have ever contracted coronavirus[17]. In many metropolitan areas of the world, the seroconversion rate is much higher, for example, that of Boston is 10%[18], Madrid 11%[19], Moscow 14%[20], London 17%[19], and New York City 19.9% while New York State 12.3%[21]. With the above data, as of May 28, 2020, it seemed that for many European countries, the nationwide seroconversion rate had reached about 5%, while in many metropolitan areas, it has reached about 15%. That implies the $\frac{S}{N}$ has been reduced to at least 95% and 85%[6], respectively. In the following two figures, we plot the testing and tracing needed for these three values of $\frac{S}{N} = 95\%, 90\%, \text{and } 85\%$, respectively.

---

5 Measuring the percentage of the population having developed antibodies from the past infections of SARS-CoV-2 virus.

6 We assume these seroconversion test results are accurate and ignore the size of the population who are infected but have yet developed antibodies.
In Figure 5, we can see that the value of $\frac{S}{N}$ can significantly affect the outcome. For example, for $R_s = 1.2$ and when $\frac{S}{N} = 85\%$, if we can trace 50% of the close contacts, we need to detect only 0.13% of infectious people per day. Compared with when $\frac{S}{N} = 100\%$ (as shown in Figure 3), where we need to detect 1.3% of the infectious population per day, 0.13% is only 1/10 of the testing required.

In Figure 6, we can see that for $R_s < 1.1$ when $\frac{S}{N} \leq 90\%$

$$R_t = \frac{R_s}{\frac{S}{N}} < 1$$
That means the disease will die out without needing to do any testing and tracing.

4. Discussion on Implementations

The first question we have in implementing the testing and tracing is: how do we know the detection ratio and tracing ratio achieved?

Let us first discuss the detection ratio. One way to estimate the detection ratio is to do a large-scale random infection survey over the population in consideration (except for those recovered and those tested positive with antibodies) to come up with the attack rate (the test-positive rate of the survey). With the attack rate established, we can know the detection ratio achieved.

To estimate the tracing ratio, we can count those close contracts traced who eventually become infectious for per infector, denoted as \( I_{ct} \). Then the tracing ratio is

\[
\eta = \frac{I_{ct}}{R_t}
\]

While we can know the detection ratio right after the daily detection is done, we may have to wait for a few days (the average length of the incubation period of COVID-19 is 5.1 days) before we can count in all the close contacts who become infectious (assume we only test them when they have symptoms unless we test them every day).

The second question is how to optimize testing and tracing. For example, if our goal is to detect 1% of the infectious population per day. We can use a brute-force approach to accomplish such a goal: to test 1% of the entire population (except for those who tested positive or with antibodies). This approach assumes the infectious people are randomly distributed in the entire population, which is certainly not true; thus, we can do a better job than the brute-force approach. With a given testing capacity, we can test the groups in the population with the highest risk of contracting the virus first. For example, we should test anyone who has suspected symptoms and encourage everyone who suspects themselves having symptoms to come to a test. The survey[16] in the UK showed that the test-positive rate of those with specific symptoms (reporting having cough, fever, and loss of taste or smell) is 6.7%, that of people without symptoms is only 0.4%, while that of those with any one of the symptoms is 2.6%. In the same survey, the attack rate was given as 0.43%; if we apply all the testing capacity to those with specific symptoms, we can detect 1% of infectious people with testing only \((0.43/6.7)/100 = 0.06\)% of the population. If we apply the testing capacity to those with any one of the symptoms, we need only to test \((0.43/2.6)/100 = 0.17\)% of the population to detect 1% of infectious people. These represent much improvement over the brute-force approach.

In practice, we need to categorize the entire population into groups according to their risk levels. For example, in the UK, those who reported working in patient-facing healthcare
workers have 1.73% tested positive, including NHS (National Health Service) professionals, such as nurses and doctors, as well as social care workers, such as nursing home or home care workers. In comparison, the percentage of people reporting not working in these types of roles testing positive rate was much lower at 0.38%[16]. We need to do more of such surveys for different groups of the population. We can detect more infectious people with the minimum testing capacity if we can apply limited testing capacity to the highest-risk groups.

The third issue in implementation is how to estimate $R_s$ of the region of the consideration, or equivalently how to estimate $R_t$ (since we can estimate $\frac{S}{N}$ by doing a seroconversion survey, we can have $R_s$ when we know $R_t$ from Eq. 7). The estimation of $R_t$ has been discussed extensively in the literature, and tools are also provided[8][22][23][24][25]. Websites such as https://rt.live/ also provide the real-time estimation of the $R_t$ for all 50 states of the US.

5. Applications of the Model

The model developed in this paper is the most appropriate for situations where there are already a large number of infected people spread out in the community, like in the US and many other European countries. For countries like China where after a period of strict lockdown, the new cases come to almost zero, or Taiwan, where they did excellent job suppressed the infections from very beginning to a minimal number[26], they do not need to do a large amount of testing to detect the infectious people from the population. Given there are so few new cases in these places, all they need to do is pay close attention to any new cases, including screening out all imported cases and tracing all close contacts of these new cases.

This model should apply to any relatively isolated communities, such as a country, a state, a metropolitan area, or even a remote town. As many private employers are taking the testing into their own hands, this model may or may not apply to a company where their employees have frequent interactions with members outside the company.

6. Conclusion

With social-distancing measures in place, the reproduction number of COVID-19 has been significantly reduced in all places. It might have been reduced to below 1 in places where more disciplined social-distancing is practiced, such as in Japan. In such places, extensive testing and tracing may not be needed. However, in other places of the world, depending on the scale and degree of the reopening, the reproduction number may come back to be higher than 1. In these places, we can rely on conducting a reasonable amount of testing and tracing to suppress the new waves of infections, before any effective drugs and vaccines become available. The model developed here can provide quantitative guidance on how to deploy the testing and tracing resources optimally.
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