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Abstract: In this paper a modified wavelet synthesis algorithm for continuous wavelet transform is proposed, allowing one to obtain a guaranteed approximation of the maternal wavelet to the sample of the analyzed signal (overlap match) and, at the same time, a formalized representation of the wavelet. What distinguishes this method from similar ones? During the procedure of wavelets’ synthesis for continuous wavelet transform it is proposed to use splines and artificial neural networks. The paper also suggests a comparative analysis of polynomial, neural network, and wavelet spline models. It also deals with feasibility of using these models in the synthesis of wavelets during such studies like fine structure of signals, as well as in analysis of large parts of signals whose shape is variable. A number of studies have shown that during the wavelets’ synthesis, the use of artificial neural networks (based on radial basis functions) and cubic splines enables the possibility of obtaining guaranteed accuracy in approaching the maternal wavelet to the signal’s sample (with no approximation error). It also allows for its formalized representation, which is especially important during software implementation of the algorithm for calculating the continuous conversions at digital signal processors and microcontrollers. This paper demonstrates the possibility of using synthesized wavelet, obtained based on polynomial, neural network, and spline models, during the performance of an inverse continuous wavelet transform.
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1. Introduction

Modern signal processing systems face more and more sophisticated requirements, particularly dealing with accuracy of information signs (features) in the signal. To meet this challenge, algorithms based on continuous wavelet transform (CWT) have become rather popular [1,2].

Wavelets are functions with a null integral value, localized along the time axis, capable of shifting along it and scaling [3].

The continuous wavelet transform [4] of the function $f(t)$ is:

$$W(a, b) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{+\infty} f(t) \psi\left(\frac{t-b}{a}\right) dt, \quad a, b \in \mathbb{R}, a \neq 0,$$

(1)

where $\psi(t)$—wavelet, $a$—parameter that determines the size of the wavelet, $b$—sets shift along the time axis, $t$—time, $f(t)$—function, and the horizontal line indicates the complex fillet.
The result of a continuous wavelet transform is a matrix of wavelet coefficients calculated for different scale values $a$ and shift of $b$:

$$W(a, b) = \begin{bmatrix}
W(a_1, b_1) & W(a_1, b_2) & \ldots & W(a_1, b_j) \\
W(a_2, b_1) & W(a_2, b_2) & \ldots & W(a_2, b_j) \\
\vdots & \vdots & \ddots & \vdots \\
W(a_i, b_1) & W(a_i, b_2) & \ldots & W(a_i, b_j)
\end{bmatrix}$$

(2)

where $i$—the number of rows of the matrix (for the value $a$) and $j$—the number of columns of the matrix (for the value $b$).

Wavelet coefficients are commonly used to construct a wavelet-spectrogram, which can be used as a basis for carrying out time-frequency analysis of a signal.

Analyzing the formula (1), it can be noted that a significant influence on the results of continuous wavelet transform and the possibility of localization of graphoelements characteristic of the desired feature in the signal is the choice of maternal wavelet. The detection of a feature in the signal can be provided with a complete or significant coincidence of the fragment of the signal and the wavelet at a given shift $b$ and scale $a$. At the same time, selection of scale $a$ is related to main frequency of signal part:

$$a = \frac{\beta}{\omega}$$

(3)

where the constant $\beta$ depends on the used wavelet, $\omega$—main frequency of signal part.

For localization on the wavelet-spectrogram, the signal’s sought feature, it is possible to advise the selection of the closest to this feature’s form wavelet.

An existing set of wavelets does not provide the required variety of functions to define all types of features [5,6]. It can be supplemented with wavelets synthesized specifically for analysis of a definite signal’s type.

Synthesis will mean the procedure of obtaining maternal wavelet (briefly, the wavelet) $\psi(t)$, satisfying the demands for continuous wavelet transform, and making a beginning for the family of functions $\psi_{a,b}(t)$ like:

$$\psi_{a,b}(t) = \frac{1}{\sqrt{|a|}}\psi\left(\frac{t - b}{a}\right), a, b \in \mathbb{R}, a \neq 0.$$

(4)

Synthesized wavelets, like all wavelets used in CWT have to meet the following requirements:

1. Meeting the validity condition [1,2]:

$$C_\psi = \int_{-\infty}^{+\infty} \frac{\left|\hat{\psi}(\omega)\right|^2}{|\omega|} d\omega < +\infty$$

(5)

It is necessary for reversibility of continuous wavelet transform [4,7].

2. For practical-used wavelets, the tolerance condition (5) is equivalent [2]:

$$\int_{-\infty}^{+\infty} \psi(t) dt = 0, \text{ when } \int_{-\infty}^{+\infty} |\psi(t)| dt < +\infty.$$

(6)

3. The wavelet $\psi(t)$ must have a single norm [7–9]:

$$\psi(t) = 1$$

(7)

The contribution of this article can be summarized as follows:

1. We have proposed a modified algorithm for the synthesis of wavelets for continuous wavelet transform, which differs from the known ones by the guaranteed accuracy of approximation of the parent wavelet to a given sample (overlap match), with the possibility of a formalized representation of the wavelet. This algorithm allows one
to solve an important practical problem. It allows synthesizing wavelets, which can later be used to perform continuous wavelet transform on an element base, where it is important to have a formalized representation of the basic function (microcontrollers, digital signal processors, graphics processors, etc.). This allows for the device-based computation of wavelet values directly and does not require additional memory to store them.

2. Neural network [10,11] and spline [12] wavelet models proposed by the author of this article have been investigated for the wavelet synthesis procedure for continuous wavelet transform. The results of their application are compared with the polynomial models and traditional wavelet families. The research uses real signals (fragments of an electroencephalogram) and test signals (to study the fine structure of the signal).

3. Computation of the inverse continuous wavelet transform using synthesized wavelets has been performed.

The main parts of the article are structured as follows. Section 2 presents similar and previous works. Section 3 proposes a modified wavelet synthesis algorithm. Also, we have made a comparison of the neural network and spline wavelet models proposed by the author of this article with polynomial wavelet models. Section 4 simulates the wavelet synthesis procedure and compares the results obtained for different models. Section 5 summarizes the conclusions and indicates the further research direction.

2. Related Works

Wavelets are widely used in signal analysis [1–4]. A significant part of wavelet signal analysis algorithms is based on the use of continuous wavelet transform [1,2,5,6,9]. The analysis of literary sources showed that wavelets are used in the analysis of signals such as electrocardiogram [13–16], electroencephalogram [6,17,18], seismic signals, signals from various sensors [1], etc.

At the same time, in most of the studies, traditional wavelet families such as Daubechies, Morlet, Mexican hat, etc., are used [1,2,6].

For a specific type of signal, one or another wavelet can be used. The choice of a wavelet, as a rule, is related to the characteristics of the signal. For example, for the analysis of a smooth signal, in most cases, the use of the Haar wavelet, which has a characteristic stepped form, is beside the purpose.

The results of continuous wavelet transform largely depend on the wavelet used; therefore, to obtain a better localization of information features on the wavelet spectrogram, the synthesis of wavelets adapted to a specific type of signal can be referred to [5,10–12].

Wavelet synthesis methods for continuous wavelet transform can be divided into 4 groups:

1. Methods for obtaining a wavelet by transforming another wavelet function. The main disadvantage of this method is, as a rule, the inability to obtain a wavelet of a given shape [1].

2. Methods based on the use of mirroring a part of a function from one quarter of the plane to another. This provides a zero integral value. This approach does not allow obtaining a formalized representation of the wavelet; its form is limited to a bipolar function. The adaptation of the wavelet to the signal is difficult.

3. Methods based on the use of an algebraic polynomial. In the wavelet synthesis procedure, an approximation of the exemplary signal fragment is performed. The advantages of this method are its simplicity, the possibility of obtaining a wavelet adapted to the signal, as well as a formalized representation of the function. The disadvantages include the limitations associated with the problem of ill-conditioning, as a consequence of the small degree of the polynomial and a significant deviation of the wavelet from the sample [5].

4. The method based on orthogonal functions makes it possible to obtain an adapted wavelet with a high accuracy of approximation to the sample, but there is no formalized representation of the wavelet. This imposes restrictions on the use of wavelets in
portable applications, where it is required to calculate the wavelet values directly on the device (microcontroller, digital signal processor, etc.) [5].

Therefore, among the approaches considered, the most interesting is the polynomial method. It can also be concluded that it is necessary to develop a method for the synthesis of wavelets, which makes it possible to obtain a formalized representation of the wavelet and its exact approximation to the sample.

3. Modified Wavelet Synthesis Algorithm and Wavelet Models

In this paper, a modified wavelet synthesis algorithm for continuous wavelet transform is proposed. The algorithm makes it possible to meet all the previously described requirements. The proposed method differs from the known ones by the guaranteed accuracy of parent wavelet approximation to the sample, with the possibility of a formalized representation of the wavelet. This task uses neural network or spline models of the wavelet proposed by the author of this work [10–12].

3.1. Modified Wavelet Synthesis Algorithm

Let’s consider this algorithm (Figure 1):

1) The choice of sample. At this stage, a fragment of the signal is selected. This sample will be used during the wavelet synthesis. It seems to be reasonable to use a signal’s fragment with a feature similar to the one needed to be determined in the signal’s analysis process. The fragment length is \( N \) samples.

2) Forming a vector of argument values. The vector of values of an argument is formed in accordance with the length of the selected sample on the interval \([0,1]\) with the number of elements \( N \) and in increments of \( 1/(N-1) \).

3) Choosing the type of the wavelet’s mathematical model. At this stage the mathematical apparatus that will be used to build a mathematical model of the wavelet was chosen.

The choice of the mathematical apparatus is made by the researcher on the basis of the requirements for the accuracy of approximation of the synthesized wavelet to the sample and the complexity of the mathematical model of the wavelet. The high accuracy of the wavelet approximation to the sample allows for high accuracy of the coincidence of the wavelet and the analyzed signal detail, which has a positive effect on the localizing ability of the wavelet spectrogram. The complexity of the wavelet mathematical model is limited by the computational capabilities of the element base, which is used to calculate the CWT. The studies carried out in this article allow us to give recommendations on the choice of a mathematical apparatus. They are summarized in the conclusion.

4) Modification of the sample. As a rule, it is necessary to provide zero value of the wavelet at its extreme points, which may require the source fragment’s modification. In order to avoid sudden changes in the sample, it is proposed to multiply the selected fragment by a function of the form:

\[
W(n) = \begin{cases} 
  f_1(n), & n = [1,n_1]; \\
  1, & n = [n_1+1, n_2-1]; \\
  f_2(n), & n = [n_2, N];
\end{cases}
\] (8)

when \( f_1(n) \) and \( f_2(n) \) are increasing (from 0 to 1) and decreasing (from 1 to 0) functions; in the simplest case, they are linear functions.

5) Calculation of parameters of a mathematical model. For a number of tasks, including the implementation of algorithms for calculating CWT on digital signal processors or microcontrollers [19,20], it is necessary to have a formalized representation of the wavelet’s mathematical model. It allows one to calculate the wavelet’s values at any time and for different scale. At this stage an approximation of a given type of mathematical model to the modified sample was made; the parameters are calculated, too.
(6) **Checking the mathematical model for compliance with the admissibility conditions.** In practice, the result was sufficient when the resulting function has a zero integral value can be considered. So, the following conditions are provided (6).

![Diagram](https://via.placeholder.com/150)

**Figure 1.** Modified wavelet synthesis algorithm for continuous wavelet transform of signals.

(7) **Calculating the offset value.** If the function does not satisfy the described condition, it is needed to make its modification. The way is to displace the sample along the axis statuses by increasing or decreasing each count by a constant. The initial value of this constant can be determined on the basis of the difference between the current integral value of the function and the desired one (zero). After that paragraphs 4–6 should be repeated. This procedure is iterative and for further automation it can be implemented as a program written, for example, in the MATLAB language.

(8) **The normalization of the wavelet.** Checking the wavelet for compliance condition looks like:

\[
\int_{-\infty}^{+\infty} |\psi(t)|^2 dt = 1
\]  

(9)
To obtain a parent wavelet \( \psi(t) \) satisfying the condition (9), it is necessary to multiply the function obtained in the previous steps \( \psi_f(t) \) by the normalizing coefficient \( M_s \):

\[
\psi(t) = M_s \psi_f(t)
\]

when

\[
M_s = \frac{1}{\sqrt{\int_{-\infty}^{+\infty} \psi_f^2(t) dt}}
\]

(9) **The preservation of a wavelet.** The result—wavelet’s mathematical model—can be saved on computer’s hard disk in the format, providing easy access when it is needed for use.

An important step in the wavelet synthesis procedure is the choice of the sample’s mathematical description method. It is necessary to ensure high accuracy of the obtained wavelet mathematical model’s approximation to an exemplary fragment. To estimate the accuracy of the approximation of the function, the minimum mean square deviation and the maximum deviation of the wavelet from the sample are used.

Let’s consider possible methods of obtaining such models.

3.2. Polynomial Wavelet Model

First of all, it should be noted that the term “polynomial wavelet model” is introduced by us in order to unify the terminology used in this work. In literature describing the procedure of obtaining a wavelet with application of algebraic polynomials [5] the term “adapted wavelet” is used. Despite the differences in terminology, the procedure itself is described very briefly and with an emphasis on modeling in MATLAB. Moreover, there are some restrictions on the choice of the maximum degree of the polynomial used, 6. They are installed in the math package itself, in the user’s graphical interface. It is also impossible to save the received wavelet in a formalized form. The new wavelet in MATLAB saves in two vectors (the values of the wavelet and the argument).

It is important to demonstrate a detailed description of the procedure for obtaining wavelets for continuous wavelet transform with the use of algebraic polynomial approximations. The information in the literature is not sufficient for the theoretical analysis of the results obtained wavelets; evaluation of possible restrictions and their application in practice without the use of particular mathematical software package is also difficult. The polynomial’s maximum degree was increased by avoiding the use of the proposed tools in the graphical user interface and writing our own script-file.

A polynomial wavelet model can be obtained by using the sample’s approximation with algebraic polynomial like:

\[
F(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_s x^s
\]

The main advantage of polynomial wavelet models is the relative ease of their obtaining. Moreover, the final result model usually has a small number of parameters—it simplifies further work with it.

However, the method of synthesis of wavelets for continuous wavelet transform based on the sample’s approximation by algebraic polynomials has a serious drawback. It can be noticed while trying to use a sample as the basis for a wavelet. The inability to get an exact approximation is meant. In order to increase the approximation’s accuracy it is necessary to increase the degree of the polynomial. As a result, some limitations caused by the problem of conditionality can be faced.
3.3. Wavelet Neural Network Model

Let’s introduce the concept of the neural network model of wavelets. The neural network model of wavelets will be understood as a mathematical expression describing the maternal wavelet $\psi(t)$ on a given interval, which can be obtained during the modification of the sample and its mathematical representation with the help of artificial neural networks. Obviously, in this case, the number of parameters of the neural network determines the complexity of the model; at the same time, their values form and characteristics of the wavelet.

The author has proposed some neural network models of wavelets for continuous wavelet transform [10]. During the experiments [11], the possibility of applying the procedure for synthesis of wavelets for CWT multilayer perceptrons and neural networks based on radial basis functions (RBF-networks) was considered. This paper provides brief information about the results obtained, as well as some additions necessary for conducting further comparison.

As known [21], artificial neural networks can be considered universal approximators. It allows us to use them while different samples’ mathematical description in the synthesis of wavelets for continuous wavelet transform.

The simplest universal neural network approximators can be considered multilayer perceptrons and artificial neural networks based on radial basis functions. They can be used in the mathematical description of the sample in the wavelet synthesis procedure.

3.4. Spline Wavelet Model

Use of the interpolation sample by cubic splines at the stage of mathematical description is the basis for obtaining a spline model of the wavelet. During the process of interpolation, an interpolation spline was received. The procedure for obtaining such splines is known [22], therefore is not considered in details in this work. It should be noted that the values in the spline nodes must match the sample’s values.

In this case, the mathematical model of the wavelet for continuous wavelet transform looks like:

$$
\psi_n(t) = K_l \psi(t) \equiv K_l \psi_i(t)
$$

where

$$
\psi_i(t) = a_{i,0} + a_{i,1}(t - t_i) + a_{i,2}(t - t_i)^2 + a_{i,3}(t - t_i)^3, \quad t \in [t_i, t_{i+1}], \quad i = 0, \ldots, N - 1,
$$

where $N$—the sample’s length, $K_l$—normalizing coefficient.

At the same time, it is important to ensure smooth docking of adjacent cubic polynomials in $\psi_i(t)$.

The values of the parameters $a_i$ are calculated for each range $[t_i, t_{i+1}]$ while interpolating a sample.

The result (Figure 2i) completely coincides in overlaid with the sample (up to normalization).

The advantage of the wavelet spline model is the guaranteed accuracy of the approximation of the obtained wavelet to the sample. The disadvantage is its high complexity. It is obvious that on each site $[t_i, t_{i+1}]$ the wavelet will be set by 4 parameters, so the complexity of the model it is estimated as $4N + 1$ parameter (taking into account the normalizing coefficient).
Figure 2. Results of research on synthesized wavelets: (a) the sample; (b) the analyzed signal; (c) the “Mexican hat” wavelet; the wavelet-spectrogram (d) that was obtained with its application; (e,g,i) the wavelets, obtained on the basis of polynomial, neural network, and spline models, respectively (before normalization); (f,h,j) wavelet-spectrograms obtained using synthesized wavelets (e,g,i), respectively.
4. Results

Let us hold a set of experiments. A fragment of a real signal was selected (electroencephalograms) as the analyzed one and a test signal with a broken form. An electroencephalogram (EEG) is a signal that can be registered from the surface of the human head and is the result of complex processes occurring in the brain [23–25]. Except the main EEG rhythms during the analysis, it is important to identify characteristic features of different pathological processes, as well as the artifacts (phenomena not related to brain activity).

One of the most significant examples of this feature is eye artifact [23–25]. Its appearance is associated with eye movement during electroencephalographic research. As a rule, eye artifacts do not carry any useful information; they can create a hindrance during the right diagnosis and thus should be identified and excluded from the analysis.

In order to demonstrate the proposed neural network and wavelets’ spline models and a modified wavelet synthesis algorithm for continuous wavelet transform as a working sample, an EEG fragment with an eye artifact was used (Figure 2a). The selected fragment’s length is 0.24 s. (60 samples), and the sample’s signal frequency is 250 Hz.

As the analyzed signal will select an EEG fragment of other record (Figure 2b), the length is 4 s. (1000 counts) with the same frequency as the sample’s. This fragment has 6 graph elements, usual for eye artifacts. During the analysis of such a signal on the wavelet spectrogram, 6 localized light sources areas should be allocated, corresponding to each individual graph element and value scale characteristic of the eye artifact’s main frequency (5 Hz). A chance to conduct a time-frequency analysis with high accuracy while features are localized in a signal on a wavelet spectrogram allows one to use synthesized wavelets during implementation of automatic analysis of electroencephalograms’ algorithms [10,11].

In order to evaluate the possibility of using traditional wavelet families while analyzing the EEG, get a wavelet spectrogram (Figure 2d) using the “Mexican hat” wavelet (Figure 2c). During the research of traditional wavelet families, it was found that this wavelet is the best one for EEG analysis. Even more—this wavelet is one of the few known wavelets having a formalized demonstration:

\[
\psi(t) = \frac{2}{\sqrt{3}} \pi^{-\frac{1}{4}} \left(1 - t^2\right) e^{-\frac{t^2}{2}}.
\]

The wavelet spectrogram shown in Figure 2d is necessary to perform a comparative analysis of traditional wavelet families with synthesized wavelets in the study of EEG. In this case, using exactly the wavelet “Mexican hat” (after formalized presentation) allows for more objective results. It should be noted that this wavelet-spectrogram was obtained in MATLAB. During its building, the scale values are arranged in ascending order from the bottom-up, which differs from the previously given wavelet matrix-coefficients (2). This order allows for responses to small details (high-frequency components) of the signal in the lower part of the wavelet-spectrograms and large details (low-frequency components) at the top parts of this graph. The maximum zoom value for this wavelet spectrogram was chosen to be \(a = 25\). At level \(a = 12.5\) (in the central part) the wavelet-spectrogram corresponds to the frequency of the part 5 Hz—the main frequency of the eye artifact. Analyzing this wavelet-spectrogram, it can be concluded that the eye artifacts on it are not localized well.

Let’s get wavelets based on the polynomial and—proposed in this paper—the neural network and spline models and demonstrate a continuous wavelet transform of the analyzed signal and compare the final wavelet-spectrograms.

4.1. Results of Polynomial Wavelet Models Application

The synthesis of a wavelet for the continuous wavelet transform based on the previously selected sample was made (Figure 2a). While approximating, an algebraic polynomial of the form was used (12).
In practice were obtained the following results. Minimum value mean square deviations of synthesized wavelet (Figure 2e) from the sample (while being applied before normalization) are obtained using a polynomial of order $s = 12$ is $5.5 \times 10^{-4} \mu V$. Maximum deviation of the synthesized wavelet from sample size: $2.3434 \mu V$ (Table 1). Further increase in degree of the polynomial is limited by the problem of conditionality.

Table 1. The results of mathematical wavelet models obtained for analysis of EEG fragments’ study.

| Mathematical Model | Number of Models’ Parameters | Maximum Deviation, $\mu V$ | Minimum Mean Square Deviation, $\mu V$ |
|--------------------|-------------------------------|-----------------------------|-------------------------------------|
| Polynomial         | 14                            | 2.3434                      | $5.5 \times 10^{-4}$                 |
| Neuronet (perc. 1) | 47                            | 0.2663                      | 0.0041                               |
| Neuronet (perc. 2) | 110                           | 0.5356                      | 0.0026                               |
| Neuronet (RBF)     | 182                           | 0.6305                      | $1.5762 \times 10^{-4}$              |
| Spline             | 241                           | 0                           | 0                                   |

After normalization the synthesized wavelet can be represented:

$$\psi(t) = K_l \left( a_0 + a_1 t + a_2 t^2 + \ldots + a_{12} t^{12} \right)$$  \hspace{1cm} (16)

where $K_l$—normalizing coefficient.

Due to the limited scope of this paper, the value of the normalizing the $K_l$ coefficient and as parameters are not given here.

This model is simple and has only 14 parameters (including normalizing coefficient).

During the construction of a wavelet spectrogram (Figure 2f), using the maximum scale value was selected for the synthesized wavelet $a = 100$. It makes it possible to get in its central part ($a = 50$) coefficients’ display corresponding to the main frequency of the eye artifact. The wavelet-spectrogram’s qualitative evaluation allows us to conclude that the localization of eye artifacts on it is better than in the case of application the “Mexican hat” wavelet. However, there are some obvious significant deviations of the wavelet obtained during synthesis from the sample. The necessity to apply other approaches to wavelets’ building models can be concluded; it will allow for a more accurate approximation of the wavelet to sample.

4.2. Results of Neural Network Wavelet Models Application

It is proposed to consider the possibility of using artificial neural networks when constructing wavelet models.

During the approximation of the previously selected sample (Figure 2a) the artificial neural networks shown in Figure 3 can be used. A training sample was formed to train neural networks. The simulation was performed in MATLAB.

Multi-layer perceptron with one hidden layer (Figure 3a) allows us to get a neural network wavelet model for CWT with a relatively small number of parameters (47, before the imposition of rationing). Just one hidden layer allows us to consider the model as simple, and it is a great advantage. The mathematical model of such a neural network is easier to implement in portable applications. The values of the wavelet should be calculated on the device itself (in order to save internal memory). As a disadvantage, it can be noted the significant deviation of the resulting wavelet from the sample (before the imposition of rationing). The minimum mean square deviation composed 0.0041 $\mu V$, the maximum deviation was 0.2663 $\mu V$ (Table 1).
Figure 3. Artificial neural networks: multi-layer perceptron with one hidden layer (a), multi-layer perceptron with two hidden layers (b) RBF-network (c).

A multi-layer perceptron with two hidden layers (Figure 3b) allows us to get a neural network model describing the sample more accurately. As a drawback, it is necessary to note the increase of the model’s parameters (110, before the imposition of rationing) and the appearance of an additional layer. It is a significant complication. The minimum mean square deviation composed 0.0026 $\mu$V; the maximum deviation was 0.5356 $\mu$V (Table 1).

In both cases, the hyperbolic tangent function was studied for the neural network’s activation function (the logistics function allowed us to get close results).

These neural networks were obtained in a practical way, and their parameters correspond to the minimum mean square deviation of the synthesized wavelet from the sample (before the imposition of rationing).

Figure 3c shows us an artificial neural network based on radial basis functions. This neural network allowed us to obtain minimum mean square deviation of the wavelet from the sample: $1.5762 \times 10^{-4} \mu$V and the maximum deviation of the wavelet from the sample: 0.6305 $\mu$V (Table 1). Thus, the RBF-network provides a higher accuracy of sample approximation compared to a multilayer perceptron. The accuracy of the approximation is the main advantage of this model; the key disadvantage is a significant number of its parameters (182). A large number of parameters leads to increased requirements for the computing base.

Figure 2g shows us a wavelet obtained from a neural network models using the given RBF-network (Figure 3c). After normalizing, a synthesized wavelet can be specified by an expression:

$$\psi(t) = K_l \left( \sum_{i=1}^{K} w_i \varphi(t - c_i) \right), \quad i = 1, 2, \ldots, P,$$

when $P$—number of basis functions, $c_i$—many centers, $K_l$—normalizing coefficient.
However, this model has 182 parameters (taking into account the normalizing coefficient). It substantially exceeds the number of the polynomial model’s parameters and it is a significant disadvantage.

Figure 2h presents us a wavelet spectrogram obtained by using a wavelet based on this neural network model. Qualitative analysis of the wavelet-spectrogram allows us to note the accuracy localization of features on a wavelet-spectrogram. During the construction of this wavelet-spectrogram the maximum scale’s value is \( a = 100 \).

4.3. Results of the Wavelet Spline Model Application

When synthesizing a wavelet based on the selected sample, the resulting model will have 241 parameters (Table 1). Figure 2j shows us a wavelet-spectrogram obtained from using the synthesized wavelet and for the maximum value scale \( a = 100 \). It is necessary to note that the high accuracy of the display features on a wavelet-spectrogram look like localized light areas.

Results of the study of polynomial, neural network, and spline the models obtained in the analysis of EEG fragments are shown in Table 1.

As it can be concluded from the table, the most complicated is the spline model; however, it provides guaranteed accuracy of wavelet approximations to the sample.

In order to evaluate the possibility of using synthesized wavelets for analysis of the fine structure of the signal, it was proposed to consider the analyzed signal as a signal one (Figure 4b). This signal has a complex shape and obtained by serial connection of a broken signal’s fragments (Figure 4a) and zero segments.

Since the test signal has a broken type, in contrast to the previously considered smooth electroencephalographic signal, during the analysis by the traditional families of wavelets it can be advised to choose the Haar wavelet (Figure 4c). The result (Figure 4d) allows us to localize features, but in addition to the main one, the central cone also has external ones corresponding to the large value of coefficient. It can have a negative effect on the results of this type of signal’s automatic analysis.

Figure 4e demonstrates a wavelet derived from the polynomial models. In this case it was used an algebraic polynomial of the 12th order. According to the figure, its shape differs significantly from the sample. Figure 4f demonstrates a wavelet spectrogram obtained using this method. This wavelet-spectrogram is better for analysis such types of signals (than while using the Haar wavelet); however, in addition to the central cone it has two others with large coefficient values. Adjacent outer cones overlap each other. It can have negative effect on the results of this type of signal’s analysis.

Figure 4g,i presents the wavelets obtained while using a neural network (based on the RBF-network) and a spline wavelet’s model. Both wavelets match during the overlay with the sample (up to normalization). Ones obtained while using the wavelet-spectrogram (Figure 4h,j) have less pronounced external cones and they are more useful for automatic signal analysis than those ones discussed previously in this paper. Quantitative estimate model for this type of signal is given in Table 2.
Figure 4. Results of research on synthesized wavelets: (a) the sample; (b) the analyzed signal; (c) the Haar wavelet; and the wavelet-spectrogram (d) that was obtained with its application; (e,g,i) the wavelets, obtained on the basis of polynomial, neural network, and spline models, respectively (before normalization); (f,h,j) wavelet-spectrograms obtained using synthesized wavelets (e,g,i), respectively.
Table 2. The results of mathematical wavelet models obtained for analysis of broken signal’s study.

| Mathematical Model | Number of Models’ Parameters | Maximum Deviation, Norm. | Minimum Mean Square Deviation, Norm. |
|--------------------|-----------------------------|-------------------------|-------------------------------------|
| Polynomial         | 14                          | 0.1241                  | $3.4467 \times 10^{-10}$            |
| Neuronet           | 65                          | $1.5 \times 10^{-13}$   | $4.2 \times 10^{-14}$               |
| Spline             | 84                          | 0                       | 0                                   |

As it can be concluded from the table, the most complicated is the spline model; however, it provides guaranteed accuracy of wavelet approximations to the sample.

All synthesized wavelets can be used while performing a reverse continuous wavelet transform:

$$f(t) = \frac{1}{C_{\psi}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{1}{\sqrt{a}} W(a, b) \psi \left( \frac{t - b}{a} \right) \, dadb$$  \hspace{1cm} (18)

Figure 5 shows the results of using wavelets obtained on based on spline models during inverse continuous wavelet transform. For this purpose the MATLAB program was used; the author modified m-file developed by H.-G. Stark [2]. During the restoration of a electroencephalography signal’s fragment scale’s coefficients, $a = [1, 100]$ was used.

5. Conclusions

This paper’s key results:

An improved algorithm for the synthesis of wavelets for a continuous wavelet transform is proposed, which provides a formalized representation of the wavelet and a guaranteed accuracy of its approximation to the sample signal.

A neural network wavelet model for CWT allows us to get high accuracy of the wavelet-approximation to the sample’s signal. It provides a formalized representation of the wavelet.

A spline network wavelet model for CWT allows us to get high accuracy of the wavelet-approximation to the sample’s signal. It provides a formalized representation of the wavelet as well.
Theoretical studies of models are confirmed by the experiments’ results. An example fragment was a smooth electroencephalograms’ signal. During the analysis it was found that due to variability of graph elements corresponding to the same type (for example, eye artifact), the selection of complex mathematical models having a large number of parameters is not appropriate. This is why while defining large components in such signals it is possible to use polynomial wavelet models with fewer parameters than neural networks and splines. While analyzing signals in which the desired feature has a strictly fixed form it can be advised to use neural network and spline wavelet models, as they allow one to ensure high accuracy of such features’ localization. It was demonstrated in the analysis of signal’s fine structure; the example was a test signal of a broken type.

A study on the possibility of applying mathematical models and wavelets obtained from them in the reverse procedure continuous wavelet transform has been conducted. The final results confirm the reversibility of CWT while using synthesized wavelets.

Further research may include the following areas:
1. Application of the proposed mathematical models of wavelets and a modified wavelet synthesis algorithm in the development of an algorithm for automatic analysis of signals, for example, electroencephalograms. The author of this article has already achieved certain results in this direction.
2. Application of mathematical models of wavelets in time-frequency analysis of signals on the element base with low- and ultra-low power consumption. It should be noted, though, this will require optimization of algorithms for calculating the continuous wavelet transform. The author conducts research using MSP430 and STM32 microcontrollers.
3. Application of mathematical models of wavelets in the construction of activation functions of wavelet neural networks. The author of this article has already achieved certain results in this direction.

Funding: The studies performed do not have financial support.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the corresponding author. The data are not publicly available due to the datasets involve unfinished research projects.

Conflicts of Interest: The author declares no conflict of interest.

References
1. Vityazev, V.V. Wavelet Analysis of Time Series; Publishing St. Petersburg State University: St. Petersburg, Russia, 2001.
2. Stark, H.-G. Wavelets and Signal Processing; Springer: Berlin, Germany, 2005.
3. Mallat, S. A Wavelet Tour of Signal Processing; Elsevier: Amsterdam, The Netherlands, 1999.
4. Chui, C.K. An Introduction to Wavelets; Academic Press: Cambridge, MA, USA, 1992.
5. Smolentsev, N.K. Fundamentals of the Theory of Wavelets; Wavelets in MATLAB; DMK Press: Moscow, Russia, 2014.
6. Semenov, S.N.; Esaulenko, I.E.; Serejenko, N.P. Modern Methods of EEG Analysis; Lambert AP: Chisinau, Republic of Moldova, 2010.
7. Blatter, C. Wavelets—Eine Einführung; 2nd Edition, Springer Vieweg: Wiesbaden, Germany, 2003.
8. Daubechies, I. Ten Lectures on Wavelets; SIAM: Philadelphia, PA, USA, 1992.
9. Smolentsev, N.K. Introduction to the Theory of Wavelets; Regular and Chaotic Dynamics: Moscow, Russia; Izhevsk, Russia, 2010.
10. Stepanov, A.B. The Application of Neural Networks in the Wavelet Synthesis to the Continuous Wavelet Transformation. St. Petersburg State Polytech. Unit. J. 2013, 165, 38–44.
11. Stepanov, A.B. Neural Network Model of Waves for the Continuous Wavelet Transform. In Proceedings of the ICCTPEA Conference, St. Petersburg, Russia, 30 June–4 July 2014; pp. 177–178. [CrossRef]
12. Stepanov, A.B. The application of neural network and spline wavelet models in the electroencephalogram analysis automation process. In Proceedings of the 2016 18th Conference of Open Innovations Association and Seminar on Information Security and Protection of Information Technology (FRUCT-ISPT), St. Petersburg, Russia, 18–22 April 2016; Volume 7561545, pp. 321–327.
13. Villarejo, M.V.; Zapirain, B.G.; Zorrilla, A.M. Algorithms Based on CWT and Classifiers to Control Cardiac Alterations and Stress Using an ECG and a SCR. Sensors 2013, 13, 6141–6170. [CrossRef]
14. Youssef, A.; Peña Fernández, A.; Wassermann, L.; Biernot, S.; Wittauer, E.-M.; Bleich, A.; Hartung, J.; Berckmans, D.; Norton, T. An Approach towards Motion-Tolerant PPG-Based Algorithm for Real-Time Heart Rate Monitoring of Moving Pigs. *Sensors* **2020**, *20*, 4251. [CrossRef]

15. Herraiz, A.H.; Martínez-Rodrigo, A.; Bertomeu-González, V.; Quesada, A.; Rieta, J.J.; Alcaraz, R. A Deep Learning Approach for Featureless Robust Quality Assessment of Intermittent Atrial Fibrillation Recordings from Portable and Wearable Devices. *Entropy* **2020**, *22*, 733. [CrossRef]

16. Byeon, Y.-H.; Pan, S.-B.; Kwak, K.-C. Intelligent Deep Models Based on Scalograms of Electrocardiogram Signals for Biometrics. *Sensors* **2019**, *19*, 935. [CrossRef]

17. Li, F.; He, F.; Wang, F.; Zhang, D.; Xia, Y.; Li, X. A Novel Simplified Convolutional Neural Network Classification Algorithm of Motor Imagery EEG Signals Based on Deep Learning. *Appl. Sci.* **2020**, *10*, 1605. [CrossRef]

18. Lee, H.K.; Choi, Y.-S. Application of Continuous Wavelet Transform and Convolutional Neural Network in Decoding Motor Imagery Brain-Computer Interface. *Entropy* **2019**, *21*, 1199. [CrossRef]

19. Zhuravov, D.V.; Stepanov, A.B. Application of Simulink in the Implementation of Calculation Algorithms for Continuous Wavelet Transform on a Digital Signal Processor. *J. Radio Electron.* **2019**, *5*, 12. [CrossRef]

20. Stepanov, A.B.; Gribanov, V.S.; Ayedh, H.M.M.; Pomogalova, A.V.; Kopylov, A.E. Continuous Wavelet Transform Calculator for Operation in Ultra-Low Temperatures of the Arctic and Antarctic. In Proceedings of the 2020 IEEE Conference of Russian Young Researchers in Electrical and Electronic Engineering (ElConRus), St. Petersburg, Russia, Moscow, Russia, 27–30 January 2020; pp. 1432–1436.

21. Haykin, S. *Neural Networks*; Prentice Hall, Inc.: Hoboken, NJ, USA, 1999.

22. Kvasov, B.I. *Methods of Isogeometric Approximation by Splines*; FIZMATLIT: Moscow, Russia, 2006.

23. Zenkov, L.R.; Ronkin, M.A. *Functional Diagnosis of Neurological Diseases: A Guide for Doctors*; MEDpress-inform: Moscow, Russia, 2011.

24. Grezdit-Av, V.V. *The Inverse Objective of EEG and Clinical Electroencephalography (Mapping and Localization of Sources of Electrical Activity in the Brain)*; MEDpress-Inform: Moscow, Russia, 2004.

25. Kropotov, Y.D. *Quantitative EEG, Cognitive Evoked Potentials of the Human Brain and Neurotherapy*; Publisher Zaslavsky A.Y.: Donetsk, Ukraine, 2010.