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ABSTRACT. We prove a path-by-path regularization by noise result for scalar conservation laws. In particular, this proves regularizing properties for scalar conservation laws driven by fractional Brownian motion and generalizes the respective results obtained in [7]. We introduce a new path-by-path scaling property which is shown to be sufficient to imply regularizing effects.

1. INTRODUCTION

We prove regularity estimates for solutions to scalar conservation laws with rough flux of the type

\[ \partial_t u + \sum_{i=1}^{d} \partial_x A^i(u) \circ \frac{dw^i_t}{dt} = 0 \quad \text{on } \mathbb{T}^d, \]

\[ u(0) = u_0 \in L^\infty(\mathbb{T}^d), \]

where \( \mathbb{T}^d \) is the \( d \)-dimensional torus, \( w = (w^1, \ldots, w^d) \in C([0,T]; \mathbb{R}^d) \) is a continuous function satisfying an irregularity condition and \( A = (A^1, \ldots, A^d) \in C^2(\mathbb{R}, \mathbb{R}^d) \) is supposed to satisfy a non-degeneracy condition detailed below. For the sake of simplicity, in the introduction we restrict to the model case

\[ \partial_t u + \frac{1}{2} \partial_x u^2 \circ \frac{dw_t}{dt} = 0 \quad \text{on } \mathbb{T}. \]

Regularizing effects of noise for scalar conservation laws of the type (1.1) have been first observed in [7], where the case of Brownian motion, that is, \( w = \beta = (\beta^1, \ldots, \beta^d) \) being a standard Brownian motion has been considered. In this work it has been shown that bounded quasi-solutions \( u \) to (1.2) satisfy \( u \in L^1([0,T]; W^{\lambda,1}(\mathbb{T})) \) for every \( \lambda < \frac{1}{2} \), \( \mathbb{P}\text{-a.s.} \). In contrast, in the deterministic case, that is \( w(t) = t \) in (1.2), it has been shown in [4] that there exist bounded quasi-solutions\(^1\) with \( u \notin L^1([0,T]; W^{\lambda,1}(\mathbb{T})) \) for every \( \lambda > \frac{1}{4} \). The analysis of [7, 11] relies on probabilistic arguments making use of the fact that \( \beta \) has independent increments and of the scaling properties of Brownian motion. It is therefore not clear from [7] if the regularizing effect of Brownian motion can be characterized in terms of its path properties. A partial answer has been given by the results of [6] which imply, as a special case, that the entropy solution to (1.2) satisfies a path-by-path estimate of the form

\[ \|u(t)\|_{W^{1,\infty}(\mathbb{T})} \leq \left( \max_{0 \leq s \leq t} (w(s) - w(t)) \wedge (w(t) - \min_{0 \leq s \leq t} w(s)) \right)^{-1}, \]
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\(^1\)We also refer to [9] for the construction of entropy solutions to (1.2) with \( w(t) = t \) and an \( L^1 \)-forcing with limited regularity.
where \( w \) is a continuous function. In particular, in the case of \( w = \beta \) being a Brownian motion this implies that \( u(t) \) is Lipschitz continuous for all times \( t > 0 \), \( \mathbb{P} \)-a.s.. An important subtlety in this result is that the \( \mathbb{P} \)-zero set depends on the time \( t > 0 \). In fact, for \( \mathbb{P} \)-almost every fixed realization of the solution \( u(\cdot, \omega) \) there will be times \( t > 0 \) where shocks appear and thus \( x \mapsto u(t, x, \omega) \) is not Lipschitz continuous. However, the type of regularizing effects used in [7] and in [6] are of different nature. While [7] relies on averaging techniques and thus on an increased speed of averaging due to Brownian scaling, the effect in [6] relies on (strict) convexity of the flux function and dependence of the direction of the flux on \( w \).

This leads to the two main questions addressed in this work: First, to classify the properties of the paths of the Brownian motion leading to the regularizing effect observed in [7] and to thus obtain a better understanding of the interplay of the deterministic and stochastic averaging in this case. Second, is it possible to establish path-by-path versions of the results of [7] for a uniformly chosen \( \mathbb{P} \)-zero set, in particular, independent of the time \( t > 0 \) (in contrast to [6])? The purpose of the present paper is to positively answer both of these tasks.

In order to characterize sufficient properties for continuous paths implying regularizing effects in (1.1), in the first part of this paper we will rely on the notion of \((\rho, \gamma)\)-irregularity introduced in [3]: A path \( w \in C([0, T]; \mathbb{R}^d) \) is said to be \((\rho, \gamma)\)-irregular if

\[
\sup_{a \in \mathbb{R}^d} \sup_{0 \leq s < t \leq T} \left( 1 + |a| \right) \rho \frac{\left| t - s \right|^\gamma}{|t - s|^\gamma} < \infty.
\]

Our results (cf. Theorem 2.3 below) applied to the special case of (1.2) with \( w \) being an \( \eta \)-Hölder continuous, \((\rho, \gamma)\)-irregular path and \( u \) being a bounded quasi-solution yield the following path-by-path regularity by noise result

\[
u \in L^1([0, T]; W^{\lambda, 1}(\mathbb{T})),
\]

for all

\[
\lambda < \frac{\rho(\eta + 1) - (1 - \gamma)}{(\rho \vee 1)(\eta + 1) + (1 - \gamma)} + \frac{\rho + 2(\rho \vee 1)}{(\rho \vee 1)(2\eta + 1) + (1 - \gamma)}.
\]

For example, the above result may be applied for \( w \) given by \( w = g + \beta^H \), for any function \( g \in C^1([0, T]) \) and fractional Brownian motion \( \beta^H \) with Hurst parameter \( H \in (0, 1) \). Note that the arguments of [7] could not handle the presence of a deterministic perturbation \( g \) of \( w = \beta \). For \( H \in (0, \frac{1}{2}) \) this yields that essentially bounded quasi-solutions to

\[
\partial_t u + \frac{1}{2} \partial_x u^2 \cdot \frac{d \beta^H}{dt} + \frac{\partial_x u^2}{2} = 0 \quad \text{on} \ \mathbb{T},
\]

\( \mathbb{P} \)-a.s. have regularity of the type

\[
u \in L^1([0, T]; W^{\lambda, 1}(\mathbb{T})), \quad \forall \lambda < \frac{1}{1 + 2H}.
\]

We first note that in the case of Brownian motion, that is \( H = \frac{1}{2} \), we fully recover the probabilistic estimate given in [7], i.e. \( u \in L^1([0, T]; W^{\lambda, 1}(\mathbb{T})) \) for all \( \lambda < \frac{1}{2} \). Hence, the path-by-path estimates developed in this paper are as good as the probabilistic estimates from [7], which is somewhat surprising in view of the fact that the path-by-path theory for SDE developed in [3] cannot reproduce the probabilistic results. In particular, (1.6) shows that for \( H \in (0, \frac{1}{2}) \) bounded quasi-solutions to (1.5) are more regular than quasi-solutions in the deterministic case. The \( \mathbb{P} \)-zero
We further note that \( \lambda < \frac{1}{1 + 2H} \uparrow 1 \) for \( H \downarrow 0 \). Hence, a higher irregularity of the driving path induces a stronger regularizing effect. In particular, this allows us to analyze the interplay in between the degeneracy behavior of the flux \( A \) in (1.1) and the irregularity of the path \( w \) (cf. Remark 2.5 below). In the case of entropy solutions, (1.6) implies
\[
\forall t > 0, \quad \lambda < \frac{1}{1 + 2H}.
\]
Hence, in the limit \( H \downarrow 0 \) we recover the optimal regularity estimate \( u(t) \in W^{1-\varepsilon,1}(\mathbb{T}) \) for \( \varepsilon > 0 \). Indeed, note that for each fixed \( H \in (0,1) \) shocks still appear an thus \( u(t) \notin W^{1,1}(\mathbb{T}) \) for some \( t > 0 \).

The proof of the first main result (Theorem 2.3) makes use of both the \( \rho \) and \( \gamma \) indices in the definition of \( (\rho,\gamma)\)-irregularity. In contrast, an inspection of the proof of [7] unveils that apart from independence of increments only the scaling property of Brownian motion is used. This suggests that the condition (1.3) may not be optimal in this setting. In addition, the condition (1.3) is not easy to check in examples (cf. [3]). This motivates the second part of this work. In this part we develop a second proof, quite different from [7], of regularity of solutions to (1.2). This second approach avoids the use of Fourier transformations, relying on real analysis only. As a consequence, this allows to replace the condition (1.3) by a new path-by-path condition for \( \eta \)-Hölder continuous functions with norm \( \| \cdot \|_{\alpha} \). In the case of fractional Brownian motion \( \beta \) recovers (1.6).

\[1.7\]
\[
\int_0^T dr \int_0^{T-r} dt e^{-\lambda t} |w^i_r|^\alpha \lesssim \lambda^{-1-i\alpha}.
\]
It is not difficult to see that \( (\eta,\rho)\)-irregularity implies (1.7). In addition, the verification of (1.7) with \( \iota > H \) for fractional Brownian motion requires only a few lines of proof. Under assumption (1.7) for \( w \) being \( \eta \)-Hölder continuous we prove that bounded quasi-solutions to (1.2) satisfy
\[1.8\]
\[
u \in L^1_{\text{loc}}((0,T); W^{1,1}(\mathbb{T})), \quad \forall \lambda < \frac{1 + \eta - \iota}{1 + \eta + \iota},
\]
which, in the case of fractional Brownian motion \( w = \beta^H \) recovers (1.6).

Structure of the paper. The first main result, Theorem 2.3, relying on \( (\eta,\rho)\)-irregularity is stated and proved in Section 2. In Section 3 the path-by-path scaling condition (1.7) is introduced, verified for fractional Brownian motion and an alternative proof of regularity of solutions to (1.2) is given in Theorem 3.5.

Notation. For a function \( w : [0,T] \to \mathbb{R}^d \) we let \( w_t := w(t) \) and \( w^s_t = w_{s+t} - w_s \). Given two vectors \( a, b \in \mathbb{R}^d \) we define \( (a,b)_i = a_i b_i \) to be the componentwise product and \( \langle a, b \rangle \) to be the inner product. We will often use the shorthand notation \( \int_v \psi(v) = \int_{\mathbb{R}^d} \psi(v) dv \). We let \( \mathcal{M}([0,T] \times \mathbb{R}^d \times \mathbb{R}) \) be the space of all locally finite Radon measures on \( [0,T] \times \mathbb{R}^d \times \mathbb{R} \) and \( \mathcal{M}_{TV}([0,T] \times \mathbb{R}^d \times \mathbb{R}) \) be the subspace of measures \( m \) with finite total mass \( \| m \|_{TV} \). Further, let \( C^\eta([0,T]; \mathbb{R}^d) \) be the space of \( \eta \)-Hölder continuous functions with norm \( \| \cdot \|_\eta \) and \( BV_{v} = BV(\mathbb{R}_v) \) be the space of functions in \( L^1_v \) of bounded variation. We will often use the convention
\[2\] Note that via (1.3) the zero set may depend on \( g \).
$L^p_{t,x} := L^p([0, T] \times \mathbb{R}^d)$, $L^p_{t,x} L^q_{v} := L^p([0, T] \times \mathbb{R}^d; L^q(\mathbb{R}^d))$ and analogously for Sobolev spaces and spaces of measures. For $s \in \mathbb{R}$, $p \geq 1$ we let $W^s_{p,p}$ denote the homogeneous and inhomogeneous Sobolev spaces respectively and we set $H^s := W^{s,2}$. For a distribution $f$ on $\mathbb{R}^d$ we let $\hat{f}$ be its Fourier transform. The Fourier transform is taken with respect to the $x$-variable unless specified otherwise. We follow the usual notational conventions concerning real interpolation along the lines of [2].

2. Main Result

As suggested in [12, 13], entropy solutions to (1.1) are defined by passing to the kinetic form. That is, setting

$$\chi(u,v) = \begin{cases} 1 & \text{if } 0 < v < u \\ -1 & \text{if } u < v < 0 \\ 0 & \text{otherwise} \end{cases}$$

and $\chi(t, x, v) := \chi(u(t,x),v)$ we informally obtain that $\chi$ satisfies

$$\partial_t \chi(t, x, v) + \sum_{i=1}^d a^i(v) \partial_{x,i} \chi(t, x, v) \circ \frac{dw^i_t}{dt} = \partial_v m(x, t, v),$$

$$\chi(0, x, v) = \chi^0(x, v).$$

In order to pass to a robust form, that is, to a form that makes sense for all continuous functions $w$, we test by testfunctions transported along the characteristics. That is, for any given test-function $\psi$ we have

$$\int_{x,v} \chi(t, x, v) \psi(x - a(v) w_t, v) = \int_{x,v} \chi(0, x, v) \psi(x, v)$$

$$- \int_{x,v,r} m(r, x, v) \partial_v (\psi(x - a(v) w_r, v)),$$

$$\chi(0, x, v) = \chi^0(x, v).$$

This leads to

**Definition 2.1.** A map $u \in L^\infty([0, T] \times \mathbb{T}^d) \cap C([0, T]; L^1(\mathbb{T}^d))$ is said to be a quasi-solution to (1.1) if there is a finite Radon measure $m$ on $[0, T] \times \mathbb{T}^d \times \mathbb{R}$ such that (2.2) is satisfied for all $\psi \in C^\infty_c(\mathbb{T}^d \times \mathbb{R})$. If $m$ is a non-negative measure, then $u$ is called an entropy solution.

We refer to [13] for the well-posedness of entropy solutions to (1.1) and note that the proof given there for the Cauchy problem can be applied to the torus without essential change.

We aim to estimate the regularity of the solution $u$ based on averaging techniques. Concerning the general setup of the proof we follow [7] which in turn adapted arguments of [5]. However, in [7] probabilistic arguments were used leading to an estimate in expectation only. In order to avoid such a probabilistic argument different estimates have to be found that allow to unveil the relation to $(\rho, \gamma)$-irregularity of paths. Informally, (2.1) is equivalent to

$$\partial_t \chi(t, x, v) + \langle a(v), \nabla_x \chi(t, x, v) \circ \frac{dw^i_t}{dt} \rangle + \Delta^\alpha \chi(t, x, v) = \Delta^\alpha \chi(t, x, v) + \partial_v m(t, x, v).$$
Passing to Fourier modes in $x$ we have
\[
\partial_t \hat{\chi}(t, n, v) + i \langle n, a(v) \rangle \hat{\chi}(t, n, v) = n |n|^{2\alpha} \hat{\chi}(t, n, v) + \partial_n \hat{m}(t, n, v).
\]
Hence, by a change of variable and setting $b_n = |n|^{2\alpha}$,
\[
\hat{\chi}(t, n, v) = e^{i \langle a(v) n, w_1 \rangle - b_n t} \hat{\chi}(0, n, v) + \int_0^t ds e^{i \langle a(v) n, w_1 - w_s \rangle - b_n (t - s)} b_n \hat{\chi}(s, n, v)
\]
\[
+ \int_0^t ds e^{i \langle a(v) n, w_1 - w_s \rangle - b_n (t - s)} \partial_n \hat{m}(s, n, v).
\]
Integrating in $v$ yields
\[
\hat{u}(t, n) = \int_v e^{i \langle a(v) n, w_1 \rangle - b_n t} \hat{\chi}(0, n, v) + \int_0^t ds e^{i \langle a(v) n, w_1 - w_s \rangle - b_n (t - s)} b_n \hat{\chi}(s, n, v)
\]
\[
+ \int_0^t ds e^{i \langle a(v) n, w_1 - w_s \rangle - b_n (t - s)} \partial_n \hat{m}(s, n, v)
\]
\[
= \hat{u}^0(t, n) + \hat{u}^1(t, n) + \hat{u}^2(t, n).
\]
Hence, in the sense of distributions,
\[
u = u^0 + u^1 + u^2,
\]
with $u^i$ defined via (2.3).

In the proof, the regularity of each $u^i$ will be estimated separately. The above stated decomposition of $\hat{u}(t, n)$ suggests that the possible regularizing properties of driving paths could be related to the behaviour of the appearing oscillating integrals. Motivated by this observation and [3] we introduce
\[
\Phi^w_{s,t}(a) := \int_s^t e^{i \langle a, w \rangle} dr
\]
and recall the following notion of irregularity of a path.

**Definition 2.2.** Let $\rho, \gamma > 0$ and $w \in C([0, T]; \mathbb{R}^d)$. Then $w$ is $(\rho, \gamma)$-irregular if
\[
\|\Phi^w\|_{W^{\rho, \gamma}([0, T])} = \|\Phi^w\|_{\rho, \gamma} := \sup_{a \in \mathbb{R}^d} \sup_{0 \leq s < t \leq T} (1 + |a|)^\rho \left| \Phi^w_{s,t}(a) \right| |t - s|^{-\gamma} < \infty.
\]
We say that $w$ is $\rho$-irregular if there exists $\gamma > 1/2$ such that $w$ is $(\rho, \gamma)$-irregular.

We will impose that the function $a := A'(a^1, a^2, \ldots, a^d) \in C^1(\mathbb{R}, \mathbb{R}^d)$ satisfies a non-degeneracy condition of the form
\[
\inf_{e = (e_1, \ldots, e_d) \in \mathbb{R}^d} \max_{i = 1, \ldots, d} \left| e_i a^j(v_2) - a^j(v_1) \right| \geq c |v_2 - v_1|^\nu
\]
for some fixed $\nu \geq 1$, $c > 0$ and all $v_1, v_2 \in \mathbb{R}$. As in [7] this non-degeneracy condition is weaker than the standard non-degeneracy condition used in the deterministic case (cf. e.g. [9]). Indeed, we may choose $A(u) = (\frac{1}{2} u^2, \ldots, \frac{1}{2} u^2)$ to get (2.6) with $\nu = 1$, whereas this choice of $A$ does not satisfy the usual deterministic non-degeneracy condition (see [7] for more details). Our main result is:
**Theorem 2.3.** Let \( w \in C^\eta([0, T], \mathbb{R}^d) \) for some \( \eta > 0 \) be \((\rho, \gamma)\)-irregular and let \( u \) be a quasi-solution to \((1.1)\). Assume that \( a \) satisfies \((2.6)\) for some \( \nu \geq 1 \). Then, for all \( T > 0 \) and all \( \lambda < \rho \left( \eta + 1 \right) - (1 - \gamma) \), we have

\[
\int_0^T dt \| u(t) \|_{W^\lambda,1} \leq C(\|u\|_{L^1_t} + \|u\|_{L^1_t} + \|w\|_{\eta} \|a'\|_{TV}),
\]

for some constant \( C = C(\|\Phi w\|_{\rho,\gamma}) \). If \( u \) is an entropy solution, then, in addition,

\[
\|u(t)\|_{W^\lambda,1} < \infty \quad \text{for all} \quad t > 0.
\]

By [3, Theorem 1.7] for a fractional Brownian motion \( \beta^H \) with Hurst parameter \( H \in (0, 1) \) and a Hölder continuous path \( g \in C^\alpha([0, T]) \) for some \( \alpha \in (0, 1) \), we have that \( \mathbb{P}\) a.s. \( t \mapsto \beta^H_t(\omega) + gt \) is \((\rho, \gamma)\)-irregular for all \( \rho < \frac{1}{1+2H} \) and some \( \gamma > \frac{1}{2} \) and \( \beta^H(\omega) \in C^\eta([0, T]) \) for every \( \eta \in (0, H) \). Hence, an application of Theorem 2.3 yields the following:

**Corollary 2.4.** Assume that \( A \) satisfies \((2.6)\) for some \( \nu \geq 1 \). Let \( \beta^H \) be a fractional Brownian motion in \( \mathbb{R}^d \) with Hurst parameter \( H \in (0, 1) \), \( g \in C^\alpha([0, T]) \) for some \( \alpha \in [H, 1) \) and \( u \) be a quasi-solution to

\[
\partial_t u + \sum_{j=1}^d \partial_{x_j} A^j(u) \circ \frac{d \beta^H_j}{dt} + \sum_{j=1}^d \partial_{x_j} A^j(u) \circ \frac{dg}{dt} = 0 \quad \text{on} \quad \mathbb{T}^d.
\]

Then, for all \( \lambda < \frac{1}{(\nu + 2H)(1+1+H)} \),

\[
u_1(H_1 + 1) + H_2 = \nu_2(H_2 + 1) + H_1.
\]

Hence, a higher order degeneracy \( \nu \) of the flux may be compensated by a more irregular path.

**Remark 2.5.** Corollary 2.4 allows to analyze the interplay of non-degeneracy of the flux and irregularity of the noise. Indeed, for two choices \( H_i \leq \frac{\nu_i}{2} \) we get the same order of regularity as long as

\[
u_2(H_2 + 1) + H_2 = \nu_1(H_1 + 1) + H_1.
\]

**Remark 2.6.** In [7] it was initially claimed a regularity of order \( \lambda < \frac{4}{5} \) in \((2.8)\), later corrected to \( \lambda < \frac{1}{2} \) in [8] with the same proof.
2.1. Proof of the main Theorem. In the following we set, for $a \in \mathbb{R}^d$, $b \in \mathbb{R}$, $w \in C([0, T]; \mathbb{R}^d)$, $s, t \geq 0$,

$$
\Psi_{s,t}^w(a, b) = \int_s^t e^{i(a, w_r) - 2br} \, dr.
$$

We note that

$$
\Psi_{s,t}^w(a, b) = \int_s^t e^{i(a, w_r) - 2br} \, dr = \int_0^{t-s} e^{i(a, w_{r+s}) - 2br} \, dr
$$

(2.10)

We note that

$$
\|\Phi^w\|_{W^{\rho, \gamma}([S, T])} = \|\Phi^w\|_{W^{\rho, \gamma}([S+\tau, T+\tau])}.
$$

(2.11)

The regularity estimate will rely on an estimate of

$$
K_w^w(a, b) := \sup_{s \in [0, T]} |\Psi_{0, T-s}^w(a, b)|.
$$

Lemma 2.7. Assume that $w$ is $(\rho, \gamma)$ -irregular. Then, for any $\theta < \gamma + 1$ and $|b| \geq 1$, $a \in \mathbb{R}^d$,

$$
|\Psi_{0, T-s}^w(a, b)| \lesssim \|\Phi^w\|_{W^{\rho, \gamma}([0, T])} \frac{|b|^{1-\theta}}{(|a|^\rho + 1)},
$$

and

$$
|K_w^w(a, b)| \lesssim \|\Phi^w\|_{W^{\rho, \gamma}([0, T])} \frac{|b|^{1-\theta}}{(|a|^\rho + 1)}.
$$

Proof. We observe that, by integration by parts,

$$
\Psi_{0, T-s}^w(a, b) = \Phi_{0, T-s}^w(a) e^{-2br(T-s)} + 2b \int_0^{T-s} \Phi_{0,t}^w(a) e^{-2bt} \, dt,
$$

where $\Phi$ is defined as in (2.5). Thus, using $(\rho, \gamma)$ irregularity of $w$ we obtain that

$$
|\Phi_{0, T-s}^w(a)| = |\Phi_{s,T}^w(a)| \leq \|\Phi^w\|_{W^{\rho, \gamma}([0, T])} \frac{|T-s|^\gamma}{1+|a|^\rho}, \quad s \in [0, T]
$$

and

$$
|\Phi_{0,t}^w| \lesssim \|\Phi^w\|_{W^{\rho, \gamma}([0, T])} \frac{t^\gamma}{1+|a|^\rho}.
$$
Thus, for $\theta < \gamma + 1$,
\[
|\Psi_{0,T-s}^{w}(a,b)| \lesssim |\Phi_{0,T-s}^{w}(a)| e^{-2b(T-s)} + 2|b| \int_0^{T-s} |\Phi_{0,t}^{w}(a)| e^{-2bt} dt,
\]
\[
\lesssim \|\Phi^{w}\|_{W^{\rho,\gamma}(0,T)} \frac{(T-s)^{\gamma}}{(|a|^\rho + 1) |2b|^{\gamma}(T-s)^{\gamma}}
+ 2|b| \int_0^{T-s} \|\Phi^{w}\|_{W^{\rho,\gamma}(0,T)} \frac{t^{\gamma}}{(|a|^\rho + 1) \rho^2 |2b|^{\gamma}} dt
\]
\[
\lesssim \|\Phi^{w}\|_{W^{\rho,\gamma}(0,T)} \frac{1}{(|a|^\rho + 1) (|b|^{1-\gamma} + |b|^{1-\theta} \int_0^{T-s} t^{\gamma-\theta} dt)}
\]
\[
\lesssim \|\Phi^{w}\|_{W^{\rho,\gamma}(0,T)} \frac{|b|^{1-\theta}}{(|a|^\rho + 1)}
\]
where we have used the inequality $e^{-x} \lesssim x^{-p}$ for any $p > 0$. Taking the supremum in $s$ finishes the proof.

We next note that the notion of $(\rho, \gamma)$-irregularity introduced above offers some flexibility in the choice of the parameters. In fact, the following Lemma shows that one may enhance the Hölder time regularity of $\Phi^{w}(a)$ by loosing a certain amount on the decay in $|a|$.

**Lemma 2.8.** Let $w$ be a $(\rho, \gamma)$-irregular path. Then, for every $\kappa \in (0,1)$, $w$ is a $(\rho \kappa, 1 - \kappa(1-\gamma))$-irregular path. Moreover, we have that
\[
\|\Phi^{w}\|_{\rho \kappa, 1 - \kappa(1-\gamma)} \leq 2^{1-\kappa} \|\Phi^{w}\|_{\rho, \gamma}.
\]

**Proof.** It suffices to interpolate the bound
\[
|\Phi_{s,t}^{w}(a)| \leq \|\Phi^{w}\|_{\rho, \gamma} \frac{|t-s|^{\gamma}}{1 + |a|^\rho}
\]
with the trivial bound $|\Phi_{s,t}^{w}(a)| \leq |t-s|$. We get
\[
|\Phi_{s,t}^{w}(a)| \leq \|\Phi^{w}\|_{\rho \kappa, (1-\kappa)\kappa} \frac{|t-s|^{\gamma(1-\kappa)}}{(1 + |a|^\rho)^{\kappa}}
\]
\[
\leq 2^{1-\kappa} \|\Phi^{w}\|_{\rho, \gamma} \frac{|t-s|^{\gamma(1-\kappa)}}{1 + |a|^\rho}.
\]

**Lemma 2.9.** Let $f_1, f_2 : \mathbb{R} \to \mathbb{R}$ be measurable and $a \in C^1(\mathbb{R}, \mathbb{R}^d)$ satisfying
\[
(2.12) \quad \inf_{e \in \mathbb{R}^d, \|e\|=1} |e.(a(v_1) - a(v_2))| \geq c |v_1 - v_2|^\nu
\]
for some $\nu \geq 1$ and $c > 0$. Then for every compact set $K \subseteq \mathbb{R}$, $n \in \mathbb{Z}^d \setminus \{0\}$ and every $\rho \in (0, \frac{1}{n})$ we have
\[
\int_{K \times K} dv_1 dv_2 \frac{f_1(v_1)f_2(v_2)}{1 + |n.(a(v_1) - a(v_2))|^\rho} \lesssim \|f_1\|_{L^2} \|f_2\|_{L^2} |n|^{-\rho}.
\]
Proof. Using first the Cauchy Schwartz inequality in $v_1$, then (2.12), then Young’s inequality yields,

$$\int_{K} dv_1 dv_2 f_1(v_1) f_2(v_2) \frac{1}{1 + |n, (a(v_1) - a(v_2))|^\rho} \leq \|f_1\|_{L^2} \left\|\int_{K} dv_2 f(v_2) \frac{1}{1 + |n, (a(\cdot) - a(v_2))|^\rho} \right\|_{L^2}$$

$$\leq \|f_1\|_{L^2} \left\|\int_{K} dv_2 f(v_2) \frac{1}{1 + c|n|^\rho \cdot \cdot \cdot |v_2|^\rho} \right\|_{L^2} \leq \|f_1\|_{L^2} \|f_2\|_{L^2} \left\|\frac{1}{1 + c|n|^\rho \cdot |v|^\rho} \right\|_{L^1}.$$ 

The conclusion of the proof now follows from the observation

$$\int_{K} dv \frac{1}{1 + c|n|^\rho |v|^\rho} \lesssim \frac{1}{|n|^{\gamma}} \int_{|v| \leq |n|^\gamma} dv \frac{1}{1 + |v|^\rho} \lesssim |n|^{-\rho}.$$

We now proceed by estimating each term appearing in (2.3) separately.

In the following we will first consider the case $\nu \rho < 1$. In the end of the proof we will see that the case $\nu \rho \geq 1$ can be reduced to this case.

2.1.1. Estimate for the initial condition part. In the following we estimate $\hat{u}^0(t, n)$. With $b_n = |n|^{2\alpha}$ as above, we have

$$\hat{u}^0(t, n) = \int_{v} e^{-i(a(v) n, w) - b_n t} \hat{\chi}^0(n, v).$$

Taking the square and integrating in time implies

$$\int_0^T dt |\hat{u}^0(t, n)|^2 = \int_0^T dt \left| \int_{v} e^{-i(a(v) n, w) - b_n t} \hat{\chi}^0(n, v) \right|^2$$

$$= \int_0^T dt \int_{v_1} \int_{v_2} \psi_{0, T}((a(v_1) - a(v_2)), n, b_n) \hat{\chi}^0(n, v_1) \hat{\chi}^0(n, v_2).$$

By Lemma 2.7 we have, for $0 < \theta < \gamma + 1$,

$$\psi_{0, T}((a(v_1) - a(v_2)), n, b_n) \lesssim \|\psi\|_{\rho, \gamma} |(a(v_1) - a(v_2)), n|^{\rho - 1}. \quad (2.13)$$

We obtain

$$\int_0^T dt |\hat{u}^0(t, n)|^2 \lesssim \|\psi\|_{\rho, \gamma} \int_{v_1, v_2} \frac{|b_n|^{1-\theta}}{|(a(v_1) - a(v_2)), n|^\rho + 1} |\hat{\chi}^0|(n, v_1) |\hat{\chi}^0|(n, v_2).$$

Since $u_0 \in L^\infty(\mathbb{T}^d)$ we have that $\hat{\chi}^0(n, \cdot)$ is compactly supported. Hence, Lemma 2.9 gives

$$\int_0^T dt |\hat{u}^0(t, n)|^2 \lesssim \|\psi\|_{\rho, \gamma} |n|^{-2\alpha(\theta - 1) - \rho} \|\hat{\chi}^0(n, \cdot)\|^2_{L^2}, \quad (2.14)$$
This implies
\begin{equation}
(2.15) \quad \int_0^T dt \|u^0(t)\|^2_H \lesssim \|\Phi^w\|_{\rho, \gamma} \|\chi^0\|^2_{L^2_{\rho, \gamma}}.
\end{equation}

### 2.1.2. Estimate for the integral part

Recall
\[
\psi^1(t, n) = b_n \int_0^t ds \int_v e^{-i\langle a(v), n, w_1 - w_2 \rangle - b_n (t-s)} \hat{\chi}(s, n, v).
\]

Taking the square of the $L^2$ norm in time and expanding the square into a double integral yields
\[
I = \int_0^T dt |u^1(t, n)|^2
\]
\[
= b_n^2 \int_0^T dt \int_0^t ds_1 ds_2 \int_{v_1} \int_{v_2} e^{i\langle n, (a(v_2) - a(v_1)), w_1 - b_n(t-s) \rangle + b_n s_1^2 \hat{\chi}(s_1, n, v_1)} e^{-i\langle n, (a(v_1), w_2) \rangle + b_n s_2^2 \hat{\chi}(s_2, n, v_2)}
\]

Now we observe that we can split the domain of integration into two regions $s_1 > s_2$ and $s_2 < s_1$ which give the same contribution. Thus,
\[
I = 2b_n^2 \int_0^T dt \int_0^t ds_1 \int_{v_1} \int_{v_2} e^{i\langle n, (a(v_2) - a(v_1)), w_1 - b_n t \rangle} e^{-i\langle n, (a(v_1), w_2) \rangle + b_n s_2^2 \hat{\chi}(s_2, n, v_2)} e^{i\langle n, (a(v_1), w_1 + b_n s_1) \rangle + b_n s_2^2 \hat{\chi}(s_1, n, v_1)}
\]

Then, using Fubini’s Theorem to commute the time integrals yields
\[
I = 2b_n^2 \int_0^T ds_1 \int_{v_1} \int_{v_2} \Psi^{w}_{s_1, T}(n, (a(v_2) - a(v_1)), b_n) e^{-i\langle n, (a(v_1), w_2) \rangle + b_n s_2^2 \hat{\chi}(s_2, n, v_2)}
\]

where $\Psi^{w}_{s, T}$ is defined as above and by (2.10) we have
\[
\Psi^{w}_{s_1, T}(n, (a(v_2) - a(v_1)), b_n) = e^{-2b_n s_1 + i\langle n, (a(v_2) - a(v_1)), w_1 \rangle} \psi_{0, T - s_1}(n, (a(v_2) - a(v_1)), b_n)
\]

We now focus on the time integral part for which we use Fubini’s theorem to obtain
\[
\left| \int_0^T ds_1 \int_{v_1} \int_{v_2} \Psi^{w}_{0, T - s_1}(n, (a(v_2) - a(v_1)), b_n) e^{-b_n (s_1 - s_2) \hat{\chi}(s_2, n, v_2)} e^{i\langle n, a(v_1), w_1 \rangle} \right|
\]

Using the Cauchy-Schwartz inequality for the integral over $s_2$ we bound this quantity by
\[
\|\hat{\chi}(., n, v_2)\|_{L^2([0, T])}
\]

\[
\times \left[ \int_0^T ds_2 \left( \int_{s_2}^T ds_1 \|\Psi^{w}_{0, T - s_1}(n, (a(v_2) - a(v_1)), b_n) e^{-b_n (s_1 - s_2) \hat{\chi}(s_1, n, v_1)} \right)^2 \right]^{\frac{1}{2}}.
\]
By Young’s inequality for convolutions this can be bounded by
\[
\frac{1}{b_n} \| \chi(\cdot, n, v_2) \|_{L^2([0,T])} \left[ \int_0^T dt \int_{v_1} \int_{v_2} |\chi(\cdot, n, v_1)|^2 |\Psi_w^{\ast}(n, (a(v_2) - a(v_1)), b_n)|^2 \right]^{\frac{1}{2}},
\]
which can be bounded by
\[
\frac{1}{b_n} \| \chi(\cdot, n, v_1) \|_{L^2([0,T])} \| \chi(\cdot, n, v_2) \|_{L^2([0,T])} \sup_{s_1 \in [0,T]} |\Psi_w^{\ast}(n, (a(v_2) - a(v_1)), b_n)|.
\]
Hence, we conclude that
\[
\int_0^T dt |u^1(t, n)|^2 \leq 2b_n \int_{v_1} \int_{v_2} |\chi(\cdot, n, v_1)\|_{L^2([0,T])} |\chi(\cdot, n, v_2)\|_{L^2([0,T])} K^w(n, (a(v_2) - a(v_1)), b_n),
\]
where
\[
K^w(a, b) = \sup_{s \in [0,T]} |\Psi_w^{\ast}(a, b)|.
\]
By Lemma 2.7 we have
\[
|K^w(a, b)| \lesssim \| \Phi_w \|_{\rho, \gamma} \frac{|b|^{1-\theta}}{(1 + |a|^\rho)}
\]
for all \(\theta < \gamma + 1\). Since \(u \in L^\infty_{t,v}\) we have that \(v \rightarrow \| \chi(t, n, v) \|_{L^2([0,T])}\) is compactly supported in \(v\) uniformly in \(t \in [0, T]\). Hence, using Lemma 2.9 we conclude that
\[
\int_0^T dt |u^1(t, n)|^2 \lesssim \| \Phi_w \|_{\rho, \gamma} b_n \int_{v_1} \int_{v_2} |\chi(\cdot, n, v_1)|_{L^2([0,T])} |\chi(\cdot, n, v_2)|_{L^2([0,T])} \frac{b_n^{-\theta}}{(1 + |a(v_2) - a(v_1)|)^{\rho}}
\]
\[
\lesssim \| \Phi_w \|_{\rho, \gamma} b_n^{-\theta} |n|^{-\rho} \| \chi(\cdot, n, \cdot) \|_{L^2_{t,v}}^2
\]
\[
\lesssim \| \Phi_w \|_{\rho, \gamma} \| n \|^{2\alpha(2-\theta) - \rho} \| \chi(\cdot, n, \cdot) \|_{L^2_{t,v}}^2.
\]
Hence, multiplying by \(|n|^{-2\tau}\) yields
\[
\int_0^T dt \| u^1(t) \|_{H_{\rho, \gamma}^{\alpha(2-\theta)}}^2 \lesssim \| \Phi_w \|_{\rho, \gamma} \| \chi \|_{L^2_{t,v}(H^\infty_{\gamma})}^2.
\]

2.1.3. Estimate for the kinetic measure. We consider
\[
\int_0^T dt \langle (-\Delta)^{\frac{\lambda}{2}} \varphi, u^2(t) \rangle = -\int_0^T dt \int_v \int_x \int_0^t ds \partial_t S_{A,v}^*(s, t)((-\Delta)^{\frac{\lambda}{2}} \varphi)m(x, s, v)
\]
\[
= -\int_0^T dt \int_v \int_x \int_0^t ds (w_t - w_x) a'(v) DS_{A,v}^*(s, t)((-\Delta)^{\frac{\lambda}{2}} \varphi)m(x, s, v),
\]
where \(\varphi\) is an arbitrary smooth function and \(S_{A,v}^*(s, t)\) is the dual semigroup to \(S_{A,v}(s, t)\) which is given by the Fourier multiplier \(e^{i(a(v), n, w_t - w_x) - b_n(t-s)}\). As in [7] we have that
\[
\| DS_{A,v}^*(s, t)((-\Delta)^{\frac{\lambda}{2}} \varphi) \|_\infty \lesssim (t - s)^{-\frac{\lambda + 1}{2\alpha}} \| \varphi \|_\infty.
\]
Hence, using that $w$ is $\eta$-Hölder continuous by assumption and Young’s inequality for convolutions,
\[
\int_0^T dt \langle (-\Delta)^{\frac{2}{3}} \varphi, u^2(t) \rangle \lesssim \|\varphi\|_\infty \int_0^T dt \int_0^t ds \|w_t - w_s\| (t-s)^{-\frac{\lambda + 1}{2d}} \int_x |a'(v)||m|(s, x, v) \\
\lesssim \|w\|_\eta \|\varphi\|_\infty \int_0^T dt \int_0^t ds (t-s)^{\eta - \frac{\lambda + 1}{2d}} \int_x |a'(v)||m|(s, x, v) \\
\lesssim \|w\|_\eta \|\varphi\|_\infty \int_0^T dt t^{\eta - \frac{\lambda + 1}{2d}} \int_0^T ds \int_x |a'(v)||m|(s, x, v).
\]
If $\eta - \frac{\lambda + 1}{2d} > -1$ or equivalently
\[
2\alpha(\eta + 1) - 1 > \lambda
\]
we conclude
\[
\int_0^T dt \langle (-\Delta)^{\frac{2}{3}} \varphi, u^2(t) \rangle \lesssim \|w\|_\eta \|\varphi\|_\infty \int_0^T \int_x |a'(v)||m|(s, x, v) \\
= \|w\|_\eta \|\varphi\|_\infty \|a'(v)m\|_{TV}.
\]
Hence, for $\lambda < 2\alpha(\eta + 1) - 1 \land 1$,

\begin{equation}
(2.18)
\int_0^T dt \|u^2(t)\|_{W^{\lambda,1}} \lesssim \|w\|_\eta \|\varphi\|_\infty \int_0^T \int_x |a'(v)||m|(s, x, v).
\end{equation}

2.1.4. Conclusion. Let us consider first the case when $\rho \nu < 1$. We may now conclude the proof analogously to [7]. For the reader’s convenience we include some details. Let $\tau \in [0, \frac{1}{2}]$ such that
\[
\frac{\rho - 2\alpha(2-\theta)}{2} + \tau - \frac{d}{2} \geq \lambda - d, \quad \frac{\rho - 2\alpha(2-\theta)}{2} + \tau \geq \lambda, \quad 1 \land 2\alpha(\eta + 1) - 1 > \lambda.
\]
This is satisfied if
\[
\min \left(1, \frac{\rho - 2\alpha(2-\theta)}{2} + \tau, 2\alpha(\eta + 1) - 1 \right) > \lambda.
\]
Optimizing the left hand side for $\alpha$ yields the choice
\[
\alpha = \frac{\rho + 2 + 2\tau}{2(2\eta + 4 - \theta)},
\]
which satisfies $\tau \leq \alpha$ iff $\tau \leq \frac{\rho + 2}{2(2\eta + 3 - \theta)}$. Hence, for $\tau \in \left[0, \frac{1}{2} \land \frac{\rho + 2}{2(2\eta + 3 - \theta)} \right]$ we obtain (2.19) with
\[
\lambda < \frac{\rho(\eta + 1) - 2 + \theta}{2\eta + 4 - \theta} + \frac{2(\eta + 1)}{2\eta + 4 - \theta} \tau \land 1.
\]
We now bootstrap: Start with $\tau = 0$ to get $\lambda_0 := \frac{\rho(\eta + 1) - 2 + \theta}{2\eta + 4 - \theta}$ we then set
\[
\lambda_{n+1} = \frac{\rho(\eta + 1) - 2 + \theta}{2\eta + 4 - \theta} + \frac{2(\eta + 1)}{2\eta + 4 - \theta} \lambda_n \land 1.
\]
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Then $\lambda_n \uparrow \lambda_*$ with

$$\lambda_* = \frac{\rho(\eta + 1) - 2 + \theta}{\eta + 3 - \theta} \land 1,$$

where the iteration has to be stopped if the side-condition $\lambda_n \leq \frac{\rho + 2}{2\eta + 3 - \theta}$ is reached. In conclusion, we have, for all

$$\lambda < \lambda_* \land \frac{\rho + 2}{2\eta + 3 - \theta}$$

that

$$\int_0^T dt \|u(t)\|_{W^{\lambda,1}} \lesssim C(\|\Phi^\omega\|_{\rho,\gamma})(\|u^0\|_{L^2} + \|u\|_{L^1_{t,x}} + \|w\|_\eta\|a'(v)\|_{T^V}).$$

If $u$ is an entropy solution, by $L^1$-contractivity with respect to the initial condition this implies

$$\|u(t)\|_{W^{\lambda,1}} < \infty$$

for all $t > 0$. Since $\theta < 1 + \gamma$ arbitrary we can set $\theta = 1 + \gamma$ in (2.20) which yields (2.21) for each

$$\lambda < \frac{\rho(\eta + 1) - (1 - \gamma)}{(\eta + 1) + (1 - \gamma)} \land \frac{\rho + 2}{2\eta + 2 - \gamma}.$$

This finishes the proof of Theorem 2.3.

2.1.5. Reduction to the case $\nu \rho < 1$. If $\nu \rho \geq 1$ we choose $\kappa \in (0, \frac{1}{\nu \rho})$ and note that $w$ is $(\tilde{\rho}, \tilde{\gamma}) = (\kappa \rho, 1 - \kappa(1 - \gamma))$-irregular by Lemma 2.8. Since then $\tilde{\nu} = \kappa \nu < 1$ we can apply the estimates from the case $\nu \rho < 1$. We obtain (2.21) for all

$$\lambda < \frac{\tilde{\rho}(\eta + 1) - 1 + \tilde{\gamma}}{\eta + 2 - \tilde{\gamma}} \land \frac{\tilde{\rho} + 2}{2\eta + 1 + (1 - \gamma)} = \frac{\kappa \rho(\eta + 1) - \kappa(1 - \gamma)}{\eta + 1 + \kappa(1 - \gamma)} \land \frac{\kappa \rho + 2}{2\eta + 1 + \kappa(1 - \gamma)}.$$

Choosing $\kappa \approx \frac{1}{\nu \rho}$ yields (2.21) for all

$$\lambda < \frac{\rho(\eta + 1) - (1 - \gamma)}{\nu \rho(\eta + 1) + (1 - \gamma)} \land \frac{\rho + 2 \nu \rho}{\nu \rho(2\eta + 1) + (1 - \gamma)}.$$

3. Real space method

In the above sections we have shown that the notion of $(\rho, \gamma)$-irregularity of a path gives us a sufficient notion to capture path-by-path regularizing properties. In order to further analyze the role played by this notion of irregularity, in this section we introduce an alternative approach to averaging principles and thus path-by-path regularization by noise. The merit of this alternative approach is that it does not rely on Fourier methods and therefore it does not lead to oscillating random integrals as they appear in the definition of $(\rho, \gamma)$-irregularity. This leads us to an alternative (and apparently weaker) condition of irregularity of a path. This approach is motivated by [10]. The disadvantage at the current stage is that a generalization to general flux and multiple dimension does not seem immediate.

We again consider

$$\partial_t u + \frac{1}{2} \partial_x u^2 \circ dw_t = 0$$

(3.1)
in its kinetic form, and restrict to one spatial dimension. Informally, we have
\[ \partial_t \chi(t, x, v) + v \partial_x \chi(t, x, v) \frac{dw_t}{dt} = \partial_v m(t, x, v). \]

For simplicity, we localize in time, that is, for \( \varphi \in C_0^\infty(0, T) \) we set \( \tilde{\chi} := \varphi \chi, \tilde{m} := \varphi m \) which solves
\[ \partial_t \tilde{\chi}(t, x, v) + v \partial_x \tilde{\chi}(t, x, v) \frac{dw_t}{dt} = \partial_v \tilde{m}(t, x, v) + \varphi(t) \chi(t, x, v). \]

Rewrite as, for \( \lambda > 0 \),
\[ \partial_t \tilde{\chi}(t, x, v) + v \partial_x \tilde{\chi}(t, x, v) \frac{dw_t}{dt} + \lambda \tilde{\chi}(t, x, v) = \partial_v \tilde{m}(t, x, v) + \lambda \tilde{\chi}(t, x, v) + \varphi(t) \chi(t, x, v). \]

Then,
\[ \tilde{\chi}(t, x, v) = \int_0^t ds e^{-\lambda(t-s)} (\partial_v \tilde{m})(s, x - vw_{s,t}, v) + \lambda \int_0^t ds e^{-\lambda(t-s)} \tilde{\chi}(s, x - vw_{s,t}, v) \]
\[ + \int_0^t ds e^{-\lambda(t-s)} \varphi(s) \chi(s, x - vw_{s,t}, v). \]

We want to estimate the regularity of velocity averages
\[ u^\phi := \int_0^\infty \chi \phi \]
for \( \phi \in C_0^\infty(\mathbb{R}) \). We thus aim to understand properties of the random X-ray transform operator
\[ Tg(x, t) := \int_0^t ds \int_v g(s, x - vw_{s,t}, v) \phi(v) e^{-\lambda(t-s)}, \]
with \( g \in \mathcal{M}([0, T] \times \mathbb{R} \times \mathbb{R}) + L^\infty([0, T] \times \mathbb{R} \times \mathbb{R}), \phi \in C_0^\infty(\mathbb{R}) \).

3.1. A path-by-path scaling condition. We will work with the following path-by-path scaling condition

**Assumption on the noise:** There is a \( \iota \in [\frac{1}{2}, 1], C \geq 0 \) such that for every \( \alpha \in (-1, 0) \) and \( \lambda \geq 1 \) we have
\[ \int_0^T dt \int_0^{T-r} dt \ e^{-\lambda t} |w_t^r|^\alpha \leq C \lambda^{-1-\iota \alpha}. \]

The deterministic case \( (w(t) = t) \) corresponds to \( \iota = 1 \).

**Proposition 3.1.** Let \( w \) be a fractional Brownian motion with Hurst parameter \( H \in (0, 1) \). Then, for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \) the path \( t \mapsto w_t(\omega) \) satisfies (3.3) for every \( \iota > H \).

**Proof.** Using that \( e^{-x} \lesssim x^{-\theta} \) for each \( x \geq 0, \theta \geq 0 \) we observe that
\[ \int_0^T dt \int_0^{T-r} dt \ e^{-\lambda t} |w_t^r|^\alpha \lesssim \lambda^{-\theta} \int_0^T dt \int_0^{T-r} dt \ t^{-\theta} |w_t^r|^\alpha. \]

Hence, we need only to check that \( K := \int_0^T dt \int_0^{T-r} dt \ t^{-\theta} |w_t^r|^\alpha \) is finite \( \mathbb{P} \)-almost surely. Indeed,
\[ \mathbb{E}(K) \lesssim \int_0^T dt \int_0^{T-r} t^{-\theta + H \alpha} dt \]
is finite under the condition that \( \theta < 1 + H \alpha. \) \( \square \)
Proposition 3.2. Assume that \( w \) is \((\rho, \gamma)\)-irregular with \( \gamma > \frac{1}{2} \). Then \( w \) satisfies (3.3) for \( \alpha \in (-\rho \vee -1, 0) \) with \( \iota = \frac{1}{2\rho} \).

Proof. From [1, Proposition 1.29] we recall that, for \( \alpha \in (-1, 0) \),
\[
|x|^\alpha = C_\alpha \mathcal{F}^{-1}(|\cdot|^{-\alpha - 1})(x)
= \frac{C_\alpha}{2\pi} \int dy e^{i xy} |y|^{-\alpha - 1}.
\]
Hence,
\[
\int_0^{T - r} dt e^{-\lambda t} |w_t|^\alpha = \frac{C_\alpha}{2\pi} \int_0^{T - r} dt e^{-\lambda t} \int dy e^{i w_t y} |y|^{-\alpha - 1}
= \frac{C_\alpha}{2\pi} \int dy |y|^{-\alpha - 1} \int_0^{T - r} dt e^{-\lambda t} e^{i w_t y}.
\]
Now
\[
\int_0^{T - r} dt e^{-\lambda t} e^{i w_t y} = e^{-\lambda \int_0^T ds e^{i w_s y} T - r} + \lambda \int_0^{T - r} dt e^{-\lambda t} \left( \int_0^t ds e^{i w_s y} \right)
\leq \frac{\|w\|_{\rho, \gamma}}{1 + |y|^\rho} \left( e^{-\lambda (T - r)|T - r|^\gamma} + \lambda \int_0^{T - r} dt e^{-\lambda t r} \right)
\leq \frac{\|w\|_{\rho, \gamma}}{1 + |y|^\rho} \lambda^{-\gamma}.
\]
By Lemma 2.8 for \( \varepsilon > 0 \) small enough, \( w \) is \((\rho^*, \gamma^*) := (-\alpha + \varepsilon, 1 + \frac{\alpha}{2\rho} < 1 - \frac{\alpha + \varepsilon}{\rho}(1 - \gamma))\)-irregular. Using the above with these indices, since \( \alpha - \varepsilon - \alpha - 1 = -1 - \varepsilon < -1 \) we have
\[
\int_0^{T - r} dt e^{-\lambda t} |w_t|^\alpha \lesssim \|w\|_{\rho, \gamma} \lambda^{-1 + \frac{\alpha}{2\rho}} \int dy |y|^{-\alpha - 1} \frac{1 + |y|^\rho}{1 + |y|^\rho} \lesssim \|w\|_{\rho, \gamma} \lambda^{-1 + \frac{\alpha}{2\rho}}.
\]
□

In the case of fractional Brownian motion, by Theorem [3, Theorem 1.4] we have that \( \beta_H \) is \((\rho, \gamma)\)-irregular for any \( \rho < \frac{1}{2H} \) and some \( \gamma > \frac{1}{2} \). Proposition 3.2 then implies that fractional Brownian motion satisfies (2.3) with any \( \iota = \frac{1}{2\rho} > H \). However, the proof of this fact given in Proposition 3.1 is much simpler and thus underlines the relevance of condition (3.3).

3.2. Main result.

Lemma 3.3. Assume \( \sigma \in [0, 1) \) we have
\[
T : L^\infty_t (L^1_{x,loc}(BV_v)) \rightarrow L^1_t (\hat{W}^{\sigma, 1}_{x,loc})
\]
with
\[
\|T\|_{L^\infty_t (L^1_{x,loc}(BV_v)) \rightarrow L^1_t (\hat{W}^{\sigma, 1}_{x,loc})} \lesssim \lambda^{-1 + \iota \sigma},
\]
for all \( \lambda \geq 1 \).
Proof. Let \( g \in L^1_x (L^1_{x,loc}(BV_v)) \). Then, in the sense of distributions,

\[
\partial_x g(s, x - vw_{s,t}, v) = \frac{1}{w_{s,t}} (\partial_v(g(s, x - vw_{s,t}, v)) + \frac{1}{w_{s,t}} (\partial_t g)(s, x - vw_{s,t}, v).
\]

Thus,

\[
\| \int \! g(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}} \leq \| \partial_x \int \! g(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}}
\]

\[
\leq \frac{1}{|w_{s,t}|} \int \! (\partial_v(g(s, x - vw_{s,t}, v))\phi(v) \|_{L^1_{x,loc}} + \frac{1}{|w_{s,t}|} \| \int \! (\partial_t g)(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}}
\]

\[
\leq \frac{1}{|w_{s,t}|} \| g(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}} + \frac{1}{|w_{s,t}|} \| (\partial_t g)(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}}.
\]

Minkowski’s inequality yields

\[
\| \int \! g(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}} \leq \| g(s, \cdot, \cdot)\phi(v) \|_{L^1_{x,loc}} + \| (\partial_t g)(s, \cdot, \cdot)\phi(v) \|_{L^1_{x,loc}}
\]

\[
= \| g(s, \cdot, \cdot)\|_{L^1_{x,loc}(BV_v)}.
\]

We further have the bound

\[
\| \int \! g(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}} \leq \int \! \| g(s, x - vw_{s,t}, v)\phi(v) \|_{L^1_{x,loc}}
\]

\[
\leq \| g(s, \cdot, \cdot)\|_{L^1_{x,loc}(L^1_{v,loc})}
\]

\[
\leq \| g(s, \cdot, \cdot)\|_{L^1_{x,loc}(BV_v)}.
\]

By complex interpolation these bounds yield, for \( \sigma \in [0, 1] \),

\[
\| \int \! g(s, x - vw_{s,t}, v)\phi(v) \|_{W^{\sigma,1}_{x,loc}} \leq \frac{1}{|w_{s,t}|^\sigma} \| g(s) \|_{L^1_{x,loc}(BV_v)}.
\]

Hence,

\[
\| Tg(t) \|_{W^{\sigma,1}_{x,loc}}
\]

\[
\leq \| \int_0^t ds \int \! g(s, x - vw_{s,t}, v)\phi(v) e^{-\lambda(t-s)} \|_{W^{\sigma,1}_{x,loc}}
\]

\[
\leq \int_0^t ds \| \int \! g(s, x - vw_{s,t}, v)\phi(v) \|_{W^{\sigma,1}_{x,loc}} e^{-\lambda(t-s)}
\]

\[
\leq \int_0^t ds \frac{1}{|w_{s,t}|^\sigma} \| g(s) \|_{L^1_{x,loc}(BV_v)} e^{-\lambda(t-s)}.
\]
We obtain (using the assumption on the noise)

\[ \|Tg\|_{L^1_{t,x,loc}} \leq \int_0^T dt \int_0^t ds \frac{1}{|w_{s,t}|\sigma} \|g(s)\|_{L^1_{x,loc}(BV_v)} e^{-\lambda(t-s)} \]

\[ \leq \int_0^T ds \left( \int_0^{T-s} dt \frac{e^{-\lambda t}}{|w_{0,t}|\sigma} \right) \|g(s)\|_{L^1_{x,loc}(BV_v)} \]

\[ \leq \lambda^{-1+\sigma} \|g\|_{L^\infty_t L^1_{x,loc}(BV_v)} \]

\[ \square \]

**Lemma 3.4.** Assume \( w \in C^0([0, T]) \) for some \( \eta \in [0, 1] \). For each \( g \in \mathcal{M}_{t,x} \mathcal{M}_{v,loc} \) there are \( h^1, h^2 \in \mathcal{M}([0, T] \times \mathbb{R}) \) such that

\[ T \partial_v g = \partial_x h^1 + h^2 \]

with

\[ \|h^1\|_{L^1_t L^\infty_x} \lesssim \lambda^{-1-\eta} \|g\|_{\mathcal{M}_{t,x} \mathcal{M}_{v,loc}} \]

\[ \|h^2\|_{L^1_t L^\infty_x} \lesssim \lambda^{-1} \|g\|_{\mathcal{M}_{t,x} \mathcal{M}_{v,loc}}, \]

for all \( \lambda \geq 1 \).

**Proof.** Let \( g \in \mathcal{M}_{t,x} \mathcal{M}_{v,loc} \). Then

\[ T(t) \partial_v g = \int_0^t ds \int_v \partial_v g(s, x - vw_{s,t}, v) \phi(v) e^{-\lambda(t-s)} \]

\[ = \partial_x \int_0^t ds \int_v w_{s,t}(g(s, x - vw_{s,t}, v)) \phi(v) e^{-\lambda(t-s)} \]

\[ + \int_0^t ds \int_v \partial_v (g(s, x - vw_{s,t}, v)) \phi(v) e^{-\lambda(t-s)} \]

\[ =: \partial_x h^1(t) + h^2(t). \]

Now, again using Minkowski’s inequality,

\[ \|h^1(t)\|_{\mathcal{M}_x} \leq \int_0^t |w_{s,t}| \|g\|_{\mathcal{M}_{x,v}} e^{-\lambda(t-s)} ds \]

\[ \|h^2(t)\|_{\mathcal{M}_x} \leq \int_0^t \|g\|_{\mathcal{M}_{x,v}} e^{-\lambda(t-s)} ds. \]

Hence, by assumption on the noise,

\[ \|h^1\|_{L^1_t L^\infty_x} \leq \int_0^T dt \int_0^t ds |w_{s,t}| \|g(s)\|_{\mathcal{M}_{x,v}} e^{-\lambda(t-s)} \]

\[ \leq \int_0^T ds \left( \int_0^{T-s} dt t v e^{-\lambda t} \right) \|g(s)\|_{\mathcal{M}_{x,v}} \]

\[ \leq \lambda^{-1+\sigma} \|g\|_{\mathcal{M}_{t,x} \mathcal{M}_{v,loc}} \]
and
\[\|h^2\|_{L_t^1 M_x} \leq \int_0^T dt \int_0^t ds \|g(s) \hat{\phi}\|_{M_{x,v}} e^{-\lambda(t-s)} \leq \int_0^T ds \left( \int_0^T e^{-\lambda t} dt \right) \|g(s) \hat{\phi}\|_{M_{x,v}} \leq \frac{1}{\lambda} \|g\|_{M_{t,x} M_{v,loc}}.\]

**Theorem 3.5.** Let \(u\) be a quasi-solution to (3.1), \(\phi \in C_c^\infty(\mathbb{R})\) and suppose that \(w \in C^0([0,T])\) satisfies assumption (3.3). Then
\[u^\phi = \int_v \chi \phi \in L^1_{t,loc}((0,T); \dot{W}^s_{x,loc})\]
for all \(s < s_* = \frac{1+\eta}{1+\eta+3}\) with
\[\|u^\phi\|_{L^1_{t,loc}((0,T); \dot{W}^s_{x,loc})} \leq \left( \|u\|_{L^\infty_{t} L^1_{x,loc}} + 1 \right)^{\frac{1+\eta}{1+\eta+3}} \left( \|m\|_{M_{t,x} M_{v,loc}} \vee 1 \right) \|u^\phi\|_{L^1_{t} (\dot{W}^s_{x,loc})}.\]

**Proof.** From (3.2) we have
\[u^\phi = \lambda T \partial_x g + \lambda T f_1 + T f_2\]
with \(f_1 = \hat{\chi}, f_2 = \hat{\phi} \chi, g = \tilde{m}\). For simplicity we write \(u\) instead of \(u^\phi\) in the following. We note that
\[f_1, f_2 \in L^\infty_{t} L^1_{x,loc} BV_v, \quad g = \tilde{m} \in M_{t,x} M_{v,loc},\]
with, for \(i = 1, 2,\)
\[\|f_i\|_{L^\infty_{t} L^1_{x,loc} BV_v} \lesssim \|\chi\|_{L^\infty_{t} L^1_{x,loc} BV_v} \lesssim \|u\|_{L^\infty_{t} L^1_{x,loc}} + 1, \quad \|\tilde{m}\|_{M_{t,x} M_{v,loc}} \lesssim \|m\|_{M_{t,x} M_{v,loc}}.\]

Following Lemma 3.4 we have
\[Tg = h^1 + h^2\]
with, for arbitrary \(\varepsilon_1, \varepsilon_2 > 0,\)
\[\|h^1\|_{L^1_{t} (\dot{W}^{-1-\varepsilon_1,1}_{x})} \lesssim \lambda^{-1-\eta} \|m\|_{M_{t,x} M_{v,loc}}, \quad \|h^2\|_{L^1_{t} (\dot{W}^{-\varepsilon_2,1}_{x})} \lesssim \lambda^{1-\eta} \|m\|_{M_{t,x} M_{v,loc}}.\]

Since, for \(0 < \varepsilon_2 < \varepsilon_1,\)
\[L^1_{t} (\dot{W}^{-\varepsilon_2,1}_{x}) \hookrightarrow (L^1_{t} (\dot{W}^{-1-\varepsilon_1,1}_{x}), L^1_{t} (\dot{W}^{\sigma,1}_{x,loc})) \frac{1}{1+\sigma} \]
with
\[K(h^2, z) := \inf \{ \|h^2\|_{L^1_{t} (\dot{W}^{-1-\varepsilon_1,1}_{x})} + z \|h^2\|_{L^1_{t} (\dot{W}^{\sigma,1}_{x,loc})} : h^2 = h^{2,1} + h^{2,2}, h^{2,1} \in L^1_{t} (\dot{W}^{-1-\varepsilon_1,1}_{x}), h^{2,2} \in L^1_{t} (\dot{W}^{\sigma,1}_{x,loc}) \}\]
we have
\[
\sup_{z > 0} \frac{1}{|z|} K(h^2, z) =: \|h^2\|_{L_t^1(W^{-1-\varepsilon, 1}_x, L^1_{x,loc})} \leq \|h^2\|_{L_t^1(W^{-1-\varepsilon, 1}_x, L^1_{x,loc})} \leq \lambda^{-1} \|\tilde{m}\|_{M_{t,x}M_{v,loc}}.
\]
By Lemma 3.3 we have, \(i = 1, 2\),
\[
\|Tf_i\|_{L_t^1(W^{-1-\varepsilon, 1}_{x,loc})} \leq \lambda^{-1+\varepsilon} \|f_i\|_{L_t^\infty L^1_{x,loc}BV_v}.
\]
With
\[
K(u, z) := \inf \{\|u^1\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + z\|u^2\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} : u = u^1 + u^2, \quad u^1 \in L_t^1(W^{-1-\varepsilon, 1}_x), \quad u^2 \in L_t^1(W^{-1-\varepsilon, 1}_x)\},
\]
since \(u \in L^1_{t,x} \subseteq L^1_t(W^{-1-\varepsilon, 1}_x)\) we have the trivial bound
\[
K(u, z) \leq \|u\|_{L_t^1(W^{-1-\varepsilon, 1}_x)}.
\]
It therefore enough to restrict to \(z \leq 1\) in the following estimates. For \(h^2 = h^{2,1} + h^{2,2}\) with \(h^{2,1} \in L^1_t(W^{-1-\varepsilon, 1}_x), h^{2,2} \in L^1_t(W^{-1-\varepsilon, 1}_x)\) we have
\[
u = h^1 + h^2 + \lambda T^1f_1 + T^2f_2
\]
and thus
\[
K(u, z) \leq \|h^1 + h^{2,1}\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + z\|h^{2,2}\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + \lambda T^1f_1 + T^2f_2\|_{L_t^1(W^{-1-\varepsilon, 1}_x)}
\]
\[
\leq \|h^1\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + \|h^{2,1}\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + z\|h^{2,2}\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + \|\lambda T^1f_1\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + z\|T^2f_2\|_{L_t^1(W^{-1-\varepsilon, 1}_x)}.
\]
By definition of \(K(h^2, z)\) this yields
\[
K(u, z) \leq \|h^1\|_{L_t^1(W^{-1-\varepsilon, 1}_x)} + K(h^2, z) + z\|\lambda T^1f_1\|_{L^1_{t,x}M_{v,loc}} + z\|T^2f_2\|_{L^1_{t,x}M_{v,loc}}
\]
\[
\leq \lambda^{-1-\eta} \|m\|_{M_{t,x}M_{v,loc}} + z\lambda^{-1} \|m\|_{M_{t,x}M_{v,loc}} + z\lambda^{-1} \|\lambda\|_{L^1_{t,x}M_{v,loc}} + z\lambda^{-1} \|\lambda\|_{L^1_{t,x}M_{v,loc}}.
\]
Equilibrating the first and third term yields (without loss of generality we may assume in the following that \(\|\lambda\|_{L^1_{t,x}M_{v,loc}} \geq 1\))
\[
\lambda^{-1-\eta} \|m\|_{M_{t,x}M_{v,loc}} = z\lambda^{-1} \|\lambda\|_{L^\infty_{t,x}M_{v,loc}} BV_v
\]
that is
\[
\lambda = z^{-\frac{1}{\sigma+1} + \frac{1}{\sigma+1}} \|m\|_{M_{t,x}M_{v,loc}} \|\lambda\|_{L^\infty_{t,x}M_{v,loc}} BV_v.
\]
Hence,
\[
\lambda^{-1-\eta} = z^{\frac{1+\eta}{\sigma+1+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v} \\
\eta^{-1} = z^{\frac{1}{\sigma+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v} \\
\lambda^{-\sigma-1} = z^{\frac{2+\eta}{\sigma+1+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v}.
\]

We obtain
\[
K(u, z) \lesssim z^{\frac{1+\eta}{\sigma+1+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v} \\
+ z^{\frac{1}{\sigma+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v} \\
+ z^{\frac{2+\eta}{\sigma+1+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v}.
\]

Since, for \( \sigma \in (0, 1) \), \( \frac{1+\eta}{\sigma+1+\eta} \leq \frac{1}{1+\sigma} + \frac{1}{\sigma+1+\eta} \) and \( |z| \leq 1 \) we obtain
\[
K(u, z) \lesssim z^{\frac{1+\eta}{\sigma+1+\eta}} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v}.
\]

We conclude, with \( \theta = \frac{1+\eta}{\sigma+1+\eta} \),
\[
\| u \|_{L_1^1(W_x^{1-\epsilon,1}, L_1^1(W_x^{\sigma,1}, \mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}, \theta, \infty)} \\
= \sup_{z>0} z^{-\theta} K(u, z) \\
= \sup_{1>z>0} z^{-\theta} K(u, z) + \sup_{z \geq 1} z^{-\theta} K(u, z) \\
\leq \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} + \| u \|_{L_1^1(W_x^{1-\epsilon,1})}.
\]

Interpolation gives, choosing \( \epsilon_1 > 0 \) small enough,
\[
(L_1^1(W_x^{1-\epsilon_1,1}), L_1^1(W_x^{\sigma,1}, \mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}, \theta, \infty)} \subseteq L_1^1(W_x^{1+\epsilon_1,1})
\]
for every
\[
s < (1 - \theta)(-1) + \sigma \theta = \sigma \left( \frac{1 + \eta - \epsilon}{1 + \eta + \epsilon \sigma} \right) \\
\frac{1}{r} = \frac{1 - \theta}{1} + \theta = 1.
\]

In conclusion, since \( \sigma \in (0, 1) \) arbitrary (large enough), for every \( s < s_* = \frac{1+\eta-\epsilon}{1+\eta+\epsilon} \),
\[
\| u \|_{L_1^1(W_x^{s,1}, \mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}})} \leq \| \chi \|_{L_1^\infty L_{x,\text{loc}}^1 \mathcal{BV}_v} \| m \|_{\mathcal{M}_{\sigma,x} \mathcal{M}_{v,\text{loc}}} + \| u \|_{L_1^1(W_x^{1,1})}.
\]

□
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