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Abstract

Reinforcement Learning (RL) techniques have drawn great attention in many challenging tasks, but their performance deteriorates dramatically when applied to real-world problems. Various methods, such as domain randomization, have been proposed to deal with such situations by training agents under different environmental setups, and therefore they can be generalized to different environments during deployment. However, they usually do not incorporate the underlying environmental factor information that the agents interact with properly and thus can be overly conservative when facing changes in the surroundings. In this paper, we first formalize the task of adapting to changing environmental dynamics in RL as a generalization problem using Contextual Markov Decision Processes (CMDPs). We then propose the Asymmetric Actor-Critic in Contextual RL (AACC) as an end-to-end actor-critic method to deal with such generalization tasks. We demonstrate the essential improvements in the performance of AACC over existing baselines experimentally in a range of simulated environments.

1 INTRODUCTION

Reinforcement Learning (RL) has proven to be powerful in a range of tasks such as classic games [Silver et al., 2016], video games [Mnih et al., 2015], autonomous vehicles [Filos et al., 2020] and robotics [Akkaya et al., 2019]. Especially in the scenarios where the deploying environment is exactly the same as the training one such as in Go [Silver et al., 2016] and StarCraft II [Samvelyan et al., 2019]. RL techniques have even outperformed humans for orders of magnitude. However, when it comes to more complicated real-world applications such as Unmanned Aerial Vehicles (UAVs) flight control [Casalino, 2021], legged robots [Kumar et al., 2021] and other classic control scenarios [Benjamins et al., 2021], RL techniques have not yet witnessed substantial progress. For example, we are interested in a UAV that needs to learn to maintain a steady direction in the case of changing wind. Or, a legged robot tries to adapt to different territories and ground frictions to avoid falling when walking in unseen places. In such situations, one wants to construct a policy that can generalize to the deployment environment in which one does not have the entire information and may vary largely from the one that the agent is trained on.

We classify such situation as the generalization problem [Kirk et al., 2021] in RL. In particular, we focus on the cases where the deploying environment may differ from the training environment but share the same distribution of underlying parameters. One key reason why traditional RL methods suffer easily lies in the fact that it is almost impossible to simulate the exact dynamics of the real-world completely, and it is also unaffordable to train the policy in real-world environments directly for the majority real-world tasks [Akkaya et al., 2019, Lee et al., 2020]. Therefore, the policy trained in the simulation is difficult to generalize to the real environment and may perform unexpectedly even when facing small mismatches. Even worse, the environmental dynamics of the real world change frequently, which makes the adaptation even harder to achieve.

There are two popular classes of approaches to deal with this problem. One class is to construct a robust policy that can perform under different environments using domain randomization techniques during training [Tobin et al., 2017], even though the policy may not have the exact knowledge of the environmental information. Such policy is widely applicable but at the same time can be overly conservative in terms of performance due to the same consideration. The other class usually trains an environment-specific policy in the simulation that takes environmental parameters as additional inputs, and uses the trained policy to build a domain inference module with history information and condition the
Witnessing the shortcomings of existing baselines, we propose an asymmetric actor-critic method to handle the generalization problem in RL. The asymmetric design is motivated by Pinto et al. [2017] where the policy learns to act with rendered scene images as inputs. It is refined gradually with full state information from the simulator during training and consequently can be generalized to test environments in a zero-shot manner, i.e. without further training on new data from deployment. In this paper, we call our method Asymmetric Actor-Critic in Contextual Reinforcement Learning (AACC), where a policy is trained by providing observations and extra environmental parameters, and is expected to act in varying deployment setups with observations only. The generalization problem is formalized using Contextual Markov Decision Process (CMDP) [Hallak et al. 2015], in which different environment parameters refer to different contexts, and provide theoretical derivations of the corresponding policy gradient in AACC. Note that unlike Benjamins et al. [2021], we assume multiple environment parameters may vary rather than individual ones. We evaluate the effectiveness of AACC empirically in the six different environments with various environment parameters and discuss how such information may have a negative effect on algorithm performance when used improperly.

2 RELATED WORK

Generalization in RL. Generalization in RL is about how well a policy can generalize to unseen scenarios at deployment time. Methods for generalization in RL are mainly split into two categories: one to increase the similarity between training and testing environments, the other to explicitly deal with differences between training and testing environments. To increase the similarity, a common approach is to use domain randomization which varies the training environmental parameters to cover the testing environments with a distribution of the environments [Tobin et al. 2017; Peng et al. 2018]. In particular, Akkaya et al. [2019] uses automatic domain randomization by dynamically adjusting the distribution based on the current performance of the policies. The latter category is to explicitly handle possible differences between the features of training and testing environments. Raileanu and Fergus [2021] decouples policy and value optimization, and also uses an auxiliary loss to constrain the policy representation to be invariant to task instance. Wang et al. [2021] uses unsupervised visual attention to encode information relevant to the foreground of the visual images. Lu et al. [2020] introduces an annealing-based optimization method to achieve better generalization by introducing an information bottleneck.

Sim-to-Real Transfer. As a subclass of generalization in RL, sim-to-real transfer is a concrete application of generalization problems. Simulation-based training provides low-cost data but involves inherent mismatches with real-world scenarios. To bridge the gap between simulation and reality, Tan et al. [2018] learns robust controllers in a physics simulator by using domain randomization with added perturbations and designing a compact observation space. Hwangbo et al. [2019] uses a neural network to parameterize the actuator model to make the simulation more accurate, but the approach requires initial data collection from the robot. Izeng et al. [2016] reduces the sim-to-real gap from a computer vision perspective by using domain adaptation, which is a subset of transfer learning methods. Yu et al. [2017] proposes a UP-OSI framework, which belongs to the online adaptation method. The process is to first train a universal policy (UP) in simulation, and then use the trained policy to train an online system identification (OSI) module with history information to estimate environment parameters. However, explicit inference of every environmental parameter is extremely challenging when there are more environment parameters. To deal with the difficulty of inference, Lee et al. [2020], Kumar et al. [2021], Miki et al. [2022] introduce a module, called environmental factor encoder, to encode environment parameters to a lower dimension.

Asymmetric Actor-Critic. Training in simulation is, in principle, able to exploit global information to achieve better online performance. This advantage can be exploited as long as the deployed policy does not use global information, and actor-critic methods [Konda and Tsitsiklis 2000] just meet this condition via critic asymmetry where actor and critic receive different information. Prior works based on asymmetric actor-critic are mainly applied to POMDPs, which focus on real-world robot control problems and multi-agent systems. In robot control, agents lack access to the system state, so [Pinto et al. 2017] uses a training algorithm in which the critic is trained on full states in simulation while the actor gets rendered images as input. And during the deployment phase, agents no longer need full states because they no longer use the critic. The framework is called offline learning and online execution. As for the scenarios of multi-agent systems, each agent only gets local observation due to the limitation of the event horizon. Rashid et al. [2018] uses global information to train a network that estimates joint action-values of each agent that conditions only on local observation. During the test phase, policies no longer need the network. The paradigm is called centralized training with decentralized execution. Our work is inspired by these methods that we can take advantage of the information.
3 PRELIMINARIES

3.1 REINFORCEMENT LEARNING

The standard formalism in RL is the Markov Decision Processes (MDPs), which can be represented as the tuple $M = (S, A, R, P, \rho_0, \gamma)$, where $S$ is the state space; $A$ is the action space; $R : S \times A \rightarrow \mathbb{R}$ is the scalar reward function; $P(s' \mid s, a)$ is the transition probabilities that specify the distribution on the next state given the current state and an action; $\rho_0$ is the initial state distribution; $\gamma \in (0, 1)$ is the discount factor. Let $\pi$ denote a stochastic policy $\pi : S \times A \rightarrow [0, 1]$, the Q value of a particular state under policy $\pi$ is the expected total discounted return from a particular action at the state, i.e.,

$$Q_\pi(s, a) = \mathbb{E} \left[ \sum_{k=1}^{\infty} \gamma^{k-1} r_{t+k} \mid s_t = s, a_t = a, \pi \right].$$

we also define the value of state under policy $\pi$, i.e.,

$$V_\pi(s) = \mathbb{E} \left[ \sum_{k=1}^{\infty} \gamma^{k-1} r_{t+k} \mid s_t = s, \pi \right] = \sum_{a \in A} \pi(a \mid s) Q_\pi(s, a).$$

The advantage function is the difference between the Q value and the value function, i.e.,

$$A_\pi(s, a) = V_\pi(s) - Q_\pi(s, a).$$

The goal of RL is to obtain a policy which maximizes the cumulative discounted reward from the start state, denoted by the performance objective,

$$J(\pi) = \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t \mid s_0, \pi \right] = V_\pi(s_0),$$

assuming that every episode starts from a particular state $s_0$. The policy gradient theorem [Sutton et al., 2000] states that the gradient of $J(\pi)$ with respect to the parameters of the policy is given by

$$\nabla J(\pi) = \mathbb{E}[(Q_\pi(s, a) \nabla \log \pi(s, a)].$$

3.2 CONTEXTUAL MDPS

As Hallak et al. [2015] refers, CMDPs are a special form of Partially Observable MDPs (POMDPs). A CMDP is an MDP in which the state can be decomposed into a tuple $s = (c, o) \in S$, where $o \in O$ is the underlying state or observation in a POMDP, and $c \in C$ is the context. Generally, it is assumed that the context is not observed by the agent, making the CMDP a POMDP with observation space $O$ and an emission function that discards the context information: $\phi((c, o)) := o$. Note that generally, the context does not change within an episode, only between episodes.

The context determines dynamics, reward function (tasks), and observation function in environments. We focus on dynamics that are determined by the context because we do not care about different tasks or vision-based sense. For example, we train a UAV agent to keep a smooth flight whether there is wind or not. In this case, the context refers to unknown physical parameters such as wind velocity and direction. Conditioned on the context $c$, $(o_t, a_t)$ will be mapped to $o_{t+1}$ with transition probability $P(o_{t+1} \mid o_t, a_t, c)$. [Benjamins et al., 2021] splits the class of context into the explicit context that is directly available from the environment, and the implicit context that the abstract information is hidden in an available state. In our work, however, the context is hidden, which corresponds to the properties in real-world scenarios, such as gravity or friction. Due to the nature of Controllable environments [Kirk et al., 2021] that provide direct control over the factors of variation between contexts, we can get the context during the training process. This is the key idea of our method that we can directly use the context during training, rather than testing.

Domain Randomization. Domain randomization has been shown to be a simple but powerful technique in robot control tasks [Pinto et al., 2017] [Tobin et al., 2017] [Andrychowicz et al., 2018]. It randomizes the dynamics of the underlying environment in the training phase instead of training the agents in a single simulated environment. In our work, to compare the performance of different methods under the same condition, we assume that the context set used in all experiments follows the same distribution.

4 METHOD

Our asymmetric actor-critic in contextual RL method can be derived starting from policy gradient in AACC. We will first present this derivation, verify that we can replace the original value function with asymmetric critic, then present a practical method based on an RL algorithm in CMDPs.

4.1 FROM SYMMETRIC TO ASYMMETRIC

In POMDPs, policy gradient methods [Sutton et al., 2000] for fully observable problems is adapted to partial observable problems by replacing the system state $s$ with the history state $h$ [Baisero and Amato, 2021]. However, they pointed out that using the state value function $V_\pi(s)$ to replace the history value function $V_\pi(h)$ in the asymmetric critic can be intrinsically questionable. The reason is that the state value function $V_\pi(s)$, as an estimator of the history
value function $V_\pi(h)$, always has a corresponding estimation bias, i.e., the difference between $E_{s_t|h} [V_\pi(s)]$ and $V_\pi(h)$ always exists.

CMDPs do not suffer from the issue mentioned above. Agents are reactive which means that policies are determined using the last observation rather than the entire history [Baisero and Amato 2021]. Furthermore, the context vector is fixed for each episode, i.e., being time-invariant. Therefore, we use $c \in C$ to represent a specific context $c$ which follows a distribution $p(c)$, and use the asymmetric critic context-observation $V_\pi(c, o)$ to represent corresponding state value function.

Consider a context-based Q value $Q_\pi(c, o, a)$, which represents the expected discounted return with particular action $a$, a context $c$ and observation $o$ under the policy $\pi(a|c, o)$.

$$Q_\pi(c, o, a) = E(\sum_{k=1}^{\infty} \gamma^{k-1} r_{t+k}|o_t = o, a_t = a, c, \pi).$$ (6)

Using the Bellman equation, we rewrite Equation (6) as:

$$Q_\pi(c, o, a) = R(c, o, a) + \gamma E[V(c, o')],$$ (7)

where

$$V(c, o') = E_{a \sim \pi}[Q_\pi(c, o, a)]$$ (8)

is the value function, and $o'$ is the following observation with action $a$.

**Theorem 1.** For any given CMDP and policy $\pi$, $V_\pi(o)$ is an unbiased estimator of $V_\pi(c, o)$, i.e., $V_\pi(o) = E_{o \sim p(o)}[V_\pi(c, o)]$, assuming that the policy is determined by the observation $o$, i.e., $\pi(c, o) = \pi(o)$.

**Proof.** see Appendix A

Following the discussion in [Kirk et al. 2021], we ignore the difference between the distribution of contexts in the training set and the testing set, and assume that the context $c$ does not affect the initial underlying state or the observation. In this case, the objective to be optimized is modified as the expectation of the cumulative discounted reward as follows:

$$J(\pi) \triangleq E_{c \sim p(c)} \left[ E(\sum_{t=1}^{\infty} \gamma^{t-1} r_t|c, o_0, \pi) \right],$$ (9)

where $p(c)$ is the distribution function of the context, which only depends on the simulation of the real-world scenario. Following Theorem 1, we can simplify the objective as:

$$J(\pi) = E_{c \sim p(c)}[V_\pi(c, o_0)] = V_\pi(o_0),$$ (10)

which has the same form of a standard RL objective, with only the state of the input been replaced with the observation. Therefore, we compute the gradient of the objective as follows.

**Theorem 2** (Policy Gradient in AACC). Assume that the context $c$ follows a distribution $p(c)$ at the beginning of an episode, and remains fixed within the same episode, then we have:

$$\nabla J(\pi) = E_{c \sim p(c)} \left[ E[Q_\pi(c, o, a) \nabla \log \pi(a|o)] \right].$$ (11)

**Proof.** see Appendix A

Assuming that the context in current episode is $c$, the gradient of the objective is given by

$$\nabla J_c(\pi) = E[Q_\pi(c, o, a) \nabla \log \pi(a|o)].$$ (12)

Such gradient is similar to a standard policy gradient, in which the actor and the critic have the same state as their input. We extend their results to the case that the critic has an extra context input, and the theorem shows that we can use existing RL algorithms to AACC with only a little change.

### 4.2 ASYMMETRIC ACTOR-CRITIC IN CONTEXTUAL RL

As discussed above, asymmetric actor-critic can be applied to existing RL algorithms when the environmental factors in simulation are available. In this section, we describe the details of AACC, whose main framework is in Figure 1.

Essentially, our method builds on the actor-critic architecture [Konda and Tsitsiklis 2000], which uses full state $s \in S$ that includes the context and observation to train the critic, while using observation $o \in O$ to train the actor. This is inspired by [Pinto et al. 2017].
which rendered images as partial observation and the full state information to train the actor and critic respectively; we take the advantage of the controllable environments [Kirk et al., 2021] which contains various factors that are controlled by the user of the environments. The factors are called privileged information [Chen et al., 2020] or environmental factors $e$, and can be used to match the difference between simulation and real-world scenario. Environmental factors, to some extent, are the context in CMDPs that can be taken as the context directly or encoded through a neural network before serving as the context.

In our method, environmental factors are encoded into the context vector $c$ using an environmental factor encoder (Env Encoder) $\mu(e)$ which means we apply an encoder, which is an MLP, to these factors rather than using them directly as contexts inputs in the value function. This is inspired by Kumar et al., [2021] which points out that the role of the environmental factor encoder is to extract essential information about environmental factors. According to them, we keep environmental factor encoder in our method. Note that their method is the symmetric actor-critic method by using environmental factor encoder, while our method just uses the module in the critic. The input vector $s_{t,c}$ for the critic network is defined as a combination of $c$ and $o_t$:

$$s_{t,c} = (\mu(e), o_t) = (c, o_t). \quad (13)$$

In this paper, we use Proximal Policy Optimization (PPO) [Schulman et al., 2017] as the actor-critic algorithm, which is often used in the field of robotic control [Kumar et al., 2021] [Miki et al., 2022]. In particular, our method can be extended to other actor-critic-based learning methods, such as deep deterministic policy gradient [Lillicrap et al., 2015] and soft actor-critic [Haarnoja et al., 2018], as long as the assumption of observation in Theorem 1 is satisfied.

Following the common process in the papers mentioned above, we use function approximators for both the actor and the critic. We consider a parameterized state value function (critic) $V_w(c, o_t)$, policy (actor) $\pi_\theta(a_t|o_t)$ and the environmental factor encoder $\mu_\phi(e)$. The parameters of these networks are $w$, $\theta$ and $\phi$. The actor network $\pi_\theta(a_t|o_t)$ is obtained mainly by updating the following objective

$$J_\pi(\theta) = \mathbb{E}_t \left[ \min(r_t(\theta)\hat{A}_t, \text{clip}(r_t(\theta), 1 - \epsilon, 1 + \epsilon)\hat{A}_t) \right], \quad (14)$$

where $r_t(\theta) = \pi_\theta(a_t|o_t)/\pi_{\theta_{old}}(a_t|o_t)$ denotes the probability ratio, $\hat{A}_t$ is an estimator of the advantage function at timestep $t$, $\epsilon$ is a hyperparameter, $\theta_{old}$ is the policy parameter before the update.

The critic network is trained by optimizing the following loss:

$$L_V(w) = \mathbb{E}_t \left[ (V_w(c, o_t) - \hat{V}_t)^2 \right], \quad (15)$$

where $\hat{V}_t$ is the total discounted reward obtained after timestep $t$ in the corresponding episode:

$$\hat{V}_t = \sum_{k=t}^{T} \gamma^{k-t}r_k. \quad (16)$$

To optimize the objectives mentioned above, the gradient is required to be given explicitly, however, for the critic network, the input contains the environmental factor encoder $\mu_\phi(e)$, which is part of the state $s_{t,c}$, rather than only the observation $o$, where the parameters $\phi$ is the environmental factor encoder, which is also updated together with the critic network, as shown in Algorithm 1. Fortunately, with the assumption that the policy does not depend on $c$, we can apply the result of Theorem 2 and compute the gradient of both Equation 14 and Equation 15. Since the PPO method works on both the environments of discrete action spaces and continuous action spaces, to verify our algorithm, we will test our method in these two types of environments.

### 5 EXPERIMENT

The goal of our experiments evaluation is to demonstrate how AACC allows agents to generalize better to test environments and exploit how environmental factors should be used and what benefits or harm environmental factors would bring to RL algorithms compared with prior RL algorithms.

**Environments:** Based on the above goal, we compare our method to prior techniques and some variants on a range of challenging control tasks with appropriate environmental factors from Gym-JSBSim for the control of
fixed-wing UAVs using the JSBSim [Berndt, 2004] flight dynamics model, 6-DoF Hopper and 18-DoF Unitree Laikago quadruped, and contextually extend classic control environments [Benjamins et al., 2021] from OpenAI Gym [Brockman et al., 2016]. For Gym-JSBSim, the goal is to control a UAV agent to fly steady trajectories along a specified compass direction while maintaining a constant altitude. Wind speed and wind direction of the environmental factors are varied. The goal of Hopper and Laikago is to move as fast as possible (Laikago sets a maximum velocity value) in the forward direction without falling. The environmental factors include ground friction, spinning friction, inertia, and payload. Contextually extended classic control environments include CartPole, Pendulum, and Acrobat. The difficulty of a task is determined by two things: (a) the task itself, for instance, the degree of sparsity of the reward function, the dimensions of action and state; (b) the dynamics changes caused by the environmental factors. Other details can be found in Appendix [B]

**Baselines:** We set up different baselines for three reasons: (a) to show that AACC method has improved the performance; (b) to show whether adding the environmental factors to the agent improves the performance, and how environmental factors affect the actor and the critic respectively; (c) to investigate whether adding Env Encoder for the environmental factors would be better than using the information directly. Note that for the goal of exploiting what benefits or harm that environmental factors would bring to RL algorithms and do a fair comparison to AACC, we only do the training in the first phase of methods that need history information to estimate environmental factors, including SysID, RMA, RMA-normal, AACC-actor and AACC-hybrid. It means we assume that the environmental factors are accessible to these methods during evaluation. As for the architectures of the baselines, the details are shown in Appendix [C]. As for the hyperparameters, AACC and all the baselines share the same hyperparameters to ensure fairness as shown in Appendix [E]

- Robustness through Domain Randomization (Robust): The policy is trained without environmental factors as inputs and is robust to the variations in training environments [Peng et al., 2018].
- System Identification (SysID): This baseline is implemented based on Yu et al. [2017] that trains a universal policy in the first phase by directly getting environmental factors in simulation.
- Rapid Motor Adaptation (RMA): This method is based on Kumar et al. [2021]. As above, we only train the policy in the first phase. Note that RMA puts the last time step action $a_{t-1}$ into the state $s_t$.
- Rapid Motor Adaptation (RMA-normal): To keep the input uniform, RMA-normal removes the last time step action $a_{t-1}$ from inputting to state $s_t$ as per RMA.
- Inverse Asymmetric Actor-Critic (AACC-actor): To show how the environmental factors affect the algorithm, we replace the environmental factor encoder from the critic network with the actor network. The goal is to evaluate the impact of adding environmental factors into the actor network on performance.
- Hybrid Asymmetric Actor-Critic (AACC-hybrid): This baseline is the mix of AACC and AACC-actor that the actor and critic network have different environmental factor encoders respectively.

### 5.1 COMPARATIVE EVALUATION

Figure 2 and Figure 3 show the total average return of evaluation rollouts during training for AACC and six baselines. We train five different instances of each method with different random environmental factors, with each performing 30 evaluating rollouts every 0.1 million environment steps (in CartPole, every 4 thousand environment steps) by using different random environmental factors. The solid curves correspond to the mean and the standard region to the minimum and maximum returns over the five trials.

**Easy Environments.** The results are shown in Figure 2. In Acrobat and CartPole, we set the standard deviation of environmental factors values as 2 and 0.5 respectively, which characterizes the severity of the environmental factors change. We observe that AACC can achieve higher performance in Acrobat that the changes in environmental factors have a high impact on performance. And in CartPole, which is the easiest environment where all methods converge within about 0.7 million time steps, the performance of Robust is better than AACC and other baselines. We attribute it to the bias by the environmental factor encoder that it encodes environmental factors into a context vector. We also observe AACC and Robust which do not use environmental factors in the actor network, have better performance than other baselines. It represents that environmental factors used by the actor network (regardless of whether Env Encoder is used or not), do not help the trained policy make a better decision. To delve deeper into what affects methods on performance, we experimented in harder environments.

**Middle and Hard Environments.** The results are shown in Figure 2. We observe that the more difficult the environment is, the better performance we obtain with the help from AACC. Whereas, Robust tends to learn a relatively conservative policy due to the lack of environmental factors, which can be totally inferior in both performance and training speed. Laikago is the hardest environment, in which AACC converges to a better policy and faster than the baseline methods. Gym-JSBSim is relatively a middle environment, in which methods using both asymmetric critic and Env Encoder can faster convergence than Robust including AACC, AACC-hybrid, and RMA-normal baseline. Note
that, even though RMA-normal and SysID, which are using the symmetric actor-critic method, have extra access to true environmental factors during training and testing, their performance is still limited and even fails to converge, such as in Laikago. It is kind of counter-intuitive that the actor has access to true environmental factors which should perform better based on known environmental factors. We compare with different methods described above for further analyzing the reason. The result shows that introducing the environmental factors only has a positive effect on the critic part, while doing the same can occur a negative performance for the actor part (AACC vs. AACC-actor, AACC-hybrid, RMA-normal; Robust vs. SysID), in addition, employing the environmental factor encoder can improve the performance of the method (RMA-normal vs. SysID). Finally, we compare RMA-normal with RMA, which is proposed in [Kumar et al., 2021] to deal with quadruped robots that can be zero-shot transferred to real world scenarios. However, in our environment settings, RMA-normal has a better performance than RMA.

The results show that, overall, AACC performs comparably to the baselines on the easier tasks and outperforms them on the harder tasks with a large margin, both in terms of learning speed and the final performance.

5.2 ABLATION STUDY

In this section, we further examine which particular component of AACC is important for a good performance. We also examine how sensitive AACC is to hyperparameters, namely the encoding dimension of environmental factors. Finally, we use some different change settings of environmental factors in training to evaluate how domain randomization affects generalization in test environments.

Encoding Dimension. To assess the impact of different dimension of the output of Env Encoder on performance, we experiment in Laikago, which has 17 experiment parameters, making encoding dimensions more widely available. In Figure 4(a), we compare the performance of AACC when the dimension of the context vector $c$ varies. We find that it has the highest performance when the dimension of $c$ is about half the dimension of the environmental factors. The dimension of $c$ is too large or too small to be desirable. When the dimension of $c$ is 1, the learning curve is unstable, and when it is 25, the training speed is limited. This result shows that encoding the environmental factors to a lower dimension can effectively avoid redundant information interfering with the convergence of the critic network, since some of the environmental factors have the same, or at least similar effect on the training process, while some others do not.
not have any effect at all. To further evaluate the effect of each environmental factor on the training process, we pick up one certain environmental factor as the input. The details are shown in Appendix D.1.

With vs. Without Env Encoder. Comparative evaluation has shown the role of the environmental factor encoder by comparing the RMA-normal and SysID baseline in the case of multiple environmental factors. For example, SysID fails to make any progress in Gym-JSBSim, while RMA-normal converges to the sub-optimal policy. To evaluate the role of the environmental factor encoder in AACC, we experiment in Gym-JSBSim, Hopper and Laikago environments where the dimension of environmental factors is 3, 11, 17, respectively. Figure 4(b) and Figure 7 (Appendix D) compare AACC to AACC without environmental factor encoder that inputs environmental factors \( e \) directly into the state \( s_t = (o_t, e) \). It indicates that adding an environmental factor encoder into asymmetric critic can yield better performance and accelerate learning.

Domain Randomization. To evaluate how domain randomization affects generalization in test environments, we use some different change settings of environmental factors i.e., change down wind value between episodes in Gym-JSBSim. Random1, Random2 and Random3 represent AACC is trained in down wind value varying in -30 or 30, and -30, 0, or 30, and -30, -15,...,30, respectively. Uniform means down wind value is sampled in the range of -30 to 30, Fix1 and Fix2 are respectively fixed the down wind value in -10 and 0. In the testing phase, the down wind value is sampled uniformly in the range of -30 to 30 and other environmental factors do not change. The result is shown in Figure 4(c). We observe that Fix1 and Fix2 can not generalize to a test environment that differs from the training environment and Uniform has a better performance than Random1, Random2 and Random3. It shows that sufficient domain randomization is necessary. Meanwhile, we observe that the reward of Uniform is not worse than Fix1 and Fix2. This result shows that domain randomization does not make AACC performance conservative.

**5.3 SCENARIOS OF TRAINING AND TEST ARE DIFFERENT**

To further verify that our method can make the agent generalize to scenarios different from the training set, we conduct two different sets of experiments. For the case where the environmental factors during evaluation follow new distributions, we put truncated normal distributions on all environmental factors within their original bounds during testing. As for unseen scenarios, we take the slightly shifted uniform distributions for environmental factors during evaluation. The details of experimental setting can be found in Table 5 (Appendix B). The results are shown in Table 1, Figure 8 and Figure 9 (Appendix D). We observe that AACC outperforms all the baselines in both two cases, although these two cases are more difficult than the case in Section 5.1 where training and test environment share the same distribution of environmental factors. Note that AACC-actor and AACC-hybrid have a positive evaluation reward in the case of different distribution in Laikago, but have a negative evaluation reward. This result shows that AACC-actor and AACC-hybrid do not learn the ability to generalize to unseen scenarios in Laikago.

**5.4 IMPACT OF ENVIRONMENTAL FACTORS ON THE ACTOR**

To further demonstrate the counter-intuitive phenomenon that policies that have access to true environmental factors may not perform better than policies that do not make decisions based on environmental factors, we experiment with varying the dimension of the output of Env Encoder to the actor, with the one to the critic remaining unchanged. There are 17 environmental factors in Laikago, and hybrid(x) in Table 2 indicates that the output dimension of Env Encoder to the actor of AACC-hybrid is x. In particular, hybrid(0) is
Table 1: Mean evaluation rewards ± one standard derivation in Gym-JSBSim and Laikago. Different Distribution means the environmental factors during evaluation follow new distributions. Unseen scenarios mean that the environmental factors are slightly shifted during evaluation.

|                | Different Distribution |                  |                  |                  |                  |                  |
|----------------|------------------------|------------------|------------------|------------------|------------------|------------------|
|                | AACC                   | Robust           | RMA              | RMA-normal       | AACC-actor       | AACC-hybrid      |
| Gym-JSBSim     | 8485±404               | 7688±713         | 7077±860         | 6652±2656        | 6996±1176        | 7879±520         | -1059±676       |
| Laikago        | 3271±715               | 2380±912         | -611±128         | -1031±291        | 956±628          | 2065±543         | -980±400        |

Table 2: Mean evaluation rewards ± one standard derivation of different AACC-hybrid in Laikago. hybrid(x) indicates that the output dimension of Env Encoder to the actor is x.

|                | AACC   | hybrid(1) | hybrid(4) | hybrid(8) | hybrid(17) | hybrid(25) |
|----------------|--------|-----------|-----------|-----------|------------|------------|
| Laikago        | 3530±680 | 2607±757  | 1826±687  | 1891±384  | 1430±680   | 1353±474   |

6 CONCLUSION

We propose AACC in Contextual RL, an end-to-end actor-critic method in which the critic is trained with environmental factors and observation while the actor only gets the observation as input. The theoretical results enable convergence in the case of the asymmetric critic. Moreover, we show which component of the method affects the performance experimentally, and how environmental factors affect the actor and the critic respectively.
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A PROOF

**Theorem 1.** For any given CMDP and policy \( \pi \), \( V_\pi(c,o) \) is an unbiased estimation of \( V_\pi(o) \), i.e., \( V_\pi(o) = \mathbb{E}_{c \sim p(c)}[V_\pi(c,o)] \), assuming that the policy is determined by the observation \( o \), i.e., \( \pi(c,o) = \pi(o) \).

**Proof.** The actor \( \pi \) only get observation and it takes action only depend on observation, so \( \pi(a|o) = \pi(a|c,o) \)

\[
\mathbb{E}_{c \sim p(c)}[V_\pi(c,o)] = \mathbb{E}_{c \sim p(c)} \left[ \sum_a \pi(a|c,o)Q_\pi(c,o,a) \right] \\
= \mathbb{E}_{c \sim p(c)} \left[ \sum_a \pi(a|o)Q_\pi(c,o,a) \right] \\
= \sum_a \pi(a|o)\mathbb{E}_{c \sim p(c)}[Q_\pi(c,o,a)] \\
= \sum_a \pi(a|o)\mathbb{E}_{c \sim p(c)}[R(c,o,a) + \gamma \mathbb{E}_{o'\sim p(o'|c,o,a)}[V_\pi(c,o')]] \\
= \sum_a \pi(a|o)(R(o,a) + \gamma \mathbb{E}_{o'\sim p(o'|c,o,a)}[V_\pi(o')]) \\
= \sum_a \pi(a|o)Q_\pi(o,a) \\
= V_\pi(o)
\]

**Theorem 2.** (Policy Gradient in AACC). Assume that the context \( c \) follows a distribution \( p(c) \) at the beginning of an episode, and remains fixed within the same episode, then we have:

\[
\nabla J(\pi) = \mathbb{E}_{c \sim p(c)} [\mathbb{E}[Q_\pi(c,o,a)\nabla \log \pi(a|o)]] .
\]

**Proof.** Following Theorem 1, we have \( Q_\pi(o,a) = \mathbb{E}_{c \sim p(c)}[Q_\pi(c,o,a)] \).

Therefore,

\[
\nabla J(\pi) = \nabla \mathbb{E}_{c \sim p(c)} \left[ \sum_a \pi(a|o)Q_\pi(c,o,a) \right] \\
= \nabla \left[ \sum_a \pi(a|o)Q_\pi(o,a) \right] \\
= \mathbb{E}[Q_\pi(o,a)\nabla \log \pi(o,a)] \quad \text{see Equation 5} \\
= \mathbb{E}_{c \sim p(c)} [\mathbb{E}[Q_\pi(c,o,a)\nabla \log \pi(a|o)]]
\]
B ENVIRONMENT DESCRIPTIONS

Our experiments include six environments, i.e., Gym-JSBSim, Laikago, Hopper, CartPole, Acrobot and Pendulum. Gym-JSBSim provides RL environments for the control of fixed-wing aircraft using the JSBSim [Berndt, 2004] flight dynamics model. In Laikago, the agent is a 18DoF Unitree Laikago quadruped. In Hopper, the agent is a 4-link, 6DoF 2D hopper. CartPole, Acrobot and Pendulum are contextually extended classic control from OpenAI Gym [Brockman et al., 2016]. See Figure 5 for an overview of included environments. Table 3 lists relative information of these environments.

Table 3: Environment List. C/D stands for continuous action or discrete action. Dimension stands for the dimension of the environmental factors. Difficulty stands for the difficulty of a specific environment task.

| Name          | State Space | Action Space | C/D | Dimension | Difficulty | Platform |
|---------------|-------------|--------------|-----|-----------|------------|----------|
| Acrobot       | 6           | 3            | D   | 7         | easy       | Gym      |
| CartPole      | 4           | 2            | D   | 6         | easy       | Gym      |
| Pendulum      | 3           | 1            | C   | 4         | easy       | Gym      |
| Gym-JSBSim    | 16          | 4            | C   | 3         | middle     | JSBSim   |
| Hopper        | 11          | 3            | C   | 11        | middle     | Pybullet |
| Laikago       | 46          | 12           | C   | 17        | hard       | Pybullet |
Table 4: **Default** stands for default value. **Std** stands for the standard deviation.

(a) Acrobot

| Name       | Default | Bounds   | Type     | Distribution | Std |
|------------|---------|----------|----------|--------------|-----|
| link_com_1 | 0.50    | (0, 1)   | float    | Gaussian     | 2   |
| link_com_2 | 0.50    | (0, 1)   | float    | Gaussian     |     |
| link_length_1 | 1.00 | (0.1, 10) | float   | Gaussian | 2   |
| link_length_2 | 1.00 | (0.1, 10) | float   | Gaussian     | 2  |
| link_mass_1 | 1.00     | (0.1, 10) | float   | Gaussian     | 2  |
| link_mass_2 | 1.00     | (0.1, 10) | float   | Gaussian     | 2  |
| link_moi   | 1.00     | (0.1, 10) | float   | Gaussian     | 2  |

(b) CartPole

| Name             | Default | Bounds   | Type       | Distribution | Std |
|------------------|---------|----------|------------|--------------|-----|
| force_magnifier  | 10.00   | (1, 100) | int        | Gaussian     | 0.5 |
| gravity          | 9.80    | (0.1, inf) | float     | Gaussian   | 0.5 |
| masscart         | 1.00    | (0.1, 10) | float     | Gaussian     | 0.5 |
| masspole         | 0.10    | (0.01, 1) | float     | Gaussian     | 0.5 |
| pole_length      | 0.50    | (0.05, 5) | float     | Gaussian     | 0.5 |
| update_interval  | 0.02    | (0.002, 0.2) | float | Gaussian | 0.5 |

(c) Pendulum

| Name | Default | Bounds   | Type     | Distribution | Std |
|------|---------|----------|----------|--------------|-----|
| dt   | 0.05    | (0, inf) | float    | Gaussian     | 0.1 |
| g    | 10.00   | (0, inf) | float    | Gaussian     | 0.1 |
| l    | 1.00    | (1e-06, inf) | float | Gaussian | 0.1 |
| m    | 1.00    | (1e-06, inf) | float | Gaussian | 0.1 |

(d) Gym-JSBSim

| Name     | Dimension | Bounds   | Type       | Distribution |
|----------|-----------|----------|------------|--------------|
| north_wind | 1         | (-30, 30) | float      | Uniform      |
| east_wind | 1         | (-30, 30) | float      | Uniform      |
| down_wind | 1         | (-30, 30) | float      | Uniform      |

(e) Hopper

| Name           | Dimension | Bounds   | Type     | Distribution |
|----------------|-----------|----------|----------|--------------|
| mass ratio     | 4         | (1, 3)   |          |              |
| inertia ratio  | 4         | (0.3, 1.8)|         |              |
| lateral friction | 1      | (0.5, 5) | float    | Uniform      |
| restitution    | 1         | (0, 0.5) |          |              |
| spinning friction | 1      | (0, 0.2) |          |              |

(f) Laikago

| Name           | Dimension | Bounds   | Type     | Distribution |
|----------------|-----------|----------|----------|--------------|
| mass ratio     | 1         | (1, 2)   |          |              |
| inertia ratio  | 13        | (0.5, 1.5)|         |              |
| lateral friction | 1      | (0.1, 5) | float    | Uniform      |
| restitution    | 1         | (0, 0.5) |          |              |
| spinning friction | 1      | (0, 0.2) |          |              |
Table 5: The experimental setups of Section 5.3: the distribution of each environmental factor during training and testing.

(a) Gym-JSBSim

| Name          | Train          | Test          |
|---------------|----------------|---------------|
|               | New Distribution | Unseen Scenarios |
| north_wind    | Uniform(-30, 30) | Normal(0, 15)  |
| east_wind     | Uniform(-35, -30)| Normal(0, 15)  |
| down_wind     | Uniform(-35, -30)| Normal(0, 15)  |

(b) Laikago

| Name                      | Train          | Test          |
|---------------------------|----------------|---------------|
|                           | New Distribution | Unseen Scenarios |
| mass ratio                | Uniform(1, 2)  | Normal(1.5, 0.5)  |
| inertia ratio (13dim)     | Uniform(0.5, 1.5) | Normal(1, 0.25)  |
| lateral friction          | Uniform(0.1, 5) | Normal(2.5, 1.5)  |
| restitution               | Uniform(0, 0.5) | Normal(0.25, 0.15)  |
| spinning friction         | Uniform(0, 0.2) | Normal(0.1, 0.05)  |

C VARIANT METHOD

Figure 6(e) shows that Inverse Asymmetric Actor-Critic (AACC-actor) adds Env Encoder to the actor. Figure 6(f) shows that Hybrid Asymmetric Actor-Critic (AACC-hybrid) adds different Env Encoders to the actor and the critic respectively.
D ADDITIONAL EXPERIMENTS

This section includes some additional experiments and these results. Figure 7 shows the evaluation curves of AACC and AACC without Env Encoder in Gym-JSBSim, Hopper, and Laikago. Figure 8 shows the evaluation curves that the environmental factors during evaluation follow new distributions. Figure 9 shows the evaluation curves that the environmental factors are slightly shifted during evaluation. Figure 10 shows the evaluation curves of the varying the dimension of the output of Env Encoder to the actor of AACC-hybrid. Figure 11 shows how different environmental factors affect the evaluation curve. Down wind curve (purple) converges the fastest and all environmental factors curve converges faster than Robust. Figure 12 shows the performance of a trained AACC in different cases of environmental factors. Figure 13 shows a UAV agent can adapt to changing wind environment.

D.1 ENVIRONMENTAL FACTORS

To further evaluate the effect of each environmental factor on the training process, we pick up one certain environmental factor as the input of the critic network to train AACC without Env Encoder, while other environmental factors keep on changing during each training episode. The reason we choose AACC without Env Encoder is that there is just one
environmental factor, so there is no need to add the environmental factor encoder. In Gym-JSBSim, the environmental factors include north wind, east wind and down wind. And in Figure 12, we use a heat map to depict the performance of AACC for various environmental factors of Gym-JSBSim. The result shows that down wind has the greatest impact on the performance of AACC. We use each environmental factor to train AACC without Env encoder respectively. In Figure 11, we observe down wind has the most influence on training speed. We can infer that the degree of acceleration of training depends on the effect of the environmental factor on performance.

D.2 CONTINUOUS ADAPTATION

All the experiment settings assume that the environmental factors do not change within an episode. To allow AACC to respond to a constantly changing scenario, we relax this assumption by re-sampling the testing environmental factors within an episode with a low probability. We take an experiment in Gym-JSBSim that the wind speed and the wind direction will change within an episode. The result is shown in Figure 13 that the success ratio of steady flight is 90%. It shows that the UAV agent is still able to steady flight when wind speed and wind direction change within an episode, although the agent is trained with fixed environmental factors within an episode.
Figure 9: Unseen Scenarios

Figure 10: The figure shows the evaluation curves of the varying the dimension of the output of Env Encoder to the actor of AACC-hybrid.

Figure 11: The figure shows how different environmental factors affect evaluation curve. Down wind curve (purple) converges the fastest and all environmental factors curve converge faster than the Robust baseline.

E HYPERPARAMETERS

Table 6 lists the common hyperparameters AACC using PPO in the comparative evaluation. Table 7 lists the dimension of the output of the environmental factor encoder in each environment.
Table 6: AACC using PPO hyperparameters

| Parameter                                      | Value  |
|-----------------------------------------------|--------|
| optimizer                                      | Adam   |
| learning rate of actor network                | 3e-4   |
| learning rate of critic network               | 1e-3   |
| learning rate of environmental factor encoder | 5e-4   |
| discount factor                                | 0.99   |
| update epoch                                   | 30     |
| clip ratio                                     | 0.2    |
| batch size                                     | 4000   |
| nonlinearity                                   | Tanh   |

Table 7: dimension of output of the environmental factor encoder

| Name           | Dimension |
|----------------|-----------|
| Acrobot        | 4         |
| CartPole       | 3         |
| Pendulum       | 2         |
| Gym-JSBSim     | 3         |
| Laikago        | 8         |
| Hopper         | 4         |