CLUSTER ALGEBRAS:
NOTES FOR THE CDM-03 CONFERENCE

SERGEY FOMIN AND ANDREI ZELEVINSKY

Abstract. This is an expanded version of the notes of our lectures given at the conference Current Developments in Mathematics 2003 held at Harvard University on November 21–22, 2003. We present an overview of the main definitions, results and applications of the theory of cluster algebras.
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1. Introduction

Cluster algebras, first introduced and studied in \[21\ 23\ 3\], are a class of axiomatically defined commutative rings equipped with a distinguished set of generators (cluster variables) grouped into overlapping subsets (clusters) of the same finite cardinality. The original motivation for this theory lied in the desire to create an algebraic framework for total positivity and canonical bases in semisimple algebraic groups.

Since its inception, the theory of cluster algebras has developed several interesting connections and applications:

- Discrete dynamical systems based on rational recurrences \[22\ 11\ 46\].
- Y-systems in thermodynamic Bethe Ansatz \[24\].
- Generalized associahedra associated with finite root systems \[24\ 13\].
- Quiver representations \[8\ 9\ 10\ 32\].
- Grassmannians, projective configurations and their tropical analogues \[38\ 17\].
- Quantum cluster algebras, Poisson geometry and Teichmüller theory \[15\ 16\ 27\ 28\ 5\].

In these lectures, we concentrate on the following aspects. Sections \[2\] and \[3\] set the groundwork for the future theory by supplying a family of motivating examples. Specifically, Section \[2\] is devoted to total positivity and geometry of double Bruhat cells in semisimple groups (a closely related connection to canonical bases was discussed in \[52\]), while a more elementary setup of Section \[3\] involves Ptolemy relations, combinatorics of triangulations, and a Grassmannian of 2-dimensional subspaces.

Section \[4\] introduces cluster algebras in earnest, and discusses some basic results, open problems and conjectures. Section \[5\] focuses on cluster algebras of finite type, including their complete classification and their combinatorics, which is governed by generalized associahedra, a family of convex polytopes associated with finite crystallographic root systems.

We present no proofs, each time referring the reader to primary sources. Some of the material in these notes is based on the coverage in the earlier surveys \[17\ 53\]. Pictures were borrowed from \[21\ 13\ 17\].

\[1\]This section contains material that was not covered in CDM-2003 lectures due to time constraints. We feel, however, that it is important to present in these notes what was historically the main motivating example for the creation of cluster algebra theory.
2. Total positivity and double Bruhat cells

2.1. **Total positivity in semisimple Lie groups.** A matrix is **totally positive** (resp., **totally nonnegative**) if all its minors are positive (resp., nonnegative) real numbers. The first systematic study of these classes of matrices was undertaken in the 1930s by I. J. Schoenberg, and by F. R. Gantmacher and M. G. Krein. References to their papers and a discussion of further connections and applications of totally positive matrices (with an emphasis on algebraic and combinatorial aspects) can be found in [20].

The interest in the subject intensified in the last decade due in large part to the discovery by G. Lusztig [31] of a surprising connection between total positivity and canonical bases for quantum groups. Among other things, Lusztig extended the subject by defining the **totally positive variety** $G_{>0}$ and the **totally nonnegative variety** $G_{\geq 0}$ inside every complex reductive group $G$. These ideas were further developed in [2, 4, 18, 19].

We are going to present some of the results obtained in those papers. For technical reasons, we restrict ourselves to the case where $G$ is semisimple and simply connected. Classical total positivity theory is recovered for $G = SL_{r+1}(\mathbb{C})$, the group of complex $(r+1) \times (r+1)$ matrices with determinant 1.

Lusztig defined $G_{>0}$ and $G_{\geq 0}$ parametrically. As shown in [19], Lusztig’s original definition is equivalent to setting

\begin{align}
G_{>0} &= \{ x \in G : \Delta_{\gamma,\delta}(x) > 0 \text{ for all } \gamma, \delta \}, \\
G_{\geq 0} &= \{ x \in G : \Delta_{\gamma,\delta}(x) \geq 0 \text{ for all } \gamma, \delta \},
\end{align}

for a family of regular functions $\Delta_{\gamma,\delta}$ on $G$ called **generalized minors**. To be more specific, let $r$ be the rank of $G$, let $\omega_1, \ldots, \omega_r$ be the fundamental weights, and let $W$ be the Weyl group. (The standard terminology and notation used here is explained in more detail in [18].) The indices $\gamma$ and $\delta$ of a generalized minor are two elements of the $W$-orbit of the same fundamental weight $\omega_i$, i.e., two extremal weights in the same fundamental representation $V_{\omega_i}$ of $G$. The corresponding minor $\Delta_{\gamma,\delta}$ is a suitably normalized matrix element of $V_{\omega_i}$ associated with the weights $\gamma$ and $\delta$.

In the case $G = SL_{r+1}(\mathbb{C})$, the regular functions $\Delta_{\gamma,\delta}$ specialize to the ordinary minors (i.e., determinants of square submatrices) as follows. The Weyl group $W$ is identified with the symmetric group $S_{r+1}$, and $V_{\omega_i} = \bigwedge^i \mathbb{C}^{r+1}$, the $i$th exterior power of the standard representation. All the weights of $V_{\omega_i}$ are extremal, and are in bijection with the $i$-subsets of $[1, r+1] = \{1, \ldots, r+1\}$, so that $W = S_{r+1}$ acts on them in a natural way, and $\omega_i$ corresponds to $[1, i]$. If $\gamma$ and $\delta$ correspond to
i-subsets $I$ and $J$, respectively, then $\Delta_{\gamma,\delta} = \Delta_{I,J}$ is the minor with the row set $I$ and the column set $J$.

The natural geometric framework for studying the varieties $G_{>0}$ and $G_{\geq 0}$ is provided by the double Bruhat cells

$$G^{u,v} = BuB \cap B_- vB_-;$$

here $u, v \in W$, and $B$ and $B_-$ are two opposite Borel subgroups in $G$. (For $G = SL_{r+1}(\mathbb{C})$, the standard choice for $B$ (resp., $B_-$) is the subgroup of upper- (resp., lower-) triangular matrices.) The group $G$ has two Bruhat decompositions, with respect to $B$ and $B_-$:

$$G = \bigcup_{u \in W} BuB = \bigcup_{v \in W} B_- vB_-.$$

Thus, $G$ is the disjoint union of all double Bruhat cells\(^2\).

Recall that the Weyl group $W$ is a Coxeter group generated by simple reflections $s_1, \ldots, s_r$. For $w \in W$, the length $\ell = \ell(w)$ is the shortest length of a sequence of indices $i = (i_1, \ldots, i_\ell)$ such that $w = s_{i_1} \cdots s_{i_\ell}$. Such a sequence is called a reduced word for $w$. For $G = SL_{r+1}(\mathbb{C})$, the simple reflection $s_i \in W = S_{r+1}$ is the transposition of $i$ and $i + 1$, and $\ell(w)$ is the number of inversions of a permutation $w$.

**Theorem 2.1** ([18, Theorem 1.1]). The variety $G^{u,v}$ is isomorphic to a Zariski open subset of an affine space of dimension $r + \ell(u) + \ell(v)$.

**Example 2.2.** Let $w_\circ$ be the longest element in $W$. Then $G^{w_\circ,w_\circ}$ is the open double Bruhat cell given by:

$$G^{w_\circ,w_\circ} = \left\{ x \in G : \Delta_{\omega_i,\omega_i}(x) \neq 0 \text{ for all } i \in [1, r] \right\}.$$

Following [18], we define the totally positive part of $G^{u,v}$ by setting

$$G^{u,v}_{>0} = G^{u,v} \cap G_{>0}.$$

**Proposition 2.3.** The totally positive part of the open double Bruhat cell is the totally positive variety: $G^{w_\circ,w_\circ}_{>0} = G_{>0}$.

**Example 2.4.** As a nice exercise in linear algebra, the reader is invited to check Proposition 2.3 for $G = SL_3(\mathbb{C})$. In other words: if all minors of a matrix $x = (x_{ij}) \in SL_3(\mathbb{C})$ are real and nonnegative, and the minors

$\Delta_{1,3}(x) = x_{13}$, $\Delta_{12,23}(x)$, $\Delta_{3,1}(x) = x_{31}$, $\Delta_{23,12}(x)$

are nonzero, then all the minors of $x$ are positive.

\(^2\)The term “cell” is somewhat misleading since the topology of $G^{u,v}$ may be non-trivial.
It turns out that the variety \( G_{>0}^{u,v} \) is isomorphic to \( \mathbb{R}_{>0}^{r + \ell(u) + \ell(v)} \). This was first demonstrated by G. Lusztig [31] by introducing local coordinates in \( G^{u,v} \) which consist of rational functions that are not necessarily regular. To sharpen this result, we will need the following notion, which is a slight variation of the definition given in [18].

**Definition 2.5.** A TP-basis for \( G^{u,v} \) is a collection of regular functions \( F = \{ f_1, \ldots, f_m \} \subset \mathbb{C}[G^{u,v}] \) with the following properties:

(i) The functions \( f_1, \ldots, f_m \) are algebraically independent and generate the field of rational functions \( \mathbb{C}(G^{u,v}) \); in particular, \( m = r + \ell(u) + \ell(v) \).

(ii) The map \( (f_1, \ldots, f_m) : G^{u,v} \to \mathbb{C}^m \) restricts to a biregular isomorphism \( U(F) \to (\mathbb{C}^0)^m \), where

\[
U(F) = \{ x \in G^{u,v} : f_k(x) \neq 0 \text{ for all } k \in [1, m] \}.
\]

(iii) The map \( (f_1, \ldots, f_m) : G^{u,v} \to \mathbb{C}^m \) restricts to an isomorphism \( G_{>0}^{u,v} \to \mathbb{R}_{>0}^m \).

Condition (iii) can be rephrased as saying that \( f_1, \ldots, f_m \) provide a total positivity criterion in \( G^{u,v} \): an element \( x \in G_{>0}^{u,v} \) is totally nonnegative (i.e., \( x \in G_{>0}^{u,v} \)) if and only if \( f_k(x) > 0 \) for all \( k \in [1, m] \).

The following theorem from [18] extends the results previously obtained in [2, 4].

**Theorem 2.6.** Each reduced word \( i \) for \( (u, v) \in W \times W \) gives rise to a TP-basis \( F_i \) for \( G^{u,v} \) consisting of generalized minors:

\[
F_i = \{ \Delta_{\gamma_k, \delta_k} : k \in [1, m] \};
\]

where \( m = r + \ell(u) + \ell(v) \), and the weights \( \gamma_k, \delta_k \) are defined explicitly in terms of \( i \) in Definition 2.7 below.

**Definition 2.7.** We will represent \( i \) as a sequence of indices \( (i_1, \ldots, i_m) \) from the set

\[
-[1, r] \cup [1, r] \overset{\text{def}}{=} \{-1, \ldots, -r\} \cup \{1, \ldots, r\}
\]

such that \( i_j = j \) for \( j \in [1, r] \), and

\[
s_{-i_r+1} \cdots s_{-i_1} = u, \quad s_{i_r+1} \cdots s_{i_m} = v,
\]

with the convention \( s_{-i} = 1 \) for \( i \in [1, r] \). In this notation, we define:

\[
\gamma_k = s_{-i_1} \cdots s_{-i_k} \omega |i_k|, \quad \delta_k = s_{i_m} \cdots s_{i_{k+1}} \omega |i_k|.
\]
Example 2.8. Let $G = SL_3(\mathbb{C})$, and let $u = v = w_0 = s_1s_2s_1 = s_2s_1s_2$ be the order-reversing permutation (the element of maximal length in the symmetric group $W = S_3$). Take $i = (1, 2, 1, 2, 1, -1, -2, -1)$. Then

\[(2.10) \quad F_i = \{\Delta_{1,3}, \Delta_{12,23}, \Delta_{1,2}, \Delta_{12,12}, \Delta_{1,1}, \Delta_{2,1}, \Delta_{23,12}, \Delta_{3,1}\}.\]

(The minors on the right-hand side are listed in the natural order, i.e., $f_1 = \Delta_{1,3}, \ldots, f_8 = \Delta_{3,1}$.) The reader is invited to check that these 8 minors provide a total positivity criterion in $SL_3$: a $3 \times 3$ matrix $x$ with determinant 1 is totally positive if and only if the evaluations of these 8 minors at $x$ are positive.

2.2. Coordinate rings of double Bruhat cells. Theorem 2.6 was obtained a couple of years before the discovery of cluster algebras. In retrospect, it can be seen as the first step towards introducing the (upper) cluster algebra structure in the coordinate ring $\mathbb{C}[G^u,v]$. (Each collection $F_i$ would give rise to a cluster in the future theory.) An impetus for introducing this structure came from a realization that working with the families $F_i$ may not be sufficient for answering some natural questions about double Bruhat cells. Here is one such question: describe and enumerate the connected components of the real part of $G^u,v$. An important special case of this problem, with $u = 1$ and $v = w_0$ for $G = SL_{r+1}(\mathbb{C})$, was solved in \cite{41, 42}; see also related work \cite{36, 37}. The general case was handled in \cite{51} using results and ideas from \cite{43} and the earlier papers mentioned above. (For follow-ups see \cite{26, 39}.) The solution in \cite{51} utilized the following general approach, which goes back to \cite{41}: try to find a “simple” Zariski open subvariety $U \subset G^u,v$ such that the codimension in $G^u,v$ of the complement of $U$ is greater than 1. If furthermore $U$ is “compatible” with the real part of $G^u,v$, then replacing $G^u,v$ by $U$ does not change the structure of connected components of the real part. In many cases (including the one covered in \cite{41, 42}) one can take

\[(2.11) \quad U = \bigcup_i U(F_i),\]

where $i$ runs over all reduced words for $(u, v)$, and $U(F_i)$ is defined by (2.6). In general, however, the complement of the open subvariety (2.11) has codimension 1, so one needs something else.

Here is the main construction from \cite{51}. Fix a pair $(u, v) \in W \times W$ and a reduced word $i$ for $(u, v)$, written in the form $i = (i_1, \ldots, i_m)$ as in Definition 2.7. For $k \in [1, m]$, abbreviate $f_k = \Delta_{\gamma_k, \delta_k}$, where $\gamma_k$ and $\delta_k$ are given by (2.9). We say that an index $k \in [1, m]$ is $i$-exchangeable if
\( r < k \leq m \), and \( |i_p| = |i_k| \) for some \( p > k \). Denote by \( \text{ex} = \text{ex}_i \subset [1, m] \) the subset of \( i \)-exchangeable indices.

**Lemma 2.9.** The subset
\[
(2.12) \quad \text{c} = \{ f_k : k \in [1, m] - \text{ex} \} \subset F_i
\]
depends only on \( u \) and \( v \), not on the particular choice of a reduced word \( i \). In particular, the cardinality \( n \) of \( \text{ex} \) depends only on \( u \) and \( v \).

The set \( \text{c} \) can be described explicitly in terms of \( u \) and \( v \) as follows:
\[
f_j = \Delta_{\omega_j, v^{-1} \omega_j} \quad \text{for} \quad j \in [1, r], \quad \text{and} \quad f_k = \Delta_{u \omega_i, \omega_i} \quad \text{if} \quad i_k \text{ is the last occurrence of} \pm i \text{ in} \ i.
\]

**Example 2.10.** In the special case of Example 2.8 (that is, \( G = SL_3(\mathbb{C}) \) and \( u = v = w_o \)), we have \( \text{ex} = \{ 3, 4, 5, 6 \} \) and
\[
\text{c} = \{ f_1, f_2, f_7, f_8 \} = \{ \Delta_{1,3}, \Delta_{12,23}, \Delta_{23,12}, \Delta_{3,1} \}.
\]

**Lemma 2.11.** Each \( f_k \in \text{c} \) vanishes nowhere in \( G^{u,v} \).

By Lemma 2.11, the coordinate ring \( \mathbb{C}[G^{u,v}] \) contains the Laurent polynomial ring \( \mathbb{C}[c^{\pm 1}] \). Our efforts to understand \( \mathbb{C}[G^{u,v}] \) should therefore concentrate on the functions \( f_k \notin \text{c} \), that is, those with exchangeable indices \( k \).

**Theorem 2.12.** There is an integer \( m \times n \) matrix \( \tilde{B} = \tilde{B}(i) = (b_{ik}) \) (defined explicitly by (2.15) below) with rows labeled by \( [1, m] \) and columns labeled by \( \text{ex} \), such that:

- for every \( k \in \text{ex} \), the function
\[
(2.13) \quad f'_{ik} = \frac{\prod_{b_{ik} > 0} f_{b_{ik}} \prod_{b_{ik} < 0} f_{-b_{ik}}}{f_k}
\]
is regular on \( G^{u,v} \) (i.e., \( f'_{ik} \in \mathbb{C}[G^{u,v}] \)), and the collection
\[
(2.14) \quad F_{i;k} = F_i - \{ f_k \} \cup \{ f'_{ik} \} \subset \mathbb{C}[G^{u,v}]
\]
is a TP-basis for \( G^{u,v} \);

- the complement in \( G^{u,v} \) of the Zariski open subset \( U \) given by
\[
U = U(F_i) \cup \bigcup_{k \in \text{ex}} U(F_{i;k}) \subset G^{u,v}
\]
has codimension greater than 1.

Consequently, \( \mathbb{C}[G^{u,v}] = \mathbb{C}[U] \).
For the sake of completeness, we provide the definition of the matrix \( \tilde{B} = \tilde{B}(i) \) in Theorem 2.12 (cf. [5, (8.7)]). For \( p \in [1, m] \) and \( k \in \text{ex} \), we have

\[
(2.15) \quad b_{pk} = \begin{cases} 
-\varepsilon(i_k) & \text{if } p = k^-; \\
-\varepsilon(i_k) a_{|i_p|, |i_k|} & \text{if } p < k < p^+ < k^+, \varepsilon(i_k) = \varepsilon(i_{p^+}), \\
\varepsilon(i_p) a_{|i_p|, |i_k|} & \text{if } p < k < k^+ < p^+, \varepsilon(i_k) = -\varepsilon(i_{k^+}); \\
\varepsilon(i_p) & \text{if } p = k^+; \\
0 & \text{otherwise},
\end{cases}
\]

where we use the following notation and conventions:

- \( \varepsilon(i) = \pm 1 \) for \( i \in \pm[1, r] \);
- \( A = (a_{ij})_{i,j \in [1, r]} \) is the Cartan matrix of \( G \), that is, the transition matrix between the simple roots and the fundamental weights:

\[
(2.16) \quad \alpha_j = \sum_{i=1}^{r} a_{ij} \omega_i.
\]

- for \( k \in [1, m] \), we denote by \( k^+ = k_i^+ \) the smallest index \( \ell \) such that \( k < \ell \leq m \) and \(|i_\ell| = |i_k|\); if \(|i_k| \neq |i_\ell|\) for \( k < \ell \leq m \), then we set \( k^+ = m + 1 \);
- \( k^- = k_i^- \) denotes the index \( \ell \) such that \( \ell^+ = k \); if such an \( \ell \) does not exist, we set \( k^- = 0 \).

**Example 2.13.** Let \( G \) and \( i \) be as in Examples 2.8 and 2.10. Then

\[
\tilde{B} = \tilde{B}(i) = \begin{pmatrix} 
-1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
-1 & 0 & 1 & -1 \\
1 & -1 & 0 & 1 \\
0 & 1 & -1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 0 & -1 
\end{pmatrix},
\]

where the columns are indexed by \( \text{ex} = \{3, 4, 5, 6\} \). (Cf. [5, Example 3.2] and [3, Example 2.5].) Applying (2.13) to the \( f_i \)'s in (2.10), we
get
\[ f'_3 = \frac{f_2 f_5 + f_1 f_4}{f_3} = \Delta_{1,2,23} \Delta_{1,1} + \Delta_{1,3} \Delta_{12,12} = \Delta_{1,2,23}, \]
\[ f'_4 = \frac{f_3 f_6 + f_2 f_5 f_7}{f_4} = \Delta_{1,2} \Delta_{2,1} + \Delta_{12,23} \Delta_{1,1} \Delta_{12,12} = \Delta_{1,1} \Delta_{23,23} - 1, \]
\[ f'_5 = \frac{f_4 + f_3 f_6}{f_5} = \Delta_{22}, \]
\[ f'_6 = \frac{f_5 f_7 + f_4 f_8}{f_6} = \Delta_{13,12}. \]

We note that, while each of the families \( F_{i,3}, F_{i,5}, \) and \( F_{i,6} \) is itself of the form \( F'_i \) for some reduced word \( i' \), this is not the case for \( F_{i,4} \), if only for the reason that \( f'_4 \) is not a minor.

The last statement in Theorem 2.12 implies the following description of the coordinate ring \( \mathbb{C}[G_{u,v}] \).

**Corollary 2.14.** The subalgebra \( \mathbb{C}[G_{u,v}] \) of the field of rational functions \( \mathbb{C}(G_{u,v}) \) is the intersection of \( n + 1 \) Laurent polynomial rings:

\[
\mathbb{C}[G_{u,v}] = \mathbb{C}[F_{i,k}^{\pm 1}] \cap \bigcap_{k \in \text{ex}} \mathbb{C}[F_{i,k}^{\pm 1}],
\]

where the collections \( F_{i,k} \) are given by (2.14).

As we will see in Section 4, Corollary 2.14 prepares the ground for the concept of an upper cluster algebra.

### 3. Ptolemy relations and triangulations

In this section, we present another important motivating example for the concept of cluster algebras: a family of classically studied commutative algebras \( \mathcal{A}_n \) \((n \in \mathbb{Z}_{\geq 0})\). In the forthcoming classification of cluster algebras of finite type (see Section 5), \( \mathcal{A}_n \) will turn out to be “of type \( \mathcal{A}_n \).”

We define the commutative algebra \( \mathcal{A}_n \) explicitly by generators and relations. The algebra \( \mathcal{A}_n \) has \( \binom{n+3}{2} \) generators \( x_a \), where the index \( a \) runs over all sides and diagonals of a regular \((n+3)\)-gon \( P_{n+3} \). Each defining relation for \( \mathcal{A}_n \) corresponds to a choice of a quadruple of vertices in \( P_{n+3} \). Let \( a, b, c, \) and \( d \) be consecutive sides of the corresponding convex quadrilateral, and let \( e \) and \( e' \) be its diagonals; see Figure 4. We then write the relation

\[
x_e x_{e'} = x_a x_c + x_b x_d.
\]
Thus, our presentation of $\mathcal{A}_n$ involves $\binom{n+3}{4}$ defining relations.

![Figure 1. Ptolemy relations](image)

We refer to the relations (3.1) as *Ptolemy relations* because of the classical Ptolemy Theorem which asserts that in an inscribed quadrilateral, the sum of the products of the two pairs of opposite sides equals the product of the two diagonals. One can pass from Euclidean to hyperbolic geometry, where an analogue of (3.1) holds for the exponentiated hyperbolic distances between horocycles drawn around vertices of a polygon with geodesic sides and cusps at the vertices (the “Penner coordinates” on the corresponding *decorated Teichmüller space* [33]). This observation leads to one of many constructions of cluster algebras arising in the context of Teichmüller theory [15, 28, 50].

The algebra $\mathcal{A}_n$ has the following closely related models:

- the ring of polynomial $SL_2$-invariants of an $(n + 3)$-tuple of points in $\mathbb{C}^2$;
- the homogeneous coordinate ring of the Grassmannian $Gr_{2,n+3}$ of 2-dimensional subspaces in $\mathbb{C}^{n+3}$ with respect to its Plücker embedding;
- the ring $\mathbb{C}[X_n]$, where $X_n$ is the variety of all decomposable bivectors in $\wedge^2 \mathbb{C}^{n+3}$.

The equivalence of the last two models is trivial. To see their equivalence to the first model, think of an $(n + 3)$-tuple of points in $\mathbb{C}^2$ as the columns of a $2 \times (n + 3)$ matrix $Z$; the row space of $Z$ can then be viewed as a point of $Gr_{2,n+3}$. The $2 \times 2$ minors $P_{ij}$ of $Z$ are called *Plücker coordinates*; thus, a generic point of $X_n$ has the form

$$x = \sum_{i<j} P_{ij} e_i \wedge e_j,$$

where $e_1, \ldots, e_{n+3}$ is the standard basis of $\mathbb{C}^{n+3}$. To identify $\mathcal{A}_n$ with $\mathbb{C}[X_n]$, label the vertices of $P_{n+3}$ clockwise, and send the generator $x_a$ corresponding to a chord $a = [i, j]$ to the Plücker coordinate $P_{ij}$. 
The Ptolemy relations (3.1) then translate into the Grassmann-Plücker relations
\[ P_{ik} P_{jl} = P_{ij} P_{kl} + P_{il} P_{jk}, \]
for all \( 1 \leq i < j < k < l \leq n + 3 \).

One can develop a theory of total positivity in \( X_n \) that is completely parallel to the theory of total positivity in double Bruhat cells presented in Section 2. Let us call a point \( x \in X_n \) totally positive if all its Plücker coordinates are positive real numbers. We then define TP-bases for \( X_n \) as \( m \)-element subsets of \( A_n = \mathbb{C}[X_n] \) satisfying the conditions in Definition 2.5 with \( m = \dim(X_n) = 2n + 3 \).

In what follows, a triangulation of the polygon \( P_{n+3} \) always means a triangulation by non-crossing diagonals. A nice family of TP-bases for \( X_n \) can be constructed as follows (cf. Theorem 2.6).

**Theorem 3.1 (23).** Every triangulation \( T \) of \( P_{n+3} \) gives rise to a TP-basis \( \tilde{x}(T) \) for \( X_n \) which consists of the \( 2n + 3 \) generators \( x_a \) corresponding to the sides and diagonals of \( T \).

**Remark 3.2.** The collections \( \tilde{x}(T) \) have already appeared in classical 19th century literature on invariant theory; for invariant-theoretic connections and applications, see [30, 49]. In particular, it is known [30, 49] that the monomials in the generators \( x_a \) which do not involve diagonals crossing each other form a linear basis in \( A_n \). We shall later discuss a far-reaching generalization of this result in the context of cluster algebras.

The combinatorics of the family of TP-bases described in Theorem 3.1 is encoded by the exchange graph whose vertices are all the triangulations of \( P_{n+3} \), and whose edges correspond to the diagonal flips. Each flip removes a diagonal to create a quadrilateral, then replaces it with another diagonal of the same quadrilateral. See Figure 2.

![Figure 2. A diagonal flip](image-url)
Since every triangulation of $\mathbf{P}_{n+3}$ involves $n$ diagonals, the exchange graph is $n$-regular, i.e., every vertex has degree $n$. The exchange graph is also connected: it is well known that any two triangulations of $\mathbf{P}_{n+3}$ are related by a sequence of flips. This exchange graph is the 1-skeleton of an $n$-dimensional associahedron, or Stasheff’s polytope [48]. See Figure 3. A generalization of this construction, to be presented in Section 5.2, will identify exchange graphs of cluster algebras of “finite type” with the 1-skeleta of generalized associahedra, a family of convex polytopes associated with finite root systems.

For a given triangulation $T$, each of the $n$ TP-bases $\tilde{x}(T')$ associated with the neighbors of $T$ in the exchange graph is obtained from $\tilde{x}(T)$ by an exchange analogous to (2.14):

\begin{equation}
\tilde{x}(T') = \tilde{x}(T) - \{x_e\} \cup \{x_{e'}\},
\end{equation}

whenever $T'$ is obtained from $T$ by the flip in Figure 2. Here the participating generators $x_e$ and $x_{e'}$ satisfy the Ptolemy relation (3.1).

We now make the following crucial observation: the $n$ Ptolemy relations that relate $\tilde{x}(T)$ to its neighbors can be written in the same form as the exchange relations (2.13) from Section 2, that is, they can be

\begin{figure}
\centering
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\caption{The 3-dimensional associahedron.}
\end{figure}
encoded by an $m \times n$ integer matrix $\tilde{B} = \tilde{B}(T)$ (as above, $m = 2n + 3$). To be more precise, let $a_1, \ldots, a_m$ denote the sides and diagonals making up the triangulation $T$. (We thus fix a labeling of these segments by the numbers $1, \ldots, m$.) Let $\text{ex} = \text{ex}_T \subset [1, m]$ be the $n$-element subset of indices which label the diagonals of $T$; as above, we refer to the elements of $\text{ex}$ as exchangeable indices. Now let $\tilde{B} = \tilde{B}(T) = (b_{ij})$ be the $m \times n$ integer matrix with rows labeled by $[1, m]$, columns labeled by $\text{ex}$, and matrix entries given by

$$b_{ij} = \begin{cases} 1 & \text{if } a_i \text{ and } a_j \text{ are sides in some triangle of } T, \\ & \text{with } a_j \text{ following } a_i \text{ in the clockwise order;} \\ -1 & \text{if the same holds, with the counter-clockwise order;} \\ 0 & \text{otherwise.} \end{cases}$$

An example is shown in Figure 4.

![Figure 4. Matrix $\tilde{B}$ for a triangulation](image)

We abbreviate $x_k = x_{a_k}$. An easy inspection shows that the Ptolemy relation (3.1) between $x_k = x_e$ and $x'_k = x_{e'}$ can indeed be written in the form completely analogous to (2.13):

$$x'_k = \frac{\prod_{b_{ik}>0} x^{b_{ik}} + \prod_{b_{ik}<0} x^{-b_{ik}}}{x_k}.$$ (3.5)

We see that the algebraic relationships of the TP-basis $\tilde{x}(T)$ with its neighbors in the exchange graph are very similar to the ones involving the TP-basis $F_i$ in Section 2.2. There is however an important difference. In the case of $\mathcal{A}_n$, the family of TP-bases associated with all triangulations of $P_{n+3}$ is closed under the exchanges, whereas in the case of double Bruhat cells, this is not the case (see Example 2.13).
This raises the following question, whose answer constituted the decisive step towards introducing cluster algebras: is there a mechanism for extending the exchanges from an “initial” TP-basis \( F_i \) to all its \( n \) neighbors \( F_{i,k} \), then to the \( n \) neighbors of \( F_{i,k} \), etc.? More concretely, is there a natural general rule that determines the matrix \( \tilde{B}' \) associated with a neighboring TP-basis from the matrix \( \tilde{B} \) associated with a given TP-basis? Such a rule would enable us to recursively “propagate” away from the initial TP-basis, each time constructing a new basis using the exchange relations involving the entries of the current matrix \( \tilde{B} \), then re-calculating \( \tilde{B} \) according to the stated rule.

The case of triangulations provides a crucial hint for the solution: it turns out that the matrix \( \tilde{B}'(T') \) can be recovered from \( \tilde{B}(T) \) by a purely algebraic procedure which we call matrix mutation\(^3\).

**Definition 3.3** ([21, Definition 4.2]). We say that an \( m \times n \) integer matrix \( \tilde{B}' \) is obtained from \( \tilde{B} \) by matrix mutation in direction \( k \in \text{ex} \), and write \( \tilde{B}' = \mu_k(\tilde{B}) \) if the entries of \( \tilde{B}' \) are given by

\[
\begin{align*}
\tilde{b}'_{ij} = & \begin{cases} 
-b_{ij} & \text{if } i = k \text{ or } j = k; \\
\frac{b_{ik} b_{kj} + b_{ik} |b_{kj}|}{2} & \text{otherwise.}
\end{cases}
\end{align*}
\]

The following proposition can be verified by direct inspection.

**Proposition 3.4.** Suppose that a triangulation \( T' \) is obtained from \( T \) by a flip replacing a diagonal \( a_k \) by a diagonal \( a'_k \). (The labeling of all other diagonals and sides remains unchanged.) Then \( \tilde{B}(T') = \mu_k(\tilde{B}(T)) \).

**4. Cluster algebra fundamentals**

Motivated by the above considerations, we are now ready to develop the axiomatic foundations of the cluster algebra theory.

4.1. **Upper cluster algebras.** We start by introducing upper cluster algebras (of geometric type), which first appeared in [3].

Let \( m \) and \( n \) be two positive integers such that \( m \geq n \). Let \( \mathcal{F} \) be the field of rational functions over \( \mathbb{Q} \) in \( m \) independent (commuting) variables. Once and for all, we fix an \( n \)-element subset \( \text{ex} \subset \{1, m\} \).

**Definition 4.1.** A seed (of geometric type) in \( \mathcal{F} \) is a pair \((\tilde{x}, \tilde{B})\), where

- \( \tilde{x} = \{x_1, \ldots, x_m\} \) is an algebraically independent subset of \( \mathcal{F} \) which generates \( \mathcal{F} \);

\(^3\)Our historic account becomes a bit revisionist at this point: in fact, we discovered matrix mutations before considering the algebras \( \mathcal{A}_n \).
\[ \tilde{B} = (b_{ij}) \text{ is an } m \times n \text{ integer matrix with rows labeled by } [1, m] \text{ and columns labeled by } \text{ex, such that} \]
\[ \circ \text{ the } n \times n \text{ submatrix } \tilde{B} = (b_{i,j})_{i,j \in \text{ex}} \text{ is skew-symmetrizable: } \]
\[ d_i b_{ik} = -d_k b_{ki} \text{ for some positive integers } d_i \quad (i, k \in \text{ex};) \]
\[ \circ \tilde{B} \text{ has full rank } n. \]

The seeds are defined up to a relabeling of elements of \( \tilde{x} \) together with the corresponding relabeling of rows and columns of \( \tilde{B} \).

**Example 4.2.** In the notation of Section 2, let \( i \) be a reduced word for \((u, v) \in W \times W\). As shown in \[3, \text{Proposition 2.6}\], the matrix \( \tilde{B} = \tilde{B}(i) \) given by (2.15) satisfies the conditions in Definition 4.1. Thus, \((F_i, \tilde{B}(i)) \) is a seed inside the field of rational functions \( F = \mathbb{Q}(G^{u,v}) \).

**Example 4.3.** In the notation of Section 3, let \( T \) be a triangulation of the regular \((n + 3)\)-gon \( P_{n+3} \). One can show that the matrix \( \tilde{B} = \tilde{B}(T) \) defined by (3.4) satisfies the conditions in Definition 4.1. Thus, \((\tilde{x}(T), \tilde{B}(T)) \) is a seed inside \( F \), the field of fractions of the algebra \( A_n \).

Let \((\tilde{x}, \tilde{B})\) be a seed in a field \( F \). By analogy with (2.13) and (3.5), for every \( k \in \text{ex} \), we set
\[ x'_k = \frac{\prod_{b_{i,k} > 0} x_i^{b_{i,k}} + \prod_{b_{i,k} < 0} x_i^{-b_{i,k}}}{x_k} \in F \]
and
\[ \tilde{x}_k = \tilde{x} - \{x_k\} \cup \{x'_k\}. \]
It is easy to check that \( \tilde{x}_k \) is again a set of algebraically independent generators for \( F \).

**Definition 4.4.** The upper cluster algebra \( U(\tilde{x}, \tilde{B}) = U(\tilde{B}) \) is the subring of the ambient field \( F \) given by
\[ U(\tilde{x}, \tilde{B}) = U(\tilde{B}) = \mathbb{Z}[\tilde{x}^{\pm 1}] \cap \bigcap_{k \in \text{ex}} \mathbb{Z}[\tilde{x}_k^{\pm 1}], \]
where \( \mathbb{Z}[\tilde{x}^{\pm 1}] \) (resp., \( \mathbb{Z}[\tilde{x}_k^{\pm 1}] \)) stands for the ring of Laurent polynomials with integer coefficients in the variables from \( \tilde{x} \) (resp., \( \tilde{x}_k \)).

In this terminology, Corollary 2.14 takes the following form (cf. \[3, \text{Theorem 2.10}\]):

**Corollary 4.5.** The coordinate ring \( \mathbb{C}[G^{u,v}] \) of any double Bruhat cell is naturally isomorphic to the complexification of the upper cluster algebra \( U(\tilde{B}(i)) \) associated with the matrix \( \tilde{B}(i) \) determined by an arbitrary reduced word \( i \) for \((u, v)\).
To make the abstract notion of an upper cluster algebra useful, we need to develop a better understanding of the structure of these algebras. This does not seem to be an easy task. In particular, it is not at all clear how big the intersection of Laurent polynomial rings in $\mathbf{1.3}$ can be. The following problem raised in [3, Problem 1.27] is still open:

**Problem 4.6.** For which matrices $\tilde{B}$ is the upper cluster algebra $U(\tilde{B})$ finitely generated?

### 4.2. Seed mutations and cluster algebras.

Prompted by Proposition 3.4, we will now introduce the machinery of seed mutations, which will provide the means to generate a lot—sometimes infinitely many—new elements in $U(\tilde{x}, \tilde{B})$ from the initial seed $(\tilde{x}, \tilde{B})$. This will in particular lead to partial answers to Problem 4.6 (see Theorem 4.13).

We retain the terminology and notation in Definition 4.1. In addition, we denote $x = \{x_j : j \in \text{ex}\} \subset \tilde{x}$ and $c = \tilde{x} - x$ (cf. (2.12)). We refer to the elements of ex as exchangeable indices, and to $x$ as a cluster.

The $n \times n$ submatrix $B$ of $\tilde{B}$ with rows and columns labeled by ex is called the principal part of $\tilde{B}$. We also call $B$ the exchange matrix of the seed $(\tilde{x}, \tilde{B})$.

Recall the notion of matrix mutation introduced in Definition 3.3. We note that if the principal part of $\tilde{B}$ is $B$, then the principal part of $\mu_k(\tilde{B})$ is $\mu_k(B)$. One can show (see, e.g., [5, Proposition 2.3]) that matrix mutations preserve the restrictions imposed on $\tilde{B}$ in Definition 4.1. Consequently, the following notion is well defined.

**Definition 4.7.** Let $(\tilde{x}, \tilde{B})$ be a seed in $\mathcal{F}$. For any exchangeable index $k$, the seed mutation in direction $k$ transforms $(\tilde{x}, \tilde{B})$ into the seed $\mu_k(\tilde{x}, \tilde{B}) = (\tilde{x}', \tilde{B}')$, where $\tilde{x}' = \tilde{x}_k$ is given by (4.1)–(4.2), and $\tilde{B}' = \mu_k(\tilde{B})$.

It is trivial to check that matrix mutations are involutive, as are seed mutations: in the situation of Definition 4.7 we have $\mu_k(\tilde{B}') = \tilde{B}$ and $\mu_k(\tilde{x}', \tilde{B}') = (\tilde{x}, \tilde{B})$. Therefore, we can define an equivalence relation on seeds as follows: we say that two seeds $(\tilde{x}, \tilde{B})$ and $(\tilde{x}', \tilde{B}')$ are mutation-equivalent, and write $(\tilde{x}, \tilde{B}) \sim (\tilde{x}', \tilde{B}')$, if $(\tilde{x}', \tilde{B}')$ can be obtained from $(\tilde{x}, \tilde{B})$ by a sequence of seed mutations. All seeds $(\tilde{x}', \tilde{B}')$ mutation-equivalent to a given seed $(\tilde{x}, \tilde{B})$ share the same set $c = \tilde{x} - x$.

**Remark 4.8.** Recall that our motivating example of an upper cluster algebra is the coordinate ring $\mathbb{Q}[G^{u,v}]$ of a double Bruhat cell, see Corollary 4.5. The mutation procedure makes it obvious that, for every seed $(\tilde{x}, \tilde{B})$ mutation-equivalent to $(F_i, \tilde{B}(i))$, the subset $\tilde{x} \subset \mathbb{Q}[G^{u,v}]$
satisfies conditions (i) and (iii) in Definition 2.5, and therefore provides global coordinates in the totally positive variety $G_{>0}$.

Somewhat surprisingly, seed mutations leave the associated upper cluster algebra invariant:

**Theorem 4.9** ([3, Theorem 1.5]). If $(\tilde{x}, \tilde{B}) \sim (\tilde{x}', \tilde{B}')$, then $U(\tilde{x}, \tilde{B}) = U(\tilde{x}', \tilde{B}')$.

In view of Theorem 4.9, we can use the notation $U(S) = U(\tilde{x}, \tilde{B})$, where $S$ is the mutation-equivalence class of a seed $(\tilde{x}, \tilde{B})$.

Now everything is in place for defining cluster algebras. For a mutation equivalence class of seeds $S$, we denote by $X = X(S)$ the union of clusters of all seeds in $S$. In other words, $X$ is the union of all elements of $F$ that appear in all seeds of $S$, except that we do not include the elements of $c$. We refer to the elements of $X$ as cluster variables.

**Definition 4.10.** Let $S$ be a mutation equivalence class of seeds. The cluster algebra $A(S)$ associated with $S$ is the $Z[c^\pm 1]$-subalgebra\(^4\) of the ambient field $F$ generated by all cluster variables:

$$A(S) \overset{\text{def}}{=} Z[c^\pm 1, X].$$

The cardinality $n$ of every cluster is called the rank of $A(S)$.

Since $S$ is uniquely determined by an arbitrary seed $(\tilde{x}, \tilde{B}) \in S$, we sometimes denote $A(S)$ as $A(\tilde{x}, \tilde{B})$, or simply as $A(\tilde{B})$, because $\tilde{B}$ determines this algebra uniquely up to an automorphism of $F$.

The following result first appeared in [21, Theorem 3.1]. A new proof based on Theorem 4.9 was given in [3].

**Theorem 4.11** (Laurent phenomenon). A cluster algebra $A(S)$ is contained in the corresponding upper cluster algebra $U(S)$. Equivalently, $A(S) \subset Z[\tilde{x}^\pm 1]$ for every seed $(\tilde{x}, \tilde{B})$ in $S$. That is, every element of $A(S)$ is an integer Laurent polynomial in the variables from $\tilde{x}$.

It is worth mentioning that Theorems 4.9 and 4.11 carry over to the quantum setting developed in [5].

We next present some open problems and conjectures on cluster algebras. The following question was raised in [3, Problem 1.25].

**Problem 4.12.** When does a cluster algebra $A(S)$ coincide with the corresponding upper cluster algebra $U(S)$?

\(^4\)An alternative definition uses $Z[c]$ instead of $Z[c^\pm 1]$ as a ground ring for $A(S)$; cf. Section 3. More generally, one can use any ground ring sandwiched between $Z[c]$ and $Z[c^\pm 1]$. 

A sufficient condition for the equality $\mathcal{A}(S) = \mathcal{U}(S)$ was found in [3]. Following [3], let us call a seed $(\tilde{x}, \tilde{B})$ acyclic if there is a linear ordering of $\text{ex}$ such that $b_{ij} \geq 0$ for all $i, j \in \text{ex}$ with $i < j$. (Since the principal part of $\tilde{B}$ is skew-symmetrizable, we also have $b_{ji} \leq 0$.)

**Theorem 4.13** ([3, Theorem 1.18, Corollary 1.19]). If $S$ contains an acyclic seed, then $\mathcal{A}(S) = \mathcal{U}(S)$. Moreover, if $(\tilde{x}, \tilde{B})$ is an acyclic seed, then

$$\mathcal{A}(\tilde{x}, \tilde{B}) = \mathcal{U}(\tilde{x}, \tilde{B}) = \mathbb{Z}[c^{\pm 1}, x_k, x'_k (k \in \text{ex})],$$

where the $x'_k$ is given by (4.1). In particular, this algebra is finitely generated.

An important combinatorial invariant of a cluster algebra $\mathcal{A}(S)$ is its exchange graph. The vertices of this graph correspond to the seeds in $S$, and the edges correspond to seed mutations. By definition, the exchange graph is connected and $n$-regular; that is, every vertex has degree $n$. Besides these properties, not much is known about exchange graphs in general. Here are a few conjectures (some of them already appeared in [23]).

**Conjecture 4.14.**

1. The exchange graph of an algebra $\mathcal{A}(\tilde{x}, \tilde{B})$ depends only on the principal part $B$ of the matrix $\tilde{B}$.
2. Every seed in $S$ is uniquely determined by its cluster; thus, the vertices of the exchange graph can be identified with the clusters, with two clusters adjacent if and only if their intersection has cardinality $n - 1$.
3. For any cluster variable $x$, the seeds from $S$ whose clusters contain $x$ form a connected subgraph of the exchange graph.
4. The seeds from $S$ whose exchange matrix $B$ is acyclic form a connected subgraph (possibly empty) of the exchange graph.

**4.3. Cluster monomials and positive cones.**

**Definition 4.15.** A cluster monomial in a cluster algebra $\mathcal{A}(S)$ is a monomial in cluster variables all of which belong to the same cluster.

Inspired by Remark [3,2] we propose the following conjecture.

**Conjecture 4.16.** The cluster monomials are linearly independent over $\mathbb{Z}[c^{\pm 1}]$.

As labels for cluster monomials, we would like to use the denominators in the Laurent expansion with respect to a given cluster. To be more specific, let us fix a cluster $x$ from some seed in $S$, and choose a
numbering of its elements: \( x = \{ x_1, \ldots, x_n \} \). Every nonzero element \( y \in U(S) \) can be uniquely written as

\[
y = \frac{P(x_1, \ldots, x_n)}{x_1^{d_1} \cdots x_n^{d_n}},
\]

where \( P(x_1, \ldots, x_n) \) is a polynomial with coefficients in \( \mathbb{Z}[c^\pm] \) which is not divisible by any cluster variable \( x_i \in x \). We denote

\[
\delta(y) = \delta_x(y) = (d_1, \ldots, d_n) \in \mathbb{Z}^n,
\]

and call the integer vector \( \delta(y) \) the denominator vector of \( y \) with respect to the cluster \( x \). (One could also call \( \delta(y) \) the tropicalization of \( y \) with respect to \( x \).) For instance, the elements of \( x \) and their immediate exchange partners have denominator vectors

\[
\delta(x_j) = -e_j, \quad \delta(x'_j) = e_j \quad (j \in [1, n]),
\]

where \( e_1, \ldots, e_n \) are the standard basis vectors in \( \mathbb{Z}^n \). Note also that the map \( y \mapsto \delta(y) \) has the following valuation property:

\[
\delta(yz) = \delta(y) + \delta(z).
\]

Conjecture 4.17. Different cluster monomials have different denominator vectors with respect to a given cluster.

Our last group of questions/conjectures concerns positivity in cluster algebras. We define the positive cones \( U(S)_{\geq 0} \) and \( A(S)_{\geq 0} \) by setting

\[
U(S)_{\geq 0} = \bigcap_{(\tilde{x}, \tilde{B}) \in S} \mathbb{Z}_{\geq 0}[\mathbb{X}^\pm],
\]

\[
A(S)_{\geq 0} = A(S) \cap U(S)_{\geq 0}.
\]

That is, \( U(S)_{\geq 0} \) (resp., \( A(S)_{\geq 0} \)) consists of all elements in \( U(S) \) (resp., in \( A(S) \)) whose Laurent expansion in terms of the variables from any seed in \( S \) has nonnegative coefficients. A nonzero element of a positive cone will be referred to as positive.

It would be very interesting to find concrete descriptions of the positive cones \( U(S)_{\geq 0} \) and \( A(S)_{\geq 0} \). To be more specific: let us call a positive element (in either of the positive cones) indecomposable if it cannot be written as a sum of two positive elements.

Problem 4.18. Describe the set of all indecomposable elements in either of the cones \( U(S)_{\geq 0} \) and \( A(S)_{\geq 0} \).
Conjecture 4.19.
(1) Every cluster variable $x \in \mathcal{X}$ is a positive element of the cluster algebra $A(S)$. That is, for every seed $(\tilde{x}, \tilde{B})$ in $S$, the Laurent expansion of $x$ in terms of the variables from $\tilde{x}$ has nonnegative coefficients.
(2) Every cluster monomial is an indecomposable positive element.

4.4. Example: cluster algebras of rank 2. Let us illustrate the above definitions, results and conjectures by the following example. Let $m = n = 2$, and let the ambient field $\mathcal{F}$ be the field of rational functions $\mathbb{Q}(y_1, y_2)$ in two independent variables $y_1$ and $y_2$. For every pair of positive integers $(b, c)$, let $A(b, c)$ be the cluster algebra associated with the initial seed $(\{y_1, y_2\}, B)$, where $B = \tilde{B}$ is the $2 \times 2$ matrix given by

$$B = \tilde{B} = \begin{bmatrix} 0 & b \\ -c & 0 \end{bmatrix}.$$ 

The definitions readily imply that the cluster variables in $A(b, c)$ are the elements $y_t \in \mathcal{F}$, for $t \in \mathbb{Z}$, defined recursively by

$$y_{t-1}y_{t+1} = \begin{cases} y_t^b + 1 & \text{if } t \text{ is odd;} \\ y_t^c + 1 & \text{if } t \text{ is even.} \end{cases}$$

Thus, $A(b, c)$ is simply the subring of $\mathcal{F} = \mathbb{Q}(y_1, y_2)$ generated by all the elements $y_t$. The clusters are of the form $\{y_t, y_{t+1}\}, t \in \mathbb{Z}$. The Laurent phenomenon asserts that $y_t \in \mathbb{Z}[y_1^{\pm 1}, y_2^{\pm 1}]$ for all $t \in \mathbb{Z}$. In view of Theorem 4.13, we have a sharper statement:

$$A(b, c) = \bigcap_{t=0}^{2} \mathbb{Z}[y_t^{\pm 1}, y_{t+1}^{\pm 1}] = \bigcap_{t \in \mathbb{Z}} \mathbb{Z}[y_t^{\pm 1}, y_{t+1}^{\pm 1}] = \mathbb{Z}[y_0, y_1, y_2, y_3].$$

Theorem 4.20. [21] The sequence $(y_t)_{t \in \mathbb{Z}}$ of the cluster variables in $A(b, c)$ is periodic if and only if $bc \leq 3$. For $bc = 1$ (resp., $2$, $3$), the sequence $(y_t)_{t \in \mathbb{Z}}$ has period $5$ (resp., $6$, $8$).

Conjectures 4.14, 4.16 and 4.17 are known to hold for any $A(b, c)$. (The first one follows from the results in [21], while the last two were proved in [44].) Conjecture 4.19 is still open even in rank 2; it was proved in [44] for the special case $bc \leq 4$. Furthermore, it was shown in [44] that for $bc \leq 4$, the indecomposable positive elements form a $\mathbb{Z}$-basis of the cluster algebra. This raises the following general question.

Problem 4.21. For which matrices $\tilde{B}$ do the indecomposable positive elements form a $\mathbb{Z}$-basis of the corresponding cluster algebra?
4.5. **Cluster algebras of finite type.** All the problems and conjectures stated above become much more tractable for the cluster algebras of finite type, defined as follows.

**Definition 4.22.** A cluster algebra $\mathcal{A}(\mathcal{S})$ is of **finite type** if the mutation equivalence class $\mathcal{S}$ consists of finitely many seeds.

To rephrase, a cluster algebra is of finite type if its exchange graph is finite. In particular, Theorem 4.20 shows that a rank 2 cluster algebra $\mathcal{A}(b, c)$ is of finite type if and only if $bc \leq 3$.

**Theorem 4.23** ([23]). Every cluster algebra of finite type contains an acyclic seed, and therefore satisfies the conclusions in Theorem 4.13.

**Theorem 4.24** ([23]). Parts (1)-(3) of Conjecture 4.14 hold for any cluster algebra $\mathcal{A}$ of finite type. In particular, each seed in $\mathcal{A}$ is uniquely determined by its cluster.

**Theorem 4.25** ([23]). Conjecture 4.16 holds for any cluster algebra $\mathcal{A}$ of finite type.

The proofs of Theorems 4.23–4.25 are based on the classification of cluster algebras of finite type given in [23]. Remarkably, this classification (to be discussed in Section 5) turns out to be identical to the famous Cartan-Killing classification of semisimple Lie algebras and finite root systems. In the cases where a cluster algebra is of classical Cartan-Killing type, stronger results can be obtained.

**Theorem 4.26** ([25]). Conjectures 4.14, 4.16, 4.17 and 4.19 hold for any cluster algebra of classical type.

In fact, Theorem 4.26 can be sharpened as follows.

**Theorem 4.27** ([23]). For any cluster algebra $\mathcal{A}$ of classical type, the cluster monomials form a $\mathbb{Z}[c^{\pm 1}]$-linear basis of $\mathcal{A}$ and a $\mathbb{Z}_{\geq 0}[c^{\pm 1}]$-linear basis of the positive cone $\mathcal{A}_{\geq 0}$.

**Conjecture 4.28.** Each of the two properties in Theorem 4.27 characterizes cluster algebras of finite type; that is, it holds for a cluster algebra $\mathcal{A}$ if and only if $\mathcal{A}$ is of finite type.

5. **Finite type classification and cluster combinatorics**

5.1. **Finite type classification.** We now present a classification of cluster algebras of finite type given in [23]. First, a few preliminaries.

Let $A = (a_{ij})$ be an $n \times n$ Cartan matrix of finite type. The associated Dynkin diagram is a tree, hence a bipartite graph. Thus, there is a
sign function $\varepsilon : [1, n] \to \{1, -1\}$ such that $a_{ij} < 0 \implies \varepsilon(i) = -\varepsilon(j)$. See Figure 5.

We define a skew-symmetrizable matrix $B(A) = (b_{ij})$ by

\begin{equation}
  b_{ij} = \begin{cases} 
0 & \text{if } i = j; \\
\varepsilon(i) a_{ij} & \text{if } i \neq j.
\end{cases}
\end{equation}

**Theorem 5.1** ([23]). A cluster algebra $A$ is of finite type if and only if the exchange matrix at some seed of $A$ is of the form $B(A)$, where $A$ is a Cartan matrix of finite type. Furthermore, the type of $A$ in the Cartan-Killing nomenclature is uniquely determined by the cluster algebra $A$. (It is called the “cluster type” of $A$.)

**Example 5.2.** In rank 2, the cluster algebras of finite type were classified in Theorem 4.20. The values of $bc$ equal to 1, 2, and 3 correspond to the cluster types $A_2$, $B_2$, and $G_2$, respectively.

**Example 5.3.** The cluster algebra $A_n$ discussed in Section 3 has cluster type $A_n$. To see this, consider a “snake” triangulation $T$ of the regular $(n + 3)$-gon $P_{n+3}$ (Figure 4 illustrates the case $n = 3$) and note that the principal part of the corresponding matrix $\tilde{B}(T)$ given by (3.4) is of the form (5.1), where $A$ is the Cartan matrix of type $A_n$.

**Remark 5.4.** It is a non-trivial problem to decide, given a matrix $B$, whether the corresponding cluster algebra is of finite type. This problem was solved by A. Seven in [40]. An alternative criterion has been recently given in [1].

**Remark 5.5.** It would be interesting to classify the double Bruhat cells such that the corresponding cluster algebra is of finite type. Some examples of this kind were given in [3]. For instance, as shown in [3, Example 2.18], the cluster algebra structure in $\mathbb{Q}[SL_3^{w_0,w_0}]$ (see Examples 2.8 and 2.13 above) is of cluster type $D_4$. More details are given in Example 5.20 below.
Over the last several years, cluster algebra structures have been uncovered in (homogeneous) coordinate rings of various classical algebraic varieties. Some of these cluster algebras have finite type; see Figure 6.

\[ \mathbb{Q}[\text{Gr}_{2,n+3}] \quad A_n \]
\[ \mathbb{Q}[\text{Gr}_{3,6}] \quad D_4 \]
\[ \mathbb{Q}[\text{Gr}_{3,7}] \quad E_6 \]
\[ \mathbb{Q}[\text{Gr}_{3,8}] \quad E_8 \]
\[ \mathbb{Q}[\text{SL}_3/N] \quad A_1 \]
\[ \mathbb{Q}[\text{SL}_4/N] \quad A_3 \]
\[ \mathbb{Q}[\text{SL}_5/N] \quad D_6 \]
\[ \mathbb{Q}[\text{Sp}_4/N] \quad B_2 \]
\[ \mathbb{Q}[\text{SL}_2] \quad A_1 \]
\[ \mathbb{Q}[\text{SL}_3] \quad D_4 \]

**Figure 6.** Cluster types of some coordinate rings

In most cases, the symmetry exhibited by the cluster type of a cluster algebra is not apparent at all from its geometric realization. An instance of this phenomenon was demonstrated by J. Scott \[38\], who introduced a natural cluster algebra structure in the homogeneous coordinate ring of the Grassmannian \( \text{Gr}_{k,n} \) of \( k \)-dimensional subspaces of \( \mathbb{C}^n \) with respect to its Plücker embedding. (Cf. also \[27\].) Among these cluster algebras, all which are of finite type are listed in Figure 6.

### 5.2. Cluster combinatorics and generalized associahedra.

Let \( \mathcal{A} \) be a cluster algebra of finite type. In view of Theorem 4.24, the combinatorics of exchanges and mutations in \( \mathcal{A} \) is encoded by the *cluster complex* \( \Delta(\mathcal{A}) \), a simplicial complex (indeed, a pseudomanifold) on the set of all cluster variables whose maximal simplices are the clusters.

For example, the simplices of the cluster complex \( \Delta(A_n) \) associated with the cluster algebra \( A_n \) of Section 3 are naturally identified with collections of non-crossing diagonals of the regular \((n+3)\)-gon \( P_{n+3} \). In what follows, we extend this description to all cluster algebras of finite type.
According to Theorem 5.1, \( A \) has a seed \((\bar{x}, \bar{B})\) with the exchange matrix \( \bar{B} = B(A) \) given by (5.1), where \( A = (a_{ij}) \) is a Cartan matrix of finite type (see (2.16)). We refer to such a seed as a distinguished seed of \( A \).

**Theorem 5.6 ([23]).** Conjectures 4.17 and 4.19(1) hold for a distinguished seed in \( A \).

The proof of Conjecture 4.17 (for a distinguished seed) given in [23, Theorem 1.9] establishes a direct connection between a cluster algebra of finite type and the corresponding root system. Let \( \Phi \) be a root system with the Cartan matrix \( A \), and \( Q \) the root lattice generated by \( \Phi \). We identify \( Q \) with \( \mathbb{Z}^n \) using the basis \( \Pi = \{\alpha_1, \ldots, \alpha_n\} \) of simple roots in \( \Phi \). Let \( \Phi_{\geq 0} \) be the set of positive roots associated to \( \Pi \). In this notation, [23, Theorem 1.9] combined with [24, Theorem 1.8] can be stated as follows.

**Theorem 5.7.** The denominator vector parametrization (see (4.4)–(4.5)) with respect to a distinguished cluster \( x \) provides a bijection between the set of cluster variables \( X \) and the set

\[ \Phi_{\geq -1} = \Phi_{> 0} \cup (-\Pi) \]

of “almost positive roots.” This parametrization also gives a bijection between the set of all cluster monomials and the root lattice \( Q = \mathbb{Z}^n \).

We next restate Theorem 5.7 in more concrete terms. Let \( x_1, \ldots, x_n \) be the elements of a distinguished cluster \( x \) which correspond to the simple roots \( \alpha_1, \ldots, \alpha_n \), respectively.

**Theorem 5.8 ([23]).** For any root \( \alpha = c_1\alpha_1 + \cdots + c_n\alpha_n \in \Phi_{\geq -1} \), there is a unique cluster variable \( x[\alpha] \) such that

\[ x[\alpha] = \frac{P_{\alpha}(x_1, \ldots, x_n)}{x_1^{c_1} \cdots x_n^{c_n}} \]

where \( P_{\alpha} \) is a polynomial in \( x_1, \ldots, x_n \) with nonzero constant term; furthermore, any cluster variable is of this form.

In view of Theorems 5.7 and 5.8, the vertices of the cluster complex \( \Delta(A) \) (which we will also denote by \( \Delta(\Phi) \)) can be identified with the almost positive roots in \( \Phi \). Our goal is to describe the simplices of \( \Delta(\Phi) \) explicitly in root-theoretic terms.

**Theorem 5.9 ([24]).** The \( n \) roots that label the cluster variables in an arbitrary cluster form a \( \mathbb{Z} \)-basis of the root lattice \( Q \). The cones spanned by all such \( n \)-tuples of roots form a complete simplicial fan in the ambient real vector space \( Q_R \).
Thus, the simplices of the cluster complex can be represented by the cones of the simplicial fan in Theorem 5.9. With some abuse of terminology, we denote this fan by the same symbol $\Delta(\Phi)$.

Figure 7 shows the fan $\Delta(\Phi)$ for the special case of type $A_2$. This fan has 5 maximal cones, spanned by the pairs

$$\{-\alpha_1, \alpha_2\}, \{\alpha_2, \alpha_1 + \alpha_2\}, \{\alpha_1 + \alpha_2, \alpha_1\}, \{\alpha_1, -\alpha_2\}, \{-\alpha_2, -\alpha_1\} \subset \Phi_{\geq -1} = \{-\alpha_1, -\alpha_2, \alpha_1, \alpha_2, \alpha_1 + \alpha_2\}.$$ 

The simplicial fan $\Delta(\Phi)$ in Theorem 5.8 is polytopal.

**Theorem 5.10** ([13]). The fan $\Delta(\Phi)$ is the normal fan of a simple $n$-dimensional convex polytope, which is denoted by $P(\Phi)$ and called the generalized associahedron of type $\Phi$.

The simplicial fan $\Delta(\Phi)$ in Theorem 5.8 is polytopal.

**Theorem 5.10** ([13]). The fan $\Delta(\Phi)$ is the normal fan of a simple $n$-dimensional convex polytope, which is denoted by $P(\Phi)$ and called the generalized associahedron of type $\Phi$.

Thus, the exchange graph of a cluster algebra of finite type can be realized as the 1-skeleton of the generalized associahedron.

Turning to an explicit description of the cluster complex in root-theoretic terms, we start with the following result from [24].

**Theorem 5.11.** The cluster complex is a clique complex for its 1-skeleton. In other words, a subset $S \subset \Phi_{\geq -1}$ is a simplex in the cluster complex if and only if every 2-element subset of $S$ is a 1-simplex.

In order to describe the cluster complex, we therefore need only to clarify which pairs of almost positive roots label the edges of the cluster complex. Without loss of generality, we assume that the root system $\Phi$ is irreducible; the general case can be obtained by taking direct products. Let $W$ be the Weyl group of $\Phi$; it is a Coxeter group generated by
the simple reflections \( s_1, \ldots, s_n \) which correspond to the simple roots \( \alpha_1, \ldots, \alpha_n \). Let \( w_0 \) be the element of maximal length in \( W \), and \( h \) the Coxeter number. We also recall that \( i \mapsto \varepsilon(i) \) is the sign function as in Figure 5.

**Definition 5.12.** Define involutions \( \tau_{\pm} : \Phi_{\geq -1} \to \Phi_{\geq -1} \) by

\[
\tau_{\varepsilon}(\alpha) = \begin{cases} 
\alpha & \text{if } \alpha = -\alpha_i, \text{ with } \varepsilon(i) = -\varepsilon; \\
\left( \prod_{\varepsilon(i) = \varepsilon} s_i \right) \alpha & \text{otherwise}. 
\end{cases}
\]

For example, in type \( A_2 \) with \( \varepsilon(1) = +1 \) and \( \varepsilon(2) = -1 \), we get:

\[
-\alpha_1 \xrightarrow{\tau_+} \alpha_1 \quad \alpha_1 \xrightarrow{\tau_-} \alpha_1 + \alpha_2 \quad \alpha_2 \xrightarrow{\tau_+} -\alpha_2 \\
\circ \quad \tau_- \\
\circ \quad \tau_+
\]

**Theorem 5.13** ([24]). The order of \( \tau_- \tau_+ \) is \( (h + 2)/2 \) if \( w_0 = -1 \), and is \( h + 2 \) otherwise. Every \( \langle \tau_-, \tau_+ \rangle \)-orbit in \( \Phi_{\geq -1} \) has a nonempty intersection with \( -\Pi \). These intersections are precisely the \( \langle -w_0 \rangle \)-orbits in \( (-\Pi) \).

**Theorem 5.14** ([24, 23]). There is a unique binary relation (called "compatibility") on \( \Phi_{\geq -1} \) that has the following two properties:

- \( \langle \tau_- \tau_+ \rangle \)-invariance: if \( \alpha \) and \( \beta \) are compatible, then so are \( \tau_{\varepsilon} \alpha \) and \( \tau_{\varepsilon} \beta \) for \( \varepsilon \in \{+, -, 0\} \);
- a negative simple root \( -\alpha_i \) is compatible with a root \( \beta \) if and only if the simple root expansion of \( \beta \) does not involve \( \alpha_i \).

This compatibility relation is symmetric. The clique complex for the compatibility relation is canonically isomorphic to the cluster complex.

In other words (cf. Theorem 5.11), a subset of \( \Phi_{\geq -1} \) forms a simplex in the cluster complex if and only if every pair of roots in this subset is compatible.

The above machinery allows us to explicitly describe a generalized associahedron \( P(\Phi) \) by a set of linear inequalities.

**Theorem 5.15** ([13]). Suppose that a \( (-w_0) \)-invariant function \( F : -\Pi \to \mathbb{R} \) satisfies the inequalities

\[
\sum_{i \in I} a_{ij} F(-\alpha_i) > 0 \quad \text{for all } j \in [1, n].
\]
Let us extend $F$ (uniquely) to a $\langle \tau_-, \tau_+ \rangle$-invariant function on $\Phi_{\geq -1}$. The generalized associahedron $P(\Phi)$ is then realized as the set of points $z$ in the dual space $Q_\mathbb{R}^\ast$ satisfying the linear inequalities

$$\langle z, \alpha \rangle \leq F(\alpha), \text{ for all } \alpha \in \Phi_{\geq -1}.$$ 

As an example of a function $F$ satisfying the conditions in Theorem 5.15, one can take the function whose value $F(-\alpha_i)$ is equal to the coefficient of a simple coroot $\alpha_i^\vee$ in the half-sum of all positive coroots.

**Example 5.16.** In type $A_3$, Theorem 5.15 is illustrated in Figure 8, which shows a 3-dimensional simple polytope given by the inequalities

$$\max(-z_1, -z_3, z_1, z_3, z_1 + z_2, z_2 + z_3) \leq 3/2,$$

$$\max(-z_2, z_2, z_1 + z_2 + z_3) \leq 2.$$ 

![Figure 8. The type $A_3$ associahedron](image)

For the classical types, the clusters and generalized associahedra have concrete combinatorial realizations in terms of triangulations of regular polygons. This realization is discussed in detail in [24, 13] and further explored in [25]. Here we restrict ourselves to an outline of the type $A_n$ construction, where we recover the classical associahedron, originally introduced by Stasheff [18]. More precisely, the cluster complex of type...
$A_n$ is isomorphic to the dual complex of an $n$-dimensional associahedron, as explained in Example 5.17 below.

**Example 5.17.** The cluster complex of type $A_n$ can be naturally identified with the simplicial complex whose simplices are all collections of non-crossing diagonals of a regular $(n + 3)$-gon $P_{n+3}$ (cf. Section 3). Thus, we need to identify the roots in $\Phi_{\geq -1}$ with the diagonals of $P_{n+3}$. This is done as follows. The roots in $-\Pi$ correspond to the diagonals on the “snake” shown in Figure 9.

![Figure 9. The “snake” in type $A_5$](image)

Each positive root $\alpha_i + \alpha_{i+1} + \cdots + \alpha_j$ corresponds to the unique diagonal that crosses precisely the diagonals $-\alpha_i, -\alpha_{i+1}, \ldots, -\alpha_j$ from the snake. As shown in [21], two roots are compatible if and only if the corresponding diagonals do not cross each other at an interior point. Consequently, an $n$-tuple of roots $\beta_1, \ldots, \beta_n \in \Phi_{\geq -1}$ forms a maximal simplex in the cluster complex if and only if the corresponding diagonals do not cross each other—i.e., they form a triangulation of $P_{n+3}$. (In particular, in agreement with Example 5.3, the “snake” triangulation is associated with a distinguished cluster.) As a result, the exchange graph for a cluster algebra of type $A_n$ becomes identified with the graph that already appeared in Section 3 (with triangulations of $P_{n+3}$ as vertices, and diagonal flips as edges). The type $A_3$ case is illustrated by Figures 3 and 8.

In types $B_n$ and $C_n$, the cluster complex is isomorphic to the dual complex of the $n$-dimensional cyclohedron, or Bott-Taubes polytope [7]. The vertices of this polytope are labeled by the centrally symmetric
triangulations of a regular \((2n + 2)\)-gon \(P_{2n+2}\), while each edge corresponds to a pair of centrally symmetric flips, or to a single flip inside a rectangle. (We omit the description of the dictionary between the almost positive roots in a root system of type \(B_n\) or \(C_n\) and the (pairs of) diagonals in \(P_{2n+2}\), referring the reader to [23] or [24].) See Figure 10.

![Figure 10. The 3-dimensional cyclohedron](image)

Similar description can be provided for the generalized associahedron of type \(D_n\); see [23] [24].

These combinatorial models for the cluster complexes of classical types \(ABCD\) make the study of the corresponding cluster algebras much more tractable. In particular, these models are utilized in the proof of Theorem 4.26. It is therefore very desirable to find a solution of the following tantalizing problem.

**Problem 5.18.** Construct combinatorial models for the generalized associahedra of exceptional types.
5.3. Numerology. As discussed in Example 5.17, the clusters in a cluster algebra of type $A_n$ are in bijection with the triangulations of a convex $(n + 3)$-gon by $n$ non-crossing diagonals. The number of such triangulations is well known to be the Catalan number\(\frac{1}{n+2}\binom{2n+2}{n+1}\). The following theorem gives a general formula for the number of clusters in a cluster algebra of arbitrary finite type.

**Theorem 5.19** ([24]). The number of clusters in a cluster algebra of finite type associated with a root system $\Phi$ (equivalently, the number of vertices of the corresponding generalized associahedron) is equal to

\[
N(\Phi) = \prod_{i=1}^{n} \frac{e_i + h + 1}{e_i + 1},
\]

where $e_1, \ldots, e_n$ are the exponents of $\Phi$, and $h$ is the Coxeter number.

Figure 11 shows the values of $N(\Phi)$ for all irreducible crystallographic root systems $\Phi$.

| $A_n$ | $B_n, C_n$ | $D_n$ | $E_6$ | $E_7$ | $E_8$ | $F_4$ | $G_2$ |
|-------|------------|-------|-------|-------|-------|-------|-------|
| $\frac{1}{n+2}\binom{2n+2}{n+1}$ | $\binom{2n}{n}$ | $\frac{3n-2}{n}\binom{2n-2}{n-1}$ | 833 | 4160 | 25080 | 105 | 8 |

**Figure 11.** The numbers $N(\Phi)$

The numbers $N(\Phi)$ given by (5.2) can be thought of as generalizations of the Catalan numbers to an arbitrary Cartan-Killing type. These numbers are known to count [6, 12, 14, 29, 34, 35, 45] a variety of combinatorial objects related to the root system $\Phi$. In particular, $N(\Phi)$ appears as the number of:

- *ad-nilpotent ideals* in a semisimple Lie algebra;
- antichains in the *root poset*;
- positive regions of the *Shi arrangement*;
- $W$-orbits in the quotient $Q^\vee/(h + 1)Q^\vee$ of the dual root lattice;
- conjugacy classes of elements of a semisimple Lie group which have a finite order that divides $h + 1$;
- *non-crossing partitions* of appropriate type.

We refer the reader to [17, Lecture 5] for a discussion of these enumerative formulas and their $q$-analogues, as well as for bibliographic directions.

As noted in [17, Section 5.3], substantial part of the combinatorial theory of generalized associahedra survives in the case of non-crystallographic finite root systems $I_2(n)$, $H_3$, and $H_4$, including the
construction of the clique complex in Theorem 5.14 and formula (5.2) for the number of root clusters—but excluding cluster algebras as such.

5.4. Concluding example. We close this survey with an example of a cluster algebra of finite type that arises from the geometric construction of Section 2.

Example 5.20. [Coordinate ring of a double Bruhat cell $G_{w_0, w_0} \subset SL_3$] Recall that the open double Bruhat cell $G_{w_0, w_0} \subset SL_3(\mathbb{C})$ consists of all complex $3 \times 3$ matrices $x = (x_{ij})$ of determinant 1 whose minors

\begin{equation}
\begin{vmatrix}
x_{13}
\end{vmatrix}, \quad
\begin{vmatrix}
x_{12} & x_{13} \\
x_{22} & x_{23}
\end{vmatrix}, \quad
\begin{vmatrix}
x_{21} & x_{22} \\
x_{31} & x_{32}
\end{vmatrix}
\end{equation}

are nonzero. The coordinate ring $\mathbb{Q}[G_{w_0, w_0}]$ is a cluster algebra of type $D_4$ over the ground ring generated by the minors in (5.3) and their inverses. It has 16 cluster variables, corresponding to the 16 roots in $\Phi_{\geq -1}$:

(i) 14 (among the 19 total) minors of $x$, namely, all excluding $\text{det}(x)$ and the 4 minors in (5.3);

(ii) $x_{12}x_{21}x_{33} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31};$

(iii) $x_{11}x_{23}x_{32} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31}.$

They form 50 clusters of size 4, one for each of the 50 vertices of the type $D_4$ associahedron.

These clusters give rise to 50 different total positivity criteria: a matrix $x \in SL_3$ is totally positive if and only if the following 8 functions are positive at $x$: the 4 elements of any given cluster and the 4 minors in (5.3).
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