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Abstract

Enumerating matchings is a classical problem in the field of enumeration algorithms. There are polynomial-delay enumeration algorithms for several settings, such as enumerating perfect matchings, maximal matchings, and (weighted) matchings in specific orders. In this paper, we present polynomial-delay enumeration algorithms for maximal matchings with cardinality at least given threshold $t$. Our algorithm enumerates all such matchings in $O(nm)$ delay with exponential space, where $n$ and $m$ are the number of vertices and edges of an input graph, respectively. We also present a polynomial-delay and polynomial-space enumeration algorithm for this problem. As a variant of this algorithm, we give an algorithm that enumerates $k$-best maximal matchings that runs in polynomial-delay.

1 Introduction

Computing a maximum cardinality matching in graphs is a fundamental problem in combinatorial optimization and has numerous applications in many theoretical and practical contexts. This problem is well known to be solvable in polynomial time by the famous blossom algorithm due to Edmonds\cite{Edmonds1965}. This algorithm runs in time $O(n^2m)$, where $n$ and $m$ are the numbers of vertices and edges of an input graph, and the running time is improved to $O(n^{1/2}m)$\cite{Hopcroft1973} and $O(n^\omega)$\cite{Fomin2013}, where $\omega < 2.37$ is the matrix multiplication exponent.

Enumerating matchings in graphs is also a well-studied problem in the literature\cite{Tsukiyama1977,Johnson1983,Makino2005,Comin2009}. In this problem, we are given a graph $G = (V, E)$ and the goal is to compute all matchings of $G$ satisfying some prescribed conditions. This is motivated by a typical situation that a single optimal matching can be inadequate for real-world problems since intricate constraints and preferences emerging in real-world problems are overly simplified or even ignored to solve the problem efficiently. In this situation, multiple near optimal solutions are preferable rather than a single optimal solution.

There are two lines of research for enumerating matchings. The problem of enumerating inclusion-wise maximal matchings is a special case of enumerating maximal independent sets or cliques in graphs, which is one of the most prominent problems in the field of enumeration algorithms\cite{Tsukiyama1977,Johnson1983,Makino2005}. Tsukiyama et al.\cite{Tsukiyama1977} showed that the problem of enumerating all maximal independent sets in graphs is solvable in $O(nm)$ delay and polynomial space. Johnson et al.\cite{Johnson1983} also discussed a similar algorithm for this problem. Makino and Uno\cite{Makino2005} and Comin and Rizzi\cite{Comin2009} improved the running time for dense graphs via fast matrix multiplication algorithms. For maximal matching enumeration, Uno\cite{Uno1993} gave an $O(n + m + \Delta N)$-time algorithm for enumerating all maximal matchings of graphs, which substantially improves the known algorithm for enumerating maximal independent sets in general graphs\cite{Tsukiyama1977} when input graphs are restricted to line graphs. Here, $\Delta$ is the maximum degree and $N$ is the number of maximal matchings in an input graph.

The other line of work is to enumerate matchings with cardinality or weight constraints. One of the best known results along this line is based on $k$-best enumeration\cite{Dalmau2003}. Here, we say that an enumeration algorithm for (weighted) matchings is a $k$-best enumeration algorithm if given an integer $k$, the algorithm enumerates $k$ distinct matchings $M = \{M_1, \ldots, M_k\}$ of $G$ such that every matching
Figure 1: The graph is obtained from the complete graph $K_{2n}$ (depicted as the rounded rectangle) with $2n$ vertices by adding a pendant vertex to each vertex. Since $K_{2n}$ has $\frac{(2n)!}{2^n \cdot n!}$ perfect matchings, the graph contains exactly one maximal matching of cardinality $2n$ and at least $\frac{(2n)!}{2^n \cdot n!}$ maximal matchings.

in $M$ has cardinality (or weight) not smaller than that not in $M$. In the 1960s, Murty developed a $k$-best enumeration algorithm based on a simple binary partition technique \cite{Murty65}. Lawler \cite{Lawler76} generalized Murty’s algorithm to many combinatorial problems, and then $k$-best enumeration algorithms for other problems have been discussed in various fields (see \cite{Lawler95} for a survey). Chegireddy and Hamacher \cite{Chegireddy08} developed an $O(kn^3)$-time $k$-best enumeration algorithm for weighted perfect matchings in general graphs.

In this paper, we focus on enumerating matchings satisfying both maximality and cardinality conditions. More specifically, we address the following problems.

**Definition 1.** Given a graph $G = (V, E)$ and a non-negative integer $t$, **LARGE MAXIMAL MATCHING ENUMERATION** asks to enumerate all maximal matchings of $G$ with cardinality at least $t$.

**Definition 2.** Given a graph $G = (V, E)$ and a non-negative integer $k$, **k-BEST MAXIMAL MATCHING ENUMERATION** asks to compute a set $M$ of $k$ maximal matchings of $G$ such that the cardinality of any maximal matching in $M$ is not smaller than that not in $M$.

These kind of problems are recently focused in several work \cite{Korhonen14, Korhonen15}, where they considered the problems of enumerating minimal solutions with weight or cardinality constraints. We would like to mention that satisfying both weight or cardinality and maximal/minimal constraints makes enumeration problems even more difficult: Korhonen \cite{Korhonen15} showed that the problem of enumerating minimal separators of cardinality at most $k$ is solvable in incremental polynomial time or FPT delay, while the problem of enumerating minimal separators without cardinality constraint $k$ is solvable in polynomial delay \cite{Korhonen11}.

The results of our paper are as follows. We observe that a straightforward application of the binary partition technique \cite{Murty65, Lawler76} would not yield polynomial-delay algorithms for **LARGE MAXIMAL MATCHING ENUMERATION**: This technique is typically based on the extension problem, which will be defined in Section 3 and we prove that this problem for **LARGE MAXIMAL MATCHING ENUMERATION** is NP-hard even if $t = 0$. This result is independently shown by Casel et al. \cite{Casel16}. See Theorem 10 in \cite{Casel16}. As algorithmic results, we present $O(nm)$-delay enumeration algorithms for **LARGE MAXIMAL MATCHING ENUMERATION** and **k-BEST MAXIMAL MATCHING ENUMERATION**. These algorithms run in exponential space. Note that for **k-BEST MAXIMAL MATCHING ENUMERATION**, our algorithm requires $\Omega(k)$ space, while this is indeed exponential when $k$ is exponential in $n$. We also present an $O(n^2 \Delta^2)$-delay and polynomial-space enumeration algorithm for **LARGE MAXIMAL MATCHING ENUMERATION**.

Whereas our algorithms are slower than the known algorithm of Uno \cite{Uno06}, our algorithms only enumerate matchings that are maximal and have cardinality at least $t$, which would be more efficient with respect to the overall performance when the number of “large” maximal matchings are sufficiently smaller than that of all maximal matchings. See Figure 1 for such an example.

Our algorithms are based on the supergraph technique, which is frequently used in designing enumeration algorithms \cite{Cohen09, Cohen10, Cohen11, Cohen12, Cohen13}. In this technique, we define a directed graph on the set of all solutions and the enumeration algorithm simply traverses this directed graph from an arbitrary solution. To enumerate all solutions, we need to carefully design this directed graph so that all the nodes can be traversed from an arbitrary solution. We basically follow the technique due to Cohen et al. \cite{Cohen09}, which allows to define a suitable directed graph for enumerating maximal matchings. We carefully analyze this directed graph and prove that this directed graph has a “monotone” path from an arbitrary maximum matching to any maximal matching of $G$, where we mean by a monotone
path a sequence of maximal matchings \((M_1, M_2, \ldots, M_k)\) with \(|M_1| \geq |M_2| \geq \cdots \geq |M_k|\). This also enables us to enumerate all maximal matchings in a non-decreasing order of its cardinality. Let us note that our approach is different from those in the maximal matching enumeration [31] and the \(k\)-best enumeration for matchings [4,26]. Our polynomial-space enumeration algorithm also exploits this monotone path.

2 Preliminaries

Let \(G = (V, E)\) be a graph. Let \(n = |V|\) and \(m = |E|\). Throughout this paper, we assume that \(G\) has no self-loops and parallel edges. We also assume that \(G\) has no isolated vertices and hence we have \(n = O(m)\). The vertex set and edge set of \(G\) are denoted by \(V(G)\) and \(E(G)\), respectively. For a vertex \(v \in V\), the set of edges incident to \(v\) is denoted by \(\Gamma(v)\). To simplify the notation, we also use \(\Gamma(e)\) to denote \((\Gamma(u) \cup \Gamma(v)) \setminus \{e\}\) for each edge \(e = \{u, v\} \in E\). A sequence of vertices \(P = (u_1, u_2, \ldots, u_k)\) is called a path if \(u_i\) is adjacent to \(u_{i+1}\) for any \(1 \leq i < k\) and all the vertices are distinct. A sequence of vertices \(C = (u_1, u_2, \ldots, u_k)\) is called a cycle if \(u_i\) is adjacent to \(u_{i+1}\) for any \(1 \leq i \leq k\), where \(u_{k+1}\) is considered as \(u_1\), and all the vertices except for pair \(\{u_1, u_{k+1}\}\) are distinct. For \(F \subseteq E\), we denote by \(G[F]\) the subgraph consisting of all end vertices of \(F\) and edges in \(F\). For two sets \(X\) and \(Y\), we denote by \(X \Delta Y\) the symmetric difference between \(X\) and \(Y\) (i.e., \(X \Delta Y = (X \setminus Y) \cup (Y \setminus X)\)).

Let \(M\) be a set of edges in \(G\). We say that \(M\) is a matching of \(G\) if for any pair of distinct \(e, f \in M\), they do not share their end vertices (i.e., \(e \cap f = \emptyset\) holds). Moreover, \(M\) is a maximal matching of \(G\) if \(M\) is a matching and \(M \cup \{e\}\) is not a matching of \(G\) for every \(e \in E \setminus M\). The maximum cardinality of a matching of \(G\) is denoted by \(\nu(G)\). Every matching with cardinality \(\nu(G)\) is called a maximum matching of \(G\). For a matching \(M\), we say that a vertex \(v\) is matched in \(M\) if \(M\) has an edge incident to \(v\). Otherwise, \(v\) is unmatched in \(M\).

In this paper, we measure the running time of enumeration algorithms in an output-sensitive manner [13]. In particular, we focus on the delay of enumeration algorithms: The delay of an enumeration algorithm is the maximum time interval between two consecutive outputs (including both preprocessing time and postprocessing time).

3 Hardness of the extension problem

We show that a direct application of the binary partition technique or the \(k\)-best enumeration framework to LARGE MAXIMAL MATCHING ENUMERATION seems to be impossible.

In enumeration algorithms based on the binary partition technique [2,12], we solve a certain decision or optimization problem, called an extension problem, to enumerate solutions. Basically, the extension problem asks to decide whether, given disjoint sets \(I\) and \(O\), there is a solution that includes all elements in \(I\) and excludes every element in \(O\). For enumerating maximum matchings, the extension problem is tractable: For \(I, O \subseteq E\) with \(I \cap O = \emptyset\), the extension problem simply asks for a matching \(M\) in a graph obtained by removing all endpoints in \(I\) and edges in \(O\) from \(G\) with \(|M| = \nu(G) - |I|\). However, for LARGE MAXIMAL MATCHING ENUMERATION, the extension problem is intractable. The formal definition of the extension problem is as follows: Given a graph \(G = (V, E)\) and \(I, O \subseteq E\) with \(I \cap O = \emptyset\), MAXIMAL MATCHING EXTENSION asks to determine whether \(G\) has a maximal matching \(M\) with \(I \subseteq M\) and \(M \cap O = \emptyset\).

**Theorem 3.** MAXIMAL MATCHING EXTENSION is \(\text{NP}\)-complete even on planar bipartite graphs with maximum degree three.

**Proof.** Clearly MAXIMAL MATCHING EXTENSION is in \(\text{NP}\). To prove the \(\text{NP}\)-hardness, we perform a polynomial-time reduction from a variant of PLANAR 3-SAT. Let \(\phi\) be a 3-CNF formula with variable set \(X = \{x_1, \ldots, x_n\}\) and clause set \(C = \{C_1, \ldots, C_m\}\). For a clause \(C_j = (c_{j,1} \lor c_{j,2} \lor c_{j,3})\), we call \(c_{j,k}\) the \(k\)-th literal of \(C_j\). Note that \(\phi\) may contain a clause with two literals. The incidence bipartite graph \(G_\phi\) of \(\phi\) consists of vertex set \(V_\phi = X \cup C\) and edge set \(E_\phi = \{x_i, C_j \mid x_i \in C_j\}\). It is known that 3-SAT is \(\text{NP}\)-complete even when \(G_\phi\) is planar and each variable occurs twice positively and once negatively in \(\phi\) [11].

Given an instance \(\phi\) of the variant of 3-SAT, we construct an instance \((G'_\phi, I_\phi, O_\phi)\) of MAXIMAL MATCHING EXTENSION so that \(\phi\) is satisfiable if and only if \((G'_\phi, I_\phi, O_\phi)\) is a yes-instance. For each
variable \( x_i \), the variable gadget is a path \( P_i = (x_i, x'_i, \neg x_i) \) of length two. For each clause \( C_j \), the clause gadget is a path \( Q_j = (c_{j,1}, d_j, c_{j,2}, d'_j, c_{j,3}) \) of length four if \( C_j \) contains exactly three literals. Otherwise, the clause gadget is a path \( Q_j = (c_{j,1}, d_j, c_{j,2}) \) of length two. \( G'_{\phi} \) is obtained from these gadgets by adding an edge \( \{x_i, c_{j,k}\} \) if \( x_i \) is the \( k \)-th literal of \( C_j \), and \( \{\neg x_i, c_{j,k}\} \) if \( \neg x_i \) is the \( k \)-th literal of \( C_j \) for \( 1 \leq i \leq n, 1 \leq j \leq m, \) and \( 1 \leq k \leq 3 \). See Figure 2 for an example. Note that the maximum degree of \( G'_{\phi} \) is three. Since \( G'_{\phi} \) is obtained from \( G_{\phi} \) by replacing each vertex \( x_i \) with \( P_i \) and each vertex \( C_j \) with \( Q_j \), \( G'_{\phi} \) is planar. Moreover, since \( G_{\phi} \) is bipartite, \( G'_{\phi} \) is bipartite. To complete the construction of the corresponding instance of Maximal Matching Extension, let \( I_0 = \emptyset \) and let \( O_\phi \) be the set of edges in \( G_{\phi} \) that lie between variable gadgets and clause gadgets.

Suppose that \( \phi \) has a satisfying truth assignment. From this assignment, we construct a matching \( M \) of \( G'_{\phi} \) as follows. For each variable \( x_i \) that is assigned to true (resp. false), we add an edge \( \{x_i, x'_i\} \) (resp. \( \{\neg x_i, x'_i\} \)) to \( M \). For each clause \( C_j \), at least one of its literals, say \( c_{j,k} \), is true. Then, we add the unique maximum matching \( M' \) in \( Q_j \) to \( M \) that has no edges incident to \( c_{j,k} \). Note that any vertex \( c_{j,k'} \) with \( c_{j,k'} \neq c_{j,k} \) in \( Q_j \) is matched in \( M' \). This completes the construction of \( M \), and it is easy to verify that \( M \) is a matching of \( G'_{\phi} \) with \( M \cap O_\phi = \emptyset \). Moreover, for any edge \( e \in O_\phi \), at least one of endpoints of \( e \) is matched in \( M \). Thus, if \( \phi \) has a satisfying truth assignment, then \( G'_{\phi} \) has a maximal matching that contains \( M \) but none of any edge in \( O_\phi \).

Conversely, suppose that \( M \) is a maximal matching of \( G'_{\phi} \) with \( M \cap O_\phi = \emptyset \). As \( M \cap O_\phi = \emptyset \) and the maximality of \( M \), \( M \) contains exactly one edge in each variable gadget. We construct an assignment of variables in such a way that for each variable \( x_i \), \( x_i \) is assigned to true if \( \{x_i, x'_i\} \in M \) and to false otherwise. Then, we show that this assignment is a satisfying truth assignment for \( \phi \). To see this, consider a clause \( C_j \). From the maximality of \( M \), \( Q_j \) contains exactly one vertex \( c_{j,k} \) unmatched in \( M \). Suppose for contradiction that each literal of \( C_j \) is false under the above assignment. Since \( c_{j,k} \) is false, the corresponding variable vertex, say \( x_i \), is unmatched in \( M \). Thus, since both \( c_{j,k} \) and \( x_i \) are unmatched in \( M \), \( M \cup \{x_i, c_{j,k}\} \) or \( M \cup \{\neg x_i, c_{j,k}\} \) is a matching of \( G'_{\phi} \), contradicting to the maximality of \( M \).

As for \( k \)-best enumeration algorithms based on Lawler’s framework [21], we need to solve an optimization version of Maximal Matching Extension. The above theorem also rules out the applicability of Lawler’s framework to obtain a polynomial-delay algorithm for LARGE MAXIMAL MATCHING ENUMERATION, assuming that \( \mathbf{P} \neq \mathbf{NP} \).

4 Enumeration of maximal matchings

4.1 LARGE MAXIMAL MATCHING ENUMERATION

Our enumeration algorithm is based on the supergraph technique, which is frequently used in many enumeration algorithms [5, 8, 16, 17, 20, 27]. In particular, our algorithm is highly related to the enumeration algorithm for maximal independent sets with the input-restricted problem due to [5]. The basic idea of the supergraph technique is quite simple. We define a directed graph \( \mathcal{G} \) whose node set corresponds to all the solutions we wish to enumerate. The enumeration algorithm solely traverses
this directed graph and outputs a solution at each node. To this end, we need to carefully design the arc set of \( \mathcal{G} \) so that all the nodes in \( \mathcal{G} \) are reachable from a specific node.

For maximal matchings (without cardinality constraints), we can enumerate those in polynomial delay with this technique. Let \( G = (V,E) \) be a graph. For a (not necessarily maximal) matching \( M \) of \( G \), we denote by \( \mu(M) \) an arbitrary maximal matching of \( G \) that contains \( M \). This maximal matching can be computed from \( M \) by greedily adding edges in \( E \setminus M \). Let \( M \) be a maximal matching of \( G \). For \( e \in E \setminus M \), \( (M \setminus \Gamma(e)) \cup \{e\} \) is a matching of \( G \), and then \( M_e = \mu((M \setminus \Gamma(e)) \cup \{e\}) \) is a maximal matching of \( G \). We define the (out-)neighbors of a maximal matching \( M \) in \( \mathcal{G} \), denoted \( \mathcal{N}_G(M) \), as the set of maximal matchings \( \{M_e : e \in E \setminus M \} \). To avoid a confusion, each maximal matching in \( \mathcal{N}_G(M) \) is called a \( \mathcal{G} \)-neighbor of \( M \). The arc set of \( \mathcal{G} \) is defined by this neighborhood relation. With this definition, we can show that every maximal matching \( M_2 \) is reachable from any other maximal matching \( M_1 \), that is, \( \mathcal{G} \) is strongly connected. To see this, consider the value \( m(M,M') = |M \cap M'| \) defined between two (maximal) matchings \( M \) and \( M' \) of \( G \). Since \( M_1 \) and \( M_2 \) are maximal matchings of \( G \), there is an edge \( e \in M_2 \setminus M_1 \). Then, we have

\[
m(M_1,M_2) = |M_1 \cap M_2| < |((M_1 \setminus \Gamma(e)) \cup \{e\}) \cap M_2| \leq |\mu((M_1 \setminus \Gamma(e)) \cup \{e\}) \cap M_2|,
\]

where the first inequality follows from \( e \in M_2 \) and \( \Gamma(e) \cap M_2 = \emptyset \) and the second inequality follows from \( M \subseteq \mu(M) \) for any matching \( M \) of \( G \). This indicates that \( M_1 \) has a \( \mathcal{G} \)-neighbor \( M' = \mu((M_1 \setminus \Gamma(e)) \cup \{e\}) \) such that \( m(M_1,M_2) < m(M',M_2) \). Moreover, the following proposition holds.

**Proposition 4.** Let \( M_1 \) and \( M_2 \) be maximal matchings of \( G \). Then, \( m(M_1,M_2) \leq |M_2| \). Moreover, \( m(M_1,M_2) = |M_2| \) if and only if \( M_1 = M_2 \).

By induction on \( k = |M_2| - m(M_1,M_2) \), there is a directed path from \( M_1 \) to \( M_2 \) in \( \mathcal{G} \) for every pair of maximal matchings of \( G \), which proves the strong connectivity of \( \mathcal{G} \).

Our algorithm for **large maximal matching enumeration** also traverses \( \mathcal{G} \) from an arbitrary maximum matching of \( G \) in a breadth-first manner but truncates all maximal matchings of cardinality less than given threshold \( t \). The pseudocode is shown in Algorithm 1. In the following, we show that Algorithm 1 enumerates all the maximal matchings of \( G \) with cardinality at least \( t \), provided \( t < \nu(G) \). We discuss later for the other case \( t = \nu(G) \).

For a non-negative integer \( k \), we say that a directed path in \( \mathcal{G} \) is \( k \)-thick if every maximal matching on the path has cardinality at least \( k \). To show the correctness of Algorithm 1, it is sufficient to prove that (1) for any pair of maximum matching \( M^* \) of \( G \) and a maximal matching \( M \) of \( G \) with \( |M| < \nu(G) \), there is a directed \( |M| \)-thick path from \( M^* \) to \( M \) in \( \mathcal{G} \) and (2) for a pair of maximum matchings \( M \) and \( M' \) of \( G \), there is a directed \((\nu(G) - 1)\)-thick path from \( M \) to \( M' \) in \( \mathcal{G} \).

In the rest of this subsection, fix distinct maximal matchings \( M_1 \) and \( M_2 \) of \( G \). Since \( M_1 \) and \( M_2 \) are matchings of \( G \), each component of the graph \( G[M_1 \triangle M_2] \) is either a path or a cycle. We say that a path component \( P \) in \( G[M_1 \triangle M_2] \) is even-alternating if exactly one end vertices of \( P \) is unmatched in \( M_1 \). Let us note that \( P \) is even-alternating if and only if it has an even number of edges. We say \( P \) is \( M_1 \)-augmenting (resp. \( M_2 \)-augmenting) if the both end vertices of \( P \) are unmatched in \( M_1 \) (resp. \( M_2 \)). Since both \( M_1 \) and \( M_2 \) are maximal matchings of \( G \), the following proposition holds.

**Proposition 5.** Every component in \( G[M_1 \triangle M_2] \) is either a path with at least two edges or a cycle with at least four edges.

---

**Algorithm 1:** Given a graph \( G \) and an integer \( t \), the algorithm enumerates all maximal matchings of \( G \) with cardinality at least \( t \).

```plaintext
Procedure Traverse(G, t)
1. Let \( M^* \) be a maximum matching of \( G \)
2. Add \( M^* \) to a queue \( Q \) and to set \( S \)
3. while \( Q \) is not empty do
   4. Let \( M \) be a maximal matching in \( Q \)
   5. Output \( M \) and delete \( M \) from \( Q \)
   6. foreach \( M' \in \mathcal{N}_G(M) \) do
      7. if \( M' \notin S \) and \( |M'| \geq t \) then Add \( M' \) to \( Q \) and to \( S \)
```

---
For $M_2$-augmenting path component $P$ in $G[M_1 \triangle M_2]$, it holds that $|M_1 \cap E(P)| > |M_2 \cap E(P)|$. Thus, the following proposition holds.

**Proposition 6.** Suppose that $G[M_1 \triangle M_2]$ has no $M_1$-augmenting path components but has at least one $M_2$-augmenting path component. Then, $|M_1| > |M_2|$.

**Lemma 7.** If $G[M_1 \triangle M_2]$ has an $M_1$-augmenting or even-alternating path component $P$, then there is a directed $|M_1|\text{-thick path}$ from $M_1$ to a maximal matching $M'$ in $G$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \geq |M_1|$. Moreover, if $P$ is $M_1$-augmenting, then $|M'| > |M_1|$.

**Proof.** Let $P = (v_1, v_2, \ldots, v_\ell)$ and let $e_i = \{v_i, v_{i+1}\}$ for $1 \leq i < \ell$. By Proposition 5, $P$ contains at least two edges. Assume, without loss of generality, we have $e_1 \in M_2$ and $e_2 \in M_1$. Define $\tilde{M} = (M_1 \setminus \{e_2\}) \cup \{e_1\}$. As $v_1$ is unmatched in $M_1$, $\tilde{M}$ is a matching of $G$, and hence $M' = \mu(\tilde{M})$ is a $G$-neighbor of $M_1$. Then,

$$m(M', M_2) \geq m(\tilde{M}, M_2) = |(M_1 \setminus \{e_2\}) \cup \{e_1\} \cap M_2| > |M_1 \cap M_2| = m(M_1, M_2),$$

as $e_1 \in M_2$ and $e_2 \in M_1 \setminus M_2$. Moreover, we have $|\mu(\tilde{M})| \geq |\tilde{M}| = |M_1|$. Thus, the arc $(M_1, \mu(\tilde{M}))$ is the desired directed path in $G$.

Suppose moreover that $P$ is $M_1$-augmenting. In this case, we have $\ell \geq 4$. We prove the claim by induction on $\ell$. Let $\tilde{M}$ be as above. If $\tilde{M} \subset \mu(\tilde{M})$, we are done. Suppose otherwise. If $\ell = 4$, as $v_4$ is unmatched in $M_1$, $\tilde{M} \cup \{e_3\}$ is a matching of $G$, implying that $\tilde{M} \subset \mu(\tilde{M})$. Otherwise, that is, $\tilde{M} = \mu(\tilde{M})$, the subpath $(v_3, v_4, \ldots, v_\ell)$ of $P$ is a path component in $G[M_1 \triangle M_2]$ and is $M_1$-augmenting. Applying the induction hypothesis to this subpath, there is a directed $|M_1|\text{-thick path}$ from $M'$ to a maximal matching $M''$ in $G$ such that $m(M', M_2) < m(M'', M_2)$ and $|M''| > |M'| = |M_1|$. As $m(M_1, M_2) < m(M', M_2) < m(M'', M_2)$, the lemma follows.

If $G[M_1 \triangle M_2]$ has no $M_1$-augmenting path components nor cycle components, the maximal matching $M'$ of $G$ in Lemma 7 satisfies the following additional property.

**Corollary 1.** Let $M'$ be the maximal matching of $G$ obtained in Lemma 7. If $G[M_1 \triangle M_2]$ has neither $M_1$-augmenting path components nor cycle components, then $G[M' \triangle M_2]$ has no cycle components.

**Proof.** Let $P$ be an even-alternating path component in $G[M_1 \triangle M_2]$. Then, $M'$ is defined to be $\mu(\tilde{M})$, where $M = (M_1 \setminus \{e_2\}) \cup \{e_1\}$. As $M \triangle M_2 = (M_1 \triangle M_2) \setminus \{e_1, e_2\}$, $G[M \triangle M_2]$ has no $M$-augmenting path components. If $G[M' \triangle M_2]$ has a cycle component $C$, then there must be an $M$-augmenting path component $P'$ in $G[M \triangle M_2]$ such that $P'$ together with some $e \in M' \setminus M$ forms the cycle $C$, which is a contradiction.

**Lemma 8.** If $G[M_1 \triangle M_2]$ has a cycle component $C$, then there is a directed $(|M_1| - 1)$-thick path from $M_1$ to a maximal matching $M'$ of $G$ in $G$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \geq |M_1|$. 

**Proof.** Let $C = (v_1, v_2, \ldots, v_\ell)$ and for each $1 \leq i \leq \ell$, let $e_i = \{v_i, v_{i+1}\}$, where $v_{\ell+1} = v_1$. Assume without loss of generality that $e_1 \in M_1$ for odd $i$. Define $\tilde{M} = (M_1 \setminus \{e_1, e_3\}) \cup \{e_2\}$. Clearly, $\tilde{M}$ is a matching of $G$ and then $M' = \mu(\tilde{M})$ is a $G$-neighbor of $M_1$. Similarly to Lemma 7, we have $m(M_1, M_2) < m(M', M_2)$. If $|M_1| \leq |M'|$, we are done. Moreover, if $\ell = 4$, $\tilde{M} \cup \{e_4\}$ is a matching of $G$ and hence we have $|M_1| \leq |M'|$ as well. Thus, suppose that $\ell \geq 6$ and $|M'| = |M| = |M_1| - 1$. The subpath $P = (v_4, v_5, \ldots, v_{\ell+1})$ is an $M'$-augmenting path component in $G[M' \triangle M_2]$. By Lemma 7, there is a directed path from $M'$ to a maximal matching $M''$ of $G$ such that $m(M', M_2) < m(M'', M_2)$ and $|M''| < |M''|$. Moreover, each maximal matching on the directed path has cardinality at least $|M'|$. This completes the proof of lemma.

**Lemma 9.** If $G[M_1 \triangle M_2]$ has an $M_2$-augmenting path component $P$, then there is a directed $(|M_1| - 1)$-thick path from $M_1$ to a maximal matching $M'$ of $G$ in $G$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \geq |M_1| - 1$.

**Proof.** The proof is almost analogous to that in Lemma 7. Let $P = (v_1, v_2, \ldots, v_\ell)$ and let $e_i = \{v_i, v_{i+1}\}$ for $1 \leq i < \ell$. By Proposition 5, $P$ contains at least two edges. Moreover, as $P$ is $M_2$-augmenting, $P$ contains at least three edges and $e_1, e_3 \in M_1$ and $e_2 \in M_2$. Define $\tilde{M} = (M_1 \setminus \{e_1, e_3\}) \cup \{e_2\}$. Then, $\tilde{M}$ is a matching of $G$, and hence $M' = \mu(\tilde{M})$ is a $G$-neighbor of $M_1$. As $e_1, e_3 \in M_1 \setminus M_2$ and $e_2 \in M_2 \setminus M_1$, we have $m(M_1, M_2) < m(M', M_2)$. Moreover, $|\tilde{M}| = |M_1| - 1$, the lemma follows.
Corollary 2. Let $M'$ be the maximal matching of $G$ obtained in Lemma 5. If $G[M_1 \triangle M_2]$ has neither $M_1$-augmenting path components nor cycle components, then $G[M' \triangle M_2]$ has no cycle components.

Proof. The proof is almost identical to that in Corollary 1. Since $G[\hat{M} \triangle M_2]$ has no $\hat{M}$-augmenting path components, $G[M' \triangle M_2]$ has no cycle components.

Now, we are ready to prove the main claims.

Lemma 10. Let $M_1$ and $M_2$ be maximal matchings of $G$ with $|M_1| > |M_2|$. Then, there is a directed $|M_2|$-thick path from $M_1$ to $M_2$ in $G$.

Proof. We prove the lemma by induction on $k = |M_2| - m(M_1, M_2)$. Note that, by Proposition 4, it holds that $k \geq 0$. Let $G' = G[M_1 \triangle M_2]$. We prove a slightly stronger claim: If either (1) $|M_1| > |M_2|$ or (2) $|M_1| = |M_2|$ and $G'$ has no cycle components, then there is a directed $|M_2|$-thick path from $M_1$ to $M_2$ in $G$. The base case $k = 0$ follows from Proposition 4.

We assume that $k > 0$ and the lemma holds for all $k' < k$. As $k > 0$, $G'$ has at least one connected component. Suppose that $G'$ has a cycle component. In this case, it holds that $|M_1| > |M_2|$ from the assumption. By Lemma 5, $G$ has a directed $(|M_1| - 1)$-thick path from $M_1$ to a maximal matching $M'$ of $G$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \geq |M_1|$. Applying the induction hypothesis to $M'$ and $M_2$, $G$ has a directed $|M_2|$-thick path from $M'$ to $M_2$. As $|M_1| > |M_2|$, the directed path obtained by concatenating these two paths (from $M_1$ to $M'$ and from $M'$ to $M_2$) is a directed $|M_2|$-thick path from $M_1$ to $M_2$ and hence the claim follows in this case.

Suppose that $G'$ has an $M_1$-augmenting path component. By Lemma 7, $G$ has a directed $|M_1|$-thick path from $M_1$ to $M'$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| < |M_2|$. Since pair $M'$ and $M_2$ satisfies (1), by the induction hypothesis, $G$ has a directed $|M_2|$-thick path from $M'$ to $M_2$, and hence the claim holds for this case.

In the following, we assume that $G'$ has neither cycle components nor $M_1$-augmenting path components. Suppose that $G'$ has an even-alternating path component. By Lemma 7, $G$ has a directed $|M_1|$-thick path from $M_1$ to $M'$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \geq |M_1|$. Moreover, by Corollary 1, $G[M' \triangle M_2]$ has no cycle components. Thus, applying the induction hypothesis to $M'$ and $M_2$ proves the claim.

Finally, suppose that $G'$ has only $M_2$-augmenting path components. By Proposition 1, $|M_1| > |M_2|$. By Lemma 7, $G$ has a directed $(|M_1| - 1)$-thick path from $M_1$ to $M'$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \geq |M_1| - 1$. Moreover, by Corollary 2, $G[M' \triangle M_2]$ has no cycle components. Thus, as $|M'| \geq |M_2|$, applying the induction hypothesis to $M'$ and $M_2$ proves the claim as well.

Lemma 11. Let $M_1$ and $M_2$ be maximum matchings of $G$. Then, there is a directed $(\nu(G) - 1)$-thick path from $M_1$ to $M_2$ in $G$.

Proof. We prove the lemma by induction on $k = |M_2| - m(M_1, M_2)$. The base case $k = 0$ follows from Proposition 4. We assume that $k > 0$ and the lemma holds for all $k' < k$. Let $G' = G[M_1 \triangle M_2]$. As $k > 0$, $G'$ has at least one connected component. Observe that every component of $G'$ is either an even-alternating component or a cycle component. This follows from the fact that if $G'$ has an $M_1$- or $M_2$-augmenting path component, then this path is an augmenting path for $M_1$ or $M_2$, respectively, which contradicts the assumption that $M_1$ and $M_2$ are maximum matchings of $G$. By Lemmas 7 and 8, $G$ has a directed $(|M_1| - 1)$-thick path from $M_1$ to a maximal matching $M'$ of $G$ such that $m(M_1, M_2) < m(M', M_2)$ and $|M'| \leq |M_2|$. As $M_1$ is a maximum matching of $G$, $M'$ is also a maximum matching of $G$. Applying the induction hypothesis to pair $M'$ and $M_2$ proves the claim.

Thus, we can enumerate all large maximal matchings in polynomial delay. By simply traversing $G$, we can enumerate all neighbor of $G$ in $O(nm)$ time. However, to determine whether each neighbor has already been output, we need a data structure.

Lemma 12. Let $\mathcal{M}$ be a collection of maximal matchings. There is a data structure for representing $\mathcal{M}$ that supports the following operations: (1) Decide if $\mathcal{M}$ contains a given matching $M$ in $O(n)$ time; (2) Insert a matching $M$ into $\mathcal{M}$ in $O(n)$ time.

Proof. In this data structure, the set of vertices in $G$ is regarded as $n$ distinct integers $\{1, 2, \ldots, n\}$. Then, each edge $\{u, v\} \in E$ can be seen as an ordered pair of integers $(u, v)$ with $u < v$. We also
define a natural lexicographical order on the edges of $E$: For two edges $e_1 = (u_1, v_1)$ and $e_2 = (u_2, v_2)$, $e_1$ is smaller than $e_2$ if and only if $u_1 < u_2$ or $u_1 = u_2$ and $v_1 < v_2$. Under this edge ordering, we can sort the edges in a matching $M = \{(u_1, v_1), (u_2, v_2), \ldots, (u_k, v_k)\}$ in $O(n)$ time with radix sort. From the sorted edge sequence $\{(u_1, v_1), (u_2, v_2), \ldots, (u_k, v_k)\}$, we can uniquely encode a matching into the sequence of integers $(u_1, v_1, u_2, v_2, \ldots, u_k, v_k)$ and then regard each matching $M$ as such a sequence of integers. With a standard radix trie data structure, we can check if a given sequence in the data structure and insert a new sequence into the data structure in time $O(\ell + |\Sigma|)$, where $\ell$ is the maximum length of a sequence and $\Sigma$ is an alphabet used in sequences, which is $O(n)$ for our sequences.

**Theorem 13.** Algorithm enumerates all maximal matchings of $G$ with cardinality at least $t$ in $O(nm)$ delay and exponential space, provided that $t < \nu(G)$.

**Proof.** The correctness of the algorithm directly follows from Lemmas and 1. We analyze the delay of the algorithm. We first compute a maximum matching $M^*$ of $G$. This can be done in time $O(n^{1/2}m)$ using the algorithm of 23. Each maximal matching has $G$-neighbors at most $m$. For each such $G$-neighbor $M'$ of $M$, we can check whether $M' \in S$ at line 8 in $O(n)$ time with the data structure given in Lemma 12. Thus, it suffices to show that $\mu((M \setminus \Gamma(e)) \cup \{e\})$ can be computed in $O(n)$ time from a maximal matching $M$ and $e \in E \setminus M$. Observe that $M \cap \Gamma(e)$ consists of at most two edges $f_1, f_2 \in E$, each of which is incident to one of the end vertices of $e$. Since at least one of end vertices of each edge in $E \setminus (\Gamma(f_1) \cup \Gamma(f_2))$ is matched in $(M \setminus \{f_1, f_2\}) \cup \{e\}$, we can compute $\mu((M \setminus \Gamma(e)) \cup \{e\})$ from $(M \setminus \Gamma(e)) \cup \{e\}$ by greedily adding edges in $\Gamma(f_1) \cup \Gamma(f_2)$. Since $|\Gamma(f_1) \cup \Gamma(f_2)| = O(n)$, this can be done in $O(n)$ time. Therefore, the theorem follows.

To reduce the space complexity, we follow another well-known strategy, called the reverse search technique, due to Avis and Fukuda. The basic idea of this technique is to define a rooted tree $T$ over the set of solutions instead of a directed graph. The reverse search technique solely traverses this rooted tree and outputs a solution on each node in the tree. A crucial difference from the supergraph technique is that we do not need exponential-space data structures used in the supergraph technique to avoid duplicate outputs.

Let $G_{\geq 1}$ be the subgraph of $G$ induced by the maximal matchings of $G$ with cardinality at least $t$. Our rooted tree $T$ is in fact defined as a spanning tree of the underlying undirected graph of $G_{\geq 1}$. To define the rooted tree $T$, we select an arbitrary maximum matching $R^*$ of $G$ as a root. In the following, we fix $R^*$ and define a parent function $\text{par}$ with respect to $R^*$. We assume that the edges in $G$ are totally ordered with respect to some edge ordering. Let $M$ be a maximal matching of $G$ with $|M| \geq t$ and $M \neq R^*$. If $G[M \Delta R^*]$ contains a path component, then there is an edge $e \in R^* \setminus M$ that is incident to an end vertex of a path component in $G[M \Delta R^*]$. Then, we choose the minimum edge (with respect to the edge ordering) satisfying this condition as $e$, and we define $\text{par}(M) = (M \setminus \Gamma(e)) \cup \{e\}$. Otherwise, we choose the minimum edge in $R^* \setminus M$ as $e$, and we define $\text{par}(M) = (M \setminus \Gamma(e)) \cup \{e\}$. Note that as $R^*$ is a maximum matching of $G$, there is at least one path component in $G[M \Delta R^*]$ whose end vertex is matched in $R^*$ under the assumption that $G[M \Delta R^*]$ has a path component. Similarly to the proofs of Lemmas and 8, we have $m(\text{par}(M), R^*) > m(M, R^*)$ and $|\text{par}(M)| \geq \min(|M|, \nu(G) - 1)$. This implies that the parent function defines a rooted tree $T$ in $G_{\geq 1}$ with root $R^*$ by considering $\text{par}(M)$ is the parent of $M$.

Next, we consider the time complexity for computing $\text{par}(M)$. As we have seen in the proof of Theorem 13, $\mu((M \setminus \Gamma(e)) \cup \{e\})$ can be computed in $O(n)$ time. Given $M$ and $R^*$, we can compute the minimum edge $e$ in $G[M \Delta R^*]$ in $O(n)$ time as $|M| + |R^*| \leq n$. Thus, $\text{par}(M)$ can be computed in $O(n)$ time and the following lemma holds.

**Lemma 14.** Given a maximal matching $M$ of $G$ with $M \neq R^*$, we can compute $\text{par}(M)$ in $O(n)$ time.

Now, we are ready to describe our polynomial-space enumeration algorithm for LARGE MAXIMAL MATCHING ENUMERATION. For maximal matchings $M$ and $M'$ of $G$ with cardinality at least $t$, $M'$ is a child of $M$ if $\text{par}(M') = M$. Algorithm recursively generates the set of children of a given maximal matching, which enable us to traverse all nodes in $T$.

The following lemma is vital to bound the delay of the algorithm.

**Lemma 15.** Let $M$ be a maximal matching of $G$ with $|M| \geq t$. Then, there are $O(n \Delta^2)$ children of $M$. Moreover, the children of $M$ can be enumerated in total time $O(n^2 \Delta^2)$.
Algorithm 2: Given a graph $G$ and an integer $t < \nu(G)$, Reverse-Search enumerates all maximal matchings of $G$ with cardinality at least $t$.

1. **Procedure** Reverse-Search($G, t$)
2.   Let $R^*$ be a maximum matching of $G$
3.   Traverse-tree($G, t, R^*$)

4. **Procedure** Traverse-tree($G, t, M$)
5.   Output $M$
6.   Let $C$ be the children of $M$
7.   foreach $M' \in C$ do
8.     | Traverse-tree($G, t, M'$)

Proof. Let $M'$ be a child of $M$. From the definition of the parent-child relation, we have

\[ |M \triangle M'| = |\mu(M' \setminus \Gamma(e)) \cup \{e\})\triangle M'| \leq 5. \]

This inequality follows from the facts that $|M' \setminus \Gamma(e)| \leq 2$ and $|M \setminus \mu(M' \setminus \Gamma(e)) \cup \{e\})| \leq 2$ (as observed in the proof of Theorem 13). Thus, we can enumerate all the children $C = \{M' \mid \text{par}(M') = M\}$ of $M$ in polynomial time. To improve the running time of enumerating children in $C$, we take a closer look at both $M$ and $M'$.

Let $e$ be the edge such that $M = \text{par}(M') = \mu((M' \setminus \Gamma(e)) \cup \{e\})$ and let $F = M' \cap \Gamma(e)$. As observed above, $|F| \leq 2$. Let $A$ be the edge set such that $M = (M' \setminus F) \cup \{e\} \cup A$. Each $f \in A$ is incident to an edge $f'$ in $F$ as $M'$ is a maximal matching of $G$. This implies that $A \subseteq M$ is uniquely determined from $e \in M$ and $F \subseteq \Gamma(e)$ with $|F| \leq 2$ (i.e., $A = \{f \in (M \setminus \{e\}) \cap \Gamma(f') \mid f' \in F\}$).

Thus, we have $|C| = O(n^2 \Delta^2)$. For each $e \in M$ and $F \subseteq \Gamma(e)$ with $|F| \leq 2$, we can compute $M'$ as $M' = M \setminus (A \cup \{e\}) \cup F$ in $O(n)$ time and, by Lemma 14, check if $\text{par}(M') = M$ in $O(n)$ time as well. Hence we can enumerate all children in $C$ in $O(n^2 \Delta^2)$ time.

We output a solution for each recursive call. This implies that the delay of the algorithm is upper bounded by the running time of Line 3 in Algorithm 2. Since $m \leq n\Delta$, the delay of the algorithm is bounded by $O(n^{1/2}m + n^2 \Delta^2) = O(n^2 \Delta^2)$ as well. Moreover, as the depth of $T$ is at most $|R^*|$, the algorithm runs in polynomial space.

Finally, when $t = \nu(G)$, we can enumerate all maximum matchings using the binary partition technique in $O(nm)$ delay and polynomial space. By combining these results, we obtain the following theorem.

**Theorem 16.** One can enumerate all maximal matchings of $G$ with cardinality at least $t$ in $O(n^2 \Delta^2)$ delay with polynomial space.

### 4.2 $k$-Best Maximal Matching Enumeration

In the previous subsection, we define the graph $G$, allowing us to enumerate all the maximal matchings of $G$ with cardinality at least given threshold $t$. The key to this result is Lemma 13 which states that, for any $t < \nu(G)$, there is a directed $t$-thick path from a maximum matching $M_1$ to a maximal matching $M_2$ with cardinality $t$. This implies that every maximal matching of cardinality at least $t$ is “reachable” from a maximum matching in the subgraph of $G$ induced by the node set $\{M : M$ is a maximal matching of $G, |M| \geq t\}$ for every $t < \nu(G)$. From this fact, we can extend Algorithm 1 to an algorithm for $k$-Best Maximal Matching Enumeration, which is shown in Algorithm 3. The algorithm first enumerates all maximum matchings of $G$ with the algorithm $A$ and outputs those maximum matchings as long as at most $k$ solutions are output. The remaining part of the algorithm is almost analogous to Algorithm 1 and the essential difference from it is that the algorithm chooses a largest maximal matching in the priority queue $Q$ at line 9. Intuitively, we traverse a forest based on best-first manner.

**Theorem 17.** We can solve $k$-Best Maximal Matching Enumeration in $O(nm)$ delay.

Proof. The delay of the algorithm follows from a similar analysis in Theorem 13. Note that, at line 9, we can choose in time $O(1)$ a largest maximal matching in $Q$ by using $\nu(G)$ linked lists $L_1, L_2, \ldots, L_\nu(G)$ for $Q$, where $L_i$ is used for maximal matchings of cardinality $i$. 9
Moreover, since $|\nu|_2$ node in the rooted tree. This can be done by checking whether $M$ augmenting path. This can be done in time $\mathcal{O}(m)$.

We can enumerate all maximum matchings of $G$ in delay $\mathcal{O}(mn)$ with polynomial space.

Theorem 18. We can enumerate all maximum matchings of $G$ in delay $\mathcal{O}(nm)$ with polynomial space.

It would be worth noting that the extension problem for enumerating maximum matching can be solved in polynomial time, whereas the maximal counterpart is intractable as proved in Theorem. 

\begin{algorithm}
\begin{algorithmic}
\Procedure{$k$-best}{$G, k$}
\State Let $\mathcal{A}$ be a polynomial delay enumeration algorithm for maximum matchings.
\ForEach{$M$ generated by $\mathcal{A}(G)$}
\State Output $M$ and add $M$ to queue $Q$
\EndFor
\If{$k$ solutions are output}
\State halt
\EndIf
\ForEach{$M' \in \mathcal{N}_G(M)$ with $M' \notin S$}
\State Add $M'$ to $Q$ and to $S$
\EndFor
\While{$Q$ is not empty}
\State Let $M$ be a largest maximal matching in $Q$
\State Output $M$ and delete $M$ from $Q$
\EndWhile
\ForEach{$M' \in \mathcal{N}_G(M)$ with $M' \notin S$}
\State Add $M'$ to $Q$ and to $S$
\EndFor
\EndProcedure
\end{algorithmic}
\end{algorithm}

Let $\mathcal{M}$ be the set of maximal matchings of $G$ that are output by the algorithm. To show the correctness of the algorithm, suppose for contradiction that there are maximal matchings $M \notin \mathcal{M}$ and $M' \in \mathcal{M}$ of $G$ such that $|M| > |M'|$. Since $G$ has a directed $|M|$-thick path from a maximum matching of $G$ to $M$, we can choose such $M$ so that every maximal matching on the path except for $M$ belongs to $\mathcal{M}$. Let $M''$ be the immediate predecessor of $M$ on the path. As $M'' \in \mathcal{M}$, $M$ must be in the queue $Q$ at some point. Hence as $|M| > |M'|$, the algorithm outputs $M$ before $M'$.

5 Enumerating maximum matchings

To handle the other case $t = \nu(G)$, as mentioned in Section 5, we solve LARGE MAXIMAL MATCHING ENUMERATION with the binary partition technique. In this technique, we recursively partition the set $\mathcal{M}(G)$ of all maximum matchings of $G$ into subsets. The recursive procedure is defined as follows: For a pair $I$ and $O$ of disjoint subsets of edge set $E$, let $\mathcal{M}(G, I, O)$ be the subset of $\mathcal{M}(G)$ consisting of all maximum matchings $M$ of $G$ that satisfies $I \subseteq M$ and $M \cap O = \emptyset$. Initially, we set $I = O = \emptyset$ and hence we have $\mathcal{M}(G, I, O) = \mathcal{M}(G)$. Given $I, O \subseteq E$ with $I \cap O = \emptyset$, we find a maximum matching $M$ of $G$ such that $I \subseteq M$ and $O \cap M = \emptyset$ if it exists. Such a maximum matching can be found by finding a matching of size $\nu(G) - |I|$ in the graph obtained from $G$ by deleting all end vertices of $I$ and edges in $O$. Let $M \setminus I = \{e_1, e_2, \ldots, e_k\}$ and let $M_i = \mathcal{M}(G, I \cup \{e_1, \ldots, e_{i-1}\}, O \cup \{e_i\})$ for $1 \leq i \leq k$. Then, $\{M_1, M_2, \ldots, M_k, \{\}\}$ is a partition of $\mathcal{M}(G, I, O)$. This partition process naturally yields a recursive enumeration algorithm, which defines a rooted tree whose node is labeled $(G, I, O)$ and outputs a maximum matching in $\mathcal{M}(G, I, O)$ at each node labeled $(G, I, O)$ in the rooted tree. To upper bound the delay, we need to ensure that the algorithm outputs a maximum matching at each node in the rooted tree. This can be done by checking whether $\mathcal{M}_i$ is nonempty for each $1 \leq i \leq k$. Therefore, at each node, we additionally solve the maximum matching problem at most $k$ time and as $k \leq n/2$, the delay of the algorithm is upper bounded by $O(\min(n^{3/2}m, n^{\omega+1}))$, where $\omega < 2.37$ is the exponent of matrix multiplication.

To further improve the running time of checking whether $\mathcal{M}_i = \mathcal{M}(G, I \cup \{e_1, \ldots, e_{i-1}\}, O \cup \{e_i\})$ is nonempty, we use the fact that $M$ is a maximum matching of $G$ with $I \subseteq M$ and $O \cap M = \emptyset$. Let $I' = I \cup \{e_1, \ldots, e_{i-1}\}$ and $O' = O \cup \{e_i\}$. Let $G'$ be the graph obtained from $G$ by deleting all the end vertices of edges in $I'$ and edges in $O'$. Recall that it suffices to check whether $G'$ has a matching of cardinality $\nu(G) - |I'|$. As $|M| = \nu(G)$, we have $|M \cap E(G')| = |M \setminus (I' \cup \{e_i\})| = \nu(G) - |I'| - 1$. Moreover, since $M \cap E(G')$ is a matching of $G'$, it suffices to check whether $G'$ has an $(M \cap E(G'))$-augmenting path. This can be done in time $O(m)$ [14] and hence the delay is improved to $O(nm)$.

Theorem 18. We can enumerate all maximum matchings of $G$ in delay $O(nm)$ with polynomial space.
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