Electric Transport Properties of the p53 Gene and the Effects of Point Mutations
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In this work, charge transport (CT) properties of the p53 gene are numerically studied by the transfer matrix method, and using either single or double strand effective tight-binding models. A statistical analysis of the consequences of known p53 point mutations on CT features is performed.

1 Introduction The electronic transmission properties of DNA molecules are believed to play a critical role in many physical phenomena taking place in the living organisms [1,2,3,4]. For instance, it is believed that charge transfer (CT) through DNA is inhibited at the damaged sites of the sequence, owing to misalignments of base pair π-stacking. Similarly, base excision repair (BER) enzymes such as Endonuclease III and MutY are suggested to efficiently locate the DNA base lesions or mismatches by probing the DNA-mediated CT [5,6,7].

Besides, given that the development of cancers is closely related to the DNA damage/repair mechanism [8], the modifications of CT properties when mutations start to develop is therefore an important question to deepen. A most important gene in cancer research is p53 also known as the “guardian of the genome” [9]. Indeed, p53 encodes the tumor suppressor TP53 protein that suppresses the tumor development by activating the DNA repair mechanisms or the cell apoptosis process if DNA reparation is impossible. There are 20303 base pairs in the p53 sequence (NCBI accession number X54156). More than 50% of human cancers are related to the mutations of the p53 gene which usually jeopardize the efficient activity of TP53 [10]. Most of the cancerous mutations are point mutations — a base pair substituted by another — with distributions along the DNA sequence that are highly non-uniform [11]. Each point mutation can be described by two parameters (k, s), respectively giving the mutation position k on the sequence and the nucleotide type s (either A, C, G, or T) substituting the original one. The most frequent mutation locations found in the cancer cells are named mutation “hotspots”. From the International Agency for Research on Cancer (IARC) database [11], it is found that most hotspots of p53 are located in the exons 5 ~ 8 in the interval from the 13055th to the 14588th nucleotide. The 13203th base pair has the highest frequency of occurrence (1055 times) and more than 80% of the total 23544 cases in the database occur on 1% of the base pairs of the p53. The mutation (k, s) is said to be “cancerous” (“noncancerous”) if it is (not) found in the IARC database.

In this paper, the effects of all possible point mutations on CT are studied for the p53 gene using appropriate tight-binding models and energy parameters which are know to reproduce experimental results or first principle calculations [12,13]. We find that anomalously small changes of CT efficiency modulations coincide with cancerous mutations. In contrast, non-cancerous mutations result, on average, in much larger changes of the CT properties. From
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this analysis, we propose a new scenario for understanding the underlying origin of how cancerous mutations shortcut the DNA damage/repair processes.

2 Models for charge transport in DNA

The generic form of the simple but physically sounding 1-channel model of coherent hole transport of DNA is given by an effective tight-binding Hamiltonian (the “fishbone model” (FB)) \[12\]

\[
H_{FB} = \sum_{i=1}^{L} \sum_{q=\uparrow,\downarrow} \left( -t_{i}|i\rangle\langle i+1| - t_{q}^{q}|i,q\rangle\langle i| \right) + \varepsilon_{i}|i\rangle\langle i| + \varepsilon_{q}^{q}|q,i\rangle\langle i,q| + h.c.
\] (1)

where each lattice point stands for a nucleotide base pair of the chain for \(i = 1, \ldots, L\). \(t_{i}\) is the hopping amplitude between \(i\)th and \((i+1)\)th base pairs and \(\varepsilon_{i}\) is the on-site potential of the \(i\)th base pair. \(t_{q}^{q}\) with \(q = \uparrow, \downarrow\) is the hopping amplitude between the \(i\)th base pair and its neighboring (upper and lower) backbone sites \(|i,q\rangle\). The onsite energy at the sites \(|i,q\rangle\) is given by \(\varepsilon_{i}^{q}\). The model will be reduced to the simplest one-ladder (1L) model if the sugar-phosphate backbone sites \(|i,q\rangle\) of DNA are absent, that is, \(t_{q}^{q} = \varepsilon_{q}^{q} = 0\) \[14,15,16,17\]. This one-channel model is shown schematically in Fig. 1(a).

To account for the full double-strand nature of DNA, an alternative two-channel ladder model (LM) shown in Fig. 1(b) is also used. The corresponding Hamiltonian is given as \[18\]

\[
H_{LM} = \sum_{i=1}^{L} \sum_{\tau=1,2} \left( t_{i,\tau}|i,\tau\rangle\langle i+1,\tau| + \varepsilon_{i,\tau}|i,\tau\rangle\langle i,\tau| \right) + \sum_{q=\uparrow,\downarrow} \left( \sum_{\tau=1,2} t_{q}^{q}|i,\tau\rangle\langle i,q(\tau)| + \varepsilon_{q}^{q}|i,q\rangle\langle i,q| \right) + t_{1,2}|i,1\rangle\langle i,2| + h.c.
\] (2)

where \(t_{i,\tau}\) is the hopping amplitude between the sites along each branch \(\tau = 1, 2\) and \(\varepsilon_{i,\tau}\) is the corresponding onsite energy. \(t_{1,2}\) represents the hopping between the nucleotides of each base pair. Again, the model will be reduced to a two-leg (2L) model if the backbone sites are not taken into account \[19,20,21\].

The onsite energies for each base are chosen according to the ionization energies, \(\varepsilon_{A} = 8.24\text{eV}, \varepsilon_{G} = 8.87\text{eV}, \varepsilon_{T} = 7.75\text{eV}\) and \(\varepsilon_{C} = 9.14\text{eV}\) \[22,23,24,25,26\] for each model. For model 1L, the hopping term between pairs base are all set as \(t_{n} = 0.4\text{eV}\). Other values ranging from 0.1 to 1 eV are also used to investigate the robustness of our conclusion. For model FB, \(t_{n} = 0.4\text{eV}\) as in 1L. The additional hopping terms linking to the backbone are taken as 0.75 eV, whereas all backbone onsite energies are assumed to be 8.5 eV, roughly equal to the average value of all onsite energies for the base pairs. The hopping terms in model 2L between the same kind of base pairs \((AT/AT, GC/GC, etc.)\) are chosen as 0.35 eV, and 0.17 eV otherwise \[12\]. Interchain coupling constant is fixed to \(t_{\perp} = 0.1\text{eV}\). Last, in model LM, intrachain and interchain hopping strengths are taken as in the two-leg model 2L. Additionally, the backbone energetics is treated as in the fishbone model case.

3 Method

The most convenient method to evaluate the transport properties of these quasi-one-dimensional tight-binding models is known as the transfer matrix method (TMM) \[27,28,29,30,31\]. This approach allows to determine the hole transmission coefficient \(T(E)\) in systems varying cross section \(M\) and length \(L\gg M\). In brief, the eigenstates \(|\Psi\rangle = \sum_{n} \psi_{n} |n\rangle\) (here \(|n\rangle\) denotes the \(n\)th site position of the hole) of the Hamiltonian are computed from \((\psi_{L}, \psi_{L-1})^T = \tau_{L} \cdot (\psi_{1}, \psi_{0})^T\) where \(\tau_{L}(E)\) is the global transfer matrix \[30\]. \(E\) is the energy of the injected carrier. The localization lengths are deduced from the scaling analysis of \(T(E)\), whatever the used effective model \[27,28,29,30\]. Besides, when assuming that the DNA sequences are connected to the semi-infinite metallic electrodes \[2\], \(T(E)\) takes the following analytical form \[16,22,33,34,35\]

\[
T(E) = \frac{4 - E^2}{P + 2 - E^2 \tau_{11} \tau_{22} + E (\tau_{11} - \tau_{22})(\tau_{12} - \tau_{21})}
\] (3)

with \(E = (E - \varepsilon_{m})/t_{0}\) and \(P = \sum_{i,j=1,2} \tau_{ij}^{2}\). \(\varepsilon_{m}\) and \(t_{0}\) are the onsite energies and the hopping integral of the electrode energetics, respectively. It is readily shown that

\[
\tau_{L} = \begin{pmatrix}
\tau_{11} & \tau_{12} \\
\tau_{21} & \tau_{22}
\end{pmatrix} = M_{L} M_{L-1} \ldots M_{2} M_{1}
\] (4)

with

\[
M_{n} = \begin{pmatrix}
\frac{E-\varepsilon_{m}}{t_{n}} & \frac{t_{n-1}}{t_{n}} \\
1 & 0
\end{pmatrix}
\] (5)

where \(\varepsilon_{m} = \varepsilon_{n}\) for 1L and \(\varepsilon_{m} - \sum_{q} \frac{\varepsilon_{q}^{q}}{E^{q}}\) for FB, respectively \[18\]. In the following \(\varepsilon_{m} = \varepsilon_{G} = 7.75\text{eV}\) and \(t_{0} = 1\text{eV}\).
To analyze the position-dependent transport properties of p53 gene and the effect of point mutations, let us define \( S = (s_1, s_2, \ldots, s_{20303}) \) as a finite-length sequence of the p53 gene. \( S_{jL} \) is a segment of \( S \) starting from the \( j \)th base pair with length \( L \), that satisfies \( S_{jL}(n) = S(n + j - 1) \) with \( n = 1, 2, \ldots, L \). The transmission coefficient as a function of energy is denoted as \( T_{jL}(E) \). CT for the \( j \)th site with propagation length \( L \) is defined as the averaged value of the integrated \( T_{jL}(E) \) (for all incident energies) of all \( L \) possible subsequences of p53 containing the \( j \)th site and with length \( L \)

\[
T_{jL} = \frac{1}{L} \sum_{n=j-L+1}^{j} \frac{1}{E_1 - E_0} \int_{E_0}^{E_1} T_{n,L}(E)dE.
\] (6)

where \( n \) is further restricted to \( 1 \leq n \leq 20304 - L \) close to the boundaries; \( E_0 \) and \( E_1 \) denote a suitable energy window which we shall normally choose to equal the extrema of the energy spectrum for each model, i.e. [6.5, 10.5] for model 1L, [7.5, 10.5] for 2L, [8, 9.5] for FB and [5, 15] for LM.

If the \( k \)th base on the p53 sequence is mutated from \( s_k \) to \( s \) and \( j \leq k \leq j + L - 1 \) (i.e., the mutated site belongs to the segment \( S_{jL} \)), the mutated sequence will be denoted as \( S'_{jL} \). \( S'_{jL}(k - j + 1) = s \) and \( S'_{jL}(i \neq k - j + 1) = S_{jL}(i) \). The transmission coefficients of the original and mutated sequences are denoted as \( T_{jL}(E) \) and \( T'_{jL}(E) \), respectively. The squared difference of the transmission coefficients between the wild and mutated sequences is defined as

\[
\Delta_{jL}^{ks} = [T_{jL}(E) - T'_{jL}(E)]^2.
\] (7)

And \( \Delta_{jL}^{ks}(E) \) is then summed for all incident energy \( E \) as

\[
\bar{\Delta}_{jL}^{ks} = \frac{1}{E_1 - E_0} \int_{E_0}^{E_1} dE \Delta_{jL}^{ks}(E).
\] (8)

Finally, \( \bar{\Delta}_{jL}^{ks} \) is averaged over all segments with length \( L \) containing the mutation site \( (k, s) \), to give the average effect of the mutation \( (k, s) \) on the change of CT for p53

\[
\Gamma(k, s, L) = \frac{1}{L} \sum_{j} \bar{\Delta}_{jL}^{ks}.
\] (9)

4 Results and discussion The 14585th base (exon 8, codon 306) of the p53 sequence is found 133 times in the IARC database that mutates from \( C \) to \( T \) and causes various types of cancer [16]. On the other hand, the mutations \( C \rightarrow G \) and \( C \rightarrow A \) are said to be noncancerous since they are never found in cancer cells. The effects of the cancerous \( (C \rightarrow T) \) and noncancerous mutations \( T_{14570,31}(E) \) and \( \Delta_{14570,31}(E) \) for the models FB and 2L are shown in Figure 2 respectively. The overall effect of these three mutations \( \Gamma(14585, s, L = 20, \ldots, 100) \) for all the 4 models is given in Table 1.

It is clear from Table 1 that for many cases the CT change due to cancerous mutation is much smaller than noncancerous mutations. These results are stable over a wide range of \( L \) and model parameters. This suggests a scenario to understand how specific mutation hotspots could be robust against repair mechanism, and trigger carcinogenesis. Experimentally, the BER enzymes can locate the damaged sites on DNA by probing the CT of the segment.
bound by the enzymes [6,7]. If a mutation only weakly changes the CT, the enzymes will not be able to find it and the repair mechanism will not be activated. Such mutations will survive DNA repair mechanisms and yield cancers. In contrast, those mutations that strongly affect CT could be more easily detected by the CT probing mechanism of enzymes and therefore repaired.

The results presented thus far are for a particular hotspot. To further challenge this scenario, many more hotspots of the p53 gene have been analyzed. We have thus calculated $\Delta(k, s, L)$ for 14 hotspots with the highest mutation frequencies and for $L$ up to 160 in all 4 models. The results show that the qualitative behavior of each hotspot for all models is similar. Thus the following analysis is performed on all hotspots for the 1L model. Fig. 4(b) shows the correlation between frequency found in the cancer cells and the CT change $\Gamma(k, s, L = 80)$ with $t_n = 0.4$ eV. It is clear that the hotspots with highest frequencies correspond to smaller $\Gamma$. Thus the correlation observed in Fig. 2 for the 14585th site is common for most of the hotspots. Fig. 4(a) and (c) show similar behaviors for $t_n = 0.1$ and 1 eV, respectively. The scenario is thus found to be robust for a wide range of $t_n$.

5 Conclusion The CT modifications due to all possible point mutations of the p53 tumor suppressor gene have been analyzed by TMM together with statistical methods. The results show that on average the cancerous mutations of the gene yield smaller changes of the CT in contrast with non-cancerous mutations. The tendency is valid for the 4 studied tight-binding models (1L, FB, 2L, and LM) and is robust for a wide range of the hopping integral $t_n$ ($0.1 \sim 1.0$ eV).

These results suggest a possible scenario of how cancerous mutations might circumvent the DNA damage-repair mechanism and survive to yield carcinogenesis. However, our analysis is only valid in a statistical sense and we do observe occasional non-cancerous mutations with weak changes of CT. For these, other DNA repair processes should exist and we therefore do not intend to claim that the DNA-damage repair solely uses a CT-based criterion. Still, our results exhibit an intriguing and new correlation between the electronic structure of DNA hotspots and the DNA damage-repair process.

One notes that to further support the abovementioned scenario, additional complexities of the DNA energetics

![Figure 4](image-url)
should also be considered. This includes to investigate the role of electron-phonon coupling, polaronic transport, more detailed sequence-dependent energetics such as two-strand couplings, electronic correlations, as well as metal/DNA contact interactions. Ultimately, experimental studies of short strands of wild and mutated subsequences of the p53 gene should be performed to challenge our theory. The lengths scales of DNA required to unveil our mechanism are already within the scope of experimental measurements.
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