Probing Primordial Features with the Stochastic Gravitational Wave Background
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Abstract. The stochastic gravitational wave background (SGWB) offers a new opportunity to observe signals of primordial features from inflationary models. We study their detectability with future space-based gravitational waves experiments, focusing our analysis on the frequency range of the LISA mission. We compute gravitational wave spectra from primordial features by exploring the parameter space of a two-field inflation model capable of generating different classes of features. Fine-tuning in scales and amplitudes is necessary for these signals to fall in the observational windows. Once they show up, several classes of frequency-dependent oscillatory signals, characteristic of different underlying inflationary physics, may be distinguished and the SGWB provides a window on dynamics of the primordial universe independent of cosmic microwave background and large-scale structure. To connect with future experimental data, we discuss two approaches of how the results may be applied to data analyses. First, we discuss the possibility of reconstructing the signal with LISA, which requires a high signal-to-noise ratio. The second more sensitive approach is to apply templates representing the spectra as estimators. For the latter purpose, we derive templates that can accurately capture the spectral features of several classes of feature signals and compare them with the SGWB produced by other physical mechanisms.
1 Introduction

As the leading candidate theory for the origin of the Big Bang, the inflation scenario may have operated at an energy scale far beyond the reach of any terrestrial experiments. At higher energies, we expect the existence of many new particles with heavier masses and richer interactions than those known in the Standard Model. During the inflationary epoch, the inflaton should be rolling along a path embedded within a sophisticated potential landscape formed by these new particles and interactions. One may envision many natural ways such a rolling can proceed beyond the simplest scenario of a smooth single field inflation. One such possibility is that the inflaton deviates from the smooth rolling temporarily from time to time. Physics that cause these disturbances are generally referred to as “primordial features”.

According to the temporal characteristics of the primordial features, there are roughly two categories in which these features can impact the dynamics of the inflaton and the predictions of the primordial density perturbations – features that proceed in time intervals larger than the Hubble time or in complete isolation, and features that proceed as a series of perturbations with temporal frequencies higher than the Hubble rate.

In the first category, at the leading order, the effects of the features may be approximated as a sum of that of individual ones. Each individual feature is called a “sharp feature”. A single sharp feature induces a temporally localized perturbation on the rolling of the inflaton and affects its quantum fluctuations that have wavelengths similar to, or shorter than, the horizon size at that moment. These perturbed quantum modes lead to a sinusoidally wavenumber-dependent deviation from the scale-invariant density perturbations [1]. This scale-dependence is commonly referred to as the “sinusoidal running”. To clarify the two...
closely related nomenclatures, note that, while the sharp feature refers to the primordial feature present in the physical model, the sinusoidal feature is often used to refer to the feature in the primordial power spectrum (PPS) generated by the sharp feature in the model.

In the second category, the temporal frequency of the features are higher than the Hubble rate and their collective contribution to the density perturbations becomes important. These high frequency background oscillations resonate with the quantum fluctuations of the inflaton (or, more generally, any field sourcing the density perturbations) while the fluctuations are still at the sub-horizon scales, mode by mode [2]. This type of features is called the “resonance features”. If the time-dependence of the resonance features is exactly periodic, as often used as the prototype example, these perturbations lead to a sinusoidal dependence on the logarithm of wavenumbers, commonly referred to as the “resonance running”.

Each category can have many different realizations in terms of physical models. For example, sharp feature signals may be produced by any isolated feature, such as a kink, step or bump, in the inflationary potential [1, 3–7] or the internal field space such as the sound speed [8, 9]. Sharp feature signals can also be induced by a more complicated change in a multifield model, in which, e.g., the inflaton takes a sharp turn [10–12] or undergoes a tachyonic falling [13, 14]. Resonant feature signals may be generated by periodic ripples in the inflaton potential or internal space [2, 15–18]. They may also be generated by classically oscillating massive fields that are perturbed out of their equilibrium points by sharp features [11, 13, 14, 19]. These realizations create a variety of feature profiles in the density perturbations. Even within the same category where they share the similar sharp or resonance running, the oscillatory features can have different scale-dependent envelops in different models.

There are also primordial feature models that combine the characteristics of both categories. For example, in one of the examples mentioned above, when a massive field gets temporarily perturbed out of its equilibrium point, the sharp feature that creates this perturbation and the subsequent oscillations of the massive field generate two sets of signals, with the characters of sharp feature and resonance feature, respectively, which are smoothly connected with each other [11, 13, 14, 19]. This is referred to as the “standard clock signal”.

Signals of primordial features, if detected, could be used to probe a wide range of physics in the primordial universe, including shapes of inflationary potentials, properties of new particles and direct evidences for inflation. See [20–22] for reviews. Prospects of observing these signals have been extensively studied using cosmic microwave background (CMB) [23, 24], large-scale structure (LSS) [25–31, 31, 32] and 21-cm hydrogen line experiments [33, 34].

In this paper, we explore another opportunity of observing primordial features through the stochastic gravitational wave background (SGWB) experiments. Primordial scalar perturbations generated during inflation act as a source of gravitational waves when they re-enter the horizon during the radiation-dominated epoch [35–41]. If the imprints of primordial features in the scalar perturbations have large enough amplitudes, the gravitational waves they source may be detected by the SGWB experiments. However, as we will demonstrate, the primordial features that the current SGWB experiments are sensitive to are located at much larger wavenumbers comparing to those studied in the CMB, LSS and 21-cm experiments, typically corresponding to features around \( \sim 20 - 25 \) e-folds before the end of inflation\(^1\); and at the same time, their oscillatory amplitudes have to be significantly larger to have any chance of being detected. From the model-building point of view, these two requirements are

---

\(^1\)The exact number of e-folds depends on the specific mechanism producing the SGWB.
nonetheless consistent with each other: breaks from slow-roll are allowed to be more dramatic if fewer subsequent e-folds of inflation is needed. The existence of such features, however, is not found to be natural at all, and fine-tuning in scale-location and signal-amplitude is needed for them to become observable and satisfy observational bounds. From the observational point of view, since signals of many feature models are transient and disappear in a few e-folds, primordial features that could possibly be probed by SGWB experiments are independent from those by the other experiments mentioned above.

We start out in Sec. 2 and App. A by reviewing a two-field inflation model that contains both a sharp feature and resonance features. This model is originally constructed for the purpose of studying classical primordial standard clocks [13, 14]. However, as we vary the model parameters, the relative significance between the two categories of signals change smoothly, and we are led to many different types of features reviewed above. These include sharp features signals with different envelop behaviors, resonance features, and features of primordial standard clocks which are combinations of both features. So, we will use this model as the prototype models for a wide range of primordial features, and study their background evolution and scalar power spectra in Sec. 3.1, 3.2 and 3.3. The SGWB signals generated by these features are computed numerically in Sec. 4. To study the experimental prospects of these features, we discuss two approaches: in Sec. 4.1, the approach of signal reconstruction, in which we use the so-called binned power-law sensitivity-curve technique to discuss qualitatively to what extent different classes of signals may be detected and characterized by future gravitational wave interferometers; and in Sec. 4.2, the approach of template estimators, in which we provide simple analytical templates that summarize the main properties of various gravitational wave profiles obtained in this paper, which can be easily used by the gravitational wave (GW) community.

2 A two-field model and useful formulae

In this section, we briefly review a two-field inflation model that contains both sharp and resonance feature [13, 14]. The relative significance between the two can be tuned by exploring different parts of the parameter space, leading to a wide variety of phenomena.

This model has two stages of slow-roll inflation connected by features that temporarily perturb the slow-roll inflationary background. The sharp feature is represented by a tachyonic falling of the inflaton into a potential well, perturbing the inflaton away from the slow-roll. After that, the inflaton oscillates and settles down in the massive field direction of the potential well, and at the same time, finds the tangential slow-roll direction along the valley of this potential well and starts the second stage of slow-roll inflation. This may be one of possible ways the inflaton searches for the rare slow-roll directions in a complicated landscape. The tachyonic potential generates the sharp feature signal and the oscillation of the massive field generates the resonance feature signal. Which signals are more important depends on the shape of the potential and the mass and couplings of the massive field.

Note that, in the parameter space that is of interest in Ref. [13, 14], the background is still inflating during the time of the sharp and resonance features, although it deviates a little from the slow-roll inflation. The tachyonic falling and massive field oscillation are only small perturbations to the leading properties of inflation. This is because CMB and LSS constraints in the large scales only allow perturbative features. In this paper, in order to make feature signals accessible to GW experiments, in some cases, the effects of the features are so large such that the background expansion may temporarily deviate from inflation, entering a short period of matter-domination epoch. These cases are similar to models considered in [42–44].
The Lagrangian of the feature model is given by [13, 14]:

$$\mathcal{L} = -\frac{1}{2}f^2(\sigma) g^{\mu\nu} \partial_\mu \theta \partial_\nu \theta - U(\Theta) - \frac{g^{\mu\nu}}{2} \partial_\mu \sigma \partial_\nu \sigma - V(\sigma),$$  

(2.1)

where we assume the form $f(\sigma) = 1 + \xi \sigma$ for the non-canonical coupling, unless stated otherwise.

The relevant equations to study the background evolution are the Klein-Gordon equations for the two scalar fields

$$\ddot{\sigma} + 3H \dot{\sigma} + V_\sigma = f_\phi f \dot{\Theta}^2,$$

$$\ddot{\Theta} + \left(3H + 2\frac{f_\phi}{f} \dot{\sigma}\right) \dot{\Theta} + \frac{U_\Theta}{f^2} = 0,$$

(2.2a)

(2.2b)

and the Friedmann equations

$$H^2 = \frac{1}{3M_{Pl}^2} \left[ \frac{\dot{\sigma}^2}{2} + V + f^2 \dot{\Theta}^2 + U \right],$$

$$\dot{H} = -\frac{1}{2M_{Pl}^2} \left[ \dot{\sigma}^2 + f^2 \dot{\Theta}^2 \right].$$

(2.3a)

(2.3b)

The potential $U(\Theta)$ is a slow-roll potential that always satisfies the slow-roll conditions. The potential $V(\sigma)$ contains a potential well which is the sharp feature that triggers the tachyonic falling. We are interested in the case in which inflation is first supported by the scalar field $\sigma$, which eventually falls into the bottom of its potential dip, and oscillates for a while violating the slow-roll conditions, before settling down to the minimum of the potential at $\sigma = 0$. Then the second stage of inflation, which lasts around $\sim 20$ e-folds in the specific case considered in our paper, consists in an effective single field inflation driven by $\Theta$. Note that the oscillation frequency is determined by the effective mass of the clock field $V_{\sigma}(\sigma = 0)$, and the evolution of the oscillation amplitude is typical of the massive field $a^{-3/2}$ simply due to the spatial dilution of the inflationary background.

In order to source a SGWB which can be detected by GW interferometers, a large amplification of curvature (and hence density) perturbations is needed. In this paper, for simplicity, we focus on space-based GW experiments of which LISA, BBO and DECIGO are representative examples. Typically, the amplitude of the power spectrum should be $O(10^{-3})$ in order for them to fall within the observational threshold of LISA, or $O(10^{-4})$ to fall within the sensitivity ranges of BBO and DECIGO. This means that the tachyonic feature introduced in $V(\sigma)$ has to be much more significant than those studied in the context of CMB; but as we shall see, this is not difficult to achieve.

An example of the background evolution for our model is shown in Fig. 1, where we plot the evolution of the clock field $\sigma$ and the first slow-roll parameter $\epsilon$ using the parameters given in the caption. For definiteness, we used the Model I presented in Section 3.1 and described by the potential in Eq. (3.1).

As discussed in Ref. [45] (see also Ref. [46]), if the non-canonical coupling is large enough, the mass squared of isocurvature modes becomes negative and isocurvature perturbations experience a transient tachyonic growth, amplifying the curvature perturbations around the scales that cross the horizon during slow-roll violation. Here the amplification of the power spectrum was used to generate SGWB and Primordial Black Holes (PBHS) at the same
Figure 1. Evolution of the clock field [left] and the first slow-roll parameter $\epsilon$ [right] for Model I in Eq. (3.1). The parameters used in this plot are $C_\alpha = 0.02$, $\sigma_f = 0.0164$, $C_\Theta = 0.01$, $\sigma_i = 0.0556$, and $\Theta_i = 3.16$.

time for a wide range of cosmological scale covered by observational windows of several upcoming and proposed GW and radio observations. A full numerical pipeline was developed in Ref. [45] where, starting from any non-canonical two field Lagrangian, abundances of PBHs and SGWB density can be computed. In this paper we make use of that pipeline.

The specific details of the second stage of inflation and consequences on the shape of the PPS and SGWB will be the subject of the following sections. In the following, we always solve for $\sigma_i$ to get the maximum violation of the slow-roll around $\sim 20$ e-folds before the end of inflation, so that the peak of the power spectrum occurs at scales where LISA has its maximum sensitivity [47]. Also note that, we always make sure that the maximum peak in the power spectrum is $P_{R,\text{max}} < 0.01$ in order to avoid production of PBH that can contribute significantly to the cold dark matter density and is tightly constrained by observations [48].

In the next sections, to compute the PPS, we follow the perturbation theory and numerical integration outlined in Appendix A and make use of a two-field extension of the code BINGO [49]. The density perturbations are computed numerically by solving the coupled differential equations of two perturbed fields [50, 51]. In terms of the in-in formalism, this procedure is equivalent to summing up all tree-level diagrams for the two-point function non-perturbatively [52]. Significance of loop corrections would have to be determined by the strength of model-dependent non-linear couplings in the inflation model, which we leave for future study. For simplicity, we will work in units where $M_{\text{pl}} = 1$.

3 Model variation and feature profiles

In this section, we vary the model parameters and numerically compute primordial feature profiles in the density perturbations. In different parts of the parameter space, the relative importance of the two categories of features present in this model can change smoothly; the envelopes of the oscillatory signals in the momentum space also vary model-dependently. This results in a rich spectrum of predictions, representing broad classes of primordial feature models that we would like to study. For later convenience, we will divide these features into the following four classes, named by their most important characters:
• **Bump feature.** This in principle belongs to the sharp feature signal generated by a sharp feature. However, the first bump in its sinusoidal running is significantly larger than the rest of the bumps which effectively become negligible.

• **Sinusoidal feature.** This refers to the typical sharp feature signal generated by a sharp feature, as reviewed in Sec. 1. The feature exhibits a sinusoidal running with a model-dependent envelope.

• **Resonance feature.** This refers to the typical resonance feature signal generated by high frequency periodic features, as reviewed in Sec. 1. The feature exhibits a resonant running with a model-dependent envelope.

• **Standard clock feature.** This refers to the feature generated by a classically excited, oscillating massive field. This feature is a smooth combination of sinusoidal feature (in the larger scales) and resonance feature (in the shorter scales). As we shall see later, typically it is difficult for both of them to appear in the SGWB spectrum, and only the more significant one shows up.

### 3.1 Model I

As a first example, we consider the following model, introduced in Refs. [13, 14]:

\[
U(\Theta) = V_0 \left(1 - C_0 \Theta^2\right), \quad V(\sigma) = V_0 C_\sigma \left[1 - \exp\left(-\sigma^2/\sigma_f^2\right)\right],
\]

(3.1)

where we have normalized both the potentials to the cosmological constant term \(V_0\) for simplicity. We plot the background evolution for three selected examples in Fig. 2. Note that, as discussed in the previous Section, the frequency of the massive field oscillations depends on \(\sigma_f\) and increases with its effective mass \(m_\sigma/H = \sqrt{C_\sigma}/\sigma_f\), where \(H\) is the Hubble parameter during the second stage of inflation. Note that, with the potential \(U(\Theta)\) in Eq. (3.1), the second inflationary stage in the \(\Theta\) direction is a small field one. The \(\epsilon\) parameter during this stage can therefore take very small values. The end of the inflation is achieved by cutting off the potential \(U(\Theta)\) with a hybrid field, and is not a concern of this paper because there are many ways to realize it.

As discussed in Ref. [45, 53, 54], a large non-canonical coupling between the two scalar field is needed to generate large curvature perturbations. Because of that, the potential driving term \(U_{\Theta}\) in the Klein-Gordon equation for \(\Theta\) is suppressed by a factor of \(f(\sigma)^{-2}\) and \(\Theta\) stays frozen to its initial condition until the clock field starts to oscillate.

We present the PPS obtained for these examples in Fig. 3, zooming in the CMB and LISA scales. Note that the spectral indices computed at the pivot scale \(k = 0.05\) Mpc\(^{-1}\), \(n_s = 0.9654, 0.9666, 0.9672\) for the cases denoted by A, B and C respectively, are completely consistent with the Planck constraints of \(n_s = 0.9665 \pm 0.0038\) at 68 \(\%\) CL for Planck TT,TE,EE + lowE + lensing + BAO [23]. In fact, given the strong coupling regime, i.e. large \(\xi\sigma_f\), isocurvature sourcing can also be important at CMB scales and can modify \(n_s\). The latter can always be adjusted by tuning the parameters of the model. We also emphasize that choosing a different form for the potential of the \(V(\sigma)\) can also change \(n_s\).

At smaller scales, the standard clock feature generated by the oscillations of the scalar field is amplified by the large non-canonical coupling and reaches an amplitude as large as \(\mathcal{P}_R(k_{\text{peak}}) \lesssim \mathcal{O}(0.01)\). Going from larger to smaller scales, the signal is composed by the sharp feature with a sinusoidal running which consists in the broader bumps before the
Figure 2. Evolution of the two scalar fields [left] and of the $\epsilon$ parameter [right] for Model I. The parameters used in the three examples are A:$\{V_0 = 3.99 \times 10^{-13}, \xi\sigma_f = 3.32, \sigma_f = 0.775, \sigma_i = 2.12, \Theta_i = 9.84 \times 10^{-3}\}$, B:$\{V_0 = 2.84 \times 10^{-14}, \xi\sigma_f = 1.45, \sigma_f = 0.258, \sigma_i = 0.817, \Theta_i = 6.01 \times 10^{-3}\}$ and C:$\{V_0 = 8.62 \times 10^{-15}, \xi\sigma_f = 1.086, \sigma_f = 0.155, \sigma_i = 0.517, \Theta_i = 3.96 \times 10^{-3}\}$. For all three cases we fix $C_{\sigma} = 10$ and $C_{\Theta} = 0.0476$.

point of maximum amplitude, after which we see the character of the resonance feature. The resonance feature contains some unusual modulation envelope, because, as can be seen from Fig. 2, the intermediate stage during which the massive field oscillates is very briefly matter dominated, i.e. $\epsilon \gtrsim 1$, causing the new phenomenology observed here. Eventually, the amplitude of the peaks decays and at very smaller scales we observe a plateau produced during the second stage of inflation by the field $\Theta$ and a superimposed oscillatory pattern with the characteristic running of the pure resonance feature.

The effect of increasing the frequency of the clock field is to intensify the number of peaks and to squeeze the power spectrum around the peak of maximum amplitude, decreasing the amplitude of the ones at larger scales, particularly the first bump.

3.2 Model II

As a second example, we consider the following modification by changing the shape of the potential in the $\sigma$ direction, also introduced in Refs. [14]:

$$U(\Theta) = V_0 \left(1 - C_{\Theta}\Theta^2\right), \quad V(\sigma) = V_0 C_\sigma \left[1 - \exp\left(-\frac{\sigma^2}{\sigma_f^2}\right)\right] + \frac{(m_0\sqrt{V_0})^2}{2\sigma^2}. \quad (3.2)$$

Now, as expected in inflationary backgrounds, the potential of the clock field in Eq. (3.1) receives a correction of the form $m_0^2\sigma^2$. Here too, we plot some representative examples in Fig. 4. The clock field $\sigma$ first rolls down the quadratic potential. The region around the minimum, however, is dominated by the contribution of the $\propto \left[1 - \exp\left(-\frac{\sigma^2}{\sigma_f^2}\right)\right]$ term in the potential and $\sigma$ decelerates before it finally undergoes damped oscillations around $\sigma = 0$. As in the first model, the second stage of inflation is then driven by $\Theta$. This richer dynamics produces a double bump in the first slow-roll parameter $\epsilon$, as can be seen from the right panel of Fig. 4. The first broader bump is caused by the change in the curvature of the potential that decelerates the motion of $\sigma$, whereas the second is the sharp feature in the $\epsilon$
parameter produced by the oscillations of the clock field, which was also seen in Model I. Differently from Model I, even though slow-roll is temporarily violated, here the $\epsilon$ parameter never becomes larger than 1 and the Universe never stops inflating.

As discussed in Ref. [14], the effect of the mass term for $\sigma$ is to suppress the PPS at the scales larger than the ones that cross the horizon during the clock field oscillations. This can be seen from Fig. 5, where we plot the PPS for a large range of scales to better appreciate this suppression. Since the power at large scales, that has to be matched to the COBE normalization, is now suppressed, the small scale plateau is now enhanced compared to Model I (see Fig. 3) and we need a smaller kinetic coupling compared to Model I. As we will see, the larger amplitude of the plateau at small scales will have interesting consequences when discussing the detectability of the induced SGWB.

For the examples in Fig. 5, $n_s = 0.9011, 0.9754, 0.9612$, showing that case A is ruled out by Planck, but B and C are in complete agreement with the Planck results. In fact, as for Model I, the model parameters can always be adjusted to make $n_s$ compatible with observations.
Unfortunately, the specific model under consideration leads to an overproduction of Gravitational Waves at CMB scales and the tensor to scalar ratio \( r \) of the order of \( \mathcal{O}(0.1) \) is not consistent with observations [23]. This is quite natural, being \( \epsilon \) large during the first stage of inflation, similarly to chaotic inflationary models. A way out to get a lower tensor to scalar ratio, and at the same time retain the same dynamics generating the spectral features of the PPS in Fig. 5, could be to consider a potential for \( \sigma \) with a nearly inflection point that makes \( \sigma \) decelerate as in Fig. 4 [55–59]. We defer the study of a model producing the dynamics studied in this Section, while satisfying all the observational data, to future works. The purpose of this paper is to classify the types of features at small scales that can be obtained in this model.

### 3.3 Model III

As a third example, we consider the following modification by changing the shape of potential in the \( \Theta \) direction, again introduced in Refs. [14]:

\[
U(\Theta) = V_{\text{inf}} \left( \frac{m \Theta \sqrt{V_0}}{2} \right)^2, \quad V(\sigma) = V_{\text{inf}} C_{\sigma} \left[ 1 - \exp \left( -\sigma^2/\sigma_f^2 \right) \right].
\] (3.3)

The potential in the \( \Theta \) direction now acquires the form of chaotic inflation, therefore inflation ends smoothly without the need for an extra hybrid field to assist it. A potential very similar Eq. (3.3) was also studied in Ref. [45] where two of us presented results similar to the ones shown in this Subsection.

In Fig. 6, we show an example of the background dynamics in our model. As can be seen the dynamics of the two scalar field is quite peculiar. As in the previous Sections, the clock field eventually starts to oscillate. However, given the large field potential for \( \Theta \), now the interaction between the two scalar fields are stronger and for a large coupling \( \xi \) the zero point of the clock field oscillations changes. For very large \( \xi \), as can be appreciated from the inserts in Fig. 6, we arrive at the limiting situation in which \( \sigma = 0 \) becomes a barrier for \( \sigma \).
Figure 5. PPS [bottom] zoomed at CMB [top-left] and LISA [top-right] scales for Model II. The parameters used in the three examples are the one reported in the caption of Fig. 4. For a comparison, we also plot the Planck 2018 power-law spectrum with $n_s = 0.9665$ and $A_s = 2.09 \times 10^{-9}$ at the pivot scale $k = 0.05 \text{ Mpc}^{-1}$ [23].

In order to explain why it is not possible to obtain a substantial amplification of curvature perturbations within this setting, we plot in the left panel of Fig. 7 for some very large values of $\xi \sigma_f$. As discussed above, the mechanism to amplify curvature perturbations that we are studying in this paper relies on the transient tachyonic growth of isocurvature modes. As can be seen, although $m_{\text{iso}}^2$ does become negative, it does so for such a small amount of time, that it is not possible for the isocurvature perturbations to grow enough and source a sizeable amplification of the curvature ones. Setting a larger $\xi \sigma_f$ only shrinks the width of the oscillations in $m_{\text{iso}}^2$ therefore makes it impossible to obtain any bump in the PPS.

From the phenomenological point of view, a solution is to change the non-canonical coupling adopting another functional form, i.e. $f(\sigma) = \exp(\xi \sigma)$, as in Refs. [45, 60]. We show the resulting mass squared of isocurvature modes for different choices of parameters in the right panel of Fig. 7. Now $m_{\text{iso}}^2$ can become negative for a larger amount of time so that some of the isocurvature modes that cross the horizon during that time can grow and sizeably amplify curvature amplification. Note that, as the effective mass of the massive field increases, i.e. $\sigma_f$ decreases, $m_{\text{iso}}^2$ shows narrower peaks with a higher frequency. This has
mainly two consequences. First, we expect a series of bumps (as in model I and II) for the modes that cross the horizon during slow-roll violation. For small $\sigma_f$ some of the isocurvature modes cross the horizon when $m_{\text{iso}}^2 < 0$ and get amplified and some cross it when $m_{\text{iso}}^2 > 0$ and get suppressed. The second is that, having less time to grow, we need a stronger coupling $\xi$ for models with a smaller $\sigma_f$ to reach the same peak amplitude.

Assuming the exponential coupling, we plot in Fig. 8 the PPS for some examples. As in Model I, we observe a series of bumps with the character of a sharp feature signal. However, due to the large field behavior of the second field $\Theta$, which sizeably contributes to the total

![Figure 6](image_url)

**Figure 6.** Evolution of $\sigma$ [left] and $\Theta$ [right] for Model III. The parameters used in the three examples are $\{C_\alpha = 500, \sigma_f = 0.18, \sigma_i = 3.27, \Theta_i = 8\}$ and we vary $\xi \in [1, 30, 300]$. 
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**Figure 7.** Evolution of the mass squared of isocurvature perturbations defined in Eq. (A.8) around the time when slow-roll is violated for the coupling $f(\sigma) = 1 + \xi \sigma$ [left] and for the coupling $f(\sigma) = \exp(\xi \sigma)$ [right]. The parameters used in the former case are the ones used in Fig. 6, while in the second case we fix $C_\alpha = 500$, $m_0 = 1$ and use the following sets for the other parameters $\{V_0 = 2.14 \times 10^{-12}, \xi = 7.37, \sigma_f = 5.48, \sigma_i = 9.45, \Theta_i = 4.4\}$, $\{V_0 = 1.1 \times 10^{-13}, \xi = 8.85, \sigma_f = 1.83, \sigma_i = 4.29, \Theta_i = 6.5\}$, $\{V_0 = 5.5 \times 10^{-15}, \xi = 12.5, \sigma_f = 0.55, \sigma_i = 1.57, \Theta_i = 8.05\}$, $\{V_0 = 7.0 \times 10^{-17}, \xi = 18.9, \sigma_f = 0.078, \sigma_i = 0.276, \Theta_i = 7.8\}$.
energy density, we are forced here to choose a large potential dip, i.e. $C_\sigma \gg 1$ in order to enhance the clock signal. Because of that, only the sharp feature signal is amplified and after the peak with the largest amplitude the PPS rapidly decays and the resonance feature is suppressed.

Interestingly, in the limiting situation in which the effective mass of $\sigma$ is very small, i.e. $\sigma_f$ is very large, only the first bump in the sinusoidal running of the sharp signal is amplified. This results in a very broad peak structure of the bump, as analyzed in Ref. [45], possibly leading to the formation of PBH with a broad mass spectrum if its amplitude is high enough (see also Refs. [53, 54]). Other multifield inflationary models that can produce a large bump in the PPS, although with a shape different from the one studied here, were studied in Refs. [61–65].

As for CMB scales, instead, we always obtain a spectral index redder than Planck...
constraints. Specifically, we get \( n_s = 0.9397, 0.9356, 0.9351, 0.9369, 0.9327 \) for the model A, B, C, D and E respectively. This was observed also in Ref. \cite{45} and points to the need of a different potential for the field \( \sigma \), which can restore the concordance with Planck results.

Also note that the rise of the power spectrum can be much faster than \( n_s = 4 \), which is the limit in single-field inflationary models \cite{66, 67}, with interesting phenomenological implications \cite{68, 69}. In particular, we get that the spectrum at small scales grows with a spectral index of approximately \( n_s = 3.5, 4.5, 4.9, 5.5, 9.1 \) for the model A, B, C, D and E respectively. The fact that the growth of the PPS in multifield model can easily overcome the single-field limit on \( n_s \) was also demonstrated in Refs. \cite{53, 54, 60}.

4 Generated SGWB and detectability with future space-based interferometers

The large scalar perturbations presented in the previous Section inevitably act as a source of gravitational waves when they re-enter the horizon during radiation era \cite{35–41}. The expression for the energy density of the gravitational waves is \cite{40, 70}:

\[
\Omega_{GW} = \frac{\Omega_{r,0}}{36} \int_0^{1/\sqrt{3}} d\eta \int_0^{\infty} ds \left[ \frac{(d^2 - 1/3)(s^2 - 1/3)}{s^2 - d^2} \right]^2 \cdot \mathcal{P}_R \left( \frac{k\sqrt{3}}{2}(s + d) \right) \mathcal{P}_R \left( \frac{k\sqrt{3}}{2}(s - d) \right) [\mathcal{I}_c(d, s)^2 + \mathcal{I}_s(d, s)^2].
\]

(4.1)

In the equation above, \( \Omega_{r,0} \simeq 8.6 \times 10^{-5} \) is the density of radiation today and the functions in the integral are explicitly given by

\[
\mathcal{I}_c(x, y) = 4 \int_0^{\infty} d\tau \tau (\sin \tau) \left[ 2T(x\tau)T(y\tau) + \left( T(x\tau) + x\tau T'(x\tau) \right) \left( T(y\tau) + y\tau T'(y\tau) \right) \right],
\]

\[
\mathcal{I}_s(x, y) = 4 \int_0^{\infty} d\tau \tau (\cos \tau) \left[ 2T(x\tau)T(y\tau) + \left( T(x\tau) + x\tau T'(x\tau) \right) \left( T(y\tau) + y\tau T'(y\tau) \right) \right],
\]

(4.2)

where \( T(k\eta) \) is the standard transfer function in the radiation dominated era

\[
T(z) = \frac{9}{z^2} \left[ \frac{\sin(z/\sqrt{3})}{z/\sqrt{3}} - \cos(z/\sqrt{3}) \right].
\]

(4.3)

A complete analytical expression of the functions \( \mathcal{I}_{c,s} \) is given in Eqs. (D.1) and (D.2) of Ref. \cite{70} (see also Ref. \cite{71}). Note that an implicit assumption that is made in the literature in deriving Eq. (4.1) is a \( \Lambda \)CDM evolution. In fact, the induced SGWB can be used as a tool to test the thermal history of the Universe, as additional energetic contents in the Universe with an equation of state different from \( w = 1/3 \) can modify the equation above \cite{72, 73}. For simplicity, however, we use the standard formula (4.1).

We now analyze the spectral features of the SGWB that can be produced in our model and discuss their detectability with future GW experiments. To do so, we follow two independent and complementary approaches. The first is the approach of signal reconstruction, whereas in the second approach we derive templates for \( \Omega_{GW}(f) \) describing the spectral features produced by our models that can be used in future for data analysis.
4.1 The approach of signal reconstruction

We start by discussing the signal reconstruction approach. For simplicity, we will focus on SGWB spectra that fall within the sensitivity range of the future LISA mission [74]. Note however, that features at larger scales, probed by Pulsar Timing Array experiments, or smaller scales, probed by the next generation of space-based GW interferometers such as BBO and DECIGO [75], are also possible if the massive field starts to oscillate earlier or later during inflation respectively. Moving the feature even closer to the end of inflation we enter in the regime of Einstein Telescope. Being the sensitivity to $\Omega_{GW}$ better (worse) than the LISA one for BBO and DECIGO (Einstein Telescope), the results are more pessimistic (optimistic) than what we would obtain considering such interferometers.

In the following, we adopt the formalism of the binned Power-Law integrated Sensitivity (PLS) curve introduced in Refs. [76, 77]. Although a more quantitative analysis would require more advanced tools to reconstruct the signal more efficiently, such as the SGWBinner approach of Refs. [76, 77], the binned PLS procedure is very useful to show at which level the signal can be reconstructed by LISA and if it can be distinguished from a signal with a different spectral shape, at least qualitatively.

The procedure works as follows. The signal to noise SNR of the SGWB is given as

$$\text{SNR} = \sqrt{T \int_{f_{\text{min}}}^{f_{\text{max}}} df \left( \frac{\Omega_{GW}(f)}{\Omega_s(f)} \right)^2}$$

(4.4)

where $\Omega_s(f)$ is the energy density calculated from the noise Power Spectral Density (PSD)$^3$. Within the original PLS method, one assumes that the SGWB is described by a power-law of the form $\Omega_{GW} = A_\alpha f^\alpha$ over the whole sensitivity range and computes the above equation to find the minimum value of $A_\alpha$ that gives a target SNR$_{\text{thr}}$. Then the procedure is repeated for a range of negative and positive values of $\alpha$. The envelop of the largest values of $A_\alpha f^\alpha$ at each frequency constitutes the PLS curve [79]. In this paper, we compute the PLS for LISA using the schNell code$^4$ introduced in Ref. [80] and consider a threshold value of SNR$_{\text{thr}} = 10,$

---

$^3$We adopt the PSD for the LISA TDI X channel, see e.g. Ref. [78].

$^4$https://github.com/damonge/schNell/branches
as suggested by previous studies [76], and the nominal observational time of \( T = 4 \) years.

As discussed above, however, the frequency dependence of the SGWB produced in our models is definitely not well represented by a power-law, or at least not over the whole sensitivity range of LISA. The most straightforward way to assess the power of LISA to reconstruct the spectral shape of a SGWB is to divide the sensitivity range in equi-log-spaced bins, such that \( \Omega_{GW} \) can be well represented by a power-law within each bin, and compute the PLS for each bin. Then, as before, for each bin, the part of \( \Omega_{GW} \) that is larger then the PLS curves can be detected with a signal to noise ratio \( \text{SNR}_{\text{thr}} \). Therefore, in principle, any signal can be reconstructed by dividing the frequency range in many bins. However, as the number of bins grows, the sensitivity is substantially degraded and a large \( \text{SNR} \) is needed.

We present our analysis Figs. 9 and 10 where we plot the LISA unbinned PLS, the binned PLS and some examples of numerical spectra that can be produced in our model. At this stage, we are only interested in discussing the reconstruction of these spectral features. Their nature and how they are generated is discussed in details in the next Subsection. For each bin within which the SGWB can be detected, we also plot the fitted power-law in blue. The results of our analysis are summarized in Table 1, where we report the number of frequency bins and their width that are needed to reconstruct our spectra. Note that, in order not to overcrowd the plots, we only plot the bins within the frequency range where our signals are larger than the unbinned PLS. The number of bins is thus referred to that range.

As evident, the signal that can be best reconstructed is the one in the left panel of Fig. 9, that requires a bin width of \( \Delta \log_{10} = 0.18 \) and a number of bins as small as \( N_{\text{bins}} = 15 \) in order to be correctly reconstructed. Note that our results obtained with a equi-log-spaced bins are more pessimistic than those found in e.g. Refs. [76, 77], where a broken power-law and a log-normal \( \Omega_{GW} \), similar to our spectrum, were shown to be reconstructable with a smaller number of bins. With more advanced techniques such as those presented in Refs. [76, 77], some of the bins in Fig. 9 could indeed be merged without affecting the reconstruction at all. This shows the robustness of the graphical method that we adopt.

The signal in the right panel of Fig. 9 requires instead a smaller \( \Delta \log_{10} = 0.034 \) and a larger \( N_{\text{bins}} = 55 \), because of its more complicated spectral structure. Due to the degradation introduced in the procedure of binning the PLS, the signal reconstruction worsens at the extrema of the frequency range reported in Table 1, where the signal is smaller than the binned PLS. However, the most interesting part of the signal, where it shows some wiggles around its peaks, falls at the center of the unbinned LISA PLS, so it is not affected by this degradation and can be reconstructed.

A similar argument holds for the spectra shown in Fig. 10, which show a very similar shape within the LISA frequency range. Now the number of bins is as large as \( N_{\text{bins}} = 90 \) and their width is even smaller than the previous examples, i.e. \( \Delta \log_{10} = 0.021 \). Again, we note that the rising part of \( \Omega_{GW} \) at smaller frequency would not require such a large number of bins when using more advanced techniques [76, 77]. As in the previous example, the spectra cannot be reconstructed at the extrema of the frequency range in Table 1.

4.2 The approach of template estimators

Another approach, which is complementary to the approach of signal reconstruction just presented, is the one of template estimators. Such a approach has been effectively used in the CMB analyses of primordial features and non-Gaussianities. We therefore go on to derive templates that capture the spectral features of \( \Omega_{GW} \) produced in our models, leaving the details of how to apply them in data analyses to a future study.
| SGWB signal type | $\Delta \log_{10} f$ | $N_{\text{bins}}$ | Frequency Range |
|------------------|------------------|------------------|------------------|
| Bump             | 0.18             | 15               | $[5 \times 10^{-5}, 0.04]$ |
| Sinusoidal       | 0.034            | 55               | $[1.5 \times 10^{-4}, 0.012]$ |
| Resonance 1      | 0.020            | 90               | $[3.0 \times 10^{-4}, 0.02]$ |
| Resonance 2      | 0.021            | 90               | $[4.6 \times 10^{-4}, 0.04]$ |

Table 1. The bin-width and number of bins required for reconstruction of different types of SGWB signals. The frequency range that we divide in bins, reported in the third column, is defined as the one within which our signal is larger than the unbinned LISA PLS.

Figure 10. Reconstructed spectra for resonance feature 1 [left] and 2 [right]. We also plot the numerical spectra in magenta lines and the LISA binned (unbinned) PLS in black (orange) lines.

The spectra presented in the previous Subsection present some very distinct spectral shapes. In order to propose accurate templates\textsuperscript{5}, and to understand how they arise in our models, as well as to make contact with the types of feature produced in inflationary models reviewed in the Introduction and in Section 3, we now divide our results in four classes and discuss them in turn.

- **Bump feature.** In certain situations, when the mass of the massive field (and the frequency of its oscillations) is sufficiently small, only the first bump in the sinusoidal running of the sharp feature is substantially amplified [45]. This case is mainly observed in Model III, where the oscillations after the largest bump quickly decay. An example

\textsuperscript{5}We note that an exact analytical expression for the SGWB produced by a log-normal peak in the PPS has been derived in Ref. [81]. However, as already mentioned before, the peak in the power spectrum produced in our models is different from a log-normal one, and the formulae derived in Ref. [81] do not reproduce our results.
Primordial scalar power spectrum [left] and SGWB energy density [right] for the bump feature. In the right panel we plot the numerical spectrum (orange line) and the fit with the analytical template in Eq. (4.5). We also plot the sensitivity curves for LISA [74, 85], BBO and ultimate DECIGO [75].

The fact that the signal is very smooth and rounded around its peak, makes it easy to analytically model its observationally relevant part using the following template consisting in a power-law to model the larger scales and a log-normal peak with an exponential UV cutoff:

$$h^2\Omega_{GW}(f) = \begin{cases} \frac{A_1}{f^\alpha} & \text{for } f \leq f_1 \\ A_3 \exp \left[ -d_1 \ln \frac{f}{f_p} - d_2 \ln^2 \frac{f}{f_p} + d_4 \frac{f}{f_p} \right] & \text{for } f > f_1. \end{cases}$$  \quad (4.5)

As shown in Fig. 11, the bump feature can be reproduced quite well by using the set of parameters given in Appendix B.

The fact that the bump feature is nearly flat around its peak makes it a perfect candidate to explain the recent results by the North American Nanohertz Observatory for Gravitational waves (NANOGrav), that has recently reported evidence of a stochastic common-spectrum process [82]. The NANOGrav result can be interpreted as a SGWB signal fitted by a power-law with amplitude at $\Omega_{GW}(5.5 \text{nHz}) \in [3 \times 10^{-10}, 2 \times 10^{-9}]$ and a spectral index $\alpha \in [-1.5, 0.5]$ at $2\sigma$ [82]. In the context of our model, this would imply a massive field that starts to oscillate earlier during inflation. The possibility to fit the NANOGrav result with the model introduced in Ref. [45], where results similar to those presented were found, has been recently studied in Ref. [83] and the analysis with a pure log-normal peak in the PPS has been performed in Ref. [84] showing similar results.

- **Sinusoidal feature.** This class of features is produced in intermediate situations in which the effective mass of the massive field is not large enough for the field to oscillate with a very high frequency, so that the spectrum present a series of quite broad peaks. As
opposed to the bumpy one, wiggly feature is produced by a mixture of sharp feature and clock signal, see also discussion in Sections 3.1, 3.2 and 3.3. The light green line shown in Fig. 5 of Model III, also reported in Fig. 12, is an example of such a feature. Another example of wiggly feature could be the spectrum labeled with A in Fig. 3. The signal presents a series of secondary peaks superimposed to the broad peak structure $\Omega_{GW}$. This suggests that the spectral shape can be modeled analytically starting from the bumpy feature template and adding some narrower log-normal peaks.

Indeed, the observationally relevant part of the SGWB spectrum is captured by the following template consisting in the addition of a series of log normal functions to model the secondary peaks to the bumpy feature template in Eq. (4.5):

$$h^2\Omega_{GW}(x = f/f_p) = \begin{cases} A_1 \left(\frac{f}{f_1}\right)^\alpha & \text{for } f \leq f_1 \\ A_2 \exp\left[-b_1(-\ln x - B_1)^\beta\right] & \text{for } f_1 < f < f_2 \\ A_3 \exp\left[-d_1 \ln x - d_2 (\ln x - D_2)^\delta\right] + A_4 \exp\left[-g_1 \ln x - \sum_{i=2}^3 g_i (\ln x - G_i)^\gamma\right] g(f) & \text{for } f > f_2. \end{cases}$$

(4.6)

where $f_p$ is the frequency of the first peak and $A_2$ and $A_3$ are found by matching the templates at $f = f_1$ and $f = f_2$ and $g(f) = [1 + l \sin(\omega (f - f_p) + \phi)]$. The sinusoidal dependence on frequency is inherited from the sinusoidal dependence of the feature on scale, and is a signature of presence of a sharp feature.

As shown in Fig. 12, the signal can be reproduced quite well by using the set of parameters given in Appendix B.
Figure 13. Primordial scalar power spectrum [left] and SGWB energy density [right] for the resonance feature 1. In the right panel we plot the numerical spectrum (orange line) and the fit with the analytical template in Eq. (4.7). We also plot the sensitivity curves for LISA [74, 85], BBO and ultimate DECIGO [75].

Resonance feature 1. We are going to present two examples of the resonance feature of the standard clock signal. This is the first example. The purple spectrum shown in Fig. 3 of Model I, which we also report in Fig. 13, is such an example. In this example, the model is tuned such that most of the inflationary energy of the first stage of inflation is dumped into the massive field oscillation when the massive field falls tachyonically. So we have a brief matter-dominated epoch between two stages of inflation. The features are produced when the massive field undergoes high frequency oscillations and the PPS consists of a series of very spiky peaks. Like in the previous case, overall we see a broad peak followed by a narrow peak, although the narrow peak is sharper than the previous case because the resonance signal in the PPS is more spiky. However, on top of the narrow peak we see small oscillations whose frequency dependence is typical of the resonance running. This is the signature of the resonance feature generated by the oscillation of the massive field.

Also, we note that in the rising part of $\Omega_{gw}$, before the bump, now shows a step instead of a simple power-law. Although this falls outside the sensitivity of LISA, it can be detected by BBO and DECIGO if the feature is shifted towards smaller scales, i.e. if the massive field starts to oscillate closer to the end of inflation.

The observationally relevant part of the SGWB spectrum can be modeled analytically using the following template consisting in a broken power-law to model the broad structure of the bump and a log-normal peak with superimposed logarithmic oscillations to model the second peak together with features:
Figure 14. Primordial scalar power spectrum [left] and SGWB energy density [right] for the resonance feature 2. In the right panel we plot the numerical spectrum (orange line) and the fit with the analytical template in Eq. (4.8). We also plot the sensitivity curves for LISA [74, 85], BBO and ultimate DECIGO [75].

\[
h^2 \Omega_{GW}(x = f/f_p) = \begin{cases} 
  A_1 \left( \frac{f}{f_p} \right)^\alpha & \text{for } f \leq f_1 \\
  A_2 \exp \left[ -b_1(-\ln x - B_1)^\beta \right] & \text{for } f_1 < f < f_2 \\
  A_3 \exp \left[ -d_1 \ln x - \sum_{i=2}^3 d_i (\ln x - D_i)^\delta \right] & \\
  A_4 \exp \left[ -g_2 (\ln x)^\gamma_2 \right] g(f) & \text{for } f > f_2.
\end{cases}
\]

(4.7)

where \( f_p \) is the frequency of the narrow in Fig. 13 and \( g(f) = [1 + l \sin (\omega \ln(f/f_p) + \phi)] \).

This frequency-dependent resonance running explicitly demonstrates the resonance feature present in the numerical results.

As shown in Fig. 13, the signal can be reproduced quite well by using the parameters given in Appendix B.

The full standard clock signal should also contain the sinusoidal feature generated by the sharp feature, as clearly seen in the PPS. However, in contrast to the last example, here the sinusoidal feature has a weaker amplitude, so it is the resonance feature that shows up in the SGWB spectrum.

- **Resonance feature 2.** This is another example of resonance feature. In this example, during the sharp feature and massive field oscillation, the background evolution is still inflationary. This is different from the previous example, and closer to what happens in [13, 14]. Comparing to the previous example, this example also has a different scale-dependence in its non-oscillatory part of the spectrum.

This example is produced only in Model II, and there is a suppression of the power spectrum at the scale-invariant CMB scales relative to the feature scales. Since we have
to match large scales to the COBE normalization, this significantly raises the overall non-oscillatory power spectrum at the feature scales. The light blue line shown in Fig. 5 of Model II, also reported in Fig. 14, is an example of this feature. The appearance of the two peaks and the superimposed resonance-running ripples are very similar to the previous case, except that, around the time when this resonance feature is generated, the background is always inflationary.

Away from the peaks, there are some very model-specific properties: the rising part is smoother, since we have a smooth rise of the PPS from CMB scales to the ones at which it peaks. Furthermore, in the sensitivity range of BBO and DECIGO, $\Omega_{GW}$ can be observed as a broken power-law. We emphasize that the tilt of the power-law encodes information on the field $\Theta$ driving the second stage of inflation.

The structure of this signal is essentially the same as the previous case, and can be modeled analytically starting from the template in Eq. (4.7). However, here we have a plateau with a large amplitude at small scales and, in order to model it, we need to add another domain to the template, which becomes:

$$h^2 \Omega_{GW}(x = f/f_p) = \begin{cases} 
A_1 \left( \frac{f}{f_1} \right)^\alpha & \text{for } f \leq f_1 \\
A_2 \exp \left[ -b_1(-\ln x - B_1)\beta \right] & \text{for } f_1 < f < f_2 \\
A_3 \left\{ \exp \left[ -d_1 \ln x - \sum_{i=2}^3 d_i (\ln x - D_i)\delta_i \right] \right\} + \\
A_4 \exp \left[ -g_2 (\ln x)^\gamma \right] g(f) & \text{for } f_2 < f < f_3 \\
A_5 \exp \left[ \left( -\ln \frac{f}{f_4} \right)^\kappa \right] & \text{for } f_3 < f < f_4 \\
A_5 \left( \frac{f}{f_4} \right) \iota & \text{for } f_4 < f < f_5
\end{cases}$$

(4.8)

As shown in Fig. 14, the mixed signal can be reproduced quite well by using the parameters given in Appendix B.

The templates above can be summarized in a unified way as:

$$h^2 \Omega_{GW}(x = f/f_p) = \begin{cases} 
A_1 \left( \frac{f}{f_1} \right)^\alpha & \text{for } f \leq f_1 \\
A_2 \exp \left[ -b_1(-\ln x - B_1)\beta \right] & \text{for } f_1 < f < f_2 \\
A_3 \left\{ \exp \left[ -d_1 \ln x - \sum_{i=2}^3 d_i (\ln x - D_i)\delta_i + d_4 x \right] \right\} + \\
A_4 \exp \left[ -g_1 (\ln x - \sum_{i=2}^3 g_i (\ln x - G_i)^\gamma_i) \right] g(x) & \text{for } f_2 < f < f_3 \\
A_5 \exp \left[ \left( -\ln \frac{f}{f_4} \right)^\kappa \right] & \text{for } f_3 < f < f_4 \\
A_5 \left( \frac{f}{f_4} \right) \iota & \text{for } f_4 < f < f_5
\end{cases}$$

(4.9)
where \( f_p \) is the frequency of the first peak in Fig. 12 and

\[
g(x) = \begin{cases} 
0 & \text{for bump features} \\
[1 + l \sin(\omega (f - f_p) + \phi)] & \text{for sinusoidal features} \\
[1 + l \sin(\omega \ln x + \phi)] & \text{for resonance features.}
\end{cases}
\]

The template (4.9) summarizes the main result of this paper. Appendix B provides a visual illustration on how different domains of this template are patched together. If, for any reason, we are only interested in the main part of this GW spectrum, including only the top of the broad and narrow peaks as well as the oscillatory ripples, it is sufficient to only include parts of the template within the domain \( f_1 < f < f_2 \) and \( f_2 < f < f_3 \), and ignore the other parts.

### 4.3 Comparison with other sources of SGWB

The previous Sections show that it is possible to produce a variety of spectral shapes of the SGWB within our model, though they can always be classified into three or four representative classes, for which we derived dedicated templates. Assuming that future GW experiments will be able to tell these classes apart, as the results of Section 4.1 seem to suggest, a natural question is whether it is possible to reproduce these classes within other models (see Ref. [86] for a review of sources of SGWB).

The main property which is shared by all the four classes of features that we have introduced is the overall peaked shape of the \( \Omega_{GW} \). Some physical mechanisms that are known to generate single or multi peaked structure of the SGWB are single-field inflationary models with a nearly inflection point [59, 87–89], certain variants of axion inflation with explosive production of gauge fields [90–94], cosmic strings [95–99] and strong first order phase transitions during the thermal era of the Universe [100–103]. Note that a peaked SGWB can also model the foregrounds given by unresolved sub-threshold mergers of galactic binaries [104]. The spectral shape of the resulting SGWB, however, can be usually modeled with simple broken power-laws [85, 105–107] or with a log-normal peak. This has to be contrasted with the structure of the broad peak of our templates in which is rounded in the region of the peak, unlike a simple broken power-law where the bending is usually sharper, and, unlike a log-normal peak, is not symmetric as it presents a quite sharp fall after the peak going towards smaller scales.

More complicated shapes can be produced by the process of preheating [108–113], oscillons at the end of inflation [114–118] or phase transitions during inflation [119]. None of the models just mentioned, though, is able to reproduce the features observed in our four feature classes, especially those contain the oscillatory dependence that is characteristic of feature models.

The uniqueness of the signals produced in our models therefore allows us to probe features in the inflationary potential and oscillations of massive fields, and access scales completely different from those tested with CMB observations, opening a new window on the observation of primordial features from the primordial universe.

### 5 Conclusions

In this paper, we study the possibility of observing primordial feature signals from inflation models in the spaced-based GW experiments. In particular we make use of LISA sensitivities
according to survey specifications. By varying choices of potentials and non-canonical couplings, we explore the phenomenology of a two-field inflation model, within the framework of a non-canonical two-field Lagrangian where the inflation is driven in two stages separately dominated by each of the fields. According to the LISA observational window, we concentrate on amplification of power spectra around $k \sim 10^{10} - 10^{13}$ Mpc$^{-1}$ and therefore the first phase of inflation is dominated by a field till 40 e-folds before oscillating at the bottom of the potential, following what the second field takes over. Our model can be used to produce several main classes of features in different parts of its parameter space and we demonstrate that certain short-scale density perturbations need to be considerably boosted by fine-tuned primordial features in order for them to show up in the sensitivity regimes of the GW experiments. Nonetheless, once they show up, some main characters of different types of features are kept and may be differentiated. We numerically compute the profiles of various primordial features in terms of the spectrum of the SGWB. To study the prospects of observing these profiles in proposed observations, we discuss two approaches. The first approach is to reconstruct the signal from data, which requires very high signal-to-noise ratio. Using the binned Power-Law integrated Sensitivity formalism, we classify the signals according to the bin-width required for their high SNR reconstruction with LISA. Another more sensitive approach is to search for the analytical templates that represent the signals of primordial features. For the latter purpose, we are able to summarize all main properties of the GW profiles of several classes of primordial features in a template, given in Eq. (4.9). This template schematically takes the following form:

$$\Omega_{GW}(f) = \text{broad peak} + \text{narrow peak} \left( 1 + \text{oscillatory feature} \right),$$

(5.1)

where the broad peak and narrow peak are generally present for SGWB generated by a spike in the scalar perturbation, but their overall shapes are modified due to the shape of spikes generated by primordial features. The more distinctive properties of primordial features are two types of oscillatory behaviors that show up on top of the narrow peak. In the case where only the first bump of the oscillations is significant, i.e. the bump feature, only the broad peak is present.

There are many different ways the primordial universe may generated observable SGWB, as discussed in Sec. 4.3. It would be interesting to summarize these signals also in terms of analytical templates with characters that represent their distinguishable underlying physics. The final outcome of a template bank would be useful for future data analyses.

A final remark is in order. In our analysis, we assume a Gaussian statistics of primordial fluctuations. However, the models introduced here, like other field models with turns in the field space [120–123], can generate highly correlated higher order correlation functions and deviate from the pure Gaussian statistics [13, 14]. It is known that non-Gaussianities alter the process of PBH formation [124–130], which might invalidate the assumption of neglecting it in our paper. Even more importantly, non-Gaussianities can significantly change the spectral shape of the SGWB [89, 131, 132] possibly enhancing or washing out the oscillatory signal, which motivates further investigations in this direction.

Note added: While this project was nearly complete, a related paper [133], also studying the imprints of primordial features produced in multifield inflation on the SGWB, appeared on the arXiv. The sinusoidal features that the article considers has overlap with our article.
A Equations for linear perturbations and numerical method

In this Appendix, we give useful formulae governing the evolution of linear perturbations and describe the procedure that we use to numerically integrate them. The perturbation here uses a different gauge from Refs. [14] and the two are equivalent. Since we do not have anisotropic stresses to linear order in our model the perturbed FRLW metric takes the following form in the Newtonian gauge [134]

\[ ds^2 = -(1 + 2\Phi) dt^2 + a^2(t) (1 - 2\Phi) dx^2, \]  

(A.1)

where \( \Phi \) is the Bardeen potential characterizing the perturbations.

In two-field inflationary models, it is convenient to decompose the scalar field perturbations, say \( \delta \phi \) and \( \delta \chi \), along directions that are parallel and orthogonal directions to the trajectory in the field space [135].\(^6\) These correspond to the so called instantaneous adiabatic and isocurvature perturbations and, defining for convenience \( f(\phi) \equiv e^{b(\phi)} \), they are given by the expressions [136]

\[
\begin{align*}
\delta \sigma &= \cos \theta \delta \phi + \sin \theta e^b \delta \chi, \\
\delta s &= -\sin \theta \delta \phi + \cos \theta e^b \delta \chi,
\end{align*}
\]  

(A.2a, b)

with the quantity \( \theta \) being the bending angle of the trajectory in the field space, defined through the relations

\[
\cos \theta = \frac{\dot{\phi}}{\dot{\sigma}}, \quad \sin \theta = e^b \frac{\dot{\chi}}{\dot{\sigma}}, \quad \dot{\sigma}^2 = \dot{\phi}^2 + e^{-2b} \dot{\chi}^2.
\]  

(A.3)

Using the equations (2.2) one can arrive at the following equations governing \( \dot{\sigma} \) and the angle \( \theta \):

\[
\begin{align*}
\ddot{\sigma} + 3H \dot{\sigma} + V_\sigma &= 0, \\
\dot{\theta} &= -\frac{V_s}{\dot{\sigma}} - b_\phi \dot{\sigma} \sin \theta
\end{align*}
\]  

(A.4a, b)

where \( V_\sigma \) and \( V_s \) are given by

\[
\begin{align*}
V_\sigma &= V_\phi \cos \theta + e^{-b} V_\chi \sin \theta, \\
V_s &= -V_\phi \sin \theta + e^{-b} V_\chi \cos \theta.
\end{align*}
\]  

(A.5a, b)

We also introduce here the following quantities for future convenience

\[
\begin{align*}
V_{\sigma\sigma} &= V_{\phi\phi} \cos^2 \theta + e^{-b} V_{\phi\chi} \sin 2\theta + e^{-2b} V_{\chi\chi} \sin^2 \theta, \\
V_{ss} &= V_{\phi\phi} \sin^2 \theta - e^{-b} V_{\phi\chi} \sin 2\theta + e^{-2b} V_{\chi\chi} \cos^2 \theta, \\
V_{\sigma s} &= -V_{\phi\phi} \cos \theta \sin \theta + e^{-b} V_{\phi\chi} (\cos^2 \theta - \sin^2 \theta) + e^{-2b} V_{\chi\chi} \cos \theta \sin \theta.
\end{align*}
\]  

(A.6a, b, c)

To characterize the perturbations, it is customary to consider the gauge-invariant Mukhanov-Sasaki variable \( Q_\sigma \) associated to \( \delta \sigma \), i.e. \( Q_\sigma = \delta \sigma + \dot{\sigma}/H \Phi \), and \( \delta s \), already gauge invariant, \(^6\)Note that to better connect in the literature, where \( \sigma \) and \( \theta \) denote the adiabatic field and the turning rate angle respectively, in this Appendix, we trade the names of the two scalar fields to \( \phi \) and \( \chi \). In order to use the equations in this Appendix to obtain the results presented in the main paper, one would have to make the substitution \( \phi \to \sigma \) and \( \chi \to \Theta \).
associated with the adiabatic and isocurvature fields [51]. The equations of motion governing $Q_\sigma$ and $\delta s$ are

$$
\dddot{Q}_\sigma + 3H\dot{Q}_\sigma + \left[ \frac{k^2}{a^2} + V_{\sigma\sigma} - \dot{\theta}^2 - \frac{1}{a^3 M^2_{\text{pl}}} \left( \frac{a^3 \dot{\sigma}^2}{H} \right) \right. + b_\phi u(t) \left. \right] Q_\sigma \\
= 2 \left( \dot{\theta} \delta s \right) - 2 \left( \frac{\dot{H}}{H} + \frac{V_\sigma}{\sigma} \right) \dot{\delta} s + b_\phi \dot{\sigma}^2 \sin 2\theta \delta s + 2b_\phi \dot{h}(t),
$$

(A.7a)

$$
\dddot{\delta} s + 3H\dot{\delta} s + \left[ \frac{k^2}{a^2} + m^2_{\text{iso}} \right] \delta s = 2 \frac{V_s}{H} \left( \frac{\dot{H}}{\sigma} Q_\sigma \right),
$$

(A.7b)

where

$$
m^2_{\text{iso}} \equiv V_{ss} + 3\dot{\theta}^2 + b_\phi^2 g(t) + b_\phi f(t) - b_\phi \dot{\sigma}^2 - 4V_s^2 \sin^2 \theta.
$$

(A.8)

and the quantities $u(t)$, $h(t)$, $g(t)$ and $f(t)$ are given by [136]

$$
u(t) = \dot{\theta} \dot{\sigma} \sin \theta - e^{-bV_\chi} \sin \theta \cos \theta,
$$

(A.9a)

$$
h(t) = -\dot{\sigma} (\sin \theta \dot{\delta} s) - \sin \theta \left( \frac{\dot{H}}{H} \dot{\sigma} + 2V_\sigma \right) \delta s - 3H \dot{\delta} s \sin \theta \delta s,
$$

(A.9b)

$$
g(t) = -\dot{\sigma}^2 (1 + 3 \sin^2 \theta),
$$

(A.9c)

$$
f(t) = V_\phi (1 + \sin^2 \theta) - 4V_s \sin \theta.
$$

(A.9d)

In order to numerically integrate the equations above, we impose the following Bunch-Davies initial conditions on the variables $Q_\sigma$ and $\delta s$ at very early times when the modes of cosmological interest are well inside the Hubble radius:

$$
Q_\sigma (\tau) \simeq \delta s(\tau) \simeq \frac{1}{a(\tau)} \frac{e^{ik\tau}}{\sqrt{2k}},
$$

(A.10)

where $\tau$ is the conformal time coordinate defined as $\tau = \int dt/a(t)$. It was verified in Ref. [60] that the same results are obtained by considering Bunch-Davies initial conditions for the gauge-invariant variables associated to $\phi$ and $\chi$ instead. Extra care is however needed when imposing the initial conditions in case the turning rate $\dot{\theta}$ is very large at early times so that $Q_\sigma$ and $\delta s$ can be initially correlated [137].

While $Q_\sigma$ and $\delta s$ are convenient variables to identify the most natural initial conditions that can be imposed, it is also useful to think in terms of curvature and isocurvature fluctuations, which are used to classify initial conditions in the post-inflationary expansion. These quantities are given in terms of the variables $Q_\sigma$ and $\delta s$ by the following relations:

$$
\mathcal{R} = \frac{H}{\sigma} Q_\sigma, \quad S = \frac{H}{\sigma} \delta s.
$$

(A.11)

It is straightforward to arrive at the following equations governing the curvature and
the isocurvature perturbations $\mathcal{R}$ and $\mathcal{S}$:

$$\ddot{\mathcal{R}} + \left( H + 2 \frac{\dot{z}}{z} \right) \dot{\mathcal{R}} + \frac{k^2}{a^2} \mathcal{R} = - \frac{2V}{\sigma} \dot{\mathcal{S}} - 2 \left( -e^{-b_\phi} \cos^2 \theta V_\chi + \sin \theta b_\phi V_\sigma \right) + V_{\sigma\sigma} + \frac{\dot{\sigma}}{H M_{\text{Pl}}^2} V_s, \quad (A.12a)$$

$$\ddot{\mathcal{S}} + \left( H + 2 \frac{\dot{z}}{z} \right) \dot{\mathcal{S}} + \left\{ \frac{k^2}{a^2} - 2H^2 - \dot{H} + \frac{H \dot{z}}{z} + \frac{\dot{z}}{z} - \dot{\theta}^2 - \dot{\phi}_\theta^2 \cos^2 \theta - \dot{\phi}_\varphi \dot{\phi}_\varphi \right\} \mathcal{S} = \frac{2V}{\sigma} \ddot{\mathcal{R}}, \quad (A.12b)$$

where $z \equiv a\dot{\sigma}/H$.

Our numerical integration proceeds as follows. First, we first integrate the equations (2.2) and (2.3) to get the background quantities, working with the number of $e$-folds as the time variable. In all the models considered, we assume that the pivot scale $k = 0.05 \text{Mpc}^{-1}$ leaves the Hubble radius at 50 $e$-folds before the end of inflation.

With the background quantities in hand, we then integrate the equations (A.12) governing the curvature and isocurvature perturbations $\mathcal{R}$ and $\mathcal{S}$. Following Refs. [50, 51], we integrate the equations (A.12) by imposing the Bunch-Davies initial condition (A.10) on $Q_\sigma$ and assuming the initial value of $\delta \sigma$ to be zero. We then integrate the equations a second time by interchanging the initial conditions on $Q_\sigma$ and $\delta \sigma$. This ensures no correlations between the curvature and isocurvature fluctuations when the modes are deep inside the Hubble radius. If we denote these two sets of solutions as $(\mathcal{R}_1, \mathcal{S}_1)$ and $(\mathcal{R}_2, \mathcal{S}_2)$, then the power spectra describing the curvature and the isocurvature perturbations as well as the cross-correlations between them are defined respectively as

$$P_\mathcal{R}(k) = \frac{k^3}{2\pi^2} (|\mathcal{R}_1|^2 + |\mathcal{R}_2|^2) = P_{\mathcal{R}_1}(k) + P_{\mathcal{R}_2}(k), \quad (A.13a)$$

$$P_\mathcal{S}(k) = \frac{k^3}{2\pi^2} (|\mathcal{S}_1|^2 + |\mathcal{S}_2|^2), \quad (A.13b)$$

$$C_{\mathcal{R}\mathcal{S}}(k) = \frac{k^3}{2\pi^2} (\mathcal{R}_1^* \mathcal{S}_1 + \mathcal{R}_2^* \mathcal{S}_2). \quad (A.13c)$$

In terms of the in-in formalism, this procedure effectively sums up all tree-level diagrams non-perturbatively [52].

### B Matching the domains in the templates

In this Appendix, we report the parameters used in Figs. 11, 12, 13 and 14 to match the template in Eq. 4.9 to the correspondent $\Omega_{\text{GW}}$ computed numerically.

- **Bump feature.** The parameters that we use to reproduce Fig. 11 are: $A_1 = 8.82 \times 10^{-10}$, $A_3 = 1.311 \times 10^{-7}$, $f_1 = 6.67 \times 10^{-5}$ Hz, $f_p = 1.73 \times 10^{-3}$ Hz, $\alpha = 2.95$ and $d_1 = d_4 = -d_2 = -0.36$.

- **Sinusoidal feature.** The parameters that we use to reproduce Fig. 12 are: $A_1 = 2.05 \times 10^{-10}$, $f_1 = 2.68 \times 10^{-4}$ Hz, $\alpha = 3.05$, $A_2 = 1.07^{-8}$, $f_p = 2.69 \times 10^{-3}$ Hz, $f_2 = 1.2 \times 10^{-3}$ Hz, $b_1 = 2.02$, $B_1 = 0.78$, $\beta = 1.6$, $A_3 = 3.76 \times 10^{-9}$, $A_4 = 11.02$, $d_1 = 1.815$, $d_2 = 0.8$, $D_2 = 0.1$, $\delta_2 = 6$, $g_1 = 1.60$, $g_2 = 18$, $G_2 = 0.37$, $\gamma_2 = 6$, $g_3 = 0.8$, $G_3 = 0.1$, $\gamma_3 = 8$, $l = 0.3$, $\omega = 3600$. 

---
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• **Resonance feature 1.** The parameters that we use to reproduce Fig. 13 are: $A_1 = 4.91 \times 10^{-11}$, $f_1 = 8.78 \times 10^{-4}$ Hz, $\alpha = 3$, $A_2 = 1.07 \times 10^{-8}$, $f_p = 7.43 \times 10^{-3}$ Hz, $A_3 = 3.33 \times 10^{-3}$ Hz, $b_1 = 2.02$, $B_1 = 0.80$, $\beta = 1.6$, $A_3 = 3.81 \times 10^{-10}$, $A_4 = 12.87$, $d_1 = 1.75$, $d_2 = 0.1$, $D_2 = -0.56$, $\delta_2 = 2$, $d_3 = 3.7$, $D_3 = -0.29$, $\delta_3 = 4$, $g_2 = 23.26$, $\gamma_2 = 6$, $l = 0.22$, $\omega = 48$, $\phi = -1.17$.

• **Resonance feature 2.** The parameters that we use to reproduce Fig. 14 are: $A_1 = 7.6 \times 10^{-11}$, $f_1 = 2.55 \times 10^{-3}$ Hz, $\alpha = 2.9$, $A_2 = 1.71 \times 10^{-9}$, $g_2 = 22.2$, $\gamma_2 = 2$, $f_p = 0.021$ Hz, $b_1 = 2.02$, $B_1 = 0.78$, $\beta = 1.5$, $f_2 = 9.66 \times 10^{-3}$, $A_3 = 5.6 \times 10^{-10}$, $A_4 = 12.48$, $d_2 = 0.10$, $D_2 = 0.54$, $\delta_2 = 2$, $d_4 = 3.7$, $D_4 = 0.27$, $\delta_4 = 4$, $l = 0.22$, $\omega = 48$, $\phi = -2.01$, $A_5 = 7.8 \times 10^{-14}$, $\kappa = 2.835$, $\epsilon = -0.1$, $f_4 = 0.0275$, $f_5 = 0.261$.

Furthermore, in Fig. 15 we demonstrate how the domains in Eq. (4.9) are divided, in order to guide the reader how our template is patched together.
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