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Abstract

Despite recent advances in neural text generation, encoding the rich diversity in human language remains elusive. We argue that the sub-optimal text generation is mainly attributable to the imbalanced token distribution, which particularly misdirects the learning model when trained with the maximum-likelihood objective. As a simple yet effective remedy, we propose two novel methods, F²-Softmax and MefMax, for a balanced training even with the skewed frequency distribution. MefMax assigns tokens uniquely to frequency classes, trying to group tokens with similar frequencies and equalize frequency mass between the classes. F²-Softmax then decomposes a probability distribution of the target token into a product of two conditional probabilities of (i) frequency class, and (ii) token from the target frequency class. Models learn more uniform probability distributions because they are confined to subsets of vocabularies. Significant performance gains on seven relevant metrics suggest the supremacy of our approach in improving not only the diversity but also the quality of generated texts.

1 Introduction

Neural text generation is one of the extensively studied tasks of natural language processing (NLP), as it forms the basis for dialogue systems (Chen et al., 2017), machine translation (Chaudhary and Patel, 2018), and text summarization (Kryscinski et al., 2019). However, often monotonous or dull, texts generated from existing methods do not fully reflect the rich diversity and expression in human language (Welleck et al., 2020). In particular, models tend to overproduce words frequently appearing in the data, while hardly utilizing informative words (Dinan et al., 2020). Even pre-training techniques on large corpora fail to resolve the issue (Holtzman et al., 2019).

Possible causes for text degeneration have been illuminated, such as a defect specific to model architectures (Vig, 2018) or the discrepancy between training data and a true distribution (Holtzman et al., 2018; Jiang et al., 2019). Recently, the emphasis has been placed on investigating the flaws in the maximum likelihood objective (Holtzman et al., 2019). Concretely, the likelihood training pays little attention to the top ranks in terms of the target token probabilities (Welleck et al., 2020), or maximizing likelihood itself does not adequately reflect human language processing (Holtzman et al., 2019). Therefore, with the likelihood training, models learn to produce tokens frequently appearing in the data more often.

We argue, however, that the primary reason behind the sub-optimal performance of the likelihood objective is essentially the imbalanced token distribution inherent in natural language. Natural language is extremely skewed in distribution, where the top hundred most frequently-used (top-100) words occupy nearly half of the total corpus (Fagan and Gençay, 2011) following the Zipf’s law (Zipf, 1949). Training a classifier with the inherently imbalanced data on the maximum likelihood estimation (MLE) leads to biased classification boundaries in favor of majority classes (Khan et al., 2019).

In other words, models play a difficult role in learning with the imbalanced label (i.e., token) distribution (He et al., 2008b). We hypothesize that text generation can be enriched by balancing out the training data distribution. To this end, we introduce F²-Softmax (Fig. 1(B), Section 3.2), which factorizes the probability distribution of the target token into a product of two conditional probabilities of (i) frequency class, and (ii) token from the target frequency class. It ensures training over balanced data, since the frequency classes are designed to have the distribution close to uniformity, and token distributions...
within a class are confined to subsets of vocabularies grouped with similar frequencies. To this end, all unique tokens are assigned to a frequency class prior to the training, by our novel mean efficiency maximization (MefMax; Fig. 1(A), Section 3.3). MefMax evaluates and maximizes the class-labeling performance with the normalized entropy (i.e., efficiency), having the probability distributions to be learned as uniform as possible.

We conduct extensive performance evaluations on seven relevant metrics that quantify the diversity and quality of generated texts. In terms of the diversity of generated texts, our approach significantly outperforms not only the MLE baseline (Radford et al., 2019) but also other diversity-promoting alternatives (Welleck et al., 2020; Jiang et al., 2019). We also achieve state-of-the-art results on most of the quality performances.

2 Related Works

2.1 Diversity-promoting Text Generation

In the field of neural text generation, prior studies either take a training-based approach or a decoding-based approach to promote the diversity in the generated texts.

Training-based Approach. In dialogue generation, stimulating models to generate texts that share high mutual information with the contexts (Li et al., 2016) has shown to improve the diversity of output tokens by adding a maximum mutual information (MMI) constraint to the standard likelihood objective. Meanwhile, FACE (Jiang et al., 2019) dynamically weights the cross-entropy losses based on target token frequencies, to prevent excessive weight-updates of some frequently used words. In another line of works for language modeling, text diversity has been promoted by a learning-to-cooperate framework in which multiple discriminators cooperate to reach a common goal (Holtzman et al., 2018). Also, the unlikelihood training strategy penalizes repetition with auxiliary loss terms (Welleck et al., 2020). Such works are orthogonal to ours since F²-Softmax focuses on decomposing the softmax function without employing an auxiliary loss or re-scaling.

Decoding-based Approach. One of the widely used decoding tactics for promoting the diversity and richness of texts is stochastic decoding. Top-k sampling stochastically samples the next token from the top-k candidates in the predicted probability distribution (Fan et al., 2018). Another pillar of stochastic decoding is nucleus sampling, which selects the next token from the top-p portion of the probability mass (Holtzman et al., 2019). Other studies include beam blocking (Paulus et al., 2017) in which the probabilities of tokens are set to zero if they were to create repeating n-grams, diverse beam search (Vijayakumar et al., 2018) which integrates dissimilarity terms into beam scores. Iterative beam search (Kulikov et al., 2019) enhances diverse beam search with multiple iterations of beam search with different search spaces. These techniques are agnostic about model architecture or training methods. Our approach can be harmonically combined with the above techniques.
2.2 Softmax Decomposition

Decomposing the softmax function has long been studied in language modeling. Goodman (2001) decomposed the softmax function using a two-level hierarchy. This idea was generalized to deeper hierarchies in a later study (Mnih and Hinton, 2009). Approaches to construct softmax hierarchies have followed, such as utilizing word clusters obtained from k-means algorithms (Le et al., 2011) or implementing Huffman coding with word frequencies (Mikolov et al., 2013). Furthermore, dynamic programming has been applied to obtain an optimal set of word classes with minimal computational costs for calculating the softmax function (Zweig and Makarychev, 2013). The same process has also been streamlined to fit into modern GPU environments (Grave et al., 2017). These techniques bear a resemblance to ours for the use of softmax decomposition. However, our goal is fundamentally different: we aim to balance the data distribution in training, whereas previous approaches share the primary goal of reducing computational costs.

2.3 Imbalanced Classification

That we assign tokens to classes of balanced distribution shares a similar goal with overcoming imbalanced classification in computer vision domains. One of the widely adopted techniques for imbalanced classification is re-sampling, which includes removing examples from the majority classes (under-sampling) and adding samples for the minority classes (over-sampling) (Buda et al., 2018). Techniques for over-sampling include interpolating samples from neighboring samples (Chawla et al., 2002) and adaptively synthesizing samples (He et al., 2008a). Cost-sensitive learning dynamically re-weights costs based on sample difficulties (Dong et al., 2017) or effective number of samples (Cui et al., 2018). Other studies for the data imbalance problem consider metric learning (Huang et al., 2016), knowledge transfer (Wang et al., 2017), and Bayesian estimation (Khan et al., 2019).

3 Methods

3.1 Maximum Likelihood

The goal of language modeling is to learn a model \( \hat{p}(x) \) which best describes a joint probability distribution \( p(x) \), where \( x = [x_1, \ldots, x_T] \) is a sequence of tokens and \( x_t \in \mathcal{V} \) is a token from a vocabulary set. In an auto-regressive manner, \( p(x) \) can be factorized into a product of conditional probabilities of tokens: \( p(x) = \prod_t p(x_t | x_{<t}) \). A conventional approach for the training is to maximize log-likelihood of a sequence \( x \) as the following:

\[
L_{\text{MLE}}(\hat{p}, x) = \sum_{t=1}^{T} \log \hat{p}(x_t | x_{<t}).
\] (1)

3.2 F^2-Softmax

We propose to factorize the posterior \( \hat{p}(x_t | x_{<t}) \) into a product of two conditional probabilities:

\[
\hat{p}(x_t | x_{<t}) = \hat{p}_1(c_t | x_{<t}) \times \hat{p}_2(x_t | c_t, x_{<t}),
\] (2)

where \( c_t \in \mathcal{C} \) denotes a frequency class label assigned to the token \( x_t \) given the global frequency of the token in a corpus, belonging to a set of frequency classes \( \mathcal{C} \). Following Eq. (2), the updated objective \( L_{F^2}(\hat{p}) \) is then formulated as:

\[
L_{F^2}(\hat{p}, x) = \sum_{t=1}^{T} [\log \hat{p}_1(c_t | x_{<t}) + \log \hat{p}_2(x_t | c_t, x_{<t})].
\] (3)

The objective is thus learning how to classify the target frequency of the token and selecting the exact token given the target frequency class. The factorized probabilities \( \hat{p}_1(c_t | x_{<t}) \) and \( \hat{p}_2(x_t | c_t, x_{<t}) \) are defined empirically using softmax functions:

\[
\hat{p}_1(c_t | x_{<t}) = \frac{\exp(h_{t-1} \cdot u^c_t)}{\sum_{m \in \mathcal{C}} \exp(h_{t-1} \cdot u^m)}
\]

\[
\hat{p}_2(x_t | c_t, x_{<t}) = \frac{\exp(h_{t-1} \cdot o^{c_t})}{\sum_{n \in \mathcal{V}_{c_t}} \exp(h_{t-1} \cdot o^{n})},
\] (4)

where \( h_{t-1} \) is a hidden state of the context \( x_{<t} \); \( o^t \) and \( u^c \) can be viewed as output embedding vectors for \( i \in \mathcal{V}_{c_t} \) and \( j \in \mathcal{C} \), respectively, while \( \mathcal{V}_{c_t} \) is a subset of vocabularies assigned to the class \( c_t \). Note that \( \hat{p}_2(x_t | c_t, x_{<t}) \) is computed from the narrowed pool of tokens \( \mathcal{V}_{c_t} \) rather than the full vocabularies set \( \mathcal{V} \). Since classes are differentiated based on the token frequency, tokens with the same class have similar frequencies. It ensures within-class frequency distribution of tokens is closer to uniform than that of the full vocabulary set.

3.3 MefMax for Class Optimization

The more uniform a label distribution is, the less likely decision boundaries are biased in favor of frequent classes. Therefore, we aim to maximize
the degree of uniformity of frequency distributions for both (i) tokens within each class and (ii) classes themselves (i.e., the sum of token frequencies within each class), to avoid the class imbalance problem (Buda et al., 2018) over the course of training. It is formalized as follows:

\[ C' = \arg \max_C \{ U(C) + \frac{1}{|C|} \sum_{i \in C} U(V_i) \}, \quad (5) \]

where \( U \) is a function that measures the uniformity of the frequency distribution of a given set. While any tests of uniformity can be used as \( U \), we adopt Shannon’s entropy (Shannon, 1948). The entropy is a decent proxy for measuring the uniformity (Dudewicz and Van Der Meulen, 1981).

**Normalized Entropy.** Since the number of samples affects the entropy, entropy cannot be directly used. To marginalize the effect of the sample size, we use efficiency, which is also known as the normalized entropy (Wijesekera and Dillon, 1997), defined as:

\[ U(k) = -\sum_{k_i \in k} \frac{p(k_i) \log(p(k_i))}{\log(|k|)}. \quad (6) \]

It is equivalent to the ratio of the entropy to the maximum entropy, if the data were perfectly uniform. By applying the efficiency to Eq. (5), our objective is to find a set of classes and their vocabularies such that their mean efficiency is maximized.

**Greedy Approach.** The remaining issue is the computational overhead since the cost for exploring all possible class boundaries grows exponentially with the vocabulary size, not to mention the challenge of finding the optimal number of classes. To improve computational efficiency, we employ a straightforward greedy mechanism. It is based on the assumption that the mean efficiency is maximized when each class has approximately the same size of total frequency. This assumption allows us to reduce our objective to optimizing the number of classes. Given a sorted vocabulary set \( V' \) and a candidate number of classes \( K \), we divide classes so that each class has the same \( 1/K \) of total frequency. The optimal number of classes is the one that maximizes the mean efficiency. Algorithm 1 shows the complete pseudo-code. Computation time is linear to the vocabulary size.

---

**Algorithm 1** Pseudo-code for MefMax

**Inputs**: Array \( V' \) of length \( n \) sorted by the decreasing order of token frequency

**Outputs**: Number of classes, class boundary tokens

1: \( V' \leftarrow V' / \text{sum}(V') \)  \( \triangleright \) get relative frequencies
2: maxMeanEfficiency \( \leftarrow 0 \)
3: maxClassNum \( \leftarrow 1/V'[0] \)
4: for \( K \) in \([1, 2, ..., \text{maxClassNum}]\) do
5: \( B \leftarrow \) empty list  \( \triangleright \) lists for candidate boundaries
6: \( \text{tar} \leftarrow 1/K \)  \( \triangleright \) target frequency
7: \( \text{cum}, \text{idx} \leftarrow 0, 0 \)  \( \triangleright \) cumulative frequency & index
8: while \( \text{tar} \leq 1 \) do  \( \triangleright \) compute cumulative boundary
9: \( \text{cum} \leftarrow \text{cum} + V'[\text{idx}++] \)
10: if \( \text{cum} \geq \text{tar} \) then
11: \( \text{tar} \leftarrow \text{tar} + 1/K \)
12: \( B.append(\text{idx}) \)
13: \( \text{meanEfficiency} \leftarrow \text{mean efficiency based on} B \)
14: if maxMeanEfficiency < \( \text{meanEfficiency} \) then
15: maxMeanEfficiency \( \leftarrow \text{meanEfficiency} \)
16: \( O_u \leftarrow B \)
17: return len(Out), Out

---

### 3.4 Decoupled Decoding

For the decoding stage, we decouple \( \hat{p}_1 \) from \( \hat{p} \) in Eq. (2) by first selecting a single frequency class from \( \hat{p}_1 \) and then generating the next token based on the selected class. For the target class \( c_t = i \) sampled from the distribution \( \hat{p}_1(c_t|x_{<t}) \), the probability for the next token is defined as:

\[ \hat{p}'(x_t|x_{<t}) = \begin{cases} \hat{p}_2(x_t|c_t = i, x_{<t}) & \text{if } x_t \in V_i \\ 0 & \text{otherwise.} \end{cases} \quad (7) \]

The target class can be sampled in both deterministic or stochastic manners, depending on decoding strategies. We found that the advantages of training balanced data distributions can be fully leveraged by sequentially performing tasks of frequency class prediction and token generation from the selected class.

### 4 Experiments

#### 4.1 Training and Evaluation Details

In this section, experimental details are illustrated. Exact hyperparameter settings and data statistics are described in Appendix.

##### 4.1.1 Datasets

Two datasets that differ in language and text types are selected for the implementations. The target class can be sampled in both deterministic or stochastic manners, depending on decoding strategies. We found that the advantages of training balanced data distributions can be fully leveraged by sequentially performing tasks of frequency class prediction and token generation from the selected class.

**Wikitext-103** \(^1\) is a collection of English articles extracted from Wikipedia. Containing more than

\(^1\) https://s3.amazonaws.com/research.metamind.io/wikitext/wikitext-103-v1.zip
100 million words, it is widely regarded as a benchmark dataset for language modeling. **Melo-Lyrics** is a Korean lyrics dataset we crawled from multiple music streaming websites, including Soribada\(^2\), Genius\(^3\), etc. Tokens in lyrics show a distribution largely different from general articles; for instance, repeated phrases are abundant in lyrics. Therefore it provides an additional unique angle for model evaluations and comparisons. It includes approximately 478 thousand songs with 51 million words in total.

### 4.1.2 Model Architecture
We use the Transformer (Vaswani et al., 2017), an architecture well-suited for neural text generation (Lewis et al., 2019; Welleck et al., 2020). Specifically, we apply the Transformer decoder used in the GPT-2 model (Radford et al., 2019). Input texts are tokenized with the byte pair encoding (Sennrich et al., 2016).

### 4.1.3 Baseline Models
For the baseline, we consider maximum likelihood estimation (MLE), a standard approach for text generation. Also compared are alternative models for promoting text diversities, including recently proposed FACE\(^4\) (Jiang et al., 2019) and unlikelihood training\(^5\) (UL) (Welleck et al., 2020). FACE improves text diversity by dynamically scaling losses, while the latter employs auxiliary losses.

### 4.1.4 Training
Training is carried out on a single GPU environment with 24GB of memory. We set all hyperparameters equal for all approaches by tuning them based on the validation losses of the MLE baseline for fair comparisons. We additionally optimize approach-specific hyperparameters of diversity-promoting baselines.

### 4.1.5 Generation
We generate texts for the evaluation by completing sequences from prefixes. Specifically, we batchify a test set, select the first 50 tokens from each batch as prefixes, and guide models to generate a continuation of 100 tokens from the prefixes. The experiments include both deterministic and stochastic decoding. We apply greedy search for deterministic decoding, and use top-\(k\) sampling for stochastic decoding.

### 4.1.6 Evaluation Metrics
From seven total quantitative metrics we adopt to evaluate our model, Perplexity (Bengio et al., 2003), KL-Divergence (Kullback, 1997), and MS-Jaccard (Alihosseini et al., 2019) are closely related to the likelihood of generated texts. The other four metrics, namely Self-BLEU (Zhu et al., 2018), Distinct-n (Li et al., 2016), Repetition (Holtzman et al., 2019), and Uniq (Welleck et al., 2020) measure the text diversity.

- **Perplexity** quantifies the prediction difficulty over the next token. It is regarded as a general performance metric for text generation.
- **KL-Divergence** measures the difference between two probability distributions. We use unigram distributions of the generated texts and the test data.
- **MS-Jaccard** computes the similarity between the model’s output and the ground truths by matching \(n\)-grams.
- **Self-BLEU** evaluates the inter-text diversity by computing BLEU (Papineni et al., 2002) score for each generated text by regarding other outputs as reference.
- **Distinct-\(n\)** quantifies the intra-text diversity based on distinct \(n\)-grams in each text.
- **Repetition** examines whether texts are stuck in repetitive loops.
- **Uniq** quantifies the richness of models using the number of unique generated tokens.

### 4.2 Quantitative Comparisons
In Table 1, we report the scores computed from fully-trained models on the two benchmarks, Wikitext-103 and Melo-Lyrics, compared against baselines. This section focuses on the results of stochastic decoding. Results of deterministic decoding, which also support the supremacy of our approach, are reported in Appendix.

#### 4.2.1 Wikitext-103
The desired qualities we aim for a text generation model is to generate human-like texts with a wide spectrum of token choices. Coupled with top-\(k\) sampling, our F\(^2\)-Softmax achieves both goals by outperforming baselines with nearly all metrics compared, and closely approaching the human gold standard. As shown in Table 1(a), our model is particularly effective in capturing the token diversity in
the corpus. Notably, $F^2$-Softmax significantly improves both Self-BLEU and Distinct performances, having relative gaps to the human gold standard of 3.4% and 3%, respectively. The performance gaps of the second-best scores are 6.5% (FACE) and 8.1% (UL-token+seq), respectively. A surprising result is that $F^2$-Softmax improves Rep performance by 50% over MLE, without an explicit penalty on repeating tokens. Another seminal contribution is the 30% relative increase in unique tokens used for the generation, from the previously state-of-the-art level of 10.6k to 15.7k, as shown by the Uniq metric. This level closely reflects the human use of 15.2k tokens.

In PPL, which reflects the likelihood of the generated texts, the diversity-promoting baselines tend to perform worse than MLE, presumably due to the trade-offs between text diversity and the likelihood of texts. In contrast, $F^2$-Softmax maintains the smallest performance drop on PPL. $F^2$-Softmax also improves KLD and MS-Jaccard by 59% and 19% over MLE, respectively, which are large margins compared to the other comparatives.

### 4.2.2 Melo-Lyrics

Significant performance gains of $F^2$-Softmax are also observed in lyrics generation in Table 1(b). Meanwhile, the diversity-promoting baselines display severer degradation in PPL, KLD, and MS-Jaccard compared to the Wikitext-103 dataset. We attribute this observation to the distinctive characteristics of lyrics, in which the same phrases are rhythmically repeated throughout the songs in the form of chorus or hook. Thus, for lyrics dataset, forcing models to discourage reusing previously used tokens may adversely affect the likelihood of the generated texts. Since $F^2$-Softmax helps models to diversify the output without an explicit regularization, models learn to generate well-thought-out tokens from the diversified token pool of 25.2k (Uniq), with state-of-the-art performances in KLD, MS-Jaccard, Self-BLEU, Distinct, and Rep.

### 4.3 Learning Balanced Distribution

The characteristic markers of monotonous texts are an overproduction of frequently used tokens and under-representation of rare tokens. To compare how models differentially generate tokens from frequent and rare tokens, we count the number of generated tokens corresponding to four defined categories of frequent, medium, rare and very rare. Tokens in each category are predefined from the Wikitext-103 training set. Fig. 3 plots the distribu-
Figure 2: Bigram performance on the Melo-lyrics test set with different numbers of classes. Green and brown lines indicate models with tokens are distributed based on frequency mass and token size, respectively. Blue dotted lines and star marks represent the MLE baseline and the choice of MefMax, respectively.

Figure 3: Frequency distribution comparisons on the Wikitext-103 test set. Tokens in each group are defined based on the frequency mass of the training set. Tokens occupying the top 40% of the frequency mass are assigned to frequent, while those corresponding to the bottom 10% are classified to very rare.

4.4 Ablation Studies

In this section, we justify the pivotal roles of MefMax (Section 3.3) and the decoupled decoding strategy (Section 3.4). In order to assess contributions toward the final performances, we conduct a series of ablation tests.

4.4.1 Ablation on MefMax

MefMax finds a desirable number of classes, with an objective to balance the frequency distribution of tokens between classes. Does MefMax help achieve better generation results than possible variants of class assignment? We answer this question by comparing the final performances against two simpler variants of MefMax. We name the first variant as fixed-eq-token in which tokens are distributed in equal numbers to a fixed number of classes. The second variant, fixed-eq-freq, also assumes a fixed number of classes, but tokens are assigned to minimize the difference in the frequency distribution between classes.

Fig. 2 presents the results. Clearly, fixed-eq-freq outperforms fixed-eq-token. It indicates that a decomposition of the softmax function without consideration of the data distribution (i.e., frequency distribution) aggravates both the likelihood and token diversity performances, regardless of the number of classes. For fixed-eq-token, we find that models tend to overclassify the target class to the first class, which contains most of the total frequency, having most tokens generated from a fraction of the total vocabulary. This finding also justifies the hypothesis that balanced data distribution is an important factor in text generation.

Assigning classes based on the frequency (i.e., fixed-eq-freq) continues to improve MS-Jaccard and Self-BLEU until the number of classes reaches the class choice of MefMax. With a larger number of classes than the choice, performances either plateau or decrease, demonstrating that MefMax is capable of selecting the optimal class size. Inter-
Table 2 compares generated texts from the same prefix. While our F²-Softmax exhibits the highest usage of rare tokens, we observe two issues from the baselines. The first is that models tend to repeat the same rare token across all sentences after its first appearance (MLE). The other issue is that generated rare tokens are mostly pronouns (UL-token). Unlike the baselines, F²-Softmax utilizes the broadest range of rare tokens with significantly less, but more likely, repetitions. Further, F²-Softmax is shown to be adept at utilizing non-pronoun rare tokens, such as ‘eccentric’ or ‘vanished’.

5 Conclusion

In this paper, we proposed F²-Softmax, a simple but effective method for better learning the rich diversity in text. F²-Softmax encourages models to diversify text generation by readjusting class formation and motivating models to learn a more balanced token distribution. Quantitative and qualitative analyses validate the diversity-promoting performances of our approach. Since it can be easily adopted in replace to the traditional likelihood objective, we believe in broader applicability of F²-Softmax. Future work thus involves extending the method to other related tasks, such as machine translation and text summarization, and investigating the potential gains from transfer learning.

![Table 2: Generated texts on the Wikitext-103 test set. A prefix from the first batch was selected to avoid cherry-picking. VR denotes the ratio of very rare tokens (see Section 4.3 for the definition) against the text length. While all colored and bold-faced tokens indicate very rare tokens, green color denotes repeated tokens, and red color is reserved for non-pronoun words.](image)

| Model          | Decoupled Decoding | KLD (%) | MSJ (%) | SB (%) | Uniq |
|----------------|--------------------|---------|---------|--------|------|
| F²-Softmax     | ×                  | 0.34    | 47.3    | 83.1   | 22.4k |
| MLE            | ×                  | 0.31    | 47.4    | 81.9   | 22.6k |
| F²-Softmax     |                    | 0.13    | 52.4    | 76.1   | 25.2k |
| MLE            |                    | 0.13    | 52.4    | 76.1   | 25.2k |

Table 3: Ablation study on the decoupled decoding. MSJ and SB stand for MS-Jaccard and Self-BLEU, respectively. Scores are measured on bigram level.

![Table 3: Ablation study on the decoupled decoding. MSJ and SB stand for MS-Jaccard and Self-BLEU, respectively. Scores are measured on bigram level.](image)
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A Datasets

A.1 Melo-Lyrics Data Collection

Few datasets have been publicly available for Korean text generation, and none of them has gained public consensus as a benchmark dataset, partly due to their small sample sizes. We collect lyrics data for three rationales. First, we test our model on a language other than English. Second, a large number of songs and lyrics are available. Lastly, lyrics show distributional characteristics at odds with Wikipedia. The crawling session was held between 5th July 2019 to 29th July 2019. After crawling enough data, we discarded those containing more than ten foreign language words, except for English. English was an exception since using English in Korean lyrics is natural and common. We also manually refined the lyrics by deleting noises, including advertisements and unnecessary meta-information about the lyrics writer transcriber. The remaining data consist of roughly 478 thousand lyrics with 51 million words. Indexed data can be downloaded from the url below. We plan to release the raw data for research purposes only.

A.2 Data Statistics

The number of articles (songs), and containing words for training, test and validation phases are reported in Table 4.

|             | train | test  | valid |
|-------------|-------|-------|-------|
| # of articles | 28,475 | 60    | 60    |
| # of words   | 113,655,420 | 269,551 | 236,966 |

(a) Wikitext-103 dataset

|             | train | test  | valid |
|-------------|-------|-------|-------|
| # of songs  | 430,837 | 23,935 | 23,935 |
| # of words  | 46,343,239 | 2,566,598 | 2,501,304 |

(b) Melo-Lyrics dataset

Table 4: Statistics on the datasets

B Hyperparameter Configurations

The detailed hyperparameters used are illustrated.

B.1 Model Hyperparameters

Table 5 reports the detailed list of model hyperparameters. The dropout and drop attention ratios are chosen from a set \{0, 0.1\} based on validation losses. Sequence length is selected from a set \{512, 1024\}. We assigned 10,000 more vocabularies to training models on the Melo-Lyrics dataset, illuminating the characteristics of Korean language where words with varying forms may have similar meanings.

| Hyperparameter | Wicktext-103 | Melo-Lyrics |
|----------------|---------------|-------------|
| # of layers    | 12            | 12          |
| Hidden dimension | 512          | 512         |
| Projection dimension | 2048      | 2048        |
| # of heads     | 8             | 8           |
| Head dimension | 64            | 64          |
| Dropout        | 0.1           | 0.1         |
| Drop attention | 0             | 0           |
| Sequence length | 1024          | 312         |
| Vocabulary size | 30,000       | 40,000      |
| Total # of parameters | 69.0M        | 76.5M       |

Table 5: Model hyperparameter settings

Table 6 shows the training configurations. The learning rate, gradient clipping norm, weight decay are selected from a set \{0.00005, 0.0001, 0.00015, 0.0002, 0.00025\}, \{0.25, 5.0\}, \{0, 0.001, 0.0001\}, respectively. Batch sizes are chosen to accommodate the GPU memory constraint. We use default Adam configurations in PyTorch. Finetuning learning rate, selected from a set \{0.00001, 0.00002\}, is used to finetune UL-token-seq and FACE. Of the four variants of FACE, we use FACE-OPR, which reportedly performs best.

| Hyperparameter | Wicktext-103 | Melo-Lyrics |
|----------------|---------------|-------------|
| Batch size     | 8             | 16          |
| Learning rate  | 0.0001        | 0.0002      |
| Finetuning LR  | 0.00001       | 0.00002     |
| Finetuning step | 1500         | 1500        |
| Gradient clipping | 0.25       | 0.25        |
| Weight decay   | 0.001         | 0           |
| Optimizer      | Adam          | Adam        |
| - \beta_1      | 0.9           | 0.9         |
| - \beta_2      | 0.999         | 0.999       |
| - \epsilon     | 1e-8          | 1e-8        |

Table 6: Training hyperparameter settings

C Additional Evaluation Results

C.1 Deterministic Decoding

We put our focus on stochastic decoding, namely the top-k method in the main manuscript, results of the greedy sampling are reported in Table 7. In deterministic decoding, there is no clear method...
that outperforms the others in all of the metrics. For example, UL-token+seq exhibits the best performance in Distinct and Rep, while presenting the worst score in MS-Jaccard. Similarly, FACE improves Self-BLEU in exchange for performance loss on PPL and MS-Jaccard. Since we have seven metrics to compare, we conduct pair-wise evaluations between the compared methods, in which a method outperforms the other when a majority of metrics record higher (Table 8). Our approach beats compared methods seven out of eight times.

C.2 Stochastic Decoding

Table 9 presents more results for $k$ choices over top-$k$ sampling method. Regardless of the sampling configurations, $F^2$-Softmax exhibits lower KL-Divergence and Self-BLEU scores and higher Uniq than the other baselines. Also, our $F^2$-Softmax performs better than the other baselines at any choice of the $k$ size.
| Models  | Metrics | PPL  | KLD  | MS-Jaccard | Self-BLEU | Distinct | Rep | Uniq |
|---------|---------|------|------|------------|-----------|----------|-----|------|
|         |         | n=1 | n=2 | n=3       | n=1      | n=2      | n=3 |      |
| MLE     | 24.7    | 2.17 | 45.6 | 29.9       | 20.5     | 92.8     | 83.6 | 73.2 |
| FACE    | 29.7    | 1.67 | 47.9 | 29.9       | 19.8     | 89.6     | 73.6 | 57.3 |
| UL-token| 25.8    | 1.88 | 47.2 | 30.7       | 20.9     | 92.9     | 83.7 | 73.3 |
| UL-token+seq | 27.5 | 2.06 | 41.5 | 26.9  | 18.4 | 95.6 | 86.6 | 74.2 |
| F^2-Softmax | 25.6 | 1.63 | 49.0 | 31.2 | 21.0 | 90.2 | 78.7 | 66.3 |
| Human   | -       | -    | -    | -          | -        | -        | 95.2 | 74.1 |

(a) Wikitext-103

| Models  | Metrics | PPL  | KLD  | MS-Jaccard | Self-BLEU | Distinct | Rep | Uniq |
|---------|---------|------|------|------------|-----------|----------|-----|------|
|         |         | n=1 | n=2 | n=3       | n=1      | n=2      | n=3 |      |
| MLE     | 13.1    | 0.46 | 64.5 | 44.2       | 31.6     | 91.4     | 71.8 | 51.5 |
| FACE    | 13.9    | 0.51 | 57.7 | 39.6       | 22.8     | 92.3     | 72.5 | 55.6 |
| UL-token| 13.8    | 0.51 | 62.8 | 42.7       | 30.7     | 92.3     | 73.0 | 53.5 |
| UL-token+seq | 16.6 | 0.74 | 50.6 | 34.1 | 23.9 | 95.7 | 78.7 | 56.3 |
| F^2-Softmax | 13.2 | 0.38 | 67.4 | 45.1 | 31.7 | 90.4 | 66.6 | 43.1 |
| Human   | -       | -    | -    | -          | -        | -        | 97.5 | 76.6 |

(b) Melo-Lyrics

Table 7: Evaluation results on the greedy sampling. The abbreviations are the same as Table 1.

| Winner                   | Loser          | W-L | Dataset   |
|--------------------------|----------------|-----|-----------|
| F^2-Softmax              | MLE            | 6-1 | Wikitext-103 |
| F^2-Softmax              | FACE           | 6-1 |
| F^2-Softmax              | UL-token       | 6-1 |
| F^2-Softmax              | UL-token-seq   | 5-2 |
| FACE                     | MLE            | 4-3 |
| UL-token                 | FACE           | 4-3 |
| UL-token-seq             | FACE           | 4-3 |
| UL-token                 | MLE            | 4-3 |
| UL-token-seq             | MLE            | 4-3 |
| UL-token                 | UL-token-seq   | 4-3 |
| F^2-Softmax              | UL-token+seq   | 4-3 |
| F^2-Softmax              | UL-token       | 4-3 |
| F^2-Softmax              | MLE            | 4-3 |
| FACE                     | F^2-Softmax    | 4-3 |
| FACE                     | MLE            | 4-3 |
| UL-token                 | FACE           | 4-3 |
| UL-token                 | UL-token+seq   | 4-3 |
| MLE                      | UL-token       | 4-3 |
| MLE                      | UL-token+seq   | 4-3 |
| UL-token                 | UL-token+seq   | 4-3 |

(a) Results on pair-wise evaluations between models.

| Rank | Model          | Wins | Losses |
|------|----------------|------|--------|
| 1    | F^2-Softmax    | 7    | 1      |
| 2    | UL-token       | 5    | 3      |
| 3    | FACE           | 4    | 4      |
| 4    | MLE            | 2    | 6      |
| 5    | UL-token-seq   | 2    | 6      |

(b) Model ranking based on the number of wins in pair-wise evaluations.

Table 8: Analysis on the greedy sampling results.
| Models       | PPL | KLD  | MS-Jaccard  | Self-BLEU | Distinct | Rep | Uniq |
|--------------|-----|------|-------------|-----------|----------|-----|------|
|              | n=1 | n=2  | n=3         | n=1       | n=2      | n=3 |      |
| MLE          | 24.7| 1.51 | 52.1        | 35.6      | 24.3     | 93.4| 83.2 |
|              |     |      | 69.7        |           |          |     |      |
|              |     |      |             |           | 45.1     | 71.9| 83.0 |
|              |     |      |             |           | 0.67     |     | 8.48k|
| F^2-Softmax  | 25.6| 0.62 | 67.4        | 42.4      | 26.4     | 93.3| 71.9 |
|              |     |      | 48.1        |           | 65.7     | 89.7| 94.4 |
|              |     |      |             |           | 0.33     |     | 15.7k|
| F^2-Softmax  | 25.6| 0.59 | 67.3        | 41.9      | 25.9     | 93.4| 70.6 |
|              |     |      | 45.9        |           | 67.8     | 90.9| 95.0 |
|              |     |      |             |           | 0.22     |     | 16.2k|
| F^2-Softmax  | 25.6| 0.57 | 67.4        | 41.8      | 25.6     | 93.5| 69.5 |
|              |     |      | 44.2        |           | 69.1     | 91.5| 95.2 |
|              |     |      |             |           | 0.22     |     | 16.7k|
| F^2-Softmax  | 25.6| 0.54 | 67.2        | 41.2      | 25.2     | 93.4| 68.2 |
|              |     |      | 42.3        |           | 69.8     | 91.9| 95.3 |
|              |     |      |             |           | 0.16     |     | 17.1k|
| Human        | -   | -    | -           | -         | -        | 95.2| 74.1 |
|              |     |      |             |           | 69.1     | 92.1| 95.8 |
|              |     |      |             |           | 0.11     |     | 15.2k|

(a) Wikitext-103

| Models       | PPL | KLD  | MS-Jaccard  | Self-BLEU | Distinct | Rep | Uniq |
|--------------|-----|------|-------------|-----------|----------|-----|------|
|              | n=1 | n=2  | n=3         | n=1       | n=2      | n=3 |      |
| MLE          | 13.1| 0.39 | 64.6        | 44.9      | 31.8     | 94.7| 77.7 |
|              |     |      | 59.5        |           |          |     |      |
|              |     |      |             |           | 31.8     | 43.3| 51.3 |
|              |     |      |             |           | 11.7     |     | 22.0k|
| F^2-Softmax  | 13.2| 0.20 | 75.1        | 51.1      | 35.0     | 95.7| 75.4 |
|              |     |      | 52.5        |           | 44.5     | 57.2| 63.8 |
|              |     |      |             |           | 11.3     |     | 24.0k|
| F^2-Softmax  | 13.2| 0.19 | 76.1        | 51.7      | 35.1     | 96.3| 76.2 |
|              |     |      | 52.7        |           | 50.1     | 63.9| 70.4 |
|              |     |      |             |           | 7.5      |     | 24.3k|
|              |     |      |             |           |          |     |      |
| Human        | -   | -    | -           | -         | -        |     |      |
|              |     |      |             |           |          |     |      |

(b) Melo-Lyrics

Table 9: Evaluation results on different top-k.