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Abstract. Machine learning models in the wild can be downloaded, retrained, and redeployed. Such models have been shown to be vulnerable to Trojan attacks during training. Although different detection mechanisms have been proposed, strong adaptive attackers have been shown to be effective against them. In this paper, we aim to answer the questions considering an intelligent and adaptive adversary: (i) What is the minimal amount of instances that is required to be Trojaned by a strong attacker? and (ii) Is it possible for such an attacker to bypass a strong detection mechanisms? In particular, we provide an analytical characterization of adversarial capability and the strategic interactions between the adversary and detection mechanism that take place in such models. We characterize adversary capability in terms of the fraction of the input dataset that can be embedded with a Trojan trigger. We show that the loss function has a submodular structure, which leads to the design of computationally efficient algorithms to determine this fraction with provable bounds on optimality. We propose a Submodular Trojan algorithm to constructively determine the minimal fraction of samples to inject a Trojan trigger. To evade detection of the Trojaned model by potential detectors, we model the strategic interactions between the adversary and Trojan detection mechanism as a two-player game. We show that the adversary wins the game with probability one, thus bypassing detection. We establish this by proving that output probability distributions of a Trojan model and a clean model are identical when following our proposed Min-Max (MM) Trojan algorithm. We perform extensive evaluations of our algorithms on MNIST, CIFAR-10, and EuroSAT datasets. The results validate our theoretical analysis by demonstrating that (i) with Submodular Trojan algorithm, the adversary needs to embed a Trojan trigger into a very small fraction (≈ 5%) of samples to achieve high accuracy on both Trojan and clean samples (e.g., 97% and 85% for EuroSAT), and (ii) the MM Trojan algorithm yields a trained Trojan model that evades detection with probability one.

1 Introduction

Deep neural networks (DNNs) used for machine learning (ML) in data-intensive applications such as computer vision [25], healthcare [10], autonomous driving [6], and game-playing [36] have achieved impressive levels of performance. Large amounts of data and extensive computing resources required to train DNNs have resulted in widespread adoption of online ML platforms [1, 2, 3]. These platforms offer ready-to-use ML models and architectures for specific applications (e.g., image classification). However, when such
‘models in the wild’ are downloaded, retrained, and uploaded by a user, the training data might contain adversarial examples \cite{14} or Trojans/trapdoors \cite{15}, which will cause the model to misbehave. Recent research has focused on making large ML models safe for use and explainable \cite{39}. Preventing insertion of adversarial inputs and detecting embedding of Trojans is a daunting task, since trigger sizes are typically imperceptible, and Trojan samples might form a negligible fraction of the entire training data set.

Due to the computational complexity of detecting Trojans, novel approaches from the systems design, algorithms, and optimization perspectives, as well as domain knowledge, have been gaining the attention of researchers. However, most defenses either assume that (i) model hyperparameters are available \cite{23}, \cite{27}, \cite{28}, \cite{43}, or (ii) a pre-processing module can be added to the target model \cite{29}. Such assumptions restrict a defense strategy to a particular application or class of attacks. Solution approaches that make use of reinforcement learning (RL) \cite{30} or multi-armed bandit algorithms \cite{35} as well as randomized testing \cite{41} hold high promise. These methods combine exploration of the environment and exploitation of current knowledge, and offers generalizability across application domains.

Among these, the most prominent methodology to detect Trojans is the use of randomized testing strategies. Such techniques make use of the observation that given two different DNNs, which for all practical purposes provide the same outputs on known inputs, will not provide the same output when presented with a random (unseen) input selected by the tester. An effective randomized testing algorithm called meta-neural Trojan detection (MNTD) was recently proposed in \cite{41}. MNTD used only black-box access to the models, and constructed multiple shadow models (combination of Trojan and non-Trojan models) to learn a binary classifier which determined whether a model was Trojan or not. The key insight guiding the success of MNTD was that probability distributions of outputs from Trojan and non-Trojan models will be different, even though both models might have similar accuracies. MNTD was shown to have high success rates when evaluated on multiple applications, including speech, natural language processing, and images.

In \cite{31}, it was observed that if a Trojan embedding were to also be trained either through knowledge distillation \cite{20}, or actual training images themselves, then such trained models could effectively bypass random input-based detectors 100% of the time. This experimental result begs the question, “How to characterize adversary capability and the strategic interactions that take place in such models?”

In this paper, we answer the above question by partitioning it into: (i) characterizing adversary capability in terms of the fraction of the input dataset available to use for adversary training, and (ii) developing a strategic game-theoretic model characterizing performance, and showing that the results obtained in \cite{31} is a consequence of the game model. We consider two types of threat models. First, we assume that the adversary can embed a Trojan into a fraction of the dataset, while parameters of the detector remain fixed. Second, we consider the case that detector parameters are also being optimized to detect a Trojan model. In this case, the adversary is assumed to have knowledge of statistical parameters used by the detector, and the adversary objective is to bypass detection by the well-trained, optimized detector. We provide bounds on optimality for (i), and detailed experiments evaluating our solutions for (i) and (ii) using the MNIST \cite{26}, CIFAR-10 \cite{24}, and EuroSAT \cite{19} datasets. Our analysis and experiments reveal that the formulation is consistent with results in \cite{31}.

We make the following key contributions:
When the adversary can access a fraction $\alpha$ of training samples, we obviate the need for RL or bandit algorithms. We accomplish this by showing that the loss function has a submodular structure in $\alpha$. A direct consequence of this formulation is the design of a computationally efficient Submodular Trojan algorithm with bounds on optimality.

We model the strategic interaction between the adversary and a state-of-the-art Trojan detector as a two-player game, and prove that the adversary wins this game with probability one. We establish this by showing that output probability distributions of a Trojan model is identical to that of a clean model when following our proposed Min-Max Trojan algorithm, while maintaining high accuracy of classification.

We carry out extensive experiments on three datasets: MNIST [26], CIFAR-10 [24], and EuroSAT [19]. Our algorithms can also be evaluated on other widely used datasets including CIFAR-100 [24] and GTSRB [37].

The rest of this paper is organized as follows: Sec. 2 discusses related work, Sec. 3 introduces the problem setup, Sec. 4 formulates and derives the Submodular Trojan optimization algorithm, Sec. 5 presents the game-theoretic model and the Min-Max (MM) Trojan algorithm, Sec. 6 presents experimental results, Sec. 7 discusses extensions when some assumptions are relaxed, and Sec. 8 concludes the paper.

## 2 Related Work

We place our contributions in this paper in the context of related work in backdoor attacks on ML models, detecting Trojan models, and mitigating the impact of backdoors.

### 2.1 Trojan Attacks on ML Models

The authors of [22] demonstrated that pre-trained ML models might be maintained by untrustworthy entities, consequently resulting in severe security implications to a user of the model. They introduced a class of model-reuse attacks, wherein a host system running this model could be induced to misbehave on specific inputs in a predictable way. A notion of latent backdoors was introduced in [42], which are backdoors that are preserved during a transfer learning process. As a result, if a model obtained after the transfer learning procedure includes the target label of the backdoor, it can be activated by an appropriate input. This work additionally showed that defending against latent backdoors involves a tradeoff between cost and classification accuracy.

Model or data poisoning by an adversary has also been shown to be an effective attack strategy. An algorithm in [12] efficiently identified vulnerable bits of model weights stored in memory. These bits were flipped using existing bit-flipping methods, which transformed a deployed DNN model into a Trojan model. In a concurrent work [9], targeted weight perturbations were used to embed backdoors into convolutional neural networks deployed for face-recognition. In contrast to the model poisoning methods described above, the training set of an ML model was poisoned in [34]. The adversary in this case had the ability to control the outcome of classification for the poisoned data, while performance of the model was maintained for ‘clean’ samples.
2.2 Detecting Trojan Models

An intuitive defense against data poisoning attacks is to develop techniques to remove suspicious samples from the training data. Backdoor attacks were shown to leave a distinct spectral signature in the covariance of the feature representation learned by a neural network in [38]. The spectral signature, in addition to detecting corrupted training examples, also presents a barrier to the crafting and design of backdoors to ML models. Gradients of loss function at the input layer of a neural network were used to extract signatures to identify and eliminate poisoned data samples in [7] even when the target class and ratio of poisoned samples were unknown. In situations where the spectral signature of poisoned samples was not large enough to be detected, the authors of [18] used robust covariance estimation to amplify the spectral signature of poisoned data to enhance their detectability.

When the ML model has an embedded Trojan, it is natural to design methods to detect such models by identifying potential triggers. A method to detect and reverse engineer embedded triggers in DNNs called NeuralCleanse was proposed in [40]. NeuralCleanse devised an optimization scheme to determine the smallest trigger required to misclassify all samples from all labels to the target label. However, the target label may not be known, and the requirement to consider all labels as a potential target label makes this a computationally expensive procedure. An improvement on NeuralCleanse called TABOR was developed in [17]. TABOR used a combination of heuristics and regularization techniques to reduce false positives in Trojan detection. Differences in explanations of outputs of a clean model and a Trojan model, even on clean samples, were used to identify Trojan models in [21]. This was achieved without requiring access to samples containing a trigger.

A Trojan detection method called DeepInspect proposed in [8] used conditional generative models to learn probability distributions of potential triggers while having only black-box access to the deployed ML model and without requiring access to clean training data. To overcome a limitation of [8] (and of [40]) that there is exactly one target label, the authors of [41] proposed Meta-Neural Trojan Detection (MNTD). MNTD only required black-box access to models and trained a meta-classifier to identify if the model was Trojan or not. Multiple shadow models (combination of clean and Trojan models) were generated and their representations were used to learn a binary classifier. At test-time, the representation of the target model was provided to the classifier to determine whether it was a Trojan model or not. MNTD was demonstrated to have a high success rate when evaluated on a diverse range of datasets, including images, speech, and NLP.

2.3 Mitigating Impact of Backdoors

Once an embedded Trojan has been detected, a question arises if methodologies can be developed to remove or reduce the impact of a backdoor, while maintaining the performance of the ML model on clean inputs. The Fine-pruning method in [23] proposes to deactivate neurons that are not enabled by clean inputs. It then uses a tuning procedure to restore some of the deactivated neurons to mitigate the reduction in classification accuracy due to pruning. An empirical approach to determine different values and types of noise that could suppress a backdoor and classify an image to its true prediction was presented in [23]. The optimal number of noisy copies required for majority voting to improve classification accuracy of backdoored images was then computed. A run-time Trojan attack detection system
called STRIP was developed in [12]. The input-agnostic property of a trigger was exploited as a weakness of Trojan attacks. The entropy of predicted labels of a model arising from random perturbations to inputs to the model was used to identify the presence of a backdoor. A low value of entropy usually corresponded to the presence of a backdoor, since the presence of a trigger in the input was likely to classify the input to a specific target class. This method was independent of model architecture and size of trigger. A comprehensive survey of backdoor attacks and defenses against such attacks can be found in [11].

2.4 Bypassing Trojan Detection

The authors of [31] observed that Trojan detection mechanisms that use a randomized set of inputs at test time can be effectively bypassed if the Trojan embedding was trained using actual training images, or through knowledge distillation. In this paper, we characterize adversary capability and strategic interactions between the Trojan model and detector to provide an analytical framework for empirical results presented in [31].

3 Setup

This section provides a brief description of our setup. We describe data poisoning attacks on ML systems and methods to detect Trojan models. The objective in this paper is for the adversary to (i) minimize the fraction of samples into which a Trojan needs to be embedded, and (ii) evade detection by an adaptive detection mechanism. The adversary simultaneously aims to maintain high accuracy of classifying clean samples correctly and classifying Trojan samples to the target class.

3.1 Data Poisoning Attacks against DNN Classifiers

Let \( \{C_1, \ldots, C_k\} \) be a set of classes and \( \mathcal{D} = \{(x_i, Y^*_i)\} \) be a dataset, where \( x_i \in \mathbb{R}^{d \times d} \) is the \( i^{th} \) sample in the dataset, and \( Y^*_i \) is a \( k \)-dimensional vector such that the \( j^{th} \) entry \( Y^*_{i,j} = 1 \) if \( x_i \) is of class \( j \in \{1, \ldots, k\} \) and \( Y^*_{i,j} = 0 \) otherwise. The vector \( Y^*_i \) correctly labels each sample \( x_i \) to its class. Using the dataset, Deep Neural Network (DNN) classifiers are trained to predict the most relevant class among \( k \) possible classes for a given input. The DNN classifier outputs a function \( f(x; \theta) \) for input sample \( x \), where \( \theta \) represents hyperparameters of the DNN. Output \( f(x; \theta) \) is a probability vector of dimension \( k \), whose \( j^{th} \) entry, denoted as \( f^j(x; \theta) \), gives the probability that \( x \) belongs to class \( j \). The sample \( x \) is assigned to the class that has the highest probability in \( f(x; \theta) \), i.e., \( x \in C_i \) if \( f^i(x; \theta) > f^j(x; \theta) \forall j \neq i \).

DNN classifiers have been shown to be vulnerable to data poisoning attacks. An adversary can embed a Trojan trigger \( \delta \) into a sample \( x \) to modify it as \( x' = x \times (1 - \Delta) + \delta \times \Delta \), where \( \Delta \) is a mask specifying the location of the trigger. By poisoning a subset samples in the dataset, the adversary can bias the classifier such that the classifier returns the true class for samples that do not contain the trigger and returns a predefined output label \( Y_T \) for Trojan samples that contain the trigger \( \delta \).

We denote the set of modified samples as \( \mathcal{D}_T = \{(x'_i, Y_T)|x_i \in \mathcal{D}, x'_i = x_i \times (1 - \Delta) + \delta \times \Delta\} \) and the overall dataset as \( \mathcal{D}_p = \mathcal{D}_T \cup \mathcal{D} \). To train a Trojan model, the adversary minimizes a loss function that measures the difference between the expected output (the
true label for clean samples and desired label for Trojan samples) and the output of the model on the dataset $\mathcal{D}_p$ of size $|\mathcal{D}_p|$:  
\[
\min_\theta \frac{1}{|\mathcal{D}_p|} \sum_{(x_i, y_i) \in \mathcal{D}_p} \mathcal{L}_{CE}(y_i, f(x_i; \theta)), \tag{1}
\]
where $\mathcal{L}_{CE}(y_i, f(x_i; \theta)) := -y'_i \log(f(x_i; \theta))$ is the cross-entropy, and logarithm is taken element-wise. Note that to train a clean model the adversary substitutes $\mathcal{D}_p$ with $\mathcal{D}$.

3.2 Trojan Model Detection

In order to detect Trojan models, we use an insight based on MNTD [41] that Trojan embedded models and clean models yield similar outputs for clean samples, while having different decision boundaries for randomly generated samples. To distinguish a Trojan model from a clean (no Trojan embedded) model, MNTD trains a set of a clean models with the same structure as the target model and a set of Trojan models for different triggers and desired outputs. It then learns a discriminator on the output of these models for random image inputs. The discriminator was shown to be able to achieve high accuracy in detecting Trojan models. While MNTD uses a model-based discriminator, the discriminator in our framework (detailed in Section 5) is instance-based. The Trojan model detector in this paper is a binary classifier learned using multiple outputs from clean and Trojan models.

4 Submodular Algorithm for Optimal Trojan Embedding

Neural networks that comprise deep ML models are described by nonlinear functions, which makes it extremely challenging for an adversary to simultaneously determine the fraction of data into which a Trojan needs to be embedded and optimize hyperparameters of the Trojan model. In this section, we show that when the Trojan model hyperparameters are fixed, the worst-case loss function for the adversary has a supermodular structure. This property guides the design of a computationally efficient Submodular Trojan algorithm to determine the optimal fraction $\alpha$ of the data into which the Trojan needs to be embedded. We will then show how such attacker can bypass Trojan model detectors in Sec. 5.

4.1 Attacker Strategy

We assume that the adversary can embed a Trojan into a fraction of the dataset, while detector parameters remain fixed. We consider a situation where an adversary can download and train a publicly available dataset, but can perturb or poison only a fraction $\alpha$ of samples. The objective of the adversary is to embed a backdoor into the model by poisoning as few samples as possible. Our intuition is that the insertion of a backdoor comes at a cost to the adversary- e.g., a resource cost, revealing its presence, etc. The adversary is assumed to have access to adequate computational resources to train a local model and estimate the portion of data that needs to be poisoned. We assume that all samples are equivalent in the sense that embedding a Trojan into any subset of $S$ samples will result in the same magnitude of the loss function. We provide an analysis of this threat model in Section 4.2.
4.2 Analysis and Algorithm

We let $f_T(\cdot; \theta_T)$ denote the Trojan model, parameterized by $\theta_T$. Let $D_C$ denote the clean data available to the adversary from the dataset of interest, $D_T \subset D_C$ be the samples in $D_C$ into which the Trojan is embedded by the adversary. Let $|D_C| = N$, and $|D_T| = \lfloor \alpha N \rfloor$. The fraction $\alpha$ is also termed the poisoning ratio. We use $Y_T$ and $Y_C$ to denote the probability distribution vectors to label Trojaned samples and clean samples, respectively. Let $x_T^i$ and $x_C^i$ denote the $i^{th}$ sample in $D_T$ and the $i^{th}$ sample in $D_C$, respectively. We assume that the samples are generated uniformly and that the adversary uses the cross-entropy loss to train the Trojaned model $f_T(\cdot; \theta_T)$. The adversary aims to minimize a loss function:

$$
\min_{\theta_T, \alpha} \mathcal{F}_T(\theta_T, \alpha) = \frac{1}{\alpha N} \sum_{i=1}^{\lfloor \alpha N \rfloor} \mathcal{L}_{CE}(Y_T, f_T(x_i; \theta_T)) \tag{F_T^A(\theta_T, \alpha)}
$$

$$
+ \frac{1}{(1 - \alpha)N} \sum_{i=1}^{\lceil (1-\alpha)N \rceil} \mathcal{L}_{CE}(Y_C, f_T(x_i; \theta_T)) \tag{F_T^C(\theta_T, \alpha)}
$$

where $F_T^A(\theta_T, \alpha)$ and $F_T^C(\theta_T, \alpha)$ are the loss induced by Trojan embedding and training over clean samples, respectively. In Eqn. (2), $\lfloor \alpha N \rfloor$ and $\lceil (1-\alpha)N \rceil$ are used to enforce the constraint that the summations are carried out over integers. Jointly optimizing over $\theta_T$ and $\alpha$ is a difficult problem to solve since $\theta_T$ implicitly depends on the fraction of data $\alpha$ that has been embedded with the Trojan. Instead, we develop a framework for the adversary to alternate between computing $\alpha$ and $\theta_T$. At each iteration, the adversary computes $\alpha$ via the Submodular Trojan algorithm with $\theta_T$ fixed, which will be detailed in Algorithm 4.1 and uses this value of $\alpha$ to optimize $F_T$ over $\theta_T$. For arbitrary neural network architectures, it is difficult to explicitly identify the mapping from $\alpha$ to $F_T(\theta_T, \alpha)$. To this end, we first derive a bound on $F_T(\theta_T, \alpha)$ for any $\theta_T$ and $\alpha$. We then show how $\alpha$ impacts the bound.

**Proposition 4.1.** For any given $\theta_T$ and $\alpha$, there exists a function $\bar{F}_T(\theta_T, \alpha) \geq F_T(\theta_T, \alpha)$, such that

$$
\bar{F}_T(\theta_T, \alpha) = -\frac{1}{\alpha N} \sum_{i=1}^{N} \mathcal{L}_{CE}(Y_T, f_T(x_i; \theta_T)) - \frac{1}{(1 - \alpha)N} \sum_{i=1}^{N} \mathcal{L}_{CE}(Y_C, f_T(x_i; \theta_T)).
$$

**Proof.** By definition, models $f_T$ and $f_C$ give the probability distributions over classes. Thus, we have that $f_T(x; \theta), f_C(x; \theta) \in [0, 1]^k$, where $k$ is the number of classes. By the definition of logarithm, we have that

$$
- \frac{1}{\alpha N} \sum_{i=1}^{\lfloor \alpha N \rfloor} (Y_T^i \log(f_T(x_T^i; \theta_T))) \leq - \frac{1}{\alpha N} \sum_{i=1}^{\lfloor \alpha N \rfloor} (Y_T^i \log(f_T(x_T^i; \theta_T))),
$$

$$
- \frac{1}{(1 - \alpha)N} \sum_{i=1}^{\lceil (1-\alpha)N \rceil} (Y_C^i \log(f_T(x_C^i; \theta_T))) \leq - \frac{1}{(1 - \alpha)N} \sum_{i=1}^{\lceil (1-\alpha)N \rceil} (Y_C^i \log(f_T(x_C^i; \theta_T))).
$$
which yields the desired result. \qed

Proposition 4.1 establishes an upper bound $\bar{F}_T(\theta_T, \alpha)$ for the loss function of the adversary. In the following, we show that $\bar{F}_T(\theta_T, \alpha)$ is supermodular in $\alpha$ (or, $-\bar{F}_T(\theta_T, \alpha)$ is submodular in $\alpha$). Our intuition for exploring the supermodular property of the loss function is as follows: let $0 < \alpha \ll 1$ be such that the adversary chooses only a very small fraction of clean data into which to embed Trojans. After the model has been trained with this training set, during inference, the model will have a smaller loss value corresponding to clean data samples and a much higher loss corresponding to Trojaned data. When the model is retrained with a larger value of $\alpha$, the inference loss corresponding to clean data will increase while that corresponding to Trojaned data will decrease. Therefore, we posit that gradually increasing $\alpha$ will result in a threshold value at which the total inference loss will be minimum. We state a definition of DR-submodularity from [5] that will be used to prove the main result of this section.

Definition 4.2 (Table II in [5]). A function $f(\cdot)$ defined over $X \subseteq \mathbb{R}^n$ satisfies the diminishing returns (DR) property if for all $a \leq b \in X$, for all $i \in n$, for all $k \in \mathbb{R}_+$ such that $(kX_i + a)$ and $(kX_i + b)$ are still in $X$, it holds, $f(kX_i + a) - f(a) \geq f(kX_i + b) - f(b)$. $f(\cdot)$ is called a DR-submodular function. Moreover, when $f$ is twice differentiable function, DR-submodularity is equivalent to $\nabla_{ij}^2 f(x) \leq 0$, for all $i, j$.

If a function $F$ is submodular, then $-F$ is supermodular. The following result proves that $\bar{F}_T(\theta_T, \alpha)$ is supermodular by showing that $-\bar{F}_T(\theta_T, \alpha)$ is DR-submodular in $\alpha$.

Theorem 4.3. The function $\bar{F}_T(\theta_T, \alpha)$ defined in Proposition 4.1 is supermodular in $\alpha$.

Proof. We prove the statement by showing that $-\bar{F}_T(\theta_T, \alpha)$ is DR-submodular in $\alpha$. Taking the second derivative of $-\bar{F}_T(\theta_T, \alpha)$ yields

$$\frac{2}{\alpha^3 N} \sum_{i=1}^{N} (Y_i^T \log(f_T(x_i^T; \theta_T))) + \frac{2}{(1-\alpha)^3 N} \sum_{i=1}^{N} (Y_i^T \log(f_T(x_i^T; \theta_T))) \leq 0.$$ 

By Definition 4.2, $-\bar{F}_T(\theta_T, \alpha)$ is DR-submodular with respect to $\alpha$, and thus $\bar{F}_T(\theta_T, \alpha)$ is supermodular in $\alpha$. \qed

Theorem 4.3 enables design of a computationally efficient Submodular Trojan algorithm to approximate the optimal value of $\alpha$ [4]. Algorithm 4.1 describes the procedure. The algorithm begins with an initial value of $\alpha = \alpha^0$. At each stage, $\alpha$ is increased by a stepsize $\gamma$, and the difference between the values of $\bar{F}_T$ at successive iterations is compared. The algorithm terminates when the cumulative step size $\gamma$ is $\geq 1$. The following result characterizes the worst-case cost $\bar{F}_T(\theta_T, \alpha)$.

Proposition 4.4. Let $\bar{F}_T(\theta_T, \alpha) \in [\lambda, \beta]$. Then the fraction of samples $\alpha$ that contain a Trojan returned by Algorithm 4.1 ensures that $\bar{F}_T(\theta_T, \alpha) \leq e^{-\lambda} \lambda + (1 - \frac{1}{\epsilon}) \beta$.

Proof. Using Theorem 4.3, we have that $\beta - \bar{F}_T(\theta_T, \alpha)$ is non-negative and submodular. From [4 Corollary 1], we have that Algorithm 4.1 achieves $\beta - \bar{F}_T(\theta_T, \alpha) \geq \frac{1}{\epsilon} (\beta - \lambda)$ with sublinear convergence rate. Rearranging the terms yields the desired result. \qed
**Algorithm 4.1** Submodular Trojan

**Input:** Clean dataset $D_C$, clean model function $f_C(\cdot, \theta_C)$ with its pre-trained weights $\theta_C$, Trojaned model weights $\theta_T$, step size $0 < \gamma < 1$, function $\bar{F}_T$.

**Output:** Fraction of clean data to embed Trojan $\alpha$.

1: Initialize $\gamma^0 \leftarrow \gamma$, $\alpha^0 \leftarrow \gamma$, $t \leftarrow 0$, $c^t \leftarrow 0$
2: while $c^t < 1$ do
3: \[ v^t \leftarrow \underset{v \leq 1 - \alpha}{\text{arg max}} \langle v, -\nabla \bar{F}_T(\theta_T, \alpha) \rangle \]
4: \[ \gamma' \leftarrow \gamma \]
5: \[ \gamma' \leftarrow \min\{\gamma', 1 - c^t\} \]
6: \[ \alpha^t \leftarrow \alpha^{t-1} + \gamma' v^t \]
7: \[ c^{t+1} \leftarrow c^t + \gamma' \]
8: end while
9: return $\alpha^{t-1}$

The results in this section and the Submodular Trojan algorithm assumed that detector parameters remained fixed when optimizing over $\theta_T$ and $\alpha$. In practice, detection mechanisms might adapt or tune their parameters in response to adversary behavior. The adversary, in turn, will modify its behavior to prevent detection of the Trojan model. We subsequently describe how to train $\theta_T$ for the adversary while incorporating interactions with an adaptive detection mechanism. Parameters of the detector will be optimized in response to adversary parameters, motivating development of a game-theoretic framework.

## 5 Two-Player Game Model: Min-Max Trojan Algorithm

In this section, we model strategic interactions between the Trojan ML model (adversary) and detection mechanism as a two-player game. We show that the detector will not be able to distinguish between outputs of a clean and a Trojan model by proving that solving the game results in the adversary winning with probability one. This analytical characterization is consistent with results in [31], and informs the design of the Min-Max Trojan (MM Trojan) algorithm.

### 5.1 Threat Model in the Two-Player Game

In Section 4, we showed how the adversary could compute the optimal fraction of samples into which a Trojan needs to be embedded. Now, suppose that the Trojan model is trained by sending data to a possibly untrustworthy third-party (strong adversary) that possesses adequate computational resources. A user might use a test dataset (which has been independently evaluated on a clean model) to evaluate the learned model. However, the adversary is aware of this possibility and aims to train a model that will be undetectable to random input-based Trojan detection mechanisms. In this setting, the adversary is assumed to have knowledge of statistical parameters used by the detector. We evaluate three settings:

- **Clean model** is trained to have a high accuracy of classifying clean samples correctly.
Baseline Trojan is trained to have a high accuracy of (i) classifying clean samples correctly, and (ii) classifying Trojan samples to the target class. The Baseline Trojan is not trained to evade a trained detector, and thus can be identified by an effective state-of-the-art detection mechanism such as MNTD [41].

MM Trojan is trained to accomplish the objective of the Baseline Trojan, and additionally, consistently bypass a trained game-based detector. We characterize and analyze the MM Trojan model in Section 5.2.

While a model with no constraints (Clean) is expected to have the highest accuracy, the accuracy of the Baseline and MM Trojan models might be lower since multiple optimization parameters might tradeoff against each other. MM Trojan will be additionally optimized to satisfy the ‘constraint’ of bypassing a trained detector.

---

Fig. 1: Schematic of Trojan model training. Output of the min-max game returns the trained Trojan model \( f^*_T \) and the trained detector \( h^*_D \). \( D_C, D_T, \) and \( D_R \) represent the set of clean samples, the set of samples containing a Trojan trigger, and the set of randomly generated samples, respectively. The dataset \( D_T \subset D_C \) is the fraction of samples (\( \alpha \)) embedded with a Trojan, as computed by the Submodular Trojan algorithm. The dataset \( D_R \) is used by the detector \( h_D \) to distinguish between outputs of a clean model \( f_C \) and a Trojan model \( f_T \). Training data for \( h_D \) consist of outputs of \( f_C \) (with label “0”) and \( f_T \) (with label “1”).

---

5.2 Analysis and Algorithm

We observe that the adversary and the detection mechanism have conflicting objectives—while the detection mechanism aims to identify whether outputs corresponding to a set of random inputs are coming from a clean or a Trojan model, the adversary aims to ensure that the backdoor in the Trojan model remains undetectable. This interaction can be modeled as a two-player game between the Trojan model (generator) and detector (discriminator) [13]. Figure 1 illustrates the overall setup. We denote the clean model by \( f_C \), the Trojan model by \( f_T \), and the detector by \( h_D \).
Let $p_C$ be the distribution from which each data sample $x_i \in \mathcal{D}_C$ is drawn from. We denote the set of (random) data samples used by $h_D$ to detect Trojan models by $\mathcal{D}_R$, which satisfies $\mathcal{D}_R \cap \mathcal{D}_C = \emptyset$. Let $\theta_D$ and $\theta_T$ denote weights of neural networks that parameterize the detector $h_D$ and the Trojan model $f_T$. For brevity, we define $z_T := f_T(x_R; \theta_T)$ and $z_C := f_C(x_R)$. Then the output of $h_D$ is of the form, $h_D(z; \theta_D)$, representing the probability that an input $z$ is generated by the clean model $f_C$. The probability that an input $z$ is generated by the Trojan model can be represented as $1 - h_D(z; \theta_D)$. The interaction between the Trojan ML model and detector evolves in an iterative manner. Each training iteration consists of two steps: (1) updating hyperparameters of $h_D$, and (2) updating hyperparameters of $f_T$.

\begin{algorithm}[H]
\caption{Algorithm 5.1 Min-Max (MM) Trojan}
\begin{algorithmic}[1]
\Require $f_C(\cdot; \theta_C), f_T(\cdot; \theta_T), \mu, \sigma, \alpha, \beta, \gamma_1, \gamma_2, \gamma_3 > 0$
\For{$i = 1 : \bar{\alpha}$}
\State $\mathcal{D}_R \leftarrow \{ x : x \sim \mathcal{N}(\mu, \sigma) \}$
\State $\mathcal{S} \leftarrow \{ [f_T(\text{img}; \theta_T), 1], [f_C(\text{img}; \theta_C), 0] : \forall x \in \mathcal{D}_R \}$
\State $L_1 = \frac{1}{|\mathcal{S}|} \sum_{(q,s) \in \mathcal{S}} \frac{\partial}{\partial \theta_D} \mathbb{L}_{CE}(h_D(q; \theta_D), s)$
\State $\theta_D \leftarrow \theta_D - \gamma_1 L_1$
\State $L_2 = \frac{1}{N} \sum_{i \in \mathcal{D}_R} \frac{\partial}{\partial \theta} \mathbb{L}_{CE}(h_D(f_T(x; \theta_T); \theta_D), 1)$
\For{$(x^k, y^k) \in \mathcal{D}_T$}
\State $L_3 = L_3 + \frac{\partial}{\partial \theta} \mathbb{L}_{CE}(Y_k, f_T(x_k; \theta_T))$
\EndFor
\State $\theta_T \leftarrow \theta_T + \gamma_2 L_2 - \gamma_3 L_3$
\EndFor
\end{algorithmic}
\end{algorithm}

In the first step, the Trojan model detector gathers outputs of clean and Trojan models for randomly generated inputs and labels them with 0 if outputs are coming from clean models and 1 if they are coming from a Trojan model. Let $\bar{p}_T$ and $\bar{p}_C$ denote probability distributions over all possible outputs $z_T$ and $z_C$, respectively. The detector then uses data of the form $\{(z_C, 0), (z_T, 1)\}$ to update its parameters. The training procedure of the detector can be modeled as an optimization problem given by:

$$
\max_{\theta_D} \mathbb{E}_{z_T \sim \bar{p}_T}[\log(1 - h_D(z_T; \theta_D))] + \mathbb{E}_{z_C \sim \bar{p}_C}[\log(h_D(z_C; \theta_D))].
$$

In the second step, the Trojan model uses outputs of the detector to update its hyperparameters. The Trojan model maintains high accuracy on both clean and Trojan samples by jointly optimizing

$$
\min_{\theta_T} \mathbb{E}_{z_T \sim \bar{p}_T}[\log(1 - h_D(z_T; \theta_D))] + \mathbb{E}_{x_T \sim p_C}[\mathbb{L}_{CE}(Y_T, f(x_T; \theta_T))]
$$

$$
+ \mathbb{E}_{x_C \sim p_C}[\mathbb{L}_{CE}(Y_C, f(x_C; \theta_T))].
$$

Let $p_R(x_R)$ be the probability distribution over data samples $x_R \in \mathcal{D}_R$. Note that the term $\log(h_D(f_C(x_R); \theta_D))$ is independent of $\theta_T$. In addition, the terms $\mathbb{L}_{CE}(Y_T, f(x_T; \theta_T))$ and $\mathbb{L}_{CE}(Y_C, f(x_C; \theta_T))$ are independent of $\theta_D$. Thus we can formulate the overall problem...
as a min-max optimization problem as follows:

\[
\min_{\theta_T} \max_{\theta_D} \mathbb{E}_{x_T \sim p_R}[\log(1 - h_D(f_T(x_T; \theta_T); \theta_D))] + \mathbb{E}_{x_T \sim p_R}[\log(h_D(f_C(x_T); \theta_D))] \\
+ \mathbb{E}_{x_T \sim p_C}[\mathcal{L}_{CE}(Y_T, f(x_T; \theta_T))] + \mathbb{E}_{x_C \sim p_C}[\mathcal{L}_{CE}(f(x_C; \theta_T))].
\]

(5)

The main result of this section establishes that the game between the detector and the Trojan model described by Equations (3) and (4) always results in the Trojan model winning the game. We show this by analyzing the equilibrium of this game, the output probability distributions of the Trojan and clean models are identical. This means that the detector will not be able to distinguish between the two.

**Proposition 5.1.** Let \( z_T := f_T(x_T; \theta_T) \) and \( z_C := f_C(x_T) \). Let \( \bar{p}_T \) and \( \bar{p}_C \) denote probability distributions associated with the samples \( z_T \) and \( z_C \), respectively. Then the optimal solution of the min-max optimization problem in Eqn. (5) is such that \( \bar{p}_T = \bar{p}_C \).

**Proof.** For a fixed \( \theta_T \), consider the maximization part of the min-max problem in Eqn. (5):

\[
\mathbb{E}_{x_T \sim p_R}[\log(1 - h_D(f_T(x_T; \theta_T); \theta_D))] + \mathbb{E}_{x_T \sim p_R}[\log(h_D(f_C(x_T); \theta_D))]
\]

\[
= \int_{z_T} \bar{p}_T(z) \log(1 - \bar{h}_D(z; \theta_D)) dz + \int_{z_T} \bar{p}_C(z) \log(\bar{h}_D(z; \theta_D)) dz,
\]

where the first two equalities hold by variable substitution, and the last equality holds by the definition of expectation.

To complete solving the maximization sub-problem, we leverage the fact that for any \((a, b) \in \mathbb{R}^2 \setminus \{0, 0\}\), the function \( x \to a \log(1 - x) + b \log(x) \) achieves its maximum in \([0, 1]\) at \( \frac{b}{a+b} \). Therefore, for a fixed \( \theta_T \), \( h_D(z, \theta^*_T) = \frac{\bar{p}_C(z)}{\bar{p}_T(z) + \bar{p}_C(z)} \) when \( \theta_T \) is given.

With the above value of \( h_D(z, \theta^*_T) \), consider the minimization part of Eqn. (5). We have

\[
\int_{z} \bar{p}_T(z) \log \left(1 - \frac{\bar{p}_C(z)}{\bar{p}_T(z) + \bar{p}_C(z)}\right) dz + \int_{z} \bar{p}_C(z) \log \left(\frac{\bar{p}_C(z)}{\bar{p}_T(z) + \bar{p}_C(z)}\right) dz
\]

\[
= \int_{z} \bar{p}_T(z) \log \left(\frac{\bar{p}_T(z)}{\bar{p}_T(z) + \bar{p}_C(z)}\right) dz + \int_{z} \bar{p}_C(z) \log \left(\frac{\bar{p}_C(z)}{\bar{p}_T(z) + \bar{p}_C(z)}\right) dz.
\]

(6)

The two terms in Eqn. (6) can be interpreted as KL divergences between probability distributions. The KL divergence between two probability distributions \( p \) and \( q \) is defined by

\[
KL(p || q) := \int_{-\infty}^{+\infty} p(x) \log \left(\frac{p(x)}{q(x)}\right) dx.
\]

Thus, \( \int_{-\infty}^{+\infty} p(x) \log \left(\frac{p(x)}{q(x)}\right) dx = KL(p || (p + q)/2) \). Here, \((p + q)/2\) is used to ensure validity of the probability distribution such that \( \int f_x(p(x) + q(x))/2 = 1 \). Substituting in Eqn. (6), we obtain

\[
\int_{z} \bar{p}_T(z) \log \left(\frac{\bar{p}_T(z)}{\bar{p}_T(z) + \bar{p}_C(z)}\right) dz + \int_{z} \bar{p}_C(z) \log \left(\frac{\bar{p}_C(z)}{\bar{p}_T(z) + \bar{p}_C(z)}\right) dz
\]

\[
= KL\left(\bar{p}_T \parallel \frac{\bar{p}_T + \bar{p}_C}{2}\right) + KL\left(\bar{p}_C \parallel \frac{\bar{p}_T + \bar{p}_C}{2}\right).
\]
The minimum is achieved when \( \tilde{p}_T = \frac{\tilde{p}_T + \tilde{p}_C}{2} \), or equivalently, when \( \tilde{p}_T = \tilde{p}_C \).

Proposition 5.1 shows that the detector will not be able to distinguish between probability distributions of the Trojan and clean model outputs since they are identical (i.e., \( \tilde{p}_T = \tilde{p}_C \)). Hence the output of the detector \( \theta_T, h_D(z, \theta_D) = \frac{\tilde{p}_C(z)}{\tilde{p}_T(z) + \tilde{p}_C(z)} = 0.5 \) for both clean and Trojan samples. This is analogous to decision making based on the toss of a fair coin, thus rendering the detector obsolete. Therefore, the adversary wins the min-max game by always evading detection.

The Min-Max (MM) Trojan Algorithm (Algorithm 5.1) describes the min-max optimization procedure. In the min step, we first generate a set of arbitrary inputs (images, in our case) and provide them to both non-Trojan and Trojan models. The outputs from these models are used to train the discriminator. In the max step, we update parameters of the Trojan model to maximize the loss of the discriminator by generating outputs that are similar to outputs of the non-Trojan model for the arbitrarily generated inputs.

6 Evaluation

This section introduces our simulation setup and details the results of our evaluations of the Submodular Trojan and MM-Trojan algorithms described in Sections 4 and 5. The objective of the adversary is to (i) minimize the fraction of samples into which a Trojan needs to be embedded, and (ii) evade detection by an adaptive instance-based detection mechanism, while simultaneously ensuring high accuracy of classifying clean samples correctly and that of classifying Trojan samples to the target class.

6.1 Datasets and Experiment Setup

We describe the datasets and architectures of neural networks used in our experiments. In each case, a white square of size 4 × 4 is used as the trigger.

**MNIST**: This dataset contains 60000 images of hand-written digits (\{0, 1, · · · , 9\}), of which 50000 are used for training and 10000 for testing. The size of each image is 28 × 28. The DNNs used to learn a classifier for the MNIST dataset consists of two convolutional layers, each containing 5 kernels, and channel sizes of 16 and 32 respectively. This is followed by maxpooling and fully connected layers of size 512.

**CIFAR-10**: This dataset contains 60000 images of 10 different objects (e.g., car, horse, etc.), of which 50000 are used for training and 10000 for testing. The size of each image is 32 × 32. The DNNs used to learn a classifier for the CIFAR-10 dataset consists of four convolutional layers, each containing 3 kernels, and channel sizes of 32, 32, 64, and 64 respectively. This is followed by maxpooling and two fully connected layers of size 256.

**EuroSAT**: This dataset is based on Sentinel-2 satellite images of regions for land use and land cover classification published in [19]. The dataset contains 27000 images with resolution of 64 × 64. We use 80% of these images for training and 20% for test.

**Detector**: The detector uses a network with one (fully connected) hidden layer of size 20 and a softmax activation in the last layer. The output of the detector is a vector whose first element indicates the probability that the input to the the detector was from a clean model, and whose second element indicates that the input came from a Trojan model.
6.2 Metrics and Baselines

In the following, we present the evaluation metrics and baselines.

**Accuracy on Clean Samples (Acc-C):** This metric measures the accuracy of classification of clean samples by an ML model at test time, and is defined as:

\[
\text{Acc-C} = \frac{1}{|\mathcal{D}_{\text{test}}|} \sum_{(x_i, Y_i) \in \mathcal{D}_{\text{test}}} I(\text{argmax}(Y_i) = \text{argmax}(f_{T}(x_i; \theta_{T}))),
\]  

(7)

where \(|\mathcal{D}_{\text{test}}|\) is the size of a test set that contains only clean samples, argmax returns the class of \(x_i\) with highest probability, and \(I(\cdot)\) returns 1 if its argument is true, and 0 otherwise.

**Accuracy on Trojan Samples (Acc-T):** The metric Acc-T is computed by inserting a trigger into all samples in the test set, \(\mathcal{D}_{\text{test}}\), and counting the number of samples that are classified by the model to the target class, denoted as argmax \((Y_{T})\).

\[
\text{Acc-T} = \frac{1}{|\mathcal{D}_{\text{test}}|} \sum_{x_i \in \mathcal{D}_{\text{test}}} I(\text{argmax}(Y_{T}) = \text{argmax}(f_{T}(x_i \times (1 - \Delta) + \delta \times \Delta; \theta_{T}))).
\]  

(8)

We note that the above quantity is sometimes termed an attack success rate (ASR) in the machine learning literature \cite{11}. However, we use the notation Acc-T to avoid ambiguity with the objective of the adversary to evade detection in our paper.

**Baseline:** The MM Trojan algorithm in Section 5 which was shown to be able to bypass Trojan model detection might result in a decrease in accuracy of classification of clean samples. We evaluate the performance of MM Trojan by comparing its Acc-C and Acc-T with Clean and Baseline Trojan models. The Submodular Trojan algorithm in Section 4 computes the optimal fraction \(\alpha\) of the dataset into which a Trojan must be embedded in a constructive manner. We start with an initial choice of this parameter, and gradually increase it until there is no discernible improvement in adversary performance measured in terms of a decrease in the value of a loss function.

\[F_C^T(\theta_T, \alpha) + F_A^T(\theta_T, \alpha)\]

Fig. 2: The figure presents the loss incurred during training as functions of the fraction of samples embedded with the Trojan (poisoning ratio, \(\alpha\)). The green curves represent the loss \(F_C^T(\theta_T, \alpha)\) as a function of poisoning ratio \(\alpha\) when training over the clean samples, and the red curves represent the loss \(F_A^T(\theta_T, \alpha)\) as a function of poisoning ratio \(\alpha\) due to embedding Trojans by the adversary. The black curves present the total loss \(F_l(\theta_T, \alpha) = F_C^T(\theta_T, \alpha) + F_A^T(\theta_T, \alpha)\) as defined in Eqn. (2).
6.3 Evaluation of Submodular Trojan Algorithm (Algorithm 4.1)

Figures 2 and 3 present experimental evaluations of the Submodular Trojan Algorithm on the MNIST, CIFAR-10, and EuroSAT datasets. In all experiments, we initialize the fraction of the dataset $\alpha$ into which a Trojan has been embedded to 0.002. In each iteration, we train a model to minimize the loss function in Eqn. (2). This loss function consists of two terms—one over the clean samples, and another over Trojan samples. We repeat the procedure by increasing the value of $\alpha$ (Line 6 of Algorithm 4.1). The procedure terminates when increasing $\alpha$ does not result in a significant decrease in the value of the loss function.

Figure 2 shows the change in loss values as the value of $\alpha$ increases. In each case, we observe that the loss term corresponding to Trojan samples (red curve) initially decreases as $\alpha$ increases. However, after exceeding a threshold, the decrease in the total loss value (black curve) is insignificant. The loss term corresponding to clean samples (green curve) might increase as the fraction of clean samples decreases with increase in $\alpha$. This demonstrates that the adversary has little advantage in poisoning a fraction of samples larger than the threshold. For example, $\alpha^* \approx 0.03$ for MNIST. Figure 3 shows Acc-C (green curve) and Acc-T (red curve) as $\alpha$ is increased. For small values of $\alpha$, the Acc-T is small but this metric improves as $\alpha$ is increased. The improvement becomes less significant after a threshold of $\alpha$ is reached. Simultaneously, the value of Acc-C decreases slightly, which indicates that the model might become less useful to a user, leading them to discard it. Thus poisoning a large fraction of samples will not be advantageous to the adversary.

The outcomes of our experiments is consistent with the theoretical analysis presented in Section 4. Further, the constructive manner in which the optimal $\alpha$ is determined reveals that the adversary will need to embed a Trojan into a very small fraction of the dataset ($\alpha^* \approx 0.03$ for MNIST, $\alpha^* \approx 0.04$ for CIFAR-10 and EuroSAT). This is significantly smaller than the 10% of training data that consisted of Trojan samples in [16].

Fig. 3: The figure presents classification accuracy over the clean samples (Acc-C, green curve) and Trojan embedded samples (Acc-T, red curve) when using the MM Trojan model trained with different poisoning ratio $\alpha$. The improvement of Acc-T becomes less significant beyond a threshold value of $\alpha$, while Acc-C may reduce as $\alpha$ increases (which might lead a user to discard the model).
6.4 Evaluation of MM Trojan Algorithm (Algorithm 5.1)

Table 1 and Figure 4 present experimental evaluations of the MM Trojan algorithm on the MNIST, CIFAR-10, and EuroSAT datasets.

| Dataset   | Model           | Acc-C  | Acc-T  | Evasion of Detection |
|-----------|-----------------|--------|--------|----------------------|
| MNIST     | Clean           | 99.12% | 0      | NA                   |
|           | Baseline Trojan | 98.97% | 99.96% | 0%                   |
|           | MM Trojan       | 95.36% | 95.30% | 100%                 |
| CIFAR10   | Clean           | 70.10% | 0      | NA                   |
|           | Baseline Trojan | 70.15% | 93.53% | 100%                 |
|           | MM Trojan       | 69.35% | 94.90% | 100%                 |
| EuroSAT   | Clean           | 86.09% | 0      | NA                   |
|           | Baseline Trojan | 83.69% | 95.17% | 0%                   |
|           | MM Trojan       | 86.46% | 97.13% | 100%                 |

Table 1: The table presents the classification accuracy on clean samples (Acc-C) and Trojan samples (Acc-T) when applying Clean, Baseline Trojan, and MM-Trojan models. The value of Acc-T for Clean models is 0 since they do not contain a trigger. MM Trojan successfully preserves high values of Acc-C and Acc-T compared to the Baseline Trojan. In addition, MM-Trojan is also able to bypass detection 100% of the time, while the Baseline Trojan does not for MNIST and EuroSAT. The Baseline Trojan bypasses detection on CIFAR-10, possibly because a detector designed to be optimal against MM Trojan might be suboptimal against the Baseline.

The accuracy on clean (Acc-C) and Trojan (Acc-T) samples for the Clean, Baseline Trojan, and MM Trojan models are shown in Table 1. The value of Acc-C is high for Clean models. The absence of Trojan samples in the Clean model implies that Acc-T will be zero. The Baseline Trojan provides similar Acc-C to Clean, since it is trained using clean and Trojan samples. Acc-C and Acc-T of MM Trojan is comparable to the Baseline Trojan for all three datasets. Differences (drop or rise) in Acc-C or Acc-T for MM Trojan will be contingent on the choices of values of learning rates $\gamma_2$ and $\gamma_3$ in Algorithm 5.1. For example, while a low value of $\gamma_2$ and high value of $\gamma_3$ cause Acc-C and Acc-T to increase, it will also make it more likely that the detection probability will increase. The last column of the table shows the probability that an adversary will be able to bypass detection. We observe that an adversary trained on our MM Trojan model is able to always evade detection (100%) for all considered datasets, while the Baseline Trojan cannot for MNIST and EuroSAT (0%). Note that evading detection is not defined (NA) for Clean models. In the remainder of this subsection, we will detail the evasion of detection.

We provide the outputs of Clean, Baseline Trojan, and MM Trojan to the detector. Figure 4 shows the probability that the detector can identify if the output is coming from a clean or a Trojan model. We observe that the detector is unable to distinguish outputs in the cases of Clean or MM Trojan, as illustrated by the fact that the probability value is 0.5. The detector correctly classifies the Baseline Trojan for MNIST and EuroSAT. However, it fails for CIFAR-10. A possible reason for this is the fact that the detector is designed to
Fig. 4: The figure presents the probability that the detector identifies a model as Clean or Trojan when provided with outputs generated from these models. The detector is unable to distinguish between clean and Trojan for MM Trojan models, as shown by the probability of 0.5. In contrast, the detector is able to identify Trojan models with probability 1 for the Baseline Trojan for MNIST and EuroSAT. The detector is unable to distinguish between clean and Trojan models for the Baseline Trojan on CIFAR-10, possibly because a detector designed to be optimal against MM Trojan might be suboptimal against the Baseline.

be optimal against MM Trojan, and this might not be the case for the Baseline Trojan. We will examine and investigate strategies to train Trojan models to bypass a broad class of detection mechanisms in future work.

Results from Table 1 and Fig. 4 show that the performance of MM Trojan is the best in the sense that (i) the detector is bypassed for all three datasets, (ii) Acc-C is comparable to Clean and Baseline Trojan models, and (iii) Acc-T is comparable to the Baseline Trojan.

7 Discussion

In this section, we discuss potential impacts of relaxing certain assumptions in our threat models, analyses, and experiments in the previous sections. We also highlight some open questions that are promising research directions.

Information available to adversary: We assume that the adversary has knowledge of statistical parameters (e.g., mean, standard deviation) of samples used by the detector to detect a Trojan model. A promising research direction is to characterize conditions under which the Trojan model will win the two-player game with the detector when the adversary has limited statistical information about samples used by the detector.

Learning universal detectors: In Sec. 6.4, we saw that while the detector was able to correctly distinguish between outputs of a clean and Baseline Trojan model for the MNIST and EuroSAT datasets, this was not the case for CIFAR-10. Our conjecture is that a detector trained to be optimal against MM Trojan might be far from optimal against other types of Trojan models. An interesting direction of future research is to develop techniques to train Trojan models to bypass different types of detectors. One could also investigate learning detectors that will be effective against a broad class of Trojan training methodologies.

Access to intermediate DNN layers: In this paper, we assume that only black-box access to ML models is available. The performance of the detector can be improved by enabling access to outputs of intermediate layers of DNNs [23]. One strategy is to compare
outputs of intermediate layers of a Trojan model to outputs of a clean model, assuming that
the output from the last layer of the Trojan model is similar to that of a clean model for
the same input distribution. Quantifying impacts of access to intermediate layers on Acc-C
and Acc-T when the adversary uses the MM Trojan Algorithm \[5.1\] to train undetectable
Trojan models is a promising research direction.

**Ranking samples:** In this paper, we assume that all samples are equivalent in the sense
that embedding a trigger into any sample in the set of size \(\lfloor \alpha N \rfloor\) will achieve the same loss
value. A natural extension of our approach to select the optimal subset of samples \(\alpha\) in
Sec. 4 is to rank samples based on their influence. Such a ranking can then be used by the
adversary to identify 'critical' samples into which a trigger can be embedded in order to
optimize its objective. We will also examine strategies to generate highly ranked samples
to maximally affect loss values.

**Establishing tighter bounds:** The objective function in Eqn (2) of the adversary may
not be always be continuous in \(\alpha\). A potential strategy to help establish tighter bounds
for the Submodular Trojan Algorithm \[4.1\] is to find better approximations of Eqn (2). To
accomplish this, we can develop a variant of the supermodular property that captures the
impact of \(\alpha\) due to the \(\frac{1}{\alpha N}\) term, as well as the discrete jump induced by changes in the
limits of the summation in Eqn. (2). Furthermore, the Submodular Trojan algorithm could
also leverage the convexity of \(\bar{F}_T(\theta_T, \alpha)\) to yield tighter optimality guarantees.

## 8 Conclusion

This paper presented an analytical characterization of adversarial capability and strategic
interactions between an adversary and detection mechanism to identify Trojan machine
learning models. The adversary capability was modeled in terms of the fraction \(\alpha\) of the
training input dataset that could be embedded with a Trojan trigger. We showed that the
loss function had a submodular structure, which led to the design of a computationally
efficient algorithm to determine this fraction with provable bounds on optimality. We pre-
sented a **Submodular Trojan** algorithm to constructively determine the minimal fraction of
samples to inject a Trojan trigger. To evade detection of the Trojaned model by potential de-
tectors, we modeled the strategic interactions between the adversary and Trojan detection
mechanism as a two-player game. We established that the adversary wins the game with
probability one, thus bypassing detection. We proved this by showing that output probabil-
ity distributions of a Trojan model and a clean model were identical when following our
proposed *Min-Max (MM) Trojan* algorithm. We carried out extensive evaluations of our
algorithms on MNIST, CIFAR-10, and EuroSAT datasets. The results validated our theo-
retical analysis by demonstrating that (i) with **Submodular Trojan** algorithm, the adversary
needed to embed a Trojan trigger into a very small fraction \((\approx 5\%)\) of samples to achieve
high accuracy on both Trojan and clean samples (e.g., 97% and 85% for EuroSAT), and
(ii) the **MM Trojan** algorithm yielded a trained Trojan model that would evade detection
with probability one.

A promising direction of future research is to design and develop techniques to train a
Trojan model to bypass a detector that has been trained to be optimal against a different
Trojan model. A second research question is to examine the effect on the value of \(\alpha\) when
samples are ranked, and when the information available to the adversary about parameters
of the detector will vary.
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