3D GAN Inversion for Controllable Portrait Image Animation
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Millions of images of human faces are captured every single day; but these photographs portray the likeness of an individual with a fixed pose, expression, and appearance. Portrait image animation enables the post-capture adjustment of these attributes from a single image while maintaining a photorealistic reconstruction of the subject’s likeness or identity. Still, current methods for portrait image animation are typically based on 2D warping operations or manipulations of a 2D generative adversarial network (GAN) and lack explicit mechanisms to enforce multi-view consistency. Thus these methods may significantly alter the identity of the subject, especially when the viewpoint relative to the camera is changed. In this work, we leverage newly developed 3D GANs, which allow explicit control over the pose of the image subject with multi-view consistency. We propose a supervision strategy to flexibly manipulate expressions with 3D morphable models, and we show that the proposed method also supports editing appearance attributes, such as age or hairstyle, by interpolating within the latent space of the GAN. The proposed technique for portrait image animation outperforms previous methods in terms of image quality, identity preservation, and pose transfer while also supporting attribute editing.
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Fig. 1. Portrait image animation and attribute editing using the proposed technique. Given a source portrait image and a target expression (e.g., specified with a target image), our method transfers the expression and pose to the input source image. We achieve multi-view consistent edits of pose by embedding the expression-edited portrait image into the latent space of a 3D GAN (see predicted underlying shape, right). By interpolating within the latent space of the GAN, we can also apply our method to animate attribute-edited images, allowing adjustments to age, hair, gender or appearance in addition to expression and pose.

1 INTRODUCTION

Hundreds of millions of images are captured and shared across the world every single day. Many of these are portraits: single-image snapshots of a person’s head. While portrait images are abundant, the appearance and expression of the subject are fixed at the point of capture. The ability to edit a portrait image, or to infer what the subject might look like if captured with a different pose, expression, hairstyle or even physical age, has significant relevance to applications in computer graphics, vision, and virtual reality.

A convincing method for portrait image animation enables image manipulation while preserving the likeness or identity of the subject. When manipulating the pose or posture of an individual, the method should produce multi-view consistent results such that the identity is not altered during the animation.

A number of approaches have been proposed to achieve this goal. For example, methods based on generative adversarial network (GAN) inversion manipulate the latent space of a pre-trained 2D GAN [Choi et al. 2020; Karras et al. 2018, 2021, 2019, 2020; Wang et al. 2018] to adjust expression, pose, lighting, or other attributes [Härkönen et al. 2020; Shen et al. 2020; Tewari et al. 2020a,b]. This approach, however, often results in unpredictable changes to the appearance or identity with changes in viewpoint due to the lack of modeling the 3D structure of the scene. Other methods based on 3D morphable models (3DMMs) [Blanz and Vetter 1999] predict an explicit textured mesh representation of the portrait image subject and can
thus manipulate appearance through animation of the underlying mesh [Deng et al. 2019b; Feng et al. 2021; Kim et al. 2018; Thies et al. 2016]. While successful in editing facial expressions, these approaches are not capable of directly editing hair or semantic attributes. Moreover, these methods cannot usually be directly to portrait image animation since they usually require multiple images or a video sequence of a subject in order to synthesize a complete texture map. Finally, another class of methods animates portrait images by warping an input image based on a desired pose and expression and refining the output using a neural network [Ren et al. 2021; Siarohin et al. 2019; Zakharov et al. 2020]. While these methods produce plausible results, they do not achieve the photorealistic quality of GAN-based methods, and generally have view inconsistencies for large deviations from the initial portrait image.

In this work, we address these limitations to achieve multi-view-consistent editing and animation of portrait images. Our approach leverages recently developed 3D-aware GANs, specifically EG3D [Chan et al. 2022], and a 3DMM-based supervision strategy that enables fine-grain control over expression editing. For an input portrait image, we estimate a 3DMM using a pre-trained encoder network [Feng et al. 2021]. Using the 3DMM, we edit the facial expression of the portrait image in a controllable fashion. A main insight is that this edited image can be used to supervise the GAN to produce the same edited expression using a photometric loss. To this end, we perform GAN inversion and fine-tuning to simultaneously embed the 3DMM-synthesized image into the latent space of the GAN and in-paint any masked out regions (e.g., the interior of the mouth). After inversion, the 3D GAN predicts an explicit neural radiance field [Mildenhall et al. 2020], enabling multi-view consistent rendering from arbitrary poses across the edited expressions.

Our approach can similarly be used to drive portrait images for video re-enactment. We use the 3DMM parameters from the video to edit the portrait image expressions and embed each of the resulting frames into the GAN latent space. Likewise, by leveraging the semantic editing capabilities of the GAN, we can control pose while also editing attributes such as age, hairstyle, and gender (see Fig. 1).

In summary, we make the following contributions:

- We propose a method for explicit manipulation of expression and pose of a portrait image by fine-tuning the latent space of a pre-trained 3D GAN with 3DMM-based supervision.
- We extend this approach for video re-enactment from a portrait image and show an improvement in synthesized image quality compared to other methods.
- We demonstrate attribute-edited portrait image animation; that is, we exploit the latent space of the 3D GAN model in order to edit semantic attributes such as age, hairstyle, or gender in addition to explicitly controlling the expression and pose.

Overview of Limitations. Here, we mention a few limitations of our work. First, because our method uses a pre-trained 3D GAN [Chan et al. 2022] trained on a 2D image dataset, the camera pose and head pose are entangled. Thus, manipulating head pose is achieved with a corresponding rotation and translation of the camera, which results in movement of the background and shoulders. While this can potentially be addressed by developing new training techniques that disentangle head and camera pose, this is out of scope of the current work, as we focus on modeling the appearance of the face and head. Second, we are limited by the characteristics of the FFHQ dataset [Karras et al. 2019] used to train the 3D GAN. As a result, editing eyes is challenging since most GAN-synthesized images have open eyes that are looking directly at the camera.

2 RELATED WORK

In this section, we outline the most relevant and recent work in the area of animating portrait images.

Model-based Portrait Image Editing. Traditionally, related tasks were addressed by fitting 3D morphable models (3DMMs) [Blanz and Vetter 1999; Feng et al. 2021] to a 2D image or video and then editing or re-enacting this model (e.g., [Thies et al. 2019, 2016]). 3DMM-based approaches, however, typically only model the face rather than other details such as hair or teeth. Moreover, these models usually require a texture atlas built from multiple views of the subject to handle disocclusions. A recent survey of these approaches can be found in the state-of-the-art (SoTA) report by Zollhöfer et al. [2018].

Machine Learning–based Portrait Image and Video Editing. Over the last few years, neural synthesis of realistic talking head sequences has become a topic of interest. Autoencoder-type network architectures are often used with videos [Isola et al. 2017; Kim et al. 2018; Lombardi et al. 2018; Wang et al. 2019], few-shot video clips [Ha et al. 2020; Wang et al. 2019; Zakharov et al. 2019], or single-images as input [Averbuch-Elor et al. 2017; Geng et al. 2018; Nagano et al. 2018; Shu et al. 2018; Siarohin et al. 2019; Tewari et al. 2020c, 2021; Tripathy et al. 2019; Wiles et al. 2018; Zakharov et al. 2020]. These approaches can animate a single target image using the motion of a source video. Autoencoder networks, however, make it difficult to attain intuitive parametric control of the animation. Recent approaches aim to overcome this challenge using a keypoint-driven motion flow field [Wang et al. 2021] or a 3DMM [Ren et al. 2021] to drive the portrait image edits. Yet, all these network architectures are oblivious to the underlying 3D structure of the content, making it challenging to produce photorealistic outputs across a range of viewpoints. To address this problem, recent work combines neural radiance field and 3DMMs [Gafni et al. 2021], but this approach requires a video showing the target person from all angles for building an editable representation. In our work, we focus on intuitive and 3DMM-driven editing of a single target portrait image in a multi-view consistent manner.

Portrait Image Editing using GANs. SoTA portrait image editing techniques operate in the latent space of a GAN [Karras et al. 2018, 2021, 2019, 2020; Radford et al. 2016]. The latent space of StyleGAN, in particular, has been studied extensively and enabled image editing using linear and non-linear latent space arithmetic [Abdal et al. 2019, 2020, 2021; Härkönen et al. 2020; Pumarola et al. 2019; Roich et al. 2021; Shen et al. 2020; Tov et al. 2021; Zhu et al. 2020]; local, semantically-aware edits [Collins et al. 2020]; 3DMM-driven control of StyleGAN’s latent space [Tewari et al. 2020a,b]; a combination of traditional face rendering and inverse GANs [Chandran
et al. 2021]; and free-viewpoint rendering [Leimkühler and Drettakis 2021] through GAN inversion (see Xia et al. for a survey of GAN inversion techniques [2021]). StyleGAN and related architectures, however, are trained to generate 2D images, which makes it challenging to control head pose, camera perspective, or other 3D attributes in a photorealistic manner. SoFGAN [Chen et al. 2021] recently addressed some of these issues by generating multi-view consistent 3D semantic labels that are textured using a conditional StyleGAN architecture. Yet, this approach is not multi-view consistent as it relies on a conditional 2D GAN to generate the RGB pixel values.

Recent work on 3D GANs show promise in overcoming some of these limitations, but many existing architectures do not achieve the photorealistic image quality of StyleGAN. For example, mesh-based 3D GANs are limited in viewing angle and detail [Liao et al. 2020; Shi et al. 2021; Szabó et al. 2019]; voxel-based 3D GANs are limited in their resolution due to extensive memory requirements [Gadelha et al. 2017; Hao et al. 2021; Henzler et al. 2019; Nguyen-Phuoc et al. 2019, 2020; Wu et al. 2016; Zhu et al. 2018]. 3D GANs building on implicit representation networks are computationally inefficient [Chan et al. 2021; Schwarz et al. 2020], and 3D GANs relying on 2D CNN-based image upsampling layers often suffer from view inconsistencies [Gu et al. 2021; Niemeyer and Geiger 2021].

Our work builds on the EG3D architecture [Chan et al. 2022], a recent 3D-aware GAN that is both computationally efficient and offers multi-view consistent image quality almost on par with StyleGAN2. We extend EG3D by exploring its latent space and capabilities of animating a single target image using either intuitive editing of attributes, such as age or gender, or transferring the facial expressions and pose from a target video.

Note that a number of concurrently developed, but still unpublished 3D-aware GANs have recently appeared [Daras et al. 2021; Deng et al. 2021; Gu et al. 2021; Or-El et al. 2021; Sun et al. 2021; Xu et al. 2021; Zhou et al. 2021]. Some of these architectures may also be suitable to animate a single target image, although exploring all of these unpublished works is beyond the scope of this paper.

3 INVERSE 3D GAN FRAMEWORK

In order to animate and edit an input source image, we combine 3DMM-based expression editing with latent space manipulation of a pre-trained 3D GAN. An overview of the method is shown in Fig. 2. Given a target video, we first leverage a 3D face reconstruction model to predict and transfer facial expressions from each target frame to the source image. Then, we perform 3D GAN inversion on the re-expressed source images, projecting them into the latent space of the GAN. This process automatically in-paints any unconstrained regions, such as the interior of the mouth, which are not rendered by the 3DMM. Finally, we use the 3D GAN to re-render the expression-edited source images to match the poses of the target video frames. Our pipeline naturally supports facial attribute editing—the source image is edited using any GAN-based attribute editing method and then re-animated following the same process as above.

3.1 3D GAN

We choose EG3D [Chan et al. 2022] as the pre-trained 3D GAN, as it is the current SOTA for synthesizing photo-realistic, view-consistent images. Given a randomly sampled latent code z, the mapping network maps z to an intermediate latent code w. This intermediate latent code modulates the convolution kernels of a synthesis network to produce tri-plane features. To render the generated image at a desired camera pose, these feature planes are sampled and decoded into a neural radiance field for volumetric rendering. The resulting synthesized images are view-consistent, allowing the 3D GAN to robustly handle occlusion and pose shifts when animating a subject. Please see Chan et al. [2022] for additional details on the 3D GAN.

3.2 Inversion Framework

Given an input source image \( I_S \) and a target image \( I_T \), we transfer facial expressions and head pose from \( I_T \) to \( I_S \) while handling occlusions and preserving the facial identity of \( I_S \).

Expression Transfer. To transfer facial expressions, we employ a pre-trained DECA model [Feng et al. 2021] for 3D face reconstruction. We apply DECA’s encoder to \( I_S \) and \( I_T \) to obtain the source and target identities \((\psi_S \in \mathbb{R}^{50}, \psi_T \in \mathbb{R}^{50})\), expressions \((\theta_S \in \mathbb{R}^{50}, \theta_T \in \mathbb{R}^{50})\), and poses \((\psi_S \in \mathbb{R}^{4}, \psi_T \in \mathbb{R}^{4})\). We then form
an input $(\beta_S, \theta_T, [\varphi_{S0:3}, \varphi_{T3:6}])$ for DECA’s decoder, consisting of the source’s identity, target’s expression, source’s head pose, and target jaw pose. The decoder predicts a 3DMM that we render using textures sampled from $I_S$ to obtain the expression transferred RGB and face mask output $(\hat{I}_S, \hat{M}_S)$. Although we re-use the source’s head pose, swapping in the target’s jaw pose causes the rendered result to have disocclusions in the mouth region when the source’s mouth is closed and the target’s mouth is open. We rely on the 3D GAN to in-paint these regions in a realistic manner during the inversion process. Because DECA does not handle blinking expressions, the proposed pipeline inherits this limitation and does not transfer such eye expressions.

3D GAN Inversion. Given the re-expressed source image and face mask $(\hat{I}_S, \hat{M}_S)$ from DECA, we draw inspiration from Pivotal Tuning Inversion (PTI) [Roich et al. 2021] and perform 3D GAN inversion in two stages. In the first stage, we optimize for the latent code $w$ that most closely reconstructs the re-expressed face region by minimizing the loss $L_{\text{inv}}$:

\[
M_{S_{ij}} = \begin{cases} 
1 & \hat{I}_{S_{ij}} \in \text{face} \land \hat{I}_{S_{ij}} \notin \text{mouth} \\
0 & \text{otherwise} 
\end{cases} 
\]

\[
L_{\text{inv}} = \|\Phi(M_S \odot \hat{I}_S) - \Phi(M_S \odot G(w; \theta))\|_2. 
\]

Here, $\Phi$ is an image feature extractor, such as VGG [Simonyan and Zisserman 2014], and $\theta$ are the parameters of the generator, which are frozen during this stage. We limit the optimization to the masked face region to avoid overly constraining the latent space of the generator, as in-the-wild images often contain unseen backgrounds and subjects. During this stage, the generator leverages its prior to realistically hallucinate occlusions near the mouth region.

In the second stage, we freeze the optimized latent code $w^*$ and fine-tune the generator to match the rest of $I_S$. Note that we also freeze the in-painted mouth region, as we find empirically that in-painted regions tend to degenerate unless explicitly constrained throughout the optimization of the generator. We define the loss function used to fine-tune the generator as follows:

\[
M_{\text{mouth}_{ij}} = \begin{cases} 
1 & \hat{I}_{S_{ij}} \in \text{mouth} \\
0 & \text{otherwise} 
\end{cases} 
\]

\[
L_{\text{GT}} = (M_{\text{mouth}} \odot \hat{I}_S) + (1 - M_{\text{mouth}}) \odot I_S. 
\]

\[
L_{\text{pred}} = G(w^*; \theta). 
\]

\[
L_{\text{finetune}} = L_{\text{LPIPS}}(I_{\text{GT}}, I_{\text{pred}}) + \|I_{\text{GT}} - I_{\text{pred}}\|. 
\]

$L_{\text{LPIPS}}$ is a perceptual loss function [Zhang et al. 2018], $M_{\text{mouth}}$ is the mask including all pixels except the mouth region, and $\theta'$ are the fine-tuned generator parameters.

Head Pose Transfer. One major benefit of the 3D GAN is that pose is naturally disentangled and can be easily manipulated while maintaining view consistency. After inversion, we simply re-render $I_{\text{pred}}$ using the 3D GAN to match the target head pose, estimated using Deep3DFace [Deng et al. 2019b]. The final output is the edited portrait image with an expression and pose corresponding to the target image.

We show intermediate outputs of this process in Fig. 3. Here, the expression template is the expression-edited source image produced using the 3DMM. Then, after the projection step, we visualize the result of rendering $w^*$ using the 3D GAN generator. Note that the face region closely matches the expression template and the mouth region is in-painted. After fine-tuning the generator, regions outside the face, including the hair and background, closely match the original source image. Finally, the pose is adjusted to match the target frames by conditioning the 3D GAN directly with the corresponding pose values.

3.3 Video-based Face Animation

For an input target video $V_T$ consisting of frames $I_{T_0}, I_{T_1}, \ldots, I_{T_N}$, we adapt the same expression transfer pipeline to each frame. We smooth the estimated poses over a window of two frames to mitigate camera jittering during head pose transfer. Although the source input is a single image, the 3D GAN naturally facilitates static image animation due to its view consistency. However, subtle flickering artifacts may still arise from the 3D GAN being unable to exactly recover the background and shoulders during inversion. To address this, we apply the re-projected face mask to obtain just the face region $F_i$ for each frame $i > 1$. We then render the first frame using pose $i$ and composite in $F_i$. Here, we leverage the view consistency of the 3D GAN to ensure that the final result is temporally consistent.

3.4 Facial Attribute Editing

We incorporate attribute editing into the proposed pipeline using an edit-then-fit approach. Specifically, we adapt StyleFlow [Abdal et al. 2021] to work with the pre-trained 3D GAN; given an input $w$ and desired attribute modifications, the method predicts a new $w$ that results in an image with the desired adjustments when rendered using the 3D GAN. This attribute-edited image is used as the input to the rest of the image animation pipeline, described previously.

To adapt StyleFlow for the 3D GAN, we prepare a dataset of 10,000 paired latent codes $z$ and $w$, sampled randomly from the latent space of the pre-trained 3D GAN. We use the 3D GAN to render the portrait images corresponding to each $w$, the Microsoft Face API [Microsoft 2020] to generate attribute labels for each image. After assembling this dataset we follow Abdal et al. [2021] to train a continuous normalizing flow [Kobyzev et al. 2020] to provide an invertible mapping between $w$ and $z$, conditioned on the attributes.
After training, we edit a real input image $I$ by performing PTI to retrieve the $w$ that best reconstructs $I$ and retrieving the image attributes using the Face API. We use the continuous normalizing flow to obtain the original $z$ that maps to the optimized $w$:

$$z(t_0) = z(t_1) + \int_{t_0}^{t_1} \phi(z(t), t, \alpha; \theta) dt. \quad (7)$$

Here, $z(t_0) = z, z(t_1) = w, \alpha$ is the vector of attributes, and $\phi$ is the continuous normalizing flow network. We modify elements of $\alpha$ corresponding to the attributes we wish to edit, forming the updated attribute vector $\alpha^\ast$. Finally, we perform a forward flow to produce the latent code $w^\ast = z(t_1)$ that encodes the edited image $I^\ast$ with attributes $\alpha^\ast$:

$$z(t_1) = z(t_0) + \int_{t_0}^{t_1} \phi(z(t), t, \alpha^\ast; \theta) dt. \quad (8)$$

To animate the edited source image, we repeat the steps detailed in Sec. 3.3 by synthesizing re-expressed source images using DECA [Feng et al. 2021]. The re-expressed images then serve as input into the 3D GAN inversion pipeline to produce the final outputs.

While StyleFlow or other latent space interpolation techniques [Härkönen et al. 2020; Shen et al. 2020] can be used with 2D GANs to control pose via conditional attributes, the results are limited in pose range and suffer from view inconsistencies and changes to the subject likeness during pose manipulation. Since the 3D GAN predicts a fixed radiance field that can be rendered from any pose, the proposed method is naturally multi-view consistent and preserves the subject likeness better than the 2D approach as we demonstrate in the following section.

4 RESULTS

We present results of the proposed method with comparisons to other baseline methods, including PIRenderer [Ren et al. 2021], a SoTA approach for portrait image animation, and a modified version of the proposed method using a 2D GAN. PIRenderer uses a pre-trained 3DMM encoder to predict the expressions of the target frame and transfers them to the source image using a warping field predicted with a convolutional network. A separate convolutional block then refines the result to produce the final output image. The 2D GAN-based method is a straightforward adaptation of the proposed method, except that pose cannot be directly controlled.

Overall, the 3D GAN provides far better animation quality than the 2D GAN because the pose can be explicitly controlled. While both the 2D GAN and 3D GAN show qualitative and quantitative improvements over PIRenderer in terms of image quality, PIRenderer matches the target expressions more closely, primarily because it is not explicitly constrained by the expressiveness of the face model used for the 2D and 3D GAN. We also show that the pose of the 2D GAN can be manipulated using StyleFlow, but that manipulating the pose using the 3D GAN produces significantly better multi-view consistency and identity preservation across edits.

4.1 Portrait Image Animation

We evaluate the proposed method for portrait image animation and compare against the PIRenderer baseline [Ren et al. 2021] and the proposed approach using a pre-trained 2D GAN [Karras et al. 2020].

Implementation Details. The 3D GAN is adapted directly from Chan et al. [Chan et al. 2022] with pre-training on the Flicker-Faces-HQ (FFHQ) dataset [Karras et al. 2019] and an output resolution of 512×512 pixels. We adapt DECA to perform the expression encoding with some modifications to the original codebase [Feng et al. 2021] to render the predicted 3DMM face using a high-resolution texture map extracted from the input source image. After rendering out the face masks using DECA, we optimize $w$ for the first frame in the image sequence for 2,000 steps using the Adam optimizer [Kingma and Ba 2014]. For subsequent frames, we initialize $w$ with the value from the previous frame and run the optimization for an additional 100 steps. We fine-tune the generator for 10,000 steps using a batch size of 1. The whole procedure takes roughly two hours for a sequence of 100 target images running on an NVIDIA A6000 GPU. To improve temporal consistency in the final result, we re-render the first frame of the sequence with the pose of each subsequent frame. For all other frames, we extract the rendered face and composite it back onto the first-frame image with the same pose. This procedure removes any jitter or variation in the background pixels between frames, and the face extraction can be implemented automatically by re-projecting the 3DMM face mask onto the target pose using the depth maps predicted by the 3D GAN. We will make all code publicly available prior to publication.

Qualitative Results. We show qualitative comparisons of the proposed method, PIRenderer, and the approach using the 2D GAN in Fig. 4 with additional results in the supplemental. PIRenderer shows good control over the expressions, including the mouth and eyes of the source image. However, the output images tend to be lower fidelity than results from the 2D or 3D GAN, with blurrier details and patchy artifacts where the network attempts to inpaint missing details. Moreover, since there is no explicit 3D view consistency, the identity of the source image may shift as the pose changes. Qualitatively, the 2D and 3D GAN results are similar, but since there is no native mechanism for manipulating the 2D GAN pose, only the expression is modulated. Since the 3DMM framework cannot be used to synthesize eye blinks and both the 2D GAN and 3D GAN are trained on FFHQ [Karras et al. 2019], a dataset in which few subjects are blinking, the proposed framework cannot adjust the eye position or blink state. Still, the 3D GAN achieves a good match to the target pose with similar expressions while reproducing fine details of the input image. Importantly, the 3D GAN also preserves the identity of the input image during pose adjustments. Note that the pretrained and 2D and 3D GANs require slightly different image crops, and so we crop the images according to their respective implementations (the 2D GAN crop is somewhat more centered on the entire head, see Fig. 4).

Quantitative Results. We observe similar trends in the quantitative results, reported in Table 1. These results are calculated over a dataset of 500 images from CelebA-HQ [Karras et al. 2018] and 500 target video sequences sampled from VoxCeleb [Chung et al. 2018;
Fig. 4. Portrait image animation results. We compare the proposed approach with PIRenderer [Ren et al. 2021] and the proposed approach using a pre-trained 2D GAN [Karras et al. 2020] instead of the 3D GAN. Since we cannot directly control the pose with the 2D GAN, we only edit the expressions. The proposed 3D GAN-based approach achieves better view consistency with higher output image quality compared to PIRenderer.

|               | FID ↓ | ID ↑ | APD ↓ | AED ↓ |
|---------------|-------|------|-------|-------|
| PIRenderer (w/o eyes, w/o pose) | 53.916 | -    | 0.250 | 0.437 |
| PIRenderer (w/o pose) | 53.959 | -    | 0.247 | 0.386 |
| PIRenderer (w/o eyes) | 63.844 | 0.694 | 0.039 | 0.424 |
| PIRenderer | 64.379 | 0.700 | 0.040 | 0.373 |
| 2D GAN (w/o pose) | 17.812 | -    | 0.246 | 0.434 |
| 3D GAN (w/o pose) | 16.504 | -    | 0.246 | 0.433 |
| 3D GAN | 31.176 | 0.733 | 0.030 | 0.433 |

Table 1. Quantitative evaluation of portrait image animation. We compare our approach using the pre-trained 3D GAN of Chan et al. [2022] to our approach using a 2D GAN [Karras et al. 2020] and PIRenderer [Ren et al. 2021]. The 3D GAN achieves the best performance in terms of Fréchet Inception Distance (FID), identity consistency (ID), avg. pose distance (APD), while PIRenderer achieves the best avg. expression distance (AED).

Table 2. Evaluation of identity preservation compared to the source image. The provided ArcFace similarity score [Deng et al. 2019a] has values between -1 and 1 (greater value means more similar) and is calculated by comparing the rendered images to the input source image. Scores improve when removing pose or eye modeling, but the 3D GAN produces the best results compared to relevant variants of PIRenderer or the 2D GAN.

|           | PIRenderer | 2D GAN | 3D GAN |
|-----------|------------|--------|--------|
| w/o eyes  | w/o pose   | w/o pose | w/o pose | w/o pose | full |
| 0.652     | 0.622      | 0.476  | 0.451  | 0.891    | 0.896   | 0.590  |

Nagrani et al. 2019, 2017. We evaluate using the Fréchet Inception Distance (FID), average pose distance (APD), average expression distance (AED), and an identity consistency metric (ID).

FID is computed between the original 500 source images and 500 samples of the edited source images, averaged over the 100 possible realizations of these sets of images, sampled without replacement. For each video clip, the APD and AED are computed between the modified source images and the target images. The APD is given as root mean squared error between the estimated pose encodings from a pre-trained Deep3DFace model [Deng et al. 2019b] for the modified source image and the target image sequence. The AED is defined similarly, except the metric is calculated between the expression encodings predicted by the pre-trained model. Finally, we also compute an identity consistency metric using a pre-trained Arcface model [Deng et al. 2019a]. For this metric, we randomly sample 2,000 poses from the CelebA-HQ dataset and randomly apply two poses to two different frames from each video clip for a total of 1000 image pairs. We calculate the cosine distance of the predicted embedding for each pair and report the average result. To evaluate how well the identity is preserved compared to the source embedding, we randomly sample two rendered frames corresponding to each of the 500 source images and compute the identity consistency metric between these samples and their source images. Results are shown in Table 2.

The proposed method using the 3D GAN achieves the best accuracy in terms of FID score, average pose distance, and identity consistency (see Table 1). We hypothesize that the limited ability of our model to capture eye motion (e.g., blinking) results in a penalty to the expression distance metric. A similar drop in performance is observed for a variant of PIRenderer with fixed eye expressions (see "w/o eyes" in Table 1), which we achieve by fixing the eye vertices of the 3DMM model to those of the first frame in the target image sequence. Finally, since the 2D GAN does not explicitly model pose, we observe that its performance is similar to a variant of the 3D GAN with fixed poses or PIRenderer where poses and eye expressions are fixed. Note that methods with fixed pose ("w/o pose") have improved FID scores because they are not animated away from the initial poses of the ground truth image dataset. Similarly, variants...
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We perform attribute edits using StyleFlow [Abdal et al. 2021] and adapt this method for the 3D GAN. Qualitatively both GANs achieve similarly expressive edits, but the 3D GAN demonstrates greater multi-view consistency when adjusting the pose after editing, as shown by the 3D GAN’s higher ID similarity scores [Deng et al. 2019a]. The two GANs expect slightly different input crops and pose is controlled for the 2D GAN via StyleFlow editing.

Table 3. Quantitative evaluation of multi-view consistency and face identity preservation via ArcFace cosine similarity scores [Deng et al. 2019a] – a score of -1 and 1 indicate maximum dissimilarity or similarity, respectively.

4.2 Attribute Editing

Implementation Details. We use a pre-trained StyleGAN2 model for the 2D GAN baseline and a pre-trained EG3D model for our 3D GAN. We re-train a StyleFlow model for each method following the original paper. To generate each training dataset, we randomly sample 10,000 w latent vectors with a truncation factor of 0.7 to reduce the number of low quality outlier faces. Both StyleFlow models are trained for 20 epochs using a batch size of 5. To perform edits for an input image, we first perform Pivotal Tuning Inversion [Roich et al. 2021] with 500 w optimization steps and only 100 generator fine-tuning steps with locality regularization to minimize latent space distribution shift.

Qualitative Results. Fig. 5 compares attribute editing results between the 2D GAN and 3D GAN using StyleFlow to control hair, age, glasses, gender, and facial hair. Qualitatively, both the 2D GAN and the 3D GAN can reconstruct the input image faithfully and exhibit similarly reasonable editing results for frontal facing subjects. In both cases, we observe some shift in the identity, e.g., when modifying hairstyle which seems to be a limitation of the StyleFlow editing directions and perhaps the expressiveness of the GAN latent spaces. However, the 3D GAN is significantly more view-consistent, as the 2D GAN undergoes a large degree of identity shift when the pitch and yaw attributes are shifted.

Quantitative Results. We evaluate multi-view consistency and face identity preservation by measuring ArcFace cosine similarity. As shown by Fig. 5, editing with the 3D GAN produces higher similarity scores than with the 2D GAN. Table 3 demonstrates that this trend also holds for generated subjects. We randomly sample 128 subjects from each GAN’s latent space, apply an attribute edit to each subject, and render out two views for each subject. These poses are uniformly sampled from yaw angles between $[-30^\circ, 30^\circ]$ and pitch angles between $[-20^\circ, 20^\circ]$.

5 DISCUSSION

We have presented a method for controllable portrait image animation based on 3D GAN inversion. The proposed approach combines explicit control over expressions afforded by 3DMMs with the abilities of emerging 3D GANs to edit semantic information, in-paint missing details, and explicitly control the pose of rendered portrait images. Overall, leveraging a 3D GAN for portrait image animation significantly improves image quality over non-generative approaches and multi-view consistency over 2D GAN methods.
Still, there are a number of limitations to the proposed method. Firstly, the method is constrained by the underlying face model. A direct consequence is that the current implementation does not support rendering eye blinks or changes to the eye position. We also acknowledge limitations of the 3D GAN used in the method; the FFHQ dataset used to train the 3D GAN is not calibrated to represent a balanced cross-section of human appearances. As a result, portrait animation and attribute editing performance is somewhat dependent on the input image appearance. These limitations could be alleviated by using PCA-based editing techniques [Härkönen et al. 2020] to synthesize blinking textures, more sophisticated face tracking models, or improving the GAN training procedure to disentangle the subject expression, allowing explicit control similar to what is currently possible for the pose.

Overall, this work takes important steps towards improving the quality of portrait image animation and the utility of pre-trained GANs for controllable image manipulation. We envision that this work could have relevance to applications across graphics and interactive techniques, including for social media, virtual telecommunication, automated talking head synthesis, and realistic re-dubbing for television and film.

**Societal Impact.** The proposed method enables the synthesis and animation of photorealistic images; recent advances in this area have enabled new and incredible applications, but also have potential for misuse. We condemn the use of this work for ill-intentioned purposes, not limited to misinformation or impersonation, and support the research of methods to thwart such efforts. We refer the reader to Tewari et al. [2020c] for an extended discussion of methods for detecting and analyzing deepfake videos.
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3D GAN Inversion for Controllable Portrait Image Animation
Supplemental Material

CONNOR Z. LIN∗, DAVID B. LINDELL∗, ERIC R. CHAN, and GORDON WETZSTEIN, Stanford University, USA

S1 SUPPLEMENTARY PORTRAIT IMAGE ANIMATION RESULTS
Here we provide additional results and details on the portrait image animation examples presented in the main paper.

Quantitative Results. In Table 1, we further breakdown the average pose distance and average expression distance metrics into separate evaluations using the pre-trained models of DECA [?] and Deep3DFace [?]. We observe the same trends across both estimators, as PIRenderer achieves more accurate expressions but performs similarly to the 3D GAN when eye expressions are fixed.

Qualitative Results. Figure S1 demonstrates an additional result of editing an input source image and animating the result to follow the expressions of a target video. We also show more portrait image animation comparisons with PIRenderer and the 2D GAN baselines in Figure S2. Finally, Figure S3 shows a best-effort comparison with Face-Vid2Vid [?], as only a limited online demo is available for controlling eye and head pose1.

S2 SUPPLEMENTARY ATTRIBUTE EDITING RESULTS

Qualitative Results. In Figure S4, we illustrate more attribute editing results using StyleFlow [?] and the 3D GAN. Similar to the 2D GAN results shown in the original StyleFlow paper, we observe that the latent space of the 3D GAN facilitates realistic attribute editing. Facial hair edits for female subjects and glasses edits incur the most identity shift due to the sparsity of such examples in FFHQ, the 3D GAN’s training dataset.

∗Both authors contributed equally.
1http://imaginaire.cc/vid2vid-cameo/
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Table 1. Quantitative evaluation of portrait image animation. We compare our approach using the pre-trained 3D GAN of Chan et al. [?] to our approach using a 2D GAN [?] and PIRenderer [?]. The average pose and expression distances are calculated using the estimated pose and expression encodings from the pre-trained models of DECA [?] and Deep3DFace [?], and identity consistency (ID) is calculated using a pre-trained Arcface model [?]. The proposed method using the 3D GAN achieves the best accuracy in terms of FID score, average pose distance, and identity consistency. We hypothesize that the limited ability of our model to capture eye motion (e.g., blinking) results in a penalty to the expression distance metric. A similar drop in performance is observed for a variant of PIRenderer with fixed eye expressions (w/o eyes). Finally, since the 2D GAN does not model pose, we observe that its performance is similar to a variant of the 3D GAN with fixed poses or PIRenderer where poses and eye expressions are fixed. Note that methods with fixed pose (w/o pose) have improved FID scores because they are not animated away from the initial poses of the ground truth image dataset.

Fig. S1. Portrait image animation and attribute editing using the proposed technique. Given a source portrait image and a target expression (e.g., specified with a target image), our method transfers the expression and pose to the input source image. We achieve multi-view consistent edits of pose by embedding the expression-edited portrait image into the latent space of a 3D GAN. By interpolating within the latent space of the GAN, we can also apply our method to animate attribute-edited images, allowing adjustments to age, hair, gender or appearance in addition to expression and pose.
Fig. S2. Portrait image animation results. We compare the proposed approach with PiRenderer [?] and our method using a pre-trained 2D GAN [?] instead of the 3D GAN. Since we cannot directly control the pose with this method, we only edit the expressions. Compared to the baselines, the proposed approach achieves better view consistency with higher output image quality compared to PiRenderer.
Fig. S3. Portrait image animation results. We compare the proposed approach with PIRenderer [?], Face-Vid2Vid [?], and our method using a pre-trained 2D GAN [?] instead of the 3D GAN. Only the online demo is available for Face-Vid2Vid, so we can only control the head and eye poses. We cannot directly control the pose with the 2D GAN, so we only edit the expressions. Compared to the baselines, the proposed approach achieves better view consistency with higher output image quality compared to PIRenderer, and higher head pose and mouth expression accuracy compared to Face-Vid2Vid.
Fig. S4. Portrait image attribute editing results. We train a StyleFlow model [?] using the 3D GAN latent space, then perform Pivotal Tuning Inversion [?] to project real images into the latent space. Finally, we modify the conditional attribute inputs into the StyleFlow model to obtain latents capturing the desired edits. We notice that the most difficult edits are facial hair for female subjects and glasses, as both tend to incur the most identity shift – the former involving gender and the latter involving hair.