Longitudinal modeling in developmental neuroimaging research: Common challenges, and solutions from developmental psychology
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ABSTRACT

Hypotheses about change over time are central to informing our understanding of development. Developmental neuroscience is at critical juncture: although the majority of longitudinal imaging studies have observations with two time points, researchers are increasingly obtaining three or more observations of the same individuals. The goals of the proposed manuscript are to draw upon the long history of methodological and applied literature on longitudinal statistical models to summarize common problems and issues that arise in their use. We also provide suggestions and solutions to improve the design, analysis and interpretation of longitudinal data, and discuss the importance of matching the theory of change with the appropriate statistical model used to test the theory. Researchers should articulate a clear theory of change and to design studies to capture that change and use appropriately sensitive measures to assess that change during development. Simulated data are used to demonstrate several common analytic approaches to longitudinal analyses. We provide the code for our simulations and figures in an online supplement to aid researchers in exploring and plotting their data. We provide brief examples of best practices for reporting such models. Finally, we clarify common misunderstandings in the application and interpretation of these analytic approaches.

1. Introduction

Across multiple disciplines, longitudinal data have been used to elucidate the developmental course of a variety of phenomena and to test a host of hypotheses. As longitudinal data analysis (LDA) becomes more common in the neuroimaging field, imaging researchers can draw on other literatures with a long history of LDA, such as developmental psychology/psychopathology, to inform best practices. Many of our suggestions apply to all longitudinal data, although we highlight where neuroimaging samples may encounter unique challenges. The practicalities of implementing the analytic techniques discussed below have been covered in the extant literature (see Table 1). The purpose of this article, however, is to provide guidance on navigating the major challenges in the design, analysis, interpretation, and communication of longitudinal studies, and to clarify common misunderstandings in the application and interpretation of LDA.

Collins’ (2006) seminal review outlined criteria for deciding whether a longitudinal design will provide a strong test of developmental hypotheses about change. These include: 1) a well-articulated theoretical model of change, 2) a design that is able to observe the change process in detail and 3) an analytical framework that operationalizes the theoretical model (Collins, 2006, p. 507). This manuscript follows this framework, with a focus on how design and analytic choices affect researchers’ ability to understand developmental processes. We highlight key take-home points of this manuscript in Box 1.

2. Designing longitudinal studies

2.1. Articulate a theory of change

In articulating a theory of change, researchers should describe what change is expected to occur, how developmental processes influence that change, and when in development the change might be observed. First, researchers should decide what is meant by “change” over time. Ram and Grimm (2015) described a taxonomy of how change can unfold. They argue that most developmental studies test change that
| Number of Time points | Type of Within-Individual Change | Detectable Change | Available Statistical Models | Inferences | Cautions | Key References |
|-----------------------|----------------------------------|-------------------|----------------------------|------------|----------|----------------|
| One                   | None                             | Mean-level        | Independent Samples T-test | Between-group mean differences | Confounded by cohort; no estimate of within-individual change | As above |
| Two                   | None                             | Rank-order        | Repeated Measures ANOVA    | Between-person change | Time treated as a fixed categorical (rather than continuous) predictor | No estimate of within-individual change |
| Three                 | Linear                           | Rank-order        | Repeated Measures ANOVA    | Between-person change | Time treated as a fixed categorical (rather than continuous) predictor | No estimate of within-individual or average-level change |
| Four or more          | Linear                           | Rank-order        | Repeated measures ANOVA; auto-regressive panel; latent change score | Between-person and (latent) rank-change | True change process may be non-linear in form | As above |

**Table 1**
Summary of statistical models available for addressing different hypotheses regarding change over time.

| Within- and Between-individual | Available Statistical Models | Inferences | Cautions | Key References |
|-------------------------------|-----------------------------|------------|----------|----------------|
| Latent Growth Curve           | Between- and within-individual change | Residual variances of predictors at each time point are fixed | Sensitive to model specification | Selig and Little (2012) |
| Latent Growth Curve           | Between and within-individual latent change; correlations between multiple growth processes | | | Ferrer and McArdle, (2003, 2010), Grimm (2012), McArdle (2009) |
| Latent Growth Mixture         | Latent growth in multiple discrete populations | | | Selig & Little (2012) |
| Trait-State                   | Continuous (trait) and discontinuous (state) change | | | Ferrer and McArdle, (2003, 2010), Grimm (2012), Biesanz et al. (2004), Grimm (2012) |
| Polynomial (e.g., Quadratic)  | Non-linear within- and between-individual change | | | Flora (2008), McCoach and Kaniskan (2010) |
| Piecewise                     | Discontinuous               | Discrete patterns of within- and between-individual | | |
| Latent basis (‘Free slope’)   | Model-derived form of within- and between-individual | | | |
Box 1
Key Points for Longitudinal Modeling.

It is important to match a theory of change with design and statistical model to assess change. (p. 4)
Models with two time points cannot provide estimates of within-person change. (p. 5, 15 – 16)
All longitudinal findings are bounded by the start and endpoints of analyses, the selection of temporal intervals, and by the number of
time points in analyses (p. 6, 13, 21)
Standardizing within a time point actually removes time trends from longitudinal data. (p. 9)
It is important to carefully consider the psychometric properties of measures as they are administered over time. (p. 9–10)
“Stability” over time can reflect many things, only some of which mean a lack of change. (p. 14)
Difference scores can be reasonable estimates of change unless the measures have low reliability or high stability over time. (p. 15)
It is important to consider between person variability in repeated measures as a potential confound in auto-regressive models. (p. 18)
Multilevel and latent growth curve models are very similar, but have different strengths and weaknesses. (p. 19)
The intercept in a growth curve model represents the level of an outcome at one time point, and does not have to be the starting point of
data collection. (p. 22)
Varying the intercept can provide different estimates of covariances among growth parameters, and will change the estimates of lower-order growth parameters when time is non-linear (e.g. quadratic, cubic). (p. 22 – 23)
It is important to interpret all growth model parameters in the context of all others. (p. 25)
It is helpful to describe not only average growth (e.g. intercept and slope means), but variances in the growth parameters. (p. 25)
A non-significant effect of time (i.e. no average growth) does not preclude individual differences in growth (i.e. slope variances or
random effect). (p. 26 – 27)
It is important to graph the estimated models of change against the observed data to gain greater insight into your models. (p. 25)
Requiring significant variation in slopes (i.e. random effects) prior to testing a-priori hypotheses about predictors of variation may result
in under-powered hypothesis tests. (p. 28)
It is important to avoid reifying class solutions from mixture models because numerous methodological factors can influence the
number and shape of classes that are found. (p. 32)
It is important to avoid relying on rules of thumb for model fit, and to consider that plausible alternative models may also fit the data
well. (p. 36)

Box 2
Considering developmental peaks.

One example of matching theory to design is the search for developmental “peaks”. That is, researchers are often interested when, on
average, children, adolescents or adults are expected to show maximum levels of some construct, such as reward sensitivity (Bramm et al., 2015),
cognitive control (Ordaz et al., 2013), or cortical thickness (Walhovd et al., 2016), before those levels begin to decline. Assuming the
phenomena is already measured at the correct time scale, peaks may be examined in a number of ways. Average developmental peaks may
be discerned from cross-sectional studies with multiple age-cohorts, as has been done with sensation seeking and “self-regulation”
(Steinberg et al., 2017). Longitudinal studies may go further by also estimating individual differences in the timing of those peaks, as well as
factors that impact individual differences in that timing. Because the functional form of a peak may approximate quadratic growth, splines,
or piecewise growth, longitudinal studies hoping to identify individual differences in the timing of developmental peaks require at least
four and preferably five repeated observations from most individuals to be properly identified (Bollen and Curran, 2006). Moreover, it is
important to include confidence intervals in any peak estimates to characterize the (un)certainty of such peaks.

unfolds as relatively smooth increases or decreases over time. For ex-
ample, empirical data indicate that cortical thickness decreases roughly
1% per year during adolescence (Tanne et al., 2017). Conversely,
transformational change, where new abilities or characteristics emerge
in relatively rapid transitions, or stability-maintenance processes (e.g.,
homeostatic systems) are less studied. To match developmental theory
with the appropriate statistical model, multiple types of change pro-
cesses, as well as multiple forms of those processes (such as linear,
exponential, sigmoidal or spline), should be considered (Ram and
Grimm, 2015). See Box 2 for one example of some challenges in
matching theory with statistical models. Moreover, change can be as-
essed in terms of multiple indices (Roberts and Mroczek, 2008), in-
cluding mean-level change, rank-order consistency (e.g., relative or-
dering of individuals over time), structural consistency (e.g., similar
factor structures across time), and inter-individual differences in intra-
individual change (individual differences in within-person change).

Theories about the forms of change should be supported by a theory
about the processes that produce change. For example, neurodevelop-
mental theories attempt to explain developmental changes in risk
taking and impulsivity based on the development of the pre-frontal
cortex and subcortical structures including the striatum and amygdala
(e.g., Casey and Caudle, 2013; Romeo, 2013). Many developmental
models have yet to appear in the developmental neuroimaging litera-
ture, such as transactional models, bioecological models, or develop-
mental cascade models (e.g., Bronfenbrenner, 1977; Masten and
Cicchetti, 2010). For example, “coercion theory” is a transactional
model positing that negative parental responses to child misbehavior
can be negatively reinforced by the elimination of misbehavior, while
accidentally positively reinforcing the misbehavior through the provi-
sion of attention (Dishion et al., 1992). Through this cycle of re-
forcement, each behavior escalates over time, leading to increasingly
maladaptive behaviors by both parents and children (Dishion et al.,
1992; Granic and Patterson, 2006). Drawing upon a strong theory that
explains how individual differences might emerge over time provides a
critical foundation for longitudinal research.

2.2. Design a study to assess change

The next step is to design a study to reflect the theory of change. This
includes decisions related to the timing, frequency, and spacing of
observations in a longitudinal study. For example, researchers may
measure cortical thickness annually across adolescence because it is
expected to change slowly and smoothly during this time period (Tamnes et al., 2017). It is important that the timing of assessments is driven by a theory about the timescale (e.g., yearly, monthly, daily) at which change is thought to occur, as well as the metric of time (e.g., age, grade, time since an event; see Ram and Grimm, 2015 for an excellent overview of these issues). If assessments are spaced too far apart, change could be missed entirely; if they are too frequent, a study could be unduly expensive or hampered by participant reactivity (King et al., 2006).

Study design also limits the type of change that can be modeled. Cross-sectional studies can infer developmental change by measuring individuals with the same measure at specific ages (e.g., Ostby et al., 2009; Somerville et al., 2013), but inferences about age are confounded by cohort and period (Glen, 1976), and certain examinations of change (e.g., rank-order consistency) are not possible within this design. Studies with two time points can measure within-person change, but only in terms of rank-order changes in levels of a variable. As Rogosa et al. wrote “two waves of data are better than one, but maybe not much better” (Rogosa et al., 1982, p. 744). Conversely, models with more time points allow for the study of both within- and between-person change. Importantly, as the number of data collection points increases beyond a single time point, the ability to model types of change increases substantially, as does the number of available models.

In terms of the number of time points, longitudinal functional neuroimaging data with children and adolescents are relatively rare, with one review reporting 13 longitudinal imaging studies (Crone and Elzinga, 2015). In that report, most studies had data from only two time points, and only a minority of studies followed subjects beyond three time points, and only for subsets of the sample. Although there have been more longitudinal structural imaging studies, with 34 in one recent review (Vijayakumar et al., this issue), only three of those studies reviewed included an average of three or more time points (i.e., scans) from participants, and again, those with more than two observations were usually a subset of the whole sample. Despite this, many of these studies have reported inappropriate longitudinal analyses, such as testing for individual differences in trajectories without enough time points for trajectories to be over-identified (that is, more information is observed than estimated). See Box 3 for a detailed discussion of this issue.

Notably, any observational study is only sampling some of the many possible time points that may provide a representation of a larger developmental process. All findings in longitudinal studies are bounded by the start and endpoints of analyses, the selection of temporal intervals, and by the number of time points in analyses. Prior studies have demonstrated that the selection of time points can influence the results from LDA (see, for example, Jackson and Sher, 2006; Rogosa, 1988). Researchers should avoid falling prey to the “jingle” fallacy, where it is assumed that studies cover similar developmental periods because they use the same label (such as “adolescence”) but actually measure different age spans with different time points at different intervals. Rather, each of these factors may have a dramatic impact on the information a model provides. Researchers should carefully consider how their findings may or may not converge with other studies that cover similar age spans. For example, a recent study analyzed longitudinal functional imaging data from four independent samples. Analyses in one dataset, which found linear trajectories of change in gray and white matter volume from ages 10–16, actually converged with three other datasets which found cubic trajectories between ages 10 and 30, because both types of trajectories described very similar change during the same developmental period (Mills et al., 2016). (see, for example, Jackson and Sher, 2006; Rogosa, 1988).

Other work highlights the impact of the coding of time in LDA, illustrating the importance of matching the coding of time with the assessment frame. If assessments were collected, for example, at a baseline, 6 months, 12 months, and 24 months, time should be coded 0, 1, 2, 4 (not 0, 1, 2, 3), so that 1 unit of time represents the passage of 6 months. Mis-specifying time can also dramatically impact inferences, coefficient estimates, and interpretability of the model (Biesanz et al., 2004; Grimm, 2012; Raudenbush and Bryk, 2002; Schuster and von Eye, 1998).
Thus, it is critical to match the design of the collected data with the hypotheses that researchers wish to test (Collins and Graham, 2002), particularly with secondary data (Brooks-Gunn et al., 1991; Davis-Kean et al., 2015; Greenhoot and Dowsett, 2012; McCall and Appelbaum, 1991). For example, several longitudinal studies of personality change (Littlefield et al., 2010a; Littlefield et al., 2009; Littlefield et al., 2012; Littlefield et al., 2010b) used data originally collected to track developmental change in drinking, though there is no guarantee that personality change follows the same time course of drinking. Sometimes the assessment frame reflects external influences (e.g., available funding for additional assessments) rather than “ideal” designs based on scientific considerations.

2.3. Consider measurement over time

Once the overall longitudinal study is designed, measurement considerations arise that are uncommon for cross-sectional or experimental studies (Grimm et al., 2013). Tests of longitudinal hypotheses about change assume that a study uses measures that are a) valid, b) measure the appropriate time-span, and c) have the same psychometric properties over time. Models of change assume that a one unit change in the observed data reflects the same amount of change in the underlying construct across all time points. This relatively simple assumption raises a number of issues to be considered in longitudinal modeling. First, any data transformations must carefully consider how the transformation may impact the relative scale of the construct across assessments. Standardizing relative to one time point, or all time points, will yield standardized parameters that are equivalent to results with untransformed data. However, many authors have noted that standardizing within a time point actually removes time trends from longitudinal data (Boilien and Curran, 2006; Stoolmiller, 1995). But not all age-standardized data may be bad; some age-norming (such as with the Child Behavior Checklist; Achenbach and Edelbrook, 1983) actually produces data where a one unit change in the data reflects a similar magnitude of change in the construct across all ages where the raw data does not.

Specific to neuroimaging, methodological approaches should be also used to reduce measurement error, such as maintaining consistency in MRI equipment, software, hardware, and data processing steps (see Vijayakumar et al., this issue).

Psychometrics, which aims to model how observed data are related to the underlying construct, may be especially problematic in the field of neuroimaging. Many of the cognitive and behavioral tasks that are used as stimuli are either ad-hoc or have limited psychometric data. Psychometric analysis is also required to ensure that the measures exhibit structural consistency across time (i.e., for a given construct, the relations between the latent, unobserved construct and the variables used to measure it are consistent across time Pitts et al., 1996). For example, researchers using a Go/No Go task might be concerned about ceiling effects as children get better at the task through either practice or age. If an adaptive threshold is used (i.e., the task becomes more difficult as children improve) used, scores will not be comparable across age. Rather, age-related changes will reflect a mixture of a child’s skill improvement and changes in task difficulty (Hamilton et al., 2015). It is important, then, to use measures that are suitable for as broad an age range as possible.

Ensuring structural consistency across time is difficult for behavioral or cognitive tasks, which are often used as a correlate in structural imaging studies or to evoke brain responses in functional imaging studies. Compared to research based on measurement approaches that are amenable to latent variable modeling (e.g., survey data) and includes a relatively mature set of psychometric models (Vandenbarg and Lance, 2000), rigorous psychometric evaluations are generally lacking within neuroimaging research. For example, most cognitive tasks (those measuring attention, memory, and cognitive control) included in the Research Domain Criteria (RDoC) were noted by the RDoC committee to have a lack of psychometric data and no standardized administration parameters (National Advisory Mental Health Council Workgroup on Tasks and Measures for Research Domain Criteria (RDoC), 2016), except for a few recent studies of very little is known about the psychometric properties of many cognitive and behavioral tasks used in neuroimaging studies beyond test-retest reliability (e.g., Weafer et al., 2013; Wöstmann et al., 2013). The relative infancy of psychometrics in behavioral tasks used in neuroimaging is not surprising, given the application of traditional psychometric models is much more difficult and expensive compared to survey data.

Further, attempts to utilize psychometric approaches within the cognitive literature have yielded mixed success. For example, the oft-cited latent variable analysis of executive functions (Miyake et al., 2000) identified a latent inhibition trait, which was reflected by an antisaccade, stop-signal, and Stroop task (tasks which are frequently used in fMRI studies). However, subsequent psychometric evaluations cast doubt on the robustness of the originally proposed measurement model (Miyake and Friedman, 2012). Thus, researchers are cautioned against over-reifying constructs in the absence of strong psychometric support.

The extent to which even test-retest reliability reflects practice effects versus true stability (Salthouse, 2014) remains clouded. Many cognitive and behavioral tasks (such as the Erikson Flanker, Stroop, stop-signal, Go/No-Go) may suffer from low between subject variability precisely because they were designed to produce an experimental response from most individuals, rather than to detect individual differences in the magnitude of that response (Hedge et al., 2017). In sum, compared to work based on (primarily self-reported) survey data, robust psychometric evaluations of (largely laboratory-based) tasks often used in neuroimaging are less common. Additional psychometric work, and the development of novel paradigms designed to maximally detect between subject variability, will be required in the neuroimaging field in order to determine whether fundamental prerequisites of LDA are met by these tasks.

3. Improving longitudinal analysis

Finally, researchers are charged with matching the theoretical model of change with the appropriate statistical model. As noted by Collins (2006), “A mismatch of theoretical and statistical models will result in the addressing of irrelevant or even meaningless scientific questions. On the other hand, a close correspondence between theoretical and statistical model can provide an elegant test of a scientific hypothesis and a penetrating look at longitudinal data.” (p. 509).

To illustrate common applications of longitudinal models, we simulated a large dataset based on the same basic motivating example, with modifications to the underlying model throughout to illustrate different points about statistical modeling. We simulated data with 10,000 observations so the parameter estimates from our models would approach their true (population) values. For most examples, random samples of 250 participants were used to approximate typical sample sizes in developmental neuroimaging research. The primary outcome of interest is the development of cortical thickness of the right inferior frontal cortex (rIFC), measured annually from age 10–19. The rIFC has been associated with inhibitory control (Aron et al., 2014). We modeled quadratic declines in cortical thickness across adolescence (Tamnes et al., 2017). We assumed that all measurement parameters of the rIFC were identical over time. We also simulated a variable representing a behavioral measure of impulse control (such as performance in a Go/No-Go task) at age 10. Finally, we included a time-varying covariate reflecting the effects of stress on rIFC thickness.

Fig. 1 shows the “true” development of rIFC thickness over time in a subset of cases from these simulated data. As shown in Fig. 1, rIFC thickness exhibited rapid declines in early adolescence before those declines slowed during the latter part of adolescence (i.e., change in rIFC thickness demonstrated a quadratic trend). We injected substantial
intra-individual variation in all aspects of change (i.e., intercept, linear slope and quadratic effects), and allowed this variation to be correlated ($r = .20$ across all parameters).

### 3.1. Models for two time points

With two time points of data, general linear models (GLMs) can be used to answer several basic questions regarding change, including the extent to which between-person variability in rIFC thickness at one age (say 10 years) is associated with between-person variability at a later age (say, 14 years). The extent to which the covariate (impulse control) at Age 10 predict individual differences in rIFC thickness at Age 14, adjusting for rIFC thickness at age 10, can also be explored.

#### 3.1.1. Example

Table 2 presents the unstandardized intercept values and the standardized coefficients from our simulated dataset. This model was estimated with ordinary least squares regression. When predicting rIFC thickness at Age 14, the intercept means that when Age 10 rIFC thickness, Age 10 impulse control, and Age 10 stress were all at 0, Age 14 rIFC thickness was predicted to be $-9.84$. If the value of the intercept was important, we could center the predictors so its value could be interpreted as the expected value of Age 14 rIFC thickness at the mean of the predictors. The effect of Age 10 rIFC thickness reflects the degree of rank-order stability of rIFC thickness from Age 10–14. A one SD difference between adolescents in rIFC thickness at Age 10 would be associated with a .35 SD difference between adolescents in rIFC thickness at Age 14. Similarly, a one SD difference between adolescents in impulse control at Age 10 would be associated with a .22 SD change in rIFC thickness at Age14, and so on.

Table 2 illustrates how changing the follow up interval (to Age 15 or Age 18) can change the coefficients we would observe, sometimes dramatically. For example, Age 10 impulse control would be considered to be a relatively minor correlate of rIFC thickness at Age 14 ($\beta = .22$), but a very major predictor of Age 18 rIFC thickness ($\beta = .50$). Although not illustrated in Table 2, the direction of a coefficient effect can even flip signs, depending on the time of follow-up. Thus, the inferences drawn from longitudinal effects are bounded by the assessment frame, as these effects can change (sometimes substantially) across time intervals.

| Predictor                | Age 14 rIFC Thickness | Age 15 rIFC Thickness | Age 18 rIFC Thickness |
|--------------------------|-----------------------|-----------------------|-----------------------|
| Intercept                | $-9.839$              | $-12.545$             | $-20.221$             |
| Age 10 rIFC Thickness    | 0.347                 | 0.304                 | 0.330                 |
| Age 10 Impulse Control   | 0.217                 | 0.318                 | 0.496                 |
| Age 10 Stress            | 0.251                 | 0.235                 | 0.160                 |

Note: This table presents unstandardized intercept values and standardized regression coefficients for two time point regression models predicting rIFC thickness at different ages from Age 10 covariates. Note how the time interval between the predictor and the outcome changes from a 4 year lag to a 5 and 8 year lag the estimated effects of some predictors can change dramatically.

#### 3.1.2. Cautions in considering stability over time

Importantly, rank-order stability does not preclude mean-level changes (and vice versa). Rank-order stability can result from a number of factors such as how the environment shapes and transacts with individuals to influence both change and stability (Fraley and Roberts, 2005). That is, stability could reflect stable transactions between an individual and a stable environmental context; given a different environment that stability may evaporate. Accurate inferences about stability require more than two time points, allowing inferences about the degree to which correlations across increasing increments of time asymptote towards a lower bound (Fraley and Roberts, 2005). Others have noted that “stability” coefficients could reflect the amount of true change, the degree of uniformity in change, or the relations between initial status and change over time (Hertzog and Nesselroade, 1987; Selig and Little, 2012). We illustrate this in Fig. 2, showing three ways high stability can manifest in samples with very different patterns of change, and contrast it with a sample exhibiting true variation in change and thus lower stability.

Stability and change may be even more complicated when considering repeated assessments of a cognitive task. In one large study, subjects who had prior experience with a cognitive task exhibited higher scores relative to subjects from the same cohort who were task-naïve (Saltzhouse, 2014), suggesting that repeated exposure to cognitive tasks may bias stability estimates due to task reactivity. For example, some data suggest various delay discounting measures demonstrate marked test-retest stability across various time intervals (e.g., Odum, 2011). In Kirby (2009), test-retest stability was high ($rs > .63$) though mean discount rates increased across assessments, suggesting (by the interpretation of the test) that the participants were becoming more impulsive. An alternate interpretation, however, is that participants were becoming increasingly reactive to the test (Saltzhouse, 2014).

#### 3.1.3. Cautions in predicting outcomes from rank-order change

It is often of interest to connect rank-order change with some outcome, controlling for common covariates. Although more advanced methods have been recently developed to assist with this problem (McArdle, 2009), more common approaches are to compute difference scores (subtract Time 1 from Time 2 scores), or to residualize the Time 2 score by regressing Time 2 score onto Time 1 score. Burt and Obradović (2013) provide an excellent overview of the true strengths and limitations of these traditional approaches. In short, close attention should be paid to the impact that the reliability, variability, and correlation between the Time 1 and 2 scores have on the psychometric properties of difference and residual scores. Low reliability of either Time 1 or Time 2 score lowers the reliability of the change or residual score, whereas a high correlation between Time 1 and Time 2 scores causes lower reliability of difference scores (Burt and Obradović, 2013). As Rogosa pointed out in a classic chapter on myths on longitudinal
change (1988), difference scores are unreliable when stability is high for a very good reason: the higher the Time 1–Time 2 correlation, the less that there are individual differences in change, and “you can’t detect individual differences that ain’t there” (p. 13). As illustrated with two time points in Fig. 2, variability in change can dramatically impact estimates of stability.

3.2. Models for three or more time points

3.2.1. Auto-regressive panel models

Auto-regressive panel models are extensions of the GLM that predict the value of a variable in the future from the same variable in the past. They are based in a structural equation modeling (SEM) framework, and test how between-person differences in levels (i.e., rank-order individual differences) of a variable at one time point are predicted by between-person differences in that variable at a prior time point (Selig and Little, 2012). SEM software solves for a set of two equations simultaneously, in a way that maximizes the fit of the model (i.e., the estimated parameters) to the covariance matrix of the data. The two-time point models we presented above are examples of auto-regressive lag-one effects, where a variable at one time point predicts the same variable at the next observed time point. Auto-regressive lag-two (predicting between-person differences in levels from those two time-points prior) and greater lags are also possible.

These may be extended to two or more variables in cross-lagged panel models (CLPM), where between-person differences in one variable at a time point predict change in another variable at the next (Gollob and Reichardt, 1987; Hamaker et al., 2015). Importantly, these effects will be also expected to change as the time-lag changes, as we demonstrated above with the two time point data. As with two-time point regression models, because panel models do not typically incorporate information about means, inferences can only be made about individuals’ standing relative to one another is related to change at the next time point (see equation 2 in Hamaker et al., 2015), but not within-individual or average change in the sample (see Curran et al., 2014 for a method that combines traditional latent curve models with cross-lagged panels).

3.2.1.1. Example. We estimated a bivariate auto-regressive cross-lag panel model for the association between rIFC thickness and stress at Ages 10, 12 and 14. Our auto-regressive panel model provided stability (i.e. auto-regressive) estimates of the effect of Age 10 rIFC thickness on Age 12, and Age 12 rIFC thickness on Age 14 rIFC thickness, and similar stability estimates for stress. We also estimated cross-lagged effects for the effects of Age 10 stress on Age 12 rIFC thickness (controlling for Age 10 rIFC thickness), Age 12 stress on Age 14 thickness, and similar effects for rIFC thickness on stress. For simplicity, we constrained similar effects (such as the stability of rIFC thickness between Age 10 and 12 and Ages 12 and 14, or the effects of stress on rIFC thickness at Ages 12 or 14) to be equal over time, which means we forced the parameters to be equal. This reflects a parsimonious assumption that these associations do not change across time, although this assumption may be relaxed. This model is illustrated in Fig. 3 as an SEM, where boxes represent observed variables, single headed arrows between variables represent regression slopes, and double headed arrows represent correlations. Coefficients are reported in the first column of Table 3, which again illustrates how coefficient estimates can change for the same three time point auto-regressive model with different scales of time.

The interpretation of the coefficients from these models was identical to that from the regression model above: how did between-person differences in the level of stress at one time point predict between-person differences in the level of rIFC thickness at the next, controlling for stability in rIFC thickness? Additionally, how does rIFC thickness at one time point predict stress at the next, controlling for stability in stress? Again, the time interval selected will impact inferences. For example, we would conclude that stress at the prior time point would be weakly or unrelated to rIFC thickness when examining the effect in Age 14, 16 and 18 data, but we would conclude it had a moderate and positive relation with rIFC thickness for the Age 10, 12 and 14 data.

Fig. 2. Four different ways that stability (and “change”) can manifest in regression and panel models.

Caption: Displayed are 100 cases from simulated data with two time points, where stability was manifested as A) no average change ($\beta = .99$), B) mean change over time, but no individual differences in change ($\beta = .99$), C) a high correlation between initial status and change ($\beta = 0.97$), contrasted to D) an “unstable” sample with variation in change ($\beta = 0.44$).
3.2.1.2. Cautions: considering trait variability. The CLPM has been specifically critiqued for mixing within and between-person variance, leading to mistaken inferences about the nature of transactional processes (Hamaker et al., 2015). For example, Ritchie et al. (2015) applied a CLPM to a sample of twins studied across five time points from ages 7–16, and found associations between reading and later measures of intelligence, even when controlling for prior observations of intelligence. In a reanalysis of the same data, Bailey and Littlefield (2017) showed that a state-trait model, which separated stable (i.e., trait), between-person variation in reading and intelligence over time from state variation in reading and intelligence that varied from time to time (Kenny and Zautra, 2001), could fit those data equally well (or even better), and largely reduced the magnitude of the causal paths among reading and intelligence. These findings indicated that stable third variables that contributed to trait variability, such as common genetic or environmental factors, may largely account for the longitudinal association between reading and intelligence. Thus, it is important to carefully consider between-person (i.e., trait) variability in what is thought to be a time-varying construct as a special form of a third variable confound that is particularly pertinent to auto-regressive models.

3.2.2. Growth curve models

Researchers are often interested in modeling and explaining patterns of within-individual change (i.e., how a person changes relative to their own standing over time), as well as how their pattern of change may differ from that of another individual. Growth curve models (GCMs) are common approaches to modeling within-individual change, and can be approached from a multilevel or latent variable framework (see Curran, 2003 for a discussion of the similarities of the two approaches; Wood et al., 2015 for an in-depth review of the relation of various types of longitudinal models).

In multilevel GCMs (or random regression, random coefficient models), observations for individuals at each time point are predicted by a variable coding the passage of time (Bryk and Raudenbush, 1987). By allowing the coefficients of this model (such as the intercept, or level, and the effect of time, or the slope) to be “random” (i.e., assume it was sampled from a larger population in the same way we assume the sample of individuals was), we can also estimate between-person differences in those coefficients. These estimates inform the degree to which people exhibit individual differences in change over time. (Ballinger, 2004; McNeish et al., 2016; Zeger et al., 1988)

Latent curve models (LCMs) model the growth process (i.e., intercepts and slopes) as latent variables within an SEM framework (Bollen and Curran, 2006) and are similar to multilevel GCMs (Curran, 2003). In LCMs, the effects of time are coded into structural coefficients for the latent growth factors (i.e., intercept and slope), the average effects of time are estimated from latent means of the growth factors, and random effects (i.e., individual differences in intercepts and slopes) are estimated via the variances of the latent growth factors. LCMs may also be extended to multiple parallel processes, where two or more growth processes are estimated simultaneously, allowing for the estimation of inter-relations among growth factors (Cheong et al., 2003). An SEM representation of the latent growth curve model is illustrated in Fig. 4.

Despite similarities between LCMs and multilevel GCMs, each approach has distinct strengths. Because they model growth as latent variables, LCMs are very useful when researchers use individual

### Table 3

| Age 10, 12, 14 | Age 14, 16, 18 | Age 10, 14, 18 |
|----------------|----------------|----------------|
| **T2/T3 Outcome rIFC** | **rIFC** | **rIFC** |
| T2 Intercept | −6.39 | −4.62 | −9.44 |
| T2 Intercept | −3.95 | −4.73 | −8.97 |
| β1 Lag 1 rIFC Thickness | 0.44 | 0.71 | 0.47 |
| β1 Lag 1 Stress | 0.28 | 0.14 | 0.24 |
| **T2/T3 Outcome Stress** | **Stress** | **Stress** |
| T3 Intercept | −0.15 | 0.41 | 0.74 |
| T2 Intercept | −0.13 | 0.25 | 0.24 |
| β1 Lag 1 rIFC Thickness | 0.08 | 0.03 | 0.08 |
| β1 Lag 1 Stress | 0.73 | 0.86 | 0.78 |

Note: This table displays how coefficients for the cross-lagged panel model illustrated in Fig. 3 would change with different time intervals. Identical effects were fixed to be equal over time.

### Fig. 3.

A three time point cross-lagged panel model.

Note: This figure is a graphical model of an auto-regressive panel model of the relation between rIFC thickness and stress over time. For graphical depictions of structural equation models, boxes represent observed variables, circles (not displayed) represent unobserved (latent) variables, triangles (not displayed) represent estimated means, single headed arrows between variables represent regression slopes, and double headed arrows (not displayed) represent correlations. Each residual error term was estimated independently. IC = Impulse Control. rIFC = right Inferior Frontal Cortex. Coefficients are reported in Table 3.

### Fig. 4.

A latent growth curve model of Impulse control.

Note: For graphical depictions of structural equation models, boxes represent observed variables, circles represent unobserved (latent) variables, triangles represent estimated means, single headed arrows between variables represent regression slopes, and double headed arrows represent correlations and variances.
differences in growth change as a predictor. Moreover, LCMs allow for the estimation of more complicated forms of growth, such as the latent basis model, where the growth function is not completely known (Flora, 2008; McCoach and Kaniskan, 2010). Conversely, multilevel GCMs allow for flexible time specification, such that all participants can have unique time points (such as age measured in days); because time is a factor loading for LCMs, they are much more restricted.

3.2.2.1. Example. Taking our model of rIFC thickness at Ages 10, 12 and 14 from above, we first estimated a linear growth model using a multilevel model, where the outcome was predicted by a variable representing time, coded as Age 10 = 0, Age 12 = 1, Age 14 = 2. The model produced the output displayed in Table 4a.

For simplicity, we present the conditional parameter estimates, which refer to the estimates of model parameters after accounting for covariate effects. The intercept value tells us the predicted level of rIFC thickness (2.62) when time and the other covariates were at zero (i.e., Age 10, and the mean of the covariates), while the random effect (a standard deviation) tells us that we could expect residual variability around that intercept value, with 68% of the population expected to have rIFC thickness values of 2.62 ± 2.21. The slope value tells us that rIFC thickness declined by 5.80 points for every one unit change in time (in this case every two years) at the zero point of the covariates. After accounting for covariate effects, there was variability in change over time, such that 68% of the population exhibited rates of change of 5.80 ± 0.43. Moreover, the intercept and slope were very weakly correlated (r = −0.14), which means that an individual’s level of rIFC thickness at Age 10 was weakly associated with their rate of change over time. The residual term describes unexplained within-person variation in rIFC thickness across all time points.

For comparison, we also re-estimated this model with the full dataset (Table 4b). Because there was now a quadratic effect included in the model, the interpretation of the conditional linear growth coefficient changed: it represented the rate of change only when time was equal to 0 (Age 10), controlling for the covariates, while the quadratic effect represented how the linear time effect changes for every one unit change in time (i.e., acceleration or deceleration) controlling for covariate effects. In our simulated model, youth’s rIFC thickness at Age 10 was declining by −3.13 per year, but that decline slowed by .05 per year. Accurate estimates of the intercept and slope for different ages can be obtained simply by re-centering the intercept at different time points.

In addition, the covariate effects differed: not only did Age 10 impulse control predict the level of rIFC thickness (to nearly the same degree), but it also predicted the linear and quadratic slope. An increase in Age 10 impulse control was associated with higher initial rIFC thickness (b = 1.32), meaning a one unit increase in stress at a given age was related to a 1.32 unit increase in rIFC thickness above and beyond that which was predicted by the developmental trajectory. Re-estimating this model in a latent growth curve model framework gave identical results, except the latent variable model would estimate unique residuals at each time point rather than a single residual estimate for all time points.

Table 4a

| Random Effects         | b    | S.E. | p-value |
|------------------------|------|------|---------|
| Intercept              | 2.63 | 0.34 | 0.000   |
| Slope                  | −5.80| 0.18 | 0.000   |
| Age 10 Impulse Control | 0.92 | 0.18 | 0.000   |
| Stress                 | 1.32 | 0.08 | 0.000   |
| Slope X Age 10 Impulse Control | 0.07 | 0.11 | 0.535   |

Random Effects

| Random Effects         | Intercept – Slope Correlation |
|------------------------|------------------------------|
| Intercept              | 2.21                         |
| Slope                  | −0.14                        |
| Residual               | 2.98                         |

Table 4b

| Random Effects         | b    | S.E. | p-value |
|------------------------|------|------|---------|
| Intercept              | 2.42 | 0.29 | 0.000   |
| Linear Slope           | −3.13| 0.11 | 0.000   |
| Quadratic Slope        | 0.05 | 0.01 | 0.000   |
| Age 10 Impulse Control | 1.02 | 0.16 | 0.000   |
| Stress                 | 1.15 | 0.05 | 0.000   |
| Linear Slope X Age 10 Impulse Control | −0.21 | 0.07 | 0.001   |
| Quadratic Slope X Age 10 Impulse Control | 0.07 | 0.01 | 0.000   |

Random Effects

| Random Effects         | Random Effect Correlations |
|------------------------|----------------------------|
| Intercept              | Linear Slope               |
| Linear Slope           | −0.48                      |
| Quadratic Slope        | 0.50                       |
| Residual               | −0.54                      |

*Note: This table displays growth model estimates for change in rIFC thickness over time for Ages 10–19, conditional on the effects of the covariates.
3.2.2.2. Cautions in interpreting the intercept and the coding of time. As opposed to other models, in growth models the intercept is important because: a) it helps define the trajectory (along with the slope parameters) and b) individual differences (or random effects) in levels of the outcome are of interest. Biesanz et al. (2004) noted that researchers struggled with interpreting the intercept; most commonly, researchers assume the intercept must be the first observed time point, though the intercept can be set at any time point. They further noted that many studies wrongly labeled the intercept as the starting point even when it was clear from the coding scheme that this was not true (Biesanz et al., 2004). There are two important consequences to this conflation of the intercept and the starting point. First, it often limits researchers’ inferences about individual differences in levels, and it limits interpretations of the correlation between the slope and intercept. Both variability in the intercept, and (some degree of) the magnitude of its correlation with the slope, are determined by the placement of the intercept (Biesanz et al., 2004; Mehta and West, 2000; Rogosa and Willett, 1985). Changing the coding of time via centering impacts the estimation of the value of an intercept, its covariance with a linear slope, and the effects of a predictor on an intercept (without affecting estimates of the slope), all without changing the underlying trajectories or model fit. Fig. 6 illustrates how choosing to center time at age 10, versus centering time at age 15, does not change the average quadratic growth trajectories of rIFC thickness, but only shifts the axis of time.

Coding time is also important when interpreting non-linear effects of time. Because a quadratic growth effect is estimated as the effect of time squared, the value of the linear effect of time, and its correlation with the intercept are only interpreted when time is equal to zero. Just as re-centering data to explore the impact of a moderator changes the simple slope of a predictor on an outcome (Aiken and West, 1991), all other variables in a growth model are impacted by the choice of the intercept. Researchers often incorrectly interpret this in quadratic growth models, and generalize the linear time effect and its correlations to all time points. For example, Harden and Tucker-Drob (2011) estimated correlated change between quadratic growth curves of impulsivity and sensation seeking across adolescence, and reported a moderate ($r = 0.21$) correlation between individual differences in linear change in impulsivity and sensation seeking. However, that correlation only applied to age 16 (where the data were centered), because the presence of a quadratic effect meant that the linear effect changed across time, and the correlation was certain to take on other values at different locations. Moreover, if one wanted to most accurately describe how change in one construct was related to another, the correlation between quadratic change observed in the study ($r = 0.41$) should be interpreted, because it was not conditional on any other effects in the model. In other words, as the rate of change in impulsivity accelerated by one SD, we might expect a parallel $.41$ SD acceleration in of change in sensation seeking in Harden and Tucker-Drob (2011).

We illustrate this in Table 5. Changing the location of the intercept changes the estimates of all fixed effects of our quadratic growth model except the quadratic effect itself, as well as the estimates of the correlations among growth factors. Whether a random effect increases or decreases depends on the variability of the trajectories and the location of the point of minimum variability. Fig. 7 illustrates this: around Age 12, there is little variability in levels, so there is likely to be a low

| Age 10 | Age 11 | Age 12 | Age 13 | Age 14 | Age 15 | Age 16 | Age 17 | Age 18 | Age 19 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Intercept | 1.15 | -1.98 | -4.88 | -7.56 | -10.02 | -12.25 | -14.27 | -16.06 | -17.63 | -18.98 |
| Linear Slope | -3.24 | -3.01 | -2.79 | -2.57 | -2.35 | -2.13 | -1.90 | -1.68 | -1.46 | -1.24 |
| Quadratic Slope | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |

Correlations among random effects

| Age 10 | Age 11 | Age 12 | Age 13 | Age 14 | Age 15 | Age 16 | Age 17 | Age 18 | Age 19 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Intercept: Linear Slope | -0.21 | 0.18 | 0.54 | 0.75 | 0.82 | 0.85 | 0.87 | 0.88 | 0.90 | 0.92 |
| Intercept: Quadratic Slope | 0.64 | 0.56 | 0.51 | 0.50 | 0.53 | 0.58 | 0.64 | 0.69 | 0.74 | 0.79 |
| Linear Slope: Quadratic Slope | -0.62 | -0.33 | 0.08 | 0.46 | 0.69 | 0.81 | 0.88 | 0.91 | 0.94 | 0.95 |

*Note: This table displays growth model estimates for change in rIFC thickness over time for Ages 10–19, conditional on the effects of the covariates.
correlation between the level of rIFC thickness and the rate of change over time. Conversely, by Age 19, there is large variability in the level of rIFC thickness, and thus we would expect at Age 19 to observe a large correlation between the level and the rate of change over time.

Unless there is a compelling rationale for choosing a point in time (such as the beginning of high school, or the end of a treatment study), there is value in exploring several locations of the intercept, because the interpretation of slopes, intercepts and their correlations in a growth model are not independent of one another.

3.2.2.3. Cautions in interpreting the slope(s). There is frequent confusion about the interpretation of trajectory parameters in non-linear growth models. As noted above (Ram and Grimm, 2015), growth may be represented by non-linear shapes (e.g., a quadratic slope), and researchers often struggle to interpret even quadratic growth models. Further, assuming sufficient model degrees of freedom, SEMs allow for the free estimation of change parameters (referred to as “latent basis” or “free slope” models), permitting examinations of discontinuous change (Flora, 2008; McCoach and Kaniskan, 2010). When the shape of growth extends beyond the linear case, the interpretation of parameters rapidly becomes less intuitive. Take, for example, the relative difficulty of interpreting the parameter values for Table 5, when the intercept was centered at age 10, with the relative ease of interpreting Figs. 5–9, which represent the same data. Thus, we strongly recommend that all parameters should be interpreted in the context of all others and all models should be graphed.

3.2.2.4. Cautions in interpreting the variances/random effects and covariances. Because of variability in the intercept and slope, it is probably more useful to describe the variability in trajectories than to simply describe the average trajectory. This is where visual displays can be useful (Biesanz et al., 2004). Although it is often recommended, it is rare to find visual displays of variability for growth models, and especially unusual to display variability as a function of the covariation among growth components. It is not uncommon that slopes and intercepts in growth models are correlated. Individual differences in developmental timing can cause children who start at a high level on a particular indicator to demonstrate less pronounced change over time, simply because they enter the study at a more advanced stage of development. This induces a negative correlation between the starting level and the rate of change over time. Researchers regularly fail to interpret these correlations, or (if they do), interpret them incorrectly. Thus, we strongly encourage researchers to plot variability in growth, as well as the correlations between growth factors to better understand the basic properties of their growth models.

Figs. 7–9 provides three examples of how variation and co-variation in our growth example might be illustrated. Fig. 7 illustrates the expected trajectories for individuals at high, mean and low initial levels and linear and quadratic slopes based on the model estimated variability. Fig. 8 illustrates a case where the intercept is negatively correlated with the slope and quadratic effects (r = −.30), meaning that individuals who are high on rIFC thickness at Age 10 are expected to change the least over time, while those with the lowest rIFC thickness levels are expected to change the most. Fig. 9 samples 12 cases from the simulated data and displays quadratic curves plotted over individual data points as a means of highlighting between person variability in change over time. These figures provide a more direct, intuitive means of understanding the results provided by the estimated model compared to a text description of variance associated with a growth parameter.

In latent growth curve models, significance tests for variances and covariances of the growth factors are provided as a matter of estimation, as growth factors are estimated as latent variables with means, variances and covariances by default for most software. Thus, it is unlikely that a researcher will explicitly fix the variance of a latent growth factor to zero. However, in multilevel models, variances must be explicitly estimated as a random effect of the intercept and time variables (such as the linear and non-linear time effects). A common limitation that is specific to multilevel models is the failure to test for random effects when the main effect of time (i.e., the fixed effect) is zero. This seems to reflect a misunderstanding that the estimate of within-person change over time applies to all subjects, and thus represents a fundamental misunderstanding of the parameters reported in a GCM. As illustrated in Fig. 2, there can be no average growth, but individual differences in growth (Fig. 2D), and there can also be growth over time, but no individual differences in growth (Fig. 2B). Thus, it should be a matter of course to test for random effects for all trajectory parameters, and they should be fixed to zero only when there is no evidence that they vary in the sample (Raudenbush and Bryk, 2002). Researchers should also use less biased approaches to test parameter significance such as likelihood ratio test/deviance tests (Agresti, 2002; Johnston and Dinardo, 1997), given the more standard Wald-Z test may be positively biased when samples are less than 100 (Pawitan, 2001).

By assuming a dependency between the presence of a fixed and a random effect, researchers assume that information about one provides information about another. However, if a random effect for a trajectory parameter is not modeled, variance attributable to that random effect
will remain in the residuals of the observed variable at each time point, and the standard errors associated with time-varying covariates will in turn be underestimated (Chen et al., 2013; Gibbons et al., 2010; Hedeker et al., 1994). Because of this underestimation, the statistical tests of these parameters will be overly liberal, resulting in inappropriately small \( p \)-values and inflated Type I Error. Note that the fixed effect parameters are often not substantially altered when random effects are specified (e.g., Hedeker et al., 1994); this is often because the fixed effect estimate (for example, the effect of linear change over time) is simply the sample average, while the random effect simply provides an estimate of how individuals in the sample vary around that average. If researchers observe a non-significant fixed effect (i.e., slope of time), and assume that means no one in their sample is changing over time, this could be a serious mis-characterization of their data.

Some researchers have argued that a stepwise approach, requiring a significant random coefficient before testing the effects of predictors on that coefficient (Raudenbush and Bryk, 2002). Despite intuitive appeal, we argue that this requirement is unnecessarily restrictive (Aguinis et al., 2013). In short, if the covariate effect is true, a stepwise method requires researchers to have a significant random effect for a model that is effectively mis-specified, and it is not clear that the variance attributable to the covariate effect would be accurately represented in the unconditional random effect. (Aguinis, 1995). Thus, we believe it is reasonable to test for theoretically-grounded moderation in growth models, regardless of the presence of a significant random effect.

### 3.2.2.5. Cautions in interpreting predictor effects

Associations with either the initial levels of rIFC thickness or explained time-varying variance in rIFC thickness can be relatively straightforward to interpret. It is often more difficult to interpret predictor effects when they explain individual differences in a slope, and particularly so for non-linear growth models, as covariate effects on slopes represent interactions between the covariate and the effect of time on the outcome. However, this interpretation does not come readily to most applied researchers, and is further complicated when trajectories include non-linear components. Given that all coefficients that identify a trajectory must be interpreted to properly interpret covariate effects, we strongly urge that researchers plot covariate effects on trajectories, in same way they plot other interactions. For example, if a covariate is associated with all aspects of a non-linear trajectory (such as the intercept, linear and quadratic slope), all three effects should be plotted in a single graph (see Fig. 5 for an example of this). Take the associations of Age 10 impulse control with rIFC thickness. Greater impulse control at Age 10 was associated with higher rIFC thickness at Age 10. However, it was also associated with rIFC thickness that declined more quickly and slowed in deceleration over time, exhibiting the highest levels of rIFC thickness by Age 19. Interpreting the effects of a predictor on trajectory parameter (such as the linear slope) without considering its effects on other trajectory parameters can lead to misleading inferences. In the supplementary materials, we have provided R code for all of our figures, as well as an illustration of how several of our figures could be created in spreadsheet software using only model output.

### 3.2.3. Latent class growth and growth mixture models

Latent class growth models (LCGM; Nagin, 1999) extend LCMs by assuming that multiple discrete populations produced the sample data. That is, individual differences in levels and change are thought to arise from multiple, discrete distributions with different means rather than reflect normal variability around a single distribution. Importantly, estimation of LCGM required within-group variances for intercept and slope to be set to zero. LCGMs assign all individuals a probability of belonging to each latent class, and more optimal solutions exhibit high entropy (i.e., latent classes where individuals have a high probability of belonging to one class and a low probability of belonging to other classes). Latent growth mixture models (LGMMs) extend the Nagin model by allowing the latent classes to have variability around the mean intercept and slopes (Ram and Grimm, 2009). In other words, they can model heterogeneity in trajectories both between classes, as well as within them (Bauer and Shanahan, 2007), although often default settings are to assume equal variances across classes. Bauer and colleagues provide an excellent overview of the similarities and differences between multilevel, latent growth, and latent class growth models (Bauer et al., 2007). In brief, LGMMs should generally be preferred to LCGMs because they model within-class variability in growth.
However, LGMMs may be more difficult to estimate because of the additional parameters required to estimate within class variability. Although these models are exploratory, in that tests of model fit are relative rather than absolute (Jung and Wickrama, 2008), they can be a useful way of testing theories about heterogeneity in development. For example, many early examples of LCGM and LGMMs were motivated by theories about “adolescent limited” versus “persistent” developmental trajectories of criminality and delinquency (Moffitt, 1993; Nagin and Tremblay, 1999) and substance use (Chassin et al., 2002). Fig. 10 provides an SEM illustration of the growth mixture model.

3.2.3.1. Example: LCGM. For the current dataset, we took a random subsample of 500 cases (to improve model estimation larger samples are often required for latent class analysis), and analyzed them as an LCGM. We used the recommended rules to choose the number of latent classes based on a range of model fit indices (Jung and Wickrama, 2008; Ram and Grimm, 2009). We tested one to four classes. Based on recommendations from the literature (Nylund et al., 2007), the final models suggested that three classes best fit the data, because this solution minimized AIC and BIC, the Vuong-Lo-Mendell-Rubin likelihood ratio test (which performs a corrected likelihood ratio test comparing nested models) of the 2 versus 3 class model was significant, entropy, meaning the average classification probability for participants’ most likely class, was high, and models with 4 or more classes divided existing classes into non-meaningful sub-groups, and/or became unstable in estimation (see supplementary tables S1). Fig. 11, which illustrates the model estimated trajectories from the LCGM solution, is strikingly similar to Fig. 7, and illustrates how the LCGM parceled variation in growth into separate classes. Effectively, it described three patterns of change in rIFC thickness across adolescence: one of declines which slow over time, one of larger declines that slows less, and one of even greater declines that do not slow over time. However, because the within-class variability in LCGM was forced to be zero, this model actually estimated less variability in growth than a latent growth model or growth mixture model would, because both of the latter models allowed for between person variability around trajectory averages (as illustrated in Fig. 1).

3.2.3.2. Example: LGMM. Our simulated data did not provide an optimal illustration of the advantages of LGMM; thus for LGMM we simulated four separate samples of 100 subjects each with different linear trajectory shapes across 5 time points, merged them into a combined dataset, and analyzed them with LGMM to see if we could recover the individual groups (illustrated in Fig. 12a and b). Here, we simulated data to represent the “cat’s cradle” pattern of stable-high, stable-low, and increasing/decreasing classes of change over time, which has been found repeatedly in growth mixture modeling studies of risky behavior. In the “cat’s cradle”, named after a children’s game, there are four classes: one high and stable, one low and stable, one increasing and one decreasing (Sher et al., 2011). Although this may be biologically unlikely, it is a useful example because it parallels many common behavioral examples in the literature applying LGMM.

Again, we tested for between one and four latent classes. Model fit indices (supplementary table S2) suggested that the four class solution best fit the data, because AIC and BIC were low, entropy was high, and the Vuong test suggested that the 4 class solution was superior to 3
classes but that 5 classes provided no additional explanatory power. Around 100 participants classified in each of the classes based on their highest probability of class membership. In short, the LGMM procedure, in this case, did a reasonable job replicating the actual sub-populations of the simulated data. We could go further and predict class membership from covariates to understand how individual differences in covariates are related to the probability of belonging to one class or another (Nylund et al., 2007) to further understand the correlates of inter-individual variability in trajectories. They would be interpreted using a multinomial logistic regression framework, with covariates predicting relative probability of membership in different classes (see Asparouhov and Muthen, 2014 for more details).

3.2.3. Cautions about over-extraction and reification of latent classes. Researchers should be cautious in the application and interpretation of such LCGMs (Sher et al., 2011). Research has shown that latent class growth models are as vulnerable to differences in model specification. For example, different trajectory solutions are obtained across different scaling of outcome variables (e.g., continuous vs. ordinal; Jackson and Sher, 2008), the number and interval of observations (Jackson and Sher, 2006), and the choice of (highly related) outcomes (e.g., heavy drinking vs. alcohol quantity-frequency; Jackson and Sher, 2005). Sher and colleagues also demonstrated that certain types of solutions (i.e., the “cat’s cradle”) appear to be prototypic in longitudinal data of a given phenomena (e.g., alcohol use), regardless of the developmental period under consideration (see Sher et al., 2011). These findings indicate that methodological artifacts drove at least some of the solutions obtained by these methods. Further, non-normal data may produce trajectory classes when none exist in the true population (Bauer, 2007; Bauer and Curran, 2003). Finally, researchers should take care to recall that all latent classes are probabilistic, and should not be confused with true observed group differences.

In sum, LCGM and LGMMs can be very useful models for testing hypotheses about variation in growth, but caution should be taken in their interpretation, and the latent classes should not be reified. Latent growth classes do not “carve nature at its joints,” but may provide a useful means of describing different probabilistic patterns of variability in change over time (Nagin and Tremblay, 2005). By identifying these latent sub-populations who exhibit different trajectories of change over time, LCGM and LGMMs provide a way to explore how subgroups of individuals may differentially respond to interventions, or exhibit differential susceptibility to risk and protective factors. Best practices for testing and fitting LCGM and LGMM begin with following best practices for GCMs, and following recommended practices for model selection (Nylund et al., 2007), as well as being cautious to avoid reifying the classes that are discovered (Sher et al., 2011).

3.2.4. Latent change score models

Latent change score models (LCS; Ferrer and McArdle, 2010; McArdle, 2009) are SEM-based extensions of the auto-regressive panel model that may be used to test auto-regressive, cross-lag models and growth curve models (described in more detail below), while allowing somewhat more dynamic questions about change to be posed about each type of model. LCS models use highly constrained latent variable models to separate stability and change at each time point. Although they can be used to essentially replicate other models described above, their specification allows many flexible representations of change processes that may not be adequately captured by those models. Excellent overviews of LCS models, and their comparison to auto-regressive and latent growth models, are presented by several authors (Ferrer and McArdle, 2003; Grimm et al., 2016).

3.2.4.1. Example. One advantage of LCS models is that they may be used with two time points of data to create a latent change variable that can itself be used to predict latent time points, which is not possible with either regression or auto-regressive and cross-lag panel models. The growth model may be overlaid on the LCS model by loading an intercept factor on the latent factor at the desired time point, and the slope factor(s) on the latent change variables. Fig. 13 provides an SEM

---

**Fig. 12.** (a) Four simulated latent growth trajectory groups (n = 100 each) across four time points. (b) Latent growth mixture model “best fitting” 4 class solution of the same data.
representation of a latent change score model from our simulated dataset for ages 11, 13 and 15, and Table 6 providing coefficient estimates.

These results indicate that individuals had an average level of rIFC thickness at age 11 of −1.73, and a variance of 14.37 (SD = 3.79). Above and beyond year-to-year stability, individuals on average declined by −4.53 from age 11 to 13, and varied around that degree of change (SD = 2.81), and declined faster, by −5.90 from age 13 to 15, while also varying in that amount of change (SD = 3.82). Note how these inferences differ from those obtained from the autoregressive model described above in Tables 2 and 3, although they were derived from the same data and are somewhat similar models. We could include predictors or outcomes of those change scores, as well, or use latent variables to summarize between individual differences in change over time and make the LCS akin to a growth model (e.g., see Fig. 6 in McArdle, 2009). This is the powerful flexibility of the LCS framework, see (Kievit et al., 2017) for a more in depth discussion of LCS models.

These models may be readily extended to the bivariate model, testing models of reciprocal change (much like CLPMs), or to the bivariate growth modeling case, testing theories about correlated change. There has been substantially less methodological research on LCS models (Ferrer and McArdle, 2010; McArdle, 2009; though see Usami et al., 2015, for a recent examination of the mathematical relation between latent change score and autoregressive cross-lagged factor approaches) and LCS models are only just beginning to be widely applied (relative to LCMs). In our experience, these already highly constrained models tend to require additional constraints to permit estimation, such as constraining estimates of change to be equal over time, and can sometimes be difficult to fit (in our experience). However, LCS models represent a powerful and flexible class of models for change over time that are worthy of additional research attention.

4. General cautions, conclusions and limitations

There are general concerns about fitting longitudinal data to a given model that apply to all longitudinal models. Most applications we have discussed either rely on model fit criteria that may be applied to

| Table 6 | Latent change score results |
|---------|-----------------------------|
|         | Means | Variances | Residual |
| Y11     | −1.73 | 14.37     | 6.21     |
| δ 13    | −4.53 | 7.91      |          |
| δ 15    | −5.90 | 14.65     |          |

Fig. 12. (continued)

Fig. 13. Estimates for a latent change score in impulse control across ages 11, 13 and 15.
sequences of models to allow researchers to make decisions about which parameterization of a model best fits the data. For example, researchers may wish to test whether a quadratic time effect or a free time slope better explains change in rFIC thickness, or whether a three versus four latent class solution explains individual differences in trajectories. Across all maximum likelihood based estimation approaches, relative model fit indices derived from the likelihood function (such as Akaike’s Information Criteria (AIC), Bayesian Information Criteria (BIC, and −2 log-likelihood (-2LL)) may be used to guide modeling decisions. SEMs also provide a range of fit indices [e.g., Chi-square, root-mean squared error of approximation (RMSEA), and confirmatory fit index (CFI)] as a means of informing how well model parameters reproduce the observed covariance matrix among the variables (Bollen, 1989).

However, researchers should be cautious about applying simplistic “golden rules” about model fit (Bentler, 2007; Hu and Bentler, 1999; Marsh et al., 2004). Substantial research suggested that using strict cutoffs does not perform well under some circumstances (Marsh et al., 2004). As such, suggestions for what determines a well-fitting model have evolved over time, and currently a broad and holistic approach to model fitting is encouraged (Jackson et al., 2009; see special issue of Personality and Individual Differences, May, 2007) SEM.

It is also commonly assumed that one well-fitting model rules out alternative models (Tomarken and Waller, 2003), when in fact model fit indices for SEM only provide information on whether the model tested could have plausibly generated the data at hand. Thus, careful consideration of multiple plausible alternative models (e.g., Liu et al., 2012) (e.g. Liu et al., 2012) in the context of the design and analysis of longitudinal data is critical to drawing appropriate inferences. As we have demonstrated, different models of change may be fit to the same data, each answering different questions about change over time. For example, auto-regressive models can test hypotheses about the timing of associations between variables, such as whether one variable predicts another, or vice-versa, or whether an association strengthens or weakens over time. Conversely, growth curve models can test hypotheses about how two variables might change together over time, as in parallel process growth models. In choosing a statistical model to test one’s hypothesis, it is important to consider how alternative models might provide different insights about change, and to acknowledge that any given model is only one way of testing theories of change.

Longitudinal data have the ability to establish temporal precedence, thus improving causal inference over cross-sectional studies because observations of an outcome at a prior time point may be controlled. However, longitudinal data are not a panacea for causal inference. As noted by Littlefield and Alquist (2014), non-experimental observational data remain correlational, even if data are longitudinal. That is, models that assume specific sets of causal processes may fit the data as well as models that assume alternative causal relations or no causal processes (Rovine and Molenaar, 2005; Tomarken and Waller, 2003). Thus, though longitudinal observational data may illuminate various patterns of co-relations among variables across time and provide clues regarding functional relations between constructs, strong evidence of causality will require integrating these data with evidence from other approaches (Littlefield and Alquist, 2014). For example, though many authors are aware that inferences about mediation are inappropriate in cross-sectional data, similar issues still arise in longitudinal data (seeCole and Maxwell, 2003 for a detailed guide on mediation in longitudinal data). As with cross-sectional data, longitudinal data can suffer from unmeasured third variables that confound causality (Fralye and Roberts, 2005). Indeed, threats to inferences of mediation are fundamental even in the best experimental contexts (Bullock et al., 2010).

Although examining parallel change is a critical direction for future neuroimaging research, given the nascent state of longitudinal modeling in developmental neuroimaging, we did not go into detail on parallel processes growth models (Cheong et al., 2003), autoregressive latent trajectory (ALT) models (Bollen and Curran, 2004), or latent curves with structured residuals (Curran et al., 2014). Similarly, it is important for researchers to consider issues of variable centering and separating between- and within-person variability in both predictors and outcomes in longitudinal models (Curran and Bauer, 2011; Enders and Tofighi, 2007). State-trait models (Kenny and Zautra, 2001) may be used to test the degree to which between- and within-person variation in covariates contribute to the development of psychopathology over time (e.g., King et al., 2009; McLaughlin and King, 2014). Latent transition models (Bray et al., 2010) may be used to test how individuals transition between different expressions of disorder (Jackson et al., 2006). As these methods become increasingly available to neuroimaging researchers, we encourage their exploration as they fit researchers’ hypotheses and available software. Table 1 provides references detailing the use of a number of these models.

The field of neuroscience is at an exciting juncture as an increasing number of research endeavors are incorporating repeated-measures designs to inform critical scientific questions germane to neuroimaging. At the time of this writing, two major efforts are underway. The Adolescent Brain Cognitive Development (ABCD, https://abcdstudy.org/) study aims to collect data on 10,000 participants across the United States who will be tracked over the course of ten years starting at age 9. Individuals who take part of this study will be scanned every other year, potentially resulting in 5 time points of brain data for each individual between the ages of 9 and 19 years. Another developmental major longitudinal neuroimaging initiative, The Lifebrain study (https://www.lifebrain.uio.no/), aims to examine 6000 Europeans across different periods in the human lifespan from ages 0–100 years, with an expected 40,000 time point total (with potentially ∼6 time points per individual). The success of these (and similar) projects will depend, in part, on the appropriate utilization of statistical techniques to analyze longitudinal data.

Towards this end, the current paper summarized common problems and issues that arise when applying longitudinal models in the extant developmental literature. Reflecting, to some extent, an analytic embarrassment of riches, a legion of techniques currently exists to examine a variety of types of change as well as explore various functional relations among constructs across time. As shown in our paper, each approach includes a somewhat distinct set of strengths and weaknesses, necessitating a series of (hopefully informed) decisions throughout the research process. It is our intent that the provided suggestions and solutions will serve as a useful guide to those who seek to optimize the design, analysis, and interpretation of longitudinal neuroimaging studies.
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