Elongated sample plot shapes produce higher measurement precision in clustering populations
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Abstract

Monitoring the density of natural populations is crucial for ecosystem management decision making and natural resource management. The most widely used method to measure the population density of animal and plant species in natural habitats is to count organisms in sample plots. Yet evaluation of survey performance by different sample plot shapes, e.g. quadrats compared with transects, has been largely neglected since the 1990s and has not been undertaken using simulation. Simulating populations and surveys, we evaluated population density measurement precision for 900 cases, testing 30 sample plot survey designs in each of 30 spatially clustered populations. We varied three design options: elongation of plot shape while keeping sample area constant, systematic or random plot allocation, and sample size. Survey design performance varied markedly: elongating the plot shape always improved survey precision; allocating plots systematically sometimes-did. (i) Averaged across all tested populations, elongated (1:100) transect plot shapes were 2-to-3 times more precise than square (10:10) quadrats. (ii) The precision of systematic surveys accelerated with sample plot number, increasing faster than the (known) linear increase under simple random sampling. This non-linear, concave upward, dependence of systematic precision on sample size has not previously been reported. (iii) The most precise design we evaluated used long narrow transects allocated systematically. Averaging among all 30 tested populations, a researcher would need 600 random square (10:10) quadrats to equal the precision achieved by 100 systematic (1:100) transects. Finding this average efficiency difference of 600% for a survey sample size of 100 plots, these simulation results imply that field trips requiring five sampling days using random quadrats could achieve equal precision in one or two days using systematic elongated transects. For all clustered populations we tested, long narrow transects resulted in a more efficient design for sample plot survey.
Introduction

Under climate change, species introductions, habitat displacement, and other human impacts, native populations worldwide are threatened. Monitoring this change is crucial but expensive, and resources are limited. Survey efficiency is critical. Yet, less effort has been devoted in recent years towards improving the conventional method of measuring the density of natural populations. Statistical methodology of survey design has shifted towards adaptive sampling and distance-based techniques, mathematically sophisticated approaches that require complex field sampling protocols. But evaluating conventional survey methods, of counting organisms within allocated sample plots, offers a more direct avenue of progress for conservation monitoring, by improving the information content of standard population measurement data and reducing the number of fieldwork days required for its collection [1]. Sample plot survey designs offer intuitive simplicity in field implementation where navigating complex habitat and undertaking organism counts can offer challenge enough, and standard statistics can be applied to the resulting data. In 12 issues of Ecology reviewed (Articles, May 2016-April 2017), the majority of field studies measuring organism abundance employed sample plots, with 24 using random quadrats, 20 using systematic quadrats, 7 using random transects, and 15 using systematic transects. Among these, 44% took consideration of a habitat gradient.

A principal challenge to efficient measurement of population density by any method is the clustering of organisms in space [2, 3]. This nearly ubiquitous autocorrelation of organism locations in two-dimensional habitats reduces the precision of field sampling, for example, in fisheries and marine surveys [4-9], insects [10], plants [11], and in biodiversity assessment [12]. Population clustering increases the skewness of the sample distribution, typically yielding many zero counts [13] and a few very high values, widening confidence intervals of measured population density. In population change hypothesis testing, environmental impact analysis, or modeling, this often high error in measured population
abundance obscures statistical inference. Our aim here is to evaluate the performance of a
wide range of conventional sampling designs, and to identify those yielding highest precision
for measurement of absolute population density, in a wide range of clustered populations.
To evaluate survey design precision, spatial simulation is now a standard tool. It is
flexible, accurate and robust. First, one or more simulated spatial point populations are
generated within a bounded study region, each point designating the location of one
organism. Researchers control the forms and degrees of clustering in simulated populations
through the spatial autocorrelation parameters of the population-generating algorithm.
Second, simulated surveys measuring mean population density are run according to the
specifications of each tested survey design. For this study, we allocated survey sample plots
of given rectangular shape within a bounded study region containing clustered spatial point
populations and simulated organism counts were taken. The precision of each design in each
population is estimated from the variance of Monte Carlo-iterated survey density means. To
date, perhaps surprisingly, simulation has not been used to compare the precision of different
plot shapes. Here we address and extend this objective, using simulations to evaluate
combinations of the three basic sample plot survey design options: plot shape, plot
allocation, and sample size.
In early work, the precision of different plot shapes was investigated using completely
enumerated field populations. Christidis [14], reviewing early studies for crop yields,
recommended long narrow sample plot shapes to be more precise overall (while citing Lyon
[15] and Mercer and Hall [16] who did not), and emphasized an orientation parallel to
fertility gradients. Clapham [17] with flowering plants and Bormann [18] within a North
American forest tested differently shaped rectangular sample plots and found strips to provide
lower variance than square quadrats. Kenkel et al. [19] in review advocated elongated sample
plots citing earlier agricultural studies [20, 21]. In subsequent field studies using diverse
approaches, all measuring crop yield, the outcomes were less clear [22, 23], with two studies finding no benefit to an elongated sample plot [24, 25] and one reporting variation among species [26]. To date, consensus has not been reached about the precision implications of plot shape. Moreover, there has been little examination in natural populations which usually show far more clustering than crops. Since the 1990s, investigation of plot shape has waned leaving the question unresolved.

The absolute density of a population that varies over space is undefined unless the area covered by the estimate is exactly specified. Surveys to measure absolute density therefore require bounded study regions. Within this study region, sample plots are representatively (here randomly or systematically) allocated.

Because conventional designs using random or systematic quadrats or transects can assume uniform sampling probabilities, they are a priori unbiased for the sample mean [27]. This is, of course, an important advantage of conventional sample plot surveys. All the conventional designs we evaluate here being unbiased, only their precisions are needed to rank survey design performance.

Evaluating precision for 900 combinations of survey design and study population, roughly two orders of magnitude more cases than previous simulation studies, presented several clear trends informing the choice of an efficient sample plot survey design.

**Methods**

We evaluated and compared precision for combinations of three sample plot survey design options: (i) plot shape, as rectangular plots of varying width:length but constant (100 m²) habitat search area, (ii) systematic and random plot allocation, and (iii) sample size as number of equal-area sample plots.

The spatial simulations to evaluate survey design precision were undertaken in three
steps: (1) generating 30 spatial point populations, (ii) surveying each population using each of 30 survey designs, and (iii) analyzing the results, specifically the absolute population density sample means from 10,000 iterated simulation surveys, to compute the sampling error variance for each combination of design and clustered population. Precisions for some plot shapes, and sampling error variance ratios for pairs of selected cases were also computed to evaluate survey design performance.

**Generating spatial point populations**

We simulated surveys in a square study region, nominally 1-km$^2$, though isomorphic expansion or contraction of spatial scale would leave the design comparison results unchanged. Within this study region we generated 30 spatial point populations [28] that varied from spatially random to highly clustered. We generated clustering using a commonly assumed model, of isotropic exponential decline in correlation with separation distance, [2, 29, 30]. Exponential clustering is characterized by (1) the distance scale of spatial autocorrelation and (2) the maximum cluster density. These clustering properties were controlled by two exponential variogram parameters of function \texttt{gstat} [31] in the gstat R package [32, 33]. The \textit{range} parameter specifies the separation distance beyond which population densities are effectively uncorrelated; \textit{psill} (partial sill) determines the average squared difference between densities at well-separated distances (greater than the \textit{range}). The \textit{nugget} (effectively the measurement error) was set to zero for all 30 populations. Point location maps of all 30 test populations, expressing varying degrees of clustering, are shown in Fig 1. Enlarged 1-m$^2$ resolution maps for 18 of these populations are presented in Appendix S1. The R code used to generate these populations is given in Dataset S1.

**Fig 1. Thirty spatial point populations.** Mapped point locations of organisms in the
survey study region for each of the 30 spatial point populations used in simulation
survey design performance comparisons.

The 30 test populations all have a mean density near 0.1, varying from 0.095 to 0.110 organisms m\(^{-2}\). This total population size of about 100,000 was achieved, for each choice of range and psill, by randomly generating multiple populations and selecting the one with a mean density closest to 0.1 m\(^{-2}\). Thus, we held mean density approximately constant among 30 test populations and varied the two parameters controlling the distance scale and intensity of spatial clustering.

**Simulating survey sampling**

We simulated sample plot surveys by organism counts taken within rectangular plots allocated without replacement within the bounded study region of each spatial point population. We required that all sample plot shapes evaluated were of equal area, guaranteeing that all surveys (of given sample size) cover the same search area of habitat, and so have approximately the same survey cost. Lastly, we required that these equal-area rectangular sample plots provide a complete uniform coverage (tessellation) of the study region. This eliminates sampling edge effects or possibility of overlap in sample plots, removing these sources of uncontrolled variation from survey design comparisons. For each plot shape, 10,000 non-overlapping 100-m\(^2\) sample plots tessellate the 1-km\(^2\) survey study region, forming the sample frame. Geometrically, only certain combinations of plot shape and sample size permit tessellation. Within these geometric constraints, we extended a simpler survey simulation method [34] to test all possible combinations of sample plot shape, allocation, and number.

Five rectangular plot shapes, each covering a search area of 100 m\(^2\), satisfied these
constraints. These five sample plots vary by their ratio of width:length from the longest most narrow transect of 1:100 (denoted by its length as ‘L100’), to 2:50 (L50), 4:25 (L25), 5:20 (L20), and lastly including a square quadrat of dimensions 10:10 (L10). The simulation density measure from each sample plot was computed without error from the number of enclosed organism location points.

Under a systematic design, one sample plot density measure is taken from each of $n$ identical strata. Sample sizes ($n$) is this study were thus further restricted to those that (i) permitted the 1-km$^2$ study region to be partitioned into $n$ equal-area square strata, and such that (ii) each of the five rectangular sample plot shapes can tessellate each individual stratum. Three sample sizes of $n = 4, 25, 100$ satisfied these constraints. For a systematic sample size of $n = 100$, the study area is covered by a 10×10 partition of 100×100 m strata, for $n = 25$ by a 5×5 partition of 200×200 m strata, and for $n = 4$ by a 2×2 partition of 500×500 m strata. A systematic sample of $n = 16$ plots, requiring strata of 250×250 m, could not be tessellated by three of the five tested plot shapes (L100, L25 or L20) and so was not used for most survey design simulation testing. For one objective, to evaluate precision versus sample size, we used only the plot shapes L50 and L10 that can also tessellate a 250×250 square stratum, permitting the inclusion of this fourth sample size, $n = 16$.

We tested the two standard methods of plot allocation, simple random and one-start aligned systematic [35, 36]. For simple random allocation, a survey sample of $n$ plots was selected randomly, without replacement, from the sample frame. For one-start aligned systematic sampling, the standard, and simplest, version of systematic sampling, a fixed position for the single sample plot within each stratum was chosen at random and used in all $n$ strata. The R code for simulated plot sampling is given in Dataset S2.
Statistics and confidence intervals

Sampling error variance was computed as the unbiased sample variance of 10,000 means of population density from 10,000 numerically iterated surveys. Precision was computed as the inverse of the sampling error variance. Methods and results for estimating confidence intervals of the sampling error variances, precisions, and sampling error variance ratios are given in Appendix S2.

Results

In Fig 2, we illustrate the simulation sampling scheme. For each of four survey designs we mapped one sample of \( n = 100 \) sample plots (in red). The clustering of the spatial point population surveyed (in green) is shown. Below each map of sample and population, the resulting histogram of 100 organism counts shows each design’s sampling distribution. More highly skewed distributions, with more zero and very high counts, are observed for (i) random compared to systematic plot allocation (left graphs versus right, Fig 2) and, to a greater extent, for (ii) a square quadrat plot shape compared with an elongated transect (top graphs versus bottom). More zero and high counts widen the sampling error variance (the standard error of the mean squared), reducing survey precision. Here we follow convention and define precision as the inverse of sampling error variance.

Fig 2. Samples drawn using four sample plot survey designs \(( n = 100 \) to measure population density. In our simulated 1000×1000 study region, four survey designs are illustrated: (A) random square (10:10) quadrats, (B) systematic square (10:10) quadrats, (C) random elongated (1:100) transects, and (D) systematic elongated (1:100) transects. Sample plot rectangles are drawn in red. The spatial point population sampled in all four panels (also mapped in Fig 1Q and Fig S1.10) was generated with variogram
parameters of range = 50 and psill = 10. Organism densities are color coded, higher densities in green, unpopulated areas in white. Because of the particular geometry of this 1-km square study region, 1:100 systematic transects oriented vertically span the full length of each (100×100) systematic stratum (Fig 2D), resulting in unbroken vertical sampling lines that span the survey region. These maps illustrate four of the 900 cases (four designs in one population) examined in this study. Below the map of each survey sample is its corresponding histogram of 100 plot counts, including the number of zero counts. The resulting sampling error variance for each case (“Var”) was computed as the variance of the 10,000 Monte Carlo-iterated survey estimates of population density. Each of these 100-plot samples shown was the first of 10,000 iterations drawn for each case.

For each of 30 survey designs (five plot shapes, systematic or random, three sample sizes) in each of 30 spatially clustered populations (three values of psill and 10 of spatial autocorrelation range), we computed the sampling error variance for the estimate of population density from 10,000 simulated survey density estimates. All 900 sampling error variances are plotted as bar heights in Appendix S3. Large differences in variance among the 900 cases are evident. From these 900 variances, we identified six strong performance trends among survey designs and populations. Confidence intervals, given with their derived methods of estimation in Appendix S2, confirm that these precision differences are highly significant for the 10,000 iterations of simulation survey run for each of the 900 cases. We summarize these survey design variance (or precision) comparison outcomes in Results subsections to follow.

For three spatial point populations (mapped in A, K and U of Fig 1 and Figs S1.1, S1.7, S1.13 in Appendix S1), complete spatial randomness [28] was achieved in practice by
specifying a very short autocorrelation range of 1 mm. For these random (unclustered) populations, all survey designs yielded very low and effectively equal sampling error variances (range = 0.001 m in Figs S3.1-S3.3). Much larger variances in the estimate of density and greater differences among designs were observed in populations with wider spatial autocorrelation (range ≥ 5 m in Figs S3.1-S3.3), characterized by organisms clustering in broader-scale patches.

In the first subsection to follow, we evaluate the precision effect of elongating sample plot shape and specifically compare long narrow 1:100 transects with square 10:10 quadrats. Second, we compare systematic with simple random plot allocation, focusing on the effects of increasing sample plot number and varying the autocorrelation scale (and so also spatial extent) of population clustering. Third, we compare the best and worst performing designs. Summary statistics of these design performance comparisons are given in Table 1.

**Elongated versus square sample plot shape**

Elongated sample plot shapes were more precise for all clustered populations, and for most, substantially so. The most elongated (1:100) transect plot shape (L100) yielded the highest survey precision as the smallest sampling error variances (L100 blue bars smallest among every group of five plot shapes in Figs S3.1-S3.3, except for spatially random populations of range = 0.001). The square (10:10) plot shape (L10) nearly always produced the widest sampling error variances (red bars in Figs S3.1-S3.3) and so was least precise. Within each group of five plot shapes, elongating the plot shape (right to left, or red to blue in Figs S3.1-S3.3) nearly always produced higher survey precision shown as decreasing sampling error variances. Elongated plot shapes yielded the smallest sampling error variances for both random and systematic plot allocation, for all three sample sizes, and for all clustered populations (range ≥ 1-2 m).
We quantify the precision comparison of square 10:10 quadrats with 1:100 transects by
the ratios of their sampling error variances (var(L10)/var(L100)). This variance ratio was
computed for each combination of population, sample size, and random or systematic
allocation (Fig 3). Three outcomes were evident: (i) L100 transects gave higher precision
than L10 square quadrats for every non-random population examined (all bars exceeding 1 in
Fig 3 except for range = 0.001)). Averaging over all 30 populations, for six groupings of
random or systematic allocation and sample size (Table 1, Section 1), surveys using
elongated transects were means of 2.2 to 3.7 times more precise than those using square
quadrats. (ii) An elongated plot often yielded greater precision gains with systematic than
random sampling (blue bars more often higher than red bars in Fig 3). (iii) The precision
advantage of elongated (1:100) transects was greater in populations with middle-range
autocorrelation lengths of 2 to 50 m, overlapping with the dimensions of the survey plot
shapes tested. Overall, transects with dimensions of 1:100 were typically 2-3 times more
precise than square 10:10 quadrats (Fig 3; Table 1, Section 1).

Fig 3. Variance ratios for assessing the relative precision of two sample plot
shapes: square 10:10 quadrats (denoted L10) versus elongated 1:100 transects
(L100). Sampling error variance ratios (var(L10)/var(L100)) are shown as bar heights
for each combination of random (red bars) or systematic (blue bars) allocation, of
survey sample size n (row of graphs), and of population clustering parameters range (x-
axis) and psill (column of graphs). Each plotted variance ratio was computed as the
sample variance of 10,000 survey mean density estimates using 10:10 quadrats divided
by the sample variance of 10,000 survey mean densities using 1:100 transects. Values >
1 (bars above the dashed horizontal line) imply higher precision by the elongated plot
shape.
Table 1. Variance ratio statistics for selected groupings of survey design and population.

Section 1: square 10:10 quadrats (L10) over long narrow 1:100 transects (L100) (summarizing variance ratios shown in Fig 3); Section 2: random over systematic sample allocation (variance ratios of Fig 4); Section 3: least precise design (random square 10:10 quadrats) over most precise (systematic 1:100 transects) (variance ratios of Fig 6). Statistics of variance ratios were taken across all cases specified by the first two columns each row. In Sections 1 and 3, statistics are taken across all populations, that is, all psill and range values; in Section 2, across all psill values and plot shapes, for the two range categories shown.

| Sample size (n) | Survey or population case | Min. | 1st Qu. | Median | Mean | 3rd Qu. | Max. |
|----------------|----------------------------|------|---------|--------|------|---------|------|
| Section 1: Square 10:10 quadrats over 1:100 transects (var(L10)/var(L100)). | 4 Random sampling | 0.99 | 1.49 | 1.94 | 2.19 | 2.76 | 3.78 |
| | 4 Systematic sampling | 0.95 | 1.47 | 1.88 | 2.20 | 2.73 | 4.16 |
| | 25 Random sampling | 0.96 | 1.47 | 1.96 | 2.17 | 2.82 | 3.90 |
| | 25 Systematic sampling | 0.87 | 1.69 | 2.40 | 2.57 | 3.57 | 4.49 |
| | 100 Random sampling | 0.98 | 1.45 | 1.86 | 2.18 | 2.88 | 3.92 |
| | 100 Systematic sampling | 0.89 | 1.91 | 3.04 | 3.72 | 4.92 | 10.31 |
| Section 2: Random over systematic (var(random)/var(systematic)). | 4 All range values | 0.81 | 0.98 | 1.02 | 1.04 | 1.07 | 1.39 |
| | 25 All range values | 0.78 | 0.99 | 1.13 | 1.38 | 1.60 | 3.61 |
| N   | Range values | 0.72 | 1.04 | 1.37 | 2.15 | 2.45 | 11.98 |
|-----|--------------|------|------|------|------|------|-------|
| 100 | All range    | 0.72 | 1.04 | 1.37 | 2.15 | 2.45 | 11.98 |
| 4   | range ≥ 50   | 0.85 | 1.02 | 1.11 | 1.10 | 1.18 | 1.39  |
| 25  | range ≥ 50   | 0.78 | 1.40 | 1.78 | 1.88 | 2.31 | 3.61  |
| 100 | range ≥ 50   | 1.32 | 1.99 | 2.96 | 3.59 | 4.09 | 11.98 |

**Section 3: Square 10:10 quadrats allocated randomly over 1:100 transects allocated systematically (var(L10 random)/var(L100 systematic)).**

| N   | Range values | 0.97 | 1.51 | 2.04 | 2.25 | 2.63 | 4.00 |
|-----|--------------|------|------|------|------|------|------|
| 4   | All range    | 0.97 | 1.51 | 2.04 | 2.25 | 2.63 | 4.00 |
| 25  | All range    | 0.84 | 2.43 | 3.17 | 3.23 | 4.47 | 6.33 |
| 100 | All range    | 0.97 | 2.28 | 5.40 | 6.19 | 7.84 | 19.97 |

**Systematic versus random sampling**

To compare survey precision for two methods of allocating sample plots, (simple) random and (one-start aligned) systematic, we graphed the ratios of their sampling error variances as (var(random)/var(systematic)), one variance ratio for each combination of population parameters *psill* and *range*, and of survey design sample size and plot shape (Fig 4). Most random-over-systematic variance ratios being either equal to or exceeding 1 (bars near to or greater than 1 in Fig 4) imply equal or higher precision by the systematic design. Where systematic precision was higher, that was generally evident for all tested plot shapes (all bar colors in Fig 4), but the precision gain under a systematic allocation was highest for elongated transects (L100 and L50).

Previous studies have identified systematic designs as being more precise. However, we observed two previously unreported results that refine this general trend: (i) higher systematic precision was much more strongly evident for the larger sample sizes among those evaluated here, and (ii) systematic allocation yielded better precision than random sampling.
only in populations distributed with longer-range spatial autocorrelation (broader clusters).

We examine these two outcomes in the next two subsections.

**Fig 4. Variance ratios for assessing the relative precision of random versus systematic sampling.** A variance ratio is shown for each combination of sample size \( n \) (row of graphs) and sample plot shape (bar color), in each of the 30 populations specified by range (x-axis) and psill (column of graphs). Each sampling error variance ratio (\( \text{var(random)/var(systematic)} \)) was computed as the sample variance of 10,000 mean densities from surveys using simple random sampling divided by the variance of 10,000 survey mean densities using (one-start aligned) systematic sampling. Values exceeding 1 imply higher precision by systematic than simple random plot allocation.

**Systematic precision accelerating with sample size**

Random-over-systematic variance ratios in Fig 4 increased strongly with sample size, from \( n = 4 \) (Fig 4G-I) to \( n = 25 \) (Fig 4D-F) and again to \( n = 100 \) (Fig 4A-C). This was primarily evident for elongated plot shapes (L100 and L50) and longer autocorrelation range \( \geq 20-50 \).

Means, medians and quartiles of the random-over-systematic variance ratios (Table 1, Section 2) all increased with sample size, for all range values and more strongly for range \( \geq 50 \). Thus, systematic precision increased more rapidly with \( n \) than random precision.

Knowing that random precision increases linearly with \( n \) as \( (s^2/n)^{-1} \), this result indicates that systematic precision increases faster than linearly with sample size.

To examine this result directly, we plotted survey precision against sample size as number of sample plots (\( n \)). We separately consider both random and systematic allocations (Fig 5). 18 test populations were examined, six levels of autocorrelation range (0.001, 5, 20,
50, 100, 200 m) and all three levels of $psill$ (1, 10, 25). As explained in Methods, selecting two plot shapes, L50 (2:50 transects, Fig 5A) and L10 (square quadrats, Fig 5B), permitted the inclusion for systematic designs of a fourth sample size, $n = 16$.

Fig 5. Survey precision versus sample size for random and systematic sample allocations. Precision, computed as the inverse of sampling error variance, is plotted against sample size ($n = 4, 16, 25$ and 100 sample plots) in each of 18 simulated populations. Two plot shapes were used: (panel A) a 2:50 transect plot shape (L50) and (panel B) a 10:10 square quadrat (L10). The red lines passing through the random design precision points are ordinary least squares regressions. The blue lines plotted for the systematic design directly connect the computed precision estimates shown.

The trend for systematic precision dependence on sample size (blue lines in Fig 5) confirms non-linear, accelerating dependence, here notably for $n \geq 25$. The rate of this acceleration increased strongly with longer autocorrelation range (greater divergence of blue plots from red plots in descending rows of graphs in Fig 5). As basic statistics predicts, the precision of random sampling increased strictly linearly with sample size (red lines in all graphs of Fig 5). Overall, a more rapid increase of systematic than random precision, systematic precision accelerating with increasing number of sample plots, was evident for both 2:50 transects (Fig 5A) and square quadrats (Fig 5B). We could find no previous report of systematic precision increasing faster than linearly with sample size.

Dependence on population spatial autocorrelation length

Sampling error variances depended strongly on the length scale of population clustering, controlled here by the range parameter of spatial autocorrelation. Increasing the range produces populations with correspondingly wider clusters and broader areas of zero density.
(see Fig 1; finer detailed mapping of spatial clusters are shown in Figs S1.1-S1.6, S1.7-S1.12, S1.13-S1.18). For all survey designs and psill values (all graphs in Figs S3.1-S3.3), sampling error variances increased steeply with population range up to about 20 or 50 m. Trends varied for range > 50.

For range ≤ 10, random-over-systematic variance ratios are all near 1 (bar heights ~ 1 in Fig 4), implying similar precision by systematic and random sampling. Higher precision by the systematic design (Fig 4 bar heights > 1) was evident primarily for range ≥ 20-50. For n = 100 and range ≥ 50, averaging over all plot shapes and psill values, a random-over-systematic variance ratio mean of 3.59 (Table 1, Section 2) implies a systematic-versus-random precision advantage of 3- to 4-fold. For samples of n = 25, with range ≥ 50 (Fig 4D-F), mean sampling error variances were 1.88 times wider for random than systematic sampling (Table 1, Section 2). Thus, in addition to the strong effect of sample size described above, systematic designs yielded substantially higher precision than random designs only in populations with longer-range spatial autocorrelation (range ≥ 20 or 50 in Fig 4), i.e. only in populations with broader clusters.

In contrast, systematic-versus-random precision showed no clear trend under variation of the other population clustering parameter, psill, which controls the maximum density within clusters. Comparing populations of increasing psill (graphs from left to right in each row of Fig 4), random-over-systematic variance ratios did not consistently rise or fall.

In summary, allocating samples systematically delivered more precise estimates of population density in clustered populations, but only for n ≥ 25 sample plots and in populations with longer-range clustering (range ≥ 20-50). This population autocorrelation range of ~ 20-50 m overlaps with the spread of tested survey sample plot lengths, from 10 to 100 m, suggesting an interaction of population cluster size and sample plot dimension. A stronger and much more consistent effect on the precision advantage of systematic over
random sampling was its dependence on sample size.

Averaged across all $psill$ values and all plot shapes (Table 1, Section 2), for $n = 25$, a systematic design improved survey precision by mean factors of 1.38 (all range values) and 1.88 ($range \geq 50$) and, for $n = 100$, by factors of 2.15 (all range values) and 3.59 ($range \geq 50$).

**Systematic long narrow transects versus random quadrats**

Finding that elongated plot shapes yielded higher precision, as did systematic allocation for many cases, we compared the most precise survey design (systematically allocated 1:100 transects) with the least precise (randomly allocated square quadrats). Computing their variance ratios ($\text{var}(L10 \text{ random})/\text{var}(L100 \text{ systematic})$), systematic elongated transects yielded higher precision than random quadrats for every combination of sample size, $psill$, and range (Fig 6, all ratios > 1 except for range = 0.001). Elongated transects allocated systematically were approximately 2 times (for range ~ 2 in Fig 6) ranging up to 20 times (for $n = 100$, $psill = 25$, range = 200 in Fig 6C) more precise than random square quadrats.

Averaging across all populations yielded mean values for these sampling error variance ratios of 2.25 for $n = 4$, 3.23 for $n = 25$, and 6.19 for $n = 100$ (Table 1, Section 3). These averages confirm large (doubling) to very large (five-fold or more) gains in efficiency for designs employing elongated systematic transects.

**Fig 6. Variance ratios for assessing the relative precision of random square quadrats versus systematic 1:100 transects.** A variance ratio was computed for each combination of $psill$ (column of graphs), range (x-axis) and survey sample size $n$ (row of graphs) as the sample variance of 10,000 survey mean densities using randomly allocated 10:10 quadrats, divided by the sample variance of 10,000 survey mean
densities using systematically allocated 1:100 transects. Values > 1 imply higher precision for systematic elongated transects.

Discussion

Our aim was to evaluate the performance of sample plot survey designs, focusing on plot shape, in a wide range of clustered populations. We report the following performance outcomes: (i) Elongating the sample plot shape produced higher precision in all clustered populations, for both systematic and random allocations, and for all three sample sizes we evaluated. A long thin shape of dimensions 1:100 produced precisions averaging 2-3 times higher than a square shape across the 30 populations tested. (ii) The precision of systematic plot allocation increased faster with sample size than the linear increase of random precision, accelerating with sample plot number. This new and unanticipated (here purely computational) outcome strongly favors systematic designs as sample sizes increase with automated measuring technologies and remote sensing. This result, of rapid increase in systemic precision with sample plot number, warrants further, possibly analytic, statistical investigation. (ii.a) This survey precision acceleration showed a strong increasing dependence on population autocorrelation range. As previously known, systematic plot allocation showed overall higher precision than simple random allocation, but we found this improvement (iii) only for surveys with ≥ 25 sample plots, and (iv) only in populations with longer-range spatial autocorrelation, notably where the breadth of spatial clusters are similar to or greater than sample plot dimensions. (v) However, systematic-versus-random precision showed no consistent dependence on the maximum density within clusters. Outcomes iii-v suggest rules of thumb identifying where a systematic design should be expected to improve the precision of population sampling. (vi) An elongated plot shape combined with a systematic allocation showed the highest precision, giving mean improvements relative to random square sample...
plots of approximately 200% \((n = 4)\), 300% \((n = 25)\), and 600% \((n = 100)\).

These results confirm that counting organisms within more elongated plot shapes that stretch across broader reaches of habitat and (sometimes) spreading sample plots evenly across the study region capture a more representative sample of mean density in clustered populations. An additional design question is whether more but smaller plots, still maintaining constant area searched, would further improve survey precision. Previous studies [4, 19, 20, 37] have concluded it would.

In addition to more precise estimates of mean population density, long narrow transects can be subdivided to provide geostatistical data for mapping the spatial distribution of population density within a study region. Recording organism sub-counts in, say 1- or 2-m quadrats sequentially along 100-m transects, provides detailed information on the spatial autocorrelation in population density over shorter spatial scales [38]. Measured autocorrelation over shorter distance underpins both kriging (as the estimated nugget and the semivariogram at shorter-range separation distances) and likelihood-based geostatistical inference (in which the autocorrelation function is employed directly [39, 40]). A line sequence of counts is also the input data used in spatial clustering pattern identification [41], including estimation of cluster radius by local quadrat variance methods [42-45]. An alternative proposed for measuring shorter-distance autocorrelation is to add a second set of supplementary sample plots at short distances away from the set of primary samples [40, 46-48]. However, when they are feasible, subplots within (along) each transect avoids the need for supplementary samples with attendant survey cost savings since no additional habitat needs to be covered, will produce many more short- and medium-distance sample pairs for computing autocorrelation versus distance, and is simpler to implement by avoiding the mathematical and statistical elaboration required to avoid bias in supplemented-sample designs.
An elongated plot shape, to provide a more representative sample of the overall mean, can be aligned parallel to known habitat gradients, further improving density estimate precision. If autocorrelation varies in two dimensions and measuring that anisotropic autocorrelation is an objective [49], directional variation in spatial autocorrelation can also be quantified using subplots along elongated transects of systematically or randomly varied directional orientation which should not bias the estimates of overall mean population density. In field practice, researchers moving along a transect can in some situations more easily identify the habitat to follow, cover and search. A line can be deployed (e.g. by rope or laser) and organisms counted that fall within a fixed distance from the line [6].

Systematic sample allocation has long been found to be more precise in the presence of autocorrelation for both one-dimensional [35, 50] and two-dimensional populations [36, 51-54], including many in an ecological context [34, 55-58]. One important drawback of a systematic design is that, in practice from a single systematic survey sample, no formula or algorithm has yet been derived to accurately estimate its sampling error variance [59-61], which is often over-estimated by the standard formula $s^2/n$ [34, 54, 62] that accurately estimates the variance of the mean under random sampling. Since systematic sampling nearly always has smaller or equal variance than random sampling, confidence intervals obtained using $s^2/n$ are conservative.

However, this inability to reliably estimate systematic variance does not affect the choice of plot shape; $s^2/n$ applies for random allocation of any plot shape. In these simulations, the $1/n$ dependence of random sample variance is shown by the exact linearity of precision versus sample size evident for both plot shapes used, that is in both panels of Fig 5, square quadrats (red lines of Fig 5B) and 2:50 transects (red lines of Fig 5A).

In multi-species surveys that use sample plots, for conservation monitoring or sampling...
whole food webs, these (and other) survey design rules of thumb can be usefully applied to all species counted. In choosing sample plot dimensions, consideration should be given to the spatial autocorrelation properties of targeted species [19].

The design comparisons above show that sampling error variance ratios provide a direct and easily applied statistic for power analysis when comparing two specific designs, one of which is random. With random sampling error variance accurately estimated by $s^2/n$, increasing sample plot number $n$ by any factor reduces random survey sample variance by the same factor.

The average variance ratio of 6 (600%) we observed for 100 random square quadrats compared with 100 systematic elongated transects implies that a field researcher would need, on average, to obtain counts from 6 times more ($n = 600$) randomly allocated square (10:10) quadrats, and thus would need to cover 6 times more habitat, to achieve the precision of $n = 100$ equal-area elongated (1:100) systematic transects.

More generally, long thin transects yielded superior precision for both systematic and random allocations. When a simple random allocation is preferred, a 1:100 versus a 10:10 plot shape more than doubled survey precision, and so also its efficiency, averaged among the 30 clustered populations we tested (Table 1).

**Conclusions**

Resources for conservation monitoring are limited and the need is growing to monitor natural populations in the face of climate change and other anthropogenic impacts on earth ecosystems. The 600% average efficiency advantage we found for 100 systematic transects compared with 100 random quadrats is unexpectedly large. A choice of a long narrow plot shape, regardless of allocation method or sample size, more than doubled survey efficiency. If opportunities for these efficiency gains could be realized in practice, it would produce
more statistically informative field measurements of population change and of absolute
population density on given research budgets. These would more confidently identify
statistical correlates of change in threatened populations at risk, permitting better targeted and
more effective management decision making.
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