Implementing quantum dimensionality reduction for non-Markovian stochastic simulation
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Complex systems are embedded in our everyday experience. Stochastic modelling enables us to understand and predict the behaviour of such systems, cementing its utility across the quantitative sciences. Accurate models of highly non-Markovian processes – where the future behaviour depends on events that happened far in the past – must track copious amounts of information about past observations, requiring high-dimensional memories. Quantum technologies can ameliorate this cost, allowing models of the same processes with lower memory dimension than corresponding classical models. Here we implement such memory-efficient quantum models for a family of non-Markovian processes using a photonic setup. We show that with a single qubit of memory our implemented quantum models can attain higher precision than possible with any classical model of the same memory dimension. This heralds a key step towards applying quantum technologies in complex systems modelling.

INTRODUCTION

From chemical reactions to financial markets, meteorological systems to galaxy formation, we are surrounded by complex processes at all scales. Faced with such rich complexity, we often turn to stochastic modelling to predict the future behaviour of these processes. Often, these future behaviours – and thus our predictions – are based not only on what we can observe about the current state of the process, but also its past: they are non-Markovian.

To simulate such processes, our models must have a memory to store information about the past. Storing all past observations comes with a prohibitively-large memory cost, forcing a more parsimonious approach to be adopted whereby we seek to distil the useful information from the past observations, and store only this. Yet, when processes are highly non-Markovian, we must typically retain information about observations far into the past, which still bears high memory costs. In practice, this leads to a bottleneck, where we trade-off reductions in the amount of past information stored against a loss in predictive accuracy.

Quantum technologies can offer a significant advantage in this endeavour, even when modelling processes with purely classical dynamics. They capitalise on the potential to encode past information into non-orthogonal quantum states to push memory costs below classical limits [1, 2]. This advantage can be particularly pronounced for highly non-Markovian processes where the separation between quantum and classical memory costs can grow without bound [3–5].

Here, we experimentally realise quantum models for a family of non-Markovian stochastic processes within a photonic system. This family of processes has a tunable parameter that controls their effective memory length, and the memory dimension of the minimal classical model grows with the value of this parameter. Our quantum models can simulate any process within the family with only a single qubit of memory. Moreover, we show that even with the experimental noise in our implementation, our models are more accurate than any distorted classical compression to a single bit of memory. This is a significant advance over previous demonstrations of dimension reduction in quantum models, which were limited to models of Markovian processes [6] and so did not require the preservation of information in memory across multiple timesteps. Altogether, our work presents a key step towards demonstrating the scalability and robustness of such quantum memory advantages.

RESULTS

Framework and Theory

Stochastic processes consist of a series of (possibly correlated) random events occurring in sequence. Here, we consider discrete-time stochastic processes [7], such that events occur at regular timesteps. The sequence of events can be par-
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Markovianity in stochastic modelling. They generalise Poisson modelling then consists of sequentially drawing samples of future events from the process given the observed past. This requires a model that can sample from the conditional form of the process’ distribution, using a memory that stores relevant information from past observations. An (impractical) brute force approach would require the model to store the full sequence of past observations. A more effective model consists of an encoding function that maps from the set of pasts to a set of memory states \( \{s_j\} \), and an evolution procedure that produces the next output (drawn according to the conditional distribution) and updates the memory state accordingly [8]. A more technical exposition is provided in the Methods.

A natural way to quantify the memory cost is in terms of the requisite size (i.e., dimension): 

**Definition:** (Memory Cost) The memory cost \( D \) of a model is given by the logarithm of the memory dimension, i.e.,

\[
D := \log_2 \text{dim}(\{s_j\}).
\]

The number of (q)ubits required by the model’s memory system corresponds to the ceiling of this quantity. For classical models, where the memory states must all be orthogonal, the memory cost is simply given by the (logarithm of the) number of memory states, i.e., \( D = \log_2 |\{s_j\}| \). Moreover, when statistically-exact sampling of the future is required, a systematic prescription for encoding the memory states with provably minimal classical memory cost is known — two pasts \( x \) and \( x' \) are mapped to the same memory state if and only if they give rise to the same conditional future statistics. These memory states are termed the **causal states** of the process, and the corresponding memory cost \( D_\mu \) is termed the **topological complexity** of the process [9, 10].

Renewal processes [11] represent a particularly apt class of stochastic process for studying the impact of non-Markovianity in stochastic modelling. They generalise Poisson processes to time-dependent decay rates. In discrete-time, families of renewal processes with tunable lengths of memory effects can be constructed, providing a means of exploring how memory costs change as non-Markovianity is increased [4, 12]. Renewal processes consist of a series of ‘tick’ events (labelled “1”), stochastically spaced in time; in discrete-time, timesteps where no tick occurs are denoted “0”. The time between each consecutive pair of events is drawn from the same distribution. Thus, a discrete-time renewal process is fully characterised by a survival distribution \( \Phi(n) \), codifying the probability that two consecutive tick events are at least \( n \) timesteps apart.

In this work we consider a family of renewal processes with a periodically modulated decay (PMD) rate, which we refer to as PMD processes. Their survival probability takes the form

\[
\Phi(n) = \Gamma^n (1 - \sin^2(n\theta)),
\]

where \( \theta := \pi/N \). Here, \( \Gamma \) represents the base decay factor (i.e., the probability that the process survives to the next timestep in the absence of modulation) \(^1\), \( V \) the strength of the modulation, and \( N \in \mathbb{N} \) the period length \(^2\).

For a general renewal process, the causal states are synonymous with the number of timesteps since a tick event last occurred [12, 13], as the conditional distribution for the number of timesteps until next tick is unique for each \( n \) \(^3\). However, due to the symmetry of PMD processes the conditional distribution repeats every \( N \) steps, and so the causal states group according to the value of \( n \mod N \) (see Fig. 1). Correspondingly, the minimal classical memory cost for statistically-exact modelling of a PMD process is \( D_\mu = \log_2 N \). We remark

---

\(^1\) If we consider the process as a discretisation of a continuous-time process with base decay rate \( \gamma \), then \( \Gamma = \exp(-\gamma \Delta t) \), where \( \Delta t \) is the size of the timestep.

\(^2\) Note that a physical PMD process must satisfy \( \Phi(n) < \Phi(n - 1) \forall n \in \mathbb{N} \).

\(^3\) Further refinement is not necessary as the inter-tick time interval distributions are all conditionally independent.
that while \( N \) thus suggests an effective memory length for the process, PMD processes nevertheless have an infinite Markov order (the number of timesteps that must be removed from the most recent past such that the remaining past is conditionally independent of the future) for any \( N \neq 1 \). This requires that a model must in general retain information in memory across multiple timesteps about its initial preparation, that cannot be extracted from output sequences of any length.

Quantum models can push memory costs below classical limits \([1, 2, 14]\). They operate by encoding relevant past information into a set of quantum memory states (i.e., \( \{s_j\} \rightarrow \{|u_j\} \)). By coupling the quantum memory system with an ancilla probe (initialised in a ‘blank’ state \( |0\rangle \)) at each timestep, the output statistics can be imprinted onto the probe state. Specifically, in state-of-the-art quantum models \([2]\) an interaction \( U \) produces a superposition of possible outputs (encoded in the ancilla state) entangled with corresponding updated memory states. Measurement of the ancilla (in the computational basis) then produces the output, and leaves the memory system in the appropriately-updated memory state. This procedure is repeated at each timestep using the same interaction and a fresh blank ancilla. See Fig. 2 for an illustration. Note that the interaction can equivalently be expressed in terms of Kraus operators \( \{A_x := \langle x|U|0\rangle\} \) acting on the memory, where \( |x\rangle \) corresponds to the outputs. Further details, and the specific (tunable) form of \( U \), can be found in the Methods.

The form of \( U \) implicitly defines (up to an irrelevant common unitary transformation) the quantum memory states \( \{|u_j\} \) \([2]\). The memory cost of a quantum model is then given by the (logarithm of the) span of these states: \( D_q = \log_2(\text{dim}(\{|u_j\})) \). Thus, when these quantum memory states are linearly dependent, \( D_q \) is less than the corresponding classical cost \([2–4]\). We emphasise here the importance of linear dependence for quantum memory advantage: a quantum model will still require \( 2^D_q \) different memory states \( \{|u_j\} \) in one-to-one correspondence with the causal states, but when the quantum memory states are linearly dependent (such that they span a Hilbert space of dimension \( 2^{D_q} \neq 2^D_q \)), a quantum memory advantage is achieved.

We show that PMD processes can be modelled with drastically reduced memory cost in this manner: emphResult (Theory): For any PMD process, we can construct a statistically-exact quantum model with memory cost \( D_q \leq 1 \).

That is, a statistically-exact quantum model can be constructed for any PMD process that requires only a single qubit memory. Crucially, this holds for any value of \( N \), and so while the classical memory cost will diverge with increasing \( N \), the quantum memory cost remains bounded. The quantum memory advantage \( D_q - D_c \) is thus scalable.

We remark that this scalability comes with practical considerations. As \( N \) increases, a quantum model using a single qubit as a memory will necessarily require a high degree of overlap between some quantum memory states. This requires that an implementation of the model be able to store and manipulate quantum states with sufficiently high precision to meaningfully distinguish between these highly overlapping states, lest the impact of noise become too great. Thus, the theoretical scaling advantage is tempered by practical limitations on the precision afforded by their implementation. Nevertheless, as our ability to control quantum systems improves, we are able to ever increasingly offset these practical limits, and as our implementation shows, we can already begin mapping out the scaling curve.

For PMD processes with periodicity \( N \), a quantum model can be specified by a pair of Kraus operators \( \{A_0, A_1\} \) corresponding to each of the two outputs, and a set of \( N \) memory states \( \{|\sigma_n\} \). Following the transition structure of the corresponding minimal-memory classical model, these must satisfy

\[
\begin{align*}
A_0|\sigma_n\rangle &\propto |\sigma_{n+1 \mod N}\rangle \\
A_1|\sigma_n\rangle &\propto |\sigma_0\rangle.
\end{align*}
\]

That is, on event 0 the state label increments by 1 (modulo the periodicity), while on event 1 the state label resets to 0. In the Supplementary Material we show that for any PMD process – irrespective of the parameters – a set of such Kraus operators and quantum memory states exist within a 2-dimensional Hilbert space that will reproduce the correct output statistics for the process; in other words, a statistically-exact quantum model with \( D_q \leq 1 \) can be constructed for any PMD process. Moreover, we provide an explicit construction of the Kraus operators and quantum memory states, that we then use to design our implementation of the quantum models. This constitutes our main theory result.

**Experimental Implementation**

We implement these memory-efficient quantum models of PMD processes using a quantum photonic setup. The experimental setup, illustrated in Fig. 3 consists of three modules: state preparation (orange); simulator (blue); and state tomography (green). The polarisation of a photon is used for the memory qubit, and the ancilla(e) are encoded in its path degree of freedom.

The state preparation module is able to initialise the memory qubit in an arbitrary pure state, together with an initial vacuum state of the ancilla. This allows us to initialise the model in the state \( |\sigma_j\rangle|0\rangle \) for any of the memory states \( \{|\sigma_j\} \).

The simulation module is the key part of the model, where the photon undergoes an evolution to produce the outputs and updated memory state. At each timestep the photon passes through a series of optical components that displaces the beam such that the path corresponds to the outputs \( \{0, 1\} \), and the polarisation is conditionally rotated into the subsequent memory state for the next timestep. The details of this evolution are given in the Methods. Note that we do not measure the output ancilla until after the full simulation state, instead preserving the superposition over outputs. Thus, for a \( L \)-timestep simulation with the outputs mapped to path states, \( 2^L \) paths are
FIG. 3. Photonic implementation of quantum models of PMD processes. We use a photonic setup to implement our quantum models. The orange region highlights the state preparation module, where two photons with a central wavelength of 808nm are generated via pumping a PPKTP crystal with temperature stabilised to around 35°C through a type-II spontaneous parametric down conversion process. One of the photons passes through a single mode fiber and is prepared with an initial memory state encoded in its polarisation, whilst the other is used as a trigger. The blue regions show the simulation module that carries out the evolution, encoding outputs into the photon path and updating the memory by rotating its polarisation (see Methods for details). After evolving two timesteps, the photon is passed into the tomography module (green region), where the output statistics are produced by photodection counts, and the polarisation is measured to tomographically reconstruct the final memory state. The optical components shown comprise of: PBS, polarising beamsplitter; M, mirror; IF, interference filter; QWP, quarter-wave plate; HWP, half-wave plate; FC, fiber coupler; BD, beam displacer; SPD, single photon detector.
needed in order to maintain this superposition. Nevertheless, it does not destroy the simulation if coherence is lost between the optical paths carrying different outputs, as the simulation does not require that they interact after their generation.

The final state tomography module enables us to validate the performance of the model. First, by detecting the final path of the photon it manifests the output of the model, the statistics of which can then be checked. Second, through tomographic reconstruction of the final polarisation of the photon (conditional for each initial state and set of outputs) we are able to verify the integrity of the final memory state, which could in principle have instead been used to produce the outputs for further timesteps. We remark that as there are no nondeterministic elements to the evolution in our simulation stage, the impedements to running for larger \( L \) are largely practical, in terms of the need for additional optical paths and optical equipment, and the accumulation of errors. We emphasise that tomography is used here only as a diagnostic of our experiment; in normal operation measurement of the final path state of the photon alone is sufficient to extract the output of the model.

Our implementation runs the model for \( L = 2 \) timesteps. This is sufficient to witness the effect of memory preserved across timesteps; the conditional distribution of the second output given the first changes based on the initial memory state, indicating that information contained within this initial state is propagated across the simulation – i.e., that there is a persistent memory. We modelled multiple PMD processes with base decay factor \( \Gamma \) ranging from 0.49 to 0.64, period \( N \) from 3 to 8, and modulation strength \( V = 0.4 \).

We briefly highlight key advancements our implementation makes over a prior experimental implementation of quantum dimension reduction [6]. While this prior work successfully demonstrated quantum dimension reduction in stochastic simulation – and made valuable experimental progress in doing so – it did not strictly make use of a memory. That is, it simulated a Markovian process, and only for one timestep. Crucially, this did not require a persistent memory to be maintained across the evolution of a timestep (it is consumed and then reconstructed from the subsequent output), nor did it explicitly propagate a memory between multiple timesteps of an implementation. Thus, in this sense, only our implementation strictly demonstrates the memoryful simulation of a non-Markovian stochastic process with quantum dimension reduction. Further, it is only in our work that we demonstrate the superior accuracy of our implemented quantum models relative to that of the best classical models of the same dimension. We also remark on a secondary advantage specific to our implementation, namely in that we do not require any nondeterministic optical operations in our evolution, we avoid the exponential decay with \( L \) of the probability of a successful simulation that would be suffered by this prior work had they sought to extend their simulation to further timesteps. This places our work much more favourably as a means to truly demonstrate the scalability of quantum dimension reduction.

### Experimental Results

We first verify that the output statistics produced by our model are faithful to the process. Outputs are determined by measurement of the final path of the photon, each corresponding to one of the four possible outputs for two timesteps of the process \{00, 01, 10, 11\}. For each of parameter ranges detailed above, and for each of the initial memory states \( \{ |\sigma_j \rangle \} \) we obtain \( O(10^4) \) coincidence events, each corresponding to a single simulation run. We use these to reconstruct the probability distributions \( \hat{P}(x_0,x_1|\sigma_j) \). Fig. 4(a) presents our obtained distributions for \( N = 4, V = 0.4 \) and \( \Gamma = \{0.49, 0.52, 0.57, 0.64\} \), with the insets showing the discrepancy with the exact statistics. We quantify this distortion of the statistics using the Kullbach-Liebler (KL) divergence [15] between experimentally-reconstructed and exact theoretical distributions (see Methods). We plot the normalised (per symbol) KL divergence \( d_{KL} \) of our models in Fig. 5, where we see that for all parameters simulated our models yielded a distortion below \( 10^{-2} \) bits.

Given this statistical distortion due to experimental imperfections, it would be disingenuous to consider only the memory cost of statistically-exact classical models. In order to provide a fair comparison we compare the accuracy we achieve to that of the least-distorted classical models with the same memory cost \( D = 1 \) (i.e., one bit). Specifically, we establish a lower bound on the smallest distortion (according to the KL divergence) that can be achieved by classical models with a single bit of memory (see Methods). This bound is plot together with the distortion of our quantum models in Fig. 5, where we can see that our quantum models in all cases have a smaller distortion. That is, even accounting for the experimental imperfections of current quantum technologies, our quantum models of PMD processes achieve a greater accuracy than is possible with any classical model of the same memory size. We remark that across all prior implementations of quantum models of stochastic processes, ours is the first to verify this. Note that the distortion in the classical models here is fundamental due to the constraints on the memory size, while for the quantum case the distortion is purely due to imperfect experimental realisation.

We also verify the integrity of the final memory state at the end of our simulations. While we run our models for \( L = 2 \) timesteps, in principle they can be run for an arbitrarily-many timesteps given sufficient optical components as the simulation updates the memory state at each step. This continuation requires that the final memory state output by the model (i.e., the polarisation of the photon) is faithful. By tomographic reconstruction of the photon polarisation we can evaluate the infidelity of the final memory state \( \tilde{\rho} \): 

\[
I(\tilde{\rho}) = 1 - \langle \sigma_k | \tilde{\rho} | \sigma_k \rangle,
\]

where \( |\sigma_k \rangle \) is the requisite final memory state given the initial state and outputs. In Fig. 4(b) we plot the obtained infidelities for each initial state and outputs for \( N = 4, \Gamma = 0.49 \), and \( V = 0.4 \), while Fig. 4(c) shows the tomographically-reconstructed final memory state for each output when the initial state is \( |\sigma_2 \rangle \). We find that reconstructed final states are highly faithful to their corresponding requisite states (across all parameters simulated, a maximum infidelity of 0.0212 was
obtained), suggesting that our simulation could be run for several more timesteps before the onset of significant degradation in the statistics.

**DISCUSSION**

Our work reports the first experimental implementation of quantum simulators of non-Markovian stochastic processes exhibiting memory advantages over optimal classical counterparts. We used these simulators to model a family of stochastic processes that have a tunable memory length; while increasing this corresponds to an ever-increasing classical memory cost, our simulators always require only a single qubit of memory – leading to a scalable quantum advantage. The non-Markovian nature of the processes required that information was retained in memory and propagated across the whole of the simulation over multiple timesteps, that could not be extracted from observing the outputs alone. Moreover, we show that this advantage is robust to the experimental noise intro-
duced by our implementation, via a comparison with bounds on the smallest noise achievable with classical models of the same memory cost.

The photonic setup in which we have implemented our quantum models is well-suited to the task at hand. As such models consist of repeated motifs of the interaction between memory and probe at each timestep – which are fixed in advance – the optical components can be finely calibrated in advance and achieve much smaller errors than typical of current universal quantum processors. Furthermore, our setup can readily be modified to simulate other non-Markovian stochastic processes. In particular, whilst not every renewal process can be exactly modelled by a quantum model with a single qubit of memory, recent work has developed techniques for constructing highly-accurate near-exact quantum models of such processes with significantly-reduced memory cost [5]. By adjusting only single-qubit unitaries acting on photon polarisation – a comparatively straightforward task – our setup can implement single-qubit-memory quantum models (exact if possible, approximate otherwise) of any renewal process.

Our theoretical result on the scalability of the quantum advantage notwithstanding, there are still practical obstacles to a full experimental demonstration of the scaling. Namely, that as \( N \) increases, the proximate (in label) quantum memory states have increasingly strong overlap in statistics, and correspondingly, increasingly strong state overlap. Once the state (non-)overlap becomes comparable to the loss of fidelity in the evolution, the memory states will in effect ‘smear’, and lose the proper transition structure. While this will not be immediately clear in short output strings (as the statistics of the smeared states will look very similar), it will become increasingly apparent for larger \( L \); thus, a proper test of the scalability of the advantage must also show faithfulness of the statistics over longer numbers of timesteps. Increasing \( L \) presents further challenges, as the number of optical paths (and optical equipment) required grows exponentially with \( L \). A more preferable approach would be to fold the interactions into a recursive circuit that reuses the optical equipment at each timestep, and avoids the exponential growth in the required number of optical paths. However, realising this by coupling the output into additional photons presents its own drawbacks [6], in terms of nondeterministic gates and the need to produce additional photons for each timestep.

A further advantage of our quantum models not explored here is that the outputs are not measured until the final step, up until which the output system is in a weighted superposition of the possible output strings [16]. This quantum sample (or ‘\( q \)-sample’) state can then be used as an input to quantum algorithms for e.g., quantum-enhanced analysis of the proper-ties of the process [17] with potential applications in financial modelling [18, 19]. Such q-samples (of length \( L \)) require a coherent superposition over all possible length \( L \) output strings, which may present a challenge for current quantum hardware; nevertheless, we emphasise that the main task considered here – that of simulating the process’ statistics – does not require this superposition, and requires only coherence in the memory qubit (i.e., photon polarisation) state.

Quantum models of stochastic processes have also been shown to exhibit other advantages over classical models that can be explored, such as reduced thermal dissipation [20, 21]. We also note a close connection with studies on the fundamental limits of classical and quantum clocks [22–24], the latter of which have been shown to exhibit memory/accuracy advantages. Specifically, the behaviour of so-called ‘reset clocks’ – that are shown to be classically optimal [22] and postulated to be quantumly optimal – correspond to renewal processes; our models could be used to implement such reset quantum clocks.

Another enticing next step that builds upon our work is to extend to higher-dimensional quantum memories [25]. Further, by introducing a means of conditionally-modifying the interaction input-dependent stochastic processes can be implemented, which can be used to realise memory-efficient quantum-enhanced adaptive agents [26], complementing quantum techniques for accelerating their learning process [27, 28]. Similar approaches could be made to implement simulators of quantum stochastic processes [29], which show interesting quirks in terms of non-Markovianity and Markov order [30, 31]. Our work represents a key movement towards all these directions and applications.

**METHODS**

**Stochastic processes and minimal-memory classical modelling**

A discrete-time stochastic process [7] consists of a sequence of random variables \( X_t \), corresponding to events drawn from a set \( \mathcal{X} \), and indexed by a timestep \( t \in [t_{\text{min}}, t_{\text{max}}] \). The process is defined by a joint distribution of these random variables across all timesteps \( P(X_t, \ldots, X_1) \), where \( X_t := X_0, X_1, \ldots, X_{t-1} \) represents the contiguous (across timesteps) series of events between timesteps \( t_1 \) and \( t_2 \). We consider stochastic processes that are bi-infinite, such that \( t_{\text{min}} = -\infty \) and \( t_{\text{max}} = \infty \), and stationary (time-invariant), such that \( P(X_0|L) = P(X_{t+L}|t, L) \), where \( L = \mathbb{Z} \). Without loss of generality, we can take the present to be \( t = 0 \), such that the past is given by \( \overline{X} := x_{-\infty,0} \), and the future \( \overline{X} = x_{0,\infty} \). Note that we use upper case for random variables, and lower case for the corresponding variates.

A (causal) model of a such a (bi-infinite and stationary) discrete-time stochastic process consists of an encoding function \( f : \overline{X} \to S \) that maps from the set of possible past observations \( \overline{X} \) to a set of memory states \( s \in S \) [8–10]. The model also requires an update rule \( \Lambda : S \to S \times X \) that produces the outputs and updates the memory state accordingly. We then designate the memory cost \( D_f \) of the encoding as the logarithm of the dimension (i.e., the number of (qu)bits) of the smallest system into which these memory states can be embedded [9]. For classical (i.e., mutually orthogonal) memory states, this corresponds to \( D_f = |S| \). For quantum memory states, which may in general be linearly dependent, \( D_f \leq |S| [2] \).

Let us now restrict our attention to statistically-exact models, such that \( (f, \Lambda) \) must produce outputs with a distri-
PMD processes correspond to a particular form of survival state of the art quantum models map causal states classical models of stochastic processes, the memory cost can be determined by means of a unitary interaction between the memory system and an ancilla initialised in |0⟩. The encoding function satisfies

\[ f_x(x) = f_x(x') \Leftrightarrow P(x|x) = P(x'|x'), \quad (3) \]

and given initial memory state \( f_x(x) \), the evolution produces output \( x_0 \) with probability \( P(x_0|x) \) and updates the memory to state \( f_x(x_0) \). The memory states are referred to as the causal states of the process, and the associated cost \( D_\mu \) is given by the logarithm of the number of causal states.

**Classical models of PMD processes**

Recall that a (discrete-time) renewal process is fully-defined by its survival probability \( \Phi(n) \) describing the probability that any consecutive pair of 1s in the output string is separated by at least \( n \) 0s. We can deduce the distribution for the next output given the current number \( n \) of 0s since last 1:

\[ P(0|n) = \frac{\Phi(n + 1)}{\Phi(n)} \]
\[ P(1|n) = 1 - \frac{\Phi(n + 1)}{\Phi(n)}. \quad (4) \]

PMD processes correspond to a particular form of survival probability, viz., \( \Phi(n) = \Gamma^n(1 - V \sin^2(n\theta)) \). It can readily be seen that when inserted into Eq. (4) the output probabilities of PMD processes are periodic, with period \( N \). Noting also that the counter \( n \) always resets to 0 immediately after a 1 is output, we have that the causal state encoding function \( f_x \) maps pasts into memory states according to the value of \( n \) mod \( N \), where \( n \) is the number of 0s since the most recent 1. Without loss of generality we can use this value to label the memory states \( s_j \), with \( j \in [0..N-1] \). Thus, upon output 0 the memory state will update from \( s_j \) to \( s_{(j+1)} \mod N \), and on output 1 it will update to \( s_0 \) irrespective of initial memory state. The probability of each output depends on the initial memory state.

**Quantum models**

Though \( \epsilon \)-machines are the provably memory-minimal classical models of stochastic processes, the memory cost can be pushed even lower through the use of quantum models – even when the process being modelled is classical. Current state of the art quantum models map causal states \( \{s_j\} \) to corresponding quantum memory states \( \{|\sigma_j\rangle\} \), which are stored in the memory of the quantum model [2]. The quantum model then functions by means of a unitary interaction between the memory system and an ancilla initialised in \(|0\rangle\).

This unitary interaction takes the following form:

\[ U|\sigma_j\rangle|0\rangle = \sum_i \sqrt{P(x_i|s_j)} e^{i\lambda_i} |\sigma_i(n_\lambda)\rangle|x_i\rangle, \quad (5) \]

where \( \{\sigma_j\} \) is a set of phase parameters that can be tuned to modify the memory cost, and \( \lambda(j,x) \) is an update rule that returns the label of the updated memory state given initial state label \( j \) and output \( x \), following the transition structure of the corresponding \( \epsilon \)-machine. As remarked above, Eq. (5) implicitly defines the explicit form of the quantum memory states \( \{|\sigma_j\rangle\} \) up to an irrelevant common unitary transformation, as well as \( U \). As the evolution always begins with the ancilla in the same blank state, it can also be equivalently be specified according to its Kraus operators \( \{A_x := \{x|U|0\rangle\} \), where the contractions are made only on the ancilla subsystem [32]. These Kraus operators satisfy the completeness relation \( \sum_x A_x A_x^\dagger = 1 \).

Following the definition of the memory cost of a model, the memory cost \( D_q \) of such quantum models is given by the number of qubits required by a memory system to store the quantum memory states. In other words, the quantum memory cost is given by the logarithm of the number of dimensions in the smallest Hilbert space that can support the quantum memory states:

\[ D_q = \log_2(\text{dim}(\{|\sigma_j\rangle\})). \quad (6) \]

This is upper-bounded by the memory cost of the \( \epsilon \)-machine as \( N \) quantum states span at most \( N \) dimensions. That is, \( D_q \leq D_\mu \), with equality if the quantum memory states are all linearly-independent. For many stochastic processes though it is possible to find sets of linearly-dependent memory states satisfying Eq. (5), leading to a strict (and sometimes extreme) quantum memory advantage [2–4] – as we have also demonstrated for PMD processes.

**Further experimental details**

The state preparation module of our implementation prepares the initial quantum memory state \( |\sigma_j\rangle \) prior to the start of the simulation. We encode this memory state in the polarisation of a photon. To do this, a photon pair is prepared via spontaneous parametric down-conversion by pumping a type-II PPKTP crystal with a 404nm laser pulse. One of the two photons is first sent to a Glan-Thompson prism (GT) to ensure the photon is H-polarised; then, the H-polarised photon passes through a half-wave plate and a quarter-wave plate (H-Q). This allows us to prepare arbitrary initial qubit states in the photon polarisation [33]. Meanwhile, the other photon of the pair serves as a trigger, and is detected via a single-photon detector (SPD).

As shown in the inset of Fig. 3, our implementation embeds the simulation module within a one-dimensional discrete-time quantum walk, using recently-introduced photonic techniques to realise arbitrary general evolution on one- and two-qubit systems [34–36]. Each timestep of the evolution is realised through a finite-step quantum walk evolution; the details of this embedding are given in the Supplementary Material.
Quantifying statistical accuracy with KL divergence

We use the KL divergence to quantify the statistical accuracy of the output of a model (or realisation thereof). The KL divergence $\mathcal{D}_{KL}$ between a probability distribution $Q$ and a target distribution $P$ is given by [15]

$$\mathcal{D}_{KL}(P||Q) := \sum_{x} P(x) \log \left( \frac{P(x)}{Q(x)} \right).$$

We must make two modifications to this to account for the fact that we deal with stochastic processes rather than straightforward distributions. First, we must apply it to conditional distributions based on the initial memory state (and subsequently average over the memory state distribution). Secondly, while a process constitutes an infinite string of outputs, we observe only a finite length string. To account for this, we calculate the KL divergence over finite length strings, and normalise to obtain a per symbol divergence. Thus, we have

$$d_{KL}(P||\tilde{P}; L) := \frac{1}{L} \sum_{s_j} \pi(s_j) \sum_{x_{0:L}} P(x_{0:L}|s_j) \log_2 \left( \frac{P(x_{0:L}|s_j)}{\tilde{P}(x_{0:L}|s_j)} \right),$$

where $\pi$ represents the steady-state distribution of the model’s memory states. In our implementation we run the simulation for two timesteps, and so we use $L = 2$. For general renewal processes without periodicity, the steady-state distribution $\pi(s_n) = \mu \Phi(n)$, where $\mu^{-1} := \sum \Phi(n)$ is a normalisation factor [12, 13]. For PMD processes, this simplifies to $\pi(s_n) = \bar{\mu} \Phi(n)$, with $\bar{\mu}^{-1} := \sum_{n=0}^{N-1} \Phi(n)$.

Classical models with distortion

As the implementations of our quantum models are subject to experimental noise – leading to distortion in the statistics – it is prudent to compare them against classical models with distortion. That is, rather than considering classical models of PMD processes with $N$ states that are able to produce statistically-exact outputs, we consider imperfect classical models with only a single bit of memory available. This restriction on the memory unavoidably introduces distortion into the output statistics; we show that this distortion is greater than that of our implemented single-qubit-memory quantum models.

We use an approach akin to information bottleneck techniques [37] introduced in previous work [38] based on the concept of pre-models that are tasked with finding encodings of the past such that a string of future outputs (of pre-defined length $L$) can be produced from this encoded representation of the past. Such pre-models encompass models as a special case, but are more general as they are not required to produce the outputs one timestep at a time, nor necessarily produce an arbitrarily-long string of future outputs. The minimal distortion of all $L$-step pre-models at fixed memory cost of a given stochastic process serves as a lower bound on the smallest achievable distortion of a model with this memory cost.

The full details can be found in Ref. [38], but intuitively, the mechanism of this approach can be understood as follows. We are seeking a combination of a map from the set of pasts $\{x\}$ to a set of $N < N$ (for a bit, $N = 2$) memory states $\tilde{S}$ and an update rule $\tilde{\Lambda} : \tilde{S} \rightarrow \tilde{S} \times X$ that produces the next output and updates the memory state, such that the error in the conditional distribution for the future outputs $\tilde{X}$ given any particular past is minimised. Given the causal states are already a coarse-graining of the set of pasts into groups with statistically-indistinguishable futures, we can constrain the initial map to assign any two pasts belonging to the same causal state $s$ to the same distorted memory state $\tilde{s}$. Consider now, that models producing the entire future one output at a time are a strict subset of models that produce the future in blocks of length $L$ – which as discussed above, are a special case of pre-models that produce only the next $L$-length block of outputs (all at once). Thus, the minimum distortion possible for an $L$-length pre-model lower bounds the distortion of any model. This greatly simplifies the search space to need only consider mappings from $S \rightarrow \tilde{S}$, and instead of an update rule, only a map from $\tilde{S}$ to the distribution of $L$-length futures $\tilde{X}_{0:L}$.

With this approach we are able to bound the distortion $d_{KL}$ achievable with single bit classical models of PMD processes. Formally, a $L$-step pre-model consists of an encoding function $\tilde{f} : \tilde{X} \rightarrow \tilde{R}$, where $r \in \tilde{R}$ are the memory states of the PMD processes. For general renewal processes without periodicity, the steady-state distribution $\pi(s) = \mu \Phi(n)$, where $\mu^{-1} := \sum \Phi(n)$ is a normalisation factor [12, 13]. For PMD processes, this simplifies to $\pi(s_n) = \bar{\mu} \Phi(n)$, with $\bar{\mu}^{-1} := \sum_{n=0}^{N-1} \Phi(n)$.

$$d_{KL} \geq \min_{\tilde{f} / (Q_{\tilde{L}})} \frac{1}{L} \sum_{s_j} \pi(s_j) \sum_{x_{0:L}} P(x_{0:L}|s_j) \log_2 \left( \frac{P(x_{0:L}|s_j)}{Q_{\tilde{L}}(x_{0:L}|\tilde{f}(s_j))} \right),$$

subject to the constraint that encoding function maps to only two memory states. With the modest number of states and $L$ considered here, the minimisation is highly amenable to an exhaustive numerical search, which we perform to determine the lower bounds on classical distortion presented in the main text. We use $L = 2$ for parity with our implementations of quantum models.

ACKNOWLEDGMENTS

This work was funded by the University of Manchester Dame Kathleen Ollerenshaw Fellowship, the Imperial College Borland Fellowship in Mathematics, grant FOXI-RFP-1809 from the Foundational Questions Institute and Fetzer Franklin Fund (a donor advised fund of the Silicon Valley Community Foundation), the National Research Foundation, Singapore, and Agency for Science, Technology and Research (A*STAR) under its QEP2.0 programme (NRF2021-QEP2-02-P06), and the Singapore Ministry of Education Tier 1 grants RG146/20 and RG77/22. The work at the University of Science and Technology of China was supported...
by the National Key Research and Development Program of China (No. 2018YFA0306400), the National Natural Science Foundation of China (Grants Nos. 12134014, 61905234, 11974335, 11574291, and 11774334), the Key Research Program of Frontier Sciences, CAS (Grant No. QYZDYSSW-SLH003), USTC Research Funds of the Double First-Class Initiative (Grant No. YD2030002007) and the Fundamental Research Funds for the Central Universities (Grant No. WK2470000035).

Data and Code Availability. Data displayed in the plots are made available as a supplemental file. The code used to determine bounds on classical models with distortion is available at https://github.com/Yangchengran/LearningQuantumStochasticModellingCode. Further details and explanation of the data and code used for its acquisition and processing are available from the authors upon reasonable request.

Author Contributions. K.-D. W. and C. Y. contributed equally to this work. K.-D. W. and R.-D. H. performed the experimental work under the guidance of G.-Y. X., C.-F. L. and G.-C. G. C. Y. performed the theoretical work under the guidance of M. G. and T. J. E. K.-D. W., C. Y., M. G., G.-Y. X and T. J. E. conceived the project. K.-D. W., C. Y. and T. J. E. drafted the manuscript, with revisions from G.-Y. X. and M. G. All authors approved the final version of the manuscript.

Competing Interests. The authors declare no competing interests.

[1] M. Gu, K. Wiesner, E. Rieper, and V. Vedral, Quantum mechanics can reduce the complexity of classical models, Nature Communications 3, 762 (2012).
[2] Q. Liu, T. J. Elliott, F. C. Binder, C. Di Franco, and M. Gu, Optimal stochastic modeling with unitary quantum dynamics, Physical Review A 99, 062110 (2019).
[3] J. Thompson, A. J. P. Garner, J. R. Mahoney, J. P. Crutchfield, V. Vedral, and M. Gu, Causal asymmetry in a quantum world, Physical Review X 8, 031013 (2018).
[4] T. J. Elliott, C. Yang, F. C. Binder, A. J. Garner, J. Thompson, and M. Gu, Extreme dimensionality reduction with quantum modeling, Physical Review Letters 125, 260501 (2020).
[5] T. J. Elliott, Quantum coarse graining for extreme dimension reduction in modeling stochastic temporal dynamics, PRX Quantum 2, 020342 (2021).
[6] F. Ghafari, N. Tischler, J. Thompson, M. Gu, L. K. Shalm, V. B. Verma, S. W. Nam, R. B. Patel, H. M. Wiseman, and G. J. Pryde, Dimensional quantum memory advantage in the simulation of stochastic processes, Physical Review X 9, 041013 (2019).
[7] A. Khintchine, Korrelationstheorie der stationären stochastischen Prozesse, Mathematische Annalen 109, 604 (1934).
[8] J. P. Crutchfield, Between order and chaos, Nature Physics 8, 17 (2012).
[9] J. P. Crutchfield and K. Young, Inferring statistical complexity, Physical Review Letters 63, 105 (1989).
[10] C. R. Shalizi and J. P. Crutchfield, Computational mechanics: Pattern and prediction, structure and simplicity, Journal of Statistical Physics 104, 817 (2001).
[11] W. L. Smith, Renewal theory and its ramifications, Journal of the Royal Statistical Society: Series B (Methodological) 20, 243 (1958).
[12] S. E. Marzen and J. P. Crutchfield, Informational and causal architecture of discrete-time renewal processes, Entropy 17, 4891 (2015).
[13] T. J. Elliott and M. Gu, Superior memory efficiency of quantum devices for the simulation of continuous-time stochastic processes, npj Quantum Information 4, 18 (2018).
[14] S. P. Loomis and J. P. Crutchfield, Strong and weak optimizations in classical and quantum models of stochastic processes, Journal of Statistical Physics 176, 1317 (2019).
[15] T. M. Cover and J. A. Thomas, Elements of information theory (John Wiley & Sons, 2012).
[16] F. Ghafari, N. Tischler, C. Di Franco, J. Thompson, M. Gu, and G. J. Pryde, Interfering trajectories in experimental quantum-enhanced stochastic simulation, Nature Communications 10, 1 (2019).
[17] C. Blank, D. K. Park, and F. Petruccione, Quantum-enhanced analysis of discrete stochastic processes, npj Quantum Information 7, 1 (2021).
[18] S. Woerner and D. J. Egger, Quantum risk analysis, npj Quantum Information 5, 1 (2019).
[19] N. Stamatopoulos, D. J. Egger, Y. Sun, C. Zoufal, R. Iten, N. Shen, and S. Woerner, Option pricing using quantum computers, Quantum 4, 291 (2020).
[20] S. P. Loomis and J. P. Crutchfield, Thermal efficiency of quantum memory compression, Physical Review Letters 125, 020601 (2020).
[21] T. J. Elliott, Memory compression and thermal efficiency of quantum implementations of nondeterministic hidden Markov models, Physical Review A 103, 052615 (2021).
[22] M. P. Woods, R. Silva, G. Pütz, S. Stupar, and R. Renner, Quantum clocks are more accurate than classical ones, PRX Quantum 3, 010319 (2022).
[23] Y. Yang and R. Renner, Ultimate limit on time signal generation, arXiv:2004.07857 (2020).
[24] C. Budroni, G. Vitagliano, and M. P. Woods, Ticking-clock performance enhanced by nonclassical temporal correlations, Physical Review Research 3, 033051 (2021).
[25] Z. Li, H. Zhang, and H. Zhu, Implementation of generalized measurements on a qudit via quantum walks, Phys. Rev. A 99, 062342 (2019).
[26] T. J. Elliott, M. Gu, A. J. Garner, and J. Thompson, Quantum adaptive agents with efficient long-term memories, Physical Review X 12, 011007 (2022).
[27] G. D. Paparo, V. Dunjko, A. Makmal, M. A. Martin-Delgado, and H. J. Briegel, Quantum speedup for active learning agents, Physical Review X 4, 031002 (2014).
[28] V. Dunjko and H. J. Briegel, Machine learning & artificial intelligence in the quantum domain: a review of recent progress, Reports on Progress in Physics 81, 074001 (2018).
[29] S. Milz and K. Modi, Quantum stochastic processes and quantum non-Markovian phenomena, PRX Quantum 2, 030201 (2021).
[30] P. Taranto, F. A. Pollock, S. Milz, M. Tomamichel, and K. Modi, Quantum Markov order, Physical Review Letters 122, 140401 (2019).
[31] P. Taranto, S. Milz, F. A. Pollock, and K. Modi, Structure of quantum stochastic processes with finite Markov order, Physical Review A 99, 042108 (2019).

[32] C. Aghamohammadi, S. P. Loomis, J. R. Mahoney, and J. P. Crutchfield, Extreme quantum memory advantage for rare-event sampling, Physical Review X 8, 011025 (2018).

[33] C. K. Hong and L. Mandel, Experimental realization of a localized one-photon state, Phys. Rev. Lett. 56, 58 (1986).

[34] Z. Hou, J.-F. Tang, J. Shang, H. Zhu, J. Li, Y. Yuan, K.-D. Wu, G.-Y. Xiang, C.-F. Li, and G.-C. Guo, Deterministic realization of collective measurements via photonic quantum walks, Nature Communications 9, 1 (2018).

[35] Y.-Y. Zhao, N.-K. Yu, P. Kurzyński, G.-Y. Xiang, C.-F. Li, and G.-C. Guo, Experimental realization of generalized qubit measurements based on quantum walks, Phys. Rev. A 91, 042101 (2015).

[36] P. Xue, R. Zhang, H. Qin, X. Zhan, Z. H. Bian, J. Li, and B. C. Sanders, Experimental quantum-walk revival with a time-dependent coin, Phys. Rev. Lett. 114, 140502 (2015).

[37] N. Tishby, F. C. Pereira, and W. Bialek, The information bottleneck method, arXiv:physics/0004057 (2000).

[38] C. Yang, A. Garner, F. Liu, N. Tischler, J. Thompson, M.-H. Yung, M. Gu, and O. Dahlsten, Provable superior accuracy in machine learned quantum models, arXiv:2105.14434 (2021).
S1. QUANTUM MODELS OF PMD PROCESSES

Recall from the main manuscript that quantum models of PMD processes with period \( N \) consist of a set of \( N \) memory states \( \{ |\sigma_n\rangle \}, n \in [0..N-1] \), and a pair of Kraus operators \( \{ A_0, A_1 \} \) satisfying

\[
A_0 |\sigma_n\rangle \propto |\sigma_{n+1 \mod N}\rangle,
\]

\[
A_1 |\sigma_n\rangle \propto |\sigma_0\rangle.
\]

(S1)

These Kraus operators must further satisfy the completeness relation \( A_0^\dagger A_0 + A_1^\dagger A_1 = 1 \). We now show how these can be constructed for any PMD process with all memory states encoded within a 2-dimensional Hilbert space. We remark that the set of Kraus operators that manifest the requisite statistics may not be (and in general, will not be) unique; nevertheless, we need only determine one such set that does indeed yield valid statistics.

The periodicity of the model mandates that \( N \) applications of \( A_0 \) must return the initial state, such that

\[
A_0^N = \frac{1}{\eta^N} 1
\]

(S2)

for some real, positive number \( \eta \). We remark that when the environment manifesting the Kraus operators is assumed to only be measured decohere in the basis associated with their labels, the Kraus operators can freely be multiplied by a complex phase factor without observable physical effect; in the context of our work, this corresponds to the output qubits only being measured in the computational basis. We can use this symmetry to limit our attention without loss of generality to \( \eta A_0 \) with eigenvalues 1 and \( \exp(i\phi) \) with associated eigenvectors

\[
|Z_0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and} \quad |Z_1\rangle = \begin{bmatrix} \alpha \\ 1 \end{bmatrix}
\]

(S3)

where \( \phi = 2m\pi/N, m \in \mathbb{Z}, \) and \( \alpha \) is a number, assumed real. Thus, \( A_0 \) has the form,

\[
A_0 = \frac{1}{\eta} \begin{bmatrix} 1 & \alpha e^{i\phi} - 1 \\ 0 & e^{i\phi} \end{bmatrix}.
\]

(S4)

We shall proceed to consider explicitly only the case where \( m = 1 \).

Consider the singular value decomposition of \( A_0 \):

\[
A_0 = \xi_0 |u_0\rangle \langle v_0| + \xi_1 |u_1\rangle \langle v_1|,
\]

(S5)

where \( \{ |u_i\rangle \} \) and \( \{ |v_i\rangle \} \) each form orthonormal bases, and \( \xi_j \) are the singular values. These singular values can be deduced to be

\[
\xi_{0,1}^2 = \frac{1}{\eta^2} \left( 1 + \frac{\gamma}{2} \pm \frac{1}{2} \sqrt{\gamma^2 + 4\gamma} \right),
\]

(S6)

where \( \gamma = 4\alpha^2 \sin^2(\phi/2) \).

Meanwhile, we can always cast \( A_1 \) in the form

\[
A_1 = \zeta |\sigma_0\rangle \langle w|,
\]

(S7)

for some vector \( |w\rangle \) and number \( \zeta \) of at most unit magnitude. Since the Kraus operators \( \{ A_0, A_1 \} \) must satisfy the completeness relation, together this requires

\[
\xi_0^2 |w\rangle \langle w| + \xi_1^2 |v_0\rangle \langle v_0| + \xi_0^2 |v_1\rangle \langle v_1| = 1.
\]

(S8)

A (not necessarily unique) valid solution to this is given by

\[
|w\rangle = |v_1\rangle, \quad \xi_0 = 1, \quad \xi_1^2 = 1.
\]

(S9)

This implies

\[
\eta^2 = 1 + \frac{\gamma}{2} + \frac{1}{2} \sqrt{\gamma^2 + 4\gamma}.
\]

(S10)

Let us now express the first memory state \( |\sigma_0\rangle \) in terms of the eigenvectors of \( A_0 \):

\[
|\sigma_0\rangle = \beta_0 |Z_0\rangle + \beta_1 |Z_1\rangle
\]

(S11)

for some coefficients \( \beta_0 \) and \( \beta_1 \), assumed real. Normalisation of the state constrains the coefficients, such that

\[
(\beta_0 + \beta_1 \alpha)^2 + \beta_1^2 = 1.
\]

(S12)
By applying $A_0$ to $|\sigma_0\rangle$ $n$ times, it can then be deduced that (neglecting normalisation)

$$|\sigma_n\rangle \propto A_0^n|\sigma_0\rangle \propto \beta_0|Z_0\rangle + \beta_1 e^{i\phi}|Z_1\rangle. \tag{S13}$$

This evolution will output the statistics of a renewal process with survival probability $\Phi(n)$ given by

$$\Phi(n) = \frac{1}{\eta^{2n}}(2\beta_0 + \alpha\beta_1 e^{i\phi})^2 + \beta_1^2)$$

$$= \frac{1}{\eta^{2n}}(1 - 2\alpha\beta_0\beta_1(1 - \cos(n\phi)))$$

$$= \frac{1}{\eta^{2n}}(1 - 4\alpha\beta_0\beta_1 \sin^2\left(\frac{n\phi}{2}\right)). \tag{S14}$$

where we have used Eq. (S12) to reach the penultimate line.

This can be seen to be of the form of a PMD process, with $V = 4\alpha\beta_0\beta_1$, $\Gamma = 1/\eta^2$, and $\theta = \phi/2$. Together with Eqs. (S10) and (S12), these equations can be solved to deduce the appropriate values of $(\alpha, \beta_0, \beta_1)$ to construct a quantum model of any given PMD process.

Returning to our exposition on quantum models in quantum systems in the main text, we remark that any pair of Kraus operators $\{A_0, A_1\}$ satisfying the completeness relation (as the above do by construction) can be implemented using the phase and unitary interaction between the system on which they act and a qubit ancilla. This ancilla then corresponds to the output qubit of the model. Note also that we have ensured that all $N$ quantum memory states inhabit the Hilbert space spanned by a qubit by construction, as the (complete) Kraus operators act only on the space of a single qubit.

### S2. Embedding Quantum Evolution as a Quantum Walk

The simulation module of our implementation evolves the initial memory state to perform a simulation of two timesteps of the given PMD process. As noted in the main manuscript, this is achieved by embedding the desired evolution within a photonic quantum walk. Such a walk consists of two degrees of freedom: the position of a ‘walker’, and a ‘coin’. The position takes values $p \in \mathbb{Z}$, and is represented by the spatial path of the photon. The coin takes on two discrete values $|0\rangle$ and $|1\rangle$ and is encoded in the polarisation of the photon. Each step of the walk comprises of two unitary evolutions acting on the joint coin-position system $\mathcal{H}_c \otimes \mathcal{H}_p$. The first is a position- and step-dependent conditional evolution of the coin state:

$$C(k) = \sum_p C(p, k) \otimes |p\rangle\langle p|, \tag{S15}$$

where $C(p, k)$ is a unitary evolution acting on the coin, and $k$ indexes the walk step. The second is a coin-conditional translocation operation that shifts the position of the walker:

$$\mathcal{T} = \sum_p |0\rangle\langle 0| \otimes |p + 1\rangle\langle p| + |1\rangle\langle 1| \otimes |p - 1\rangle\langle p|. \tag{S16}$$

The total walk consists of $K$ such steps, given by a full evolution operator $U(K - 1) \ldots U(1)U(0)$, where $U(k) = \mathcal{T}C(k)$. By appropriate engineering of the conditional coin evolutions $C(p, k)$, we are able to realise the desired evolution of our model’s simulation stage.

Our simulation requires $K = 3$ steps for each walk, to implement one timestep of the model simulation. First consider a singular value decomposition of the two Kraus operators $\{A_j\}$:

$$A_0 = U_0D_0V_0,$$

$$A_1 = U_1D_1V_1, \tag{S17}$$

where the $U_j$ and $V_j$ are unitary operators, and the $D_j$ are diagonal matrices. From the completeness relation of Kraus operators it follows that

$$V_1^\dagger D_1^2 V_1 = 1 - V_0^\dagger D_0^2 V_0 = V_0^\dagger (1 - D_0^2) V_0, \tag{S18}$$

where we have used the unitarity of $V_0$. A solution to the above is given by (in close analogy to Eq. (S9))

$$V_0 = V_1,$$

$$D_0^2 = 1 - D_1^2. \tag{S19}$$

Putting this together with the details of the theoretical model construction as described in the previous section, we obtain

$$V_0 = V_1 = |0\rangle\langle 0| + |1\rangle\langle 1|,$$

$$D_0 = \begin{pmatrix} 1 & 0 \\ 0 & \xi_1 \end{pmatrix},$$

$$D_1 = \begin{pmatrix} 0 & 0 \\ 0 & \zeta \end{pmatrix},$$

$$U_0 = |u_0\rangle\langle 0| + |u_1\rangle\langle 1|,$$

$$U_1 = |\sigma_0\rangle\langle 1|. \tag{S20}$$

These can then be implemented using the following conditional coin evolutions:

$$C(0, 1) = V_0,$$

$$C(1, 2) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

$$C(-1, 2) = \begin{pmatrix} \xi_1 & \zeta \\ \zeta & -\xi_1 \end{pmatrix},$$

$$C(0, 3) = U_1,$$

$$C(-2, 3) = U_0. \tag{S21}$$

The topology of this is shown in Fig. 3. Note that in quantum optics any unitary can be implemented on a polarisation-encoded qubit using a Q-H-Q (quarter-half-quarter wave plate) configuration; thus, in our implementation $V_0$ is realised via three wave plates. The combination of two BDs (effecting the translation operation) and two HWPs realise $D_0$ and $D_1$; the upper path evolves under $D_0$ and the lower $D_1$. Outcome $0$ is followed by a HWP and a QWP, realising $U_0$, while a Q-H-Q acts as $U_1$. The total walk hence implements the desired unitary for one timestep of our simulation.