A Time-Series Data Analysis Methodology for Effective Monitoring of Partially Shaded Photovoltaic Systems
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Abstract: The majority of photovoltaic (PV) systems in the Netherlands are small scale, and installed on residential and commercial rooftops, where different objects in many cases may lead to the presence of shading and inevitable energy loss. Nevertheless, the energy loss due to expected shadow must be distinguished from the energy loss due to other malfunctions. In this study an algorithmic tool is presented that automates the process of analyzing monitoring data of partially shaded PV systems. The algorithm compares long-term and high-resolution yield data of a partially shaded PV system with the yield data of an unshaded PV system, as reference PV system, and automatically detects the energy loss due to the expected shadow, caused by any surrounding obstacles, and distinguishes it from any additional energy loss due to other malfunctions. This study focuses on PV systems with module-level power electronics (MLPE) since these are mostly used on PV systems on rooftops. Three different cases of shaded MLPE PV systems are presented to illustrate the versatility of the methodology. Furthermore, suggestions for further research are discussed at the end of the paper.
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1. Introduction

1.1. Research Motivation

Photovoltaic (PV) installed capacity worldwide has remarkably increased the past years, from 25 GW in 2008 to 500 GW at the end of 2018 [1], and the Netherlands is catching up too, from 59 MW in 2011 to 4.2 GW in 2018 [2]. At the end of 2016, 70% of the installed capacity was on rooftops [3], a condition which continued during 2017, since 49% of new installations were on residential and 46% on commercial rooftops [2], neither during 2018, where 38% of the new installations were on residential rooftops [4]. With a continuously increasing urban population, the percentage of PV systems on rooftops is forecasted to keep growing in the future, as the European Commission has been promoting the increase of residential PV systems from 2010 onwards with the Energy Performance of Buildings Directive (EPBD), which provides guidelines towards the realization of net zero-energy buildings [5].

The complexity of the urban environment is challenging for the deployment of PV technology, especially on rooftops, where different objects, like poles, antennas, and dormers may be present that obstruct the irradiance reaching PV modules and thus affecting their energy output [6]. For example, a recent study shows that PV systems installed in urban environments are performing worse compared to ones installed in rural environments [7]. Furthermore, the performance of the urban PV systems is reducing in areas with higher building density and higher average building height [7].
Clearly, shadow is one of the main reasons of lower performance of residential PV systems; however, it is not the only one, since the performance of the PV systems is also depending on their condition and on operational issues leading to energy loss [8]. Any operational problems must be detected fast to limit the associated energy loss. As a consequence, monitoring of PV systems is an important topic for scientists and owners of PV systems, as it can give insights in the operation of systems and their performance, while it also allows detecting any malfunctions that may occur.

Different PV monitoring methods have been developed in the past years. The main principle on which these methods are based was either the comparison of the produced energy with the available solar radiation or the simulation of the produced energy, based on the available solar radiation and its comparison with the real production. The strong majority of the proposed models shows impressive results, especially on malfunction detection on PV plants, see Section 1.2 for details. However, as mentioned above, PV systems on rooftops differ due to their surroundings in the urban environment, and a detected shadow may not be characterized as a malfunction and raise an alarm in an automatic malfunction detection algorithm, since, in the strong majority of the cases, it is created by objects which cannot be removed, such as chimneys, poles, or other buildings. Additionally, any other operational problem should be detected as fast as possible and raise an alarm.

In this paper an algorithmic tool is developed, that automatically detects the energy loss due to the expected shadow, expected since it is caused by any (unremovable) surrounding obstacles and distinguish it from any additional energy loss due to other malfunctions. The algorithm focuses mostly on systems that consist of micro inverters or power optimizers, and unshaded panels are used as reference data.

1.2. Literature Review

1.2.1. PV Monitoring and Malfunction Detection through the Years

As mentioned in the introduction, in the past years, different PV monitoring methods have been introduced. Their main principle was either the comparison of the produced energy with the available solar radiation or the simulation of the produced energy, based on the available solar radiation and its comparison with the real production. The first was introduced at the end of the 90’s with the introduction of the performance ratio [9]. During the 00’s, more complicated methods were introduced, either by using the solar irradiance and other weather conditions to simulate the PV production in 2005 [10], or by using the performance ratio together with malfunction patterns in 2006 [11] and 2007 [12].

After 2010, due to the sharp increase of the global penetration of PV systems, more and more malfunction detection methods, based on these principles, were introduced. Firth et al. [13] in 2010 introduced a simple PV system performance model and applied it for malfunction detection. Similarly, an automatic supervision and fault detection procedure for PV systems, based on analysis of power losses, was introduced [14].

Between 2012 and 2013 Silvester, Chouder et al. introduced a new, quite accurate, simulation model for malfunction detection in a series of articles [15,16]. The same year Eke and Senturk [17] used solar, meteorological data and reference systems in order to monitor building-integrated PV systems (BIPV) and observe and report occurrences of energy loss due to higher operating temperature of the modules. Moreover, in 2013 an automatic fault detection method for grid-connected photovoltaic (GCPV) plants was introduced, which generates a diagnostic signal that indicates possible faults occurring in the GCPV plant and monitors the DC to AC power ratio in order to determine the location of the fault [18].

In the framework of IEA-PVPS (International Energy Agency-photovoltaic Power Systems Program) TASK 13 [19], a report was released [8] on monitoring and malfunction detection where characteristic scatterplots of different malfunctions are presented. The collection of plots (named “stamp
collection” in the report) aims to help in the identification of malfunctions on PV systems by visual comparison.

In 2015, a new algorithm for the modeling of the DC side of the PV array was introduced [20]. The same year, Platon et al. [21] proposed an online monitoring method, where the real production of the monitored PV systems was compared with modeled data, obtained by a model similar to one used in [12]. In 2016 a new fault detection algorithm for photovoltaic plants was introduced [22], able to detect different types of faults on the DC. Furthermore, a method based on data mining techniques has been introduced, to predict faults or special conditions that occur due to shadows, bad weather, soiling, and technical faults [23].

In 2018, two new methods were introduced for automatic fault detection, one by monitoring identical sets (sister arrays) connected to the same inverter of PV system [24] and one where PV measurements are clustered to normal and non-normal operation, based on the historical behavior of the PV system [25]. A most recent study featured the use of drones for temperature monitoring of PV plants on large rooftops [26].

1.2.2. Shadow Detection and Its Impacts on PV Performance

As mentioned in the introduction, shading is one of the main reasons of lower performance of residential PV systems, thus different studies have been conducted on its impact. Mohammedi et al. [27] studied the impact of shadow on the performance of a domestic photovoltaic pumping system incorporating an MPPT control and proposed different array configurations which show different behaviors in relation to partial shading conditions. Sinapis et al. [28] studied the effect of the same shading on three PV systems with the same panels but different system designs (one system with string inverter, one with power optimizers, and one with string inverters). Based on the same system a simulation model was developed to quantify the benefits and drawbacks of different PV system architectures, which includes a shading evaluation of the installation based on 3D modeling, irradiance calculations, and PV and cell modeling [29]. Similarly, a model for detecting an optimal PV system configuration for the given installation area is introduced in [30], where the effect of the interrow shading is modeled. Another method able to identify anomalies, such as shadow, by comparing the I-V curve in normal operation and the I-V curve in shading condition was presented in [31]. A different approach of shading detection, since it is taking place on the direct current (DC) side, was proposed at [32]. Another different approach is presented in [33], where a shadow identification and prediction method based on PV system and local weather data, processed by the support vector machine (SVM) shading model is introduced. LiDAR (light detection and ranging of laser imaging detection and ranging) has been used as well in a LiDAR-based model for shadow identification [34] with quite promising results. Unique data shows the effect of a solar eclipse, on a PV system installed on a complicated rooftop [35], and could be compared with the pattern of a shadow during a sunny day.

1.3. Research Purpose and Paper Organization

1.3.1. Research Purpose

The purpose of this paper is to introduce an algorithmic tool which will automate the process of analyzing monitoring data of partially shaded PV systems. The main goal is to detect the period where a PV system is affected by partial shadow and distinguish the caused energy loss from the energy loss that is caused by other malfunctions.

The approach of the algorithm is to compare long-term and high time resolution yield data of a partially shaded photovoltaic system (referred to as “studied PV” for now on) with reference data (yield of an unshaded PV system or the tilted irradiance, referred as “reference data” from now on). Firstly, the moments where the studied PV is not operating normally were detected and then their occurrence during the day was studied. If non-normal measurements constantly occurred at a specific time of the day, for that certain period the algorithm characterized them as shadow.
1.3.2. Paper Organization

This paper is organized as follows. Section 2 discusses the scope of the algorithm, its limitations, the necessary data preparation in order to operate effectively, and the PV system where the algorithm is tested. Section 3 provides the description of the proposed algorithm in four different steps and the verification of the algorithm with the use of diffuse horizontal (DHI) and direct normal irradiance (DNI) data. In Section 4, the algorithm is applied to two different systems under different shading conditions and the results are discussed. Finally, Section 5 summarizes the main findings of the paper.

2. Scope, Limitations and Data Preparation of the Algorithm

2.1. Scope of the Algorithm

The basic principle of the proposed monitoring method is to study the daily persistence of any occurred error between the studied PV and the reference PV data, identify the daily repeated errors, characterize them as shadows, and make a profile for every shadow which affects the system. With the combination of all the shadow profiles, the algorithm creates the “shadow story” of the studied PV (i.e., a table with the starting and ending dates of the shadow(s) during the year and the expected starting and ending times of the shadow(s) during each day). Any difference between the yield of the investigated PV and the reference PV system, outside of the limits of these shadow profiles, is characterized as a malfunction and within these profiles as shadow. Thus, the beginning and ending date-dependent times of each individual shadow is called the profile of the shadow or shadow profile and the combination of all shadow profiles is the shadow story of the studied PV system.

The algorithm followed the following four steps:

1. Define a threshold of the error, to distinguish between normal and non-normal operation.
2. Study the hourly appearance of non-acceptable errors.
3. Study the shadow profile for seasonal changes in the start-end time of the shadow.
4. Study, separately, the time dependence of each shadow profile.

These steps are explained in the following Sections 3.1–3.4. Each section contains two subsections. In the first subsection (3.X.1) the principle of the step is explained. In the second subsection (3.X.2) the step is applied to a shaded PV system and it is visualized for better understanding. In the example, normalized power production of a neighboring panel with power optimizer is used as reference data. In the remainder of this section, we describe limitations and data collection.

2.2. Limitations of the Algorithm

2.2.1. The Dependence of Shadow on the Irradiance Conditions

The purpose of the algorithm is to detect shadows created by obstacles which are present on rooftops (i.e., chimneys, dormers, exhaust pipes). Although such obstacles are constantly present at or close to the location of the PV system, depending on the irradiance conditions, they may not create shadow on a daily basis, since the existence of a shadow is depending, as well, on the irradiance conditions. Shadow is mainly created when the direct irradiance component is blocked by an obstacle, and the corresponding reduction in energy generation can more or less easily be detected. However, in cases where the diffuse component of irradiance is high compared to the direct one, the difference in the energy generation between a shaded and an unshaded PV system could well be negligible.

An example is shown in Figure 1, where the production of two identical neighboring solar panels with micro inverters are compared. One panel was shaded (blue line) in the morning. In the left plot, a day of clear sky conditions, the difference in the production due to the shadow is very obvious. On the other hand, the day after, on the right plot, under non-clear sky conditions, the difference in the production was negligible. Thus, shadow cannot be defined as pattern, since depending on the
weather and the period of the year zero existence of shading induced reduction of power may occur for several consecutive days.

![Graph](image)

**Figure 1.** Example of the effect of high direct irradiance (**left plot**) and high diffuse irradiance (**right plot**) on the shadow. The production of two similar panels with the same micro inverters is compared. The blue line represents the shaded panel, the green one the non-shaded panel. For clear sky conditions (**left plot**) the obstacle shadows the system, as evidenced by reduced power, while for a cloudy sky (**right plot**) the obstacle does not lead to reduced power.

### 2.2.2. Error Outside Shadow Characterized as Potential Malfunction

As will be described in Section 3, the algorithm detects the presence of an error at a specific time period of a day for consecutive days and characterizes it as shadow. Any occurred error outside of the periods characterized as shadows is then characterized by the algorithm as a malfunction due to other reasons.

### 2.3. Data Preparation

Two different sets of data are required for the development and validation of the proposed method, the power output (either DC or AC) of the studied PV system (referred to as “studied PV” from now on) and the reference data (referred to as “reference data”). The reference data could be the power output (either DC or AC) of a neighboring PV system, with same tilt and orientation (also known as peer-to-peer (P2P) comparison) or the tilted irradiance measurements from a pyranometer (global tilted irradiance, GTI), reference cell, or calculated tilted irradiance from satellite-based measurements.

Before the algorithm can be applied, both data samples should be pre-processed into a specific form in order to create a linear relationship in a scatterplot “studied PV vs. reference data”, in which the system yield \( Y_f \) is plotted versus the reference yield \( Y_R \). The process depends on the type of reference data, whether it is solar irradiance, or the production of a neighboring PV system. System and reference yield are defined as:

\[
Y_f = \frac{E_{AC}}{P_r} \quad \text{[kW]}
\]

\[
Y_R = \frac{GTI}{1000} \quad \text{[W/m²]}
\]

in which \( E_{AC} \) is the AC energy generated in kWh and \( P_r \) the rated PV capacity in kWp. In Table 1 the mandatory data preprocessing is presented, depending on the reference data and studied data. For instance, if the reference data is GTI then the reference data should be in form of \( Y_R \) and studied PV in form of \( Y_f \). If the studied and reference data are PV systems with same capacity (like in a MLPE system) then their power or energy production is used.
2.4. Data Source

The proposed method was applied using data from the testing facility of SEAC (Solar Energy Application Center, Eindhoven, the Netherlands). Data from two PV systems of the facility are used, with identical panel structure (six panels in two rows, one front, one back, same tilt and orientation) and different inverter technology [28,29]. In Figure 2, a photograph of the system is presented. The used systems are the ones on the right-hand side, equipped with six micro inverters (265 W each) and a central inverter of 1.5 kW especially made for the power optimizer system. In front of each system a pole is placed (same dimension for every system) in order to create an artificial shadow on the front rows of each system during the day which is equal for all systems. Furthermore, DHI (diffuse horizontal irradiance), DNI (direct normal irradiance), and GHI (global horizontal irradiance) measurements are available, measured at Technical University Eindhoven, approximately 4.5 km from the testing facility and the GTI, in the plane of array, through two pyranometers mounted next to the PV systems.

![Figure 2. The experimental facility of SEAC.](image-url)

### Table 1. The mandatory preprocessing of each data set. $Y_f$ and $Y_R$ are calculated from Equations (1) and (2). $P_{studied}$ and $P_{ref}$ are the rated capacity of the studied PV system and the reference system, respectively. $Y_{f,studied}$ and $Y_{f,ref}$ are the yields of the studied and reference system.

| Data          | Reference Data | GTI          | Neighboring PV System |
|---------------|----------------|--------------|-----------------------|
|               | Studied PV     | $Y_f$        | $P_{studied}$ (DC or AC) | $Y_{f,studied}$ |
| Reference data| $Y_R$          | $P_{ref}$ (DC or AC) | $Y_{f,ref}$          |

3. Description of the Algorithm

In this chapter the algorithm is described and visualized for better understanding. As an example, the production data of a shaded solar panel with power optimizer is used. The panel was shaded by a pole in the morning and the pole was placed in front of the panel during two different periods, from April 21 to May 6 and from August 8 to October 13. After October 18 the panel was shaded early in the morning by the wall in front of the system (see Figure 2). As reference data, the panel with the highest production from the unshaded panels in the back row is used.
3.1. Step I, Define the Outliers

3.1.1. Explanation of Step I

The starting point of the first step is the application of an algorithm that we have developed previously [25]. This method is based on proper clustering of data and has proven to be able to detect and isolate those moments in time where measurements show that a system is not operating properly.

In this step, after the application of the clustering algorithm, the power of the studied PV is compared with the reference data and the measurements are divided into inliers and outliers. The inliers are the measurements which are following a relationship between the studied PV and the reference data which tends to be linear, while the outliers are the measurements which are not following this relationship, thus the moments where the studied PV is not operating properly. In this paper these measurements will be studied further in the next steps.

3.1.2. Application and Visualization of Step I

The clustering algorithm, as detailed in [25], is applied to the dataset and clusters the data to inliers and outliers. In Figure 3a an example is presented, where the green markers are the inliers and the red markers the outliers, which will be studied in the next step of the algorithm.

After the application of the clustering algorithm the measurements are plotted, as well, in a time versus date plot, for a better overview of the apparent faults of the PV system. Such a scatterplot is presented in Figure 3b, where the measurements of Figure 3a are plotted based on the date and time of their occurrence and colored based on their characterization as inliers (green) or outliers (red). It is obvious that the outliers are concentrated around specific periods (i.e., at the beginning of the day). The aim of the next steps is to automatically detect and isolate these periods, thus finding the profiles of each shadow (i.e., the shadow profiles).

![Figure 3](image-url)

**Figure 3.** The data are clustered into inliers (green) and outliers (red), according to the algorithm [25]. (a) Scatterplot of studied panel vs the reference; (b) the green and red marked data points of (a) are plotted based on the date and time that they occur. Instead of power of the panels, their system yield is used, according to Equation (1).
### 3.2. Step II, Hourly Occurrence of Outliers—Detect Shadows

#### 3.2.1. Explanation of Step II

As described in Section 3.1, the moments at which the studied PV system is not operating normally are detected. In step II the frequency of appearance during the day is studied. The timestamps at which the frequency of outliers is high are characterized by the algorithm as shadows and the beginning and ending moment of each shadow are characterizing the “profile of the shadow”. Thus, errors within shadow profiles are characterized as shadows while errors outside the shadow profile as malfunctions.

#### 3.2.2. Application and Visualization of Step II

In Figure 4, step II is visualized for better understanding. The graph represents the distribution of the outliers during the day. Between 9:00 and 12:20 the frequency of appearance of outliers is higher than the average and is reordered as shadow profile.

![Figure 4](image.png)

**Figure 4.** The time distribution of the outliers of Figure 3. The shadow profile is detected to occur between 9:00 and 12:20, where the presence of outliers (red line) is stronger from both the inliers (green line) and the average presence of the outliers during the day. The fact that inliers are detected as well during these hours is due to days of high diffuse irradiance.

During the detected shadow profile, quite a few inliers are detected as well due to the high diffuse irradiance, as is explained in Section 2.2.1.

For better understanding the measurements can be presented in a time vs date scatterplot (as in Figure 3), whereby measurements are color-coded depending on their relationship with the detected shadow profiles and their clustering as inliers or outliers during step 1, as follows:

- Green: Inlier outside of shadow profile
- Blue: Inlier within shadow profile
- Black: Outlier within shadow profile, thus shadow
- Red: Outlier outside shadow profile, thus other malfunction

In Figure 5 an example is presented whereby the data in Figure 3 is re-color-coded, based on the shadow profile detected in Figure 4.
3.2.3. Discussion of Step II

At the end of step II, any shadow profile(s) is detected. Thus, all the outliers outside the shadow profile(s) are characterized as malfunctions and within them, shadows. Furthermore, as can be seen in the example of Figures 4 and 5, many inliers are within the shadow profiles as well and the explanation lies in the nature of the diffuse irradiance, as it is explained in Section 2.2.1.

Nevertheless, in the presented example the pole which creates the morning shadow was removed during summer months. However, the algorithm at the end of step II expects a shadow in these months and any errors that occur, such as the presence of a cleaning crane in mid-July, is partially recognized as shadow, even if is a malfunction, since it was shadow but from an unexpected object and lasted only for a few hours. Due to this fact it is essential that each detected shadow profile should be clustered to shorter periods during the year and the presence of the outliers during the day should be studied again.

3.3. Step III, Cluster Dates in to Smaller Groups

3.3.1. Explanation of Step III

In the third step the detected shadow profile(s) detected in step II is/are further studied in order to overcome the problems mentioned in Section 3.2.3. In case of more than one detected shadow profile, each shadow profile is studied separately, since they are or may be created by different objects and different time periods during the day.
In step III the dates of the profile(s) are characterized as being part of the shading profile if more than half of the measurements inside the profile have been characterized as outliers during step I. The clustering method DBSCAN (density-based scanning) [36] is applied only on days with high presence of shadows, and clusters these in smaller groups of days. The start and ending dates of each group are used to divide the shadow profile into smaller date periods. Furthermore, DBSCAN prevents any overlapping between these periods.

3.3.2. Application and Visualization of Step III

In Figure 6 step III is visualized. In the presented example, during step II, one shadow profile has been detected. In step III, only the days with high presence of shadow are used as input to DBSCAN, which is applied as many times as the detected shadows, one for the case of the example. In Figure 6a, the colored dots on the left of the plot are representing the dates which are used as input of DBSCAN and have been clustered in three different groups, as presented by the different colors. Dates which are not assigned in the group are characterized from DBSCAN as outliers and are not presented in the plot. In Figure 6b the result of applying DBSCAN is shown. Faults only within the dates recognized as shaded from DBSCAN are characterized as shadows. Especially the individual fault in mid-June is now characterized as malfunction (colored red) and not as shadow, as (part of it) in Figure 6a.

![Figure 6](image-url)

**Figure 6.** Application of DBSCAN for the derivation of the shadow profile to smaller groups. The marks, named as shadows in (a) are representing the different shaded days that DBSCAN assigns to different groups; three in the presented example. In (b), the final plot after the application of step III is presented.
3.4. **Step IV, Second Hourly Distribution**

3.4.1. **Explanation of Step IV**

As described in step III, each shadow is clustered to different date groups. In step IV, each of these groups is studied separately with the application of Step II, not for the whole day (as in step II) but only within the limits of the shadow profile with an extension of 30 min before and after the profile. Thus, in every group, the moments with errors higher than the threshold are characterized as faults and their appearing frequency during the extended limits of the shadow profile is studied. The moments where the faults are more than the total measurements are characterized by the algorithm as shadows and the beginning and ending moment is the characteristic shadow profile of the group. The purpose of this act is to detect and map the differences in the start and the end times of the shadow during the year due to Earth’s orbit around the sun.

The final outcome of the process is a table which is called “shadow story” and demonstrates the change of the shadow effect during a long-time studied period. In the final table, each shadow is divided in different date periods (without overlaps) and for each period the starting and the ending time are provided.

3.4.2. **Application and Visualization of Step IV**

In Table 2 the shadow story of the example is presented. Furthermore, in Figure 7c, the final version of the time vs date scatterplot is plotted. Clearly, in this version the beginning and end times of the shadow are changing during the year. Furthermore, shadows are not expected during unshaded periods, thus the maintenance at mid-June is completely recognized as a malfunction.

| Detected Shadow | Dates          | Hours         |
|-----------------|----------------|---------------|
| Shadow Profile  | from to        | from to       |
| 1               | 21 April 6 May| 9:10 11:45    |
| 2               | 8 August 13 October| 9:05 12:05   |
| 3               | 18 October 29 October| 9:45 12:30   |

Additionally, the impact of the fourth step can be strongly noticed at the starting and ending times of the third shadow profile (Table 2). In contrast with the other two, these times are 30 to 45 min later. As depicted in Figures 5b and 6, initially the algorithm expects this shadow, caused by a small wall, to be the same with the one from the pole (shadows 1 and 2 in Table 2). However, after step III, starting and ending times are observed to be date dependent (as can be seen in Figure 6b), which is clearly detected in step IV. These differences are due to the fact that the impact of the wall on the system is date dependent.

A consequence of step IV is the adjustment of the scatterplot studied PV vs reference PV, shown in Figure 7a. Compared to Figure 5a, the number of blue markers is significantly less at higher energy values, which, in fact, is more clearly visible in Figure 7b, which is a zoomed-in part of Figure 7a. Finally, the flowchart of the process is presented in Figure 8.
Figure 7. Final plots of the shadow story. (a) Plot of studied PV vs reference PV, showing fewer blue markers compared to Figure 5a; (b) zoomed-in of (a); (c) periods with high concentration of outliers are characterized as shadows (black markers), and periods with low concentration of outliers as malfunctions (red markers).

Figure 8. The flowchart of the process.
3.5. Verification of the Method

As depicted in Figure 7c, within the time intervals of the shadow story, there is a large number of measurements where an error is expected but not observed (blue markers). It can safely be assumed that this is due to high diffuse irradiance, which, in contrast with the direct, is not obstructed by the shade causing object, as explained in Section 2.2.1. In Figure 9, the ratio of diffuse to direct irradiance is presented in a histogram, only for the blue markers of Figure 7c. It is clear that for the strong majority of the measurements where the expected shadow is not observed, the DHI was the dominant irradiance component. For 82% of the measurements, the DHI was the dominant component, since its ratio to GHI was higher than 0.5 (on the right-hand side of the red line in Figure 8). Moreover, for 65% of the blue markers in Figure 7c, the DHI was more than the 90% of the GHI. Thus, the existence of the shadow in those cases is unfeasible.

![Figure 9. The ratio of DHI to GHI for the blue markers in Figure 7. Clearly, for the strong majority of the measurements where shadow is expected but not observed, the DHI is the dominant irradiance.](image)

4. Results

In this section, some examples of application of the algorithm are shown to illustrate its usefulness.

4.1. Example 1: Different Shadows on a Panel with Power Optimizer

In this example the application of the proposed algorithm for a panel with power optimizer is described, which was shaded at different hours by different objects during the day. The panel, similar to the whole system was shaded by a pole during two different periods, from April 21 to May 6 and from August 8 to October 13. Since it is the middle panel of the PV-system (Figure 2), the shade of the pole affected it during the day. Additionally, it is strongly shaded after mid-September by an unknown object, early in the morning. Like the presented example in Section 3, as reference the unshaded panel of the system with the power optimizers with the higher energy production is used.

In Figure 10, the shadow story of this panel is presented and in Figure 10 the distribution of DHI to GHI ratio of the blue markers of Figure 10 is presented. The algorithm detected four different shadow profiles, two for each shadow. Furthermore, while the shadows coexist for a short period, from October 1 to October 12, from 10:50 to 11:10, the algorithm is able to detect them as separate shadow stories.
In this section, some examples of application of the algorithm are shown to illustrate its usefulness.

4.1. Example 1: Different Shadows on a Panel with Power Optimizer

In this example the application of the proposed algorithm for a panel with power optimizer is described, which was shaded at different hours by different objects during the day. The panel, similar to the whole system (Figure 2), was shaded by a pole during two different periods, from April 21 to May 6 and from August 8 to October 13. Since it is the middle panel of the PV system, the shade of the pole affected it during the day. Additionally, it is strongly shaded after mid-September by an unknown object, early in the morning. Like the presented example in Section 3, as reference the unshaded panel of the system with power optimizers with the higher energy production is used.

In Figure 10, the shadow story of this panel is presented and in Figure 10, the distribution of DHI to GHI ratio of the blue markers of Figure 10 is presented. The algorithm detected four different shadow profiles, two for each shadow. Furthermore, while the shadows coexist for a short period, from October 1 to October 12, from 10:50 to 11:10, the algorithm is able to detect them as separate shadow stories.

Figure 10. The shadow story (a) of the middle front panel of the PV system with power optimizers. In contrast to the example in Section 3 (Figure 7), this panel is shaded by the pole around noon hours and by the short wall in-front of the system during early morning hours. Similar to Figure 7, many inliers are observed during the shadow profiles, but these are due to the high diffuse irradiance, as proven in (b).

4.2. Example 2: Panel with Micro Inverter and Morning Shadow

The proposed algorithm is applied to the system of the testing facility with micro inverters. The studied panel is connected with a micro inverter and it is shaded in the morning, similar to the example presented in the Section 3 (Figure 7). In contrast to the previous examples, the AC power of the micro inverter is used. As a reference system, the AC power of the micro inverter with the higher performance is used.

This example is slightly different than the previous one, since the day vs time scatterplot after the end of step II is presented as well (Figure 11a), together with the final scatterplot (Figure 11b). The purpose of these plots is to demonstrate the importance and the influence of step III and step IV in the process. After the second step, besides the pole shadow (from 9:30 to 12:00), the algorithm wrongly detects a small construction of outliers (from unknown reason) as shadow profile early in the morning between 15 and 30 July. Clearly, since the cause of these outliers is unknown and their duration short, they should not be characterized as shadow. That mistake is corrected in step III by means of the DBSCAN procedure. The shadow profile is deleted as the number of days the shadow is occurring was very few.

Another key fact to remember from this example is the change of the start and end hours of the main shadow late in winter, similar to the example of the methodology (Figure 7).
In Figure 11, the shadow story of panel with micro inverter, which similar with the example of the methodology (Figure 7) is shaded in the morning. In this case, the algorithm wrongly detects a shadow during step 2 (a). However, through steps 3 & 4 the algorithm auto-corrects the mistake and no extra shadow is presented in the final result, at subplot (b).

In Figure 12, the ratio of DHI to GHI of the moments where expected shadow is not observed is presented. As with the previous examples, the ratio of the strong majority of the measurements is higher than 0.5, thus the DHI was the dominant irradiance and the shadow is not detected.

![Figure 11](image1.png)

**Figure 11.** The shadow story of panel with micro inverter, which similar with the example of the methodology (Figure 7) is shaded in the morning. In this case, the algorithm wrongly detects a shadow during step 2 (a). However, through steps 3 & 4 the algorithm auto-corrects the mistake and no extra shadow is presented in the final result, at subplot (b).

![Figure 12](image2.png)

**Figure 12.** The ratio of DHI to GHI of the blue markers of Figure 11b.
5. Conclusions

In this paper a new method for the identification of shading on PV systems is introduced, based on the following data characteristics:

- Only the power output is used, which is the most common timeseries data for a PV system.
- Static system data is not necessary if the reference and the studied PV system have the same capacity.

The proposed algorithm analyzes a scatterplot of the power production of a PV system compared to a reference. Outliers in such a scatterplot (red markers in Figure 3a) are identified using a previously published method [25]. The principle of the new method is to study whether the outliers are occurring in the same time periods for consecutive days, which allows them to be characterized as shadows. Judging by the presented examples, the new method is able to detect the presence of a pole in front of a test system from the first day of its appearance on the rooftop, and is able to isolate and characterize, as malfunctions, other shadows from objects that are present at the rooftop for short periods (crane for rooftop maintenance, mid-June, Figures 7, 10a and 11b).

The algorithm is developed and tested on systems with module-level power electronics (MLPE), since these are quite popular in residential PV systems in the Netherlands, due to their effectiveness under shading conditions [28]. Furthermore, in MLPE systems, an unshaded panel can be used as a reference for the detection of the shadow in the rest of the panels and as stated in a previous survey, monitoring through neighboring panels of MLPE systems is more accurate than a pyranometer [25].

The proposed algorithm can be directly used in MLPE systems in its current form. However, its effectiveness on system-level power electronics system (PV system with string inverter) should be further examined before the method could be commercially used.
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