The Novel Approach of Adaptive Twin Probability for Genetic Algorithm

Anagha P. Khedkar
Associate Professor, I.T. Department,
Matoshri College of Engineering and Research,
Nashik, India

Dr. Shaila Subbaraman
Ex-Academic Dean, Electronics Department
Walchand College of Engineering
Sangli, India

Abstract—The performance of GA is measured and analyzed in terms of its performance parameters against variations in its genetic operators and associated parameters. Since last four decades huge numbers of researchers have been working on the performance of GA and its enhancement. This earlier research work on analyzing the performance of GA enforces the need to further investigate the exploration and exploitation characteristics and observe its impact on the behavior and overall performance of GA. This paper introduces the novel approach of adaptive twin probability associated with the advanced twin operator that enhances the performance of GA. The design of the advanced twin operator is extrapolated from the twin offspring birth due to single ovulation in natural genetic systems as mentioned in the earlier works. The twin probability of this operator is adaptively varied based on the fitness of best individual thereby relieving the GA user from statically defining its value. This novel approach of adaptive twin probability is experimented and tested on the standard benchmark optimization test functions. The experimental results show the increased accuracy in terms of the best individual and reduced convergence time.
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I. INTRODUCTION

GAs are heuristic computational procedures based on the natural genetics and achieve a good compromise between deterministic approach and completely random probabilistic approach. The real strength of GA lies in its capabilities for solving complex hard optimization problems in all facets of real world. The major capability of GA is associated with its various operators and associated parameters. The primary genetic operators viz. selection and crossover play an important role in determining the behavior and performance of GA [1]. In addition to this, the secondary mutation operator significantly contributes to the exploration characteristics of GA.

Lot of research has been done in past on the various types of genetic operators and its associated parameters. The brief history of this is presented below. The selection operator and its various types viz. roulette wheel, tournament, stochastic apply different levels of selection pressure during the selection of individuals [2]. The selection pressure indirectly affects the convergence properties of GA. The crossover operator and its various types have been empirically studied and analyzed for observing their effects on the behavior of GA [3], [4], [5], [6]. In addition to different crossover types, the novel technique of crossover has been devised based on the variation in the number of parents and the number of crossovers [7]-[15]. The hybridization of various crossover operators has been tried for studying the synergetic effects [16], [17]. The probability of crossover p_c also plays an important role in exploring the characteristics of GA. The numbers of attempts were executed for static, dynamic and adaptive approaches of crossover probability p_c [18], [19], [20], [21]. On the parallel lines of crossover operator, many researchers have also empirically studied the secondary mutation operator and its different types. The probability of mutation p_m along with the mutation technique affects the diversity of the population. The static, dynamic and adaptive approaches for p_m have been attempted and analyzed in the GA literature [22], [23], [24]. The variations in crossover and mutation probabilities significantly affect the exploration and exploitation properties of GA.

Recently in 2011, Matej et al. carried out the thorough analysis of exploration and exploitation characteristics of GA and its results are presented in terms of basic understanding of these terms along with the performance measures [25]. They reviewed large number of research papers on evolutionary algorithms especially focusing on the exploration and exploitation characteristics. The effects of these characteristics based on the various criteria viz. stage of application, way of application are presented. This review highlights the future scope for further controlling and balancing exploration and exploitation characteristics of GA by incorporating the new directions. This remark in combination with the various adaptive approaches for crossover and mutation probabilities has motivated to propose the novel approach of adaptive twin probability for the advanced twin operator of GA.

Since last four decades GA has been under continuous development phase especially in terms of its operators and
parameters. Few researchers also proposed the novel parameters abstracted from the structure of natural genetics.

In 1995, D. B. Fogel had discussed the philosophy of mapping the parameters between the natural genetic structures and simulated environment of GA [26]. According to him, evolutionary computation can be conducted at various levels of abstraction such as genes and chromosomes in the GA. Simulated evolution can be made more biologically accurate by applying specific genetic operators that mimic low level transformations to DNA. This principle of abstraction from natural genetics has been attempted in the earlier work to design and develop novel primary twin operator for GA [27]. Later this primary twin operator was redesigned to introduce the advanced twin operator in order to improve the performance of GA.

In the earlier empirical study, the novel operator for GA called as advanced twin operator was proposed and developed in the simulated environment of GA [27] [28]. It was rigorously tested on the standard benchmark optimization test functions. In this way, the conventional GA is enriched with this novel advanced twin operator. This advanced twin operator design was originated by extrapolating the process of twin birth in natural genetics. This operator develops twin offspring individuals in the simulated environment of GA. This operator is associated with the design parameters viz. twin probability and twin separability. The twin probability resembles the frequency of producing twin offspring in natural reproduction systems and hence set to low value. The twin separability parameter is related to the number of unequal genes representing variation in twin’s identical appearance and its phenotypic characteristics. In the earlier experimental work on this operator, the advanced twin operator was tested for static values of twin probability \( p_{\text{twin}} \). The conclusion derived from this testing was the need to set and tune the parameter twin probability \( p_{\text{twin}} \).

This paper introduces the novel adaptive approach of twin probability associated with the advanced twin operator that eliminates the burden on user of statistically defining the twin probability \( p_{\text{twin}} \). The next section presents the design of the advanced twin operator and its parameters viz. twin probability and twin separability.

II. DESIGN OF ADVANCED TWIN OPERATOR

The design of the advanced twin operator resembles the twin offspring formation due to single ovulation process in natural genetics. The process of generating twin individual strings involves the selection of fit parents for reproduction, crossover of these parents and then application of the advanced twin operator. The selection operator of GA is responsible for selecting the fit parents for reproduction.

Similar to natural system, one of the fit parents is equivalent to single ovum in the mating and reproduction process. The elitist strategy of GA requires that the best individual or the individual of first rank of the current generation should be forwarded as it is to the next generation. Therefore the second rank individual or individual next to the best individual should be selected for reproduction as the one of the parents resembling the single ovum in single ovulation. This parent is referred to as \( p_1 \). The other parent should be randomly selected from the current generation. This parent is referred to as \( p_2 \). The two parents are crossed using any conventional crossover method to generate two offspring say child\(_1\) and child\(_2\) respectively.

After this crossover, the advanced twin operator is designed and applied as follows. After reproduction, the hamming distance of each child from both the parents is calculated. Hamming distance indicate the unequal genes of the child from the respective parent. Consider that \( H_1 \) and \( H_2 \) are denoted as the hamming distances of child\(_1\) from \( p_1 \) and \( p_2 \) respectively. The advanced twin operator should randomly select exactly half the number of unequal genes from \( H_1 \) as well as \( H_2 \) and change only the values of these genes by keeping all other genes same as that of child\(_1\). This creates the first twin mate child say child\(_3\). In this way, the advanced twin operator generates the first twin pair child\(_1\):child\(_3\).

The locations of unequal genes from \( H_1 \) and \( H_2 \) have considerable effect on the decoded value of the twin mate child. Similar process is repeated with child\(_2\) to generate its twin mate child\(_4\). This generates the second twin pair child\(_2\):child\(_4\). The design parameter of twin operation is the probability of twin operator say \( o_{\text{twin}} \). It should be low as it resembles the frequency of twining in natural genetics. The other design parameter is number of unequal genes randomly selected from \( H_1 \) and \( H_2 \). It affects the twin separability parameter that increases in proportion to the number of unequal genes. The performance of GA varies in accordance with these design parameters.

III. TWIN PROBABILITY AND ITS ADAPTIVE APPROACH

In the previous works, the advanced twin operator was tested with static values of \( p_{\text{twin}} \) varying in the range of 0.02 to 0.1 on the various standard test functions [28]. In that case, it was necessary to set and tune twin probability in synchronization with other GA parameters viz. population size, selection operator, crossover probability \( p_c \), mutation probability \( p_m \) and the test problem to be solved. The drawbacks were the time needed to set and tune \( p_{\text{twin}} \) and the burden on GA user to statistically define \( p_{\text{twin}} \). To eliminate these drawbacks, this work proposes the adaptive approach of twin probability. The adaptive approach uses the fitness values of the best individual and the individual next to the best individual namely \( f_{\text{max}} \) and \( f_{\text{max}'} \).
It is proposed to change $p_{win}$ in the following manner:

$$p_{win} = f_{max} - f_{max}', \quad (1)$$

provided that the following constraints are obeyed.

$$K_1 < f_{max} < K_1', \quad \text{and} \quad K_2 \leq p_{win} < K_3 \quad \text{where,}$$

$$K_1 = 50\% \text{ of the global optimum} \quad K_1' = 95\% \text{ of the global optimum} \quad K_2, K_3 = \text{problem specific}$$

Here, in the case of testing standard benchmark optimization functions, when the fitness values are scaled in the range 0 to 1, $K_2 = 0.05$ and $K_3 = 0.4$ are set.

IV. EXPERIMRNTS AND RESULTS

The advanced twin operator and its adaptive approach of $p_{win}$ is tested on the standard benchmark test functions as described and mentioned below:

A. Himmelblau Function

This is a two variable unimodal function in the decoded parameter space often used as a test function in optimization literature [29]. In many engineering design problems, there is always need to find out the optimal set of design parameters that satisfy the number of goals at the same time. In these problems, each goal is formulated by the mathematical expression and the difference of expression from the target is calculated. The squares of the differences are taken and then summed up to form the objective function that is to be minimized. Therefore the Himmelblau function is the representative objective function of many engineering design problems.

The function is formally defined as:

$$F_1(X_1,X_2) = (X_1^2 + X_2 - 11)^2 + (X_1 + X_2^2 - 7)^2 \quad (2)$$

with constraints: $0 \leq X_1, X_2 \leq 6$

In the feasible region, the function is unimodal in the decoded parameter space. The search space is considered in the range $0 \leq X_1, X_2 \leq 6$, in which this function has a single minimum point at $(3, 2)$ with a function value equal to zero.

B. Sphere Function

This function belongs to the standard De Jong’s test suite. It is smooth, unimodal, symmetric and separable. It is the objective of every optimization algorithm to test its strength using this sphere function. The performance on this function is a measure of the general efficiency of the algorithm.

It is defined as:

$$F_2(X) = \sum_{i=1}^{n} x_i^2 \quad (3)$$

with constraints: $-5.12 \leq x_i \leq +5.12$

This function has global minimum of zero for all values of $x_i = 0$, where $i = 1: n$.

C. Rosenbrock Function

This function belongs to De Jong’s test suite. It is a classic optimization problem, also known as Banana function. It has a very narrow ridge. The tip of the ridge is very sharp, and it runs around a parabola. The global optimum is inside a long, narrow, parabolic shaped flat valley. It is trivial to find the valley, however convergence to the global optimum is difficult and hence this problem has been repeatedly used in evaluating the performance of optimization algorithms. It is nonlinear, non-separable function.

It is defined as:

$$F_3(X) = \sum_{i=1}^{n-1} 100 \cdot (x_i^2 + 1 - x_{i+1})^2 + (1 - x_i)^2 \quad (4)$$

with constraints: $-2.048 \leq x_i \leq +2.048$

This function has global minimum of zero for all values of $x_i = 1$, where $i = 1: n$.

D. Rastrigin Function

This function is often used to test the genetic algorithm, because its many local minima make it difficult for standard, gradient-based methods to find the global minimum. This is based on the sphere function with the addition of cosine modulation to produce many local minima. Thus the function is highly multimodal. The locations of minima are regularly distributed.

It is defined as:

$$F_4(X) = 10n + \sum_{i=1}^{n} \left( x_i^2 - 10 \cdot \cos (2 \pi x_i) \right) \quad (5)$$

with constraints: $-5.12 \leq x_i \leq +5.12$

This function has global minimum of zero for all values of $x_i = 0$, where $i = 1: n$.

E. Normalized Schwefel Function

The surface of Schwefel function is composed of a great number of peaks and valleys. The function has a second best minimum far from the global minimum where many search algorithms are trapped. Moreover, the global minimum is near the bounds of the domain. Schwefel’s function is deceptive in that the global minimum is geometrically distant, over the parameter space, from the next best local minimum.

This function is multimodal and additively separable. Boundaries for this function are set at [-500,500].

It is defined as:

$$F_5(X) = \sum_{i=1}^{D} \left[ x_i \sin \left( \sqrt{\sqrt{|x_i|}} \right) \right] \quad (6)$$

with constraints: $-5.12 \leq x_i \leq +5.12$, $i = 1, \ldots, D$.

This function has global minimum at $x = 420.968$ with the function value equal to $-418.9829$. 
In the design of experiments, Simple GA (SGA) and Advanced Twin GA (ATGA) with adaptive twin probability approach were designed and implemented for testing these optimization test functions. The selection of genetic operators and the setting of parameters for both SGA and ATGA were decided after carrying out lot of experimentation trials. The complete experimental setup for testing advanced twin operator on the standard benchmark optimization functions with the setting of important parameters is shown in Table I. For all functions to be tested, the setting and tuning of all the parameters of GA except twin probability was determined and kept same for SGA and ATGA. The stopping criterion was set to fixed number of generations. The details of the experimentation set up are described below for all the tested functions.

In the implementation of SGA designed for any function to be tested, the function variables were encoded in binary with the string length mentioned as per Table I and explained below. In the Himmelblau function implementation of GA, the two variables \( x_1 \) and \( x_2 \) were encoded in binary with the string of 40 bits. For Sphere function implementation, GA was designed with three variables \( x_1 \), \( x_2 \) and \( x_3 \) encoded in binary with the individual string length of 60 bits. In Rosenbrock function, GA was designed with two variables encoded in binary with the individual string length of 40 bits.

In Rastrigin multimodal function optimization, GA was designed with two variables encoded in binary giving the individual string length of 20 bits. In the testing of Normalized Schwefel function, GA was designed with two variables encoded in binary with string length of 44 bits. After extensive experimentation with its various settings SGA was designed with the population size of 40 and the reproduction operator of tournament selection with replacement. The single point crossover is used with the crossover probability \( p_c \) set to 1. The fitness function was derived from the underlying objective function and then transformed to maximization. The termination criterion was set to fixed number of maximum generations as per Table I. SGA was executed several times with the different sets of static values of \( p_m \) ranging from 0.001 to 0.05. After extensive experimentation, \( p_m \) was set to 0.01 as it showed the best performance of SGA.

In the ATGA, the advanced twin operator was designed with adaptive approach of \( p_{twm} \) as per the strategy mentioned in Equation 1. The twin separability parameter that indicates the unequal genes from hamming distances \( H_1 \) and \( H_2 \) was set to 50%. The results for both GAs were recorded by executing them for 25 repeated run trials in terms of performance parameters.

### TABLE I. EXPERIMENTAL SET UP FOR TESTING ADAPTIVE APPROACH

| Functions       | Encoded String Length in bits | Pop_size | Selection                     | Crossover \((p_c=1)\)  | Fixed \(P_m\) | Max. gens |
|-----------------|-------------------------------|----------|-------------------------------|-------------------------|--------------|-----------|
| Himmelblau      | 20                            | 40       | Tournament with replacement   | Single point            | 0.01         | 15        |
| Sphere          | 60                            | 40       | Tournament with replacement   | Single point            | 0.01         | 15        |
| Rastrigin       | 20                            | 40       | Tournament with replacement   | Single point            | 0.01         | 15        |
| Rosenbrock      | 40                            | 40       | Tournament with replacement   | Single point            | 0.01         | 15        |
| Normalized Schwefel | 44                | 40       | Tournament with replacement   | Single point            | 0.01         | 20        |

### TABLE II. SUMMARISED RESULTS

| Parameters                  | Himmelblau | Sphere | Rastrigin | Rosenbrock | Normalized Schwefel |
|-----------------------------|------------|--------|-----------|------------|---------------------|
|                             | SGA | ATGA   | SGA | ATGA | SGA | ATGA | SGA | ATGA | SGA | ATGA |
| Mean of Best Individual     | 0.72 | 0.80   | 0.81 | 0.84   | 0.41 | 0.49 | 0.80 | 0.83 | 394.46 | 405.11 |
| Max. of Best Individual     | 0.98 | 0.99   | 0.98 | 0.999  | 0.99 | 0.99 | 0.998 | 0.999 | 414.21 | 418.63 |
| Coefficient of Variance     | 31 | 24     | 17 | 14    | 36 | 34 | 17 | 15 | 6 | 5 |
| Mean Convergence Generation | 9 | 8 | 10 | 8 | 8 | 8 | 10 | 8 | 14 | 12 |

The important performance measures recorded were the best individual, mean values of the best individual, generation wise average fitness and the average value of convergence generation. The basic statistical analysis of the best individual was carried out in terms of mean value, maximum value and coefficient of variance. This basic statistical analysis along with the mean convergence generation for all the tested functions is displayed in Table II. The generation wise average fitness is recorded for all test functions. The variations of the average fitness per
generation are displayed in Fig. 1, Fig. 2, Fig. 3, Fig. 4 for the functions of Himmelblau, Sphere, Rastringin and Rosenbrock respectively. Besides this, the best individuals were recorded for 25 repeated run trials for all the tested benchmark functions. The graphs of the best individual recorded for 25 repeated run trials in SGA and ATGA are displayed in Fig. 5 for the Sphere function and in Fig. 6 for Rastringin function respectively. Similar results were also observed for the rest of the tested functions.

V. CONCLUSION AND FUTURE SCOPE

It is observed from Table II that the mean value of the best individual with ATGA is better than that of SGA. Besides, the coefficient of variance due to ATGA is lower than that of SGA. This indicates the improvement in the performance of GA in terms of the best individual. There is no significant comparative change in the maximum value of
the best individual resulted due to both GAs except Normalized Schwefel function. The results for this function are displayed as absolute values of the optimum in Table II. These results clearly indicate better values of both the mean best individual and maximum best individual for ATGA than that of SGA.

In addition to this, the mean convergence generation required by ATGA is slightly lower than that of SGA for all test functions except Rastrigin indicating the comparatively reduced functional computations because of the advanced twin operator with adaptive twin probability approach. The graphs displayed in Fig. 1, Fig. 2, Fig. 3, Fig. 4 highlight the rise in average fitness of ATGA showing the effect of the advanced twin operator. Similarly it is also observed that the best individual values due to ATGA are better than that of SGA for most of the repeated run trials as displayed in Fig. 5 and Fig. 6 respectively. After extensive experimentation and testing, it may be concluded that this adaptive twin probability approach of the advanced twin operator improves the overall performance of GA and also eliminates the time consuming operation of statically setting and tuning the twin probability.

The current research work may be extended in future by attempting the novel adaptive approaches for twin probability based on the concept of classifying the various GA parameters. The classifiers may be designed on the basis of few important GA parameters viz. population distribution, average fitness, genotype structure. The design approach of classifiers may be based on the defined rule based systems or neural network. Further the hybrid methods can also be developed for designing high performance classifiers. In addition to this, the current work may also be extended by incorporating the adaptive approaches for the probabilities of crossover and/or mutation. Further it will be necessary to tune these approaches with the adaptive approach of twin probability. This task of tuning will be highly critical as there exists the number of adaptive approaches for tuning crossover and mutation probabilities in GA literature.

From the analysis of results and discussions, it is summarized that the effectiveness of this adaptive twin probability may be verified in real world applications to solve the complex and difficult search and optimization problems in engineering and industry.
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