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Abstract

While the literature on RF fingerprinting-based authentication and key distillation is vast, the two topics have customarily been studied separately.

In this paper, starting from the observation that the wireless channel is a composite, deterministic / stochastic process, we propose a power domain decomposition that allows performing the two tasks simultaneously. We devise intelligent pre-processing schemes to decompose channel state information (CSI) observation vectors into “predictable” and “unpredictable” components. The former, primarily due to large-scale fading, can be used for node authentication through RF fingerprinting. The latter, primarily due to small-scale fading, could be used for semantically secure secret key generation (SKG). To perform the decomposition, we propose: (i) a fingerprint “separability” criterion, expressed through the maximisation of the total variation distance between the empirical fingerprint measures; (ii) a statistical independence metric for observations collected at different users, expressed through a normalised version of the \(d\)-dimensional Hilbert Schmidt independence criterion (dHSIC) test statistic. We propose both explicit implementations, using principal component analysis (PCA) and kernel PCA and black-box, unsupervised learning, using autoencoders. Our experiments on synthetic and real CSI datasets showcase that the incorporation of RF fingerprinting and SKG, with explicit security guarantees, is tangible in future generations of wireless.
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Abstract—While the literature on RF fingerprinting-based authentication and key distillation is vast, the two topics have customarily been studied separately. In this paper, starting from the observation that the wireless channel is a composite, deterministic / stochastic process, we propose a power domain decomposition that allows performing the two tasks simultaneously. We devise intelligent pre-processing schemes to decompose channel state information (CSI) observation vectors into “predictable” and “unpredictable” components. The former, primarily due to large-scale fading, can be used for node authentication through RF fingerprinting. The latter, primarily due to small-scale fading, could be used for semantically secure secret key generation (SKG). To perform the decomposition, we propose: (i) a fingerprint “separability” criterion, expressed through the maximisation of the total variation distance between the empirical fingerprint measures; (ii) a statistical independence metric for observations collected at different users, expressed through a normalised version of the d-dimensional Hilbert Schmidt independence criterion (dHSIC) test statistic. We propose both explicit implementations, using principal component analysis (PCA) and kernel PCA and black-box, unsupervised learning, using autoencoders. Our experiments on synthetic and real CSI datasets showcase that the incorporation of RF fingerprinting and SKG, with explicit security guarantees, is tangible in future generations of wireless.

I. INTRODUCTION

Sixth generations (6G) systems will be required to meet diverse constraints in an integrated ground-air-space global network. In particular, meeting overly aggressive latency constraints and operating in massive connectivity regimes with low energy footprint and low computational effort while providing explicit security guarantees can be challenging [1]. In addition, the extensive introduction of artificial intelligence (AI) and machine learning (ML) and the rapid advances in quantum computing are further developments that will increase the attack surface of 6G systems [2], [3]. More importantly, the massive deployment of low-end Internet of things (IoT) nodes, often produced following non-homogeneous production processes and with expected lifespans exceeding 10 years, poses pressing questions concerning future security architectures.

In this setting, quality of security (QoSec) is envisioned as a flexible security framework for future networks with diverse requirements. By mirroring the differentiated services (DiffServ) networking paradigm, various security levels could be conceptualized, moving away from static security controls, captured currently in zero-trust security architectures [4]. In parallel, the integration of communications and sensing, along with embedded (on-device) AI, can provide the foundations for building autonomous and adaptive security controls, orchestrated by a vertical security plane in coordination with a vertical semantic plane, dubbed as context-aware smart security [5], [6].

It is in this framework that we envision the incorporation of physical layer security (PLS) schemes in 6G security protocols, introducing security controls at all layers for the first time [4]. This exciting prospect does not come, however, without challenges. Despite intense research interest in PLS for more than two decades, its incorporation in actual security products remains largely elusive, with a few exceptions in RF fingerprinting (physc.de) and multi-factor authentication (silencelaboratories.com). The hurdles to be overcome concern primarily two key issues: the difficulty in providing explicit security guarantees with PLS irrespective of the link quality and the potential degradation in terms of achievable rates. For incorporating PLS in 6G, both of these issues need to be addressed.

With this in mind, in the first part of this work, we aim to provide a draft roadmap for the inclusion of PLS in 6G. Our goal is to pave the way for developing practical PLS schemes with explicit security guarantees, taking into account inconsistencies between idealized channel models – used in information-theoretic proofs – and actual transmission conditions. To this end, we draw inspiration from the methodology used by the cryptographic community. We revisit how idealized semantic security primitives, such as pseudorandom number generators and functions, are used to build real cryptosystems. We use these ideas as guidelines for the proposed roadmap. Furthermore, we explicitly propose using hybrid PLS - crypto schemes, an approach that allows addressing jointly two key issues. First, to relax the pressure for high secrecy transmission rates, and, second, to shield PLS schemes from active attacks, e.g., by ensuring the integrity of exchanged messages or side information with the use of message authentication codes and cryptographic hashing [7].

The second part of this article showcases the proposed
roadmap through technical results. In more detail, we devise smart pre-processing algorithms of observed channel state information (CSI) vectors for RF fingerprinting and secret key generation (SKG). The separability of the RF signatures (fingerprints) and the unpredictability of the shared randomness in SKG are put forward as the design criteria. Overall, we look at the wireless channel as a composite process, with both deterministic and stochastic components [8]. Inspired by Wold’s decomposition theorem [9], we propose to express the observed CSI as the sum of a predictable (deterministic) component—primarily due to large scale fading—and an unpredictable (stochastic) component—primarily due to small scale fading.

The premise of the proposed pre-processing is that large-scale fading (path-loss and shadowing) depends heavily on the location and can be helpful for authentication purposes [10]. On the other hand, small-scale fading can constitute an entropy source for SKG with early results presented in [11] and [12]. We study a power-domain decomposition of the CSI in the two components by using unsupervised learning approaches (principal component analysis (PCA), kernel-PCA (KPCA), and autoencoders (AE)). The proposed decomposition is designed to meet the following criteria: (i) maximum separability of RF fingerprints, captured through the total variation distance (TVD) between the empirical measures; (ii) minimum dependence between the sources of shared randomness at different nodes, measured through a normalized version of the $d$-dimensional Hilbert Schmidt independence criterion (dHSIC) [13] test statistic. We validate the proposed pre-processing both on synthetic—using the Quadriga models [14]—and real CSI datasets [15].

The rest of the paper is organized as follows. Section II describes the proposed roadmap for incorporating PLS in practical 6G systems. Section III reviews the background concepts for RF fingerprinting based node authentication and SKG and introduces the metrics proposed as design criteria. Section IV presents the proposed approaches for disentangling predictable CSI components from unpredictable ones using PCA, KPCA, and two different AE. Section V includes numerical results and Section VI presents the discussion and concluding remarks.

II. PROPOSED ROADMAP FOR INCORPORATING PLS IN 6G

This section aims to provide a methodology that will overcome existing hurdles in translating PLS theory to practical systems. In this direction, we begin the discussion from the fact that the study of reliable communications involves a typical bottom-up approach; building on idealized source and channel models, powerful theorems on the fundamental limits of achievable rates have been built. Such results guide the design of actual wireless systems operating over actual transmission channels, given that in practice (a few) connection outages and errors are tolerated. However, the requirements are different in information security, in which the guarantees to be met need to be tight and explicit.

In cryptographic proofs, such explicit guarantees are expressed through the concept of the "adversarial advantage", which needs to be negligible (i.e., strictly upper-bounded in polynomial time, reflecting limitations in computational resources) [16]. Related proofs of semantic security (chosen-plaintext attack – CPA security, chosen-ciphertext attack – CCA security, etc.) are built around games played between legitimate and adversarial parties, when the latter possess specific capabilities, ranging from launching passive attacks (eavesdropping) to launching active attacks (tampering, man-in-the-middle, spoofing). In the cryptographic proofs, several idealized mathematical constructions are used, such as pseudorandom number generators (PRG), pseudorandom functions (PRF) and permutations (PRP), and random oracles (RO), as abstractions of the fundamental cryptographic primitives [16].

Consequently, practical cryptosystems are built to resemble, as closely as possible, the above-mentioned idealized mathematical structures. In particular, secure stream ciphers should resemble PRGs, while block ciphers should be built to resemble PRFs or PRPs. As an example of the latter, nonlinearities are a core element of their design, aiming to induce maximal confusion [17], e.g., with the use of S-boxes. Their design typically involves selected functions from the class of bent functions that are subsequently modified to withstand linear and differential cryptanalysis [18]. As practical crypto primitives are designed to resemble the respective idealized mathematical structures, practical cryptography lingers towards semantic security.

Turning our attention to PLS, information-theoretic proofs guarantees perfect secrecy or distributed key distillation without leakage are similarly built using idealized channel models. Importantly, it has been shown that it is possible to prove semantic security for wiretap channels [19], while recently, fundamental results have been published regarding the finite blocklength [20] along with related approaches for analysis [21] and code design [22], [23]. However, it remains challenging to translate the theoretical results to practical systems for various reasons, including that actual transmission channels might not match idealized channel models. As an example, although the impact of correlations on the secrecy capacity has been extensively explored [24], [25] [26], when accounting for more complex phenomena, captured typically through compound or arbitrarily varying channel models, translating channel secrecy capacity expressions [27], [28] to practical code designs becomes tedious. More importantly, the adequacy of practical channel models—proposed by 3GPP—for information-theoretic security is still unclear. We note in passing that, for mmWave and sub-THz bands, existing 3GPP models have been shown to have limitations [29], [30]. We, therefore, need to shed light on how PLS can provide explicit security guarantees in non-idealized transmission conditions.

A first step to resolve related inconsistencies that will be tangible in 6G systems is the site-specific, online learning and characterization of the channel [31], which can allow constructing secrecy maps [21] from actual channel estimates. It should be noted, however, that there are inherent limitations in the online evaluation of secrecy outages directly from field data, e.g., during the network operation, as the dataset size limits the precision in the estimation of mutual information from measured CSI vectors [32].

To bypass this issue, we propose a further step - to engineer
the transmission, given the channel model learned, so that the end-to-end transmission resembles transmission over an idealized channel, for which the security guarantees are explicit. A general approach in this direction could exploit dimensionality reduction as a generic tool to carve out a memoryless / block fading channel from an actual, site-specific channel with correlations across different dimensions. In subsequent sections, we will provide relevant results for the case of SKG.

A final point that should be addressed concerns the potential impact of proposed pre-processing approaches on the achievable secrecy or secret key rates. Indeed, in numerous measurement campaigns for SKG [33], or secrecy outage probabilities in sub THz bands [34], it has been shown that in real-world scenarios, high entropy (for the extraction of keys) or a consistent signal to noise ratio (SNR) advantage (for wiretap coding) cannot always be guaranteed, e.g., for target rates of 0.5 b/s/Hz. Due to this negative result, there has been considerable skepticism concerning the feasibility of practical PLS systems. In order to address this issue, we first need to identify the target secrecy or secret key rate. We propose, at present, to use PLS mainly for two security operations: (i) for the distillation (using SKG) or distribution (in wiretap channels) of secret keys in hybrid PLS - cryptosystems [7], [35]; (ii) for localization or RF fingerprint-based authentication [36], [37].

Consequently, the target rate would be dictated by cryptographic considerations (mode of operation) or networking parameters (e.g., re-keying due to handovers in high mobility environments). An example of the former is that in the record protocol of the transport layer security (TLS) protocol version 1.3, the suggested cipher suite is the TLS_AES_256_GCM_SHA384 [GCM], requiring essentially 96 bytes of key material (32-byte keys, 48 byte MAC secrets, and 2 x 8 byte IVs), while the largest record that can be transmitted amounts to 214 bytes [38]. Assuming PLS is used to generate or distribute these keys, then key rates (over multiple subcarriers and antennas) as low as 0.006 bits/sec could be comfortably targeted1. This toy example showcases that in hybrid PLS - cryptosystems, the target rates can be very low, alleviating concerns related to diminishing throughput.

To summarise, we put across three key points that, in our opinion, can facilitate the incorporation of PLS in 6G:

1) Continuous, online learning of the channel that is site-specific, context-aware [5], performed by authenticated entities such as trusted base stations during the actual operation of the network.

2) Transmission and channel engineering of end-to-end PLS links to provide explicit security guarantees, using dimensionality reduction as a generic tool.

3) PLS to be used for the distillation and distribution of authentication or symmetric keys in hybrid PLS - crypto systems. Target key rates can be determined by the cryptographie suite of upper-layer protocols or network properties (such as handovers).

In the rest of this paper, we will showcase some elements of the proposed roadmap for RF fingerprinting and secret key distillation. We will first begin reviewing related background concepts in Section III while also presenting the proposed metrics and design criteria.

III. BACKGROUND CONCEPTS AND PROPOSED METRICS FOR RF FINGERPRINTING AND SKG

This section reviews background concepts for RF fingerprinting based node authentication, SKG and related proposed metrics.

A. Localization / RF fingerprinting based node authentication

In PLS, authentication requires a verifiable source of uniqueness, related, for example, to node positioning and fingerprinting. The RF fingerprints used for authentication must be statistically separable for each location (although not necessarily decorrelated). Also, it is beneficial if the fingerprints vary only slowly [39]; please refer to [40]–[42] for some representative examples exploiting different types of channel parameters. Our contribution in this work is to introduce a probability distribution distance metric as an explicit design criterion of pre-processing to extract maximally separable fingerprints from CSI vectors. To measure the separability of RF fingerprints, e.g., between nodes at neighbouring locations, we use the TVD, which measures the L1 distance between the empirical measures.

Definition. The TVD between two probability distributions $\mu$ and $\nu$ on a countable configuration space $X^N$ is defined by [43]

$$TVD = \|\mu - \nu\|_{TV} = \frac{1}{2} \sum_{x \in X^N} |\mu(x) - \nu(x)|.$$

As the TVD increases, the measures are more distinguishable and vice-versa.

B. Secret key generation (SKG)

SKG from wireless fading coefficients exploits three facts: (i) channel reciprocity between two nodes, referred to as Alice and Bob, during the channel coherence time; (ii) spatial independence (typically measured through decorrelation), in theory at distances of the same order of magnitude as the wavelength; and (iii) temporal variation, e.g., due to node mobility [44]. Based on Jakes’ model, the channel will be uncorrelated when a third party is located half-wavelength away [8]. However, experimental results show that a half-wavelength distance spatial decorrelation is valid only in rich scattering environments [45]–[48], while related attacks using ray-tracing have been successfully demonstrated [49]. Albeit, it is not uncommon in the existing literature that SKG is performed without systematically removing predictable components of the wireless channel coefficients [50]–[52] and without accounting for them explicitly in the privacy amplification step.

In this work, we focus on spatial correlations at attackers (referred to as Eves) in the vicinity of legitimate users. Without any pre-processing of the observed CSI, an attacker

\[1\] Target key rates can be much lower if we consider key re-use over multiple records or zero-round-trip time operation, that can incorporate SKG [7].
can, in principle, distil highly correlated sequences and thus substantially decrease the effective size of the keyspace. These correlations can indeed be removed through privacy amplification. However, this approach (i.e., without any pre-processing of the channel coefficients) entails the use of much larger quantizers and heavier hashing, potentially leading to less energy-efficient solutions.

Another gain of the proposed CSI pre-processing is that it can facilitate relating SKG to the concept of a cryptographic PRG at the advantage distillation phase [53].

**Definition.** Pseudorandomness of generator $G$ [53]: the ensemble $\{G(U_n)\}_{n \in \mathbb{N}}$ is pseudorandom, iff for any probabilistic polynomial-time algorithm $A$, for any positive polynomial $p$, and for all sufficiently large $n$,

$$|Pr(A(G(U_n); 1^{(n)}) = 1) - Pr(A(U(n); 1^{(n)}) = 1)| < \frac{1}{p(n)}.$$

In the definition of the PRG given above, the probabilistic polynomial-time algorithm $A$ can be seen as a polynomial-time statistical test. If an algorithm $A$ exists such that the above condition does not hold, we say the generator $G$ fails the test $A$. From a pseudorandom generator, we expect an observer who knows $i$ bits of the output to be unable to predict the $(i+1)$-th bit with a probability non-negligibly greater than $\frac{1}{2}$. This property is called (next-bit) unpredictability.

Various polynomial time statistical tests of randomness have been introduced and form the NIST suite. There also exist explicit measures to estimate the target privacy amplification rate, such measures are omitted in this discussion.

\[2\] can facilitate relating SKG to the concept of a cryptographic PRG, with the level of dependence, expressed as $\Delta = d_{HSIC}^C(\tilde{H})$. The $d_{HSIC}^C$ test statistic and the corresponding critical value, we propose here a normalised metric for measuring the level of dependence, expressed as

$$\Delta = \frac{d_{HSIC}^C(\tilde{H})}{CV_0} \mathbb{1}_{\{d_{HSIC}^C(\tilde{H}) > CV_0\}},$$

where $\Delta$ is close to unity in case of low dependence between the variables and grows without bound in case of high dependence.

Finally, we note that during the pre-processing, lowering dependencies between observations at different spatial locations should be balanced with preserving, as much as possible, the reciprocity between the observations of Alice and Bob, discussed next.
2) Reciprocity and mismatch probability: On one hand, we introduce pre-processing to lower dependencies between legitimate and adversarial observations. On the other hand, this pre-processing will inevitably impact the reciprocity of the SKG seeds. In this work we use a one-bit quantizer about the median frequency is set to \( f_0 \) and \( f_{12} \) is assumed to move at a low speed of \( v_0 \). We consider the channel reciprocity in two ways: (a) temporal and (b) spatial. The temporal variations in the channel, the Alices are extracted from measurements in Berlin, Germany. To validate the proposed methodology, we perform experiments on synthetic and real datasets, described first in the following.

IV. PROPOSED POWER DOMAIN PRE-PROCESSING

In this section, we present the proposed approaches for disentangling predictable CSI components (primarily due to large-scale fading) from unpredictable ones (primarily due to small-scale fading) using PCA, KPCA and two different autoencoders (AE). As argued in the previous section, we will use the TVD to measure the statistical separability of RF fingerprints and propose to evaluate spatial dependencies of SKG seeds using the introduced metric \( \Delta \) [13]. To validate the proposed methodology, we perform experiments on synthetic and real datasets, described first in the following.

A. Datasets

We have performed evaluations using Quadriga synthetic data and experimental data collected from Nokia [54].

1) Quadriga synthetic dataset: We considered single-antenna legitimate nodes, referred to as Alices and a base station referred to as Bob; Alices’ spatial locations are denoted by \( \{x_n\}_{n=1}^N \) and \( \{y_n\}_{n=1}^N \), where \( \{x_n\}_{n=1}^N, \{y_n\}_{n=1}^N \in \mathbb{R}^L \) and \( L \) denotes the spatial dimensions considered (typically \( L = 2 \)). We obtain the channel response at \( N = 400 \) equi-distant (1 m) spatial locations within a square area on the ground, between \( x = 100 \) and \( x = 290 \) and \( y = -100 \) and \( y = 90 \) and a base station located at \( (x, y, z) = (0, 0, 10) \) using the “Berlin-Uma-NLOS” configuration in Quadriga channel models [14], as depicted in Fig. 1. We assume that for any specific Alice, all other Alices can act as attackers (Eves).

This configuration’s terrestrial Urban Macorcell parameters are extracted from measurements in Berlin, Germany. To create temporal variations in the channel, the Alices are assumed to move at a low speed of \( 0.5 \) m/s. The number of CSI snapshots per Alice is set to \( M = 256 \), while the carrier frequency is set to \( 2.68 \) GHz.

Let the channel function mapping the spatial locations to the \( M \times 1 \) CSI vectors \( \{h_n\}_{n=1}^N \) be denoted by \( H : \mathbb{R}^R \rightarrow \mathbb{R}^M \), where \( M \) is the number of snapshots in the time domain (after concatenation of the real and imaginary components into a single column vector). The CSI observations at Alice and Bob after the exchange of pilot signals can be modelled as

\[
y_{nu} = h_{na} s + n_{na}, \quad n = 1, \ldots, N, \quad u \in \{a, b\},
\]

where the index \( a \) denotes an Alice, \( b \) denotes Bob; \( n_{na} \) and \( n_{nb} \) are circularly symmetric Gaussian noise variables and the pilot symbols \( s \) are drawn from the binary phase-shift keying (BPSK) constellation [55]. The zero-force CSI estimates at Alice and Bob, respectively, are denoted by \( h_{na} = y_{na} \) and \( h_{nb} = y_{nb} \) for \( n = 1, \ldots, N \).

2) Nokia experimental dataset: A massive multiple-input multiple-output (MIMO) channel measurement campaign was conducted on the Nokia campus in Stuttgart, Germany. The campaign area consisted of multiple roads with high buildings (15 m high approximately), acting as reflectors and blockers for the radio wave propagation. The transmit antenna array was placed on the roof-top of one of these buildings. The geometry of 64-element transmit-array was such that there were 4 rows with 16 single-polarization patch antennas, with a horizontal spacing of \( \lambda/2 \), and vertical spacing of \( \lambda \).

The transmit antenna array transmitted 64 time-frequency orthogonal pilot signals at 2.18 GHz carrier frequency, using orthogonal frequency division multiplexing (OFDM) waveforms according to the 10 MHz LTE numerology (i.e., 600 subcarriers with 15 kHz spacing). The pilot signals have been arranged so that the sounding on 50 separate subbands (each consisting of 12 consecutive subcarriers) required 0.5 ms. Within that pilot burst period, the propagation channel was assumed to be time-invariant. The pilot bursts were sent continuously with a periodicity of 0.5 ms.

The receiver user equipment (UE) was mounted on a mobile cart and consisted of a single monopole antenna mounted at 1.5 m height, a Rohde and Schwarz TSMW receiver and a Rohde and Schwarz IQR hard disc recorder, which continuously captured the received base-band signal. Both the transmit array and the receiver were frequency synchronized via GPS. During the measurements, the receiver cart moved along several routes at walking speed (3.6 kmph), which corresponded to a spatial channel sampling distance of less than 0.5 mm. Post-processing was used to extract, for each pilot burst and subband, the 64-dimensional CSI vector.

In this work, we used datasets on tracks 6 and 12, depicted in Fig. 2, that are parallel at a vertical distance of 1 m. In detail, we assumed that Bob is the base station and Alice walks along track-6, while Eve performs an “on the shoulder attack” and walks in parallel to Alice on track-12, i.e., legitimate.
and adversarial nodes are at all times 1 m away. In order to remove frequency domain (within the coherence bandwidth) and antenna domain correlations, we have downsampled the dataset. In detail, we kept the measurements from every 10th subcarrier and every 4th antenna, i.e., we used sub-sampling factors of 5 and 6, respectively.

Furthermore, as the Nokia dataset consists of only uplink data, we used alternate consecutive measurements to approximate downlink data and have further downsampled the data in the time domain, keeping every 5th channel sample. In detail, starting from sample index 1, we labeled odd index samples as uplink and even indexed samples as downlink. As a result, for each Alice and Eve, we used CSI vectors of length $M = 800$, concatenating real and imaginary parts. Before presenting the details of the pre-processing, we discuss the statistical analysis of the two datasets.

3) Analysis of datasets: We fitted the empirical distributions of the amplitude and the phase for the Quadriga and the Nokia datasets to 16 parametric probability density functions (pdf) and selected the ones with the lowest values of the Akaike information criterion (AIC),

$$AIC = -2 \ln(\hat{L}) + 2k,$$

where $\hat{L}$ is the maximum value of the likelihood function and $k$ is the number of the estimated parameters. Finally, we applied the Kolmogorov-Smirnov (KS) as a goodness-of-fit test to extrapolate $p$-values.

In Table I, we summarize the estimated parameters of the chosen parametric distributions and also depict the $p$-values of

| Quadriga       | NOKIA track 6 | NOKIA track 12 |
|----------------|---------------|----------------|
| $\alpha$ 0.56 | $\beta$ 0.59  | $p$-val 0.11   |
| Rician        | $\alpha$ 0.02 | $\beta$ 0.01  | $p$-val 0.02 |
| Weibull 1.01  | $\beta$ 0.03  | $p$-val 0.01  |
| Nakag. 1.05   | $\beta$ 2.64  | $p$-val 0.02  |
| Rayleigh 0.71 | $\beta$ 1.34  | $p$-val 0.02  |

Fig. 2: Pictorial representation of the Nokia campus in Stuttgart, Germany, where the dataset was recorded. The blue bar on the left side corresponds to the location of the massive MIMO transmit antenna, placed on a rooftop, while the arrow points the antenna boresight. The black dashed lines depict the measurement tracks, along which the UE cart moved. The tracks are numbered from 1 to 24; in this work we utilized the datasets of tracks 6 and 12, which are parallel and at 1 m distance from each other. Source: [54].

Fig. 3: Fitting of the underlying channel distribution of the amplitude and the phase.
the KS test (the null hypothesis being that the data follow the specified distribution). In Fig. 3 the fitted distributions of the amplitude and the phase are shown for the Quadriga and the NOKIA datasets (tracks 6 and 12).

According to the p-values of the KS test, the amplitude of the Quadriga-based channel follows a Rician distribution, while the phase follows a Uniform\((-\pi, \pi)\) distribution (see Fig. 3). However, the amplitude of Nokia’s track 6 CSIs does not fit any of the chosen distributions since it is bimodal, as shown in Fig. 3; this is confirmed by the p-values of the KS test on the Nokia’s track 6 channel which indicates that none of the selected distributions is a good fit. On the other hand, for Nokia track 12, the p-value of the Nakagami(1.52, 0.0004) distribution (p-value = 0.4) implies that the channel is likely to follow the above distribution while the phase is uniformly distributed. In conclusion, Table I and Fig. 3 indicate that real datasets might not be well fitted to any of the usual distributions, as is the case for track 6, confirming the point raised in Section II. In the future, we will consider non-parametric analysis and the use of generative models for fitting real datasets.

Next, we present the proposed power domain pre-processing. We will demonstrate how, from the observed CSI matrices at Bob, we can learn the functional mapping that captures the predictable, potentially spatially correlated components of the observed channel. Furthermore, we want to identify a region of PCs with indices \(\{\tilde{D}_1, \ldots, \tilde{D}_D\}\) corresponding to the first \(\tilde{D}\) PCs, we will demonstrate how, from the observed channel, we can learn the functional mapping that captures the predictable, potentially spatially correlated components of the observed channel. Furthermore, we want to identify a region of PCs with indices \(\{\tilde{D}_1, \ldots, \tilde{D}_D\}\), corresponding to components \(H_u = [\tilde{h}_{1u}, \ldots, \tilde{h}_{Nu}]\) for \(u \in \{a, b\}\), is a \(M \times N\) matrix. Furthermore, we wish to identify a region of PCs with indices \(\{\tilde{D}_1, \ldots, \tilde{D}_D\}\), corresponding to components \(H_u = [\tilde{h}_{1u}, \ldots, \tilde{h}_{Nu}]\) for \(u \in \{a, b\}\) over which low dependence and correlation between Alices and Eves is achieved while keeping the MP below a threshold.

Note that the PCs beyond \(\tilde{D}_D+1\) are dominated by noise and should be neglected (denoising). To efficiently disentangle the CSI matrix into predictable and unpredictable parts, the triplet \(\{\tilde{D}_1, \tilde{D}_2\}\) is chosen such that the TVD is maximized for the first \(\tilde{D}\) PCs while \(\tilde{\Delta}\) and the MP are kept as low as possible for the range \(\{\tilde{D}_1, \ldots, \tilde{D}_2\}\). We discuss the trade-off between minimizing \(\tilde{\Delta}\) (as a measure of independence) and the MP in detail in Section V.

C. Pre-processing using Kernel PCA (KPCA)

PCA performs feature extraction using an orthogonal transformation based on the covariance matrix to convert the original data to a new feature space. However, PCA is a linear transformation; here, we extend to KPCA to extract potential nonlinear structures in the data. KPCA assumes a feature mapping \(\phi : \mathbb{C}_{M,N} \rightarrow \mathbb{F}\), where \(\mathbb{F}\) is the new feature space through a (possible) nonlinear function \(\phi\) [56]. Instead of defining an explicit form of the function \(\phi\), KPCA applies a kernel function for the mapping. Here, we choose to work with the complex Gaussian kernel, since the channel observations \(H_u\) are given in the complex space. In this case, the Gram matrix \(K = \{K_{i,j}\} = (\kappa(h_i, h_j)) \in \mathbb{C}_{N \times N}\) is based on the positive semi-definite complex Gaussian kernel, defined as

\[
K_{i,j} = \exp\left(-\frac{||h_i - h_j^*||^2}{2\sigma^2}\right),
\]

(7)

where \(*\) denotes the complex conjugate and \(\sigma\) is the median bandwidth. Then, the centralized Gram matrix is given by

\[
\tilde{K} = K - \frac{1}{N}1_{N \times N}K - \frac{1}{N}K1_{N \times N} + \frac{1}{n^2}1_{N \times N}K1_{N \times N}\]

(8)

where \(1_{N \times N}\) is an \(N \times N\) matrix of ones.

Consequently, in the feature space, the eigenvalue problem has to be solved for the KPCA decomposition,

\[
\tilde{K}V = N\lambda V,
\]

(9)

where \(V\) denotes the eigenvectors while \(\lambda \geq 0\) denotes the vector of eigenvalues. (9) can be also expressed as

\[
\tilde{K}\alpha = N\lambda\alpha,
\]

(10)

where \(\alpha_i = \frac{V_i}{\sqrt{\lambda_i}},\ i = 1,\ldots, N\). Then, the first \(\tilde{D}\) nonlinear PCs could be extracted through computing projections of the original data on the eigenvectors \(V_i\) in feature space \(\mathbb{F}\), as above,

\[
Y_{1: \tilde{D}} = \alpha_{1: \tilde{D}}^H \tilde{K}.
\]

(11)

In order to estimate the predictable and the unpredictable parts as before, we apply KPCA reconstruction; unlike in PCA, this can not be done explicitly since \(\phi\) is unknown. Hence, we approximate the reconstruction matrix based on the kernel ridge regression [57]. It follows that the predictable part of the observed channel is computed as follows

\[
\tilde{H}_u = \beta K_{Y_{1: \tilde{D}}},\ \beta = H_u(K_{Y_{1: \tilde{D}}} + \gamma I)^{-1},
\]

(12)

where \(K_{Y_{1: \tilde{D}}} = (k(y_i, y_j))\) is the complex Gaussian Gram matrix of the first \(\tilde{D}\) PCs and \(\gamma\) is the hyperparameter of the ridge regression. Subsequently, we derive the unpredictable...
part of the observed CSI directly as the residual of removing the predictable part, i.e.,

$$\tilde{H}_u = H_u - \hat{H}_u,$$

(13)

In the case of KPCA, unlike in PCA, denoising is not performed.

D. Pre-processing using autoencoders

AEs are unsupervised learning architectures that utilise and learn two functions, an encoder that maps the $M$ dimensional input matrix $h_{nu}$ into $\tilde{D}$ dimensional encoded values $w_{nu}$ $\forall n = 1, \ldots, N$ for $u \in \{a, b\}$ and a decoder that maps the encoded values back to an $M$ dimensional output $\tilde{h}_{nu}$, $\forall n = 1, \ldots, N$ and for $u \in \{a, b\}$, such that the loss-function corresponding to the mean square error (MSE) between the AE input and output, is minimal. An AE can be used to extrapolate a $D$-dimensional representation $\tilde{h}_{nu}$, $\forall n = 1, \ldots, N$ that can capture the dominant components. We treat the output of the decoder $h_{nu}$, $\forall n = 1, \ldots, N$, for $u \in \{a, b\}$ as the dominant predictable components under the conjecture that most of the received signal strength is due to large scale fading effects. Here again, we assume that the residuals

$$E_1 = \frac{1}{N} \sum_{n=1}^{N} \| h_{nu} - \hat{h}_{nu} \|_2^2,$$

(14)

for $u \in \{a, b\}$

as the inner product of the residual at each location and that from the neighbouring locations. Here, $U(n_1)$ is the nearest neighbours of the $n_1$-th Alice-Bob pair.

A. PCA

1) RF Fingerprinting: In Fig. 4, for the Quadriga dataset, the average TVD between the first $\tilde{D}$ PCs at any Alice and any of her neighbours is depicted. We observe that $\tilde{D} = 1$ results in the largest value of TVD, while the point $\tilde{D} = 0$ corresponds to the original measurements. With an increase in the SNR, there is a slight increase in the TVD; with a decrease in noise, the variance of the first PCs increases, and hence the TVD decreases.

To showcase the impact of increasing TVD, in Fig. 5, we show the variation of the amplitude of the original CSI vs. time and that of the first PC vs. time for four neighbouring Alices. We observe that when compared to the original signal in Fig. 5(a), the time series corresponding to the first PC in Fig. 5(b) are clearly distinguishable. Similar results are shown for the Nokia dataset in Fig. 6 and 7, for which, notably, the increase in the separability is more accentuated.

2) Secret key generation: First, we study the effect of pre-processing using PCA for $\text{SNR} = 20$ dB in Fig. 8, starting with the Quadriga dataset. Figs. 8(a), and (b) illustrate the variation of two metrics: i) the average CC between the locations and their nearest neighbours; and ii) the average MP between the Alices and Bob, respectively, with respect to the variation in the pair $\{\tilde{D}_1, \tilde{D}_2\}$ in steps of 2. With no pre-processing, the average CC is approximately 0.30. However, with a sufficient number of dimensions $\tilde{D}_1 - \tilde{D}_2$ retained, an increase in the
number of dimensions omitted $\tilde{D}_1 - 1$ results in a decrease in the CC. Specifically, for $\tilde{D}_1 = 2$ and $\tilde{D}_2 = 20$, we observe a drop in the CC to 0.18, with no significant increase in MP.

We posit that this range of PCs captures sufficiently well small scale fading terms. This regime is indicated as "Dominance of uncorrelated components" in Fig. 8(a) while the corresponding region is referred to as "Low Mismatch Probability" in Fig. 8(b). Note that the drop in CC is more pronounced beyond $\tilde{D}_1 = 14$, beyond which noise becomes dominant, resulting in an increase of the MP. This regime is referred to as "Dominance of Noise" in Fig. 8(a). The corresponding region is marked as "High Mismatch Probability" in Fig. 8(b). In Fig. 9, the trade-off between CC and MP is shown for SNR = 5 dB. As expected, with a decrease in SNR, the effect of noise is more pronounced. Therefore, the regime of noise dominance and high MP is seen even at $\tilde{D}_1 = 10$. An important conclusion of this analysis is that low SNRs it is possible to omit any pre-processing to avoid compromising the MP.

A trend similar to CC is observed for $\overline{\Delta}$ in Fig. 10, especially for higher values of $\overline{\Delta}_1$ indicating likely independence. On the other hand, $\overline{\Delta}$ for $\overline{\Delta}_1 < 8$ does not follow the CC drop, indicating the limitations of CC compared to $\overline{\Delta}$ to capture dependence. For example, omitting the first 6 PCs may guarantee a low CC but not a significant decrease in $\Delta$ and statistical independence. The impact of the observation vector length on $\overline{\Delta}$ will be investigated in detail in future work.

Next, we present results for the Nokia dataset starting with SNR = 20 dB in Fig. 11. With no pre-processing, the average CC is approximately 0.38. However, with a sufficient number of dimensions retained, an increase in the number of dimensions omitted decreases the CC. Specifically, for $\tilde{D}_1 = 6$ and $\tilde{D}_2 = 30$, we observe a drop in the CC to 0.15, with no significant increase in MP. As in the Quadriga dataset, we posit that this is the regime in which the predominant large scale predictable components have been removed, and the small scale fading components have been retained. Importantly, a trend similar to CC is observed in the average $\Delta$ in Fig. 13, especially for $\tilde{D}_1 \geq 4$ after which value the dependence level collapses. Finally, similarly to Quadriga, for a low SNR=5 dB, any pre-processing would induce high MP as shown in Fig. 12 and is therefore advised to be omitted.

**B. KPCA**

Next, we evaluate the performance of KPCA. Recall that, in this case, we only apply the parameter $\tilde{D}$ to derive the
residuals that will be used as SKG seeds. Tables II and III indicate that an increase in $\bar{D}$ leads to lower values of $\bar{\Delta}$ and higher values of MP. More precisely, focusing on Table II, $\bar{\Delta}$ undergoes a significant decrease for $\bar{D} \geq 2$, leading to a slight increase in MP. Moreover, comparing the outcomes of the PCA and the KPCA, KPCA seems to lead to a “faster” decrease of $\bar{\Delta}$. The results provided in Table III concern the

TABLE II: KPCA results for the Quadriga dataset, considering SNR=$\{5, 20\}$ dB. $\bar{D} = 0$ denotes no pre-processing

| $\bar{D}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----------|---|---|---|---|---|---|---|---|---|---|----|
| Residual- $\bar{\Delta}$ | 1.93 | 1.7 | 0.75 | 0.66 | 0.69 | 0.61 | 0.53 | 0.54 | 0.49 | 0.49 | 0.49 |
| MP | 0.36 | 0.38 | 0.4 | 0.41 | 0.41 | 0.42 | 0.43 | 0.43 | 0.43 | 0.43 | 0.43 |
| Residual- $\Delta$ | 4.07 | 3.93 | 3.11 | 3.04 | 3.21 | 3.2 | 3.16 | 3.04 | 3.05 | 3.04 | 2.93 |
| MP | 0.14 | 0.14 | 0.15 | 0.15 | 0.15 | 0.15 | 0.15 | 0.16 | 0.16 | 0.16 | 0.16 |

The layers and the activation function of the AE are given in Table IV and follow [58]. For brevity, the AE with MSE loss function is referred to as AE1 and that with dot-product loss function is referred to as AE2. The input to the AE2 is formed by grouping the $200 \times 1$ CSI vector (100 real and 100 imaginary) of each spatial location with $200 \times 1$ long CSI vector from each of the 8 nearest neighbours surrounding the location. In other words, the dimension at the input and the output is $400 \times 1$. This ensures that the loss function can minimize the correlation between the users while minimizing the reconstruction error between the input and the output. Two types of training are possible. Either Bob and the set of Alices train separate AEs with their local datasets in localized training, or, Bob trains a global AE whose parameters are distributed to the Alices in centralized training.

From Tables V and VI, note that, as in the case of PCA, the lower the SNR, the lower the CC and the higher the MP. Moreover, with an increase in the encoding dimensions $\bar{D}$, the AE has more freedom to represent the predictable components. Therefore, with an increase in $\bar{D}$, we observe a drop in the

TABLE III: KPCA results for the NOKIA dataset, considering SNR=$\{5, 20\}$ dB.

| $\bar{D}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----------|---|---|---|---|---|---|---|---|---|---|----|
| Residual- $\bar{\Delta}$ | 10.22 | 4.37 | 2.74 | 1.15 | 0.83 | 0.88 | 0.71 | 0.73 | 0.72 | 0.74 | 0.75 |
| MP | 0.39 | 0.39 | 0.46 | 0.45 | 0.44 | 0.45 | 0.46 | 0.46 | 0.46 | 0.45 | 0.46 |
| Residual- $\Delta$ | 32.11 | 25.13 | 17.78 | 10.9 | 9.7 | 10.6 | 9.6 | 9.3 | 9.49 | 9.67 | 9.74 |
| MP | 0.1 | 0.14 | 0.16 | 0.15 | 0.14 | 0.14 | 0.16 | 0.14 | 0.16 | 0.17 | 0.22 |

NOKIA dataset and similarly show a significant decrease in $\bar{\Delta}$; overall, compared to PCA, KPCA seems slightly more efficient in decreasing dependencies.

C. AE

Fig. 9: Trade-off between CC and MP for SNR = 5 dB for the Quadriga dataset

Fig. 10: Evolution of $\bar{\Delta}$ with $\bar{D}$ for $\bar{D} = 30$ for the Quadriga dataset

Therefore, with an increase in $\bar{D}$, we observe a drop in the

- The layers and the activation function of the AE are given in Table IV and follow [58]. For brevity, the AE with MSE loss function is referred to as AE1 and that with dot-product loss function is referred to as AE2. The input to the AE2 is formed by grouping the $200 \times 1$ CSI vector (100 real and 100 imaginary) of each spatial location with $200 \times 1$ long CSI vector from each of the 8 nearest neighbors surrounding the location. In other words, the dimension at the input and the output is $400 \times 1$. This ensures that the loss function can minimize the correlation between the users while minimizing the reconstruction error between the input and the output. Two types of training are possible. Either Bob and the set of Alices train separate AEs with their local datasets in localized training, or, Bob trains a global AE whose parameters are distributed to the Alices in centralized training.

From Tables V and VI, note that, as in the case of PCA, the lower the SNR, the lower the CC and the higher the MP. Moreover, with an increase in the encoding dimensions $\bar{D}$, the AE has more freedom to represent the predictable components. Therefore, with an increase in $\bar{D}$, we observe a drop in the...
TABLE IV: The layers and activation function for AE1. For AE2 the only change is that the dimensions of the input and the output layers are 400.

| Layer     | Dimensions | Activation |
|-----------|------------|------------|
| Input     | 200        | Linear     |
| 1         | 100        | tanh       |
| 2         | 30         | softplus   |
| 3         | 20         | tanh       |
| Intermediate | D        | linear     |
| 4         | 20         | relu       |
| 5         | 50         | softplus   |
| 6         | 100        | tanh       |
| Output    | 200        | Linear     |

For the Quadriga dataset, AE2 achieves a CC of 0.22 for \( D = 8 \) and SNR= 20 dB for the residual components, without a significant increase in MP for centralized training. This CC is almost equal to what the PCA achieves for the Quadriga dataset \( D_1 = 2 \) and \( D_2 = 20 \). For the Nokia dataset, AE2 achieves a CC of 0.07 which is smaller than what PCA achieves in all cases.

Also, the \( \Delta \) of the residuals shows a significant decrease from that of the original components, especially for SNR= 20 dB. Observe that in AE2, since the loss function is the dot product between residuals instead of the MSE, we can observe a significant drop in CC of the residuals for AE2 compared to AE1. However, this is accompanied by an increase in the MP, especially in the case of localised training. Also, as expected, centralised training results in a much lower mismatch probability when compared to localised training.
been shown to increase performance as they could capture nonlinear structures, this came at a loss in explainability of the results. In future work, we will explore in more detail time, frequency and antenna domain dependencies, the use of time domain separation techniques (preliminary results using Kalman filters have provided promising performance) and finally the incorporation of $\overline{\Delta}$ in the AE loss-function.
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