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ABSTRACT

Although intelligent agent-based systems have existed for several years, the progression in terms of real applications or their integration in the industry have not yet reached the expected levels. During the last two decades, many agent platforms have appeared with the aim of simplifying the development of multi-agent systems. Some of these platforms have been designed for general purposes, while others have been oriented towards specific domains. However, the lack of standards and the complexity associated with supporting such systems, among other difficulties, have hampered their generalised use. This article looks in depth at the current situation of existing agent platforms, trying to analyse their current shortcomings and their expected needs in the near future. The goal of the paper is to identify possible lines of work and some of the most crucial aspects to be considered in order to popularize the application of agent technology as a dynamic and flexible solution to current problems. Moreover, the paper presents SPADE 3, a new version of the SPADE middleware, which has been totally redesigned in order to conform to the identified challenges. Finally, a case study is proposed to illustrate how SPADE 3 is able to fulfill these challenges.
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I. INTRODUCTION

Multi-agent systems (MAS) technology allows for the development of autonomous software entities (intelligent agents) which are naturally designed to communicate with each other. This communication enables the formation of complex interaction spaces, from which higher-level social activities such as cooperation or collaboration may emerge. In order to facilitate the actual development of this type of systems, several frameworks have been proposed in recent years. Such frameworks, normally known as MAS platforms, usually offer certain facilities at the communication layer, the internal agent architecture, the set of development tools, etc. The initial trend where a multitude of MAS platforms were created and coexisted for some time has moved nowadays to a situation in which many of them are either no longer supported or have been adapted to new requirements and/or functionalities.

Current requirements in the area of multi-agent systems not only include that intelligent agents are able to interact with each other in an open context, but also that the supporting infrastructure provides them facilities to effectively build this context. In addition, the recent appearance of new areas such as Internet of Things, Ambient Intelligence, Cyber-Physical Systems, etc., has resulted in the emergence of new agent-based software specific to the needs of systems in such areas. However, most of these requirements are still not covered by the existing agent platforms. This gap has weakened many of the existing proposals, and so it is imperative that the requirements and functionalities of agent infrastructures be revised and reformulated, in order to support the implementation of current, and future, MAS applications.

In this sense, this article deepens into the current state of agent platforms, trying to analyze the existing trends, as well as their possible weaknesses, in order to propose an adequate support to the requirements of the next generation of multi-agent systems. As a result of this analysis, the paper intends to contribute with a set of open issues that may establish the foundations for current and future supporting infrastructures for agent-based solutions.

Following this idea, the paper also includes the proposal of a new version of the SPADE software [1], a middleware for developing and executing multi-agent systems, written in Python. In particular, this article introduces SPADE 3, which has been completely redesigned and rewritten from scratch as

1 https://pypi.org/project/spade/
by the authors of this article, eliminating the functionalities that are no longer useful for modern multi-agent systems, and focusing on the incorporation of a careful selection of concepts and modern technologies which may cover some of the current open issues identified in the paper.

According to this, the paper presents three main contributions: the first one is a study of the current situation of agent platforms; the second one is an analysis of some relevant open issues for the development of modern and future multi-agent systems; and the third one is the presentation of SPADE 3, a completely redesigned multi-agent systems middleware that tries to cover the needs and shortcomings detected in this analysis. In particular, when compared with other proposals discussed in the paper, SPADE features a fully open, scalable and extensible development and execution environment which makes full use of a standard, well-known communication protocol; transparent integration of humans and agents; a modern and full-featured programming language such as Python, which is nowadays leading the rankings of use in most domains, and specifically in the Artificial Intelligence arena; and a set of development mechanisms which facilitate the implementation of MAS applications.

The rest of the paper is structured as follows: Section II presents a view of the current situation of existing platforms for multi-agent systems development; Section III analyses some relevant open issues related to this development or support; Section IV introduces the SPADE 3 proposal, by comparing its functionalities with previously detected open issues; Section V describes a case of study which has been implemented in SPADE 3, with the aim of illustrating its main features regarding these open issues; finally, Section VI presents the conclusions of the paper.

II. STATE OF THE ART

Over the last few years, multi-agent systems (MAS) have greatly evolved in several facets by following different research lines, but this evolution has not yet achieved their full consolidation. One key aspect in this consolidation is the support given by MAS platforms, which are the pieces of software (or middleware) upon which MAS are built and executed. In several ways, the architecture, services, tools, etc., provided by a particular platform conditions the abilities of the MAS which can be developed and run on that platform and, in turn, this affects the types of problems which those MAS can solve.

In the research field of MAS platforms, some of the latest significant developments include, on the one hand, the evolution of some classic, well-known, general-purpose platforms. On the other hand, several new platforms have been proposed, many of which are oriented towards developing MAS in specific areas of interest which have become popular lately, such as the Internet of things (IoT), Ambient Intelligence (AmI), Cyber-Physical Systems (CPS) or Agent-Based Simulations (ABS). The reminder of the section will focus on revising these two types of recent results in MAS platforms, with the objective of identifying some important aspects which they have not yet solved or even tackled.

Among the general-purpose platforms, probably the most popular and established one is JADE (JAVA Agent DEvelopment Framework) [2], which last version is from 2017. JADE has probably been the most widely used tool to develop multi-agent systems in the last two decades [3]. JADE implements a fully-compliant FIPA platform [4] as a series of interconnected Java Virtual Machines called containers. Some of the most relevant late developments related to JADE are WADE and JADEL, which are now described. WADE (Workflows and Agents Development Environment) [5] is an extension of JADE which adds the workflow abstraction to the agent concept, by means of a workflow engine. So, the MAS is designed from the viewpoint of a workflow, and the workflow tasks are assigned to the agents. JADEL [6] (JADE Language) is an initiative which aims to provide the MAS developer with a new, friendly-syntax language for JADE agent programming. However, as a language for programming agents, it is a limited proposal, and it is so linked to JADE that it does not cover all the functionalities of the platform; as a result, some actions (such as the instantiation of agents, for example) need to be carried out by directly using the facilities of the JADE platform.

Other popular proposals aimed to support MAS in general are platforms which have JavaBeans as their main underlying technology. This is for example the case of IBM’s ABLE or MadKit. ABLE (Agent Building and Learning Environment) [7] was designed as a lightweight Java-based agent framework, and for some time it was widely used in several different domains, such as automotive diagnostics, system health monitoring, agent-based modeling and simulation, etc., but nowadays it seems not to be available anymore. MadKit6 (Multi-agent development Kit) [8] on the other hand, is focused on providing support for agent organizations, but without imposing a predefined agent model. The platform is formed by a micro-kernel which supports the agents life-cycle managing, agent messaging, group managing, etc., and a set of system agents in charge of the platform services.

The last two items in this list of general-purpose platforms are JANUS and JaCaMo, and they are relevant to this review because of their recent advances and proposals. JANUS [9] is a Java-based platform that includes not only organizational concepts but also holons (in the idea of a holon as a sub-structure composed itself of holons). Its main and most novel feature is its ability to natively manage the concepts of recursive agents and holons. The JaCaMo+ [10] platform is founded on supporting the concept of agent organization. It integrates the Jason language [11] (a BDI agent language
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1. https://www.janusproject.io
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7. http://www.janusproject.io
oriented to designing human-aware agents for negotiation in Human-Agent Interaction, [20] presents an agent platform for Cyber-Physical Systems with specific features that allow the implementation of demand response (DR) programs in commercial buildings. BEMOSS aims to optimize electricity usage in order to reduce energy consumption and to facilitate the implementation of demand response (DR) programs in commercial buildings.

The work presented in [19] provides a MAS platform for Cyber-Physical Systems with specific features that allow cyber-agents to access and control real physical devices with ease. This platform supports rapid development and deployment of agents with mobility, as well as multi-threading programming, and it can be used in conjunction with some embedded devices. Another particularity of this platform is that it has been written in Prolog, whilst the majority of platforms discussed in this section have been coded in Java.

Finally, there are proposals focused on other areas. In Human-Agent Interaction, [20] presents an agent platform oriented to designing human-aware agents for negotiation processes. In Agent-Based Simulations, there are also some proposals that hinder their interoperability. Conversely, the use of a proprietary support is not adequate for the next generation of MAS, which are likely to be open and massive, to require a great variety of very different services, and to incorporate agents developed by several developing teams under different approaches or requirements and executed from separate (even distant) locations. This flexible, massive, and social development of MAS requires a different kind of supporting middleware (platform), centered on some relevant aspects which are not considered by the solutions described in the previous section (at least, none of these solutions takes into account all the aspects). In the authors’ opinion, there are four key issues among these aspects, which are now discussed.

III. OPEN ISSUES IN CURRENT AGENT PLATFORMS

The analysis of the solutions presented in the previous section reveals that, in general, multi-agent platforms have been traditionally conceived as closed environments designed to support the development and execution of MAS in a particular way. This has been clearly the case for the concrete, ad hoc platforms implemented to support applications in specific domains, but also for the more generic support provided by general-purpose platforms. In this latter case, platforms have normally been built on top of some general concepts such as the agent model and certain key services as the Agent Management Service, the Directory Facilitator, etc. Depending on the particular platform, MAS designers may have available a different set of tools, but the development and execution middleware is normally conceived as a fixed and, in many cases, proprietary framework.

This kind of proprietary support is not adequate for the next generation of MAS, which are likely to be open and massive, to require a great variety of very different services, and to incorporate agents developed by several developing teams under different approaches or requirements and executed from separate (even distant) locations. This flexible, massive, and social development of MAS requires a different kind of supporting middleware (platform), centered on some relevant aspects which are not considered by the solutions described in the previous section (at least, none of these solutions takes into account all the aspects). In the authors’ opinion, there are four key issues among these aspects, which are now discussed.

In the first place, one of the foremost objectives of an agent platform is to offer the MAS with a simple and effective communication channel, which ideally should be as well-known and standardized as possible. Many of the existing proposals make use of closed or local communication protocols that hinder their interoperability. Conversely, the use of a
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8https://gama-platform.github.io
9https://www.anylogic.com
10https://matsim.org
standard, sound and widespread communication protocol would effectively allow the multi-agent system to communicate not only with other MAS, but also with other types of computing elements (devices, software components, etc.) or even with humans. In this way, the use of an instant messaging protocol as the basis of communication in an agent platform would be a very good choice. Instant messaging protocols are nowadays used by millions of users on a daily basis, and they support almost any type of interaction between humans or between humans and computers.

The second crucial aspect when considering open and massive MAS is the elastic and scalable allocation of communication resources, in the same way that modern cloud computing systems are characterized by their ability to adjust the provided resources in order to dynamically meet the varying demands of users. Multi-agent platforms should offer elasticity in the communication process and in the resources related to that process, so that agents cannot be affected by an unexpected, significant growth in the number of messages or in the amount of entities interacting with the system at any particular moment. The platform should be able to allocate the required resources to cope with the increased workload without jeopardizing the integrity of the system, and in a way which is completely transparent to the application design and to the actual agents which may be running at that particular moment.

The third important open issue which is becoming more relevant nowadays is related to one of the specific domain areas mentioned in the previous section; in particular, the AmI area. The integration of humans and computation elements in the same system is going to be one key challenge in the next generation of intelligent systems, and specifically, in MAS. Multi-agent systems should allow for the development of applications where agents and humans can jointly provide services to other humans or agents, in an environment of full integration. This kind of Human-Agent Societies [22] will need to be supported at the communication and development levels by future agent platforms. Additionally, the ability to transparently communicate humans with agents will be key in the development of fully open systems where entities (humans, agents or third-party elements) can dynamically enter or exit the system in a way which is totally transparent for the system developer. This open system feature has traditionally been difficult to implement for real problems, but it will definitely be required in the near future. Again, the availability of an appropriate communication protocol and infrastructure may be decisive to tackle this feature.

The fourth and final issue is related to the interoperability of the system with IoT devices, which are now one of the most growing device markets in the world, and which are expected to be used in almost every human activity in the near future. In this context, interoperability means the ability of the system to interact with different types of low-powered, non-standard devices, but also the ability of agents to connect to the system independently of the device where they are running while preserving their identities. This, in turn, relies on the capacity of the system to support agents which may run not only on traditional computers but also on such devices, a feature which may be complicated depending on the size and complexity of the platform’s middleware. An additional characteristic related to the execution of agents in different devices would be the ability of agents to migrate their execution from one device to another without restarting the system. This characteristic would be very useful not only in IoT, but also for many types of MAS, but it is difficult to achieve in the general case.

To sum up, the next generation of multi-agent platforms will probably need to provide a standard and effective communication protocol, elasticity in communication, full and transparent integration of humans and agents, support for open systems, and the ability of agents to connect to the system independently of their running device. By incorporating valid solutions to such open issues, platforms not only will provide an appropriate environment to build the type of MAS applications and domain areas mentioned above, but they will also be able to provide improved support to solve classic problems in the MAS area. Such problems include team formation [23], [24], task/resource allocation [25], [26], crowds dynamics [27], [28], MAS planning [29], or conflict resolution [30], [31], to mention a few of the most relevant ones at the moment.

IV. SPADE 3

SPADE 3 is a middleware for multi-agent systems that represents an evolution of the traditional multi-agent system platforms by means of incorporating a careful selection of concepts and modern technologies in the areas of distributed systems, instant messaging, asynchronous systems and open systems. SPADE 3 has been completely redesigned and its code rewritten from scratch, by focusing in the new functionalities and open issues pointed out in the previous section. For the sake of simplicity, the rest of this section will refer to this version as SPADE. The principal founding concepts and technologies of SPADE are now briefly discussed.

One of the most relevant concepts of any MAS middleware is its agent model. In the case of SPADE, its agent model is similar of those used in other platforms (such as Jade). The model is internally based on some simple abstractions and mechanisms, now described. The first one is the connection mechanism, by which each agent registers in SPADE by using a unique identifier (which format is “username@server”) and a password. After registering, the agents may create one or several behaviors, which are independent tasks that execute the agent’s actions. Behaviors can be of several types, with each type producing a particular execution pattern designed to support a typical execution requirement of agents in a multi-agent system. In particular SPADE supports five behavior types: Cyclic, One-Shot, Periodic, Time-Out and Finite State Machine. The third main mechanism is the message dispatcher which SPADE associates with each registered agent. This component acts as a mailman, redirecting any incoming message for the agent to the particular behavior(s) that may be
expecting the message, and relaying the outgoing messages from any behavior to the SPADE’s communication system.

Among the technologies, SPADE relies on the selection of a particular communication protocol as a paramount component of the multi-agent system, since it can bring very valuable features to intelligent, autonomous, social entities such as agents. In particular, SPADE incorporates XMPP [32] (eXtensible Messaging and Presence Protocol), which is an open protocol for instant messaging and presence notification. XMPP is a protocol based on XML that allows entities to exchange messages (with these entities being humans, agents, artifacts, etc.) and which also provides a presence notification mechanism by which any entity may have a list of other entities as contacts, and be notified when any of such contacts changes its state (e.g. when a contact is connected or disconnected, when it is busy, etc.). Furthermore, XMPP is defined as an extensible protocol, meaning that many of its features are proposed as extensions (called XEPs); it currently offers plenty of extensions for different purposes, and it is open to proposals from the community in order to make the protocol more flexible and useful. Because of this, XMPP is considered as the universal standard protocol for instant messaging by entities such as the IETF or the W3C, and it has a widespread use in the industry. Whatsapp, Google Talk, Facebook Messenger or Apple’s iMessage are some examples of applications that use XMPP, or some variant of this protocol.

As a software project, SPADE has been publicly available for more than a decade. Recently, its complete redesign and re-implementation in order to create SPADE 3 has regained a growing interest from the community. According to the statistics available in the PyPI repository site, SPADE 3 has been downloaded 369 times in June 2020 from a total of 1,635 times (from at least 9 different countries) in the first half of 2020, as it can be observed in Table 1. This community of SPADE users is using it to develop different applications, such as SimFleet [33], [34] or pygomas [35] or even to extend its functionalities as, for example, the spade_bdi [36] module which incorporates BDI-based behaviors to SPADE agents.

The next subsections present the key concepts on which SPADE is founded, many of them based on the XMPP standard. In each case, the section will stress how SPADE makes use of the related concept in order to provide an appropriate support to multi-agent systems.

A. AN OPEN, DECENTRALIZED, FEDERATED PROTOCOL

XMPP provides a federated, open server architecture (depicted in Figure 1), by which any XMPP server can communicate with any other running XMPP server in the Internet (in the same way than SMTP mail servers). By connecting to such federation of servers, SPADE enables any agent to communicate with any other agent, artifact or human in the world, pushing the concept of an open multi-agent system to a new level. In particular, the support that SPADE requires from a XMPP server may be broadly configured in three different ways, depending on the application requirements. First, a multi-agent system application running in SPADE may be configured to deploy its own public XMPP server (there are several open-source implementations of XMPP server software). This configuration makes the application self-sufficient while allowing its agents to communicate with other entities (agents or otherwise) connected to any other XMPP server over the Internet. A second, simpler configuration may be using any of the existing public XMPP servers which are freely available in the Internet. In this case, SPADE agents would directly register in this public server and then run naturally without any further infrastructure. Finally, a third possible configuration is to deploy a private XMPP server, without server-to-server connections, along with the SPADE application. In this case, the application would run privately, with no possible connections from outside entities.

Using this type of architecture to support multi-agent systems renders several advantages. Probably the most important

| Country | Downloads | Country | Downloads |
|---------|-----------|---------|-----------|
| US      | 169       | ES      | 663       |
| ES      | 92        | US      | 385       |
| CH      | 20        | None    | 131       |
| None    | 18        | CH      | 101       |
| HR      | 18        | CN      | 84        |
| RO      | 13        | PL      | 73        |
| PL      | 12        | IN      | 69        |
| IN      | 11        | HR      | 58        |
| AU      | 9         | FR      | 43        |
| RU      | 7         | IT      | 28        |
| Total   | 369       | Total   | 1,635     |

**Table 1. Overview of SPADE’s success in terms of downloads. Downloads are shown by country and total at June 2020 and the first half of 2020.**
one is flexibility: with the same architecture, SPADE can support from very large multi-agent systems with several interconnected servers able to distribute the messaging load, to much smaller, ad-hoc multi-agent systems where a single tailored server can be deployed to provide the minimum required functionality. In addition, while the architecture is by nature distributed, hence providing the related advantages of load distribution, fault tolerance, etc., it can also provide some typical benefits from centralized systems, such as presence notification, persisting storage on the server side, strong authentication mechanisms, etc. This flexibility of supporting large or small, centralized or decentralized, open or private systems makes SPADE able to support multi-agent systems that are better adapted to the open issues commented in the previous section. Among other considerations, this architecture allows the multi-agent system to become elastic, since it can increase or decrease its size by adding new servers or removing them on demand, while running.

Finally, an additional advantage derived from this decentralized architecture is that SPADE provides agents with the ability of being independent from their physical location, that is, from the address of the computer where they are running. In many multi-agent platforms, the physical (IP) address of the computer where an agent is running must be known by the rest of agents in order to successfully deliver the messages they send to that agent. This is typically solved by including the address of the computer where the agent is running in the agent’s name or identifier. But then, if the same agent wants to execute in a different computer, it needs a new identifier, which must also be broadcast to all its possible partners in order to be accessible again. This is tackled in SPADE in a much more convenient way, since agents are identified by means of the XMPP server where they are registered, not by the computer where they are running. So, as long as the XMPP server does not change its address, agents can migrate from running in one computer to another one, in a totally transparent way. This is similar, for example, to email addresses, which enable people to receiving messages regardless of the computer where they read their email. This location independence is a very interesting feature in big scale, open multi-agent systems, where it is common that each time a multi-agent application is executed, its agents may run in a different computer.

B. PRESENCE NOTIFICATION MECHANISM

Another important feature of XMPP which SPADE uses in its advantage is the presence notification mechanism provided by the protocol. By means of this feature, SPADE offers agents with the ability of managing their own presence status, including an automatic notification to their respective contacts when such status is changed. The concept of presence notification is straightforward and widely used nowadays in instant messaging applications, where users can check in real time whether their (human) contacts are online or not. In SPADE, this simple but powerful mechanism of XMPP is not limited to informing agents’ contacts of their current connection status (online or offline), but it can be easily configured for an agent to broadcast any type of particular, relevant information to its contacts. In addition, SPADE uses this mechanism for other purposes, such as reporting changes in the internal status of an agent, which is useful for example when the logic of the agent is internally built a finite-state machine; or synchronizing the execution of agents by creating synchronization barriers. This latter is illustrated by an example, depicted in Figure 2, which shows how to use this mechanism in order to coordinate a group of agents which need to work in a common task.

The top part of the picture shows the initial situation, where a group of agents which need to work in a common task. An example of how the XMPP presence notification mechanism can be used to coordinate the actions of a set of agents, by implementing a so-called synchronization barrier. The figure shows the two relevant steps in this particular scenario where the manager agent (Smith0) coordinates the execution of the other four agents (Smith1 to Smith4) to start working on a common task.

Related to this presence notification mechanism, each SPADE agent is provided with a subscription process by which it can manage its own contact list. Agents can request to be subscribed to the list of any particular agent, and such requests can be accepted or refused at the discretion of that agent. However, for simpler scenarios where this acceptance procedure is not required, SPADE also offers an automatic acceptance mechanism of contact requests, which frees agents from this task.

FIGURE 2. An example of how the XMPP presence notification mechanism can be used to coordinate the actions of a set of agents, by implementing a so-called synchronization barrier. The figure shows the two relevant steps in this particular scenario where the manager agent (Smith0) coordinates the execution of the other four agents (Smith1 to Smith4) to start working on a common task.
C. A MODERN AND COMMUNICATION-ORIENTED LANGUAGE

Providing a powerful and easy-to-use language, in accordance with the most recent technologies, is an important factor in the development of any type of software, and particularly, of multi-agent systems. According to this, SPADE has been developed in Python, and thus provides its natural API for implementing multi-agent systems in this language, which is one of the most widely used programming languages for Artificial Intelligence (AI) applications today [35]. As a result, developers of SPADE applications are provided with a programming language with a steep learning curve, supported by a large and active community which provides consistent help, and with many publicly available third-party libraries and add-ons, especially in the field of AI.

In addition, SPADE proposes the asynchronous programming paradigm to internally implement the code of the agents. This programming model is especially effective for applications with coexisting running entities which execute input/output operations often, and it is well defined in the Python ecosystem by means of a library known as AsyncIO (from Asynchronous I/O). In particular, applications implemented under this paradigm can optimize the waiting for input/output, improve resource management and leave more processor capacity for the computation tasks. This is especially convenient for multi-agent system applications, where the reasoning process of agents is normally driven by the messages they send or receive, and hence they naturally distribute their time between computation and communication tasks. As a result, SPADE applications can be internally designed to make an efficient use of the available computation resources (compared with other traditional multi-agent system platforms), hence allowing for running larger systems in the same hardware.

D. A SECURE ENVIRONMENT

Security is another important feature which is increasingly being expected for multi-agent system platforms nowadays. This is especially relevant for open multi-agent systems which need to run in the real world, where securing the application and its communications is essential. SPADE provides security at different levels, by making use of particular mechanisms available in the XMPP protocol. For example, XMPP provides certificates and encryption in client-to-server and in server-to-server communications, which SPADE uses for securing communications between entities (agents, humans, etc.). XMPP supports well-proven protocols as TLS [36] to encrypt communications and to sign messages in order to ensure that they are sent and received by reliable endpoints. Some of these supported standards are OMEMO [37] (XEP-0384) and OpenPGP [38] (XEP-0373 and XEP-0374). For this reason, SPADE enforces agents to initially log into a XMPP server by using a private identifier and a password. However, as most of the features of SPADE, this default configuration can be changed. If the SPADE application deploys its own XMPP server, the server can be configured to admit anonymous logins which do not require credentials, and to deactivate encryption if that level of security is not required.

E. AN EXTENSIBLE PROTOCOL

The growth, diversification and complexity that AI applications are experiencing, and are expected to do in the future, makes completely impossible to predict which features will be required for next generations of multi-agent systems. In this context, the best possible support for these systems will be one which can be extended as required without having to completely reconsider their design or implementation. SPADE can provide such feature, based on the natural extensibility of the XMPP protocol. As explained above, XMPP was defined to be extensible, in the sense that there is a standard procedure by which new functionality can be added to the protocol as extensions which are known as XEPs (XMPP Extension Proposal). There is a procedure by which the community can propose new XEPs to be officially added to the standard, after revision by the XMPP Standards Foundation. In fact, XMPP already incorporates numerous extensions which are well-suited for multi-agent systems, such as multi-user chats, file transfer, user activity, HTTP gateways, etc. But, since this is an open protocol, developers can also implement new extensions in order to use them privately in their applications.

In many cases, new extensions only require the modification of the XML being sent (normally, by defining a new namespace). If, for example, a SPADE application required the FIPA [39] standard communication model in order to be able to interact with other multi-agent system platforms, this could be solved by adding a new message tag using the FIPA standard to XMPP. In other cases, new components need to be added to the XMPP server, but this is also well supported by the protocol, since there is an standardized procedure to do so, and XMPP includes a discovery service by which clients can ask which extensions are available on a particular server. All this, in turn, gives SPADE high adaptation capabilities for future demands of support by multi-agent systems.

F. INCLUDING HUMANS IN THE LOOP

The XMPP communication protocol, employed by SPADE as explained above, also gives support to many instant messaging applications for people-to-people communication. This puts SPADE agents and humans together in the same communication environment in a completely natural way, hence enabling a seamless integration of both types of communication entities. After connecting to a public (or private) XMPP server, SPADE agents can start communicating with other agents, as well as with humans or even many third-party applications (such as Telegram, SMS, email, etc.), which are
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15The full list of extensions (including the ones currently proposed, accepted, deprecated, etc.) can be consulted at the URL https://xmpp.org/extensions/.
accessable from XMPP servers by means of the so-called bridges or gateways.

Putting agents and humans in the same loop greatly simplifies the design of interfaces (e.g., interacting with SPADE agents can be as simple as chatting with them, in the same way people chat with their friends) as well as the creation of applications where humans and agents cooperate, as chat bots for example. Chat bots are a currently widespread technology that requires human interaction but also some degree of reasoning, or, at least, a reactive behavior of some kind (they are commonly used, for example, as shop assistants in e-commerce websites, or as help-desk bots). The SPADE architecture directly supports this type of applications, since the underlying communication support is not specific to agents, but open to any entity which can participate in the XMPP environment. However, it is worth noting that SPADE also supports multi-agent system applications which are as restricted to certain entities as required, by deploying a tailored, on-premise private server.

Another feature of SPADE which favors the human-agent interaction is a graphical interface which SPADE produces by default for each agent, if needed. This interface is available via web under the /spade path. By means of this interface, the agent may visualize any relevant internal data which may be useful to know by a human counterpart in an application; and it also allows the human to interact with the agent, if necessary. Figure 3 shows an example of this interface, available by default for each agent in SPADE. This interface displays the general view of an agent’s internals (a typical dashboard) including the agent’s behaviors and its current contacts with their respective statuses.

Figure 4 shows a more detailed view of a running agent, in this case, of one of its behaviors. In this view (web page), some important data of the execution status of the behavior is shown, such as its mailbox or the internal details of its execution (in this case, this is a finite-state-machine behavior, and the page shows both its structure and its current state). The view also allows the human inspecting the agent to check all the messages that have been sent to, and received by, the behavior, by means of the chat box.

In addition to this basic, standard interface by which SPADE provides inspection of (and interaction with) agents, it is also possible for each agent to incorporate new, alternative web interfaces. Such interfaces can be used by the agent to present visualization or interaction displays adapted to the needs of the application (e.g., input forms in a mobile interface, graphs of the results the agent is calculating, etc.). In order to do this, SPADE offers a straightforward programming scheme based on the Model View Controller (MVC) design paradigm, where the model is the agent’s knowledge, the view is a HTML template (following the Jinja\textsuperscript{16} syntax), and the controller is an asynchronous function implemented within the agent’s code. Thus, the agent developer may easily create interfaces, adapted to the particular type of human-agent interaction required by the application, which access the internal information of agents by means of the controllers and display this information by means of the templates.

V. CASE STUDY: VOLUNTARY DISTRIBUTION OF ESSENTIAL GOODS

In the first half of 2020, many countries have faced confinement situations produced by the COVID-19 disease. In situations like these, the efficient and effective distribution of essential goods and medicines for the elderly or vulnerable

\textsuperscript{16}https://palletsprojects.com/p/jinja/
people has become one of the crucial aspects in the disease management.

From a logistics point of view, this issue can be seen as a distribution problem similar to the so-called Last Mile Delivery (LMD) problem. The LMD problem can be defined as the last movement of goods from a transportation center to the final destination of the delivery. The main objective of last-mile logistics is to make the delivery of the goods as fast and efficient as possible. In this context, this section presents an application of the LMD problem to tackle the distribution of necessity goods to vulnerable people by a group of volunteers, implemented in SPADE. The aim of this section is to show how SPADE can provide an appropriate support for a large-scale, distributed, intelligent application designed for an open environment.

In this proposed solution, the goods to be transported are necessity goods (food, medicines, etc.), the transporters are volunteer workers who offer themselves to distribute the goods, and the customers are people which cannot leave their homes because of being vulnerable to the virus. In this situation, the volunteers (transporters), even though they may not know each other, need to collectively organize themselves in order to efficiently manage the distribution process. In cases like this, an intelligent management and planning solution of the distribution problem can significantly help volunteers to analyze and improve their delivery routes as well as to optimize their personal strategies. On the other hand, the customers may be anxious to receive their orders due to the situation, and they may become frustrated as they wait for their goods. In this case, the use of an intelligent last-mile tracking system would allow them to see the current location of their respective packages in real time, and even be notified of their estimated arrival times, which would contribute to relieve their anxiety. Overall, the use of multi-agent system technology in order to develop such a distributed, intelligent planning and tracking application of last mile delivery is more than adequate.

In [40], a new approach to the LMD problem which considers a crowdsourcing solution was presented. This solution is based on an open fleet of temporary transporters who do not take a specific route to deliver each package from the customer’s pickup point to the final destination, but on the contrary, they make use of their usual routes in order to carry a package, either to its final destination or to a point where another transporter can pick it up and continue with the delivery process. This crowdsourcing approach can be also applied to this case of distributing essential goods for vulnerable customers by means of a virtual fleet consisting of a group of volunteers.

In particular, the proposed approach is presented as a mobile service (or app) to the two types of users: volunteers which offer themselves to occasionally deliver some kind of essential goods, and vulnerable customers which need these goods but are confined in their homes, typically in an urban area. Once the users register in the application by using their mobile devices, the system will be able to locate them in real time, and to share their current location to other users when necessary. From that moment on, whenever a customer issues a delivery request, a dynamic network analysis (explained in [40]) uses the fleet of geo-localized volunteers in order to calculate a particular path for delivering the goods to the customer’s location. It is important to note that, in order to optimize each delivery, the system builds the complete delivery path as a chain of collaborative deliverers (the volunteers) in which each volunteer carries the package over some part of the path (a sub-path) and then passes it to the next volunteer. Figure 5 presents a general view of the proposed approach.

In order to develop and test a prototype of this system, a fleet simulator on an urban area called SimFleet, which was already implemented on SPADE, has been used. This tool simulates the environment (typically, a city) where the users may be geo-located and the delivery paths are depicted. It is worth noting that, although the current prototype of the system described below does use this simulation framework as a front-end, the system has been designed in order to be run in the real world once this prototype version is fully tested.

The following subsections explain the internal design of this prototype and some preliminary empirical results which have been obtained in several executions of the system over the simulation environment.

A. SYSTEM ARCHITECTURE

In essence, the system keeps track of a pool of pending deliveries, which have been issued by the vulnerable customers and have to be assigned to the volunteer transporters which may be currently available, in the most efficient way.
In the implementation of this system on SPADE, the following main types of agents have been defined (they are also depicted in Figure 6):

- **Volunteer agent**: It represents a potential volunteer in the system. Its interface with the human volunteer is a web app by which it is possible to enter or exit the system at any time, change the volunteer’s availability through the presence notification mechanism, and accept deliveries by means of a subscription protocol.

- **Customer agent**: It represents a vulnerable person who needs some essential goods to be delivered. Its interface is also a web app by which the customer may issue the request of goods as well as to monitor the ongoing request in real time.

- **Planner agent**: This agent is in charge of computing optimized delivery paths, given the pending deliveries and the volunteers’ habitual routes, and then proposing such paths to the volunteers. In order to do so, this agent uses the crowdsourcing algorithm proposed in [40]. As an example, in Figure 5, the Planner has produced two delivery paths: one path for Volunteer 1 to directly deliver the goods to its customer, and another one with two sub-paths, where Volunteer 2 first transports the goods up to a point and then passes them to Volunteer 3, who finally delivers them to the customer.

- **Router agent**: Its main goal is the calculation and reconfiguration of routes within the city, taking into account different transport forms (such as bicycle, car, bus, etc.).

- **Fleet Manager agents**: These agents allow for the federalization of the system. Fleet Manager agents may be used to create and manage different groups of transporters (volunteers) according to different criteria. For example, it could be used to subdivide the city in different areas, each managed by a fleet agent, hence turning the global delivery process into a federated system.

In the proposed solution, these agent types make use of some services of SPADE. The most important of such services, also depicted in Figure 6, are now discussed. The first one is the Presence Notification service, which is used by volunteer agents to set their availability state and let their contacts know about it without explicitly sending any messages. The possible states are: **inactive** (not available), **active** (available to be assigned deliveries), and **on_route** (following a route to deliver some assigned goods). This way, the planner agent and the fleet manager agent may know in real time which volunteers are available to be assigned to each delivery.

Another service that is used by the application is the Pub-Sub service, which is a standard extension of XMPP that implements the Publish-Subscribe protocol. By using this service, agents in SPADE can subscribe to a type of event and get automatic notifications whenever any other agent publishes an event which belong to that type. In this application, this service is used to issue delivery requests. In particular, customer agents publish an event of this type whenever they need to request a new delivery, effectively communicating this request to the appropriate agents, which are subscribed to it (i.e., the Planner agent, or the Fleet agent corresponding to this customer). This is an example of how SPADE can be extended by introducing protocol extensions (XEPs) that are standard and publicly available.

The last two main services used by the application are the Registration/Deregistration service and the Security service. Both are basic services which are part of the core of SPADE. The registration is mandatory, since every user must be authenticated in the system with a previous registration. Regarding security, this application uses some standard encryption protocols in order to ensure that all communications preserve the privacy of customer’s health-related data (in particular, SSL for encrypting communications and SASL for securing authentication).

Finally, each agent in the system, as a SPADE agent, has its own web server, as explained in the previous section. This web server may visualize several pieces of data, for example, information related to the messages sent to the agent. In this sense, this web server may be used as the user interface for the agent, which can be accessible through any kind of device with internet connection.

### B. EVALUATION

As explained above, the current version of the system has been implemented and tested in SPADE 3 as a prototype integrated into a fleet simulator on urban areas (in particular, using the city of Valencia, Spain). Extending the system to...
other bordering cities would be as easy as including additional planner agents in charge of computing the delivery routes on these cities and then accepting volunteers and customers geolocated on these areas. Such city planners could be federated or not, and all these agents could be connected to a single or several distributed XMPP servers, depending on the total number of agents involved, the geographic distribution of users, and certain security and performance criteria.

A series of experiments (simulations) have been designed and executed, with the objective of demonstrating the capabilities of SPADE 3 and the usefulness of the proposed system. For example, a particular experiment was carried out in order to analyze the number of volunteers that would be required in order to guarantee a given quality of service, in terms of average delivery time to customers. In the experiment, the number of customers was set to 50, each one issuing a single delivery request. A Poisson distribution was used in order to randomly set the arrival times of the requests during the simulation. With this, several tests were configured with an increasing number of volunteers, from 5 to 50 in steps of 5. In particular, for each number of volunteers, 10 tests with randomly-generated geo-locations for customers and volunteers were executed, with two metrics computed for each test: the number of deliveries each volunteer had to perform during the test (in order for the system to serve all 50 requests), and the average delivery time of all 50 deliveries (from the time the customer issued the request to the time when the goods were delivered). As a sample of how the system works, Figure 7 shows a snapshot of the simulation environment while running one test of this experiment. In the snapshot, the current location of each volunteer and customer is positioned on the city map and blue lines mark the delivery routes made by volunteers in order to pick up and hand over the goods. The simulation shows all the registered volunteers (whether being currently available or not) but it only displays the customers who presently have pending requests.

Figure 8 presents a graph which summarizes the results of the experiment. In the graph, the x-axis represents the number of volunteers in the tests, while the two y-axis represent the average values of the two metrics computed for each test, in all the tests with the same number of volunteers. The graph clearly shows that, for this number of customers and their expected distribution of requests, there is a very small gain in service time from 15 volunteers up. On the other hand, another way of analyzing the results is from the perspective of the volunteers, who are not usual transporters in the sense that they do not perform the deliveries for money. From this perspective, it is possible to establish the number of volunteers which should be available in order to avoid overloading them with more than N deliveries per day. The graph shows that the number of available volunteers should be increased at least to 20 in order to assign most of them a maximum of 2 deliveries per day.

It is worth noting that the utility of simulations as the one presented above is to study the viability and usefulness of a particular approach before implementing a fully operational application. In this case, the experiment shows that the final application, working with real data about customer requests and volunteers, could be used in order to establish, in a very simple way, an estimate of the number of volunteers a city may need in order to offer a balance between a certain quality of service and a reasonable use of volunteers in the distribution of essential goods. The simulation would also be useful in testing some typical delivery scenarios in order to set some parameters that would work better in the final application, such as different ways of grouping volunteers or alternative matching (or negotiation) algorithms for assigning requests to volunteers, for example.

VI. CONCLUSION
This article has presented an analysis of the current state of agent platforms, by which it has been possible to identify a
set of challenges or open issues that platforms experience when facing some relevant problems and domains of interest, nowadays and also expected in the near future. In short, these challenges can be summarized as follows: to be able to offer a simple and effective communication channel, as extensible and standardized as possible; to possess a high degree of elasticity in communication (in the sense of being unaffected by unexpected growths in the number of messages or entities participating in the communication); to incorporate effective mechanisms which allow humans to be “in the loop”; to enable the system to be fully open; and to provide support independently of the running device of each agent.

Moreover, the paper has also introduced SPADE 3, the new re-envisioning of the SPADE middleware based on those open issues. SPADE agents were conceived from the perspective of integrating them in a communication environment initially designed for humans only, as it is the XMPP protocol. This protocol is one of the cornerstones of SPADE. Not only it provides a natural human-in-the-loop integration, but also an open, distributed, federated protocol that is extensible and offers some interesting utilities (e.g., the presence notification mechanism). SPADE makes full use of all these features in order to provide its support.

Lastly, the paper has presented a case of study where these features have been applied for developing a system to manage the distribution of essential goods to vulnerable people by volunteers, which may be useful in the current pandemic situation. This system has applied a crowdsourcing approach of the last mile delivery problem in order to dynamically allocate volunteers which may deliver the essential goods while making their own habitual trips through the city. A prototype of the system running inside a urban fleet simulator has also been proposed, as a prototype and test bed for the real-world system, which will be developed in the near future.

Using SPADE in this scenario has provided several advantages. First, the use of an extensible platform allows the system to be easily adapted to a sudden growth in the number of users. Second, the possibility of federalization when managing different groups of volunteers (or “fleets” in the implemented prototype) permits an elastic scaling of the system in the case of running large experiments in the simulator (or running the real system in big cities). Third, the dynamic registration and deregistration mechanism provided by the system ensures a completely open system, which is essential in a fully collaborative scenario as the one proposed here. Fourth, this case required a straightforward yet consistent synchronization technique in order to determine the availability of volunteers, which has been efficiently achieved by means of the presence notification mechanism. Fifth, the possibility of extending the communication protocol with standard add-ons allowed the system to easily incorporate new support, such as the publish-subscribe protocol which was used to receive the delivery requests by customers. And finally, it is also worth noting that by using a protocol that allows for the integration of people-to-people and people-to-agent communication, moving this application from the simulator to a real environment is quite simple. In this case, the communication protocol with the agents will be maintained, and only an app (maybe as simple as a chat app) will be needed for the humans to communicate with the agents. In scenarios like this one, where humans are an important component of the system, the integration of people-to-people communication in SPADE enables the incorporation of situations where communication between humans and agents, or even exclusively between humans, is required.
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