A Novel Matrix Profile-Guided Attention LSTM Model for Forecasting COVID-19 Cases in USA
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Background: The outbreak of the novel coronavirus disease 2019 (COVID-19) has been raging around the world for more than 1 year. Analysis of previous COVID-19 data is useful to explore its epidemic patterns. Utilizing data mining and machine learning methods for COVID-19 forecasting might provide a better insight into the trends of COVID-19 cases. This study aims to model the COVID-19 cases and perform forecasting of three important indicators of COVID-19 in the United States of America (USA), which are the adjusted percentage of daily admitted hospitalized COVID-19 cases (hospital admission), the number of daily confirmed COVID-19 cases (confirmed cases), and the number of daily death cases caused by COVID-19 (death cases).

Materials and Methods: The actual COVID-19 data from March 1, 2020 to August 5, 2021 were obtained from Carnegie Mellon University Delphi Research Group. A novel forecasting algorithm was proposed to model and predict the three indicators. This algorithm is a hybrid of an unsupervised time series anomaly detection technique called matrix profile and an attention-based long short-term memory (LSTM) model. Several classic statistical models and the baseline recurrent neural network (RNN) models were used as the baseline models. All models were evaluated using a repeated holdout training and test strategy.

Results: The proposed matrix profile-assisted attention-based LSTM model performed the best among all the compared models, which has the root mean square error (RMSE) = 1.23, 31612.81, 467.17, mean absolute error (MAE) = 0.95, 26259.55, 364.02, and mean absolute percentage error (MAPE) = 0.25, 1.06, 0.55, for hospital admission, confirmed cases, and death cases, respectively.

Conclusion: The proposed model is more powerful in forecasting COVID-19 cases. It can potentially aid policymakers in making prevention plans and guide health care managers to allocate health care resources reasonably.
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BACKGROUND

It has been more than 1 year since the first case of the novel coronavirus disease (COVID-19) came to light in December 2019 (1). According to the interactive COVID-19 dashboard created and maintained by Johns Hopkins Center for Systems Science and Engineering (JHU-CSSE), COVID-19 has spread to 191 counties and caused 4,370,447 global deaths out of more than 207 million diagnosed cases by August 16, 2021 (2). COVID-19 was confirmed to be caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) as defined by the International Committee on Taxonomy of Viruses (ICTV) (3). SARS-CoV-2 coronavirus is a type of β-coronavirus with many potential hosts, leading to difficulties in prevention and treatment (4, 5).

As COVID-19 is rapidly spreading and putting the world under a very distressing situation, the WHO declared COVID-19 as a global pandemic in March 2020 (6). Since a whole year’s data are now available, some epidemic patterns of COVID-19 have been observed. COVID-19 follows the dynamic transmission of an epidemic, with different magnitudes in terms of time, region, season, and weather, and exhibited as a non-linear relationship. Since new case prevention and healthcare resource management have become critical for every country, good time series forecasting tools for COVID-19 are extremely important and necessary for estimating the number of cases in the coming days.

There is a classic time series forecasting algorithm called autoregressive integrated moving average (ARIMA) (7), which is widely applied for infectious disease prediction in public health (8, 9). ARIMA has been applied to COVID-19 forecasting as early as February 2020 (10). Ceylan et al. used ARIMA to predict the prevalence of COVID-19 for confirmed and deceased cases in Italy, Spain, and France from February 21, 2020 to April 15, 2020 (11). Chintalapudi et al. have forecasted the number of registered and recovered cases after a 60-day lockdown in Italy by ARIMA with an accuracy rate of more than 80% (12). Researchers have also widely applied ARIMA in comparison with other approaches for COVID-19 forecasting (13–18). Since the trend of COVID-19 cases follows a seasonal pattern, and ARIMA is not able to capture seasonal patterns well, an improved variant of the ARIMA called Seasonal ARIMA (SARIMA) (19) was proposed to model the seasonality of time series data.

However, SARIMA is still considered to be too simple to recognize complex patterns in the data. In principle, more complex models, which could include other significant observed or hidden variables/factors in disease prevalence, could be considered when we design the forecasting framework. For example, unsupervised data-driven time series anomaly detection algorithms could find significant abnormal patterns within the time series data (20). If we could incorporate the anomaly information into the forecasting models, the performance may be increased. Matrix profile is one of such algorithms proposed by Keogh et al. (19). A matrix profile consists of two components: a distance vector and a profile index vector. The distance vector contains the minimum Euclidean distances among the patterns within the time series data. The indexes of the nearest neighbors are stored in the profile index vector. The idea is that if a part of the time series data is far different from its nearest neighbors, then it is likely an anomaly. Keogh and his team further developed a series of algorithms to calculate the matrix profile to express the abnormal patterns within time-series data (21–25).

Some machine learning algorithms, such as echo state network (ESN) (26), gated recurrent unit (GRU) (27), and long short-term memory (LSTM) (28), have also been widely applied in time series forecasting. They all belong to a recurrent neural network (RNN), which is a family of neural network technologies with internal memory (state) to process sequences of inputs. With the memory mechanism in the RNN, the standard RNN can handle the time series data very well. However, if a time series is very long, it will be difficult to pass information from the earlier timesteps to the later ones. This problem is called the vanishing gradient problem (29). The ESN does not suffer from this vanishing gradient problem because the hidden neurons in an ESN are very sparsely connected to form a network reservoir. The weights of the reservoir are randomly assigned and not trainable. The information of the earlier time points is randomly passed to the last points. Due to the untrainable random hidden state, the ESN has high computational efficiency, but the untrainable random hidden state reduces the complexity of the model thus reduces the power (30). While the GRU and the LSTM reduce the vanishing gradient problem by making it easier to pass previous information throughout the state sequences. They all use gates to regulate the information flow (28). The difference is that the LSTM has three gates and a cell state while the GRU has only two gates. Therefore, the LSTM may have more flexible control of the information flow. Previous studies have tested the performance of GRU, LSTM, and several variants of LSTM models for predicting COVID-19 cases across different counties and confirmed their accuracy and robustness (31–34).

However, these models cannot detect which time point is the important one for future prediction. Recently, the attention mechanism in machine learning was developed to overcome this limitation (35). This is achieved by keeping the intermediate information from the LSTM units, training the model to pay selective attention to the inputs, and relating them to the items in the output time series (36). The attention mechanism increases the computational burden but results in a more targeted model with better performance. In addition, the model is also able to show how attention is paid to the input time series when predicting the output. It can increase the explainability of the LSTM model, which is an essential characteristic of gaining trust from end users.

Although great advancements have been made in the theories and applications of both the matrix profile and the LSTM, limited efforts have been made to investigate the combination of the two approaches and explore the applications of this combined approach to time series data forecasting (such as COVID-19 cases). In this study, we aim to propose a novel framework, which is a hybrid of the unsupervised matrix profile to detect a potential time series anomaly and an attention-based LSTM model, to model and forecast COVID-19 cases in the United States of America (USA). We aim to achieve a more accurate COVID-19 forecasting model to support decision-making and guide future advanced model building.
MATERIALS AND METHODS

Data Source
We considered the USA COVID-19 data from March 1, 2020 to August 5, 2021, which were obtained from the website of Carnegie Mellon University Delphi Research Group (37). We focused on three indicators: the adjusted percentage of daily admitted hospitalized COVID-19 cases (hospital admission), the number of daily confirmed COVID-19 cases (confirmed cases), and the number of daily death cases caused by COVID-19 (death cases). The hospital admission is the estimated percentage of new hospital admissions with COVID-19. It is based on insurance claims data from health system partners and smoothed using a Gaussian linear smoother.

Methods

Data Pre-processing and Remapping
To improve model performance and consider the consistency in evaluating model performance between statistical and machine learning approaches, pre-processing raw data by normalization is necessary. We applied z-score normalization to the data. The formulation to transform the observed raw data into z-score is \( Z_i = (Y_i - \bar{Y})/s \), where \( \bar{Y} \) and \( s \) are the sample mean and standard deviation. \( Y_i \) is the observed raw data at time point \( i \). After building a forecasting model and obtaining the predicted value \( \hat{Y}_i \), we remapped these values to the observed raw data scale by applying the formula: \( Y_j = s\hat{Z}_j + \bar{Y} \). Here, \( Y_j \) is the predicted data with raw data scale at time point \( j \).

Matrix Profile for Time Series Data Analysis
Matrix profile compares snippets of the time series by computing the distance between each pair of snippets. A matrix profile consists of two components: a distance profile and a profile index vector. The distance profile contains the minimum Euclidean distances among the sub-snippets within the time series. If the minimum distance of a certain sub-snip is very large, it is probably that this sub-snip is an anomaly because it is very different from its nearest neighbor. The indexes of the nearest neighbors are stored in the profile index vector. Matrix profiles of the three COVID-19 indicators were calculated using the Python package “matrixprofile” (38). Several algorithms are provided by the package for computing the matrix profile, such as Scalable Time series Anytime Matrix Profile (STAMP) and Scalable Time series Ordered-search Matrix Profile (STOMP). We selected the STOMP function since it is faster. The window size was set as 7 (weekly anomaly). After the matrix profiles were calculated, top 10 discsords (the top 10 sub-snippets with larger Euclidean distances with their nearest neighbors) were highlighted for the visualization. In addition to the distance profile, we also considered the index profile vector. The index profile vector stores the global index of the closest neighbor of each snippet. For instance, if the most similar snippet of the current snippet is at the 15th location, the global position of the current snippet will be 15. The relative position is the relative index of the closest neighbor of the current snippet. It can be calculated using the index profile vector. If the current snippet is at the 10th location and the nearest neighbor of the current snippet is at the 15th location, then the relative position will have a value of +5. In the remaining parts of the report, we mainly focus on the distance profile and the relative position, which are passed together with the normalized observed raw data into the LSTM for forecasting the COVID-19 cases.

Baseline Models

ARIMA Model for Seasonal Data (SARIMA)
Non-seasonal ARIMA is a generalized form of the autoregressive moving average (ARMA) model. The ARMA is a combination of the auto regression (AR) model of order \( p \), and moving average (MA) model of order \( q \).

Let \( y_t \) denote the \( d \)th difference of \( Y_t \), and \( Y_t \) refer to the observation at time \( t \), the general equation of the ARIMA \((p, d, q)\) model is as follows.

\[
y_t = c + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_p y_{t-p} \]
\[
+ \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - \ldots - \theta_q \varepsilon_{t-q}
\]

where \( \phi = [\phi_1, \phi_2, \ldots, \phi_p] \) and \( \theta = [\theta_1, \theta_2, \ldots, \theta_q] \) are coefficients of AR and MA parts of the model, respectively. Here, \( c \) is a constant and \( \varepsilon_t \) is the residual assumed to be uncorrelated in the final selected ARIMA model.

The ARIMA is not capable of modeling seasonal data. Therefore, the SARIMA model includes the additional seasonal term \((p, d, q)_m\) where \( m \) is the number of observations per year. To estimate the coefficients in the SARIMA, the maximum likelihood estimation (MLE) and the least square estimation (LSE) were used (7). R function auto.arima() in the “forecast” package (39) was utilized to execute SARIMA.

Standard RNN Model
Vanilla RNN has backward-linking connections. It can be computed as follows:

\[
y_t = \sigma (W_x \cdot x_t + W_y \cdot y_{t-1} + b_t),
\]

which can also be described as: at a given timestep \( t \), each recurrent layer receives the input \( x_t \) and the output from the previous timestep \( y_{t-1} \), then outputs the non-linearly processed \( y_t \). The non-linearity comes from the activation function \( \sigma \). \( W_x \) and \( W_y \) are the input weights and output weights. \( b_t \) is the bias.

ESN Model
The simple ESN model can be computed as follows:

\[
y_t = W_y \cdot \sigma(W_x \cdot x_t + W_r \cdot h_{t-1} + b_t),
\]

where \( x_t, h_t, y_t \) are the input, hidden state, and output at time point \( t \), respectively. \( \sigma \) is the activation function. \( W_x \) and \( W_r \) weight matrices are randomly initialized and fixed in the training step, and only the output weight \( W_y \) is trainable.

GRU Model
The GRU model has a reset gate \( (r_t) \), a cell state \( (h_t) \), and an output gate \( (y_t) \) to control the information flow.

\[
y_t = \sigma(W_y \cdot [h_{t-1}, x_t] + b_y),
\]
\[
r_t = \sigma(W_r \cdot [h_{t-1}, x_t] + b_r),
\]
\[
h_t = (1 - y_t) \cdot h_{t-1} + y_t \cdot tanh (W \cdot [r_t \cdot h_{t-1}, x_t] + b_C),
\]

October 2021 | Volume 9 | Article 741030
where $[h_{t-1}, x_t]$ is the concatenation between the hidden state of the previous timestep, $h_{t-1}$, and the input of the current timestep, $x_t$. $b_o$, $b_i$, $b_C$ are the bias of each gate.

**Matrix Profile-Guided Attention LSTM Models**

**LSTM Without Attention**
The LSTM model contains a forget gate ($f_t$), an input gate ($i_t$), and an output gate ($y_t$). The forget gate receives the hidden state
from the previous timestep \((h_{t-1})\), and concatenates them with the input in the current timestep, then passes them into a linear layer with a sigmoid activation.

\[
f_t = \sigma \left( W_f \cdot [h_{t-1}, x_t] + b_t \right),
\]

where \(W_f\) is the weight of the forget gate.

The input gate controls how much new information will be passed into the current timestep, which can be formulated as follows:

\[
i_t = \sigma \left( W_i \cdot [h_{t-1}, x_t] + b_i \right),
\]

\[
\tilde{C}_t = \tanh \left( W_C \cdot [h_{t-1}, x_t] + b_C \right),
\]

\[
\hat{C}_t \text{ is used to update the cell state } (C_t) \text{ of the current timestep.}
\]

\[
C_t = f_t \ast C_{t-1} + i_t \ast \hat{C}_t,
\]

The output gate controls and filters the information from the cell state. The equation is:

\[
y_t = \sigma \left( W_o \cdot [h_{t-1}, x_t] + b_o \right),
\]

\[
h_t = y_t \ast \tanh(C_t),
\]

**Convolutional Neural Network LSTM**

The convolutional neural network LSTM (CNN-LSTM) is a model that uses a combination of CNN \((40)\) to extract the features of the input and pass the extracted features as an input to the LSTM model. A CNN extracts features from a group of inputs based on the kernel size. The equation for convolutional operations is:

\[
\text{output}_{d,e} = \sum_i \sum_j w^l_{ij} \ast x^l_{i+e,j} + b^l_{d,e}
\]

Where \(w^l_{ij}\) is the weights in layer \(l\) at row \(i\) and column \(j\) of the kernel, \(x^l_{i+e,j}\) is the output from the previous layer, and \(b^l\) is the bias in layer \(l\). We kept the kernel size 2. With kernel size 2, the sequence length of the input will be reduced by 1 after every layer. In order to maintain the sequence length for the LSTM, we used a transposed CNN to expand the sequence length to the original length. The output of the CNN is fed as input to the LSTM.

**LSTM With Attention**

We added an attention mechanism to our LSTM model. The proposed overall workflow can be found in Figure 1. As there are outliers in the forecasted values, the attention mechanism can help LSTM models to focus on important parts of the time series to prevent getting skewed values. We utilized multiheaded attention where there are several heads and each head contains a query, a key, and a value. Multiheaded attention has been shown to be beneficial with different learned linear projections \((25)\). The equation for the attention is:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V,
\]

where \(Q\) is the query, \(K\) is the key, and \(V\) is the value. \(d_k\) is the dimension of the current layer. \(Q = [Q_{t-p}, Q_{t-p+1}, \ldots, Q_t]\), \(K = [K_{t-p}, K_{t-p+1}, \ldots, K_t]\), \(V = [V_{t-p}, V_{t-p+1}, \ldots, V_t]\). \(p\) is the attention span. The attention span would look at the previous \(p\) timesteps, so the model attends to them. \(t\) is the current timestep. Each head contains the attention equation:

\[
\text{head}_i = \text{Attention}(QW^Q_i, KW^K_i, VW^V_i),
\]

\(Q_t, K_t, V_t\) are obtained by passing the hidden outputs from the LSTM into a linear layer:

\[
Q_t = h_t W^Q,
\]

\[
K_t = h_t W^K,
\]

\[
V_t = h_t W^V.
\]

The multiheaded attention concatenates the attentions of the heads and outputs the combination of the attentions of the head, which can be formulated as:

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{[head}_1, \text{head}_2, \ldots, \text{head}_k]) W^O
\]

Furthermore, we incorporate an encoder-decoder architecture for the LSTM with an attention model (Figure 1). The output of the LSTM is fed into the encoder. The attention architecture in the encoder undergoes multiheaded attention on its own input to determine which timestep the model should focus more on. It then passes its learned features to the decoder. The decoder

---

**Algorithm 1: LSTM with attention**

**Procedure** Training with LSTM Attention (D, MP, Y) // D = data, MP = matrix profile, Y = targets

\(X \leftarrow \text{Concat}([D, MP])\)

**For** all \(X, Y\) do // \(X = \text{inputs}, Y = \text{targets}\)

//Pass inputs into LSTM to get LSTM output:

\(O_L \leftarrow \text{LSTM}(X)\) // encoder part

**A\_E** \(\leftarrow \text{MultiHeadAtt}(O_L)\)

**N\_E** \(\leftarrow \text{LayerNorm}(O_L + A\_E)\)

**A\_O** \(\leftarrow \text{ReLU}(N\_E W\_N + B\_N)\)

**E\_O** \(\leftarrow \text{LayerNorm}(N\_E + A\_O)\) // pass encoder output into decoder

// decoder part

**A\_D** \(\leftarrow \text{MultiHeadAtt}(E_O)\)

**D\_E** \(\leftarrow \text{LayerNorm}(A\_D + E_O)\)

**D\_A** \(\leftarrow \text{DecoderMultiHeadAtt}(D_E, MP) // MP = \text{matrix profile value}\)

\(D_O \leftarrow \text{LayerNorm}(D_E + D_A)\)

\(\hat{Y} \leftarrow \text{ReLU}(D_O W\_D + B\_D)\) // Predicted output

// update weights

\(\text{loss} \leftarrow \text{RMSELoss}(\hat{Y}, Y)\)

**backprop(loss)**

**End For**
receives the input from the output of the encoder. To aid in more guidance for the attention stage in the decoder, the matrix profile input is fed into the attention stage in the decoder in addition to the hidden features of the decoder. The decoder outputs its learned features and passes them into a linear layer to output the predicted value. The overall procedure of the matrix profile-guided attention LSTM model is summarized in Algorithm 1.

Given the combination of the normalized observed raw data, matrix profiles, and the attention mechanism, we evaluated different LSTM models for each of the three COVID-19 indicators used in the study, which include the following LSTM-related models:

1) **LSTM**: using only the normalized observed raw data.
2) **CNN-LSTM**: using only the normalized observed raw data with convolutional LSTM network.
3) **LSTM-Att**: using only the normalized observed raw data with attention mechanism in LSTM.
4) **LSTM-MatAtt**: using the normalized observed raw data and the distance profile fed into the attention-based LSTM network.
5) **LSTM-RelAtt**: using the normalized observed raw data and the relative position matrix profile feature fed into the attention-based LSTM network.

### Hyperparameter Tuning

The number of reservoirs of ESN was tuned manually, ranging from 50 to 300, the best one was 200. GRU and simple RNN have one hidden unit, thus, there is no need to tune the number of hidden layers. The step size of the input time series was set as 12 for ESN, GRU, simple RNN, and all LSTM models with and without attention or matrix profile. Epochs were tuned separately for different models to achieve the best losses. The additional hyperparameters that we tuned for the LSTM networks, such as hidden dimensions, dropout, and feedforward dimensions, can be found in Table 1. These hyperparameters were tuned separately for different models with and without the addition of attention and the matrix profile to achieve the best convergence.

### Performance Evaluation

After building the models for each indicator, it is important to evaluate the prediction accuracy and compare the forecasting performance to other proposed models in forecasting the number of COVID-19 cases. Traditional K-fold cross-validation is designated for independent data. However, time-series data are considered as dependent data in which we use past events to forecast the future ones. Therefore, we consider a rep-holdout cross-validation method. In this method, we divided the time

---

**Table 1 | Parameters tuning of LSTM models.**

| LSTM          | Runs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------|------|---|---|---|---|---|---|---|---|---|----|
| Hidden dimension |     | 32 | 32 | 32 | 32 | 32 | 128 | 32 | 128 | 128 | 128 |
| Dropout       |     | 0.95 | 0.36 | 0.21 | 0.34 | 0.85 | 0.77 | 0.39 | 0.02 | 0.07 | 0.09 |
| Loss          |     | 404.74 | 229.33 | 316.66 | 188.39 | 293.42 | 297.75 | 242.4 | 258.1 | 287.42 | 309.82 |

| CNN-LSTM      | Runs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------|------|---|---|---|---|---|---|---|---|---|----|
| Hidden dimension |     | 32 | 32 | 32 | 32 | 32 | 128 | 32 | 128 | 128 | 128 |
| Dropout       |     | 0.95 | 0.36 | 0.21 | 0.34 | 0.85 | 0.77 | 0.39 | 0.02 | 0.07 | 0.09 |
| Loss          |     | 827.48 | 801.15 | 820.6 | 807.1 | 828.87 | 812.52 | 763.49 | 811.17 | 716.7 | 805.17 |

| LSTM attention (LSTM-Att) | Runs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------------------|------|---|---|---|---|---|---|---|---|---|----|
| Hidden dimension |     | 32 | 32 | 32 | 32 | 32 | 128 | 32 | 128 | 128 | 128 |
| Dropout       |     | 0.95 | 0.36 | 0.21 | 0.34 | 0.85 | 0.77 | 0.39 | 0.02 | 0.07 | 0.09 |
| ff_dim*       |     | 8 | 16 | 8 | 64 | 8 | 16 | 8 | 32 | 32 | 16 |
| Loss          |     | 421.18 | 505.58 | 265.48 | 444.86 | 534.89 | 435.63 | 530.28 | 506.72 | 571.58 | 461.99 |

| LSTM matrix attention (LSTM-MatAtt) | Runs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------------------------------------|------|---|---|---|---|---|---|---|---|---|----|
| Hidden dimension |     | 32 | 32 | 32 | 32 | 32 | 128 | 32 | 128 | 128 | 128 |
| Dropout       |     | 0.95 | 0.36 | 0.21 | 0.34 | 0.85 | 0.77 | 0.39 | 0.02 | 0.07 | 0.09 |
| ff_dim*       |     | 8 | 16 | 8 | 64 | 8 | 16 | 8 | 32 | 32 | 16 |
| Loss          |     | 1377.05 | 1765.31 | 983.64 | 1618.63 | 677.07 | 1639.26 | 1194.62 | 887.21 | 1114.19 | 946.79 |

| LSTM attention (LSTM-Att) | Runs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------------------|------|---|---|---|---|---|---|---|---|---|----|
| Hidden dimension |     | 32 | 32 | 32 | 32 | 32 | 128 | 32 | 128 | 128 | 128 |
| Dropout       |     | 0.95 | 0.36 | 0.21 | 0.34 | 0.85 | 0.77 | 0.39 | 0.02 | 0.07 | 0.09 |
| ff_dim*       |     | 8 | 16 | 8 | 64 | 8 | 16 | 8 | 32 | 32 | 16 |
| Loss          |     | 1542.63 | 516.51 | 1605.26 | 556.59 | 570.86 | 436.76 | 511.54 | 786.18 | 454.08 | 566.33 |

*ff_dim* is the feedforward dimension layer after the attention module.
series data into training and testing sets by ascending time order. To conduct the model performance evaluation, we applied the rep-holdout strategy, in which the test sets are the last (most recent) 10, 20, 30, 40, and 50 percentage of all time points (Figure 2). We measured the forecasting accuracy by root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) using the test set.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2},
\]

\[
\text{MAE} = \frac{1}{n} \sum_{t=1}^{n} |y_t - \hat{y}_t|,
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{y_t - \hat{y}_t}{y_t} \right|,
\]

where \(n\) is the sample size for each testing set, \(y_t\) is the actual data, \(\hat{y}_t\) is the predicted data.

**RESULTS**

**Matrix Profiles**

The observed signals of the three indicators and their matrix profiles can be found in Figure 3. The trends of the hospital admission and death cases showed two peaks in April 2020 and January 2021 (top panels of Figures 3A,C). In addition, some minor decreasing and increasing trends were also observed. Matrix profiles of these two indicators were able to detect these ups and downs (bottom panels of Figures 3A,C). It should be noted that the beginning of the death cases time series was also detected as an anomaly because the death cases were pretty low at the first few days. The confirmed cases time series was stable overall until around November 2020 (top panel of Figure 3B). The top 1 anomaly in its matrix profile was located...
FIGURE 3 | The raw time series and the matrix profile of the three indicators. (A) is the time series of COVID-19 hospital admissions and its matrix profile. (B) is the time series of the daily confirmed COVID-19 cases and its matrix profile. (C) is the time series of the daily death cases caused by COVID-19 and its matrix profile. The red segments in the matrix profile plots indicate the corresponding weeks that have large Euclidean distances to their nearest neighbor compared to all the other weeks, which also means these weeks marked as red are the top anomalies within the whole time series.
| Rep-hold | Admission | Confirmed | Death |
|----------|-----------|-----------|-------|
|          |           |           |       |
| Seasonal autoregressive integrated moving average (SARIMA) | | | |
| Root mean square error (rmse) | 2.93 | 2.25 | 0.89 |
| mean absolute error (mae) | 1.13 | 0.96 | 2.2 |
| Mean absolute percentage error (mape) | 5.58 | 5.62 | 0.67 |
| Echo state network (ESN) | 2.85 | 2.46 | 0.5 |
| rmse | 1.39 | 1.21 | 0.76 |
| mae | 1.82 | 1.54 | 0.84 |
| Gated recurrent unit (GRU) | 1.57 | 1.26 | 0.5 |
| rmse | 1.03 | 0.91 | 0.26 |
| mae | 1.03 | 0.98 | 0.26 |
| Convolutional neural network (CNN-LSTM) | 1.03 | 0.69 | 0.25 |
| rmse | 0.98 | 0.92 | 0.23 |
| mae | 1.66 | 1.00 | 0.23 |
| LSTM-Att | 0.91 | 0.74 | 0.25 |
| rmse | 0.44 | 0.74 | 0.44 |
| mae | 1.01 | 1.00 | 0.55 |
| LSTM-MatAtt | 0.71 | 0.58 | 0.27 |
| rmse | 0.78 | 0.75 | 0.18 |
| mae | 1.44 | 2.47 | 0.48 |
| LSTM-RelAtt | 0.71 | 0.58 | 0.27 |
| rmse | 0.56 | 0.75 | 0.23 |
| mae | 1.21 | 2.49 | 0.38 |
| LSTM-Att | 0.91 | 0.74 | 0.30 |
| rmse | 0.41 | 0.74 | 0.44 |
| mae | 1.42 | 2.47 | 0.55 |
| LSTM-MatAtt | 0.71 | 0.58 | 0.27 |
| rmse | 0.78 | 0.75 | 0.18 |
| mae | 1.01 | 2.47 | 0.48 |
| LSTM-RelAtt | 0.71 | 0.58 | 0.27 |
| rmse | 0.56 | 0.75 | 0.23 |
| mae | 1.21 | 2.49 | 0.38 |

TABLE 2 | Model performance.
in around November 2020, which is consistent with the visual observation (bottom panel of Figure 3B). Overall, the data-driven unsupervised matrix profile successfully detected the intrinsic anomalous data in the time series of the three indicators.

**Seasonal ARIMA**

The performance of the SARIMA is summarized in Table 2. Overall, SARIMA had a decent average performance of predicting the three indicators. Rep-holdout 1 (last 10% of time points as a testing set) did not always have best performance in predicting the three indicators among all other rep-holdout, and rep-holdout 5 (last 50% of time points as a testing set) was not the worst strategy, which indicates that the performance of the SARIMA model was not linearly related with the size of the training data. This is also applied to other models.

![Figure 4](image-url)

**FIGURE 4** | The model fitting and forecasting results of the three COVID-19 indicators by the selected models. (A) is the results for hospital admission, (B) is the results for confirmed cases, and (C) is the results for death cases. We showed the model fitting results based on the observed data from March 1, 2020 to August 5, 2021. The selected models are based on the performance shown in Table 2 for the categories of traditional statistical models, RNN-based models, and the family of the LSTM models, including our proposed LSTM-based models. The model forecasting results are based on the best model among the proposed and the compared models for each indicator.
RNN Models
The results of the simple RNN, ESN, and GRU models can be found in Table 2. The simple RNN and GRU achieved similar overall performance in predicting the three indicators, but their performances were better than that of the ESN model. The ESN performed slightly better than the SARIMA, while the simple RNN and GRU were much better than the SARIMA.

LSTM Models
The LSTM model with attention mechanism and matrix profile (Model: LSTM-MatAtt) has achieved better-averaged performance in predicting the three indicators (Table 2). Furthermore, the LSTM-MatAtt model with rep-holdout 3 was the best model in predicting hospital admission (RMSE = 1.23, MAE = 0.95, MAPE = 0.25). This performance was far better than other models we tested, no matter if they were classic statistic models or any other RNN models (Table 2).

Overall, the LSTM models with attention mechanism fed together with the matrix profile outperformed the classic statistic models, the other RNN models, and the LSTM models without the attention mechanism as well as the matrix profile assistance in predicting the three indicators. Different models may need to be equipped with different rep-holdouts.

COVID-19 Case Forecasting
After the performances of the models were evaluated and the hyperparameters were fine-tuned using the rep-holdout strategy, the final forecasting for the three indicators was performed based on the whole data (March 1, 2020 to August 5, 2021). We let the selected and well-trained models run freely to forecast the future data between August 6, 2021 and October 31, 2021 (Figure 4). Note: We can only access the data up to August 5, 2021 at the time we submit the report.

Using the best models show in Table 2, we forecasted the cases of hospital admission, confirmed cases, and death cases using the trained LSTM-MatAtt models for the period from August 6, 2021 to October 31, 2021 (Figure 4). The forecasting results of hospital admission show a significant rise between July 2021 and October 2021. The confirmed cases and death cases indicate a relatively stable trend in the next few months, but they have significantly decreased from the peaks in January–February in 2021.

DISCUSSIONS AND CONCLUSIONS
Classic statistic time series forecasting models and the baseline RNN models, which are the benchmarks of this study, are able to achieve descent predictions of the three indicators of COVID-19. The proposed novel LSTM models combining matrix profile and attention mechanism achieved the overall best performance. A different number of time points was assigned to the training set according to the rep-holdout strategy. According to Table 1, the model performances were not associated with the size of the training sets, which means a larger training set may not guarantee a better performance. Careful selection of a proper training strategy could potentially increase the performance.

There are some limitations in this study. First, although the proposed models were selected through a five rep-holdout strategy, it was not validated in another totally independent dataset. Second, forecasting future cases is often not accurate while its uncertainty is seriously underestimated. One such example is the case of SARS, where the fear of becoming a pandemic was overblown, resulting in overspending and the application of restrictive measures to be taken that turned out to be unnecessary. Due to the uncertain measures taken, mathematical models overpredicted the number of cases. This calls us to fully take these potential uncertain factors into account when we build the forecasting models. In our modeling strategy, we used an indirect approach to first detect anomalies existing in the history data, which may be related to these uncertain measures. Despite the inaccuracies associated with the predictions, forecasting is still useful in allowing us to better understand the current situation and make plans.

In conclusion, a novel unsupervised matrix profile combined with an attention-based LSTM algorithm was proposed. Our experiments showed that the proposed algorithm has the best ability to forecast COVID-19 cases than the classical statistic methods and the baseline RNN models. The forecasted data may provide potentially useful information to help decision-makers to control the consequences of COVID-19.
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