The triangle of ageing: a model of how repair, resilience to damage and asymmetric segregation are responses to replicative ageing
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Abstract

Accumulation of damaged proteins is a hallmark of ageing occurring in organisms ranging from bacteria and yeast to mammalian cells. During cell division in Saccharomyces cerevisiae, damaged proteins are retained within the mother cell. This results in a new daughter cell with full replicative potential and an ageing mother with a reduced replicative lifespan (RLS). The cell-specific features determining the lifespan remain elusive. It has been suggested that the RLS is dependent on the ability of the cell to repair and retain pre-existing damage. To deepen the understanding of how these factors influence the life span of individual cells, we developed a dynamic model of damage accumulation accounting for replicative ageing. The model includes five essential properties: cell growth, damage formation, damage repair, cell division and cell death. Based on these, we derive the triangle of ageing: a complete theoretical framework describing the conditions allowing for replicative ageing, starvation, immortality or clonal senescence. Exploiting this framework, we propose that the retention mechanism is fundamental for ageing. Furthermore, we suggest that resilience to damage is a central trait influencing replicative ageing which can be used as a basis for life prolonging strategies. In addition, the model is in agreement with experimental data consisting of RLS distributions and mean generation times from three yeast strains: the short lived sir2Δ, the wild type wt and the long lived fob1Δ. This validates the underlying assumptions and we conclude that strains with an efficient repair machinery require retention. Finally, the triangle of ageing suggests that asymmetric cell division is beneficial with respect to replicative ageing as it increases the RLS of a given organism. Thus, the proposed model indicates that in order to obtain a mechanistic understanding of the ageing process in eukaryotic organisms it is critical to investigate the constituents of the retention machinery.

Author summary

Cells age by accumulating damage over time. In budding yeast, damage is inherited asymmetrically such that most is retained within the mother cell. Nevertheless the nature and the interplay behind the driving forces of this process remain unknown. In this study, we develop a single cell model of accumulation of damage accounting for replicative ageing that includes five key properties: cell growth, formation of damage, repair of damage, cell division and cell death. Using mathematical analysis of the model,
we derive the *triangle of ageing*, a theoretical framework identifying damage retention as a key factor underlying ageing in yeast. This model represents an important step in elucidating the mechanisms behind damage segregation and can be valuable for understanding similar phenomena in other organisms.

**Introduction**

Cell division, growth and death are fundamental features of any living organism. During its life cycle, a cell produces a set of functional components, proteins or other metabolites, which will ultimately allow the cell to divide giving rise to a newly born daughter cell. However, due to inherent imperfections in the cellular machinery over time, cells are slowly deteriorating causing essential intracellular functions to perish. At the very end of a cell’s lifespan, age-associated damage builds up consistently impairing the ability of the cell to divide and survive which eventually culminates in cell death. In environments with a sufficient amount of food, damage will be formed as a consequence of cell growth. This causes the partitioning of damage between progenitor and progeny during cell division to be an important function.

An asymmetric distribution of cell mass after division constitutes a vital part of ageing in the yeast *Saccharomyces cerevisiae* (*S.cerevisiae*). The number of divisions before cell death is a measure of the age of a single yeast cell which has been studied substantially by means of experiments [1, 2, 3], and it is called the replicative life span (RLS). The asymmetric division of the budding yeast results in a large ageing mother cell with a finite RLS and a new small daughter cell with full replicative potential [4]. Replicative ageing in yeast is characterised by the accumulation of age-related damage that is selectively retained within the mother cell compartment at each division [5]. This retention of damage is required to rejuvenate daughter cells and thereby maintain viability in populations over time. The described mode of division resembles the division observed in multicellular organisms characterised by the separation of the soma and the germ cell lines [6]. However, the details behind the interaction of the involved systems and their effects on ageing are still largely unknown. To elucidate the interplay between the various constituents of these processes, theoretical approaches are often implemented in addition to experimental methods.

Hitherto, multiple qualitative mathematical models of the accumulation of damage have been developed [7, 8, 9, 10, 11, 12, 13]. One of the first models showed that even simple unicellular bacteria undergo ageing as a means to cope with damage [7]. This finding suggested that the phenomenon of ageing precedes eukaryotes and has evolved numerous times as it occurs in multiple organisms. A model of damage accumulation showed the importance of asymmetric partitioning of damage through retention in the symmetrically dividing fission yeast *Schizosaccharomyces pombe* (*S.pombe*) and in the asymmetric budding yeast *S.cerevisiae* as it increases the fitness of the population at both low and high damage propagation rates [8]. A model of ageing in the bacteria *Escherichia coli* (*E.coli*) showed that under the examined conditions the cell lineage was immortal due to its low rate of formation of damage [9]. A follow-up model quantified the importance of a deterministic (as opposed to a stochastic) asymmetric distribution of damage upon cell division [12], also concluding that asymmetric partitioning of damage increases the overall fitness of the population. An additional study in yeast proposed that the ratio between maintenance and growth is critical when determining the benefits of symmetric and asymmetric division [10]. Furthermore, damage repair has been identified as a better strategy in terms of coping with damage compared to asymmetric segregation [11]. Most recently, it was demonstrated that asymmetric segregation of damage in *E.coli* is deleterious for the individual cell, but it is beneficial for the population as a whole [13]. In general, these models include the five key properties *cell growth, formation*
of damage, repair of damage, cell division and cell death to a varying extent. Further, a commonly implemented methodology consists of conducting simulations in order to draw conclusions about the effects of the accumulation of damage on a population level.

Provided the current models, two main shortcomings should be addressed, namely the population level focus and the choice of mainly using simulations as a methodology. The availability of single cell level data with regards to replicative ageing [14] allows us to shift the focus from population level properties which render the models hard to validate by experimental data. Further, as the dynamical properties of the models are not analysed it is hard to verify whether the models are reasonable or not with respect to the cellular properties they describe. Also, mathematical analysis opens the possibility to draw general conclusions about numerous properties of replicative ageing and to determine the allowed parameters that give rise to reasonable RLSs. In addition, this methodology can also simplify the task of finding parameters that can otherwise be hard to estimate. To our knowledge, the usage of thorough mathematical analysis in combination with simulations coupled to single cell data of replicative lifespans in order to obtain a detailed description of the constituent parts has not been performed. Moreover, the synergistic effects of the formation of damage, repair of damage and retention are unknown as well as the conditions allowing cells to invest in various strategies such as prioritising retention over repair.

Here we address these questions by creating a comprehensive replicative ageing model on the single cell level. The model which includes all five key properties is verified by available RLS measurements and generation times of individual cells. The implemented mathematical analysis provides a deep understanding of the interplay between the fundamental constituent forces such as damage formation, repair and retention summarised in a framework termed the triangle of ageing. This framework describes the conditions determining if a given cell will undergo replicative ageing, starvation, immortality or clonal senescence. Also, the triangle of ageing allows us to examine ways of altering the rate of repair and formation of damage as strategies to increase the age tolerance of a single cell. We found that the retention mechanism is a fundamental force behind replicative ageing as it increases the range of cells that undergo ageing and it enables a high RLS. Further, we determine that long-lived yeast strains have an effective repair machinery relative to their damage formation rate on account of their functioning retention mechanism. Finally, we show the evolutionary benefit of asymmetric cell division and high damage resilience in the context of replicative ageing.

Results

The replicative ageing model

To investigate the interplay between the key properties underlying the replicative ageing of individual cells, we have developed a dynamic model of damage accumulation. In the model, a cell is assumed to contain two components: intact proteins and damage consisting of malfunctioning proteins. The model includes five essential properties: cell growth, formation of damage, repair of damage, cell division, and cell death (Fig 1B). Cell division and cell death are modelled as discrete events, while the dynamics of intact proteins ($P$) and damaged proteins ($D$) is continuous. The continuous part, which is described by a coupled system of ordinary differential equations (ODEs) (Eq (1)), is
governed by cell growth, formation of damage, and repair of damage.

\[
\frac{dP}{dt} = \mu(S)P \left[ g - \frac{D}{D_{\text{death}}} \right] - k_1P + k_2D
\]

\[
\frac{dD}{dt} = k_1P - k_2D
\]

\[
P(0) = f_P(s, re), \quad D \in [0, D_{\text{death}}], \quad P \in [0, P_{\text{div}}]
\]

\[
D(0) = f_D(s, re), \quad t \in \mathbb{R}_+, \quad g \in (1, \infty), \quad k_1, k_2 \in \mathbb{R}_+
\]

**Cell growth:** The cell growth is dictated by the availability of key nutrients, such as sugars, amino acids, and nitrogen compounds [15]. In the model, the growth of the cell is assumed to be exponential: \( \mu(S) \cdot P \). The rate \( \mu(S) = \mu_{\text{max}} \frac{S}{K_S + S} \) is modelled by Monod growth [11, 16] where \( \mu_{\text{max}} \text{ [h}^{-1}] \) is the specific growth rate, \( K_S \text{ [M]} \) is the Monod constant and \( S \text{ [M]} \) is the substrate concentration. An abundance of substrate is assumed to be available for each cell (\( S = S_{\text{in}} \)) as would occur in a microfluidics system with continuous inflow of nutrient rich media (Fig 1A) [17, 18]. As the rate of cell growth declines with increasing amounts of damage [19, 3] the unit-less factor \( \left(g - \frac{D}{D_{\text{death}}}\right) \) is included in the growth term. The parameter \( g \) is a positive number that is larger than 1 and determines the decline in growth rate. Thus, as \( D \) approaches the death threshold \( D_{\text{death}} \) the difference \( g - \frac{D}{D_{\text{death}}} \) will decrease corresponding to a slower growth rate.

**Damage formation:** As a consequence of cell growth damage is formed. The various types of ageing related damage are called ageing factors or ageing determinants. They are comprised of cell compounds or cellular organelles whose functional decline over time results in a toxic effect [20, 21, 22]. In the model, we focus on damaged proteins as the ageing factor of interest. These are formed by either newly synthesised proteins that are not correctly folded or functional proteins that become unfolded. In the model, a constant proportion of the existing intact proteins \( P \) is converted to the reversible damage \( D \) with the damage formation rate \( k_1 \text{ [h}^{-1}] \).

**Damage repair:** Since damaged proteins have a deleterious effect, the cell has developed several strategies to eliminate them. Damaged proteins are sorted for either repair to their proper state mediated by molecular chaperones or to degradation through the targeting of the damaged proteins to the ubiquitin-proteasome system. The system acts by moving damaged proteins into specific protein inclusions before being degraded or refolded [23, 24, 25]. In the model, we consider repair as a strategy for the cell to remove accumulated damage. A constant proportion of the existing damaged proteins \( D \) is converted to intact proteins \( P \) with the damage repair rate \( k_2 \text{ [h}^{-1}] \).

**Cell death:** Cell death constitutes an important part of the process of ageing [26, 27, 28]. Cells that have reached their full RLS potential show signs of programmed cell death [27]. How the gradual deterioration over time associated with ageing ultimately leads to cell death is unknown [28]. Here, we assume that damaged proteins are deleterious for the cell and therefore cell death occurs when the amount of damaged proteins \( D \) reaches the death threshold \( D_{\text{death}} \). When this critical amount of damage is reached, the cell stops growing and is removed from the simulation.

**Cell division:** Cell division occurs when the cell reaches a certain size. During division in \( S.\ ceresvisiae \), damaged proteins are actively retained in the mother cell [5, 21, 25]. This asymmetric segregation of damage is required to rejuvenate daughter cells and to maintain viability in populations over time. In the model, we assume that the size
of a cell is proportional to the build-up of key proteins and that a cell divides when the amount of intact proteins $P$ reaches the division threshold $P_{\text{div}}$. Upon cell division, the intact and damaged proteins are distributed between the mother and daughter cell. This event is controlled by two parameters: the size proportion $s$ and the retention value $re$. The size proportion $s \in [\frac{1}{2}, 1]$ corresponds to the size of the mother cell and $(1 - s)$ corresponds to the size of the daughter cell. The size proportion in the fission yeast $S.\text{pombe}$ or $E.\text{coli}$ is $s = \frac{1}{2}$ and corresponds to symmetric cell division. The bakers yeast $S.\text{cerevisiae}$ divides asymmetrically with $s = \frac{3}{4}$ [29]. The retention value $re \in [0, 1]$ corresponds to the proportion of damage that is retained in the mother cell after cell division where the value $re = 1$ corresponds to all damage being retained while no retention is given by $re = 0$. The distribution of intracellular components after cell division is based on the principle of mass conservation over generations (Eq (2)) [8]. This means that the total cellular content, that is $(P + D)$, of the original cell before division equals the sum of the total cellular content of the mother and daughter cell after division. The conditions are also based on mass conservation with respect to intact proteins $P$ and damage $D$. The initial amounts of intact proteins and damage in a cell after cell division are determined by the functions $f_P$ and $f_D$, respectively.

$$
\begin{align*}
  f_P (s, re) &= \begin{cases} 
    s \ P_{\text{div}} - re(1 - s)D & \text{[Mother]} \\
    (1 - s) \ P_{\text{div}} + re(1 - s)D & \text{[Daughter]}
  \end{cases} \\
  f_D (s, re) &= \begin{cases} 
    (s + (1 - s)re) \ D & \text{[Mother]} \\
    (1 - s)(1 - re)D & \text{[Daughter]}
  \end{cases}
\end{align*}
$$

(2)

![Figure 1. Schematic representation of the model. (A) The cultivation of cells in a dynamic setting such as a microfluidics device. The inflow of substrate in the dynamic setting is denoted $S_{\text{in}}$ and the amount of substrate available for the cells is denoted $S$. (B) The dynamics of a single cell. The production of intact proteins (blue squares) and damage (brown circles) is determined by the processes cell growth, formation and repair of damage. When $P = P_{\text{div}}$ cell division occurs, and the distribution of components between the mother and daughter cell is determined by the functions $f_P$ and $f_D$. When $D = D_{\text{death}}$ cell death occurs. (C) The effect of the damage resilience parameter $Q = (\frac{D_{\text{death}}}{P_{\text{div}}})$ on the RLS of single cells. The cell divisions are followed over time for three single cells with low [blue graph: $(Q = \frac{1}{3}, \text{RLS = 6})$], medium [red graph: $(Q = \frac{2}{5}, \text{RLS = 9})$] and high [green graph: $(Q = \frac{1}{2}, \text{RLS = 21})$] resilience to damage. The length of the “steps” of the stairs represents the generation time. The other parameters used in the simulations are $\mu(S) = 0.6$, $g = 1.4$, $k_1 = 0.1$, $k_2 = 0.145$, $s = \frac{3}{4}$, $(P_0, D_0) = (1 - s, 0)$ and $re = 0.875$.

To account for the individuality of each cell, the rate parameters $(k_1, k_2)$ are drawn from a log-normal probability distribution (Eq (3)) [30, 31]. In similarity with Mixed Effect Modelling, the individual parameters $(k_1, k_2)$ of each cell depend on fixed effects and mixed effects [32, 33]. The fixed effects for both parameters are denoted with a bar, i.e. $(\bar{k}_1, \bar{k}_2)$, and these are constant for each population. The mixed effects $(\eta_1, \eta_2)$ which vary between individuals within the population are two normally distributed variables with zero mean and variances $(\sigma_{k_1}, \sigma_{k_2})$.

$$
\begin{align*}
  k_1 &= \bar{k}_1 \cdot e^{\eta_1}, \quad \eta_1 \sim \mathcal{N}(0, \sigma_{k_1}) \\
  k_2 &= \bar{k}_2 \cdot e^{\eta_2}, \quad \eta_2 \sim \mathcal{N}(0, \sigma_{k_2})
\end{align*}
$$

(3)
Non-dimensionalisation introduces the property of resilience to damage

To by-pass the estimation of the parameters which can not be measured and to scale down the number of parameters, we non-dimensionalise the model. To this end, all the states and the time variable are scaled in a way such that the variable, states, and parameters of the resulting model lacks physical dimensions. This in turn simplifies the comparison between the various model components (see Supplementary material S2.1). The states \( P \) and \( D \) are typically measured in molars [M] as well as their corresponding threshold values \( P_{\text{div}} \) and \( D_{\text{death}} \). Since both upper thresholds of the intact and damaged proteins are hard to estimate, we introduce the dimensionless states \( P,D \in [0,1] \) by scaling each state with its respective threshold:

\[
\begin{align*}
P &\leftarrow \left( \frac{P}{P_{\text{div}}} \right) \\
D &\leftarrow \left( \frac{D}{D_{\text{death}}} \right)
\end{align*}
\]

The introduction of these new states which are proportions of their respective thresholds results in the removal of the two threshold values \( P_{\text{div}} \) and \( D_{\text{death}} \) from the model. Similarly, the time \( t \) measured in hours [h] is non-dimensionalised by introducing the variable \( \tau \) defined as \( \tau = \mu_{\text{max}} \cdot t \). A summary of all the dimensionless components of the model is presented in Tab 1. After the non-dimensionalisation, the continuous (Eq (1)) and discrete (Eq (2)) part of the model are given by Eq (4) and (5), respectively.

Dynamics of intact and damaged proteins:

\[
\frac{dP}{d\tau} = \mu (S) P (g - D) - k_1 P + k_2 Q D
\]

\[
\frac{dD}{d\tau} = \frac{k_1}{Q} P - k_2 D
\]

\( P(0) = f_P (s, re), \quad D, P \in [0,1],\quad \tau \in \mathbb{R}_+ \)

\( D(0) = f_D (s, re), \quad t \in \mathbb{R}_+, \quad g \in (1, \infty) \quad k_1, k_2 \in \mathbb{R}_+, \quad Q \in (0,1] \)

Cell division:

\[
f_P (s, re) = \begin{cases} 
  s - re(1-s)QD & \text{[Mother]} \\
  (1-s) + re(1-s)QD & \text{[Daughter]}
\end{cases}
\]

\[
f_D (s, re) = \begin{cases} 
  (s + (1-s)re)D & \text{[Mother]} \\
  (1-s)(1-re)D & \text{[Daughter]}
\end{cases}
\]

Non-dimensionalisation introduces the parameter \( Q \) termed the damage resilience parameter. It is defined as the quotient between the death and division thresholds, i.e. \( Q = \frac{D_{\text{death}}}{P_{\text{div}}} \), and can be interpreted as the capacity of the cell to cope with damage. A high value of \( Q \) is close to 1, as it is assumed \( D_{\text{death}} \leq P_{\text{div}} \), which corresponds to an organism that is resilient to damage. To test the effect of this parameter on the RLS, we have followed the number cell divisions over time for three individual cells with low, medium and high resilience to damage. As expected, an increase in the resilience to damage of a single cell yields a higher RLS (Fig 1C) and increases the average generation time: \( \bar{\tau} (Q = \frac{1}{3}) = 0.86, \bar{\tau} (Q = \frac{2}{3}) = 0.8935 \) and \( \bar{\tau} (Q = \frac{1}{2}) = 1.1263 \) (See Supplementary Material S1.3).

All dimensionless parameters can be estimated except for the damage formation rate \( k_1 \) and the repair rate \( k_2 \) (See Supplementary Material S1.2). Therefore, it is of particular interest to pick parameter pairs \((k_1, k_2)\) that give rise to biologically reasonable
dynamics. In order to achieve this goal, it is possible to constrain the parameter space by analysing the mathematical properties of the model at hand.
Table 1. The dimensionless components of the models. All the states, variable and parameters of the model are listed in the left column and their descriptions are provided in the right column.

| Component | Description |
|-----------|-------------|
| \( P \) ← \( \frac{P}{P_{\text{div}}} \) | The proportion of intact proteins is one of the two states of the model. It lies in the interval \( P \in [0, 1] \) and \( P = 1 \) results in cell division. |
| \( D \) ← \( \frac{D}{D_{\text{death}}} \) | The proportion of damage is one of the two states of the model. It lies in the interval \( D \in [0, 1] \) and \( D = 1 \) results in cell death. |
| \( \tau = \mu_{\text{max}} \cdot t \) | The dimensionless time variable of the model is given by the time scaled by the specific uptake rate \( \mu_{\text{max}} \). |
| \( \mu(S) \) ← \( \frac{S}{K_{S} + S} \) | The cell growth factor depending on the dimensionless substrate \( S \) and the dimensionless Monod coefficient \( K_{S} \). |
| \( S \) ← \( \frac{S}{S_{\text{in}}} \) | The dimensionless substrate \( S \in [0, 1] \) as a proportion of the inflow of substrate \( S_{\text{in}} \) to the system. The value \( S = 1 \) corresponds to a cell having full availability of substrate. |
| \( K_{S} \) ← \( \frac{K_{S}}{S_{\text{in}}} \) | The dimensionless Monod coefficient as a proportion of the inflow of substrate \( S_{\text{in}} \) to the system. |
| \( g \) | A cell growth factor. It is included in the non-linear growth term \( \mu(S) \cdot P \cdot (g - D) \) ensuring a declining rate of cell growth with age. |
| \( k_{1} \) ← \( \frac{k_{1}}{\mu_{\text{max}}} \) | The damage formation rate as a proportion of the specific growth rate \( \mu_{\text{max}} \). |
| \( k_{2} \) ← \( \frac{k_{2}}{\mu_{\text{max}}} \) | The damage repair rate as a proportion of the specific growth rate \( \mu_{\text{max}} \). |
| \( Q = \frac{D_{\text{death}}}{P_{\text{div}}} \) | The damage resilience parameter corresponding to the quotient between the death threshold \( D_{\text{death}} \) and the division threshold \( P_{\text{div}} \). A high value of \( Q \in (0, 1] \) corresponds to a cell that can cope with large proportions of damage before undergoing cell death and a small value correspond to a cell that can cope with small proportions of damage before cell death occurs. |
| \( s \in \left[ \frac{1}{2}, 1 \right] \) | The size proportion of the daughter and mother cell with respect to the original cell. The value \( s = \frac{1}{2} \) corresponds to symmetric cell division and the value \( s > \frac{1}{2} \) corresponds to asymmetric cell division. |
| \( \text{re} \in [0, 1] \) | The retention parameter corresponding to the proportion of damage being retained in the mother cell after cell division. The value \( \text{re} = 1 \) corresponds to all damage being retained and the value \( \text{re} = 0 \) corresponds to no damage being retained. |
The triangle of ageing

In order to pick biologically relevant parameter pairs \((k_1, k_2)\), two conditions are imposed on the model. (1) Given enough food in the system, the cells should grow and as a consequence of cell growth damage is accumulated within the cell [34]. (2) Every cell within the population has a finite replicative life span implying that it should divide at least once and die after a finite number of cell divisions [4].

The first condition implies that both states \(P\) and \(D\) should be increasing functions of time and this is ensured by using linear stability analysis of the steady states. The second condition requires the derivation of the lethal initial damage threshold \(D_T\). It corresponds to the critical damage proportion that a cell can obtain after cell division that inevitably leads to cell death. In other words, a cell obtaining more damage than \(D_T\) after cell division will undergo cell death while if it inherits less than this threshold value it will undergo at least one more cell division. A set of rate parameters \((k_1, k_2)\) that allows for a finite RLS satisfies conditions based on two extreme cases determined by \(D_T\). Firstly, with the given rate parameters the daughter cell with maximal fitness should divide at least once, and, secondly, the mother cell with a minimal fitness should undergo cell death. The initial lethal damage threshold is calculated by approximating trajectories of the solutions to the ODEs (Eq (4)) using piecewise linear approximations (See Supplementary Material S2.4). Using the above approach it is possible to define the conditions that allow for replicative ageing.

The outcome of the described analysis is the triangle of ageing (Fig 2A). This theoretical framework classifies all possible types of dynamics for any cell in the model into four categories: starvation, immortality, ageing, and clonal senescence. This implies that the parameter space is divided into four regions constrained by the starvation, immortality and clonal senescence constraints.

The starvation constraint predicts the minimum amount of substrate required for ageing (Eq (6)). Cells with parameters within the starvation region will not be able to form sufficient amounts of proteins leading to a collapse of the cellular machinery. The starvation constraint connects the uptake of nutrients to the damage accumulation process by acting as an upper bound on the sum of the damage formation and repair rates. The critical amount of substrate necessary for an organism to undergo ageing is

\[
S_{\text{min}} = \left(\frac{k_1 + k_2}{g - (k_1 + k_2)}\right)K_S
\]

in the case of Monod growth and if this constraint is not satisfied the cell will undergo starvation.

\[
k_1 + k_2 < \mu(S) \cdot g \tag{6}
\]

Cells that do not satisfy the immortality constraint have an infinite RLS (Eq (7)). It constitutes a lower bound on the damage formation rate or equivalently an upper bound on the damage repair rate and it is based on the value of \(D_T\) for the mother cell with minimal fitness. In other words, the constraint implies that the mother cell with minimal fitness with the given parameters \((k_1, k_2)\) should undergo cell death.

\[
D_T(k_1, k_2)|_{P=(s-re(1-s)Q)} < (s + (1-s)re) \tag{7}
\]

Cells that do not satisfy the clonal senescence constraint have a RLS of zero divisions implying that they do not divide before undergoing cell death (Eq (8)). It acts as an upper bound on the damage formation rate or a lower bound on the repair rate and it is based on the value of \(D_T\) for the daughter cell with maximal fitness. In other words, the constraint implies that the daughter cell with maximal fitness with the given parameters \((k_1, k_2)\) should divide.

\[
D_T(k_1, k_2)|_{P=(1-s)}> 0 \tag{8}
\]
The parameters that satisfy the starvation, immortality and clonal senescence constraints define the triangle of ageing. Within this triangle the RLS of an individual cell is inversely proportional to its rate of damage formation and proportional to its rate of repair which enables the construction of strategies for prolonging the RLS.

Two strategies for increasing the RLS: enhancing repair and slowing formation of damage

Next, we investigate the effect of the model parameters on the RLS of individual cells. In the triangle of ageing, the RLS can be increased by two obvious strategies: by decreasing the damage formation rate \( k_1 \) (Fig 2B) and by increasing the damage repair rate \( k_2 \) (Fig 2C). Here, we present the dynamics of the intact and damaged proteins for eight different damage-free daughters to verify the validity of the parameter constraints (Eq, (6), (7) and (8)), and to elucidate the effect of altering the rate parameters according to the two proposed life prolonging strategies (Fig 2).

Figure 2. The triangle of ageing. (A) The constraints (Eq (6), (7) and (8)) on the rate of damage formation \( k_1 \) and repair \( k_2 \) define four different modes: Starvation, Immortality, Clonal senescence and Ageing. Cells with parameters above the dashed line will consume substrate too quickly and thereby undergo Starvation. Below the dashed line the parameters correspond to three types of cells characterised by Immortality (infinite RLS), Ageing (finite RLS) and Clonal Senescence (no RLS). Within the ageing region of the parameter space called the triangle of ageing the replicative life span (RLS) corresponding to a set of parameters is presented in the colour bar. (B & C) The formation of intact proteins \( P \) and damage \( D \) is simulated over time \( \tau \) until cell death occurs. The threshold value determines when cell division \( (P = 1) \) or cell death \( (D = 1) \) occurs. (B) Decreasing the formation of damage increases the RLS \( (k_1 \in \{0.22, 0.132, 0.1, 0.068, 0.04\} \) and fixed repair rate \( k_2 = 0.15 \)). (C) Increasing the repair rate increases the RLS \( (k_2 \in \{0.118, 0.15, 0.182, 0.32\} \) and fixed damage formation rate \( k_1 = 0.1 \)). The other parameters used in the simulations are \( \mu(S) = 0.6, g = 1.4, \, Q = 1/3, \, s = 3/4, \, (P_0, D_0) = (1 - s, 0) \) and \( re = 0.875 \).

The results of the simulations confirm that a decrease in the formation of damage drastically affects the RLS of a single cell (Fig 2B). Similarly, an increase in the repair efficiency increases the RLS as well (Fig 2C) although the change is negligible compared to that of the other strategy. In addition, for the specific cell with \( (k_1, k_2) = (0.1, 0.15) \) located within the triangle of ageing, a small decrease in the damage formation rate \( (\Delta = 0.032) \) increases the RLS with 18 divisions while the same increase in the repair rate yields a corresponding increase of only 1 division. This implies that the former strategy is more effective compared to the latter for the given set of parameters. Next, we set out to establish in a systematic manner whether or not this conclusion holds true for a large set of model parameters.

The retention mechanism is fundamental for replicative ageing

The strategies for prolonging the RLS are generalised in two steps. Firstly, the effect of retention on the two strategies is added to the analysis and secondly, the gains in RLS from the two strategies are compared for numerous cells with different capacity to retain damage. In our model, the distribution of damage depends on both the cell size and the damage retention parameter. Therefore, the triangle of ageing is generated for no \( (re = 0, \text{ effectively the mother retains 75% of the existing damage}) \), medium \( (re = 0.5, \text{ effectively} \)
the mother retains 87.5% of the existing damage) and high (re = 0.875, effectively the mother retains 96.9% of the existing damage) retention [8]. The results show that the ageing area of the parameter space increases with retention at the expense of the immortality region (Fig 3A). Thereby, cells with a functioning retention mechanism undergo ageing at lower rates of formation of damage. In addition, the relation between the area of the triangle of ageing and retention of damage indicates that the retention mechanism is tightly linked to ageing. Besides, a high degree of retention increases the set of parameters yielding a high RLS within the triangle of ageing implying that retention is also fundamental for longevity.

Next, we compare the two strategies for increasing the RLS of single cells accounting for retention (Fig 3B). For the same three retention profiles, the life spans of numerous damage-free daughter cells with equidistant parameters are simulated within the corresponding triangles of ageing. Thereafter the gain in RLS by decreasing the formation of damage given by \( \Delta \text{RLS}_{k_1} = \text{RLS}(k_1 - \Delta_k, k_2) - \text{RLS}(k_1, k_2) \) is compared to the gain in increasing the repair given by \( \Delta \text{RLS}_{k_2} = \text{RLS}(k_1, k_2 + \Delta_k) - \text{RLS}(k_1, k_2) \). Provided these values, all parameters for the three retention profiles are divided into three categories: increasing the rate of repair ‘‘↑\( k_2 \)’’ where \( \Delta \text{RLS}_{k_1} < \Delta \text{RLS}_{k_2} \), decreasing the formation of damage ‘‘↓\( k_1 \)’’ where \( \Delta \text{RLS}_{k_1} > \Delta \text{RLS}_{k_2} \) and the neutral strategy ‘‘neutral’’ where \( \Delta \text{RLS}_{k_1} = \Delta \text{RLS}_{k_2} \) (Fig 3B).

**Figure 3. Retention is crucial for replicative ageing.** (A) The effect of retention on the triangle of ageing. The triangles of ageing are generated for three retention profiles (from the left column to the right: none \( \text{re} = 0 \), medium \( \text{re} = 0.5 \) and high \( \text{re} = 0.875 \)). The area of the ageing region increases to the left at the expense of the immortality region proportionally to the degree of retention of damage. (B) The efficiency of the RLS prolonging strategies as a function of retention. The increases in RLS of single cells by increasing the repair rate and decreasing the formation of damage are compared for the same three retention profiles as in (A). The cells are divided into three categories: Orange (‘‘↓\( k_1 \)’’): decrease in formation of damage where \( \Delta \text{RLS}_{k_1} > \Delta \text{RLS}_{k_2} \), Green (‘‘↑\( k_2 \)’’): increase in rate of repair where \( \Delta \text{RLS}_{k_1} < \Delta \text{RLS}_{k_2} \) and Grey (‘‘neutral’’): both strategies are equally good where \( \Delta \text{RLS}_{k_1} = \Delta \text{RLS}_{k_2} \). The other parameter used in the simulations are \( \mu(S) = 0.6, g = 1.4, Q = \frac{1}{3}, s = \frac{3}{4} \) and \( (P_0, D_0) = (1 - s, 0) \).

We found that for 60 to 80% of the cells independent of retention profile, both strategies are equally effective in increasing the RLS (Fig 3B). Accordingly, the formation and repair of damage are fundamental to the accumulation of damage. Therefore, a profound understanding of these forces is required in order to fully grasp the mechanisms behind replicative ageing. Moreover, the retention mechanism increases the importance of an effective repair machinery since the number of cells for which a decrease in formation of damage is favourable is reduced (a decrease from ca 30 to 15%) and the number of cells for which both strategies are effective is increased (an increase from ca 65 to 80%) as retention is introduced. This finding suggests that the cellular machinery responsible for retention and repair of damage are interlinked which is confirmed by earlier experimental studies [24].

**Long lived yeast strains with a functioning retention mechanism have an effective repair machinery**

The model is validated by a published data-set consisting of strain-specific distributions of the RLS and mean generation times [35]. Using a microfluidics system, Liu and
Acar obtained experimental data for 200 individual yeast cells from the short-lived sir2Δ, the wild type wt, and the long-lived fob1Δ strain [35]. In this study, normal distributions were fitted to the RLSs of the populations from the three strains and the mean generation times of the same strains were fitted to a power law (Supplementary material S1.1). Given these RLS distributions and the mean generation times, the model is calibrated with respect to these two metrics for the three strains by using a parameter estimation procedure (see Supplementary material S3.4). As the wt and fob1Δ strains have a functioning retention machinery, the selection of parameters for these strains is implemented with the retention value re = 0.875. However, it is well-established that the Sir2p is crucial in order for the ageing mother cell to properly retain damage [3, 36, 37] and therefore the value re = 0 is implemented for the sir2Δ strain (Fig 4).

**Figure 4. Model validation using RLS data.** The RLS distributions (A) and mean generation times (B) for populations of cells from three different yeast strains: the short lived sir2Δ (left column), the wild type wt (middle column) and the long lived fob1Δ (right column). Colour coding: the blue histograms and the blue curves correspond to the simulated output while the red counterparts correspond to the experimentally measured data. The data for the RLS distributions is generated by plotting the density function of the normal distribution multiplied by the number of cells in the population.

Qualitatively, these results indicate that the constructed model of accumulation of damage is capable of describing replicative ageing in yeast. The model with the fitted parameters captures the mean value with high precision and the increase in generation times reasonably well indicating that the underlying assumptions behind the model are valid. However, for all three strains, the model cannot capture the standard deviation in RLS (only between 20 to 25% of the spread in the RLS distributions is captured) which can be explained by the fact that the model focuses merely on the accumulation of damaged proteins. Nevertheless, as there are multiple ageing factors such as extrachromosomal rDNA circles (ERCs), reactive oxygen species or DNA mutations that influence the RLS of S.cerevisiae [38] it is reasonable to assume that these factors account for a portion of the spread in the RLS distribution which cannot be accounted for by our model. For example, it has been shown that the sir2Δ-strain has both elevated ERC-levels and a dysfunctional retention machinery [39], whereas the fob1Δ-strain has reduced ERC levels [40].
Table 2. Parameters for the three yeast strains. In the three columns from left to right: yeast strain, parameters and the output. The remaining parameters are $\mu = 0.6, Q = 1/3, s = 3/4$ and $(P_0, D_0) = (1 - s, 0)$

| Strain     | Parameters   | Output       |
|------------|--------------|--------------|
| $sir2\Delta$ | $(1.4, 0.1160, 0.0600, 0.009, 0)$ | $(14.06, 1.08)$ |
| $wt$       | $(1.4, 0.0628, 0.1300, 0.0125, 0.875)$ | $(22.37, 1.82)$ |
| $fob1\Delta$ | $(1.7, 0.0715, 0.1400, 0.009, 0.875)$ | $(31.39, 2.54)$ |

Furthermore, the results of the parameter estimation confirm the connection between the retention and repair of damage. This can be seen by comparing the magnitudes of the formation and repair of damage between the $wt$ and $fob1\Delta$ strains with retention on the one hand, and the $sir2\Delta$ strain without retention on the other. The short lived strain has a substantially higher damage formation rate $k_1$ than repair rate $k_2$ while the reverse relation holds true for the two long lived strains (Tab 2). Consequently, this result reaffirms the connection between the retention machinery and the capacity to repair damage. Nevertheless, it should be emphasised that the fitted parameters are not unique entailing that there are numerous local optimal sets of parameters within the triangle of ageing that can be selected based on the data. Despite of the parameter estimation problem being ill-posed, the conclusion regarding the connection between repair and retention of damage is still valid. As the interesting parameters corresponding to a high RLS are located close to the immortality region (Fig 3A), it is clear that the damage formation rate $k_1$ is much lower for cells with retention than without. This implies that the former category of cells will have a higher repair rate $k_2$ in relation to its damage formation rate than the latter.

Moreover, experimental studies have shown that $sir2\Delta$ mutants divide more symmetrically compared to wild type cells [41] suggesting that asymmetry is coupled with retention of damage. We have shown the essential role that retention of damage plays in the ageing process and accordingly the link between asymmetry and retention suggests that asymmetric division is beneficial in the context of unicellular ageing. Therefore, we subsequently asked what roles asymmetry and resilience to damage play in the replicative ageing process.

The triangle of ageing reveals the benefit of asymmetric cell division and high resilience in relation to longevity

We evaluate the significance of asymmetric division and resilience to damage by perturbing the triangle of ageing. Given a set of parameters, four different triangles are generated for low ($Q = 1/3$) and high ($Q = 1/2$) resilience to damage as well as for symmetric ($s = 1/2$) and asymmetric ($s = 3/4$) cell division (Fig 5). An increase in resilience
to damage shifts the triangle of ageing to the right implying that resilient organisms undergo ageing at high rates of formation of damage. The effect of an increased resilience is that the RLS of a cell is prolonged since the immortality region moves closer to the corresponding point in the parameter space as the value of $Q$ increases. This confirms the previous simulations (Fig 1C).

Similarly, a higher degree of asymmetry in the cell division yields a longer life span. Within the triangles of ageing, the RLS is higher in the asymmetric (bottom row of Fig 5) compared to the symmetric (top row of Fig 5) case giving weight to the proposed link between asymmetric cell division and longevity in the context of replicative ageing. This is supported by the comparison between stem cells for which the asymmetric cell division results in a rejuvenated daughter cell and symmetrically dividing neurons where the amount of damage is greater due to the incapacity to remove damage through cell division [42].

**Figure 5. The benefit of asymmetric cell division and a high resilience to damage in the context of ageing.** Four triangles of ageing are generated for two levels of resilience to damage ($Q = 1/3$ left column & $Q = 1/2$ right column) and two different size proportions in the cell division (symmetric $s = 1/2$ top row & $s = 3/4$ bottom row). The other parameters used for generating the triangles are $\mu = 0.6$, $g = 1.4$ and $re = 0.875$.

**Discussion & Conclusions**

To achieve a successful extension of the RLS of a single cell, the interplay between the formation, repair and distribution of damage upon cell division is vital. In this study, a comprehensive theoretical description of the accumulation of damaged proteins is presented resulting in four main findings. (I): A mathematical model of the replicative ageing of single cells accounting for all key properties which forms the basis for the triangle of ageing (Fig 2A). The latter framework states which of the modes starvation, immortality, clonal senescence, or ageing a cell will undergo in terms of the forces cell growth, formation of damage, repair of damage, cell division and cell death. (II): Three strategies for increasing the RLS of an individual cell, namely decreasing the damage formation rate (Fig 2B), increasing the repair rate (Fig 2C) and increasing the resilience to damage (Fig 1C). (III): The triangle of ageing indicates that retention of damage is closely connected to replicative ageing (Fig 3A). Further, retention increases the benefit of improving the capacity to repair damage in relation to extending the RLS (Fig 3B) and the model is in agreement with experimental data (Fig 4). The validation of the model suggests that both the wild type and the long-lived *fob1Δ* strains have low damage formation rates as well as efficient repair machineries on account of their functioning retention mechanisms (Tab 2). (IV): The model suggests that asymmetric cell division and replicative ageing are closely linked illustrated by perturbing the parameters in the triangle of ageing (Fig 5).

The presented model is novel in three respects: it links all major biological features of accumulation of damage, it focuses on replicative ageing and its methodology combines mathematical analysis with simulations. Using the triangle of ageing, we can confirm previous results such as showing the importance of repair [11], the critical role of asymmetric segregation of damage through retention in the context of ageing [12, 13] and that cells forming damage with a rate under a certain threshold result in immortal lineages [12]. In addition, using this framework we can also connect all key factors having profound implications on replicative ageing. Thereby, we enable the study of the relationships between the key properties of ageing as opposed to study them individually.
For example, the starvation constraint (Eq (6)) connects the uptake of food to the damage accumulation process. Moving forward, two main tasks ought to be tackled, namely to validate the model with time series data and to render the model more quantifiable. Within the triangle of ageing (Fig 1A), there exist multiple sets of parameters resulting in the same replicative life span. Consequently, using the data at hand consisting of RLS distributions and mean generation times it is not possible to identify both the damage formation rate $k_1$ and the repair rate $k_2$ as there are multiple local optimal parameter sets. In order to address the mentioned identifiability problem, the model could be validated using time series data of intracellular proteins or cell mass over time. Secondly, the quantifiability of the model can be increased by considering each of the key processes as modules. More precisely, by defining the modules cell growth, repair, formation, cell division and cell death it is possible to expand the level of detail in each module by studying specific intracellular pathways connected to these processes. Using the current model as interfaces between these modules it is possible to construct a quantitative model of replicative ageing in unicellular organisms like \textit{S.cerevisiae}.

The RLS of an individual cell is highly dependent on the mechanisms behind damage formation, repair, resilience and retention. To increase the RLS, the strategies of enhancing the capacity to repair and decreasing formation of damage are proposed (Fig 2). Furthermore, as a consequence of the non-dimensionalisation procedure, the intrinsic property of resilience to damage $Q$ emerges which is essential to the replicative ageing of a single cell where an increase in resilience greatly prolongs the life span (Fig 1C & 5). By understanding the biological properties that govern these forces it is possible to increase the replicative potential of an organism. Moreover, the results indicate that the repair of damage is coupled to the retention mechanism (Fig 3) as introducing retention increases the benefit of enhancing the repair machinery. Prioritising retention implies a high value of $D$ after cell division resulting in a low cell growth term which in turn decreases the RLS. Therefore, a small increase in the rate parameter $k_2$ will increase the RLS for a cell with a functioning retention mechanism. Also, the results indicate that the retention mechanism is tightly coupled to replicative ageing (Fig 3A) reaffirming the importance of the budding event with respect to the ageing process in \textit{S.cerevisiae}. In addition, the short-lived \textit{sir2}\textsuperscript{$\Delta$}-strain with a malfunctioning retention mechanism has also an inefficient repair machinery compared to the longer lived strains (Tab 2). This reinforces the fact that repair and retention of damage are interlinked. Thus, in order to obtain a mechanistic understanding of the ageing process in somatic cells or eukaryotic organisms overall, it is critical to investigate the constituents of the retention machinery.

The triangle of ageing suggests that asymmetric division is beneficial in the context of replicative ageing (Fig 5). When comparing the effect of symmetric versus asymmetric cell division, our results indicate that the latter mode of division yields a higher RLS compared to the former. In order to ensure the viability of cell lines, the asymmetric segregation of damage at the point of cell division is crucial. This segregation is ensured by the retention mechanism but it has also been speculated that it is enhanced by asymmetric division. When comparing asymmetrically dividing stem cells with symmetrically dividing neurons the former class of cells is able to remove damage through cell division to a larger extent while the latter has a higher instance of damage inclusions [42]. In addition, the short-lived \textit{sir2}\textsuperscript{$\Delta$} mutant of yeast divides more symmetrically [41] than the wild type counterpart indicating that asymmetric cell division benefits longevity.

Further, the triangle of ageing displays the link between cell growth and formation of damage. Under favourable conditions in terms of available substrate, it has been speculated that \textit{E.coli} does not undergo replicative ageing [43, 44, 9] which entails that its parameters are located in the immortality region of the parameter space. Such parameters correspond to low rates of formation of damage which in turn corresponds to a high growth rate as $k_1 \propto \left(1/\mu_{\text{max}}\right)$ (Tab 1). Furthermore, the genome size of
E. coli is substantially smaller compared to that of S. cerevisiae, namely \( \sim 4.64 \text{Mbp} \) versus \( \sim 12.07 \text{Mbp} \). Due to the small genome size, it is not required to spend large resources on the maintenance of the cell. From this follows that it is reasonable to assume that E. coli has a low rate of formation of damage. In accordance with the 'Disposable Soma'-theory [47], this allows it to prioritise cell growth over maintenance, and thus a high rate of cell growth should be indicative of a low rate of damage formation which is what the triangle of ageing suggests. Besides, it has been shown that E. coli has optimised its metabolic flux to achieve a maximal growth rate [48]. This suggest that E. coli strongly favours growth, and therefore spends less energy on maintenance which results in it not undergoing ageing when growth conditions are optimal. Furthermore, Wasko et al. proposed that growth rate, rather than replicative lifespan, is a more appropriate measure of fecundity [49]. They argue that there is a minimal benefit of increasing the lifespan by one generation on the population level in contrast to the significant gain brought by a small increase in growth rate. These observations establish the close link between cell growth and formation of damage. This implies that rapidly growing organisms with small genomes do not undergo ageing under optimal conditions. On the other hand, slower growing organisms with larger genomes are forced to maintain their cell and therefore undergo replicative ageing as a by-product of growth. This balance between growth and maintenance of the cell is captured by the triangle of ageing. Thus our work raises the question if ageing is not a consequence of cell maintenance.

Materials and Methods

All the numerical results were generated using Matlab [50]. The system of ODEs (Eq (4)) has been solved using the built-in solver "ode45" which uses an adaptive "Runge-Kutta-Fehlberg"-method of order 4 and 5 [51]. In addition, the immortality and clonal senescence constraints (Eq (7) and (8)) in the triangle of ageing (Fig 2A) have been generated using an approximation procedure. This entails generating a piecewise linear approximation of the critical trajectory representing the lethal initial damage threshold \( D_T \) by approximating a solution to the system of ODEs using multiple lines. A detailed description of the numerical implementations of the algorithms used for generating the results can be found in the Appendix (See Supplementary material S3).

Supporting information

S1 Appendix. Supplementary material. The appendix contains the data, the parameter values used in the study, a detailed mathematical analysis and a description of the numerical implementations.
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