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Abstract—Data aggregation is a promising approach to enable massive machine-type communication (mMTC). Here, we first characterize the aggregation phase where a massive number of machine-type devices transmit to their respective aggregators. By using non-orthogonal multiple access (NOMA), we present a hybrid access scheme where several machine-type devices (MTDs) share the same orthogonal channel. Then, we assess the relaying phase where the aggregated data is forwarded to the base station. The system performance is investigated in terms of average number of MTDs that are simultaneously served under imperfect successive interference cancellation (SIC) at the aggregator for two scheduling schemes, namely random resource scheduling (RRS) and channel-dependent resource scheduling (CRS), which is then used to assess the performance of data forwarding phase.
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I. INTRODUCTION

Machine-type Communication (MTC) is an inherent part of the fifth generation (5G) cellular networks [1], [2], covering automatic data generation, exchange, processing and actuation that are the basis of intelligent machine networks. Such MTC networks are growing at an impressive rate and some predictions are pointing to 20 billion machine-type devices (MTDs) connected to wireless networks in 2023 and beyond [3]. Massive Machine-type Communication (mMTC) are envisaged to cope with that large number of, often low-complexity low-power, MTDs that are becoming part of wireless networks [4]. A survey on the requirements, technical challenges, and existing work on medium access control (MAC) layer protocols for supporting these new use cases, is presented in [5], while authors describe also the issues related to efficient, scalable, and fair channel access. In fact, different strategies have been proposed to provide more efficient access, e.g., access class barring [6], prioritized random access [7], backoff adjustment scheme [8], delay-estimation based random access [9], distributed queuing [10], data aggregation [2], [11]. Data aggregation consists in MTDs that organize themselves locally to MTC area networks, then, the area networks connect to the core network through MTC gateways or data aggregators. This alleviates the problem of massive signaling overhead on the architectural side and it is a key solution strategy to collect, process, and communicate data in MTC use cases with static devices, especially if the locations of the devices are known, such as smart utility meters or video surveillance cameras [4]. [12], [13].

In [14], authors survey data aggregation strategies in large-scale wireless sensor networks (WSNs), while focusing on the processing challenges behind the large volume of data. In [15], an experimental study using state-of-the-art drive testing equipment is conducted in order to capture and analyze the impact of MTC data aggregation on signaling overhead in cellular networks with focus on static MTDs such as smart meters and monitoring sensors. Authors of [16] present a scheme designed to provide data aggregation for heterogeneous and concurrent sets of Constrained Application Protocol [17] (CoAP) data-requests. The problem of energy-optimal routing and multiplesink aggregation is investigated in [18], as well as joint aggregation and dissemination of sensor measurement data in MTC edge networks. An aggregation scheme is proposed in [11] for capillary networks connected to the LTE network to improve their communication efficiency. Authors analyze the trade-offs between random access interaction, resource allocation, and communication latency, and reveal that accepting the extra latency for accumulating packets can significantly reduce the random access requests and the required resources for the data transmissions.

Notice that when aggregating a massive number of MTDs, the density of the aggregators, although it is considerably smaller compare to the density of the MTDs, will still be large. Hence, the interference generated by the devices sharing the same resource is not negligible. There is, though, limited literature considering the interference in mMTC with data aggregation and resource scheduling. Authors in [19] partially address those issues by considering a multi-cell network scenario, whose key metrics (namely MTD success probability, average number of successful MTDs and probability of successful channel utilization) are investigated for the random resource scheduling (RRS) and channel-dependent resource scheduling (CRS) schemes.

Another technique called non-orthogonal multiple access (NOMA) is seen as a promising technology for the 5G networks to improve the system spectral efficiency while meeting the demand of massive connectivity demanded by certain MTC applications (e.g, [20]). The key idea behind NOMA is to exploit the power domain for multiple access so that multiple users can be multiplexed at different power...
levels, but at the same time/frequency/code employing SIC to separate superimposed messages [21]. The performance of NOMA is evaluated in [22], [23] by using the stochastic geometry tools. However, the inter-cell interference, which is a pervasive problem in most of the existing wireless networks, is not explicitly considered in [22], as many other works on NOMA. In contrast, authors in [23] do consider the inter-cell interference when evaluating the performance of NOMA on coverage probability and average achievable rate, but on a downlink setup. In [23], we propose and analyze a hybrid OMA-NOMA scheme for mMTC uplink scenarios by extending the scheduling schemes RRS and CRS initially proposed in [19]. Therein we deal with the limited resources and allow up to two MTDs to share the same orthogonal channel while we consider imperfect SIC. We show that even when the hybrid scheme would lead to a less reliable system with greater chances of outages per MTD, due to the additional inter-cluster interference, it can significantly improve the number of simultaneous active MTDs for high access demand scenarios.

Differently from [24], in this work we allow the RRS scheme to control the power coefficients of the MTDs sharing the same channel, thus both, RRS and CRS, have the same impact in terms of interference generated on the outside network (network outside of the aggregation zone of interest). Additionally, here we are agnostic of the outside network topology, nonetheless our proposed model captures the interference coming from outside. We also include the evaluation of the relaying phase of the aggregated data to the base stations, while we focus on the average number of simultaneous active MTDs. That allow us to highlight the advantages of our scheme which aims to provide massive connectivity in scenarios with high access demand, which is not covered by usual OMA setups. Although CRS achieves better performance by providing access to the MTDs with best channels, RRS could be more practical since the random pairing could model scenarios where some MTDs have urgency to be served. Results show that failing to efficiently eliminate the intra-cluster interference could reduce significantly the benefits from NOMA while challenging its practical implementation, thus, power control plays a main role in these systems. Finally, we attain approximated, yet accurate, expressions when analyzing the CRS scheme. In contrast to the time-consuming Monte-Carlo simulations, our analytical derivations allow for fast computation.

Next, Section II introduces the system model. Section III discusses the RRS and CRS scheduling schemes for the aggregation phase, while Section IV analyses the relaying phase and the overall system performance. Section V presents the numerical results and Section VI concludes the paper.

Notation: $E[\cdot]$ denotes expectation, $\Pr(A)$ is the probability of event $A$, $\Pr(A|B)$ is the Pr(A) conditioned on B. $\mathbb{1}(\cdot)$ is an indicator function which is equal to 1 if its argument is true and 0 otherwise; where $\binom{n}{k} = \frac{n!}{k!(n-k)!}$, $\Gamma(x)$ is the gamma function, $\psi(x) = \frac{d\ln(\Gamma(x))}{dx}$ is the digamma function, $Q(a,x) = \int_x^{\infty} t^{a-1}e^{-t}dt$ is the regularized incomplete gamma function, and $1 F_1(a; b; z)$ is the Kummer confluent hypergeometric function. $\mathbb{i} = \sqrt{-1}$ and $\text{Im}\{z\}$ is the imaginary part of $z \in \mathbb{C}$. $f_X(x)$ and $F_X(x)$ are the Probability Density Function (PDF) and Cumulative Distribution Function (CDF) of random variable (RV) $X$, respectively. $X \sim \text{Exp}(1)$ is an exponential distributed RV with unit mean, e.g., $f_X(x) = e^{-x}$ and $F_X(x) = 1 - e^{-x}$; while $Y \sim \text{Pois}(\bar{m})$ is a Poisson distributed RV with mean $\bar{m}$, e.g., $\Pr(Y=y) = \frac{1}{y!}\bar{m}^y e^{-\bar{m}}$ and $F_Y(y) = Q(y+1, \bar{m})$.

II. SYSTEM MODEL AND ASSUMPTIONS

Consider interference-limited1 uplink of MTC network is divided into two phases. In the first phase (aggregation phase), the MTD tries to transmit its data with fixed payload size $b$ (bits) to its serving aggregator. The MTDs are served through $N$ orthogonal channels as in [19]; however, here the same orthogonal channel could be used for more than one MTD. When the access demand is not so high, the aggregator will be allocating one MTD per channel. But, when the access demand exceeds the availability of orthogonal channels, some MTDs are allowed to share the same orthogonal channel. This scheme is our proposed hybrid OMA-NOMA multiple access scenario [24]. The number of MTDs requiring service is modeled as $K \sim \text{Pois}(\bar{m})$. The maximum number of users per orthogonal channel is $L$, where $L = 1$ reduces to an OMA scenario, and for simplicity we focus on the $L = 2$ setup. Furthermore, the scenario with $L = 2$ seems more practical than $L > 2$ when we take into consideration the processing complexity for SIC receivers, especially when SIC error propagation is considered as discussed in [25]. Figs. II-c show snapshots of the considered aggregation phase for three different realizations. The silent MTDs are those out of the $N \cdot L$ available resources being used by the active MTDs. The aggregator implements the resource scheduling according to one of the schemes presented in Section III and the MTDs considered are those with granted access since the random access in the network is assumed to be performed2 as in [19], [24], [27].

After aggregating the MTDs’ data, the aggregator acts as an ordinary cellular user and relays the entire information to its associated BS in the second phase (relaying phase) as shown in Fig. I. For the aggregation phase with $L > 1$, there is both: outside interference $I_{o,1}$ (i.e. interference from MTDs operating on the same channels but being served by other aggregators), and inside interference (i.e. interference from MTDs within the serving area of the aggregator), which are both RVs. For the relaying phase, let $I_{o,2}$ be the interference at the BS from aggregators in other cells operating with the same channel resources. Notice that $I_{o,2}$ relies on the outside network topology, which is assumed unknown, but with a Laplace transform of $I_{o,2}$, in the form of

$$L_{I_{o,2}}(s) = \exp \left( -\phi_o \Gamma(\frac{1}{\alpha}) \Gamma\left(1-\frac{1}{\alpha}\right)s^2 \right), \ x = \{1, 2\},$$

1 The interference from other MTDs is much larger than the white noise in the receivers and, therefore, can be ignored. However, notice that the impact of the noise can be easily incorporated into our analysis.

2 The resource scheduling schemes require that synchronization procedures, as well as the random access stage, are performed in advance. In fact, the work in [25] proposes a NOMA scheme allowing the combination of random access and data transmissions phases, where our resource scheduling schemes can be easily incorporated to improve the overall system performance. The details of such implementation are out of the scope of this work.
which is a established result from the stochastic geometry for wireless networks generated as PPP with Rayleigh fading, where $\alpha$ is the path-loss exponent, while $\phi_x$ accounts for network density, characteristics of the aggregation/relaying areas, and others [19], [28]. Also, (1) holds under the assumption of using statistical full inversion power control [29] with parameter $\rho$, as we assume here to guarantee a uniform user experience while saving valuable energy. The latter implies that devices control their transmit power such that the average signal power received at the serving aggregator/BS is equal to the predefined value $\rho$. Thus, the instantaneous received power at the receiver side is $\rho h$, where $h \sim \text{Exp}(1)$ is the channel power gain under quasi-static Rayleigh fading, and $\rho$ does not impact the performance since we assume the network as interference-limited.

Notice that the process $\phi_x$ could also be dependent of $\alpha$, as discussed in [30], [31]. In that case, the Laplace transform of the interference for different point processes appear to be merely horizontally shifted versions of each other (in dB) as long as their diversity gain is the same. Thus, scaling the threshold $s$ by this SIR gain factor $\beta$, we get $\beta \bar{s}$, where $\beta \bar{s}$ would be included in $\phi_x$. By properly selecting $\phi_x$, the outside interference for any given topology could be then characterized. Finally, full channel state information (CSI) is assumed at receiver side as in [19], [22], [23].

III. AGGREGATION PHASE

In this section we discuss the RRS and CRS scheduling schemes for our hybrid access protocol.

A. RRS for the Hybrid Access

Under the RRS scheme, $N$ out of the $K$ instantaneous MTDs are independently and randomly chosen and then matched, one-to-one, with the orthogonal channels. If $K \leq N$, all MTDs get channel resources, and even $N-K$ channels will be unused. Otherwise, if $K > N$, the channel allocation is executed again by allowing the remaining MTDs to share channels with the already served MTDs. This process is executed repeatedly until all the MTDs are allocated or the maximum number of MTDs per channel, $L$, is reached for all the channels. The inside interference, coming from the MTDs within the same aggregation zone and sharing the same channel, is faced with SIC. The SIR, $\text{SIR}_{j,u}$, of the $j$th MTD being decoded on a typical channel, given the number of MTDs $u$ on the same channel and the RRS scheme, is $\text{SIR}_{1,1} = \frac{h_1}{I_{a,1}}$, while

$$\text{SIR}_{1,2} = \frac{a_1 \max(h_1, h_2)}{I_{a,1} + a_2 \min(h_1, h_2)},$$

$$\text{SIR}_{2,2} = \frac{a_2 \min(h_1, h_2)}{I_{a,1} + \mu a_1 \max(h_1, h_2)},$$

where $\mu \in [0, 1]$ is used to model the impact caused by imperfect SIC [32], while $h_1$ and $h_2$ are the channel power coefficients of both MTDs sharing the channel when $u = 2$.

We can weight the power of coexistent nodes on the same channel through $a_1$ and $a_2$ coefficients. Of course, some kind of feedback from the aggregators would be required after pairing the MTDs[4]. Letting $a_1 + a_2 = \delta$ be a fixed value we impose some kind of total transmission power constraint. This is crucial for NOMA scenarios, and here it is particular important in order to control the interference generated on close aggregators in the outside area[5]. Also, $\lim_{l_{a,1} \to 0} \text{SIR}_{1,2} = \text{SIR}_{2,2} = \frac{a_2 \min(h_1, h_2)}{I_{a,1} + \mu a_1 \max(h_1, h_2)}$, thus the performance of the second MTDs being decoded on the channel is strongly limited by the SIC imperfection parameter, but by properly selecting $a_1, a_2$ that situation can be relaxed. Consider fixed rate coding scheme where the receiver decodes successfully if the SIR exceeds a threshold $\theta > 0$, achieving the information rate of $\log_{2}(1 + \theta)$ [bits/symbol], we state the following theorem.

---

[4]Since up to 2 MTDs can be scheduled to transmit over the same channel, acquiring and using CSI at the MTD side is not appropriate. Instead, the aggregator should acquire the CSI and use it for the scheduling and for determining the power control coefficients; while finally forwarding such information back to the MTDs.

[5]Notice that power constraints are usually linked to each device individually since they are mostly related to hardware limitations. In fact $a_1, a_2 \leq \delta$, therefore, we are implicitly considering also individual power constraints. However, since one channel may be occupied by 2 MTDs, by setting $a_1 + a_2 = \delta$ we are able of controlling the interference generated on the given channel on close aggregators in the outside area, and even if $\delta \approx 1$ we are making it comparable to the interference that would generate a single MTD if operating alone in that channel.
Theorem 1. The RRS success probability, $p^c_{j,u}$, of the $j$th MTD sharing a typical channel conditioned on $u$ MTDs, is given by

$$p^c_{1,1} = \mathcal{L}_{I_{o,1}}(\theta),$$

$$p^c_{1,2} = \left\{ \begin{array}{ll}
\frac{a_2 - \theta a_2}{a_1 + \theta a_2} \mathcal{L}_{I_{o,1}}(\frac{\theta}{a_1}), & \text{if } 0 \leq \frac{\theta a_2}{a_1} < 1,
\frac{2a_1}{a_1 + \theta a_2} \mathcal{L}_{I_{o,1}}(\frac{\theta}{a_1}), & \text{if } \frac{\theta a_2}{a_1} \geq 1.
\end{array} \right.$$  

$$p^c_{2,2} = \left\{ \begin{array}{ll}
\frac{a_2 - \theta a_2}{a_2 + \theta a_2} \mathcal{L}_{I_{o,1}}(\frac{\theta}{a_2}), & \text{if } 0 \leq \frac{\theta a_2}{a_2} < 1,
0, & \text{if } \frac{\theta a_2}{a_2} \geq 1.
\end{array} \right.$$  

Proof. See Appendix A.

Remark 1. As long as $\theta^2 \mu < 1$, it is advisable choosing $a_1, a_2$ such that $\theta < \frac{a_2}{a_1} < \frac{1}{\mu}$, and both MTDs operating on the same channel get the success probability shown in the first line of (5) and (6). Notice that by going closer to $\frac{1}{\mu}$, we favor the first MTD being decoded, while if we choose a smaller $\frac{a_2}{a_1}$, the second MTDs benefits. However, finding the values of $a_1$ and $a_2$ for which the MTDs could perform with similar reliability for any setup, seems intractable.

Theorem 2. The Probability Mass Function (PMF) of the number of active MTDs, $K^*_1$, is given in (7) at the top of the next page, where $f_1(k^*_1) = \min(k^*_1, 2N - k)$, $f_2(k^*_1, r_1) = \min(k^*_1 - r_1, k - N)$ and $f_3(k^*_1) = \min(k^*_1, N)$.

Proof. See Appendix B.

B. CRS for the Hybrid Access

The CRS scheme seeks to make better use of channel resources by strongly relying on all the CSI available for scheduling. The MTD with better fading (equivalently, better SIR) will be preferentially assigned with the available channel resources. An aggregator with $K$ instantaneous MTDs requiring transmission has the knowledge of their fading gains. Let $\{h_1, ..., h_i, ..., h_K\}$ denote the decreasing ordered channel gains, where $h_{i-1} > h_i$. If $K \leq N$ all the MTDs will be chosen, but if $K > N$ the MTDs will be selected randomly to the aggregator side, which in turn will only forward back the channel allocation for each MTD and the power control coefficients if necessary. We have assumed that such metadata information is sufficiently small such that the low-rate feedback is error-free. However, practical performances would be upper bounded by our results.

Now, assuming that the receiver can decode successfully (SIR exceeds a threshold $\theta$), we state the following theorem.

Theorem 3. Given the first MTD allocated has the $i$th largest channel coefficient, $h_i$, and that $u$ MTDs share that same channel, the CRS success probability, $p^c_{j,u}$, of the $j$th MTD being decoded on a typical channel approximated as

$$p^c_{j,u} \approx \frac{1}{2} - \frac{1}{\pi} \int_{0}^{\infty} \frac{c(x \cos(\varphi)) e^{-\varphi} \sin(\chi \sin(\varphi)) \varphi - \varphi B(i,k)}{\varphi} d\varphi,$$

where $\chi = \phi \Gamma(1 + \frac{2}{\alpha}) \Gamma(1 - \frac{2}{\alpha})$, and

$$B_{1,1} = \psi(K + 1) - \psi(i),$$

$$B_{1,2} = \frac{a_1(i) - a_2(i)}{\mu_a(i)} \psi(K + 1) + a_2(i) \psi(i + N) - a_1(i) \psi(i),$$

$$B_{2,2} = \frac{a_2(i) - \mu_a(i)}{\mu_a(i)} \psi(K + 1) - a_1(i) \psi(i) - a_2(i) \psi(i + N).$$

Proof. Theorem 3 in [24] states that

$$p^c_{j,u} \approx \frac{1}{2} - \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{\varphi} \text{Im}\left\{ \mathcal{L}_{I_{o,1}}(-i\varphi) e^{i\varphi B(i,k)} \right\} d\varphi.$$  

Substituting (11) into (12) along with some algebraic transformations, e.g., $\chi = \phi \Gamma(1 + \frac{2}{\alpha}) \Gamma(1 - \frac{2}{\alpha})$, $\frac{-1}{\alpha} = \cos(\varphi)$ and $\text{Im}\{pe^{-q_i}\} = -p \sin(q)$, renders (10). \(\square\)

Theorem 4. The PMF of the number of active MTDs, $K^*_1$, is approximated by (15) at the top of the next page and below (7), where $f_z(\cdot)$ for $z = 2, 3$ are given in Theorem 2 and

$$\tilde{p}_{1,1}^c(k) = \frac{1}{2N - k} \sum_{i=k-N+1}^{N} \tilde{p}_{1,1}^c(i),$$

$$\tilde{p}_{3,1}^c(k) = \frac{1}{k-N} \sum_{i=1}^{k-N} \tilde{p}_{3,1}^c(i),$$

$$\tilde{p}_{3,2}^c(k) = \frac{1}{N} \sum_{i=1}^{N} \tilde{p}_{3,2}^c(i).$$

Proof. The fact that the success probabilities for the CRS scheme, $p^c_{j,u}$ depend on $i$ and $k$ complicates heavily the problem. Finding their average with regard the index $i$ allows us to use the same procedure when deriving Theorem 2 while attaining an accurate approximation. Now when $N < K < 2N$ in (34), we substitute each probability value, $p^c_{1,1}$ and $p^c_{2,2}$, respectively by (16) and (17) since the success probability

$$\text{SIR}^c_{2,2} = \frac{a_2(i) h_{i+N}}{I_{o,1} + \mu_a(i) h_i}.$$

Notice that the bound performance is the same as previously discussed for the RRS scheme. Meanwhile, the feedback/signaling overhead is also the same as for the RRS scheme since the CSI acquisition would take place at the aggregator side, which in turn will only forward back the channel allocation for each MTD and the power control coefficients if necessary. We have assumed that such metadata information is sufficiently small such that the low-rate feedback is error-free. However, practical performances would be upper bounded by our results.

Notice that imperfect CSI would not only affect the information decoding procedure under this scheme, but also the resource scheduling stage since the channel coefficients’ ordering may be affected. A detailed performance analysis under imperfect CSI is regarded as our future work.
\[\Pr(K^*_1 = k_1^*) = e^{-\bar{m} \bar{p}_{1,1}^{*}} \sum_{r_1=0}^{\infty} \frac{j^k_{N_k^*}}{k!} \left[ \frac{1}{k!^*} \left( \frac{(N - k_1^* + 1)(N + 1)}{(N + 1)!} \left( N - k_1^* + 1, \bar{m}(1 - p_{1,1}^{*}) \right) \right) + \sum_{r_2=0}^{2N-1} \sum_{r_1=0}^{2N-1} j^k_{N_k^*} \right] \]
collected data is forwarded to the BS.

IV. RELAYING PHASE & OVERALL PERFORMANCE

In the relaying phase, the aggregator transmits its aggregated data to the BS\(^7,8\). The aggregated data can be successfully decoded by the BS if SIR meets the following condition

\[ \log_2(1 + \text{SIR}_{\text{rel}}) \geq \tau K_1, \]

where \( \tau = \frac{h}{T} \) in bits per channel use per MTD (bpcu/MTD) with \( T \) being the relaying transmission time and \( W \) is the available bandwidth for that transmission. \( \text{SIR}_{\text{rel}} \) is the SIR of the signal received at the BS. Then, we write the relaying success probability conditioned on \( K_1 \) active aggregated MTDs as

\[
P_{\text{rel}}(K_1) = \Pr\left( \text{SIR}_{\text{rel}} \geq 2^{\tau K_1} - 1 \right) = \mathbb{E}_{I_{o,2}} \left[ \Pr\left( h \geq \left(2^{\tau K_1} - 1\right) I_{o,2} \right) \right],
\]

\[
\text{(a)} = \mathbb{E}_{I_{o,2}} \left[ \exp \left(-\left(2^{\tau K_1} - 1\right) I_{o,2}\right) \right],
\]

\[
\text{(b)} = \mathbb{E}_{I_{o,2}} \left[ \exp \left(-\left(2^{\tau K_1} - 1\right) I_{o,2}\right) \right],
\]

\[
\text{(c)} = \exp \left(-\phi_2 \Gamma \left(1 + \frac{\sigma}{h}\right) \left(1 - \frac{\alpha}{h}\right) \left(2^{\tau K_1} - 1\right)^{1/2} \right), \tag{21}
\]

where (a) comes from using \( \text{SIR}_{\text{rel}} = g/I_{o,2} \) assuming that \( h \) denotes the channel power gain of the link between the aggregator and the BS, (b) comes from using \( F_{\text{H}}(h) = 1 - e^{-h} \), (c) follows after using the definition of the Laplace transform, and finally (d) comes from using (1).

We now are able to evaluate the average number of successful MTDs, which is an overall performance metric embracing both, the aggregation and relaying phases. That metric evaluates the average number of MTDs being served by the aggregator, whose data can be successfully received by the BS. We can formally write this metric as

\[
K_{\text{ach}}(\tau) = \mathbb{E} \left[ K_1 \mid (\text{SIR}_{\text{rel}} > 2^{\tau K_1} - 1) \right] \nonumber
\]

\[
= \sum_{k_1=1}^{2N} k_1 \Pr(K_1 = k_1) p_{\text{rel}}(k_1),
\]

where \( \Pr(K_1 = k_1) \) is given in (7) and (15) for the RRS and CRS schemes, respectively.

V. NUMERICAL RESULTS

Both, simulation and analytical results, are presented in this section to investigate the performance of our hybrid scheme as

\[ D_N^{(a)} = \Pr(K \leq N) + \sum_{k=N+1}^{2N} \left( \frac{k}{2N-k} \right) \left(2(k-N) - 1\right) (N-k) \Pr(K = k) + N(2N-1) \sum_{k=N+1}^{N} \left( \frac{k}{2N} \right) \Pr(K = k) \]

\[ = Q(N+1, N) + \frac{e^{-\bar{m}} \bar{m}^{1+N}}{6(N-1)!} \left[ 3 \, F_1 \left(1 - N, \frac{3}{2} - \frac{\bar{m}}{4}\right) + \bar{m}(N-1) \, F_1 \left(2 - N, \frac{5}{2} - \frac{\bar{m}}{4}\right) + \frac{(1 - e^{-\bar{m}}) \bar{m}^{2N}}{(2N)!} \right]. \tag{20} \]

\[ \text{Fig. 3. Average number of successful MTDs as a function of the number of channels for } \tau \in \{0.1, 0.3\} \text{ bpcu/MTD} \]

\[ \text{a function of the system parameters while comparing it with an OMA setup. Unless stated otherwise, results are obtained by setting } \bar{m} = 60, \alpha = 3.6, \mu = 10\% , \theta = 1, \tau = 0.2 \text{ bpcu/MTD and } a_1 = a_1^{(i)} = a_2 = a_2^{(i)} = \delta/2. \text{ We set } \phi_1 = -10\text{dB}, \text{ which matches the scenario where all the outside aggregators, serving areas of radius } 40\text{m, are operating with one MTD per channel, while forming a PPP with density } 10^{-4.4}/\text{m}^2. \text{ Also, } \delta = 1 \text{ such that the average consumed power per orthogonal channel keeps the same for either the } L = 1 \text{ or } L = 2 \text{ setup, while the interference generated over MTDs sharing the same channel but outside the serving zone keeps similar as in the OMA setup. For the relaying phase we set } \phi_2 = -26\text{dB, which matches the scenario where BSs are serving circular areas of approximately } 500\text{m, while forming a PPP with density } 10^{-4.6}/\text{m}^2. \text{ Simulation results are generated using } 20000 \text{ Monte Carlo runs}^9. \]

\[ \text{Fig. 3 shows that the hybrid scheme for the aggregation phase can improve the spectral efficiency by providing service to a greater number of MTDs when the access demand increases, e.g., } \bar{m} \gtrsim 2N. \text{ This claim comes from \[24\], where only the aggregation phase was analyzed. We now extend it by considering the relaying phase, where spite the fact that multiplexing a greater number of MTDs with the same rate degrades the system reliability, the advantage of the hybrid scheme over the purely OMA setup holds. Notice that spectral efficiency for both setups, e.g., } L = 1 \text{ and } L = 2, \text{ degrades by decreasing } \phi_1, \phi_2 \text{ as can be observed in Fig. 4 and/or by increasing } \tau. \text{ In fact, when } \tau \text{ increases the degradation of the relaying phase performance due to more data that it is being transmitted could be faster than the increase in the number of active MTDs in the aggregation phase when } N \text{ increases, thus, the overall performance may worsen as it is shown in Fig. 3 for the case of } \tau = 0.3 \text{ bpcu/MTD when } N \gtrsim 45. \text{ On the other hand all the curves tend to overlap when } N \]

\[ \text{Note that simulations, proposed analytical expressions and approximations fit well in all the cases depicted Fig. 3/4, which validates our findings.}^9 \]
increases since the probability of having two MTDs sharing the same orthogonal channel decreases so that performance is similar to OMA setup. The fluctuations observed in the CRS scheme for different values of $N$ is consequence of higher dependence/sensitivity on power control coefficients compared to RRS scheme. Thus, a careful selection of those parameters is required for each system setup. For the CRS scheme we were able to reach closed-form expressions in [24] Eqs. (33), (34) for the power control coefficients while attaining similar reliability for both MTDs sharing the same channel. Notice that when using the RRS scheme, all MTDs have chance to transmit independently of the channel conditions, which could model more realistic scenarios where some MTDs require be served urgently. Also, RRS has a slight decreased performance compared to CRS scheme in the aggregation phase [24].

Fig. 5 investigates the required $a_1$ for RRS to attain either similar reliability for both MTDs sharing the same channel or a maximum average number of simultaneously active MTDs in the aggregation phase $K$ [24] Eq. (17)], as a function of $\phi_1$. As outside interference increases, the required power control coefficient for the first MTD, $a_1$, decreases when similar reliability is the goal, since the performance of the second MTD deteriorates faster and the power control coefficient $a_2$ should increase. Otherwise, when the goal is to maximize the number of simultaneously active MTDs, the performance of the second MTD needs to be sacrificed, even more so when the outside interference increases until the hybrid scheme performs as the OMA setup, e.g., $a_1 = 1, a_2 = 0$. Notice that almost all the time, a greater SIC imperfection leads to a reduction in the required $a_1$, decreasing its impact on the performance of the second decoded MTD. Only when reaching $K_{\text{max}}$ is the goal and the outside interference is sufficiently large, a greater SIC imperfection accelerates the transition to OMA by increasing $a_1$. Also, increasing $\phi_1$ deteriorates $K$ (see numbered labels in Fig. 5).

The reachable maximum average of simultaneously served MTDs as a function total power constraint coefficient, $\delta$, is shown in Fig. 6. Therein, we find the coefficients $a_1$ and $a_2$ that maximize $K_{\text{max}}$, such that $a_1 + a_2 = \delta$. Notice that increasing $\delta$ has a positive impact on the system performance as long as the appropriate values of $a_1$ and $a_2$ are selected, which can be deduced from numbered labels in the figure. For the case of $\tau = 0.3$ bpcu/MTD this effect is not evident since the relaying phase is limiting the system performance much more than the aggregation phase. On the other hand, increasing $\delta$ is not always feasible, e.g., due to transmit hardware limitations, or even advisable, e.g., due to the extra interference that might be generated over other OMA networks or because of a low energy efficiency performance. Therefore, the appropriate selection of $\delta$ is of paramount importance.

Fig. 7 shows the average number of simultaneously served MTDs as a function of the SIC imperfection parameter for $N = 30$. 

![Fig. 4. Relaying phase: average number of successful MTDs as a function of $\phi_2$ for $\phi_1 \in \{-15,-5\}$ dB and $N = 30$.](image1)

![Fig. 5. $a_1 (a_2 = \delta - a_1)$ as a function of $\phi_1$ for the RRS scheme to attain either similar reliability for both MTDs sharing the same channel or a maximum average number of simultaneously active MTDs in the aggregation phase, $\mu = \{0,10\}$% and $N = 30$.](image2)

![Fig. 6. Maximum average of simultaneously served MTDs as a function of $\delta$, for $N = 30$ and $\tau \in \{0,10.3\}$ bpcu/MTD.](image3)

![Fig. 7. Average number of successful MTDs as a function of the SIC imperfection parameter for $N = 30$.](image4)
related with the $L = 2$ setup, the OMA setup curves are shown with straight lines. Of course, when $\mu$ increases, the performance of the $L = 2$ setup deteriorates, specifically if the power coefficients are not tuned accordingly. This is because those coefficients work well for certain system parameters but others will be required if they change, e.g. different $\mu$ in this case. It is expected that a smaller $a_1$, hence larger $a_2$, work better as $\mu$ increases as shown previously in Fig. 5. It is clear that failing to efficiently eliminate the inside interference could reduce significantly the benefits from NOMA, and can be a challenging issue for implementing NOMA in practice.

VI. Conclusion

We analyzed the data aggregation and relaying in interference-limited mMTC network. We evaluate a hybrid access scheme, OMA-NOMA, while investigating its performance in terms of average number of simultaneously served MTDs. Power control coefficients are incorporated to the practical-interest RRS scheme, while we investigate them numerically. The numerical results also show that our hybrid access scheme aims at providing massive connectivity in scenarios with high access demand. However, inter-cluster interference could reduce significantly the benefits from NOMA, and challenging its implementation in practice.

APPENDIX A

Proof of Theorem I

As in [24] Th. 1, let us write the success probabilities as

$$p_{1,1} = \mathbb{E}_{I_{o,1}}[\Pr(h > \theta I_{o,1}|I_{o,1})] = \mathbb{E}_{I_{o,1}}[e^{-\theta I_{o,1}}|I_{o,1}],$$

(23)

$$p_{1,2} = \mathbb{E}_{I_{o,1}}[\Pr \left( \max(h_1, h_2) - \frac{\theta a_2}{a_1} \min(h_1, h_2) > \frac{\theta a_1}{a_2} I_{o,1} \right) I_{o,1}]$$

$$= \mathbb{E}_{I_{o,1}} \left[ \Pr \left( v_1 > \frac{\theta a_1}{a_2} I_{o,1} \right) I_{o,1} \right]$$

$$= 1 - \mathbb{E}_{I_{o,1}} \left[ F_{\mathcal{V}_1} \left( \frac{\theta a_1}{a_2} I_{o,1} \right) \right],$$

(24)

$$p_{2,2} = \mathbb{E}_{I_{o,1}} \left[ \Pr \left( \min(h_1, h_2) - \frac{\theta a_1}{a_2} \max(h_1, h_2) > \frac{\theta a_2}{a_1} I_{o,1} \right) I_{o,1} \right]$$

$$= \mathbb{E}_{I_{o,1}} \left[ \Pr \left( v_2 > \frac{\theta a_2}{a_1} I_{o,1} \right) I_{o,1} \right]$$

$$= 1 - \mathbb{E}_{I_{o,1}} \left[ F_{\mathcal{V}_2} \left( \frac{\theta a_2}{a_1} I_{o,1} \right) \right],$$

(25)

where $p_{j,u} = \Pr(SIR_{j,u} > \theta)$, $v_1 = \max(h_1, h_2) - \frac{\theta a_2}{a_1} \min(h_1, h_2)$ and $v_2 = \min(h_1, h_2) - \frac{\theta a_1}{a_2} \max(h_1, h_2)$, while (a) and (b) come from using their CDF expressions, which are obtained next.

$$F_{\mathcal{V}_1}(v_1) = \Pr(\max(h_1, h_2) - \frac{\theta a_2}{a_1} \min(h_1, h_2) \leq v_1)$$

$$= \Pr \left( \max(h_1, h_2) \leq v_1 + \frac{\theta a_2}{a_1} \min(h_1, h_2) \right)$$

$$= \Pr \left( h_1 \leq v_1 + \frac{\theta a_2}{a_1} \min(h_1, h_2) \right) \bigcap h_2 \leq v_1 + \frac{\theta a_2}{a_1} \min(h_1, h_2))$$

$$= \Pr \left( \min(h_1, h_2) \geq \frac{(h_1 - v_1)a_1}{\theta a_2} \bigcap \min(h_1, h_2) \geq \frac{(h_2 - v_1)a_1}{\theta a_2} \bigcap (h_2 - v_1)a_1 \right)$$

$$= \Pr \left( h_1 \geq \frac{(h_1 - v_1)a_1}{\theta a_2} \bigcap h_2 \geq \frac{(h_2 - v_1)a_1}{\theta a_2} \bigcap (h_2 - v_1)a_1 \right)$$

$$= \Pr \left( h_1 \geq \frac{(h_1 - v_1)a_1}{\theta a_2} \bigcap h_2 \geq \frac{(h_2 - v_1)a_1}{\theta a_2} \bigcap (h_2 - v_1)a_1 \right)$$

$$= \Pr \left( h_1 \geq \frac{(h_1 - v_1)a_1}{\theta a_2} \bigcap h_2 \geq \frac{(h_2 - v_1)a_1}{\theta a_2} \right)$$

(26)

Let’s consider the following cases:

- $0 \leq \frac{\theta a_2}{a_1} < 1$, then we can continue from equation 26.
as follows.
\[
F_{V_1}(v_1) = \Pr \left( h_1 \leq \frac{v_1}{1 - \vartheta a_1} \cap h_2 \geq \frac{h_1 a_1 - v_1 a_1}{\theta a_2} \cap h_2 \leq \frac{h_1 \theta a_2 + v_1}{1 - \vartheta a_1} \right)
\]
and the intersection region is shown in Fig. 8a and notice that \(h_1, h_2 \geq 0\) are also restrictions. Therefore we can transform (27) to attain the result in (28) at the top of the next page.

\(\vartheta a_2 \geq 1\), then we can continue from equation (26) as follows.
\[
F_{V_1}(v_1) = \Pr \left( h_1 \geq \frac{v_1}{1 - \vartheta a_1} \cap h_2 \geq \frac{h_1 a_1 - v_1 a_1}{\theta a_2} \cap h_2 \leq \frac{h_1 \theta a_2 + v_1}{1 - \vartheta a_1} \right).
\]
Notice that regions \(h_1 \geq \frac{v_1}{1 - \vartheta a_2} < 0\) and \(h_2 \geq \frac{v_1}{1 - \vartheta a_1}\) do not say nothing new because we already know that \(h_1, h_2 \geq 0\). Therefore we can write (29) as
\[
F_{V_1}(v_1) = \Pr \left( h_1 \geq \frac{h_1 a_1}{\theta a_2} + \frac{v_1}{1 - \vartheta a_1} \cap h_2 \leq \frac{h_1 \theta a_2 + v_1}{1 - \vartheta a_1} \right),
\]
and the intersection region is shown in Fig. 8a. Thus, by working on (30) we reach (31) at the top of next page (below 28).

By combining (28) and (31) we attain the general expression for \(F_{V_1}(v_1)\), which is
\[
F_{V_1}(v_1) = \begin{cases} 
1 - \frac{2a_1}{a_1 + a_2} e^{-v_1} + \frac{a_1 - a_2}{a_1 + a_2} e^{-\frac{2v_1}{a_1 + a_2}}, & \text{if } 0 \leq \frac{a_2}{a_1} < 1 \\
1 - \frac{2a_1}{a_1 + a_2} e^{-v_1}, & \text{if } \frac{a_2}{a_1} \geq 1
\end{cases}
\]
while
\[
F_{V_2}(v_2) = \begin{cases} 
1 - \frac{a_2 \theta a_2 + a_1}{a_2 \theta a_2}, & \text{if } 0 \leq \frac{a_2 \theta a_2 + a_1}{a_2 \theta a_2} < 1 \\
1, & \text{if } \frac{a_2 \theta a_2 + a_1}{a_2 \theta a_2} \geq 1
\end{cases}
\]

can be attained by following a similar procedure.

Finally, by taking the expectation in (23), (24) and (25) we attain (4), (5) and (6), respectively.

**APPENDIX B**

**PROOF OF THEOREM 2**

For the system model in Section III the outside interference on each channel is independent. Let \(K\) be the number of MTDs requiring data transmission, the conditional distribution of \(K_1\) is given in (34) (on the top of the next page) where \(f_1(k_1) = \min(k_1, 2N - K)\), \(f_2(k_1, r_1) = \min(k_1 - r_1, K - N)\) and \(f_3(k_1) = \min(k_1, N)\). Notice that when \(K \leq N\) all the MTDs are operating alone in their channels, while when \(N < K < 2N\), \(2N - K\) MTDs will be operating alone and \(K - N\) will be sharing their channels. Additionally, when \(K \geq 2N\), the \(N\) MTDs with channel resources are sharing their channels.

Thus, (35) comes from combinatorial and probability theories. The indicator function guarantees operation in the appropriate regions, e.g., \(N < K < 2N\) and \(K \geq N\), according to the particular case. After using \(\Pr(K_1 = k_1) = \sum_{k=0}^{\infty} \Pr(K_1 = k_1 | K = k) \Pr(K = k)\) along with some algebraic manipulations we attain the result in (37).
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