Multiclass classification of dephasing channels
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We address the use of neural networks (NNs) in classifying the environmental parameters of single-qubit dephasing channels. In particular, we investigate the performance of linear perceptrons and of two non-linear NN architectures. At variance with time-series-based approaches, our goal is to learn a discretized probability distribution over the parameters using tomographic data at just two random instants of time. We consider dephasing channels originating either from classical 1/fα noise or from the interaction with a bath of quantum oscillators. The parameters to be classified are the color α of the classical noise or the Ohmicity parameter s of the quantum environment. In both cases, we found that NNs are able to exactly classify parameters into 16 classes using noiseless data (a linear NN is enough for the color, whereas a single-layer NN is needed for the Ohmicity). In the presence of noisy data (e.g. coming from noisy tomographic measurements), the network is able to classify the color of the 1/fα noise into 16 classes with about 70% accuracy, whereas classification of Ohmicity turns out to be challenging. We also consider a more coarse-grained task, and train the network to discriminate between two macro-classes corresponding to α ≲ 1 and s ≲ 1, obtaining up to 96% and 79% accuracy using single-layer NNs.

I. INTRODUCTION

Noisy intermediate scale quantum devices are currently available [1], but the technology does need to overcome this intermediate stage to allow their full scalability [2]. In this endeavour, the ability to fully characterize the unavoidable impact of the environment on the quantum system of interest is a cornerstone for the implementation of quantum information tasks [3, 4], including redundancy calibration or high fidelity quantum gates. In particular, high performance quantum simulators [5], sensors [6], and computers [7] rely on the precise knowledge of the surrounding environment [8], which is usually modelled as a complex system, made of many and non-controllable degrees of freedom.

Dephasing channels describe the open dynamics of quantum systems that do not exchange energy with their surrounding environments, but are nevertheless affected in their coherence [9]. If a qubit goes through a dephasing channel, the environment, and in particular the noise spectral features, strongly affects the qubit reduced dynamics. Upon accessing the quantum state of the qubit it is thus possible to infer the spectral parameters of the noise. The use of a single qubit as a quantum probe for environmental parameters has been extensively analyzed [10–15]. However, in all these studies the qubit probe must be measured at a very specific time in order to achieve high precision. In this paper, we go beyond this constraint, and design a classification technique which requires tomographic data at just two random instants of times, within a fixed time-window.

We consider two paradigmatic models of dephasing. The first is the celebrated 1/fα classical noise originating from the interaction with a set of classical fluctuators [16]. The second, referred to as quantum dephasing noise, comes from the interaction of the qubit with a bath of bosonic oscillators [3]. The 1/fα noise is an ubiquitous model of noise, which affects both quantum and classical systems. The value of the exponent α is usually referred to as the color of the noise, and depends on the details of the system under investigation [17–21]. If the environment is a collection of bosonic modes, the spin-boson model is instead suitable to describe the dephasing dynamics of a single qubit interacting with the quantum bath.

Machine learning (ML) for physics aims at discovering and implementing data-driven-adaptive approaches to solve physical problems. ML is finding a widespread, growing number of applications in quantum physics including quantum tomography [22–27], metrology and sensing [28–30], entanglement classification [31, 32], quantum thermodynamics [33], quantum control [34], communication [35], and renormalization group. In turn, attention has been devoted also to open quantum systems dynamics and noise mitigation. Restricted Boltzmann machines and neural quantum states found several applications to dynamical systems [36–38] undergoing dephasing, and more recently autoregressive models over experimental data has been discussed [39]. Other techniques have been also considered for simulation of open quantum systems, as convex-optimization for Lindbladian [40], unsupervised tensor network learning [24],
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adaptive regression strategy [41], and deep evolutionary approaches [42]. On the flip side, long short-term memory architecture has shown itself able to offer high improvements to the arduous problems of noise mitigation and spectrum understanding [43].

In this paper, we address discrimination (i.e. classification) problems for single-qubit dephasing channels, originating either from the interaction with a classical or a quantum environment. Specifically, we want the network to distinguish among a discretized set of spectral parameters, i.e. the color of the noise for classical dephasing and the Ohmicity for the quantum baths. Our approach relies on the fact that deep neural networks are effective at learning functions, or at replicating the dynamical parameters thereof [44–48]. Our goal is to infer the environment parameters by feeding the network with tomographic data taken at (only) two random instants of time. In this way, we lift the constraint of the qubit state being measured at a specific time. We show that NNs are able to perfectly discriminate between different values of the spectral parameters, as long as we use noiseless data. Noisy data, instead, reduce the performance. More specifically, classification of the color of classical noise is still feasible, whereas boson baths are more difficult to classify. Higher levels of accuracy are still accessible by reframing the problem into a two-class discrimination task, which is of interest in several potential applications [10, 33, 49].

The paper is structured as follows: In section II we introduce the physical model for a dephasing qubit stemming either from a classical or a quantum environment; In section III we describe the dataset preparation and we briefly review the learning models salient characteristics and metrics. In Section IV we present our results for two main families of data: noiseless and noisy data. We address accuracy and macro-F1 score to evaluate the classification performance. Section V closes the paper with final discussions and remarks.

II. THE MODEL

A qubit dephasing channel is described by the quantum map:

$$\rho(t) = \frac{1 + \Lambda(t)}{2} \rho(0) + \frac{1 - \Lambda(t)}{2} \sigma_z \rho(0) \sigma_z$$

(1)

where $\sigma_z$ is a Pauli matrix, $\rho(0)$ is the initial density matrix of the qubit, and $\Lambda(t)$ is referred to as the dephasing function. The explicit expression of $\Lambda(t)$ depends on the specific microscopic model describing the system-environment interaction. The dephasing map in Eq. (1) may originate from different mechanisms. Here we consider two of them, which are relevant to different branches of quantum technology, corresponding to situations where the qubit interacts with a classical fluctuating environment or with a bosonic bath [50, 51]. If the qubit interacts with a classical bistable fluctuator having random switching rates $\gamma$, the dephasing coefficient takes the expression [52]:

$$\Lambda_c(t, \alpha) = \int_{\gamma_1}^{\gamma_2} G(t, \gamma) p_\alpha(\gamma) d\gamma$$

(2)

with

$$G(t, \gamma) = e^{-\gamma t} \left[ \cosh(\delta t) + \frac{\gamma}{\delta} \sinh(\delta t) \right],$$

(3)

$$\delta = \sqrt{\gamma^2 - 4},$$

and $t$ is a dimensionless time. If the probability distribution $p_\alpha(\gamma)$ is defined as:

$$p_\alpha(\gamma) = \begin{cases} \frac{1}{\gamma_{\alpha}}, & \alpha = 1 \\ \frac{a - 1}{\gamma^a}, & \alpha \neq 1 \end{cases}$$

(4)

the overall spectrum of the noise corresponds to a $1/f^\alpha$ distribution. As mentioned above, the parameter $\alpha$ is referred to as the color of the noise, since it determines the weight of the different frequencies $f$.

If the qubit is interacting with a bath of quantum oscillators at zero temperature, the dephasing function has an exponential decaying form [3]:

$$\Lambda_q(t, s) = e^{-\Gamma(t, \omega_c, s)}$$

(5)

with

$$\Gamma(t, \omega_c, s) = \begin{cases} \frac{1}{2} \ln \frac{1 + \omega_c^2}{2} & s = 1 \\ \left(1 - \cos s\frac{s-1}{2} \sec t \right) & s \neq 1 \end{cases}$$

(6)

where $\Gamma[x] = \int_{0}^{\infty} t^{x-1} e^{-t} dt$. The quantity $\omega_c$ is usually referred to as cutoff frequency of the bath, whereas $s$ is the so-called Ohmicity parameter. The Ohmicity governs the behaviour of the spectrum at low frequency, and identifies three regimes: for $s < 1$ the spectrum is referred to as subOhmic, $s = 1$ singles out the Ohmic case, and $s > 1$ corresponds to a superOhmic environment.

As mentioned earlier, our aim is to discriminate between different values of the parameters $\alpha$ and $s$ in the classical and quantum case, respectively.

III. LEARNING TASK AND MODELS

A. Data description

For a generic state $|\phi\rangle = |\beta_1\rangle |0\rangle + |\beta_2\rangle |1\rangle$, randomly sampled from the Haar distribution in $\mathbb{C}^2$, the associated density matrix is $\rho = |\phi\rangle \langle \phi |$, and the state evolved in a dephasing channels is given by Eq. (1), i.e.

$$\rho(t, \nu_l) = \left( \begin{array}{cc} |eta_1|^2 & \beta_1 \beta_2^* \Lambda_l(t, \nu_l) \\ \beta_1^* \beta_2 \Lambda_l(t, \nu_l) & |eta_2|^2 \end{array} \right)$$

(7)

where $\Lambda_l(t, \nu_l)$ is the dephasing function with $l = c, q$ and we identify the noise parameters $\nu_c = \alpha$ and $\nu_q = s$. 
In order to feed the network, we need to know the density matrix $\rho(t)$ at some time. To this aim we should consider a reliable tomographic measurement, e.g. a *symmetric informationally complete* probability operator-valued measure (SIC-POVM) i.e. the set $\{M_k = |M_k\rangle \langle M_k|, \sum_{k=1}^{d^2} M_k = \mathbb{I}, \text{rank} = 1\}^{d^2}_{k=1}$ where the $|M_k\rangle$ are $d$-dimensional states with Hilbert-Schmidt product $\text{Tr}(M_k M_\nu) = \frac{1+\delta_{k\nu}}{d+1}$ [53, 54]. SIC operators are maximally efficient at estimating the quantum state. For this reason they are largely employed in tomography and cryptography [53, 54] and this makes them good candidates for us as well.

To build our datasets, we leverage the injective mapping between the convex set of density operators and the set of probability distributions over $d^2$ outcomes $p_k(t) = \text{Tr}[M_k \rho(t)]$ [55]. A quantum state of a $d$-dimensional system can be thus expressed as a $d^2$-dimensional real vector on a regular simplex $S$ immersed in $\mathbb{R}^{d^2-1}$, $\|P_{\nu}(t,\nu_l)\rangle\rangle = (p_1, p_2, \ldots, p_{d^2})^T_{\Lambda_j}$, with $l = (c,q)$ (i.e. classical or quantum). Indeed, the subset of the points representing density matrices in the $d^2 - 1$-simplex corresponds to the $d^2 - 1$ generalized Bloch sphere vectors [56]. In particular, we consider the qubit systems, for which SIC basis can be directly expressed in term of Pauli ones [55].

For a given number $N$ of initial density matrices, and a fixed dimensionless-time windows $D$ of arbitrary width, we consider the set of pairs $\{(t_1,t_2),t_1,t_2 \in D\}$. The input states $x_{\nu_l}$ for the networks are devised as follow:

$$\{t_1,t_2\} \rightarrow \{x_{\nu_l}\} = \left\{ \|P_{\nu_l}(t_1)\rangle\rangle \bigoplus \|P_{\nu_l}(t_2)\rangle\rangle \right\}.$$  

We create a selection of $m$ arbitrarily chosen classes of bath parameters $\vec{\nu}_c = (\alpha_1 \ldots \alpha_m)$ and $\vec{\nu}_q = (s_1 \ldots s_m)$, for the classical and quantum environment, respectively. To build our dataset $D_l$ we collect and shuffle the inputs $x_{\nu_l}$ for the selected values of the parameter $\nu_l \in \vec{\nu}_l$:

$$D_l = \bigcup_{k=1}^{N} \bigcup_{\nu_l \in \vec{\nu}_l} \{x_{\nu_l}, \nu_l\}_{\rho_k} \quad l = c, q \quad (8)$$

where $\rho_k$ is the $k$-th randomly generated density matrix of Eq. (7), and we use the shorthand notation $\nu_l \in \vec{\nu}_l$ to indicate the different elements of the set $\vec{\nu}_l$.

### B. Learning Models

Our task is to learn the function

$$f : S \bigoplus S \rightarrow \mathbb{R}^m$$

$$x_{\nu_l} \rightarrow y_{\text{out}}$$

mapping the input $x_{\nu_l}$ to the vector $y_{\text{out}}$, i.e. the probability distribution of the parameter $\nu_l$ over the $m$ classes. The class with highest probability is then the estimated value of the bath parameter. The explicit equations for a feed-forward neural network of $n - 2$ hidden layer are given by:

$$h_1 = \sigma(W_1 x_{\nu_l} + b_1)$$

$$\ldots$$

$$h_n = \sigma(W_{n-1} h_{n-1} + b_{n-1})$$

$$y_{\text{out}} = \text{softmax}(h_n)$$

where $W_i$ ($i = 1, \ldots, n - 1$) are the weights that the network is going to learn during the training phase, $h_i$ is the $i$-th network layer, $b_i$ the bias vectors and $\sigma$ is the activation function, which is the ReLU function $\text{ReLU}(x) = \max(0, x)$. When the network maps a function from $h_{n-1} \rightarrow h_i$ with $\text{dim}(h_{n-1}) < \text{dim}(h_i)$, the network is compressing information by mapping the input into a lower space. Otherwise the network is mapping the input to a space of higher dimension.

We use three different models for our analysis: a simple linear perceptron (LP), a single inner-layer feed-forward neural network 8-5-16 (in the picture), and a 8-30-30-30-30-16 feed-forward NN.

![FIG. 1. Schematic diagram of our NN-based classification methods. We address the use of a linear perceptron (LP), a single inner-layer feed-forward neural network 8-5-16 (in the picture), and a 8-30-30-30-30-16 feed-forward NN.](image-url)
we use the categorical cross-entropy, which quantifies how far is the prediction of the models from the correct class.

In order to assess the predictions made by our classification models, we use two performance metrics: accuracy and the macro F1-score. Both are built from the confusion matrix $C$, which is a $m \times m$ table where the entry $C_{jk}$ contains the number of events where the $j$-th actual class led to a predicted $k$-th class. Given a dataset of $N$ elements, the first measure is the accuracy, naturally defined as $A = \frac{1}{N} \sum_j C_{jj}$. However, we cannot rely on this measure alone, especially when it comes to comparing different models. We need a measure that takes into account the imbalances in the class distribution [58]. In turn, the precision is defined as the number of correctly predicted instances out of all predicted instances. For each actual class $j$, precision is defined as $P_j = \frac{C_{jj}}{\sum_k C_{jk}}$.

The recall is instead defined as the number of correctly predicted instances out of the number of true ones. For each predicted class $k$, we have $R_k = \frac{C_{kk}}{\sum_j C_{jj}}$. Finally, we define the F1 score for each class as the harmonic mean $F1_j = \frac{2 \cdot P_j \cdot R_j}{P_j + R_j}$. The overall metric we use to assess performance is then the macro averaged F1 score:

$$F1 = \frac{1}{m} \sum_{j=1}^{m} F1_j,$$

which we just refer to as the F1-score hereafter.

IV. RESULTS

A. Datasets preparation

For each dataset, we employ $N = 2500$ Haar-generated density matrices undergoing the dephasing channel of Eq. (7). Then, we create 1000 time-ordered couples $\{(t_1, t_2)\}$ using 110 random times, uniformly distributed in the selected time window $D$. In addition, we set the following physical parameters: the frequency parameters for colored noise lies in the interval $[\gamma_1, \gamma_2] = [10^{-4}, 10^4]$, whereas the cutoff frequency for the spin-boson model is set to $\omega_c = 1$. All the functions are implemented using a Python library for real and complex floating-point arithmetic with arbitrary precision [59].

We create different datasets for our experiments as follows. At first, we want to test how our models work with noiseless data. This is relevant in order to gauge the absolute performance of our learning models. Then, we introduce Gaussian measurement noise into our data $x_i$. In particular, we assume that each $p_i(t)$ is affected by a random Gaussian perturbation, taken from the normal distribution $\mathcal{N}(0, 0.01)$.

We then focus on two different classification tasks. First, for noiseless and noisy data, we establish $m = 16$ classes $\vec{\nu}_l$. Then, we reshape our noisy data into 2 coarsely-grained classes $\vec{\mu}_l = (\nu_l \leq 1, \nu_l > 1)$ with $l = c, q$. The two-class datasets allow us to assess whether the network is able to classify data according to a leading physical property of the environment, i.e. being more or less ‘colored’ for classical noise or being sub/super-Ohmic for the quantum bath.

All datasets consist of $15.3 \cdot 10^5$ shuffled-input training data, and $3.6 \cdot 10^3$ shuffled-input for (both) validation and test. The time windows are chosen to cover the relevant dynamics of the system, they are $D = [0.2, 3.14]$ for noiseless colored data, $D = [0.4, 2.15]$ for noisy colored data, and $D = [0.2, 7]$ for the bosonic bath (noiseless and noisy case, see Fig. 2). We use pure initial states, again to test the model in ideal conditions, and mixed ones with purity $\text{Tr}[\rho(0, \nu_l)^2] = 0.72$, to mimic realistic noisy conditions. The mixed states are obtained by depolarizing the initial pure states.
### B. Noiseless measurement data

The noise-free scenario aims to test whether, and to which extent, a LP or a NN are able to solve the classification problem using 16 classes for the dephasing parameters. For this task the NN architecture is set to 8-5-16 with RElu activation. For both NN and LP we use the following specifications: batchsize = 300 for training, the dataset is split in test, train, and validation, with the validation dataset monitoring the early-stopping function, set at one, to avoid overfitting [60].

For classical colored noise the problem is linear. Our experiments confirm that the problem may be easily solved with both (LP and NN) models, achieving 100% accuracy (and F1-score) with either pure or mixed initial states. In the Ohmic case, we observe a difference in the performance of the two classification models. The LP model cannot achieve perfect classification using pure initial state states, while a single inner layer NN achieves perfect environment discrimination. Results are summarized in Fig. (3). We anticipate that the small differences between the performance of the different models will be amplified in the realistic scenario, i.e., when measurement noise is added.

Additionally, we want to understand how our network generalizes with respect to novel data, by training and testing the network with data coming from different regions of the Bloch sphere, e.g. states with a constraint in the component along the z-axis. The train and the test datasets are given by

\[ D_{\text{tr}} = \{ x_{\nu l} : | \text{Tr} [ \sigma_z \rho(0, \nu_l)] | < 0.7 \} \]  
\[ D_{\text{te}} = \{ x_{\nu l} : 0.7 < | \text{Tr} [ \sigma_z \rho(0, \nu_l)] | < 0.8 \} \]

respectively. In this way we can ensure that the test states are always far enough and separated from our train/validation set (in the Euclidean sense). In this case, we use the 8-5-16 architecture and the experiment aims to assess whether the network is truly inferring the bath parameters from the \{x_{\nu l}\} inputs, or we are just overfitting. Results for the single-layer NN confirm that our model is able to classify novel data. Indeed, we obtain perfect scoring for accuracy and macro-F1 (both 100%). This provides further evidence in favor of our basic hypothesis: the network is learning a function able to catch the hallmark of the baths.

Finally, we also consider a situation in which we train the network over initial pure states and test it with mixed initial states. Specifically, the datasets are:

\[ D_{\text{tr}} = \{ x_{\nu l} : \text{Tr} [ \rho^2(0, \nu_l)] = 1 \} \]  
\[ D_{\text{te}} = \{ x_{\nu l} : \text{Tr} [ \rho^2(0, \nu_l)] = 0.72 \} \]

The test dataset is obtained by depolarizing the initial pure states. We consider the 16 classes problem, and use the 8-5-16 model. Batch-size is equal to 300 and early stopping is set to one. The above single-layer NN is indeed able to discriminate the bath parameters, obtaining an accuracy \( \sim 100\% \) for the color \( \alpha \) and \( \sim 88\% \) for the Ohmicity \( s \).

### C. Noisy measurement data

If data are affected by Gaussian noise, the performance of LP and NN models degrades. In particular, LPs fail to classify parameters due to the strong nonlinearity of the problem. For the 16-classes problem, we employ both the 8-5-16 NN model and 8-30-30-30-30 LP architecture. Batch-size and early stopping parameters are left unchanged. Similar architectures have been exploited in other applications facing noisy datasets [25, 61].

Results for the colored noise classification case are shown in Figure 4. LP model apparently fails at classifying noise, reaching at most the order of the random guess (\( \sim 0.06 \)). The non-linear NN architectures can instead achieve higher values of F1-score and accuracy by increasing the number of layers. We found that for 16 classes problem, the noisy case requires wider inner layers. In other words, data are mapped into a space of higher dimension than their initial one. In order to illustrate the model statistics, we report the confusion matrix for the 16-classes colored classical noise (mixed initial state) in Appendix A. The classification task is instead challenging in the Ohmic noisy case, where the best performer is the 5 inner-layers model and is able to achieve an accuracy of 0.25, corresponding to a F1-score equal to 0.22.

#### 1. A two-class classification problem

In order to investigate the problem from a physical driven perspective, we also consider the case where the
Network is given the problem to distinguish between the \( \alpha \lesssim 1 \) regimes for the classical noise and sub/super-Ohmic dephasing \( (s \lesssim 1) \) for the quantum bath.

Results are illustrated in Fig. 5, which shows how the problem is non-linear and highly dependent on the classical or quantum nature of the environment. For classical colored noise with pure initial states, the best performer is the single-layer NN, able to achieve 96% in both accuracy and F1. For mixed states, the corresponding values of F1 and accuracy are 83% and 82%, just a 1% less with respect to the 5-layers NN, however obtained with a simpler architecture. Indeed, the model deals with the noise perturbations efficiently. This is another evidence that the network captures the physical fingerprint of the environment parameters.

For the quantum bath with mixed initial states, a 8% advantage is gained by the 1-layer model. On the contrary, for pure initial states the 5-layers model leads to a higher accuracy and F1 score. This behavior may be understood by considering the data sparseness. Indeed, if we add a L1 regularization term \([62]\) the network may reach up to 81% accuracy and 80% for F1-score. Overall, the single-layer network turns out as the most efficient model for tackling the two-class task.

V. CONCLUSIONS

In this paper, we have analyzed the use of neural networks to classify the noise parameter of dephasing channels. We have considered channels originating either from classical \( 1/f^\alpha \) noise or from the interaction with a bath of quantum oscillators. Our strategy involves the use of a single qubit to probe the channel and requires, to train the classifying network, the knowledge of the qubit density matrix at just two random instants of time within a fixed time-window.

At first, we have shown that the qubit dephasing problem may be re-casted into a linear discrimination task, solvable with minimal resources, e.g. basic-vanilla ML models. In particular, we have shown that our network is able to exactly classify spectral parameters into 16 classes.
using noiseless data. Then, in order to assess the performance in a more realistic scenario, we added Gaussian noise to data. For the 16 classes task linearity is lost for both colored and Ohmic dephasing. The classical noise classification is still feasible with a 5-layer NN model, leading to a relatively high accuracy, whereas quantum dephasing classification is prone to fail. We also trained the network to discriminate between to macro-classes, involving either $a \lesssim 1$ or $s \lesssim 1$. In these cases the single layer model outpaces the 5-layer one, reaching levels of F1 and accuracy of 96% for the colored and 79% for the Ohmic environment.

Our results confirm the feasibility of the approach, i.e. the use of neural networks in classifying the environmental parameters of single-qubit dephasing channels. This is remarkable, in view of the small amount of data (the state at two random instants of time) needed to use the network. Our results show that, in general, bosonic baths are more demanding to discriminate compared to classical $1/f^\alpha$ noise, and that NN may not be able to achieve multiclass classification of quantum noise. For the simpler task of two-class classification a single-layer NN is able to effectively discriminate noise, either classical or quantum.

Our results show that quantum probing may be effectively enhanced by the use of NNs, which provide a way to effectively extract information from tomographic data, and pave the way for future investigations devoted to more advanced and in-depth architectures for realistic use-case, e.g. to unveil the reason under the bosonic bath hardships.
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For the sake of completeness, we report here (see Fig. 6) an example of confusion matrix for a 16-classes classification task involving classical colored noise and initially mixed states in the presence of noise. Similar patterns may be observed for pure initial states. The good accuracy level is witnessed by the higher values of the diagonal entries, whereas the good F1 score is achieved because the off-diagonal elements are smaller. Notice that the accuracy starts to drop from class $\alpha = 1.2$ and the larger drop may be seen in the range $[1.7, 2]$, where the off-diagonal entries takes a non-negligible value. This brings a geometrical consideration inspired by the behavior of the dephasing factor $\Lambda_c(t, \alpha)$: when noise is added, the data are no more well separated. The smaller is the difference $|\Lambda_c(t, \alpha_j) - \Lambda_c(t, \alpha_{j+1})|$, the harder is for the network to identify an optimal separating hyperplane between classes $j$ and $j + 1$. This is especially true for the classes $\alpha \in [1.7, 2]$.

### Appendix A: 16-classes confusion matrices

![Confusion Matrix](https://via.placeholder.com/150)

**FIG. 6.** Confusion matrix for a 16-class classification model involving mixed states undergoing a colored noise dephasing and subject to Gaussian noise in the tomographic stage (red denotes higher values and light blue lower ones). The higher contributions to the confusion correspond to the region $\alpha = [1.7, 2]$ where the dephasing factors become closer and closer. This shows that the network is more difficult to separate hyperplanes.