There is a stark tension among different formulations of quantum theory in that some are fundamentally time-symmetric and others are radically time-asymmetric. This tension is crisply captured when thinking of physical theories as theories of processes. We review process theories and their diagrammatic representation, and show how quantum theory can be described in this language. The tension between time-symmetry and time-asymmetry is then captured by the tension between two of the key structures that are used in this framework. On the one hand, the symmetry is captured by a dagger structure, which is represented by a reflection of diagrams. On the other hand, the asymmetry is captured by a condition involving discarding which, ultimately, is responsible for the theory being compatible with relativistic causality.

Next we consider three different ways in which we this tension can be resolved. The first of these is closely related to recent work of Lucien Hardy, where the tension is resolved by adding in a time reversed version of discarding together with a suitable consistency condition. The second is, to our knowledge, a new approach. Here the tension is resolved by adding in new systems which propagate backwards in time, and imposing a consistency condition to avoid running into well known time-travel paradoxes. The final approach that we explore is closely related to work of Oreshkov and Cerf, where the tension is resolved by removing the constraint associated with discarding. We show two equivalent ways in which this can be done whilst ensuring that the resulting theory still makes sensible operational predictions.
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1 Introduction

It is a commonly held belief that quantum theory, or indeed nature itself, is time-symmetric. This claim, however, requires qualification — whilst the unitary dynamics of the theory may be time-symmetric [75, 47, 9], the theory as a whole certainly is not [4, 74, 43]. In fact, from this broader perspective, we find that time symmetry is broken in a rather dramatic way. This is exemplified by the fact that while there are many pure states in the theory — corresponding to rays in a Hilbert space — there are no pure effects that can be realised without invoking post-selection, i.e., conditioning on the outcomes when performing measurements. Beyond the pure theory, we find that there is a single effect — discarding (i.e., the (partial) trace) — that can be implemented without post-selection whilst every density matrix corresponds to a preparable state. Process-theoretically, as demonstrated in [25], the time reverse of quantum theory is a remarkably different theory: it has only a single state and describes a theory of eternal noise.

There are several attempts in the literature to re-formulate these time-asymmetric theories in an explicitly time-symmetric way. There are many different motivations for doing so. Firstly, for philosophical reasons we may believe that nature should not have a preferred direction of time at a fundamental level, and hence, quantum theory as a fundamental description of nature should be time-symmetric. If this is the case, then the asymmetry that we observe in our experiments must be an emergent phenomena, perhaps arising due to particular choices of boundary conditions for the universe [52]. Secondly, in our attempts to reconcile the theories of quantum theory and gravity there are hints that modifying the role of time in quantum theory will be essential. In particular, it may be the case that we cannot have a predetermined causal structure and so the ‘past’ and ‘future’ could be inextricably mixed [41]. If that is the case, formulating quantum theory in a time-neutral way may be essential to making progress on the unification of quantum theory and general relativity. Thirdly, if we take the view that quantum theory is a generalisation of Bayesian probability theory, that is that quantum states are epistemic rather than ontic, then it is natural to want to treat space and time on an equal footing [46]. This requires that we find a time-neutral formulation of the theory and that the apparent time-asymmetry arise from how we choose to apply the theory to physical scenarios rather than being fundamental.

Without necessarily subscribing to any of these reasons, in this paper, we consider the possible approaches to describing quantum theory in a time-symmetric/neutral way. We see that many existing works in this direction [51, 50, 53, 52, 5, 6] all have a particularly concise process-theoretic description. Moreover, as we show, they all correspond to essentially the same process theory, differing only in convention and philosophical perspective rather than in their underlying mathematics.

We also see that there are various other ways to symmetrise quantum theory. We consider two such ways, one of which has close connections to the work in [29, 42] whilst the other is, to our knowledge, a new approach inspired by the view of antiparticles as being particles travelling back in time.

It is worth commenting further on the process-theoretic nature of our construction. In particular, it means that whilst we are going to focus on quantum theory as a concrete example in this paper, these constructions can be applied more generally, for example, to arbitrary generalised probabilistic theories (GPTs) [40, 8], operational probabilistic theories (OPTs) [11, 12, 28], categorical probabilistic theories [35], or even theories that make no reference to probabilities at all (as have often been considered in the categorical quantum mechanics literature [1, 18, 17, 31]). One interesting feature to highlight, is that the
symmetrised version of a theory will often be outside of the framework used to describe the original theory. For example, a time symmetrised GPT is typically not itself a GPT. This showcases the utility of process theories as a flexible and widely applicable framework for exploring conceivable physical theories.

The remainder of the paper is structured as follows. In section 2 we introduce the basics of the framework of process theories. In particular, we define the key concepts which underpin this work namely causality, time symmetry, and time neutrality. We illustrate these abstract definitions with the concrete example of quantum theory. In section 3 we explore different approaches that one could take towards obtaining a time-symmetric version of quantum theory. In section 4 we recast various other approaches to time symmetry and neutrality in two equivalent ways. The first is a direct adaptation of the existing literature whilst the second is a more elegant and broadly applicable way to capture the same idea. We end this section by discussing connections to higher-order processes [13, 54, 10, 71, 77].

This paper is intended as a broad overview of the possibilities of studying time symmetry and neutrality from a process-theoretic perspective. Each approach deserves further study in its own right. As such, we will try to highlight various open problems and research directions throughout.

2 Process theories

A process theory [22, 19, 20, 63, 61] comprises of a collection of processes. For example,

\[
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{fig1.png}
\end{array}
\]

is a process with input systems \( A \) and \( B \) and output systems \( A \), \( C \), and \( C \). Moreover, this collection of processes must be closed under forming diagrams by wiring processes together. For example the diagram,

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{fig2.png}
\end{array}
\]

corresponds to another process in the theory with inputs \( D \) and \( A \) and outputs \( A \), \( E \), and \( C \). This wiring is subject to the following constraints:

i. outputs cannot be wired to outputs, and inputs cannot be wired to inputs;
ii. the wiring is acyclic;
iii. systems can only be connected if their system types match.
Moreover, we have a notion of diagrammatic equality: two diagrams are equal if they represent the same wiring. For example,

\[ \text{Diagram 1} = \text{Diagram 2} \]

In other words, the precise layout of processes on the page is not important: all that matters is their connectivity.

**Remark 2.1.** In categorical quantum mechanics [1, 3] every symmetric monoidal category (SMC) is taken to be a process theory – subject to Mac Lane’s strictification theorem [48]. Following [55], we also proposed certain operad algebras as process theories [69].

2.1 Example 1: quantum physics

To illustrate this abstract definition we introduce a process theory that describes finite-dimensional quantum theory, \( \text{QPhys} \). There are two different kinds of systems in \( \text{QPhys} \): quantum systems, denoted by purple wires and labelled by finite-dimensional Hilbert spaces \( \mathcal{H} \), and classical systems, denoted by grey wires and labelled by finite sets, \( \mathcal{A} \). The quantum systems are the fundamental systems of interest within quantum theory, whilst the classical systems represent how we interact with the quantum world. For example, they represent the control variables on experimental devices, and the pointers on measurement apparatus that encode the outcome of the measurement. This is the setting previously considered by [26, 60, 35, 70, 63], amongst other works.

Following these conventions, a general quantum instrument, \( \mathcal{E} \), is denoted by,

\[ \begin{array}{c|c} \mathcal{K} & \mathcal{A} \\ \hline \mathcal{E} & \mathcal{H} \\ \mathcal{X} \end{array} \]

This has a quantum system, \( \mathcal{H} \), together with a classical control variable, \( \mathcal{X} \), as inputs and a quantum system, \( \mathcal{K} \), together with a classical outcome variable, \( \mathcal{A} \), as outputs. Formally this can be understood as a completely positive trace preserving (CPTP) map between complex matrix algebras,

\[ \mathcal{E} : \mathcal{B}[\mathcal{H}] \otimes \left( \bigoplus_{x \in \mathcal{X}} \mathcal{B}[\mathcal{C}] \right) \to \mathcal{B}[\mathcal{K}] \otimes \left( \bigoplus_{y \in \mathcal{Y}} \mathcal{B}[\mathcal{C}] \right). \]

This general definition looks somewhat complicated, but it can be well understood by considering more familiar special cases.

If there is no classical input or output then we formally treat this as the singleton set \( * := \{ * \} \). In this case we have that \( \mathcal{B}[\mathcal{H}] \otimes (\bigoplus_{* \in \mathcal{X}} \mathcal{B}[\mathcal{C}]) \cong \mathcal{B}[\mathcal{H}] \) which is the standard non-commutative matrix algebra associated to a quantum system \( \mathcal{H} \). In contrast, if there is no
quantum input or output then we formally treat this as the one-dimensional Hilbert space $C$. In this case we have that $B[C] \otimes (\oplus_{x \in X} B[C]) \cong \oplus_{x \in X} B[C]$ which is a commutative matrix algebra which is commonly associated to a classical system.

A process with no inputs and only a quantum output,

\[
\begin{array}{c}
|\mathcal{H} \rangle \\
\rho \downarrow
\end{array}
\]

therefore corresponds to a CPTP map, $\rho : B[C] \rightarrow B[\mathcal{H}]$. These are in one-to-one correspondence with elements of $B[\mathcal{H}]$ with unit-trace, i.e., quantum states.

A process with a quantum input and a classical output,

\[
\begin{array}{c}
|A \rangle \\
M \downarrow \mathcal{H}
\end{array}
\]

corresponds to a CPTP map, $M : B[\mathcal{H}] \rightarrow \bigoplus_{a \in A} B[C]$. These are in one-to-one correspondence with sets of positive operators in $B[\mathcal{H}]$ indexed by $a \in A$, $\{ M_a \}_{a \in A}$, such that $\sum_{a \in A} M_a = 1_{\mathcal{H}}$. In other words, they are in one-to-one correspondence with destructive POVM measurements.

When we compose a quantum state with a quantum measurement then we end up with a process which has only classical outputs,

\[
\begin{array}{c}
|A \rangle \\
\downarrow
\end{array}
\begin{array}{c}
|A \rangle \\
M \downarrow \mathcal{H}
\end{array}
\]

\[
:=
\begin{array}{c}
|A \rangle \\
\downarrow
\end{array}
\begin{array}{c}
\mathcal{H} \\
\rho \downarrow
\end{array}
\]

(corresponding to a CPTP map $p : B[C] \rightarrow \bigoplus_{a \in A} B[C]$. This is simply the sequential composition of the CPTP maps $\rho$ and $M$, i.e., $p = M \circ \rho$. Processes of this form are in one-to-one correspondence with probability distributions over the set $A$ and in particular, to the probability distribution defined by $p(a) = \text{tr}(M_a \rho)$ for all $a \in A$. Hence, we see that the Born rule is encoded as a special case of how CPTP maps compose in sequence.

More generally, a process with only classical inputs and outputs,

\[
\begin{array}{c}
|A \rangle \\
S \downarrow X
\end{array}
\]

\[
\]

corresponds to a CPTP map, $S : \bigoplus_{x \in X} B[C] \rightarrow \bigoplus_{a \in A} B[C]$. These are in one-to-one correspondence with stochastic maps from $X$ to $A$. They therefore map probability distributions over $X$ to probability distributions over $A$ via

\[
\begin{array}{c}
|X \rangle \\
\downarrow
\end{array}
\begin{array}{c}
|A \rangle \\
S \downarrow X
\end{array}
\]

\[
\]

\[
\]
Some other special cases which are common in the literature are

\[
\begin{align*}
\begin{tikzpicture}
  \node (A) at (0,0) {$\mathcal{K}$};
  \node (B) at (0,-1) {$\mathcal{A}$};
  \node (C) at (1,-1) {$\mathcal{E}$};
  \node (D) at (1,0) {$\mathcal{H}$};
  \node (E) at (1,-2) {$\mathcal{X}$};
  \draw[->] (A) -- (B);
  \draw[->] (C) -- (D);
  \draw[->] (C) -- (E);
\end{tikzpicture},
\end{align*}
\]

which describe non-destructive measurements, classically controlled state preparations, and classically controlled CPTP maps respectively.

Finally, let us consider the set of processes with no outputs,

\[
\begin{align*}
\begin{tikzpicture}
  \node (A) at (0,0) {$\mathcal{E}$};
  \node (B) at (0,-1) {$\mathcal{H}$};
  \node (C) at (0,-2) {$\mathcal{X}$};
  \draw[->] (A) -- (B);
  \draw[->] (A) -- (C);
\end{tikzpicture}.
\end{align*}
\]

They correspond to CPTP maps \( E : \mathcal{B}[\mathcal{H}] \otimes \left( \bigoplus_{x \in \mathcal{X}} \mathcal{B}[\mathcal{X}] \right) \rightarrow \mathcal{B}[\mathcal{X}] \). Note, however, that, due to the trace-preservation condition, these processes are unique. On the quantum system they correspond to the (partial) trace whilst on the classical system they correspond to marginalisation. Since they are unique we introduce a special symbol to denote them:

\[
\begin{align*}
\begin{tikzpicture}
  \node (A) at (0,0) {$\mathcal{E}$};
  \node (B) at (0,-1) {$\mathcal{H}$};
  \node (C) at (0,-2) {$\mathcal{X}$};
  \draw[->] (A) -- (B);
  \draw[->] (A) -- (C);
\end{tikzpicture}.
\end{align*}
\]

A special case of the above process is when there is also no input system. Then, there is a unique process with neither input nor output which corresponds to the unique CPTP map from \( \mathcal{B}[\mathcal{X}] \) to itself. This can be thought of as the scalar 1 which maps, for example, \( \rho \mapsto 1 \cdot \rho = \rho \). We diagrammatically denote the scalar 1 by the empty diagram,

\[
\begin{align*}
\begin{tikzpicture}
  \node (A) at (0,0) {$\mathcal{E}$};
  \node (B) at (0,-1) {$\mathcal{H}$};
  \node (C) at (0,-2) {$\mathcal{X}$};
  \draw[->] (A) -- (B);
  \draw[->] (A) -- (C);
\end{tikzpicture}.
\end{align*}
\]

The process-theoretic presentation of quantum theory is a time-asymmetric theory: every system has a large number of states, i.e., density matrices, but only a single effect, i.e., the (partial) trace. Indeed, as demonstrated in an earlier paper, \cite{25}, the time reverse of \textit{QPhys} is a remarkably different theory: it has only a single state and describes a theory of eternal noise. We abstractly characterise theories that have a trace-preservation property in section 2.2, and formalise the notion of time symmetry which they (typically) violate in section 2.4.

2.2 Deterministic and causal process theories

The fact that quantum theory has a single scalar, namely the empty diagram, means that \textit{QPhys} is a deterministic process theory:

\textbf{Definition 2.2} (Determinism). We say that a process theory which has only a single scalar, the empty diagram

\[
\begin{align*}
\begin{tikzpicture}
  \node (A) at (0,0) {$\mathcal{E}$};
  \node (B) at (0,-1) {$\mathcal{H}$};
  \node (C) at (0,-2) {$\mathcal{X}$};
  \draw[->] (A) -- (B);
  \draw[->] (A) -- (C);
\end{tikzpicture},
\end{align*}
\]

is a deterministic process theory.

The reason for this terminology, is that such theories describe only processes that can be realised with certainty. That is, they do not capture processes that occur only as one possibility amongst many.

For example, in \textit{QPhys} determinism means that we must consider measurements as channels from a quantum to a classical system, as this is something that we can choose
to implement in the lab. One can also think of measurements as being represented by a
collection of POVM elements. The individual POVM elements, however, are not part of
\textbf{QPhys} as they are not things that we can choose to implement – we have no control over
which possibility will occur.

The trace-preservation condition for quantum processes in \textbf{QPhys} can also be elegantly
expressed in process-theoretic terms. In short, it says that there is a unique way to go from
something to nothing. More formally, for any system $A$ there is a unique process with $A$
as an input with no outputs. These are often known as \textit{discarding} maps as they often
correspond to simply throwing away or ignoring a system. We, like in the case of \textbf{QPhys},
denote these by:

$$\not\not_A.$$  \hfill (16)

**Definition 2.3** (Causality [11, 21, 15]). We say that any process theory which, for each
system $A$, has a unique process from $A$ to nothing, is a \textit{causal} process theory.

Many important conditions immediately follow for any causal process theory:

i. Discarding a composite system is the same as discarding the components:

$$\not\not_{AB} = \not\not_A \not\not_B.$$  \hfill (17)

This means that our theory has a well-defined subsystem structure, as, for example,
it gives a unique way to define local states given a global state.

ii. Discarding the outputs of any process is the same as discarding the inputs:

$$\not\not_B = \not\not_A.$$  \hfill (18)

This is known as \textit{discard preservation} and is the abstract characterisation of trace
preservation of quantum theory.

iii. There is a unique scalar, and, hence, the theory is \textit{deterministic}. This follows as the
special case of the (unique) discarding effect with a trivial input.

Whilst we have just seen that causality implies determinism, the converse is not neces-
sarily true. Indeed, in section 4.4 we define a process theory that is deterministic but not
causal.

The terminology ‘causality’ is used because the above condition ensures that the theory
is non-signalling between causally separated regions [15] and, more generally, is compatible
with relativistic causal structure [44]. For example, suppose we have two space-like separ-
ated parties which, hence, cannot directly signal to one another. They may, however, have
some common past and future where their light cones intersect. This would be represented
by a diagram of the shape:

$$\not\not_{AB} = \not\not_A \not\not_B.$$  \hfill (19)
Then, to describe the local physics from the perspective of the left-hand party we discard the right-hand output as it is inaccessible to them:

\[
\begin{align*}
J & \quad \alpha \\
\alpha & \quad K \\
\beta & \quad f
\end{align*}
\]

(20)

Using now the fact that the only effect is the discarding map, and that \( f_\beta \) satisfies Eq. (18), we find that:

\[
\begin{align*}
J & \quad \alpha \\
\alpha & \quad K \\
\beta & \quad f
\end{align*}
\]

(21)

That is, the right-hand input is simply discarded and is entirely disconnected from the left-hand side. In particular, any control that the right-hand party may have had over the input cannot have any influence over what the left-hand party could observe at their output.

**Remark 2.4.** In more category theoretic language, a causal process theory can be thought of as a symmetric monoidal category in which the monoidal unit is terminal [15].

### 2.3 Time-reversed process theories

To understand time symmetry we must first consider what it means to time reverse a process theory. That is, we must understand what transformation we are demanding the theory to be invariant under.

For any process theory, \( \text{Proc} \), there is a very simple way to reverse the arrow of time. We simply read the diagrams in the theory from top to bottom rather than bottom to top. The inputs of a process are then considered outputs and the outputs are considered inputs. It is often, however, more convenient to take an active view of time reversal – that is, we keep the bottom to the top reading of the diagrams but we flip all of the diagrams upside down. This defines a new process theory, which we denote by \( \text{Proc}_R \). This has the same systems and processes as \( \text{Proc} \), but all of these processes go in the opposite direction. That is,

\[
\begin{align*}
A & \quad B \\
\alpha & \quad f \\
\beta & \quad C
\end{align*}
\] \( \in \text{Proc}_R \) \( \iff \) \( \begin{align*}
A & \quad C \\
\alpha & \quad f \\
\beta & \quad C
\end{align*} \) \( \in \text{Proc} \).

(22)

Moreover, composition in \( \text{Proc}_R \) can be defined as the time reverse of composing the
original processes in \( \text{Proc} \). This means, for example, that

\[
\begin{array}{c}
A \\
\text{f} \\
\downarrow \\
B \\
A \\
\text{g} \\
\downarrow \\
C \\
\end{array}
\quad = \quad
\begin{array}{c}
A \\
\text{h} \\
\downarrow \\
C \\
\end{array}
\in \text{Proc}_R
\quad \iff \quad
\begin{array}{c}
A \\
\text{g} \\
\downarrow \\
C \\
\end{array}
\quad = \quad
\begin{array}{c}
A \\
\text{h} \\
\downarrow \\
C \\
\end{array}
\in \text{Proc}.
\]

(23)

It is straightforward to see that time-reversing a theory twice leaves it invariant. That is, \( \text{Proc}_{RR} = \text{Proc} \).

**Remark 2.5.** Categorically time reversal is simply the standard contravariant functor from a category to the opposite category \( R : \text{Proc} \to \text{Proc}_R \).

If the process theory, \( \text{Proc} \), that we start with is a causal process theory, then, as noted in [25], the time-reversed theory will, typically, be remarkably different. It describes a theory with a single state for every system, which is left invariant by every transformation – it is a theory of eternal noise.

**Definition 2.6** (Retrocausality). We say that any process theory which, for each system \( A \), has a unique process from nothing to \( A \), is a retrocausal process theory.

In this somewhat less poetic language, the result of [25] states that the time reverse of a causal theory is a retrocausal theory. In particular, in any retrocausal theory there will be a unique state for each system, which we denote as:

\[
\begin{array}{c}
A \\
\downarrow \\
A
\end{array}
\quad .
\]

(24)

This, in many theories, can be thought of as a state of uniform noise. Uniqueness of this state implies that they compose as:

\[
\begin{array}{c}
AB \\
\downarrow \\
A \quad B
\end{array}
\quad = \quad
\begin{array}{c}
A \\
\downarrow \\
A
\end{array}
\quad = \quad
\begin{array}{c}
A \\
\downarrow \\
B
\end{array},
\]

(25)

and, moreover, that every other process will satisfy a retrocausality constraint:

\[
\begin{array}{c}
A \\
\text{f} \\
\downarrow \\
B
\end{array}
\quad = \quad
\begin{array}{c}
A \\
\downarrow \\
A
\end{array}.
\]

(26)

Finally, note that, like causal process theories, retrocausal process theories are necessarily deterministic (in the sense of Def. 2.2).

### 2.4 Time-symmetric process theories

Refs. [51, 50, 53, 52, 5, 6] formulate quantum theory in a time-symmetric way. From a process-theoretic perspective, this means that the process theory is the same as the time-reversed theory. Equivalently, this means that time-reversal is *internal* to the process theory. Formally, we capture this by saying that a process theory is time-symmetric if and only if it permits a *dagger* [1, 2, 64].
Definition 2.7 (Dagger). A dagger is a map, $\dagger$, from the process theory to itself that reflects diagrams. Specifically, it acts on processes as

$$
\begin{array}{c}
\begin{array}{c}
A \\
\downarrow f \\
A \\
B \\
\end{array}
\end{array}
\quad \dagger
\quad
\begin{array}{c}
\begin{array}{c}
A \\
\downarrow f \\
A \\
C \\
\end{array}
\end{array}
\quad \begin{array}{c}
\begin{array}{c}
A \\
\downarrow C \\
A \\
C \\
\end{array}
\end{array}
\end{array}
$$

and moreover, on diagrams as

$$
\begin{array}{c}
\g\quad \dagger
\quad \g
\end{array}
$$

To understand the connection to time symmetry, note that if a process theory has a dagger, then for every process $f : A \to B$ in the theory there exists a process $f^\dagger : B \to A$ (that is, the symbolic notation for the upside-down $f$). The process, $f^\dagger$, can be interpreted as the time-reversed version of the process, $f$. Moreover, it is such that wiring together the time-reversed processes in the reverse order is the same as taking the time-reverse of the process representing the diagram. Hence, we say that process theories with daggers are time-symmetric.

Note that this is not the same as demanding that every process in the theory is time-symmetric\(^1\). Instead, we are imposing the time symmetry at the level of the theory as a whole. Indeed, it is in this sense that the theories of [6, 5, 51, 52, 67, 66, 53, 50] can be considered to be time-symmetric.

Remark 2.8. If the process theory is representing an SMC then any involutive contravariant endofunctor $\dagger : \text{Proc} \to \text{Proc}$, which acts as the identity on objects provides a dagger for the process theory. This allows us to see that the existence of a dagger implies that $\text{Proc}$ and $\text{Proc}_R$ are covariantly isomorphic as we can define the covariant isomorphism simply by $R \circ \dagger : \text{Proc} \to \text{Proc}_R$, which is covariant as $\dagger$ and $R$ are each contravariant. Note that $\text{Proc}$ and $\text{Proc}_R$ are, by definition, contravariantly isomorphic, so the covariance here is the key to having a time-symmetric theory.

Theorem 2.9. [25, Thm. 3] A time-symmetric theory is causal if and only if it is retro-causal.

This is because there is a unique state for a system given by the dagger of the discarding map:

$$
\dagger \left( \begin{array}{c} \underline{A} \\ \end{array} \right) = \dagger \left( \begin{array}{c} \underline{A} \\ \end{array} \right).
$$

\(^1\)That would be the case if we additionally require that $f = f^\dagger$, and, hence, that there are no processes in which the inputs differed from the outputs.
It is therefore immediately clear, as noted in [25], that QPhys is not a time-symmetric theory – it is causal but not retrocausal. To see this it suffices to note that there are multiple distinct states for any (non-trivial) system, e.g., the computational basis states of a qubit:

\[ C^2 \neq C^2 \]  \hspace{1cm} (30)

2.5 Time-neutral process theories

In the work of [53], the authors aim to go a step beyond the time symmetry that we have just described and instead want to have a version of quantum theory that is time-neutral. Process-theoretically this means that we want to forget about the distinction between inputs and outputs entirely. This is possible if the theory has cups & caps [1, 14].

**Definition 2.10** (Cups & caps). A cup is a process, \( \hat{U} \), in a process theory that can be represented as a bent piece of wire, \( \hat{U} \), which allows us to connect inputs to inputs. Similarly a cap is a process, \( \hat{V} \), which can be represented as a wire bent in the other direction, \( \hat{V} \), which allows us to connect outputs to outputs. For our representation of these processes as bent wires to actually make sense, that is, for it to be compatible with the idea that only the connectivity of diagrams matters, these processes must satisfy the following conditions:

\[ \hat{U} = \hat{U} \quad \& \quad \hat{V} = \hat{V} \] \hspace{1cm} (33)

**Remark 2.11.** There are other conditions that one would expect these two to satisfy such as,

\[ \hat{V} = \hat{V} \] \hspace{1cm} (34)

it turns out, however, that these can be derived from the two above and so do not need to be additionally imposed.

Time-neutrality goes a step further than time-symmetry as it allows for freely interchanging some of the inputs with outputs and vice versa. This is in contrast to time-symmetry which requires flipping all of them at once. What this means is that time neutral
Theories allow for a freer notion of wiring which neglects the input-output structure. For example, the following diagram is permissible:

Theories with cups & caps are therefore said to be time-neutral as there is no real distinction between the inputs and outputs of a process\(^2\). Moreover, there is no meaningful causal order that can be assigned to the processes within general diagrams as this freer notion of wiring allows for cycles. For example, in the diagram,

we have the situation where \( f \) is both in the ‘causal future’ and the ‘causal past’ of \( g \). This process-theoretic notion of a time-neutral theory is a stronger notion than that of a time-symmetric theory. That is, any time-neutral theory is also necessarily time-symmetric, as we can define a dagger using cups & caps,

\[
\uparrow \left( \begin{array}{c} B \\ A \end{array} \right) := \begin{array}{c} \phantom{B} \\ \phantom{A} \end{array} \begin{array}{c} B \\ A \end{array}.
\]

It can easily be seen that this does indeed satisfy the constraints of Def. 2.7 [20].

**Theorem 2.12.** If a time-neutral theory is causal then there only can be only a single process between any two systems.

**Proof.** As time neutrality implies time symmetry, we immediately have that causality implies retrocausality. Hence, for every system we have a unique state and effect. In particular, this means that,

\[
\ominus = \begin{array}{c} \phantom{A} \\ \phantom{B} \end{array} \begin{array}{c} A \\ B \end{array} \quad \text{and} \quad \bigcup = \begin{array}{c} \phantom{B} \\ \phantom{A} \end{array}.
\]

\(^2\)Recall that in the definition or a process theory, section 2, that the only distinction between the inputs and the outputs of a process is that outputs cannot be wired to outputs and inputs cannot be wired to inputs, and so cups & caps allow us to circumvent this restriction.
Equation (33) then implies that:

\[
\begin{align*}
\begin{array}{c}
\text{(39)} \\
\begin{array}{c}
\quad \\
\end{array}
\end{array}
\end{align*}
\]

From the above we find that for any \( f \) we have:

\[
\begin{align*}
\begin{array}{c}
\text{(40)} \\
\begin{array}{c}
\quad \\
\end{array}
\end{array}
\end{align*}
\]

As this holds for any process \( f \) we have therefore shown that there is a unique process per pair of systems in the theory, namely:

\[
\begin{align*}
\begin{array}{c}
\text{(41)} \\
\begin{array}{c}
\quad \\
\end{array}
\end{array}
\end{align*}
\]

It is therefore clear that the process theory \( Q\text{Phys} \) is not a time-neutral theory as there are multiple distinct processes with the same inputs and outputs. For example:

\[
\begin{align*}
\begin{array}{c}
\text{(42)} \\
\begin{array}{c}
\quad \\
\end{array}
\end{array}
\end{align*}
\]

Remark 2.13. Categorically cups & caps correspond to the unit and counit in a compact closed category in which the objects are equal to their dual.

One could argue that process theories with cups & caps are not truly time-neutral as the individual processes still have a distinction between input and output systems, even if we can now freely interchange them. In [69] we show how to go to fully time-neutral process theories, where there is no distinction between inputs and outputs even at the level of a single process.

2.6 Example 2: quantum calculations

We have seen that our first key example, \( Q\text{Phys} \), is a causal process theory that fails to be either time-neutral or time-symmetric. There is, however, a closely related theory \( Q\text{Calc} \), which is a super theory of \( Q\text{Phys} \) that is both time-symmetric and time-neutral. This is the theory in which we often perform calculations about quantum physics – for example, when computing the probability of a measurement outcome.

The systems in \( Q\text{Calc} \) are the same as those of \( Q\text{Phys} \) and so we will use the same diagrammatic notation for them as we did in \( Q\text{Phys} \). The entire difference between the two theories is a simple modification to the definition of the processes. That is, in \( Q\text{Phys} \)
processes were defined as CPTP maps, whilst in QCalc we drop the trace preservation condition and allow for arbitrary completely positive maps. In particular, the ‘states’ of quantum systems, $\mathcal{H}$, are given by arbitrary positive operators and so are not necessarily unit-trace, and the ‘states’ of classical systems, $\mathcal{X}$, are arbitrary functions over $\mathcal{X}$ valued in $\mathbb{R}^+$ rather than probability distributions over $\mathcal{X}$.

Notably, this theory is not a causal nor a deterministic process theory. Indeed, there are many processes which have a system $\mathcal{H}$ as an input and no output,

$$
\begin{array}{cc}
\gamma & \\
\mathcal{H} & \\
\end{array}
$$

These correspond to CP maps $e : \mathcal{B}[\mathcal{H}] \to \mathcal{B}[\mathcal{C}]$, which can be thought of as positive linear functionals on the cone of positive operators on $\mathcal{H}$. This includes, but is not limited to, the quantum effects $\text{tr}(\rho \cdot \cdot )$. Similarly, many processes have a system $\mathcal{X}$ as an input and no output,

$$
\begin{array}{cc}
\gamma & \\
\mathcal{X} & \\
\end{array}
$$

These correspond to CP maps $r : \bigoplus_{x \in \mathcal{X}} \mathcal{B}[\mathcal{C}] \to \mathcal{B}[\mathcal{C}]$, which can be thought of as positive linear functionals on the cone of $\mathbb{R}^+$ valued functions over $\mathcal{X}$.

It was the causality of QPhys which we leveraged to demonstrate that it is neither time neutral nor time symmetric. We will now see that as QCalc is free of this causality condition, that it is indeed time symmetric and moreover is time neutral. That is, we will show that it has a dagger as well as cups & caps.

A suitable dagger for QCalc is given by the Hermitian adjoint, $\dagger$. There are other daggers, such as the transpose, however the Hermitian adjoint is special because it has the property that when applied to a state it defines an effect that tests for that state [62, 63]. That is,

$$
\dagger : \rho \mapsto \text{tr}(\rho \cdot \cdot ).
$$

Moreover, it inverts reversible dynamics: for any unitary supermap $U$,

$$
\dagger : U \mapsto U^{-1}.
$$

These two conditions mean that the Hermitian adjoint is well suited to be interpreted as time-reversal for QCalc.

We can now turn to cups & caps. In the case of quantum systems, $\mathcal{H}$, these can be expressed as,

$$
\begin{array}{cc}
\mathcal{H} & \\
\bigcup & \\
\mathcal{H} & \\
\end{array}
$$

for some basis $|i\rangle \in \mathcal{H}$. That is, the cup is a supernormalised version of the Bell state and the cap is a supernormalised Bell effect. For classical systems, $\mathcal{A}$, we express the cup and cap as,

$$
\begin{array}{cc}
\mathcal{A} & \\
\bigcup & \\
\mathcal{A} & \\
\end{array}
$$

That is, as the supernormalised perfectly correlated probability distribution and the supernormalised perfectly correlated response function respectively.
Note that the dagger given by the Hermitian adjoint and cups & caps interact in the way that one would expect, namely,

\[ H \quad \dag_H \quad H \quad \dag_H \quad H \quad \dag_H \quad H . \]  

(49)

This implies that we can indeed view the Hermitian adjoint as a reflection of the diagrams.

Many of the processes within this theory have a clear physical interpretation. Most obviously the trace-preserving processes, as these are exactly the processes in \( \text{QPhys} \), but, beyond this, we can also quite easily interpret the trace-non-increasing CP maps. These can be viewed as processes that occur in some branch of a causal process, that is, processes that only occur as one possibility amongst many.

One may have hoped that one could simply add in trace-nonincreasing processes to \( \text{QPhys} \) to obtain a time symmetric theory. Ultimately, however, this is not enough and we must also include some trace-increasing CP maps too. For example, the dagger of the discarding effect is a supernormalised maximally mixed state, and, hence, is a trace-increasing CP map. If we were to try to give these trace-increasing processes a physical interpretation then we would run into problems. In particular, the theory cannot be given a sensible operational interpretation, for example, it permits ‘probabilities’ that are greater than 1. A simple example of this comes from composing the cups & caps themselves. In particular, we find that:

\[ | H |_2 \quad \text{and} \quad | A |_A . \]

(50)

As scalars that are greater than one do not have any physical interpretation, \( \text{QCalc} \) cannot be a good description of nature. Nonetheless, as we mentioned earlier, it is extremely useful as a theory in which we perform calculations relevant to quantum physics. For example, if we want to compute the probability of some measurement outcome given a state, then we can simply compose the associated effect with the state:

\[ \rho \quad \sigma \quad H \quad \text{tr} \quad \rho \sigma . \]

(51)

This necessarily results in a sensible probability if the state and effect are both trace non-increasing.

2.7 Process theories with dual systems

In the previous subsections, we have assumed that systems are invariant under time reversal. While this is a natural assumption to make, it is also interesting to consider situations in which this is not the case. For example, in particle physics it is often taken to be the case that time-reversed particles are in fact antiparticles. Indeed, in section 3.2 we define a new kind of time-symmetric quantum theory that captures this idea.

To investigate such situations we introduce time directed arrows to our systems,
and say that these systems are dual to one another. We symbolically denote these by $A^\dagger$ and $A^\ddagger$ respectively.

It is then clear that when we time reverse such a process theory, that is, by reading the diagrams from top to bottom rather than bottom to top, systems will get mapped to their duals. For example,

$$
\begin{array}{c}
A \uparrow B \\
A \downarrow C \\
\end{array}
\text{ Proc}_R \iff
\begin{array}{c}
A \downarrow C \\
A \uparrow B \\
\end{array}
\text{ Proc.}
$$

(53)

This means that we must also suitably refine the notion of the dagger, and, hence, the condition for time symmetry for such theories.

**Definition 2.14** (Daggers for process theories with duals). A dagger is a map, $\dagger$, from the process theory to itself that reflects diagrams. In particular, it acts on processes as,

$$
\begin{array}{c}
A \uparrow B \\
A \downarrow C \\
\end{array}
\dagger
\begin{array}{c}
A \downarrow C \\
A \uparrow B \\
\end{array}
$$

(54)

and, moreover, on diagrams as

$$
\begin{array}{c}
A \uparrow B \\
A \downarrow C \\
\end{array}
\dagger
\begin{array}{c}
A \downarrow C \\
A \uparrow B \\
\end{array}
$$

(55)

We can then say that a process theory with duals is time-symmetric if and only if it has a dagger.

The definition of cups & caps can also be suitably modified in this context to the bent wires

$$
\begin{array}{c}
\uparrow \\
\uparrow \\
\end{array}
$$

satisfying the obvious diagrammatic equations. A process theory with duals is then said to be time-neutral if and only if it has such cups & caps.

**2.8 Example 3: quantum symmetries**

An example of a category with duals is the category of representations of a group, $G$, within quantum theory, $\text{QRep}_G$. It has representations of a group $G$ on objects in $\text{QCalc}$ as objects, and certain special kind of processes within $\text{QCalc}$, called intertwiners, as its morphisms. An extensive discussion of this category in the context of categorical quantum
dynamics can be found in [30, 32]. This process theory was previously considered in the context of resource theories of asymmetry as a way to define the free set of processes [24, Example 3.9]. The perspective we take here, however, is that this is a mixed state version of the ideas presented in [7, Penrose (1971)]. These two perspectives are, however, equivalent to one another thanks to a covariant version of Stinespring’s dilation theorem [59, 72].

In section 3.2 we motivate \textit{QRep} physically by creating a toy model for particle physics, where a particle is identified with a representation of \(G\) on a quantum system \(\mathcal{B}(\mathcal{H})\). Generally speaking, a particle is defined in the literature as a particular irreducible representation of the Poincaré group, which has infinite dimensionality. In our case, however, we construct a toy model by assuming that we have only finite representations of some other group \(G\). However, it is known that the approach also generalises to (certain) infinite groups [32].

This toy model has the potential to put particle physics under a new light since it provides a neat description for the interaction of particles with classical systems. For instance, it allows for a clear definition of measurements within particle physics. In addition, it creates a passage from the standard pure state to mixed state particle physics, for example, via the CPM construction [64].

We now define the category \textit{QRep}_\(G\) using a diagrammatic notation for groups and their representations that we describe in App. A.

\textbf{Definition 2.15.} Consider a group \(G\). The category \textit{QRep}_\(G\) consists of the following data:

- Objects are pairs,

\[
\left( Q, \pi_Q \right),
\]

where \(Q\) is an object in \textit{QCalc} and \(\pi_Q\) is a causal representation (see Eq. (141)) of \(G\) on \(Q\).

- The monoidal product of \((Q, \pi_Q)\) and \((Q', \pi_{Q'}')\) is given by

\[
\left( Q \otimes Q', \pi \pi' \right).
\]

- The monoidal unit is the pair \((C, \pi_C)\), where \(\pi_C\) is the trivial representation:

\[
\left( C, \pi_G \right) = \mathbb{1}_G.
\]

- Morphisms from \((Q, \pi_Q)\) to \((Q', \pi_{Q'}')\) are intertwiners in \textit{QCalc}, that is, they are
CP maps, $\mathcal{E}$, satisfying the covariance condition:

$$
\mathcal{E}^{Q'} \pi^{G} = \mathcal{E}^{Q} \pi^{G}. \quad (60)
$$

- Composition is the familiar composition of processes as in $\textbf{QCalc}$ as it can be easily checked that indeed the composition of intertwiners is an intertwiner.
- The identity is the identity process which can also be seen to be an intertwiner.
- Finally, if we denote the system $(Q, \pi_Q)$ as,

$$
\uparrow (Q, \pi_Q), \quad (61)
$$

then we can define a dual system,

$$
\downarrow (Q^*, \pi^*_Q), \quad (62)
$$

where $\pi^*$ is the conjugate representation defined in Eq. (148).

Note that one can show that cups & caps are intertwiners (Eq. (152)) and hence, $\textbf{QRep}_G$ is a time neutral process theory with duals. Like $\textbf{QCalc}$, however, $\textbf{QRep}_G$ cannot be directly interpreted as a theory of physics – that is, it does not necessarily make sensible probabilistic predictions. We, therefore, need to find a physicality condition on the processes in $\textbf{QRep}_G$ akin to the restriction of $\textbf{QCalc}$ to $\textbf{QPhys}$ via the causality condition. In section 3.2, we propose a way to implement this in a way that preserves the time symmetry of $\textbf{QRep}_G$.

### 3 Two approaches to time symmetry

In the previous sections, we saw that causality in $\textbf{QPhys}$ serves as the main obstacle towards time symmetry and time neutrality. In particular, time symmetry together with causality implies that there should be a single state per system, and time neutrality together with causality imply that there should be a single transformation between any pair of systems, neither of which is true within $\textbf{QPhys}$. However, the time symmetric and time neutral theories that we have introduced, $\textbf{QCalc}$ and $\textbf{QRep}_G$, both have the problem that they do not have a coherent operational interpretation, as they have scalars that are greater than 1.

Having identified the root of the time asymmetry within quantum theory, we can then ask what we can do to obtain a symmetric theory. There are several ways that we have identified in which one could approach this:

1. We can restrict $\textbf{QPhys}$ to a subtheory that additionally satisfies the retrocausality constraint – that is, every system is both causal and retrocausal. This is related to the works of Refs. [42] and [29].
2. We extend the systems in \textbf{QPhys} to have time-symmetric counterparts for every system – that is, every system is either causal or retrocausal. In particular, we consider this approach for our toy model of particle physics.

3. We can start with the supertheory of \textbf{QPhys, QCalc}, and then, to avoid unphysical predictions, we can:

   (a) Modify the composition rule. This is closely related to the works of Refs. [6, 5, 51, 52, 67, 66, 53, 50].

   (b) Modify the processes. This is equivalent to (a) but is a more elegant and adaptable presentation of the theory.

The first two options lead to a time-symmetric theory (but not a time-neutral theory) so we discuss them in this section, while the third leads to a time-neutral theory and thus we discuss it in the following section.

3.1 Causal and retrocausal

Given that causality is the main obstacle towards time symmetry within quantum theory, perhaps the most obvious way to symmetrize the theory is to restrict the processes to those that also satisfy a retrocausality condition.

\textbf{Definition 3.1 (Bicausality).} A process theory that is both causal (Def. 2.3) and retrocausal (Def. 2.6) is said to be \textit{bicausal}\(^3\). This, in particular, means that it has a unique effect and a unique state for each system.

In such theories, the simple argument against time symmetry of causal theories (namely, that there are more states than effects) breaks down, and so it is at least plausible that bicausal theories can be time-symmetric. It is therefore interesting to explore how to construct bicausal theories out of causal theories.

Given any causal process theory, we can construct a subtheory which additionally satisfies a retrocausality constraint. To do so, however, we must pick a particular state for each system which we will then demand be the unique state for the system. Typically there will not be a unique way to choose these states, but they nonetheless must satisfy certain consistency conditions for the resulting theory to be well defined. Let us denote these candidate states as:

\[
\begin{array}{c}
\text{A} \\
\mu \\
\end{array}
\]

These must be chosen such that they satisfy,

\[
\begin{array}{c}
\mu \\
\text{AB} \\
\end{array} = \begin{array}{c}
\mu \\
\text{A} \\
\end{array} \begin{array}{c}
\mu \\
\text{B} \\
\end{array},
\]

in order to ensure that the resulting theory is closed under composition. Note that as they belong to a causal theory they moreover automatically satisfy,

\[
\begin{array}{c}
\mu \\
\neg \text{A} \\
\end{array} = \begin{array}{c}
\mu \\
\end{array}
\]

\(^3\text{Known as double causality in [42].}\)
We can then restrict the allowed processes within the theory to those that satisfy:

$$\begin{array}{c}
\begin{array}{c}
\mathcal{B} \\
\mathcal{A} \\
\Box
\end{array}
\end{array}
\xrightarrow{f}
\begin{array}{c}
\begin{array}{c}
\mathcal{B} \\
\Box
\end{array}
\end{array} =
\begin{array}{c}
\begin{array}{c}
\mathcal{B} \\
\Box
\end{array}
\end{array}.
$$

(66)

Having so restricted the theory we can then note that the remaining subtheory satisfies the retrocausality constraint where we take,

$$\begin{array}{c}
\begin{array}{c}
\mathcal{A} \\
\Box
\end{array}
\end{array} :=
\begin{array}{c}
\begin{array}{c}
\mathcal{A} \\
\Box
\end{array}
\end{array},
$$

(67)

for all systems $\mathcal{A}$.

For general causal process theories for a general choice of these states, there is no reason to believe that this will result in a time-symmetric theory. That is, even after ensuring that we only consider processes that are both causal and retrocausal it may still not be possible to define a dagger. In the case of quantum theory, we show shortly that for a suitable choice of states we do end up with a theory with a dagger. However, there are other generalised probabilistic theories (e.g., those that do not satisfy any notion of self-duality [49]) in which this is not possible, at least, not without imposing further constraints on the sets of processes.

Returning to the case of $\mathbf{QPhys}$, the natural choice to make for the unique state is $\mu_\mathcal{H} := \frac{1}{|\mathcal{H}|} \mathbb{1}_\mathcal{H}$, that is, the maximally mixed state for the system:

$$\begin{array}{c}
\begin{array}{c}
\mathcal{H} \\
\Box
\end{array}
\end{array} :=
\begin{array}{c}
\begin{array}{c}
\frac{1}{|\mathcal{H}|} \\
\mathcal{H}
\end{array}
\end{array}.
$$

(68)

It is simple to verify that these indeed satisfy the compositionality condition of Eq. (66). The constraint that is then imposed on the processes of $\mathbf{QPhys}$ in order to define the subtheory is,

$$\begin{array}{c}
\begin{array}{c}
\mathcal{K} \\
\mathcal{E} \\
\mathcal{H}
\end{array}
\end{array} =
\begin{array}{c}
\begin{array}{c}
\mathcal{K} \\
\mathcal{H}
\end{array}
\end{array}.
$$

(69)

This means that $\mathcal{E}$ maps the maximally mixed state to the maximally mixed state, i.e., that $\mathcal{E}$ is a unital CPTP map. In the special case that the inputs and outputs are classical we find that:

$$\begin{array}{c}
\begin{array}{c}
\mathcal{A} \\
\mathcal{S} \\
\mathcal{X}
\end{array}
\end{array} =
\begin{array}{c}
\begin{array}{c}
\mathcal{A} \\
\Box
\end{array}
\end{array},
$$

(70)

or in other words that they are bistochastic maps$^4$. We will denote the subtheory of unital CPTP maps $\mathbf{QPhys}_{\text{unital}}$.

One may then be tempted to define the dagger using the Hermitian adjoint, $\dagger_\mathcal{H}$, as we did for $\mathbf{QCalc}$. Note, however, that the Hermitian adjoint maps the discarding map to the

\footnote{Bistochastic maps are typically taken to be square matrices but this constitutes the natural notion which applies also to the non-square case [42].}
supernormalised state, $I_H$, rather than the unique state that we have defined as, $\frac{1}{\sqrt{N}} I_H$. To take care of these normalisation issues we must therefore define the dagger as:

$$
\dagger \left( \begin{array}{c|c} K & A \\ \hline H & X \end{array} \right) := \dagger_H \left( \begin{array}{c|c} K & A \\ \hline H & X \end{array} \right) \mid K \rangle \langle A \mid H \rangle \langle X \mid \right.

(71)

It is straightforward to show that this indeed defines a dagger, as in particular it maps CP maps to CP maps and trace-preserving maps to unital maps and vice versa. In other words:

**Proposition 3.2.** $\text{QPhys}_{\text{unitial}}$ is a time-symmetric process theory.

On the face of it, however, $\text{QPhys}_{\text{unitial}}$ does not seem to be a good candidate to describe our world: there is only a single state for every system. The theory is not entirely trivial, however, as it still has interesting transformations. For example, it still contains unitary evolution, and moreover, it makes non-trivial classical ‘predictions’ in the form of the bistochastic matrices. It is not straightforward, however, to see how these bistochastic matrices suffice to explain our everyday experiences. For example, they do not allow for us to copy classical information which is, intuitively, an operation that we would expect to be able to do.

Despite these obstacles, this sort of approach is closely related to that which is advocated for in Refs. [42] and [29]. The idea is that whilst they may not describe our everyday experiences in the way that we might typically formulate them, they can still be recovered by suitably choosing which classical random variables we condition on. That is, the asymmetry arises as a choice of which direction we are going to choose to make inferences in, rather than being part of the underlying physics. It is therefore an interesting question to ask how the formalisms of Refs. [42] and [29] (in particular, the idea of choosing which variables to condition on) can be captured within a process-theoretic context. We leave this as an important direction for future research.

### 3.2 Causal or retrocausal

In contrast to the previous section (in which we tried to impose both the causality and retrocausality condition for every system), we will now formulate a theory in which every system satisfies either the causality or the retrocausality condition to maintain time-symmetry.

To do so, we work with process theories with duals, where we view a system $A^\dagger$ as a causal system and $A^\dagger$ as its retrocausal counterpart. To enforce this interpretation we demand that systems $A^\dagger$ have a unique effect and that systems $A^\dagger$ have a unique state. Hence, in particular, processes from $A^\dagger \to B^\dagger$ necessarily satisfy the causality condition (Def. 2.3), whilst those from $A^\dagger \to B^\dagger$ will satisfy the retrocausality condition (Def. 2.6).

A general process in such a theory, however, has both causal and retrocausal inputs and outputs. Diagrammatically this is denoted as:

![Diagram](image)

(72)

The important question to answer is, what ‘causality’ type condition should this process satisfy so that the (retro)causality conditions are satisfied for the systems $A^\dagger$ and $A^\dagger$ individually?
To get to grips with this condition we work within our example category $\text{QRep}_G$. In this case, systems $A^1$ correspond to pairs $(Q, \pi_Q)$ and systems $A^\dagger$ to dual pairs $(Q^*, \pi_{Q^*})$. This correspondence can be thought of as a toy model for particle physics: particles are defined as the (causal) pairs $(Q, \pi_Q)$ while antiparticles as (retrocausal) pairs $(Q^*, \pi_{Q^*})$. In a sense, this takes seriously Feynmann’s interpretation of antiparticles as being particles travelling back in time. The flexibility of our construction allows particles to interact with classical systems. Thus, it can be viewed as a way to include the concept of measurement in particle physics. Furthermore, it allows for particles to be in mixed states rather than pure as in the standard formulation.

As mentioned above, if we only have causal inputs and outputs then the process should be causal:

$$
\begin{align*}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {A};
  \node (out) at (1,0) {A};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {f};
\end{tikzpicture}
= \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {A};
  \node (out) at (1,0) {A};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {f};
\end{tikzpicture}.
\end{align*}
$$

(73)

Similarly, the processes with only retrocausal inputs and outputs should be retrocausal processes:

$$
\begin{align*}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {A};
  \node (out) at (1,0) {A};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {g};
\end{tikzpicture}
= \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {A};
  \node (out) at (1,0) {A};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {g};
\end{tikzpicture},
\end{align*}
$$

(74)

where in this case we are taking the unique state of the retrocausal system to be the supernormalised maximally mixed state $\mathbb{I}$.

We will now show, however, that imposing these conditions alone does not result in a theory that is closed under composition and show precisely what more is needed to obtain a consistent theory.

To begin, consider what conditions 73 and 74 imply for effects and states with both causal and retrocausal systems. In particular these mean that

$$
\begin{align*}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {F};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {H};
\end{tikzpicture}
= \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {F};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {H};
\end{tikzpicture}
\text{ and } \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {F};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {H};
\end{tikzpicture}
= \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {X};
\end{tikzpicture}.
\end{align*}
$$

(75)

Examples of such processes are given by cups & caps as they indeed satisfy:

$$
\begin{align*}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {X};
\end{tikzpicture}
= \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {X};
\end{tikzpicture}
\text{ and } \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {X};
\end{tikzpicture}
= \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {X};
\end{tikzpicture} \text{ respectively.}
\end{align*}
$$

(76)

This example, however, indicates the need for further constraints on states and effects over Eq. (75) as we can compose these cups & caps to achieve violations of Eqs. (73) and (74). Specifically, as noted in Eq. (50), if we compose a cup with a cap then we end up with a scalar other than the empty diagram:

$$
\begin{align*}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {H};
  \node (out) at (1,0) {H};
  \node (X) at (0.5,0) {X};
  \node (X) at (1.5,0) {X};
  \draw[->] (in) -- (X); \node at (0.75,0) {H};
  \draw[->] (X) -- (out); \node at (1.25,0) {X};
\end{tikzpicture}
\neq \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0) {X};
\end{tikzpicture}
\neq \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0) {X};
\end{tikzpicture}.
\end{align*}
$$

(77)

Composing either of these with a causal process, $f$, on a causal system will then give us a process that violates the causality condition, i.e.:

$$
\begin{align*}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {H};
  \node (out) at (1,0) {H};
  \node (X) at (0.5,0) {X};
  \node (X) at (1.5,0) {X};
  \draw[->] (in) -- (X); \node at (0.75,0) {H};
  \draw[->] (X) -- (out); \node at (1.25,0) {X};
\end{tikzpicture}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {f};
  \node (out) at (1,0) {A};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {f};
\end{tikzpicture}
\neq \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0) {X};
\end{tikzpicture}
\begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {A};
  \node (out) at (1,0) {A};
  \draw[->] (in) -- (out); \node at (0.5,0.3) {f};
\end{tikzpicture}
\neq \begin{tikzpicture}[baseline = 0]
  \node (in) at (0,0) {X};
  \node (out) at (1,0) {X};
  \draw[->] (in) -- (out); \node at (0.5,0) {X};
\end{tikzpicture}.
\end{align*}
$$

(78)
We have therefore seen that straightforward application of conditions 73 and 74 does not lead to a theory that is closed under composition. This example, however, does give us a hint as to what necessary and sufficient conditions must be imposed on general processes to ensure that Eqs. (73) and (74) always hold.

In particular, note that the classical cup in this context can be viewed as perfect signalling from a retrocausal to a causal system, whilst the classical cap can be viewed as perfect signalling from causal to a retrocausal system:

\[
\begin{align*}
\begin{array}{c}
\text{cup} \\
\downarrow
\end{array}
&= \begin{array}{c}
\text{cap} \\
\downarrow
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\text{cap} \\
\downarrow
\end{array}
&= \begin{array}{c}
\text{cup} \\
\downarrow
\end{array} \quad \forall x \in X. \tag{79}
\end{align*}
\]

We can therefore conjecture that it is signalling between the causal and retrocausal systems which lead us to problems. This is perhaps not surprising as many well-known paradoxes arise from the closed time loops which we could construct via:

\[
\begin{array}{c}
\text{cup} \\
\downarrow
\end{array} X
\]

\[
\begin{array}{c}
\text{cap} \\
\downarrow
\end{array} X. \tag{80}
\]

To prevent such loops from occurring we must therefore impose no-signalling conditions on our processes. Formally what this means is that every process \( F \) must satisfy both

\[
\begin{align*}
\begin{array}{c}
\text{cup} \\
\downarrow
\end{array} F
&= \begin{array}{c}
\text{cap} \\
\downarrow
\end{array} F_r \\
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\text{cap} \\
\downarrow
\end{array} F
&= \begin{array}{c}
\text{cup} \\
\downarrow
\end{array} F_c,
\end{align*} \tag{81}
\]

for some retrocausal process, \( F_r \), and some causal process, \( F_c \). We obtain conditions Eqs. (73) and (74) as special cases of this by restricting to the case of only causal (or retrocausal) inputs and outputs. Moreover, these no-signalling conditions imply that a general process in \( QR ep_G \) must satisfy:

\[
\begin{array}{c}
\text{cup} \\
\downarrow
\end{array} F
= \begin{array}{c}
\text{cap} \\
\downarrow
\end{array}, \tag{82}
\]

which rules out interactions that directly send information from a particle to an antiparticle as it implies that:

\[
\begin{array}{c}
\text{cap} \\
\downarrow
\end{array} F
= \begin{array}{c}
\text{cup} \\
\downarrow
\end{array}. \tag{83}
\]

Note also that there is only a single scalar that satisfies this constraint

\[
\begin{array}{c}
\text{cup} \\
\downarrow
\end{array} \tag{84}
\]

which implies that the theory is deterministic.
Finally, we can be sure that imposing this constraint leads to a consistent theory as it is straightforward to see that this condition is closed under composition. For example, if $F$ and $G$ both no-signalling then so is their sequential composite:

$$
\begin{align*}
\left\langle \begin{array}{c} G \\
F \end{array} \right\rangle &= \left\langle \begin{array}{c} G_r \\
F_r \end{array} \right\rangle \quad \text{and} \quad \left\langle \begin{array}{c} G \\
F \end{array} \right\rangle &= \left\langle \begin{array}{c} G_r \\
F_r \end{array} \right\rangle = \left\langle \begin{array}{c} G \\
F \end{array} \right\rangle.
\end{align*}
$$

(85)

We have therefore argued about the constraint that our toy model of particle physics (with particles viewed as finite representations of a group $G$ and their antiparticle counterpart given by the conjugate representation) needs to satisfy to be time-symmetric whilst making sensible operational predictions. This leads us to the following definition:

**Definition 3.3.** We define the process theory $\mathbb{Q}_{\text{Part}} G$ as the restriction of $\mathbb{Q}_{\text{Rep}} G$ to the subtheory of processes satisfying no-signalling from particles to antiparticles and vice versa (i.e., Eqs. (81)).

Note that whilst Def. 3.3 imposes that there is no-signalling between causal and retrocausal systems in $\mathbb{Q}_{\text{Part}} G$, it does not mean that the interactions between these types of systems are necessarily trivial. In particular, it is well known in quantum and classical theory that there can be processes that do not permit signalling but that are not of product form, e.g., PR-boxes [57].

It is clear that the dagger for $\mathbb{Q}_{\text{Rep}} G$ is also a dagger for $\mathbb{Q}_{\text{Part}} G$, hence:

**Proposition 3.4.** $\mathbb{Q}_{\text{Part}} G$ is a time-symmetric process theory.

Returning now to general process theories, we take the no-signalling conditions (from causal to retrocausal and vice versa) as the definition of a well-behaved theory with causal and retrocausal systems:

**Definition 3.5 (Dual-causal).** A process theory with dual systems is said to be dual-causal if it is no-signalling from causal to retrocausal and vice versa, namely if

$$
\left\langle \begin{array}{c} F \\
F \end{array} \right\rangle = \left\langle \begin{array}{c} F_r \\
F_r \end{array} \right\rangle \quad \text{and} \quad \left\langle \begin{array}{c} F \\
F \end{array} \right\rangle = \left\langle \begin{array}{c} F_c \\
F_c \end{array} \right\rangle
$$

(86)

for all processes $F$.

Given any causal process theory, there is a fairly boring way to construct such a time-symmetric theory by forbidding any interactions between the causal and retrocausal systems. In particular, we demand that:

$$
\forall F \exists F_c \text{ and } F_r \text{ such that } \left\langle \begin{array}{c} F \\
F \end{array} \right\rangle = \left\langle \begin{array}{c} F_c \\
F_c \end{array} \right\rangle \quad \text{and} \quad \left\langle \begin{array}{c} F \\
F \end{array} \right\rangle = \left\langle \begin{array}{c} F_r \\
F_r \end{array} \right\rangle
$$

(87)

where $F_c$ is from the original causal process theory $\mathbb{Proc}$ and $F_r$ is from the associated retrocausal theory $\mathbb{Proc}_R$. We can then define a dagger by simply using the time reversal map $R$ as

$$
\left\langle \begin{array}{c} F_c \\
F_r \end{array} \right\rangle \quad \text{and} \quad \left\langle \begin{array}{c} F_r \\
F_c \end{array} \right\rangle
$$

(88)
where now \( F_c \in \text{Proc}_R \) is a retrocausal process and \( F_r \in \text{Proc} \) is a causal process.

**Remark 3.6.** Categorically what we are defining is simply \( \text{Proc} \times \text{Proc}_R \) and noting that we can use the \( R \) functor to define a dagger as \( \text{Proc} \times \text{Proc}_R \cong \text{Proc}_R \times \text{Proc} \).

This however does not seem like a particularly useful or insightful theory. For it to be of interest we need non-trivial interactions between the causal and retrocausal systems. Hence an important direction for further research is to ask whether there is a generic construction that takes a causal process theory to a dual-causal process theory such that there are non-trivial interactions between causal and retrocausal systems.

### 3.3 Discussion

In this section, we have seen two approaches to constructing time-symmetric theories, with a focus on quantum theory as our key example. Our third approach, which is moreover time-neutral, will be discussed in the next section. All of these examples, however, show the utility of the process-theoretic approach to this problem. It provides an intuitive definition of time-symmetry (in terms of the existence of a dagger) and hence a clear target to aim for when developing time-symmetric theories. Moreover, it provides a flexible framework in which such theories can be developed and compared.

The most important directions for future work stemming from these approaches are:

- To explore the connections between our first approach, i.e., \( \text{QPhys}_{\text{initial}} \) and Refs. [42] and [29]. In particular to formalise these process-theoretically so that the connections are straightforward to identify.

- To explore whether there are physical consequences to our second approach, i.e., \( \text{QPart}_G \), in particular, whether it can be generalized to include physically relevant infinite dimensional representations, such as those of the Poincaré group.

Another interesting question to ask is: suppose that \( \text{QPart}_G \) were a faithful representation of nature, then how would we be able to distinguish it from \( \text{QPhys} \)? Is there some experimental test that could shed light on which is the correct theory?

Suppose that we were an agent made up of only causal systems, then the no-signalling conditions would always prevent us from directly probing the retrocausal systems. That is, some mechanism akin to spontaneous symmetry breaking can be seen to occur – we have a symmetric theory, but any instantiation of the theory will necessarily appear asymmetric!

Whilst direct evidence may therefore not be possible. There is, however, a possibility that the existence of these retrocausal counterparts could potentially be probed more indirectly. An analogy can be taken with spontaneous collapse theories – the spontaneous collapse cannot be directly observed, but its presence could manifest as an additional decoherence term which has no alternative explanation [39]. Similarly, if retrocausal systems were interacting with us, then their presence could be detected by otherwise inexplicable decoherence in experiments.

A more direct answer could come from the study of higher-order processes. The framework of higher-order processes can be viewed as another attempt to modify the notion of causality and causal structure, in particular, with the motivation of studying (quantumly) indefinite causal structure. The main tool used in this study is the notion of a higher-order process, of particular interest being the higher-order processes known as *process matrices*
These are defined as maps, $W$, from pairs of channels to channels:

$$W : \bigl( \begin{array}{c} \mathcal{E} \\ \mathcal{F} \end{array} \bigr) \mapsto \bigl( \begin{array}{c} \mathcal{E} \\ \mathcal{F} \end{array} \bigr).$$

We know that quantum circuits can only realise a subset of logically possible process matrices, that is, those that can be written as:

$$W : g \mapsto f.$$

However, now suppose that we also have retrocausal systems in the theory, this would give access to circuit realisable process matrices of the form:

$$W : G \mapsto F.$$

This leads us to our first open problem:

**Open Problem 1.** Do there exist process matrices that are circuit realisable in $\text{QPart}_{\mathcal{G}}$ but not in $\text{QPhys}$?

### 4 Two equivalent approaches to time neutrality

The above approaches may lead to interesting time-symmetric theories. However, they do not address time neutrality. The only time-neutral theory that we have encountered so far is the process theory $\text{QCalc}$. Nevertheless, we noted that this is not a good physical theory as it does not always make valid probabilistic predictions. This section, therefore, asks whether it is possible to adapt $\text{QCalc}$ such that it remains time-neutral and at the same time makes sensible probabilistic predictions.

One candidate approach would be to restrict to trace non-increasing maps, as this has more processes than $\text{QPhys}$ (which assumed trace preservation) but fewer than $\text{QCalc}$ (which does not impose a trace condition at all). Whilst this may seem like a promising avenue it unfortunately quickly falls down, as for any (non-trivial) system the set of subnormalized states is not isomorphic to the set of effects in the theory. See Fig. 1 for a simple example in the case of a classical bit.

This has led to various other approaches in the literature aimed (directly or indirectly) at formulating a time-symmetric formulation of quantum theory. For example, see Refs. [6, 5, 51, 52, 67, 66, 53, 50]. Whilst there are many philosophical differences between them, all of these are – up to choices of convention – captured by the formalism we present below.

These approaches are typically presented as a modification of the measurement postulate of quantum theory. They begin by extending the set of measurements to allow for measurements, $M$, in which the POVM elements do not necessarily sum to the identity:

$$M = \{ \{M_a\}_{a \in \mathcal{A}} | M_a \geq 0 \},$$

(92)
then, they ensure that the probabilistic predictions are sensible via a suitable modification of the Born rule. That is, they behave such that if the “probability distribution” over measurement outcomes predicted by the standard quantum formalism is not normalised, i.e., if

\[ N_M(\rho) := \sum_{a \in A} \text{tr}(M_a \rho) \neq 1, \]

then this distribution is renormalised by dividing by \( N_M(\rho) \). This gives a new rule for computing probabilities:

\[ \text{Prob}(a|\rho) := \frac{1}{N_M(\rho)} \text{tr}(M_a \rho) \]

which differs from the standard Born rule whenever \( N_M(\rho) \neq 1 \). This new probability rule ensures that the theory makes valid probabilistic predictions. (At least, aside from the case of \( N_M(\rho) = 0 \) which is treated as a special case which we return to later.)

Simply modifying the probability rule is not, however, particularly satisfying from a process-theoretic perspective, since it is not manifestly compositional. What we show in this section is that we can recover this modified Born rule in a manifestly compositional way. We do so via the construction of two (equivalent) new process theories which naturally capture this modified Born rule in the appropriate situations.

The first process theory that we construct to achieve this can be defined by starting from \( \text{QCalc} \) and modifying the composition rule such that this composition rule reduces to the modified Born rule when a state is composed with a measurement. The second process theory that we construct achieves this in a simpler, more elegant, and more adaptable way by defining an appropriate quotient of \( \text{QCalc} \). We then will show how this process theoretic viewpoint naturally leads to a new way to deal with probability-zero events, leading to a deterministic time-neutral theory. Finally, we finish this section by investigating the relationship between this theory and higher-order quantum processes.

Figure 1: The states and effects for a classical bit.
4.1 Modified composition rule

Within $\text{QCalc}$ the modified Born rule can be presented as:

\[
\begin{align*}
\text{Standard rule} & : \quad \frac{\mathcal{M}}{\mathcal{H}} \rho \Rightarrow \frac{\mathcal{M}}{\mathcal{H}} \rho^{-1} \\
\text{Modified rule} & : \quad \frac{\mathcal{M}}{\mathcal{H}} \rho \Rightarrow \frac{\mathcal{M}}{\mathcal{H}} \rho^{-1} 
\end{align*}
\]

for some CP map $M$ from a quantum to a classical system and some quantum state $\rho$. Provided that this normalisation factor is non-zero, this defines a valid probability distribution over $\mathcal{A}$.

As mentioned above, we want to define a process theory which the same processes and systems as $\text{QCalc}$ but in which composition is redefined. In particular, it needs to be such that when we compose a state $\rho$ with a measurement $M$ the renormalisation "automatically" occurs. More formally, we want to define a new composition rule $\bullet$ such that

\[
M \bullet \rho := \frac{1}{\text{tr}(M \circ \rho)} M \circ \rho.
\]

(96)

where $\circ$ is the composition rule in $\text{QCalc}$. We will therefore denote the new process theory by $\text{QCalc}^*$.

To obtain a consistent process theory, however, we cannot simply redefine composition for these special cases. Instead, we must redefine composition in general, and obtain the above as a particular instance of the new rule. Explicitly, we define $\bullet$ via:

\[
\begin{align*}
\frac{\mathcal{F}}{\mathcal{J}} \bullet \frac{\mathcal{K}}{\mathcal{A}} = \begin{cases} 
\frac{\mathcal{F}}{\mathcal{J}} \frac{\mathcal{K}}{\mathcal{A}}^{-1} & \text{if } \frac{\mathcal{F}}{\mathcal{J}} \frac{\mathcal{K}}{\mathcal{A}} \neq 0 \\
0 & \text{otherwise,}
\end{cases}
\end{align*}
\]

(97)

where now we are explicitly dealing with the probability-zero case. This is the same rule introduced by [52, 53] and used in [56] in the context of the P-CTC model for closed timelike curves. Then, as an instance of this rule we have that:

\[
\begin{align*}
\frac{\mathcal{A}}{\mathcal{M}} \bullet \frac{\mathcal{H}}{\rho} = \begin{cases} 
\frac{\mathcal{A}}{\mathcal{M}}^{-1} \frac{\mathcal{H}}{\rho} & \text{if } \frac{\mathcal{A}}{\mathcal{M}} \neq 0 \\
0 & \text{otherwise,}
\end{cases}
\end{align*}
\]

(98)

which reproduces the probabilities that we expect from the modified Born rule of these time-neutral theories.

For this to define a valid process theory, various conditions must be satisfied. In particular, one can show by direct computation, that $\bullet$ is associative and that it interacts suitably with parallel composition. The more interesting case, however, comes from considering the
identity processes. In any process theory it must be the case that $\mathbb{1}_B \circ f = f = f \circ \mathbb{1}_A$ for every process $f : A \to B$. In our case, however, if we try to impose this condition with $\bullet$ we find that:

\[
\mathcal{E} \circ \mathcal{E} = \mathcal{E} \circ \mathcal{E} = \begin{cases} \mathcal{E}^{-1} & \text{if } \mathcal{E} \neq 0 \\ 0 & \text{otherwise,} \end{cases}
\]

which only holds in the special cases that

\[
\begin{align*}
\mathcal{E} = 1 & \quad \text{or} \quad \mathcal{E} = 0.
\end{align*}
\]

Therefore, to define the process theory $\text{QCalc}^*$, we must both modify the composition rule and restrict the set of allowed processes to the above special cases. For example, for a classical bit, we obtain the states and effects as shown in Fig. 2.

**Definition 4.1 (QCalc$^*$).** This is the process theory which has the same objects as $\text{QCalc}$, and, as processes, the subset of processes in $\text{QCalc}$ satisfying Eq. (100). Sequential composition is defined as in Eq. (97) whilst parallel composition is as in $\text{QCalc}$.

Having modified $\text{QCalc}$ in such a way as to obtain $\text{QCalc}^*$, it is no longer immediately clear that time neutrality or even time symmetry of $\text{QCalc}$ have been preserved. It turns out that this is the case, but we will return to this in the following section once we have the more elegant characterisation of this process theory.

### 4.2 Modified processes

The construction of $\text{QCalc}^*$ within the previous section via a modified composition rule (and restriction of the allowed processes) can be more elegantly captured by a particular quotienting of $\text{QCalc}$. That is, defining a new theory in which the processes correspond to particular equivalence classes of processes in $\text{QCalc}$.

Specifically, we define two processes to be equivalent if they are equal up to non-zero scalar:

\[
\mathcal{E} \sim \mathcal{F} \iff \exists r > 0 \text{ s.t. } \mathcal{E} = r \mathcal{F}.
\]

Figure 2: The states and effects for a classical bit in $\text{QCalc}^*$, these are the same and so does not serve as an obstruction to time symmetry in this theory. They include the origin plus the space of probability distributions, note that this means that the state and effect spaces are non-convex.
We denote the equivalence class for a process $E$ as $\tilde{E}$. It is then straightforward to note that we can construct the quotient process theory $\mathsf{QC}l_{\sim}$. This has the same systems as $\mathsf{QCalc}$ but has processes that correspond to equivalence classes of processes in $\mathsf{QCalc}$ under the above equivalence relation. Composition within $\mathsf{QCalc}_{\sim}$ can then be defined, for instance, as

$$
\tilde{E} \bowtie \tilde{F} = \tilde{E} \bowtie \tilde{F}
$$

where $E$ is an arbitrary element of $\tilde{E}$ and $F$ is an arbitrary element of $\tilde{F}$. It is straightforward to verify that this is well defined as this definition is independent of the choice of these elements.

Note that the scalars of $\mathsf{QCalc}_{\sim}$ are severely restricted: the scalars in $\mathsf{QCalc}$ are $\mathbb{R}_+^+$ whilst in $\mathsf{QCalc}_{\sim}$ they are equivalent to $\mathbb{Z}_2$ since we have two equivalence classes $\tilde{0}, \tilde{1}$, where $\tilde{0} = \{0\}$ and $\tilde{1} = (0, \infty)$. This may at first glance seem problematic as we still want our time-symmetric theory to make probabilistic predictions, which within $\mathsf{QCalc}$ are encoded in the scalars. The resolution to this is (as we saw with $\mathsf{QPhys}$ which is a causal theory and hence has only a single scalar) that the probabilistic predictions of a theory are encoded into classical states

$$
\begin{array}{c}
\mathcal{X} \\
\downarrow p
\end{array}
$$

rather than into individual scalars. We can therefore ask what predictions can be made by the theory $\mathsf{QCalc}_{\sim}$, i.e., what are the processes of the form:

$$
\begin{array}{c}
\mathcal{X} \\
\downarrow p
\end{array}
$$

It is not hard to see that these will be in one-to-one correspondence to probability distributions with one extra classical state left over, namely, the zero-state:

$$
\begin{array}{c}
\mathcal{X} \\
\downarrow 0
\end{array}
$$

See Fig. 3 for the example where $\mathcal{X}$ is a two element set. This theory, therefore, makes predictions that can be interpreted probabilistically most of the time: We simply view the equivalence class containing a probability distribution $p$ as describing the same prediction as to the probability distribution itself.

The exception to this interpretation is the zero state for which there is no obvious interpretation as a probability distribution. If we want the process theory to represent physical processes, then this serves as a challenge as it is difficult to give a physical interpretation of a zero-process, which, by definition, is something that doesn’t occur. In other words, the existence of the zero state means that the process theory is not deterministic. We return to this shortly. Before that, however, we will show that this theory is time-symmetric, and is time-neutral:
Figure 3: A schematic depiction of the states in $\text{QCalc}/\sim$ for a classical bit. The red dot at the origin represents the zero states whilst the red rays going out (which do not include the origin) are examples of equivalence classes. The union of these equivalence classes fills the grey shaded cone. The dashed line indicates normalised probability distributions. Note that each of the rays intersects the dashed line at a single unique point, hence can be unambiguously identified with this probability distribution.

**Proposition 4.2.** The Hermitian adjoint $\dagger_H$ is a dagger for $\text{QCalc}/\sim$.

**Proof.** It is simple to see that $\dagger_H$ preserves equivalence classes as $\dagger_H(r\mathcal{F}) = r\dagger_H(\mathcal{F})$ for all processes $\mathcal{F}$ and scalars $r$.

**Proposition 4.3.** $\text{QCalc}/\sim$ is time-neutral.

**Proof.** The equivalence class containing the cup and the equivalence class containing the cap will define cups & caps for $\text{QCalc}/\sim$. These satisfy Eqs. (33), which immediately follows from the definition of composition of equivalence classes in Eq. (102).

### 4.3 Equivalence of these approaches

We now compare the process theory $\text{QCalc}/\sim$ (that we have defined via quotienting) to the process theory $\text{QCalc}^*$ (that we defined in the previous subsection via a modification of the composition rule). In particular, we show that these are equivalent process theories.

To begin, note that any process in $\text{QCalc}$ is in the same equivalence class as a process satisfying one of the conditions in Eq.(100), and, moreover, that each equivalence class will contain a unique such element. The crux of this is the following property of processes in $\text{QCalc}$,

$$
\begin{aligned}
&\quad = 0 \iff \begin{array}{c}
\mathcal{E} \\
\hline
\mathcal{H}
\end{array} \\
&\quad = 0,
\end{aligned}
$$

which follows from the fact that $\text{QCalc}$ is locally tomographic, and that the trace and maximally mixed states are internal to the cone of effects and states respectively:

$$
\begin{aligned}
&\quad = 0 \implies \begin{array}{c}
\mathcal{E} \\
\hline
\mathcal{E}
\end{array} + \cdots + \begin{array}{c}
\mathcal{E} \\
\hline
\sigma^r
\end{array} = 0 \quad \forall \sigma, r, \rho, p
\end{aligned}
$$

$$
\begin{aligned}
&\quad = 0 \quad \forall \sigma, r, \rho, p
\end{aligned}
$$

$$
\begin{aligned}
&\quad = 0,
\end{aligned}
$$

---
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where in the first step we use that the maximally mixed state and the discarding effect are internal, in the second step we use that if a sum of non-negative terms is zero then each term is zero, and in the final step we use that QCalc is locally tomographic.

The processes in QCalc* can therefore be viewed as a particular conventional choice of representative elements for the equivalence classes. The modified composition rule can then be derived by: i) replacing each process with its equivalence class, ii) composing the equivalence classes, iii) picking the representative element for the equivalence class of the composite.

What is therefore clear from this is that:

\[ Q\text{Calc}/\sim \cong Q\text{Calc}^*, \]  

(110)
as QCalc* is simply a way to describe QCalc/\sim using representative elements of the equivalence classes, rather than just working with the equivalence classes themselves. Moreover, the inelegant nature of QCalc* can be viewed as a consequence of the somewhat arbitrary nature in which the representative elements are chosen. Picking some other convention for how to pick a representative element would lead to a distinct composition rule (and hence a different probability rule) but would ultimately be describing the same process theory.

This equivalence, together with Props. 4.2 and 4.3, immediately tells us that QCalc* is also time symmetric and time neutral as we claimed earlier.

Note that, in practice, if we want to compute anything within QCalc/\sim it will be much more convenient to work with representative elements rather than the equivalence classes themselves. In this case, one may be tempted to work within QCalc*, however, there is no real benefit to choosing these particular representative elements. What is usually simplest is i) to pick arbitrary representatives from each equivalence class, ii) compose them within QCalc, and then iii) quotient at the end to obtain the equivalence class again.

### 4.4 Restoring determinism

As mentioned earlier, in QCalc/\sim (or equivalently QCalc*) we have a problem with determinism – we have zero-processes that describe things that cannot occur. In other approaches this has been dealt with in a fairly arbitrary way by simply stating that when \( N_M(ρ) = 0 \) then \( \text{Prob}(a|ρ) = 0 \) for all \( a \in Α \). However, how are we to operationally understand a measurement in which all of the possible outcomes occur with probability zero?

This manifests in our approach by the fact that we have a pair of scalars in QCalc/\sim rather than the single scalar that we would expect in a deterministic theory (Def. 2.2). Furthermore, our constructions have a somewhat arbitrary nature to them: i) the modified composition rule has to have two cases depending on whether or not a zero appears, and ii) when we quotient we do so concerning non-zero scalars rather than arbitrary scalars.

Here we present an alternative solution that will result in a deterministic theory where the zero-cases naturally do not arise. We do so by moving away from QCalc as the starting point for our constructions.

To begin, we observe that in any real-world experiment, we never manage to completely suppress all sources of noise. That is, in the lab we never actually prepare a pure state or perform a projective measurement (at least not on the system of interest). More generally, we can view that the set of experimentally realisable quantum processes are those of the form:

\[
E_{ε} := (1 - ε)E + ε = 0 \quad ε > 0
\]  

(111)
that is processes that have some non-zero epsilon of noise. Indeed, we can define a restriction of \( \texttt{QCalc} \) denoted \( \texttt{QCalc}_{\text{noise}} \) which has only processes of this form. It is straightforward to verify that this indeed defines a valid process theory as these are closed under composition.

\( \texttt{QCalc}_{\text{noise}} \) and \( \texttt{QCalc} \), at least from an operational point of view, are equivalent to one another. There is no real-world experiment that could be performed which would distinguish between some process \( \mathcal{E} \) and the noisy version \( \mathcal{E}_\epsilon \) provided that \( \epsilon \) is small enough – we can arbitrarily well approximate \( \mathcal{E} \) using processes \( \mathcal{E}_\epsilon \) and taking the limit of \( \epsilon \to 0 \). In some sense then, choosing between working with \( \texttt{QCalc} \) rather than \( \texttt{QCalc}_{\text{noise}} \) (as is standard in the literature) is purely a matter of convenience. However, when we move over to the respective quotiented theories, \( \texttt{QCalc}/\sim \) and \( \texttt{QCalc}_{\text{noise}}/\sim \), we obtain strikingly different theories. This is highlighted by considering the scalars of the theory. Note that the scalars in \( \texttt{QCalc} \) are \( \rho_0, \rho_q \) whilst in \( \texttt{QCalc}_{\text{noise}} \) they are \( p_0, p_q \). As noted before, this means that in \( \texttt{QCalc}/\sim \) that we have two scalars \{0,1\}, but in contrast for \( \texttt{QCalc}_{\text{noise}}/\sim \) we have only the scalar 1 (as 0 is not a scalar in \( \texttt{QCalc}_{\text{noise}} \)). This means that \( \texttt{QCalc}_{\text{noise}}/\sim \) is a deterministic process theory, and so every process has a valid operational interpretation. To see this more clearly, note that the states for a classical system are now only those of the form:

\[
\begin{array}{c}
X \\
\downarrow \\
p
\end{array}
\]  

(112)

as the zero state,

\[
\begin{array}{c}
X \\
\downarrow \\
0
\end{array}
\]  

(113)

is no longer part of the theory. This means that every classical state can be thought of as a probability distribution. For the case of a classical bit this is illustrated in Fig. 4.

This theory remains time-symmetric as it obtains a dagger from the Hermitian adjoint of \( \texttt{QCalc} \):

**Proposition 4.4.** \( \texttt{QCalc}_{\text{noise}}/\sim \) is time-symmetric.

As per our current definition, however, it is not time-neutral as it does not have cups & caps, nor does it even have identities or swaps! It is simple to see this as the cups & caps, identities, and swaps in \( \texttt{QCalc} \) are not processes of the form of Eq. (111).

**Remark 4.5.** As discussed above, in \( \texttt{QCalc}_{\text{noise}} \) we do not have identity processes. From a categorical point of view, this would mean that we do not have identity morphisms.
However, we note that identity morphisms can be freely re-introduced, without changing the semantics of the theory: hence, process theories as we present them are equivalent to the symmetric monoidal categories used by previous literature.

We can however freely add all of these wiring processes back into the theory without changing anything that we have discussed so far.

**Definition 4.6 (QNeut).** We define QNeut as the process theory generated by

\[
\left\{ \begin{array}{c}
\mathcal{E}_e, \\
\mathcal{E}, \\
\cup, \\
\cap
\end{array} \right\}
\]

and quotiented by arbitrary scalars.

Note that we do not need to restrict to quotienting by scalars \( r > 0 \) as by construction all scalars will satisfy this condition as we see in the following.

**Theorem 4.7.** QNeut is a deterministic and time-neutral process theory.

*Proof.* Time neutrality follows immediately from the existence of the cups & caps that we just added. We can then note that the set of noisy processes (i.e., of the form of Eq. (111)) are closed under composition with wiring processes, e.g.,

\[
\mathcal{E}_e = (1 - \epsilon) \mathcal{E} + \epsilon \cup \cap = (1 - \epsilon) \mathcal{E} + \epsilon \cap. \quad (115)
\]

If we have some generic diagram, we can therefore always absorb these wiring processes into noisy processes unless the wiring processes are disconnected such as:

\[
\mathcal{E}_e. \quad (117)
\]

A general scalar (i.e., closed diagram) can therefore be written as some scalar \( r \) in \( \text{QCalc}_{\text{noise}} \) composed in parallel with some closed wiring, for example:

\[
\mathcal{E}_e \quad (118)
\]

One can then note that such closed wiring is simply the parallel composition of closed loops and, as such closed loops are equal to the dimension of the system, this is a strictly positive number \( w \). Hence, \( r_w > 0 \) and when we quotient we obtain the scalar 1. We have therefore shown that there is a unique scalar in the theory.
4.5 Connections to higher order processes

Recent work has connected the study of process matrices [54] to the time-symmetric formulation of quantum theory [67]. Here we show the utility of our diagrammatic formalism by re-deriving part of this result (that time-symmetric quantum theory contains all process-matrices) in a particularly simple way.

**Proposition 4.8.** Time-symmetric quantum theory contains all process-matrices [67].

*Proof.* This was originally proven in [67], here we reprove this result using our graphical formalism.

A process matrix is a higher-order linear map, \( W \), that acts on a pair of CPTP maps, \( A \) and \( B \), to give a new CPTP map:

\[
W \quad \text{(119)}
\]

The question we want to answer is whether such a map can be implemented in our time-symmetric formalism. To see this is indeed possible we will use the cups & caps that we introduced earlier. Consider the special case in which \( A \) and \( B \) are both swaps. The definition of the process matrices implies that this must be a CPTP map which we will denote \( W \):

\[
W \quad \text{(120)}
\]

As all CPTP maps are in our formalism then, in particular, \( W \) is. It is now simple to show, using cups & caps, that this means that \( W \) itself is in our formalism:

\[
\text{(121)}
\]

Such reasoning can also be applied to more general higher-order processes [45, 10] as they can all be viewed as particular classes of CP maps between quantum systems, what varies is how they are ‘normalised’ and how they can be composed (in particular to preserve the normalisation constraints). As our formalism does not impose any constraints on normalisation and does not impose any constraints on composition, it seems clear that...
it should be able to simulate any such higher-order process. We, however, will leave the
details and explore the consequences of this in future work.

**Open Problem 2.** Does QNeut subsume the frameworks for higher-order processes of
[45, 10]? Moreover, can QNeut be viewed as a higher-order process theory in the sense
of [76]?

4.6 Beyond quantum theory

So far in this section, we have focused on the example of quantum theory, in particular,
with the aim of constructing our deterministic time-neutral quantum theory QNeut. It
is clear, however, that a great deal of this is much more broadly applicable.

In particular, the key construction of quotienting by non-zero scalars makes sense
for any process theory in which the scalars are $\mathbb{R}^+$. This includes arbitrary generalised
probabilistic theories (GPTs) [40, 8], operational probabilistic theories (OPTs) [11, 12, 28],
categorical probabilistic theories [35], and certain kinds of causal-inferential theories [58].
Moreover, it can also hold when the scalars are from some arbitrary commutative semirings
with no zero divisors, and hence apply to many of the more exotic theories found in,
for example, [31]. The only subtlety to watch out for here, is that to obtain anything
interesting in any of these cases we need to go beyond the causal processes (i.e., the
analogue of QPhys), and, instead, quotient the supertheory which does not impose any
causality constraint (i.e., the analogue of QCalc).

If one suitably takes care of this issue, then what is not obvious, however, is whether
or not these alternative theories will result in a time-neutral theory or not. It is therefore
interesting to investigate what properties a physical theory, $G$, must satisfy so that $G/\sim$
is a time-neutral theory.

Exploring the properties of time-neutral physical theories is, therefore, an important
direction for future research, in particular, one can ask whether we can find a set of
principles that singles out QNeut from the space of all possible time-neutral theories.
Or, in other words, can we find a reconstruction of time-symmetric quantum theory from
well-motivated principles? The reconstruction of [63] may well be a useful starting point
for this, as it introduces a time-symmetric version of the purification postulate which was
itself used to great effect in the reconstruction of [12].

4.7 Discussion

By taking a process-theoretic approach to the problem of time neutrality we have sub-
sumed seemingly different approaches to the problem, such that they are all simply making
different choices of the convention of the same underlying physical theory. Moreover, we
have shown that this can be elegantly captured via a particular type of quotienting of the
theory. However, there are also many more dividends to have taken this approach:

- Arguably this is a much simpler presentation of the theory, at least, for those that
  are already familiar with categorical quantum mechanics, and means that tools such
  as the ZX calculus [16, 27] can now be applied to the study of time neutral theories.

- The process-theoretic nature of the construction immediately lends itself towards
generalisation towards alternative physical theories such as GPTs – note that whilst
the construction can be applied to any GPT it is not the case that we will always end
up with a time-neutral theory, exploring the GPT principles that may imply time
neutrality under this construction is an interesting direction for future research.
• The process-theoretic nature also means that it should be more directly comparable to the frameworks for higher-order processes such as Refs. [45, 10, 76]. Section 4.5 provides a simple proof of principle application in this direction.

• This approach may well also more readily extend beyond the finite-dimensional setting which has so far dominated the literature on time-symmetric theories, in particular, by considering the categorical formalism of [33, 65].

• It also can be considered in the context of the functorial approach to field theories presented in [36]. This may provide a formal way to study how time-neutral theories behave in a space-time context, and, in particular, whether or not they lead to contradictions with the no-signalling principle.

• Finally, one can ask whether it is possible to find a reconstruction of quantum theory that reproduces the time-neutral theory, QNeut, rather than the standard causal theory, QPhys. Again the process-theoretic nature of our approach lends itself to this as a starting point that can be provided by recent process-theoretic reconstructions such as Refs. [63] and [70].

The biggest issue with the current formalism, however, is that whilst the theory is time-neutral, the presentation of the theory still involves an artificial division of the systems associated with a given process into input and output systems. In [69] we show how this can be overcome by moving from a categorical formulation of process theories to an operadic formulation based on the work of Refs. [68, 55].
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A Diagrams for groups and their representations

Below is a recap of diagrammatic notation for group representations. The correspondence between strongly complementary structures and finite-dimensional group algebras was introduced in [23] for the Abelian case and in [34, 38] for the general case. Diagrammatic notation for group representations previously appeared in [73, 37]—in the context of quantum algorithms and the quantum Fourier transform—and was extensively discussed in [30, 32]—in the context of quantum dynamics.

A.1 Diagrams for groups

We denote a group $G$ by a new kind of wire,

\[ \bullet \]

such that the elements of the group, $g \in G$ are states of this wire,

\[ \begin{array}{c} \sqrt{G} \\ \downarrow g \end{array} \]

(123)

In particular, we denote the identity element of the group as:

\[ \begin{array}{c} \sqrt{G} \\ \downarrow I \end{array} \]

(124)

We then introduce the defining operations for a group, namely, group multiplication and group inverse as:

\[ \begin{array}{c} \sqrt{G} \\ \downarrow g \end{array} \quad \text{and} \quad \begin{array}{c} \sqrt{G} \\ \downarrow g^{-1} \end{array} \]

(125)

respectively. These can be defined by their action on the group elements via:

\[ \begin{array}{c} \sqrt{G} \\ \downarrow g \end{array} \quad \text{and} \quad \begin{array}{c} \sqrt{G} \\ \downarrow g^{-1} \end{array} \]

(126)

Various important properties of groups can then be elegantly captured using these diagrams such as associativity of multiplication,

\[ \begin{array}{c} \sqrt{G} \\ \downarrow g \end{array} \quad \text{and} \quad \begin{array}{c} \sqrt{G} \\ \downarrow g^{-1} \end{array} \]

(127)

that the identity element is the unit,

\[ \begin{array}{c} \sqrt{G} \\ \downarrow g \end{array} = \begin{array}{c} \sqrt{G} \\ \downarrow g \end{array} \quad \text{and} \quad \begin{array}{c} \sqrt{G} \\ \downarrow g^{-1} \end{array} \]

(128)
that the group inverse is idempotent,

\[
\begin{array}{c}
\square \\
G \\
\square
\end{array}
\begin{array}{c}
\square \\
G \\
\square
\end{array} = 
\begin{array}{c}
\square \\
G \\
\square
\end{array}
\quad \text{,} \quad (129)
\]

and that multiplication is “antisymmetric”,

\[
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\begin{array}{c}
\circ \\
G \\
\square
\end{array} = 
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\quad \text{,} \quad (130)
\]

To capture more of the group structure diagrammatically, we introduce a copy map and a discard map for these new systems which are denoted:

\[
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\quad \text{and} \quad 
\begin{array}{c}
\circ \\
G \\
\square
\end{array}
\quad \text{,} \quad (131)
\]

respectively. These too can be defined by their action on group elements via:

\[
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array} = 
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\quad \text{and} \quad 
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\quad = \quad \text{.} \quad (132)
\]

Important properties of these can also be captured diagrammatically such as: associativity of copy,

\[
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array} = 
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\quad \text{,} \quad (133)
\]

that the discard is the counit for copy,

\[
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array} = 
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\quad = \quad \text{,} \quad (134)
\]

and that copying is symmetric,

\[
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array} = 
\begin{array}{c}
\circ \\
G \\
\square \\
G
\end{array}
\quad \text{,} \quad (135)
\]
Finally, we can use the interaction of these new processes with the group multiplication and inverse in order to capture more structure of the group. In particular,

\[ G \cdot \overline{G} = I_G \]  

(136)

ensures that the group inverse behaves as expected. Moreover, one can show that copying and multiplication form a bialgebra,

\[ \overline{G} \cdot G = G \cdot \overline{G}, \]  

(137)

that group multiplication is causal,

\[ \overline{G} = \overline{G} \]  

(138)

and that the inverse is copied by the copy operation,

\[ G = G. \]  

(139)

A.2 Group representations

In this section, we define group representations on systems in QC\textit{a}lc (or Q\textit{p}h\textit{y}s) as an interaction between the new systems \( G \) and systems from QC\textit{a}lc. Formally we can think of the systems \( G \) as being particular (potentially infinite-dimensional) classical systems where the point distributions correspond to the group elements.

A \textit{causal} group representation of \( G \) on some system \( Q \) in QC\textit{a}lc, is a process, \( \pi \), of the form:

\[ Q \]  

(140)

such that the following equations are satisfied:

\[ Q \]  

(141)
The first two equations guarantee that this is a valid representation and the third guarantees that this is a causal representation. Note that if we are working with QPhys rather than QCalc then this last condition is automatically satisfied.

If $Q$ is strictly quantum, that is, a system $\mathcal{H}$, then these causal representations are necessarily unitary representations, that is, they satisfy,

$$\mathcal{H} \xrightarrow{\pi G} \mathcal{H} \quad \text{::} \quad \rho \rightarrow U_g \rho U_g^\dagger,$$

for all $g \in G$. To see this simply note that the axioms for group representations imply that the processes on the left-hand side are necessarily reversible, and reversible CPTP maps are necessarily unitary supermaps.

For finite-dimensional classical systems $X$ the only representation that we will typically use is the trivial representation, namely:

$$X \xrightarrow{\pi G} X \quad \text{::} \quad \rho \rightarrow \rho.$$

(143)

For many groups this will in fact be the only possible representation for finite-dimensional classical systems.

We can compose representations of single systems to define representations of composite systems via:

$$X \xrightarrow{\pi G} X \quad \text{::} \quad \rho \rightarrow \rho \cdot$$

(144)

Thus, if we compose a quantum and a classical representation we end up with a representation:

$$\mathcal{H} \xrightarrow{\pi G} \mathcal{H} \quad \text{::} \quad \rho \rightarrow \rho \cdot$$

(145)

That is, the quantum part of the composite system may transform non-trivially under the action of the group, but the classical part is left invariant. Finally, note that the representation on a trivial system is necessarily trivial, that is:

$$\mathcal{C} \xrightarrow{\pi G} \mathcal{C} \quad \text{::} \quad \rho \rightarrow \rho.$$

(146)
A.3 Intertwiners

Next we introduce intertwiners, i.e. processes in QCalc (or QPhys) that are symmetric with respect to the group action. In particular, they are characterised by the covariance condition:

\[ E_Q \pi \rho_G \pi_1 Q_1 = \pi \rho G \pi Q_1 E_Q. \] (147)

Using that representations on the trivial system and classical systems are trivial representations, one can easily show that states and measurements are intertwiners if and only if they are invariant under the group action, namely:

\[ \rho_Q \pi_1 G = \rho_1 \pi_1 G \rho_Q \] and \[ M_Q \pi \rho_G X \pi'_G = M_Q \rho_G X \pi'_G. \] (148)

A.4 Dual systems and conjugate representations

Finally, we introduce dual systems and their representations. Systems in QCalc have duals, which we will now explicitly denote with arrows. That is, a generic process is denoted by

\[ \pi \]

and given by a CP map

\[ \mathcal{E} : \mathcal{B}(\mathcal{H}) \otimes \left( \bigoplus_{x \in X} \mathcal{B}(\mathcal{C}) \right) \otimes \mathcal{B}(\mathcal{H'})' \otimes \left( \bigoplus_{x' \in X'} \mathcal{B}(\mathcal{C})' \right) \to \mathcal{B}(\mathcal{K}) \otimes \left( \bigoplus_{y \in Y} \mathcal{B}(\mathcal{C}) \right) \otimes \mathcal{B}(\mathcal{K}')' \otimes \left( \bigoplus_{y' \in Y'} \mathcal{B}(\mathcal{C})' \right)' \] (150)

That is when the arrow is pointing up we use the primal vector space, and when the arrow is pointing down we use the dual vector space.

It is straightforward to verify that this is time-symmetric and time-neutral in the sense of section 2.7.

Given a representation on a system \( Q \), we define the conjugate representation, \( \pi^* \) on the system \( Q^! \) as follows:

\[ \pi^* := \pi \] (151)
Note that if \( Q \) is classical, \( X^\dagger \), then just as the representations on \( X^\dagger \) were necessarily trivial so is the conjugate representation on \( X^\dagger \).

From this definition it is easy to see that cups & caps are intertwiners, for composite representations on the inputs. That is,

\[
\begin{align*}
\pi \quad Q \quad G &= \quad \pi \quad Q \quad G \\
\quad Q \quad G &= \quad Q \quad G \\
\quad Q \quad G &= \quad Q \quad G \\
\quad Q \quad G &\quad \quad Q \quad G
\end{align*}
\]

(152)

In the first equality, we use the assumption that the representation on the input is a composite of representations and the above definition of conjugate representation, in the second equality we are using the definition of cups & caps, in the third we use the definition of a representation, in the fourth we use one of the key results about groups, and the final is again from the definition of a representation.