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Abstract

A Bell test separates quantum mechanics from a classical, local realist theory of physics. However, a Bell test cannot separate quantum physics from all classical theories. Classical devices supplemented with non-signaling correlations, e.g., the Popescu-Rohrlich “nonlocal box,” can pass a Bell test with probability at least as high as any quantum devices can. After all, quantum entanglement does not allow for signaling faster than the speed of light, so in a sense is a weaker special case of non-signaling correlations. It could be that underneath quantum mechanics is a deeper non-signaling theory.

We present a test to separate quantum theory from powerful non-signaling theories. The test extends the CHSH game to involve three space-like separated devices. Quantum devices sharing a three-qubit GHZ state can pass the test with probability 5.1% higher than classical devices sharing arbitrary non-signaling correlations between pairs.

More generally, we give a test that $k$ space-like separated quantum devices can pass with higher probability than classical devices sharing arbitrary $(k - 1)$-local non-signaling correlations.

1 Introduction

Is quantum physics correct and complete, or is there a deeper physical theory underneath it? Einstein, Podolsky and Rosen [EPR35] proposed that quantum mechanics might lie above a deterministic, classical theory for physics. This possibility can be tested. Bell [Bel64] gave a test, refined by Clauser, Horne, Shimony and Holt [CHSH69], that can be passed by quantum-mechanical systems, but not by a deterministic classical theory in which faster-than-light communication is impossible. Recently, several groups have demonstrated “loophole-free” Bell-inequality violations [HBD+15, HKB+16, SMSC+15, GVW+15, RBG+16], i.e., systems that unambiguously pass the CHSH test. Up to high statistical confidence, this rules out the local-hidden-variable models suggested in [EPR35], giving strong evidence that quantum mechanics is correct and complete.

However, other classical models beyond the local-hidden-variable models could govern reality. In particular, non-signaling correlations are a nondeterministic classical model constrained not to allow faster-than-light communication [Ras85, KT85, PR94]. The CHSH test cannot rule out a non-signaling theory of physics. The “nonlocal box” violates the Bell-CHSH inequality maximally, beyond what is possible in quantum physics. In fact, any two-party correlations achievable quantumly can be achieved with non-signaling distributions. Thus non-signaling theories are typically thought of as more general and more powerful than quantum physics. For example, a cryptographic security proof based on a non-signaling security assumption is less conservative and therefore stronger than a proof that assumes the validity of quantum mechanics [BHK05, AGM06, SGB+06, Mas09, MPA11, HRW10, BCK12, MRC+14, HRW13].
We show here that, contrary to this intuition from the CHSH test, quantum entanglement can be more powerful than non-signaling resources. We also provide a test that can separate quantum theory from a general class of non-signaling theories. In particular, there is a three-party correlation that is achievable using quantum entanglement, but that cannot be achieved by classical parties using any combination of arbitrary two-party non-signaling resources (Theorem 6.1). In this aspect, quantum correlations are thus more powerful than two-local non-signaling correlations. The separation is robust to constant error, and therefore it is in principle experimentally testable.

The intuitive idea behind our results is that a non-signaling resource is a black box, that can only be accessed in a particular, classical way—whereas quantum correlations can be looked at in different directions and manipulated quantumly. In particular, this means that unlike quantum entanglement, non-signaling resources cannot be teleported. In fact, we show that CHSH games using entanglement-swapping to generate the quantum entanglement, as in [HBD+15], are already testing a much simpler separation between two-local quantum and non-signaling resources (Figure 1 and Theorem 4.3). Namely, the correlations they exhibit between three parties, Alice, Bob and Charlie, cannot be achieved using two-party non-signaling resources between Alice and Charlie, and Bob and Charlie; a direct Alice-Bob non-signaling resource is required. In contrast, quantumly, a Bell measurement on Charlie’s qubits of Alice-Charlie and Bob-Charlie EPR states can create entanglement between Alice and Bob.

Our main theorem, Theorem 6.1, gives a three-party game that quantum players can win with probability over 5.1% higher than classical players sharing arbitrary two-local non-signaling correlations. The game extends a CHSH game. The three players, Alice, Bob and Charlie, are meant to share a GHZ state $\frac{1}{\sqrt{2}}(|000\rangle + |111\rangle)$. There are two sub-games. Charlie can measure in the $\sigma^x$ basis, leaving Alice and Bob with an EPR state (up to a possible $\sigma^z$ correction), with which they can play a CHSH game. Alternatively, Charlie can measure $\sigma^z$, obtaining the same result as Alice measuring $\sigma^z$. Importantly, a $\sigma^z$ measurement is part of the CHSH game, so Alice cannot distinguish between the sub-games. This makes it difficult for her to make use of any Alice-Bob or Alice-Charlie non-signaling resources. (For example, dependence on the Alice-Bob resources should hurt her when playing the second sub-game with Charlie. This intuition can lead one astray, however, and the proof is somewhat subtle. Appendix A defines games that are similar in spirit, but that do not separate quantum from two-local non-signaling theories.)

Our test cannot rule out a three-party non-signaling correlation—after all, quantum theory is non-signaling. Our test only rules out two-local non-signaling theories. This is valuable because in a hypothetical model of classical physics supplemented by non-signaling resources, true three-local interactions would likely be more challenging to establish than two-local interactions. Our test shows the impossibility of generating certain three-local non-signaling correlations from two-local

![Diagram](Figure 1: In the Teleported CHSH game, Alice and Charlie, and Bob and Charlie share EPR states. They cannot communicate. Charlie applies a Bell measurement, which might fail. Conditioned on it succeeding, Alice and Bob have an EPR state with which they can win a CHSH game with probability 85.4%. If the initial EPR states are replaced with arbitrary Alice-Charlie and Bob-Charlie non-signaling resources, however, they can win with probability only 75% (Theorem 4.3).)
correlations, showing a strong contrast between non-signaling resources and quantum entanglement.

More generally, for any \( k \geq 1 \) we give a \((k + 2)\)-party game that quantum players sharing a GHZ state can win with strictly higher probability than classical devices sharing arbitrary \((k + 1)\)-local non-signaling correlations. Lower bounds on the gaps are given in Figure 4. Note that although the GHZ state is a \((k + 2)\)-local entangled state, it can be generated from two-local EPR states with an initial teleportation round, and this does not help the classical devices. Thus, in a sense, two-local quantum correlations are more powerful than \((k + 1)\)-local classical non-signaling correlations.

Barrett and Pironio [BP05] have previously studied the problem of separating quantum correlations from two-local non-signaling correlations. They give a five-player game, a “graph game,” that entangled quantum players can always win, but that classical players sharing arbitrary two-local non-signaling resources cannot win with probability one. This result establishes that quantum theory can be more powerful than a classical theory with two-local non-signaling correlations. It has been extended to a 13-player game that protects against four-local correlations, and \( k^2 2^{k-2} \)-player games that protect against \( k \)-local correlations [AM13]; and, non-constructively, to \( n \) player games for sufficiently large \( n \) that protect against \(< 0.11n \) local correlations [HMP16]. However, these results do not give any test to separate the theories. The issue is that, potentially, the classical players could win with probability arbitrarily close to one, so no experiment could statistically distinguish quantum from classical. Such an eventuality would not be entirely surprising in light of nonlocality distillation: players sharing an unbounded number of noisy nonlocal boxes can use them in combination to implement a nonlocal box with an arbitrarily small positive noise rate [BBL+06].

Sections 2 and 3 review the definitions of non-signaling correlations and the CHSH game. Section 4 analyzes the Teleported CHSH game of Figure 1. Section 5 defines a three-player Extended CHSH game, and in Section 6 we upper bound the probability of winning the game using two-local non-signaling correlations. Section 9 concludes with open problems.

## 2 Non-signaling distributions

**Definition 2.1.** A conditional probability distribution \( \Pr[X,Y|A,B] \) is non-signaling if

\[
\begin{align*}
\Pr[X = x|A = a, B = b] & \text{ does not depend on } b, \text{ and } \\
\Pr[Y = y|A = a, B = b] & \text{ does not depend on } a.
\end{align*}
\]

To interpret this definition, consider two parties, Alice and Bob. Alice’s input is \( a \) and her output a random variable \( X \), and Bob’s input and output are \( b \) and \( Y \). The non-signaling condition is a locality requirement, that the marginal distribution of Alice’s output should depend only on her input, and similarly for Bob. (A local-hidden-variable model, in contrast, adds a “realism” constraint: \( X \) should be a deterministic function of \( a \), and \( Y \) a deterministic function of \( b \).) Thus one cannot communicate from Bob to Alice by changing \( b \). This conforms with relativity theory, in that information from Bob should not be able to travel faster than the speed of light to Alice. A consequence of locality is that Alice can choose her input and sample from \( X \) before Bob has even decided on \( b \). When later Bob inputs \( b \), his output \( Y \) will depend on \( a, b \) and \( X \).

With more parties, the non-signaling condition is that no subset of the parties should be able to communicate to any other subset by changing their inputs [BLM+05]. (Other references include [BP05, ABB+10, PBS11].) Mathematically, this is equivalent to the constraints

\[
p(x_1, \ldots, \tilde{x}_i, \ldots, x_k|a_1, \ldots, a_i, \ldots a_k) = p(x_1, \ldots, \tilde{x}_i, \ldots, x_k|a_1, \ldots, \tilde{a}_i, \ldots a_k)
\]
for all \( \vec{x}, \vec{a} \) and \( a' \). (That is, changing the \( i \)th party’s input should not affect the marginal distribution for the other coordinates.) A strictly weaker definition, that it should not be possible to communicate to any one party alone, has also been considered \([BH13]\).

3 CHSH game

The CHSH game \([CHSH69]\) involves two players, Alice and Bob. Send independent, uniformly random bits \( A \) and \( B \) to Alice and Bob, respectively. The players reply with respective bits \( X \) and \( Y \). Accept if

\[
X \oplus Y = AB .
\]

The classical value of the game, i.e., the maximum probability with which classical players can win, using either a deterministic or randomized strategy, is

\[
\omega_c(\text{CHSH}) = 3/4 .
\]

The quantum value, i.e., the maximum probability with which quantum players can win, using an arbitrary initial shared quantum state, is

\[
\omega_q(\text{CHSH}) = \cos^2 \frac{\pi}{8} \approx 85.4\% .
\]

A strategy achieving this success probability uses a shared EPR state \( \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle) \). On input 0 Alice measures \( \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \), and on input 1 she measures \( \sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). On input \( b \in \{0,1\} \), Bob measures \( \frac{1}{\sqrt{2}}(\sigma^z + (-1)^b \sigma^x) \). Using this strategy, \( \Pr[X \oplus Y = ab | A = a, B = b] = \cos^2 \frac{\pi}{8} \) for all \( a, b \).

With access to an appropriate non-signaling distribution, classical players can win with probability one. The (Popescu-Rohrlich) nonlocal box \([Ras85, KT85, PR94]\) is a non-signaling distribution \( \Pr[X = x, Y = y | A = a, B = b] \) in which \( X \oplus Y = AB \) always.

The CHSH game has the interesting property that a quantum or non-signaling strategy that beats the classical value must generate randomness, in certain technical senses \([PAM^{+}10, CR12]\).

We will use a rough contrapositive of this known property, namely that an arbitrary non-signaling strategy in which \( \Pr[X = 0 | A = 0] = 1 \) cannot beat the classical value:

**Proposition 3.1.** In the CHSH game with Alice's response to question \( A = 0 \) fixed to \( X = 0 \), the non-signaling value is \( 3/4 \), the same as the classical value.

The proof is given in Appendix B, Proposition B.1.

4 Non-signaling correlations cannot teleport

We begin by considering a three-party protocol in which correlations, non-signaling or quantum, are only allowed between two of the pairs of parties.

**Definition 4.1.** The Teleported CHSH game is a protocol with three players: Alice, Bob and Charlie. The players are not allowed to communicate with each other. The verifier sends independent, uniformly random bits \( A \) and \( B \) to Alice and Bob, respectively. She receives in return bits \( X \) and \( Y \) from the respective players, and two bits \( Z_1 \) and \( Z_2 \) from Charlie. The verifier accepts if

\[
X \oplus Y \oplus AZ_1 \oplus (1 - A)Z_2 = AB .
\]
Figure 1 illustrates a quantum strategy for the game. Initially, Alice and Charlie share an EPR state, as do Bob and Charlie, but there is no entanglement between Alice and Bob. Charlie can apply a Bell measurement to his halves of the two shared EPR states to teleport an EPR state between Alice and Bob. Then Alice and Bob play a CHSH game. The teleportation corrections reported by Charlie are known only to the verifier, and are used to adjust Alice’s reported measurement outcome. (This accounts for the $AZ_1 \oplus (1 - A)Z_2$ terms in Eq. (1).)

**Theorem 4.2.** In the Teleported CHSH game,

1. If Alice and Charlie share an EPR state $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, and Bob and Charlie share an EPR state, then the players can win with probability $\omega_q(CHSH) = \cos^2 \frac{\pi}{8} \approx 85.4\%$.

2. If the players are classical and Alice and Charlie share arbitrary non-signaling resources, as do Bob and Charlie, but Alice and Bob do not share any nontrivial non-signaling resources, then the players can win with probability at most $\omega_c(CHSH) = 3/4$.

3. If Alice and Bob share a nonlocal box, then they can win with probability one.

**Proof.** If Alice and Charlie sample a non-signaling distribution where Charlie’s input is fixed, then Charlie’s marginal output distribution is known and therefore can be sampled using shared randomness. Alice can sample from her conditional output distribution using her input. Thus shared randomness allows for sampling from the non-signaling resource’s outputs, where Alice’s output depends on her input but Charlie’s output does not.

Repeating this argument, we see that a protocol using arbitrary non-signaling resources can be simulated using shared randomness provided that one party to each resource has no input.

A natural variant of the Teleported CHSH game allows for Charlie’s measurement to fail.

**Theorem 4.3.** Consider the three-party protocol in which the verifier sends independent, uniformly random bits $A$ and $B$ to Alice and Bob, respectively, receives bits $X$ and $Y$ back from the respective players, and either “success” or “failure” from Charlie. On “success,” the verifier accepts if $X \oplus Y = AB$.

Then there is a quantum strategy, using Alice-Charlie and Bob-Charlie EPR states, for which $\Pr[\text{success}] = 1/4$ and $\Pr[\text{accept}|\text{success}] = \omega_q(CHSH) = \cos^2 \frac{\pi}{8}$.

However, for any classical strategy with arbitrary Alice-Charlie, and Bob-Charlie non-signaling resources, but no Alice-Bob non-signaling resources, $\Pr[\text{accept}|\text{success}] \leq \omega_c(CHSH) = 3/4$.

Theorem 4.3 is useful because this situation arises in experiments. In the loophole-free Bell-inequality violation of Hensen et al. [HBD+15], Alice and Bob’s qubits are single electrons, which are each entangled with a photon. The photons are sent to Charlie, who attempts to project the photons onto a singlet state. When successful, this “entanglement-swapping” procedure entangles the electrons. However, the success rate is only $6.4 \times 10^{-9}$, because of the difficulty of generating simultaneous photons and photon loss. By Theorem 4.3, Charlie’s low success rate does not create any loopholes; still $\Pr[\text{accept}|\text{success}] \leq 3/4$ in the non-signaling case with no Alice-Bob resources.

Note that any two-player game $G$ can be used in place of the CHSH game in Theorem 4.3. In the quantum case, Charlie can attempt to teleport any needed entanglement between Alice and Bob, declaring success only for the trivial Bell measurement outcome(s). The value of the game with Alice-Charlie and Bob-Charlie non-signaling resources is at most $\omega_c(G)$.

Unfortunately, in an experiment it is difficult to enforce that certain pairs of parties are allowed to share non-signaling resources, while other pairs are not.
5 Extended CHSH game

We define the $k$-Extended CHSH game, or “CHSH + $k$” for short, with players Alice, Bob and Charlie$_1$, $\ldots$, Charlie$_k$. With $A$ and $X$ we denote Alice’s input and output, respectively, and similarly $B$ and $Y$ for Bob, and $C_j$ and $Z_j$ for Charlie$_j$. These messages are all single bits.

There are two types of questions:

- In a consistency question, the inputs are $A = 0$ and $C_J = 0$ for a uniformly random index $J \in [k]$. The verifier accepts if $X = Z_J$.
- In a game question, the verifier sends Alice $A \in \{0, 1\}$ and Bob $B \in \{0, 1\}$. If $A = 0$, the verifier accepts if $X = Y$. If $A = 1$, then the verifier also sends $C_j = 1$ to Charlie$_j$ for every $j$, and she accepts if $(X \oplus Z_1 \oplus \cdots \oplus Z_k) \oplus Y = B$.

A consistency question is chosen with probability $q = 1 - 2/(3^k + 1)$. (The precise value is set to optimize Claim 8.3 below.)

CHSH + 0 is a standard CHSH game. Observe that CHSH + $k$ embeds into a simpler game, in which the verifier chooses inputs $A = C_1 = \cdots = C_k \in \{0, 1\}$ and $B \in \{0, 1\}$, and accepts if $X = Z_1 = \cdots = Z_k = Y$, when $A = 0$, or if $(X \oplus Z_1 \oplus \cdots \oplus Z_k) \oplus Y = B$, when $A = 1$. In this latter game, the roles of Alice and Charlie$_1$, $\ldots$, Charlie$_k$ are all symmetrical. We have chosen a less symmetrical presentation to help organize our analysis.

**Proposition 5.1.** There exists a quantum strategy for the CHSH + $k$ game, using the shared state $\frac{1}{\sqrt{2}}(|0^{k+2}\rangle + |1^{k+2}\rangle)$, such that

$$\Pr[\text{win} | \text{consistency question}] = 1$$
$$\Pr[\text{win} | \text{game question}] = \cos^2 \frac{\pi}{8}.$$  

Thus $\Pr[\text{win}] = 1 - (1 - q) \sin^2 \frac{\pi}{8}$.

**Proof.** Alice and Charlie$_1$, $\ldots$, Charlie$_k$ behave symmetrically: on input 0 each measures $\sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, and on input 1 each measures $\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. On input $b \in \{0, 1\}$, Bob measures $\frac{1}{\sqrt{2}}(\sigma^z + (-1)^b\sigma^x)$.

These are the same measurements used by an optimal strategy for the standard CHSH game. $\square$

Note that on input $A = 0$, Alice cannot distinguish between a game and a consistency question, nor between the different consistency questions. Intuitively, for classical players, even if Alice shares two-local non-signaling resources with the others, it should be difficult for her to use these correlations. One should be very wary of this intuition, however, since simple variants of this construction, for which the intuition might seem equally valid, provably do not work. See Appendix A.

When $A = 0$, the verifier’s decision to accept or reject depends only on the answers from Alice and either Bob or Charlie$_J$. This property will be essential for our later analysis.

6 Intuition and technical ideas for CHSH + 1 separation

**Theorem 6.1.** In the Extended CHSH game, CHSH + 1, classical players sharing two-local non-signaling resources can win with probability at most $7/8$. 
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This is $\sqrt{\frac{2}{3}} - 1 > 5.17\%$ below the quantum winning probability lower bound from Proposition 5.1.

Before going into detail, let us explain the intuition.

Consider a consistency question, so $A = 0$. The verifier’s decision to accept or reject does not depend on Bob. Furthermore, given Charlie’s answer Alice has only one correct response. Therefore, if Alice’s answer depends very much on the randomness she gets from her correlations with Bob, she will necessarily be wrong a substantial fraction of the time. If the players win with high probability, then replacing her strategy on input $A = 0$ with one that is independent of the Alice-Bob correlations does not change the success probability by very much.

Next consider a game question with $A = 0$. Again, Alice has a unique correct response given Bob’s answer, and the verifier’s acceptance predicate does not depend on Charlie. (This is only true for $A = 0$.) Intuitively, then, Alice’s modified strategy on input $A = 0$ cannot depend much on her correlations with Charlie, either. Alice’s response to $A = 0$ must be nearly deterministic, so Proposition 3.1 upper-bounds the players’ success probability by the classical value $\omega_c(\text{CHSH}).$

In order to make the analysis rigorous, we need to explain what it means for Alice’s answer to depend on the randomness from her correlations with Bob. This begins with factoring the underlying randomness of a non-signaling distribution. Consider a two-party non-signaling distribution $p(x, y|a, b)$. Since $p(x|a, b)$ is independent of $b$, the distribution can be factored as $p(x, y|a, b) = p(x|a)p(y|a, b, x)$. Without loss of generality, then, we may assume that the underlying sample space has the factorized form $\Omega = [0, 1] \times [0, 1]$; and for a uniformly random sample $(r, s) \in \Omega$, $r$ determines $x$ from $a$, and $s$ determines $y$ from $r, a, b$. (That is, $x$ is a deterministic function of $a$ and $r$, and $y$ is a deterministic function of $r, a, b$ and $s$.)

Call $p(x, y|a, b) = p(x|a)p(y|a, b, x)$ the left-factorization of the resource, and $p(x, y|a, b) = p(y|b)p(x|a, b, y)$ the right-factorization. See Figure 2.

**Example 6.2.** For example, consider a two-party resource that has one input bit $a$ from Alice and no inputs from Bob, and that outputs to Alice and Bob the same uniformly random bit $x$, independent of Alice’s input. The randomness of this resource can be parameterized by a uniformly random $r \in [0, 1]$,

$$a = 0 \implies x = \begin{cases} 0 & \text{if } r < 1/2 \\ 1 & \text{if } r > 1/2 \end{cases} \quad a = 1 \implies x = \begin{cases} 1 & \text{if } r < 1/2 \\ 0 & \text{if } r > 1/2 \end{cases}$$

An equivalent parameterization, with no dependence on $a$, is

$$x = \begin{cases} 0 & \text{if } r < 1/2 \\ 1 & \text{if } r > 1/2 \end{cases}$$

In the first parameterization in this example, for a fixed value of $r$ changing Alice’s input $a$ will change the output $x$. This would seem to be problematic for the preceding argument; Alice could share the resource of Example 6.2 with Charlie, and give it an input from an Alice-Bob resource. Therefore even when $J = 2$, Alice’s outputs can depend on the randomness from her correlations with Bob. This dependence is of course artificial; in the second parameterization of the example, $x$ has no dependence on $a$.

This concept is not obvious. As an example, say that Alice takes the output of a resource she shares with Bob, feeds that as input to a resource shared with Charlie, and then outputs its answer. Consider, does this strategy “depend on” the Alice-Bob resource? How do we replace it with one that does not depend on that resource?
We will argue, then, that although Alice’s answer can depend on her correlations with Bob, the resources can be reparameterized so that there is no such dependence. This technical trick allows our intuitive argument to be pushed through for the case \( J = \text{Charlie} \). First, use a right-factorization for the interactions of Alice and Charlie, and a left-factorization for the Alice-Bob resources. That is, parameterize the Alice-Charlie interactions by \( s \), the input and local randomness to Charlie. Charlie’s outputs are a deterministic function of \( s \). Therefore, given \( s \) and Alice’s input, there is a unique valid answer for Alice, so her answer can have little dependence on her interactions with Bob. Then, we switch to a left-factorization for the Alice-Charlie interactions, in which Alice’s local randomness (with respect to which her outputs are a deterministic function of her inputs) comes from sampling \( s \). Roughly speaking, the resources on Alice’s side “guess” Charlie’s input and randomness, and use the guess to determine Alice’s random outputs. (It does not matter that the guess is almost certainly wrong; what matters is that this procedure generates the correct marginal distribution for Alice’s input/output transcripts.) See Figure 2(c). In this left-factorization, it is still the case that Alice’s answer has little dependence on her interactions with Bob.

A technical problem is that Alice potentially shares many non-signaling resources with Charlie. We want to use a left-factorization for all of them. In the above reparameterization, based on sampling \( s \), all the resources must use the same \( s \). They cannot make independent guesses. This however correlates the randomness in the non-signaling resources, which the definition does not allow.\(^2\) For this reason we introduce multi-round non-signaling resources. All Alice-Charlie resources can be collected together into one multi-round resource, whose left-factorization samples \( s \) as above.

7 General strategy simplification lemma

As our tools are applicable beyond the setting of Theorem 6.1, at this point it is appropriate to generalize. In this section we will state and prove our main technical lemma, and in Section 8 below we will apply it to Extended CHSH and Extended CHSH_n games.

\(^2\)It is important to sample \( s \) at random; using a fixed value \( s^* \) would mean that Alice’s final output is constant with high probability, i.e., this would change the marginal distribution over Alice’s transcripts.
Figure 3: (a) A multi-round non-signaling resource allows the players to make sequential, asynchronous queries. Although the responses can be correlated, the correlations do not allow for signaling; the marginal distribution of Alice’s outputs is independent of Bob’s inputs, and vice versa. (b) For example, Alice and Bob might share two nonlocal boxes, but query them in opposite orders, so the outputs satisfy $X_1 \oplus Y_2 = a_1 b_2$ and $X_2 \oplus Y_1 = a_2 b_1$.

For a vector $\vec{v} = (v_1, \ldots, v_m)$, we denote its first $j$ components by $\vec{v}_{1:j} = (v_1, \ldots, v_j)$, and we use $\vec{v}_{1:0}$ to remove the vector entirely from an expression.

**Definition 7.1.** A $k$-party, multi-round non-signaling resource is a conditional probability distribution $Pr[\vec{X}(1), \ldots, \vec{X}(k) | \vec{A}(1), \ldots, \vec{A}(k)]$ satisfying, for all $j_1, \ldots, j_k \geq 0$,

$$Pr[\vec{X}_{1:j_1} \ldots \vec{X}_{1:j_k} | \vec{A}(1) \ldots \vec{A}(k)] = Pr[\vec{X}_{1:j_1} \ldots \vec{X}_{1:j_k} | \vec{A}_{1:j_1} \ldots \vec{A}_{1:j_k}] .$$

This definition has two intuitive implications. First is causality: the distribution of the outputs should only depend on the inputs already given, e.g., $Pr[\vec{X}_{1:j_1} | \vec{A}(1)] = Pr[\vec{X}_{1:j_1} | \vec{A}_{1:j_1}]$. Second is non-signaling: it does not matter in what order inputs are given. For example, player $k$’s inputs cannot change the marginal distribution of the other players’ outputs, $Pr[\vec{X}_{1:j_1} \ldots \vec{X}_{1:j_k} | \vec{A}(1) \ldots \vec{A}(k)] = Pr[\vec{X}_{1:j_1} \ldots \vec{X}_{1:j_k} | \vec{A}_{1:j_1} \ldots \vec{A}_{1:j_k}], j_k = 0$ in the definition, and intuitively corresponds to player $k$ going last. See Figure 3.

In general, multiple multi-round non-signaling resources between the same set of players can be grouped together into one. This is useful because, unlike in the proofs of [BP05, AM13, HMP16] we cannot here eliminate one non-signaling resource at a time, because the players’ strategy might use an unbounded number of resources. Instead, we will use the non-signaling property to eliminate, all at once, all uses of non-signaling resources involving a given subset of $k$ players.

In general, a nonlocal game involves some set of players, who can agree in advance on a strategy but cannot later communicate with each other. The verifier chooses from some distribution a question, consisting of a set of inputs to all or some of the players, and sends each player its input. The players respond, and the verifier applies a predicate to decide whether to accept. The game is “unique” if for any question and any player $v$ involved in the verifier’s acceptance predicate, for any fixed responses from the other involved players there is exactly one response for $v$ so that the verifier accepts.

**Lemma 7.2.** Consider a unique nonlocal game. Let $S$ be a strategy, for classical players using non-signaling resources, that wins with probability at least $1 - \epsilon$ on all questions. Fix a player $v$ and a non-signaling resource $R$ involving $v$, and assume that there exists a question $Q$ such that
the verifier’s acceptance predicate depends only on the responses of \( v \) and players \( U \) not involved in \( R \). Assume further that for any other question \( Q' \) in which \( v \)'s input is the same as in \( Q \), for any player \( u \in U \) either \( u \)'s input is the same as in \( Q \) or the verifier’s acceptance predicate does not depend on \( u \)'s response.

Then there exists a strategy \( S' \) that wins with probability at least \( 1 - 3\epsilon \) on all questions, and that is the same as \( S \) except for \( v \)'s behavior on its input in question \( Q \); on this input, \( v \) ignores the resource \( R \). (In fact, \( \Pr[S' \text{ loses}\mid Q] \leq \Pr[S \text{ loses}\mid Q] \) and \( \Pr[S' \text{ loses}\mid Q'] \leq \Pr[S \text{ loses}\mid Q'] + 2\Pr[S \text{ loses}\mid Q] \) for any \( Q' \) in which \( v \)'s input is the same as in \( Q \).)

**Proof.** Let \( U \) be the set of players, aside from \( v \), upon whose answers the verifier’s acceptance predicate depends for question \( Q \). Let \( W \) be the set of all players aside from \( U \) and \( v \).

Call a question \( Q' \) \( v \)-compatible with \( Q \) if either \( v \)'s input differs from \( Q \) to \( Q' \) (so \( S \) and \( S' \) will be the same on \( Q' \)), or for any player \( u \in U \), either \( u \)'s input is the same as in \( Q \) or the verifier’s acceptance predicate does not depend on \( u \)'s response. By assumption all questions chosen with positive probability are \( v \)-compatible with \( Q \).

Parameterize the randomness for the non-signaling resources according to the players in \( U \) going first, then \( v \), then \( W \):

1. Let \( r_U \) denote the randomness for \( U \). It fixes the answers of the players in \( U \) to \( Q \). Let \( U(r_U) \) denote the unique answer for \( v \) for which the verifier accepts.
2. Let \( r_{Uv} \) denote the remaining randomness needed to determine the outputs at \( v \) of any resources that include \( v \) and a player or players in \( U \) (these resources might also include players in \( W \)). Let \( r_v \) denote the randomness needed to determine the outputs at \( v \) of any resources that include \( v \) but no players in \( U \). Then \( v \)'s answer to its input \( Q_v \) in \( Q \) is a deterministic function \( v(r_U, r_{Uv}, r_v) \).
3. Let \( r_W \) denote all the remaining randomness for non-signaling resources involving \( W \); this includes resources that cross from \( U \) and/or \( v \) to \( W \) as well as any other resources involving \( W \). For a \( v \)-compatible question \( Q' \), let \( W_{Q'}(r_U, r_{Uv}, r_v, r_W) \) denote the unique answer for \( v \) for which the verifier accepts. It is a deterministic function of the randomness that we have defined, where the inputs to \( U \) and \( v \) are given by \( Q \) and the inputs to \( W \) given by \( Q' \).

Let \( \chi_P \) denote the indicator function for a predicate \( P \); \( \chi_P = 1 \) if \( P \) is true and \( \chi_P = 0 \) otherwise.

Consider the question \( Q \). Strategy \( S \) wins with probability at least \( 1 - \epsilon \) on this question, i.e., with the above parameterization,

\[
1 - \epsilon \leq \sum_{r_U, r_{Uv}, r_v} p(r_U)p(r_{Uv})p(r_v) \cdot \chi_U(r_U) = v(r_U, r_{Uv}, r_v)
\]

(2) In particular, there exists a fixed value \( r_v^* \) such that

\[
1 - \epsilon \leq \sum_{r_U, r_{Uv}} p(r_U)p(r_{Uv}) \cdot \chi_U(r_U) = v(r_U, r_{Uv}, r_v^*)
\]

(3) Define strategy \( S' \) using \( r_v^* \): on input \( Z \), \( v \) does not use any resource that does not also involve \( U \); for any such resource, \( v \) instead simulates its input/output behavior using the fixed \( r_v^* \).

To prove the lemma, we need to lower bound the success probability of \( S' \) on question \( Q \), and on other \( v \)-compatible questions.
1. For question $Q$, the right-hand side of Eq. (3) is exactly the probability that $S'$ wins; indeed it is at least $1 - \epsilon$.

2. Consider a $v$-compatible question $Q'$. For strategy $S$, let $W_Q(r_U, r_{U'}, r_v, r_W)$ denote the unique answer for $v$ for which the verifier accepts, as a deterministic function of the randomness that we have defined, where the inputs to $U$ are given by $Q$. Similarly define $W_{Q'}(r_U', r_{U'}, r_v', r_W)$ for strategy $S'$. Since $v$ behaves differently in $S'$ (in particular ignoring $r_v$), it is important to recognize that $W_Q$ could be very different from $W_{Q'}$. $W_Q$ depends on both $r_v$ and $r'_v$.

The probabilities that the strategies win satisfy

$$1 - \epsilon \leq \Pr[S \text{ wins}|Q'] = \sum_{r_U, r_{U'}, r_v, r_W} p(r_U)p(r_{U'})p(r_v)p(r_W) \cdot \chi_v(r_U, r_{U'}, r_v, r_W) = \Pr[v = W_Q]$$

$$= \Pr[v = W_Q']$$

(4)

We use the shorthand $v = v(r_U, r_{U'}, r_v)$, $v^* = v(r_U, r_{U'}, r_v^*)$, $W_Q = W_Q(r_U, r_{U'}, r_v, r_W)$, $W_{Q'} = W_{Q'}(r_U, r_{U'}, r_v, r_W)$ and $U = U(r_U)$.

From $\chi_{v^*} \neq W_Q, \leq \chi_{v^*} \neq U + \chi_U \neq W_{Q'}$, we bound

$$\Pr[S' \text{ loses}|Q'] = \Pr[v^* \neq W_{Q'}]$$

$$\leq \Pr[v^* \neq U] + \Pr[U \neq W_{Q'}].$$

By the no-signaling property, $v$'s different actions in the strategy $S'$ cannot affect the joint distributions of the players in $U$ and $W$ together. Therefore $\Pr[U \neq W_{Q'}] = \Pr[U \neq W_Q]$. (This is the key observation in the proof.) We conclude

$$\Pr[S' \text{ loses}|Q'] \leq \Pr[v^* \neq U] + \Pr[U \neq W_Q]$$

$$\leq \Pr[v^* \neq U] + \Pr[U \neq v] + \Pr[v \neq W_Q]$$

$$= \Pr[S' \text{ loses}|Q] + \Pr[S \text{ loses}|Q] + \Pr[S \text{ loses}|Q']$$

$$\leq 3\epsilon,$$

where the last steps use Eqs. (3), (2) and (4), respectively, to bound the three terms.

\[\square\]

8 Robust separation argument

We will now apply Lemma 7.2 to prove an upper bound on the probability that classical players sharing non-signaling resources can win an extended game. We give the proofs in parallel for the CHSH + $k$ game (Section 5) and the CHSH$_n + k$ game (Appendix B.2); the latter gives a larger separation for $k > 1$.

**Theorem 8.1.** For any $k$, classical players sharing arbitrary $(k + 1)$-party non-signaling resources can win the CHSH + $k$ game with probability at most $1 - \frac{1}{2^{(3^k + 1)}} < \omega_q(\text{CHSH} + k)$.

**Theorem 8.2.** For any $k$, classical players sharing arbitrary $(k + 1)$-party non-signaling resources can win the CHSH$_n + k$ game with probability at most $1 - \frac{1}{2^{(2n + 3^k - 2)}} < \omega_q(\text{CHSH}_n + k)$. 
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| $k$ | CHSH gap $\omega_k$ | Best CHSH$_n$ gap $\omega_k$ |
|-----|------------------|------------------|
| 1   | $5.178 \cdot 10^{-2}$ | $4.272 \cdot 10^{-2}$ (with $n = 3$) |
| 2   | $2.071 \cdot 10^{-2}$ | $2.318 \cdot 10^{-2}$ (with $n = 4$) |
| 3   | $7.397 \cdot 10^{-3}$ | $1.079 \cdot 10^{-2}$ (with $n = 5$) |
| 4   | $2.526 \cdot 10^{-3}$ | $4.454 \cdot 10^{-3}$ (with $n = 8$) |
| 5   | $8.488 \cdot 10^{-4}$ | $1.695 \cdot 10^{-3}$ (with $n = 13$) |
| 6   | $2.837 \cdot 10^{-4}$ | $6.122 \cdot 10^{-4}$ (with $n = 22$) |
| 7   | $9.466 \cdot 10^{-5}$ | $2.140 \cdot 10^{-4}$ (with $n = 38$) |
| 8   | $3.156 \cdot 10^{-5}$ | $7.333 \cdot 10^{-5}$ (with $n = 65$) |
| 9   | $1.052 \cdot 10^{-5}$ | $2.484 \cdot 10^{-5}$ (with $n = 111$) |
| 10  | $3.507 \cdot 10^{-6}$ | $8.359 \cdot 10^{-6}$ (with $n = 192$) |
| 11  | $1.169 \cdot 10^{-6}$ | $2.802 \cdot 10^{-6}$ (with $n = 332$) |
| 12  | $3.897 \cdot 10^{-7}$ | $9.368 \cdot 10^{-7}$ (with $n = 574$) |

Figure 4: Gap lower bound between the quantum and $(k + 1)$-local non-signaling strategies for the CHSH + $k$ and CHSH$_n + k$ games.

In particular, using Proposition 5.1, $\omega_q(\text{CHSH} + k) − (1 − \frac{1}{2^{(3k+1)}}) \geq \sqrt{\frac{2}{3k+1}}$. Explicit lower bounds on the quantum versus non-signaling gap are listed in Figure 4.

**Proof of Theorems 8.1 and 8.2.** The proofs for CHSH + $k$ and CHSH$_n + k$ are the same except for the algebra at the end.

Let $S$ be any classical strategy for the game, CHSH + $k$ or CHSH$_n + k$, using $(k + 1)$-party non-signaling resources. Assign each non-signaling resource involving $< k + 1$ players to an arbitrary superset of $k + 1$ players. (For example, a two-local resource shared between Alice and Bob might be assigned to $\{\text{Alice}, \text{Bob}, \text{Charlie}_1, \ldots, \text{Charlie}_{k−1}\}$.) Then for each subset of $k + 1$ players, group together all the associated correlations into a single multi-round non-signaling resource. Therefore we may assume that $S$ uses exactly $k + 2$ multi-round non-signaling resources. Denote by $R_A$ the resource involving all players except Alice, by $R_B$ the resource involving all players except Bob, and by $R_{C_j}$ the resource involving all players except Charlie$_j$.

Let $Q_1, \ldots, Q_k$ be the $k$ consistency questions, and let $Q_{a,b}$ be the game question in which Alice and Bob’s respective inputs are $a$ and $b$. For any question $Q$, let $\epsilon_Q = \Pr[S \text{ loses} | Q]$.

Begin by considering $Q_1$, the consistency question between Alice and Charlie$_1$. Their inputs are $A = C_1 = 0$. We aim to apply Lemma 7.2 for Alice and resource $R_{C_1}$. The two main assumptions of the lemma hold. Indeed, of these two players, only Alice has access to $R_{C_1}$. Furthermore, no other question $Q'$ with $A = 0$, either a consistency question or a game question, depends on Charlie$_1$’s output $Z_1$. (Although CHSH + $k$ and CHSH$_n + k$ are not unique games, they are unique for all questions with $A = 0$.) Therefore, by Lemma 7.2, there exists a strategy $S_1$ that is the same as $S$ except that Alice on input $A = 0$ ignores $R_{C_1}$. The loss probabilities $\epsilon_Q^{(1)} = \Pr[S_1 \text{ loses} | Q]$ satisfy

$$\epsilon_Q^{(1)} \leq \epsilon_Q$$
$$\epsilon_Q^{(1)} \leq \epsilon_Q + 2\epsilon_Q$$

for $j \neq 1$.

Repeat the above argument for question $Q_2$. Applying Lemma 7.2 for Alice and resource $R_{C_2}$, we obtain a strategy $S_2$ in which on input $A = 0$ Alice ignores resources $R_{C_1}$ and $R_{C_2}$. The loss probabilities satisfy $\epsilon_Q^{(2)} = \epsilon_Q^{a,b}$ for $a \neq 0$, and

$$\epsilon_Q^{(2)} \leq \epsilon_Q^{(1)} + 2\epsilon_Q^{(1)}$$
$$\epsilon_Q^{(2)} \leq \epsilon_Q^{(1)} + 2\epsilon_Q^{(1)}$$

for $j > 2$.

$$\epsilon_Q^{(2)} \leq \epsilon_Q^{(1)} + 2\epsilon_Q^{(1)}$$
$$\epsilon_Q^{(2)} \leq \epsilon_Q^{(1)} + 2\epsilon_Q^{(1)}$$

for $j > 2$. 
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Continue inductively. Ultimately, we construct a strategy $S_k$ in which on input $A = 0$ Alice ignores all the resources $R_{C_1}, \ldots, R_{C_k}$, and for which $\epsilon^{(k)}_{Q_{a,b}} = \epsilon_{Q_{a,b}}$ for $a \neq 0$, and

$$\epsilon^{(k)}_{Q_{0,b}} \leq \epsilon_{Q_{0,b}} + 2 (3^{k-1} \epsilon_{Q_1} + 3^{k-2} \epsilon_{Q_2} + \cdots + \epsilon_{Q_k}).$$

Similar inequalities hold for the strategies one obtains by eliminating the consistency questions in any other order. Averaging over the $k$ cyclically permuted orderings yields a strategy $\tilde{S}_k$ for which the loss probabilities $\epsilon^{(k)}_Q = \Pr[\tilde{S}_k \text{ loses} | Q]$ satisfy $\epsilon^{(k)}_{Q_{a,b}} = \epsilon_{Q_{a,b}}$ for $a \neq 0$, and

$$\epsilon^{(k)}_{Q_{0,b}} \leq \epsilon_{Q_{0,b}} + \frac{3^k - 1}{k} (\epsilon_{Q_1} + \cdots + \epsilon_{Q_k}) = \epsilon_{Q_{0,b}} + (3^k - 1) \Pr[S \text{ loses} | \text{consistency}].$$

From here on we consider only game questions $Q_{a,b}$. On input $A = 0$, Alice in $\tilde{S}_k$ only uses the resource $R_B$, which does not involve Bob. Since in this case the verifier’s acceptance predicate $X = Y$ depends only on Alice and Bob, $R_B$ intuitively should not be helpful. While Lemma 7.2 does not apply, the argument is straightforward.

Consider the questions $Q_{0,b}$ with $b \in \{0, 1\}$. Alice queries only $R_B$ and Bob queries only those resources aside from $R_B$. By the non-signaling property, we may assume that the other players Charlie 1, ... , Charlie $k$ go last, and thus can parameterize Alice and Bob’s local randomness by $r_A$ and $r_B$, respectively, such that their outputs are deterministic functions $f(r_A, z)$ and $g(b, r_B, z)$ of their inputs and local randomness, and any shared randomness $z$. Thus the probability of $\tilde{S}_k$ winning on a game question with $A = 0$ satisfies

$$\frac{1}{2} \Pr[\tilde{S}_k \text{ wins} | Q_{0,b}] = \sum_{z, r_A, b, r_B} p(z)p(r_A)p(b)p(r_B) : \chi_{f(r_A, z) = g(b, r_B, z)} \frac{1}{2} \Pr[\{r_A : f(r_A, z) = c\}] \Pr[\{(b, r_B) : g(b, r_B, z) = c\}].$$

For each $z$, let $c_z \in \{0, 1\}$ to be the value that maximizes $\Pr[\{(b, r_B) : g(b, r_B, z) = c\}]$. Define a strategy $S'$ for the players that is the same as $\tilde{S}_k$, except that Alice always outputs $c_z$ when her input is $A = 0$.

**Claim 8.3.** $\Pr[S' \text{ loses} | \text{game question}] \leq (1 + (3^k - 1) \Pr[A = 0 | \text{game}]) \Pr[S \text{ loses}]$.

**Proof.** On game questions with $A = 0$, $S'$ wins with at least the probability that $\tilde{S}_k$ wins; and on game questions with $A \neq 0$, $S'$, $\tilde{S}_k$ and $S$ are the same. Therefore on game questions we have, for $p = \Pr[A = 0 | \text{game question}]$,

$$\Pr[S' \text{ loses} | \text{game question}] = p \Pr[S' \text{ loses} | A = 0] + (1 - p) \Pr[S' \text{ loses} | A \neq 0] \leq p \Pr[\tilde{S}_k \text{ loses} | A = 0] + (1 - p) \Pr[S \text{ loses} | A \neq 0].$$

We want to relate this bound to $\Pr[S \text{ loses}]$. Substitute

$$\Pr[\tilde{S}_k \text{ loses} | A = 0] = \frac{1}{2} (\Pr[\tilde{S}_k \text{ loses} | Q_{0,0}] + \Pr[\tilde{S}_k \text{ loses} | Q_{0,1}]) \leq \Pr[S \text{ loses} | A = 0] + (3^k - 1) \Pr[S \text{ loses} | \text{consistency}].$$
Then use $\Pr[S \text{ loses}] = (1-q) \Pr[S \text{ loses}| \text{game}] + q \Pr[S \text{ loses}| \text{consistency}]$, where $q = 1/(1 + \frac{1}{(3k-1)p})$ is the probability of choosing a consistency question:

$$\Pr[S' \text{ loses}| \text{game question}] \leq \Pr[S \text{ loses}| \text{game}] + p(3^k - 1) \Pr[S \text{ loses}| \text{consistency}]$$

$$= \frac{1}{1-q}(1-q) \Pr[S \text{ loses}| \text{game}] + \frac{(3^k - 1)p}{q} q \Pr[S \text{ loses}| \text{consistency}]$$

$$= (1 + (3^k - 1)p) \Pr[S \text{ loses}]$$

since our choice for $q$ balances the coefficients, $\frac{1}{1-q} = \frac{(3^k-1)p}{q} = 1 + (3^k - 1)p$.

\[\Box\]

**Analysis for CHSH + k game.** Substitute into Claim 8.3 $\Pr[S' \text{ loses}| \text{game}] \geq 1/4$ (from Proposition 3.1) and $p = 1/2$ to find $\Pr[S \text{ loses}] \geq \frac{1}{2(3^{k+1})}$.

**Analysis for CHSH$_n$ + k game.** We will argue that $S'$ wins one of the two embedded CHSH$_n$ games with high probability, and apply Proposition B.1. Having restricted to game questions, we may assume $C_1 = \cdots = C_k = 1$. The inputs of the Charlie players do not vary. Therefore, Alice and Bob can simulate their interactions with the Charlie players using shared randomness. We can fix a value for this and all shared randomness. Then either $Z = 0$ or $Z = 1$. In the former case, the subset of questions $A \in \{0,\ldots,n-1\}$ forms a CHSH$_n$ game, while in the latter case the subset of questions $A \in \{1\ldots,n\}$ does.

Consider the $Z = 0$ case; the case $Z = 1$ is symmetrical. We have

$$\Pr[S' \text{ loses}| \text{game}] = \Pr[S' \text{ loses}| A \geq 0, \text{ game}] \Pr[A \geq 0| \text{ game}] + \Pr[S' \text{ loses}| A < 0] \Pr[A < 0| \text{ game}]$$

$$= \Pr[S' \text{ loses}| A \geq 0, \text{ game}] \Pr[A \geq 0| \text{ game}] .$$

(The last step is an equality, not just $\geq$, because $Z = 0$ wins the game when $A < 0$.)

Conditioned on $A \geq 0$, we have $\Pr[A = a|A \geq 0, \text{ game}] = \frac{1}{n}$ for $a \in \{0,\ldots,n-1\}$, the input probabilities for the CHSH$_n$ game. On input $A = 0$, Alice’s output is deterministic. By Proposition B.1, $\Pr[S' \text{ loses}| A \geq 0, \text{ game}] \geq \frac{1}{2n}$. It follows that $\Pr[S' \text{ loses}| \text{game}] \geq 1/(4n - 2)$.

Thus

$$\Pr[S \text{ loses}] \geq \frac{1}{1 + \frac{3^k-1}{2n-1}} \frac{1}{4n - 2} = \frac{1}{2(2n + 3^k - 2)} .$$

This is $\Omega(1/n)$ if we consider $k$ a constant. For sufficiently large $n$, this is indeed worse than the optimal quantum strategy, which loses with probability less than $\frac{1}{2n^2}$ (Proposition B.3).

\[\Box\]

**9 Open problems**

A natural open problem is to improve the gap between quantum and two-local non-signaling theories, in order to ease experimental tests. We do not know whether our analysis for the Extended CHSH game is tight. Can parallel repetition help? Also, other games might give larger gaps, with similar experimental complexities. For example, quantum players can win the five-player cycle graph game with probability one, whereas in unpublished work we have calculated using Lemma 7.2 that classical players sharing arbitrary two-local non-signaling correlations can win with probability at most $1 - \frac{5}{474} \approx 98.8\%$. 
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A related research direction is to devise a two-party game for which there is a robust separation in the number/dimension of non-signaling resources required to win, versus the number of EPR states. Broadbent and Méthot [BM06] give an exponential separation, but it is not robust.
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A Nonlocal games that do not separate quantum from two-local non-signaling correlations

Quantum players can win the Extended CHSH$_n$ game with a higher probability than classical players sharing two-local non-signaling correlations (Theorem 6.1). One way to understand this game and its analysis is to study games that lack this property, i.e., for which a two-local non-signaling strategy can match any quantum strategy.

One of the simplest non-trivial three-party games is the GHZ game [GHSZ90]. In this game, triples of valid inputs to the players are $(0,0,1), (0,1,0), (1,0,0)$ and $(1,1,1)$. The verifier checks that the exor of the players’ responses is 0 in the first three cases, or 1 for the inputs $(1,1,1)$. The classical value is $\omega_c = 3/4$, and the quantum value is $\omega_q = 1$. However, if two of the players share a nonlocal box, then they can also win with probability 1 [BM06]. (They give their inputs to the box and return its outputs, while the third player outputs 0.)

In fact, any game in which the verifier’s acceptance predicate depends only on the exor of the players’ responses—any “exor game”—can be won with certainty by classical players sharing
Figure 5: (a) In a distributed version of the CHSH game, Alice plays a CHSH game with either Bob₁ or Bob₂. She does not know which, but Charlie is told, and with Bell measurements he creates the necessary entanglement between Alice and the selected Bobₖ. (b) A condensed version of the game. Again, Alice plays either with Bob₁ or Bob₂, and in the latter case Bob₁ teleports the needed quantum correlation.

nonlocal boxes [Dam13]. (Indeed, the idea is simple: if \( x = \bigoplus_j x_j \) and \( y = \bigoplus_j y_j \), where player \( j \) has bits \( x_j \) and \( y_j \), then \( xy = \bigoplus_{i,j} x_i y_j \), and each term can be computed in a distributed fashion using a nonlocal box. Therefore the players can compute any function on distributed bits.) Exor games cannot separate quantum from two-local non-signaling strategies.

A game that intuitively might separate quantum from two-local non-signaling correlations is shown in Figure 5(a). Charlie shares an EPR state with each of the other three players, Alice, Bob₁ and Bob₂. The verifier tells Charlie a random index \( J \in \{1, 2\} \), so that he can use a Bell measurement to create an EPR state between Alice and Bobₖ. The verifier then referees a CHSH game between Alice and Bobₖ, adjusting Alice’s answer according to the Pauli correction reported by Charlie, as in Eq. (1). The optimal quantum strategy wins with probability \( \omega_q(CHSH) = \cos^2 \frac{\pi}{8} \).

This distributed CHSH game is similar to the Teleported CHSH game from Theorem 4.2, except with two Bob players. Intuitively, perhaps, two-local non-signaling correlations should not help the players, since Alice does not know with which Bob she is playing. However, this intuition is incorrect:

### Claim A.1

Players with appropriate two-local non-signaling correlations can win the distributed CHSH game with certainty.

**Proof.** Alice uses two nonlocal boxes to play CHSH games with Bob₁ and Bob₂, giving the same input \( A \) to both. Call the respective outputs \( X_1 \) and \( X_2 \). She feeds these outputs into the following “selection box” shared with Charlie:

\[
\begin{align*}
&\text{Alice} \\
&X_1, X_2 \\
&\downarrow \\
&X
\end{align*}
\]

\[
\begin{align*}
&\text{Charlie} \\
&\bigoplus_j \\
&\downarrow \\
&(Z_1, Z_2) = (X \oplus X_3, X \oplus X_5)
\end{align*}
\]

Alice’s output is a uniformly random bit \( X \), but correlated such that its exor with either of Charlie’s \( Z \) outputs equals \( X_J \).

This distributed CHSH game superficially seems similar to the Extended CHSH game of Theorem 6.1, except that the desired EPR state between Alice and the selected player \( J \) is created
Figure 6: Players sharing three-party non-signaling correlations can access them nonadaptively to win the distributed CHSH game.

by quantum teleportation instead of by a $\sigma^x$ measurement on $|000\rangle + |111\rangle$. In using teleportation to create an EPR state, Alice’s Pauli correction can be any of $I, \sigma^x, \sigma^y, \sigma^z$. On the other hand, a $\sigma^x$ measurement on $|000\rangle + |111\rangle$ generates an EPR state up to a correction only of $I$ or $\sigma^z$, so the correction can be ignored when Alice measures in the $\sigma^z$ basis. This difference is crucial.

The first step in the proof of Theorem 6.1 also works for the distributed CHSH game. That is, considering $J = 2$, we can argue that Alice’s answer depends little on $r_{A-B_1}$, the local randomness in her resource with Bob$_1$. However, we cannot follow the argument further, because the verifier’s acceptance predicate always depends on Charlie’s answer. (Although Alice’s final answer depends little on $r_{A-B_1}$, her full transcript can depend on this randomness, and she can pass the dependence over to Charlie.) At best, one can bound below 1 the maximum success probability of a nonadaptive two-local non-signaling strategy, i.e., a strategy in which the inputs to all resources must be decided on before receiving any outputs. Furthermore, there exists a nonadaptive three-local non-signaling strategy that wins with certainty:

**Claim A.2.** Players with appropriate three-party non-signaling correlations can access them nonadaptively to win the distributed CHSH game with certainty.

**Proof.** Let $R$ be the following Alice-Charlie-Bob resource. Charlie can input either “yes” or “no.”

- If Charlie inputs “yes,” then the resource plays a Teleported CHSH game between the three parties. Thus the outputs $X, (Z_1, Z_2), Y$ satisfy Eq. (1), with a uniformly random marginal distribution for any pair of the outputs, $X$ and $(Z_1, Z_2), X$ and $Y$, or $(Z_1, Z_2)$ and $Y$.

- If Charlie inputs “no,” then the resource gives the same uniformly random bit to Alice and Charlie, $X = Z_1 = Z_2$, and an independent uniformly random bit $Y$ to Bob.

This resource is non-signaling.

Assume that the players share two copies of $R$, between Alice-Charlie-Bob$_1$ and Alice-Charlie-Bob$_2$. Each Bob gives his input to his resource and outputs the response. On input $J$, Charlie gives “yes” to the Alice-Charlie-Bob$_2$ resource and “no” to the other resource. He adds the outputs mod 2. Alice gives her input to both of her resources, and outputs the summed responses mod 2.
For the $J = 1$ case, this strategy is illustrated in Figure 6. When $A = 0$, the outputs satisfy

$$(\text{Alice’s output } X + X’) + (\text{Bob}_1’s \text{ output } Y) + (\text{Charlie’s second output } Z_2 + X’) = X + Y + Z_2 = AB,$$

whereas when $A = 1$ we have

$$(X + X’) + Y + (Z_1 + X’) = X + Y + Z_1 = AB,$$

since the $X’$ terms from the second shared resource cancel. Therefore the players always win.

A similar strategy also works when there are more than two Bobs, with Alice-Charlie-Bob$_i$ shared resources for all $i$. Alice gives the same input $A$ to all her resources and adds the responses; while Charlie inputs “yes” to the Alice-Charlie-Bob$_j$ resource, for the specified $j$, “no” to the others, and sums the responses. Then Alice and Charlie’s answers from the “no” resources cancel out.

B Quantum versus non-signaling for Extended CHSH$_n$ games

In this section we consider generalizations of the CHSH game: CHSH$_n$ for $n = 2, 3, 4, \ldots$, where CHSH$_2$ is the standard CHSH game. We define the $k$-Extended CHSH$_n$ game, for which Theorem 8.2 establishes a gap between the winning probabilities achievable quantumly and those achievable by classical players sharing arbitrary $(k + 1)$-local non-signaling resources.

B.1 CHSH$_n$ game

The CHSH game is the first in a family of games known as chained Bell correlations [Pea70, BC90].

In CHSH$_n$, draw $A$ uniformly from $\{0, 1, \ldots, n-1\}$ and choose $B$ either $A$ or $A + 1 \pmod{n}$ with equal probabilities. Alice takes $A$ and outputs a bit $X$. Bob takes $B$ and outputs a bit $Y$. If $A = B = n - 1$, then accept if $X \neq Y$; and otherwise accept if $X = Y$. For $n \geq 2$, the classical and quantum values are

$$\omega_c(\text{CHSH$_n$}) = 1 - \frac{1}{2n},$$
$$\omega_q(\text{CHSH$_n$}) = \cos^2\frac{\pi}{4n}.$$  \hspace{1cm} (5)

An optimal quantum strategy uses one EPR state $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$. On input $a$, Alice measures $\cos(a\frac{\pi}{n})\sigma^z + \sin(a\frac{\pi}{n})\sigma^x$ for $a = 0, \ldots, n - 2$, or $\cos(-\frac{\pi}{n})\sigma^z + \sin(-\frac{\pi}{n})\sigma^x$ for $a = n - 1$. On input $b$, Bob measures $\cos((b - \frac{1}{2})\frac{\pi}{n})\sigma^z + \sin((b - \frac{1}{2})\frac{\pi}{n})\sigma^x$. See Figure 7. On all valid inputs, the success probability is $\cos^2\frac{\pi}{4n}$.

The general CHSH$_n$ games have found frequent applications in quantum cryptography, e.g., [BHK05, BKP06], and in quantum foundations [CR08, CR11, CR12]. As for the CHSH game, Proposition 3.1, an arbitrary non-signaling strategy in which $\Pr[X = 0|A = 0] = 1$ cannot beat the classical value:

**Proposition B.1.** In the CHSH$_n$ game with Alice’s response to question $A = 0$ fixed to $X = 0$, the non-signaling value is $1 - \frac{1}{2n}$, the same as the classical value.
Figure 7: Optimal measurement directions on the Bloch sphere for Alice (solid, red) and Bob (dashed, blue) for the CHSH game with \( n = 6 \). Consecutive vectors are separated by angle \( \pi/(2n) \).

**Proof.** For \( a, b \in \{0, \ldots, n - 1\} \), let

\[
\begin{align*}
\alpha_{ab} &= \text{Pr}[X = 0, Y = 0 | A = a, B = b] & \beta_{ab} &= \text{Pr}[X = 0, Y = 1 | A = a, B = b] \\
\gamma_{ab} &= \text{Pr}[X = 1, Y = 0 | A = a, B = b] & \delta_{ab} &= \text{Pr}[X = 1, Y = 1 | A = a, B = b].
\end{align*}
\]

These probabilities of course satisfy \( \alpha_{ab} + \beta_{ab} + \gamma_{ab} + \delta_{ab} = 1 \), as well as the non-signaling conditions:

\[
\begin{align*}
\alpha_{jj} + \beta_{jj} &= \alpha_{j,j+1} + \beta_{j,j+1} = \text{Pr}[X = 0 | A = j] \\
\alpha_{jj} + \gamma_{jj} &= \alpha_{j-1,j} + \gamma_{j-1,j} = \text{Pr}[Y = 0 | B = j].
\end{align*}
\] (6)

By assumption, \( \text{Pr}[X = 0 | A = 0] = \alpha_{00} + \beta_{00} = \alpha_{01} + \beta_{01} = 1 \).

**Claim B.2.** Any non-signaling strategy for the CHSH game with \( \text{Pr}[X = 0 | A = 0] = 1 \) is a convex combination of classical strategies, i.e., strategies with \( \text{Pr}[X = 0 | A = a], \text{Pr}[Y = 0 | B = b] \in \{0, 1\} \) for all \( a, b \).

**Proof.** The constraints are the same as those for a unit flow through a directed graph with \( 4n \) vertices, illustrated below for \( n = 3 \):

Unit flows through the graph therefore correspond to strategies. A unit flow is a convex combination of integer-valued flows, corresponding to a convex combination of classical strategies. Therefore, the non-signaling value with \( \text{Pr}[X = 0 | A = 0] = 1 \) equals the classical value.
B.2 Extended CHSH\(_n\) game

For integers \(k \geq 0\) and \(n \geq 2\), we define the \(k\)-Extended CHSH\(_n\) game, or “CHSH\(_n + k\)” for short, with players Alice, Bob and Charlie\(_1\),...,Charlie\(_k\). With \(A\) and \(X\) we denote Alice’s input and output, respectively, and similarly \(B\) and \(Y\) for Bob, and \(C_j\) and \(Z_j\) for Charlie\(_j\). The message ranges are \(A \in \{-n + 1, -n + 2, \ldots, n - 1\}\), \(B \in \{0, 1, \ldots, n - 1\}\) and \(X, Y, C_j, Z_j \in \{0, 1\}\).

There are two types of questions:

- In a consistency question, the inputs are \(A = 0\) and \(C_j = 0\) for a uniformly random index \(J \in [k]\). The verifier accepts if \(X = Z_j\).
- In a game question, the verifier either sets \(A = 0\), or chooses \(A \in \{-n + 1, \ldots, n - 1\} \setminus \{0\}\) uniformly at random. The verifier chooses \(B \in \{|A|, |A| + 1 \pmod{n}\}\) uniformly at random, and if \(A \neq 0\) sets \(C_1 = \cdots = C_k = 1\). Let \(S = \chi_{A<0}\) and \(Z = Z_1 \oplus \cdots \oplus Z_k\). The verifier accepts if

\[
\begin{align*}
& (A = 0 \text{ and } X = Y) \\
\text{or} \\
& (A \neq 0 \text{ and } Z \neq S) \\
\text{or} \\
& (A \neq 0 \text{ and } Z = S \text{ and } \begin{cases} X \neq Y & \text{if } |A| = B = n - 1 \\ X = Y & \text{otherwise} \end{cases})
\end{align*}
\]

The verifier, conditioned on asking a game question, sets \(A = 0\) with probability \(p = \frac{1}{2n-1}\); this ensures that in game questions, \(\Pr[A = 0|A \geq 0] = \Pr[A = 0|A \leq 0] = 1/n\). The verifier asks a consistency question with probability \(q = 1/(1 + \frac{1}{(3^k-1)p})\); this is \(\Theta(1/n)\) for constant \(k\), and implies that conditioned on \(A = 0\), game and consistency questions are comparably likely. (The precise value is set to optimize Claim 8.3.)

Note that on input \(A = 0\), Alice cannot distinguish between a game and a consistency question, nor between the different consistency questions. Also note that the CHSH\(_2 + k\) game is different from CHSH + \(k\) defined in Section 5. This game is more complicated because for \(n > 2\) the verifier is generally unable to adjust Alice’s answer on input \(A \neq 0\) to account for a possible \(\sigma^z\) correction. (This gives up a factor of two in the analysis.)

**Proposition B.3.** There exists a quantum strategy for the CHSH\(_n + k\) game, using the shared state 
\[
\frac{1}{\sqrt{2}} (|0^{k+2}\rangle + |1^{k+2}\rangle)
\]
such that

\[
\begin{align*}
\Pr[\text{win}|\text{game question with } A = 0] &= \omega_q(\text{CHSH}_n) \\
\Pr[\text{win}|A > 0] &= \Pr[\text{win}|A < 0] = \frac{1}{2} (1 + \omega_q(\text{CHSH}_n)) \\
\Pr[\text{win}|\text{consistency question}] &= 1.
\end{align*}
\]

In particular, as \(\omega_q(\text{CHSH}_n) = \cos^2 \frac{\pi}{4n}\),

\[
\Pr[\text{win}] = 1 - (1 - q) \frac{n}{2n-1} \sin^2 \frac{\pi}{4n} > 1 - \frac{1}{2n^2}.
\]
Proof. We construct a quantum strategy.

If her input $A < 0$, then Alice applies $\sigma^z$. She proceeds to play according to the optimal CHSH$_n$ strategy from Section B.1 and Figure 7, for input $|A|$. In particular, if $A = 0$ then she measures $\sigma^z$.

Bob plays according to the optimal CHSH$_n$ strategy, above.

Charlie$_j$ measures his qubit in the $\sigma^z$ basis on input 0, and in the $\sigma^x$ basis on input 1. Therefore in a consistency question, Alice and all Charlies get the same result, and the verifier accepts always.

In a game question, then after the Charlies’ $\sigma^x$ measurements, Alice and Bob share $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, if $Z = 0$, or $(\sigma^z \otimes I) \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, if $Z = 1$. If $A = 0$, then they win with probability $\cos^2 \frac{\pi}{4n}$. If $A \neq 0$ and $S = Z$, then the shared state after Alice’s possible $\sigma^z$ correction is $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, so they win with probability $\cos^2 \frac{\pi}{4n}$. Since $\Pr[S = Z] = \frac{1}{2}$, $\Pr[\text{win} | J = \text{Bob}, A \neq 0] = \frac{1}{2}(1 + \cos^2 \frac{\pi}{4n})$.  \qed