Signal line shapes of Fourier transform cavity-enhanced frequency modulation spectroscopy with optical frequency combs
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We present a thorough analysis of the signal line shapes of Fourier transform-based noise-immune cavity-enhanced optical frequency comb spectroscopy (NICE-OFCS). We discuss the signal dependence on the ratio of the modulation frequency, $f_m$, to the molecular line width, $\Gamma$. We compare a full model of the signals and a simplified absorption-like analytical model that has high accuracy for low $f_m/\Gamma$ ratios and is much faster to compute. We verify the theory experimentally by measuring and fitting NICE-OFCS spectra of CO$_2$ at 1575 nm using a system based on an Er:fiber femtosecond laser and a cavity with a finesse of $\sim$11000.
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1. INTRODUCTION

Fourier transform spectroscopy with frequency combs [1] offers many advantages over conventional Fourier transform infrared spectroscopy based on incoherent sources. It allows measurement of high resolution spectra with high signal to noise ratios in much shorter acquisition times using a much more compact instrument [2]. Moreover, high absorption sensitivity can be obtained by the use of enhancement cavities [3-6]. The comb can be efficiently coupled into the cavity by matching the repetition rate, $f_{rep}$, to the cavity free spectral range (FSR) and adjusting the offset frequency, $f_{cof}$, to align the comb lines with the cavity modes. Stable comb-cavity matching can be obtained using two methods – a dither lock, in which the comb or the cavity parameters are swept around the optimum value and the transmitted intensity is averaged over a few modulation periods; or a tight lock, in which $f_{rep}$ and $f_{cof}$ are locked to the cavity with a high-bandwidth active feedback loop. The dither lock is not compatible with a fast-scanning Fourier transform spectrometer (FTS), in which the interferogram frequency is on the order of a few hundred kHz [4] – the requirement of intensity averaging over a few modulation periods would imply physically impossible dither frequencies in the MHz range. Therefore using a cavity with the FTS requires a tight lock that provides constant power in cavity transmission. Such lock is usually implemented using the two-point Pound-Drever-Hall (PDH) technique, where two error signals are derived at two wavelengths within the comb spectrum to control both degrees of freedom of the comb [5]. The frequency-to-amplitude (FM-AM) noise conversion caused by the residual frequency jitter of the comb with respect to the cavity can then be efficiently removed using two methods: an auto-balancing detector [4], or frequency modulation spectroscopy [7]. In the latter method, called noise-immune cavity-enhanced optical frequency comb spectroscopy (NICE-OFCS) [7], the comb is phase modulated at a frequency equal to (a multiple of) the cavity FSR to produce sidebands to each comb line that are coupled to the cavity as well. Phase sensitive demodulation of the transmitted intensity at the modulation frequency yields a signal that is immune to the FM-AM noise conversion because all comb lines and their sidebands are attenuated and phase shifted by the cavity to the same extent. This is similar to what happens in continuous wave noise-immune cavity-enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) [8]. However, the line shapes of molecular signals measured with NICE-OFCS are different than in ordinary frequency modulation spectroscopy (FMS) [9, 10] or NICE-OHMS [11]. The reason is that the NICE-OFCS signal originates from the beating of the comb lines from one FTS arm with the sidebands of the comb lines from the other arm, which are Doppler shifted with respect to each other because of the reflection from the moving mirror. Because of this Doppler shift, which causes different sideband spacing in the two electric fields recombined at the FTS output, the in-phase and out-of-phase NICE-OFCS interferograms consist of a sum of two terms multiplied by slowly varying envelope functions [7, 12]. In particular, there exists an absorption-like term in the out-of-phase interferogram that dominates over all other terms and has a different functional dependence than the dispersion-like signals of FMS and NICE-OHMS. This term has a much
weaker dependence on the ratio of the modulation frequency, \( f_m \), to the full width at half maximum (FWHM) line width of the absorption line, \( \Gamma \), and it is maximized at low modulation frequencies. Moreover, it resides on top of a background that allows normalization and calibration-free absorption measurements. These two properties make the out-of-phase signal the preferred mode of detection in NICE-OFCs.

In our previous work [12] we compared experimental spectra to a simplified model that takes into account only the dominating absorption-like term and neglects the envelopes over the interferograms as well as the comb-cavity offset induced by the two-point PDH lock. While the general agreement was good, the gas concentration received from the multiline fitting had an error of up to 5%, which is too high for precision gas sensing. Moreover, the fit residuals were structured, indicating insufficiencies in the model or distortions in the experimental spectra. In this work we scrutinize the theoretical model of the NICE-OFCs signals to improve the accuracy of concentration retrieval by fitting to experimental data and we discuss the reasons for the discrepancies observed in our previous work. We evaluate to what extent the simplified model, which is computationally less challenging than the full model (i.e. the magnitude of the FFT of the interferogram), can be used to fit to the spectra without sacrificing the accuracy of the concentration retrieval. We determine the optimum range of \( f_m/\Gamma \) ratios with respect to the signal size and the applicability of the simplified model. We verify our findings experimentally by measuring NICE-OFCs CO2 spectra using a setup based on an Er: fiber femtosecond laser and a cavity with a finesse of \( \sim 11000 \).

2. THEORY

A. Comb-cavity matching and phase modulation

In NICE-OFCs an optical frequency comb is locked to a cavity and phase modulated at a frequency \( f_m \), equal to (a multiple of) the cavity FSR to create sidebands on each comb line. In our previous work we discussed the different possible choices of the FSR/\( f_m \) ratio that allow transmitting the comb lines and their sidebands through individual cavity modes [12]. We have shown that one should avoid FSR/\( f_m \) ratios for which the sidebands of different comb lines are separated from each other by \( f_m \), since the beating between them decreases the stability of the system. To avoid this unwanted interference, empty cavity mode(s) should separate the sidebands belonging to different comb lines. One empty cavity mode separates the sidebands when FSR/\( f_m \) = \((2g-1)/4\), where \( g \) is a positive integer. For \( g \) equal to 1 all comb lines are transmitted, while for higher \( g \) the cavity acts as a filter for the comb. The effective repetition rate in cavity transmission is then given by \( f_m' = (2g-1) f_m \). For combs with repetition rates in the hundreds of MHz range, an FSR/\( f_m \) ratio of 1/4 yields impractically long cavities. Therefore we found the ratio of 3/4 (i.e. \( g = 2 \)) to be more convenient, even though it results in the loss of 2/3 of the incident power. In this configuration, shown in Fig. 1, every third comb line is transmitted through every fourth cavity mode, and the effective repetition rate in cavity transmission is equal to \( 3f_m \). The modulation frequency can be equal to either the FSR or \((4m \pm 1)\) FSR, where \( m \) is a positive integer. Figure 1 shows the comb-cavity matching for the two lowest possible modulation frequencies, equal to the FSR in (b), and to 3FSR in (c).

\[
E(\omega,t) = \sum_{k} \sum_{n=0,\pm 1} \frac{E_x}{2} J_1(\beta) T_{m,k} e^{[i(\omega_n + \omega_{m,k})t]} + c.c.,
\]

where \( E_x \) and \( \omega_n \) are the field amplitude and the angular frequency of the nth comb line, \( \omega_{m,k} = 2\pi f_m \) is the angular modulation frequency, \( J_1(\beta) \) is the Bessel function of order 1 and \( T_{m,k} \) is the transmission function of the cavity containing the analytic for the nth comb line \((k = 0)\) or its sidebands \((k = \pm 1)\) given by [5]

\[
T_{k,n} = \frac{1 - re^{\pm in_k \phi_{relc}}}{1 + re^{2in_k \phi_{relc}}},
\]

where in turn \( t \) and \( r \) are the intensity transmission and reflection coefficients of the cavity mirrors, respectively. The analytic inside the cavity causes a single-pass amplitude attenuation and phase shift of the light given by

\[
\delta_{n,k} = \frac{Sc \mu_p L}{2} \text{Re} \chi_{n,k}
\]

and

\[
\phi_{n,k} = \frac{Sc \mu_p L}{2} \text{Im} \chi_{n,k},
\]

respectively. Here \( S \) is the line strength (cm²/atm), \( c_{relc} \) is the relative concentration of the analytic, \( p \) is the gas pressure (atm), \( L \) is the cavity length (cm) and \( \chi_{n,k} \) is the line shape function (cm). The phase shift picked up during one round-trip inside the cavity is given by

\[
\varphi_{n,k} = \frac{2\pi \mu L (\omega_n + k\omega_{m,k})}{c},
\]

![Fig. 1. Comb-cavity matching for FSR/\( f_m \) ratio of 3/4 and the two lowest possible modulation frequencies. (a) Cavity modes. (b) Comb spectrum for \( f_m = \text{FSR} \) and (c) \( f_m = 3\text{FSR} \). Solid lines show the transmitted components, each triplet in different color, and dotted gray lines show the reflected components.]

B. Electric field at the cavity output

Provided that the modulation index is small \((\beta \ll 1)\), a sinusoidal phase modulation of an optical frequency comb creates one pair of sidebands for each comb line, separated from the comb lines by \( f_m \). The electric field after the cavity is then given by

\[
E(\omega,t) = \sum_{k} \sum_{n=0,\pm 1} \frac{E_x}{2} J_1(\beta) T_{m,k} e^{[i(\omega_n + \omega_{m,k})t]} + c.c.,
\]

where \( E_x \) and \( \omega_n \) are the field amplitude and the angular frequency of the nth comb line, \( \omega_{m,k} = 2\pi f_m \) is the angular modulation frequency, \( J_1(\beta) \) is the Bessel function of order 1 and \( T_{m,k} \) is the transmission function of the cavity containing the analytic for the nth comb line \((k = 0)\) or its sidebands \((k = \pm 1)\) given by [5]
where $n_r$ is the index of refraction inside the cavity and $c$ is the speed of light. For comb lines that are exactly on resonance with the cavity modes, this phase shift is equal to a multiple of $2 \pi$. However, due to the dispersion in the cavity, which causes cavity FSR to vary with wavelength, only the comb lines at the locking points are exactly on resonance with cavity modes [5, 6]. Away from the locking points the comb lines are transmitted on the slopes of the cavity modes. For these comb lines the round-trip phase shift is given by $\phi_{n,k} = q2\pi + 2n\delta v_{n,k}/FSR$, where $q$ is an integer and $\delta v_{n,k}$ is the comb-cavity offset, i.e. the frequency detuning of the comb line/sideband from the center of the cavity mode to which it is locked [5]. This additional phase shift manifests itself as asymmetries in the measured absorption lines.

C. Electric field at the FTS output
The electric field that is transmitted through the cavity enters the FTS, where it is split by a beamsplitter into two fields that travel in the two interferometer arms. Here we consider an interferometer with both arms scanned simultaneously in opposite directions at a velocity $v$.

The two fields recombined at the output of the FTS are Doppler-shifted in opposite directions because of the reflection from the moving mirrors, and are given by

$$E_n = \sum_{\pm} \sum_{k=0,1} \frac{E_n^\pm}{\sqrt{c}} J_n^\pm(\beta) \left[\left(\frac{v_{n,k} \pm f_m}{c}\right)\right] + c.c.,$$

where $\Delta = 4v\tau$ is the optical path difference (OPD) between the two arms in the interferometer. Figure 2 shows the frequency domain representation of $E_n$ and the beatings at $f_m$ that contribute to the NICE-OFCS signal. The NICE-OFCS interferogram originates from the beating of the comb lines from one interferometer arm with the sidebands of the comb lines from the other arm (and vice versa), indicated by blue dashed arrows. The beating of the comb lines traveling in one interferometer arm with their own sidebands, indicated by red dotted arrows, yields a DC offset after demodulation.

D. NICE-OFCS interferogram
The NICE-OFCS interferogram is obtained by phase-sensitive detection at $f_m$ of the intensity at the output of the FTS, given by

$I = \langle E_+ E_- \rangle$, and contains one in-phase and one out-of-phase component. To first order approximation, the in-phase component contains information on the dispersion, while the out-of-phase component contains information on the absorption caused by the analyte. The in-phase signal has similar functional form to that of FMS and NICE-OHMS, while the out-of-phase signal is significantly different. As has been discussed in our previous work [12], the out-of-phase component is the preferred mode of detection because it yields a signal that is large for any modulation frequency. In addition it is not zero in the absence of absorption and therefore contains a background that enables normalization and removes the need for calibration.

The out-of-phase NICE-OFCS interferogram is given by

$$I_{\text{OFCS}}^\text{NICE-OFCS} = J_n(\beta) J_n(\beta) \times$$

$$\sum_{\pm} \sum_{k=0,1} I_n \left\{ \cos \frac{\phi_n \Delta}{2c} \cos \left(\frac{\phi_n \Delta}{c}\right) \right\} \left\{ \frac{\cos \frac{\phi_n \Delta}{2c} \sin \left(\frac{\phi_n \Delta}{c}\right)}{\cos \frac{\phi_n \Delta}{2c} \cos \left(\frac{\phi_n \Delta}{c}\right)} \right\},$$

where $I_n = cE_n^2$ is the comb line intensity. To first order approximation (i.e. for weak absorption) the first term, multiplied by the cosine envelope, is proportional to $2F(\delta_{n-1} - \delta_{n})/\pi$, where $F = \pi/(1-r)$ is the cavity finesse. It is thus similar to NICE-OHMS absorption signal, and has its maximum when the $f_m/F$ ratio is close to one, while for lower ratios (i.e. in the undermodulated cases) its magnitude decreases significantly [11]. This is, however, not the case for the second [and dominating] term of the out-of-phase component, multiplied by the sine envelope. To first order approximation this term is proportional to $2 - 2F(\delta_{n-1} + 2\delta_{n} + \delta_{n})/\pi$, i.e. it contains a background term, and the attenuations of the comb lines and sidebands add up. Thus, for low modulation frequencies the magnitude of the molecular signal is proportional to $4\delta$, while it decreases to $2\delta$ for higher modulation frequencies, when the contribution from the sidebands and the carrier do not overlap.

The NICE-OFCS interferogram resides on top of a DC offset coming from the beating of the comb lines with their own sidebands, whose out-of-phase component is given by

$$I_{\text{OFFSET}}^\text{NICE-OFCS} = J_n(\beta) J_n(\beta) \times$$

$$\sum_{\pm} \sum_{k=0,1} I_n \cos \frac{\phi_n \Delta}{2c} \left\{ \frac{\cos \phi_n \Delta}{c} \right\} \left\{ \frac{\cos \phi_n \Delta}{c} \right\},$$

This offset is to first order approximation proportional to $2F(\delta_{n-1} - \delta_{n})/\pi$, i.e. it vanishes in the absence of the analyte. Moreover, the amplitude attenuation of the sidebands by the cavity cancels, so the DC offset does not couple in the noise originating from the FM-AM conversion by the cavity, which is the key to the noise-immunity of NICE-OFCS.

Figure 3 shows the two terms of the out-of-phase NICE-OFCS interferogram, $\Re\left\{T_{m,n} T_{m,n-1}^* - T_{m,n}^* T_{m,n-1}\right\}/2$ in (a) and $\Re\left\{T_{m,n} T_{m,n-1}^* + T_{m,n}^* T_{m,n-1}\right\}/2$ in (b), simulated for the 3ν1+3ν2 CO2 band at 1575 nm for 1000 ppm of CO2 in N2 at a total pressure of 350 Torr in a cavity with a finesse of 11000 and FSR of 187.5 MHz. The spectra are calculated using the complex transmission function from Eq. (2), with each line modeled by a complex Voigt line shape with line parameters from the HITRAN database [13], and a comb-cavity offset set to zero.
The effective repetition rate is assumed to be 750 MHz and $f_{m1} = \text{FSR}$. The NICE-OFCS interferogram corresponding to these two terms, multiplied by their respective envelopes, is shown in black in (c) in an OPD range of $4.5 \Gamma / f_{\text{rep}}$. For comparison, an interferogram for the same CO$_2$ band and for modulation frequency $f_{m1} = 3 \text{FSR}$ is shown in (d). In both cases, the intensities of the comb lines, $f_{\text{rep}}$, are assumed to follow a Gaussian envelope with a FWHM of ~3 THz. The interferograms consist of three short bursts separated by $c / f_{\text{rep}}$, whose intensity follows the sine envelopes (solid red and blue curves). At this pressure, the average CO$_2$ FWHM line width is ~2 GHz, which yields an $f_{m1} / \Gamma$ ratio <0.3 for both modulation frequencies. Thus the contribution from the first term in (a), multiplied by the cosine envelope, dash-dotted curves is very small compared to the second term [panel (b), multiplied by the sine envelopes, solid curves] and no burst is visible at zero OPD.

Fig. 3. Simulation of the two terms of the NICE-OFCS interferogram, $\text{Re}(T_{\text{opt}}T_{\text{opt}}^*) / 2$ in (a) and $\text{Re}(T_{\text{opt}}T_{\text{opt}}^* + T_{\text{opt}}T_{\text{opt}}^*) / 2$ in (b), for the 3v$_1$+v$_3$ CO$_2$ band for 1000 ppm of CO$_2$ in N$_2$ at total pressure of 350 Torr and $f_{m1} = \text{FSR}$ (note the different vertical scales). The two lower panels show NICE-OFCS interferograms based on the simulated spectra (black, normalized to their maximum values) together with the sine and cosine envelopes (solid and dashed curves, respectively) for modulation frequency $f_{m1} = \text{FSR}$ in (c) and $f_{m2} = 3 \text{FSR}$ in (d).

E. NICE-OFCS spectrum

A NICE-OFCS spectrum is obtained by taking the FFT of the interferogram acquired in a symmetric range around any of the bursts at OPD = ±1, 2, 3 $c / f_{\text{rep}}$. The most intense burst at $2c / f_{\text{rep}}$ is preferred because it provides highest signal to noise ratio (SNR). The acquisition range around the burst should be limited to $\leq c / f_{\text{rep}}$, which corresponds to nominal resolution of the NICE-OFCS spectrum of up to $f_{\text{rep}}$. When the range is equal exactly to $c / f_{\text{rep}}$, the nominal resolution of the FTS can be exceeded and absorption lines narrower than $f_{\text{rep}}$ can be measured without distortion by the instrumental line shape function [2]. However, this method requires additional data treatment and stepping of $f_{\text{rep}}$ to map the entire line shape. Therefore for simplicity we limit our discussion below to absorption lines whose line width is at least 3 times broader than $f_{\text{rep}}$.

To extract the gas concentration from fits to the measured spectra it is crucial to have a correct model of the signal. The full model of the NICE-OFCS spectrum can be obtained by taking the magnitude of the FFT of the NICE-OFCS interferogram calculated using Eq. (7). However, this procedure is computationally challenging and time consuming as it involves summation over many optical frequencies. In our previous work we used a simplified model of the NICE-OFCS spectrum that is much faster to compute, given by the last dominating factor in the out-of-phase interferogram in Eq. (7), i.e. $\text{Re}(T_{\text{opt}}T_{\text{opt}}^* + T_{\text{opt}}T_{\text{opt}}^*) / 2$. This simplified model neglects the contribution from the first term in the out-of-phase interferogram as well as the sine envelope multiplying the second term. We investigate the accuracy of this simplified model by comparing it to the full model for different $f_{m1} / \Gamma$ ratios. For simplicity we focus on one of the strongest absorption lines in the CO$_2$ band simulated above. Figure 4 shows, in black markers, normalized NICE-OFCS spectra of the R14e CO$_2$ line at 1572.66 nm simulated for 1000 ppm of CO$_2$ in N$_2$ using the full model for $f_{m1} = 187.5$ MHz [panel (a)] and $f_{m1} = 562.5$ MHz [panel (d)] at two different pressures, 350 (solid square markers) and 750 Torr (open circular markers). At these pressures the FWHM molecular line width is 2.1 GHz and 4.5 GHz, i.e. ~3 and ~6 times larger than the nominal resolution given by $f_{\text{rep}} = 750$ MHz and the $f_{m1} / \Gamma$ ratios are 0.09 and 0.04 for $f_{m1}$ and 0.26 and 0.12 for $f_{m2}$. The red and blue curves in (a) and (d) (solid for 350 Torr and dotted for 750 Torr) show fits of the simplified model with concentration as the only fitting parameter. The residuals from the fits, shown in (b) and (c) for $f_{m1}$ and in (e) and (f) for $f_{m2}$ at the two pressures, respectively, reveal that the simplified model reproduces the full model better when the $f_{m1} / \Gamma$ ratio is smaller. The simplified model matches the full model better for lower modulation frequencies.

Fig. 4. NICE-OFCS spectra of the R14e CO$_2$ line at 1572.66 nm simulated using the full model at 350 Torr (FWHM = 2.1 GHz, zero padded by a factor of 2, solid square markers) and 750 Torr (FWHM = 4.5 GHz, open circular markers) for two modulation frequencies, (a) $f_{m1} = \text{FSR}$ and (d) $f_{m1} = 3 \text{FSR}$. The red and blue curves show fits of the simplified model, solid curve for 350 Torr and dotted for 750 Torr. Residuals of the fits at the two line widths are shown in (b) and (c) for $f_{m1}$, and in (e) and (f) for $f_{m2}$, and the corresponding $f_{m1} / \Gamma$ is indicated in each panel.
[compare residuals in (b) and (e)], because a more slowly varying envelope multiplying the interferogram affects the signal less. Moreover, for a given modulation frequency, the discrepancy between the models is more pronounced at a lower pressure [i.e. lower line width, compare residuals in (e) and (f)], because the contribution from the first term in the out-of-phase interferogram [Eq. (7)] is larger for higher \( f_m/mf \) ratios. The concentrations received from the fits of the simplified model for \( f_m \) were 1000 ppm at 350 Torr and 1000 ppm at 750 Torr. The corresponding values for \( f_m/\Gamma \) were 1005 and 1001 ppm, respectively. Hence, even for the highest \( f_m/\Gamma \) ratio shown here, i.e. 0.26, the error on the concentration is only 0.5%.

Figure 5 shows the peak-to-peak value of the residual of the fit of the simplified model to the full model as a function of \( f_m/\Gamma \) for two CO2 lines with different absorption [indicated by arrows in Fig. 3(b)]; the P44a line with ~10% absorption (black square markers) and the R14e line with ~50% absorption (red circle markers), normalized to the line intensities. The four cases shown in Fig. 4 are indicated with black circles. The figure shows that the discrepancy between the full and simplified model increases with the \( f_m/\Gamma \) ratio and it is higher for the line with lower absorption. However, at low modulation frequencies, below 0.1 \( \Gamma \) for the line with 10% absorption, and below 0.15 \( \Gamma \) for the line with 50% absorption, the peak-to-peak value of the residual is below 1% of the line intensity, which means the discrepancy would not be visible for lines with a SNR of 100. Therefore there is an advantage to use low \( f_m/\Gamma \) ratios because the amplitude of the signal is maximized and the simplified model can be used for fitting to the experimental data without loss of accuracy. This implies that the modulation frequency should be chosen lowest possible, i.e. equal to the cavity FSR and the optimum range of pressures is then found from Fig. 5 and the SNR in the spectrum.

3. EXPERIMENTAL SETUP AND PROCEDURES

The experimental setup, depicted in Fig. 6, follows in large the setup described in [12]. The comb source is an Er-fiber laser emitting in the 15-1.6 \( \mu \)m wavelength range with a repetition rate of 250 MHz. The comb is locked to an enhancement cavity, using the two-point Pound-Drever-Hall (PDH) locking technique [5]. The cavity is made of two highly reflective concave mirrors mounted on a stainless steel spacer tube with a length of 80 cm. The cavity FSR is 187.5 MHz, so every third comb line is transmitted through every fourth cavity mode, yielding effective repetition rate, \( f_m \), of 750 MHz. The cavity finesse, measured with 1% accuracy by cavity ring down, is ~11000 around 1575 nm, which corresponds to a cavity mode FWHM of ~17 kHz. The cavity is connected to a gas flow system where the available gases are 1000(2) ppm of CO2 in N2 and pure N2. These gases are used to measure the NICE-OFCS signal and background, respectively.

A fiber-coupled EOM is used to generate the sidebands for PDH locking and NICE-OFCS detection. We use two different NICE-OFCS modulation frequencies (\( f_{rep} = f_{rep}/4 \approx FSR = 187.5 \) MHz and \( f_{rep} = 3f_{rep}/4 \approx 3FSR = 562.5 \) MHz), both with a modulation index of 0.33. The modulation frequency is generated by a direct digital synthesizer (DDS) referenced to the fifth harmonic of the repetition rate. The DDS output is set to \( 3/4 f_{rep} \) or \( 9/4 f_{rep} \), which ensures that the sidebands are passively locked to their cavity modes even if the cavity length drifts [12].

The light transmitted through the cavity is sent into a home-built fast-scanning FTS. For both modulation frequencies we acquire the interferogram centered at OPD = 80 cm (i.e. \( 2\pi/\lambda f_{rep} \)) in a range of \( \pm 20 \) cm (i.e. \( 2\pi/\lambda f_{rep} \)), which yields a nominal resolution of 750 MHz, corresponding to the spacing between the transmitted comb lines. The scan over the interferogram takes 0.5 s, and the total acquisition time is 0.9 s caused by the dead time when the retro reflector changes direction. The comb interferogram is measured with a 1 GHz bandwidth InGaAs detector, bandpass filtered, amplified, and demodulated at the modulation frequency using phase-sensitive detection to yield the NICE-OFCS interferogram. The detection phase is adjusted by maximizing the interferogram amplitude using a phase-shifter placed between the DDS output and the local oscillator input of the mixer. The OPD is calibrated using a stabilized HeNe laser, whose beam is propagating parallel to the comb beam. The comb and HeNe interferograms are recorded with a 2-channel data acquisition card at the rate of 5 MSample/s and 20 bit resolution. The NICE-OFCS interferogram is resampled at the zero-crossings and extremum of the HeNe interferogram. The NICE-OFCS spectrum is obtained by taking the magnitude of the FFT of the NICE-OFCS interferogram.

4. RESULTS

In our previous work we used the maximum power available on the detector in the FTS (300 \( \mu \)W) in order to maximize the SNR [7, 12]. However, when scrutinizing the signal line shapes we observed saturation effects that introduced distortion and caused a 5-10% error on retrieved concentration. The detector saturation reduces the burst
intensity compared to the wings of the interferogram, which manifests itself as higher intensities of the absorption lines after the FFT, which in turn yields an elevated gas concentration from the FFT and a structure in the residual. To investigate the effect of saturation we measured the NICE-OFCS signals at different power levels and studied the change of received gas concentration and the remaining residual from fits to the experimental data. We found the highest optical power on the detector for which we did not notice the effects of saturation to be 100 µW. Therefore all spectra are measured with this power level on the detector and averaged 100 times to reach SNR of 500.

A. Line shape verification

To verify the results of the simulations shown in section 2E, we measured NICE-OFCS spectra of CO2 for two modulation frequencies, \( f_{m,1} \) (187.5 MHz) and \( f_{m,2} \) (562.5 MHz), at two pressures, 350 and 750 Torr, that correspond to the \( f_{m,1}/\Gamma \) ratios shown in Fig. 4. Figure 7 shows the experimental NICE-OFCS spectra of the R14e CO2 line together with fits of the simplified model calculated the same way as in section 2E. The line parameters (center frequency, line strength and pressure broadening) are fixed to the values from the HITRAN database. The intensity transmission and reflection coefficients of the cavity mirrors are calculated from the experimentally determined value of the finesse at this wavelength (∼10600). The fitting parameters are CO2 concentration and the comb-cavity offset, which is found to be ∼0.16 kHz. The experimental data (after baseline correction) is shown in black markers and the corresponding fitted CO2 spectra are shown in red for \( f_{m,1} \) in (a) and in blue for \( f_{m,2} \) in (d), for 350 Torr in solid curves and 750 Torr in dotted curves. The residuals from the fits at the two pressures are shown in (b) and (c) for \( f_{m,1} \) and in (e) and (f) for \( f_{m,2} \), respectively. Except for some remaining etalons, the residuals have magnitude and structure similar to those shown in Fig. 4. The simplified model agrees better with the spectra measured with the lower modulation frequency, 187.5 MHz, than with 562.5 MHz, which is in agreement with the simulations. For the higher modulation frequency, the peak-to-peak value of the residual is higher at the lower pressure, which is also in agreement with the predictions from simulations. The SNR is 500 in the spectra measured with \( f_{m,1} \) [panel (a)], and slightly lower for \( f_{m,2} \) [panel (d)]. In fact, the noise in (b) and (c) does not allow observing the structure expected in the residual, which is justified by the predictions of the peak-to-peak value of the residual between the simplified and full model at these conditions shown in Fig. 5. Hence, with this SNR the simplified model is fully sufficient to model the experimental spectra. The concentrations received from the fits with \( f_{m,1} \) are 1018(1) ppm and 1009(1) ppm for 350 and 750 Torr, respectively, and the corresponding values for \( f_{m,2} \) are 1026(2) ppm and 1014(1) ppm, respectively. The difference between the four concentrations and the discrepancy from the expected value [1000(2) ppm] is larger than the combined error from the fits and from the use of the simplified model (<0.5%). The variation is caused by the 1% uncertainty of the gas pressure controller and the need to refill the cavity for each measurement, and the higher experimental value is caused by the 1% uncertainties on the gas pressure and cavity finesse measurements.

B. Multiline fit of NICE-OFCS spectrum

The fits to a single CO2 line shown above verify the validity of the presented model as well as the comparison between the full and simplified models. In order to take advantage of the multiline fitting that offers improved precision in the gas concentration retrieval we now make a fit to the entire CO2 band. Figure 8(c) shows in black the normalized NICE-OFCS spectrum of the 3\( \nu_1 + \nu_2 \) CO2 band at 350 Torr measured with the lower modulation frequency of 187.5 MHz. The red curve, inverted for clarity, shows a fit of the simplified model spectrum, where each line is calculated using a Voigt profile with parameters from the HITRAN database, and the experimentally determined values of cavity finesse and comb-cavity offset. Cavity finesse, measured by cavity ring-down, is shown with black markers in (a) together with a third-order polynomial fit (red). The comb-cavity offset, shown with black markers in (b), is found from fits to the individual CO2 lines, similar to that shown in Fig. 7, and the red curve is a third-order polynomial fit of the residuals from the fit.
shown in our previous work [12] had two origins: distortion caused by
saturation of the FTS detector, and inadequacies of the theoretical
to maximize the signal. The range of pressures in which the simplified
model used for fitting. Reducing the power level on the detector
saturation of the FTS detector, and inadequacies of the theoretical
accurate when the relative noise is higher than the discrepancy between the models. Thus the simplified model
between the two models, shown in Fig. 5. To summarize, the modulation frequency for a NICE-OFCS measurements
should be chosen lowest possible, i.e. equal to the cavity FSR, in order
to maximize the signal. The range of pressures in which the simplified
model can be used for fast fitting to the spectra without loss of accuracy
is then determined by the experimental SNR.

We found that the structures visible in the residuals of the fits
shown in our previous work [12] had two origins: distortion caused by
saturations of the FTS detector, and inadequacies of the theoretical
model used for fitting. Reducing the power level on the detector
allowed measuring undistorted NICE-OFCS spectra of the 3υ1+3υ3 CO2
band with SNR of 500 in 90 s. Fitting of the simplified model including
the proper value of the comb-cavity offset yielded nearly structureless residuals for the spectra measured with the lower modulation
frequency. Thus the accuracy of the retrieved concentration is not
limited by the theoretical model used for fitting but instead is given by
systematic experimental errors (mainly the inaccuracy of the pressure controller).

5. SUMMARY AND CONCLUSIONS

The NICE-OFCS signal line shape is different from those in continuous
wave FMS and NICE-OHMS because it originates from the beating of
two phase-modulated fields at the output of the FTS that are Doppler
shifted with respect to each other. The NICE-OFCS signal has an
absorption-like shape and it is maximized at low modulation
frequencies. Moreover, it resides on top of a background that enables
normalization and makes the NICE-OFCS technique calibration free. It
should be noted that if the phase modulation was performed after the
FTS, the resulting signal line shape would resemble that obtained in
FMS [14]. However, in NICE-OFCS the phase modulation must be
applied before the FTS, because the Doppler shift prevents coupling of
the light to a cavity after the FTS.

The full model of the NICE-OFCS spectra involves an FFT of a
simulated interferogram, so it is time-consuming to calculate and does
not allow fast fitting to the data. Therefore we made a quantitative
study of the accuracy of the simplified analytical model, which takes
into account only the dominating absorption-like term and neglects the
sine envelope multiplying the interferogram. We found that the
accuracy of this simplified model depends on the $\Gamma/\Gamma'$ ratio and that
it is best for low $\Gamma/\Gamma'$ ratios. In particular, for a line with 50% absorption the accuracy of the simplified model is better than 1% for
$\Gamma/\Gamma'$ ratios below 0.15, given by the peak-to-peak value of the
residual between the two models. Such discrepancy between the
models has little effect on the gas concentration retrieved from the fit.
For the same line with 50% absorption it introduces an error smaller
than 0.5%, which is often below other systematic uncertainties in the
experiment. In general, the limitations of the simplified model will be
apparent only when the relative noise in the measured signal is lower
than the discrepancy between the models. Thus the simplified model
can be used without loss of accuracy when the relative noise is higher
than the residual between the two models, shown in Fig. 5. To summarize, the modulation frequency for a NICE-OFCS measurements
should be chosen lowest possible, i.e. equal to the cavity FSR, in order
to maximize the signal. The range of pressures in which the simplified
model can be used for fast fitting to the spectra without loss of accuracy
is then determined by the experimental SNR.

We found that the structures visible in the residuals of the fits
shown in our previous work [12] had two origins: distortion caused by
saturations of the FTS detector, and inadequacies of the theoretical
model used for fitting. Reducing the power level on the detector
allowing measuring undistorted NICE-OFCS spectra of the 3υ1+3υ3 CO2
band with SNR of 500 in 90 s. Fitting of the simplified model including
the proper value of the comb-cavity offset yielded nearly structureless residuals for the spectra measured with the lower modulation
frequency. Thus the accuracy of the retrieved concentration is not
limited by the theoretical model used for fitting but instead is given by
systematic experimental errors (mainly the inaccuracy of the pressure controller).
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