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Abstract

We analyze quantum no-scale regimes (QNSR) in perturbative heterotic string compactified on tori, with total spontaneous breaking of supersymmetry. We show that for marginal deformations initially at any point in moduli space, the dynamics of a flat, homogeneous and isotropic universe can always be attracted to a QNSR. This happens independently of the characteristics of the 1-loop effective potential $V_{1\text{-loop}}$, which can be initially positive, negative or vanishing, and maximal, minimal or at a saddle point. In all cases, the classical no-scale structure is restored at the quantum level, during the cosmological evolution. This is shown analytically by considering moduli evolutions entirely in the vicinity of their initial values. Global attractor mechanisms are analyzed numerically and depend drastically on the sign of $V_{1\text{-loop}}$. We find that all initially expanding cosmological evolutions along which $V_{1\text{-loop}}$ is positive are attracted to the QNSR describing a flat, ever-expanding universe. On the contrary, when $V_{1\text{-loop}}$ can reach negative values, the expansion comes to a halt and the universe eventually collapses into a Big Crunch, unless the initial conditions are tuned in a tiny region of the phase space. This suggests that flat, ever-expanding universes with positive potentials are way more natural than their counterparts with negative potentials.
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1 Introduction

To account for an extremely small cosmological constant, a natural starting point in supergravity is the class of no-scale models [1]. The latter describe the spontaneous breaking of local supersymmetry at a scale \( M \) that parameterizes a flat direction of a positive semi-definite potential. In perturbative string theory in \( d \) dimensions, this setup can be realized at tree level by coordinate-dependent compactification [2,3], which implements the Scherk-Schwarz mechanism [4]. The magnitude of the supersymmetry breaking scale measured in \( \sigma \)-model frame, \( M(\sigma) \), can be restricted to be lower than the string scale \( M_s \), for Hagedorn-like instabilities [3,5] to be avoided. However, quantum effects lift in general the classical flat directions. At 1-loop, supposing for simplicity that there is no non-trivial mass scale lower than \( M \), a contribution of order \((n_F - n_B)M^d\) to the effective potential is generated, where \( n_F \) and \( n_B \) are the numbers of massless fermionic and bosonic degrees of freedom. In this case, a mechanism responsible for the stabilization of \( M \) would generically yield a large cosmological constant. For this reason, the theories satisfying \( n_F = n_B \), which are sometimes referred as “super no-scale models”, have attracted attention [6–8], since their 1-loop effective potentials turn out to be exponentially suppressed. In some models, the potentials can even vanish exactly at 1-loop, at specific points in moduli space [9]. However, even in these instances, the smallness of the potential happens to be invalidated once Higgs masses lower than \( M \) are introduced [7,8], and/or generic higher order loop corrections are taken into account [10].

Alternatively, one may not assume the stabilization of the supersymmetry breaking scale. In this case, the motion of \( M \) induced by the effective potential may be analyzed in a cosmological framework [11,12], and eventually at finite temperature [12–15]. One of the main motivations of [11] was to find conditions (which we extend in the present paper) for flat, homogeneous and isotropic expanding universes to be allowed by the dynamics. In this reference, the analysis is done by taking into account a reduced set of fields, namely the volume \( \text{vol} \) of the torus involved in the Scherk-Schwarz supersymmetry breaking, the dilaton \( \phi \) and the scale factor \( a \) of the universe. For convenience, the degrees of freedom associated with \( \ln(\text{vol}) \) and \( \phi \) are implemented by two canonical fields \( \Phi \) and \( \phi_\perp \). They are orthogonal linear combinations, where \( \Phi \) is the “no-scale modulus” which satisfies \( M \equiv e^{\alpha \Phi} M_s \), with \( \alpha \) a normalization factor. The history of the universe described by a flat Friedmann-Lemaître-
Robertson-Walker (FLRW) metric proves to depend drastically on the sign of the 1-loop effective potential:\footnote{Technically, similar analyzes involving scalar fields with exponential potentials can be found in Ref. \cite{16}. They can be realized at tree level in string theory, with backgrounds involving compact hyperbolic internal spaces, S-branes or non-trivial fluxes \cite{17}.}

- For $n_F \geq n_B$, up to time reversal, the evolution is ever-expanding. At initial and late times, it is driven by the kinetic energies of $\Phi$ and $\phi_\perp$, which dominate over the quantum effective potential. As a result, the cosmological solution converges in both limits to classical ones, which are characterized by exact no-scale structures with free scalars $\Phi$ and $\phi_\perp$.\footnote{These limit solutions become exact trajectories in the super no-scale models \textit{i.e.} when $n_F - n_B = 0$.} For this reason, the universe is said to be at early and late times in “quantum no-scale regime” (QNSR). It is only during an intermediate era that connects both QNSRs that the effective potential is relevant. The latter may even induce a transient period of acceleration.

- For $n_F < n_B$, up to time reversal, three different histories can be encountered. In two of them, the universe starts with a Big Bang dominated by the total energy (kinetic plus potential) of $\Phi$. Then, it may forever expand by entering in QNSR, or it may reach a maximum size, before collapsing into a Big Crunch again dominated by the total energy of the no-scale modulus. In the third kind of trajectories, the universe starts with a Big Bang in QNSR, reaches a maximal size and then collapses as before in a Big Crunch dominated by the total energy of $\Phi$.

The goal of the present work is to improve the analysis of Ref. \cite{11} by taking into account the dynamics of other moduli fields. To be specific, we consider the heterotic string compactified on a torus, where the Scherk-Schwarz spontaneous breaking of all supersymmetries involves a single internal direction $X^d$. The latter is large, for $M_{(\sigma)}$ to be lower than $M_s$. Due to the underlying maximally supersymmetric structure of the setup, all classical marginal deformations can be interpreted as Wilson lines $y_I\Upsilon$, $I \in \{d, \ldots, 9\}$, $\Upsilon \in \{d, \ldots, 25\}$. In Sect. \cite{2} we first present the generic expression of the 1-loop effective potential obtained by switching on small deformations of any background (that has initially no non-trivial mass scale below $M$). The Wilson lines associated with each gauge group factor can be massive, massless or tachyonic. Then, we focus on a specific configuration to be analyzed in great details, where the moduli of the internal directions $X^d$ and $X^{d+1}$ are allowed to vary, while all other deformations are frozen at extrema of the effective potential.
Sect. 3 is devoted to the derivation of exact results in the framework of the above simple model. Beside $\Phi$, the effective potential depends on $\phi_\perp$, which is no longer a free field, and on three Wilson lines $y_{d,d+1}$, $y_{d+1,d}$ and $y_{d+1,d+1}$. Physically, $y_{d+1,d+1}$ parameterizes a Coulomb branch, and $|y_{d+1,d+1}|M_\sigma$ is a contribution to the $\sigma$-model frame mass of the component fields belonging to supermultiplets charged under the gauge group. When $|y_{d+1,d+1}|M_\sigma \ll M_\sigma$, supermultiplets are light and their Kaluza-Klein (KK) towers of states along the large direction $X^d$ contribute effectively to the 1-loop potential. In this case, $y_{d,d+1}$ (or a combination of all three Wilson lines when $y_{d+1,d+1}$ is not exactly vanishing) plays the role of a phase, which determines whether it is the fermions or the bosons within these charged supermultiplets that acquire a mass by the supersymmetry breaking mechanism. The exact kinetic terms of the model are also presented.

QNSRs compatible with weak string coupling are described in this setup in Sect. 4. They involve the scale factor $a$, the scalars $\Phi, \phi_\perp$, and the Wilson lines $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$ which at this stage are restricted to be small perturbations of the initial background. Both types of regimes are considered, namely expanding eras $t \to +\infty$ or Big Bangs $t \to t_{BB}$, where $t$ is cosmic time and $t_{BB}$ a constant. Their existence is shown, regardless of the sign of $n_F - n_B$ and whether the small Wilson lines are massive, massless or tachyonic at 1-loop. Compared to Ref. [11], a novelty is that the moduli space metric is curved, which implies non-canonical kinetic terms. We find that this fact imposes a new condition for the universe to be in QNSR: The scale $M_{(\sigma)}$ of supersymmetry breaking measured in sigma-model frame must increase as $t \to +\infty$ or $t \to t_{BB}$. As a result, the regimes are valid until $M_{(\sigma)}$ reaches $M_\sigma$, when new stringy effects are expected to arise. Moreover, the new constraint reduces drastically the phase space where the system in QNSR can evolve. For instance, it reduces it by a factor of about 170 for $d = 4$. However, this does not mean that the initial conditions that yield such regimes must be tuned within very narrow ranges, due to possible global attraction mechanisms.

In Sect. 5, all results valid for small Wilson lines are checked by numerical simulations, in the case of the QNSR $t \to +\infty$. Moreover, it turns out that the quadratic kinetic terms are exact for arbitrary $y_{d,d+1}$ and $y_{d+1,d}$, as long as $y_{d+1,d+1}$ is restricted to vanish. In Sect. 6 we use this fact to simulate large deformations of the initial background parameterized by the Wilson lines $y_{d,d+1}, y_{d+1,d}$. When the effective potential is positive, we find that for
arbitrary initial conditions (up to time reversal), the universe expands and is attracted to the QNSR $t \rightarrow +\infty$. On the contrary, when the potential is negative, for the universe to be in QNSR $t \rightarrow +\infty$, its initial conditions must sit in the tiny phase space associated with this regime. Otherwise, the initially growing scale factor reaches a maximal size before collapsing. Altogether, these remarks suggest that in order to describe expanding universes in the framework we have considered, naturalness favors models having more fermions than bosons in their light spectra, $n_F - n_B \geq 0$.

Our concluding remarks are given in Sect. 7, while technical derivations can be found in a long but self-content Appendix. The latter describes the implementation of continuous and discrete Wilson lines in an heterotic toroidal partition function, the spontaneous breaking of supersymmetry, and generic formulas for the effective potential.

2 1-loop effective potential

The notion of QNSR in string theory was introduced in Ref. [11], in the context of the heterotic string compactified on tori, where the total spontaneous breaking of supersymmetry is implemented by a stringy Scherk-Schwarz mechanism. However, beside the scale factor of the universe, only the dynamics of the dilaton and that of the internal volume involved in the breaking of supersymmetry were taken into account. In order to remedy this fact, we consider in this section features about the dependence of the 1-loop effective potential on all moduli fields. We restrict our analysis to the case where the breaking of supersymmetry is induced along a single internal direction.

Marginal deformations

To be specific, we consider a Minkowskian heterotic background in dimension $d \geq 3$ with internal space $T^{10-d}$,

$$\mathbb{R}^{0,d-1} \times T^{10-d},$$

(2.1)

where the total spontaneous breaking of supersymmetry is induced by a coordinate-dependent compactification along the direction $X^d$. The gauge symmetry group arising in this no-scale model from the Kac-Moody algebra realized on the right-moving bosonic side of the string

---

3The equations of motion and solutions we will derive in Sect. 4 are formally valid for arbitrary real dimension $d > 2$. Cosmological evolutions in 2 dimensions could be find by taking the limit $d \rightarrow 2_+$. 
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is $\mathcal{G}_{26-d}$, where gauge groups of rank $r$ will in general be denoted $\mathcal{G}_r$. At this stage, the background sits at a specific point of the Narain lattice moduli space 

$$\frac{SO(10 - d, 26 - d)}{SO(10 - d) \times SO(26 - d)},$$

(2.2)

whose real dimension is $(10 - d) \times (26 - d)$. This manifold can be parameterized by the internal metric $G_{IJ}$, the antisymmetric tensor $B_{IJ}$, $I, J \in \{d, \ldots, 9\}$, and the Wilson lines $Y_{dJ}, J \in \{10, \ldots, 25\}$. However, all of these $(10 - d) \times (26 - d)$ moduli fields can be interpreted from a KK point of view as the components along $T^{10-d}$ of 10-dimensional vector bosons in the Cartan subalgebra of $\mathcal{G}_{26-d}$. Thus, they can be viewed as Wilson lines, and it is natural to split the associated degrees of freedom into initial background values $(G + B)^{(0)}_{IJ}, Y^{(0)}_{dJ}$ and arbitrary Wilson line deformations $^4$

$$(G + B)_{IJ} = \begin{pmatrix} (G + B)_{dd} & (G^{(0)} + B^{(0)})_{dj} + \sqrt{2} y_{dj} \\ (G^{(0)} + B^{(0)})_{dI} + \sqrt{2} y_{dI} & (G^{(0)} + B^{(0)})_{ij} + \sqrt{2} y_{ij} \end{pmatrix},$$

$$Y_{dJ} = Y^{(0)}_{dJ} + y_{dJ}, \quad Y_{iJ} = Y^{(0)}_{iJ} + y_{iJ}, \quad i, j \in \{d + 1, \ldots, 9\}, \ J \in \{10, \ldots, 25\}. \quad (2.3)$$

In our conventions, $y_{IT}, I \in \{d, \ldots, 9\}, T \in \{d, \ldots, 25\}$, is the Wilson line along $X^I$ of the $U(1)$ Cartan generator arising from the right-moving bosonic coordinate $\Upsilon$. In particular, factors $\sqrt{2}$ are introduced in components of the matrix $(G + B)$ to account for the conventional length $\sqrt{2}$ of the roots of the simply laced Lie groups. In this setup, the scale of supersymmetry breaking measured in $\sigma$-model frame can be defined as the KK mass

$$M_{(\sigma)} = \sqrt{G_{dd}} M_s,$$

(2.4)

where $G^{IJ} \equiv (G^{-1})_{IJ}$. As long as $G_{dd}$ is at least slightly larger than 1, in which case $M_{(\sigma)} \simeq M_s/\sqrt{G_{dd}}$, no scalar field can be tachyonic at tree level, i.e. there is no possibility for a Hagedorn-like instability to take place $^5$. Moreover, the gauge symmetry $\mathcal{G}_{26-d}$ is spontaneously broken to $U(1) \times \mathcal{G}_{25-d}$.

Higgs instabilities may however occur at the quantum level. In fact, if the classical no-scale structure guaranties $M_{(\sigma)}$ and all other marginal deformations $y$’s to be flat directions

---

$^4$Notations used in the core of the paper are slightly different from those used in the Appendix. The antisymmetric tensor $B$ stands for $B + \Delta B$ in Appendices A.4–A.6. Moreover, in Eq. (A.25), $Y^{(0)}_{dJ}$ is denoted $n^R_{dJ}$, the arbitrary origin of the fields $Y_{iJ}$ is chosen so that $Y^{(0)}_{iJ} = 0$, and the continuous Wilson lines are denoted with upper indices “$R$”.

---
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of a positive semi-definite tree-level potential \([1]\), this is no longer the case when perturbative corrections are taken into account. As described extensively in the Appendix, a non-trivial effective potential \(\mathcal{V}_{1\text{-loop}}^{(\sigma)}\) is already generated at 1-loop. Assuming that \(M_{(\sigma)}\) is lower than the string scale \(M_s\), and that the spectrum in the initial background has no mass scale below \(M_{(\sigma)}\), the generic form of \(\mathcal{V}_{1\text{-loop}}^{(\sigma)}\) for small Wilson line deformations is \([7,8]\)

\[
\mathcal{V}_{1\text{-loop}}^{(\sigma)} = (n_F - n_B) v_d M_{(\sigma)}^d + M_{(\sigma)}^d \frac{v_{d-2}}{2\pi} \sum_{\Upsilon=d+1}^{25} c_{\Upsilon} \left[(d-1)y_{d\Upsilon}^2 + \frac{1}{G^{dd}} \sum_{i=d+1}^{9} y_{i\Upsilon}^2 \right] + \cdots + \mathcal{O}\left((cM_s M_{(\sigma)})^{\frac{d}{2}} e^{-2\pi cM_s/M_{(\sigma)}}\right),
\]

(2.5)

where the ellipses stand for higher order interactions in \(y\)'s. In this expression, \(n_B\) and \(n_F\) are the numbers of massless bosonic and fermionic degrees of freedom in the undeformed background, while \(v_d\) is a dressing coefficient that accounts for the towers of associated KK modes arising from the large supersymmetry breaking compact direction \(X^d\),

\[
v_d = \frac{\Gamma(d+1)}{2^{d-1} \pi^{d+1}} \left(1 - \frac{1}{2^{d+1}}\right),
\]

(2.6)

In the last line, \(cM_s\) is the lowest mass scale above \(M_{(\sigma)}\). When the former is much larger than the latter, all states that are not in the above mentioned KK towers yield exponentially suppressed contributions. We see that the scalars \(y_{id}, i \in \{d+1,\ldots,9\}\), are massless. Moreover, for all Cartan generator \(\Upsilon \in \{d+1,\ldots,25\}\), the coefficient \(c_{\Upsilon}\) determines whether the Wilson lines \(y_{I\Upsilon}, I \in \{d,\ldots,9\}\), are massive, massless or tachyonic at 1-loop.\(^6\) Actually, decomposing \(G_{25-d}\) into simple Lie groups and \(U(1)\) factors as follows,

\[
G_{25-d} = \prod_{\lambda} G_{r_{\lambda}}^{(\lambda)} \quad \text{where} \quad \sum_{\lambda} r_{\lambda} = 25 - d,
\]

(2.7)

the Wilson lines \(y_{I\Upsilon}, I \in \{d,\ldots,9\}\), where \(\Upsilon\) takes values corresponding to the Cartan generators of \(G_{r_{\lambda}}^{(\lambda)}\), share a common coefficient \(c_{\Upsilon} = c_{G_{r_{\lambda}}^{(\lambda)}}\). The latter is related to the quadratic charges of the representations \(R_{B}^{(\lambda)}\) and \(R_{F}^{(\lambda)}\) of the massless bosons and fermions charged under \(G_{r_{\lambda}}^{(\lambda)}\) in the initial background (see Eq. (A.78)),

\[
c_{G_{r_{\lambda}}^{(\lambda)}} = 8 \left(C_{R_{B}^{(\lambda)}} - C_{R_{F}^{(\lambda)}}\right),
\]

(2.8)

\(^6\)Relaxing this hypothesis amounts to shifting Wilson lines by small constant backgrounds, thus inducing tadpoles in Eq. (2.5).

\(^6\)Strictly speaking, the notion of “mass” here is a misnomer when \(M_{(\sigma)}\) is treated as a dynamical field, in which case all terms in Eq. (2.5) are interactions.
By switching on small $y$-deformations of the background we started with, some charged and initially massless states acquire Higgs masses lower than $M_{(\sigma)}$. This reduces the dimension (but not the rank) of the gauge symmetry, which enters a Coulomb branch.

**Example 1**

To illustrate the above generalities, let us consider the supersymmetric $E_8 \times E'_8$ heterotic string compactified on $T^{10-d}$. Taking $G_{dd} \gg 1$, the gauge symmetry arising from the right-moving sector is $G_{26-d} = U(1) \times G_{9-d} \times E_8 \times E'_8$. When we sit at a point in moduli space where $G_{9-d}$ is maximally enhanced $i.e.$ contains no $U(1)$ factor, the model presents only two scales, namely the KK mass $M_{(\sigma)}$ and the much greater string scale $M_s$. As reviewed in Appendices A.1–A.3 denoting $a \in \mathbb{Z}_2$ the fermionic number, the simplest choice of implementation of the Scherk-Schwarz breaking of supersymmetry along the large compact direction $X^d$ induces KK masses $\frac{1}{\tilde{2}^a} M_{(\sigma)}$ to all initially massless degrees of freedom. As a result, the no-scale model has no massless fermions, $n_F = 0$, and its mass coefficients are positive, $c_{g^\lambda} = 8 C_{R^\lambda}$.

For instance, one obtains for $G_{9-d} = SU(2)^{9-d}$

$$
n_B = 8 \left[ d - 2 + \text{dim}(U(1) \times SU(2)^{9-d} \times E_8 \times E'_8) \right] = 8 (522 - 2d),$$

$$c_{SU(2)} = 8 \times C_{[3],SU(2)} = 8 \times 2 = 16 \quad \text{for the } 9 - d \text{ SU}(2) \text{ factors},$$

$$c_{E_8} = 8 \times C_{[248],E_8} = 8 \times 30 = 240 \quad \text{for } E_8 \text{ and } E'_8.$$

This yields a negative effective potential and no Higgs instabilities for the $y$-fields at the quantum level.

**Example 2**

For massless fermions to be present in the no-scale model, a more sophisticated choice of supersymmetry breaking must be considered. For instance, one can define a charge $\gamma \in \mathbb{Z}_2$ in terms of which the affine character of $E_8$ can be divided into $SO(16)$ ones,

$$\left( \frac{\tilde{\theta}}{\tilde{\eta}} \right)^8 \bar{O}_{16} + \bar{S}_{16}. \quad (2.10)$$

In this relation, $\gamma = 0$ leads to the unit character $\bar{O}_{16}$, while $\gamma = 1$ corresponds to the spinorial one $\bar{S}_{16}$. At the massless level, this amounts to splitting the adjoint representation of $E_8$

---

7 The representative of $a \in \mathbb{Z}_2$ in \{0, 1\} is understood.

8 In the notations of Appendix A.6 this can be done by switching on discrete Wilson lines, as in Eq. (A.54), (A.55).
into adjoint and spinorial representations of $SO(16)$, $[248]_{E_8} = [120]_{SO(16)} \oplus [128]_{SO(16)}$. As seen in Appendix A.4, it is possible to implement a Scherk-Schwarz supersymmetry breaking that induces KK masses $\frac{1}{2}(a + \gamma + \gamma') M_9$ to all initially massless degrees of freedom, where $\gamma' \in \mathbb{Z}_2$ is the charge similar to $\gamma$ but associated with $E'_8$. As in Example 1, the fermions acquire masses if they belong to supermultiplets with $\gamma + \gamma'$ even. The situation is however reversed when $\gamma + \gamma'$ is odd, since it is the bosons which become massive. As a result, the mechanism breaks spontaneously all supersymmetries as well as the gauge symmetry $E_8 \times E'_8 \to SO(16) \times SO(16)'$. The gauge group $G_{9-d}$ can be chosen as before to be $SU(2)^{9-d}$. However, it is instructive to also consider Coulomb branches $G_{9-d} = SU(2)^{9-d-s} \times U(1)^s$, $s \in \{0, \ldots, 9-d\}$, when the masses of the non-Cartan gauge bosons are greater than $M_9$, for Eq. (2.5) to be valid. In this case, we obtain

$$
\begin{align*}
  n_B &= 8 \left[ d - 2 + \dim(U(1) \times SU(2)^{9-d-s} \times U(1)^s) + 120 + 120 \right] = 8 \left( 266 - 2d - 2s \right), \\
  n_F &= 8 \left( 128 + 128 \right) = 8 \times 256, \\
  c_{SU(2)} &= 8 \times C_{[3],SU(2)} = 8 \times 2 = 16 \quad \text{for the } 9-d-s \text{ } SU(2) \text{ factors,} \\
  c_{U(1)} &= 0 \quad \text{for the } s \text{ } U(1) \text{ factors of } G_{9-d}, \\
  c_{SO(16)} &= 8 \times \left( C_{[120],SO(16)} - C_{[128],SO(16)} \right) = 8 \left( 14 - 16 \right) = -16 \quad \text{for } SO(16) \text{ and } SO(16)'.
\end{align*}
$$

(2.11)

We see that $n_F - n_B = 8(2d + 2s - 10)$, which is greater or equal to 0 for $d \geq 5$ and can be positive, negative or null for $d = 3$ and 4. However, the Wilson lines of $SO(16) \times SO(16)'$ are all tachyonic at 1-loop and Higgs instabilities may arise.

**Example 3**

We are naturally invited to reconsider Example 2 after Higgs transition, in the Coulomb branch where $SO(16) \times SO(16)' \to U(1)^{16}$. Again, we assume the masses of the $2 \times 112$ non-Cartan gauge bosons to be greater than $M_9$, for Eq. (2.5) to be applicable. Since all states in the spinorial representations $[128]_{SO(16)}$ and $[128]_{SO(16)'}$ are also massive, we automatically obtain vanishing mass coefficients $c_{U(1)}$’s for the 16 Cartan $U(1)$’s. Moreover, we are back to a configuration where $n_F = 0$, and the effective potential is necessarily negative. In fact, we could have reached the same point in moduli space by considering the Coulomb branch

\footnote{The representative of $a + \gamma + \gamma' \in \mathbb{Z}_2$ in $\{0, 1\}$ is understood.}
in Example 1, where $E_8 \times E_8' \rightarrow U(1)^{16}$.

The above 3 simple examples illustrate the fact that at the quantum level, local stability (eventually marginal) of the Wilson lines $(C_{R_i}^{(\lambda)} \geq C_{R_j}^{(\lambda)},$ for all $\lambda$) and non-negativity of the effective potential $(n_F \geq n_B)$ are conditions that are easily in contradiction. Actually, it would be interesting to clarify whether they may be compatible. However, insofar as in the present paper we are interested in flat FLRW cosmological evolutions where the effective potential is dominated by the kinetic energies of moduli fields, it happens that the sign of $n_F - n_B$ as well as those of the mass coefficients $c_{\sigma(\lambda)}$’s do not play significant roles in the existence of QNSRs. Before showing this in Sect. 4 in a heterotic context we will now describe, we signal that global attractor mechanisms are nonetheless sensitive to the signs, as will be seen in the numerical simulations of Sect. 6.

**A specific setup**

Before $y$-deformation, we consider from now on a background to be studied in great details,\[ \mathbb{R}^{0,d-1} \times S_{SS}(R_d) \times S^1(\mathbb{R}_d^+ \equiv 1) \times T^{8-d}, \tag{2.12} \]

where the index SS signals a supersymmetry breaking coordinate-dependent compactification along the circle of radius $R_d \equiv \sqrt{G_{dd}} \gg 1$. Note that the block-diagonal form of the internal space metric does not say anything about the antisymmetric tensor, so that we may choose\[ 2B_{d,d+1}^0 = \eta_{d+1}^R \in \mathbb{Z}, \quad G_{d,d+1}^0 = 0, \quad G_{d+1,d+1}^0 = 1. \tag{2.13} \]

Altogether, these data imply the gauge symmetry group generated by the right-moving sector to be factorized as $G_{26-d} = U(1) \times G_1 \times G_{8-d} \times G_{16}^{[10]}$ In the decompactification limit $R_d \rightarrow +\infty$, where supersymmetry is restored, our choice of radius $R_{d+1} \equiv \sqrt{G_{d+1,d+1}^0} = 1$ for the second circle implies an $SU(2)$ enhancement of the gauge symmetry (in 5 dimensions). However, as explained at the end of Appendix A.4, two cases can arise at finite $R_d$, depending on the parity of the “discrete Wilson line” $\eta_{d+1}^R \equiv 2(G_{d+1}^0 + B_{d+1}^0) \in \mathbb{Z}$ (see Eq. (A.36)). When $\eta_{d+1}^R$ is even, all fermionic degrees of freedom of the supermultiplets in the adjoint representation of $SU(2)$ acquire a mass $\frac{1}{2}M_\sigma$. In this case, the enhancement of the gauge symmetry is preserved, and $G_1 = SU(2)$. On the contrary, when $\eta_{d+1}^R$ is odd, the spontaneous

---

10This is clear for $B_{d,d+1}^0 = 0 \mod 2$ but remains true for arbitrary real $B_{d,d+1}^0$, as will be described in details in Sect. 3.
breaking operates simultaneously on supersymmetry and on the $SU(2)$ gauge symmetry. In practice, the bosonic degrees of freedom of the $SU(2)$ non-Cartan supermultiplets acquire a mass $\frac{1}{2} M(\sigma)$. As a result, only the Cartan gauge symmetry is preserved, $G_1 = U(1)$, and the latter is coupled to the massless fermions belonging to the non-Cartan supermultiplets of charges $\pm \sqrt{2}$. In all instances, the mass coefficients are given by

$$
\eta_{d+1}^R = 0 \text{ even} \quad \Rightarrow \quad G_1 = SU(2), \quad c_{G_1} = 8 \times C_{SU(2)}[3] = 8 \times 2 = 16,
\eta_{d+1}^R = 0 \text{ odd} \quad \Rightarrow \quad G_1 = U(1), \quad c_{G_1} = -8 \times C_{\pm \sqrt{2}} = -8 \times 2 = -16. \quad (2.14)
$$

Our goal being to switch on moduli fields in order to study their dynamics later on, we will make further assumptions for the sake of simplicity. We suppose that the undeformed background (2.12) does not introduce mass scales below $M(\sigma)$. As already mentioned in Footnote 5, this ensures that the 1-loop potential does not induce tadpoles for the $y$-fields. This can be realized by considering maximally enhanced gauge groups $G_{8-d} \times G_{16}$ or points in their Coulomb branches where the non-Cartan generators have masses above $M(\sigma)$. Under these conditions, it is consistent to freeze to 0 the Wilson lines of $G_{8-d} \times G_{16}$ along $S_1 \times S_1 \times T_{8-d}$, as well as those of $U(1) \times G_1$ along $T^{8-d}$. In fact, the configuration

$$
y_{I,d+2} \equiv \cdots \equiv y_{I,26} \equiv 0, \quad I \in \{d, \ldots, 9\}, \quad y_{id} \equiv y_{i,d+1} \equiv 0, \quad i \in \{d+2, \ldots, 9\}, \quad (2.15)
$$

solves trivially the equations of motion of the associated degrees of freedom, even when the 1-loop potential is included in the effective supergravity. Given these restrictions, we are left with non-trivial Wilson lines $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$, which are those of $U(1) \times G_1$ along the compact directions $X^d$ and $X^{d+1}$. For small deformations, the effective potential then becomes:

$$
V_{1\text{-loop}}^{(\sigma)} = (n_F - n_B) v_d M_{(\sigma)}^d + M_{(\sigma)}^d \frac{v_{d-2}}{2\pi} c_{G_1} \left[ (d - 1) y_{d,d+1}^2 + \frac{y_{d+1,d+1}^2}{G_{d,d}} \right] + \cdots + O\left( (c M_{(\sigma)})^d e^{-2\pi c M_{(\sigma)}} \right). \quad (2.16)
$$

Of course, if $M(\sigma)$ acquired a vacuum expectation value, it would be very artificial to impose Eq. (2.15) and expand $V_{1\text{-loop}}^{(\sigma)}$ at $y_{d,d+1} = y_{d+1,d} = y_{d+1,d+1} = 0$, when $c_{G_1} < 0$ for some $\lambda$’s. However, as already announced, the situation happens to be drastically different in a QNSR. Before observing this fact for $c_{G_1} = -16$ in Sect. 4, we find instructive to make explicit the
ellipses in Eq. (2.16), by presenting the exact expression of $V_{1\text{-loop}}^{(\sigma)}$ valid for arbitrary Wilson lines $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$.

3 Exact formulas

In this section, we would like to have a better idea of the global structure of the “reduced” moduli space parameterized by the continuous Wilson lines $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$. In particular, we will describe periodicity properties of the effective potential, as well as the exact kinetic terms.

Effective potential

For arbitrary deformations, the expression of the 1-loop effective potential $V_{1\text{-loop}}^{(\sigma)}$ is obtained by applying the generic formula Eq. (A.52), derived in Appendix A.5. Up to the $O\left((cM_s M_\sigma)^{d/2} e^{-2\pi c M_\sigma/M_\sigma}\right)$ exponentially suppressed terms, $V_{1\text{-loop}}^{(\sigma)}$ can be written as a sum over a finite number of KK towers of states associated with the large compact direction $X^d$ (along which they have vanishing winding numbers, $n_d = 0$). These KK towers are those characterized by mass scales denoted $M'_{L0}$ that are lower than the KK i.e. supersymmetry breaking scale $M_\sigma$. They always appear in groups of 8, due to the degeneracy arising from the left-moving supersymmetric side of the string. For the initial background satisfying Eqs (2.12), (2.13), they can be listed as follows:

(i) The 8 KK towers at right-moving oscillator level $\ell_R = 0$, whose right-moving quantum numbers are a given root of $SU(2)$, and that are neutral under $G_{8-d} \times G_{16}$. For each root $\epsilon \sqrt{2}$, $\epsilon \in \{-1, 1\}$, the momentum and winding numbers along $T^{8-d}$ are

$$m_{d+1} = -n_{d+1} = -\epsilon, \quad m_i = n_i = 0, \quad i \in \{d+2, \ldots, 9\}.$$  \hspace{1cm} (3.1)

These towers arise in the Neveu-Schwarz sector of the 32 extra right-moving worldsheet fermions, $\tilde{a}^R = 0$.

(ii) The 8 KK towers at oscillator level $\ell_R = 0$, whose right-moving quantum numbers are a given root or weight vector (of length equal to $\sqrt{2}$) of a representation of $G_{8-d}$, and

\footnote{In the notations of Eq. (A.36), non-adjoint representations of $G_{8-d}$ exist when some of the discrete Wilson lines $y_j^\dagger \in \mathbb{Z}$, $j \in \{d+2, \ldots, 9\}$, are odd. In this case, $G_{8-d}$ may contain $U(1)$ factors coupled to fermions, with non-trivial charges we still refer as weight vectors’ components.}

\begin{itemize}
  \item[(ii)]
\end{itemize}
that are neutral under $G_1 \times G_{16}$. They have non-trivial momentum and winding numbers along $T^{8-d}$ and arise in sector $\vec{a}^R = \vec{0}$.

(iii) The 8 KK towers at oscillator level $\ell_R = 0$, whose right-moving quantum numbers are a given root or weight vector (of length equal to $\sqrt{2}$) of a representation of $G_{16}$, and that are neutral under $G_1 \times G_{8-d}$. They have trivial momentum and winding numbers along $T^{8-d}$ and arise in sector $\vec{a}^R = \vec{0}$.

(iv) The $8 \times 24$ KK towers at oscillator level $\ell_R = 1$ that are neutral under $G_1 \times G_{8-d} \times G_{16}$. They have trivial momentum and winding numbers along $T^{8-d}$ and arise in sector $\vec{a}^R = \vec{0}$.

Due to our restriction on the allowed non-trivial Wilson line deformations, Eq. (2.15), all KK towers (ii)–(iv) have characteristic masses $M'_{L,0} = 0$ (see Eq. (A.50)) and “phases” $\zeta^d = 0$. Defined in Eq. (A.48), $\zeta^d$ actually determines the relative weights of the bosonic and fermionic modes within a given KK tower. The non-trivial Wilson lines $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$ however impact the characteristic masses and phases of the $8 \times 2$ KK towers (i). In total, the 1-loop effective potential given in Eq. (A.52) takes the specific form

$$
\begin{align*}
V_{1\text{loop}}^{(s)} &= \left(n_F - n_B + (-1)^{y^R_{d+1}} 8 \times 2 \right) v_d M_{(s)}^d \\
&\quad - (-1)^{y^R_{d+1}} 8 \times 2 \frac{2M_{(s)}^d}{(2\pi)^{d+1}} \sum_{\tilde{m}_d} \cos \left(\frac{2\pi(2\tilde{m}_d + 1)z}{2\tilde{m}_d + 1}^{d+1} \right) F\left(2\pi|2\tilde{m}_d + 1| \frac{M}{M_{(s)}}\right) \\
&\quad + \mathcal{O}\left((cM_{(s)}M_{(s)})^d e^{-2\pi cM_{(s)}M_{(s)}}\right). \\
&\text{(3.2)}
\end{align*}
$$

In this formula, the definition of the function $F$ can be found in Eq. (A.51), we have introduced $z$ instead of $\zeta^d$ for notational convenience, and the non-trivial characteristic mass is denoted $\mathcal{M}$,

$$
\begin{align*}
z &= \sqrt{2} \left( y_{d,d+1} - \frac{y_{d,d+1} + y_{d+1,d}}{\sqrt{2}(1 + \sqrt{2} y_{d+1,d+1})} y_{d+1,d+1} \right), \\
\mathcal{M} &= \frac{\sqrt{2}|y_{d+1,d+1}|M_s}{\sqrt{1 + \sqrt{2} y_{d+1,d+1}}}. \\
&\text{(3.3)}
\end{align*}
$$

If it is physically natural to use $M_{(s)}$ and $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$ to parameterize the classical moduli space, it is however a matter of convention. Another choice may be to consider the “volume” $G_{dd}$ as the remaining degree of freedom independent of $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$, in terms of which the supersymmetry breaking scale satisfies

$$
\begin{align*}
M_{(s)}^2 \equiv G_{dd} M_s^2 &= \frac{M_s^2}{G_{dd} \left(1 - \frac{(y_{d,d+1} + y_{d+1,d})^2}{2G_{dd} (1 + \sqrt{2} y_{d+1,d+1})}\right)}. \\
&\text{(3.4)}
\end{align*}
$$
Some remarks about Eq.\((3.2)\) are in order:

- The dependence in Wilson lines of \(V_{\text{1-loop}}(\sigma)\) involves only two combinations of fields, \(z\) and \(M\). Thus, a flat direction exists at 1-loop.

- The expansions of the cosine and function \(F\) for small arguments contain exclusively even powers. However, depending on \(d\), only a finite number of monomials can be summed term by term. At order \(z^2\) and \(M^2\), summing over \(\tilde{m}_d\) and restricting to the quadratic terms in Wilson lines, one obtains the approximate result \((2.16)\).

- Due to the factor \(|2\tilde{m}_d+1|^{d+1}\) in the denominator, as well as the exponential suppression of the function \(F\) for large argument, the discrete sum in Eq. \((3.2)\) is numerically very close to that restricted to \(\tilde{m}_d = 0\) and \(-1\). The error introduced this way in the sum is about 1\% or (much) less.

- The potential is 1-periodic in \(z\). A half-period shift \(z \rightarrow z + \frac{1}{2}\) flips the sign of the second line in Eq. \((3.2)\).

- The mass \(M\), which characterizes as a whole each KK tower \((i)\), depends only on \(y_{d+1,d+1}\), due to an exact cancellation of the contributions of \(y_{d,d+1}\) and \(y_{d+1,d}\) in the general expression \((A.50)\). This is remarkable, since the mass of each KK mode (see Eq. \((A.46)\)) does depend on the three Wilson lines.

- For instance in the case \(\eta_{d+1}^{R}\) even, when \(M = 0\) i.e. \(y_{d+1,d+1} = 0\), the lightest KK masses and \(z\) (for example in the range \([-\frac{1}{2}, \frac{1}{2}\]) satisfy

\[
m^2 = \left(\frac{a}{2} - |z|\right)^2 M_{(\sigma)}^2, \quad z = \sqrt{2} y_{d,d+1}.
\]

For \(z = 0\), the associated states are the massless \(SU(2)\) non-Cartan gauge and scalar bosons \((a = 0)\) and their fermionic superpartners \((a = 1)\) of masses \(\frac{1}{2} M_{(\sigma)}\). As a result, the second line of Eq \((3.2)\) cancels the contribution \(8 \times 2\) in the first line. The situation is reversed for \(z = \pm \frac{1}{2}\), for which the fermions are massless and the bosons massive, so that the role of the second line of Eq \((3.2)\) is to shift \(n_F \rightarrow n_F + 8 \times 2\) in the first line. When \(z\) varies between these two extreme cases, the KK towers do not contain massless states. Their absolute contributions are lower and actually vanish for \(z = \pm \frac{1}{4}\). In fact, when \(|z| \in (0, \frac{1}{2}]\), the gauge symmetry is in the Coulomb branch, \(SU(2) \rightarrow U(1)\). On the contrary, when \(\eta_{d+1}^{R}\) is odd, \(a\) is replaced with \(1 - a\) in the mass formula of Eq. \((3.5)\) and the roles of bosons and fermions are reversed. In particular, for \(z = \pm \frac{1}{2}\), the second line of Eq \((3.2)\) simply shifts \(n_B \rightarrow n_B + 8 \times 2\).
• When \( y_{d+1,d+1} \) is switched on, the dependence of \( z \) and thus \( V_{1\text{-loop}} \) on \( y_{d+1,d} \) becomes non-trivial. For instance, in the neighborhood of the undeformed background, \( y_{d+1,d} \) appears at lowest order in Eq. (3.2) in the interaction term

\[
-M_d^d \frac{v_{d-2}}{2\pi} c_g (d - 1) \sqrt{2} y_{d+1,d} y_{d,d+1} y_{d+1,d+1}.
\]

(3.6)

Thus, even if it is still massless, it is not identified anymore with the flat direction of the 1-loop potential.

• The function \( F \) is even, positive, shaped like a bell centered at the origin, and exponentially suppressed for large argument. As a result, when \( \mathcal{M} \) is non-vanishing but still smaller than \( M(\sigma) \), the magnitude (at fixed phase \( z \)) of the contributions of the \( 8 \times 2 \) KK towers \((i)\) is lowered. In fact, \( y_{d+1,d+1} \) induces a small Higgs mass, so that the towers do not contain massless modes, even for \( z = 0 \) or \( \frac{1}{2} \) mod 1, and the gauge theory always sits in the Coulomb branch \( SU(2) \to U(1) \). When \( \mathcal{M} \) is greater than \( M(\sigma) \), the Higgsing is large and we are free to omit the second line of Eq. (3.2).\(^{12} \) In this case, the Wilson lines \( y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1} \) are flat directions, up to exponentially suppressed terms.

**Kinetic terms**

At tree level, imposing the restriction (2.15), the massless degrees of freedom allowed to have non-trivial homogeneous and isotropic backgrounds\(^{13} \) are the graviton, the dilaton and the complex moduli

\[
\mathcal{T} = B_{d,d+1} + i \sqrt{G_{dd} G_{d+1,d+1} - G_{d,d+1}^2}, \quad \mathcal{U} = \frac{G_{d+1,d} + i \sqrt{G_{dd} G_{d+1,d+1} - G_{d,d+1}^2}}{G_{dd}}.
\]

(3.7)

Splitting the dilaton into a constant plus a dynamical field, \( \phi_{dil} \equiv \langle \phi_{dil} \rangle + \phi \), the Einstein frame metric is defined as \( g_{\mu\nu} = e^{-\frac{4}{d-2}\phi} G_{\mu\nu} \) and the classical effective action of the above degrees of freedom reduces to their kinetic terms,

\[
S_{\text{tree}} = \frac{1}{\kappa^2} \int d^d x \sqrt{-g} g^{\mu\nu} \left[ \frac{R_{\mu\nu}}{2} - \frac{2}{d-2} \partial_\mu \phi \partial_\nu \phi + \frac{\partial_\mu \mathcal{T} \partial_\nu \mathcal{U}}{(\mathcal{T} - \mathcal{T})^2} + \frac{\partial_\mu \mathcal{U} \partial_\nu \mathcal{U}}{(\mathcal{U} - \mathcal{U})^2} \right].
\]

(3.8)

In our conventions, the signature of the metric is \((- , +, \cdots, +)\), \( R_{\mu\nu} \) is the Ricci tensor and \( \kappa^2 = e^{2\langle \phi_{dil} \rangle}/M_\text{Pl}^{d-2} \) is Einstein’s constant. To make contact with the arbitrary Wilson lines

\(^{12} \) At the transition, \( i.e. \) when \( \mathcal{M} \) is slightly greater than \( M(\sigma) \), omitting the second line should be accompanied by fixing \( c = \mathcal{M} \) in the last one.

\(^{13} \) In dimension \( d = 4 \), we also impose the axion field dual to the spacetime antisymmetric tensor to be constant.
the following dictionary can be used,

\[ G_{d+1,d+1} = 1 + \sqrt{2} y_{d+1,d+1} , \]
\[ G_{d,d+1} = \frac{1}{\sqrt{2}} (y_{d,d+1} + y_{d+1,d}) \equiv h_{d,d+1} , \]
\[ B_{d,d+1} = \frac{\gamma R_{d+1}}{2} + \frac{1}{\sqrt{2}} (y_{d,d+1} - y_{d+1,d}) . \] (3.9)

Moreover, the supersymmetry breaking scale measured in Einstein frame is dressed with a dilaton factor and can be redefined in terms of the so-called “no-scale modulus” \( \Phi \),

\[ M \equiv e^{\frac{d-2}{2} \phi} M_0(\sigma) \equiv e^{\alpha \Phi} M_0 , \quad \text{where} \quad \alpha \Phi = \frac{2}{d-2} \phi + \ln \sqrt{G_{dd}} , \quad \alpha = \sqrt{\frac{d-1}{d-2}} . \] (3.10)

Noticing that the kinetic terms of \( T \) and \( U \) yield, among other things, a contribution \( -\frac{1}{2} (\partial \ln \sqrt{G_{dd}})^2 \), it is natural to relate the latter to \( -\frac{1}{2} (\partial \ln \sqrt{G_{dd}})^2 \) by using the identity

\[ G_{dd} G_{dd} = \frac{1 + \sqrt{2} y_{d+1,d+1}}{1 + f} , \quad \text{where} \quad f = \sqrt{2} y_{d+1,d+1} - h_{d,d+1}^2 G_{dd} . \] (3.11)

In this way, the kinetic terms of \( \phi \) and \( \ln \sqrt{G_{dd}} \) can be combined into those of \( \Phi \) and an “orthogonal” combination \( \phi_\perp \),

\[ \sqrt{d-1} \phi_\perp = 2 \phi - \ln \sqrt{G_{dd}} . \] (3.12)

In total, we ultimately find

\[ S_{\text{tree}} = \frac{1}{\kappa^2} \int d^dx \sqrt{-g} \left[ \frac{\mathcal{R}}{2} - \frac{1}{2} (\partial \Phi)^2 - \frac{1}{2} (\partial \phi_\perp)^2 \right. \]
\[ - \frac{\Omega_1}{4} G_{dd} \left( (\partial y_{d,d+1})^2 + (\partial y_{d+1,d})^2 \right) - \frac{\Omega_2}{4} (\partial y_{d+1,d+1})^2 + \Omega_3 \right] , \] (3.13)

where we have defined

\[ \Omega_1 = \frac{1}{1 + \sqrt{2} y_{d+1,d+1}} , \quad \Omega_2 = \frac{1 - h_{d,d+1}^2 G_{dd}}{(1 + f)^2} , \]
\[ \Omega_3 \equiv \frac{\partial y_{d+1,d+1}}{2 \sqrt{2}} \left( \partial \left( \frac{h_{d,d+1}^2 G_{dd}}{G_{dd}} \right) \frac{1 - \frac{h_{d,d+1}^2 G_{dd}}{G_{dd}}}{(1 + f)^2} + \frac{\partial G_{dd}}{G_{dd}} \frac{h_{d,d+1}^2}{G_{dd}} \right) . \] (3.14)
Local marginal deformations

With exact formulas for the potential and kinetic terms at hand, we can make precise the notion of “small Wilson lines deformations” used in Sect. \[2\] for the backgrounds satisfying Eqs (2.12), (2.13) and (2.15):

\[|y_{d+1,d+1}| \ll \sqrt{G^{dd}} \ll 1, \quad |y_{d,d+1}| \ll 1, \quad |y_{d+1,d}| \ll 1. \quad (3.15)\]

Our goal being to study the dynamics of moduli fields, the restriction on \(y_{d+1,d+1}\) implies \(\mathcal{M} \ll M(\sigma)\) so that the three Wilson lines are not flat directions. The conditions on \(y_{d,d+1}\) and \(y_{d+1,d}\) imply \(|h_{d,d+1}| \ll 1\). Noticing that

\[\Omega_3 = \frac{G^{dd}}{2\sqrt{2}} \partial y_{d,d+1} \partial h_{d,d+1}^2 + \cdots, \quad (3.16)\]

where the ellipses stand for at least quartic terms in Wilson lines, it is then consistent at leading order to set \((\Omega_1, \Omega_2, \Omega_3) = (1,1,0)\) in the kinetic terms. Moreover, the cubic interaction \((3.6)\) and higher order ones in the potential can also be neglected, compared to the quadratic mass terms in Eq. \((2.16)\).

4 Quantum no-scale regimes

Our goal in this section is to show that QNSRs do exist when the dynamics of marginal deformations of the internal space are taken into account. Indeed, we will find conditions under which such regimes can be reached in the setup described at the end of Sect. \[2\].

When the assumptions \((3.15)\) are fulfilled, the 1-loop effective action in Einstein frame can be written as

\[S_{1\text{-loop}} = \frac{1}{\kappa^2} \int d^d x \sqrt{-g} \left[ \frac{\mathcal{R}}{2} - \frac{1}{2} (\partial \Phi)^2 - \frac{1}{2} (\partial \phi_\perp)^2 \right.\]

\[- \frac{G^{dd}}{4} (\partial y_{d,d+1})^2 - \frac{G^{dd}}{4} (\partial y_{d+1,d})^2 - \frac{1}{4} (\partial y_{d+1,d+1})^2 + \cdots - \kappa^2 \mathcal{V}_{1\text{-loop}} \left], \quad (4.1)\]

where the potential is given by,

\[\mathcal{V}_{1\text{-loop}} = e^{d\alpha \Phi} M_s^d \left[ (n_F - n_B) v_d + \frac{v_{d-2}}{2\pi} c_{\phi_1} \left( (d - 1) y_{d,d+1}^2 + \frac{y_{d+1,d+1}^2}{G^{dd}} \right) \right] + \cdots. \quad (4.2)\]

In the kinetic terms, the ellipses correspond to 2-derivatives, cubic and higher order terms in Wilson lines \(y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}\), while in \(\mathcal{V}_{1\text{-loop}}\) they stand for cubic and higher order
interactions, or exponentially suppressed corrections when \( c/\sqrt{G^{dd}} \approx 1 \). In the following, we will neglect all of these subdominant contributions.

**Equation for a**

Focusing on homogeneous and isotropic cosmological evolutions in flat space, we consider a metric and scalar field ansatz

\[
\begin{align*}
    ds^2 &= -N(x^0)^2(dx^0)^2 + a(x^0)^2 \left((dx^1)^2 + \cdots + (dx^{d-1})^2\right), \\
    \Phi(x^0), \phi_\perp(x^0), y_{d,d+1}(x^0), y_{d+1,d}(x^0), y_{d+1,d+1}(x^0). \\
\end{align*}
\]

The equations of motion for the lapse function \( N \) and scale factor \( a \) take the following forms, in the gauge \( N \equiv 1 \) which defines cosmic time \( x^0 \equiv t \),

\[
\begin{align*}
    \frac{1}{2} (d-1)(d-2)H^2 &= \mathcal{K} + \kappa^2 \mathcal{V}_{1\text{-loop}} \, , \quad (4.4) \\
    (d-2)\dot{H} + \frac{1}{2} (d-1)(d-2)H^2 &= -\mathcal{K} + \kappa^2 \mathcal{V}_{1\text{-loop}} \, , \quad (4.5)
\end{align*}
\]

where \( H \equiv \dot{a}/a \) and the kinetic terms are

\[
\mathcal{K} = \frac{1}{2} \dot{\Phi}^2 + \frac{1}{2} \dot{\phi}_\perp^2 + \frac{G^{dd}}{4} \dot{y}_{d,d+1}^2 + \frac{G^{dd}}{4} \dot{y}_{d+1,d}^2 + \frac{1}{4} \dot{y}_{d+1,d+1}^2. \quad (4.6)
\]

Interested in QNSRs, we eliminate \( \mathcal{K} \) between Eqs (4.4) and (4.5),

\[
\frac{1}{d-1} \left(\frac{a^{d-1}}{a^{d-1}}\right) \equiv \dot{H} + (d-1)H^2 = \frac{2}{d-2} \kappa^2 \mathcal{V}_{1\text{-loop}}, \quad (4.7)
\]

and look for cosmological evolutions satisfying either

\[
a(t) \begin{cases} \rightarrow +\infty & \text{or} & a(t) \rightarrow 0, \end{cases} \quad (4.8)
\]

for some constants \( t_\pm \), with the effective potential dominated by \( H^2 \). To be specific, we assume the solutions to satisfy

\[
\kappa^2 M_s^d e^{d\alpha \Phi} = \mathcal{O} \left( \frac{H^2}{a^{K_\pm}} \right) \quad (4.9)
\]

in the above limits, where \( \pm K_\pm > 0 \) are constants to be determined. The \( t - t_+ \rightarrow +\infty \) asymptotic regime describes an ever-expanding universe, while \( t - t_- \rightarrow 0_+ \) corresponds to a Big Bang arising at \( t = t_- \). Of course, contracting evolutions in QNSR may also be found.
by time reversal. Under these hypotheses, and supposing a power law behavior of the scale factor, Eq. (4.7) can be integrated once,

\[ C_{\pm} - \frac{1}{H} = -(d - 1)(t - t_{\pm}) \left( 1 + \mathcal{O} \left( \frac{1}{a^{K_{\pm}}} \right) \right). \]  

(4.10)

Without loss of generality, the constant \( C_{+} \) can be absorbed in a redefinition of \( t_{+} \), while \( C_{-} \) has to vanish for \( a(t) \) to vanish at \( t_{-} \). Integrating a second time, one obtains

\[ a = \mathcal{A}(t - t_{\pm})^{\frac{1}{d-1}} \left( 1 + \mathcal{O} \left( \frac{1}{a^{K_{\pm}}} \right) \right), \]  

(4.11)

where \( \mathcal{A} > 0 \) is a not yet specified constant. Up to the subdominant term \( \mathcal{O}(1/a^{K_{\pm}}) \), the time-dependence of the scale factor is by no way surprising since a negligible potential energy implies the evolution of the universe to be driven by the moduli kinetic energies, i.e. a cosmic fluid of energy density \( \rho \) and pressure \( P \) satisfying \( \rho \sim P \).

**Equation for \( y_{d+1,d} \)**

At quadratic order in Wilson line deformations, \( y_{d+1,d} \) has a vanishing potential but a non-canonical kinetic term. Thus, its equation of motion is that of a free field, with non-conventional friction term,

\[ \ddot{y}_{d+1,d} + \left[ (d - 1)H + (\ln G^{dd})' \right] \dot{y}_{d+1,d} = 0, \]  

(4.12)

which yields

\[ \dot{y}_{d+1,d} = \frac{2c_{d+1,d}}{a^{d-1}G^{dd}}, \]  

(4.13)

where \( c_{d+1,d} \) is an integration constant. A consequence of Eq. (4.11) is that the l.h.s. of Friedmann equation (4.4) is

\[ \frac{1}{2} (d - 1)(d - 2)H^2 = \frac{d - 2}{2(d - 1)} \frac{\mathcal{A}^{2(d-1)}}{a^{2(d-1)}} \left( 1 + \mathcal{O} \left( \frac{1}{a^{K_{\pm}}} \right) \right), \]  

(4.14)

while the kinetic and potential terms in the r.h.s. satisfy

\[ \mathcal{K} \geq \frac{c_{d+1,d}^2}{a^{2(d-1)}G^{dd}}, \quad |\kappa^2\mathcal{V}_{1\text{-loop}}| \ll H^2. \]  

(4.15)

For these facts to be consistent, we proceed by assuming a power law behavior

\[ G^{dd} \sim \mathcal{A}(t - t_{\pm})^{J_{\pm}}, \]  

(4.16)
for some coefficient $\pm J_\pm > 0$ to be determined, and a constant $G > 0$. In this case, the kinetic term of $y_{d+1,d}$ is subdominant in $K$,

$$H^2O_1 \equiv O\left( G^{dd} y_{d+1,d}^2 \right) = O\left( \frac{c_{d+1,d}^2 H^2}{G^{dd}} \right) \ll K = O(H^2).$$

(4.17)

In the end, we obtain

$$y_{d+1,d} \simeq y_{d+1,d}^{(0)} - \frac{\mathcal{C}_{d+1,d}}{J_\pm (t - t_\pm)^{J_\pm}}, \quad \text{where} \quad \mathcal{C}_{d+1,d} = \frac{2c_{d+1,d}}{G^{dd}},$$

(4.18)

and the second integration constant satisfies $|y_{d+1,d}^{(0)}| \ll 1$.

Notice that in the QNSRs $t - t_+ \to +\infty$, the initial hypothesis (4.9) implies $M$ to drop. This is also the case for the QNSR $t - t_- \to 0_+$, if $|K_\pm| > 2$. On the contrary, Eq. (4.16) implies the supersymmetry breaking scale measured in $\sigma$-model frame, $M(\sigma)$, to rise and formally tend to infinity, when $t - t_+ \to +\infty$ (or $t - t_- \to 0_+$). This means that in the QNSRs, $t$ should not exceed some maximal value $t_f$ (or reach values below $t_f$) such that $G^{dd}(t_f) = c^2$. After (or before) $t_f$, the exponential terms in the effective potential (2.16) are no more suppressed.\textsuperscript{14}

**Equation for $y_{d+1,d+1}$**

In order to determine $y_{d+1,d+1}$ in the QNSRs, one can insert in its equation of motion,

$$\ddot{y}_{d+1,d+1} + (d - 1)H \dot{y}_{d+1,d+1} + \frac{2v_{d-2}}{\pi} c_{G^1} \kappa^2 M_\sigma^d \frac{e^{d\alpha\Phi}}{G^{dd}} y_{d+1,d+1} = 0, \quad (4.19)$$

the behaviors of $(d - 1)H \sim 1/(t - t_\pm)$, $G^{dd} \sim \mathcal{G}(t - t_\pm)^{J_\pm}$ and $e^{d\alpha\Phi} \sim #H^2/a^{K_\pm}$. For $c_{G^1} > 0$, the generic solution of the differential equation can be expressed in terms of Bessel functions of the first kind, $J_0$, and second kind, $Y_0$,

$$y_{d+1,d+1} = C J_0 \left( \frac{L}{(t - t_\pm)^{\frac{1}{2}(J_\pm + \frac{\kappa_+}{a})}} \right) + C' Y_0 \left( \frac{L}{(t - t_\pm)^{\frac{1}{2}(J_\pm + \frac{\kappa_-}{a})}} \right), \quad (4.20)$$

where $L > 0$ and the arbitrary $C$, $C'$ are constants. For $c_{G^1} < 0$, the Bessel functions are “modified” into $I_0$ and $K_0$. In both cases, the value of $L$ is irrelevant when taking the limit $t - t_+ \to +\infty$ or $t - t_- \to 0_+$, and we obtain

$$y_{d+1,d+1} \simeq \mathcal{C}_{d+1,d+1} \ln \frac{t - t_\pm}{t_0 - t_\pm}, \quad (4.21)$$

\textsuperscript{14}When $c = O(1)$, Hagedorn-like transitions may even occur when $G^{dd} = O(1)$. 
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where $C_{d+1,d+1}$ and $t_0$ are constants. Notice that this logarithmic behavior is not in contradiction with the smallness of $y_{d+1,d+1}$ we have assumed in Eq. (3.15). This follows from the fact that in a QNSR, $|y_{d+1,d+1}|/\sqrt{G^{dd}}$ decreases, due to the power-dependence of $G^{dd}$ in time. Physically, the supersymmetry breaking scale in $\sigma$-model frame $M_{(\sigma)}$ grows faster than the Higgs mass $|y_{d+1,d+1}|M_s$.

Before proceeding, it is instructive to use

$$\dot{y}_{d+1,d+1} \sim \frac{C_{d+1,d+1}}{t - t_\pm},$$

in order to evaluate the mass term,

$$O\left(\kappa^2 M_s \frac{e^{d\alpha \Phi}}{G^{dd}} y_{d+1,d+1}\right) = O\left(\frac{1}{\sqrt{G^{dd}}} \ln \frac{t - t_\pm}{t_0 - t_\pm}\right) \equiv H\dot{y}_{d+1,d+1}O_2.$$  (4.23)

With this result, Eq. (4.19) becomes

$$\ddot{y}_{d+1,d+1} + (d-1)H\dot{y}_{d+1,d+1}(1 + O_2) = 0,$$  (4.24)

which can be integrated once to yield the more accurate result

$$\dot{y}_{d+1,d+1} = \frac{2c_{d+1,d+1}}{a_d - 1} (1 + O_2), \quad \text{where} \quad C_{d+1,d+1} = \frac{2c_{d+1,d+1}}{\mathcal{O}_{d-1}}.$$  (4.25)

**Equation for $y_{d,d+1}$**

As before, one can solve the equation of motion of $y_{d,d+1},$

$$\ddot{y}_{d,d+1} + [(d-1)H + (\ln G^{dd})'] \dot{y}_{d,d+1} + \frac{2c_{d-2}}{\pi} (d-1) c_{G_1} \kappa^2 M_s^d \frac{e^{d\alpha \Phi}}{G^{dd}} y_{d,d+1} = 0,$$  (4.26)

after substituting $H$, $G^{dd}$ and $e^{d\alpha \Phi}$ with their limit behaviors. For $c_{G_1} > 0$, the generic solution turns out to be expressed in terms of Bessel functions of the first kind,

$$y_{d,d+1} = \frac{C}{(t - t_\pm)^{\frac{L}{2}}} J_k \left(\frac{L}{(t - t_\pm)^{\frac{1}{2}(J_\pm + \frac{k}{d - 1})}}\right) + \frac{C'}{(t - t_\pm)^{\frac{L}{2}}} J_{-k} \left(\frac{L}{(t - t_\pm)^{\frac{1}{2}(J_\pm + \frac{k}{d - 1})}}\right),$$  (4.27)

where $k = J_\pm/(J_\pm + \frac{k}{d - 1})$. For $c_{G_1} < 0$, the Bessel functions are “modified”, $J_k, J_{-k} \rightarrow I_k, I_{-k}$. In the limit $t - t_+ \rightarrow +\infty$ or $t - t_- \rightarrow 0_+$ we are interested in, this leads to

$$y_{d,d+1} \sim y^{(0)}_{d,d+1} - \frac{\mathcal{C}_{d,d+1}}{J_\pm(t - t_\pm)^J_\pm} \equiv y^{(0)}_{d,d+1}(1 + \mathcal{O}_1),$$  (4.28)
where $y^{(0)}_{d+1}$ and $\mathcal{C}_{d+1}$ are integration constants, with $|y^{(0)}_{d+1}| \ll 1$. Alternatively, one can write

$$\dot{y}_{d+1} \sim \frac{2c_{d+1}}{a^{d-1}G^{dd}} , \quad \text{where} \quad \mathcal{C}_{d+1} = \frac{2c_{d+1}}{a^{d-1}G}.$$  

(4.29)

The kinetic energies of $y_{d+1}$ and $y_{d+1,d}$ are thus of same order,

$$H^2O_1 \equiv O\left(G^{dd}\dot{y}_{d+1}^2\right) = O\left(\frac{c^2_{d+1}H^2}{a^{2(d-1)}G^{dd}}\right) \ll \mathcal{K} = O(H^2).$$  

(4.30)

**Equation for $\phi_\perp$**

Once Wilson lines are taken into account, the scalar $\phi_\perp$ is no longer a free field. Due to the fact that

$$G^{dd} = e^{\frac{2}{\sqrt{a}}\Phi} e^{-\frac{2}{\sqrt{a}}\phi_\perp},$$  

(4.31)

$\phi_\perp$ couples non-trivially to kinetic and mass terms, and its equation of motion is highly non-linear,

$$\ddot{\phi}_{\perp} + (d-1)H\dot{\phi}_{\perp} = -\frac{G^{dd}}{2\sqrt{d-1}}(\dot{y}_{d+1}^2 + \dot{y}_{d+1,d}^2) - \frac{v_{d-2}}{\pi\sqrt{d-1}}c_G\kappa^2M^d_{s} \epsilon^{d\alpha\Phi}^{dd} G^{dd} y_{d+1,d+1}^2 + \ldots,$$  

(4.32)

However, up to a numerical factor, the two terms in the r.h.s. show up respectively in $\mathcal{K}$ and $\kappa^2\mathcal{O}_{1}$-loop. We have already seen that the former is of order $H^2O_1$, while the second is of order

$$H^2O_3 \equiv O\left(\kappa^2M^d_{s} \epsilon^{d\alpha\Phi}^{dd} \frac{y_{d+1,d+1}^2}{G^{dd}}\right) = O\left(\frac{H^2}{a\kappa^2} \frac{y_{d+1,d+1}^2}{G^{dd}}\right) \ll H^2.$$  

(4.33)

For reasons that will become clearer later, it is useful to explain the term $O_1$. Assuming $\dot{\phi}_{\perp} = O(H)$, we define the constant $C_{\perp}$ such that

$$\frac{1}{a^{2(d-1)}} \sim C_{\perp}(d-1)H\dot{\phi}_{\perp},$$  

(4.34)

and write Eq. (4.32) in the following form,

$$\ddot{\phi}_{\perp} + (d-1)H\dot{\phi}_{\perp} \left(1 + \frac{2C_{\perp}}{\sqrt{d-1}} \frac{c^2_{d+1} + c^2_{d+1,d}}{G^{dd}} + \ldots + O_3\right) = 0$$  

(4.35)

where the ellipses stand for subdominant contributions in the $O_1$ term. Integrating once, we obtain

$$\dot{\phi}_{\perp} = \sqrt{2} \frac{C_{\perp}}{a^{d-1}} \left(1 + \frac{2C_{\perp}}{\sqrt{d-1}} \frac{c^2_{d+1} + c^2_{d+1,d}}{J_{\pm}G^{dd}} + \ldots + O_3\right),$$  

(4.36)
where \( c_\perp \) is an arbitrary constant. Using the above result, Eq. (4.34) is consistent and we can identify
\[
C_\perp = \frac{1}{\sqrt{2} c_\perp \mathcal{A}^{d-1}}. \tag{4.37}
\]

**Equation for \( \Phi \)**

The treatment of the no-scale modulus \( \Phi \) can be similar. Its equation of motion,
\[
\alpha \dddot{\Phi} + (d - 1) H \dot{\Phi} = -d \alpha^2 \kappa^2 M_s^d \mathcal{V}_{1\text{-}\text{loop}} + \frac{G^{dd}}{2} \left( y_{d,d+1}^2 + y_{d+1,d}^2 \right) + \frac{v_{d-2}}{\pi} c_\perp \kappa^2 M_s^d \frac{e^{d\Phi}}{G^{dd}} y_{d+1,d+1}^2, \tag{4.38}
\]
can be linearly combined with Eq. (4.7) to eliminate the term proportional to \( \mathcal{V}_{1\text{-}\text{loop}} \). One obtains
\[
\left( \alpha \dddot{\Phi} + \frac{\alpha^2}{2} d(d - 2) H \right)^\cdot + (d - 1) H \left( \alpha \dddot{\Phi} + \frac{\alpha^2}{2} d(d - 2) H \right) = \frac{G^{dd}}{2} \left( y_{d,d+1}^2 + y_{d+1,d}^2 \right) + \frac{v_{d-2}}{\pi} c_\perp \kappa^2 M_s^d \frac{e^{d\Phi}}{G^{dd}} y_{d+1,d+1}^2, \tag{4.39}
\]
which is an equation whose form is identical to that of \( \phi_\perp \). Thus, assuming \( \dot{\Phi} = \mathcal{O}(H) \), we can proceed in a similar way to obtain
\[
\alpha \dddot{\Phi} + \frac{\alpha^2}{2} d(d - 2) H = \frac{c_\Phi}{a^{d-1}} \left( 1 - \frac{2 c_\Phi c_{d,d+1}^2 + c_{d+1,d}^2}{J_\pm G^{dd}} + \cdots + \mathcal{O}_3 \right), \tag{4.40}
\]
where \( c_\Phi \) is an arbitrary constant and
\[
C_\Phi = \frac{1}{c_\Phi \mathcal{A}^{d-1}}. \tag{4.41}
\]

**Friedmann constraint**

We started our discussion by solving Eq. (4.7) for the scale factor \( a(t) \), which introduced two integration constants \( \mathcal{A} \) and \( t_\pm \) in the solution (4.11). However, Friedmann differential equation (4.4) being only first-order, it can be used to fix \( \mathcal{A} \) in terms of the other parameters.

To reach this goal, we first collect all results found for the scalar fields to write the total kinetic energy as
\[
\mathcal{K} = \frac{1}{8} d^2 (d - 2)^2 \alpha^2 H^2 - \frac{1}{2} d(d - 2) H \frac{c_\Phi}{a^{d-1}} \frac{c_{d,d+1}^2 + c_{d+1,d}^2}{a^{2(d-1)}} + \frac{c_\Phi^2}{2 \alpha^2} + \frac{c_{d+1,d+1}^2}{a^{2(d-1)}} \mathcal{K}_1 \left( \cdots \right) + H^2 \mathcal{O}_3 + \frac{c_{d+1,d+1}^2}{a^{2(d-1)}} \mathcal{O}_2, \tag{4.42}
\]
where
\[ C_K = 1 + \frac{1}{J_\pm} \left( \sqrt{\frac{2}{d-1}} \frac{2c_\perp}{\mathcal{g}^{d-1}} - \frac{2}{\alpha^2} \frac{c_\Phi}{\mathcal{g}^{d-1}} + \frac{d}{\alpha^2} \right). \] (4.43)

In the expression of \( K \), all terms in the first line are \( \mathcal{O}(H^2) \). In the second line, the contribution proportional to \( 1/(a^{2(d-1)}G^{dd}) \) and \( H^2 \mathcal{O}_3 \) arise from the kinetic terms of \( y_{d,d+1} \) and \( y_{d+1,d} \), as well as the subdominant contributions of those associated with \( \phi_\perp \) and \( \Phi \). Moreover, the last term, which is the subdominant part of the kinetic energy of \( y_{d+1,d+1} \), can be compared to the other contributions by noticing that
\[
\frac{c^2_{d,d+1,d+1}}{a^{2(d-1)}} \mathcal{O}_2 = \mathcal{O} \left( \frac{H^2 y^2_{d+1,d+1}}{a^{K_\pm}} \frac{y_{d,d+1}^2}{G^{dd}} \frac{1}{\ln \left( \frac{t-t_\pm}{t_0-t_\pm} \right)} \right) = H^2 \frac{\mathcal{O}_3}{\ln \left( \frac{t-t_\pm}{t_0-t_\pm} \right)}. \] (4.44)

The latter being dominated by \( H^2 \mathcal{O}_3 \), it can be omitted in Eq. (4.42). In a similar spirit, the 1-loop effective potential can be written as
\[
\mathcal{V}_{1\text{-loop}} = e^{d\mathcal{O} \Phi M^d_s \left[ (n_F - n_B) v_d + \frac{v_d-2}{2\pi} c_{\mathcal{G}_i} (d-1)y_{d,d+1}^0 (1 + \tilde{\mathcal{O}}_1) \right] + H^2 \mathcal{O}_3}. \] (4.45)

Finally, we may follow Ref. \[11\] by defining
\[
\tau \equiv \frac{(d^2-4)(d-1)}{2dc_\Phi} Ha^{d-1} = \frac{(d^2-4)}{2dc_\Phi} (a^{d-1}), \] (4.46)
in terms of which the l.h.s. of Friedmann equation (4.4) and the dominant terms \( \mathcal{O}(H^2) \) of \( K \) combine into a suitable form. The result is
\[
-\frac{d^2c_\Phi^2}{2(d-1)(d+2)} \frac{\mathcal{P}(\tau)}{a^{2(d-1)}} = \kappa^2 M^d_s e^{d\mathcal{O} \Phi} \left[ (n_F - n_B) v_d + \frac{v_d-2}{2\pi} c_{\mathcal{G}_i} (d-1)y_{d,d+1}^0 (1 + \tilde{\mathcal{O}}_1) \right] \\
+ \frac{c_{d+1,d}^2}{a^{2(d-1)}G^{dd}} \left( C_K + \cdots \right) + H^2 \mathcal{O}_3, \] (4.47)
where \( \mathcal{P} \) is a quadratic polynomial,
\[
\mathcal{P}(\tau) = \tau^2 - 2\tau + \left( 1 - \frac{4}{d^2} \right) \left( 1 + 2\alpha^2 \frac{c^2_{\perp} + c^2_{d+1,d+1}}{c^2_\Phi} \right). \] (4.48)

In the limits we are interested in, the behavior (4.11) of the scale factor implies \( \tau \) to converge to a constant,
\[
\tau = \tau_0 \left( 1 + \mathcal{O} \left( \frac{1}{a^{K_\pm}} \right) \right), \quad \text{where} \quad \tau_0 = \frac{d^2-4}{2d} \frac{\mathcal{g}^{d-1}}{c_\Phi}, \] (4.49)
and \( \mathcal{P}(\tau) \) to satisfy
\[
\mathcal{P}(\tau) = \mathcal{P}(\tau_0) + \mathcal{O} \left( \frac{1}{a^{K_\pm}} \right). \] (4.50)
Thus, for Eq. (4.47) to be consistent, two conditions must be fulfilled:

(i) $\tau_0$ must be a root of $\mathcal{P}$. In this instance only, instead of being $O(H^2)$, the l.h.s. of Eq.(4.47) satisfies
\begin{equation}
-\frac{d^2 c^2}{2(d-1)(d+2)} \frac{\mathcal{P}(\tau)}{a^2(d-1)} = O\left(\frac{H^2}{a^{K\pm}}\right),
\end{equation}

(ii) We must have
\begin{equation}
O\left(\frac{H^2}{a^{K\pm}}\right) \gg \frac{c^2_{d,d+1} + c^2_{d+1,d}}{a^2(d-1)G^{dd}} (C_K + \cdots), \quad O\left(\frac{H^2}{a^{K\pm}}\right) \gg H^2 O_3,
\end{equation}

for our initial defining assumption of a QNSR to be true, Eq. (4.9).

Condition (i) requires the discriminant of $\mathcal{P}$ to be positive, which amounts to having
\begin{equation}
\left(\frac{c_{\perp}}{\gamma c c_{\Phi}}\right)^2 + \left(\frac{c_{d,d+1}}{\gamma c c_{\Phi}}\right)^2 \leq 1, \quad \text{where} \quad \gamma_c = \sqrt{\frac{2}{(d-1)(d+2)}}.
\end{equation}

In this case, the value of $\mathcal{A}$, which appears in the definition of $\tau_0$, is determined up to a sign $\epsilon$,
\begin{equation}
\mathcal{A} = \left[\frac{2d}{d^2 - 4} (1 + \epsilon r) c_{\Phi}\right]^{\frac{1}{d-1}},
\end{equation}

where $c_{\Phi} > 0$ is required and $r$ defined as
\begin{equation}
r = \frac{2}{d} \sqrt{1 - \left(\frac{c_{\perp}}{\gamma c c_{\Phi}}\right)^2 - \left(\frac{c_{d,d+1}}{\gamma c c_{\Phi}}\right)^2}.
\end{equation}

In condition (ii), the inequality that involves $O_3$ is always satisfied, as follows from the decrease in $|y_{d+1,d+1}|/\sqrt{G^{dd}}$, (see Eq. (4.33)). However, the other constraint may be more intriguing. If $C_K \neq 0$, it would imply $\pm J_\pm > \pm \frac{K\pm}{d-1}$, which would restrict the choices of integration constants characterizing the QNSRs (see the next paragraph). However, such a reduction of the set of solutions should not occur, since we have already solved all differential equations and the only remaining piece of information captured by Friedmann equation must be the value of $\mathcal{A}$. As we will now check, $C_K$ actually does vanish. Moreover, all implicit contributions in Eq. (4.52) in the dots should respect the inequality, without imposing further constraints on the existence of QNSRs, as will be checked numerically in Sects 5 and 6.

**Determination of $K_{\pm}$ and $J_{\pm}$**

Using the value of $\mathcal{A}$, Eq. (4.40) yields
\begin{equation}
d\alpha \Phi \sim -\left(2 + \epsilon \frac{r(d^2 - 4)}{2(1 + \epsilon r)}\right) \frac{1}{t - t_\pm},
\end{equation}
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where the overall coefficient is to be identified with \(-2 + \frac{K_\pm}{d-1}\), as follows from Eq. (4.9).

The fact that \(\pm K_\pm > 0\) fixes \(\epsilon = \pm\), and we obtain
\[
e^{d\alpha \Phi} \sim e^{d\alpha \Phi_\pm} \exp \left( \frac{K_\pm}{d-1} \right),
\]
where \(K_\pm = \pm \frac{r(d^2 - 4)}{2(1 \pm r)} \)
and \(\Phi_\pm\) is an integration constant.

The coefficient \(J_\pm\) can be determined in a similar way by using the linear relation between \((\ln G^{dd})', \Phi\) and \(\dot{\phi}_\perp\). The result is
\[
J_\pm = \frac{d}{\alpha^2} \left( 1 - \alpha^2 \sqrt{\frac{2}{d-1}} \frac{c_\perp}{c_\Phi} \frac{1 - 4}{1 \pm r} - 1 \right),
\]
which leads as anticipated to \(C_K = 0\). With the expression of \(J_\pm\), we are ready to solve the only non-trivial consistency condition for QNSRs to exist. The points \((\frac{c_\perp}{c_\Phi}, \frac{C_{d+1,d+1}}{c_\Phi})\) of the disk of radius 1, Eq. (4.53), compatible with the constraint
\[
\pm J_\pm > 0
\]
sit outside an ellipse
\[
\left( \frac{c_\perp}{\gamma_c c_\Phi} - \frac{u}{1 + v} \right)^2 + \frac{v}{1 + v} \left( \frac{C_{d+1,d+1}}{c_\Phi} \right)^2 \geq \frac{v}{(1 + v)^2} (1 + v - u^2),
\]
where \(u = -\frac{2}{\sqrt{d+2}}, \quad v = \frac{d^2}{d + 2}\).

As shown in Fig. 1(a), for arbitrary dimension \(d > 2\), this ellipse is located in the interior of the disk and is tangential to it at \(\frac{c_\perp}{\gamma_c c_\Phi} = u\). The points in the left crescent \(\left( \frac{c_\perp}{\gamma_c c_\Phi} \leq u \right)\) allow a QNSR \(t - t_+ \rightarrow +\infty\), while those in the right crescent \(\left( \frac{c_\perp}{\gamma_c c_\Phi} \geq u \right)\) yield a regime \(t - t_- \rightarrow 0_+\). In reality, the left crescent is more tiny than the one shown on the qualitative Fig. 1(a). Its width at \(\left( \frac{C_{d+1,d+1}}{\gamma_c c_\Phi} \right) = 0\) is \(3 - 11 \cdot 10^{-3}\) for \(3 \leq d \leq 9\), and actually vanishes when \(d \rightarrow 2_+\). Thus, we have \(r \approx 0\) in the left crescent, so that \(M_d\) and \(H^2\) evolve approximately at the same cosmological speed.

Finally, we can make some remark about \(C_{d+1,d+1}\), which is related to \(c_{d+1,d+1}\) in Eq. (4.25) and must be small, as required by our assumption on \(y_{d+1,d+1}\) given in Eq. (3.15). If the left and right crescents allow \(C_{d+1,d+1}\) to be as small as desired, its maximal value is reached for \(\left( \frac{c_\perp}{\gamma_c c_\Phi}, \frac{C_{d+1,d+1}}{c_\Phi} \right) = (0, 1)\), which yields
\[
|C_{d+1,d+1}^{\max}| = \sqrt{\frac{2(d + 2)}{d - 1} \frac{d - 2}{d}}.
\]
This expression being of order 1, it is consistent as a limiting case.

**Perturbative condition**

At this stage, we have found time-dependent fields that extremize the 1-loop effective action in the limit $t - t_+ \to \infty$ or $t - t_- \to 0_+$. To make sense, however, this analysis requires string perturbation theory to be valid in these regimes. Expressing $\dot{\phi}$ as a linear combination of $\dot{\Phi}$ and $\dot{\phi}_\perp$, one obtains

$$e^{2\alpha^2\phi} \sim e^{\alpha_\perp \phi_\perp} e^{\alpha \sqrt{1 - \phi_\perp} \phi_\perp} \frac{e^{\frac{d\alpha_\perp\phi_\perp}{[M_\perp(t - t^\pm)]^{1/2}}}}{P_\pm},$$

where $\phi_\perp$ is the constant arising by integration of Eq. (4.36) and

$$P_\pm = \frac{K_\pm}{(1 - \frac{4}{d^2})} r \left[ \frac{4}{d^2} - \left(1 - \frac{4}{d^2}\right)\sqrt{2(d-1)} \frac{c_\perp}{c_\phi} \right].$$

The QNSR $t - t_+ \to +\infty$ happens to be perturbative, since $P_+ > 0$ is always satisfied when the point $\left(\frac{c_\perp}{c_\phi}, \frac{c_\perp c_\phi + c_\perp c_\phi}{c_\phi c_\phi}\right)$ sits in the left crescent in Fig. 1(a). For the regime $t - t_- \to 0_+$, string perturbation theory is valid when $P_- < 0$. If $d \geq d_c \simeq 2.90$, this condition is satisfied.
for $\frac{c_{\perp}}{\gamma_c c_{\Phi}} \geq \tilde{u}$ or when $\left(\frac{c_{\perp}}{\gamma_c c_{\Phi}}, \frac{c_{d+1,d+1}}{\gamma_c c_{\Phi}}\right)$ sits in the interior of an ellipse

$$\left(\frac{c_{\perp}}{\gamma_c c_{\Phi}} - \frac{\tilde{u}}{1 + \tilde{v}}\right)^2 + \frac{\tilde{v}}{1 + \tilde{v}} \left(\frac{c_{d+1,d+1}}{\gamma_c c_{\Phi}}\right)^2 \leq \frac{\tilde{v}}{(1 + \tilde{v})^2 (1 + \tilde{v} - \tilde{u})^2},$$

where $\tilde{u} = \frac{2}{(d - 2)(d + 2)}$, $\tilde{v} = \frac{d^2}{(d - 2)^2 (d + 2)}$. (4.64)

As shown in Fig. 1(b), this second ellipse is inside the disk of radius 1 and tangential to it at $\frac{c_{\perp}}{\gamma c c_{\Phi}} = \tilde{u}$. As a result, the right part of the right crescent in Fig. 1(a) yields perturbative QNSRs $t - t_\rightarrow 0_+$. If $2 < d < d_c$, $\tilde{u}$ being greater than 1, the condition $P_- < 0$ is true only inside the ellipse (4.64), which now sits entirely in the interior of the disk. However, the intersection of this perturbative domain with the right crescent of in Fig 1(a) is always non-empty. It is only in the limit $d \to 2_+$, where the ellipse (4.64) vanishes, that the QNSRs $t - t_\rightarrow 0_+$ are always formal because non-perturbative (unless we fine tune $\left(\frac{c_{\perp}}{\gamma c c_{\Phi}}, \frac{c_{d+1,d+1}}{\gamma c c_{\Phi}}\right)$ to be exactly $(0, 0)$).

To summarize, the QNSRs we have found in arbitrary dimension $d > 2$ depend on 5 velocity parameters $c_{\Phi} > 0, c_{\perp}, c_{d+1,d+1}, c_{d,d+1}, c_{d+1,d}$, 5 zero modes $\Phi_\pm, \phi_\perp \pm, t_0, y_{d,d+1}, y_{d+1,d+1}$, and the last constant $t_\pm$ arising by integration of the scale factor. Therefore, they are limit behaviors of generic solutions, even if the left crescent in Fig. 1(a) is tiny.

5 Simulations of QNSRs at small Wilson lines

From now on, we study numerically the dynamics of the scale factor $a$, no-scale modulus $\Phi$ and scalar $\phi_\perp$, in the presence of the moduli fields $y_{d,d+1}, y_{d+1,d}, y_{d+1,d+1}$. Our goal in the present section is to check the validity of QNSRs described in Sect. 4, where the Wilson lines implement small deformations of the initial background. We fix in the analysis the spacetime dimension to be $d = 4$ and focus only on the expanding solutions where $t \to +\infty$ (we set $t_+ = 0$). In all simulations, we take $\langle \phi_{\text{dil}} \rangle = 0$ so that $\kappa^2 = 1/M_s^2$, thus identifying the Planck mass with the string scale. This has the advantage of matching the weak string coupling condition with the negativity of $\phi$. Once the range of time compatible with perturbation theory is identified, it is always possible to restore a sensible value of the Planck mass by shifting the dilaton zero-mode.

As can be seen in Eq. (4.57), one feature of the QNSR $t \to +\infty$ is that the supersymmetry breaking scale $M$ always drops. If this may be expected when $\mathcal{V}_{1\text{-loop}}$ is positive, it may be
counterintuitive when it is negative, since $M$ climbs the potential in this case. Moreover, the behaviors of $y_{d,d+1}$ and $y_{d+1,d+1}$ are independent of the fact that these moduli are massive or tachyonic at 1-loop. To check these striking properties, we simulate solutions of the differential equations of Sect. 4, which are valid for small Wilson lines deformations. This is done for 4 initial backgrounds characterized by different signs for $n_F - n_B$ and $c_{G_1}$:

(i) $n_F - n_B > 0$, $c_{G_1} > 0$: This case can be achieved in Example 2 of Sect. 2. For $d = 4$ and $s = 4$, the right-moving gauge group is $U(1) \times G_1 \times U(1)^4 \times SO(16) \times SO(16)'$, where $G_1 = SU(2)$, which corresponds in the setup described below Eq. (2.12) to $\eta_5^R$ even. In this model, one obtains $n_F - n_B = 8 \times 6$ and $c_{G_1} = 8 \times 2$.

(ii) $n_F - n_B > 0$, $c_{G_1} < 0$: To flip the sign of $c_{G_1}$, it is enough to choose $\eta_5^R$ odd in setup (i). This yields $G_1 = U(1)$, with $n_F - n_B = 8 \times 10$ and $c_{G_1} = -8 \times 2$.

(iii) $n_F - n_B < 0$, $c_{G_1} > 0$: This case can be realized in Example 1 of Sect. 2. The right-moving gauge group for $d = 4$ is $U(1) \times G_1 \times SU(2)^4 \times E_8 \times E_8'$, where $G_1 = SU(2)$, which corresponds to $\eta_5^R$ even. This leads to $n_F - n_B = -8 \times 514$ and $c_{G_1} = 8 \times 2$.

(iv) $n_F - n_B < 0$, $c_{G_1} < 0$: To flip the sign of $c_{G_1}$, one can take $\eta_5^R$ odd in setup (iii). This yields $G_1 = U(1)$, $n_F - n_B = -8 \times 510$ and $c_{G_1} = -8 \times 2$.

To set initial conditions adapted to our purpose, we proceed as follows:

- We consider the case analyzed in Ref. [11], where no $y$-deformation is implemented. All trajectories that reach a QNSR $t \to +\infty$ are characterized by two constants $c_{\perp 0}$, $c_{\Phi 0}$ (defined as $c_{\perp}$ and $c_{\Phi}$ in the present work) such that $|\frac{c_{\perp 0}}{\gamma_{c_{\Phi 0}}}| < 1$. In order to allow the Wilson lines to vary, we take $c_{\perp 0}$, $c_{\Phi 0}$ for the expression of $J_+$ in Eq. (4.58) evaluated at $(c_{\perp}, c_{\Phi}, c_{55}) = (c_{\perp 0}, c_{\Phi 0}, 0)$ to be positive. This imposes $\approx 0.9941 < |\frac{c_{\perp 0}}{\gamma_{c_{\Phi 0}}}| < 1$, thus reducing the allowed range of this ratio by approximately a factor of 170.

- In the presence of Wilson lines, we define dynamical quantities

$$c_{\perp}^{\text{dyn}} = \frac{a^{d-1}}{\sqrt{2}} \phi_{\perp}, \quad c_{\Phi}^{\text{dyn}} = a^{d-1} \left( \alpha \dot{\Phi} + \frac{\alpha^2}{2} d(d-2)H \right), \quad c_{55}^{\text{dyn}} = \frac{a^{d-1}}{2} \ddot{y}_{55},$$

which are expected to converge to the constants $c_{\perp}$, $c_{\Phi}$ and $c_{55}$ introduced in Sect. 4.

- For the initial conditions at $t = 0$, we set $a(0)$ to be of order 1 and $c_{\perp}^{\text{dyn}}(0) = c_{\perp 0}$ to fix $\dot{\phi}_{\perp}(0)$. We also take $c_{\Phi}^{\text{dyn}}(0) = c_{\Phi 0}$, which can be translated into $\dot{\Phi}(0)$ by the knowledge of $H(0)$. The latter, which we take to be positive, is determined by Friedmann equation
at \( t = 0 \), for a given choice of \( \Phi(0) \) and initial conditions for the Wilson lines. To ensure that the evolution of the system starts close to the QNSR expected to arise at late times, \( \Phi(0) \) is chosen for the quantity
\[
\tau_{\text{dyn}} \equiv \frac{(d^2 - 4)(d - 1)}{2d c_{\Phi}^{\text{dyn}}} H d^{d-1},
\]
which is inspired by Eq. (4.46), to be at \( t = 0 \) very close to the asymptotic value it would reach when no Wilson lines are introduced. To be specific, this means
\[
\tau_{\text{dyn}}(0) \approx 1 + r_0, \quad \text{where} \quad r_0 = \frac{2}{d} \sqrt{1 - \left( \frac{c_{\perp 0}}{\gamma_c \Phi_0} \right)^2},
\]
as follows from Eqs (4.49) and (4.54). The choice of \( \phi_{\perp}(0) \) is of order 1 and such that the range of cosmic time compatible with weak string coupling and \( M(\sigma)(t) < cM_s \) is large in the simulations.

- The remaining initial conditions are those of the Wilson lines: \( y_{45}(0), \dot{y}_{45}(0), y_{54}(0), \dot{y}_{54}(0), y_{55}(0), \dot{y}_{55}(0) \). Their absolute values are chosen small enough (compared to 1 and \( M_s \)) for the trajectory of \( \left( \frac{c_{\perp}}{\gamma_c \Phi}, \frac{c_{55}}{\gamma_c \Phi} \right)_t \) to be entirely in the left crescent in Fig. 1(a). The motion of this point is expected to converge to \( \left( \frac{c_{\perp}}{\gamma_c \Phi}, \frac{c_{55}}{\gamma_c \Phi} \right) \), when \( t \to +\infty \).

Due to Eq. (4.7), whether \((a^{d-1})^2\) increases or decreases with time is determined in full generality by the sign of \( V_{1\text{-loop}} \). In order to discriminate when the universe is in QNSR, the most decisive criterion is the asymptotic behavior of the scale factor, Eq. (4.11), which must satisfy
\[
(a^{d-1})^2 \to a^{d-1}, \quad \text{when} \quad t \to +\infty .
\]
In all cases (i)–(iv), the numerical simulation confirms the above convergence to a constant, either upward or downward depending on the sign of the potential \( i.e. n_F - n_B \). The plots in Fig. 2 show the evolutions of \((a^{d-1})^2\) as a function of \( t \) for the backgrounds (i) and (iv). The curves in models (ii) and (iii) are qualitatively similar to those obtained respectively in cases (i) and (iv).

Solving the system of differential equations makes sense as long as the weak coupling condition is fulfilled, \( \phi(t) < 0 \), and the supersymmetry breaking scale measured in \( \sigma \)-model frame is small, \( \sqrt{G^{dd}(t)} < c \). It turns out that the numerical evolutions of \( \phi, \ln(G^{dd}) \) and \( y_{55} \) as functions of \( t \) present similar features when \( c_{\Phi_t} > 0 \ i.e. \) in models (i) and (iii), and when \( c_{\Phi_t} < 0 \ i.e. \) in models (ii) and (iv). The only qualitative difference may occur at early
Figures 2: Convergence of $a^{d-1}$ towards its limit $\alpha^{d-1}$, in cases (i) and (iv). The evolution is monotonically increasing or decreasing, depending on the sign of $n_F - n_B$.

times, where $y_{55}$ may oscillate when it is massive, $c_{G_1} > 0$. The curves are shown in Fig. 3 in cases (i) and (iv), where the cosmic times above which the simulations cannot be trusted are respectively $t_f \simeq 10^{110} M_s^{-1}$ and $t_f \simeq 10^{185} M_s^{-1}$, for $c = 1$. The fact that $\phi$, $\ln(G^{dd})$ and $y_{55}$ depend asymptotically linearly on $\ln(tM_s)$ proves that the velocities $\dot{\Phi}$, $\dot{\phi}_\perp$ and $\dot{y}_{55}$ are inversely proportional to cosmic time, i.e. that

$$(c_{\perp}^{\text{dyn}}, c_{\Phi}^{\text{dyn}}, c_{55}^{\text{dyn}}) \rightarrow (c_{\perp}, c_\Phi, c_{55}), \quad \text{when} \quad t \rightarrow +\infty. \quad (5.5)$$

In particular, we can identify from Eq. (4.16) the limit reached by the dynamical quantity

$$J_{\text{dyn}} \equiv t \left( \ln(G^{dd}) \right)^{\cdot} = t \left( \frac{2}{\alpha} \dot{\Phi} - \frac{2}{\sqrt{d-1}} \dot{\phi}_\perp \right) \rightarrow J_+ > 0, \quad \text{when} \quad t \rightarrow +\infty. \quad (5.6)$$

Figure 3: The behaviors of the dilaton $\phi$ (gray curves), $\ln(G^{dd})$ (dotted curves) and $10^3 y_{55}$ (black curves) as functions of cosmic time (in logarithmic scale) are asymptotically linear in cases (i) and (iv). The evolutions can be trusted as long as $\phi(t) < 0$ and $\ln(G^{dd}(t)) < 0$, for $c = 1$. Oscillations of $y_{55}$ may occur at early times when it is massive, $c_{G_1} > 0$. 
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What remains to be checked are the behaviors of $y_{45}$ and $y_{54}$, as well as the smallness of all Wilson lines. Fig. 4 shows $y_{45}(t)$, $y_{54}(t)$ and $y_{55}(t)/\sqrt{G^{dd}(t)}$ simulated in model (i) (which is similar to (iii)) and in model (iv) (which is similar to (ii)). As predicted in Sect. 4 when $J_+ > 0$, all curves converge to constants,

$$y_{45} \to y_{45}^{(0)} , \quad y_{54} \to y_{54}^{(0)} , \quad \frac{y_{55}}{\sqrt{G^{dd}}} \to 0 , \quad \text{when} \quad t \to +\infty ,$$

while their upper and lower bounds are small, in the sense of Eq. (3.15). Let us stress again that even when $c_{G_1} < 0$, contrary to common sense, the tachyonic scalars $y_{45}$ and $y_{55}$ do not induce large destabilizations of the backgrounds, when the universe enters the QNSR regime. These remarks complete our numerical validation of the existence of the QNSR $t \to +\infty$, demonstrated in the previous section. Note however that even if the solutions can be trusted all the way until $t_f$, the universe enters the QNSR only after a certain duration, as can be seen in all Figs 2–4. During this transient period, the dynamics is affected by the effective potential, as shown on Figs 3 and 4. In fact, when $c_{G_1} > 0$ i.e. case (i) and (iii), the Wilson lines $y_{45}$ and $y_{55}$ are massive and oscillate around minima of $V_{\text{1-loop}}$. It is only when the universe enters the QNSR that the potential is dominated by the canonical kinetic energies of $\Phi$, $\phi_\perp$ and $y_{55}$, so that not only $y_{54}$ but also $y_{45}$ freeze at arbitrary values, while $\Phi$, $\phi_\perp$ and $y_{55}$ behave logarithmically with cosmic time. On the contrary, when $c_{G_1} < 0$ i.e. case (ii) and (iv), the tachyonic Wilson lines $y_{45}$ and $y_{55}$ do not oscillate during the early transient regime.

Before proceeding, we would like to provide comments on the first constraint appearing in Eq. (4.52), for a QNSR to be reached. As was argued below Eq. (4.55), it is expected to
be trivial, a fact that implies $C_K$ to vanish, which we have verified analytically in Sect. 4. In fact, when a QNSR yields $\pm J_{\pm} > \pm \frac{K_{\pm}}{d_{\pm}} > 0$, the kinetic terms of $y_{d,d+1}$ and $y_{d+1,d}$, as well as all terms subdominant compared to 1 in the parentheses appearing in Eqs (4.36) and (4.40) are all individually dominated by $V_{1\text{-loop}}$. However, when $\pm \frac{K_{\pm}}{d_{\pm}} > \pm J_{\pm} > 0$, it is remarkable that the leading contributions of these terms cancel one another, so that $C_K = 0$. To check that this cancellation is actually exact, we have varied the initial conditions of our simulations of the QNSR $t \to +\infty$, for the characteristic point $(c_{\perp} c_{\parallel} \Phi_{\perp}, c_{\parallel} c_{\parallel} \Phi_{\parallel})$ to explore all of the left crescent in Fig. 1(a). This means that the condition for the existence of the QNSR $t \to +\infty$ is $J_{+} > 0$, and nothing more.

6 Global attractor mechanisms

The numerical validation of the QNSR $t \to +\infty$ in presence of small Wilson line deformations being established, we would like to consider possible global attractor mechanisms. Our aim is to see whether it is possible to relax, at least in some cases, the constraint of imposing the trajectories to be entirely in the tiny phase space described in the previous sections. It turns out that the kinetic terms in Eq. (3.13) become quadratic in Wilson lines, when $y_{d+1,d+1}$ is identically frozen at the origin. As a result, the action (4.1) is exact in $y_{d,d+1}$ and $y_{d+1,d}$, provided we set $y_{d+1,d+1} \equiv 0$ and use the full 1-loop effective potential,

$$V_{1\text{-loop}} = (n_F - n_B + (-1)^{d_{d+1}} 8 \times 2) v_d M^d$$

$$- (-1)^{d_{d+1}} 8 \times 2 \frac{2M^d}{(2\pi)^{d_{d+1}/2}} \sum_{\tilde{m}_d} \cos \left( \frac{2\pi (2\tilde{m}_d + 1) \sqrt{2} y_{d,d+1}}{2\tilde{m}_d + 1} \right) F(0) + \cdots ,$$

where the ellipses stand for the exponentially suppressed contributions we neglect as before. In the following, we use this fact to simulate numerically the 1-loop dynamics of the scale factor $a$, no-scale modulus $\Phi$ and scalar $\phi_{\perp}$, in the presence of arbitrary Wilson lines deformations $y_{d,d+1}$ and $y_{d+1,d}$ of the initial background.

We will find that the sign of $V_{1\text{-loop}}$ plays a critical role. Depending on the integer $n_F - n_B$, the latter can be fixed,

$$(-1)^{d_{d+1}} (n_F - n_B) \geq 0 \implies (-1)^{d_{d+1}} V_{1\text{-loop}} \geq 0 \text{ for all } y_{d,d+1} ,$$

$$(-1)^{d_{d+1}} (n_F - n_B) \leq -32 \implies (-1)^{d_{d+1}} V_{1\text{-loop}} \leq 0 \text{ for all } y_{d,d+1} ,$$

(6.2)
or varying,

\[-31 \leq (-1)^{n_{d+1}} (n_F - n_B) \leq -1 \implies \text{the sign of } V_{1\text{-loop}} \text{ varies with } y_{d,d+1}. \quad (6.3)\]

Note that since \( y_{d,d+1} \) is allowed to explore a large range of values during its evolution, there is no need to consider separately the cases \( n_{d+1} \) even or odd. For instance, in spacetime dimension \( d = 4 \) we consider from now on, a half-period shift \( \sqrt{2} y_{45} \rightarrow \sqrt{2} y_{45} + \frac{1}{2} \) maps into each other backgrounds (i) and (ii) which have \( V_{1\text{-loop}} > 0 \) for all \( y_{45} \), or (iii) and (iv) which have \( V_{1\text{-loop}} < 0 \) for all \( y_{45} \).

In the simulations, we take as initial conditions \( y_{45}(0), y_{54}(0), a(0) \) and \( c_{\perp 0} \equiv c_{\perp 0}^{\text{dyn}}(0), c_{\Phi 0} \equiv c_{\Phi 0}^{\text{dyn}}(0) \) to be of order 1. This fixes \( \phi_{\perp}(0) \) and \( \Phi(0) \), provided \( H(0) \) (which we take to be positive) or equivalently \( \tau_{\text{dyn}}(0) \) (see Eq. (5.2)) is known. The latter is related to \( \Phi(0) \) via Friedmann equation at \( t = 0 \), which we write in the following form

\[-\frac{d^2 c_{\Phi 0}^2}{2(d-1)(d+2)} \frac{\mathcal{P}_0(\tau_{\text{dyn}}(0))}{a(0)^2(d-1)} = G_{dd}(0) \frac{\dot{y}_{45}(0)^2}{4} + G_{dd}(0) \frac{\dot{y}_{54}(0)^2}{4} + V_{1\text{-loop}}(\Phi(0), y_{45}(0)), \quad (6.4)\]

where \( \mathcal{P}_0 \) is the degree two polynomial

\[\mathcal{P}_0(\tau) = \tau^2 - 2\tau \left( 1 - \frac{4}{d^2} \right) \left( 1 + 2\alpha^2 \frac{c_{\perp 0}^2}{c_{\Phi 0}^2} \right). \quad (6.5)\]

We impose the Wilson lines’ kinetic terms at \( t = 0 \) to be of the order of \( |V_{1\text{-loop}}(\Phi(0), y_{45}(0))| \). This fixes \( \dot{y}_{45}(0) \) and \( \dot{y}_{54}(0) \), once we make our choices for \( \Phi(0) \) and \( \phi_{\perp}(0) \). The latter is determined \textit{a posteriori} for the numerical simulation to satisfy the conditions of weak string coupling and low supersymmetry breaking scale \( M_\sigma \), for a long period of cosmic time. The last initial data \( \Phi(0) \) is equivalent to choosing \( \tau_{\text{dyn}}(0) \):

- When \( V_{1\text{-loop}}(\Phi(0), y_{45}(0)) > 0 \), Eq. (6.4) imposes

\[\left| \frac{c_{\perp 0}}{\gamma c_{\Phi 0}} \right| < 1 \quad \text{and} \quad 1 - r_0 < \tau_{\text{dyn}}(0) < 1 + r_0, \quad (6.6)\]

where \( r_0 \) is defined in Eq. (5.3). We have already studied in Sect. 5 the case where \( \tau_{\text{dyn}}(0) \simeq 1 + r_0 \), which corresponds to a cosmological evolution starting almost in QNSR \( t \rightarrow +\infty \). Thus, we will consider the two remaining qualitatively different types of initial conditions (a) and (b), defined as follows:

(a) For \( \tau_{\text{dyn}}(0) \simeq 1 \), the cosmological evolution is generic, in the sense that the initial kinetic energies of \( \Phi, \phi_{\perp}, y_{45} \) and \( y_{54} \) as well as the potential are all of the order of \( H(0)^2 \).
(b) For $\tau_{\text{dyn}}(0) \gtrless 1 - r_0$, the potential and Wilson lines’ kinetic energies are small compared to $H(0)^2$. This is clear by looking at Eq. (6.4), whose l.h.s. vanishes in the limit $\tau_{\text{dyn}}(0) \rightarrow 1 - r_0$. As a result, the motion of the Wilson lines and the effective potential become irrelevant and the cosmological evolution is expected to approach that of the classical theory, with frozen Wilson lines, i.e. $(a^d-1) \cdot \equiv \frac{2\delta e_{\Phi}}{d^2 - 4}(1 - r_0)$ [11].

- When $V_{1\text{-loop}}(\Phi(0), y_{45}(0)) < 0$, the r.h.s. of Eq. (6.4) can be negative or positive. In the former case, $\tau_{\text{dyn}}(0)$ is arbitrary if $\left|\frac{c_{\perp 0}}{\gamma_c c_{\Phi 0}}\right| \geq 1$, while it must satisfy $\tau_{\text{dyn}}(0) > 1 + r_0$ or $\tau_{\text{dyn}}(0) < 1 - r_0$ if $\left|\frac{c_{\perp 0}}{\gamma_c c_{\Phi 0}}\right| < 1$. When the r.h.s. of Eq. (6.4) is positive, condition (6.6) applies.

In the models where $V_{1\text{-loop}}$ is negative for some/all $y_{45}$, which are illustrated by the backgrounds (iii) or (iv), we find that the numerical simulations yield the following scenario: The universe expands, reaches a maximal size and then collapses into a Big Crunch, unless the initial conditions are tuned so that the whole trajectory sits inside the tiny phase space that yields the ever-expanding QNSR $t \rightarrow +\infty$, as described in Sect. [5] Notice that in Ref. [11], where the dynamics of the Wilson lines is not taken into account, the initially expanding cosmological solutions arising when $V_{1\text{-loop}} < 0$ are also either attracted to the QNSR $t \rightarrow +\infty$, or lead in the end to a Big Crunch. However, we emphasize again that in this case, the attraction to the QNSR follows from initial conditions chosen in a much larger space, namely $\left|\frac{c_{\perp 0}}{\gamma_c c_{\Phi 0}}\right| < 1$, $\tau_{\text{dyn}}(0) > 1 + r_0$. In other words, the dynamics of internal moduli fields provides a severe source of instability for a flat, expanding universe, when the quantum potential can reach negative values.

To describe a flat, expanding universe, the numerical simulations show that the models where $V_{1\text{-loop}} \geq 0$ for all $y_{45}$ are much more appealing, due to a global attraction mechanism to the QNSR $t \rightarrow +\infty$. Fig. [5(a)] presents the temporal evolution of $(a^{d-1}) \cdot$ obtained in Example (ii) which has $n_5^R$ odd, for initial conditions of type (a). The potential being positive, the curve is monotonically increasing, and turns out to converge to a constant, as in Eq. (5.4). Note the existence of several inflection points, which are not numerical artefacts. Actually, by choosing initial values of type (b), a structure of plateaux appears, as shown in Fig. [5(b)]. The latter are longer and longer and, after a finite number of steps, the last one is endless. Comments on this peculiar dynamics will be given at the end of the section. In any case, this phenomenon is the way the trajectory evolves, in order to converge to the...
straight line encountered in the extreme initial condition $\tau^{\text{dyn}}(0) \to 1 - r_0$.

Figure 5: Convergence of $(a^{d-1})'$ towards its limit $a^{d-1}$ in model $(ii)$, for initial conditions (a) or (b). Moving from case (a) to (b), a structure of plateaux appears.

To figure out when string perturbation theory is valid and $M_{(\sigma)} < c M_s$, we plot in Fig. 6 the dilaton and $\ln(G^{dd})$ as functions of time. The constraints $\phi(t) < 0$ and $\ln(G^{dd}(t)) < \ln c$ determine the ranges of time $[t_i, t_f]$ where the simulations can be trusted. In model $(ii)$, with $c = 1$, an example of initial conditions (a) yields $[t_i, t_f] = [10^5 M_s^{-1}, 10^{59} M_s^{-1}]$, while for initial values of type (b) we obtain $[t_i, t_f] = [10^6 M_s^{-1}, 10^{65} M_s^{-1}]$. In both simulations, the final asymptotes are reached before $t_f$. At late times (in logarithmic scale), the linearity of the plots and the positivity of the slope of $\ln(G^{dd})$ show the convergences

\begin{equation}
(c^\text{dyn}_{\perp}, c^\text{dyn}_{\phi}) \to (c_{\perp}, c_{\phi}) \quad \text{and} \quad J^{\text{dyn}} \to J_+ > 0, \quad \text{when} \quad t \to +\infty.
\end{equation}

Figure 6: The behaviors of the dilaton $\phi$ (gray curves), $\ln(G^{dd})$ (black curves) as functions of cosmic time (in logarithmic scale) are asymptotically linear in model $(ii)$, for initial conditions of type (a) or (b). The evolutions can be trusted as long as $\phi(t) < 0$ and $\ln(G^{dd}(t)) < 0$, for $c = 1$. 
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Fig. 7 details the evolution of $J_{\text{dyn}}(t)$, which describes a transient regime of damped oscillations between positive and negative values, followed by a stabilization at a positive constant $J_+$. In view of our analysis in Sect. 4, the sign of $J_+$ suggests that the trajectory of the point $\left(\frac{c_{\text{dyn}}}{\gamma c_F}, 0\right)$ enters the left crescent in Fig. 1(a). This is confirmed by the upper plots in Fig. 8. Even if the initial value $\frac{c_{\text{dyn}}}{\gamma c_F}$ is far above the tiny range $[-1, \approx -0.9941]$, the ratio $\frac{c_{\text{dyn}}}{\gamma c_F}$ is inexorably attracted to this interval, where it stabilizes. The lower plots in Fig. 8 zoom the entrance and freezing of $\frac{c_{\text{dyn}}}{\gamma c_F}$ in the range.

The remaining numerical behaviors to be described are those of the Wilson lines. The upper plots in Fig. 9 show the evolutions of $y_{45}(t)$ and $y_{54}(t)$, which converge to constants $y_{45}^{(0)}$, $y_{54}^{(0)}$. Due to Eq. (4.13), which is exact when $y_{55} \equiv 0$, the curve $y_{54}(t)$ is monotonic. This however may not be the case for $y_{45}(t)$, which is not a free field. Actually, accentuating the plateaux structure i.e. in case (b), the magnitudes of both velocities $\dot{y}_{45}$, $\dot{y}_{54}$ drop during the transient eras of quasi static $(a^{d-1})$, and $y_{45}$ may even stop and go backward. Notice that these effects are consistent with the fact that in the limit $\tau_{\text{dyn}}(0) \to 1 - r_0$ of the initial conditions, the Wilson lines are expected to become static, $\dot{y}_{45} \equiv \dot{y}_{54} \equiv 0$.

Since $\sqrt{2} y_{45}$ can be very large, its convergence to $\sqrt{2} y_{45}^{(0)}$ is more accurately accounted for by the effective potential, which is 1-periodic. As shown in the lower plots in Fig. 9, $\sqrt{2} y_{45}$ oscillates over time between 80 and 48, which are the values of $n_F - n_B$ in backgrounds (ii) and (i), when they are not deformed. For initial conditions of type (b), we see that before $\sqrt{2} y_{45}$ starts freezing, its kinetic energy is larger than the potential, since $\sqrt{2} y_{45}$ evolves quickly, passing easily the maxima and minima. This does not last, however, and $\sqrt{2} y_{45}$
ends up oscillating around a minimum, until it stabilizes at a random value close to it. The last fluctuations are those described in Sect. 5 in the massive case in Fig. 4(i). As a result, \( \sqrt{2} y_{45}^{(0)} \simeq 2k + 1 \), where \( k \in \mathbb{Z} \), i.e. the dynamics has driven spontaneously the system from the initial state (ii) to a slightly deformed background (i). Remarkably, soon after \( y_{45} \) is stabilized, we have checked that its remnant kinetic energy starts again to dominate over the potential, and their ratio even tends to infinity (!). In the notations used at the end of the previous section, the case at hand leads to \( \frac{K_+}{d-1} > J_+ > 0 \), which is nevertheless compatible with the stability of the cosmological solution. Concerning the modulus \( y_{54} \), its monotonicity and the fact that it is a flat direction of the potential when \( y_{55} \equiv 0 \) imply its stabilization not to be preceded by oscillations, and its limit value \( y_{54}^{(0)} \) to be fully arbitrary. As described for \( y_{45} \), the remnant kinetic energy of \( y_{54} \) is greater than \( V_{1\text{-loop}} \) right before and soon after its stabilization process. On the contrary, as seen in the lower plot in Fig. 9(a),

Figure 8: Attraction of \( \frac{c_{\perp}^{\text{dyn}}}{\gamma c_{\perp}^{\text{dyn}}} \) towards the tiny range \([-1, \approx -0.9941]\) in model (ii), for initial conditions of type (a) or (b) (upper plots). The ratio stabilizes once it enters the interval (lower plots).
Figure 9: Convergence of $y_{45}$ (black curves) and $y_{54}$ (gray curves) to their limits $y_{45}^{(0)}$ and $y_{54}^{(0)}$ in model (ii), for initial conditions of type (a) or (b) (upper plots). If the curve $y_{54}(t)$ is always monotonic, that of $y_{45}(t)$ may not be so in case (b). The final value $y_{45}^{(0)}$ is random in case (a), while it is close to a minimum of $\mathcal{V}_{1\text{-loop}}$ in case (b), due to the existence of damped oscillations (lower plots).

the attraction of $y_{45}$ to the neighborhood of a minimum of $\mathcal{V}_{1\text{-loop}}$ turns out to be inefficient for generic initial conditions of type (a). This is due to the fact that as soon as the Wilson line cannot pass the next maximum of the potential, it freezes.

To summarize, the simulated cosmological evolutions in model (ii) are attracted to the QNSR $t \to +\infty$, for both initial conditions (a) and (b). The asymptotic behaviors are reached in a finite number of steps, more visible in case (b), where the dynamics can be described as follows:

- The plateaux present in Fig. 5(b) are characterized by almost constant $(a^{d-1})^r$.
- At the beginning of each plateau, the kinetic energy of $y_{45}$ and $y_{54}$ is lower than the effective potential. The motion of these moduli is slowing down, especially for $y_{45}$ whose
time-derivative may change sign. As a result, the universe enters an approximate QNSR (see Ref. [11] for the limit case of frozen Wilson lines, which yields a global attraction to the QNSR \( t \to +\infty \)).

- However, except at the last step, \( J_{\text{dyn}} \) reaches negative minimum values at the beginning of each plateau, as seen in Fig. 7(b). As a result, the domination of the potential over the Wilson lines’ kinetic energies does not last. When the latter become greater than the canonical kinetic energies of \( \Phi \) and \( \phi_\perp \), the approximate QNSR is destabilized and \((a^{d-1})^*\) leaves its current plateau.

- We have checked analytically that there is no power-like asymptotic solution that describes an ever-expanding flat universe, dominated by the Wilson lines’ kinetic energies.\(^{15}\) Thus, \( y_{45} \) and \( y_{54} \) have to release their kinetic energies to the rest of the system, so that the universe is again attracted to an approximate QNSR. In other words, \((a^{d-1})^*\) has moved from one plateau to the next.

- This process of climbing steps ends when the system enters a plateau where \( J_{\text{dyn}} \) is positive. In this case, the Wilson lines’ kinetic energies may soon dominate over the effective potential (when \( \frac{K_{d-1}}{a^{d-1}} > J_+ \)), but never over the canonical kinetic energies of \( \Phi \) and \( \phi_\perp \) (because \( J_+ > 0 \)). As a result, the universe remains in QNSR for good.

For generic initial conditions of type \((a)\), even if the plateaux of \((a^{d-1})^*\) and the slowdowns of the Wilson lines are less pronounced, the correspondence between the negative minima of \( J_{\text{dyn}} \) and the transient dominations of the potential over the kinetic energies of \( y_{45} \) and \( y_{54} \) remains valid.

7 Conclusion

In this work, we have shown that the notion of QNSR introduced in Ref. [11] for toy models involving only the scale factor \( a \), the supersymmetry breaking scale \( M \equiv e^{\alpha \Phi} \) and the dilaton \( \phi \) can be extended to full string theories. This has been done at the 1-loop level in toroidally compactified heterotic string at weak coupling, where a Scherk-Schwarz mechanism involving a single internal direction \( X^d \) breaks spontaneously all supersymmetries. The key

\(^{15}\)Power-like limit behaviors describing a Big Crunch (or Big Bang) dominated by the Wilson lines’ kinetic energies however exist.
point is the presence of a bunch of marginal deformations: $\sqrt{G^{dd}}$ and $\phi$, which are equivalent to the canonical no-scale modulus $\Phi$ and scalar $\phi_\perp$, and the Wilson lines $y_{dT}$, $y_{id}$, $y_{iT}$, for $T \in \{d + 1, \ldots, 25\}$, $i \in \{d + 1, \ldots, 9\}$. If we have analyzed in great details the dynamics involving the moduli where $T = i = d + 1$, our results should be more general. In the QNSRs describing an ever-expanding universe or a Big Bang, the kinetic energies of $\Phi$, $\phi_\perp$, $y_{iT}$ are expected to dominate over those of $y_{dT}$, $y_{id}$ and the effective potential $V_{1\text{-loop}}$. As a result, the classical no-scale structure is restored at the quantum level during the cosmological evolution of the flat universe.

The existence of the QNSRs is independent of the characteristics of $V_{1\text{-loop}}$. Denoting the values at $t = 0$ of the scale factor and moduli fields as $a(0)$ and $(\Phi(0), \phi(0), y(0))$, the initial time derivatives $(\dot{\Phi}(0), \dot{\phi}(0), \dot{y}(0))$ can always be set in a phase space region for the universe to be attracted to a QNSR. This turns out to be the case whether $V_{1\text{-loop}}(\Phi(0), \phi(0), y(0))$ is positive, negative or null, as well as maximal, minimal or at a saddle point.

Global effects, however, depend drastically on the sign of $V_{1\text{-loop}}$. We have “shown numerically” in dimension 4 that when $y_{45}$ and $y_{54}$ vary arbitrarily, while keeping $y_{55}$ frozen at a point of extended light spectrum, the initially growing universes always end in the QNSR $a \rightarrow +\infty$, provided $V_{1\text{-loop}} \geq 0$ for all $y_{45}$. Allowing all $y$-deformations to be dynamical, we expect this attraction to be true when the trajectory does not explore regions in moduli space where $V_{1\text{-loop}} < 0$. As noticed before, this sufficient condition is not necessary, when the initial conditions are tuned in tiny intervals. On the contrary, when an initially growing cosmological evolution does not converge to the QNSR $a \rightarrow +\infty$, which requires $V_{1\text{-loop}}$ to reach negative values, the simulated expansion of the scale factor comes to a halt and the universe eventually collapses. In Ref. [11], such a Big Crunch can be realized in two ways: With the QNSR $a \rightarrow 0$ (by applying time reversal on the Big Bang solution), or as an evolution dominated by the no-scale modulus kinetic and potential energies. As noticed in Footnote 15, taking into account the Wilson lines’ dynamics, the kinetic energies of the scalars $y_{dT}$, $y_{id}$ may also dominate. It would be interesting to extend the analysis of the system to derive an overview of all possible limit behaviors of the solutions and associated attractor mechanisms.

---

Footnote 15: In any case, the evolutions along which $V_{1\text{-loop}} \geq 0$ are ever-expanding, due to the monotonicity of $(a^{d-1})' > 0$ (see Eq. (4.7)), which forbids $H$ to vanish.
An important consequence of the above remarks is that a flat expanding universe is more naturally described by a model with positive potential, while Big Crunch solutions arise in most cases when the potential is negative. This result is in the spirit of Refs [12–15], where hot universes are considered, i.e. when finite temperature $T$ is switched on in addition to the implementation of the spontaneous breaking of supersymmetry. In this case, when the zero-temperature effective potential is positive, the trajectory of the flat universe at finite $T$ is attracted to an expanding solution satisfying proportionality properties [12,14],

$$\frac{1}{a(t)} \sim \# \frac{M(t)}{M_s} \sim \# \frac{T(t)}{M_s} \sim \# \frac{e^{2\alpha^2 \phi(t)}}{(tM_s)^{\frac{2}{3}}}.$$  \hspace{1cm} (7.1)

The above asymptotic evolution is said to be “radiation-like”, due to the state equation $\rho_{tot} \sim (d - 1)P_{tot}$ satisfied by the total energy density $\rho_{tot}$ and pressure $P_{tot}$ present in the universe. The latter take into account the thermal contributions derived from the 1-loop free energy, as well as the kinetic energy of the no-scale modulus $\Phi$. On the contrary, when the zero-temperature 1-loop potential is negative, the universe at finite $T$ collapses into a Big Crunch, where temperature effects tend to be screened, $T/M \to 0$.
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**Appendix: Moduli dependence of the effective potential**

For the present work to be self-content, let us review how discrete deformations responsible for the total spontaneous breaking of supersymmetry, as well as continuous Wilson lines, can be introduced in maximally supersymmetric heterotic string. Our final goal is to derive an expression of the effective potential valid when the supersymmetry breaking scale is low, compared to the string scale $M_s$.
A.1 The deformations

In the 1-loop partition function, the relevant deformed conformal block to be considered turns out to be

\[
Z[\vec{a}, \vec{b}, G, B, \vec{Y}] = \frac{\sqrt{\det G}}{\tau_2^{10-d}} \sum_{m_d, \ldots, m_9} e^{-\frac{\pi}{\tau_2} (\tilde{m}_J + n_J \tau) (G + B)_{IJ} (\tilde{m}_J + n_J \tau)}
\]
\[
\times e^{i\pi n_I \bar{Y}_I (\tilde{b} - \tilde{m}_J \bar{Y}_J)} \prod_{\mathcal{A}_1} \theta \left[ \frac{a_{\mathcal{A}} - 2n_I Y_{\mathcal{A}}}{b_{\mathcal{A}} - 2\tilde{m}_J Y_{\mathcal{A}}} \right] (\tau) \prod_{\mathcal{J}_1} \theta \left[ \frac{a_{\mathcal{J}} - 2n_I Y_{\mathcal{J}}}{b_{\mathcal{J}} - 2\tilde{m}_J Y_{\mathcal{J}}} \right] (\bar{\tau}),
\]

where sums over repeated indices \( I, J \in \{d, \ldots, 9\} \) are understood. Our notations are as follows:

- The first line is the contribution of the zero modes of the \( 10-d \) bosonic coordinates compactified on a torus, whose metric and antisymmetric tensor are \( G_{IJ}, B_{IJ}, I, J \in \{d, \ldots, 9\} \). Written in Lagrangian form, this expression involves a discrete sum over the integers \( \tilde{m}_I \) and winding numbers \( n_I \).

- In the second line, the holomorphic Jacobi \( \theta \) functions arise from the partition functions \( \theta/\eta \) of the 4 complex left-moving fermions of the superstring, where \( \eta \) is the Dedekind function\(^{17}\). In their brackets, \( a_{\mathcal{A}} \) and \( b_{\mathcal{A}} \), \( \mathcal{A} \in \{1, \ldots, 4\} \), define their boundary conditions before deformation, along the cycles \( z \to z+1 \) and \( z \to z+\tau \) of the genus-1 worldsheet parameterized by \( z \) and of Teichmüller parameter \( \tau \equiv \tau_1 + i\tau_2 \). Similarly, the antiholomorphic \( \bar{\theta}/\bar{\eta} \) functions arise from the contributions \( \bar{\theta}/\bar{\eta} \) associated with the 16 complex right-moving fermions of the bosonic string, with boundary conditions before deformation determined by \( a_{\mathcal{J}} \) and \( b_{\mathcal{J}} \), \( \mathcal{J} \in \{10, \ldots, 25\} \). In the derivation to come, \( \vec{a} \equiv (a^L, a^R) \) and \( \vec{b} \equiv (b^L, b^R) \) can have arbitrary real entries. However, modular invariance of the entire model imposes constraints on the set of values they can take. For instance, in our maximally supersymmetric case of interest, we have \( a_1^L = \cdots = a_4^L \) and \( b_1^L = \cdots = b_4^L \). However, we will keep the 4-components of \( \vec{a}^L \) and \( \vec{b}^L \) independent, since this can be useful when dealing with non-maximally supersymmetric models. (See Ref. \[8\] for an example in 4 dimensions realizing the \( N = 2 \to 0 \) spontaneous breaking.)

- Beside the torus moduli \( (G + B)_{IJ} \), we introduce deformations of the left- and right-}

\(^{17}\)Our conventions for \( \theta \) and \( \eta \) functions can be found in Ref. \[19\].
moving (super)-conformal theories,

\[ Y_{LA}^L, Y_{I\mathcal{J}}^R, \quad I \in \{d, \ldots, 9\}, \quad \mathcal{A} \in \{1, \ldots, 4\}, \quad \mathcal{J} \in \{10, \ldots, 25\} \]. \quad (A.2)

For the holomorphic supercurrent to be preserved, the left-moving ones are quantized \[2\], \( Y_{LA}^L \in \mathbb{Z} \). Thus, different choices of \( Y_{LA}^L \)'s yield different models. On the contrary, the right-moving \( Y_{I\mathcal{J}}^R \)'s are arbitrary marginal deformations. In each given model, they are moduli fields that can be interpreted as Wilson lines along \( T_{10-d} \) of a rank 16 gauge group \( \mathcal{G}_{16} \).

- In the second line of Eq. (A.1), the overall phase uses the following definition of scalar product: For two vectors \( \vec{v} \equiv (\vec{v}^L, \vec{v}^R) \) and \( \vec{w} \equiv (\vec{w}^L, \vec{w}^R) \) in \( \mathbb{R}^{4,16} \), we write

\[
\vec{v} \cdot \vec{w} = \vec{v}^L \cdot \vec{w}^L - \vec{v}^R \cdot \vec{w}^R = \sum_{A=1}^{4} v_A^L w_A^L - \sum_{J=10}^{25} v_J^R w_J^R. \quad (A.3)
\]

The phase is introduced for the following modular transformations of the entire conformal block to be independent of \( \vec{Y}_I \equiv (\vec{Y}_I^L, \vec{Y}_I^R) \):

\[
\begin{align*}
\tau \to -\frac{1}{\tau} \iff & \quad (n_I, \vec{m}_I) \to (n_I, \vec{m}_I) S \\
(n_I, \vec{m}_I) \to (n_I, \vec{m}_I) T \iff & \quad (a_A^L, b_A^L) \to (a_A^L, b_A^L) S, \quad (a_J^R, b_J^R) \to (a_J^R, b_J^R) S \\
& \quad (a_A^L, b_A^L) \to (a_A^L, b_A^L + a_A^L - 1), \quad (a_J^R, b_J^R) \to (a_J^R, b_J^R + a_J^R - 1)
\end{align*}
\]

where \( S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \), \( T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \). \quad (A.4)

Thus, any 1-loop partition function, which is modular invariant for \( \vec{Y}_I = \vec{0}, \quad I \in \{d, \ldots, 9\} \), remains consistent when arbitrary \( Y \)-deformations are switched on.

Another way to write Eq. (A.1) clarifies the spectrum interpretation of the conformal block, at the cost of obscuring the modular transformation \( \tau \to -1/\tau \). It is obtained by inserting in \( Z[\vec{a}, \vec{b}, G, B, \vec{Y}] \) the definition of the \( \theta \) functions in terms of a sum over \( N \in \mathbb{Z} \),

\[
\theta[\theta^2][\tau] = \sum_N q^{\frac{1}{2}(N^2 - \frac{d}{4})} e^{-b \pi \tau(N - \frac{d}{2})}, \quad \text{where} \quad q \equiv e^{2\pi \tau}, \quad (A.5)
\]

and applying a Poisson summation over the integers \( \vec{m}_d, \ldots, \vec{m}_9 \). The result is the Hamiltonian form \[20\],

\[
Z[\vec{a}, \vec{b}, G, B, \vec{Y}] = \sum_{\vec{m}_d,...,\vec{m}_9} \sum_N e^{-\pi \vec{b} \cdot \vec{Q} - \frac{1}{2}[p_{I}^L C^{IJ} P_{J}^R + 2(\vec{Q}^L + n_1 \vec{Y}_I^L)]} q^{\frac{1}{2}[p_{I}^R C^{IJ} P_{J}^R + 2(\vec{Q}^R + n_1 \vec{Y}_I^R)]}.
\]

(A.6)
where we have defined \( \vec{N} \equiv (\vec{N}^L, \vec{N}^R) \), \( G^{IJ} \equiv (G^{-1})_{IJ} \) and

\[
P^L_I = m_I - \vec{Y}_I \cdot \vec{Q} - \frac{1}{2} \vec{Y}_I \cdot n_J \vec{Y}_J + (B + G)_{IJ} n_J, \quad I \in \{d, \ldots, 9\},
\]

\[
P^R_I = m_I - \vec{Y}_I \cdot \vec{Q} - \frac{1}{2} \vec{Y}_I \cdot n_J \vec{Y}_J + (B - G)_{IJ} n_J,
\]

\[
\vec{Q} \equiv (\vec{Q}^L, \vec{Q}^R) = \vec{N} - \frac{\vec{a}}{2}.
\]

The genus-1 partition function of a model takes the following form

\[
Z[G, B, \vec{Y}] = \frac{1}{\tau_1} \frac{1}{\eta^{12} \bar{\eta}^{24}} |\Xi| \sum_{\vec{a}, \vec{b} \in \Xi} \mathcal{C}[\vec{a} \vec{b}] Z[\vec{a}, \vec{b}, G, B, \vec{Y}],
\]

where \( \Xi \) is the set of spin structures \( \vec{a} \) and \( \vec{b} \) take, \( |\Xi| \) is the cardinal of \( \Xi \), and \( \mathcal{C}[\vec{a} \vec{b}] \) are complex numbers of modulus 1, so that \( Z[G, B, \vec{0}] \) is modular invariant. Expanding

\[
\frac{1}{\eta^{12} \bar{\eta}^{24}} = \frac{1}{q} \sum_{\ell_L, \ell_R \geq 0} c_{ \ell_L}^L c_{ \ell_R}^R q^{\ell_L} \bar{q}^{\ell_R},
\]

we obtain

\[
Z[G, B, \vec{Y}] = \frac{1}{\tau_2} \frac{1}{\eta^{12} \bar{\eta}^{24}} |\Xi| \sum_{\vec{a}, \vec{b} \in \Xi} \mathcal{C}[\vec{a} \vec{b}] e^{-i \pi \vec{a} \cdot \vec{Q}} \sum_{\ell_L, \ell_R \geq 0} c_{ \ell_L}^L c_{ \ell_R}^R \sum_{m_d, \ldots, m_9} q^{\frac{1}{4} M^2_L / M^2_s} \bar{q}^{\frac{1}{4} M^2_R / M^2_s},
\]

in terms of left- and right-moving squared masses

\[
M^2_L = M^2_s \left[ P_I G^{IJ} P_J + 2(\vec{Q}^L + n_I \vec{Y}_I^L)^2 + 4 \ell_L - 2 \right],
\]

\[
M^2_R = M^2_s \left[ P_I G^{IJ} P_J + 2(\vec{Q}^R + n_I \vec{Y}_I^R)^2 + 4 \ell_R - 4 \right].
\]

In Eq. (A.10), the sum over \( \vec{b} \in \Xi \) divided by \( |\Xi| \) implements the generalized GSO projection. Since

\[
q^{\frac{1}{4} M^2_L / M^2_s} \bar{q}^{\frac{1}{4} M^2_R / M^2_s} = e^{2i \pi \tau_1 \frac{M^2_L - M^2_R}{4 M^2_s}} e^{-i \pi \tau_2 \frac{M^2_L + M^2_R}{2 M^2_s}},
\]

invariance under \( \tau_1 \rightarrow \tau_1 + 1 \) implies

\[
\frac{M^2_L - M^2_R}{4 M^2_s} \equiv m_I n_I + \frac{1}{2} (\vec{Q}^2 + 1) + \ell_L - \ell_R \in \mathbb{Z},
\]

for all states that survive the GSO projection. Among them, the physical ones are those which contribute to the integral over \( \tau_1 \in [-\frac{1}{2}, \frac{1}{2}] \) i.e. whose squared masses satisfy \( M^2 = M^2_L = M^2_R \).
A.2 The $SO(32)$ and $E_8 \times E_8'$ heterotic string

As a warm up, let us recover the massless spectrum of the $SO(32)$ and $E_8 \times E_8$ heterotic string compactified on $T^{10-d}$. In the former case, the partition function is obtained with

$$\Xi = \{(4,16)\text{-tuples } (a,\ldots,a;\gamma,\ldots,\gamma), \text{ where } a,\gamma \in \mathbb{Z}_2\} \implies |\Xi| = 2^2,$$

$$C_{[a\gamma]}^{[\beta\gamma']} = (-1)^{a+b+ab},$$

$$\vec{Y}_I^L = \vec{0}, \; \vec{Y}_I^R = \vec{0}, \; I \in \{d,\ldots,9\}. \quad (A.14)$$

The lightest physical states have, on the left-moving side, $\ell_L = 0$ and $P_L^I = 0, I \in \{d,\ldots,9\}$. The sector $a = 0$ yields spacetime bosons, whose charges $\vec{Q}_\ell^L$ are the weights of the $8_v$ vectorial representation of the $SO(8)$ affine Lie algebra, while $a = 1$ leads to fermions in the $8_s$ spinorial representation. All are massless. On the right-moving side, this implies $\gamma = 0$. Moreover, at oscillator level $\ell_R = 1$, we have $P_R^I = 0, I \in \{d,\ldots,9\}$, and $\vec{Q}_R^I = \vec{0}$, corresponding to $c_1^R = 24$ modes. For $\ell_R = 0$, the charges $\vec{Q}_R^I$ are either the roots of $G_{16} = SO(32)$ with $P_R^I = 0, I \in \{d,\ldots,9\}$, or $\vec{Q}_R^I = \vec{0}$ with $\frac{1}{2}P_R^IG_{IJ}P_R^J = 2$. In the latter case, the modes have charges equal to the roots of a gauge group $G_{10-d}$ of rank $10-d$.

Writing $24 = (d-2) + (10-d) + 16$, the massless states are organized as follows,

$$(8_v \oplus 8_s) \otimes \left([d-2] \oplus \text{Adj}_{G_{10-d}} \oplus \text{Adj}_{G_{16}}\right), \quad (A.15)$$

corresponding to a supergravity multiplet in $d$ dimensions, coupled to a vector multiplet in the adjoint representation of $G_{10-d} \times G_{16}$.

The 1-loop partition function of the $E_8 \times E_8'$ heterotic strings is realized with

$$\Xi = \{(4,8+8)\text{-tuples } (a,\ldots,a;\gamma,'\ldots,\gamma,'\ldots,\gamma'), \text{ where } a,\gamma,\gamma' \in \mathbb{Z}_2\} \implies |\Xi| = 2^3,$$

$$C_{[a\gamma]}^{[\beta\gamma']} = (-1)^{a+b+ab},$$

$$\vec{Y}_I^L = \vec{0}, \; \vec{Y}_I^R = \vec{0}, \; I \in \{d,\ldots,9\}. \quad (A.16)$$

The left-moving side of the lightest physical states is identical to that encountered in the $SO(32)$ case. It is massless, which implies $(\gamma,\gamma') \neq (1,1)$ on the right-moving side. At oscillator level $\ell_R = 1$, there are again $c_1^R = 24$ modes with $P_R^I = 0, I \in \{d,\ldots,9\}$, and $\vec{Q}_R^I = \vec{0}$ (implying $(\gamma,\gamma') = (0,0)$). For $\ell_R = 0$, the charges $\vec{Q}_R^I$ in the sector $(\gamma,\gamma) = (0,0)$ are either the roots of $SO(16) \times SO(16)'$ with $P_R^I = 0, I \in \{d,\ldots,9\}$, or $\vec{Q}_R^I = \vec{0}$ with
\( \frac{1}{2} P^R G^{IJ} P^J = 2 \), corresponding to states whose charges are the roots of a gauge group \( G_{10-d} \).

For \((\gamma, \gamma') = (1, 0)\) or \((0, 1)\), \( \tilde{Q}^R \) is a weight of the spinorial representation of \( SO(16) \) or \( SO(16)' \) with \( P^R_I = 0, I \in \{d, \ldots, 9\} \). Noticing that the adjoint of \( E_8 \) can be decomposed into the adjoint plus spinorial representation of \( SO(16) \), the massless spectrum is given in Eq. (A.15), with \( G_{16} = E_8 \times E_8' \).

### A.3 Spontaneous supersymmetry breaking and Wilson lines

The spontaneous breaking of all supersymmetries can be realized by a suitable choice of discrete left-moving deformations. For instance, for a stringy Scherk-Schwarz \([2,3]\) mechanism implemented along a single internal direction \( X^d \), we can take

\[
Y^L_{IA} = \delta_{Id} \delta_{\alpha A}, \quad Y^R_{I\mathcal{J}} \text{ arbitrary}, \quad I \in \{d, \ldots, 9\}, \quad \mathcal{A} \in \{1, \ldots, 4\}, \quad \mathcal{J} \in \{10, \ldots, 25\}, \quad \text{ (A.17)}
\]

in terms of which the conformal block in Eq. (A.1) becomes

\[
\sqrt{\det G} \sum_{\tilde{m}_d, \ldots, \tilde{m}_9} e^{-\frac{\pi}{\tau_2} (\tilde{m}_I + n_I \tau)(G+B)_{IJ}(\tilde{m}_J + n_J \tau)} e^{-i\pi(\tilde{m}_d a_I^L - n_d \theta^L_I + \tilde{m}_d n_d)}
\times e^{-i\pi n_I \tilde{Y}^R_d (\tilde{Y}^R_d - \tilde{m}_I \tilde{Y}^R_d)} \prod_{\mathcal{A}=1}^{4} \theta \left[ \frac{a^L_{\mathcal{A}}}{b^L_{\mathcal{A}}} \right] (\tau) \prod_{\mathcal{J}=10}^{25} \tilde{\theta} \left[ \frac{a^R_{\mathcal{J}} - 2n_I \tilde{Y}^R_d}{b^R_{\mathcal{J}} - 2\tilde{m}_I \tilde{Y}^R_d} \right] (\tilde{\tau}). \quad \text{(A.18)}
\]

Compared to \( Z[\bar{a}, \bar{b}, G, B, (\bar{G}^L, \bar{Y}^R)] \), a pure phase appears in the first line. Consistently, the latter is invariant under the modular transformations (A.4). The key point is that it depends on \( a^L_I \), which determines the Neveu-Schwarz (\( a^L_I = 0 \)) or Ramond (\( a^L_I = 1 \)) boundary condition of the light cone worldsheet fermions \( \psi^2, \psi^3 \), i.e. the bosonic or fermionic nature of the states. By Poisson summation, the momentum along the direction \( X^d \) being shifted by \( a^L_I / 2 \), the boson/fermion degeneracy is lifted.

To see how this works explicitly, we consider the Hamiltonian form given in Eq. (A.6). It is convenient to write the latter using redefined internal metric, antisymmetric tensor and Wilson lines,

\[
(G' + B')_{IJ} = \begin{pmatrix}
4(G + B)_{dd} & 2(G + B)_{dj} \\
2(G + B)_{id} & (G + B)_{ij}
\end{pmatrix}, \quad \tilde{Y}^R_d = 2\tilde{Y}^R_d, \quad \tilde{Y}^R_i = \tilde{Y}^R_i, \quad i, j \in \{d + 1, \ldots, 9\}, \quad \text{(A.19)}
\]
as well as new momenta, winding numbers and indices \(N''\)s,

\[
m'_d = 2(m_d - N'^L_1) + a^L_i - n_d, \quad m'_i = m_i, \quad i \in \{d + 1, \ldots, 9\}
\]
\[
n'_d = \frac{n_d}{2}, \quad n'_i = n_i,
\]
\[
N'^L_1 = N^L_1 + n_d, \quad N'^L_A = N^L_A, \quad N'^R_\mathcal{J} = N^R_\mathcal{J}, \quad \mathcal{A} \in \{2, 3, 4\}, \quad \mathcal{J} \in \{10, \ldots, 25\}, \quad (A.20)
\]

where \(n'_d \in \mathbb{Z} \cup (\mathbb{Z} + \frac{1}{2})\). Given the above notations, we set

\[
P_I^L = m'_I + \bar{Y}_I^R \cdot \bar{Q}^R + \frac{1}{2} \bar{Y}_I^R \cdot n'_J \bar{Y}_J^R + (B' + G')_{I,J} n'_J, \quad I \in \{d, \ldots, 9\},
\]
\[
P_I^R = m'_I + \bar{Y}_I^R \cdot \bar{Q}^R + \frac{1}{2} \bar{Y}_I^R \cdot n'_J \bar{Y}_J^R + (B' - G')_{I,J} n'_J,
\]
\[
\bar{Q}' \equiv (\bar{Q}^L, \bar{Q}^R) = \bar{N}' - \frac{\bar{a}}{2}, \quad (A.21)
\]

in terms of which the conformal block \([A.6]\) becomes

\[
\sum_{m_d}^{m'_d} \sum_{n'_d, \ldots, n'_g} e^{2\pi i b \cdot n'_d} e^{-i \pi \bar{b} \cdot \bar{Q}'} q^{\frac{1}{2} [P_I^L G^{IJ} P^R_J + 2(\bar{Y}_I^L)^2]} q^{\frac{1}{2} [P_I^R G^{IJ} P^L_J + 2(\bar{Y}_I^R)^2]}.
\]

As a result, the partition function takes the suggestive form

\[
Z'[G', B', \bar{Y}'^R] = \frac{1}{\tau_2} \frac{1}{\sum_{\bar{a}, \bar{b}} \sum_{N'}} \sum_{\mathcal{G}[\bar{b}]} e^{-i \pi \bar{b} \cdot \bar{Q}'} \sum_{\ell_L, \ell_R \geq 0} \sum_{n'_d \in \mathbb{Z} \cup (\mathbb{Z} + \frac{1}{2})} \sum_{m'_d, \ldots, m'_g} c^L_{\ell_L} c^R_{\ell_R}
\]
\[
\times e^{2\pi i b \cdot n'_d} \delta_{n'_d, 2n'_d - 2n'_d \mod 2} \sum_{m'_d, \ldots, m'_g} q^{\frac{1}{2} M^2_{L}/M_s^2} q^{\frac{1}{2} M^2_{R}/M_s^2}, \quad (A.23)
\]

where the left- and right-masses satisfy

\[
M^2_{L} = M_s^2 \left[ P_I^L G^{IJ} P^R_J + 2(\bar{Y}_I^L)^2 + 4 \ell_L - 2 \right],
\]
\[
M^2_{R} = M_s^2 \left[ P_I^R G^{IJ} P^L_J + 2(\bar{Y}_I^R)^2 + n'_I Y_I^R)^2 + 4 \ell_R - 4 \right]. \quad (A.24)
\]

Comparing \(Z'[G', B', \bar{Y}'^R]\) with the supersymmetric partition function \(Z[G, B, (\bar{Q}^L, \bar{Y}^R)]\), we observe three modifications:

- The exchange of the moduli fields, as shown in Eq. \(A.19\).

- The winding number \(n'_d\) along the Scherk-Schwarz breaking direction can be integer or half-integer. In the latter case, the GSO-projection is reversed.

- The fermionic number \(a^L_i\) is restricted to be equal to the parity of \(m'_d - 2n'_d\), which shows that there is no more boson/fermion degeneracy.
Note however that when the compact direction $X^d$ is large compared to the string scale, and the right-moving Wilson lines are small compared to $\sqrt{G^{dd}}$, the states lighter than the KK mass $M'_{(\sigma)} = M_s \sqrt{G^{dd}}$ have vanishing momentum and winding numbers, $m'_d = n'_d = 0$. Therefore, they are bosons, $a^I_1 = 0$, while their superpartners, $m'_d = 1$, $n'_d = 0$, acquire a KK mass $M'_{(\sigma)}$ identified with the supersymmetry breaking scale. For light fermions to exist, we consider in the following more general patterns of supersymmetry breaking.

### A.4 Supersymmetry breaking, discrete and continuous Wilson lines

In the setup described in the previous section, when the supersymmetry breaking scale $M'_{(\sigma)} = M_s \sqrt{G^{dd}}$ is low compared to the string scale $M_s$, one way to have fermions lighter than $M'_{(\sigma)}$ is to introduce large $Y$-deformations. For this purpose, we consider left- and right-moving discrete Wilson lines along the direction $X^d$,

$$Y^L_{IA} = \delta_{Id} \delta_{A1}, \quad Y^R_{IJ} = \delta_{Id} \eta^R_J + y^R_{IJ}, \quad I \in \{d, \ldots, 9\}, \quad A \in \{1, \ldots, 4\}, \quad J \in \{10, \ldots, 25\},$$

where $\eta^R \cdot a^R \in \mathbb{Z}$, $y^R_{IJ}$ arbitrary.  \hspace{1cm} (A.25)

In the above notations, $\eta^R$ can be interpreted as a constant background, while $y^R_{IJ}$ plays the role of continuous Wilson lines. Using properties of the $\theta$ functions\footnote{We use the fact that $\eta^R$ has integer entries. More specifically, in a consistent model, the components of $\eta^R$ are of the form $a^R_J = k/\chi_J$, $J \in \{10, \ldots, 25\}$, where $\chi_J \in \mathbb{N}^*$ and $k$ spans the set $\{0, \ldots, \chi_J - 1\}$. Thus, $\eta^R_J \in \chi_J \mathbb{Z}$.}, the conformal block (A.1) becomes

$$\frac{\sqrt{\det G}}{\tau_2^{|\mu|,\nu}} \sum_{\tilde{m}_d, \ldots, \tilde{m}_9} \exp \left[ -\frac{1}{\tau_2} (\tilde{m}_1 + n_I \bar{\tau})(G + B)_{IJ}(\tilde{m}_I - n_I \tau) \right] e^{i \pi \eta^R \cdot \bar{g}^R_{IJ}(n_d \tilde{m}_d - n_J \tilde{m}_d)}$$

$$\times e^{-i \pi \bar{g}^R_{IJ}(\bar{y}^R - \tilde{m}_d \bar{y}^R_{IJ})} \prod_{A=1}^4 \theta \left[ a^A_{\bar{g}^R} \right] (\tau) \prod_{J=10}^{25} \bar{\theta} \left[ a^R_{\bar{b}^R_{IJ}} \right] (\bar{\tau}) \hspace{1cm} (A.26)$$

where sums over repeated indices $i \in \{d+1, \ldots, 9\}$ are understood. The phase in the second line generalizes that found in Eq. (A.18), and will be shown to yield a new pattern of spontaneous breaking of supersymmetry in the light spectrum. In the first line, another phase, which is $\eta^R$-dependent, has appeared. Consistently, it is invariant under the transformations (A.4), so that the modular properties of the whole conformal block are not spoiled.
Actually, since
\[ e^{i\pi \tilde{\eta}^R \cdot \tilde{y}_i^R (n_d \tilde{m}_i - n_i \tilde{m}_d)} = e^{-\frac{\pi}{2} (n_d + n_i \tilde{\tau}) \Delta B_{1, J} (m_i + n_j \tilde{\tau})}, \]  
where \( \Delta B_{1, J} \) is antisymmetric and defined as
\[ \Delta B_{d_j} = \frac{1}{2} \eta^R \cdot \tilde{y}_j^R, \quad \Delta B_{i, j} = 0, \quad i, j \in \{d + 1, \ldots, 9\}, \]  
it is natural to write Eq. (A.26) in the following form
\[ \frac{\sqrt{\det G}}{\tau_2^{10 - d - \tilde{m}_d - \tilde{m}_d}} \sum_{\tilde{m}_d, \ldots, n_d} e^{-\frac{\pi}{2} (n_d + n_i \tilde{\tau}) (G + B + \Delta B)_{1, J} (m_i + n_j \tilde{\tau})} \]
\[ \times e^{i\pi \tilde{\eta}_d (a_i^L - \eta^R \cdot \tilde{a}^R - n_d (b_i^L - \eta^R \cdot \tilde{e}^R + \tilde{m}_d n_d (1 - (\tilde{\eta}^R)^2))} \]
\[ \times e^{-i\pi n_i \tilde{y}_i^R (\tilde{R}^d - \tilde{m}_j \tilde{y}_j^R)} 4 \prod_{A=1}^{4} \theta \left[ \frac{a_i^L}{b_i^L} \right] (\tau) \prod_{J=10}^{25} \theta \left[ \frac{a_i^L - 2n_i y_i^R}{b_i^L - 2\tilde{m}_j y_j^R} \right] (\tilde{\tau}). \]

The Hamiltonian form of the above result can be expressed in terms of
\[ (G' + B')_{IJ} = \begin{pmatrix} 4(G + B)_{dd} & 2(G + B)_{d_j} \\ 2(G + B)_{id} & (G + B)_{i, j} \end{pmatrix}, \]
\[ \tilde{y}_d^R = 2\tilde{y}_d, \quad \tilde{y}_i^R = \tilde{y}_i, \quad i, j \in \{d + 1, \ldots, 9\}, \]
\[ \Delta B'_{d_j} = \eta^R \cdot \tilde{y}_j^R, \quad \Delta B'_{i, j} = 0, \]  
and by redefining the momenta, winding numbers and indices \( N' \)’s as
\[ m'_d = 2(m_d - N'_d + \tilde{\eta}^R \cdot \tilde{N}^R) + a_i^L - \tilde{\eta}^R \cdot \tilde{a}^R - (1 - (\tilde{\eta}^R)^2) n_d, \quad m'_i = m_i, \quad i \in \{d + 1, \ldots, 9\}, \]
\[ n'_d = \frac{n_d}{2}, \quad n'_i = n_i, \]
\[ N'_d = N'_d + n_d, \quad N'_A = N'_A, \quad N'_{i, j} = N'_d + n_d \eta^R, \quad A \in \{2, 3, 4\}, \quad J \in \{10, \ldots, 25\}, \]
\[ n'_d \in \mathbb{Z} \cup (\mathbb{Z} + \frac{1}{2}). \]  
With these conventions, we set
\[ P'_{IL} = m'_i + \tilde{y}_i^R \cdot \tilde{Q}^R + \frac{1}{2} \tilde{y}_i^R \cdot n'_j \tilde{y}_j^R + (B' + \Delta B' + G')_{I, J} n'_j, \quad I \in \{d, \ldots, 9\}, \]
\[ P'_{IL} = m'_i + \tilde{y}_i^R \cdot \tilde{Q}^R + \frac{1}{2} \tilde{y}_i^R \cdot n'_j \tilde{y}_j^R + (\tilde{B}' + \Delta \tilde{B}' - G')_{I, J} n'_j, \]
\[ \tilde{Q}' \equiv (\tilde{Q}^L, \tilde{Q}^R) = \tilde{N}'^L - \frac{\tilde{a}^L}{2}, \]
and write the conformal block (A.6) as
\[ \sum_{m_d} e^{2i\pi (b_i^L - \tilde{\eta}^R \cdot \tilde{y}_i^R) n'_d} \sum_{m'_{d+1}, \ldots, m'_9} \sum_{N'} e^{-i\pi \tilde{b} \cdot \tilde{Q}'} q^{\frac{1}{2} [P'_{IJ} G'^{IJ} P'_{IJ} + 2(\tilde{Q}^R)^2]} q^{\frac{1}{2} [P'_{IJ} G'^{IJ} P'_{IJ} + 2(\tilde{Q}^R + n'_d y'_R)^2]} \]  
(A.33)
As a result, when the condition $\tilde{\eta}^R \cdot \tilde{a}^R \in \mathbb{Z}$ is satisfied for all sectors $\tilde{a} \in \Xi$, the partition function takes the final form

$$Z'[G', B', \tilde{y}^R]_{\tilde{\eta}^R} = \frac{1}{\tau_2} \frac{1}{|\Xi|} \sum_{\tilde{a}, b \in \Xi} \sum_{N'} C[a,b] e^{-i\pi \tilde{b}^R \cdot \tilde{Q}'} \sum_{\ell_L, \ell_R \geq 0} c_{\ell_L}^L c_{\ell_R}^R \times 
$$

$$\times \sum_{n'_d \in \mathbb{Z} \cup \{\mathbb{Z} + \frac{1}{2}\}} e^{2\pi i (b^L_d - \eta^R_d) n'_d} \delta_{\bar{a}^L_d, m'_d} + \tilde{\eta}^R_d - (1 - \langle \tilde{\eta}^R \rangle^2) 2n'_d \mod 2 \times 
$$

$$\times \sum_{m'_d+1, \ldots, m'_d} q^{\frac{1}{2} M^2_L / M^2_d} q^{\frac{1}{2} M^2_R / M^2_d}, \quad (A.34) \tag{A.34}$$

where the left- and right-masses satisfy

$$M^2_L = M^2_s \left[ P^L_T G'^{IJ} P^L_J + 2(\tilde{Q}^{IJ})^2 + 4\ell_L - 2 \right],$$

$$M^2_R = M^2_s \left[ P^R_T G'^{IJ} P^R_J + 2(\tilde{Q}^{IR} + n'_I \bar{y}^R_J)^2 + 4\ell_R - 4 \right]. \quad (A.35) \tag{A.35}$$

Comparing with the case $\tilde{\eta}^R = \tilde{0}^R$ given in Eq (A.23), there are two differences:

- There is a shift $\Delta B'_{dJ}$ of the antisymmetric tensor. In the core of the present paper, we however denote $B + \Delta B$ as $B$ (or $B' + \Delta B'$ as $B'$), using a field redefinition.

- The states $m'_d = n'_d = 0$ have fermionic number $a^L_d$ equal to the parity of $\tilde{\eta}^R \cdot a^R$, which may be even or odd. When the compact direction $X^d$ is large compared to the string scale, and the components of the Wilson line vector $\tilde{y}^R$ are small compared to $\sqrt{G'^{d d}}$, the lightest states may therefore be bosons or fermions, while their superpartners acquire a KK mass $M'_R = M_s \sqrt{G'^{d d}}$ (see next section).

Additional discrete Wilson lines can also be switched on as follows. Without loss of generality, we can split the internal metric plus antisymmetric tensor component $(d, J)$ into a quantized background and continuous Wilson line deformations:

$$(G' + B' + \Delta B')_{dJ} = \eta^R_J + \sqrt{2} y^R_{dJ}, \quad J \in \{d, \ldots, 9\}, \quad \text{where } \eta^R_J \in \mathbb{Z}, \quad y^R_{dJ} \text{ arbitrary}. \quad (A.36) \tag{A.36}$$

In terms of the redefined momentum quantum number $\hat{m}^I_d = m^I_d + \eta^R_J n^I_J$, we obtain new expressions for

$$P^L_d = \hat{m}^I_d + \bar{y}^R_{dJ} \cdot \tilde{Q}^R + \frac{1}{2} \bar{y}^R_{dJ} \cdot \eta^R_J \bar{y}^R_{dJ} + \sqrt{2} y^R_{dJ} n^I_J, \quad (A.37)$$

$$P^R_d = \hat{m}^I_d + \bar{y}^R_{dJ} \cdot \tilde{Q}^R + \frac{1}{2} \bar{y}^R_{dJ} \cdot \eta^R_J \bar{y}^R_{dJ} + (\sqrt{2} y^R - 2G')_{dJ} n^I_J, \quad (A.37)$$
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and the partition function takes the alternative form

\[ Z'(G', B', \vec{y}^R)_{\eta_d^R, \ldots, \eta_9^R, \bar{\eta}^R} = \frac{1}{\tau_2^{2d}} \frac{1}{|\vec{a}|} \sum_{\vec{a}, \vec{b} \in \Xi} \sum_{N'} C[\vec{a}] e^{-i\pi \vec{b} \cdot \vec{y}'} \sum_{\ell_L, \ell_R \geq 0} c_{\ell_L} c_{\ell_R}^R \]

\[ \times \sum_{\vec{m}_d' \in \mathbb{Z} \cup (\mathbb{Z} + \frac{1}{2})} \sum_{\vec{m}_d'_{d+1} \ldots \vec{m}_9' \mod 2} e^{2i\pi (b_L^d - \bar{\eta}^R \cdot b^R)n_d'} \delta_{\vec{a}_L^d - \vec{m}_d - \eta_d^R n_d' + \bar{\eta}^R a^R - (1 - (\bar{\eta}^R)^2)2n_d' \mod 2}
\]

\[ \times \sum_{\vec{n}_d'_{d+1} \ldots \vec{n}_9'} q_1^2 M_L^2 / M_s^2 q_3^2 M_R^2 / M_s^2, \tag{A.38} \]

where one argument of the Kronecker symbol is shifted. To conclude, we stress that the above partition function is equivalent to the initial one in Eq. (A.8), with left-moving discrete Wilson lines given in Eq. (A.17). It is therefore independent of \( \eta_d^R, \ldots, \eta_9^R, \bar{\eta}^R \). However, in order to describe the light spectrum encountered in a given region of moduli space, it may be helpful to choose \( \eta_d^R, \ldots, \eta_9^R, \bar{\eta}^R \) suitably.

### A.5 Low supersymmetry breaking scale

From now on in the Appendix, we consider the case where \( \sqrt{G'_{dd}} \gg 1 \), while all other components of the internal metric and antisymmetric tensor are of order 1. We find convenient to set \( \eta_d^R = 0 \) and use only the notation \( G'_{dd} \) (rather than \( g'_{dd} \)), in terms of which the supersymmetry breaking scale \( M'(\sigma) = M_s \sqrt{G'_{dd}} = \mathcal{O}(M_s / \sqrt{G'_{dd}}) \) is low. In the following, our goal is to derive in these conditions expressions of the effective potential,

\[ V_{1\text{-loop}}^{(\sigma)} = -\frac{M_s^d}{(2\pi)^d} \int F^{2\tau_2} Z'[G', B', \vec{y}^R]_{0, \eta_d^R, \ldots, \eta_9^R, \bar{\eta}^R}. \tag{A.39} \]

In the Hamiltonian form of the partition function (A.38), the left- and right-moving masses satisfy

\[ q_1^2 M_L^2 / M_s^2 q_3^2 M_R^2 / M_s^2 = \mathcal{O}(e^{-\pi \tau_2(G'_{dd} n_d^2 + \mathcal{O}(1))}), \quad \text{where} \quad \tau_2 > \frac{\sqrt{3}}{2}. \tag{A.40} \]

Therefore, all strings stretched non-trivially along the very large direction \( X^d \) are supermassive (even much more than oscillator states) and yield contributions to \( V_{1\text{-loop}}^{(\sigma)} \) that are exponentially suppressed in \( G'_{dd} \). Thus, we proceed by focusing on the modes having trivial winding number, \( n_d' = 0 \).
Next, we note that in the Langrangian formulation of the conformal block (A.26), the phase responsible for the spontaneous breaking of supersymmetry is trivial when \( n_d = 2n_d' \) and \( \tilde{m}_d \) are even. Hence, in the sector \( n_d = 2n_d' = 0 \), the only non-vanishing contributions arise for \( \tilde{m}_d \) odd. In this case, denoting \( \tilde{m}_d = 2\tilde{k}_d + 1 \), each term of the integrand in Eq. (A.39) contains a \( \tau_2 \)-dependent factor

\[
\frac{1}{\tau_2^6} e^{-\frac{\pi}{\tau_2}[(2\tilde{k}_d+1)^2 G_{dd} + O(1)]} e^{-\pi \tau_2 O(1)}. \tag{A.41}
\]

The latter allows an extension of the integration over the fundamental domain \( F \) to the “upper half strip”,

\[
\int_F d\tau_1 d\tilde{\tau}_2 \longrightarrow \int_{-\frac{1}{2}}^{\frac{1}{2}} d\tau_1 \int_0^{+\infty} d\tau_2, \tag{A.42}
\]

at the price of introducing an error exponentially suppressed in \( G_{dd}' \). Note that no ultraviolet divergence occurs as \( \tau_2 \to 0 \).

Switching back to the Hamiltonian picture, the integration over \( \tau_1 \) projects out the non-level matched states. Therefore, we obtain

\[
\mathcal{V}_{1\text{-loop}}^{(s')} = -\frac{M^d_s}{(2\pi)^d} \int_0^{+\infty} \frac{d\tau_2}{2\tau_2^2} \sum_s (-1)^{\tilde{m}_d'} - \eta^R n_1' + \tilde{m}_d', \tilde{m}_d, e^{-\pi \tau_2 M_L^2 / M_s^2} + O(e^{-#G_{dd}'}) , \tag{A.43}
\]

where \( # \) is an order 1 positive coefficient and the discrete sum is over all physical states \( s \) having \( n_1' = 0 \). To be explicit, they belong to some sector labeled by \( \tilde{a}^R \in \Xi \) and have arbitrary quantum numbers \( \tilde{m}_d', m_{d+1}', \ldots, m_d', n_{d+1}', \ldots, n_d' \) and \( L, k_R \). Notice that we have used the spin-statistics theorem as well as the Kronecker symbol appearing in the partition function (A.38) to fix the sign of the contribution of \( s \). Since the level matching condition

\[
\frac{1}{4}(M_L^2 - M_R^2) \equiv M_s^2 \left[ (\tilde{m}_d' - \eta^R n_1') n_1' + m_1' n_1' + \frac{1}{2}(\tilde{Q}_s^2 + 1) + L - k_R \right] \in \mathbb{Z} \tag{A.44}
\]

is independent of \( \tilde{m}_d' \) when \( n_1' = 0 \), the states \( s \) are actually organized in KK towers of modes of arbitrary momentum \( \tilde{m}_d' \), so that we may write

\[
\mathcal{V}_{1\text{-loop}}^{(s')} = -\frac{M^d_s}{(2\pi)^d} \sum_{s_0} (-1)^{\tilde{m}_d'} \tilde{m}_d' - \tilde{m}_d n_1' \int_0^{+\infty} \frac{d\tau_2}{2\tau_2^2} \sum_{\tilde{m}_d'} (-1)^{\tilde{m}_d'} e^{-\pi \tau_2 M_L^2 / M_s^2} + O(e^{-#G_{dd}'}) , \tag{A.45}
\]

where the first discrete sum is over the physical states \( s_0 \) having \( \tilde{m}_d' = n_1' = 0 \). In the above expression, \( M_L' \) is the mass of the KK mode of momentum \( \tilde{m}_d' \);

\[
M_L'^2 = M_s^2 \left[ \tilde{m}_d'^2 G_{odd} + 2\tilde{m}_d' \xi_d \right] + M_{L0}^2 , \tag{A.46}
\]
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where $M_{L0}'$ is that of the zero-momentum state $s_0$,

$$M_{L0}^2 = M_s^2 \left[ \xi_d^2 G^{dd} + 2 \xi_d G^{(d)} P_j^L + P_i^L G^{dij} P_j^L + 2(\bar{Q}^L)^2 + 4\ell_L - 2 \right], \quad (A.47)$$

and $\xi_d, \zeta^d$ are introduced for notational convenience,

$$\xi_d = \bar{y}_d^R \cdot \bar{Q}^R + \frac{1}{2} \bar{y}_d^R \cdot n'_j \bar{y}_j^R + \sqrt{2} \bar{y}_d^R n'_j, \quad \zeta^d = G^{dij} \xi_d + G^{dij} P_j^L. \quad (A.48)$$

By Poisson summation over $\bar{m}'_d$, one obtains a mixed Lagrangian/Hamiltonian form of the effective potential, where the order of the integral and the discrete sum can be inverted. One finds

$$V_{1\text{-loop}}^{(\sigma)} = -\frac{M_s^d}{(2\pi)^d} \sum_{s_0} (-1)^{\bar{m}'_d} \sum_{\bar{m}'_d} e^{i\pi(2\bar{m}'_d+1)} \frac{1}{\sqrt{G^{dd}}} \int_0^{\infty} \frac{d\tau_2}{2\pi} e^{-\pi(\bar{m}'_d+\frac{1}{2})^2} e^{-\pi\tau_2 M_{L0}^2} + O(e^{-\#G^{dd}}), \quad (A.49)$$

where $M_{L0}'$ is a characteristic mass associated with the KK tower labeled by $s_0$,

$$M_{L0}^2 = \frac{(\zeta^d M_s)^2}{G^{dd}} = M_s^2 \left[ P_i^L G^{dij} P_j^L - \frac{(G^{dij} P_j^L)^2}{G^{dd}} + 2(\bar{Q}^L)^2 + 4\ell_L - 2 \right] \geq 0. \quad (A.50)$$

The result of the integration over $\tau_2$ can be formulated in terms of a function

$$F(z) \equiv z^{\frac{d+1}{2}} K_{\frac{d+1}{2}}(z) = 2^{\frac{d-1}{2}} \Gamma \left( \frac{d+1}{2} \right) \left[ 1 - \frac{z^2}{2(d-1)} + O(z^4) \right], \quad \text{when } z \to 0,$$

$$\sim z^\frac{d}{2} e^{-z} \sqrt{\pi}, \quad \text{when } z \to +\infty, \quad (A.51)$$

where $K_{\frac{d+1}{2}}$ is a modified Bessel function of the second kind. If $F$ is finite at $z = 0$, it happens to be exponentially suppressed for $z \gg 1$, thus implying that only a finite number of towers yields significant contributions. To be specific, let us consider the $n_B$ (or $n_F$) KK towers having $M_{L0}'$ lower than a few times $M_{(\sigma)}'$ (say $\varrho M_{(\sigma)}'$ for some $\varrho = O(1)$), and such that $\bar{y}^R \cdot \bar{a}^R - n'_j n_j$ is even (or odd). Defining $cM_s$ to be the lowest mass $M_{L0}'$ of the infinite number of heavier KK towers, we obtain$^{19}$

$$V_{1\text{-loop}}^{(\sigma)} = -\frac{M_{(\sigma)}^d}{(2\pi)^{\frac{d+1}{2}}} \sum_{s_0=1}^{n_B+n_F} (-1)^{\bar{m}'_d} \sum_{\bar{m}'_d} \cos \left( \pi(2\bar{m}'_d+1) \frac{\zeta^d M_{(\sigma)}^2}{M_{(\sigma)}^2} \right) \frac{1}{|\bar{m}'_d + \frac{1}{2}|^{d+1}} \left( \pi |2\bar{m}'_d + 1| \frac{M_{L0}^2}{M_{(\sigma)}^2} \right) + O\left( (cM_s M_{(\sigma)}')^\frac{d}{2} e^{-\pi cM_s/M_{(\sigma)}} \right). \quad (A.52)$$

---

$^{19}$ Choosing for instance $\varrho = 3$, the most unfavorable configuration, which corresponds to $cM_s = \varrho M_{(\sigma)}'$, implies the non-explicit terms in the second line of Eq. (A.52) to be about 1% of the contribution of a KK tower with vanishing characteristic mass. Of course, $M_s \geq cM_s > \varrho M_{(\sigma)}'$ yields much lower errors.
In fact, the KK towers with characteristic masses \( M'_{L0} > \varrho M'_{(\sigma)} \) are almost supersymmetric and do not contribute significantly to the effective potential. Going back to the Hamiltonian picture given in Eq. (A.45), we also have

\[
\mathcal{V}_{1\text{-loop}}^{(\sigma)} = -\frac{M^d_s}{(2\pi)^d} \sum_{s_0=1}^{n_B+n_F} (-1)^{\bar{Q}_{R}^i \cdot \bar{Q}_{R}^j - \eta_j^{R} \eta_j^{R}} \int_0^{+\infty} \frac{d\tau_2}{2\tau_2^2} \sum (-1)^{\bar{m}_d^j} e^{-\pi \tau_2 M'^2_{L}/M_s^2} + \mathcal{O}\left((cM_s M'_{(\sigma)})^\frac{d}{2} e^{-\pi \delta M_s/M'_{(\sigma)}}\right). \tag{A.53}
\]

Some remarks are in order:

- The gauge symmetry arising from the \( 10-d+16 \) internal directions and extra dimensions of the right-moving bosonic string yield an \( U(1) \times \mathcal{G}_{9-d+16} \) gauge symmetry, where the rank of \( \mathcal{G}_{9-d+16} \) is \( 9-d+16 \). When \( \mathcal{G}_{9-d+16} \) is “maximally enhanced”, \( i.e. \) contains no \( U(1) \) factor, we have in particular \( y^{JR}_{dJ} = 0, j \in \{d+1, \ldots, 9\}, \bar{y}^{JR}_{d} = \bar{0} \), so that \( \xi_d = 0 \).\(^{20}\) Moreover, except the KK scale \( M'_{(\sigma)} \) itself, there is no mass scale between 0 and \( M_s \). As a result, there are \( n_B + n_F \) KK towers with exactly vanishing characteristic masses, \( M'_{L0} = 0 \), while all other towers are very heavy, \( M'_{L0} = \mathcal{O}(M_s) \). The former satisfy \( P^R_i = 0, i \in \{d+1, \ldots, 9\}, (\tilde{Q}^L)^2 = 1, \ell_L = 0 \), so that \( \zeta^d = 0 \). From the Hamiltonian point of view, the \( n_B + n_F \) zero-modes \( s_0 \) are massless, \( M'_{L0} = 0 \), their KK counterparts satisfy \( M'_L \geq M'_{(\sigma)} \), and the string states belonging to other KK towers satisfy \( M'_L = \mathcal{O}(M_s) \).

- The situation presents mild differences when some moduli fields are switched on and bring the model slightly away from the background where \( \mathcal{G}_{9-d+16} \) is maximally enhanced. This happens when deviations of \( (G' + B' + \Delta B')_{ij} \), \( i, j \in \{d+1, \ldots, 9\} \), from the initial background are smaller (in absolute value) than \( \varrho \sqrt{G^{dd}} \), or when some non-vanishing \( |y^{JR}_{dJ}|, |y^{JR}_{dJ}|, j \in \{d+1, \ldots, 9\}, J \in \{10, \ldots, 25\} \), are lower than 1. In both cases, new scales lower than \( \varrho \sqrt{G^{dd}} M_s \) are introduced, whose effects are to induce small Higgs masses to some of the \( n_B + n_F \) initially massless modes \( s_0 \). However, the KK towers they belong to remain light, in the sense that their characteristic masses still satisfy \( M'_{L0} < \varrho M'_{(\sigma)} \).

- When a deviation \( \varsigma \) of some \( (G' + B' + \Delta B')_{ij} \), \( i, j \in \{d+1, \ldots, 9\} \), becomes larger (in absolute value) than \( \varrho \sqrt{G^{dd}} \), the number \( n_B + n_F \) of KK towers such that \( M'_{L0} < \varrho M'_{(\sigma)} \) decreases. Physically, the gauge theory enters a Coulomb branch where the component \( (G' + B' + \Delta B')_{ij} \) is a flat direction of the effective potential, up to \( \mathcal{O}\left(|\varsigma| M_s M'_{(\sigma)} \right)^\frac{d}{2} e^{-\pi |\varsigma| M_s/M'_{(\sigma)}}\right) \) terms.

\(^{20}\)An arbitrary component \( (G' + B')_{id}, i \in \{d+1, \ldots, 9\} \), is however allowed.
A.6 Example with $n_F$ greater, lower or equal to $n_B$

In order to illustrate the results of Sects (A.4) and (A.5), we consider the $E_8 \times E_8$ heterotic string compactified on $S^1(R_d) \times T^{9-d}$, where $R_d$ is the radius of the circle, in the presence of discrete deformations,

$\Xi = \{(4,8+8)\text{-tuples } (a,\ldots,a;\gamma,\ldots,\gamma,\gamma',\ldots,\gamma')\text{, where } a,\gamma,\gamma' \in \mathbb{Z}_2\} \implies |\Xi| = 2^3$,  
$C_{[a \gamma; \gamma']}^{[b \delta; \delta']} = (-1)^{a+b+ab}$,  
$Y_{I A}^L = \delta_{I 9} \delta_{A1}$, \quad $I \in \{d,\ldots,9\}$, $A \in \{1,\ldots,4\}$,  
$Y_{I J}^R = \delta_{I 9} \eta_{J}^R$ \quad i.e. \quad $y_{I J}^R = 0$, \quad $J \in \{10,\ldots,25\}$,  
$0 = (G' + B' + \Delta B')_{d J} = \eta_{J}^R$ \quad i.e. \quad $y_{d J}^R = 0$, \quad $J \in \{d,\ldots,9\}$. (A.54)

As explained before, the left-moving discrete deformation implements a spontaneous breaking of supersymmetry via a stringy Scherk-Schwarz mechanism along the direction $X^d$. Moreover, when the supersymmetry breaking scale is low, the bosonic or fermionic nature of the lightest states is determined by $\eta^R$, a fact that has a direct impact on the gauge symmetry. In the following, we consider in details the example where

$$\eta_{J}^R = \delta_{J,10} + \delta_{J,18}, \quad J \in \{10,\ldots,25\}. \quad (A.55)$$

We first derive the partition function of the model under the above assumptions. Then, we switch on arbitrary (but small) Wilson line deformations around such a background and derive the 1-loop effective potential at low supersymmetry breaking scale.

Using Eq. (A.29), the 1-loop partition function (A.8) can be written as

$$Z = \frac{1}{\tau_2^{d+2}} \frac{1}{\eta^{12} \eta^{24}} \frac{1}{2} \sum_{a,b} (-1)^{a+b+ab} \theta_a^4 \frac{1}{2} \sum_{\gamma,\delta} \theta_\gamma^8 \frac{1}{2} \sum_{\gamma',\delta'} \theta_{\gamma'}^8 \times \frac{R_d}{\sqrt{\tau_2}} \sum_{\tilde{m}_d,n_d} e^{-\frac{2}{\tau_2} R_d^2 |\tilde{m}_d + n_d|^2} \Gamma_{9-d,9-d} (-1)^{\tilde{m}_d(a-\gamma-\gamma') - n_d(\delta-\delta') - \tilde{m}_d n_d}, \quad (A.56)$$

where we have used the fact that the lattice of zero-modes associated with the internal torus is factorized, $\Gamma_{10-d,10-d} = \Gamma_{1,1}(R_d) \times \Gamma_{9-d,9-d}$. Defining $R'_d = 2R_d$ and $\tilde{m}_d = 2\tilde{k}_d + g,$
\( n_d = 2l_d + h \), where \( g, h \in \mathbb{Z}_2 \), the above formula becomes

\[
Z = \frac{1}{\tau_2^2} \frac{1}{\eta^8} \frac{1}{\eta^8} \Gamma_{9d,9g-9d} \frac{1}{2} \sum_{h,g} \Gamma_{1,1} \left[ \frac{h}{g} \right] (R'_d) \\
\times \frac{1}{2} \sum_{a,b} (-1)^{a+b+ab} \frac{\theta^{[a]} [b]}{\eta^4} (-1)^{\gamma - h} \frac{1}{2} \sum_{\gamma,\delta} \frac{\overline{\theta}^{[\gamma]} [\delta]}{\eta^8} (-1)^{g \gamma - h} \frac{1}{2} \sum_{\gamma,\delta} \frac{\overline{\theta}^{[\gamma]} [\delta]}{\eta^8} (-1)^{g \gamma - \delta},
\]

(A.57)

where we have introduced shifted lattices, which can be considered either in Langrangian or Hamiltonian forms,

\[
\Gamma_{1,1} \left[ \frac{h}{g} \right] (R'_d) = \frac{R'_d}{\sqrt{2\pi}} \sum_{k_d,l_d} e^{-\frac{\pi}{2} R'^2_d \left[ k_d + \frac{d}{2} \right]} \eta^4 \left[ k_d \right],
\]

(A.58)

In terms of the \( O(2n) \) affine characters

\[
O_{2n} = \frac{\theta^{[0]} [0]}{2\eta^n}, \quad V_{2n} = \frac{\theta^{[0]} [0] - \theta^{[0]} [1]}{2\eta^n}, \quad S_{2n} = \frac{\theta^{[1]} [0] + (-i)^n \theta^{[1]} [1]}{2\eta^n}, \quad C_{2n} = \frac{\theta^{[1]} [0] - (-i)^n \theta^{[1]} [1]}{2\eta^n},
\]

(A.59)

and

\[
\gamma_{1,1} \left[ \frac{h}{g} \right] (R'_d) = \frac{1}{2} \left( \Gamma_{1,1} \left[ \frac{h}{g} \right] (R'_d) + (-1)^g \Gamma_{1,1} \left[ \frac{h}{g} \right] (R'_d) \right) \\
= \sum_{k_d,l_d} q^{\frac{1}{2} \left( (a + b + (l_d + b)^2 \eta^2 \right)} \sum_{k_d,l_d} q^{\frac{1}{2} \left( (a + b + (l_d + b)^2 \eta^2 \right)},
\]

(A.60)

we obtain the final expression

\[
Z = \frac{1}{\tau_2^2} \frac{1}{\eta^8} \frac{1}{\eta^8} \Gamma_{9d,9g-9d} \left[ \gamma_{1,1} \left[ \frac{0}{0} \right] (R'_d) \left( V_8 (\tilde{O}_{16} \tilde{O}'_{16} + \tilde{S}_{16} \tilde{S}'_{16}) - S_8 (\tilde{O}_{16} \tilde{S}_{16} + \tilde{S}_{16} \tilde{O}_{16}) \right) \\
+ \gamma_{1,1} \left[ \frac{0}{1} \right] (R'_d) \left( V_8 (\tilde{O}_{16} \tilde{S}_{16} + \tilde{S}_{16} \tilde{O}_{16}) - S_8 (\tilde{O}_{16} \tilde{O}_{16} + \tilde{S}_{16} \tilde{S}_{16}) \right) \\
+ \gamma_{1,1} \left[ \frac{1}{0} \right] (R'_d) \left( O_8 (\tilde{V}_{16} \tilde{C}_{16} + \tilde{C}_{16} \tilde{V}_{16}) - C_8 (\tilde{V}_{16} \tilde{V}_{16} + \tilde{C}_{16} \tilde{C}_{16}) \right) \\
+ \gamma_{1,1} \left[ \frac{1}{1} \right] (R'_d) \left( O_8 (\tilde{V}_{16} \tilde{V}_{16} + \tilde{C}_{16} \tilde{C}_{16}) - C_8 (\tilde{V}_{16} \tilde{C}_{16} + \tilde{C}_{16} \tilde{V}_{16}) \right) \right].
\]

(A.61)
To make contact with the notations of the previous subsections, we identify \( R'_d = \sqrt{G''_{d d}} \) and recognize the momentum \( \hat{n}'_d \equiv 2k'_d + g \) and winding number \( n'_d = l_d + \frac{h}{2} \in \mathbb{Z} \cup (\mathbb{Z} + \frac{1}{2}) \). When \( R'_d \gg 1 \), the states contributing in the third and fourth lines of Eq. (A.30) are super massive. The physical states \( s_0 \), which have \( \hat{n}'_d = n'_d = 0 \), are massless and arise in the first line. They are \( n_B = 8 \times [(d-2) + 1 + \dim \mathcal{G}_9 - 2 \times 120] \) bosonic degrees of freedom,

\[
8_v \otimes \left( [d-2] \oplus \text{Adj}_{U(1) \times \mathcal{G}_9} \oplus \text{Adj}_{SO(16) \times SO(16')} \right), \quad (A.62)
\]

where \( \mathcal{G}_9 \) is the gauge symmetry induced by the \( \Gamma_{9,9} \) lattice, and \( n_F = 8 \times 2 \times 128 \) fermionic degrees of freedom,

\[
8_s \otimes \left( \text{Spinorial}_{SO(16)} \oplus \text{Spinorial}_{SO(16')} \right). \quad (A.63)
\]

Their superpartners, which have \( \hat{n}'_d = 1, n'_d = 0 \), show up in the second line and have masses \( M_s/R'_d \). The sign of \( n_F - n_B \) can be arbitrary, as can be seen for example by choosing \( \mathcal{G}_9 = SU(2)^{9-d-s} \times U(1)^s \), which yields \( n_F - n_B = 16(d + s - 5) \). In dimension \( d = 4 \), this is negative for \( s = 0 \), vanishes for \( s = 1 \) and is positive for \( s = 2, 3, 4, 5 \).

To see explicitly the dependence of the 1-loop effective potential on the Wilson lines, let us consider as an example in arbitrary dimension \( d \geq 3 \) the case of an initial background characterized by a maximally enhanced gauge group \( \mathcal{G}_9 = SU(2)^9 \). In the notations of Eq. (A.30), the \( y \)-deformations we introduce are given by

\[
(G' + B' + \Delta B')_{I J} = \begin{pmatrix} G'_{d d} \sqrt{2} y^R_{I d} \delta_{I J} + \sqrt{2} y^R_{I d} \delta_{I J} \end{pmatrix}, \quad \hat{y}^R_{I d}, \quad \hat{y}^R_{I d}, \quad i, j \in \{d+1, \ldots, 9\},
\]

\[
\Delta B'_{I J} \text{ antisymmetric}, \quad \Delta B'_{I J} = y^R_{I d} + y^R_{I d}, \quad \Delta B'_{I J} = 0. \quad (A.64)
\]

We are going to apply Eq. (A.52), which is valid when \( G''_{d d} \gg 1 \), in the case the continuous Wilson lines are small, namely

\[
|y^R_{I d}|, \quad |y^R_{I d}| \ll \vartheta \sqrt{G''_{d d}}, \quad |y^R_{I d}|, \quad |y^R_{I d}| \ll 1, \quad i, j \in \{d+1, \ldots, 9\}, \quad I, J \in \{10, \ldots, 25\}. \quad (A.65)
\]

For this purpose, we list the KK towers \( s_0 \), which satisfy \( (\hat{Q}^L)^2 = 1, \quad \ell_L = 0 \):

- For any given \( j \in \{d+1, \ldots, 9\} \) and \( \epsilon \in \{-1, 1\} \), there are 8 KK towers \( s_0 \) associated with the root \( \epsilon \sqrt{2} \) of the \( SU(2) \) factor, and corresponding to momentum states along the
direction \( X^j \). The quantum numbers of the KK modes are \((\gamma, \gamma') = (0, 0)\), \(\bar{Q}^R = 0\), \(\ell_R = 0\) and

\[
\tilde{m}_d' \in \mathbb{Z}, \ n_d' = 0, \quad m_j' = -n_j' = -\epsilon, \quad m_i' = n_i' = 0, \ i \in \{d+1, \ldots, 9\}, \ i \neq j. \quad (A.66)
\]

Using these data, we derive

\[
\xi_d = \epsilon \sqrt{2} \left( y_{ij}^{dR} + \frac{1}{2\sqrt{2}} \bar{y}_d^{iR} \cdot \bar{y}_j^{jR} \right), \ P_i' = \epsilon \sqrt{2} \left( y_{ij}^{iR} + \frac{1}{2\sqrt{2}} \bar{y}_d^{iR} \cdot \bar{y}_j^{jR} \right), \ i \in \{d+1, \ldots, 9\}, \quad (A.67)
\]

and find

\[
\frac{\zeta^d M_s}{M^d_{(\sigma)}} = y_{ij}^{dR} \epsilon \sqrt{2} + \cdots, \quad \mathcal{M}^2_{L,0} = \sum_{i=d+1}^9 \left( y_{ij}^{iR} \epsilon \sqrt{2} \right)^2 + \cdots, \quad (A.68)
\]

where the ellipses stand for higher order terms in Wilson line deformations. The contribution of the 8 KK towers to the effective potential is then found to be

\[
\mathcal{V}^{(\sigma)1,\text{loop}} = 8 M^d_{(\sigma)} \left\{ -v_d 2^d + \frac{v_d-2}{4\pi} 2^{d-2} \times \left[ (d-1) \left( y_{ij}^{dR} \epsilon \sqrt{2} \right)^2 + \frac{1}{G''_{d,dd}} \sum_{i=d+1}^9 \left( y_{ij}^{iR} \epsilon \sqrt{2} \right)^2 \right] \right\} + \cdots, \quad (A.69)
\]

where we have defined

\[
v_d = \frac{\Gamma(\frac{d+1}{2}) \zeta(d+1)}{2^{d-1} \pi^{\frac{d+1}{2}}} \left( 1 - \frac{1}{2^{d+1}} \right). \quad (A.70)
\]

- For any root \(\bar{Q}^R\) of \(SO(16) \times SO(16)'\), or any weight \(\bar{Q}^R\) of the spinorial representation of \(SO(16)\) or \(SO(16)\)', there are 8 KK towers \(s_0\). The former have \((\gamma, \gamma') = (0, 0)\) and the latter \((\gamma, \gamma') = (1, 0)\) or \((0, 1)\). The other quantum numbers of the KK modes are \(\tilde{m}_d' \in \mathbb{Z}, \ n_d' = 0, \ m_i' = n_i' = 0, \ i \in \{d+1, \ldots, 9\}, \ \ell_R = 0\). This leads

\[
\xi_d = \bar{y}_{d}^{iR} \cdot \bar{Q}^R, \quad P_i' = \bar{y}_{i}^{iR} \cdot \bar{Q}^R, \quad i \in \{d+1, \ldots, 9\}, \quad (A.71)
\]

so that

\[
\frac{\zeta^d M_s}{M^d_{(\sigma)}} = \bar{y}_{i}^{iR} \cdot \bar{Q}^R + \cdots, \quad \mathcal{M}^2_{L,0} = \sum_{i=d+1}^9 \left( \bar{y}_{i}^{iR} \cdot \bar{Q}^R \right)^2 + \cdots. \quad (A.72)
\]

The contribution of the 8 KK towers of charge \(\bar{Q}^R\) to the effective potential is then

\[
\mathcal{V}^{(\sigma)\bar{Q}^R} = (-1)^{\gamma + \gamma'} 8 M^d_{(\bar{\sigma})} \left\{ -v_d 2^d + \frac{v_d-2}{4\pi} 2^{d-2} \times \left[ (d-1) \left( \bar{y}_{i}^{iR} \cdot \bar{Q}^R \right)^2 + \frac{1}{G''_{d,dd}} \sum_{i=d+1}^9 \left( \bar{y}_{i}^{iR} \cdot \bar{Q}^R \right)^2 \right] \right\} + \cdots. \quad (A.73)
\]
Finally, there are 8 KK towers for each of the 24 states at right-moving oscillator level $\ell_R = 1$. Being neutral with respect to $SU(2)^9 \times SO(16)^2$, the quantum numbers of the KK modes are $n'_d \in \mathbb{Z}$, $n'_d = 0$, $m'_i = n'_i = 0$, $i \in \{d + 1, \ldots, 9\}$, $\vec{Q}^R = \vec{0}$ and $(\gamma, \gamma') = (0, 0)$. Therefore, $\xi_d = 0$ and $P'_i = 0$, $i \in \{d + 1, \ldots, 9\}$, which implies

$$\frac{\zeta_d M_s}{M'_{(\sigma)}} = 0, \quad \mathcal{M}'^2_{L0} = 0. \quad (A.74)$$

For each $e \in \{2, \ldots, 25\}$, the contribution of the 8 neutral KK towers to $V^{(\sigma)}_{1\text{-loop}}$ is therefore

$$V^{(\sigma)}_{1\text{-loop}} = 8 M'^{(d)}_{(\sigma)} \left\{ - v_d 2^d \right\}. \quad (A.75)$$

Combining the above results, the total 1-loop effective potential takes the form

$$V_{1\text{-loop}} = (n_F - n_B) v_d M'^{(d)}_{(\sigma)} 2^d + M'^{(d)}_{(\sigma)} \frac{v_d}{2\pi} 2^{d-2} \left\{ \sum_{j=d+1}^{9} c_{SU(2)} (d-1) (y'^R_{dj})^2 + \frac{1}{G'^{dd}} \sum_{i=d+1}^{9} (y'^R_{ij})^2 \right\}$$

$$\quad + c_{SO(16)} (d-1) (\vec{y}'^R_d)^2 + \frac{1}{G'^{dd}} \sum_{i=d+1}^{9} (\vec{y}'^R_i)^2 \right\} + \cdots + \mathcal{O}\left(\left(\frac{M_s M'_{(\sigma)}}{2\pi} \right)^2 e^{-\pi M_s / M'_{(\sigma)}}\right),$$

where we have defined

$$c_{SU(2)} = 8 C_{[3]_{SU(2)}} = 8 \times 2 = 16,$$

$$c_{SO(16)} = 8 \left( C_{[120]_{SO(16)}} - C_{[128]_{SO(16)}} \right) = 8 \times (14 - 16) = -16,$$ \quad (A.77)

in terms of coefficients $C_R$ considered for any representation $\mathcal{R}$ of a gauge group $\mathcal{G}$,

$$\frac{1}{2} \sum_{\text{weights } Q}^{\text{rank } \mathcal{G}} A_{I} Q_{I} \sum_{\text{rank } \mathcal{G}}^{\text{rank } \mathcal{G}} B_{J} Q_{J} = C_{\mathcal{R}} \sum_{I=1}^{\text{rank } \mathcal{G}} A_{I} B_{I}. \quad (A.78)$$

As a result, the Wilson lines of $SU(2)^{9-d}$ along $T^{10-d}$ are massive at 1-loop, while those of $SO(16)^2$ are tachyonic. Notice that $y'^{R}_{id}$, $i \in \{d + 1, \ldots, 9\}$, multiplies $n'_d$ in Eq. \[(A.32)\]. Therefore, the non-exponentially suppressed contributions of $V_{1\text{-loop}}$ involve them only via the expressions of $G'^{dd}$, $G'^{dj}$, $j \in \{d + 1, \ldots, 9\}$. Expanding the cosine in Eq. \[(A.52)\], it happens that the $y'^{R}_{id}$'s appear in at least cubic interactions with other Wilson lines. In other words, they remain massless at 1-loop, but are no more flat directions of the effective potential.
Using the dictionary (A.30) and defining
\[(G + B + \Delta B)_{ij} = \left( \frac{G_{dd}^{ij}}{\sqrt{2} y_{id}^R} \delta_{ij} + \sqrt{2} y_{ij}^R \right), \quad i, j \in \{d + 1, \ldots, 9\}, \] (A.79)

where \(\Delta B\) is given in Eq. (A.28), we obtain the final result,
\[V_{1\text{-loop}}^{(\sigma)} = (n_F - n_B) v_d M_d^{(\sigma)}
+ M_{(\sigma)}^{d} \frac{v_{d-2}}{2\pi} \left\{ \sum_{j=d+1}^{9} c_{SU(2)} \left[ (d - 1)(y_{dj}^R)^2 + \frac{1}{G_{dd}^{ij}} \sum_{i=d+1}^{9} (y_{ij}^R)^2 \right] \right. \\
+ c_{SO(16)} \left[ (d - 1)(y_{d+1}^R)^2 + \frac{1}{G_{dd}^{ij}} \sum_{i=d+1}^{9} (y_{ij}^R)^2 \right] \right\} + \cdots \\
+ \mathcal{O}\left((M_s M_{(\sigma)})^d e^{-2\pi M_s/M_{(\sigma)}}\right), \] (A.80)

which is written using the redefined supersymmetry breaking scale
\[M_{(\sigma)} = M_s \sqrt{G_{dd}^{ij}}. \] (A.81)

Eq. (A.80) is an example of the expression we use in the main text of the present work, Eq. (2.5), up to the minor change of notations consisting in omitting the upper indices “\(R\)”.

References

[1] E. Cremmer, S. Ferrara, C. Kounnas and D. V. Nanopoulos, “Naturally vanishing cosmological constant in \(N = 1\) supergravity,” Phys. Lett. B 133 (1983) 61;
J. R. Ellis, C. Kounnas and D. V. Nanopoulos, “Phenomenological \(SU(1, 1)\) supergravity,” Nucl. Phys. B 241 (1984) 406;
J. R. Ellis, A. B. Lahanas, D. V. Nanopoulos and K. Tamvakis, “No-scale supersymmetric standard model,” Phys. Lett. B 134 (1984) 429;
J. R. Ellis, C. Kounnas and D. V. Nanopoulos, “No scale supersymmetric GUTs,” Nucl. Phys. B 247 (1984) 373.

[2] R. Rohm, “Spontaneous supersymmetry breaking in supersymmetric string theories,” Nucl. Phys. B 237 (1984) 553;
C. Kounnas and M. Porrati, “Spontaneous supersymmetry breaking in string theory,” Nucl. Phys. B 310 (1988) 355;
S. Ferrara, C. Kounnas and M. Porrati, “Superstring solutions with spontaneously broken four-dimensional supersymmetry,” Nucl. Phys. B 304 (1988) 500;
S. Ferrara, C. Kounnas, M. Porrati and F. Zwirner, “Superstrings with spontaneously broken supersymmetry and their effective theories,” Nucl. Phys. B 318 (1989) 75.

[3] C. Kounnas and B. Rostand, “Coordinate-dependent compactifications and discrete symmetries,” Nucl. Phys. B 341 (1990) 641.

[4] J. Scherk and J. H. Schwarz, “Spontaneous breaking of supersymmetry through dimensional reduction,” Phys. Lett. B 82 (1979) 60.

[5] R. Hagedorn, “Statistical thermodynamics of strong interactions at high-energies,” Nuovo Cim. Suppl. 3 (1965) 147;
S. Fubini and G. Veneziano, “Level structure of dual-resonance models,” Nuovo Cim. A 64 (1969) 811;
K. Bardakci and S. Mandelstam, “Analytic solution of the linear-trajectory bootstrap,” Phys. Rev. 184 (1969) 1640;
K. Huang and S. Weinberg, “Ultimate temperature and the early universe,” Phys. Rev. Lett. 25 (1970) 895;
J. J. Atick and E. Witten, “The Hagedorn transition and the number of degrees of freedom of string theory,” Nucl. Phys. B 310 (1988) 291;
M. Axenides, S. D. Ellis and C. Kounnas, “Universal behavior of D-dimensional superstring models,” Phys. Rev. D 37 (1988) 2964;
D. Kutasov and N. Seiberg, “Number of degrees of freedom, density of states and tachyons in string theory and CFT,” Nucl. Phys. B 358 (1991) 600;
I. Antoniadis and C. Kounnas, “Superstring phase transition at high temperature,” Phys. Lett. B 261 (1991) 369;
I. Antoniadis, J. P. Derendinger and C. Kounnas, “Nonperturbative temperature instabilities in $\mathcal{N} = 4$ strings,” Nucl. Phys. B 551 (1999) 41 [hep-th/9902032].

[6] H. Itoyama and T. R. Taylor, “Supersymmetry restoration in the compactified $O(16) \times O(16)’$ heterotic string theory,” Phys. Lett. B 186 (1987) 129;
S. Abel, K. R. Dienes and E. Mavroudi, “Towards a non-supersymmetric string phenomenology,” Phys. Rev. D 91 (2015) 126014 [arXiv:1502.03087 [hep-th]].
S. Abel, K. R. Dienes and E. Mavroudi, “GUT precursors and entwined SUSY: The phenomenology of stable non-supersymmetric strings,” arXiv:1712.06894 [hep-ph];
I. Florakis and J. Rizos, “Chiral heterotic strings with positive cosmological constant,” Nucl. Phys. B 913 (2016) 495 [arXiv:1608.04582 [hep-th]].

[7] C. Kounnas and H. Partouche, “Super no-scale models in string theory,” Nucl. Phys. B 913 (2016) 593 [arXiv:1607.01767 [hep-th]].

[8] C. Kounnas and H. Partouche, “$\mathcal{N} = 2 \to 0$ super no-scale models and moduli quantum stability,” Nucl. Phys. B 919 (2017) 41 [arXiv:1701.00545 [hep-th]].

[9] S. Kachru, J. Kumar and E. Silverstein, “Vacuum energy cancellation in a non-supersymmetric string,” Phys. Rev. D 59 (1999) 106004 [hep-th/9807076];
G. Shiu and S. H. H. Tye, “Bose-Fermi degeneracy and duality in non-supersymmetric strings,” Nucl. Phys. B 542 (1999) 45 [hep-th/9808095];
J. A. Harvey, “String duality and non-supersymmetric strings,” Phys. Rev. D 59 (1999) 026002 [hep-th/9807213];
R. Blumenhagen and L. Gorlich, “Orientifolds of non-supersymmetric asymmetric orbifolds,” Nucl. Phys. B 551 (1999) 601 [hep-th/9812158];
C. Angelantonj, I. Antoniadis and K. Forger, “Non-supersymmetric type I strings with zero vacuum energy,” Nucl. Phys. B 555 (1999) 116 [hep-th/9904092];
Y. Satoh, Y. Sugawara and T. Wada, “Non-supersymmetric asymmetric orbifolds with vanishing cosmological constant,” JHEP 1602 (2016) 184 [arXiv:1512.05155 [hep-th]]; Y. Sugawara and T. Wada, “More on non-supersymmetric asymmetric orbifolds with vanishing cosmological constant,” JHEP 1608 (2016) 028 [arXiv:1605.07021 [hep-th]]; S. Groot Nibbelink, O. Loukas, A. Mütter, E. Parr and P. K. S. Vaudrevange, “Tension between a vanishing cosmological constant and non-supersymmetric heterotic orbifolds,” arXiv:1710.09237 [hep-th].

[10] S. Abel and R. J. Stewart, “On exponential suppression of the cosmological constant in non-SUSY strings at two loops and beyond,” Phys. Rev. D 96 (2017) 106013 [arXiv:1701.06629 [hep-th]]; K. Aoki, E. D’Hoker and D. H. Phong, “Two-loop superstrings on orbifold compactifications,” Nucl. Phys. B 688 (2004) 3 [hep-th/0312181];
R. Iengo and C. J. Zhu, “Evidence for nonvanishing cosmological constant in nonSUSY superstring models,” JHEP 0004 (2000) 028 [hep-th/9912074].

[11] T. Coudarchet, C. Fleming and H. Partouche, “Quantum no-scale regimes in string theory,” Nucl. Phys. B 930 (2018) 235 [arXiv:1711.09122 [hep-th]].

[12] F. Bourliot, C. Kounnas and H. Partouche, “Attraction to a radiation-like era in early superstring cosmologies,” Nucl. Phys. B 816 (2009) 227 [arXiv:0902.1892 [hep-th]].

[13] T. Catelin-Jullien, C. Kounnas, H. Partouche and N. Toumbas, “Thermal/quantum effects and induced superstring cosmologies,” Nucl. Phys. B 797 (2008) 137 [arXiv:0710.3895 [hep-th]];
T. Catelin-Jullien, C. Kounnas, H. Partouche and N. Toumbas, “Induced superstring cosmologies and moduli stabilization,” Nucl. Phys. B 820 (2009) 290 [arXiv:0901.0259 [hep-th]].

[14] F. Bourliot, J. Estes, C. Kounnas and H. Partouche, “Cosmological phases of the string thermal effective potential,” Nucl. Phys. B 830 (2010) 330 [arXiv:0908.1881 [hep-th]];
J. Estes, C. Kounnas and H. Partouche, “Superstring cosmology for $N_4 = 1 \rightarrow 0$ superstring vacua,” Fortsch. Phys. 59 (2011) 861 [arXiv:1003.0471 [hep-th]].

[15] J. Estes, L. Liu and H. Partouche, “Massless D-strings and moduli stabilization in type I cosmology,” JHEP 1106 (2011) 060 [arXiv:1102.5001 [hep-th]];
L. Liu and H. Partouche, “Moduli stabilization in type II Calabi-Yau compactifications at finite temperature,” JHEP 1211 (2012) 079 [arXiv:1111.7307 [hep-th]].

[16] J. J. Halliwell, “Scalar fields in cosmology with an exponential potential,” Phys. Lett. B 185 (1987) 341;
A. B. Burd and J. D. Barrow, “Inflationary models with exponential potentials,” Nucl. Phys. B 308 (1988) 929, Erratum: [Nucl. Phys. B 324 (1989) 276];
L. P. Chimento, “General solution to two-scalar field cosmologies with exponential potentials,” Class. Quant. Grav. 15 (1998) 965;
I. P. C. Heard and D. Wands, “Cosmology with positive and negative exponential potentials,” Class. Quant. Grav. 19 (2002) 5435 [gr-qc/0206085];
Z. K. Guo, Y. S. Piao and Y. Z. Zhang, “Cosmological scaling solutions and multiple
exponential potentials,” Phys. Lett. B 568 (2003) 1 [hep-th/0304048];
P. K. Townsend, “Cosmic acceleration and M-theory,” hep-th/0308149;
I. P. Neupane, “Accelerating cosmologies from exponential potentials,” Class. Quant. Grav. 21 (2004) 4383 [hep-th/0311071];
P. Vieira, “Late-time cosmic dynamics from M-theory,” Class. Quant. Grav. 21 (2004) 2421 [hep-th/0311173];
E. Bergshoeff, A. Collinucci, U. Gran, M. Nielsen and D. Roest, “Transient quintessence from group manifold reductions or how all roads lead to Rome,” Class. Quant. Grav. 21 (2004) 1947 [hep-th/0312102];
J. G. Russo, “Exact solution of scalar tensor cosmology with exponential potentials and transient acceleration,” Phys. Lett. B 600 (2004) 185 [hep-th/0403010];
L. Jarv, T. Mohaupt and F. Saueressig, “Quintessence cosmologies with a double exponential potential,” JCAP 0408 (2004) 016 [hep-th/0403063];
P. K. Townsend and M. N. R. Wohlfarth, “Cosmology as geodesic motion,” Class. Quant. Grav. 21 (2004) 5375 [hep-th/0404241];
A. Collinucci, M. Nielsen and T. Van Riet, “Scalar cosmology with multi-exponential potentials,” Class. Quant. Grav. 22 (2005) 1269 [hep-th/0407047];
E. Dudas, N. Kitazawa and A. Sagnotti, “On climbing scalars in string theory,” Phys. Lett. B 694 (2011) 80 [arXiv:1009.0874 [hep-th]].

[17] P. K. Townsend and M. N. R. Wohlfarth, “Accelerating cosmologies from compactification,” Phys. Rev. Lett. 91 (2003) 061302 [hep-th/0303097];
N. Ohta, “Accelerating cosmologies from S-branes,” Phys. Rev. Lett. 91 (2003) 061303 [hep-th/0303238];
S. Roy, “Accelerating cosmologies from M/string theory compactifications,” Phys. Lett. B 567 (2003) 322 [hep-th/0304084];
M. N. R. Wohlfarth, “Accelerating cosmologies and a phase transition in M-theory,” Phys. Lett. B 563 (2003) 1 [hep-th/0304089];
R. Emparan and J. Garriga, “A Note on accelerating cosmologies from compactifications and S-branes,” JHEP 0305 (2003) 028 [hep-th/0304124];
N. Ohta, “A Study of accelerating cosmologies from superstring/M theories,” Prog. Theor. Phys. 110 (2003) 269 [hep-th/0304172];
C. M. Chen, P. M. Ho, I. P. Neupane and J. E. Wang, “A Note on acceleration from
product space compactification,” JHEP **0307** (2003) 017 [hep-th/0304177];
C. M. Chen, P. M. Ho, I. P. Neupane, N. Ohta and J. E. Wang, “Hyperbolic space
cosmologies,” JHEP **0310** (2003) 058 [hep-th/0306291];
M. N. R. Wohlfarth, “Inflationary cosmologies from compactification?,” Phys. Rev. D **69** (2004) 066002 [hep-th/0307179].

[18] K. S. Narain, “New heterotic string theories in uncompactified dimensions < 10,” Phys. Lett. **169B** (1986) 41;
K. S. Narain, M. H. Sarmadi and E. Witten, “A note on toroidal compactification of
heterotic string theory,” Nucl. Phys. B **279** (1987) 369;
P. H. Ginsparg, “Comment on toroidal compactification of heterotic superstrings,” Phys. Rev. D **35** (1987) 648.

[19] E. Kiritsis, “String theory in a nutshell,” Princeton University Press, 2007.

[20] E. Kiritsis and C. Kounnas, “Perturbative and nonperturbative partial supersymmetry
breaking : \( \mathcal{N} = 4 \to \mathcal{N} = 2 \to \mathcal{N} = 1 \),” Nucl. Phys. B **503** (1997) 117 [hep-th/9703059].