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Abstract

Gradient descent and backpropagation have enabled neural networks to achieve remarkable results in many real-world applications. Despite ongoing success, training a neural network with gradient descent can be a slow and strenuous affair. We present a simple yet faster training algorithm called Zeroth-Order Relaxed Backpropagation (ZORB). Instead of calculating gradients, ZORB uses the pseudoinverse of targets to backpropagate information. ZORB is designed to reduce the time required to train deep neural networks without penalizing performance. To illustrate the speed up, we trained a feed-forward neural network with 11 layers on MNIST and observed that ZORB converged 300 times faster than Adam while achieving a comparable error rate, without any hyperparameter tuning. We also broaden the scope of ZORB to convolutional neural networks, and apply it to subsamples of the CIFAR-10 dataset. Experiments on standard classification and regression benchmarks demonstrate ZORB’s advantage over traditional backpropagation with Gradient Descent.

1 Introduction

The workhorse of the deep learning paradigm is the Back-Propagation (BP) algorithm [33], which combines Gradient Descent (GD) with the chain-rule and caching [32]. Despite the ongoing success of Neural Networks (NNs), there are several theoretical limitations of training NNs with the GD-based BP algorithm.

Slow to converge [11]: GD calculates errors based on a first-order approximation of the error function, which becomes more inaccurate as we move away from the initial values of the parameters. This requires the recalculation of gradients after every update operation, creating a bottleneck in training time. ZORB updates the parameters of the network only once, which results in faster convergence.

Hyperparameters: Several hyperparameters, such as learning rate, momentum [26], nestorov [23], batch size and epochs, need to be tuned for successful GD-based training of NNs [14]. Optimal hyperparameter values vary widely across datasets, requiring the practitioner to perform hyperparameter tuning [8], which trains multiple models at the expense of compute power. This prevents machines with low compute power and real-time systems from using deep neural networks [24]. ZORB does not require hyperparameters, thereby reducing the time required to develop production-grade models.

We propose ZORB, a derivative-free BP algorithm, to reduce the training time of a NN without penalizing performance. ZORB utilizes the Moore-Penrose pseudoinverse [13] to propagate information and update weights in the backward pass. To counter the problem of invertibility, we also introduce adaptive activation functions that perform linear operations on the input and output matrices.
2 Zeroth-Order Relaxed Backpropagation (ZORB)

In this section, we will present the Zeroth-Order Relaxed Backpropagation (ZORB) algorithm for NNs. We use the term “Zeroth-Order” because ZORB does not calculate the gradients of the error function. Additionally, ZORB is a “Relaxed” method in the sense that the inputs and outputs are fixed and we use iterative matrix computations to optimize the weights of the NN [12, 41, 37].

2.1 Training the network

For didactic purposes, we start by addressing the problem of training a network that does not involve any activation functions. The goal of ZORB is to match the predictions at each layer with targets provided by the layers above, implicitly reducing the sum of squared errors. Let $X \in \mathbb{R}^{d_{in} \times n}$ represent the input matrix, with $n$ being the number of samples and $d_{in}$ is the dimension of the input vector in a sample. Let $Y \in \mathbb{R}^{d_{out} \times n}$ represents the output matrix, where $d_{out}$ is the dimension of the output vector in a sample. The weights and biases of each hidden layer $l$ is represented by $W_l \in \mathbb{R}^{d_{l} \times d_{l-1}}$ and $b_l \in \mathbb{R}^{d_{l}}$ respectively, where $d_{l-1}$ is the input dimension of a sample to layer $l$ and $d_{l}$ is the number of neurons in that layer. Then, a network $f$ with $L - 1$ hidden layers and without activations can be written as $f(X) = W_L W_{L-1} \ldots W_1 X$.

ZORB trains layers sequentially with the aim of generating an adequate representation of the input $X$ at layer $l - 1$ before training layer $l$. ZORB’s forward pass is similar to the BP algorithm when no activation functions are used. During the backward pass, a layer $l$ backpropagates information, as a feedback matrix $F_{l-1}$, to layer $l - 1$. This feedback is the expected matrix input that would allow the output layer to give correct predictions, without tuning it’s parameters. Feedback $F_{l-1}$ to layer $l - 1$ can be calculated as

$$F_{l-1} = W_l^+ \times (F_l - b_l) \quad (1)$$

where $F_l$ is the feedback matrix received by layer $l$, $b_l$ is the bias vector of layer $l$, $W_l$ is the weights of layer $l$ and $(\cdot)^+$ represents the Moore-Penrose pseudoinverse of a matrix. If layer $l = L$ is the output layer, then $F_L = Y$. $F_{L-1}$ behaves as a target vector for the last hidden layer. This process continues until a feedback matrix $F_1$ to the first hidden layer is calculated. The parameters of first hidden layer are updated using the following equation:

$$\begin{bmatrix} W_1 \\ b_1 \end{bmatrix} = F_1 \times X^+ \quad (2)$$

where $W_1$ is the weight matrix for the first hidden layer, $b_1$ is the bias vector for the first hidden layer, and $F_1$ is the feedback received by the first hidden layer from the second hidden layer. Once the weights are updated, the input $X$ is propagated through the first hidden layer. The resultant matrix now acts as the input to the rest of the network. The whole process repeats until all layers are trained. The algorithmic form and analysis of ZORB is available in appendix B.
Table 1: Activation functions and their linear correction operations.

| Activation Function | Domain | Range | activate(x) [without shift/scale] | deactivate(y) | activate(x) [with shift/scale] |
|---------------------|--------|-------|----------------------------------|--------------|---------------------------------|
| Linear              | (-∞, ∞) | (-∞, ∞) | return x                         | return y      | return x                         |
| Sigmoid             | (-∞, ∞) | (0, 1) | return $\frac{1}{1+e^{-x}}$      | low = min(y)  | return $\frac{1}{1+e^{-x}}$     |
|                     |        |       | high = max(y)                    | high = max(y) | ×(high - low)                    |
|                     |        |       | return $log\left(\frac{x}{1-y}\right)$ | return $log\left(\frac{x}{1-y}\right)$ | + low |
| Tanh                | (-∞, ∞) | (-1, 1) | return $\frac{e^{x} - e^{-x}}{e^{x} + e^{-x}}$ | low = min(y)  | return $\frac{e^{x} - e^{-x}}{e^{x} + e^{-x}}$ |
|                     |        |       | high = max(y)                    | high = max(y) | ×(high - low)                    |
|                     |        |       | return $\frac{1}{2} \times log\left(\frac{1+y}{1-y}\right)$ | return $\frac{1}{2} \times log\left(\frac{1+y}{1-y}\right)$ | + low |
| ReLU                | (-∞, ∞) | (0, ∞) | return max(0, x)                 | if(y < 0) then | return max(0, x) 
|                     |        |       | else return y                    | return random(-1, 0) | return max(0, x)                       |
| Softmax             | (-∞, ∞)$\in R^k$ | (0, 1)$\in R^k$ | return $\frac{z = exp(x)}{total = sum(z)}$ | z = y × total | z = exp(x) |
|                     |        |       | return $\frac{z = y \times total}{total = 0}$ | total = 0 | total = sum(z) |
|                     |        |       | return $\frac{z = exp(x)}{total = sum(z)}$ | return $\frac{z = exp(x)}{total = sum(z)}$ |

2.2 Introducing non-linearity

Activation functions allow for the non-linear projection of data. ZORB does not require any derivatives and can use most activation functions. The first forward propagation through an activation function is the same as the traditional BP algorithm. While backpropagating through activation functions, the inverse of the activation function is applied, i.e., the feedback matrices must be deactivated. However, values in the feedback matrix may not lie in the range of the activation function, inhibiting invertibility. Therefore, we introduce adaptive activation functions to store and apply linear scaling/shifting operations on the feedback matrix. This allows the use activation functions while maintaining expressivity of NNs. During the next forward propagation, activation functions reverse their linear corrections. Please see table 1 for a list of common activation functions and how they are used in ZORB.

2.3 Convolutional Neural Networks

We now present ZORB in the context of Convolutional Neural Networks (CNNs) [19] by mimicking the functionality of a filter with a single neuron. For a traditional convolutional layer, patches of the input are extracted that correspond to the filter being dragged across the input. These patches are multiplied with the filter weights element-wise and summed to a scalar value. For a ZORB convolutional layer, we reshape the patches and the filter weights so that they are vectors. Then, the scalar output can be obtained by the inner product between the reshaped patch and filter. To invert this process we stack the reshaped vectors into a data matrix, and use the pseudoinverse to simultaneously approximate the inverse of the inner-product for each patch. When more than one filter is used, we average the feedback between the filters. This leverages ZORB’s original forward pass, backpropagation and update functions.

3 Experiments and Results

We compare ZORB to BP with Adam [17] and Multi-layered Extreme Learning Machines (ML-ELM) [40]. For consistency in the optimization process across algorithms, we train feed-forward NNs to reduce the sum of squared error. To compare training times, all algorithms were implemented using
ZORB offers performance that is comparable to Adam, while training NNs magnitudes faster. Right: ZORB is able to match the training speed of Adam, while achieving performance comparable to the BP algorithm. We compare extrapolation abilities of the NNs trained to model the Sinc function [39]. The inputs in the training set ranged from $X \in [-10, +10]$, while the test set contained inputs ranging from $X \in [-30, -10] \cup (+10, +30]$. Figure 3 (Right) visualizes this experiment. We observe that the Adam-trained network (Figure 2-Right Top) does not model the crests and troughs of the function beyond the range $[-10, +10]$. Instead, it simply maps values $[-30, -10] \cup (+10, +30]$ to constant values. In contrast, ZORB (Figure 2-Right Bottom) trained the network to recognize the non-linear oscillations outside the range $[-10, +10]$. We can see that ZORB-trained networks can generalize better than the benchmark algorithms, which is confirmed by the low error rate displayed the table of figure 3.

We also compare the performance of CNNs trained by ZORB against a standard implementation provided by Tensorflow [1] on a subsample of the CIFAR-10 dataset [18]. Similar to previous work exploring Neural Tangent Kernels [2], we train networks on $n = \{10, \ldots, 1280\}$ samples from CIFAR-10 and evaluate over the entire test set. We train 3 CNNs with number of convolution layers

### Table

| Dataset       | Training Algorithm | Error (MSE) | Accuracy (%) | Error (MSE) | Accuracy (%) | Time (s) |
|---------------|--------------------|------------|--------------|------------|--------------|----------|
| Boston Housing | Adam               | 4.182 ± 0.135 | 86.0 ± 0.135 | 4.105 ± 0.056 | 86.0 ± 0.135 | 15.07 ± 0.133 |
|               | MLELM              | 4.107 ± 0.012 | 86.0 ± 0.012 | 3.543 ± 0.018 | 86.0 ± 0.018 | 0.026 ± 0.003 |
|               | ZORB               | 2.997 ± 0.038 | 86.0 ± 0.038 | 0.567 ± 0.007 | 86.0 ± 0.007 | 0.035 ± 0.001 |
|               | Adam               | 0.034 ± 0.003 | 97.96 ± 0.003 | 0.114 ± 0.024 | 97.96 ± 0.024 | 12.24 ± 2.86 |
|               | MLELM              | 0.008 ± 0.002 | 98.10 ± 0.002 | 8.10 ± 2.10 | 98.10 ± 2.10 | 0.378 ± 0.038 |
|               | ZORB               | 0.026 ± 0.001 | 98.10 ± 0.001 | 0.125 ± 0.012 | 98.10 ± 0.012 | 0.117 ± 0.009 |
| Iris (10)     | Adam               | 0.137 ± 0.017 | 96.00 ± 0.017 | 0.197 ± 0.017 | 96.00 ± 0.017 | 0.026 ± 0.004 |
|               | MLELM              | 0.113 ± 0.013 | 96.00 ± 0.013 | 0.150 ± 0.015 | 96.00 ± 0.015 | 0.024 ± 0.004 |
|               | ZORB               | 0.022 ± 0.002 | 96.00 ± 0.002 | 0.104 ± 0.004 | 96.00 ± 0.004 | 0.021 ± 0.002 |
| XOR (20)      | Adam               | 0.015 ± 0.005 | 98.00 ± 0.005 | 0.073 ± 0.007 | 98.00 ± 0.007 | 0.020 ± 0.002 |
|               | MLELM              | 0.010 ± 0.005 | 98.00 ± 0.005 | 0.040 ± 0.005 | 98.00 ± 0.005 | 0.020 ± 0.002 |
|               | ZORB               | 0.006 ± 0.004 | 98.00 ± 0.004 | 0.014 ± 0.004 | 98.00 ± 0.004 | 0.020 ± 0.002 |

### Figure 3

Left: Performance of ZORB compared to MLELM and the BP with Adam. We observe that ZORB offers performance that is comparable to Adam, while training NNs magnitudes faster. Right: Visualization of predictions on the Sinc function. Orange: Ground truth values, Blue: Predicted values. Right Top: Adam, Right Bottom: ZORB.

Across all experiments, ZORB trains the NNs magnitudes faster than the BP algorithm with Adam without any compromise in training and testing performance. MLELMs do not perform as well as ZORB or Adam, since the hidden layers are never trained. ZORB is able to match the training speed of ML-ELMs while achieving performance comparable to the BP algorithm. We compare extrapolation abilities of the NNs trained to model the Sinc function [39]. The inputs in the training set ranged from $X \in [-10, +10]$, while the test set contained inputs ranging from $X \in [-30, -10] \cup (+10, +30]$. Figure 3 (Right) visualizes this experiment. We observe that the Adam-trained network (Figure 2-Right Top) does not model the crests and troughs of the function beyond the range $[-10, +10]$. Instead, it simply maps values $[-30, -10] \cup (+10, +30]$ to constant values. In contrast, ZORB (Figure 2-Right Bottom) trained the network to recognize the non-linear oscillations outside the range $[-10, +10]$. We can see that ZORB-trained networks can generalize better than the benchmark algorithms, which is confirmed by the low error rate displayed the table of figure 3.

We also compare the performance of CNNs trained by ZORB against a standard implementation provided by Tensorflow [1] on a subsample of the CIFAR-10 dataset [18]. Similar to previous work exploring Neural Tangent Kernels [2], we train networks on $n = \{10, \ldots, 1280\}$ samples from CIFAR-10 and evaluate over the entire test set. We train 3 CNNs with number of convolution layers

### Figure 2

Representing Convolutional Neural Networks with ZORB. Patches of the image are extracted, reshaped and stacked in a matrix. ZORB is applied to learn the dense weight matrix which corresponds to the stacked reshaping of the filter weights.
Table 2: Performance of CNNs trained by ZORB and BP with Adam on subsamples of CIFAR-10.

| S | ZORB | Conv1 | Adam | ZORB | Conv2 | Adam | ZORB | Conv3 | Adam |
|---|------|-------|------|------|-------|------|------|-------|------|
|   | Acc.(%) | Time(s) | Acc.(%) | Time(s) | Acc.(%) | Time(s) | Acc.(%) | Time(s) | Acc.(%) | Time(s) |
| 10| 13.16 | 0.169 | 15.14 | 1.992 | 10.81 | 0.722 | 15.24 | 1.278 | 11.97 | 2.006 | 14.73 | 22.93 |
| 20| 19.74 | 0.283 | 16.47 | 2.017 | 11.39 | 1.361 | 17.02 | 1.851 | 10.38 | 3.991 | 16.46 | 38.42 |
| 30| 11.14 | 0.512 | 18.48 | 2.820 | 14.38 | 2.094 | 17.07 | 1.850 | 13.04 | 7.420 | 17.28 | 45.92 |
| 40| 20.25 | 1.056 | 22.45 | 6.135 | 17.98 | 5.197 | 18.96 | 1.874 | 15.79 | 14.54 | 18.15 | 50.66 |
| 50| 24.81 | 2.462 | 24.33 | 592.5 | 22.89 | 10.37 | 19.74 | 1.857 | 20.76 | 30.99 | 19.30 | 540.5 |
| 60| 26.77 | 4.688 | 26.94 | 622.0 | 25.95 | 22.23 | 22.48 | 2.296 | 25.68 | 61.38 | 20.10 | 41.69 |
| 70| 32.57 | 9.972 | 25.64 | 458.0 | 28.55 | 45.26 | 26.65 | 1.784 | 29.06 | 125.6 | 22.95 | 217.2 |
| 80| 35.30 | 21.07 | 32.16 | 880.0 | 29.70 | 95.05 | 23.12 | 2.411 | 30.09 | 262.0 | 28.43 | 832.4 |

\( S \in \{1, 2, 3\} \) with number of filters \( \in \{32, 64, 128\} \). Training CNNs using the BP algorithm involved reducing the crossentropy loss, since mean squared error minimization resulted in poor performance of CNNs \[30\]. No change was made to ZORB’s objective. Referring to table 2, we observe that ZORB continues to remain competitive to the BP algorithm in terms of accuracy while significantly improving training speed.

4 Related Work

Extreme Learning Machines (ELMs) \[16, 34, 31\] are relaxation based approaches \[12\], proposed to provide fast solutions to feed-forward networks. ELMs and its variants, including the Multi-layer ELMs (ML-ELMs) \[40\], randomly project the input matrix to a higher dimensional space to fit the projected input to the required output using the pseudoinverse operation. Although ELMs are a relatively new line of study, they are not competitive to NNs trained using ZORB or the BP algorithm. Randomly extracting input features reduces the training time, but does not provide the output layer with vital information that is ignored during the randomization of weights in the hidden layer.

Target Propagation \[21\] proposes a similar research direction to our work: find appropriate targets for each layer such that the global loss will reduce. In Target Propagation, a decoder network learns to perform an approximate inverse mapping. In ZORB, the true inverse of an adaptive activation function is supported by their linear corrective operations. The performance achieved by target propagation is similar to BP, but is much slower due to training a separate inverse network and with its own additional hyperparameters.

Alternating Descent Method of Multipliers (ADMM) \[85\] uses the least-squares objective to enable gradient-free optimization of NNs. Both ZORB and ADMM algorithms employ a layer-wise training approach to solve a least-squares problem. ADMM is formulated as a constrained optimization problem, whereas ZORB does not enforce constraints directly in the optimization problem. In contrast to ZORB, ADMM requires numerous hyperparameters in the form of Lagrange multipliers. The authors of ADMM focus on scalability to massive datasets via distributed computation. We aim to provide a solution towards reducing the development time of NNs.

5 Future Work and Conclusion

For future work, ZORB can be applied to non-differentiable operations, like novel activation functions and attention mechanisms \[33\]. Next, a regularized pseudoinverse procedure proposed by Barata et al. \[4\] may be adopted to provide a self-regularized solution for the weights of a network. ZORB could also provide a new direction for warm starting techniques \[3\]. Griville’s Theorem \[29\] and the Bordering Algorithm \[8\] may be used to efficiently recalculate the SVD and therefore, the pseudoinverse of matrices. In particular, this would enable ZORB in the online learning regime.

This paper introduced a novel derivative-free training algorithm for neural networks called Zeroth-Order Relaxed Backpropagation (ZORB). ZORB combines the rapid training of ELMs with the accuracy of BP. Experiments have been conducted on several datasets using both feed-forward and convolution networks. Results from these experiments verify that ZORB is competitive to the BP algorithm in terms of accuracy while significantly reducing training time.
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Appendix

A Preliminaries

A.1 Gradient Descent

Gradient Descent [32] is an iterative optimization algorithm to find a local minima of an error function surface. It is based on the intuition that if the multivariable cost function $c(w_0)$ is defined and differentiable in a neighborhood of a point $w_0$, then $c(w)$ decreases fastest if one goes from $w_0$ in the direction of the negative gradient of $c$ at $w_0$, that is, $-\nabla c(w_0)$. It involves approximating the function using the Taylor series, given by:

$$c(w) = \sum_{n=0}^{\infty} \frac{c^{(n)}(w_0)}{n!} (w - w_0)^n$$  \hspace{1cm} (3)

where $c^{(n)}(w_0)$ is the $n^{th}$ derivative of the function $c(w)$ evaluated at point $w_0$. Newton’s method uses a second-order approximation of this Taylor series by using only the first three terms. A stationary point of the approximated error function can be found by setting the derivative of the function to zero and solving for the required parameters.

$$c'(w) \approx c'(w_0) + (w - w_0)c''(w_0) = 0$$  \hspace{1cm} (4)

Upon solving for the parameter $w$, we arrive at the following expression.

$$w = w_0 - \frac{c'(w_0)}{c''(w_0)}$$  \hspace{1cm} (5)

Since this parameter update is based on an approximation of the error function, it is iteratively updated based on the current parameter values. This requires the recomputation of both the first derivative and the second derivative of the function. Compared to computing the first derivative, computing the second derivative is quite expensive. Instead, one approximates the second-order derivative using a constant value called step size or learning rate $\mu \approx c''(w_0)$.

There are several variants of the GD that has been applied in the context of neural networks. Batch Gradient Descent (BGD) involves updating the weights of the network after accumulating the gradients calculated for every sample in the dataset. Although this procedure is guaranteed to reach the local minima of a smooth convex error function, it has slower convergence rate since the gradients have to be computed for each sample in the dataset before updating the network. Stochastic Gradient Descent (SGD) uses a single sample to approximate the gradient. This results in faster convergence, but is certainly not the best approach to solving the problem. Since SGD approximates the gradient using a single example, a noisier gradient is calculated, which can bump the weights out of a local minima. Mini-batch Gradient Descent [15] combines both the ideas by using a subset of the dataset to calculate the gradient.

A.2 Moore-Penrose Pseudoinverse

The pseudoinverse $A^+ =$ of a matrix $A$ is a generalization of the inverse matrix. The most widely known type of matrix pseudoinverse is the Moore-Penrose Inverse. A common use of the pseudoinverse operation is to find the minimum (Euclidean) norm solution to a system of linear equations with multiple solutions [4]. To leverage parallelization, it is usually computed using the singular value decomposition. The pseudoinverse operation allows us to find a set of values for variables involved in an equation. These values correspond to a local minima while reducing the mean squared error loss.

B Analysis of ZORB

In this section, we analyze ZORB’s learning procedure. We begin by highlighting some properties of the Moore-Pnre pseudoinverse. One fundamental property of the Moore-Penrose pseudoinverse is its least squares minimizing property. Let $W \in \mathbb{R}^{k \times d}$, $X \in \mathbb{R}^{d \times 1}$ and $Y \in \mathbb{R}^{k \times 1}$, then it is well known that $\|WX - y\|_2 > \|Wz - y\|_2$ for $z = yW^+$ where $W^+$ is the pseudoinverse of $W$ [25,4]. This result can be extended to a batch of inputs by representing the input as a matrix $X \in \mathbb{R}^{d \times n}$ and $Y \in \mathbb{R}^{k \times n}$. Now, for the Frobenius norm $\|A\|_F = \sqrt{\sum_{i,j}|A|_{ij}}$ we have that, $\|WX - Y\|_F > \|WZ - Y\|_F$ for $Z = YW^+$. If we consider the supervised learning setting where $X$ fixed, and are estimating the weight matrix $W$ then a similar result also holds. $\|WX - Y\|_F > \|ZX - Y\|_F$ where, in the equation we now have that $Z = YX^+$.

B.1 Optimization objective

We first generalize the Moore-Penrose results above to ZORB applied to a neural network with zero hidden layers (perceptron) and no biases. In this case, the output of the perceptron is characterized by $f(X, W) =$
Algorithm 1 ZORB Algorithm for Neural Networks

**Input:** Input $X \in \mathbb{R}^{d_{in} \times n}$, Output $Y \in \mathbb{R}^{d_{out} \times n}$, Neural Network $N$ with $L$ layers

for $i = 1$ to $L$ do
  if $N.layers[i]$ is a neural layer then
    $X \leftarrow \text{Concatenate } 1 \in \mathbb{R}^{1 \times n}$ to $X$ {To model bias}
    Forward propagate $X$ through the network {To set scaling}
    $F \leftarrow Y$
  for $j = L$ to $i + 1$ do
    if $N.layers[j]$ is a neural layer then
      $F \leftarrow N.layers[j], W^+ \times (F - N.layers[j], b)$
    else if $N.layers[j]$ is an activation layer then
      $F \leftarrow N.layers[j].\text{deactivate}(F)$
  end if
  end for
  $[N.layers[i], W] \leftarrow F \times X^+$ {Weight update}
  $X \leftarrow [N.layers[i], W] \times X$ {Forward propagation}
else if $N.layers[i]$ is an activation layer then
  $X \leftarrow N.layers[i].\text{activate}(X)$
end if
end for

$h(WX)$ where $W \in \mathbb{R}^{k \times d}$ is the weight matrix, $X \in \mathbb{R}^{d \times n}$ is a matrix corresponding to $n$ samples of a $d$-dimensional input and $h(\cdot)$ is an element-wise non-linearity. Then, we can de-activate the $k$-dimensional target vector $Y \in \mathbb{R}^{k \times n}$ to obtain the linear system $WX \approx h^{-1}(Y)$. The Frobenius norm is minimized by $W = h^{-1}(Y)X^+$, which is the solution found by ZORB.

To formulate ZORB as an optimization problem, we write it as a layer-wise objective with respect to the Frobenius norm. We now denote the feedback matrix of an $L$-layer neural network $f(X; W_1, \ldots, W_L)$ as $f^{-l}(Y) = W^+_{l+1}f^{-l+1}(Y)$, with initial condition $f^{-L}(Y) = Y$. We also denote the activations from the previous hidden layer $f^i(X) = h(W_i f^{i-1}(X))$, with initial condition $f^0(X) = X$. Then, ZORB can be interpreted as the following layer-wise optimization problem:

$$W^l = \arg\min_{W_l} ||W_l f^{l-1}(X) - f^{-l}(Y)||_F$$

(6)

For feed-forward neural networks with one hidden layer, the output is characterized by $f(X; W_1, W_2) = h(W_2 h(W_1 X))$ for weight matrices $W_1, W_2$. Then the optimized weight matrices are $W_1 = h^{-1}(W_2^+ h^{-1}(Y)X^+)$ and $W_2 = h^{-1}(Y) (h(W_1 X))^T$, with the domain and range normalized as in Table 1. The result for two or more hidden layers follows from induction.

B.2 Complexity analysis

In this subsection, we will discuss the time and space complexities of ZORB. Let $N$ be the number of training samples, $L$ be the number of layers in the network and $M$ be the maximum of all input dimensions to every layer. We assume that activation functions do not contribute to the time and space complexity.

**Time Complexity:** ZORB trains each layer iteratively. There are $L$ iterations, which involves one forward pass, one backward pass and one update operation. During the forward pass, the input $X$ goes through $L$ layers, invoking $L$ matrix multiplications. The complexity of each matrix multiplication is $O(NM^2)$, hence the total complexity of one forward pass is $O(LNM^2)$. During the backward pass, the feedback is backpropagated through $L - 1$ layers and one layer is updated. The operation $W^+_j$, which involves the calculation of the pseudoinverse of the matrix, is dominated by the SVD operation. This operation has a time complexity of $O(M^3)$ [7]. The calculation of the feedback matrix involves another matrix multiplication with time complexity $O(NM^2)$. Therefore, the backpropagation process has a time complexity $O(LNM^2 + LM^3)$. The update operation involves the pseudoinverse of the input matrix and a matrix multiplication, each having a time complexity of $O(M^2)$. The total time complexity for ZORB is $O(L^2 M^2 (N + M))$.

**Space Complexity:** In our space complexity analysis, we include the space taken by the parameters of the network and the data. The parameters have a space complexity of $O(LM^2)$, while the data and its subsequent
representations through the network take up $O(NM)$ space. The pseudoinverse operation used to calculate the feedback matrix at each backward step has a space complexity of $O(M^2)$ [7]. Since a feedback matrix is used only by the particular layer, we can overwrite this space with a new feedback matrix. The pseudoinverse operation used to update the layer utilizes $O(NM)$ space. The total space complexity of ZORB is $O(M(LM + N))$.

C Experiment Details

In this section, information is provided for the reproducibility of the experiments conducted in the paper. The codes that are used to perform the experiments are publicly available at [https://github.com/varunranga/zorb-numpy](https://github.com/varunranga/zorb-numpy).

C.1 Dataset Statistics

Several benchmarking datasets were used to verify the working of ZORB. Two datasets for regression were used: Boston Housing [6] (Linear Regression) and the Sinc function [39] (Non-linear Regression). Three small scale datasets were used for classification: Iris [10] (Linear Classification), XOR [28] (Non-linear Classification) and the Two Spirals task [20] (Non-linear Classification). The MNIST dataset [9] was used for large-scale classification. CIFAR-10 dataset [18] was used for training and evaluation of convolutional neural networks. Table 3 presents the statistics related to the datasets.

C.2 Dependencies

C.2.1 Hardware Dependencies

The system used to perform experiments on feed-forward neural networks had the following specifications:

- CPU: Intel(R) Core(TM) i7-6850K CPU @ 3.60GHz
- GPU (did not use): 2 x Nvidia GeForce GTX 1080 Ti
- RAM: 64GB
- Hard disk space: 3.5TB

C.2.2 Software Dependencies

Table 4 provides a list of software dependencies that are required to run the required codes. Please install these dependencies before running experiments.

C.3 Running experiments

C.3.1 Feed-forward Neural Networks

To reproduce the results as obtained in the paper, please run the bash script `run.sh` in the `Experiments/FFNN` folder. If you would like to create new initialization and perform the experiments, please run the bash script `init_and_run.sh` in the `Experiments/FFNN` folder. The script `show_results.sh` in the folders `Experiments/FFNN/ZORB`, `Experiments/FFNN/MLELM` and `Experiments/FFNN/ADAM` extract results from the log files.

To train a network on a particular dataset using an algorithm, please run the python script `main.py` in the folder dedicated to the algorithm. Use the flag `-n` to specify the network architecture, and flag `-d` to specify the dataset. Use the `-h` flag for help.
| Package / Software | Version |
|-------------------|---------|
| Ubuntu            | 18.04   |
| Python3           | 3.6.9   |
| Numpy             | 1.18.1  |
| Tensorflow        | 2.1.0   |
| Keras             | 2.3.1   |
| Scikit-learn      | 0.22.1  |
| Pandas            | 0.25.3  |
| Autograd          | 1.3     |
| Matplotlib        | 3.1.1   |
| Pickle            | (Available with Python3) |
| Argparse          | (Available with Python3) |
| Time              | (Available with Python3) |

Table 4: Software dependencies for running provided codes.

The python scripts `sinc.py`, `xor.py` and `two_spirals.py` visualize the network’s performance on the three datasets. The python script `adam_times.py` gets the time taken by the Adam optimizer to reach ZORB’s train error or a maximum number of iterations, whichever is smaller.

### C.3.2 Convolutional Neural Networks

To reproduce results as obtained in the paper for Convolutional Neural Networks, please run the bash scripts `run0.sh`, `run1.sh` and `run2.sh` in the folder `Experiments/CNN`. Instruction related to training a convolution neural network follow from the previous subsection.

### C.4 Architectures and Hyperparameters

#### C.4.1 Feed-forward Neural Networks

Hyperparameter tuning is crucial for the performance of the Adam optimizer. Table 5 provides the optimal values for the hyperparameters for a particular dataset and the network architecture as described in the paper. The number of samples per batch was kept constant at 32. For small-scale datasets, the number of iterations of the backpropagation algorithm was set to 2500, whereas for MNIST (a large-scale dataset), the number of iterations was set to 5000. Due to time constraints, the number of runs for the MNIST experiments was 1. The learning rate was tuned for values in $\{0.01, 0.005, 0.001, 0.0005, 0.0001\}$. The neural architecture used for each dataset is as follows:

1. **Boston Housing**:
   - Number of hidden layers: 1
   - Number of neurons in each hidden layer: 32
   - Activation after each hidden layer: sigmoid
   - Number of neurons in the output layer: 1
   - Activation after the output layer: linear

2. **Sinc**:
   - Number of hidden layers: 2
   - Number of neurons in each hidden layer: 200, 200
   - Activation after each hidden layer: sigmoid, sigmoid
   - Number of neurons in the output layer: 1
   - Activation after the output layer: linear

3. **Iris**:
   - Number of hidden layers: 1
   - Number of neurons in each hidden layer: 8
   - Activation after each hidden layer: sigmoid
   - Number of neurons in the output layer: 3
   - Activation after the output layer: softmax

4. **XOR**:
   - Number of hidden layers: 2
Table 5: Optimal hyperparameter values for experiments involving the Adam optimizer for Feedforward Neural Networks. The RCOND value controls the regularization in the pseudoinverse operation, which uses Truncated-SVD. The value was set to numpy’s default value.

- Number of neurons in each hidden layer: 16, 8
- Activation after each hidden layer: tanh, relu
- Number of neurons in the output layer: 1
- Activation after the output layer: sigmoid

5. Two Spirals:
- Number of hidden layers: 4
- Number of neurons in each hidden layer: 32, 16, 8, 4
- Activation after each hidden layer: tanh, relu, tanh, relu
- Number of neurons in the output layer: 1
- Activation after the output layer: sigmoid

C.4.2 Convolution Neural Networks

Experiments described in section 3 of the main paper involve 3 CNNs. The architecture for each neural network is as follows:

1. Conv1:
   - Kernel size: 3 x 3
   - Kernels in each convolution layer: 32
   - Activations in each convolution layer: sigmoid

2. Conv2:
   - Kernel size: 3 x 3
   - Kernels in each convolution layer: 32, 64
   - Activations in each convolution layer: sigmoid, sigmoid

3. Conv3:
   - Kernel size: 3 x 3
   - Kernels in each convolution layer: 32, 64, 128
   - Activations in each convolution layer: sigmoid, sigmoid, sigmoid

Table 6: Optimal hyperparameter values for experiments involving ZORB and the Adam optimizer for Convolution Neural Networks.