Constraining neutrino masses with weak-lensing starlet peak counts

Virginia Ajani,1,* Austin Peel,2 Valeria Pettorino,1 Jean-Luc Starck,1 Zack Li,3 and Jia Liu4,3

1AIM, CEA, CNRS, Université Paris-Saclay, Université Paris Diderot, Sorbonne Paris Cité, F-91191 Gif-sur-Yvette, France
2Laboratoire d’Astrophysique, Ecole Polytechnique Fédérale de Lausanne (EPFL), Observatoire de Sauverny, CH-1290 Versoix, Switzerland
3Department of Astrophysical Sciences, Princeton University, 4 Ivy Lane, Princeton, NJ 08544, USA
4Berkeley Center for Cosmological Physics, University of California, Berkeley, CA 94720, USA

Massive neutrinos influence the background evolution of the Universe as well as the growth of structure. Being able to model this effect and constrain the sum of their masses is one of the key challenges in modern cosmology. Weak gravitational lensing by the large-scale structure has proven to be a powerful tool to achieve this goal, and its importance to precision cosmology is borne out in the scientific results of galaxy surveys such as the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS), the Kilo-Degree Survey (KiDS), the Dark Energy Survey (DES) and Hyper SuprimeCam (HSC). Weak-lensing cosmological constraints will also soon reach higher levels of precision with next-generation surveys like LSST, WFIRST and Euclid. In this context, we use the MassiveNus simulations to derive constraints on the sum of neutrino masses $M_\nu$, the present-day total matter density $\Omega_m$, and the primordial power spectrum normalization $A_s$ in a tomographic setting. Along with the lensing power spectrum, we use peak counts as higher-order statistics. We find that the combination of the two statistics does not add any relevant information over considering just the peaks alone. We also compare two different filtering techniques on noisy maps and show that a starlet (wavelet) filter produces tighter constraints than Gaussian filtering by 50%, 25%, and 38% on $M_\nu$, $\Omega_m$, and $A_s$, respectively. For the starlet case, we further find a minimum resolution that allows us to obtain constraints comparable to what is achieved with the full wavelet decomposition, and we show that the information contained in the coarse map cannot be neglected.

I. INTRODUCTION

The presence of massive neutrinos affects the background evolution of the Universe as well as the evolution of cosmological perturbations and structure formation [1]. Constraining the value of the sum of neutrino masses is one of the key science goals of modern cosmology. This is not only an interesting goal per se, but it is also worth exploring because in the presence of massive neutrinos, modified gravity models may mimic the standard cosmological ($\Lambda$CDM) model, as discussed in [2–4]. This is due to the fact that massive neutrinos modify structure formation, typically reducing clustering, and can therefore allow for larger non-standard couplings than in the absence of massive neutrinos. Being able to measure massive neutrinos can also allow us to disentangle $\Lambda$CDM from alternative scenarios. From neutrino oscillation experiments, [5] we only have information about the difference of the masses squared. Hence, to fix a scale for the neutrino masses, it is necessary to assume a mass hierarchy: for a normal hierarchy ($i.e. m_1 < m_2 < m_3$) the lower bound on the sum of neutrino masses $M_\nu = \sum m_\nu$ is currently predicted to be $M_\nu > 0.06$ eV while for an inverted hierarchy ($i.e. m_3 < m_1 < m_2$) $M_\nu > 0.1$ eV [6]. The latest results on the upper bound have been obtained by combining the Cosmic Microwave Background (CMB) temperature fluctuation data with CMB lensing and Baryon Acoustic Oscillations (BAO), leading to a constraint of $M_\nu < 0.12$ eV at 95% confidence level [7].

Weak gravitational lensing by large-scale structure encodes the evolution of structure growth under the influence of massive neutrinos, representing a powerful tool to explore these effects and extract the corresponding cosmological information. Future galaxy surveys like Euclid [8] will be sensitive to the properties of weakly interacting particles in the eV mass range, such as massive neutrinos, and will use weak lensing as a cosmological probe to test different models and improve our knowledge of cosmological parameters.

Moreover, in recent years, it has been shown that weak-lensing statistics higher than second order can help break degeneracies, as they take into account the non-Gaussian information encoded by the non-linear process of structure formation, such as the bispectrum [9, 10], Minkowski functionals [11, 12], and peak counts [13–18]. In this context, we perform Bayesian inference to derive cosmological constraints on the sum of neutrino masses $M_\nu$, the matter density parameter $\Omega_m$, and the primordial power spectrum amplitude $A_s$ for a survey with Euclid-like noise. We use as synthetic data the lensing convergence maps from MassiveNus simulations [19, 20]. Using the same suite of simulations, [21], [22], and [23] have already shown for a LSST-like survey [24] that combining the lensing power spectrum with higher-order statistics can provide tighter constraints on parameters. For this purpose, we perform our analysis using the lensing power spectrum and peak counts as summary statistics following [25]. We extend the study by considering a survey with Euclid-like noise, and to smooth the noisy convergence maps we employ a starlet filter [26], which
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was shown to be a powerful tool in the context of weak-lensing peak counts by [27].

The paper is organised as follows: section II describes the theoretical framework of weak gravitational lensing useful for the paper and the simulations we use. Then, we illustrate the survey and noise settings, the filtering techniques that we employ for the comparison and the details of the summary statistics. In section III we describe the interpolation method implemented to build the results that we employ to quantify our results and the settings of the MCMC. The cosmological parameter constraints are shown in section IV. We conclude in section V.

II. METHODOLOGY

A. Weak lensing

The effect of gravitational lensing at comoving angular distance \( f_K(\chi) \) can be described by the *lensing potential*

\[
\psi(\vec{\theta}, \chi) = \frac{2}{c^2} \int_0^\chi d\chi' \frac{f_K(\chi - \chi')}{f_K(\chi) f_K(\chi')} \Phi(f_K(\chi') \bar{\theta}, \chi'),
\]

which defines how much the gravitational potential \( \Phi \) arising from a mass distribution changes the direction of a light path. In this expression \( K \) is the spatial curvature constant, \( \chi \) is the comoving radial coordinate, \( \bar{\theta} \) is the angle of observation, and \( c \) is the speed of light. As we are in \( \Lambda\)CDM, the two Bardeen gravitational potentials are here assumed to be equal and the metric signature is defined as \((+1, -1, -1, -1)\). In particular, under the Born approximation the effect of the lensing potential on the shapes of background galaxies in the weak regime can be summarised by its variation with respect to \( \bar{\theta} \).

Formally, this effect can be described by the elements of the lensing potential Jacobi matrix:

\[
A_{ij} = \delta_{ij} - \partial_i \partial_j \psi,
\]

which can be parametrised as

\[
A = \begin{pmatrix}
1 - \kappa - \gamma_1 & -\gamma_2 \\
-\gamma_2 & 1 - \kappa + \gamma_1
\end{pmatrix},
\]

where \((\gamma_1, \gamma_2)\) are the components of a spin-2 field \( \gamma \) called *shear*, and \( \kappa \) is a scalar quantity called *convergence*. They describe respectively the anisotropic stretching and the isotropic magnification of the galaxy shape when light passes through large-scale structure. Equation 2 and Equation 3 define the shear and the convergence fields as second-order derivatives of the lensing potential:

\[
\gamma_1 \equiv (\partial_1 \partial_1 - \partial_2 \partial_2) \psi \quad \gamma_2 \equiv \partial_1 \partial_2 \psi
\]

\[
\kappa = \frac{1}{2} (\partial_1 \partial_1 + \partial_2 \partial_2) \psi = \frac{1}{2} \nabla^2 \psi.
\]

The weak-lensing field is a powerful tool for cosmological inference. The shear is more closely related to actual observables (i.e., galaxy shapes), while the convergence, as a scalar field, can be more directly understood in terms of the matter density distribution along the line of sight. This can be seen by inserting the lensing potential defined in Equation 1 inside Equation 5 and using the fact that the gravitational potential \( \Phi \) is related to the matter density contrast \( \delta = \Delta \rho / \bar{\rho} \) through the Poisson equation \( \nabla^2 \Phi = 4\pi G a^2 \bar{\rho} \delta \). Expressing the mean matter density in terms of the critical density \( \rho_c,0 = 3H_0^2/(8\pi G) \), the convergence field can be rewritten as

\[
\kappa(\bar{\theta}) = \frac{3H_0^2 \Omega_m}{2c^2} \int_0^{\chi_{\text{lim}}} \frac{d\chi}{a(\chi)} g(\chi) f_K(\chi) \delta(f_K(\chi) \bar{\theta}, \chi),
\]

where \( H_0 \) is the Hubble parameter at its present value, and

\[
g(\chi) \equiv \int_\chi^{\chi_{\text{lim}}} d\chi'n(\chi') \frac{f_K(\chi' - \chi)}{f_K(\chi')}
\]

is the *lensing efficiency*. Equation 6 relates the convergence \( \kappa \) to the 3D matter overdensity field \( \delta(f_K(\chi) \bar{\theta}, \chi) \), and it describes how the lensing effect on the matter density distribution is quantified by the lensing strength at a distance \( \chi \) that directly depends on the normalised source galaxy distribution \( n(z)dz = n(\chi) d\chi \) and on the geometry of the universe through \( f_K(\chi) \) along the line of sight. For a complete derivation see [28] and [29].

B. Simulations

In this paper, we use the Cosmological Massive Neutrino Simulations (MassiveNus), a suite of publicly available N-body simulations released by the Columbia Lensing group\(^1\). It contains 101 different cosmological models obtained by varying the sum of neutrino masses \( M_\nu \), the total matter density parameter \( \Omega_m \) and the primordial power spectrum amplitude \( A_s \) at the pivot scale \( k_0 = 0.05 \) Mpc\(^{-1}\), in the range \( M_\nu = [0, 0.62] \) eV, \( \Omega_m = [0.18, 0.42] \) and \( A_s \cdot 10^9 = [1.29, 2.91] \). The reduced Hubble constant \( h = 0.7 \), the spectral index \( n_s = 0.97 \), the baryon density parameter \( \Omega_B = 0.046 \) and the dark energy equation of state parameter \( w = -1 \) are kept fixed under the assumption of a flat universe. The fiducial model is set at \( \{M_\nu, \Omega_m, A_s\} = \{0.1, 0.3, 2.1\} \).

The presence of massive neutrinos is taken into account assuming normal hierarchy and using a linear response method, where the evolution of neutrinos is described by linear perturbation theory but the clustering occurs in a non-linear cold dark matter potential.

\(^1\) http://columbialensing.org
The simulations have a 512 Mpc/h box size with 1024^3 CDM particles. They are implemented using a modified version of the public tree-Particle Mesh (tree-PM) code Gadget2 with a neutrino patch, describing the impact of massive neutrinos on the growth of structures up to $k = 10 \text{ h Mpc}^{-1}$. For a complete description of the implementation and the products see [20]. We use the simulated convergence maps as mock data for our analysis. When dealing with real data the actual observable is the shear field that can be converted into the convergence field following [30]. We bypass this step from $\gamma$ to $\kappa$ and work with the convergence maps directly provided as products from MassiveNus. The maps are generated using the public ray-tracing package LensTools [19] for each of the 101 cosmological models at five redshifts $z = \{0.5, 1.0, 1.5, 2.0, 2.5\}$. Each redshift has 10000 different map realizations obtained by rotating and shifting the spatial planes. Each $\kappa$ map has 512^2 pixels, corresponding to a 12.25 deg^2 total angular size area in the range $\ell \in [100, 37000]$ with a resolution of 0.4 arcmin.

C. Noise and survey specifications

The method described in this paper can be applied to any given survey. For illustration purposes, we perform here a tomographic study using redshifts $z = \{0.5, 1.0, 1.5, 2.0\}$ and mimicking the noise expected for a survey like Euclid[8, 31]. Specifically, at each redshift we produce 10000 map realizations of Gaussian noise with mean zero and variance

$$\sigma^2_n = \frac{(\sigma^2_n)}{n_{\text{gal}} A_{\text{pix}}},$$

where we set the dispersion of the ellipticity distribution to $\sigma_n = 0.3$, and the pixel area is given by $A_{\text{pix}} \approx 0.16$ arcmin^2. The redshift dependence that makes a tomographic investigation possible is encoded in the source galaxy redshift distribution, for which we assume the parametric form

$$n(z) = C \left(\frac{z}{z_0}\right)^\alpha \exp \left[-\left(\frac{z}{z_0}\right)^\beta\right],$$

with $\alpha = 2$, $\beta = 3/2$, $z_0 = 0.9/\sqrt{2}$ as in [8, 31], and $C$ is the normalization constant to guarantee the constraint $\int_{z_{\text{min}}}^{z_{\text{max}}} n(z) \, dz = 30$ arcmin^-2. Then, we compute the galaxy number density at each bin as

$$n_{\text{gal}}^i = C \int_{z_i^-}^{z_i^+} n(z) \, dz,$$

where $z_i^-$, $z_i^+$ are the edges of the $i^{th}$ bin. We adapt the binning choice to the provided simulation settings, assuming that we observe galaxies within a small range around the actual redshift. This leads to the values for the galaxy number density $n_{\text{gal}}$ per source redshift bin $z_s$ provided in Table I:

| $z_s$ | 0.5 | 1.0 | 1.5 | 2.0 |
|------|-----|-----|-----|-----|
| $n_{\text{gal}}$ | 11.02 | 11.90 | 5.45 | 1.45 |

TABLE I. Values of $n_{\text{gal}}$ for each source redshift $z_s$. We adapt the binning choice to the provided simulation settings, assuming that we observe galaxies within a small range around the actual redshift. In practice, this means considering as bin edges {0.001, 0.75, 1.25, 1.75, 2.25}, in order to compute the integral in Equation 10.

D. Gaussian and starlet filters

In order to access the signal in the convergence maps at small scales (where they are mostly dominated by noise), we filter them, considering and comparing two different techniques. First, we use a Gaussian kernel of size $\theta_{\text{ker}}$, defined as

$$G(\theta/\theta_{\text{ker}}) = \frac{1}{\sqrt{2\pi \theta/\theta_{\text{ker}}}} e^{-\theta^2/\theta_{\text{ker}}^2},$$

which was also used in e.g. [25, 32]. We then compare results with those obtained when applying instead an Isotropic Undecimated Wavelet Transform, also known as a starlet transform [33], which allows us to represent an image $I$ as a sum of wavelet scales images $w_j$ and a coarse resolution image $c_j$. The starlet filter is a wavelet transform, i.e. a function satisfying the admissibility condition that allows for the simultaneous processing of data at different scales. An original map $I$ is decomposed by this transform into a coarse version of it $c_j$ plus several images of the same size at different resolution scales $j$:

$$I(x, y) = c_j(x, y) + \sum_{j=0}^{j_{\text{max}}} w_j(x, y),$$

where wavelet images $w_j$ represent the details of the original image at dyadic scales corresponding to a spatial size of $2^j$ pixels and $J = j_{\text{max}} + 1$. The starlet wavelet function $\psi$ is derived from a B-spline function $\phi$ of order 3:

$$\psi(t_1, t_2) = 4\phi(2t_1, 2t_2) - \phi(t_1, t_2)$$

with

$$\phi(t) = \frac{1}{12} (|t-2|^3-4|t-1|^3+6|t|^3-4|t+1|^3+|t+2|^3)$$

and $\phi(t', t') = \phi(t)\phi(t')$. For a complete description and derivation of the starlet transform algorithm, see [26].

---

2 https://www.Euclid-ec.org
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FIG. 1. We show the 2D starlet function (top panel) as defined in Equation 13 and its 1D profile (bottom panel). Being a wavelet it is a compensated function, i.e., it integrates to zero over its domain. This comes from the admissibility condition for the wavelet function \( \psi \): \( \int_{-\infty}^{+\infty} [\psi(k)]^2 \frac{dk}{k} < +\infty \) which implies that \( \int \psi(x)dx = 0 \) and it has compact support in \([\theta, 2] \times [-2, 2]\). Its shape emphasizes round features, making it very efficient when dealing with peaks.

One of the advantages of employing a starlet filter is provided by its multi-scale analysis, namely its ability to investigate and extract the information encoded at different scales at the same time [34]. Hence, the starlet transform presents the properties to compute efficiently \( J \) scales with a fast algorithm with a complexity of \( \mathcal{O}(N^2 \log N) \) for an image of \( N \times N \) pixels and to analyse data with compensated aperture filters with finite support. See also [15, 35] for further details on the advantages of wavelet starlet analysis. The following example illustrates how we can compare results from these two different filtering schemes. Applying a starlet transform with \( j_{\text{max}} = 4 \) to a map with 0.4 arcmin pixel size will result in a decomposition of four maps with resolutions \([0.8, 1.6, 3.2, 6.4]\) arcmin plus the coarse map. For our study, we will consider as finest scale \( \theta_{\text{ker}} = 1.6 \text{ arcmin} \), being a more realistic choice in terms of resolution for convergence maps coming from Euclid-like survey data. We will therefore focus on the set of scales \([1.6, 3.2, 6.4]\) arcmin plus the coarse map. To fairly compare the two filters, we then choose the smoothing size for the Gaussian kernel such that it encodes all the information provided by the starlet that will correspond to the finest scale (in this case \( \theta_{\text{ker}} = 1.6 \text{ arcmin} \)). The corresponding Fourier space response for each individual starlet scale and for the Gaussian kernel is depicted in Figure 2.

Based on the above, in our study we compare cosmological constraints obtained using noisy maps smoothed with a Gaussian kernel of \( \theta_{\text{ker}} = 1.6 \text{ arcmin} \) with the ones obtained from a starlet decomposition of the same maps up to \( \theta_{\text{ker}} = 1.6 \text{ arcmin} \). We exclude the observables corresponding to 0.8 arcmin in our analysis after having verified that this does not cost any loss of information. In Figure 3 we show the result of the filtering procedure for a Gaussian kernel: given the original convergence map \( \kappa \), we add white noise as described in section II C and then we filter the noisy map with the chosen kernel.

E. Summary statistics

To extract and investigate the cosmological information encoded in the weak lensing convergence maps, we compute the power spectrum (PS) and peak counts as summary statistics.
1. Convergence power spectrum

To provide a statistical estimate of the distribution of the convergence moment, the first non-zero order is given by its second moment, which is commonly described by the two-point correlation function (2PCF) in real space \((\kappa(\theta)\kappa(\theta'))\), or by its counterpart in Fourier space \(C_\kappa(\ell)\), the convergence power spectrum:

\[
C_\kappa(\ell) = \frac{90^2_0 H_0^4}{4\pi^2} \int_0^{\chi_{\text{lim}}} d\chi \frac{q^2(\chi)}{a^2(\chi)} P_\delta\left(\frac{\ell}{f_\kappa(\chi)}, \chi\right) \tag{15}
\]

where \(P_\delta\) represents the 3D matter power spectrum, directly related to the matter density distribution \(\delta\) in Equation 6 of the weak-lensing convergence field. In this study, we compute the power spectrum of the noisy filtered convergence maps: for a given cosmology we add Gaussian noise to each realisation of \(\kappa\). For each redshift we generate a different set of noise maps following Equation 8.

To filter the maps we employ a Gaussian kernel with smoothing size \(\theta_{\text{ker}} = 1\) arcmin and consider angular scales with logarithmically spaced bins in the range \(\ell = [300, 5000]\). We compute the power spectra using LensTools for each of the 10000 realisations per cosmology and then we take the average over the realisations. We parallelise our code using joblib\(^3\) to accelerate processing due to the large number of realisations per cosmology.

2. Peak counts

Second order statistics such as the power spectrum have been widely used in studies performing cosmological parameter estimation with cosmic shear; see, for example, [36–38]. However, it is well known that it is necessary to go beyond second-order statistics in order not to lose the non-Gaussian information in the matter distribution due to the weak-lensing correlations arising in the non-linear regime. Recently, several studies have considered weak-lensing peak counts as a robust and complementary probe to the power spectrum to constrain cosmological parameters [13–18, 25, 27]. The physical meaning of weak lensing peaks can be identified in the fact that they trace regions where the value of the convergence field is high, hence, they are in some way associated to massive structures. Nevertheless, their exact relation with halos is not trivial due to projection and noise that can generate false detections.

In this paper, we detect and count weak lensing peaks on the noisy filtered maps using our own code \(^4\). We compute peaks as local maxima of the signal-to-noise field \(\nu\) i.e. as a pixel of larger value than its eight neighbors in the image. We define the signal to noise field \(\nu = S/N\) as the ratio between the noisy convergence \(\kappa\) convolved with the filter \(\mathcal{W}(\theta_{\text{ker}})\) over the smoothed standard deviation of the noise for each realisation per redshift:

\[
\nu = \frac{(\kappa * \mathcal{W})(\theta_{\text{ker}})}{\sigma_n^{\text{filt}}}, \tag{16}
\]

where \(\mathcal{W}(\theta_{\text{ker}})\) can be the Gaussian or the starlet filter. Concerning \(\sigma_n^{\text{filt}}\), its definition depends on the employed filter. For a Gaussian kernel it is given by the standard deviation of the smoothed noise maps, while for the starlet case we need to estimate the noise at each wavelet scale for each image per redshift. To estimate the noise level at each starlet scale we follow [39] and use the fact that the standard deviation of the noise at the scale \(j\) is given by \(\sigma_j = \sigma_j^* \sigma_1\), where \(\sigma_j\) is the standard deviation of the noise of the image and \(\sigma_j^*\) are the coefficients obtained by taking the standard deviation of the starlet transform of a Gaussian distribution with standard deviation one at each scale \(j\). To estimate \(\sigma_1\) we take the median absolute deviation\(^5\) of the noisy convergence map. We do this for each one of the 10000 realisations for each cosmology and then take the average over the realisations. We consider the peak distribution for 50 linearly spaced bins within the range \(\nu = [-0.6, 6]\).

III. ANALYSIS

A. Likelihood

To perform Bayesian inference and get the probability distributions of the cosmological parameters, we use a Gaussian likelihood for a cosmology-independent covariance:

\[
\log \mathcal{L}(\theta) = \frac{1}{2} (d - \mu(\theta))^T C^{-1} (d - \mu(\theta)), \tag{17}
\]

where \(d\) is the data array, \(C\) is the covariance matrix of the observables, \(\mu\) the expected theoretical prediction as a function of the cosmological parameters \(\theta\). In our case, the data array is the mean over the (simulated) realisations of the power spectrum or peak counts or combination of the two for our fiducial model. Cosmological parameters are the ones for which simulations are available, i.e. \(\{M_\nu, \Omega_m, A_s\}\).

\(^3\) https://joblib.readthedocs.io/

\(^4\) Code publicly available at https://github.com/CosmoStat/lenspack

\(^5\) For a Gaussian distribution the median absolute deviation (MAD) and the standard deviation are directly related as: MAD/\(\sigma = 0.6745\). We choose to use this estimator since it is more robust when dealing with non-normal distributions (being more resistant to outliers in a data set) to have a more general implementation in our pipeline.
FIG. 3. Convergence maps $\kappa$ are noiseless. We apply Gaussian noise and then filter the map using either the Gaussian or starlet filtering. For illustration purposes, we show the Gaussian filtering with $\theta^\text{Gauss}_\text{ker} = 1.6$ arcmin of one map realisation for the fiducial model $\{M_\nu, \Omega_m, 10^9 A_s\} = \{0.1, 0.3, 2.1\}$. The color bar on the right of each map describes values of the convergence field $\kappa$. For each realisation of the 10000 maps provided for each redshift we generate 10000 noise maps as described in section II C corresponding to the different value of $n_{gal}$ respectively for $z=[0.5, 1.0, 1.5, 2.0]$.

Then, the Gaussian Processes act by assuming that for a new point in parameter space $\theta_*$ which is sufficiently close to a known point $\theta$ belonging to the training set, the corresponding observable will be described by a joint normal distribution along with the known observable. This can be summarised by:

$$
\begin{bmatrix}
    f \\
    f_\ast
\end{bmatrix}
\sim N
\begin{bmatrix}
    \mu \\
    \mu_\ast
\end{bmatrix},
\begin{bmatrix}
    K(\theta, \theta) + \sigma^2_n I & K(\theta, \theta_*) \\
    K(\theta_*, \theta) & K(\theta_*, \theta_*)
\end{bmatrix},
$$

where $K(\theta, \theta')$ is the kernel of the Gaussian processes that assesses the smooth relation among points in parameter space and has form of an anisotropic squared exponential function. $\sigma_n$ is the standard error of the noise level in the targets, namely in our case the noise given by the fact that we take the mean over 10000 realisations for each observable and each bin. For the validation we use the leave-one-out cross-validation for which the training set is given by all the samples except one, and the test set is the sample left out.

B. Covariance matrices

We use the independent fiducial massless simulation, defined by $\{M_\nu, \Omega_m, 10^9 A_s\} = \{0.0, 0.3, 2.1\}$ and obtained from initial conditions different from the massive simulations to compute the covariance matrices of the data. We consider a parameter-independent covariance to reduce the risk of assigning an excess of information to the observables in the context of a Gaussian likelihood assumption, following the results of [41]. The covariance matrix elements are computed as

$$
C_{ij} = \sum_{r=1}^{N} \frac{(x_i^r - \mu_i)(x_j^r - \mu_j)}{N - 1}
$$

(18)
where $N$ is the number of observations (in this case the 10000 realizations), $x_i^r$ is the value of the power spectrum or the peak counts in the $i^{th}$ bin for a given realisation $r$ and

$$\mu_i = \frac{1}{N} \sum_r x_i^r$$

(19)

is the mean of the power spectrum or the peak counts in a given bin over all the realisations. In Figure 5 we show the correlation coefficients of the observable corresponding to the combination of the power spectrum (bins 1-24) and the starlet peak counts (bins 75-224) for $z = 1$. Notice that since we perform a tomographic analysis, the covariance that will be implemented in the likelihood is a concatenation of power spectrum arrays for each redshift and a concatenation of peak counts for each redshift. In the case of the starlet, this means that for each redshift there are 4 different (starlet) scales, each one with 50 bins in values of signal to noise.

Furthermore, we take into account the loss of information due to the finite number of bins and realisations by adopting for the inverse of the covariance matrix the estimator introduced by [42]:

$$C^{-1} = \frac{N - n_{\text{bins}} - 2}{N - 1} C_{\star}^{-1},$$

(20)

where $N$ is the number of realisations, $n_{\text{bins}}$ the number of bins, and $C_{\star}$ the covariance matrix computed for the power spectrum and peak counts. We also scale the covariance for a Euclid sky coverage by the factor $f_{\text{map}}/f_{\text{survey}}$, where $f_{\text{map}} = 12.25$ deg$^2$ the size of the convergence maps and $f_{\text{Euclid}} = 15000$ deg$^2$. In using Equation 20, we do not expect all biases to be removed from our parameter inference, as this has already been ruled out in [43] and [44]. Nevertheless, we rely on the fact that the number of realisations that we are using (10000) is sufficiently large and greater than $n_{\text{bins}}$ to consider it a reliable estimator for our case.

### C. Result estimators

In order to quantify our results, we use estimators common in the literature, whose definitions we recall here for convenience.

#### 1. Figure of Merit

To have an approximate quantification of the size of the parameter contours that we use to compare their constraining power, we consider the following Figure of Merit (FoM) as defined in [31]:

$$\text{FoM}_{\alpha\beta} = \sqrt{\det (\bar{F}_{\alpha\beta})}$$

(21)

where $\alpha$ and $\beta$ are pairs of parameters from the set $\{M_\nu, \Omega_m, 10^9 A_s\}$, and $\bar{F}_{\alpha\beta}$ is the marginalised Fisher submatrix that we estimate as the inverse of the covariance matrix $C_{\alpha\beta}$ of the cosmological parameters obtained with the MCMC chains.

#### 2. Figure of correlation

To quantify the correlations among the parameters we use the Figure of Correlation [31, 45]:

$$\text{FoC} = \sqrt{\det (\mathbf{P}^{-1})},$$

(22)

where $\mathbf{P}$ is the correlation matrix whose elements are defined as $P_{\alpha\beta} = C_{\alpha\beta}/\sqrt{C_{\alpha\alpha}C_{\beta\beta}}$, with $C_{\alpha\beta}$ the covariance between the cosmological parameters $\alpha$ and $\beta$ as defined in the previous section. When the parameters are fully uncorrelated FoC = 1, while for FoC > 1 the off-diagonal terms are non-zero, indicating an increasing presence of correlations among parameters as FoC increases. The values of the FoC for our constraints are shown in Table IV and we will comment on them in section IV.

---

6 Indeed, the value of the correction coefficient is close to 1 for each analysis we perform. However, considering that the results of [44] quantify the loss of information also in the case of a Euclid-like survey, it would be worth it to reproduce our study applying their restoration technique to generalize our analysis.
TABLE II. Values of the Condition Number for the data covariance matrices. The smaller the number the easier it is to invert the matrix. In this case we get very large values for this estimator, leading to the conclusion that the data covariance matrices for all the three probes - PS, Starlet Peaks and Gaussian Peaks - show very singular behaviour.

| Condition Number | PS | Gaussian Peaks | Starlet Peaks |
|------------------|----|----------------|---------------|
| Tomo $z = [0.5 - 2.0]$ | $10^7$ | $10^9$ | $10^{16}$ |
| Single $z = 1$ | $10^5$ | $10^3$ | $10^6$ |

3. Matrix condition number

To estimate how difficult it is to invert our data covariance matrices, we compute the corresponding condition number: if the matrix is singular, the associated condition number is infinite, i.e. matrices with large condition numbers are more difficult to invert. We compute the condition number through the 2-norm of the matrix using singular value decomposition (SVD). As shown in Table II, the condition numbers of the tomographic case, both with the starlet and the Gaussian kernels are characterised by very high values. Indeed, we find that the corresponding covariance matrices exhibit singular values, especially for redshift $z = 0.5$ and $z = 2.0$. To overcome this issue and to perform parameter inference when inverting the covariance matrix in Equation 17, we consider the Moore-Penrose pseudo-inverse of the matrix. This makes the computation of the generalized inverse of the covariance matrix possible by using its SVD and including all large singular values.

D. MCMC simulations and posterior distributions

To explore and constrain the parameter space, we use the emcee package, which is a python implementation of the affine-invariant ensemble sampler for Markov chain Monte Carlo (MCMC) introduced by [23]. The pipeline is built in a way that both the computation of the power spectrum and peak counts along with the MCMC are run in parallel to gain computation time. We assume a flat prior, specifically following [23], a Gaussian likelihood function as defined in Equation 17, and a model-independent covariance matrix as discussed in section III B. The walkers are initialised in a tiny Gaussian ball of radius $10^{-3}$ around the fiducial cosmology $[M_\nu, \Omega_m, 10^9 A_s] = [0.1, 0.3, 2.1]$ and we estimate the posterior using 200 walkers. To plot the contours we use the ChainConsumer python package [47].

IV. RESULTS

We now illustrate forecast results on the sum of neutrino masses $M_\nu$, on the matter density parameter $\Omega_m$ and on the power spectrum amplitude $A_s$ for a survey with Euclid-like noise in a tomographic setting with four source redshifts $z = [0.5, 1.0, 1.5, 2.0]$, and compare results for different observables (power spectrum and peak counts) and filters (Gaussian and starlet).

A. Gaussian vs starlet peak counts

In the left panel of Figure 6 we compare constraints obtained from the power spectrum (blue contours), the peak counts of noisy maps smoothed with a Gaussian kernel (green contours) and the peak counts of noisy maps smoothed with a starlet kernel (red contours). We confirm that peak counts outperform power spectrum constraints as found in [25]. In addition, we find that employing a starlet filter instead of a Gaussian one - with a smoothing size that corresponds to the finest starlet scale - leads to tighter constraints. We quantify these outcomes by considering the Figure of Merit defined in Equation 21. As shown in Table III, the FoM for the Gaussian peaks relative to the parameter space plane $(M_\nu, \Omega_m)$ is more than three times the one given by the power spectrum and the one from starlet peaks is more than twice the one obtained with the Gaussian peaks. Concerning the $(M_\nu, A_s)$ and $(\Omega_m, A_s)$ planes, the Gaussian peaks FoM is about four times the one given by the power spectrum and the one from starlet peaks is again about twice the one obtained with the Gaussian peaks (and more than eight times the power spectrum FoM).

As further investigation, we compute the Figure of Correlation as defined in Equation 22 to study the correlation among the parameters. By looking at Table IV, one can see how values for the power spectrum for the pairs $(M_\nu, \Omega_m)$ and $(\Omega_m, A_s)$ are close to one, suggesting that correlation among them appears to be very small. Correlation between $(M_\nu, A_s)$, as its FoC is nearly twice as large. Qualitatively this can be appreciated by looking at the inclination of the contours. More specifically, concerning the plane $(M_\nu, \Omega_m)$, the power spectrum contours are horizontal and show also visually that these two parameters are not correlated; constraints obtained via peak counts show a slightly larger correlation, increasing of 10% for Gaussian peaks and 20% for starlet, with respect to the power spectrum. We may imagine that having an independent measurement of one of the parameters, it would be of further convenience to use peaks (and starlet filtering) as they increase correlation in the case of $(M_\nu, \Omega_m)$ and $(\Omega_m, A_s)$. Independently of the correlation, all constraints obtained with starlet filtering
are tighter than the ones obtained via Gaussian filtering, and both are tighter than the ones for the power spectrum.

**B. Power spectrum and starlet peak counts**

Based on the previous result, we are now interested on the constraints obtained with the starlet filtering. In the right panel of Figure 6 we show the 95% confidence contours corresponding to the power spectrum alone (blue contours), the peaks alone (red contours) and the two statistics combined (we refer to the combination power spectrum and peaks as joints in all Figures, light blue contours). By looking at the contours and at the FoM we find that the joint statistics do not add any relevant information to the peaks alone, leading us to think that the peak counts are a competitive and sufficient statistics for parameter inference when dealing with weak lensing convergence maps as input data. This is confirmed also by the FoC: we obtain the same values for all the pairs of parameters when considering the peaks alone and the joint statistics. We find that this is not specific of the starlet filter: if we consider the same investigation for the Gaussian case, we get very similar values for the FoC of the Joint statistics compared to the peaks alone. This further confirms that lensing peaks are a powerful tool in the context of cosmological parameter inference.

### C. Marginalised constraints

In Figure 7 we show the marginalised constraints on each cosmological parameter corresponding to the different observables. To compare the improvement obtained by employing the different statistics we compute the 1σ marginalised error for each parameter, summarised in Table VI. In particular, we find an improvement of 43%, 30% and 60% respectively on $M_\nu$, $\Omega_m$ and $A_s$ when employing the Gaussian peaks instead of the power spectrum and an improvement of 71%, 50% and 80% when employing the starlet peaks instead of the power spectrum alone. Namely, the starlet peaks outperform the Gaussian peaks by 50% on $M_\nu$, 25% on $\Omega_m$ and 38% on $A_s$.

### D. Starlet scales impact

Figure 8 shows the impact of the different starlet decomposition scales on the constraints. The MCMC chain used for the other results of the analysis has been obtained by considering all starlet scales, i.e., $[1.6, 3.2, 6.4]$ arcmin + coarse map, shown in red. To check that we are allowed to exclude the finest scale in the entire analysis, namely not to include the resolution corresponding to 0.8 arcmin - which won’t satisfy the survey requirements - we compare the constraints relative to $[0.8, 1.6, 3.2, 6.4]$ arcmin + coarse with the ones for $[1.6, 3.2, 6.4]$ arcmin + coarse and we verify that they overlap. We then investigate the impact of the different starlet scales and we

| FoC   | PS  | Gaussian Peaks | Gaussian Joints | Starlet Peaks | Starlet Joints |
|-------|-----|----------------|-----------------|--------------|---------------|
| $M_\nu - \Omega_m$ | 1.00 | 1.22           | 1.21            | 1.11         | 1.11          |
| $M_\nu - A_s$      | 1.96 | 1.41           | 1.41            | 1.16         | 1.16          |
| $\Omega_m - A_s$   | 1.10 | 1.01           | 1.00            | 1.19         | 1.19          |

**Table III.** Value of the Figure of Merit (FoM) as defined in Equation 21 for each pair of parameters, corresponding to the different tomo-graphic observables: the power spectrum alone (PS), the Peaks alone and the two statistics combined (Joints). The figure of merit is inversely proportional to the area of the contours in parameter space: the larger the FoM the smaller the contour. The highest value is given by Starlet Peaks, in all three planes ($M_\nu$, $\Omega_m$), ($M_\nu$, $A_s$) and ($\Omega_m$, $A_s$); in all cases the starlet peaks FoM is about twice the one obtained with Gaussian peaks.

| FoC    | PS  | FoC PS Gaussian Peaks | FoC Gaussian Joints | FoC Starlet Peaks | FoC Starlet Joints |
|--------|-----|-----------------------|---------------------|------------------|-------------------|
| $M_\nu - \Omega_m$ | 1.00 | 1.22                   | 3666               | 8899             | 8831              |
| $M_\nu - A_s$      | 58  | 234                    | 202                | 492              | 489               |
| $\Omega_m - A_s$   | 805 | 3361                   | 2891               | 7326             | 7252              |

**Table IV.** Value of the Figure of Correlation for each pair of cosmological parameters corresponding to the different tomographic observables: the power spectrum alone (PS), the Peaks alone and the two statistics combined (Joints). As explained in the text, FoC = 1 corresponds to uncorrelated parameters, while the further the FoC is to 1, the more correlations are present. Qualitatively, this can be appreciated by looking at the inclination of the contours: by looking at Figure 6 we can see more ‘oblique’ contours for the Gaussian peaks in the plane ($M_\nu$, $\Omega_m$) compared to the PS or the Starlet peaks, while for the pair ($M_\nu$, $A_s$) the PS shows more correlation than peaks and for ($\Omega_m$, $A_s$) Gaussian peaks present slightly smaller correlation than the PS or the Starlet Peaks.
obtain that it is sufficient to consider the setting $[3.2, 6.4] + \text{coarse}$ map to obtain results competitive with the full set of scales. Hence, we identify 3.2 arcmin as the smallest scale needed to obtain the maximal constraints with convergence maps of resolution 0.4 arcmin. We also perform the inference by using 3.2 arcmin and 6.4 arcmin together and as single scales and we obtain that the only setting that recovers almost the full information is given by $[3.2, 6.4, \text{coarse}]$.

V. CONCLUSIONS

In this paper, we perform inference on the sum of neutrino masses $M_\nu$, the matter density parameter $\Omega_m$ and the amplitude of the primordial power spectrum $A_s$ for a survey like Euclid with tomographic weak lensing. Our goal is to compare the constraining power of a starlet filter with respect to a Gaussian one in the context of peak counts. We also compute the constraints with standard second-order statistics, in particular using the lensing power spectrum as a benchmark for the comparison. We compare the outcomes obtained from filtering the lensing convergence maps, which have a resolution of 0.4 arcmin with a Gaussian kernel of smoothing size 1.6 arcmin and a starlet kernel. This latter is an isotropic undecimated wavelet transform that allows us to extract the information encoded in different scales simultaneously. The starlet scales of a map with a pixel size of 0.4 arcmin correspond to $[0.8, 1.6, 3.2, 6.4]$ arcmin, since the starlet transform returns maps filtered at dyadic scales. We find the following results:

a) employing a starlet kernel instead of a Gaussian kernel to filter the noisy maps that we use to compute the peak counts leads to an improvement of twice for the joint constraints on $(M_\nu, \Omega_m)$, $(M_\nu, A_s)$ and $(\Omega_m, A_s)$. This is even more evident in the marginalised constraints, where the improvement is respectively 50% on $M_\nu$, 25% on $\Omega_m$ and 38% on $A_s$ for the comparison between starlet and Gaussian peaks.

b) When considering the starlet peaks and the power spectrum we see that the two statistics combined, i.e. using the concatenation of the power spectrum and the peak counts as observables, do not add any relevant information, suggesting that it is sufficient to work with the peaks alone.

c) The inclusion of the coarse map when counting peaks preserves crucial information and there exists a minimum resolution (smallest scale needed) for the starlet scales corresponding to $\theta_{\text{ker}} = 3.2$ arcmin for map with a pixel size of 0.4 arcmin to

FIG. 6. 95% confidence contours tomography with redshifts $z = [0.5, 1.0, 1.5, 2.0]$ and corresponding galaxy number density: $n_{\text{gal}} = [11.0159, 11.8906, 5.45201, 1.45283]$. The black dotted line is the fiducial model: $[\sum m_e, \Omega_m, 10^9 A_s] = [0.1, 0.3, 2.1]$. **Left panel:** constraints from power spectrum (blue contours) computed on noisy maps smoothed with a Gaussian kernel $\theta_{\text{ker}} = 1$ arcmin, constraints from Gaussian Peak counts (green contours) computed on noisy maps smoothed with a Gaussian kernel $\theta_{\text{ker}} = 1.6$ arcmin, constraints from Starlet Peak counts (red contours) computed on noisy maps smoothed with a Starlet kernel with corresponding resolutions $[1.6, 3.2, 6.4]$ arcmin + coarse map. **Right panel:** constraints from power spectrum (blue contours) computed on noisy maps smoothed with a Gaussian kernel $\theta_{\text{ker}} = 1$ arcmin, constraints from Starlet Peak counts (red contours) computed on noisy maps smoothed with a Starlet kernel with corresponding resolutions $[1.6, 3.2, 6.4]$ arcmin + coarse map and the two statistics joints (light blue contours).
TABLE V. Values of the 2.5 and 97.5 percentiles for each cosmological parameter as illustrated in Figure 7. In this table we also show the values corresponding to the marginalised constraints obtained using only the diagonal elements of the covariance matrices. They are very similar to the ones obtained by employing the full covariance. This might indicate that the data covariances are almost diagonal. However, a further investigation needs to be done in this direction to check if this result might depend on the employment of the pseudoinverse in the likelihood.

| Observable                                    | $M_\nu$ | $\Omega_m$ | $A_s$ | $A_s$ |
|-----------------------------------------------|--------|-----------|------|------|
| PS alone                                      | 0.529  | 0.288     | 0.310| 2.000| 2.886|
| Peaks Gauss $s=1.6$                           | 0.326  | 0.294     | 0.309| 2.018| 2.350|
| Peaks Gauss $s=1.6$ diag                       | 0.327  | 0.293     | 0.309| 2.015| 2.335|
| Peaks Starlet                                 | 0.199  | 0.293     | 0.305| 2.037| 2.222|
| Peaks Starlet diag                            | 0.199  | 0.293     | 0.304| 2.039| 2.256|
| Peaks Starlet [3.2, 6.4, coarse]              | 0.213  | 0.293     | 0.305| 2.037| 2.266|

TABLE VI. Values of 1-σ marginalised error for each cosmological parameter.

|                      | $M_\nu$ | $\Omega_m$ | $A_s$ |
|----------------------|--------|-----------|------|
| PS alone             | 0.14   | 0.006     | 0.24 |
| Peaks Gauss $s=1.6$  | 0.08   | 0.004     | 0.08 |
| Peaks Starlet        | 0.04   | 0.003     | 0.05 |

get the maximal constraints. This enables us to exclude the first two finest scales of the starlet decomposition, which correspond to the highest frequencies and are the most prone to the impact of noise, allowing for a more efficient and faster analysis.

To summarise, we confirm that weak-lensing peak counts represent a powerful tool when performing inference on cosmological parameters, especially when investigating the non-linear regime where the impact of parameters such as the neutrino masses becomes relevant. We also point out the importance of adopting tools like the starlet transform, which bring the advantage of analysing the information encoded at different scales simultaneously, thereby leading to better constraints as well as an improvement in terms of efficiency and computation time. We implemented a pipeline that allows us to go from simulated lensing convergence maps as input data to constraints on cosmological parameters as final output, employing different filtering techniques with second-order (the power spectrum) and higher-order statistics (the peak-counts). A future prospect is to generalise the pipeline in terms of flexibility of the input data, to include systematic effects and modelling of the noise, and to ultimately apply it to real data coming from future galaxy surveys.
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