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Abstract—Bottom-up approaches for image-based multi-person pose estimation consist of two stages: (1) keypoint detection and (2) grouping of the detected keypoint instances. Current grouping approaches rely on learned embedding from only visual features that completely ignore the spatial configuration of human poses. In this work, we formulate the grouping task as a graph partitioning problem, where we learn the affinity matrix with a Graph Neural Network (GNN). More specifically, we design a Geometry-aware Association GNN that utilizes spatial information of the keypoints and learns local affinity from the global context. The learned geometry-based affinity is further fused with appearance-based affinity to achieve robust keypoint association. Spectral clustering is used to partition the graph for the formation of the pose instances. Experimental results on two benchmark datasets show that our proposed method outperforms existing appearance-only grouping frameworks, which shows the effectiveness of utilizing spatial context for robust grouping. Source code is available at: https://github.com/jiahaoLjh/PoseGrouping.

I. INTRODUCTION

The problem of human pose estimation is of great interest in the field of computer vision. Although it is a challenging problem, human pose estimation has many potential applications in augmented/virtual reality, human robot interaction, security surveillance, etc. With the rapid development of deep learning techniques such as Convolutional Neural Networks (CNNs), vision systems are getting increasingly capable of extracting high-level visual features for detecting keypoints of interest. As a result, we see many successful single-person human pose estimation frameworks [1], [2] with impressive results. However, multi-person pose estimation remains a big challenge due to the lack of the ability for CNNs to reason about the relationship among detected keypoints. In recent years, two major streams of approaches have been proposed to solve this challenging problem, i.e., top-down approaches [3]–[10] and bottom-up approaches [11]–[16].

Top-down approaches first utilize a person detector to get multiple person bounding boxes. A single-person pose estimator is then applied on each bounding box to detect the joints of the target person. Top-down approaches are generally better at localizing keypoints as bounding boxes of different scales are normalized to the same scale for the second stage. In addition, the relationship between detected joints are implicitly represented by the bounding box since all joints within the bounding box are treated to be from the same person. Despite the superior performance, top-down approaches are generally more computationally expensive because the single-person pose estimator has to be applied for each bounding box. On the other hand, bottom-up approaches start with detecting keypoints from all person instances simultaneously in a single forward-pass, followed by a grouping stage where keypoints from the same person instance are grouped together. Bottom-up approaches are generally more efficient and less sensitive to the varying number of persons.

Existing bottom-up approaches, e.g. [11], [12], leverage on CNNs to learn specially-designed embeddings, which are used to compute the affinity between keypoint detections for grouping. Despite the promising results from these works, several limitations still exist. Firstly, the embedding (thus the affinity) is purely based on visual features, which is not robust to the diverse variations exhibited in real-world images. Secondly, the learned embeddings are not good at handling instances with large varying scales, and the current approach to alleviate this problem to a limited extent is through multi-scale inference. Thirdly, the geometrical feasibility (anatomy) of human poses, e.g., possible angles, relative length between body parts, etc., is ignored because only visual features are utilized for grouping.

Inspired by the intuition that both spatial information and visual appearance are important for the challenging multi-person pose estimation problem, we propose a novel framework (Figure 1) that fuses both geometry and appearance information to improve the grouping performance of bottom-up approaches. We formulate the grouping task as a graph partitioning problem and use a Graph Neural Network (GNN)-based framework to classify edges as either connected or disconnected. Specifically, we design a Geometry-aware Association Network which utilizes spatial
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information of the keypoints and learns local affinity from the global context. Unlike standard GNNs which rely on the graph topology to refine node representations, our framework learns the topology of the graph starting from an information-less fully-connected graph in an iterative manner. Moreover, we fuse the learned geometry-based affinity with the standard appearance-based affinity (similar as in [11], [12]) to produce more robust association. With the estimated graph output, standard spectral clustering can be applied to separate the clusters corresponding to different persons. Our main contributions are:

- We propose a GNN-based framework which leverages both spatial information and visual appearance to deal with the grouping task in bottom-up multi-person pose estimation. The proposed Geometry-aware Association Network learns topology context of the graph in contrast to standard GNNs which rely on the graph topology to propagate information inside the graph.
- We show performance gain over appearance-only grouping framework [12] consistently over multiple benchmark datasets and demonstrate the effectiveness in qualitative results. We also achieve competitive results on COCO multi-person task on par with the state-of-the-art.

II. RELATED WORK

Extensive research has been done on the problem of multi-person pose estimation. Most approaches can be categorized into two branches: top-down approaches and bottom-up approaches.

1) Top-down approaches: Top-down approaches use bounding boxes detected by person detectors [17]–[20] to crop region of interest and detect keypoints for the single person inside the box. Newell et al. [2] propose a deep keypoint detection framework with multiple stacked hourglass sub-networks showing great potential for human keypoints localization. He et al. [3] extends the object detector framework [17] with an extra branch for keypoint detection. More recent works including G-RMI [4], RMPE [7], CFN [8], CPN [6], Simple baselines [9], and HRNet [10] propose various frameworks to increase the keypoint localization precision.

2) Bottom-up approaches: Bottom-up approaches detect all keypoints first followed by a grouping step to associate keypoints to person instances. Early approaches [21], [22] exploit linear programming to solve for optimal association configuration. With the development of Convolutional Neural Networks (CNNs), learned visual features have been incorporated into the grouping task. OpenPose [11] proposes Part Affinity Field which learns a 2D vector for each pixel encoding the evidence of body parts. These 2D vectors are sampled and integrated to compute the pairwise affinity for each pair of end keypoints of a body part. Newell et al. [12] propose Associative Embedding which learns a tag for each of the detected keypoints. A contrastive-like grouping loss is imposed to train the tag embedding so that distance between tag values can be used to easily distinguish keypoints from different person instances. PersonLab [13] extends previous works further to learn a geometric embedding where the offsets between keypoints are directly encoded in the feature maps and can be read out for grouping. Later works including Pose Partition Networks [15], PifPaf [14], and Single-Stage Pose Machines [16] follow and further refine the idea of learning offset fields to help the task of grouping.

This work focuses on the grouping stage in bottom-up approaches. Unlike all previous grouping approaches that rely on the appearance-based affinity learned purely from visual features, our method attempts to incorporate geometric information into the grouping process which is able to understand global spatial configuration. Consequently, our approach is complementary to all appearance-based grouping approaches.

3) Graph Neural Network: Graph neural networks were first proposed to process data of graph structures in the form of recurrent neural networks [23]–[25]. The idea of convolution on images is introduced to graph structured data [26], [27] where kernel parameters for aggregating features from neighboring nodes are shared across all locations in the graph. Several approaches, e.g., GGT-NN [28] and EGNN [29], utilize specially-designed graph operations to tackle the problem of graph edge-labeling and show the strength of GNN on learning graph topology. Compared to traditional GNNs where features of the nodes are used for graph message propagation, our Geometry-aware Association Network aggregates spatial context, i.e., embedding of neighboring edges, to form node representations and learns the graph topology from global spatial context.

III. APPROACH

Given a 2D image with an unknown number of persons, the task of multi-person pose estimation is to identify the number of persons in the image and detect the pose of each person. Following the bottom-up approaches, we utilize a human joint detector to detect all candidate joints and then group the joints into different persons. Formally, the detected body joints are denoted as $V = \{ v_{11}, ..., v_{N_1}, 1, v_{N_1+1}, ..., v_{N_1 + N_2}, 2, ..., v_{N_1 + N_2}, J \}$. Here, $J$ is the total number of joint types, $N_j, \forall j = 1, 2, ..., J$, is the number of detected joints for each joint type $j$ and $N = \sum N_j$ is the total number of detected joints. Given joint detections $V$, we generate a corresponding fully-connected graph and formulate the grouping task as a graph partitioning problem. We design a GNN-based framework with a geometry-based branch and an appearance-based branch to jointly regress the probability of association for each pair of joints, represented by the output value of each edge in the graph. Spectral clustering is applied to partition the graph and we prune each cluster to get the final poses. Figure 2 shows an overview of our framework.

A. Graph Generation

We obtain the joint candidates by retrieving the local maxima on the output heatmaps of a joint detector (Figure 2(a)). For each detected joint $v_{m,j_m}, j_m \in V$ of type $j_m$, we generate a corresponding node in graph $G$ with following
features: (1) \((x, y)\) coordinates of the joint in the image, both normalized to \([0, 1]\), (2) joint type \(j_m\), and (3) visual features extracted from a pretrained CNN. We form a undirected fully-connected graph \(G(V, E)\) (Figure 2(b)) by connecting all pairs of nodes, i.e., \(e_{m,n} \in E, \forall v_{m, j_m}, v_{n, j_n} \in V\). We choose to generate edges between all pairs of joint types (e.g., head-to-hand, head-to-knee) because in the downstream clustering stage a fully-connected graph preserves the possibility to assign disjoint body parts into the same cluster. In contrast, graphs with only edges from the tree-structured topology of human body lead to separation of body parts from the same person if occlusion or missed detection of intermediate joints occurs. In order to supervise learning of the model, we associate each of the detected joints to the ground truth joints set (Figure 2(c)). We assign a detection to a ground truth joint if the OKS (Object Keypoint Similarity, defined in COCO dataset [30]) is larger than a threshold. We allow multiple detections to be assigned to one ground truth joint if the OKS (Object Keypoint Similarity, defined in COCO dataset [30]) is larger than a threshold. Consequently, we label edge \(e_{m,n}\) as 0, \(\forall v_{m, j_m} \in I_p, \forall v_{n, j_n} \in O_p\), since we are sure that nodes in \(I_p\) and nodes in \(O_p\) belong to different persons.

The rationale behind rule 4: for example the joint “ankle” is visible for person \(p\), but not labeled in ground truth, i.e., ankle \(\notin I_p\). Any “ankle” detections not assigned to \(p\) may still be the ankle of \(p\). Therefore, we only impose supervision within the labeled set \(I_p\). Note that \(O_p\) may contain “outliers”, thus rule 4 may override rule 3.

B. Geometry-aware Association Network

Given a fully-connected graph with node features, the goal is to classify each of the edge as either 1 (connected) or 0 (not connected), so that nodes belonging to the same person are densely connected. Here, we propose a network that utilizes spatial information ((\(x, y\)) coordinates of each joint) to learn feasible poses inside the graph. This is inspired by the fact that besides appearance similarity, human annotators also recognize human poses by identifying geometrical feasibility (such as relative displacement, relative lengths between different body parts, etc.). The network is illustrated in Figure 2 (d),(e),(f). We first encode the edges into a high-dimensional embedding (Figure 2(d)). For each pair of nodes \(v_{m, j_m}, v_{n, j_n}\), the embedding is computed with a fully-connected network:

\[
\text{edge}_{m,n} = f_{\text{edge}}([x_m - x_n, y_m - y_n]; \Theta_{j_m,j_n}),
\]

where \(\Theta_{j_m,j_n}\) are the parameters of the network. Note that we use different parameters for different joint types combination \(j_m\) and \(j_n\) so that body parts information is also encoded in the embedding.

The edge embedding computed from equation 1 is fixed and shared across all iterations (Figure 2(d)). For iteration \(l\) of the network, the affinity matrix \(A_{(\text{geo})N \times N}\) from previous
iteration is passed as input. Each joint will aggregate edges based on the normalized affinity score from $A_{\text{geo}}$ (Figure 2(e)). Specifically, for a joint $v_{m,j}$, all incoming edges are aggregated and passed into a fully-connected network $f_{\text{node}}$ with parameters $\Theta_{j,m}$ to get the geometric features of the node:

$$\text{edge}, A_{\text{geo}}^{(l-1)} \rightarrow \text{node}^{(l)}: \quad \text{node}^{(l)}_{m,j} = f_{\text{node}} \left( \sum_k \tilde{a}_{\text{geo},m,k} \cdot \text{edge}_{m,k}; \Theta_{j,m} \right),$$

Here $\tilde{a}_{\text{geo}}$ are the normalized elements of $A_{\text{geo}}$. We L1-normalize within each joint type for each row of the affinity matrix since different joint types may have different numbers of detections. The affinity score of each edge is then updated with another fully-connected network $f_{\text{geo}}$ with parameters $\Theta_{\text{geo}}$ (Figure 2(f)) by considering the features of two end nodes and the edge embedding:

$$\text{edge}, \text{node}^{(l)} \rightarrow A_{\text{geo}}^{(l)}: \quad A_{\text{geo}}^{(l)}_{m,n} = \sigma \left( f_{\text{geo}} \left( \text{node}^{(l)}_{m,j}, \text{node}^{(l)}_{n,j}, \text{edge}_{m,n}; \Theta_{\text{geo}} \right) \right),$$

and is passed on to the next iteration after a sigmoid activation $\sigma$. Note that since we do not have any prior knowledge of how to connect nodes in the graph, all elements in the input affinity matrix for the first iteration $A_{\text{geo}}^{(0)}$ are initialized to 1.

C. Appearance-based Association Network and Fusion

The Geometry-aware Association Network is already able to correctly predict most of the edges, as will be shown in Section IV. However, in some difficult cases where multiple people are highly overlapped or cases where joint detections are not complete, predicting poses from spatial clue alone is not sufficient and we still need to resort to appearance to disambiguate such cases. We adopt the visual features (Figure 2(g)) extracted from the last layer of a CNN before output which is trained with the grouping loss as in Associative Embedding [12]. We use a standard Graph Neural Network to fine-tune the representation of the nodes by first computing the appearance affinity $A_{\text{app}}$ (Figure 2(h)):

$$\text{node}^{(l-1)} \rightarrow A_{\text{app}}^{(l)}: \quad A_{\text{app}}^{(l)}_{m,n} = \sigma \left( g_{\text{app}} \left( \text{node}^{(l-1)}_{m,j,m} - \text{node}^{(l-1)}_{n,j,n}; \Theta_{\text{app}} \right) \right),$$

and then aggregating neighboring nodes with the computed affinity (Figure 2(i)):

$$\text{node}^{(l-1)} \rightarrow \text{node}^{(l)}: \quad \text{node}^{(l)}_{m,j} = g_{\text{node}} \left( \sum_{k \neq m} \tilde{a}_{\text{app},m,k} \cdot \text{node}_{k,j,k}, \text{node}^{(l-1)}_{n,j,n}; \Theta_{\text{node}} \right).$$

$\Theta_{\text{app}}$ and $\Theta_{\text{node}}$ are parameters of the two fully-connected networks $g_{\text{app}}$ and $g_{\text{node}}$, and $\tilde{a}_{\text{app}}$ are elements in row-wise L1-normalized affinity matrix $A_{\text{app}}$.

We fuse $A_{\text{geo}}$ and $A_{\text{app}}$ after the last iteration of both branches through another fully-connected network $h_{\text{fuse}}$ to get the final predicted affinity matrix $A_{\text{fuse}}$:

$$A_{\text{fuse}}^{(l)}_{m,n} = h_{\text{fuse}} \left( A_{\text{geo}}^{(L_{\text{geo}})}, A_{\text{app}}^{(L_{\text{app}})}; \Theta_{\text{fuse}} \right).$$

We impose an edge-wise binary cross-entropy loss (BCE) on outputs of $A_{\text{geo}}$ and $A_{\text{app}}$ from each iteration as well as the final fused $A_{\text{fuse}}$:

$$\mathcal{L} = \sum_{m,n \in \mathcal{E}} M_{m,n} \cdot \left( \text{BCE}(A_{\text{fuse}}^{(l)}_{m,n}, A_{\text{gt}}^{(l)}_{m,n}) + \frac{1}{L_{\text{geo}}} \sum_{l=1}^{L_{\text{geo}}} \text{BCE}(A_{\text{geo}}^{(l)}_{m,n}, A_{\text{gt}}^{(l)}_{m,n}) \right) \quad (7)$$

$A_{\text{gt}}$ is the ground truth affinity matrix with labels for each edge defined in rules 1-4. $M$ is the mask matrix where $M_{m,n} = 0$ if $e_{m,n}$ satisfies rule 3 but not rule 4, or $M_{m,n} = 1$ otherwise. $L_{\text{geo}}$ and $L_{\text{app}}$ are the number of iterations for Geometry-aware Association Network and Appearance-based Association Network respectively.

D. Grouping

After the affinity matrix is obtained, we extract poses by partitioning the graph into highly intra-connected clusters with spectral clustering. We first binarize all the edges in the affinity matrix with a threshold 0.5. We then compute the Laplacian matrix and conduct the eigendecomposition thereon. The number of clusters can be effectively estimated by counting the number of close-to-zero eigenvalues. K-means is used to get the clusters from the eigenvectors. Within each cluster, we select a subset of nodes as a candidate pose so that: (1) there is at most one node selected from each joint type, and (2) no selected node in the subset can be replaced by node of the same joint type with a higher average affinity to the selected subset. This guarantees that even though joints from more than one person are included in a cluster, we can still accurately select the pose with compactly associated joints. We repeat this process for nodes that are not selected to generate multiple pose candidates until all nodes are processed.

IV. EXPERIMENTS

A. Datasets and implementation details

We conduct experiments on COCO [30] and MPII [31] datasets for the multi-person pose estimation task. COCO dataset contains over 150k images and each person instance is annotated with 17 keypoints. It is divided into \{train, val, test-dev\} sets, where each contains 64k, 26k, and 20k images with person keypoint annotations. We report the results in the standard average precision and average recall metrics which are computed based on Object Keypoint Similarity (OKS). MPII dataset is another in-the-wild 2D human pose dataset with large appearance variation. We directly apply our model trained with COCO dataset on a 350-images validation set to evaluate the generalizability of our model.

We follow [12] and use a Stacked Hourglass Network to generate joint detections. We apply Non-Maximum-Suppression (NMS) on the predicted heatmaps and only keep joints with confidence $\geq 0.1$. Detected joints with OKS
\[ \geq 0.5 \text{ to any ground-truth joint are associated to ground-truth person instances. For geometry-aware network, we use 256-channel vectors for both the edge embedding and the nodes' aggregated features. For appearance-based network, we extract a 3x3 patch from the last layer of the last hourglass surrounding each detection and map it to a 256-dimension hidden space. To extract features for different joint types, the mapping function uses different set of parameters for each of the \( J \) joint types. We set the number of iterations to 3 for the geometry-aware network and 2 for the appearance-based network, since we empirically found that adding more iterations do not give further performance gain. Weights are not shared across iterations. We use two fully-connected layers with 256 hidden units, each followed by ReLU activation, for all sub-networks \( f_{edge}, f_{node}, f_{geo}, g_{app}, g_{node} \), except for the last layer of \( f_{geo} \) and \( g_{app} \) which outputs a scalar affinity value with sigmoid activation. The fusion network \( h_{fuse} \) takes both \( A_{(geo)} \) and \( A_{(app)} \) before sigmoid from their respective last iteration as input and consists of fully-connected layers with 2-16-64-64-1 hidden units followed by a sigmoid layer. We do not form mini-batches but set batch size to 1 because the graph size varies among different images. We follow previous works [11], [12], [16] to refine estimation results with a single-person pose estimation model trained on COCO. We only update for keypoints if the original and refined location is close (within 5 pixel distance). In evaluation, the inference of our GNN model takes \( \sim 7 \text{ms per image, and spectral clustering takes } \sim 38 \text{ms per image.} \]

### B. Geometry-aware Association

We first examine the effectiveness of the Geometry-aware Association Network by observing the affinity matrix estimated by this network, i.e., \( A_{(geo)} \). Using only spatial information \((x, y) \text{ coordinates, the Geometry-aware Association Network achieves above } 97\% \text{ accuracy when evaluating the proportion of edges in the graph that are correctly classified. As is shown in Figure 3, the network successfully distinguishes between different person instances in most cases. Even in complicated cases such as in Figure 3(b), we can still see most cluster patterns identified and separated in a meaningful way. Meanwhile, we find that association errors tend to happen when detected joints are not complete for a particular person. As an example, half of the body for the leftmost person in Figure 3(c) is missing in the graph and it leads to confusion for the network to correctly partition the graph with spatial information alone. Results above show that it is effective to consider global context with spatial information, while we still need extra information such as visual appearance to help to disambiguate local associations.

### C. Quantitative results on COCO dataset

We compare with Associative Embedding [12] to show the advantage of incorporating spatial information for better grouping. We choose [12] as our comparison baseline because: (1) it is the most representative grouping approach that utilizes only appearance features; and (2) it is the best state-of-the-art approach with publicly available source code for the joint detector since we have to keep the joint detections the same for a fair comparison on the grouping part. Table I shows the results on both \( \text{val} \) and \( \text{test-dev} \) split. While using the same detections as in [12], our geometry+appearance grouping approach outperforms the appearance-only approach on both splits by a competitive margin (2.2% AP on \( \text{val} \) and 1.7% AP on \( \text{test-dev} \)).

We report the performance with the full list of bottom-up approaches in Table II. Our framework achieves overall 68.2% AP which is on par with the state-of-the-art [13]. It is worth pointing out that although we use the same hourglass-based backbone from [12], [16] as keypoint detector, our grouping algorithm shows comparable results to the state-of-the-art [13] which uses a multi-stage refinement scheme to localize keypoints with higher localization precision. As localization error is a major source of error pointed out by [32], our grouping framework has the potential to gain further performance boost with a better backbone keypoint detector.

### D. Grouping performance with better keypoint detections

We perform an additional experiment to apply our framework on other sets of detections with different levels of keypoint localization accuracy. We conduct the experiments on: (1) the detected joints from the current state-of-the-art top-down approach by Sun et al. [10] which utilizes higher-resolution feature representations for finer keypoint localization, and (2) the ground truth annotations of the keypoint locations. Specifically, for the former setting, we follow the standard top-down approach pipeline to detect the

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\text{Method} & \text{Split} & \text{AP} & \text{AP}^0 & \text{AP}^7 & \text{AP}^M & \text{AP}^L & \text{AR} \\
\hline
\text{AE [12]} & \text{val} & 67.6 & 86.6 & 73.4 & 62.2 & 76.0 & 71.8 \\
\text{Ours} & \text{val} & 69.8 & 87.8 & 76.0 & 64.4 & 78.0 & 73.4 \\
\hline
\text{AE [12]} & \text{test-dev} & 63.0 & 87.5 & 68.9 & 58.0 & 70.4 & - \\
\text{Ours} & \text{test-dev} & 64.7 & 86.4 & 71.0 & 59.2 & 73.1 & 69.8 \\
\hline
\text{AE [12]} + & \text{test-dev} & 65.5 & 86.8 & 72.3 & 60.6 & 72.6 & 70.2 \\
\text{Ours} + & \text{test-dev} & 68.2 & 86.9 & 75.4 & 64.8 & 74.2 & 73.3 \\
\hline
\end{array}
\]
TABLE II
Comparison with bottom-up approaches on COCO test-dev split. + means using refinement with single-person pose estimator. Best results are bold-faced. Second-best are underlined.

| Method     | Detector | AP   | AP$^{50}$ | AP$^{75}$ | AP$^{M}$ | AP$^{L}$ | AR   | AR$^{50}$ | AR$^{75}$ | AR$^{M}$ | AR$^{L}$ |
|------------|----------|------|-----------|-----------|----------|----------|------|----------|----------|----------|----------|
| OpenPose [11] + | -        | 61.8 | 84.9      | 67.5      | 57.1     | 68.2     | 66.5 | 87.2     | 71.8     | 60.6     | 74.6     |
| AE [12] + | Hourglass | 65.5 | 86.8      | 72.3      | 60.6     | 72.6     | 70.2 | 89.5     | 76.0     | 64.6     | 78.1     |
| PifPaf [14] | ResNet-152 | 66.7 | -         | -         | 62.4      | 72.9     | -    | -        | -        | -        | -        |
| Single-Stage [16] + | Hourglass | 66.9 | 88.5      | 72.9      | 62.6     | 73.1     | -    | -        | -        | -        | -        |
| PersonLab [13] | ResNet-152 | 68.7 | 89.0      | 75.4      | 64.1     | 75.5     | 75.4 | 92.7     | 81.2     | 69.7     | 83.0     |
| Ours + | Hourglass | 68.2 | 86.9      | 75.4      | 64.8     | 74.2     | 73.3 | 89.8     | 79.7     | 69.0     | 79.3     |

TABLE III
Results on different keypoint detections on COCO val split. [10] is a top-down approach where bounding boxes implicitly associate keypoints.

| Method    | Detections | Grouping | AP   | AR   |
|-----------|------------|----------|------|------|
| HRNet     | -          | -        | 76.6 | 81.2 |
| AE [12]   | HRNet      | AE       | 65.6 | 71.7 |
| Ours      | HRNet      | GNN      | 75.7 | 78.9 |
| AE [12]   | GT         | AE       | 90.9 | 93.2 |
| Ours      | GT         | GNN      | 95.3 | 96.4 |

TABLE IV
Results on MPII validation set (AP).

| Method   | Shoulder | Elbow  | Wrist  | Hip    | Knee    | Ankle   | Total   |
|----------|----------|--------|--------|--------|---------|---------|---------|
| AE [12]  | 80.0     | 71.0   | 62.4   | 70.0   | 63.0    | 53.4    | 66.6    |
| Ours     | 85.7     | 71.1   | 60.7   | 73.1   | 64.6    | 53.2    | 68.1    |

E. Results on MPII dataset

To evaluate the generalizability of our framework, we apply our GNN-based model trained with COCO dataset directly on MPII validation set without further training; and compare with AE [12] using the same joint detector pretrained on COCO. Average precision for all joints except “Head” are reported due to the joint set difference between the two datasets. Results are shown in Table IV where our grouping framework outperforms [12] by 1.5% in overall AP.

F. Qualitative results

We show qualitative results on COCO val set in Figure 4. Ignoring spatial information and relying on visual features alone leads to invalid poses, while our approach effectively corrects the grouping in most cases.

Our geometry-aware framework also exhibits association errors, most of which are caused by incomplete keypoint detections. Our result in Figure 4(b) is an example where some of the edges are missing due to a lot of partially visible poses in the image. Robustness to partial detections is a key direction for future improvement of our framework.

V. Conclusion

In this work, we proposed a novel graph-based framework to tackle the grouping task for bottom-up multi-person pose estimation. We formulated the grouping task as a graph partitioning problem and designed a Geometry-aware Association Network to learn the spatial configuration of human poses in the graph. We fused geometry-based affinity with appearance-based affinity and applied spectral clustering to obtain poses for different person instances. We demonstrated the effectiveness of our framework with improved results over the appearance-only grouping approach.
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