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Abstract—Safety and Security concerns are usually interlinked while building critical software-intensive systems of systems. Several efforts try to approach both domains of expertise to increase the overall reliability of the systems and reduce costs by an earlier detection of issues and trade-offs. Despite the growing number of co-engineering practices at different life-cycle stages, there is a lack on business justifications such as economic costs of their adoption. We report on using a cost model to evaluate the convenience (or not) of adopting co-engineering practices in two industrial case studies (space and medical devices). Simulation results with the collected data suggest an improvement in quality if any of the selected co-engineering practices are integrated while cost increases in one case but reduces in the other. We discuss the results but, as they cannot be generalized, the main contribution is on proposing the cost model for answering the title’s question.

I. INTRODUCTION

In the design and development of critical software-intensive systems, it is the responsibility of the safety engineers to reduce the risk of catastrophic consequences on the users and the environment until reaching acceptable thresholds [1]. Safety and security aspects are highly interlinked as usually security is needed to ensure safety [2]. However, the security engineering team is also a very specialized discipline trying to guarantee confidentiality, integrity, and availability [1]. In practice, safety experts and security experts within organizations are sometimes considered as “silos” with less interaction than it might be desired [3]. This can be explained because of this high specialization and the usage of dedicated methods and tools, as well as standards and regulations guiding their practices and product life-cycles. Also, a more general problem is on the governance of organizations such as a lack of effective work between parts and poor communication [4].

Some approaches tried to identify the similarities between established safety and security standards to avoid potential redundant work [5]. There is also an extensive literature and concrete examples on co-engineering approaches [6]–[8] trying to harmonize both worlds and providing methodological and technical support for interaction points [3]. The main goal of these approaches is the early detection of issues and trade-offs belonging to the safety and security interlinks so they can act accordingly.

Despite the soundness and promising results of several of these approaches, business and economic justifications are harder to find. Economic considerations are usually an important criterion for the adoption of a practice, specially when the adoption might imply substantial changes in the way of working of the organization.

We investigated the quality and economic impact of integrating co-engineering practices in a life-cycle using a cost model in two use cases from two relevant software-intensive and critical industrial domains; the medical devices and the space domain. Cost models [4], [9], [10] aim to capture the information about a system and its context with the objective to provide an economic perspective. In our case we used part of the Error Management Compass (EMC) [4]. Our approach is novel in looking at the adoption of co-engineering practices from the economical and quality points of view by proposing a systematic approach.

Although the results cannot be generalized to other companies or types of projects, the findings of the cost model suggest that the integration of the safety-security co-engineering practices in their baseline life-cycles represents improvements in terms of quality. Regarding cost, in the space case study the cost increases which is the normally expected result when you add new activities in a life-cycle. However, in the medical use case, the cost is also reduced suggesting that the cost of integrating practices compensates the cost of fixing issues that were not detected by these practices but later. We contribute then two empirical analyses and the evidence that the EMC, previously used in non-critical systems [4], can be used in critical-systems to repeat this kind of economic assessments.

This paper is structured as follows: Section II and III present background information and related work to better understand and position this work. The case study design is explained in Section IV and the collected data is detailed in Section V. Then, the results are presented in Section VI and later discussed in Section VII including the threats to validity. Finally, Section VIII concludes and outlines future work.
II. BACKGROUND: THE ERROR MANAGEMENT COMPASS

The Error Management Compass (EMC) is a cost model based on quantitative and statistical process management to improve performance in software-intensive organizations. It is based on simulation from an annotated model of the lifecycle. As a clarification, the “Error” term is included in the EMC name but it does not refer to error in safety terminology where failure, failure mode, fault and error have precise meanings [11]. Here it has a more broader sense, equivalent to the concept of defect [10] or issue (e.g., missing requirement, incorrect design, source code bug, etc.). In this paper we will refer to issues and errors indifferently. Figure 1 illustrates, in a simplified way, the five sequential stages of the cost model:

Stage-1: Error Recording. Every error, incident, anomaly must be accurately and systematically registered to create a database with a set of data: Where the error has been injected, which detection activity has identified the error, and the actual cost for the error correction. Examples of detection activities (co-engineering practices in the specific case of this paper) will be presented in Sections IV-A and IV-B.

Stage-2: Error Analysis. Collected data must be accurately analyzed and corrective actions must be implemented to optimize both injection and detection activities.

Stage-3: Injection Table. Based on the collected historical data, the table shows how many errors are injected in the system in each engineering activity and how many errors are detected by the detection activities. This table allows to calculate the effectiveness of the detection activities.

Stage-4: Cost Model. Once the errors flow has been modeled in the injection table, based on the historical data related to the correction costs for each type of error, a cost model can be developed. This model allows to quantify in economic terms the cost saved if the organization is able to detect and correct errors as closer as possible to their injection phase.

Stage-5: Predictive Model. This model allows a project manager to take decisions about the right composition of detection activities trying to maximize the effectiveness of the detection activities while aiming to minimize the costs. The predictive model is based on a Monte Carlo simulation.

Among the relevant metrics that can be obtained from the model, there is an indicator to measure the effectiveness of the internal verification process: the EIC (Error Injection Coefficient); this indicator measures the probability that an error is not detected by the client in the system in operation. That means measuring the relationship between the errors found by customers during the validation and operation stages and those detected internally before starting the stage where the system is in production. For instance, an EIC of 90% means that only 10% of errors (of all types) that can be introduced across the life-cycle escaped from all the filters.

III. RELATED WORK

Economic aspects in software engineering have been a traditional subject of study [9], [10]. In general, the software industry experiments high uncertainty in achieving project goals because of defects and errors. It is of interest to decide which measures need to be adopted in the life-cycle to avoid them without relying on intuitions. As illustrative example, decision makers can consider that increasing the budget to the testing team at the implementation level is the best option. However, a more in-depth analysis could have shown that a new practice to, for example, check, revise and complete requirements could be cheaper and obtain better results across the life-cycle.

We consider that models for safety-security co-engineering cost analysis require more research attention. In safety-security critical domains, safety comes first leaving economic considerations in the background, however, it is of relevance for several stakeholders in systems of systems development (e.g., project managers), specially to know where and in which practices it is more optimal to invest.

A similar analysis to ours was the one by NIST [12] to measure the economic impact of an inadequate infrastructure for software testing. Using this report as source, an analysis on the aviation domain was presented [13]. They reported that the leakage of faults from the software components’ development stage drastically increased the rework cost in the aircraft industry. The cost model was mainly based on analysing the life-cycle and identifying where issues are introduced, where issues are found, and what was the estimated cost for issue removal. This way we consider our approach also aligned with this estimation paradigm.

In our previous works [4], the EMC was used on the data available in two IT companies: both of them providers of IT services in the outsourcing market. Their business was mainly based in processing customers’ “requests of work” while maximizing their own productivity. Requests were exclusively related to evolutionary maintenance (no major reliability needs) and in this work we are considering a safety-security critical domain. Thus, we were largely inspired by these kind of economic assessments in non-critical systems and their way to help taking informed decisions. In this work, we explored the usage of the EMC to deal with the peculiarities of safety-security critical systems and the involved co-engineering practices.

In this work we focus on quality and cost regarding changes in the life-cycle (e.g., introducing new practices) and not in direct evaluations of design alternatives of the product itself. As example of the latter, cost is estimated in [14] for software safety functions in electric vehicles. They estimate the use of a new technical reference architecture for reducing safety certification cost, but without a substantial change in the
underlying life-cycle activities. An example where life-cycle activities are introduced can be found in [15] where cost is estimated in several use cases where advanced safety assurance practices are introduced. Their estimations are based on direct values from expert judgement (i.e., interviews). Such approach can be complementary to our cost model to confirm or contrast the results. Their case studies in different industrial domains were exclusively about safety while in our case we focus on safety and security co-engineering practices.

IV. STUDY DESIGN AND METHODOLOGY

Inspired by Runeson and Höst guidelines [16], we present the case study. The goal of our study is to evaluate whether we can measure the integration of safety-security co-engineering practices in a given life-cycle in terms of quality and cost. The hypothesis is that our cost model is sound for this task allowing to take more informed decisions on the final adoption of these practices.

The case study subjects were part of an international consortium investigating co-engineering practices in safety-security critical systems; the EU AQUAS project (Aggregated Quality Assurance for Systems) [3]. The baseline life-cycle of the industrial companies was enriched with new co-engineering practices that were exercised and analysed as pilot projects in their real settings for around three years. The selection of the practices were based on the companies needs or on where the research and tool providers project partners identified that they could provide more potential gain. The EMC was selected given Tecnalia’s expertise in adapting and using it in other companies [4] and after checking its alignment with the state of the art for critical systems [12], [13]. Thus, for this specific work, the role of Tecnalia was to coordinate and validate the data collection from the two industrial case studies and use the EMC. In [4], the five EMC stages presented in Section II were completely considered as part of a complete project, while in this work we replaced the first and second stages with a more lightweight approach to fit in the time and effort planned for the cost analysis. Concretely, we used a Delphi-type approach relying on a panel of experts from the companies. Experts from each of the life-cycle activities were involved, including those that participated in the co-engineering practices during the pilot projects. An expert review was then conducted with four persons from Tecnalia to check the global coherence and resolving doubts with the experts about the validity of the collected data.

A. Space case

Thales Alenia Space has more than four decades of experience providing technological solutions for telecommunications, navigation, earth observation, environmental management, exploration, science and orbital infrastructures. The life-cycle under analysis is for an experimental space system including in-flight reconfiguration techniques. The space market is evolving but not at the desired speed in some cases. Notably, the promised benefits of including multi-core processors or System-on-Chip are slow to adopt because of the strict requirements of safety, security and performance, and the associated validation and certification procedures to comply with the stringent space standards.

Co-engineering practices under study: Two practices are considered. One is to be integrated in the requirements stage and the other in the architecture design stage.

1) Requirements joint review and formal methods (ReJointReview&FM): A co-engineering meeting among experts from safety and security takes place to discuss about possible interferences between the requirements and creating a matrix of dependencies with criticality classification. In addition, in the context of this project, several timing properties and some static requirements could be verified in the concept phase through formal methods.

2) Safety and Security in the design (SafSecDesign): A combined safety and security component local analysis is performed using component fault trees [17] to model and reason on the interferences caused because of safety and security undesired events. An example on the usage of component local analysis combining safety and security can be found in [18].

B. Medical devices case

RGB Medical Devices, established in 1988, has experience providing medical devices. The kind of project under consideration consists in devices for blood pressure control which operate automatically monitoring the patient and delivering vasoactive drugs to reduce patient’s hypertension, and controlling blood pressure. The scenarios include the operating room or intensive care units through pumps trees. This kind of medical device implements a closed loop control system where, after parameterization from the anaesthesiologist, it monitors the patient and keeps his or her state through the infusion pump. Security is increasingly gaining relevance as medical devices are more connected, for instance to the Internet, to networks from hospitals or healthcare organizations, or to other devices or systems. The interest was not on privacy issues, but problems that security vulnerabilities might pose in safety (security-informed safety [2]) and usability issues related to security and safety [6].

Co-engineering practices under study: Two practices are considered. One corresponds to early phases of the life-cycle while the other corresponds to the latest phases.

1) HAZOP analysis for identifying safety/security interactions at the concept stage: Hazard and Operability Analysis (HAZOP) [19] is a technique traditionally used for safety hazards identification. It proposes a systematic approach which is considered effective for multi-disciplinary sessions to identify issues and risks that might not be identified otherwise. HAZOP was used including not only safety experts, but also experts with different knowledge in a unique session, helping to identify interactions of safety with other aspects. A pilot of this practice was conducted with RGB by complementing safety experts with experts on security, medical devices regulations and human-computer interaction [6].

2) Patient model for safety and security testing with hardware-in-the-loop (PModel): Prior to clinical testing, a
patient model, simulating the behavior and conditions of a real patient, is useful to test software, hardware, and communications response of the medical device. A prototype of a patient model was developed and configured to launch tests on different conditions of the patient [6]. The testing includes the validation and verification of safety and security measures.

C. The needed data

First, the life-cycle need to be modelled containing the activities and their flow. Activities that are intended to prevent issues (filters) need to be identified including the new co-engineering practices under study. We used UML activity diagrams which are later extended or annotated with values regarding the introduction of issues and costs. Concretely, for both case studies, the required inputs for the cost model stages 3 (injection table) and 4 (cost model) were:

(a) UML activity diagram of the life-cycle
(b) The number of issues injected in each activity
(c) The cost of applying each filter
(d) The effectiveness of each filter to detect the issues of each activity
(e) The cost, for each filter, to fix one issue from each activity
(f) If applicable due to parallel activity flows, how the issues of the activities are split in the different parallel flows

Several iterations and interviews are conducted for data verification and completeness checks. All data related to issues and cost was requested with optimistic, average and pessimistic values. These three values are useful to create a distribution for the simulation model (this will be explained in Section VI). Experts in each activity of each company were requested to either provide data from the historic of issues or to provide estimations based on expert judgement.

V. OVERVIEW OF THE COLLECTED DATA

We present excerpts of the collected data for the medical devices case. Due to confidentiality we are not allowed to present the whole data nor to present data from the space case except from the results and that their life-cycle was modelled with 11 stages and 30 filters. We use the data codes defined in the enumeration (a to f) in previous Section IV-C.

Regarding (a), Figure 2 shows the UML-like activity diagram representing the life-cycle of the medical device project under study. The activities described in Section IV-B (the co-engineering practices under study) are represented with dashed lines. These two activities, and all the activities with gray color are filters that avoid the propagation of issues. The activities with white background are normal activities where issues can be introduced. As we can observe, all activities are followed by their corresponding revisions and verification. For instance, software development must be carried out in accordance with the requirements of EN 60601-1 and EN 62304. According to these standards, PEMS (Programmable Electromedical System) is defined as a medical device that contains one or more PESS (Programmable Electronic Subsystem), and PESS is defined as a system based on one or more central processing units. Software development is divided into two stages: Individual software development for each PESS of the device (with its revision and verification filters), and Integration of all PESS that constitute the PEMS software, that is, the device software (and its verification filter).

Regarding the data on issues injected in each activity (b), Table I shows an excerpt. We can observe that the magnitude of the numbers are different for different activities. For example, design issues when architecting the solution can be around 2 issues, while issues in PEMS (e.g., software bugs) can be more numerous (around 30). The issues belong to different activities, thus they have a different nature (e.g., involved assets).

| TABLE I: Issues created in the activities (Excerpt 3 out of 21) |
|-------------------|---------|---------|---------|
|                   | Opti.   | Avg.    | Pess.   |
| Definition of initial data | 12      | 20      | 35      |
| High-level Architecture design | 1       | 2       | 3       |
| PESS Software      | 9       | 12      | 16      |
| PEMS Software      | 18      | 30      | 52      |

Table II presents an excerpt of the cost to carry out the different filters (c). For the cost model we are interested in the cost of the filters and not in the cost of the activities. As mentioned before, these numbers are based on the historic of the company and expert judgement of the persons involved in these activities within the organization.

| TABLE II: Costs of the filters (Excerpt 5 out of 32) in hours |
|-------------------|---------|---------|---------|
|                   | Opti.   | Avg.    | Pess.   |
| Revision of initial data | 64      | 96      | 128     |
| HAZOP Analysis     | 22      | 36      | 60      |
| Revision of architecture | 10    | 24      | 42      |
| Revision of PESS software | 12    | 16      | 32      |
| Verification of PESS software | 30    | 37      | 57      |
| Verification of PEMS software | 70    | 82      | 114     |
| Patient model verification | 120   | 150     | 250     |

Table III presents the effectiveness of the filters in a matrix that relates the filters with the activities (d). This way, we can observe how the “Revision of initial data” is effective in identifying issues from the “Definition of initial data” as it is its main purpose (an average of the 67% of the introduced issues are detected). However, during the “Revision of architecture” it is still possible to identify issues on the “Definition of initial data” that might have escaped from the previous filters and that were noticed later while inspecting other assets. However, in this case, the effectiveness is very limited with only an average of the 6%. Some values are not present because they are not possible according to the activity flow. For instance, the “Revision of initial data” filter cannot do anything with issues from the “High-Level Architecture design” because the architecture design does not exist yet. Also, in some cases it is considered that it is impossible that a filter identify issues from a given activity so the effectiveness is 0% (e.g., “Patient model verification” in identifying issues from the Concept and High-Level design stages).

Coming back to the economic aspects, Table IV presents the costs of fixing issues (e). It relates activities and filters.
**Design stage**

- High-level design stage
  - Concept stage
    - Definition of initial data
    - System requirements

- Concept stage
  - High-level design stage
    - Definition of initial data
    - System requirements

**Electronic design**

- Independent components
  - Revision of independent components
  - Verification of independent components
    - Electronic Board Scheme
      - Revision of Electronic Board Scheme
    - Printed circuit board
      - Revision of Printed circuit board
    - Prototype assembling
      - Verification of board prototype

**Mechanical design**

- Mechanical parts drawings
  - Revision of mechanical parts drawings
    - Mechanical parts prototypes
      - Verification of mechanical parts prototypes

**Software design**

- PESS software
  - Revision of PESS software
  - Verification of PESS software
- PEMS software
  - Verification of PEMS software

**Auxiliary design**

- Keyboards drawings
  - Revision of Keyboards drawings
  - Verification of Keyboard prototype
- IFU writing
  - Revision of IFU writing
  - Verification of IFU prototype
- Packaging drawings
  - Revision of Packaging drawings
  - Verification of Packaging prototype

**Final prototyping**

- Final prototype of the product
  - Hardware verification of the final prototype
  - Software verification of the final prototype
  - Usability verification of the final prototype
  - Verification of regulatory requirements

**Manufacturing and deployment**

- Manufacturing documentation
  - Revision of manufacturing documentation
    - Manufacturing
    - Clinical validation
    - Usability validation
    - Product life test
    - Packaging validation
    - Cleaning and disinfection validation

**Legend**

- Activity
- Activity to prevent issues
- Activity to prevent co-engineering issues

**Fig. 2:** Product life-cycle model of the medical device case
expressing the cost to fix an issue detected in a given filter and belonging to a given activity. For example, it is almost trivial to fix an issue in the “High-Level Architecture Design” if we identify it during the “Revision of architecture” (around 3 hours). But if we identify the issue later, for example during the “Verification of PEMS software”, the needed changes and their consequences can represent significant rework (an average of 74 hours or more than one hundred in the worst cases).

Regarding parallel activity flows \((f)\), and based on previous experiences, Figure 3 represents the estimation on how issues from the first two stages (Concept and High-Level design) might affect the next activities. For example, we can observe how PEMS software is the activity receiving the highest percentage of issues. Actually, according to the estimations, the two activities from the Software design stage (PESS and PEMS software) together sum to 45%.

![Fig. 3: Estimation on the distribution of the issues from the two first stages to the design stage](image)

VI. SIMULATION AND RESULTS

The simulation is an automatic program in which triangular distributions with optimistic, average and pessimistic values have been used to randomly simulate the behavior of the issues that are created in the activities (see Table I), the costs of the filters (see Table II), and the effectiveness of the filters for each type of issue (see Table III). Triangular distributions are continuous probability distributions that are traditionally used when there are minimum, peak, and maximum values, and the actual behavior, or sufficient historical data, are not available to model them. We decided to use triangular distributions but other distributions could have been used. To increase confidence in the simulation outputs, we tried different distributions for the inputs and we confirmed that similar results (i.e., first, second, and third quartiles of the simulation results) are obtained using Weibull, gamma or normal distributions created with those three values.

Then, in the simulation, each injected issue will follow its defined flow and, when reaching a filter, it will be evaluated if the issue will be filtered or not based on the calculated filter effectiveness. If filtered, another triangular distribution will be used for the cost to fix it (see Table IV) and the issue will be removed. The total cost will be the sum of the costs of the filters and the costs of fixing each of the identified issues during the process. The EIC, as defined in Section II, will be the percentage of issues that did not “escape” from the product life-cycle’s filters.

For each analysis, we run the simulation ten thousand times. As an example, Figure 4 presents the results of all the simulations for the baseline scenario and those of introducing the co-engineering practices in the medical devices case. To keep the confidentiality of the data regarding the total cost of projects (for both case studies), we established the origin of the cost (the zero value) in the median of the baseline.
way, we can still show the differences in terms of hours from integrating the co-engineering practices.

Instead of using the boxplots for discussion as in Figure 4, we show and discuss the results in a two dimensional space of EIC and cost as we consider that it is more comprehensible and visual to provide information about the cost and quality trade-off. The rectangles in next Figures 5 and 6 correspond to the range of the 25th percentile (P25) and 75th percentile (P75) of both criteria. The smaller rectangles (around the middle of each big rectangle) are the 99% confidence intervals (a statistics metric) of the results of the simulations. Given the large amount of simulations, the averages are very stable so the confidence intervals are small.

**Space case:** The simulation obtained the results shown in Figure 5. In this case, the quality of the final product is improved if we integrate any of the combined analyses, however, the cost in hours will be higher than the baseline. We can also observe that ReqJointReview&FM, which is to be performed in early stages of the life-cycle, obtains better results than SafSecDesign both in terms of quality of the product and cost. In this situation, it is a business decision if the suggested improvement in quality is enough to introduce a new practice.

The levels of EIC (which are lower than for the medical devices case) can be explained because of the experimental nature of the considered types of projects which can be different from other types of projects within the same company. These preliminary results on the cost model usage are relevant as they show a case which can be considered a normal or intuitive one (i.e., quality is improved but cost is higher).

**Medical devices case:** Figure 6 shows the simulation results. We can observe that the EIC is already very high for the baseline (a median of 98.91%) which is expected in critical domains with mature life-cycles. That values are even higher when introducing the co-engineering practices. Similar promising results are obtained for the cost where the total number of hours of a project is reduced. It is then suggested that even introducing practices that will consume hours, it pays off both in terms of the total duration of the project and in the chances to have final products with even better quality. Integrating both co-engineering practices dominate the two established criteria. If only a single filter could be applied or we decided to incrementally adopt new practices, the results suggest that we should opt for the application of HAZOP first, since it achieves a better result in EIC and cost than PModel.
VII. DISCUSSION AND THREATS TO VALIDITY

Our cost model, the EMC, defines a methodological framework. However, the needed data in our analysis was based in some cases on estimations and expert judgement with an acknowledged degree of subjectivity. Our cost model defines stages such as the error recording (see Section II), however the case study stakeholders claimed that currently it is not easy to extract data from real development for each activity and filters, but they still see value in the approach and they made estimations based on evidences and historical data when possible. Stages 1 and 2 of our cost model were covered with a Delphi-like approach to establish an initial behavior of the life-cycle. However, these approaches should be validated with the historical data once they are collected and available in a more systematic way. As summary, the data that we used could have greater dispersion in their estimates than the cases in which the 5 stages are carried out in a systematic fashion. This is an important threat to construct validity. As for the simulation, as mentioned in Section VI, we tried different distributions of the input data (triangular, Weibull, gamma and normal) to confirm that this aspect does not impact our conclusions.

Regarding the generalization of the results and the external validity, a threat is that it is not possible to extrapolate to other organizations/projects. The gathered data are for their type of product and organization, and the results of the co-engineering practices are specific for their case (we explained the study design in Section IV). What it can be generalized is that we have shown that our cost model can be implemented in software-intensive systems of systems companies to investigate the appropriateness of integrating new practices in their current baseline life-cycles.

In the presented approach we are measuring the cost within the life-cycle to deliver the products excluding the system in operation. The cost that might be associated with issues that escaped to all the filters (e.g., the actual exploitation of a vulnerability) and its associated business damage can provide even more business justifications and increase the cost to prohibitive values (e.g., company reputation, penalties).

VIII. CONCLUSIONS

We have focused on safety and security co-engineering practices to provide an economic perspective on the subject. We propose a cost model with a simulation phase to get results in terms of quality and cost. Instead of proposing a new cost model we used the EMC which was already used in non-critical software-intensive systems. Cost models need to be instantiated for the specifics of a company and thus, it is difficult to generalize their results. However, we have shown how it seems beneficial in terms of quality to integrate a set of co-engineering practices in a product life-cycle of two companies, and in one of them it is even profitable in terms of reduction of the global cost of the project. Positive qualitative feedback about the EMC was received from the industrial experts involved in both case studies. They consider the EMC a sound approach to take informed decisions on the adoption of new practices in their life-cycles.

As further work, we will collaborate with other companies from safety-security critical domains to continue exploring and providing positive or negative evidences about the appropriateness of integrating co-engineering practices, and to understand which design choices are in conflict for a specific domain or for a software engineering problem in general.
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