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Abstract. Let $\Omega \subset \mathbb{R}^{n+1}$, $n \geq 2$, be a 1-sided NTA domain (also known as a uniform domain), i.e., a domain which satisfies interior corkscrew and Harnack chain conditions, and assume that $\partial \Omega$ is $n$-dimensional Ahlfors-David regular. We characterize the rectifiability of $\partial \Omega$ in terms of the absolute continuity of surface measure with respect to harmonic measure. We also show that these are equivalent to the fact that $\partial \Omega$ can be covered $\mathcal{H}^n$-a.e. by a countable union of portions of boundaries of bounded chord-arc subdomains of $\Omega$ and to the fact that $\partial \Omega$ possesses exterior corkscrew points in a qualitative way $\mathcal{H}^n$-a.e. Our methods apply to harmonic measure and also to elliptic measures associated with real symmetric second order divergence form elliptic operators with locally Lipschitz coefficients whose derivatives satisfy a natural qualitative Carleson condition.

1. Introduction and statement of main results

A well known result of F. and M. Riesz says that if $\Omega$ is a simply connected planar domain whose boundary is a Jordan curve of finite length, then harmonic measure $\omega$ and arclength $\mathcal{H}^1|_{\partial \Omega}$ are mutually absolutely continuous. A quantitative version of this theorem was proved by Lavrentiev in [30]. Due to examples of Bishop and Jones in [8] in the planar case, and of Ziemer in [39] and Wu in [38] in higher dimensions, neither $\mathcal{H}^n|_{\partial \Omega} \ll \omega$ nor $\omega \ll \mathcal{H}^n$ are true for arbitrary simply connected domains $\Omega \subset \mathbb{R}^{n+1}$ with $\mathcal{H}^n(\partial \Omega) < \infty$ without imposing additional topological and/or non-topological conditions on $\partial \Omega$. Quantitative mutual absolute continuity of harmonic measure and surface measure in higher dimensions was proven when $\Omega$ is a Lipschitz domain by Dahlberg in [12], and when $\Omega$ is non-tangentially accessible...
(NTA) (see Definition 1.9) and \(\partial \Omega\) is Ahlfors-David regular (ADR; see Definition 1.5) independently by David and Jerison in [14] and by Semmes in [36]. It is now known that if \(\Omega\) is a 1-sided NTA domain (see Definition 1.8) with ADR boundary, then the following are equivalent:

(i) \(\partial \Omega\) is uniformly rectifiable,

(ii) \(\Omega\) is an NTA domain (and therefore \(\Omega\) is a chord-arc domain),

(iii) \(\omega \in A_\infty\),

(iv) \(\omega \in \text{weak} - A_\infty\).

Here (iii) and (iv) should be understood in a scale invariant sense (see Definition 1.13). The implication (i) implies (ii) was proved in [4]; (ii) implies (iii) was proved independently in [14,36] as mentioned above; (iii) implies (iv) is trivial; and (iv) implies (i) was proved in [26]. On the other hand, in [7], it was shown that if \(\Omega\) is an NTA domain with \(H^n(\partial \Omega) < \infty\), then \(\partial \Omega\) is \(n\)-rectifiable and \(H^n|_{\partial \Omega} \ll \omega\). Moreover, it was also shown in [7] that if \(\Omega\) is an NTA domain, then \(\omega \ll H^n \ll \omega\) on \(A\), where

\[
A := \left\{ x \in \partial \Omega : \liminf_{r \to 0} \frac{H^n(\partial \Omega \cap B(x,r))}{r^n} < \infty \right\}.
\]

However, due to an example of Azzam, Mourgoglou, and Tolsa in [5], harmonic measure is not necessarily absolutely continuous with respect to surface measure on the entire boundary of an NTA domain of locally finite perimeter. In particular, the authors of [5] constructed Reifenberg flat domains \(\Omega\) with locally finite surface measure \(H^n|_{\partial \Omega}\) and Borel sets \(E \subset \partial \Omega\) with \(\omega(E) > 0 = H^n(E)\). (In fact, the sets \(E\) have Hausdorff dimension less than \(n\).) Therefore, in order to ensure that \(\omega \ll H^n\) on the full boundary of an NTA domain of locally finite perimeter, one needs to identify some additional qualitative or quantitative conditions on \(\partial \Omega\). For related results on \(p\)-harmonic measure, see [31].

The main result proved in this article is the following qualitative version of (1.1) (see Section 1.2 for the precise definitions).

**Theorem 1.2.** Let \(\Omega \subset \mathbb{R}^{n+1}, n \geq 2\), be a 1-sided NTA domain whose boundary is ADR. Write \(\omega := \omega^{X_0}\) for the harmonic measure of \(\Omega\) with pole at \(X_0\), any given point in \(\Omega\), and write \(\sigma := H^n|_{\partial \Omega}\) for surface measure on \(\partial \Omega\). Then the following statements are equivalent:

(a) \(\partial \Omega\) is rectifiable;

(b) there exists a set \(F \subset \partial \Omega\) and a constant \(c_0, 0 < c_0 < 1\), such that \(\sigma(F) = 0\) and for all \(x \in \partial \Omega \setminus F\) there is \(r_x > 0\) for which \(\Delta(x,r) = \partial \Omega \cap B(x,r)\) has an exterior corkscrew point (that is, a corkscrew point with respect to the open set \(\Omega_{\text{ext}} = \mathbb{R}^{n+1} \setminus \Omega\)) for all \(0 < r < r_x\) with implicit constant \(c_0\);

(c) \(\sigma \ll \omega\) on \(\partial \Omega\);

(d) \(\partial \Omega = F_0 \cup (\bigcup_N F_N)\), where \(\sigma(F_0) = 0\) and \(F_N = \partial \Omega \cap \partial \Omega_N\) for some bounded chord-arc domain \(\Omega_N \subset \Omega\);

(e) \(\partial \Omega = F_0 \cup (\bigcup_N F_N)\), where \(\sigma(F_0) = 0\) and for each \(N\) there exist constants \(\theta_N, \theta'_N > 0\) and \(C_N > 1\) such that

\[
C_N^{-1} \sigma(F)^{\theta'_N} \leq \omega(F) \leq C_N \sigma(F)^{\theta_N} \quad \forall F \subset F_N.
\]
The proof of Theorem 1.2 is in Section 2 and goes as follows. First, observe that (e) easily gives (c). Second, (d) yields (a), because the boundary of any chord arc domain is rectifiable (e.g., see [14] or [7]). In Section 2.1, we use a notion of approximate tangent planes from geometric measure theory to show that (a) implies (b). Next, we prove in Section 2.2 that (b) implies (d) by constructing certain sawtooth domains $\Omega_{F,Q_0}$, which are bounded chord-arc subdomains of $\Omega$. In Section 2.3, we verify (d) implies (c) by a straightforward use of the maximum principle. In Section 2.4, we first show that some family of bad cubes (for which the exterior corkscrew condition fails) satisfies a Carleson packing condition. From there, we obtain that another suitable family of sawtooth domains $\Omega_{F,Q_0}$ are chord-arc domains and show that (c) implies (d). To complete the proof, in Section 2.5 we demonstrate that (b) implies (e) by using a variant of the Dahlberg-Jerison-Kenig sawtooth lemma and a certain projection operator.

Although our main result is written in terms of harmonic measure, our methods allow for more general elliptic measures. In particular, in Theorem 1.2 we can replace harmonic measure $\omega$ with elliptic measures $\omega_L$ corresponding to a class of divergence form elliptic operators whose coefficients are locally Lipschitz and obey a natural Carleson measure condition. Our class of operators is motivated by the results in [29] and the recent work [24]. The operators considered in [29] have the property that they are good (i.e., their elliptic measure is $A_\infty$) in chord-arc subdomains. This is relevant in the proof of (d) implies (c), where such a property is used for the Laplacian. On the other hand, [24] contains a generalized version of the implication (iv) $\Rightarrow$ (ii) in (1.1), valid for a class of elliptic operators. In [24], there is an “integration by parts” argument that allows the authors to obtain localized square functions estimates and we use a similar argument here in the proof of (c) implies (d). Here we shall assume qualitative versions of the conditions in [29], [24] that allow us to follow their ideas in a qualitative way. The precise result is as follows:

**Theorem 1.3.** Let $\Omega \subset \mathbb{R}^{n+1}$, $n \geq 2$, be a 1-sided NTA domain whose boundary is ADR. Let $Lu := -\text{div}(A \nabla u)$ and assume that $A$ is uniformly elliptic, real, symmetric, $A \in \text{Lip}_{\text{loc}}(\Omega)$, and for every ball $B = B(x,R)$ with $x \in \partial \Omega$ and $0 < R < \text{diam}(\partial \Omega)$, there exists $C_B$ such that

\[
(1.4) \quad \sup_{0 < r \leq R} \frac{1}{r^n} \int_{B(y,r) \cap \Omega} \left( \sup_{Z \in B(X,\delta(X)/2)} |\nabla A(Z)| \right) dX \leq C_B,
\]

where $\delta(X) = \text{dist}(X, \partial \Omega)$. Write $\omega_L := \omega_{X_0}^{X_0}$ for the elliptic measure of $\Omega$ associated to $L$ with pole at $X_0$, any given point in $\Omega$, and write $\sigma := \mathcal{H}^n|_{\partial \Omega}$ for surface measure on $\partial \Omega$. Then the equivalent statements (e)–(e) in Theorem 1.2 are also equivalent to the following statements:

(c') $\sigma \ll \omega_L$ on $\partial \Omega$;

(e') $\partial \Omega = F_0 \cup (\bigcup_N F_N)$, where $\sigma(F_0) = 0$ and for each $N$ there exist constants $\theta_N, \theta'_N > 0$ and $C_N > 1$ such that

\[ C_N^{-1} \sigma(F)^{\theta'_N} \leq \omega_L(F) \leq C_N \sigma(F)^{\theta_N} \quad \forall F \subset F_N. \]
By an easy compactness argument, to invoke Theorem 1.3 it is enough to verify that (1.4) holds on balls $B = B(x, R_x)$ for every $x \in \partial\Omega$, for some $R_x > 0$ depending on $x$. Examples of operators $Lu := -\text{div}(A \nabla u)$ where this result applies include the case of coefficients $A$ which are locally Lipschitz in $\Omega$, with $|\nabla A| \in L^\infty(B(x, r_x) \cap \Omega)$ for every $x \in \partial\Omega$, for some $r_x > 0$. More generally, one may assume that there is $\varepsilon > 0$ such that $|\nabla A(X)| \delta(X)^{1-\varepsilon} \to 0$ as $X \to x$ along $X \in \Omega$ for every $x \in \partial\Omega$.

The proof of Theorem 1.3 is given in Section 3. Note that (e’) easily implies (c’). To complete the proof, we show that (e) implies (d) in Section 3.1 and (b) implies (e’) in Section 3.2.

Finally, in Section 4 we construct an example of a domain $\Omega_\star$ satisfying the required background hypotheses (i.e., 1-sided NTA with ADR boundary) for which (a)–(e) in Theorem 1.2 hold, but (i)–(iv) in (1.1) fail. In particular, for this example, harmonic measure (and the elliptic measures in Theorem 1.3) belongs to neither $A_\infty$ nor to weak-$A_\infty$, but nevertheless satisfies the weaker absolute continuity conditions (c), (e) (and (c’), (e’)).

We note that some interesting related work has recently appeared, or been carried out, while this manuscript was in preparation, due to Mourgoglou [33], Azzam, Mourgoglou and Tolsa [6], and Mayboroda, Tolsa, Volberg and the two last authors of the present paper [23], which sharpens our results in the special case of Laplace’s equation. In the first manuscript, the author obtains the implication (a) implies (c) of our Theorem 1.2 but with the upper ADR bound on $\partial\Omega$ replaced by the weaker qualitative condition that $\mathcal{H}^n|_{\partial\Omega}$ is locally finite. Moreover, in [6], the authors obtain the converse direction (c) implies (a) (as well as results concerning rectifiability of harmonic measure, provided that $\omega \ll \sigma$), replacing the ADR hypothesis by the weaker qualitative assumption that $\mathcal{H}^n|_{\partial\Omega}$ is positive and locally finite and assuming only a “porosity” (i.e., corkscrew) condition in the complement of $\partial\Omega$, in lieu of the stronger 1-sided NTA assumption. In [23] the same result is proved removing the porosity assumption. Both [6] and the follow-up version [23], merged into the paper [3], rely on recent deep results of [34], [35] concerning connections between Riesz transforms. The use of these Riesz transform results allows for non-trivial weakening of the hypotheses as described above, but on the other hand, the Riesz transforms are tied explicitly to harmonicity. Our methods in the present paper, involving localized square function estimates, seem to require a stronger connectivity hypothesis (i.e., the 1-sided NTA, also known as “uniform domain”, assumption), but are more robust in the sense that they allow treatment of variable coefficient operators.

A related result for harmonic measure and $p$-harmonic measure has also been obtained by the last two authors of the present paper in collaboration with Le and Nyström [20] (see [22] for a version just containing the harmonic case): if $\Omega$ is an open set with ADR boundary and harmonic measure satisfies a weak-$A_\infty$ condition on $\partial\Omega$, then $\partial\Omega$ is uniformly rectifiable. This corresponds to a quantitative version of the implication (c) implies (a) of our Theorem 1.2 in a setting without connectivity assumptions. The converse of this result, that is, that the complement of a uniformly rectifiable set has “interior big pieces of good harmonic measure estimates”, has been recently proved by Bortz and the third author of this paper [9]. This can be seen as a quantitative version of (c) (or (c’)) implies (a) in Theorem 1.2.
1.1. Notation and conventions.

- We use the letters $c, C$ to denote harmless positive constants, not necessarily the same at each occurrence, which depend on at most dimension and the constants appearing in the hypotheses of the theorems (that is, on “allowable parameters”). Unless otherwise specified, upper case constants are greater than 1 and lower case constants are smaller than 1. We write $a \lesssim b$ or $a \approx b$ to denote $a \leq Cb$ or $0 < c \leq a/b \leq C$ for some constants $c$ and $C$ following the convention above, respectively.

- Given a domain $\Omega \subset \mathbb{R}^{n+1}$, we shall use lower case letters $x, y, z$, etc., to denote points on $\partial \Omega$, and capital letters $X, Y, Z$, etc., to denote generic points in $\mathbb{R}^{n+1}$ (especially those in $\mathbb{R}^{n+1} \setminus \partial \Omega$).

- The open $(n+1)$-dimensional Euclidean ball of radius $r$ will be denoted $B(x, r)$ when the center $x$ lies on $\partial \Omega$, and denoted $B(X, r)$ when the center $X \in \mathbb{R}^{n+1} \setminus \partial \Omega$. A surface ball is denoted $\Delta(x, r) := B(x, r) \cap \partial \Omega$.

- If $\partial \Omega$ is bounded, it is always understood (unless otherwise specified) that all surface balls have radii controlled by the diameter of $\partial \Omega$: that is, if $\Delta = \Delta(x, r)$, then $r \lesssim \text{diam}(\partial \Omega)$. Note that in this way $\Delta = \partial \Omega$ if $\text{diam}(\partial \Omega) < r \lesssim \text{diam}(\partial \Omega)$.

- Let $\text{dist}(A, B) := \inf_{a \in A} \inf_{b \in B} |a - b|$ denote the usual Euclidean distance between sets $A$ and $B$. For $X \in \mathbb{R}^{n+1}$, let $\delta(X) := \text{dist}(X, \partial \Omega)$.

- Let $\mathcal{H}^n$ denote $n$-dimensional Hausdorff measure and let $\sigma := \mathcal{H}^n|_{\partial \Omega}$ denote the surface measure on $\partial \Omega$.

- For a generic set $A \subset \mathbb{R}^{n+1}$, we let $\text{int}(A)$ denote the interior of $A$. However, when $A \subset \partial \Omega$, we let $\text{int}(A)$ denote the interior of $A$ relative to $\partial \Omega$; that is, $\text{int}(A)$ is the largest relatively open set in $\partial \Omega$ contained in $A$. In addition, for $A \subset \partial \Omega$, we define the boundary $\partial A := A \setminus \text{int}(A)$ using our convention on $\text{int}(A)$.

- We shall use the letter $I$ (and sometimes $J$) to denote a closed $(n+1)$-dimensional Euclidean cube with sides parallel to the co-ordinate axes, and we let $\ell(I)$ denote the side length of $I$.

- We use $Q$ to denote a dyadic “cube” on $\partial \Omega$, which exists whenever $\partial \Omega$ is ADR (see [11],[16]) and enjoys certain properties enumerated in Lemma 1.15 below.

1.2. Some definitions.

**Definition 1.5** (Ahlfors-David regular). We say that a closed set $E \subset \mathbb{R}^{n+1}$ is $n$-dimensional ADR (or simply ADR) if there is some uniform constant $C$ such that

$$
\frac{1}{C} r^n \leq \mathcal{H}^n(E \cap B(x, r)) \leq C r^n \quad \forall r \in (0, \text{diam}(E)), \ x \in E.
$$

Following [28], we state the definition of the corkscrew condition, the Harnack chain condition, and NTA domains.

**Definition 1.6** (Corkscrew condition). We say that an open set $\Omega \subset \mathbb{R}^{n+1}$ satisfies the (interior) corkscrew condition if for some uniform constant $c$, $0 < c < 1$, and
for every surface ball $\Delta := \Delta(x,r)$, with $x \in \partial \Omega$ and $0 < r < \text{diam}(\partial \Omega)$, there is a ball $B(X_\Delta, cr) \subset B(x, r) \cap \Omega$. The point $X_\Delta \subset \Omega$ is called an (interior) corkscrew point relative to $\Delta$ (or relative to $B$). We note that we may allow $r < C \text{diam}(\partial \Omega)$ for any fixed $C$ simply by adjusting the constant $c$.

Analogously, we say that an open set $\Omega \subset \mathbb{R}^{n+1}$ satisfies the exterior corkscrew condition if the open set $\Omega_{\text{ext}} = \mathbb{R}^{n+1} \setminus \overline{\Omega}$ satisfies the (interior) corkscrew condition. Also, if we say that $X_\Delta$ is an exterior corkscrew point relative to $\Delta$ (or relative to $B$), we mean that $X_\Delta \in \Omega_{\text{ext}}$ is an (interior) corkscrew point relative to $\Delta$ (or relative to $B$) for the open set $\Omega_{\text{ext}}$.

**Definition 1.7** (Harnack chain condition). We say that $\Omega$ satisfies the Harnack chain condition if there is a uniform constant $C$ such that for every $\rho > 0$, $\Lambda \geq 1$, and every pair of points $X, X' \in \Omega$ with $\delta(X), \delta(X') \geq \rho$ and $|X - X'| < \Lambda \rho$, there is a chain of open balls $B_1, \ldots, B_N \subset \Omega$, $N \leq C(\Lambda)$, with $X \in B_1$, $X' \in B_N$, $B_k \cap B_{k+1} \neq \emptyset$ and $C^{-1} \text{diam}(B_k) \leq \text{dist}(B_k, \partial \Omega) \leq C \text{diam}(B_k)$. The chain of balls is called a Harnack chain.

**Definition 1.8** (1-sided NTA domain). If $\Omega$ satisfies both the corkscrew and Harnack chain conditions, then we say that $\Omega$ is a 1-sided NTA domain.

**Definition 1.9** (NTA domain). We say that a domain $\Omega$ is an NTA domain if it is a 1-sided NTA domain and if, in addition, $\Omega_{\text{ext}} := \mathbb{R}^{n+1} \setminus \overline{\Omega}$ also satisfies the corkscrew condition.

**Remark 1.10.** The abbreviation NTA stands for non-tangentially accessible. In the literature, 1-sided NTA domains are also called uniform domains. We remark that the 1-sided NTA condition is a quantitative form of path connectedness.

**Definition 1.11** (Chord-arc domain). A chord-arc domain $\Omega$ is an NTA domain with ADR boundary.

We next give a definition of rectifiability. For general background, see [32].

**Definition 1.12** (Rectifiability). A set in $E \subset \mathbb{R}^{n+1}$ is called $n$-rectifiable if there exist Lipschitz maps $f_i : \mathbb{R}^n \to \mathbb{R}^{n+1}$, $i = 1, 2, \ldots$, such that

$$
\mathcal{H}^n \left( E \setminus \bigcup_{i=1}^{\infty} f_i(\mathbb{R}^n) \right) = 0.
$$

**Definition 1.13** ($A_\infty$, weak-$A_\infty$). Given $\Omega \subset \mathbb{R}^{n+1}$, a 1-sided NTA domain with ADR boundary, let $\omega$ be the associated harmonic measure (or some other elliptic measure). We say that $\omega$ is weak-$A_\infty$ if there exist positive constants $C$ and $\theta$ (depending on $n$ and the 1-sided NTA and ADR constants) such that for every surface ball $\Delta_0 = B_0 \cap \partial \Omega$, with $B_0$ centered at $\partial \Omega$ and radius smaller than $\text{diam}(\partial \Omega)$, and for every surface ball $\Delta = B \cap \partial \Omega$, with $B$ centered at $\partial \Omega$ and $2B \subset B_0$,

$$
\omega^{X_{\Delta_0}}(F) \leq C \left( \frac{\sigma(F)}{\sigma(\Delta)} \right)^\theta \omega^{X_{\Delta_0}}(2\Delta), \quad \forall F \subset \Delta.
$$

Analogously, we say that $\omega \in A_\infty$ if the previous condition holds with $B \subset B_0$, in place of $2B \subset B_0$, and if we can write $\omega^{X_{\Delta_0}}(\Delta)$ in place of $\omega^{X_{\Delta_0}}(2\Delta)$ in the right hand side of (1.14).
1.3. Dyadic grids and sawtooths. In this subsection we give a lemma concerning the existence of “dyadic grid” which can be found in \[11,15,16\].

**Lemma 1.15** (Existence and properties of the “dyadic grid”). If \( E \subset \mathbb{R}^{n+1} \) is ADR, then there exist constants \( a_0 > 0, \eta > 0, \text{ and } C_1 < \infty \), depending only on dimension and the ADR constant, and for each \( k \in \mathbb{Z} \) there exists a collection of Borel sets (“cubes”)

\[
\mathbb{D}_k := \{ Q_j^k \subset E : j \in \mathcal{I}_k \},
\]

where \( \mathcal{I}_k \) denotes some (possibly finite) index set depending on \( k \), satisfying the following properties:

(i) \( E = \bigcup_j Q_j^k \) for each \( k \in \mathbb{Z} \).

(ii) If \( m \geq k \), then either \( Q_j^m \subset Q_j^k \) or \( Q_j^m \cap Q_j^k = \emptyset \).

(iii) For each \( (j,k) \) and each \( m < k \), there is a unique \( i \) such that \( Q_j^i \subset Q_j^m \).

(iv) The diameter of each \( Q_j^k \) is at most \( C_1 2^{-k} \).

(v) Each \( Q_j^k \) contains some surface ball \( \Delta(x_j^k, a_0 2^{-k}) := B(x_j^k, a_0 2^{-k}) \cap E \).

(vi) \( \mathcal{H}^n \{ x \in Q_j^k : \text{dist}(x, E \setminus Q_j^k) \leq \tau 2^{-k} \} \leq C_1 \tau^n \mathcal{H}^n (Q_j^k) \) for all \( k \) and \( j \) and for all \( \tau \in (0, a_0) \).

Some notation and remarks are in order concerning this lemma.

- In the setting of a general space of homogeneous type, this lemma has been proved by Christ [11], with the dyadic parameter \( 1/2 \) replaced by some constant \( \delta \in (0, 1) \). In fact, one may always take \( \delta = 1/2 \) (cf. [27, Proof of Proposition 2.12]). In the presence of the ADR property, the result already appears in [15,16].

- For our purposes, we may ignore those \( k \in \mathbb{Z} \) such that \( 2^{-k} \gtrsim \text{diam}(E) \) whenever \( E \) is bounded.

- We shall denote by \( \mathbb{D} = \mathbb{D}(E) \) the collection of all relevant \( Q_j^k \). That is,

\[
\mathbb{D} := \bigcup_k \mathbb{D}_k,
\]

where the union runs only over those \( k \) such that \( 2^{-k} \lesssim \text{diam}(E) \) whenever \( E \) is bounded.

- Given a cube \( Q \in \mathbb{D} \), we set

\[
\mathbb{D}_Q := \{ Q' \in \mathbb{D} : Q' \subseteq Q \}.
\]

- For a dyadic cube \( Q \in \mathbb{D}_k \), we set \( \ell(Q) = 2^{-k} \) and we call this quantity the “length” of \( Q \). Evidently, \( \ell(Q) \approx \text{diam}(Q) \).

- Properties (iv) and (v) imply that for each cube \( Q \in \mathbb{D}_k \), there exists a point \( x_Q \in E \), a Euclidean ball \( B(x_Q, r_Q) \) and corresponding surface ball \( \Delta(x_Q, r_Q) := B(x_Q, r_Q) \cap E \) such that

\[
(1.16) \quad c \ell(Q) \leq r_Q \leq \ell(Q) \quad \text{and} \quad \Delta(x_Q, 2r_Q) \subset Q \subset \Delta(x_Q, Cr_Q)
\]

for some uniform constants \( c \) and \( C \). We shall denote this ball and surface ball by \( B_Q := B(x_Q, r_Q) \) and \( \Delta_Q := \Delta(x_Q, r_Q) \), respectively, and we shall refer to the point \( x_Q \) as the “center” of \( Q \).
It will be useful to dyadicize the corkscrew condition and to specify precise corkscrew constants. Let us now specialize to the case that \( E = \partial \Omega \) is ADR with \( \Omega \) satisfying the corkscrew condition. Given \( Q \in \mathbb{D}(\partial \Omega) \), we shall sometimes refer to a corkscrew point \( X_Q \) relative to \( Q \), which we define to be a corkscrew point \( X_{\Delta} \) relative to the surface ball \( \Delta := \Delta_Q \). We note that \( \delta(X_Q) \approx \text{dist}(X_Q,Q) \approx \text{diam}(Q) \).

**Definition 1.17** \( (c_0\text{-exterior corkscrew condition}) \). Fix a constant \( c_0 \in (0,1) \) and let \( \Omega \subset \mathbb{R}^{n+1} \) be a domain with ADR boundary. We say that a cube \( Q \in \mathbb{D}(\partial \Omega) \) satisfies the \( c_0 \)-exterior corkscrew condition if there is a point \( z_Q \in \Delta_Q \) and a point \( X^-_Q \in B(z_Q,r_Q/4) \setminus \Omega \) such that \( B(X^-_Q,c_0 \ell(Q)) \subset B(z_Q,r_Q/4) \setminus \Omega \), where \( \Delta_Q = \Delta(x_Q,r_Q) \) is the surface ball associated to \( Q \).

Following [21, Section 3] we next introduce the notion of Carleson region and discretized sawtooth. Given a cube \( Q \in \mathbb{D}(\partial \Omega) \), the **discretized Carleson region** \( \mathbb{D}_Q \) relative to \( Q \) is defined by

\[
\mathbb{D}_Q = \{ Q' \in \mathbb{D}(\partial \Omega) : Q' \subset Q \}.
\]

Let \( \mathcal{F} \) be a family of disjoint cubes \( \{Q_j\} \subset \mathbb{D}(\partial \Omega) \). The **global discretized sawtooth region** relative to \( \mathcal{F} \) is the collection of cubes \( Q \in \mathbb{D} \) that are not contained in any \( Q_j \in \mathcal{F} \):

\[
\mathbb{D}_\mathcal{F} := \mathbb{D} \setminus \bigcup_{Q_j \in \mathcal{F}} \mathbb{D}_{Q_j}.
\]

For a given \( Q \in \mathbb{D} \) the **local discretized sawtooth region** relative to \( \mathcal{F} \) is the collection of cubes in \( \mathbb{D}_Q \) that are not contained in any \( Q_j \in \mathcal{F} \):

\[
\mathbb{D}_{\mathcal{F},Q} := \mathbb{D}_Q \setminus \bigcup_{Q_j \in \mathcal{F}} \mathbb{D}_{Q_j} = \mathbb{D}_\mathcal{F} \cap \mathbb{D}_Q.
\]

We also introduce the “geometric” Carleson regions and sawtooths. In the sequel, \( \Omega \subset \mathbb{R}^{n+1} \) \( (n \geq 2) \) will be a 1-sided NTA domain with ADR boundary. Let \( \mathcal{W} = \mathcal{W}(\Omega) \) denote a collection of (closed) dyadic Whitney cubes of \( \Omega \) (see [37, Chapter VI]), so that the cubes in \( \mathcal{W} \) form a covering of \( \Omega \) with non-overlapping interiors which satisfy

\[
(1.18) \quad 4 \text{diam}(I) \leq \text{dist}(4I,\partial \Omega) \leq \text{dist}(I,\partial \Omega) \leq 40 \text{diam}(I)
\]

and

\[
(1.19) \quad \text{diam}(I_1) \approx \text{diam}(I_2), \text{ whenever } I_1 \text{ and } I_2 \text{ touch}.
\]

Let \( X(I) \) denote the center of \( I \), let \( \ell(I) \) denote the side length of \( I \), and write \( k = k_I \) if \( \ell(I) = 2^{-k} \).

Given \( 0 < \lambda < 1 \) and \( I \in \mathcal{W} \) we write \( I^* = (1+\lambda)I \) for the “fattening” of \( I \). By taking \( \lambda \) small enough, we can arrange matters so that, first, \( \text{dist}(I^*,J^*) \approx \text{dist}(I,J) \) for every \( I,J \in \mathcal{W} \), and secondly, \( I^* \) meets \( J^* \) if and only if \( \partial I \) meets \( \partial J \). (Fattening ensures \( I^* \) and \( J^* \) overlap for any pair \( I,J \in \mathcal{W} \) whose boundaries touch. Thus, the Harnack chain property holds locally in \( I^* \cup J^* \) with constants depending on \( \lambda \).) By picking \( \lambda \) sufficiently small, say \( 0 < \lambda < \lambda_0 \), we may also suppose that there is \( \tau \in (1/2,1) \) such that for distinct \( I,J \in \mathcal{W} \), \( \tau J \cap I^* = \emptyset \). In
what follows we will need to work with dilations \( I^{**} = (1 + 2\lambda)I \), and in order to ensure that the same properties hold we further assume that \( 0 < \lambda < \lambda_0/2 \).

For every \( Q \) we can construct a family \( \mathcal{W}^*_Q \subset \mathcal{W} \) and define

\[
U_Q := \bigcup_{I \in \mathcal{W}^*_Q} I^* ,
\]
satisfying the following properties: \( X_Q \in U_Q \) and there are uniform constants \( k^* \) and \( K_0 \) such that

\[
\begin{align*}
k(Q) - k^* &\leq k_I \leq k(Q) + k^* \quad \forall I \in \mathcal{W}^*_Q , \\
X(I) &\rightarrow_{U_Q} X_Q \quad \forall I \in \mathcal{W}^*_Q , \\
\text{dist}(I, Q) &\leq K_0 2^{-k(Q)} \quad \forall I \in \mathcal{W}^*_Q .
\end{align*}
\]

Here \( X(I) \rightarrow_{U_Q} X_Q \) means that the interior of \( U_Q \) contains all the balls in a Harnack chain (in \( \Omega \)) connecting \( X(I) \) to \( X_Q \), and moreover, for any point \( Z \) contained in any ball in the Harnack chain, we have \( \text{dist}(Z, \partial\Omega) \approx \text{dist}(Z, \Omega \setminus U_Q) \) with uniform control of the implicit constants. The constants \( k^*, K_0 \) and the implicit constants in the condition \( X(I) \rightarrow_{U_Q} X_Q \) in (1.21) depend on at most allowable parameters and on \( \lambda \). The reader is referred to [21] for full details.

For a given \( Q \in \mathcal{D} \), the \textbf{Carleson box} relative to \( Q \) is defined by

\[
T_Q := \text{int} \left( \bigcup_{Q' \in \mathcal{D}_Q} U_{Q'} \right) .
\]

For a given family \( \mathcal{F} \) of disjoint cubes \( \{Q_j\} \subset \mathcal{D} \), the \textbf{global sawtooth region} relative to \( \mathcal{F} \) is

\[
\Omega_{\mathcal{F}} := \text{int} \left( \bigcup_{Q' \in \mathcal{D}_{\mathcal{F}}} U_{Q'} \right) .
\]

Finally, for a given \( Q \in \mathcal{D} \) we define the \textbf{local sawtooth region} relative to \( \mathcal{F} \) by

\[
\Omega_{\mathcal{F}, Q} := \text{int} \left( \bigcup_{Q' \in \mathcal{D}_{\mathcal{F}, Q}} U_{Q'} \right) .
\]

For later use we recall [21, Proposition 6.1]:

\[
(1.22) \quad Q \setminus \left( \bigcup_{Q_j \in \mathcal{F}} Q_j \right) \subset \partial \Omega \cap \partial \Omega_{\mathcal{F}, Q} \subset \overline{Q} \setminus \left( \bigcup_{Q_j \in \mathcal{F}} \text{int}(Q_j) \right) .
\]

Given a pairwise disjoint family \( \mathcal{F} \subset \mathcal{D} \) and a constant \( \rho > 0 \), we derive another family \( \mathcal{F}(\rho) \subset \mathcal{D} \) from \( \mathcal{F} \) as follows. Augment \( \mathcal{F} \) by adding cubes \( Q \in \mathcal{D} \) whose side length \( \ell(Q) \leq \rho \) and let \( \mathcal{F}(\rho) \) denote the corresponding collection of maximal cubes. Note that the corresponding discrete sawtooth region \( \mathbb{D}_{\mathcal{F}(\rho)} \) is the union of all cubes \( Q \in \mathbb{D}_{\mathcal{F}} \) such that \( \ell(Q) > \rho \). For a given constant \( \rho \) and a cube \( Q \in \mathcal{D} \), let \( \mathbb{D}_{\mathcal{F}(\rho), Q} \) denote the local discrete sawtooth region and let \( \Omega_{\mathcal{F}(\rho), Q} \) denote the geometric sawtooth region relative to disjoint family \( \mathcal{F}(\rho) \).
2. Proof of Theorem 1.2

2.1. Proof of (a) implies (b). Our goal in this section is to prove that (a) implies (b) in Theorem 1.2. To this purpose, we first recall a useful notion from geometric measure theory. For any affine $n$-plane $P$ and $\eta > 0$, set $P(\eta) := \{X : \text{dist}(X, P) \leq \eta\}$.

**Definition 2.1** (Linear approximation). A set $E$ in $\mathbb{R}^{n+1}$ is called $n$-linearly approximable if for $\mathcal{H}^n$-a.e. $a \in E$ the following holds: if $\eta$ is a positive number, there are positive numbers $r_0, \lambda$ and an affine $n$-plane $P$ such that $a \in P$ and for any $0 < r < r_0$:

(i) $\mathcal{H}^n(E \cap B(X, \eta r)) \geq \lambda r^n$, for every $X \in P \cap B(a, r)$;

(ii) $\mathcal{H}^n(E \cap B(a, r) \setminus P(\eta r)) < \eta r^n$.

See Figure 2.1 for a visualization of Definition 2.1.

![Figure 2.1. Linear approximation of set $E$.](image)

**Lemma 2.2** ([32, Theorem 15.11]). If $E$ is an $\mathcal{H}^n$ measurable $n$-rectifiable subset of $\mathbb{R}^{n+1}$ with $\mathcal{H}^n(E) < \infty$, then $E$ is $n$-linearly approximable.

We want to show that $n$-rectifiability implies existence of 2-sided corkscrews in the presence of Ahlfors-David regularity. Fix any $n$-rectifiable, $n$-dimensional ADR set $E \subset \mathbb{R}^{n+1}$. Let us observe that the ADR condition implies that $E$ is $\mathcal{H}^n$-locally finite and then $E$ is $n$-linearly approximable by Lemma 2.2 (note that the $n$-linear approximability is a local property, and hence Lemma 2.2 immediately extends to any $E$ having locally finite measure). Thus, we may fix $a \in E$ for which (i) and (ii) in Definition 2.1 hold for some $0 < \eta \ll 1/4$ to be chosen and some constants $r_0$ and $\lambda$ and $n$-plane $P$ depending on $E$, $a$ and $\eta$. After a harmless rotation and translation, we assume $a = 0$ and $P = \{x \in \mathbb{R}^{n+1} : x_{n+1} = 0\}$ with $0 \in P$. Let $N \geq 1$ be a large constant to be chosen and fix $0 < r < \eta r_0$. Set $B = B(0, r)$, $\zeta = \eta^{n/r}$, and let

$$B^\pm = \{X = (X_1, \ldots, X_{n+1}) \in B : \pm X_{n+1} > 4 \zeta r\}$$
denote the upper and lower parts of \( B \setminus \mathcal{P}(4\zeta r) \). We also set
\[
\Sigma = \left\{ X \in \mathbb{R}^{n+1} \setminus E : \text{dist}(X,E) < \frac{4\zeta r}{N} \right\}.
\]
See Figure 2.2.

**Lemma 2.3.** We can take \( N \geq 1 \) large enough and \( 0 < \eta \ll 1/4 \) small enough depending only on the ADR constants and dimension so that if \( B := B(0,r) \) for some \( 0 < r < \eta r_0 \), then there exist \( X^\pm \in B^\pm \setminus \Sigma \). Hence \( B(X^\pm, 2\zeta r/N) \subset B(0,2r) \setminus E \), where \( \zeta = \eta^{\frac{n}{n+1}} \).

**Proof.** We work with \( B^+ \) (the proof for \( B^- \) is identical). Our aim is to show that
\[
|B^+ \setminus \Sigma| \gtrsim r^{n+1}.
\]
(2.4)

It then easily follows that \( B^+ \setminus \Sigma \neq \emptyset \), and we can pick any \( X^+ \in B^+ \setminus \Sigma \).

To show (2.4), we let \( \mathcal{W} = \mathcal{W}(\mathbb{R}^{n+1} \setminus E) \) be the Whitney decomposition of \( \mathbb{R}^{n+1} \setminus E \) and set \( \mathcal{W}^k = \{ I \in \mathcal{W} : \ell(I) = 2^{-k} \} \). Let \( I \in \mathcal{W} \) be such that \( I \cap B^+ \cap \Sigma \neq \emptyset \) and pick \( Y = Y_I = (Y_1, \ldots, Y_{n+1}) \in I \cap B^+ \cap \Sigma \). Then \( \ell(I) \approx \text{dist}(I,E) \leq \text{dist}(Y,E) < 4\zeta r/N \) and hence \( I \in \mathcal{W}^k \) for some \( k \) verifying \( 2^{-k} \lesssim \zeta r/N \).

From the definition of the dyadic grid we can associate to each \( I \in \mathcal{W} \) a nearest dyadic cube \( Q_I \in \mathcal{D}(E) \) such that
\[
\ell(Q_I) = \ell(I) \quad \text{and} \quad \text{dist}(I,Q_I) = \text{dist}(I,E) \approx \ell(I).
\]
(Just pick one if there are several choices available.) For every \( y \in Q_I \), we have \( |y - Y| \approx \text{dist}(I,E) \approx \ell(I) \lesssim \zeta r/N \). In particular, we have \( |y_{n+1} - Y_{n+1}| \lesssim \zeta r/N \).

Since \( Y \in B^+ \) (i.e., \( Y_{n+1} > 4\zeta r \)), taking \( N \) large enough depending on the ADR constants and dimension, we conclude that \( y_{n+1} > 2\zeta r \). Thus, choosing \( \eta \) (and hence \( \zeta \)) small enough depending on the ADR constants and dimension, we obtain
\[
Q_I \subset E \cap B(0,2r) \setminus \mathcal{P}(2\zeta r) \subset E \cap B(0,2\zeta \eta^{-1} r) \setminus \mathcal{P}(\eta(2\zeta \eta^{-1} r)).
\]
Note that with \( k \in \mathbb{Z} \) fixed, the family \( \{Q_I\}_{I \in \mathcal{W}^k} \) has bounded overlap (with overlap independent of \( k \)). Therefore,

\[
\sum_{I \in \mathcal{W}^k} \ell(I)^n \approx \sum_{I \in \mathcal{W}^k} \sigma(Q_I) \lesssim \sigma \left( \bigcup_{I \in \mathcal{W}^k} Q_I \right) \\
\leq \sigma \left( E \cap B(0, 2\zeta \eta^{-1} r) \setminus \mathcal{P}(\eta(2\zeta \eta^{-1} r)) \right) < \eta \left( 2\zeta \eta^{-1} r \right)^n = 2^n \eta^{1-n} \zeta^n r^n,
\]

where in the last estimate we have used (ii) in Definition 2.1 along with the facts that \( 0 < r < \eta r_0 \) and that \( \eta \) is small enough (depending on \( n \)). We conclude that

\[
|B^+ \cap \Sigma| = \sum_{I \in \mathcal{W}} |I \cap B^+ \cap \Sigma| \leq \sum_{k: 2^{-k} \lesssim \zeta r} \sum_{I \in \mathcal{W}^k} \ell(I)^{n+1} \\
\leq \sum_{k: 2^{-k} \lesssim \zeta r} 2^{-k} \sum_{I \in \mathcal{W}^k} \ell(I)^n \lesssim \eta^{1-n} \zeta^{n+1} r^{n+1} = \eta r^{n+1}.
\]

This and [21, Lemma 5.3] easily imply that

\[
r^{n+1} \approx |B \cap \{X \in \mathbb{R}^{n+1} : 0 < X_{n+1} \leq 4\zeta r\}| + |B^+ \cap \Sigma| + |B^+ \setminus \Sigma| \\
\lesssim (\zeta + \eta) r^{n+1} + |B^+ \setminus \Sigma|.
\]

Now taking \( \eta > 0 \) small enough depending only on ADR constants and dimension, we can hide the first time in the last term and conclude as desired (2.4). \( \square \)

We are now ready to establish the main result of this section:

**Proposition 2.6.** Let \( \Omega \) be a 1-sided NTA domain with ADR boundary and assume that \( \partial \Omega \) is \( n \)-rectifiable. There exists \( 0 < c < 1 \) depending on the 1-sided NTA and ADR constants such that for \( \sigma \text{-a.e.} \) \( x \in \partial \Omega \) there is a scale \( r_x > 0 \) such that for all \( 0 < r < r_x \) there exist \( X_{\text{int}}^\Omega(x,r), X_{\text{ext}}^\Omega(x,r) \in B(x,r) \) that are respectively interior and exterior corkscrew points relative to \( \Delta(x,r) \) with implicit constant \( c \).

**Proof.** We can use Lemma 2.2 to find a subset of \( E = \partial \Omega \) with full \( \sigma \)-measure on which (i) and (ii) of Definition 2.1 hold. We can make the previous reductions and find \( X^\pm \) as in Lemma 2.1 associated with \( B := B(0,r) \) whenever \( 0 < r < \eta r_0 \), where \( N \geq 1 \) is a fixed small number and \( \eta \) is small enough but at our disposal.

We claim that if \( \eta \) is small enough depending on the 1-sided NTA and ADR constants, then at least one of \( X^\pm \) belongs to \( \Omega_{\text{ext}} \). Suppose otherwise that \( X^\pm \notin \Omega \) (by construction \( X^\pm \notin \partial \Omega \)). Since \( \Omega \) is a 1-sided NTA domain, \( \Omega \) is also a uniform domain. In fact, the two notions are equivalent; see [4] for the definition of a uniform domain and for the proof of the direction that is relevant here. Thus, there exist \( 0 < c_1 < 1 \) and \( C_1 > 1 \) depending only on the 1-sided NTA constants and a path \( \gamma \) connecting \( X^+ \) and \( X^- \) in \( \Omega \) so that

\[
\ell(\gamma) \leq C_1 |X^- - X^+| \quad \text{and} \quad \text{dist}(Z, \partial \Omega) \geq c_1 \text{dist}(Z, \{X^-, X^+\}) \quad \forall Z \in \gamma.
\]

In the previous expression, \( \ell(\gamma) \) denotes the length of \( \gamma \). For every \( Y \in \gamma \), we have

\[
|Y| \leq |Y - X^+| + |X^+| \leq \text{diam}(\gamma) + r \leq \ell(\gamma) + r \leq C_1 |X^- - X^+| + r \leq (2C_1 + 1) r,
\]

since \( X^+ \in \gamma \). Hence \( \gamma \subset B(0, (2C_1 + 1) r) \). On the other hand, \( X^\pm \in B^\pm \). Hence
$X^+$ lies above $\mathcal{P}$ and $X^-$ lies below $\mathcal{P}$. In particular, we can thus find $Z \in \mathcal{P} \cap \gamma \subset \mathcal{P} \cap B(0, (2C_1 + 1)r)$. If we assume that $(2C_1 + 1)r < r_0$, then we can apply (i) in Definition 2.1 to find $z \in \partial \Omega$ such that $	ext{dist}(Z, \partial \Omega) \leq |Z - z| < \eta (2C_1 + 1)r$. Also note that since $Z \in \mathcal{P}$ and $X^\pm \in B^\pm$, 

$$|Z - X^\pm| \geq |X^\pm_{n+1}| > 4\zeta r = 4\eta^{\frac{n}{n+1}}r.$$ 

Hence $$\eta (2C_1 + 1)r > \text{dist}(Z, \partial \Omega) \geq c_1 \text{dist}(Z, \{X^-, X^+\}) \geq c_1 4\eta^{\frac{n}{n+1}}r.$$ 

We can clearly take $\eta$ arbitrarily small depending only on $C_1, c_1$ and $n$ so that the previous estimate does not hold and this brings us to a contradiction.

Let us summarize the argument so far. We can pick $\eta_0$ small enough (depending on the 1-sided NTA and ADR constants) so that if

$$0 < r < r_x := r_0 \min\{\eta_0, (2C_1 + 1)^{-1}\},$$

then $X^+$ or $X^-$ is in $\Omega_{\text{ext}}$. Let $X^{\text{ext}}$ denote one of the points in $\Omega_{\text{ext}}$. By Lemma 2.1, $B(X^{\text{ext}}, 2\eta_0 r/N) \subset B(0, 2r) \setminus \partial \Omega$ and hence $X^{\text{ext}}$ is an exterior corkscrew point relative to $\Delta(0, 2r)$ with implicit constant $\eta_0/N$. On the other hand, since $\Omega$ is a 1-sided NTA domain it satisfies the (interior) corkscrew condition and hence we can find $X^{\text{int}}$ an interior corkscrew point relative to $\Delta(0, 2r)$ with implicit constant $c_0$. This readily leads to the desired conclusion with $r_x$ as above and $c = \min\{\eta_0/N, c_0\}$. This completes the proof. □

2.2. Proof of (b) implies (d). In this section, we prove (b) implies (d). Suppose there exist a Borel measurable set $F_0 \subset \partial \Omega$ with $\sigma(F_0) = 0$ and a constant $0 < 2c_0 < 1$ such that:

For each $x \in \partial \Omega \setminus F_0$, there is a scale $0 < r_x < \text{diam}(\partial \Omega)$ such that for every $0 < r < r_x$ there exist interior and exterior corkscrew points relative to $\Delta(x, r)$ with implicit constant $2c_0$.

By taking $r_x$ smaller if needed, we may assume that $r_x = 2^{-k_x}$ for some $k_x \in \mathbb{Z}$. Given $k \in \mathbb{Z}$ we consider the closed set (and therefore measurable set)

$$E_k := \{x \in \partial \Omega \setminus F_0 : r_x = 2^{-k}\}.$$ 

Then $\partial \Omega = F_0 \cup \bigcup_{k \in \mathbb{Z}} E_k$. In turn, for each $k$ we can write $E_k = \bigcup_{Q \in \mathbb{D}_k} E_k \cap Q$. To establish (d), it suffices to show that for every $k \in \mathbb{Z}$ and $Q \in \mathbb{D}_k$, there exists a bounded-chord arc domain $\Omega_{\ast} \subset \Omega$ such that $E_k \cap Q \subset \partial \Omega \cap \partial \Omega_{\ast}$.

Fix $k \in \mathbb{Z}$ and $Q_0 \in \mathbb{D}_k$ for which $E_k \cap Q_0 \neq \emptyset$. Suppose $x \in E_k$ and $0 < r < 2^{-k}$. Then there exists $y \in \partial \Omega \setminus F_0$ such that $r_y = 2^{-k}$ and $|x - y| < r/2$. Let $X^\pm$ be interior/exterior corkscrew points relative to $\Delta(y, r/2)$ with implicit constant $2c_0$ and note that

$$B(X^\pm, c_0 r) = B(X^\pm, 2c_0 (r/2)) \subset B(y, r/2) \cap \Omega^\pm \subset B(x, r) \cap \Omega^\pm,$$

where $\Omega^+$ and $\Omega^-$ denote $\Omega$ and $\Omega_{\text{ext}}$, respectively. We conclude that for every $x \in E_k$ and for every $0 < r < 2^{-k}$ there are interior/exterior corkscrew points $X^\pm$ relative to $\Delta(x, r)$ with implicit constant $c_0$. This is the key property for the rest of the argument in this section. To continue, set $F_k = E_k \cap Q_0$ and dyadically subdivide $Q_0$, stopping whenever $Q \cap F_k = \emptyset$. If we never stop, set $\mathcal{F} = \emptyset$. Otherwise, $\mathcal{F} = \{Q_j\}_{j \geq 1} \subset \mathbb{D}Q_0 \setminus Q_0$ is the pairwise collection of stopping
time dyadic cubes and it follows that \( Q_j \cap F_k = \emptyset \) and \( Q \cap F_k \neq \emptyset \) whenever \( Q_j \subseteq Q \subset Q_0 \). We remark that we did not stop at \( Q_0 \), because \( F_k \neq \emptyset \). Also, \( F_k = Q_0 \setminus \bigcup_{j \geq 1} Q_j \), because \( E_k \) is a closed set.

Set \( \Omega_* = \Omega_{F,Q_0} \) (where it is understood that \( \Omega_* = T_{Q_0} \) if \( F = \emptyset \)). Then \( \Omega_* \) is a bounded 1-sided NTA domain with ADR boundary by \([21\text{ Lemma 3.61}]\), where all implicit constants for \( \Omega_* \) depend only on the corresponding constants for \( \Omega \). By \([1.22]\), we only need to check that \( \Omega_* \) satisfies the exterior corkscrew condition, which will follow from the definition of the set \( F_k \).

To complete the proof, let \( M > 1 \) denote a large constant to be chosen below. Fix any boundary point \( x \in \partial \Omega_* \) and any scale \( 0 < r < 2^{-k} = \ell(Q_0) \approx \text{diam}(\partial \Omega_*) \), and set \( \Delta_* = B(x,r) \cap \partial \Omega_* \). We consider two cases.

**Case 1.** Suppose that \( 0 \leq \delta(x) \leq r/M \), where \( \delta(x) = \text{dist}(x, \partial \Omega) \). We first claim that there exists \( Q \in \mathbb{D}_{Q_0} \) with \( \ell(Q) \approx r/M \) such that \( |x - x_Q| \lesssim r/M \). To see this, note that on the one hand, if \( x \not\in \partial \Omega_* \cap \partial \Omega \), then \( x \in Q_0 \) (see \([1.22]\)) and we can find \( Q \in \mathbb{D}_{Q_0} \) with \( \ell(Q) \approx r/M \) and \( x \in \overline{Q} \). On the other hand, if \( x \in \partial \Omega_* \cap \partial \Omega \), then by the definition of the sawtooth region, \( x \in \partial I^* \) for some \( I \in \mathcal{W}_{Q_0}^* \) with \( Q' \in \mathbb{D}_{Q_0} \) and \( |x - x_{Q'}| \approx \text{dist}(I,Q') \approx \ell(Q') \approx \ell(I) \approx \delta(x) \leq r/M \).

Let us now take \( Q \in \mathbb{D}_{Q_0} \), an ancestor of \( Q' \), such that \( \ell(Q) \approx r/M \) and hence \( |x - x_Q| \leq |x - x_{Q'}| + |x_{Q'} - x_Q| \lesssim r/M \). This verifies the claim.

Take \( Q \) as in the claim and consider two cases. Suppose first that there exists \( y \in Q \cap F_k \neq \emptyset \). Then, as shown above, there is \( X^- \) such that \( B(X^-, c_0 r/2) \subset B(y, r/2) \cap \Omega_{\text{ext}} \). Therefore, for \( M \) large enough, we have \( B(X^-, c_0 r/2) \subset B(y, r/2) \cap \Omega_{\text{ext}} \subset B(x, r) \cap (\Omega_*)_{\text{ext}} \).

Suppose otherwise that \( Q \cap F_k = \emptyset \). Then \( Q \subset \bigcup_{j \geq 1} Q_j \), say \( Q \cap Q_i \neq \emptyset \) for some \( Q_i \in \mathcal{F} \). Recall that \( \tilde{Q}_i \), the father of \( Q_i \), meets \( F_k \) and therefore \( Q \subset Q_i \). Thus, by \([21\text{ Lemma 5.9}]\), there is a ball \( B' \subset \mathbb{R}^{n+1} \setminus \Omega_* \) whose center is \( x_Q \) and whose radius is of the order of \( \ell(Q) \approx r/M \). For \( M \) large enough, this gives the desired exterior corkscrew condition relative to \( \Delta_* \). This completes Case 1.

**Case 2.** Suppose that \( \delta(x) > r/M \). Then \( x \in \Omega \), and by definition of the sawtooth region, \( x \in \partial I^* \cap J \) for some Whitney cubes \( I \in \mathcal{W}_{Q_0}^* \), \( Q \in \mathbb{D}_{F,Q_0} \), and \( J \in \mathcal{W} \) with \( \tau J \subset \Omega \setminus \Omega_* \) for some \( \tau \in (1/2,1) \). Note that \( \ell(I) \approx \ell(J) \approx \delta(x) > r/M \). Hence we can easily find an exterior corkscrew in the segment joining \( x \) with the center of \( J \) with corkscrew constant that depends only on \( M \) and the implicit constants in the previous estimates. This completes Case 2.

This finishes the proof of \([5]\) implies \([3]\).

2.3. **Proof of \([4]\) implies \([3]\).** The argument is quite simple. Let \( F \subset \partial \Omega \) be a Borel set and suppose that \( \omega(F) = 0 \). Then \( \omega(F \cap F_N) = 0 \) for every \( N \) and it suffices to show that \( \sigma(F \cap F_N) = 0 \) for each \( N \). Fix \( N \) and write \( \omega_N \) for the harmonic measure of \( \Omega_N \) with pole at \( X_N \), any point of \( \Omega_N \). By Harnack’s inequality and the maximum principle (see the justification below), \( 0 \leq \omega_N(F \cap F_N) \leq \omega_N^X(F \cap F_N) = 0 \). But \( \omega_N \in A_{\infty}(\partial \Omega_N) \), since \( \Omega_N \) is a chord-arc domain (see \([14,36]\)). Hence \( \omega_N \) and \( \mathcal{H}^n|_{\partial \Omega_N} \) are mutually absolutely continuous. Therefore, \( \sigma(F \cap F_N) = 0 \), because \( \omega_N(F \cap F_N) = 0 \).
Let us justify the use of the maximum principle. One can use Perron’s method (see [17] Chapter 2 for more details) to easily see that every superfunction relative to \( \chi_{F \cap F_N} \) for \( \Omega \) is also a superfunction relative to \( \chi_{F \cap F_N} \) for \( \Omega_N \), since \( \Omega_N \subset \Omega \) and \( F \cap F_N \subset \partial \Omega \cap \partial \Omega_N \). Hence the desired inequality follows after taking the infimum over such superfunctions. This works for the Laplacian and does not require Wiener regularity. However, since below we are also interested in the case of variable coefficients, we now present a more robust, alternative argument, borrowed from [25]. Fix a compact set \( \tilde{F} \subset F \cap F_N \) and a small error \( \epsilon > 0 \). Since \( \omega^{x_N} \) is outer regular, there exists a bounded, relatively open set \( U \subset \partial \Omega \) such that \( \tilde{F} \subset U \) and

\[
\omega^{x_N}(U) \leq \omega^{x_N}(\tilde{F}) + \epsilon.
\]

By Urysohn’s lemma there exists \( \varphi \in C_c(\partial \Omega) \) such that \( 0 \leq \varphi \leq 1 \), \( \varphi \equiv 1 \) on \( \tilde{F} \) and \( \varphi \equiv 0 \) on \( \partial \Omega \setminus U \). Let \( u \) denote the Poisson extension of \( \varphi \), i.e.,

\[
u(X) := \int_{\partial \Omega} \varphi(y) d\omega^x(y), \quad \forall X \in \Omega.
\]

Because \( \partial \Omega \) is ADR, every \( x \in \partial \Omega \) is regular in the sense of Wiener. Indeed, by the dual characterization of capacity using Wolff’s potential (see [1] Theorems 2.2.7 and 4.5.2] and [19, Theorem 2.38 and Example 2.12]), one can see that ADR yields that \( \Omega \) satisfies the “capacity density condition” (see [2] for the precise definition), which, in turn, is a stronger quantitative version of Wiener regularity (details can be found in the forthcoming papers [20,25]). Hence \( u \in C(\Omega) \), where \( u_{|\partial \Omega} = \varphi \), and thus, \( u \in C(\Omega_N) \), as well. It follows that

\[
\omega_N(\tilde{F}) = \int_{\partial \Omega_N} 1_{\tilde{F}}(y) d\omega_N(y) \leq \int_{\partial \Omega_N} u(y) d\omega_N(y) = u(X_N),
\]

where the last equality holds by the strong maximum principle and the fact that \( \Omega_N \) is bounded. On the other hand,

\[
u(X_N) \leq \int_{\partial \Omega} \chi_U(y) d\omega^{x_N}(y) = \omega^{x_N}(U) \leq \omega^{x_N}(\tilde{F}) + \epsilon.
\]

Combining (2.7) and (2.8) and letting \( \epsilon \to 0 \), we conclude that \( \omega_N(\tilde{F}) \leq \omega^{x_N}(\tilde{F}) \) for every compact set \( \tilde{F} \subset F \cap F_N \). Therefore, since \( \omega_N \) and \( \omega^{x_N} \) are inner regular, \( \omega_N(F \cap F_N) \leq \omega^{x_N}(F \cap F_N) \), as claimed above.

2.4. **Proof of (c) implies (d).** In this section we prove (c) implies (d). Assume that \( \sigma \ll \omega \). Fix \( Q_0 \in D_{k_0} \) where \( k_0 \in \mathbb{Z} \) is taken so that \( 2^{-k_0} \ll \text{diam} (\partial \Omega) \). From the construction of \( T_{Q_0} \), one can easily see that \( T_{Q_0} \subset k_0 B_{Q_0} := B^{*}_{Q_0} \), where \( k_0 \) is a constant depending on the ADR and 1-sided NTA constants and the parameters in [1,21] (see [21]). Let \( X_0 \) be an interior corkscrew point for \( \kappa \Delta^{*}_{Q_0} \), where \( \kappa \) is a large, but fixed constant, for which \( X_0 \not\in 4B^{*}_{Q_0} \). Note that implicitly, we need \( \ell(Q_0) \ll \text{diam} (\partial \Omega) \). Since \( \partial \Omega \) is ADR, Bourgain’s alternative [10] implies that there exist \( 0 < c < 1 \) and \( C > 1 \) depending only on \( n \) and ADR such that for every \( x \in \partial \Omega \) and \( 0 < r < \text{diam} (\partial \Omega) \) one has that \( \omega^y(\Delta(x,r)) \geq C^{-1} \) for every \( Y \in \Omega \cap B(x,cr) \). This and Harnack’s inequality give \( \omega^{x_0}(Q_0) \geq C_0^{-1} \), where
\( C_0 \geq 1 \) depends on ADR constants and \( \kappa \). Thus, \( \omega := C_0 \sigma(Q_0) \omega^{X_0} \) satisfies
\[
1 \leq \frac{\omega(Q_0)}{\sigma(Q_0)} \leq C_0.
\]

Let \( N \geq C_0 \) and let \( F_N = \{ Q_j \} \subset D_{Q_0} \setminus \{ Q_0 \} \) be the collection of descendants of \( Q_0 \) that are maximal with respect to the property that either
\[
\frac{\omega(Q_j)}{\sigma(Q_j)} < \frac{1}{N} \quad \text{or} \quad \frac{\omega(Q_j)}{\sigma(Q_j)} > N.
\]

By maximality, it follows that
\[
\frac{1}{N} \leq \frac{\omega(Q)}{\sigma(Q)} \leq N \quad \forall Q \in D_{F_N, Q_0}.
\]

On the other hand, we can write
\[
Q_0 = \left( \bigcap_{N \geq C_0} \bigcup_{Q_j \in F_N} Q_j \right) \cup \left( \bigcup_{N \geq C_0} \left( Q_0 \setminus \bigcup_{Q_j \in F_N} Q_j \right) \right) =: E_0 \cup \left( \bigcup_{N \geq C_0} E_N \right).
\]

The fact that \( \sigma \ll \omega \) implies
\[
\sigma(E_0) \leq \sigma(\{ x \in Q_0 : \text{d} \sigma/\text{d} \omega = 0 \text{ or } \text{d} \sigma/\text{d} \omega = \infty \}) = 0.
\]

The following proposition is the core result of this section.

**Proposition 2.14.** \( \Omega_{F_N, Q_0} \) is a chord-arc domain for every \( N \geq C_0 \).

Observe that \( E_N = Q_0 \setminus \bigcup_{Q_j \in F_N} Q_j \subset \partial \Omega \cap \partial \Omega_{F_N, Q_0} \) (cf. (1.22)). This, (2.12), (2.13) and the previous proposition give (d) for the portion of the boundary corresponding to \( Q_0 \). Now we observe that \( \partial \Omega = \bigcup_{Q \in \mathbb{D}_{Q_0}} Q \) and (d) follows.

The proof of Proposition 2.14 being somewhat long, we break the argument into several steps. Fix any integer \( N \geq C_0 \). Let \( \eta(N) \) be a sufficiently small constant depending on \( N \) to be specified below. Recalling Definition 1.17 we set
\[
B^N := \{ Q \in \mathbb{D}_{Q_0} : Q \text{ does not satisfy the } \eta(N) \text{-exterior corkscrew condition} \}.
\]

Let us introduce some additional notation. For every \( Q \in \mathbb{D}_{Q_0} \), we set
\[
\alpha_Q := \begin{cases} 
\sigma(Q), & \text{if } Q \in \mathbb{D}_{F_N, Q_0} \cap B^N, \\
0, & \text{otherwise}.
\end{cases}
\]

For any subcollection \( \mathbb{D}' \subset \mathbb{D}_{Q_0} \), we set
\[
\mathbb{m}(\mathbb{D}') := \sum_{Q \in \mathbb{D}'} \alpha_Q.
\]

We shall see that the family \( \mathbb{D}_{F_N, Q_0} \cap B^N \) satisfies a packing condition with respect to the surface measure provided that \( \eta(N) \) is small enough; that is, \( \mathbb{m} \) is a discrete Carleson measure. In the argument that follows, we emphasize that constants are allowed to depend on \( N \).
Lemma 2.17. Under the setup above, for each \( N \geq C_0 \) there exists \( 0 < C_N < \infty \) (independent of \( Q_0 \)) such that if \( \eta(N) \) is small enough (depending on \( N \) and the ADR and 1-sided NTA constants of \( \Omega \)), then \( m \) is a discrete Carleson measure:

\[
\sup_{Q_0 \in \mathcal{D}_{Q_0}} \frac{m(D_{Q_0})}{\sigma(Q_0)} = \sup_{Q_0' \in \mathcal{D}_{Q_0}} \frac{1}{\sigma(Q_0')} \sum_{Q \in D_{Q_0}} \sigma(Q) \leq C_N < \infty.
\]

Proof. We first normalize the Green function \( G(X_0, \cdot) \) as we did with \( \omega^{X_0} \). Set

\[
\mathcal{G}(Y) := C_0 \sigma(Q_0) G(X_0, Y),
\]

where \( X_0 \) is the corkscrew point relative to \( \kappa \Delta^*_Q \) as explained above and \( C_0 \) is the constant as in (2.9). Note that our choice of \( X_0 \) guarantees that \( \mathcal{G} \in W^{1,2}_0(2B^*_{Q_0} \cap \Omega) \) and \( \mathcal{G} \) is harmonic in \( 2B^*_{Q_0} \cap \Omega \). Because all of our estimates below take place in \( 2B^*_{Q_0} \cap \Omega \) (since \( T_{Q_0} \subset B^*_{Q_0} \cap \Omega \)), this observation ensures the computations below are meaningful. Also, use of a Caffarelli-Fabes-Mortola-Salsa estimate and doubling of \( \omega \) in \( 2 \Delta^*_Q \) are legitimate under this regime. We note that in the harmonic case that we are currently considering these estimates have been proved in [2] when the domain is bounded. Passing from bounded to unbounded requires a limiting argument along the lines in [21, Section 3]. Further details will appear in the forthcoming paper [25].

Fix a cube \( Q \in \mathcal{D}_{F_N, Q_0} \cap B^N \) and a point \( z_Q \in \Delta_Q \subset Q \). Set \( B'_{Q} := B(z_Q, r_Q/4) \) and let \( \phi_Q \in C^\infty_c(B'_{Q}) \) with \( 0 \leq \phi_Q \leq 1 \), \( \phi \equiv 1 \) on \( \frac{1}{2}B'_{Q} \), and \( \| \nabla \phi_Q \|_\infty \lesssim r_Q^{-1} \), where \( r_Q \approx \ell(Q) \). Then, from (2.11) and [25] (see also [21]), there exists a uniform constant \( C_1 > 1 \) (depending only on the ADR and 1-sided NTA constants of \( \Omega \)) such that

\[
(N C_1)^{-1} \sigma(Q) \leq C_1^{-1} \omega(Q) \leq \int_{\partial \Omega} \phi_Q d\omega = -\iint_{\Omega} \nabla \mathcal{G} \cdot \nabla \phi_Q dX
\]

\[
= -\iint_{\Omega} (\nabla \mathcal{G} - \tilde{\alpha}) \cdot \nabla \phi_Q dX - \iint_{\Omega^l_{ext}} \tilde{\alpha} \cdot \nabla \phi_Q dX + \iint_{\Omega^l_{ext}} \tilde{\alpha} \cdot \nabla \phi_Q dX
\]

\[
= -\iint_{\Omega} (\nabla \mathcal{G} - \tilde{\alpha}) \cdot \nabla \phi_Q dX + \iint_{\Omega^l_{ext}} \tilde{\alpha} \cdot \nabla \phi_Q dX
\]

\[
=: -\mathcal{I} + \mathcal{II}.
\]

Here \( \tilde{\alpha} \) is a constant vector given by

\[
\tilde{\alpha} := \frac{1}{|U_{Q, \epsilon}|} \int_{U_{Q, \epsilon}} \nabla \mathcal{G} dX,
\]

where \( \epsilon \) is a small constant depending on \( N \) that we specify below and \( U_{Q, \epsilon} := \Omega_{F_N(\epsilon r_Q), Q} \) is the geometric sawtooth region relative to \( F_N(\epsilon r_Q) \) defined in Section 1C. Note that (see Figure 2.3)

\[
(\Omega \setminus U_{Q, \epsilon}) \cap B'_{Q} \subset \Sigma_\epsilon := \{ X \in \Omega : \delta(X) \lesssim \epsilon \ell(Q) \}.
\]
Next, observe that for every $X \in U_{Q,\epsilon}$ one has $\epsilon \ell(Q) \lesssim \delta(X) \lesssim \text{dist}(X, \Delta_Q) \lesssim \ell(Q)$. Moreover, $|U_{Q,\epsilon}| \gtrsim \ell(Q)^{n+1}$ with implicit constant independent of the number $\epsilon$. Indeed, since $Q \in D_{F_N,0}$, we have that $Q \in D_{F_N(\epsilon r_Q)}$, provided $\epsilon$ is small enough. Also, since $W_Q \neq \emptyset$, there is $I \in W_Q$ such that $\ell(I) \approx \ell(Q)$ and $\text{dist}(I, Q) \lesssim \ell(Q)$. In particular $I \subset \Omega_{F_N(\epsilon r_Q)} = U_{Q,\epsilon}$. Therefore,

(2.20) \[ |U_{Q,\epsilon}| \geq |I| \approx \ell(Q)^{n+1}, \]

and this estimate does not depend on $\epsilon$ (provided $\epsilon$ is small enough).

We now show $|\vec{\alpha}| \leq C_N$. To this end, first observe that $U_{Q,\epsilon} \subset T_Q$, where $T_Q$ is the Carleson box relative to $Q$. Using this observation, Caccioppoli’s inequality, Harnack’s inequality, a Caffarelli-Fabes-Mortola-Salsa estimate, and doubling of $\omega$ (see [2] in the bounded case or [25] in general), we obtain

(2.21) \[ |\vec{\alpha}| \lesssim (Q)^{-(n+1)} \int_{T_Q} |\nabla G| dX \]

\[ \leq (Q)^{-(n+1)} \sum_{Q' \in D_Q} \sum_{I \in W_{Q'}} |I|^{\frac{1}{2}} \left( \int_{I^*} |\nabla G|^2 dX \right)^{\frac{1}{2}} \]

\[ \lesssim (Q)^{-(n+1)} \sum_{Q' \in D_Q} \sum_{I \in W_{Q'}} |I| \frac{G(X(I))}{\delta(X(I))} \]

\[ \approx (Q)^{-(n+1)} \sum_{Q' \in D_Q} \sum_{I \in W_{Q'}} |I| \frac{\omega(Q')}{\sigma(Q')} \]

\[ \lesssim (Q)^{-(n+1)} \sum_{Q' \in D_Q} \omega(Q') \ell(Q') \]

\[ = (Q)^{-n} \sum_{k=0}^{\infty} 2^{-k} \sum_{Q' \in D_Q} \omega(Q') \ell(Q') \]

\[ \lesssim \frac{\omega(Q)}{\sigma(Q)} \leq N. \]
Note that the last estimate follows from (2.11), because \( Q \in \mathbb{D}_{\mathcal{F}_N, Q_0} \) and there is no dependence on \( \epsilon \).

We are now ready to estimate \( \mathcal{I}_1 \) in (2.19). Recall that \( Q \in \mathcal{B}_N \). By (21) Lemma 5.7, failure of the \( \eta(N) \)-exterior corkscrew property implies that \( |\Omega_{\text{ext}} \cap B_Q'| \lesssim \eta(N) r_Q^{n+1} \). This and (2.21) give

\[
|\mathcal{I}_1| \lesssim |\tilde{\alpha}| r_Q^{-1} |\Omega_{\text{ext}} \cap B_Q' | \lesssim N \eta(N) r_Q^n \approx N \eta(N) \sigma(Q) < \frac{1}{4 N C_1} \sigma(Q),
\]

where in the last estimate we have chosen \( \eta(N) \) sufficiently small \( (\eta(N) \leq (N^2 M)^{-1} \) with \( M \gg 1 \) depending only on the ADR and 1-sided NTA constants).

We next estimate \( \mathcal{I}_3 \). To start,

\[
\mathcal{I}_3 \lesssim |\tilde{\alpha}| |B_Q \cap \Sigma| + \int_{B_Q \cap \Sigma} |\nabla \mathcal{G}| \, dX \lesssim N \epsilon \ell(Q)^{n+1} + \mathcal{I}_3 \lesssim N \epsilon \ell(Q) \sigma(Q) + \mathcal{I}_3.
\]

We estimate \( \mathcal{I}_3 \), as follows. Given \( I \in \mathcal{W} \), let \( Q_I^\ast \) denote one of its nearest cubes with \( \ell(Q_I^\ast) = \ell(I) \). Using the same ideas as in (2.21),

\[
\mathcal{I}_3 \lesssim \sum_{I \in \mathcal{W} : I \cap B_Q' \neq \emptyset} \int_I |\nabla \mathcal{G}| \, dX \lesssim \sum_{I \in \mathcal{W} : I \cap B_Q' \neq \emptyset} |I| \frac{\mathcal{G}(X(I))}{\delta(X(I))} \approx \sum_{I \in \mathcal{W} : I \cap B_Q' \neq \emptyset} |I| \frac{\omega(Q_I^\ast)}{\sigma(Q_I^\ast)}
\]

\[
\lesssim \sum_{I \in \mathcal{W} : I \cap B_Q' \neq \emptyset} \omega(Q_I^\ast) \ell(I) = \sum_{k: 2^{-k} \leq \ell(I) \leq \ell(Q)} \sum_{I \in \mathcal{W} : I \cap B_Q' \neq \emptyset} 2^{-k} \omega(Q_I^\ast).
\]

Note that if \( k \) is fixed, then the family \( \{Q_I^\ast\}_{I \in \mathcal{W} : \ell(I) = 2^{-k}} \) has bounded overlap. Also, if \( I \) meets \( B_Q' \), then \( \ell(I) \lesssim r_Q \approx \ell(Q) \). Hence \( Q_I^\ast \subset C \Delta_Q = C B_Q \cap \partial \Omega \) for some uniform constant \( C \). Thus,

\[
\mathcal{I}_3 \lesssim \omega(C \Delta_Q^\ast) \sum_{k: 2^{-k} \leq \ell(Q)} 2^{-k} \lesssim \omega(Q) \epsilon \ell(Q) \lesssim N \epsilon \ell(Q) \sigma(Q),
\]

where we used doubling of \( \omega \) (see [2] in the bounded case or [25] in general) and Harnack’s inequality; moreover, in the last estimate we invoked (2.11), since
provided we choose $\epsilon$ sufficiently small ($\epsilon \leq (N^2 M)^{-1}$ with $M \gg 1$ depending only on the ADR and 1-sided NTA constants will suffice). For later use, we assume that $\epsilon = 2^{-K_\epsilon}$ for some $K_\epsilon \in \mathbb{N}$.

From (2.19), (2.22), and (2.26), it follows that

\begin{equation}
|I| \lesssim N \epsilon \sigma(Q) + \ell(Q)^{-1} I_2 < \frac{1}{4 N C_1} \sigma(Q) + \ell(Q)^{-1} I_2.
\end{equation}

Upon rearranging the inequality, we conclude that

\begin{equation}
\sigma(Q) \lesssim 2 C_1 N \ell(Q)^{-1} I_2.
\end{equation}

Recall that at this point $\eta(N)$ and $\epsilon = \epsilon(N)$ are fixed and depend on $N$ and the ADR and 1-sided NTA constants of $\Omega$.

To continue with the previous estimate, we again use Harnack’s inequality, a Caffarelli-Fabes-Mortola-Salsa estimate and that $\omega$ is doubling (see [2] in the bounded case or [25] in general):

\begin{equation}
\frac{G(X)}{\ell(Q)} \approx_N \frac{G(X)}{\delta(X)} \approx_N \frac{\omega(Q)}{\sigma(Q)} \approx_N 1, \quad \forall X \in U_{Q,\epsilon}.
\end{equation}

Next we need a sharper version of a Poincaré inequality from [21, Lemma 4.8]. In that reference such estimate takes place on the set $U_{Q,\epsilon}$, but its right hand side has a slight fattening of the Whitney regions. However, a careful examination of the proof of [21, Lemma 4.8] reveals that one can obtain the Poincaré inequality without fattening the Whitney regions since they are comprised of Whitney cubes. Details of the latter approach will appear in [24]. This and (2.28) give

\begin{equation}
\sigma(Q) \lesssim_N \ell(Q)^{-1} |U_{Q,\epsilon}|^{\frac{1}{2}} \left( \int_{U_{Q,\epsilon}} |\nabla G - \bar{\alpha}|^2 dX \right)^{\frac{1}{2}}
\lesssim_N \ell(Q)^{-\frac{1}{2}} \left( \int_{U_{Q,\epsilon}} |\nabla^2 G(X)|^2 dX \right)^{\frac{1}{2}} \approx_N \sigma(Q)^{\frac{3}{2}} \left( \int_{U_{Q,\epsilon}} |\nabla^2 G(X)|^2 G(X) dX \right)^{\frac{1}{2}}.
\end{equation}

Hiding this time $\sigma(Q)^{\frac{3}{2}}$, we conclude that

\begin{equation}
\sigma(Q) \lesssim_N \int_{U_{Q,\epsilon}} |\nabla^2 G| G dX, \quad \forall Q \in \mathbb{D}_{F_N, Q_0} \cap B_N.
\end{equation}

Recall that our goal is to obtain (2.18). Fix $Q_0' \subset \mathbb{D}_{Q_0}$. We may assume that $Q_0' \in \mathbb{D}_{F_N, Q_0}$ (otherwise $m(\mathbb{D}_{Q_0}) = 0$ and the desired estimate follows), in which case we have $Q_j \subseteq Q_0'$ whenever $Q_0' \cap Q_j \neq \emptyset$. Hence

$$\mathbb{D}_{F_N, Q_0'} = \mathbb{D}_{Q_0'} \cap \mathbb{D}_{F_N, Q_0},$$

where

$$F_N := \{ Q_j \in F_N : Q_j \subseteq Q_0' \}.$$

Recall that we chose $\epsilon$ to be of the form $\epsilon = 2^{-K_\epsilon}$ for some $K_\epsilon \in \mathbb{N}$. Let

$$F_N' := \bigcup_{Q \in F_N} \{ Q' \in \mathbb{D}_Q : \ell(Q') = 2^{-K_\epsilon} \ell(Q) = \epsilon \ell(Q) \}.$$
Note that $\mathcal{F}_N \subset \mathcal{D}_{Q_0}$ and it is a disjoint family. For ease of notation, we let
\[
\Omega^* := \Omega^*_0 \setminus \bigcup_{Q \in \mathcal{D}_{Q_0}} U_Q := \int \left( \bigcup_{Q \in \mathcal{D}_{Q_0}} U_Q \right) := \int \left( \bigcup_{Q \in \mathcal{D}_{Q_0}} \bigcup_{I \in \mathcal{I}^*} I^* \right),
\]
where $I^* = (1 + 2 \lambda) I$. Thus,
\[
\bigcup_{Q \in \mathcal{D}_{Q_0}} U_{Q,\epsilon} \subset \bigcup_{Q \in \mathcal{D}_{Q_0}} \bigcup_{Q' \in \mathcal{D}_{Q_0}} U_Q \subset \bigcup_{Q \in \mathcal{D}_{Q_0}} U_{Q} \subset \bigcup_{Q \in \mathcal{D}_{Q_0}} U^*_Q \subset \int \left( \bigcup_{Q \in \mathcal{D}_{Q_0}} U^*_Q \right) = \Omega^*.
\]
This, the fact that the family $\{U_{Q,\epsilon}\}_{Q \in \mathcal{D}}$ has bounded overlap (depending on $\epsilon$ and hence on $N$) (see [4] or [24]), and (2.30) yield
\[
(2.32) \quad m(\mathcal{D}_{Q_0}) \leq \sum_{Q \in \mathcal{D}_{Q_0} \cap \mathcal{B}^N} \sigma(Q) \leq_N \sum_{Q \in \mathcal{D}_{Q_0} \cap \mathcal{B}^N} \int \int |\nabla^2 \mathcal{G}|^2 \mathcal{G} dX \leq_N \int \int |\nabla^2 \mathcal{G}|^2 \mathcal{G} dX.
\]
We now claim that
\[
(2.33) \quad \frac{\omega(Q)}{\sigma(Q)} \approx_N 1, \quad \forall Q \in \mathcal{D}_{Q_0}.
\]
This is clear if $Q \in \mathcal{D}_{Q_0} \subset \mathcal{D}_{Q_0}$ by (2.11). Suppose next that $Q \in \mathcal{D}_{Q_0} \setminus \mathcal{D}_{Q_0}$. Then there is $Q_j \in \mathcal{F}_N$ such that $Q \subset Q_j$. We can split $Q_j$ into its $\epsilon$-descendants (recall that $\epsilon = 2^{-K_\epsilon}$) and we can find $Q_j' \in \mathcal{F}_N$ such that $Q_j' \cap Q \neq \emptyset$. In turn, since $Q \in \mathcal{D}_{Q_0}$, necessarily $Q_j' \subset Q \subset Q_j$ with $\ell(Q_j') = \epsilon \ell(Q_j)$. Using this, ADR, doubling of $\omega$, and (2.11), which clearly holds for the father $Q_j$ of $Q_j$, we conclude that
\[
\frac{\omega(Q)}{\sigma(Q)} \approx_N \frac{\omega(Q_j)}{\sigma(Q_j)} \approx_N 1,
\]
as desired.

In order to integrate by parts, we need to get away from the boundary. We would like to introduce a new domain as in Figure 2.4 but in a way that the new domain has ADR boundary with bounds that are independent of $M$. To do so, we introduce a large parameter $M$ and define $\mathcal{F}_{N,M} := \mathcal{F}_N(2^{-M} \ell(Q_0));$ that is, $\mathcal{F}_{N,M} \subset \mathcal{D}_{Q_0}$ is the family of maximal cubes of the collection $\mathcal{F}_N$ augmented to include all dyadic cubes of size smaller than or equal to $2^{-M} \ell(Q_0)$. In particular, $Q \in \mathcal{D}_{Q_0} \cup \mathcal{D}_{Q_0}$ if and only if $Q \in \mathcal{D}_{Q_0}$ and $\ell(Q) > 2^{-M} \ell(Q_0)$. Clearly, $\mathcal{D}_{Q_0} \subset \mathcal{D}_{Q_0} \subset \mathcal{D}_{Q_0}$ if $M \leq M'$, and therefore, $\Omega_{M} := \bigcup_{Q \in \mathcal{D}_{Q_0}} \Omega_{Q_0} \subset \bigcup_{Q \in \mathcal{D}_{Q_0}} \bigcup_{Q \in \mathcal{D}_{Q_0}} = \Omega^*$. This and the monotone convergence theorem give
\[
(2.34) \quad \int \int_{\Omega^*} |\nabla^2 \mathcal{G}|^2 \mathcal{G} dX = \lim_{M \to \infty} \int \int_{\Omega_M} |\nabla^2 \mathcal{G}|^2 \mathcal{G} dX.
\]
Thus, we may bound each of the right hand terms in (2.32) with bounds that are uniform in $M$ using integration by parts.
Fix $M$ large. Note that $\Omega^*_M \subset \Omega \subset 2B_{Q_0} \cap \Omega$, and therefore, we again have the needed PDE properties at our disposal. Let "$\partial$" denote a fixed generic derivative. Easy calculations show that in $2B_{Q_0} \cap \Omega$ we can use that $G$ is harmonic and then
\[
\Delta((\partial G)^2) = 2 \text{div}[(\partial G) \nabla(\partial G)] = 2|\nabla(\partial G)|^2
\]
and
\[
\Delta((\partial G)^2) G = \text{div}[\nabla((\partial G)^2) G] - \nabla((\partial G)^2) \cdot \nabla G = \text{div}[\nabla((\partial G)^2) G] - \text{div}[(\partial G)^2 \nabla G].
\]
Since the domain $\Omega^*_M$ is comprised of a finite union of fattened Whitney cubes, its boundary consists of portions of faces of those cubes. Thus, its (outward) unit normal $\nu$ is well defined a.e. on $\partial \Omega^*_M$ and the divergence theorem can be applied. Hence
\[
2 \int_{\Omega^*_M} |\nabla^2 G|^2 G dX = \int_{\Omega^*_M} \Delta((\partial G)^2) G dX
\]
\[
= \int_{\partial \Omega^*_M} [\nabla((\partial G)^2) G - (\partial G)^2 \nabla G] \cdot \nu dH^n|_{\partial \Omega^*_M}
\]
\[
\lesssim \int_{\partial \Omega^*_M} |\nabla^2 G| \nabla^2 G + |\nabla G|^3 dH^n|_{\partial \Omega^*_M}
\]
\[
\lesssim \int_{\partial \Omega^*_M} \left( \frac{G}{\delta} \right)^3 dH^n|_{\partial \Omega^*_M},
\]
where in the last inequality we have used standard interior estimates for harmonic functions. Note that for every $X \in \partial \Omega^*_M \subset \Omega$ we have that there exists $I \in \mathcal{W}$ such that $X \in \partial I^{**}$ with $I \in \mathcal{W}_{Q}$ and $Q \in \mathcal{D}_{F_{K,M},Q_0} \subset \mathcal{D}_{F_{K},Q_0}$. Hence, by Harnack’s inequality, the Caffarelli-Fabes-Mortola-Salsa estimate, the fact that $\omega$ is doubling (see [2] in the bounded case or [25] in general) and (2.33), we conclude that
\[
\frac{G(X)}{\delta(X)} \lesssim \frac{G(X(I))}{\ell(I)} \approx \frac{\omega(Q)}{\sigma(Q)} \lesssim N, 1.
\]
Plugging this into (2.35) and using that $\partial \Omega_M$ is ADR (since it is a sawtooth domain) with bounds that are uniform in $N$ and $M$ (see [21, Lemma 3.61]), we conclude that
\[
\int_{\Omega_M^*} |\nabla^2 g|^2 \, g \, dX \lesssim_N H^n(\partial \Omega_M) \approx \operatorname{diam}(\partial \Omega_M^*)^n \lesssim 2.(Q_0^n) \approx \sigma(Q_0).
\]
Combining this with (2.32) and (2.34) it follows that $\mathfrak{m}(\mathcal{D}_{Q_0}) \lesssim_N \sigma(Q_0)$, as desired. This completes the proof of (2.18). □

Equipped with Lemma 2.17, we immediately see that for every $Q_0' \in \mathcal{D}_{N,Q_0}$ there exists $Q_0'' \in \mathcal{D}_{Q_0}$ such that
\[
2^{-CN} \ell(Q_0) \leq \ell(Q_0') \leq \ell(Q_0) \quad \text{and} \quad Q_0'' \notin \mathcal{D}_{N,Q_0} \cap \mathcal{B}_N,
\]
where $C_N$ is the constant in (2.18). Otherwise,
\[
(C_N + 1) \sigma(Q_0') = \sum_{Q \in \mathcal{D}_{Q_0}} \sigma(Q) \leq \sum_{Q \in \mathcal{D}_{Q_0}} \sigma(Q) \leq C_N \sigma(Q_0),
\]
which is absurd.

We now claim that
\[
(2.36) \quad 2^{-CN} \ell(Q_0) \leq \ell(Q_0') \leq \ell(Q_0) \quad \text{and} \quad Q_0'' \notin \mathcal{D}_{N,Q_0} \cap \mathcal{B}_N
\]
\[
\text{To verify this claim, fix } Q_0' \in \mathcal{D}_{N,Q_0} \text{ and let } Q_0'' \in \mathcal{D}_{Q_0} \text{ be a cube satisfying (2.36).}
\]

We consider two separate possibilities.

Case 1. Suppose that $Q_0'' \notin \mathcal{D}_{N,Q_0}$. Then there exists $Q_j \in \mathcal{F}_N$ such that $Q_0'' \subset Q_j$. As a consequence, $Q_0'' \subset Q_j \cap Q_0$ with $Q_j' \in \mathcal{D}_{N,Q_0}$ give $Q_j \subset Q_0'$. Thus, by (2.36),
\[
Q_0'' \subset Q_j \subset Q_0' \quad \text{and} \quad 2^{-CN} \ell(Q_0) \leq \ell(Q_0') \leq \ell(Q_j) \leq \ell(Q_0).
\]

In this case, we pick $Q_0 := Q_j$.

Case 2. Suppose $Q_0'' \notin \mathcal{B}_N$. In this case, we let $Q_0 := Q_0''$ and the desired properties follow at once from (2.36).

We now have all the ingredients required to prove Proposition 2.14 and thus, complete the proof of (c) implies (d).

**Proof of Proposition 2.14** By [21, Lemma 3.61], $\Omega_{N,F_{N},Q_0}$ is a 1-sided NTA with ADR boundary. Hence all that remains is to show that $\Omega_{N,F_{N},Q_0}$ satisfies the exterior corkscrew condition with constant depending on $N$. Fix any point $x \in \partial \Omega_{F_{N},Q_0}$ and $0 < r < \operatorname{diam}(Q_0) \approx \operatorname{diam}(\Omega_{N,F_{N},Q_0})$. There are two cases.

Case 1. Suppose that $x \in \partial \Omega_{F_{N},Q_0}$ with $0 \leq \delta(x) \leq r/M$, where $M$ is large enough, to be chosen. We first note that there exists $Q \in \mathcal{D}_{Q_0}$ with $\ell(Q) \approx r/M$ such that \(|x-x_Q| \leq r/M\). On the one hand, if $x \in \partial \Omega_{F_{N},Q_0} \cap \partial \Omega$, then $x \in \overline{Q_0}$ by (1.22) and we can find $Q \in \mathcal{D}_{Q_0}$ with $\ell(Q) \approx r/M$ and $x \in \overline{Q}$. On the other hand, if $x \in \partial \Omega_{F_{N},Q_0} \cap \Omega$, then by the definition of the sawtooth region, $x \in \partial I^*$, where
I ∈ W_Q, Q′ ∈ D_{F_N, Q_0}, and |x − x_Q| ≈ dist(I, Q′) ≈ ℓ(Q′) ≈ ℓ(I) ≈ δ(x) ≤ r/M. Let us now take Q ∈ D_{Q_0}, an ancestor of Q′, such that ℓ(Q) ≈ r/M and hence |x − x_Q| ≤ |x − x_Q′| + |x_Q′ − x_Q| ≲ r/M.

The proof now splits into two subcases.

Case 1a. Suppose that Q ∈ D_{F_N, Q_0}. Then Q ⊂ Q_j for some Q_j ∈ F_N and by [21] Lemma 5.9, there exists a ball B′ ∈ R^{n+1} \ Ω_{F_N, Q_0} with center x_Q and radius r′ ≈ ℓ(Q) ≈ r/M such that B′ ∩ \Ω ⊂ Q. If y ∈ B′, then we can guarantee that

|y − x| ≤ |y − x_Q| + |x_Q − x| ≤ r′ + \frac{ℓ(Q)}{M} ≤ \frac{ℓ(Q)}{M} < r

by choosing M sufficiently large. Hence B′ ⊂ B(x, r) and x_Q is an exterior corkscrew point relative to B(x, r) ∩ ∂Ω_{F_N, Q_0} with corkscrew constant on the order of M^{-1}. Otherwise, if Q /∈ B^N, then the definition of B^N yields z_Q ∈ Δ_Q ⊂ Q and X_Q for which B(X_Q, \eta(N) ℓ(Q)) ⊂ B(z_Q, r_Q/4) ∩ Ω_{ext}. Note that B(z_Q, r_Q/4) ⊂ B(x, C r/M) ⊂ B(x, r) provided M is large enough. Hence X_Q is an exterior corkscrew point relative to B(x, r) ∩ ∂Ω_{F_N, Q_0} with corkscrew constant of the order of 2^{-C_N} M^{-1}.

Case 2. Suppose that x ∈ ∂Ω_{F_N, Q_0} with δ(x) > r/M. In particular, x ∈ Ω, and by the definition of the sawtooth region, x ∈ \partial I^* ∩ J where I ∈ W_Q, Q ∈ D_{F_N, Q_0}, J ∈ \mathcal{W}, and J ⊂ Ω \ Ω_{F_N, Q_0} for some τ ∈ (1/2, 1). Note that ℓ(I) ≈ ℓ(J) ≈ δ(x) > r/M. Hence we can easily find an exterior corkscrew point in the segment joining x with the center of J and the corkscrew constant will depend only on M and the implicit constants in the previous estimates.

This completes the proof that Ω_{F_N, Q_0} satisfies the exterior corkscrew condition with constant depending on N.

2.5. Proof of (3) implies (4). Suppose (3) holds and let Ω_* := Ω_{F, Q_0} be a chord-arc domain constructed in Section 2.2 in the proof of (3) implies (4). By [21] Proposition 6.4, Corollary 3.6, we can locate some A_{Q_0} ∈ Ω ∩ Ω_*, which is simultaneously a corkscrew point for Ω_* with respect to B(x, C r_{Q_0}) ∩ Ω_* for all x ∈ ∂Ω_*, and a corkscrew point for Ω with respect to B(x, C r_{Q_0}) ∩ Ω for all x ∈ Q_0. To prove (4), it suffices to show that there exist constants θ, θ′ > 0 and C > 1 (possibly depending on Ω_*) such that

(2.39) \quad C^{-1} θ(F^θ) ≤ \omega^{A_{Q_0}}(F) ≤ C θ(F)^θ \quad \forall F ⊂ Q_0 \ \bigcup_{Q_j ∊ \mathcal{F}} Q_j.
By Harnack’s inequality, one may replace $A_{Q_0}$ in (2.39) with some fixed pole $X_0$ at the expense of changing the value of $C$. We also remark that technically speaking we should consider arbitrary sets $F \subset D_0 \cap \partial \Omega_*$. However, the general case follows from (2.39) in view of (1.22) and the fact that $\sigma(\partial Q) = \omega_{A_{Q_0}}(\partial Q) = 0$ for every $Q \subset D_{Q_0}$, since $\sigma$ and $\omega_{A_{Q_0}}$ are doubling (see [21] Proposition 6.3 and [24]).

Abusing notation, we let $\omega = \omega_{A_{Q_0}}$ denote harmonic measure of $\Omega$ with pole at $A_{Q_0}$ and let $\omega_* = \omega_{\Omega_*}$ denote harmonic measure of $\Omega_*$ with pole at $A_{Q_0}$. Since $\Omega_*$ is a chord-arc domain, $\omega_* \in A_\infty(\partial \Omega_*)$ by [14][36]. In particular, there exist constants $\alpha, \beta$ such that

\begin{equation}
(2.40) \quad \left( \frac{\sigma_*(E_*)}{\sigma(\partial \Omega_*)} \right)^\alpha \lesssim \frac{\omega_*(E_*)}{\omega_*(\partial \Omega_*)} \lesssim \left( \frac{\sigma_*(\partial \Omega_*)}{\sigma_*(\partial \Omega_*)} \right)^\beta \quad \forall E_* \subset \partial \Omega_*,
\end{equation}

where $\sigma_* = \mathcal{H}^n|_{\partial \Omega_*}$, and we view $\partial \Omega_*$ as a surface ball in $\partial \Omega_*$ with arbitrary center in $\partial \Omega_*$ and radius $\text{diam}(\partial \Omega_*)$. Recall that $\Omega_*$ is a chord-arc domain and, in particular, $\sigma_*(\partial \Omega_*) \approx \text{diam}(\partial \Omega_*)^n \approx \ell(Q_0)^n$.

We need to introduce some notation from [21] Section 6]. Given a Borel measure $\mu$ defined on $Q_0$ and $F$ from above, set

\begin{equation}
(2.41) \quad \mathcal{P}_F \mu(E) := \mu \left( E \setminus \bigcup_{Q_j \in F} Q_j \right) + \sum_{Q_j \in F} \frac{\sigma(E \cap Q_j)}{\sigma(Q_j)} \mu(Q_j) \quad \forall E \subset Q_0.
\end{equation}

Also, define a Borel measure on $Q_0$ by the rule

\begin{equation}
(2.42) \quad \nu(E) := \omega_* \left( E \setminus \bigcup_{Q_j \in F} Q_j \right) + \sum_{Q_j \in F} \frac{\omega(E \cap Q_j)}{\omega(Q_j)} \omega_*(P_j) \quad \forall E \subset Q_0.
\end{equation}

Here $P_j \subset \partial \Omega_*$ are $n$-dimensional cubes from [21] Proposition 6.7], which satisfy

\begin{equation}
(2.43) \quad \ell(P_j) \approx \text{dist}(P_j, Q_j) \approx \text{dist}(P_j, \partial \Omega) \approx \ell(Q_j) \quad \text{and} \quad \sum_j 1_{P_j} \leq C.
\end{equation}

From the definition of the projection operator $\mathcal{P}_F$ in (2.41) and measure $\nu$ in (2.42),

\begin{equation}
(2.44) \quad \mathcal{P}_F \nu(E) = \omega_*(E \setminus \bigcup_{Q_j \in F} Q_j) + \sum_{Q_j \in F} \frac{\sigma(E \cap Q_j)}{\sigma(Q_j)} \omega_*(P_j) \quad \forall E \subset Q_0,
\end{equation}

which depends only on $\omega_*$ and not on $\omega$.

From [21] Lemma 6.15], we have the following version of the Dahlberg-Jerison-Kenig sawtooth lemma (see [13]): There exists some $\theta > 0$ such that for every $E \subset Q_0$,

\begin{equation}
(2.45) \quad \left( \frac{\mathcal{P}_F \omega(E)}{\mathcal{P}_F \omega(Q_0)} \right)^\theta \lesssim \frac{\mathcal{P}_F \nu(E)}{\mathcal{P}_F \nu(Q_0)} \lesssim \frac{\mathcal{P}_F \omega(E)}{\mathcal{P}_F \omega(Q_0)}.
\end{equation}

Note that from (2.41) and (2.44), for every $F \subset Q_0 \setminus \bigcup Q_j$ we have $\mathcal{P}_F \nu(F) = \omega_*(F)$ and $\mathcal{P}_F \omega(F) = \omega(F)$. It is trivial to see that $\mathcal{P}_F \omega(Q_0) = \omega(Q_0) = \omega_{A_{Q_0}}(Q_0) \approx 1$ by Bourgain’s estimate (see [10] or also [23]), since $A_{Q_0}$ is an effective corkscrew point relative to $Q_0$. Also, from (2.43) and (2.44) it is clear that $\mathcal{P}_F \nu(Q_0) \lesssim \omega_*(\partial \Omega_*) = 1$.

Additionally, [21] Proposition 6.12, (6.19)], the fact that $\omega_*$ is doubling (see [25]), and Bourgain’s estimate (see [10] or [25]) give

\[ \mathcal{P}_F \nu(Q_0) \gtrsim \omega_*(B(x_{Q_0}^*, C \ell(Q_0)) \cap \partial \Omega_*) \approx 1, \]
where \( x^*_Q \in \partial \Omega_* \) and we have used that \( A_{Q_0} \) is an effective corkscrew point relative to \( B(x^*_Q, C \ell(Q_0)) \cap \partial \Omega_* \) as noted above. All together, these observations plus (1.22), (2.40) and (2.45) yield
\[
\sigma(F)^\alpha \lesssim \omega(F) \lesssim (F) \lesssim \sigma(F) \approx \omega(F) \lesssim \sigma(F) \quad \forall \ F \subset Q_0 \setminus \bigcup_{Q_j \in \mathcal{F}} Q_j,
\]
as desired. We remark that the implicit constants depend on \( \sigma(\partial \Omega_*) \approx \ell(Q_0)^n \).

3. PROOF OF THEOREM 1.3

As noted in the introduction, to establish Theorem 1.3, it suffices to prove that (c') implies (d) and (b) implies (e'). Before proceeding to the proof, we pause to make a relevant remark.

Remark 3.1. The conditions on the coefficients of the operator in Theorem 1.3 are qualitative versions of the corresponding conditions imposed in [29] and [24]. Indeed, for every bounded subdomain \( \Omega' \) of \( \Omega \), the matrix \( A \) satisfies the conditions imposed in [29] and [24] with respect to the domain \( \Omega' \). It is worth mentioning that allowing implicit constants to depend on the subdomain \( \Omega' \) would be problematic in [29] and [24], where the authors are interested in establishing scale-invariant estimates. Nevertheless, we allow such dependence below, because our goal is to obtain qualitative rather than quantitative conditions.

3.1. Proof of (c') implies (d).

The proof follows the same scheme of Section 2.4 and we only highlight the main changes. We replace \( \omega, G \) and \( \mathcal{G} \) by \( \omega_L, G_L, \) and \( \mathcal{G}_L \) throughout Section 2.4. We note that thanks to [25] we have all the required “PDE properties” such as Bourgain and Caffarelli-Fabes-Mortola-Salsa type estimates, doubling of elliptic measure, etc. However, one needs to rework the integration by parts (i.e., the main argument in Lemma 2.17), since now we work with \( L \) in place of the Laplacian. Much as before we have the following substitute for (2.19):
\[
\frac{1}{\nu_{Q, \epsilon}} \int_{U_{Q, \epsilon}} A \nabla \mathcal{G}_L dX = \int_{\partial \Omega} A \nabla \mathcal{G}_L \cdot \nabla \phi_Q dX = - \int_{\partial \Omega} A \nabla \mathcal{G}_L \cdot \nabla \phi_Q dX + \int_{\partial \Omega} \tilde{\alpha} \cdot \nabla \phi_Q dX =: -I + II,
\]
where this time \( \tilde{\alpha} := \frac{1}{\nu_{Q, \epsilon}} \int_{U_{Q, \epsilon}} A \nabla \mathcal{G}_L dX \). From here the proof continues mutatis mutandis (again with the help of [25] for the required “PDE properties”) and with the harmless presence of the matrix \( A \) up to (2.29), which eventually leads to the following variable coefficient version of (2.30):
\[
\sigma(Q) \lesssim \int_{U_{Q, \epsilon}} |\nabla (A \nabla \mathcal{G}_L)|^2 \mathcal{G}_L dX \quad \forall \ Q \in \mathbb{D}_{\mathcal{F}_N, Q_0} \cap \mathcal{B}^N.
\]
Taking this into account and following the same argument, what is left to prove is
\[
\int \int \nabla(A \nabla G_L)^2 G_L dX \lesssim_N \sigma(Q'_0)
\]
with constants that do not depend on \(M\). It was in that part of the proof where we strongly used harmonicity. However, (3.2) follows from the following “integration by parts” proposition in [24].

**Proposition 3.3 ([24])**. Under the current background hypotheses and notation, and with Remark 3.1 in view, given \(\Theta \geq 1\), and a family \(\mathcal{F}_K \subset D_{Q'_0}\), \(K \geq 1\), of pairwise disjoint dyadic cubes satisfying
\[
\Theta^{-1} \leq \frac{\omega_L(Q)}{\sigma(Q)} \leq \Theta \quad \text{and} \quad \ell(Q) > 2^{-K} \ell(Q'_0) \quad \forall Q \in \mathcal{D}_{\mathcal{F}_K, Q'_0},
\]
we then have
\[
\frac{1}{\sigma(Q'_0)} \int \int_{\Omega_{\mathcal{F}_K, Q'_0}} |\nabla(A \nabla G_L)(X)|^2 G_L(X) dX \leq C,
\]
where \(C\) depends on \(\Theta, Q_0\) and the allowable parameters, but not on \(K\).

Note that the constants in the analogue of (2.33) in the variable coefficient setting may depend on \(N\) and so does the implicit constant in (3.2). This completes the proof of the variable coefficient version of Lemma 2.17. The rest of the argument is of a geometrical nature and can be carried out without change. Details are left to the interested reader.

For the sake of completeness we sketch the integration by parts argument from [24]. We first notice that as observed before the ADR assumption implies the “capacity density condition” and therefore the required PDE properties that we will be using (Bourgain, Caffarelli-Fabes-Mortola-Salsa, etc.) hold. The arguments are somehow similar to the ones in [28] and the full details will be given in [25]. Another relevant observation is that our current assumptions (i.e., the Carleson estimate (1.4)) imply that for any positive weak solution \(u\) on \(\Omega\), where \(B\) is a ball centered at \(\partial \Omega\), one has the pointwise estimate \(|\nabla u(X)| \leq C_B u(X)/\delta(X)\). This follows from re-scaling [18, Lemma 3.1] (see [24] for full details). This and the hypotheses in Proposition 3.3 guarantee that the following holds:
\[
|\nabla G_L(X)| \lesssim_{Q_0} \frac{G_L(X)}{\delta(X)} \approx \frac{\omega_L(Q)}{\sigma(Q)} \lesssim 1, \quad \forall X \in \Omega_{\mathcal{F}_K, Q'_0}^*.
\]
On the other hand, by [14] and elementary geometric arguments one can see that
\[
\|\nabla A(\cdot)\|_{L^\infty(B_{Q_0}^* \cap \Omega)} \lesssim \frac{C_2 B_{Q_0}^*}{\kappa_0 B_{Q_0}}
\]
where we recall that \(B_{Q_0}^* = \kappa_0 B_{Q_0}\).

We can now estimate (3.5). First, when \(\nabla\) hits \(A\) one can see that
\[
\int \int_{\Omega_{\mathcal{F}_K, Q'_0}} |\nabla A(X)|^2 |\nabla G_L(X)|^2 G_L(X) dX \lesssim \int \int_{\Omega_{\mathcal{F}_K, Q'_0}^*} |\nabla A(X)|^2 \delta(X) dX
\]
\[
\lesssim \|\nabla A(\cdot)\|_{L^\infty(B_{Q_0}^* \cap \Omega)} \int \int_{T_{Q'_0}} |\nabla A(X)| dX \lesssim \frac{C_2^2 B_{Q_0}^*}{\ell(Q'_0)} \ell(Q'_0)^n,
\]
where in the last estimate we have used (1.4) along with the facts that $Q_0' \subset Q_0$ and $T_{Q_0'} \subset B_{Q_0} \cap \Omega$. To continue with (3.5) we now look at the terms that appear when $\nabla$ hits $\nabla G_L$. In that case we can simply use that $A$ is a bounded matrix and hence it suffices to show that

\begin{equation}
\int_{\Omega_{F_K, Q_0}^*} |\nabla(\partial G_L)(X)|^2 G_L(X) \, dX \leq C \sigma(Q_0),
\end{equation}

where $\partial$ denotes a fixed generic derivative and where $C$ depends on $\Theta$, $Q_0$ and the allowable parameters, but not on $K$. Next we use that $A$ is uniformly elliptic, symmetric and that $G_L$ is a weak solution in $\Omega_{F_K, Q_0}^*$ (let us recall that we always work in a regime where the fixed pole $X_0 \notin 4B_{Q_0}^*$) to obtain that

\begin{equation}
|\nabla(\partial G_L)|^2 G_L \lesssim A \nabla(\partial G_L) \cdot \nabla(\partial G_L) G_L,
\end{equation}

\begin{align*}
&= \partial(a \nabla G_L \cdot \nabla(\partial G_L)) - \text{div} \left( a \nabla G_L \partial(\partial G_L) \right) \\
&\quad - \partial A \nabla G_L \nabla(\partial G_L) - \frac{1}{2} \text{div} (A \nabla G_L \partial(\partial G_L)^2).
\end{align*}

Notice that we can use the divergence theorem in the domain $\Omega_{F_K, Q_0}^*$ since the latter is a finite union of fattened Whitney cubes, so its boundary consists of portions of faces of those cubes, and thus its (outward) unit normal $\nu$ is well defined a.e. on $\partial \Omega_{F_K, Q_0}^*$. This, (3.8), and the fact that $A$ is bounded allow us to conclude that

\begin{align*}
I : = \int_{\Omega_{F_K, Q_0}^*} |\nabla(\partial G_L)(X)|^2 G_L(X) \, dX \\
&\leq \int_{\partial \Omega_{F_K, Q_0}^*} |\nabla G_L|^3 \, d\mathcal{H}^n + \int_{\partial \Omega_{F_K, Q_0}^*} |\nabla G_L| |\nabla^2 G_L| \, G_L \, d\mathcal{H}^n \\
&\quad + \int_{\Omega_{F_K, Q_0}^*} \nabla A \cdot |\nabla G_L|^3 \, dX + \int_{\Omega_{F_K, Q_0}^*} |\nabla A| |\nabla G_L| \nabla(\partial G_L) \, G_L \, dX \\
&=: II + III + IV + V.
\end{align*}

To estimate $II$ we invoke (3.6) and use that $\partial \Omega_{F_K, Q_0}^*$ is ADR (since it is a sawtooth domain) with bounds that depend only on the ADR constant of $\partial Q_0$ and the other allowable parameters of $\Omega$ (but that are independent of $K$); see [21, Lemma 3.6.1]:

\begin{align*}
II \lesssim_{Q_0, \Theta} \mathcal{H}^n(\partial \Omega_{F_K, Q_0}^*) \approx \text{diam}(\partial \Omega_{F_K, Q_0}^*)^n \approx \ell(Q_0')^n \approx \sigma(Q_0).
\end{align*}

For $IV$ we use again (3.6) and (1.4):

\begin{align*}
IV \lesssim_{Q_0, \Theta} \int_{B_{Q_0}^* \cap \Omega} |\nabla A| \, dX \lesssim C_{B_{Q_0}^*} \ell(Q_0')^n \approx C_{B_{Q_0}^*} \sigma(Q_0').
\end{align*}
For $V$ we apply Young’s inequality and once more (3.6)

$$V \leq \frac{1}{2} \int_{\Omega^*_K \cdot Q_0} |\nabla (\partial G_L)|^2 G_L \, dX + \frac{1}{2} \int_{\Omega^*_K \cdot Q_0} |\nabla A|^2 |\nabla G_L|^2 G_L \, dX$$

$$\leq \frac{1}{2} I + C_{Q_0, \Theta} \| |\nabla A(\cdot)| \delta(\cdot)\|_{L^\infty(B_{Q_0^*} \cap \Omega)} \int_{B_{Q_0^*} \cap \Omega} |\nabla A| \, dX$$

$$\leq \frac{1}{2} I + C_{Q_0, \Theta} C_2 B_{Q_0^*} C_{B_{Q_0^*}^*} \ell(Q_0)^n$$

$$\leq \frac{1}{2} I + C_{Q_0, \Theta} \sigma(Q_0').$$

At this stage to complete our proof we just need to see that $III$ satisfies an estimate like $II$. In such a case we collect all the previous computations, absorb $\frac{1}{2} I$ from $V$ and (3.7) follows.

Let us now explain how to estimate $III$, a more delicate term because of the presence of $|\nabla^2 G_L|$. Note that in the harmonic case, the second derivative of a harmonic function satisfies interior estimates since the first derivative is harmonic. Here $G_L$ is a solution, and hence we can control $\nabla G_L$ as in (3.3), but a pointwise estimate for $\nabla^2 G_L$ is not expected. However, we would like to convince the reader that $III$ behaves essentially as $II$. The full rigorous argument will appear in the forthcoming paper [24]; here we just sketch the main ideas. First, it is not difficult to show that one can obtain a Caccioppoli type estimate for $|\nabla^2 G_L|$ in terms of $|\nabla G_L|$ by using the $L^\infty$ bounds for $|\nabla A(\cdot)| \delta(\cdot)$ observed above. Hence to estimate $III$ we would need to replace the integral along the boundary of the sawtooth by some kind of solid integration running around the boundary. This can be done if we repeat the “integration by parts argument” given above by incorporating a partition of unity adapted to the Whitney regions $U_Q$ that form the sawtooth domain that we are considering. All boundary terms now become solid integrals over some collection of Whitney cubes covering the boundary of the sawtooth. In that case we can estimate $|\nabla^2 G_L|$ and see that $III$ obeys the same bound as $II$. The reader can find a similar “integration by parts argument” with a partition of unity in [20, Section 5.2].

3.2. Proof of (1) implies (c). We follow the arguments given in Section 2.5 above and indicate the necessary changes. To that end, set $\omega_L = \omega_{L, Q_0}^A$ and $\omega_{L, *} = \omega_{L, \Omega_*}^{A, Q_0}$, which will replace $\omega = \omega_{A, Q_0}^L$ and $\omega_* = \omega_{A, \Omega_*}^{Q_0}$, respectively.

We claim that $\omega_{L, *} \in A_\infty(\partial \Omega_*).$ This is nowadays folklore and follows from the fact that $\Omega_*$ is a bounded chord-arc domain and from the properties of the matrix $A$. Let us sketch the argument for the sake of completeness. First recall that Kenig and Pipher showed in [29] that if $\Omega$ is a bounded Lipschitz domain, then its associated elliptic measure $\omega_{L, \Omega} \in A_\infty(\partial \Omega)$, provided that

$$a_{\Omega}(X) = \sup_{Y \in B(X, \delta_{\Omega}(X)/2)} |\nabla A(Y)|^2 \delta_{\Omega}(Y),$$

is a Carleson measure in $\Omega$. Here $\delta_{\Omega}$ denotes the distance to $\partial \Omega$. It is straightforward to show that our assumptions on $A$ give such a condition for every bounded subdomain $\Omega_* \subset \Omega$; see Remark 3.1. On the other hand, since $\Omega_*$ is a bounded
chord-arc domain, $\Omega_*$ satisfies an “interior big pieces” of Lipschitz sub-domains condition by the work of David-Jerison in [14]. Together with a simple maximum principle argument (see e.g. in [12][14]) and the aforementioned result of [29], one quickly obtains the following lower bound for $\omega_{L,\Omega_*}$: There are constants $\eta \in (0,1)$ and $c_0 > 0$ such that for each surface ball $\Delta_* \subset \partial \Omega_*$ and any Borel subset $F \subset \Delta_*$, (3.9) $\omega^X_{L,\Omega_*}(F) \geq c_0$, whenever $\sigma_*(F) \geq \eta \sigma_*(\Delta_*)$.

In turn, the latter bound self-improves to an $A_\infty$ estimate for $\omega_{L,\Omega_*}$ as desired, via the comparison principle (see e.g. [14]).

Once this claim has been obtained, the proof follows mutatis mutandis with a version of (2.45) for $L$ and with some needed PDE tools that can be taken from [25]. Details are left to the interested reader.

4. An example

As noted in the introduction, Theorem 1.2 can be seen as a qualitative version of (1.11) in the sense that (ii)–(vi) can be seen as qualitative versions of (i)–(iv) in (1.1). In view of this, it is worthwhile to find an example of a domain $\Omega_*$ satisfying the required background hypotheses (i.e., 1-sided NTA with ADR boundary) for which (ii)–(vi) in Theorem 1.2 hold, but (i)–(iv) in (1.1) fail. In particular, the corresponding harmonic measure (or elliptic measures of the previous section) will satisfy the absolute continuity conditions (iii) and (v), but will not belong to $A_\infty$ or weak-$A_\infty$. To find this example, we will start with $\Omega \subset \mathbb{R}^3$, a 1-sided NTA domain with empty exterior, whose boundary is not rectifiable. We will then define a sawtooth subdomain $\Omega_*$ whose boundary is a countable union of partial faces of Whitney boxes. Therefore, $\partial \Omega_*$ is rectifiable. On the other hand, we will see that $\partial \Omega_*$ cannot be uniformly rectifiable; otherwise $\Omega_*$ is NTA and satisfies the exterior corkscrew condition by (1.11) (in particular, see [4]), but our construction prevents this from happening.

Let $\mathfrak{C}$ be the “4-corner Cantor set” of J. Garnett (see e.g. [15] p. 4). It is not difficult to show from the construction of the set that $\mathbb{R}^2 \setminus \mathfrak{C}$ is a 1-sided NTA domain with 1-dimensional ADR boundary and empty exterior. Let $\mathfrak{C}^* = \mathfrak{C} \times \mathbb{R}$ and $\Omega = \mathbb{R}^3 \setminus \mathfrak{C}^*$. We shall show that $\Omega$ is a 1-sided NTA with 2-dimensional ADR boundary.

Let us first show that $\partial \Omega = \mathfrak{C}^*$ is 2-dimensional ADR. Given $x' \in \mathbb{R}^2$ and $r > 0$ we write $B_2(x', r) \subset \mathbb{R}^2$ to denote the 2-dimensional ball centered at $x'$ with radius $r$. Analogously, given $t \in \mathbb{R}$ and $r > 0$, $B_1(t, r) \subset \mathbb{R}$ denotes the 1-dimensional interval centered at $t$ with radius $r$. It is clear from the definition that for every $x = (x', t) \in \partial \Omega = \mathfrak{C}^*$ one has

$$ (B_2(x', r/\sqrt{2}) \cap \mathfrak{C}) \times B_1(t, r/\sqrt{2}) \subset B(x, r) \cap \mathfrak{C}^* \subset (B_2(x', r) \cap \mathfrak{C}) \times B_1(t, r). $$

These readily imply that $\mathfrak{C}^*$ is 2-dimensional ADR as $\mathfrak{C}$ is 1-dimensional ADR. We now recall that the complement of an ADR set always satisfies the corkscrew condition. In particular, so does $\mathbb{R}^3 \setminus \mathfrak{C}^* = \Omega$ and this gives the (interior) corkscrew condition for $\Omega$. We next show that $\Omega$ satisfies the Harnack chain condition (in $\mathbb{R}^3$), again using that $\mathbb{R}^2 \setminus \mathfrak{C}$ has the same property in $\mathbb{R}^2$. To this end let $\rho > 0$, $\Lambda \geq 1$ be given. Let $X = (X', t)$, $Y = (Y', s) \in \Omega$, with $X'$, $Y' \in \mathbb{R}^2$ and $t$, $s \in \mathbb{R}$. Note
that in particular $X', Y' \in \mathbb{R}^2 \setminus \mathcal{C}$. Assume that $\delta(X), \delta(Y) > \rho$ and $|X - Y| \leq \Lambda \rho$.

It can be easily seen that

\begin{equation}
\delta(X) = \text{dist}(X, \partial \Omega) = \text{dist}(X', \mathcal{C}) \quad \text{and} \quad \delta(Y) = \text{dist}(Y, \partial \Omega) = \text{dist}(Y', \mathcal{C}).
\end{equation}

Using this observation and that $\mathbb{R}^2 \setminus \mathcal{C}$ satisfies the Harnack chain condition in $\mathbb{R}^2$, we can find a Harnack chain of 2-dimensional open balls connecting $X'$ and $Y'$.

The implicit constants are all under control, and in particular the number of balls depends only on $\Lambda$ by (4.1) and since $|X' - Y'| \leq |X - Y| \leq \Lambda \rho$. Now, for any of the balls $B'_2 = B_2(X'_i, r_i) \subset \mathbb{R}^2$, we let $B_1 := B(X_i, r_i) \subset \mathbb{R}^3$ with $X_i = (X'_i, t)$. Clearly $\{B_i\}_i$ is a Harnack chain in $\Omega$ connecting $X = (X', t)$ and $Z := (Y', t)$. Next we can add to the previous chain a collection of 3-dimensional balls, connecting $Z = (Y', t)$ with $Y = (Y', s)$, whose centers lie in the line segment between $Z$ and $Y$ and with radius equal to $\delta(Y)/2 = \text{dist}(Y', \mathcal{C})/2$. Note that the number of balls will be of the order of $|t - s|/\delta(Y) \leq |X - Y|/\rho \leq \Lambda$. Hence our proof of the Harnack chain condition is complete.

Now that we know $\Omega$ is an $1$-sided NTA domain with ADR boundary, we simply note that $\Omega_{\text{ext}} = \emptyset$, which in particular implies [1] in Theorem 1.2 fails. Therefore, $\sigma$ is not absolutely continuous with respect to $\omega$ by Theorem 1.2 that is, there is a set $F \subset \mathcal{C}^* = \partial \Omega$ with $\sigma(F) > 0$ but $\omega(F) = 0$. Also, $\mathcal{C}^* = \partial \Omega$ is not rectifiable, again by Theorem 1.2.

Next, we are going to construct a pairwise disjoint family $\mathcal{F} \subset \mathbb{D}Q_0$ with $Q_0$ a given dyadic cube in $\partial \Omega = \mathcal{C}^*$ and let $\Omega_* = \Omega_{\mathcal{F}, Q_0}$. As described above, we shall show that

\begin{equation}
\begin{align*}
\Omega_* & \text{ is 1-sided NTA,} \\
\partial \Omega_* & \text{ is ADR,} \\
\partial \Omega_* & \text{ is rectifiable,} \\
\partial \Omega_* & \text{ is not uniformly rectifiable.}
\end{align*}
\end{equation}

Notice that in such a case $\omega_{\Omega_*}$ will not be weak-$A_\infty(\partial \Omega_*)$ by (1.1) (in particular, see [26]), but (a)–(c) in Theorem 1.2 hold, in particular $\mathcal{H}^n|_{\partial \Omega_*} \ll \omega_{\Omega_*}$ by (c), and the two measures are mutually absolutely continuous $\mathcal{H}^n|_{\partial \Omega_*}$-a.e. by (a).

To construct our example, we let $\alpha_0 \in \mathbb{N}$ large enough and let $\{\alpha_k\}_{k \geq 1} \subset \mathbb{N}$ be a strictly increasing sequence such that $\alpha_k \to \infty$ fast enough as $k \to \infty$. Fix $Q_0 \in \mathbb{D}$ such that $\ell(Q_0) = 2^{-\alpha_0}$ and set $x_0 = x_{Q_0}$ as its center. Take $Q_1 \in \mathbb{D}_{\Omega_0}$ such that $x_0 \in Q_1$ and $\ell(Q_1) = 2^{-\alpha_1}$. Write $x_1 = x_{Q_1}$, and set

$$
\mathcal{F}_1 := \{Q \in \mathbb{D}Q_0 : \ell(Q) = 2^{-\alpha_1}, \ x_0 \notin Q\} = \{Q \in \mathbb{D}Q_0 : \ell(Q) = 2^{-\alpha_1}\} \setminus \{Q_1\},
$$

which is a pairwise disjoint family. Next, take $Q_2 \in \mathbb{D}Q_1$ such that $x_1 \in Q_2$ and $\ell(Q_2) = 2^{-\alpha_2}$. Let $x_2 = x_{Q_2}$ denote the center of $Q_2$ and set

$$
\mathcal{F}_2 := \{Q \in \mathbb{D}Q_1 : \ell(Q) = 2^{-\alpha_2}, \ x_1 \notin Q\} = \{Q \in \mathbb{D}Q_1 : \ell(Q) = 2^{-\alpha_2}\} \setminus \{Q_2\},
$$

which is again a pairwise disjoint family. Iterating this we have a family of cubes $\{Q_k\}_{k \geq 0} \subset \mathbb{D}Q_0$ such that $\ell(Q_k) = 2^{-\alpha_k}$, and $Q_0 \supseteq Q_1 \supseteq Q_2 \ldots$ and $x_k = x_{Q_k} \in Q_{k+1}$. In particular, $\{x_k\}_{k \geq 1}$ is a Cauchy sequence (since $\alpha_k \to \infty$ as $k \to \infty$), and hence, there exists $\bar{x} \in \partial \Omega$ such that $x_k \to \bar{x}$ as $k \to \infty$. Note that $\bigcap_{k \geq 0} Q_k = \{\bar{x}\}$. 
Our construction also gives a family of pairwise disjoint families \( \{F_k\}_{k \geq 1} \) such that \( \mathcal{F} := \bigcup_{k \geq 1} F_k \) is a pairwise disjoint family of dyadic subcubes of \( Q_0 \), and
\[
\bigcup_{Q \in \mathcal{F}} Q = \bigcup_{k=1}^{\infty} \bigcup_{Q \in F_k} Q = \bigcup_{k=1}^{\infty} (Q_{k-1} \setminus Q_k) = Q_0 \setminus \bigcap_{k=1}^{\infty} Q_k.
\]

At last, we set \( \Omega_* = \Omega_{\mathcal{F}Q_0} \) (see Section 1). Because \( \Omega \) is a 1-sided NTA domain with ADR boundary, we know that \( \Omega_* \) is also a 1-sided NTA domain with ADR boundary by [21] Lemma 3.61. It remains to show that \( \partial \Omega_* \) is rectifiable, but not uniformly rectifiable.

To see that \( \partial \Omega_* \) is rectifiable, note that
\[
\partial \Omega_* = (\partial \Omega \cap \partial \Omega_*) \cup (\Omega \cap \partial \Omega_*).
\]

On the one hand, from [1.2], [21] Proposition 6.3, and the fact that \( \partial \Omega \) is ADR (and hence \( \sigma = \mathcal{H}^2|_{\partial \Omega} \) is doubling), it follows that
\[
\sigma(\partial \Omega \cap \partial \Omega_*) = \sigma(Q_0 \setminus \bigcup_{Q \in \mathcal{F}} Q) = \sigma\left(\bigcap_{k=1}^{\infty} Q_k\right) = \lim_{k \to \infty} \sigma(Q_k) = 0,
\]
where the last equality holds since \( \sigma(Q_k) \approx \ell(Q_k)^2 = 2^{-2\alpha_k} \to 0 \) as \( k \to \infty \). On the other hand, \( \Omega \cap \partial \Omega_* \) is a countable union of partial faces of fattened Whitney cubes and hence \( \Omega \cap \partial \Omega_* \) is rectifiable (see the definition of sawtooth regions in Section 1.3). Therefore, \( \partial \Omega_* \) is rectifiable.

Finally, we show that \( \partial \Omega_* \) is not uniformly rectifiable. Suppose otherwise that \( \partial \Omega_* \) is uniformly rectifiable. Then, since \( \Omega_* \) is also a 1-sided NTA domain with ADR boundary, we can apply [1.2] (in particular, the result of [4]) to conclude that \( \Omega_* \) is an NTA domain. Therefore, \( \Omega_* \) satisfies the exterior corkscrew condition with some constant \( c_0 \). In particular, for every \( x \in \partial \Omega_* \) and \( 0 < r < \operatorname{diam}(\partial \Omega_*) \approx \ell(Q_0) = 2^{-\alpha_0} \), there exists \( X_{\Delta_*} \) such that \( B(X_{\Delta_*}, c_0 r) \subset B(x, r) \cap (\Omega_*)_{\text{ext}} \), where \( \Delta_* = B(x, r) \cap \partial \Omega_* \). Thus,
\[
\frac{|B(x, r) \cap (\Omega_*)_{\text{ext}}|}{|B(x, r)|} \geq \frac{|B(X_{\Delta_*}, c_0 r)|}{|B(x, r)|} = c_0^n \quad \forall x \in \partial \Omega_*, \quad \forall 0 < r < 2^{-\alpha_0}.
\]

We are going to see that this is violated. Recall that \( x_k \to \bar{x} \) as \( k \to \infty \) and that \( x_k \in \partial \Omega \subset \mathbb{R}^3 \setminus \Omega_* \). Also, for every \( k \), we have that \( |X_{Q_k} - x_k| \approx \ell(Q_k) = 2^{-\alpha_k} \) and hence \( X_{Q_k} \to \bar{x} \) as \( k \to \infty \). By construction, \( X_{Q_k} \in \text{int}(U_{Q_k}) \subset \Omega_* \), since \( Q_k \in \mathbb{D}_{\mathcal{F}Q_0} \). All together, these show that \( \bar{x} \in \partial \Omega_* \).

To get a contradiction we set \( B_k = B(\bar{x}, 2^{-\alpha_k}/N) \) with \( N \geq 1 \) large enough to be chosen (depending only on dimension and the 1-sided NTA and ADR constants of \( \Omega \)). Our goal is to obtain that (4.3) cannot hold; see Figure 1.1. Take \( X \in (B_k \cap \Omega) \setminus \Omega_* \). In particular, \( X \in \Omega \) and we can take \( I \in \mathcal{W} \) such that \( I \ni X \) and \( \ell(I) \approx \delta(X) \leq 2^{-\alpha_k}/N \). Let \( Q_I \in \mathbb{D} \) be the nearest cube to \( I \) with \( \ell(Q_I) = \ell(I) \) so that \( I \in \mathcal{W}_{Q_I} \). Then, using the notation in (1.16),
\[
|x_{Q_I} - x_k| \leq \ell(Q_I) + \operatorname{dist}(Q_I, I) + \ell(I) + |X - \bar{x}| + |\bar{x} - x_{k+1}| + |x_{k+1} - x_k| \leq \frac{2^{-\alpha_k}}{N} + \text{diam}(Q_{k+1}) \approx \frac{2^{-\alpha_k}}{N} + 2^{-\alpha_k+1} < r_{Q_k}
\]
by taking $N$ large enough, because we have assumed that $\alpha_k \to \infty$ fast enough. This implies that $x_{Q_I} \in \Delta_{Q_k} \subset Q_k$; see (1.16). Also, $\ell(Q_I) = \ell(I) \leq 2^{-\alpha_k}/N < \ell(Q_k)$, and by the dyadic properties, we conclude that $Q_I \in \mathbb{D}_{Q_k}$. In particular, observe that $Q_I \in \mathbb{D}_{Q_0}$. Since $I \in W^*_{Q_I}$ and $X \notin \Omega_* = \Omega_{\mathcal{F},Q_0}$, it follows that $Q_I \notin \mathbb{D}_{\mathcal{F},Q_0}$. In other words, $Q_I \in \mathbb{D}_{\mathcal{Q}}$ for some $\mathcal{Q} \in \mathcal{F}$ for some $j \geq 1$. By construction, $Q_I \subset Q_{j-1} \setminus Q_j$. Thus, since $Q_I \in \mathbb{D}_{Q_k}$, it follows that $j \geq k + 1$ and $\delta(X) \approx \ell(I) = \ell(Q_I) \leq \ell(Q) \leq 2^{-\alpha_k+1}$. We have shown that

$$(B_k \cap \Omega) \setminus \Omega_* \subset B_k \cap \{ X \notin \partial \Omega : \delta(X) \leq 2^{-\alpha_k+1} \}.$$ 

Using (4.3) and [21, Lemma 5.3] (applied to $E = \partial \Omega$, which is 2-dimensional ADR), we obtain a contradiction:

$$c_0^n \leq \frac{|B_k \setminus \Omega_*|}{|B_k|} = \frac{|(B_k \cap \Omega) \setminus \Omega_*|}{|B_k|} \lesssim \frac{2^{-\alpha_k+1} (2^{-\alpha_k})^3}{(2^{-\alpha_k})^3} = 2^{-(\alpha_{k+1} - \alpha_k)} \to 0$$

as $k \to \infty$ by choosing $\alpha_k \to \infty$ fast enough. Notice that in the first equality we have used that $\mathbb{R}^3 = \Omega \cup \partial \Omega$ (since $\Omega_{\text{ext}}$ is the null set) and that $|\partial \Omega| = 0$ since $\partial \Omega$ is ADR. We have reached a contradiction, and consequently $\partial \Omega_*$ is not uniformly rectifiable. This completes the proof of all the items in (4.2).
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