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Abstract
Cross-modal hashing (CMH) is one of the most promising methods in cross-modal approximate nearest neighbor search. Most CMH solutions ideally assume the labels of training and testing set are identical. However, the assumption is often violated, causing a zero-shot CMH problem. Recent efforts to address this issue focus on transferring knowledge from the seen classes to the unseen ones using label attributes. However, the attributes are isolated from the features of multi-modal data. To reduce the information gap, we introduce an approach called LAEH (Label Attributes Embedding for zero-shot cross-modal Hashing). LAEH first gets the initial semantic attribute vectors of labels by word2vec model and then uses a transformation network to transform them into a common subspace. Next, it leverages the hash vectors and the feature similarity matrix to guide the feature extraction network of different modalities. At the same time, LAEH uses the attribute similarity as the supplement of label similarity to rectify the label embedding and common subspace. Experiments show that LAEH outperforms related representative zero-shot and cross-modal hashing methods.

1 Introduction
Approximate nearest neighbor (ANN) search has been playing an increasing important role in many applications, e.g., image retrieval in a large database [Wang et al., 2014; Wang et al., 2017] Hashing is a kind of technique that transforms the data points from the original feature space into a compact Hamming space with binary hash codes, which can efficiently solve the problem of approximate nearest neighbor search. Recently, hashing has attracted much research interest because it can substantially reduce the storage cost and dramatically improve the query speed. In particular, hashing methods have been designed for the multi-modal situation, e.g., finding a picture or a video with a keyword. These cross-modal hashing (CMH) methods [Abelson et al., 1985; Wang et al., 2017] aim to find hash function for different modalities respectively. Existing CMH methods can be roughly divided into two categories: supervised and unsupervised. Supervised CMH methods utilize the supervising information (semantic labels or similarity relationship) to guide the exploration of intrinsic data property, while unsupervised methods only take advantages of the data internal structure. Generally, supervised methods perform better than unsupervised methods.

A common assumption made in supervised CMH methods is that labels of the training and testing set are identical. However, this assumption is often violated in real-world applications, causing zero-shot CMH problem. In order to work on “unseen” categories, most current zero-shot CMH methods introduce extra attribute information for each class label or each sample. They learn hash functions on attribute space [Ji et al., 2020] or transfer attribute knowledge from seen classes into unseen classes [Liu et al., 2019a; Xu et al., 2020]. The major limitation of these methods is that the label attribute information is not compatible with the multi-modal data information, as they come from different sources.

In this paper, we propose a novel cross-modal hashing method called Label Attribute Embedding based cross-modal Hashing (LAEH). Our main contributions are as follows:

- LAEH introduces a label embedding network, which addresses the incompatibility between the label attribute information and the multi-modal data information. The multi-modal features and label embedding features are mapped to a common space, facilitating the measurement of their similarity.
- LAEH leverages the attribute similarity derived from embedded label attributes and the similarity induced from multi-modal data, resulting an adaptive model fitting to the zero-shot learning paradigm.
- We perform experiments on two benchmark datasets and the results show that LAEH achieves state-of-the-art performance in zero-shot CMH.
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2 Related Work

In general, CMH methods can be divided into two main categories: supervised and unsupervised, depending on the use of semantic labels (class labels) of instances. We focus the discussion here on the supervised CMH methods, as our study takes labels into usage as well.

Supervised methods additionally use the label information of training data, which contains important semantic information, and often achieve a better performance than unsupervised ones. To name a few, CMSSH [Bronstein et al., 2010] regards every bit of hash code as a classification task and learns the whole hash code bits one by one. SCM [Zhang and Li, 2014] optimizes the hashing functions by maximizing the correlation between two modalities with respect to the semantic similarity obtained from labels. SePH [Lin et al., 2015] transforms the semantic affinities obtained from class labels into a probability distribution and approximates it with to-be-learned hash codes in the Hamming space, and then learns the hash codes via kernel logistic regression. CRE [Hu et al., 2019] processes heterogeneous types of data using different modality-specific models and unifies the projections of different modalities to the Hamming space into a common reconstructive embedding to obtain hashing codes. WCHash [Liu et al., 2021] firstly optimizes a latent central modality with respect to other modalities. Then it enriches the labels of training data with features to deal with the incomplete supervised information. Finally it uses the enriched similarity to guide correlation maximization between the respective data modalities and the central modality to overcome multi-modal problem and weakly-supervised problem simultaneously. FlexCMH [Yu et al., 2021] introduces a clustering-based matching strategy to explore the structure of each cluster to find the congruent relationship of these clusters among different modalities to handle the weakly-paired multi-modal data.

Recently, CMH methods with deep architectures have been extensively studied, e.g., DCMH [Jiang and Li, 2017], SSAH [Li et al., 2018], and CYC-DGH [Wu et al., 2019]. These deep methods take advantage of the strong feature extraction ability of deep neural networks and often achieve a significant performance. RDCMH [Liu et al., 2019b] first calculates the semi-supervised semantic similarity and derives a similarity ranking list, then it optimizes the feature learning model and hash learning model simultaneously with the triplet ranking loss. ASCSH [Meng et al., 2020] decomposes the hash mapping matrices into a consistent and a modality-specific matrix to sufficiently exploit the intrinsic correlation between different modalities, and then uses a novel discrete asymmetric framework to explore the supervised information and solves the binary constraint problem without any relaxation.

With the emergence of a large number of new concepts, the zero-shot CMH problem has received more attention, and many zero-shot CMH methods have been proposed to deal with emerging (unseen) classes in CMH problem. Attribute Hashing (AH) [Xu et al., 2017], a single modal zero-shot hashing method, introduces a multi-layer matrix factorization to exploit attributes and to model the relationships among visual features, binary codes and labels. AgNet [Ji et al., 2020] aligns different modal data into a semantically rich attribute space, and then transforms attribute vector into hash codes via a hash code generation network. TANSS [Xu et al., 2020] adopts an adversarial network to coordinate deep hash functions learning across modalities and knowledge transfer from seen to unseen classes. CZHash [Liu et al., 2019a] first quantifies the composite similarity between instances using label and feature information, and then induces hash functions by composite similarity preserving and category attribute space learning.

3 Proposed LAEH Method

3.1 Notations and Problem Formulation

We use boldface uppercase letters (like $F$) to represent matrices, and boldface lowercase letters (like $v$, $f$) to represent vectors. The same letters represent the same matrix and its row (column) vector without special instructions. For example, $s_{ij}$ represents the element in the $i$-th row and $j$-th column of matrix $S$, $F_{sj}$ represents the $j$-th column of $F$, and $F_s$ represents the $i$-th row of $F$. $F^T$ is the transpose of $F$. We use $tr(\cdot)$ and $\| \cdot \|_F$ to denote the trace and Frobenius norm of a matrix, and $sgn(\cdot)$ is the signum function.

Our training set $O_{train} = \{o_i\}_{i=1}^n$ includes instance $o_i = \{x_i, y_i\}$ with two modalities, where $x_i$ is the image feature vector, and $y_i$ is the textual feature vector of the $i$-th instance. Matrix $X^{(1)}$ and $X^{(2)}$ denote the data matrix of modal $x$ and modal $y$, respectively. Matrix $L \in \{0, 1\}^{n \times n}$ represents labels, where $l_{ij} = 1$ indicates that the $i$-th instance belongs to the $j$-th category and $l_{ij} = 0$ indicates that the $i$-th instance does not belong to the $j$-th category. The labels of all instances in the training set are “seen” labels, collected in set $C^{(s)}$ which contains $l_s$ distinct category labels. $S \in \{0, 1\}^{n \times n}$ is the similarity matrix, where $s_{ij} = 1$ means instance $i$ and $j$ are similar to each other (belong to the same category) and $s_{ij} = 0$ means instance $i$ and $j$ are not similar (belong to different categories). The goal of zero-shot cross-modal hashing is to learn hash codes for each instance and to learn different hash functions $H_1(x_i) : \mathbb{R}^d_1 \to \{-1, 1\}^c$ and $H_2(y_i) : \mathbb{R}^d_2 \to \{-1, 1\}^c$, projecting features learned from different modalities to a low dimensional Hamming space, respectively. Note that in zero-shot learning paradigm, the labels of instances in the test set $C^{(t)}$ may belong to the “seen” category set $C^{(s)}$ or the “unseen” category set $C^{(u)}$, where $C^{(s)} \cap C^{(u)} = \emptyset$ and $C^{(u)}$ contains $l_u$ different category labels.

To implement zero-shot cross-modal hashing, the main goals of our method are as follows: 1) take advantage of label semantic embedding, learn similar hash codes for instances with similar semantic attributes and make the semantic embedding module compatible with the whole hash code learning framework; and 2) sufficiently exploit the intra-modal correlation as well as inter-modal correlation and learn similar hash codes for instances from the same category. To achieve these goals, we propose a novel label embedding hashing framework, whose architecture is shown in Fig. 1.

3.2 Deep Feature Learning

Due to the powerful representation learning ability of deep neural networks, we introduce two deep neural networks to extract the features of different modalities. For images, we
use a fine-tuned CNN-F [Chatfield et al., 2014], which is originally a deep convolutional neural network with eight layers for image classification. The first five layers are convolutional layers and the last three layers are fully-connected layers. We take the output of the last layer before softmax as the deep features. Note that fine-tuned CNN-F can be replaced by other deep feature learning models, such as ResNet [He et al., 2016]. For text, we first represent the text into bag-of-words (BOW) vectors, then send them to a neural network with three fully-connected layers and ReLU activation functions. The learned features are denoted by $F^{(1)} \in \mathbb{R}^{d \times n}$ and $F^{(2)} \in \mathbb{R}^{d \times n}$ for image and text, respectively. The parameters of image-net and text-net are denoted as $\theta_x$ and $\theta_y$.

### 3.3 Label Semantic Embedding

To achieve zero-shot learning, attribute information of labels should be leveraged to establish the connection between the seen and unseen labels, for instance, applying a pre-trained Word2Vec [Mikolov et al., 2013] model to get the semantic embedding vectors of labels, noted as $V \in \mathbb{R}^{c \times n}$. However, the semantic embedding vectors may not be compatible with features $F^{(1)}$ and $F^{(2)}$ learned from images and text in the previous step, as the embedding and feature learning were conducted separately. We thus introduce a transform network to transform the semantic embedding vectors $V$ into label embedding vectors $F^{(l)} \in \mathbb{R}^{d \times n}$. The transform network is implemented as a three-layer neural network and the parameters of the transform network are denoted as $\theta_l$. Note that the main goal of our cross-modal hashing is to learn similar hash codes for similar instances. Thus, we expect to learn similar deep feature for similar instances in different modalities. Meanwhile, the similarity relationships between the label embedding vectors and their deep features in the common subspace should be well preserved. To this end, we introduce the pairwise semantic embedding loss as:

$$J_1 = \frac{2}{m=1} \sum_{m=1}^{n} \sum_{i,j=1}^{n} L(\Phi_{m}^{(s_{ij})})$$

where $L(\Phi_{m}^{(s_{ij})})$ is the semantic embedding loss function, $s_{ij}$ indicates if the $i$-th and $j$-th instance have the same label or not ($s_{ij} = 1$ if they have, otherwise $s_{ij} = 0$). $[F^{(m)}_{s_{ij}}]^{T}F^{(l)}_{s_{ij}}$ is the inner product between deep feature of modal $m$ of the $i$-th instance and label embedding vector of the $j$-th instance. Obviously, the larger the inner product $[F^{(m)}_{s_{ij}}]^{T}F^{(l)}_{s_{ij}}$ is, the more similar the deep feature $F^{(m)}_{s_{ij}}$ and label embedding vector $F^{(l)}_{s_{ij}}$ are. Then, when $s_{ij} = 1$, the $i$-th instance and the $j$-th instance are similar, i.e., $F^{(m)}_{s_{ij}}$ and $F^{(l)}_{s_{ij}}$ are similar. Otherwise, when $s_{ij} = 0$, $F^{(m)}_{s_{ij}}$ and $F^{(l)}_{s_{ij}}$ are dissimilar, and $[F^{(m)}_{s_{ij}}]^{T}F^{(l)}_{s_{ij}}$ is low.

This is analogous to the binary classification problem with label $s_{ij} = 1$ or 0. Let $\Phi_{m}^{(s_{ij})} = [F^{(m)}_{s_{ij}}]^{T}F^{(l)}_{s_{ij}}$. The loss function $L(\Phi_{m}^{(s_{ij})})$ can be defined as

$$L(\Phi_{m}^{(s_{ij})}) = log(\sigma(\Phi_{m}^{(s_{ij})})) + (1 - s_{ij})log(1 - \sigma(\Phi_{m}^{(s_{ij})}))$$

(2)

where $\sigma$ is the Sigmoid function.

Taking it into Eq. (1), we have the loss function $J_1$

$$J_1 = - \sum_{m=1}^{n} \sum_{i,j=1}^{n} [s_{ij}\Phi_{m}^{(s_{ij})} - log(1 + e^{\Phi_{m}^{(s_{ij})}})]$$

(3)

### 3.4 Hash Code Learning

For zero-shot hash code learning, besides the goal of preserving the similarity w.r.t. category label, we should also keep the semantic relevance w.r.t. the semantic attributes of instances. Only in this way, we can transfer semantic attribute knowledge from seen labels to unseen labels and achieve zero-shot learning. Thus, we formulate the hash code learning loss as:

$$J_2 = \frac{1}{c}B^{T}B - A$$

(4)

where $A \in \mathbb{R}^{n \times n}$ is the similarity derived from label embedding vectors we obtain in the previous section. Here we use the cosine similarity of label embedding vectors and define matrix $A$ as follows:

$$a_{ij} = \frac{F^{(l)}_{s_{ij}} \cdot F^{(l)}_{s_{ij}}}{||F^{(l)}_{s_{ij}}|| ||F^{(l)}_{s_{ij}}||}$$

B $\in \{+1,-1\}^{c \times n}$ is the to-be-learned unified hash code matrix, and $c$ is the hash code length. In fact, Equation (4) is a standard optimization problem for hashing learning. It is NP-hard to directly solve the equation (4) due to the discrete limitation of $B$. Thus we introduce an approximate hash function to get around this problem. Assuming that our hashing functions are linear functions of the learned deep feature of different modalities respectively. Our hash code approximating loss can be formulated as follows:

$$J_3 = \frac{2}{m=1} \sum_{m=1}^{n} ||B - P_{m}F^{(m)}||$$

(6)
where $P_i$ is the linear hash function mapping deep feature $F^{(m)}$ into common Hamming space. However, the learned common mapping hash function $P_i$ only retains the modality specific properties, since the mapping function $P_1$ and $P_2$ are learned independently. To learn both inter-modal complementary relationships and intra-modal intrinsic relationships, we consider hash functions of different modalities with common component. Then our hash code approximating loss can be formulated as follows:

$$J_3 = \sum_{m=1}^{2} ||B - (C + D_m)F^{(m)}||^2_F. \quad (7)$$

where $C$ is the common component of the mapping functions, $D_1$ and $D_2$ are individual components of the mapping functions. $C$ is used to capture the common structure information while $D_1$ and $D_2$ are used to learn intra-modal intrinsic structures of respective modalities.

To sum up, our whole object function is:

$$\min_{\theta_x, \theta_y, C, D_1, D_2} J = -\sum_{m=1}^{2} \sum_{i,j=1}^{n} [s_{ij} \Phi_{ij}^{m} - \log(1 + e^{\Phi_{ij}^{m}})] + \sum_{m=1}^{2} \alpha_m ||B - (C + D_m)F^{(m)}||^2_F + \beta ||[(C + D_1)F^{(1)}]^T(C + D_2)F^{(2)} - A||^2_F \quad (8)$$

s.t. $B \in \{+1, -1\}^{c \times n}$

As we discussed above, the first term is the log likelihood loss term. By means of minimizing this term, we can preserve the similarity relationships between the label embedding vectors and their deep features. The second term is hash code approximating loss and the loss for each modality is weighted by $\alpha_m$. We expect to learn hash functions while getting around of the hard discrete value matrix optimization problem. The third term is the hash code learning loss. By means of minimizing this term we can preserve the semantic attribute similarity. Overall, minimizing equation (8) makes two strings of hash code similar not only when the corresponding instances are of the same category but also when the instances are similar in semantic attributes.

### 3.5 Optimization

To address the problem (8), we cannot optimize all these parameters simultaneously. Thus, an alternative optimization algorithm is presented. We learn one of the parameters at a time while fixing the others. We calculate the derivative of each parameter and use stochastic gradient descent (SGD) to update them. Note that, we do not take $A$ as parameter to be optimized, we only update $A$ using Eq. (6) based on updated $F_{s_i}^{(l)}$ in each epoch and take it as a fixed supervised information.

**$\theta_x(\theta_y)$-step**

To update the parameters of image network $\theta_x$, we first fix other parameters and calculate $\frac{\partial J}{\partial F_{s_i}^{(l)}}$ for each training instance $x_i$, then calculate $\frac{\partial J}{\partial \theta_x}$ via chain rule and update $\theta_x$ by BP algorithm. Thus, we calculate $\frac{\partial J}{\partial F_{s_i}^{(l)}}$ and $\frac{\partial J}{\partial \theta_x}$ as follows:

$$\begin{align*}
\frac{\partial J}{\partial F_{s_i}^{(l)}} &= \frac{1}{2} \sum_{j=1}^{n} (\sigma(\Phi_{ij}^{(l)})F_{s_j}^{(l)} - s_{ij}F_{s_j}^{(l)}) \\
&+ 2\alpha^1(C + D_1)^T[B_{s_i} - (C + D_1)F_{s_i}] \\
&+ 2\beta[P_1^{T}P_2^{(2)}][P_2F^{(2)}]^{T}P_1F_{s_i}^{(1)} - (A^T)_{s_i}] \\
\frac{\partial J}{\partial \theta_x} &= \frac{\partial J}{\partial F_{s_i}^{(l)}} \frac{\partial F_{s_i}^{(l)}}{\partial \theta_x} \quad (9)
\end{align*}$$

where $P_1 = C + D_1$, $P_2 = C + D_2$. And we can update $\theta_y$ in a similar way.

**$\theta_y$-step**

Just like we do with $\theta_x$ and $\theta_y$, to update the parameter of label transfer network $\theta_l$, we first calculate $\frac{\partial J}{\partial F^{(l)}}$ and then calculate $\frac{\partial J}{\partial \theta_l}$ using chain rule.

$$\begin{align*}
\frac{\partial J}{\partial F^{(l)}} &= \frac{1}{2} \sum_{m=1}^{2} \sum_{i,j=1}^{n} (\sigma(\Phi_{ij}^{m})F_{s_j}^{(m)} - s_{ij}F_{s_j}^{(m)}) \\
\frac{\partial J}{\partial \theta_l} &= \frac{\partial J}{\partial F^{(l)}} \frac{\partial F^{(l)}}{\partial \theta_l} \quad (10)
\end{align*}$$

**$D_1(D_2)$-step**

The derivative of $D_1$ is calculated as follows:

$$\begin{align*}
\frac{\partial J}{\partial D_1} &= 2\alpha_1[B_{s_i} - (C + D_1)F^{(1)}] - A^T(F^{(1)})^T \\
&- 2\alpha_1[B_{s_i} - (C + D_1)F^{(1)}] \frac{\partial F^{(1)}}{\partial D_1} \quad (11)
\end{align*}$$

where $B_{s_i} = (C + D_2)F^{(2)}$, and we can update $D_2$ in a similar way.

**$C$-step**

The derivative of $C$ is calculated as follows:

$$\begin{align*}
\frac{\partial J}{\partial C} &= -2\sum_{m=1}^{2} \alpha_m [B_{s_i} - (C + D_m)F^{(m)}][F^{(m)}]^T \\
&+ 2\beta P_1F^{(1)}][P_1F^{(1)}] \frac{\partial P_1F^{(1)}}{\partial C} \\
&+ 2\beta P_2F^{(2)}][P_2F^{(2)}] \frac{\partial P_2F^{(2)}}{\partial C} - A^T \frac{\partial F^{(1)}}{\partial C} \\
&+ 2\beta P_2F^{(2)}][P_2F^{(2)}] \frac{\partial P_2F^{(2)}}{\partial C} - A^T \frac{\partial F^{(2)}}{\partial C} \\
\end{align*}$$

where $P_1 = C + D_1$, $P_2 = C + D_2$.

**B-step**

To update $B$, the minimizing problem (8) is transformed into:

$$\min_B \sum_{m=1}^{2} \alpha_m ||B - (C + D_m)F^{(m)}||^2_F \quad (15)$$

s.t. $B \in \{-1, +1\}^{c \times n}$

we can easily solve this problem as follows:

$$B = sgn[(C + D_1)F^{(1)} + (C + D_2)F^{(2)}] \quad (16)$$

where $sgn(\bullet)$ is the signum function.
4 Experiments

4.1 Experimental Setup

We conduct experiments on two different benchmark datasets: NUS-WIDE [Chua et al., 2009] and AWA2 [Lampert et al., 2009] to investigate the effectiveness of our LAEH.

The NUS-WIDE dataset contains 269,648 images and the associated textual tags are collected from the Flickr website. Each instance is annotated with one or more labels from 81 concept labels. We take textual tags as the text modality and convert them into a series of 1000-dimensional BOW vectors. In this paper, we use instance pairs from 30 most frequent concepts. Note that the original NUS-WIDE dataset can not directly form disjoint classes between seen and unseen set as each instance pair has multiple labels. Thus, we only keep the most frequent label. As for zero-shot learning settings, we random select 10 categories of 30 as unseen categories and others as seen categories.

The AWA2 dataset consists of 30,475 images from 50 animal categories and 85 associated class-level attributes. It is a popular dataset for zero-shot learning. We also take textual tags as the text modality and convert them into a series of 1000-dimensional BOW vectors. For zero-shot learning settings, we select 10 categories as unseen categories and the rest 40 categories as seen categories.

To verify the effectiveness of our method, seven related and representative methods are adopted for empirical comparison, including Deep Cross-Modal Hashing (DCMH) [Jiang and Li, 2017], Semantic Correlation Maximization (SCM-seq and SCM-orth) [Zhang and Li, 2014], Semantics Preserving Hashing (SePH) [Lin et al., 2015], Collective Matrix Factorization Hashing (CMFH) [Ding et al., 2014], Attribute-Guided Network (AgNet) [Ji et al., 2020] and zero-shot cross-modal hashing (CZHash) [Liu et al., 2019a]. In order to better study the advantages and disadvantages of compared methods, we take into account the diversity of comparison methods. SCM and SePH are traditional supervised cross-modal hashing methods. CMFH is an unsupervised CMH method. DCMH is a supervised CMH method based on deep neural networks. AgNet and CZHash are zero-shot CMH methods. For each compared method, we adopted or tuned the parameters based on the suggestions given in the shared codes or respective papers. For LAEH, we set $\alpha_1=\alpha_2=1$ and $\beta=1$.

We choose the widely used evaluation metric MAP (mean average precision), to quantify the performance of hashing retrieval methods [Bronstein et al., 2010; Zhang and Li, 2014],

$$\text{MAP} = \frac{1}{|Q|} \sum_{i=1}^{m_i} \frac{1}{m_i} \sum_{j=1}^{m_i} P(j)$$  \hspace{1cm} (17)

where $Q$ is the query set, $m_i$ is the number of ground-truth labeled relevant instances in the retrieval set for the $i$-th query. For each query, we obtain a ranking list of the retrieval set according to the Hamming distance between the query and each instance in the retrieval set. From the first instance in the rank list to the $j$-th relevant instance, we get the top $j$ retrieval subset and $P(j)$ is the precision of this subset. More intuitively, for each instance in query set $Q$, MAP first calculates an average precision (AP) value and then takes the mean value of these APs. A larger MAP value indicates a better hashing retrieval performance.

4.2 Result and analysis

We report the experimental results in Table 1, where “I to T” means the query is the image and the retrieval data is the text, and “I to I” means the query is the text and the retrieval data is the image. The standard deviations of MAP results of compared methods are quite small (generally less than 3%), and are thus omitted in the table. Note that, AgNet requires the introduction of attribute vectors for each sample as supervised information which is not accessible for NUS-Wide dataset. Thus, AgNet cannot be applied to NUS-Wide dataset. From Table 1, we have the following observations and conclusions.

Firstly, for query instances from seen classes, there are training samples from the same class, thus the problem degenerates to an ordinary cross-modal hashing problem. The emerging unseen class instances affect the search effectiveness of instances from seen classes to some extend. But the MAP on seen classes mainly reflects the effectiveness on ordinary cross-modal hashing problem of different methods. As we can see, supervised methods generally achieve better performance on seen classes than unsupervised method (CMFH), because supervised methods take advantage of class labels and aim to preserve the label similarity which makes hash codes similar among samples from the same class. Methods with deep architecture (DCMH, AgNet, CZHash, LAEH) generally achieve a better performance because of the stronger feature extraction capability than shallow ones. CZHash considers both inter-modal and intra-modal similarity of hash codes, so the performance margin between CZHash and LAEH is smaller than that of other methods. LAEH performs a little worse than DCMH on seen classes because LAEH is guided by both kinds of supervised information (label similarity and attribute similarity), when the two types of guide information are not exactly consistent, the effectiveness will be worse than just using the label information when evaluating on seen classes.

Secondly, for samples from unseen classes, there are no training samples from the same class in the training set. For supervised CMH methods, the main idea is to preserve the similarity information in class label matrix. While unsupervised methods aim to discover and preserve the intrinsic structure of the cross-modal data. Therefore unsupervised methods can learn a part of intrinsic structure of the cross-modal data. For example, samples with similar semantic attributes will have similar features and unsupervised methods mainly aim to preserve this features similarity. Thus, unsupervised method CMFH achieves a better performance on unseen classes than supervised CMH methods. AgNet, CZHash and LAEH are designed for zero-shot scenarios, thus they can transfer attribute knowledge from seen classes to unseen ones and achieve a better performance than CMFH on unseen classes. LAEH achieves a better performances than other zero-shot CMH methods on unseen classes. That is because LAEH uses attribute similarity as a supplement of label similarity and further refines the label attributes by considering multi-modal training data. This makes the learned hash codes
similar only when the two samples are in the same class and with similar semantic attributes.

Thirdly, we can observe that zero-shot learning methods, as well as LAEH, generally achieve better performances on NUS-wide dataset than on AWA2 dataset. On the one hand, it is because in our experimental settings, there are more classes in AWA2 dataset, making the hashing problem more challenging. On the other hand, AWA2 dataset contains only animal-related samples while the inter-class correlation in the NUS-wide dataset is relatively low. Zero-shot CMH methods mainly rely on semantic attribute knowledge learned from seen classes, the stronger the diversity of unseen classes is, the higher the distinction of class attributes is and the more effective zero-shot CMH methods will be. For LAEH, the semantic embedding vectors are initialized from a pre-trained word2vec model, which learns from plenty text from wikipedia. The lower the correlation between classes, the better the effect of attribute (semantic) embedding. Thus, LEA works better on datasets with high class diversity.

4.3 Parameter sensitivity analysis

In this part, we evaluate the sensitivity of the hyper-parameters $\alpha_1$, $\alpha_2$ and $\beta$, which control the weights of the different components of the loss function. For parameter $\alpha_1$ and $\alpha_2$, we conduct experiments on AWA2 dataset with $\beta = 1$ and $c = 64$. We can see from Figure 2 that, when $\alpha_1 = \alpha_2$, LAEH is not sensitive to the exact numerical size of $\alpha_1$ and $\alpha_2$. However, when $\alpha_1 \neq \alpha_2$, the bigger the gap between $\alpha_1$ and $\alpha_2$, the lower the MAP value of LAEH is. That is because if the gap between $\alpha_1$ and $\alpha_2$ is large, the loss on one modality is discounted, compromising the retrieval performance.

For parameter $\beta$, we run experiments on AWA2 dataset with $\alpha_1=\alpha_2=1$, $c=64$. From Fig. 2, we observe that, LAEH is not sensitive to $\beta$ when $0.1 \leq \beta \leq 10$. When $\beta$ is too large ($\beta=100$) or too small ($\beta=0.01$), the MAP of LAEH slightly decreases. This is because that we adopt an alternative optimization algorithm and $\beta$ only affects the optimization of part of the parameters. Adequate iteration further reduces the influence of $\beta$. Thus, only when $\beta$ is too large or too small, it does influence the effectiveness of LAEH. From these observations, we adopt $\alpha_1=\alpha_2=1$, $\beta=1$ in the experiments.

5 Conclusion

In this paper, we proposed a novel method called Label Attribute Embedding Hashing (LAEH) for zero-shot cross-modal retrieval. LAEH uses a pre-trained Word2Vec model to get the semantic embedding of each sample class and introduces a transformer network to make the semantic embeddings more compatible with the hash learning architecture. Experiments on benchmark datasets show that LAEH can achieve the state-of-the-art performance in zero-shot cross-modal hashing problems. In the future work, we will study the class imbalance problem in zero/few-shot CMH.
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