Finite-Length Analysis of Irregular Expurgated LDPC Codes under Finite Number of Iterations
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Abstract—Communication over the binary erasure channel (BEC) using low-density parity-check (LDPC) codes and belief propagation (BP) decoding is considered. The average bit error probability of an irregular LDPC code ensemble after a fixed number of iterations converges to a limit, which is calculated via density evolution, as the blocklength $n$ tends to infinity. The difference between the bit error probability with blocklength $n$ and the large-blocklength limit behaves asymptotically like $\alpha/n$, where the coefficient $\alpha$ depends on the ensemble, the number of iterations and the erasure probability of the BEC. In [1], $\alpha$ is calculated for regular ensembles. In this paper, $\alpha$ for irregular expurgated ensembles is derived. It is demonstrated that convergence of numerical estimates of $\alpha$ to the analytic result is significantly fast for irregular unexpurgated ensembles.

I. INTRODUCTION

In this paper, we consider communication over the binary erasure channel (BEC) using low-density parity-check (LDPC) codes and belief propagation (BP) decoding. It is important to predict the average bit error probability of an LDPC code ensemble for designing a practical code. The bit error probability of an ensemble is determined by a blocklength, erasure probability of a channel, and the number of BP iterations. Let $P_b(n, \epsilon, t)$ denote the bit error probability of an ensemble of codes of blocklength $n$ over the BEC($\epsilon$) after $t$ BP iterations. The limit of large blocklength of the bit error probability, denoted by $P_b(\infty, \epsilon, t)$, is obtained easily via density evolution. An important consequence is that there exists a threshold erasure probability of the channel, $\epsilon_{BP}$, such that $\lim_{n \to \infty} P_b(\infty, \epsilon, t) = 0$ if $\epsilon < \epsilon_{BP}$, and $\lim_{n \to \infty} P_b(\infty, \epsilon, t) > 0$ if $\epsilon > \epsilon_{BP}$.

Although the analysis in the large-blocklength limit is easy, estimation of performance for finite blocklengths is much more complicated. These analyses require high computational costs which grow like a power of the blocklength and like an exponential of the number of degrees.

A large-$n$ asymptotic analysis is useful for avoiding high computational complexity. An asymptotic analysis of the large-$t$ limit of the bit error probability below the threshold is shown in [3]. However, the large-$n$ asymptotic analysis in the limit $t \to \infty$ breaks down near the threshold: If the large-blocklength limit of the bit error probability is discontinuous at the threshold, the convergence is not uniform in regions including the threshold. If not, the coefficient of $1/n$ diverges as $\epsilon$ approaches the threshold from below. The scaling-law-based method [2] has been shown to be useful near the threshold.

The large-$n$ asymptotic analysis with finite $t$ [1] provides an alternative useful approach. Indeed, for a finite $t$, the convergence of $P_b(n, \epsilon, t)$ to the limit $P_b(\infty, \epsilon, t)$ as $n \to \infty$ is uniform on $\epsilon \in [0, 1]$. Hence, the asymptotic expansion

$$P_b(n, \epsilon, t) = P_b(\infty, \epsilon, t) + \alpha(\epsilon, t) \frac{1}{n} + o\left(\frac{1}{n}\right)$$

is well behaved, so that approximations using [1] while ignoring the $o(n^{-1})$ term should be accurate for all $\epsilon$ uniformly if the blocklength is sufficiently large. The coefficient $\alpha(\epsilon, t)$ of $n^{-1}$ for regular ensembles is obtained in [1]. In this paper, $\alpha(\epsilon, t)$ for irregular expurgated ensembles is derived. In Section II outline of calculation of $\alpha(\epsilon, t)$ is described. In Section III a generalization to irregular ensembles is shown. In Section IV a further generalization to irregular expurgated ensembles is outlined. In Section V numerical calculation results of $\alpha(\epsilon, t)$ for irregular expurgated ensembles and simulation results corresponding to $\alpha(\epsilon, t)$ for irregular unexpurgated ensembles are shown. Finally, we conclude this paper in Section VI.

II. OUTLINE OF CALCULATION OF $\alpha(\epsilon, t)$

In this paper, we consider the standard irregular LDPC code ensemble $(\lambda(x), \rho(x))$ where the degree distributions of variable and check nodes are fixed and where the set of edges is chosen uniformly from all possible choices. An error occurrence after $t$ iterations depends only on a neighborhood graph $G$ of depth $t$ and channel outputs at variable nodes in $G$. Hence, the bit error probability of an irregular ensemble is calculated as

$$P_b(n, \epsilon, t) = \sum_{G \in G_t} \mathbb{P}_n(G)P_b(\epsilon, G)$$

where $G_t$ denotes the set of all neighborhood graphs of depth $t$, where $\mathbb{P}_n(G)$ denotes the probability that the neighborhood graph $G$ is generated in the code ensemble considered, and
where $P_b(\epsilon, G)$ denotes the error probability of the root node of $G$ after $t$ iterations when each message into variable node in $G$ is transmitted over the BEC($\epsilon$). If we distinguished all sockets, the probability that a neighborhood graph $G$ is generated would be

$$P_n(G) := n L_u \prod_{i} \prod_{i=0}^{c-1} \frac{(E\lambda_i - l)}{n E(1) \cdots (E - (k - 1))}$$

where $E$ and $k$ are the numbers of edges in the whole Tanner graph and in the neighborhood graph $G$, respectively. This distinction is finer than necessary for our purpose, since we do not have to distinguish nodes of the same degrees, so that the following marginalized probability is considered. We order sockets in the same node and number them, and then identify the nodes with the same degree. We further identify sockets by their number in the cyclic sense. On this identification, the marginalized probability of particular neighborhood graph $G$ is

$$P_n(G) := n L_u \prod_{i} \prod_{i=0}^{c-1} \frac{(E\lambda_i - l)}{n E(1) \cdots (E - (k - 1))}$$

where $u$ denotes the degree of the root node and where $v_i$ and $c_i$ denote the numbers of variable and check nodes of degree $i$ in the neighborhood graph, respectively.

The following lemma is an important consequence of (2).

Lemma 1. For a neighborhood graph $G$ which has $c$ cycles,

$$P_n(G) = \Theta(n^{-c})$$

as $n \to \infty$ while the number of iterations is fixed.

From Lemma 1 it holds that

$$P_b(\infty, \epsilon, t) = \sum_{G \in T_t} P_\infty(G)P_b(\epsilon, G),$$

where $P_\infty(G) := \lim_{n \to \infty} P_n(G)$ and where $T_t$ denotes the set of all cycle-free neighborhood graphs of depth $t$. From this fact, the limit of the bit error probability $P_b(\infty, \epsilon, t) := \lim_{n \to \infty} P_b(n, \epsilon, t)$ is calculated recursively.

Lemma 2 (Density evolution [2]). Let $Q_v(t)$ denote erasure probability of messages into check nodes at $t$-th iteration and $P_v(t)$ denote erasure probability of messages into variable nodes at $t$-th iteration in the limit $n \to \infty$. Then

$$P_b(\infty, \epsilon, t) = \epsilon L(P_v(t)),
\quad Q_v(t) = \epsilon \lambda(P_v(t - 1)),
\quad P_v(t) = \begin{cases} 1, & \text{if } t = 0 \\ 1 - \rho(1 - Q_v(t)), & \text{otherwise.} \end{cases}$$

From Lemma 1 we can see that the second dominant term is $\Theta(n^{-1})$. The coefficient of $n^{-1}$, defined as

$$\alpha(\epsilon, t) := \lim_{n \to \infty} n(P_b(n, \epsilon, t) - P_b(\infty, \epsilon, t)),$$

determines the speed of convergence of $P_b(n, \epsilon, t)$ to $P_b(\infty, \epsilon, t)$ as $n$ tends to infinity. Furthermore, Lemma 1 tells us that $\alpha(\epsilon, t)$ can be decomposed into two components as follows:

$$\alpha(\epsilon, t) = \lim_{n \to \infty} n \left( \sum_{G \in T_t} P_n(G)P_b(\epsilon, G) - P_b(\infty, \epsilon, t) \right)
\quad + \lim_{n \to \infty} n \sum_{G \in S_t} P_n(G)P_b(\epsilon, G)$$

=: $\beta(\epsilon, t) + \gamma(\epsilon, t),$

where $S_t$ denotes the set of all single-cycle neighborhood graphs of depth $t$ and where $\beta(\epsilon, t)$ and $\gamma(\epsilon, t)$ represent contributions from cycle-free and single-cycle neighborhood graphs, respectively. In [1], $\gamma(\epsilon, t)$ was derived for irregular ensembles, whereas $\beta(\epsilon, t)$ was derived only for regular ensembles. In this paper, $\beta(\epsilon, t)$ for irregular ensembles is shown. Furthermore, we consider the expurgated ensembles defined in [6] and outline derivation of $\alpha(\epsilon, t)$ for the irregular expurgated ensembles.

III. $\beta(\epsilon, t)$ FOR IRREGULAR ENSEMBLES

The contribution $\beta(\epsilon, t)$ of cycle-free neighborhood graphs is calculated as

$$\beta(\epsilon, t) := \lim_{n \to \infty} n \left( \sum_{G \in T_t} P_n(G)P_b(\epsilon, G) - P_b(\infty, \epsilon, t) \right)
\quad = \sum_{G \in T_t} \left( \lim_{n \to \infty} n (P_n(G) - P_\infty(G)) \right) P_b(\epsilon, G).$$

The contribution of a neighborhood graph $G$ to $\beta(\epsilon, t)$ is obtained as

$$\lim_{n \to \infty} L_{|v|} \prod_{v \in V(G)} \lambda_{|v|} \prod_{c \in C(G)} \rho_{|c|} P_b(\epsilon, G),
\times n \left( \prod_{i=0}^{n-1} \frac{(E - l_{1\epsilon})}{\prod_{i=0}^{n-1} (E - i)} \right) - 1
\quad = L_{|v|} \prod_{v \in V(G)} \lambda_{|v|} \prod_{c \in C(G)} \rho_{|c|} P_b(\epsilon, G) \frac{1}{2L'(1)}
\times \left( k(k - 1) - \sum_{i} \frac{i}{\lambda_i} v_i(v_i - 1) - \sum_{j} \frac{j}{\rho_j} c_j(c_j - 1) \right),$$

where $V(G)$ denotes the set of variable nodes in $G$, where $C(G)$ denotes the set of check nodes in $G$ and where $|m|$ denotes degree of node $m$. Hence, $\beta(\epsilon, t)$ is obtained by taking expectation $E_\epsilon(\cdot)$ on tree ensemble $\textbf{[8]}$ of depth $t$ from node perspective

$$\frac{1}{2L'(1)} \left[ E_\epsilon[K(K - 1)P] - \sum_{i} \frac{i}{\lambda_i} E_\epsilon[V_i(V_i - 1)P]
\quad - \sum_{j} \frac{j}{\rho_j} E_\epsilon[C_j(C_j - 1)P] \right],$$

where $K$ denotes the number of edges in $G$, $V_i$ denotes the number of variable nodes of degree $i$, $C_j$ denotes the number of check nodes of degree $j$, and $P$ denotes the erasure
probability of the root node after $t$ BP iterations. The three expectations are obtained using generating functions as
\[
\begin{align*}
\mathbb{E}_t[K(K-1)P] &= \frac{\partial^2 \mathbb{E}_t[xK]}{\partial x^2} igg|_{x=1}, \\
\mathbb{E}_t[V_i(V_i-1)P] &= \frac{\partial^2 \mathbb{E}_t[xV_i]}{\partial x^2} igg|_{x=1}, \\
\mathbb{E}_t[C_j(C_j-1)P] &= \frac{\partial^2 \mathbb{E}_t[xC_j]}{\partial x^2} igg|_{x=1}.
\end{align*}
\]
These generating functions $\mathbb{E}_t[xK]$, $\mathbb{E}_t[xV_i]$ and $\mathbb{E}_t[xC_j]$ are obtained using the following lemma.

**Lemma 3.**
\[
\mathbb{E}_t \left[ \prod_k y_k^v \prod_l z_l^c \right] = c \mathcal{L}(F(t)),
\]
where
\[
F(t) := \begin{cases} 1, & \text{if } t = 0 \\
\mathcal{P}(g(t)), & \text{otherwise}, \end{cases}
\]
\[
G(t) := g(t) - c\mathbb{E}_t[\mathcal{L}(F(t-1))],
\]
\[
f(t) := \begin{cases} 1, & \text{if } t = 0 \\
\mathcal{P}(g(t)), & \text{otherwise}, \end{cases}
\]
\[
g(t) := \mathcal{L}(f(t-1)),
\]
and where
\[
\mathcal{L}(x) := \sum_i L_i y_i x^i, \quad \mathcal{L}(x) := \sum_i \lambda_i y_i x^{i-1},
\]
\[
\mathcal{P}(x) := \sum_j \rho_j z_j x^{j-1}.
\]
Using this generating function, those three generating functions are obtained as
\[
\mathbb{E}_t[xK] = \frac{1}{x} \mathbb{E}_t \left[ \prod_k y_k^v \prod_l z_l^c \right]_{y_k=x, z_l=x \text{ for all } k,l},
\]
\[
\mathbb{E}_t[xV_i] = \mathbb{E}_t \left[ \prod_k y_k^v \prod_l z_l^c \right]_{y_k=x, y_k=1, z_l=1 \text{ for all } k\neq i,l},
\]
\[
\mathbb{E}_t[xC_j] = \mathbb{E}_t \left[ \prod_k y_k^v \prod_l z_l^c \right]_{z_j=x, z_j=1, z_j=1 \text{ for all } k,l \neq j}.
\]
From Lemma 3, the derivatives of the generating functions can be computed recursively. Since derivation is straightforward, we only show the results.

**Theorem 1.** $\beta(\epsilon, t)$ for $(\lambda(x), \rho(x))$-irregular ensembles is calculated as
\[
\beta(\epsilon, t) = \frac{1}{2L(1)} \left[ \mathbb{E}_t[K(K-1)P] - \sum_i \mathbb{E}_t[V_i(V_i-1)P] - \sum_j \frac{j}{\rho_j} \mathbb{E}_t[C_j(C_j-1)P] \right].
\]
where $\mathbb{E}_t[K(K-1)P]$, $\mathbb{E}_t[V_i(V_i-1)P]$ and $\mathbb{E}_t[C_j(C_j-1)P]$ are calculated by (2), (7) and (8), respectively.

\[
f'(t) := \begin{cases} 0, & \text{if } t = 0 \\
1 + \rho'(1)g'(t), & \text{otherwise}, \end{cases}
\]
\[
g'(t) := 1 + \lambda'(1)f'(t-1),
\]
\[
F'(t) := \begin{cases} 0, & \text{if } t = 0 \\
f'(t) - \rho(1-Q_\epsilon(t))G'(t), & \text{otherwise}, \end{cases}
\]
\[
G'(t) := g'(t) - \epsilon\lambda'(P_t(t-1))F'(t-1),
\]
\[
f''(t) := \begin{cases} 0, & \text{if } t = 0 \\
2\rho'(1)g'(t) + \rho''(1)g'(t)^2 + \rho'(1)g''(t), & \text{otherwise}, \end{cases}
\]
\[
g''(t) := 2\lambda'(1)f'(t-1) + \lambda''(1)f'(t-1)^2
\]
\[
+ \lambda'(1)f''(t-1),
\]
\[
F''(t) := \begin{cases} 0, & \text{if } t = 0 \\
f''(t) - 2\rho'(1-Q_\epsilon(t))G''(t)
\quad - \rho''(1-Q_\epsilon(t))G'(t)^2
\quad - \rho'(1-Q_\epsilon(t))G''(t), & \text{otherwise}, \end{cases}
\]
\[
G''(t) := g''(t) - 2\epsilon\lambda'(P_t(t-1))F''(t-1)
\quad - \epsilon\lambda''(P_t(t-1))F'(t-1)^2
\quad - \epsilon\lambda'(P_t(t-1))F''(t-1),
\]
\[
\mathbb{E}_t[K(K-1)P] = c \mathcal{L}''(P_t(t))F'(t)^2 + \epsilon \mathcal{L}'(P_t(t))F''(t),
\]
\[
f''(t, i) := \begin{cases} 0, & \text{if } t = 0 \\
\rho'(1)g''_v(t, i), & \text{otherwise}, \end{cases}
\]
\[
g''_v(t, i) := \lambda'(1)f''_v(t-1, i) + \lambda_i,
\]
\[
F''_v(t, i) := \begin{cases} 0, & \text{if } t = 0 \\
f''_v(t, i) - \rho'(1-Q_\epsilon(t))G''_v(t, i), & \text{otherwise}, \end{cases}
\]
\[
G''_v(t, i) := g''_v(t, i) - \epsilon\lambda'(P_t(t-1))F''_v(t-1, i)
\quad - \epsilon\lambda_i P_t(t-1)^{1-i},
\]
\[
f'''(t, i) := \begin{cases} 0, & \text{if } t = 0 \\
\rho''(1)g''_v(t, i)^2 + \rho'(1)g''_v(t, i), & \text{otherwise}, \end{cases}
\]
\[
g'''_v(t, i) := \lambda''(1)f'''_v(t-1, i)^2 + \lambda'(1)f''_v(t-1, i)
\quad + 2\lambda_i(i-1)f'''_v(t-1, i),
\]
\[
F'''_v(t, i) := \begin{cases} 0, & \text{if } t = 0 \\
f'''_v(t, i) - \rho''(1-Q_\epsilon(t))G'''_v(t, i)^2
\quad - \rho'(1-Q_\epsilon(t))G''_v(t, i), & \text{otherwise}, \end{cases}
\]
\[
G'''_v(t, i) := g'''_v(t, i) - \epsilon\lambda''(P_t(t-1))F''_v(t-1, i)^2
\quad - \epsilon\lambda'(P_t(t-1))F''_v(t-1, i)^2
\quad - 2\epsilon\lambda_i(i-1)P_t(t-1)^{1-i}F''_v(t-1, i),
\]
\[
\mathbb{E}_t[K(K-1)P], \mathbb{E}_t[V_i(V_i-1)P] \text{ and } \mathbb{E}_t[C_j(C_j-1)P]
\]
are calculated by (2), (7) and (8), respectively.
\[ \mathbb{E}_t[V_t(V_t - 1)P] = \epsilon L''(P_t(t))F'_t(t, i)^2 + \epsilon L'(P_t(t))F'_t(t, i) + 2\epsilon L_{i1}P_t(t)F'_t(t, i), \] (7)

\[ f'_c(t, j) := \begin{cases} 0, & \text{if } t = 0 \\ \rho'(1)g'_c(t, j) + \rho_j, & \text{otherwise}, \end{cases} \]

\[ g'_c(t, j) := \lambda'(1)f'_c(t - 1, j), \]

\[ F'_c(t, j) := \begin{cases} f'_c(t, j) - \rho'(1 - Q_t(t))G'_c(t, j) - \rho_j(1 - Q_t(t))j^{-1}, & \text{otherwise}, \\ 0, & \text{if } t = 0 \end{cases} \]

\[ G'_c(t, j) := g'_c(t, j) - \epsilon\lambda'(P_t(t - 1))F'_c(t - 1, j), \]

\[ \mathbb{E}_t[C_j(C - 1)P] = \epsilon L''(P_t(t))F'_t(t, j)^2 + \epsilon L'(P_t(t))F''_t(t, j). \] (8)

V. NUMERICAL CALCULATIONS AND SIMULATIONS

In this section, calculation results of \( \alpha(\epsilon, t) \) for irregular unexpurgated ensembles, and of \( \alpha(\epsilon, t, s) \) for irregular expurgated ensembles are shown. Figure 1 shows calculation results of \( \alpha(\epsilon, t) \) for an optimized (via density evolution [9]) irregular unexpurgated ensemble. It seems to converge for all \( \epsilon \) except the threshold. Although the limit \( \lim_{n \to \infty} \alpha(\epsilon, t) \) is obtained for regular ensembles [10], it has not been obtained for irregular ensembles, nor a proof of the convergence. Figure 2 shows \( |\alpha(\epsilon, t)| \) and simulation results of \( |n(P_b(n, \epsilon, t) - P_b(\infty, \epsilon))| \) which should converge to \( |\alpha(\epsilon, t)| \) as \( n \to \infty \). The simulation results are almost the same as the limit \( \alpha(\epsilon, t) \). It is practically plausible but theoretically very strange, since \( \alpha(\epsilon, t) \) consists of contributions of cycle-free and single-cycle neighborhood graphs, whereas the probabilities of cycle-free and single-cycle neighborhood graphs are effectively zero when the blocklength is 5760 and the number of iterations is 20. Figure 3 shows calculation results of \( \alpha(\epsilon, t, s) \) for an irregular expurgated ensemble. The coefficient \( \alpha(\epsilon, t, s) \) of \( n^{-1} \) decreases as expurgation size \( s \) increases. Unfortunately, we can not simulate irregular expurgated ensembles due to its high computational costs.

VI. CONCLUSION AND FUTURE WORKS

The coefficient \( \alpha(\epsilon, t) \) of \( n^{-1} \) in the bit error probability for irregular expurgated ensembles are obtained. A reason of the strangely fast convergence to \( \alpha(\epsilon, t) \) is an open problem. Finite-length and finite-iteration optimization is an important future work. Furthermore, generalization to binary memoryless symmetric channels remains to be done.
\begin{align*}
\lambda(x) &= 0.500x + 0.153x^2 + 0.112x^3 + 0.055x^4 + 0.180x^5, \\
\rho(x) &= 0.492x^2 + 0.508x^3,
\end{align*}

Blocklengths are 360, 720 and 5760. The number of iterations is 20.

Fig. 2. Simulation results for an irregular unexpurgated ensemble.

\begin{align*}
\alpha(\epsilon, t) \\
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n=720 \\
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\end{align*}

Fig. 3. Calculation results for irregular expurgated ensembles.
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