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Abstract—The popularity of Android OS has made it an appealing target to malware developers. To evade detection, including by ML-based techniques, attackers invest in creating malware that closely resemble legitimate apps. In this paper, we propose GUIDED RETRAINING, a supervised representation learning-based method that boosts the performance of a malware detector. First, the dataset is split into “easy” and “difficult” samples, where difficulty is associated to the prediction probabilities yielded by a malware detector: for difficult samples, the probabilities are such that the classifier is not confident on the predictions, which have high error rates. Then, we apply our GUIDED RETRAINING method on the difficult samples to improve their classification. For the subset of “easy” samples, the base malware detector is used to make the final predictions since the error rate on that subset is low by construction. For the subset of “difficult” samples, we rely on GUIDED RETRAINING, which leverages the correct predictions and the errors made by the base malware detector to guide the retraining process. GUIDED RETRAINING focuses on the difficult samples: it learns new embeddings of these samples using Supervised Contrastive Learning and trains an auxiliary classifier for the final predictions. We validate our method on four state-of-the-art Android malware detection approaches using over 265k malware and benign apps, and we demonstrate that GUIDED RETRAINING can reduce up to 40.41% prediction errors made by the malware detectors. Our method is generic and designed to enhance the classification performance on a binary classification task. Consequently, it can be applied to other classification problems beyond Android malware detection.

I. INTRODUCTION

Android malware plays hide and seek with mobile applications markets operators. Indeed, new emerging malware apps are increasingly sophisticated [26], [20], [12] and challenge state-of-the-art detection techniques, in particular literature ML-based approaches. These malware apps are designed to closely resemble benign apps in order to hide their malicious behaviour and evade detection. In typical ML-based malware detection schemes, Android apps are represented using feature vectors (i.e., apps are embedded), which are fed to an algorithm that learns to distinguish malware and benign samples. In such an embedding space, some malware (or benign) samples occupy a distinct region of the input space [32]. These samples share similar feature vectors that make them easily distinguishable and separable from the benign (respectively malware) apps in the embedding space. Nevertheless, there are other malware apps which have feature vectors that are similar to feature vectors of benign samples. Such apps are located in regions of the embedding space where malware and benign samples are not perfectly separable and distinguishable. In such regions, malware and benign apps overlap, which leads to misclassifications.

Deep representation learning aims to extract relevant patterns from the input data and discard the noise. Several techniques [25], [37], [45], [21], [44] have leveraged the class labels to generate powerful representations, which has led to state-of-the-art performance. Indeed, supervised representation learning methods are trained to automatically learn characteristic features of samples that share the same class labels. The resulting embeddings would be passed to a classifier that can map the samples to their respective classes. Recently, SUPERVISED CONTRASTIVE LEARNING [25] has been proposed to maximise the embedding similarity of samples from the same class and minimise the embedding similarity of samples belonging to different classes. This representation learning method transforms the input data into an embedding space in which samples with the same labels are close to each other, so they can have similar representations. Furthermore, it increases the distance between samples from different classes so they can get distinct representations. SUPERVISED CONTRASTIVE LEARNING seems to propose a solution for overlapping malware and benign samples since it transforms the input data into a new embedding space in which samples from the same class are grouped together and separated from the other class.

In binary classification, we can distinguish between two categories of samples based on their input labels: positives and negatives (i.e., malware and benign). It is also possible to classify samples into easy and difficult instances based on their feature vectors. Easy samples refer to positive and negative instances which a classifier can easily identify and correctly predict their classes. The difficult samples can also be positives or negatives, but they have similar input features that make it challenging for the classifier to correctly identify their classes. For a base classifier, identifying the class of easy samples would be straightforward, which results in low prediction errors. As for the difficult samples, they would need more advanced techniques to better discriminate the two classes.

In this paper, we propose to address the problem of malware detection in two steps: The first step of the classification would contain the samples that are easy to predict by a base classifier. We rely on the prediction probabilities of the base classifier to decide whether a sample is easy or difficult. Moreover, all the samples that are identified to be easy would be predicted by that classifier. If a sample is tagged as difficult, it would not be predicted by the base classifier but passed to the second step in which it will be handed over to an auxiliary classifier trained via our GUIDED RETRAINING method. As its name suggests, our technique is designed to guide the retraining on the difficult samples.
to reduce the prediction errors. We rely on the predictions generated by the base classifier on the difficult samples to learn distinctive representations for each class. Specifically, we leverage supervised supervised Contrastive Learning to generate embeddings for the difficult samples in five guided steps that teach the model to learn from the correct predictions and errors made by the base classifier. Then, we train an auxiliary classifier on the generated embeddings so it can make the final classification decision on the difficult samples. In short, to predict the class of a given sample, we check whether it is easy or difficult to predict by the base classifier. If it is easy, the prediction decision of the base classifier is taken into account. Otherwise, it will be classified by the auxiliary classifier.

To validate the effectiveness of our method, we evaluate it on four state-of-the-art Android malware detectors (i.e., with their variants) that have been successfully replicated in the literature [8]: DREBIN [4], REVEALDROID [17], MADROID [33], and MALSCAN [46]. These detectors consider various features to discriminate between malware and benign apps, and they have been reported to be highly effective. Our experiments demonstrate that the prediction errors made by state-of-the-art Android malware detectors can be reduced via our GUIDED RETRAINING method. Specifically, we show that our technique boosts the detection performance for nine out of ten malware detectors and reduces up to 40.41% prediction errors made by the classifiers.

Overall, our work makes the following contributions:

- We propose to address the malware detection problem in two steps: the first step deals with the detection of the easy samples, and the second step is intended for the difficult apps
- We design a new technique, GUIDED RETRAINING, that improves the classification of the difficult apps
- We validate the effectiveness of our method on four state-of-the-art Android malware detectors

II. APPROACH

Our method aims to leverage deep learning techniques in order to boost the performance of a binary base classifier. We present in Fig. 1 an overview of our method. The first step consists of training a base classifier on the whole dataset. Then, we leverage the prediction probabilities of the base classifier to split the dataset into two subsets: easy and difficult samples. The difficult samples are used to train an auxiliary classifier via our GUIDED RETRAINING method. Given a new sample, if it is identified as an easy sample, it will be predicted by the base classifier. Otherwise, the prediction decision will be made by the auxiliary classifier that is trained on the difficult samples via our GUIDED RETRAINING method. In the following, we describe the main steps of our approach which are: The base classifier training, Difficult samples identification, and GUIDED RETRAINING.

A. The base classifier training

Our approach is designed to boost the performance of an existing binary classifier that we denote as the base classifier. The type of this classifier is not important, but ideally it should be able to output the prediction probabilities, i.e., not only a binary classification (such as malware or benign) but a value, typically between 0 and 1, that indicates the likelihood that a given sample is a malware. If the classifier does not generate prediction probabilities, we propose other solutions in Section III-E.

The first step consists of splitting up the dataset into three subsets: training, validation, and test. We train the base classifier using all the samples in the training subset. Then, the base classifier is used to assign a probability of prediction and a binary prediction to each sample in the dataset (i.e., samples that belong to the training, validation and test datasets).

B. Difficult samples identification

The aim of this step is to identify the samples that are “difficult” to predict by the base classifier. The criteria we use to identify these samples is their probabilities of prediction.

In a binary classification experiment, if the model is confident about the label of a given sample, it assigns a high probability of prediction to the class that is associated with that label (i.e., a probability of prediction that is close to 1). Otherwise, the two classes get similar probabilities of prediction (i.e., the probabilities of prediction for the two classes are close to 0.5). The predicted labels are then decided based on the probabilities of predictions. Generally, when the probability of prediction for the positive class (or the negative class) is higher than 0.5, the classifier predicts the sample as positive (or negative). Since the probability of prediction for the negative class can be deduced from the probability of prediction for the positive class (i.e., the two probabilities sum up to 1), we consider only the probability of prediction of the positive class in the following, and we denote it p.

In our approach, we leverage the probabilities of prediction to split a dataset into easy and difficult subsets. After it is trained, the base classifier would assign either a very high or a very small probability of prediction p to the samples that it can predict their labels with a high confidence. Specifically, if p is very high, the base classifier is confident that the sample belongs to the positive class. Conversely, if p is very low, the classifier is confident that the sample belongs to the negative class. If a given sample is attributed a very high or a very small probability of prediction, we consider that it is an easy sample. Otherwise, it is considered to belong to the difficult subset.

1) Identifying the probability thresholds: From the previous step, our base classifier has attributed a probability of prediction to each sample in the whole dataset. The next step consists of tagging each sample in the dataset as easy or difficult based on its probability of prediction. To this end, we need to identify two probability of prediction thresholds for considering a sample as easy or difficult. Specifically, we rely on the first probability threshold to decide whether the prediction probability p of a given sample is high enough to consider that sample as easy (i.e., in this case the sample is an easy positive since p is high). Similarly, when the prediction probability p of a given sample is small, we need another probability threshold to decide whether p is small enough to tag the sample as easy (i.e., in this case the sample is an easy negative).
We rely on the validation dataset to determine the values of the two probability of prediction thresholds. Specifically, since the validation samples are classified into TNs (i.e., True Negatives), FPs (i.e., False Positives), FNs (i.e., False Negatives), and TPs (i.e., True Positives), we determine the probability thresholds that satisfy the following constraints:

- The probability threshold for considering a sample as an easy positive must ensure that the number of the false positives in the easy validation dataset is equal to $X\%$ of the total number of FPs (i.e., FPs predicted by the base classifier on the whole validation dataset). We denote this threshold $t_p$.

- The probability threshold for classifying a sample as an easy negative must guarantee that the number of the false negatives in the easy validation dataset is equal to $Y\%$ of the total number of FNs (i.e., FNs predicted by the base classifier based on the whole validation dataset). We denote this threshold $t_n$.

To identify the values of the two probability thresholds, we need to compute the number of FPs and FNs that we tolerate in the easy validation dataset. We note these variables toleratedFPs and toleratedFNs and we calculate their values as follows:

$$toleratedFPs = \frac{X \times FP_v}{100}$$

$$toleratedFNs = \frac{Y \times FN_v}{100}$$

where $FP_v$ and $FN_v$ represent the number of FPs and FNs returned by the base classifier on the whole validation dataset respectively.

The process of identifying the two probability of prediction thresholds is adequately detailed in Algorithm [1].

The inputs to this algorithm are the validation dataset, the probabilities of prediction returned by the base classifier on the validation dataset, toleratedFPs, toleratedFNs, and the indices of the $FP_v$ and $FN_v$ in the validation dataset (i.e., we consider that each instance in the dataset has a unique index, and we denote the lists of the FPs and FNs indices as indicesOfFPs and indicesOfFNs respectively). To identify the threshold of the positives, we first select all the samples from the validation dataset that have their $p \geq 0.5$ and we sort their probabilities in descending order. We also keep track of the indices of these samples in the validation dataset to verify whether they are predicted as TPs or FPs by the base classifier (i.e., based on indicesOfFPs list). Then, we initialise a counter of the number of FPs in the easy dataset and we iterate over the sorted samples starting from the one with the highest probability of prediction. During each iteration, we first check whether the value of the FPs counter has reached the number of toleratedFPs, in which case we stop the iteration and set the $t_p$ to the current probability of prediction. Otherwise, we increment the counter of FPs if the sample has been predicted as FP by the base classifier.

We apply the same technique to identify the value of negatives threshold $t_n$. We select the samples that have their $p \leq 0.5$ and we sort their probabilities in ascending order since the classifier is confident about the samples with low probabilities of prediction. Similarly, we keep a counter for the number of FNs that are tolerated in the easy dataset and we iterate over the sorted samples starting from the one with the lowest probability of prediction. When the value of the FNs counter is equal to the value of toleratedFNs, we stop the iteration. We then set the value of $t_n$ to the probability of prediction of the last sample in which the iteration stopped.

2) Splitting the datasets: After identifying the values of $t_p$ and $t_n$, we split our datasets into easy and difficult subsets.

The easy dataset contains all the samples whose probabilities of prediction satisfy:

\[ p \geq t_p \] and \[ p \leq t_n \]

The difficult dataset contains all the samples whose probabilities of prediction do not satisfy:

\[ p < t_p \] or \[ p > t_n \]

Fig. 1: An overview of our approach
The samples in the difficult dataset includes the samples whose prediction probabilities are at the threshold. It also includes the negative samples whose prediction probabilities are smaller than the threshold.

\[ \text{easyDataset} = \{ x_i \in \text{dataset} \mid p_i \geq p \text{ or } p_i < p \} \]

where \( p \) represents the probability of prediction for the sample \( x_i \).

The easy dataset includes all the positive samples whose prediction probabilities are greater than the threshold \( p \) (i.e., they are predicted as positives with high confidence by the base classifier). It also includes the negative samples whose prediction probabilities are smaller than the threshold \( p \) (i.e., they are predicted as negatives with high confidence by the base classifier).

As for the difficult dataset, it contains all the samples that do not satisfy the constraints of the easy dataset. Specifically, it includes the samples whose prediction probabilities are at the same time below the threshold \( p \) and above the threshold \( p \) (i.e., the base classifier is not confident that these samples are positives or negatives). The samples in the difficult dataset satisfy:

\[ \text{difficultDataset} = \{ x_i \in \text{dataset} \mid p_i < p \text{ or } p_i > p \} \]

At the end of this step, we have the training, validation, and test datasets split into easy and difficult subsets.

C. Guided Retraining

In our approach we make use of Supervised Contrastive Learning \cite{25} to generate the embeddings of the difficult samples. This method aims to represent the dataset in such a way that samples belonging to the same class are close to each other in the embedding space. Similarly, the samples belonging to different classes are far from each other in the embedding space. Supervised Contrastive Learning works in two stages: First, it generates the embeddings using an Encoder followed by a Projection Network (we refer to both of them as the Model). After the training is done, the Projection Network is discarded and a classifier is trained on the embeddings from the last layer of the Encoder. This classifier is referred to as the auxiliary classifier. At the end of the second stage, the samples are classified into their respective classes. Using Supervised Contrastive Learning, we aim to create contrasted representations for the samples in the difficult subsets which would help to better classify them into their respective classes.

From the previous step (i.e., Section II-B), we have created two validation subsets: easy and difficult. By construction, the difficult validation subset contains most of the misclassifications made by the base classifier. Specifically, it contains \((100 - X)\%\) of the total number of FPs contained on the whole validation dataset. Likewise, the number of FNs reaches \((100 - Y)\%\) of the total number of FNs in the validation dataset. The training difficult subset is also expected to include similar proportions of FPs and FNs (i.e., it includes most of the prediction errors from the whole training dataset). We remind that the difficult subsets also contain correct predictions made by the base classifier. In the following, we use \( T_N', T_F', F_N', F_P' \) to refer to TNs, FPs, FNs, and TPs of the base classifier on the difficult training subset.

As the title suggests, we propose a method that would guide the retraining on the difficult samples. Specifically, we aim to help the Model to distinguish between four categories of samples in the difficult training dataset. These categories are: \( T_N', T_F', F_N', T_P' \). We present in Figure 2 an overview of our Guided Retraining approach.

Since training a binary classifier requires a dataset that contains samples from two classes (i.e., positives and negatives), we make use of the different combinations of subsets in the training difficult dataset to help the Model generate more contrasted embeddings. Specifically, we first train a Model using \( T_F', T_P' \) (i.e., they have positive real labels) and \( F_P' \) (i.e., they have negative real labels), and we denote it Model. Basically, we guide Model to distinguish between the positive samples that are correctly predicted by the base classifier and the negative samples that are all misclassified by the same classifier. Consequently, Model focuses on learning a contrasted representation for the true positives and the false positives in the difficult training dataset. Then, we train another
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Fig. 2: An illustration of our Guided Retraining method

Model using $TN's_{tr}$ (i.e., they have negative real labels) and $FN's_{tr}$ (i.e., they have positive real labels) and we denoted it Model 2. This Model would learn to distinguish between the true negatives and the false negatives predicted by the base classifier on the difficult training subset. Similarly, we train Model 3 on $TP's_{tr}$ (i.e., they have positive real labels) and $TN's_{tr}$ (i.e., they have negative real labels), and Model 4 on $FP's_{tr}$ (i.e., they have negative real labels) and $FN's_{tr}$ (i.e., they have positive real labels).

In summary, the four Models are trained on two difficult training subsets that the base classifier has: (1) either correctly or incorrectly classified both of them, (2) correctly predicted one subset and misclassified the other subset.

After the four Models are trained, they are used to generate embeddings for the difficult training dataset. Specifically, four embeddings are generated for each sample in the difficult training dataset. Then, we concatenate the four feature representations of each sample into one vector in order to have one embedding per sample.

To create more contrasted representations for the difficult samples, we train another Model on the concatenated embeddings and we denote it Model 5. Basically, Model 5 is trained on all the samples from the difficult training dataset, which would create fine-grained contrasted representations based on the embeddings generated by the four previous Models. Indeed, Model 5 would learn from the concatenated embeddings of each sample in the difficult subset (i.e., whether the base classifier has correctly or incorrectly predicted it) to generate the final feature representations.

The last step in our approach is to train the auxiliary classifier on the difficult training embeddings that are generated by Models. This classifier is trained on all the difficult samples in the training subset. The final classification decision of the difficult samples is given by the auxiliary classifier. We remind that for the easy datasets, it is the base classifier that is in charge of predicting their class labels, as illustrated in Fig 1.

III. Evaluation setup

In this section, we first present the research questions we investigate in our study and the evaluation subjects we use to assess the effectiveness of our approach. Then, we describe the dataset, the architecture of both the Model and the auxiliary classifier, and we overview our experimental setup.

A. Research questions

In our study, we investigate the possibility of selecting and separating the samples that are most challenging to classify. Specifically, we aim to identify the difficult subset in a dataset that would contain most of the prediction errors.
• **RQ1:** To what extent it is feasible to split a dataset into two subsets, one with fewer prediction errors and one with most errors?

After identifying the difficult subset in a dataset, we investigate the impact of the classic retraining method on the detection performance. Specifically, we train only one Model on the difficult training dataset to generate the embeddings. Then, we train an auxiliary classifier for the prediction decision.

• **RQ2:** How effective is the classic retraining method in improving the classification on the difficult subset?

Finally, we evaluate our **GUIDED RETRAINING** method and we assess its added value by comparing it to the base classifiers and the classic retraining method.

• **RQ3:** How effective is **GUIDED RETRAINING** in improving the classification on the difficult subset?

### B. Evaluation subjects

To evaluate the effectiveness of our approach in boosting the performance of the base classifiers, we conduct our experiments on classifiers trained to detect Android malware. Specifically, we apply our method on four state-of-the-art Android malware detectors from the literature. These detectors have been successfully replicated [8] in a study that has considered malware detectors from leading venues in security, software engineering, and machine learning. In the following, we present an overview of our four evaluation subjects:

1) **DREBIN** [4]: In 2014, DREBIN was presented at NDSS as a static analysis-based malware detector. The effectiveness of DREBIN has made it very popular in the field since it has been studied or experimentally compared to several works [35], [15], [9], [6], [1].

This approach relies on various features that are extracted from the DEX and the manifest files. Specifically, DREBIN considers eight categories of features: used permissions, requested permissions, app components, filtered intents, hardware components, restricted API calls, network addresses, and suspicious API calls. The extracted features are fed to a linear SVM classifier so it can learn to differentiate between malware and benign apps.

2) **MAMA DROID** [33]: This malware detector was presented in 2017 at NDSS. It aims to capture the behaviour of Android apps using Markov Chains. MAMA DROID first generates the apps’ call graphs and abstracts each API call either to the package name (i.e., this mode of abstraction is referred to as MAMA DROID PACKAGE variant) or the first component of the package name (i.e., MAMA DROID FAMILY variant). Then, Markov chains are leveraged to create the feature vectors by considering the abstracted API calls as the states and the probabilities for changing the states as the transitions. The two variants of MAMA DROID train a Random Forest classifier (RF) with the generated feature vectors.

3) **REVEAL DROID** [17]: In 2018, REVEAL DROID was published in the TOSEM journal as an obfuscation-Resilient malware detector. This approach relies on static analysis to extract three types of features: Android-API usage, reflection-based features, and calls from native binaries. Similarly to DREBIN, the extracted features are embedded into vectors and used to train a linear SVM algorithm.

4) **MAL SCAN** [16]: This approach was presented in 2019 at the ASE conference. It proposes to consider the call graph of an app as a social network and conduct centrality analyses on that graph. MAL SCAN contributes with four variants that are denoted after the name of the centrality measure used to generate the features set: **MAL SCAN DEGREE**, **MAL SCAN HARMONIC**, **MAL SCAN KATZ**, and **MAL SCAN CLOSENESS**. Two other variants are also adopted by MAL SCAN, which are **MAL SCAN AVERAGE** and **MAL SCAN CONCATENATE**. These two variants rely on feature sets that are the average or the concatenation of feature sets from the previous four variants. MAL SCAN’s six classifiers are all trained with a 1-Nearest Neighbour algorithm.

### C. Dataset

We conduct our experiments on a public dataset of Android malware and benign apps from the literature. It has been collected from **ANDRO ZOO** [3], which is a growing collection that contains more than 19 million apps crawled from different markets, including Google Play. In this dataset, benign apps are defined as apps that have not been flagged by any antivirus engine from **VirusTotal** [1]. A sample is labelled as malware in the dataset if it is flagged by at least two antivirus engines. The apps in this dataset are created between 2019 and 2020 (i.e., according to their compilation date). In total, the dataset contains 78 002 malware and 187 797 benign apps.

### D. Model and auxiliary classifier architectures

In this section we present the neural network architecture we adopt for the Model and the auxiliary classifier, which are both based on the multi-layer perception (MLP).

1) **The Model:** As stated in Section [II], we use Model to refer to the Encoder and the Projection Network, that we train to generate contrasted embeddings of the difficult samples. For the encoder, our MLP contains five fully connected layers that have 2048, 1024, 512, 256, and 128 neurons respectively. The outputs from each layer are normalised and passed through a RELU activation function. The size of the input in the Encoder is not fixed since it depends on the size of the feature vectors of each approach.

For the Projection Network, we use a two layers MLP that receives normalised inputs from the Encoder. The first layer has 64 neurons with a RELU activation function and the output layer contains 32 neurons. After it is trained, only the embeddings at the last layer of the Encoder are considered [35].

2) **The auxiliary classifier:** This neural network is used to classify the samples using the embeddings generated by the Model. It contains five layers with 64, 32, 16, 8, and 2 neurons respectively. The RELU activation function is applied to the normalised output of the first four layers. Since we conduct our experiments on binary classifiers, the last layer contains two neurons with a Sigmoid activation function (i.e., to output prediction probabilities for the two classes).

https://www.virustotal.com
TABLE I: Size of input vectors, the number of samples and the number of FPs and FNs in the test subsets

| Size of input vectors in the difficult datasets | Number of samples in the test dataset (i.e., benign:18739 and malware: 7841) | Number of FPs and FNs in the test dataset |
|-----------------------------------------------|--------------------------------------------------------------------------------|-------------------------------------------|
|                  | Easy dataset | Difficult dataset | Whole dataset | Easy dataset | Difficult dataset |
|                  | benign         | malware       | benign         | malware       | FPs          | FNs           |
|                  | features       |              | features       |              |              |               |
| DREBIN           | 1184063        | 76249        | 2931          | 6095         | 1241         | 60           |
| REVEAL.DROID     | 7 882 350      | 6120         | 5308          | 9161         | 2618         | 20           |
| MAMADROID FAMILY | 65             | 7770         | 743           | 10969        | 7998         | 32           |
| MAMADROID PACKAGE| 198916         | 9642         | 178           | 9097         | 7663         | 12           |
| MALSCAN DEGREE   | 21986          | 10966        | 174           | 7773         | 7667         | 19           |
| MALSCAN HARMONIC | 21986          | 12 863       | 203           | 5876         | 7651         | 41           |
| MALSCAN KATZ     | 21986          | 12 025       | 190           | 6714         | 7651         | 32           |
| MALSCAN CLOSNESS | 21986          | 11 133       | 174           | 7066         | 7667         | 32           |
| MALSCAN AVERAGE  | 21986          | 12 100       | 180           | 6639         | 7651         | 32           |
| MALSCAN CONCATENATE | 87944          | 12 045       | 190           | 6694         | 7651         | 32           |

E. Experimental setup

We conduct our experiments using the PyTorch\(^1\) and scikit-learn\(^1\) libraries. For the base classifiers training step (i.e., Section II-A), we split the dataset into training (80%), validation (10%), and test (10%), and we rely on the implementation of the evaluation subjects from the replication study [3]. We also set the percentage of FPs and FNs tolerated in the easy dataset (i.e., the values of the parameters X and Y described in Section II-B) to 5%. This value has been validated empirically to minimise the errors on the difficult datasets.

For training the Models and the auxiliary classifiers, we leverage a publicly available implementation\(^1\) of SUPERVISED CONTRASTIVE LEARNING. We set 2000 as a maximum number of epochs, and we stop the training if the optimised metric (i.e., the loss for the Model and the accuracy for the auxiliary classifier) does not improve after 100 epochs. We also set the batch size to the number of training samples divided by 10. Due to the huge size of the input vectors of some evaluated approaches, we had to divide their training size by 20, so the dataset could fit into the memory. For the learning-rate hyper-parameter, we set its value to 0.001.

Since the evaluated subjects have different feature vector sizes and leverage different base classifier algorithms, we had to resolve some issues faced during our experiments which are related to:

1) The size of the input vectors: We present in the first column of Table I the size of the feature vectors in the difficult datasets of our evaluation subjects. As we can see, DREBIN and REVEAL.DROID leverage huge input vectors that would need massive memory resources to conduct the training. To solve this issue, we rely on feature selection methods to select the top best 200 000 features for both DREBIN and REVEAL.DROID. Though the performance might decrease when discarding the other features, this method can guarantee that the training is feasible.

2) The probabilities of prediction: As we have mentioned in Section II-A our method requires a base classifier that can output probabilities of prediction. This requirement is satisfied for MAMADROID variants since the base classifier is Random Forest.

For DREBIN and REVEAL.DROID, they train a linear SVM algorithm that outputs a decision function (i.e., its absolute value indicates the distance of each sample to the hyper-plane that separates the two classes). This decision function that we denote \(f\) can take negative and positive values, and it is unbounded (i.e., it can take any value). In our experiments, we apply a transformation on the decision function to obtain prediction probabilities:

\[
p_i = \frac{f_i - f_{\min}}{f_{\max} - f_{\min}} \times (p_{\max} - p_{\min}) + p_{\min}
\]

where \(f_i, f_{\min}, f_{\max}, p_{\min}\), and \(p_{\max}\) refer to the decision function value of sample \(i\), the minimum and maximum values of \(f\) and the minimum and maximum values of \(p\) respectively. Basically, the transformation converts the positive values of the decision function into probabilities that are equal or greater than 0.5 and the negative values to probabilities smaller than 0.5.

As for MALSCAN variants, they rely on the 1-Nearest Neighbour classifier that outputs either 0 or 1 prediction probabilities. Specifically, when the \(k\) hyper-parameter of KNN is set to 1, each sample is labelled after its closest training sample in the dimensional space. If the label of the nearest neighbour is positive, the sample receives the same label with a prediction probability of \(p = 1\). Otherwise, the sample is predicted as negative with \(p = 0\). While increasing the \(k\) hyper-parameter can certainly widen the range of the prediction probabilities, we did not opt for this solution since it would change the configuration of the approach.

Since the aim of using the prediction probabilities is to identify the difficult samples, we resolve the issue of MALSCAN variants differently. Specifically, we train a RF classifier to learn the correct predictions and the errors made by the 1-NN classifier. If a sample has been misclassified by 1-NN, it is labelled as positive for RF training. Otherwise, it takes a negative label. This method has resulted in a high number of true negatives (i.e., a negative sample in the context of RF training means a sample that the KNN has correctly classified). Since the number of negative samples is generally higher than the number of positives (i.e., errors made by KNN), RF has generated many false negative predictions. Nevertheless, by selecting the samples that are predicted with a probability \(p = 0\) by RF, we are able to identify a dataset that contains many true negatives and only few false negatives. Translated

\(^1\)https://pytorch.org
\(^1\)https://scikit-learn.org
\(^1\)https://github.com/HobbitLong/SupContrast
to KNN predictions, this dataset contains many samples that are easy to predict and few difficult samples. We consider this dataset as the easy subset, and all the other samples as the difficult subset in the case of MALSCAN variants.

IV. Evaluation results

A. RQ1: To what extent it is feasible to split a dataset into two subsets, one with fewer prediction errors and one with most errors?

In this section, we investigate the possibility to identify and separate the difficult samples in a dataset. Specifically, we attempt to split up a given dataset into two subsets: easy and difficult subsets. Most of the samples in the easy subset would be correctly classified by the base classifier (i.e., the easy dataset would contain only a few prediction errors). As for the difficult subset, it would contain most of the prediction errors from the dataset we attempt to split.

We conduct our experiments on the evaluation subjects introduced in Section III-B. For MAMADROID variants, we directly apply our method described in Section III-B since the base classifiers output prediction probabilities. For DREBIN and REVEALDROID, we use the technique described in Section III-E2 to map the decision function values returned by the base classifiers (i.e., linear SVM) to prediction probabilities. As for MALSCAN variants, the 1-NN base classifier does not output usable prediction probabilities (i.e., the probabilities are either 0 or 1). We thus rely on the method described in Section III-E2 for splitting the datasets. We note that most classifiers described in scikit-learn documentation\footnote{https://scikit-learn.org/stable/modules/classes.html} generate prediction probabilities or decision function values. Consequently, when the base classifier does not directly output the prediction probabilities, our approach is still feasible using the techniques described in Section III-E2.

We report in Table I the size of the easy and difficult subsets as well as the prediction errors made by the base classifier in each subset. Overall, we are able to split the test dataset into easy and difficult subsets for all the evaluation subjects. Indeed, the easy subsets contain few FPs and FNs made by the base classifiers. As for the difficult subsets, they include most of the prediction errors from the whole test dataset.

We also present in Figure 3 the evolution of the accumulated FPs and FNs against the prediction probability thresholds on the test dataset. The graphs that are defined for prediction probabilities smaller than 0.5 represent the accumulated FNs. Similarly, the accumulated FPs are represented by the graphs that are defined for prediction probabilities greater than 0.5.

From the Figure, we observe that the accumulated FNs are positively correlated with the prediction probabilities. As for the accumulated FPs, they are negatively correlated with the prediction probabilities. These two observations support our splitting method since we select the easy samples from the two ends of the graphs, where the FNs and FPs are low.

RQ1 answer: The difficult samples in a dataset can be identified and separated. Indeed, a dataset can be split into an easy subset with few prediction errors, and a difficult subset that contains most of the misclassifications made by the base classifier.

B. RQ2: How effective is the classic retraining method in improving the classification on the difficult subset?

As we have seen in the previous section, we have created easy and difficult subsets based on the predictions of the base classifiers. We can directly predict the class of the easy samples using the base classifiers since they make few classification mistakes on these samples. For the difficult subsets, the prediction errors are important.

In this section, we investigate the impact of the classic retraining on the detection performance of the difficult samples. In the classic retraining setting, we train only one Model to generate the embeddings of the difficult samples. This training is conducted in one step using all the difficult samples in the training dataset. Then, we directly train an auxiliary classifier on the generated embeddings. The classic retraining method consists of a trivial retraining that does not involve any guidance to generate the embeddings. We present an illustration of the classic retraining method in Figure 4:

Fig. 4: An illustration of the classic retraining method

We define $\Delta Errors$ as the difference between the number of prediction errors made by the base classifier and the number of prediction errors from the auxiliary classifier on the difficult subsets. Its value can be positive or negative. If it is positive, $\Delta Errors$ means that the auxiliary classifier has made more prediction errors than the base classifier. If $\Delta Errors$ is negative, the auxiliary classifier has indeed improved the detection performance by decreasing the number of misclassifications reported by the base classifier. Its formula is as follows:

$$\Delta Errors = (FP_{bc} + FN_{bc}) - (FP_{ac} + FN_{ac})$$

where $FP_{bc}$, $FN_{bc}$, $FP_{ac}$, and $FN_{ac}$ refer to the FPs and FNs of the base classifier (i.e., bc) and the auxiliary classifier (i.e., ac) respectively.
Fig. 3: The accumulated number of FPs and FNs as a function of the prediction probability thresholds.
TABLE II: Comparison of the detection performance of the base classifiers, the auxiliary classifiers of GUIDED RETRAINING, and the auxiliary classifiers of a simple retraining method on the difficult test dataset

| Model            | A   | F1   | # Errors (FPs + FNs) | A   | F1   | ∆Errors | Errors reduction |
|------------------|-----|------|----------------------|-----|------|---------|------------------|
| DREBIN           | 96.3 | 92.44 | 540                  | 96.74 | 93.33 | -63     | 11.67%           |
| REVEALDROID      | 95.54 | 85.19 | 676                  | 96.01 | 87.18 | -72     | 10.65%           |
| MADROID FAMILY   | 95.85 | 94.46 | 750                  | 97.13 | 96.31 | -232    | 30.93%           |
| MADROID PACKAGE  | 97.35 | 97.07 | 444                  | 97.2 | 96.9 | +25     | -5.63%           |
| MalScan Degree   | 96.81 | 96.79 | 492                  | 97.47 | 97.43 | -104    | 21.14%           |
| MalScan Harmonic | 96.85 | 97.19 | 425                  | 96.84 | 97.17 | +2      | -0.47%           |
| MalScan Katz     | 95.77 | 95.98 | 607                  | 97.54 | 97.67 | -254    | 41.85%           |
| MalScan Closeness| 97.16 | 97.16 | 434                  | 97.54 | 97.54 | -59     | 13.59%           |
| MalScan Average  | 95.58 | 95.83 | 631                  | 97.1 | 97.26 | -216    | 34.23%           |
| MalScan Concatenate | 90.01 | 90.21 | 572                  | 94.91 | 95.04 | +158    | -27.62%          |

We calculate the accuracy, the F1-score, and the total number of prediction errors made by the base classifiers on the difficult samples, and we report their values in the first column (i.e., Base classifiers) of Table II. We also report the accuracy and the F1-score of the classic retraining in the second column (i.e., Classic Retraining column) of Table II. To quantitatively compare the prediction errors of the base classifiers and the classic retraining, we report the value of ∆Errors and the percentage of errors reduction for the different evaluation subjects in the second column of Table II.

Overall, the classic retraining method improves the detection performance of seven out of ten base classifiers. However, the value of ∆Errors shows that the classic retraining method has generated more prediction errors than the base classifiers in three cases. For MalScan Concatenate, the detection performance of the base classifier has remarkably decreased after the classic retraining that has increased the prediction errors by 27.62%.

RQ2 answer: The classic retraining method does not improve the detection performance of all the base classifiers.

C. RQ3: How effective is GUIDED RETRAINING in improving the classification on the difficult subset?

We have shown in the previous section that a simple retraining method (i.e., classic retraining) is not always sufficient to improve the detection performance on the difficult samples. These samples seems to be challenging and need more advanced techniques for their classification.

In this section, we aim to assess the added value of GUIDED RETRAINING on improving the classification of the difficult samples. To this end, we train the ModelS on the difficult subsets of our evaluation subjects to generate the embeddings as we have described in Section II-C. Then, we train the auxiliary classifiers using these embeddings to make the final classification.

We calculate the accuracy and the F1-score of GUIDED RETRAINING auxiliary classifiers on the difficult samples, and we report their values in the third column (i.e., GUIDED RETRAINING column) of Table II. We also report the value of ∆Errors (i.e., it compares the classification errors of the base classifiers and GUIDED RETRAINING auxiliary classifiers) and the errors reduction in the same Table.

We observe that GUIDED RETRAINING has improved the detection performance of nine out of ten base classifiers. For MADROID PACKAGE, the base and the auxiliary classifiers have both reported the same accuracy and F1-score values. The gain in the detection performance can also be quantified using the ∆Errors metric. In the worse case (i.e., the case of MADROID PACKAGE classifier), our auxiliary classifier has generated the same number of misclassifications as the base classifier. The other experiments show that GUIDED RETRAINING corrects up to 264 prediction errors made by the base classifiers. Furthermore, it reduces more than 30% of the prediction errors for five base classifiers.

Compared to the classic retraining method, the accuracy and the F1-score of GUIDED RETRAINING are higher in nine out of ten experiments. For MalScan Katz, the classic retraining method has resulted in a slightly better F1-score. The ∆Errors also demonstrates that GUIDED RETRAINING can correctly classify more samples than the classic retraining method (i.e., up to 333 samples in the case of MalScan Concatenate).

RQ3 answer: GUIDED RETRAINING boosts the detection performance of the base classifiers on the difficult samples. Indeed, it has reduced the prediction errors made by the base classifiers by up to 40.41% . Furthermore, GUIDED RETRAINING generally results in higher detection performance than the classic retraining method.

V. RELATED WORK

A. The concept of difficult samples

The notion of difficult or hard samples has been discussed in several previous works. Researchers have attributed different definitions to this concept depending on its use case. A study has defined the difficult samples in the context of data imbalance as the samples that belong to the minority class and overlap with the majority class in the embedding space. The authors of have proposed a framework MISO that creates non-overlapping embeddings for the difficult samples based on anchor instances. ADASYN is an algorithm that helps learning from imbalanced datasets by focusing more on the difficult samples during synthetic data generation. Specifically, ADASYN relies on a weighted distribution of the minority classes to generate the synthetic samples. Adaboo is an ensemble learning technique that combines...
In medical research, a method has been proposed to retrain the Epilepsy seizure detection model as more data becomes available [7]. This retraining involves all the available data that are gradually collected based on feedback from patients or available [7]. This retraining involves all the available data that are correctly predicted. Similarly, Dice Loss [24] has also been proposed to equally deal with false positives and false negatives and mitigate the problems related to class imbalance. This method assigns weights to each training sample. These weights dynamically decrease for the easy negative samples during the training.

In object detection field, Online Hard Example Mining (OHEM) algorithm [39] has been proposed to automatically sample hard example during the training. This method modifies the Stochastic Gradient Descent by selecting diverse samples that have large losses in order to train region-based convolution networks. Another approach [14] has also been proposed to represent highly variable classes using discriminative training [24], [23]. This paper defined hard instances as the samples that are incorrectly predicted by the classifier.

The notion of difficult samples has also been implicitly used in GANs [13]. Specifically, the method relies on two models: a generator and a discriminator. The generator is trained to produce adversary samples that are difficult to classify. As for the discriminator, it is trained to distinguish between the samples originating from the dataset and the ones that are produced by the generator.

Our work differs from these related works by defining difficult samples as the instances that a base classifier is not very confident about their class labels, i.e., instances that do not receive high prediction probabilities by the base classifier.

B. Retraining ML models

Retraining is a technique that generally aims to improve the detection performance of the model. It has been defined and adopted in various ways in the literature. DeltaGrad [47] is proposed to retrain a model by updating its parameters after adding or deleting a set of training instances. A Neural Network Tree algorithm [51] has been proposed, which relies on a retraining technique that updates the weights of the neural networks. The method iterates over all the training samples to minimise the prediction errors. Similarly, retraining using predicted prior time series data has been proposed to improve the prediction of Anaerobic digestion [36]. SURE [14] is a partial label learning technique that is based on self-training. It introduces the maximum infinity norm regularisation to generate pseudo-labels for the training samples.

In medical research, a method has been proposed to retrain the Epilepsy seizure detection model as more data becomes available [7]. This retraining involves all the available data that is gradually collected based on feedback from patients or a seizure detection module. Similarly, daily new parameters measurements have been leveraged to retrain Gradient Boosting Tree algorithm to predict wind power [5]. In IoT systems, a retraining technique [40] has been developed to train the model on both the original training dataset and the test set that has pseudo-generated labels. Weighted Retraining [43] is a method that updates the latent space with new instances and periodically retrains generative models (e.g., GANs [18]) to improve the optimisation.

Our GUIDED RETRAINING method is intended to improve the classification on the difficult samples and is guided using the predictions of a base classifier.

C. Android malware detection

The literature of Android malware lavishes with diverse approaches that aim to detect malicious applications. Many of the proposed detectors rely on ML and DL techniques as promising tools to achieve high detection performance. In addition to the state of the art approaches that we have presented in Section III-B of our experimental evaluation, we review in this section some other techniques that have contributed to Android malware detection. PerDRAm [2] is a malware detector that relies on permissions, small size, and permissions rate features. MLDrOiD [32] detects malware using permissions, API calls, number of apps’ download and apps’ rating features. TC-Droid [50] considers the apps analysis reports as text sequences and feeds them to a convolutional neural network model. Besides, a multi-view malware detector [34] has leveraged convolutional neural networks along with permissions, opcode sequences, and predefined Android API features. Researchers have also contributed with studies that review the literature of Android malware detection [29], [38], [26], [30].

Recently, image-based Android malware detection has become popular due to its automatic features extraction [10], [41], [22], [11]. This method involves no features engineering since the task of extracting the features is assigned to DL models.

With our GUIDED RETRAINING method, we aim to enhance the detection performance of Android malware detectors and reduce their misclassifications.

D. Supervised Contrastive Learning for malware detection

Recently, a few studies for malware detection have leveraged SUPERVISED CONTRASTIVE LEARNING due to its promising results. iFDroid [48] is an Android malware family classification approach that applies centrality analysis on the call graph of the apps and transforms them into images. SUPERVISED CONTRASTIVE LEARNING is then used to extract features from the images by considering the instances that belong to the same family as positive samples. Malfustection [31] is a malware classifier and Obfuscation detector that is based on semi-supervised contrastive learning. The approach converts the program bytecode into an image and trains an encoder in an unsupervised way before fine-tuning it with labelled data. CADE [49] is a method to detect concept drift which has been evaluated on Android malware classification and network intrusion detection. It leverages SUPERVISED CONTRASTIVE LEARNING to map the input samples into a low-dimensional space in which the distance between samples can be calculated for concept drift detection. In our work, we leverage SUPERVISED CONTRASTIVE LEARNING to generate the embeddings of the difficult samples. This process is guided using the predictions of the base classifier.
To evade detection, attackers devote time and effort to develop malicious software that resemble legitimate programs. Consequently, many malware are difficult to distinguish from genuine programs, and thus manage to make their way into application markets. Real-world software datasets are not perfectly separable into benign and malware samples due to the presence of malicious programs that are very similar to legitimate software and vice versa. Indeed, these samples are challenging to malware detectors and require sophisticated techniques to achieve a high detection effectiveness.

In this paper, we propose to split a binary dataset into subsets containing either easy or difficult samples. The easy samples are efficiently predicted by a base classifier. For the difficult samples, we propose a more advanced technique to better differentiate the two classes (malicious vs benign). Specifically, we leverage Supervised Contrastive Learning to generate enhanced embeddings for the difficult input samples. We rely on the predictions of the base classifier on the difficult samples to guide the retraining that generates the new representations. Then, we train an auxiliary classifier on the new embeddings of the difficult samples. We evaluate our method on four state of the art Android malware detectors using a large dataset of malicious and benign apps. Our experiments show that GUIDED RETRAINING boosts the detection performance on the difficult samples and reduces the prediction errors made by the base classifiers by up to 40.41%. We note that our method is not limited to Android malware detection and can be applied to other binary classification tasks.

VI. CONCLUSION

To evade detection, attackers devote time and effort to develop malicious software that resemble legitimate programs. Consequently, many malware are difficult to distinguish from genuine programs, and thus manage to make their way into application markets. Real-world software datasets are not perfectly separable into benign and malware samples due to the presence of malicious programs that are very similar to legitimate software and vice versa. Indeed, these samples are challenging to malware detectors and require sophisticated techniques to achieve a high detection effectiveness.

In this paper, we propose to split a binary dataset into subsets containing either easy or difficult samples. The easy samples are efficiently predicted by a base classifier. For the difficult samples, we propose a more advanced technique to better differentiate the two classes (malicious vs benign). Specifically, we leverage Supervised Contrastive Learning to generate enhanced embeddings for the difficult input samples. We rely on the predictions of the base classifier on the difficult samples to guide the retraining that generates the new representations. Then, we train an auxiliary classifier on the new embeddings of the difficult samples. We evaluate our method on four state of the art Android malware detectors using a large dataset of malicious and benign apps. Our experiments show that GUIDED RETRAINING boosts the detection performance on the difficult samples and reduces the prediction errors made by the base classifiers by up to 40.41%. We note that our method is not limited to Android malware detection and can be applied to other binary classification tasks.
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