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Abstract

In this paper, we develop new efficient projection-free algorithms for Online Convex Optimization (OCO). Online Gradient Descent (OGD) is an example of a classical OCO algorithm that guarantees the optimal \(O(\sqrt{T})\) regret bound. However, OGD and other projection-based OCO algorithms need to perform a Euclidean projection onto the feasible set \(C \subset \mathbb{R}^d\) whenever their iterates step outside \(C\). For various sets of interests, this projection step can be computationally costly, especially when the ambient dimension is large. This has motivated the development of projection-free OCO algorithms that swap Euclidean projections for often much cheaper operations such as Linear Optimization (LO). However, state-of-the-art LO-based algorithms only achieve a suboptimal \(O(T^{3/4})\) regret for general OCO. In this paper, we leverage recent results in parameter-free Online Learning, and develop an OCO algorithm that makes two calls to an LO Oracle per round and achieves the near-optimal \(\tilde{O}(\sqrt{T})\) regret whenever the feasible set is strongly convex. We also present an algorithm for general convex sets that makes \(\tilde{O}(d)\) expected number of calls to an LO Oracle per round and guarantees a \(\tilde{O}(T^{2/3})\) regret, improving on the previous best \(O(T^{3/4})\). We achieve the latter by approximating any convex set \(C\) by a strongly convex one, where LO can be performed using \(\tilde{O}(d)\) expected number of calls to an LO Oracle for \(C\).

1 Introduction

In this paper, we are interested in developing efficient algorithms for Online Convex Optimization (OCO). In OCO, at each round \(t \geq 1\), a learner (the algorithm) outputs a point \(w_t\) in a closed convex set \(C \subseteq \mathbb{R}^d\). Then, the environment chooses a convex loss function \(f_t : C \to \mathbb{R}\) that can depend on \(w_t\) and the past history \((w_s, f_s)_{s < t}\), and the learner suffers a loss \(f_t(w_t)\). The goal of the learner is to minimize the regret \(\sum_{t=1}^T (f_t(w_t) - f_t(w))\) against any comparator \(w \in C\) not known to the learner in advance. OCO generalizes the offline and stochastic optimization settings, and any algorithm/guarantee for OCO is readily transferred to these settings via online-to-batch conversion techniques (see e.g. [CBCG04, SS+11, Cut19]). OCO has many ML applications beyond offline and stochastic optimization. For example, OCO algorithms have been successfully used in controls [AHS19, FS20, ZCP21] and reinforcement learning [FKQR21]. See [Haz16] for examples of problems that can be modeled via OCO.

Online Gradient Descent (OGD) [Zin03] is an example of an OCO algorithm that guarantees the optimal \(O(\sqrt{T})\) regret for any sequence of adversarially-chosen losses \((f_t)\). Remarkably this worst-case regret does not deteriorate with the dimension \(d\) of the ambient space. On the other hand, the computational complexity of OGD (and other projection-based algorithms) can become
prohibitively large when \(d\) is large due to the complexity of the Euclidean projections that need to be performed whenever the iterates of the algorithm step outside the feasible set \(C\) \cite{Jag13}. This computational challenge has motivated the search for efficient projection-free OCO algorithms. The vast majority of projection-free algorithms are based on the Frank-Wolfe (FW) algorithm \cite{FW56} that was initially used for offline smooth optimization on polyhedral sets. The FW algorithm swaps potentially expensive projections onto the set \(C\) for Linear Optimization on \(C\), which can often be performed efficiently \cite{Jag13}. The algorithm was later extended to the OCO setting with linear losses \cite{KV05} and subsequently to general online and stochastic optimization; see e.g. \cite{HK12, HL16, HM20}.

The computational advantage that FW-style algorithms bring comes at the cost of a worse performance as measured by regret. In fact, for general convex sets and convex functions, the best-known regret bound of any FW-style algorithm in OCO is of order \(O(T^{3/4})\) \cite{HK12}, which is much worse than the optimal \(O(\sqrt{T})\) regret bound guaranteed by, for example, OGD. As we detail in the related works paragraph below, many works have leveraged additional structure of the OCO setting of interest, such as the smoothness/strong convexity of the losses or the smoothness of the set \(C\) itself, to improve on the \(O(T^{3/4})\) regret. In this paper, we exploit the curvature (strong convexity) of the feasible set to improve over the state-of-the-art regret bound of FW-style projection-free algorithms.

**Contributions.** We present a new projection-free algorithm for OCO that achieves the near-optimal \(\tilde{O}(\sqrt{T})\) regret bound when the set \(C\) is strongly convex (see \S2 for a definition and examples). Our new algorithm makes at most two calls/round to a Linear Optimization Oracle (LOO) on the set \(C\). Among algorithms that use a similar number of LOO calls, our algorithm is the first to guarantee a \(\tilde{O}(\sqrt{T})\) regret bound on strongly convex sets and general convex losses, improving on the previous best \(O(T^{2/3})\) by \cite{WZ21}. Our solution relies on recent techniques in parameter-free Online Learning.

For our second contribution, we present an algorithm for general convex sets and convex losses that makes \(\tilde{O}(d)\) expected \# of calls per round to an LOO and achieves a \(O(T^{2/3})\) regret bound (improving over the previous best \(O(T^{3/4})\) for this setting). To achieve this result, we show how any convex set can be approximated by a strongly convex one, where our algorithm from the previous paragraph can be applied. Here, a natural trade-off between set approximation and regret arises. Optimal tuning of the parameters leads to our \(\tilde{O}(T^{2/3})\) regret bound (see Tab. I for a results’ summary). One of the major hurdles we overcome involves showing that Linear Optimization on the approximate set can be done efficiently with only \(\tilde{O}(d)\) expected \# of calls to an LOO for the original set \(C\) (this may be of independent interest).

**Related Works.** Our paper adds to the long line of research into efficient projection-free algorithms for online, offline, and stochastic optimization \cite{FW56, KV05, Haz08, HK12, Jag13, HL16, Gar16, Ker20, HM20, BRZ21}. \cite{HK12} were the first to obtain the \(O(T^{3/4})\) regret for general OCO. This regret bound has been improved to \(O(T^{2/3})\) for smooth [resp. strongly convex] losses by \cite{HM20} [resp. \cite{KG21}] using an algorithm that makes a single call to an LOO per round. The geometry of the set \(C\) has also been exploited in the design of efficient projection-free algorithms. \cite{GH16} presented an algorithm that achieves a \(O(\sqrt{T})\) regret when the feasible set is a polytope while making a single call to an LOO per round. \cite{MYJ12} and \cite{LK19} exploited the smoothness of the feasible set to achieve better regret bounds. In particular, when the set \(C\) is smooth, \cite{LK19} present a projection-free algorithm that guarantees the optimal \(O(\sqrt{T})\) regret. However, the algorithms of \cite{LK19} and \cite{MYJ12} use a Separation/Membership Oracle instead of an LOO. Along the
Table 1: Summary of new (this paper) and existing regret bounds for different OCO settings. In the rows containing \( \kappa \), it is assumed that \( \mathcal{C} \) satisfies \( \mathcal{B}(r) \subseteq \mathcal{C} \subseteq \mathcal{B}(R) \) for some \( r, R > 0 \) and \( \kappa = R/r \).

Table 1, same lines, \[ \text{Mha21, GK22} \] recently presented algorithms that achieve the optimal \( O(\sqrt{T}) \) regret for general OCO using \( \tilde{O}(1) \) calls per round to a Separation/Membership Oracle. Algorithms that use Separation/Membership Oracles can be viewed as complementary to those that use an LOO (see Appendix A). In this paper, our focus is on algorithms that use an LOO.

We also exploit the geometry of the feasible set to achieve improved regret bounds. In particular, we consider the case where \( \mathcal{C} \) is strongly convex. Strong convexity of a set has been leveraged in the offline optimization setting by \[ \text{GH15, ALLW18} \] to achieve the fast \( O(1/T^2) \) rate for smooth, strongly convex objectives. Their algorithms make \( O(T) \) calls to an LOO after \( T \) rounds. \[ \text{KdP21} \] proved fast rates for FW on strictly convex sets. Like in this paper, \[ \text{WZ21} \] also considered OCO with strongly convex feasible sets. However, their algorithm achieves the suboptimal \( O(T^{2/3}) \) regret for general losses. To guarantee a \( O(\sqrt{T}) \) regret bound, they require strong convexity of the losses—something that we do not require in this work. Finally, \[ \text{HLGS16} \] presented an algorithm that achieves a logarithmic regret in Online Linear Optimization whenever the norm of the sum of the loss vectors grows linearly with the number of rounds. A similar condition was exploited in the works of \[ \text{AW17, Mol20} \] to achieve a logarithmic regret. In this paper, we impose no such condition on the growth of the sum of the subgradients. In Table 1, we summarize the existing results just discussed and contrast them with ours.

To build our algorithms, we put together various techniques from OCO and convex geometry. Our main algorithm relies crucially on a comparator adaptive subroutine—an algorithm whose regret scales with the norm of the comparator \[ \text{MS12, MO14, OP16, FKMS17, CO18, MK20} \]. The idea of sleeping experts \[ \text{AKCV12, GSVE14} \] will also be central to the design of our algorithm. When it comes to applying our result for general convex sets, we use a recent result by \[ \text{Mol20} \] that approximates a bounded convex set by a strongly convex one. Our contribution here is an explicit, efficient algorithm for LO over the approximate set.

**Outline.** In \( \S 2 \) we introduce our notation and necessary definitions. In \( \S 3 \) we present some background results in OCO we need to develop our algorithms. In \( \S 4 \) we present our main algorithm for strongly convex sets, and in \( \S 5 \) we extend our method to general sets by approximating them with strongly convex sets and designing efficient LOOs for the latter. We conclude with a discussion in \( \S 6 \).
2 Notation and Definitions

In this section, we present our notation and necessary definitions for the remainder of the paper. Throughout, we will assume that \( \mathcal{C} \) is a closed convex set containing the origin and such that \( \mathcal{C} \subseteq \mathbb{R}(R) \), where \( \mathbb{R}(R) \) denotes the Euclidean ball of radius \( R > 0 \). For a convex function \( f : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \), we let \( \partial f(x) := \{ g \in \mathbb{R}^d : f(y) \geq f(x) + \langle g, y - x \rangle, \forall y \in \mathbb{R}^d \} \) denote the subdifferential of \( f \) at \( x \in \mathbb{R}^d \). As is standard in OCO [CBL06], we will express our bounds in terms of the linearized regret \( \sum_{t=1}^T \langle g_t, w_t - u \rangle \) where \( (w_t) \) are the iterates of the algorithm; \( (g_t \in \partial f_t(w_t)) \); \( (f_t) \) the sequence of convex losses chosen by the environment; and \( u \) is a comparator in \( \mathcal{C} \). By convexity, we have \( f_t(w_t) - f_t(u) \leq \langle g_t, w_t - u \rangle \), for all \( u \), and so a bound on the linearized regret immediately implies a bound on the standard regret. We let \( \| \cdot \| \) denote the Euclidean norm in \( \mathbb{R}^d \).

For any \( f : \mathcal{K} \to \mathbb{R} \), we let argmin\( u \in \mathcal{K} \) \( f(u) \) denote the subset of points in \( \mathcal{K} \) that minimize \( f \). For any \( a, b \in \mathbb{N} \) s.t. \( a \leq b \), we let \( [a..b] := \{a, a+1, \ldots, b\} \), \( [b] := [1..b] \), and \( x_{a..b} := (x_a, \ldots, x_b) \), for any sequence \( (x_i) \). We use \( \tilde{O}(\cdot) \) to hide poly-log-factors in problem parameters. We now present necessary definitions in convex analysis (see e.g. [HUL04]), where we assume that \( \mathcal{K} \subseteq \mathbb{R}^d \) is a convex set.

Definition 1. The support function \( \sigma_{\mathcal{K}} \) of \( \mathcal{K} \) is \( \sigma_{\mathcal{K}}(w) := \sup_{u \in \mathcal{K}} \langle u, w \rangle \), for \( w \in \mathbb{R}^d \). The Gauge function \( \gamma_{\mathcal{K}} \) of \( \mathcal{K} \) is defined as \( \gamma_{\mathcal{K}}(w) := \inf\{\lambda > 0 : w \in \lambda \mathcal{K}\} \), for \( w \in \mathbb{R}^d \).

Definition 2. The polar set \( \mathcal{K}^\circ \) of \( \mathcal{K} \) is defined as \( \mathcal{K}^\circ := \{u \in \mathbb{R}^d : (u, w) \leq 1, \ \forall w \in \mathcal{K}\} \).

Definition 3 ([GH15]). The set \( \mathcal{K} \) is \( \mu \)-strongly convex w.r.t. a norm \( \| \cdot \| \), for \( \mu > 0 \), if for any \( \theta \in [0,1] \) and any \( x, y \in \mathcal{K} \) and \( v \in \mathbb{R}^d \) s.t. \( \|v\| \leq \mu \theta(1-\theta)\|x-y\|^2/2 \), we have \( \theta x + (1-\theta)y + v \in \mathcal{K} \).

Strongly convex sets include, for example, the balls induced by \( \ell_p \) norms, shatten norms, and group norms [GH15]. A partial characterization of strongly convex sets is given in [GH15, Lemma 2]. It is known that strong convexity of a set \( \mathcal{K} \) implies a form of Lipschitz-continuity of the support function \( \sigma_{\mathcal{K}} \) [Via82, Pol96, ALLW18]. We now state this result (see [ALLW18, Lemma 18]), which will be key in our analysis:

Lemma 4. If \( \mathcal{K} \) is \( \mu \)-strongly convex for \( \mu > 0 \) w.r.t. \( \| \cdot \| \), then for any \( x, y \in \mathbb{R}^d \setminus \{0\} \), we have
\[
\forall (u, v) \in \partial \sigma_{\mathcal{K}}(x) \times \partial \sigma_{\mathcal{K}}(y), \quad \|u - v\| \leq 2\|x - y\|(\mu(\|x\| + \|y\|))^{-1}.
\]

3 Building Blocks: Helper OCO Algorithms

In this section, we present some OCO algorithms that will constitute the building blocks of our main algorithm. In particular, we present the classical Follow-The-Leader (FTL) algorithm, which is projection-free, and state its regret guarantee on strongly convex sets. We then present the comparator-adaptive algorithm FreeGrad [MK20], whose regret bound scales with the magnitude of the comparator. Finally, we will combine FTL and FreeGrad into a single algorithm that we call Follow-The-Scaled-Leader (FTSL). FTSL inherits the projection-free and comparator-adaptive properties of FTL and FreeGrad, respectively. FTSL is the main building block of our projection-free algorithm (introduced in §4) that we show guarantees the optimal (up to log-factors) \( \widetilde{O}(\sqrt{T}) \) regret bound on strongly convex sets (the comparator-adaptive property of FTSL is key here).

Follow-The-Leader. To build our projection-free algorithm for strongly convex sets, we will use the Follow-The-Leader (FTL) subroutine displayed in Algorithm 1. It is clear that FTL requires only one Linear Optimization step per round and no projections onto \( \mathcal{C} \). When the set \( \mathcal{C} \) is strongly convex...
convex, one can use the ‘Lipschitz-continuity’ property of the support function in Lemma 4 and the standard regret decomposition of FTL to derive the following regret bound for FTL (see e.g. [Mol20] for a similar statement and App. B.1 for a proof):

**Lemma 5 (Regret of FTL on C).** Suppose that $C$ is a $\mu$-strongly convex set w.r.t. $\| \cdot \|$ for $\mu > 0$. Let $(w_t)$ be the iterates of $A_{FTL}(C)$ (Alg. 1) in response to any sequence of subgradients $(g_s \in \partial f_t(w_s))$. If $(g_s)$ satisfy $\| \sum_{s=1}^t g_s \| > 0$, for all $t \in [T]$, then for all $T \geq 1$ and all $u \in C$,

$$\sum_{t=1}^T \langle g_t, w_t - u \rangle \leq \sum_{t=1}^T \frac{2\|g_t\|^2}{\mu \| \sum_{s=1}^t g_s \|}.$$  

**FreeGrad.** Another building block in our main algorithm is a comparator-adaptive subroutine $A_{FG}$ in 1d, whose regret against any comparator $u \in \mathbb{R}$ is less than $\tilde{O}(\|u\|\sqrt{T})$ after $T$ rounds. Though there are many recent algorithms that achieve such a guarantee, we choose $A_{FG}$ to be FreeGrad [MK20] since I) its outputs have a closed-form expression; and II) it has a data-dependent regret bound that can be much smaller than $\tilde{O}(\|u\|\sqrt{T})$ in practice. We first describe FreeGrad in $\mathbb{R}^d$. If we let $G_{t-1} := \sum_{s=1}^{t-1} g_s$ [resp. $V_{t-1} := \sum_{s=1}^{t-1} \|g_s\|^2$] be the sum of past subgradients [resp. squared subgradient norms], then the output of FreeGrad at round $t$ is given by $w_t = -G_{t-1} \cdot \Psi_L(\|G_{t-1}\|, V_{t-1})$, where

$$\Psi_L(s, v) := \frac{(2v + L|s|) \cdot L^2}{2(v + L|s|)^2 \sqrt{Lv}} \cdot \exp \left( \frac{|s|^2}{2v + 2L|s|} \right),$$

and $L > 0$ is a scale parameter for the norm of the subgradients. The quantity $\Psi_L(\|G_{t-1}\|, V_{t-1})$ can be seen as an adaptive learning rate. The instantiation of FreeGrad in one dimension, which we denote by $A_{FG}$ from now on, is summarized in Alg. 2 and has the following guarantee [MK20 Thm. 6]:

**Lemma 6.** Let $L > 0$ and $(z_t)$ be the outputs of $A_{FG}(L)$ in response to any sequence of subgradients $(g_t \in \partial f_t(z_t))$ s.t. $|g_t| \leq L$. Then, for all $z \in \mathbb{R}$, $V_T := \sum_{t=1}^T g_t^2$, and $R_T(z) := \sum_{t=1}^T \langle g_t, z_t - z \rangle$:

$$R_T(z) \leq 2|z|\sqrt{V_T \ln(1 + 2|z|V_T/L^2)} + 4L|z|\ln(4|z|\sqrt{V_T/L}) + L.$$  

A crucial property of this bound is that the regret against the origin is a constant.

**Algorithm 1** Follow-The-Leader $A_{FTL}(C)$

**Require:** Convex set $C$.

Set $w_1 \in C$.

for $t = 1, 2, \ldots$ do

Play $w_t$ and observe $g_t \in \partial f_t(w_t)$.

Set $w_{t+1} = \arg\min_{w \in C} \sum_{s=1}^t w^T g_s$.

end for

**Algorithm 2** 1d FreeGrad w. param. $L > 0$. $A_{FG}(L)$

**Require:**

Set $z_1 = G_0 = V_0 = 0$.

for $t = 1, 2, \ldots$ do

Play $z_t$ and observe $g_t \in \partial f_t(z_t)$.

Set $G_t = G_{t-1} + g_t$ and $V_t = V_{t-1} + g_t^2$.

Set $z_{t+1} = -G_t \cdot \Psi_L(G_t, V_t)$, with $\Psi_L$ as in (1).

end for

**Comparator Adaptive Algorithm Wrapper.** We now present an algorithm wrapper $A_{CA}$ (Alg. 3) that takes in any base algorithm $B$ defined on $C$ and uses $A_{FG}$ to essentially turn $B$ into a comparator adaptive algorithm. $A_{CA}$ is based on a recent $\mathbb{R}^d$-to-$\mathbb{R}$ OCO reduction by [CO18, Section 3]. In the next section, where we consider a strongly convex set $C$, we will set the subroutine $B$ to FTL. We call the resulting algorithm Follow-The-Scaled-Leader, and we write

$$A_{FTSL}(\cdot) := A_{CA}(A_{FTL}(C), \cdot).$$ (2)
Algorithm 3 Comparator Adaptive Algorithm Wrapper $\mathcal{A}_{CA}(B, L)$. $(A_{FTSL}(\cdot) = \mathcal{A}_{CA}(A_{FTL}(C), \cdot))$

Require: OCO subroutine $B$ on $C$. Parameter $L > 0$. Instance $A_{FG} \equiv A_{FG}(L)$ of Alg. 2

1: for $t = 1, 2, \ldots$ do
2: Get $z_t$ and $w_t \in C$ from $A_{FG}$ and $B$, respectively.
3: Play $u_t = z_t w_t \in C$ and observe $g_t \in \partial f_t(u_t)$.
4: Send $z \mapsto \langle w_t, g_t \rangle z$ and $w \mapsto \langle w, g_t \rangle$ as the $t^{th}$ loss function to $A_{FG}$ and $B$, respectively.
5: end for

Like FTL, $A_{FTSL}$ will be projection-free. But unlike FTL, the regret of $A_{FTSL}$ at the origin will be a constant—regardless of the magnitude of the sum of the subgradients. Leveraging this property will be key in showing that our main algorithm, which uses $A_{FTSL}$ as a subroutine, guarantees a $\tilde{O}(\sqrt{T})$ regret bound on strongly convex sets. We now state a guarantee for Alg. 3 whose proof follows simply by adding and subtracting $\sum_{t=1}^{T} \gamma_C(u_t) g_t^\top w_t$ from the regret of Alg. 3 where $\gamma_C$ is as in Definition 1.

Lemma 7. Let $L > 0$. Further, let $A_{FG} \equiv A_{FG}(L)$ and $B$ be the subroutines within Algorithm 4. Then, the outputs $(u_t)$ of Alg. 4 in response to any sequence of subgradients $(g_t \in \partial f_t(u_t))$, satisfy

$$\forall u \in C, \sum_{t=1}^{T} \langle g_t, u_t - u \rangle = R_{T}^{A_{FG}}(\gamma_C(u)) + \gamma_C(u) \cdot R_{T}^{B}(u/\gamma_C(u)), \quad (3)$$

where $R_{T}^{A_{FG}}(\cdot) := \sum_{t=1}^{T} (z_t - \cdot) \langle w_t, g_t \rangle$ [resp. $R_{T}^{B}(\cdot) := \sum_{t=1}^{T} (g_t, w_t - \cdot)$] is the regret of $A_{FG}$ [resp. $B$] in response to the losses $(z \mapsto \langle w_t, g_t \rangle z)$ [resp. $w \mapsto \langle w, g_t \rangle$].

4 A Projection-Free Algorithm for Strongly Convex Sets

In this section, we start by describing the ideas leading up to our main algorithm (displayed in Alg. 4). Along the way, we illustrate how using the $A_{FTSL}$ subroutine defined in 2 as a building block allows us to achieve the desired $\tilde{O}(\sqrt{T})$ regret bound for strongly convex sets. We state the guarantee of Alg. 4 in Thm. 8 which we follow by a proof sketch. The full proof is presented in App. B.3. We now discuss the key ideas leading to our solution. In what follows, $R > 0$ is such that $C \subseteq B(R)$.

Warmup: an impracticable algorithm. Let $\tau \in [T]$ and consider an Algorithm $A$ that outputs $w_{1:T} \subset C$, where $w_{1,\tau}$ [resp. $w_{\tau+1:T}$] are the iterates of an instance of $A_{FTSL}$ (see 2) that is initialized at round 1 [resp. round $\tau + 1$]. Suppose $\tau$ is the last round such that $\|G_\tau\|^2 \leq \frac{V_\tau}{\mu R}$, where $G_\tau := \sum_{s=1}^{\tau} g_s$, $V_\tau := \sum_{s=1}^{\tau} \|g_s\|^2$, and $(g_s \in \partial f_s(w_s))$ are the observed subgradients. That is,

$$\tau = \max\{t \in [0..T]: \|G_t\| \leq \sqrt{V_t/(R \mu)}\}. \quad (4)$$

Under this assumption, we can bound the regret of $A$ between the rounds 1 and $\tau$ as follows: $\forall u \in C$, 

$$\sum_{s=1}^{\tau} \langle g_s, w_s - u \rangle \leq \sum_{s=1}^{\tau} \langle g_s, w_s \rangle + \|u\| \cdot \|G_\tau\| \leq L + \sqrt{RV_\tau/\mu} = O(L \sqrt{RT/\mu}), \quad (5)$$
where the last inequality follows by the definition of \( \tau \) and the fact that the regret at the origin of \( \mathcal{A}_{\text{FTSL}} \), i.e. \( \sum_{s=1}^{T} \langle g_s, w_s \rangle \), is bounded by \( L \) (by Lemma [7] and the fact that \( \gamma_C(0) = 0 \)). Note that had we used \( \mathcal{A}_{\text{FTL}} \) instead of \( \mathcal{A}_{\text{FTSL}} \), we would not have been able to guarantee a non-vacuous bound on the regret when \( \tau = T \). This is because, without a lower bound on the norm of the sum of the observed subgradients (which is the case when \( \tau = T \)), the regret bound of FTL in Lemma [5] can be vacuous (this is true for any comparator including the origin). \( \mathcal{A}_{\text{FTSL}} \) bypasses this limitation by ensuring its regret at the origin is always bounded by a constant. We also recall that \( \mathcal{A}_{\text{FTSL}} \) is projection-free, which is why we use it instead of alternative OCO algorithms.

We now consider the regret bound of \( \mathcal{A} \) on the interval \([\tau+1..T]\). Recall that \( w_{\tau+1..T} \) are the outputs of an instance of \( \mathcal{A}_{\text{FTSL}} \) that is initialized at round \( \tau + 1 \). Thus, using that the regret of \( \mathcal{A}_{\text{FTSL}} \) against \( u \in \mathcal{C} \) is equal to \( R_T^{\text{FTSL}}(\gamma_C(u)) + \gamma_C(u)R_T^{\text{FTSL}}(u/\gamma_C(u)) \), (Lem. [7]) and Lem. [5] we get \( \forall u \in \mathcal{C}, \)

\[
\sum_{s=\tau+1}^{T} \langle g_s, w_s - u \rangle \leq R_T^{\text{FTSL}}(\gamma_C(u)) + \sum_{t=\tau+1}^{T} \frac{2\gamma_C(u)\|g_s\|^2}{\rho \| \gamma_C(u) \|} \leq \tilde{O} \left( \sqrt{\frac{RT}{\rho}} \right),
\]

where (\( * \)) follows by the fact that I) \( \gamma_C(u) \leq 1 \) (since \( u \in \mathcal{C} \)); II) \( R_T^{\text{FTSL}}(\gamma_C(u)) \leq \tilde{O}(\sqrt{T}) \) (Lem. [6]; and III) that \( \|G_t\| \geq \sqrt{V_t/(\rho \mu)} \) for all \( t > \tau \) (a more detailed justification of (\( * \)) will be given below in the proof sketch of Thm. [8]). By combining [5] and [8], we get a \( \tilde{O}(\sqrt{T}) \) regret bound for \( \mathcal{A} \).

**A practicable algorithm using sleeping experts.** The above analysis for the regret of Algorithm \( \mathcal{A} \) relies crucially on \( \tau \) satisfying (4). In the adversarial setting of this paper, where the environment can change the sequence of loss functions depending on the learner’s current and past outputs, it is not possible for the learner to know \( \tau \) in advance. One way around this challenge is to seek an algorithm \( \mathcal{A} \) whose outputs \( (x_t) \) guarantee,

\[
\forall \text{ intervals } I \subseteq [T], \forall u \in \mathcal{C}, \sum_{t \in I} \langle g_t, x_t - u \rangle \leq \sum_{t \in I} \langle g_t, w_t^{(\min I)} - u \rangle + O(\sqrt{T}),
\]

where \( (g_t \in \partial f_t(x_t)) \) and \( (w_t^{(s)}) \) are the outputs of an instance of \( \mathcal{A}_{\text{FTSL}} \) initialized on round \( s \leq t \) in response to the sequence of losses \( (w \mapsto \langle w, g_t \rangle) \). In words, (7) means that for any interval \( I = [i..j] \), Alg. \( \mathcal{A} \) performs well on \( I \) relative to an instance of \( \mathcal{A}_{\text{FTSL}} \) initialized at round \( i \). Requiring this for any \( i, j \in [T] \), means we can instantiate (7) with \( I = [1..\tau] \) and \( I = [\tau+1..T] \), with \( \tau \) as in (4), and invoke the regret bounds in (5) and (6), which would now hold for \( (w_t = w_t^{(1)}) \) and \( (w_t = w_t^{(\tau+1)}) \), respectively. This would imply a \( \tilde{O}(\sqrt{RT}) \) regret bound for \( \mathcal{A} \). We stress that the round \( \tau \) in (4) need not be known by \( \mathcal{A} \) in this case, thanks to the ‘adaptive’ guarantee of \( \mathcal{A} \) in (7).

It remains to build an Algorithm \( \mathcal{A} \) that satisfies (7). By treating instances of \( \mathcal{A}_{\text{FTSL}} \) initialized at different rounds as ‘experts’, there exist algorithms in the setting of Prediction with Expert Advice (PEA) that can be used to build an algorithm \( \mathcal{A} \) that satisfies (7). The PEA setting (in particular the sleeping experts’ setting) and the algorithmic ideas we borrow from it are detailed in App. [B.3]. The only challenge remaining is computational in nature, since this approach would require keeping track of at least \( T \) experts; instances of \( \mathcal{A}_{\text{FTSL}} \) initialized at different rounds. Since each instance of \( \mathcal{A}_{\text{FTSL}} \) requires only one call to an LOO per round, this would result in a total of \( \Omega(T^2) \) calls to the Oracle after \( T \) rounds. To circumvent this problem, we design a tailored sleeping experts’ algorithm for our setting that requires only two active experts per round, and thus makes only two LOO calls per round.

We now state the guarantee of our main algorithm (Alg. [4]) that puts all the above ideas together.
Algorithm 4 Projection-free OCO using Sleeping Experts and comparator adaptive algorithms.

Require: OCO subroutine $\mathcal{B}$ on $\mathcal{C}$. Parameters $L, \eta, \mu > 0$. Base algorithms $(A_s)$, where $A_s$ is an instance of $\mathcal{A}_{CA}(B, L)$ (Alg. 3) that is initialized at the beginning of round $t = s$.

1: Set $\tau = 1$, $q_1 = 1/2$, and $U_0 = W_0 = S_0 = 0$.
2: for $t = 1, 2, \ldots$ do
3: Get $u_t$ and $w_t$ from $A_1$ and $A_r$, respectively. // $w_t$ is $A_r$’s $(t - \tau + 1)^{th}$ output
4: Play $x_t = q_t u_t + (1 - q_t) w_t \in \mathcal{C}$ and observe $g_t \in \partial f_t(x_t)$ and set $\bar{g}_t = g_t 1\{\|g_t\| \geq \frac{1}{\tau}\}$.
5: Send $w_t \mapsto \langle w_t, \bar{g}_t \rangle$ to $A_1$ [resp. $A_r$] as the $t^{th}$ [resp. $(t - \tau + 1)^{th}$] loss function.
6: Set $U_t = U_{t-1} + \langle \bar{g}_t, u_t \rangle$, $W_t = W_{t-1} + \langle \bar{g}_t, w_t \rangle$, and $S_t = S_{t-1} + \langle \bar{g}_t, x_t \rangle$.
7: if $R\mu \sum_{s=1}^{t} \|g_s\|^2 \leq \sum_{s=1}^{t} \|g_s\|^2 \cdot \ln T$ then
8: Set $\tau = t + 1$ and $W_t = S_t$.
9: end if
10: Set $q_{t+1} = e^{-\eta U_t}/(e^{-\eta U_t} + e^{-\eta W_t})$.
11: end for

Theorem 8. Let $(x_t)$ be the outputs of Alg. 4 in response to any sequence of subgradients $(g_t \in \partial f_t(x_t))$. If $\mathcal{C}$ is a $\mu$-strongly convex set w.r.t. $\|\cdot\|$ and Alg. 4 is run with $\mathcal{B} = \mathcal{A}_{FTL}(\mathcal{C})$ (Alg. 4) and parameters $\eta, \mu, L > 0$ such that $\max_{t \in [t]} \|g_t\| \leq L$ and $2RL\eta \leq 1$, then for $V_T := \sum_{t=1}^{T} \|g_t\|^2$, $\sum_{t=1}^{T} \langle g_t, x_t - u \rangle \leq \frac{\ln(T + 1)}{\eta} + \frac{3\eta R^2}{4} V_T + \tilde{O}(\sqrt{RV_T}/\mu), \forall u \in \mathcal{C}$.

Parameter-Turning. Setting $\eta = \sqrt{\ln T}/(RL\sqrt{T})$ in Theorem 8 leads to the first OCO algorithm that makes two calls per round to an LOO and guarantees a $\tilde{O}(\sqrt{T})$ regret bound for strongly convex sets and general convex functions. We note that it is possible to tune $\eta$ adaptively using, for example, the doubling trick (see e.g. [CBL06]) to achieve a data-dependent regret bound of the form:

$$\forall u \in \mathcal{C}, \sum_{t=1}^{T} \langle g_t, x_t - u \rangle \leq O(\sqrt{\sqrt{RV_T} \ln(T)}), \text{ where } \bar{\mu} := \min(\mu, 1/R)$$

and $V_T := \sum_{t=1}^{T} \|g_t\|^2$. Since this bound scales with $O(\sqrt{V_T})$ it can be much smaller than the standard worst-case $O(\sqrt{T})$ regret; especially when the loss functions are smooth [SST10, CO18]. Furthermore, via online-to-batch conversion, (8) leads to the fast $O(1/T)$ rate in offline smooth optimization [Cut19].

Proof Sketch of Theorem 8. Let $T := \{t \in [T]: R\mu \sum_{s=1}^{t-1} \bar{g}_s \|g_s\|^2 \leq Q_{t-1} \ln T\}$, where $Q_t := \sum_{s=1}^{t} \|g_s\|^2$, for $t \in [T]$. Set $\bar{\tau} = \max T$ (note that $T \neq 0$ since $1 \in T$). First note that to get the desired result, it suffices to bound the ‘pseudo’ regret $\sum_{t=1}^{T} \langle \bar{g}_t, x_t - u \rangle$, where $g_t := g_t 1\{\|g_t\| \leq \frac{1}{T}\}$. In fact, by Cauchy Schwarz, we have, for all $u \in \mathcal{C}$ and $B_T := 2RL \ln T$,

$$\sum_{t=1}^{T} \langle g_t, x_t - u \rangle \leq \sum_{t=1}^{T} (\langle \bar{g}_t, x_t - u \rangle + I\{\|g_t\| \leq \frac{1}{T}\}) \langle g_t, x_t - u \rangle) \leq \sum_{t=1}^{T} \langle \bar{g}_t, x_t - u \rangle + B_T.$$

Thus, we now focus on bounding the ‘pseudo’ regret. By our choice of weights $(g_t)$ and a result from the Sleeping Experts’ setting, we show (see full proof in App. A.3 that the pseudo regret of
Alg. 4 is comparable to that of the subroutine $A_1$ [resp. $A_\tau$] on $[1..\tau - 1]$ [resp. $[\tau..T]$]. In particular,

\[
\sum_{t=1}^{\tau-1} \langle \tilde{g}_t, x_t - u_t \rangle - \frac{\ln(T+1)}{\eta} - \frac{3\eta R^2}{4} Q_T \leq \sum_{t=1}^{\tau-1} \langle \bar{g}_t, u_t - u \rangle, \quad \text{(RHS = regret of $A_1$)} \quad (10a)
\]

\[
\sum_{t=1}^{\tau} \langle \tilde{g}_t, x_t - u_t \rangle - \frac{\ln(T+1)}{\eta} - \frac{3\eta R^2}{4} Q_T \leq \sum_{t=1}^{T} \langle \tilde{g}_t, w_t - u \rangle, \quad \text{(RHS = regret of $A_\tau$)} \quad (10b)
\]

Note that $Q_T \leq V_T = \sum_{t=1}^{T} \|g_t\|^2$. Thus, to get the desired regret bound, it suffices to bound the right-hand-sides of (10a) and (10b) by $O(\sqrt{R\mu^{-1}Q_T \ln T})$. We start with (10a). Since $(u_t)$ are the outputs of $A_1$ (the instance of Alg. 3 initialized at the beginning of round 1). Therefore, if we let $\tilde{R}_{A_1}^{\tau-1}(0)$ be the regret of $A_1$ against the comparator $0$ on the interval $[1..\tau - 1]$, we have

\[
\sum_{t=1}^{\tau-1} \langle \tilde{g}_t, u_t - u \rangle = R_{A_1}^{\tau-1}(0) = u^T \sum_{t=1}^{\tau-1} \tilde{g}_t \leq L + \sqrt{R\mu^{-1}Q_T \ln T}, \quad (11)
\]

where the last inequality follows by the fact that $\tilde{R}_{A_1}^{\tau-1}(0) \leq L$ (Lem. 7 and $\gamma_C(0) = 0$) and that $|u^T \sum_{t=1}^{\tau-1} \tilde{g}_t| \leq R \sum_{t=1}^{\tau-1} \|\tilde{g}_t\| \leq \sqrt{R\mu^{-1}Q_T \ln T}$ (by definition of $\tau$). It remains to bound the RHS of (10a). Note that by definition of $\tau$, $(w_t)_{t\in[\tau..T]}$ are the outputs of $A_\tau$ (the instance of Alg. 3 initialized at the beginning of round $\tau$). Therefore, the RHS of (10b) is the regret $\tilde{R}_{A_\tau}^{\tau-T}(u)$ of $A_\tau$ against comparator $u$ between the rounds $[\tau..T]$. Using Lem. 7 and 5, the regret $\tilde{R}_{A_\tau}^{\tau-T}(u)$ satisfies

\[
\tilde{R}_{A_\tau}^{\tau-T}(u) \leq \tilde{R}_{A_C}^{\tau-T}(\gamma_C(u)) + \sum_{t=1}^{T} \frac{2\gamma_C(u)\|\tilde{g}_t\|^2}{\mu \|\sum_{s=\tau}^{t} \tilde{g}_s\|} \leq O(R\sqrt{\mu Q_T \ln T}) + \sum_{t=1}^{T} \frac{2\|\tilde{g}_t\|^2}{\mu \|\sum_{s=\tau}^{t} \tilde{g}_s\|}, \quad (12)
\]

for all $u \in \mathcal{C}$, where we used that $\gamma_C(u) \leq 1$ for $u \in \mathcal{C}$. We now bound the last term in (12). By definition of $\tau$ and the triangle inequality, we have

\[
\forall t \geq \tau, \quad \left| \sum_{s=\tau}^{t} \tilde{g}_s \right| \geq \left| \sum_{s=1}^{t} \tilde{g}_s \right| - \left| \sum_{s=1}^{\tau-1} \tilde{g}_s \right| \geq \sqrt{R^{-1}\mu^{-1}Q_{1:T} \ln T} - \sqrt{R^{-1}\mu^{-1}Q_{1:\tau-1} \ln T},
\]

where $Q_{i:j} := \sum_{s=i}^{j} \|g_s\|^2$. Using this, we can bound the last sum in (12) by

\[
\sum_{t=1}^{T} \frac{\|\tilde{g}_t\|^2}{\|\sum_{s=\tau}^{t} \tilde{g}_s\|} \leq \sum_{t=1}^{T} \frac{\sqrt{R\mu (T-t)\ln T} \cdot \|\tilde{g}_t\|^2}{\|\tilde{g}_t\|} = \sqrt{\frac{R\mu}{\ln T}} \sum_{t=1}^{T} \frac{\|\tilde{g}_t\|^2(\sqrt{Q_{1:t}} + \sqrt{Q_{1:\tau-1}})}{Q_{\tau:t}},
\]

\[
\leq 2\sqrt{\frac{R\mu Q_{1:\tau-1}}{\ln T}} \sum_{t=1}^{T} \frac{\|\tilde{g}_t\|^2}{Q_{\tau:t}} + \sqrt{\frac{R\mu}{\ln T}} \sum_{t=1}^{T} \frac{\|\tilde{g}_t\|^2}{\sqrt{Q_{\tau:t}}},
\]

\[
\leq 4\sqrt{\frac{R\mu Q_T}{\ln T}} \ln \frac{Q_{\tau:T}}{\|\tilde{g}_t\|^2} + 2\sqrt{\frac{R\mu Q_{\tau:T}}{\ln T}}. \quad (13)
\]

(See (26) in App. B.3 for the last step.) Finally, note that by definition of $\tau$, we have $\|\tilde{g}_\tau\| > 0$. This in turn implies that $\|\tilde{g}_t\| \geq L/t$ since $\tilde{g}_t := g_t - 1\{\|g_t\| \geq L/t\}$. Therefore, we have $Q_{\tau:T}/\|\tilde{g}_t\|^2 \leq T$. Combining this with (13), (12), (11), (10a), (10b), and (9), we obtain the desired result. \hfill $\square$
5 An Algorithm for General Convex Sets

In this section, we show how our algorithm for strongly convex sets can be used in the general setting. The proofs are deferred to Appendix B. Without loss of generality (by applying a reparametrization if necessary, see e.g. [Mha21 Sec. 6]), we assume that there exists \( r, R > 0 \) such that the set \( C \) satisfies

\[
\mathbb{B}(r) \subseteq C \subseteq \mathbb{B}(R). \tag{14}
\]

By approximating \( C \) with a strongly convex set we will be able to apply the algorithm from [Mha21] and get a \( \tilde{O}(T^{2/3}) \) regret guarantee. We show that this can be achieved with an \( \tilde{O}(dT) \) expected number of calls to an LO Oracle for \( C \) after \( T \) rounds. To achieve this, we will approximate the feasible set \( C \) by the strongly convex set \( C_\varepsilon \):

\[
C_\varepsilon := (\sqrt{1 - \varepsilon} C^\circ \oplus \sqrt{\varepsilon} \mathbb{B}(r)^\circ)^\circ, \quad (\circ \text{ denotes the polar as in Def. 2}) \tag{15}
\]

where \( \oplus \) is the \( L_2 \) addition of sets; for any two convex sets \( A, B \), \( A \oplus B \) is the unique closed convex set whose support function satisfies \( \sigma^2_{A \oplus B} = \sigma_A^2 + \sigma_B^2 \) [Fir62]. [Mol20] showed that \( C_\varepsilon \) approximates \( C \) well. Furthermore, \( C_\varepsilon \) is strongly convex with respect to \( \| \cdot \| \). We note that using the set \( ((1 - \varepsilon) C^\circ + \varepsilon \mathbb{B}(r)^\circ)^\circ \) (also strongly convex [Mol20]) in lieu of \( C_\varepsilon \) would lead to a suboptimal \( O(T^{3/4}) \) regret after tuning \( \varepsilon \).

**Lemma 9.** Suppose that \( C \) satisfies (14) and let \( \kappa := R/r \). Then, for all \( \varepsilon \in [0,1] \), the convex set \( C_\varepsilon \) in (15) is I) \( 2\varepsilon/(r\sqrt{1 + \kappa^2 \varepsilon}) \)-strongly convex with respect to \( \| \cdot \| \), and II) \( C_\varepsilon \subseteq C \subseteq \sqrt{1 + \kappa^2 \varepsilon} \cdot C_\varepsilon \).

The proof of the lemma is in App. B.4. Since \( C_\varepsilon \) is strongly convex and approximates \( C \) well, the idea now is to run our algorithm from the previous section (Alg. 4) on \( C_\varepsilon \), which would require \( A_{\text{FTL}}(C_\varepsilon) \) as the subroutine \( B \) in Alg. 4, and tune \( \varepsilon \) to obtain a \( \tilde{O}(T^{2/3}) \) regret bound against comparators in \( C \). The only challenge remaining is the ability to perform Linear Optimization on \( C_\varepsilon \) efficiently (to have an efficient implementation of the \( \tilde{O}(T^{2/3}) \) subroutine). We note that [Mol20] essentially showed that LO on \( C_\varepsilon \) can be done using \( \tilde{O}(d^m) \) calls to an LO \( O_C \) for \( C \), for some \( m \in \mathbb{N} \). However, [Mol20] did not provide any upper bound on \( m \). In this work, we take a different approach to \( [Mol20] \) and show that LO on \( C_\varepsilon \) can be done efficiently using only \( \tilde{O}(d) \) expected number of calls to \( O_C \). We do this by reducing LO on \( C_\varepsilon \) to Euclidean projection onto \( C^\circ \) (Lem. 10 and Rem. 12 below). We then show that the latter can be done using \( \tilde{O}(d) \) expected number of calls to \( O_C \). The next lemma constitutes our main technical result for this section:

**Lemma 10.** Let \( \varepsilon \in (0,1) \), \( w \in \mathbb{R}^d \setminus \{0\} \) and define \( \Psi(\gamma, u) := \gamma^2 + r^2\|\gamma u - w\|^2 \). For \( (\gamma_*, u_*) \in \arg\min_{\gamma \geq 0, u \in \sqrt{1 - \varepsilon} C^\circ} \Psi(\gamma, u) \), let \( \lambda_* := \sqrt{\Psi(\gamma_*, u_*)} \) and \( z_* := w - \gamma_* u_* \). Then,

\[
\langle z_*, w \rangle > \frac{\|w\|^2 \varepsilon}{2 \kappa^3 (1 + \kappa^2 \varepsilon)^{3/2}}, \quad \text{and} \quad u_* := \frac{\lambda_* z_*}{\langle z_*, w \rangle} \in \arg\max_{v \in C_\varepsilon} \langle v, w \rangle. \tag{16}
\]

The lemma, whose proof is in App. B.5, tells us that Linear Optimization on the approximate set \( C_\varepsilon \) can be performed efficiently whenever optimizing the function \( \Psi \) in Lemma 10 can be done efficiently. The next lemma gives us a clue as to how we can perform the latter (the proof is in App. B.6):

**Lemma 11.** Let \( \varepsilon, r > 0, w \in \mathbb{R}^d \). Then, for all \( b > 0 \), \( \Theta: \gamma \mapsto \gamma^2 + r^2 \inf_{u \in \sqrt{1 - \varepsilon} C^\circ} \|\gamma u - w\|^2 \) is a differentiable \( 1 \)-strongly convex function on \( (0, b] \) and \( |\Theta'(\gamma)| \leq 4b + 2r\|w\|, \forall \gamma \in (0, b] \).
Remark 12. Lem. [14] implies that as long as we can evaluate \( S(\gamma, w) := \inf_{u \in C} \| u - w \|^2 \) efficiently, which amounts to performing a Euclidean projection of \( w \) onto \( \gamma \sqrt{1 - c^2} \), minimizing the function \( \Psi \) in Lem. [14] reduces to minimizing the convex function \( \Theta \) in Lem. [11]. The latter can be done at a linear rate using a Golden-Section search thanks to the Lipschitzness of \( \Theta \) (see Lem. [11]).

We now show that approximate Euclidean Projections onto the set \( \sqrt{1 - c^2} \), which are needed to compute the function \( S \) in Remark [12] can be done using only \( \tilde{O}(d) \) expected \# of calls to a LOO for \( C \).

Proposition 13. Let \( \epsilon \in (0, 1) \), \( b > 0 \), and \( U := \sqrt{1 - c^2} \). If \( C \) satisfies (14) with \( r, R > 0 \), then there exists a randomized algorithm \( A_{\text{proj}}^d \) that given any \((w, \gamma, \delta) \in \mathbb{R}^d \times (0, b) \times (0, 1)\), outputs \( \tilde{u} \in U \) s.t. \( \| \gamma \tilde{u} - w \|^2 - \inf_{u \in U} \| \gamma u - w \|^2 \leq \delta \), with prob. \( \geq 1 - \delta \), using \( O(d \cdot \ln \rho) \) expected \# of calls to an LOO for \( C \) and \( O(d^3 \ln^3(1/\rho)) \) additional arithmetic operations, where \( \rho := dR(b/r + \| w \|)/(r\delta) \).

This result follows from I) a recent result on the Oracle complexity of convex optimization (which subsumes Euclidean projection) using a Separation Oracle [LSV18]; and II) a Separation Oracle for \( C^0 \) (or \( \sqrt{1 - c^2} \)) can be implemented with one call to an LOO for \( C \) [Mha21]. The proof is Appendix B.7.

In light of Rem. [12] the approximate projection algorithm onto \( \sqrt{1 - c^2} \) from Prop. [13] brings us a step closer to being able to perform efficient LO on \( C_\epsilon \). We still need a 1d optimization algorithm to minimize the convex function \( \Theta \) in Lem. [11]. For this, we use the Golden-section search algorithm \( A_{\text{GS}} \) (Alg. 4 in App. B.3) and leverage the Lipschitzness of \( \Theta \) (see Lem. [11]) to show the following:

Lemma 14. Let \( \epsilon, C, r, R, U \) and \( A_{\text{proj}}^d \) be as in Prop. [13] and \( \kappa := R/r \). Let \( w \in \mathbb{R}^d \setminus \{0\} \), \( \delta \in (0, 1) \), and \( \Theta \) be as in Lem. [11]. There exists an algorithm \( A_{\text{GS}} \) (Alg. 4) that given input \((w, \delta)\) outputs \( \hat{\gamma} \) such that \( \mathbb{P}[(\Theta(\hat{\gamma}) - \inf_{\gamma \geq 0} \Theta(\gamma)) \leq \delta] \geq 1 - \delta \) using \( K \leq 3 \ln((8\kappa^2 + 4\kappa)||w||^2/\delta) =: N \) calls to \( A_{\text{proj}}^d \) with inputs \((w, \gamma_1, \delta/2), \ldots, (w, \gamma_K, \delta/2N)\), for some \( \gamma_i \in [0, R||w||], i \in [K] \).

Using Lemma [11] and the algorithm \( A_{\text{GS}} \) from Lemma [14] we now have all the ingredients to build our LOO for \( C_\epsilon \). Our candidate LOO is displayed in Algorithm 5 whose guarantee we now state:

Lemma 15 (Weak LOO on \( C_\epsilon \)). Suppose that \( C \) satisfies (14) with \( r, R > 0 \), and let \( \kappa := R/r \). Given any \( w \in \mathbb{R}^d \setminus \{0\}, \epsilon > 0 \), and \( \delta \in (0, 1) \) such that \( \delta \leq \frac{1}{256k^4}, \) Algorithm 5 outputs \( \tilde{\gamma} \) such that
\[
\mathbb{P}\left[ \tilde{\gamma} \in C_\epsilon \quad \text{and} \quad \exists v_* \in \text{argmin}_{v \in C} (w, v), \ s.t. \ ||\tilde{\gamma} - v_*|| \leq 484^4RD^{1/4}\kappa^{32}\epsilon^{-4} \right] \geq 1 - 2\delta, \tag{17}
\]
using \( O(d \cdot \ln(dk/\delta)) \) expected number of calls to an LOO for \( C \).

For \( \epsilon, \delta > 0 \), we define the Follow-The-Approximate-Leader algorithm \( A_{\text{FTAL}}(\epsilon, \delta) \) (approximation of \( A_{\text{FTL}}(C_\epsilon) \)) as being Alg. 1 with the step \( w_{t+1} = \arg\min_{w \in C} \sum_{s=1}^{t} w^T g_s \) replaced by \( w_{t+1} = O_{C}(\sum_{s=1}^{t} g_s, \epsilon, \delta) \) (Alg. 5). We now state the guarantee of Alg. 5 with subroutine \( B = A_{\text{FTAL}}(\epsilon, \delta) \):

Theorem 16. Let \( \rho \in (0, 1) \). Suppose \( C \) satisfies (14) for \( r, R > 0 \), and let \( \kappa := R/r \). Let \( (x_t) \) be the outputs of Alg. 4 in response to any sequence of subgradients \((g_t) \in \partial f_t(x_t)\). If Alg. 4 is run with \( B = A_{\text{FTAL}}(\epsilon, \delta) \) and params \( \eta, \mu, L, \epsilon, \delta > 0 \) s.t. \( \max_{t \in [T]} ||g_t|| \leq L, 2RL\eta \leq 1, \mu = \frac{2}{rV_1 \kappa^2} \), and \( \delta = \frac{2^{10}}{484^4RD^{1/4}k^4} \), then for \( V_T := \sum_{t=1}^{T} ||g_t||^2 \), with probability \( \geq 1 - \rho \), \( (x_t) \subset C \) and \( \forall u \in C, \sum_{t=1}^{T} \langle g_t, x_t - u \rangle \leq L + LRT \kappa^2 \epsilon + \eta^{-1} \ln(T + 1) + \frac{3\eta R^2}{4}V_T + \tilde{O} \left( R\sqrt{(1 + \kappa^2 \epsilon)^{1/2}V_T / \epsilon} \right). \)
Algorithm 5 Weak LOO on $C$. \( O_C(w, \epsilon, \delta) \)

Require: Inputs \( w \in \mathbb{R}^d, \epsilon > 0, \delta \in (0, 1) \). Instance of \( A_{\text{proj}}^d [\text{resp. } A_{\text{GS}}] \) from Prop. 13

1: If \( \text{rejection} \) then Return \( \tilde{v} = 0 \); Else Set \( \bar{w} = w / \|w\| \)
2: Set \( \hat{\gamma} = A_{\text{GS}}(\bar{w}, \delta) \).
3: Set \( \hat{u} = A_{\text{proj}}^d(\bar{w}, \hat{\gamma}, \delta) \).
4: Set \( \hat{z} = \bar{w} - \hat{\gamma} \hat{u} \) and \( \hat{\lambda} = \hat{\gamma}^2 + r^2 \|\hat{z}\|^2 \).
5: Set \( \hat{v} = \hat{\lambda} \hat{z} / \langle \hat{z}, \bar{w} \rangle \) and \( \theta = 1 + \frac{576 \beta^{1/4} \kappa^{15}}{\epsilon^2} \).
6: Return \( \tilde{v} = \hat{v} / \theta \).

Parameter Tuning and Oracle Complexity. By setting \( \epsilon = 1/(\kappa^{4/3} T^{1/3}) \) and \( \eta = 1/(LR\sqrt{T}) \) in the setting of Theorem 16, we obtain a regret bound of the form \( \tilde{O}(\kappa T)^{2/3} \). By applying a certain reparametrization to \( C \) if necessary, the constant \( \kappa \) may be assumed to be less than \( d \) [resp. \( \sqrt{d} \)] for general [resp. centrally-symmetric] sets, without loss of generality (see e.g. [FKM05, Mha21]). For the Oracle complexity, we have that by Lemma 15 and our choice of \( \delta \) in Theorem 16, the instance of Alg. 4 in the setting of Theorem 16 makes \( O(d \ln(d \kappa T / (\rho \epsilon))) \) expected number of calls to an LOO for \( C \).

6 Discussion

In this paper, we presented the first projection-free algorithm to guarantee the optimal (up to-log-factors) \( \tilde{O}(\sqrt{T}) \) regret bound in OCO with strongly convex sets, while using two LOO calls per round. Furthermore, this regret bound is dimension-free, unlike those of some existing projection-free algorithms [HM20, Mha21, GK22]. Our method leads to a \( \tilde{O}(T^{2/3}) \) regret bound for general convex sets—improving over the previous best \( O(T^{3/4}) \) by [HK12, GK22]—at the cost of \( \tilde{O}(d) \) more LO Oracle calls in expectation. This provides the practitioner with a new non-trivial way to trade-off computation for performance, which should be particularly useful when \( C \) is specified by an LOO (e.g. in combinatorial optimization). Since our algorithm for general convex sets uses projections onto \( C^\circ \) (see Rem. 12), one may wonder why not implement projections on \( C \) directly. The answer is that projections onto \( C^\circ \) can be done more efficiently using \( \tilde{O}(d) \) expected # of calls to an LOO for \( C \) (see Prop. 13). In Appendix C we show that projections onto \( C \) can be done using \( \tilde{O}(d^2) \) expected # of calls to an LOO for \( C \) and an additional \( \tilde{O}(d^4) \) arithmetic operations. Combining this observation with Thm. 16 and the \( O(T^{3/4}) \) regret due to [HK12], one can conclude that a \( \tilde{O}(T^{1+i}) \) regret is achievable for general OCO using \( \tilde{O}(d^{2-i}) \) LOO calls/round, for \( i \in \{0, 1, 2\} \). Finally, we note that our algorithms currently require a scale parameter \( L \) as input. However, using recent reductions due to [MKVE19, MK20], our algorithms can easily be made scale-free.
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As observed by [Mha21], when it comes to the computational complexity of the Oracles, projection-free algorithms that use LO Oracles (e.g. FW-style algorithms [HK12, HM20]) and those that use Separation/Membership Oracles (e.g. [LK19, Mha21, GK22]) may be viewed as complementary. This is because there are convex sets $C$ on which LO can be done more efficiently than Membership Evaluation (e.g. Matroid polytopes [HK12]), and vice versa. The complexity of Membership Evaluation on $C$ is essentially equivalent to the complexity of LO on $C^\circ$ (see Appendix C), the polar set of $C$ (see e.g. [Mha21]). This, together with the fact that $(C^\circ)^\circ = C$ for a closed convex $C$, means that LO on $C$ can be viewed as testing membership/performing separation on $C^\circ$ (for a closed convex $C$). Therefore, when it comes to the computational complexity of the Oracles, algorithms that use an LO and those that use Separation/Membership Oracles may be viewed as complementary.

B Proofs

B.1 Proof of Lemma 5

Proof of Lemma 5. Let $G_t := \sum_{s=1}^{t} g_s$. By the standard regret decomposition of FTL, we have

$$\sum_{t=1}^{T} \langle g_t, w_t - u \rangle \leq \sum_{t=1}^{T} \langle g_t, w_t - w_{t+1} \rangle,$$

for all $u \in C$ (see e.g. [CBL06]). We now bound the RHS of this inequality. Since $w_t \in \text{argmin}_{w \in C} w^\top G_t = \partial_{C}(G_t)$ [HUL04], we have by the Cauchy-Schwarz inequality and Lemma 4,

$$\sum_{t=1}^{T} \langle g_t, w_t - w_{t+1} \rangle \leq \sum_{t=1}^{T} \|g_t\| \|w_t - w_{t+1}\| \leq 2 \sum_{t=1}^{T} \frac{\|G_{t-1} - G_t\|^2}{\mu(\|G_t\| + \|G_{t-1}\|)}.$$  

This implies the desired result after dropping $\|G_{t-1}\|$ from the denominator.

B.2 Proof of Lemma 7

Proof of Lemma 7. To obtain the desired equality it suffices to add and subtract $\sum_{t=1}^{T} \gamma_C(u) \langle g_t, w_t \rangle$ from the RHS of (3), where $\gamma_C$ is the Gauge function of the set $C$ as in Definition 4.

B.3 Proof of Theorem 8

Sleeping Experts. To prove the regret bound of Theorem 8 we will use a result from the Sleeping Experts’ setting that we now review. In this setting, there are $k \in [N]$ experts, each of whom is either “active” or “asleep” at any given round. In particular, at the beginning of any round $t \geq 1$, the learner receives a vector $I_t \in \{0, 1\}^N$ (which can be an arbitrary function of the past), such that $I_{t,k} = 1$ if and only if expert $k \in [N]$ is active at round $t$. In this setting, we want an algorithm whose outputs $(p_t) \subset \Delta_N$ guarantee a small regret $\sum_{t=1}^{T} I_{t,k}(p_t^\top \ell_t - \ell_{t,k})$ against expert $k$ on the rounds where they were active, where $\ell_t \in \mathbb{R}^N$ is the vector of experts’ losses at round $t$. This can be achieved thanks to a known technique that reduces the Sleeping Experts’ setting to the standard experts’ setting [AKCV12, GSVE14]. Next, we describe this reduction.

Given any base algorithm $B$ for the standard experts’ setting with $N$ experts, the technique consists of feeding the experts’ algorithm $B$ surrogate losses $\tilde{\ell}_{t,k} = I_{t,k}(p_t^\top \ell_t) + (1 - I_{t,k})p_t^\top \ell_t$, where $p_t$ is the weight vector played at round $t$ and $\ell_t$ is the observed loss vector. The weight vector $p_t$
is such that \( p_{t,k} = \frac{I_{t,k}\pi_{t,k}}{\sum_{i=1}^{N} I_{t,i}\pi_{t,i}} \), where \( \pi_{t} \) is the output vector of the base algorithm \( B \) at round \( t \) given the history of surrogate losses \( \widehat{\ell}_s \). This strategy is summarized in Algorithm 6 whose guarantee is as follows:

**Lemma 17.** Let \( R_{s}^{B}(e_k) \) denote the regret after \( s \geq 1 \) rounds of the base algorithm \( B \) within Alg. 6 against expert \( k \in [N] \). Then, the outputs of Alg. 6 in response to any sequence of loss vectors \( (\ell_t) \) satisfy

\[
\forall s \geq 1, \forall k \in [N], \quad \sum_{t=1}^{s} I_{t,k}(p_t^\top \ell_t - \ell_{t,k}) = \sum_{t=1}^{s} \pi_t^\top \ell_t - \ell_{t,k} = R_{s}^{B}(e_k).
\]

This bound follows by a standard Sleeping Experts’ reduction (see e.g. [GSVE14]). When Algorithm 6 is instantiated with \( B \equiv A_{\text{Hedge}}(\eta) \) with learning rate \( \eta \in (0,1) \); that is, when \( \pi_{t+1} \) in line 3 of Alg. 6 is such that \( \pi_{t+1,k} \propto e^{-\eta \sum_{s=1}^{t} \ell_{t,k}} \) for all \( k \), then we have the following guarantee which follows from Lemma 17 and the regret bound of the Hedge algorithm:

**Algorithm 6 Sleeping Experts’ Reduction.**

**Require:** Base expert algorithm \( B \), parameter \( \eta > 0 \), and number of experts \( N \in \mathbb{N} \).

1. Set \( \pi_1 \) to the first output of \( B \).
2. for \( t = 1, 2, \ldots \) do
3. \hspace{1em} Get vector \( I_t \in \{0,1\}^N \) from the environment. // Determines the ‘awake’ state of experts.
4. \hspace{1em} Play \( p_t \) such that \( p_{t,k} = \frac{I_{t,k}\pi_{t,k}}{\sum_{i=1}^{N} I_{t,i}\pi_{t,i}} \), for all \( k \in [N] \), and observe loss vector \( \ell_t \).
5. \hspace{1em} Define the surrogate losses \( \ell_{t} := I_{t,k}\ell_{t,k} + (1 - I_{t,k})p_{t,k}^\top \ell_t \), for every \( k \in [N] \).
6. \hspace{1em} Get output \( \pi_{t+1} \) from \( B \) given the history \( (\ell_s)_{s \leq t} \).
7. end

\[
\sum_{t=1}^{s} I_{t,k}(p_t^\top \ell_t - \ell_{t,k}) = \sum_{t=1}^{s} \pi_t^\top \ell_t - \ell_{t,k} \leq \frac{\ln N}{\eta} + \frac{3\eta}{4} \sum_{t=1}^{s} \text{Var}_{i \sim \pi_t}[\ell_{t,i}] \leq \frac{\ln N}{\eta} + \sum_{t=1}^{s} \frac{3\eta \| \ell_t \|^2}{4},
\]

for all \( k \in [N] \), \( s \geq 1 \), and \( \eta > 0 \) such that \( \eta \cdot (\max_{i \in [N]} \ell_{t,i} - \min_{j \in [N]} \ell_{t,j}) \leq 1 \), for all \( t \geq 1 \). The bound in (18) follows from [DRVEGK14 (5) and Lemmas 1 and 4]. We will use this guarantee to prove Theorem 8 next:

**Proof of Theorem 8.** First, we will show that Algorithm 6 is an instance of the Sleeping Experts’ algorithm (Alg. 4) with \( B \equiv A_{\text{Hedge}}(\eta) \) and where the experts’ losses correspond to the losses of instances of \( A_{\text{FTSL}} \) (Alg. 3) initialized at different rounds. This will allow us to invoke (18) for certain intervals and show the desired regret bound.

**Alg. 6 as instance of sleeping experts.** We now describe an instance of Algorithm 6 that uses \( B \equiv A_{\text{Hedge}}(\eta) \) and whose losses match those of Algorithm 4. This will allow us to invoke Lemma 17 to bound the regret of the latter. Let \( (x_t) \) be the outputs of Algorithm 4 and \( \tilde{g}_t := g_t \cdot 1\{\|g_t\| \geq L/t\} \), where \( g_t \in \partial f_t(x_t) \), for all \( t \geq 1 \). We will bound the ‘pseudo’ regret \( \sum_{t=1}^{T} (\tilde{g}_t, x_t - u) \) as this will immediately imply a bound of the regret thanks to (9).

Consider the instance of Algorithm 6 with \( N = T + 1 \) experts such that only two are awake at any given round \( t \in [T] \); namely, expert \( N \) and expert \( \tau \in [N - 1] \), where

\[
\tau = \max T_t, \quad T_t := \{s \in [t] : R\mu \| G_{s-1} \|^2 \leq Q_{s-1} \ln T\}.
\]
and \((G_s, Q_s) := (\sum_{i=1}^s \hat{g}_i, \sum_{i=1}^s \|\hat{g}_i\|^2)\). Let \(I_{t,N} = 1\), for all \(t \in [T]\). Further, for any \(k \in [N]\), let \(I_{t,k} = \mathbb{1}\{k = \max \mathcal{T}_t\}\) and \(\mathcal{I}_k := \{t \in [T]\colon I_{t,k} = 1\}\). It is easy to verify that \(\mathcal{I}_k\), which represents the subset of rounds where expert \(k\) is awake, is an interval.

Now that we have described the sleep/awake schedule of the experts, we move to the definition of their losses \((\ell_{t,k})\). For \(k \in [N-1]\) and \(t \in \mathcal{I}_k\), let \(v_{t,k}\) be the \((t-k+1)^{th}\) output of \(\mathcal{A}_{F_{\text{TSL}}}\) (Alg. 4) given loss history \((f_s: w \mapsto \langle \hat{g}_s, w \rangle)_{s \leq t}\). Let \(v_{t,k} = 0\), for \(t < k\). Further, let \(v_{t,N}\) be the \(t^{th}\) output of \(\mathcal{A}_{F_{\text{TSL}}}\) given loss history \((f_s: w \mapsto \langle \hat{g}_s, w \rangle)_{s \leq t-1}\). We define the loss \(\ell_{t,k}\) [resp. surrogate loss \(\bar{\ell}_{t,k}\)] of expert \(k \in [N]\) at round \(t\) as

\[
\ell_{t,k} := \langle \hat{g}_k, v_{t,k} \rangle, \quad \text{and} \quad \bar{\ell}_{t,k} = I_{t,k} \ell_{t,k} + (1 - I_{t,k}) p_t^\top \ell_t, \quad \forall k \in [N] \tag{19}
\]

where \((p_t)\) is the played weight vector on Line 4 of the Sleeping Experts’ Algorithm 6. We now show that the instantaneous losses \((p_t^\top \ell_t)\) of the instance of Alg. 6 under consideration match the (linearized) losses \((\langle \hat{g}_t, x_t \rangle)\) of Algorithm 4 which will allow us to take advantage of Lemma 17 and derive a regret bound for the latter.

According to the definitions of \((v_{t,k})\), one can check that the iterates \(u_t\) and \(w_t\) in Algorithm 4 satisfy \(u_t = v_{t,N}\) and \(w_t = v_{t,\tau}\) for \(\tau = \max \mathcal{T}_t\). Furthermore, since the instance of Alg. 6 under consideration (whose outputs we denoted by \((p_t)\)) uses \(\mathcal{B} \equiv \mathcal{A}_{\text{Hedge}}(\eta)\), one can verify that at any round \(t\), the scalar weight \(q_t\) in Algorithm 4 satisfies

\[
(q_t, 1 - q_t) = (p_t^N, p_t^\tau)^\top \in \Delta_2.
\]

Therefore, we have \(\langle x_t, \hat{g}_t \rangle = \langle q_t u_t + (1 - q_t) w_t, \hat{g}_t \rangle = q_t \ell_{t,N} + (1 - q_t) \ell_{t,\tau} = p_t^\top \ell_t\), where the last equality follows by the fact that only experts \(N\) and \(\tau = \max \mathcal{T}_t\) are awake at round \(t\). This shows that, indeed, the loss \(\langle \hat{g}_t, x_t \rangle\) of Alg. 4 matches that of the instance of Alg. 6 under consideration. Using this fact, we can now invoke Lemma 17 (the Sleeping Experts’ regret bound) and 18 to bound the regret of Alg. 4. We will invoke the bound in 18 on two intervals; \([1, \bar{\tau} - 1]\) and \([\bar{\tau}, T]\), where

\[
\bar{\tau} := \max \mathcal{T}_T,
\]

which represents the round \(\tau\) such that, for all \(t \geq \tau\), \(\|\sum_{s=1}^t \hat{g}_s\|^2 > (R\mu)^{-1} \sum_{s=1}^t \|\hat{g}_s\|^2 \cdot \ln T\).

**Regret on the interval \([1, \bar{\tau} - 1]\).** By definition of \((\bar{\ell}_t)\) in \(19\), we have

\[
|\bar{\ell}_{t,k}| \leq R \|\hat{g}_t\|. \quad \text{for all} \quad k \in [N]. \tag{20}
\]

Thus, the choice of \(\eta\) in the theorem statement ensures that \(\eta \cdot (\max_{i \in [N]} \ell_{t,i} - \min_{j \in [N]} \ell_{t,j}) \leq 1\), which means we can in instantiate the regret bound in 18 against expert \(k \in [N]\). Doing so for expert \(k = N\) (who is awake in all rounds) between the rounds \(s = 1\) and \(\bar{\tau} - 1\), we get (recall that \(N = T + 1\))

\[
\sum_{t=1}^{\bar{\tau}-1} \langle \hat{g}_t, x_t - u_t \rangle = \sum_{t=1}^{\bar{\tau}-1} (p_t^\top \ell_t - \ell_t^N) \leq \frac{\ln(T + 1)}{\eta} + \frac{3\eta}{4} \sum_{t=1}^{\bar{\tau}-1} \|\ell_t\|_\infty^2, \tag{21}
\]
where the first equality follows by the definition of \((\ell_t)\) in (19) and the fact that \(v_{t,N} = u_t\) (see previous paragraph). Using (20) again and rearranging (21), we get that for all \(u \in C\),

\[
\sum_{t=1}^{\tau-1} \langle \hat{g}_t, x_t - u \rangle \leq \sum_{t=1}^{\tau-1} \langle \hat{g}_t, u_t - u \rangle + \frac{\ln(T+1)}{\eta} + \frac{3\eta R^2}{4} \sum_{t=1}^{\tau-1} \|\hat{g}_t\|^2,
\]

\[
\leq R_{1,\tau-1}^{A_t}(0) - u^T \sum_{t=1}^{\tau-1} \hat{g}_t + \frac{\ln(T+1)}{\eta} + \frac{3\eta R^2}{4} \sum_{t=1}^{\tau-1} \|\hat{g}_t\|^2,
\]

\[
\leq L + \|u\| \sqrt{R^{-1} \mu^{-1} Q_T \ln T} + \frac{\ln(T+1)}{\eta} + \frac{3\eta R^2 Q_T}{4},
\]

(22)

where the last inequality follows by I) the regret bound of \(A_1\) from Lem.7 and that of \(A_{FG}\) at the origin; II) \(\gamma_C(0) = 0\); and III) the definition of \(\tau\) which implies that \(\|\sum_{t=1}^{\tau-1} \hat{g}_t\| \leq \sqrt{R^{-1} \mu^{-1} Q_{1:\tau-1} \ln T}\), where \(Q_{1:\tau-1} := \sum_{t=1}^{\tau-1} \|\tilde{g}_t\|^2 \leq \sum_{t=1}^{T} \|\tilde{g}_t\|^2 =: Q_T\).

**Regret on the interval \([\bar{\tau}, T]\).** We now bound the regret between the rounds \(\bar{\tau}\) and \(T\). By definition of \(\bar{\tau}\), the instance \(A_{\bar{\tau}}\) in Alg.3 is active between the rounds \(\bar{\tau}\) and \(T\). Thus, invoking the regret bound in (19) for the instance \(A_{\bar{\tau}}\) between rounds \(s = \bar{\tau}\) and \(T\), we get, for any \(u \in C\),

\[
\sum_{t=\bar{\tau}}^{T} \langle \hat{g}_t, x_t - u \rangle \leq \sum_{t=\bar{\tau}}^{T} \langle \hat{g}_t, w_t - u \rangle + \frac{\ln(T+1)}{\eta} + \frac{3\eta R^2}{4} \sum_{t=\bar{\tau}}^{T} \text{Var}_{k \sim \pi_t} [\ell_{t,k}],
\]

\[
\leq \sum_{t=\bar{\tau}}^{T} \langle \hat{g}_t, w_t - u \rangle + \frac{\ln(T+1)}{\eta} + \frac{3\eta R^2}{4} \sum_{t=\bar{\tau}}^{T} \|\hat{g}_t\|^2, \quad \text{(by (20))}
\]

\[
\leq R_{\bar{\tau},T}^{A_{\bar{\tau}}}(u) + \frac{\ln(T+1)}{\eta} + \frac{3\eta R^2 Q_T}{4},
\]

(23)

It remains to bound the regret \(R_{\bar{\tau},T}^{A_{\bar{\tau}}}(u)\) of Algorithm 3 using Lemma 7. By the regret bounds of \(A_{FTSL}\) and \(A_{FG}\), we have

\[
R_{\bar{\tau},T}^{A_{\bar{\tau}}}(u) = \sum_{t=\bar{\tau}}^{T} \langle \hat{g}_t, w_t - u \rangle \leq R_{T}^{A_{\bar{\tau}}}(\gamma_C(u)) + \frac{\gamma_C(u)}{2\mu} \sum_{t=\bar{\tau}}^{T} \|\hat{g}_t\|^2
\]

\[
\leq O(R \sqrt{Q_T \ln T}) + \frac{\gamma_C(u)}{2\mu} \sum_{t=\bar{\tau}}^{T} \|\hat{g}_t\|^2.
\]

(24)

We now bound the last term in (24). By definition of \(\bar{\tau}\) and the triangle inequality, we have

\[
\forall t \geq \bar{\tau}, \quad \|\sum_{s=\bar{\tau}}^{t} g_s\| \geq \|\sum_{s=1}^{t} g_s\| - \|\sum_{s=1}^{\tau-1} g_s\| \geq \sqrt{R^{-1} \mu^{-1} Q_{1:1} \ln T} - \sqrt{R^{-1} \mu^{-1} Q_{1:\tau-1} \ln T}.
\]
Using this, we can bound the last sum in (24) by
\[
\sum_{t=\tau}^{T} \frac{\|\tilde{g}_t\|^2}{\ln T \sum_{t=\tau}^{T} \sqrt{Q_{1:t} - \sqrt{Q_{1:\tau-1}}}} \leq \sqrt{\frac{R \mu}{\ln T} \sum_{t=\tau}^{T} \frac{\|\tilde{g}_t\|^2}{\sqrt{Q_{1:t} + \sqrt{Q_{1:\tau-1}}}}} \]
\[
= \sqrt{\frac{R \mu}{\ln T} \sum_{t=\tau}^{T} \|\tilde{g}_t\|^2} \frac{\sqrt{Q_{1:t}} + \sqrt{Q_{1:\tau-1}}}{Q_{\tau:t}} \]
\[
\leq 2 \sqrt{\frac{R \mu Q_{1:\tau-1}}{\ln T} \sum_{t=\tau}^{T} \|\tilde{g}_t\|^2} + \sqrt{\frac{R \mu}{\ln T} \sum_{t=\tau}^{T} \|\tilde{g}_t\|^2} \frac{\sqrt{Q_{\tau:t}}}{Q_{\tau:t}} \]
\[
\leq 4 \sqrt{\frac{R \mu Q_{\tau:T}}{\ln T} \ln Q_{\tau:T} \|\tilde{g}_\tau\|^2 + 2 \sqrt{\frac{R \mu Q_{\tau:T}}{\ln T} \ln T}}, \tag{25}
\]
where the last inequality follows by the fact that for any for positive numbers \(\alpha_0, \ldots, \alpha_n,\)
\[
\sum_{i=1}^{n} \frac{\alpha_i}{\sqrt{\sum_{j=1}^{i} \alpha_j}} \leq 2 \sqrt{\sum_{i=1}^{n} \alpha_i} \]
\[
\sum_{i=1}^{n} \frac{\alpha_i}{\alpha_0 + \sum_{j=1}^{i} \alpha_j} \leq \ln \frac{\sum_{i=1}^{n} \alpha_i}{\alpha_0}. \tag{26}
\]
(See e.g. [Cut19, LYC18].) Finally, note that by definition of \(\tilde{\tau},\) we must have \(\|\tilde{g}_\tau\| > 0.\) This in turn implies that \(\|\tilde{g}_t\| \geq L/t\) since \(\tilde{g}_t = g_t \cdot 1 \{\|g_t\| \geq L/t\},\) and so \(Q_{\tau:T}/\|\tilde{g}_\tau\|^2 \leq T.\) Combining this with (25), (24), (23), (22), and (9), (where the latter relates the pseudo regret to the actual regret) we obtain the desired result. \(\square\)

B.4 Proof of Lemma 9

For the proof of Lemma 9 we need the following result:

Lemma 18. Let \(C_c\) be as in (15) and define \(\psi : w \mapsto \gamma_{c}(w)^2.\) Then, \(\psi = \epsilon^2/r^2\) midpoint strongly convex; that is, for any \(x, y \in \mathbb{R}^d,\)
\[
\psi\left(\frac{x + y}{2}\right) \leq \frac{\psi(x) + \psi(y)}{2} - \frac{\epsilon}{4r^2} \|x - y\|^2.
\]

Proof. This proof closely follows steps in [Mol20]. By definition of the operator \(\oplus\) and the fact that for any convex set \(\mathcal{K},\) \(\sigma_{\mathcal{K}}(\cdot) = \gamma_{\mathcal{K}}(\cdot)\) (see e.g. [Mol20]), we have \(\gamma_{c}(u) = (1 - \epsilon)\gamma_{c}(u) + \epsilon \|u\|^2/r^2,\) for any \(u \in \mathbb{R}^d.\) Thus, we have
\[
\psi\left(\frac{x + y}{2}\right) = \gamma_{c}\left(\frac{x + y}{2}\right)^2,
\]
\[
= (1 - \epsilon)\gamma_{c}\left(\frac{x + y}{2}\right)^2 + \frac{\epsilon}{r^2} \|x + y\|^2/2,
\]
\[
\leq (1 - \epsilon) \left(\frac{\gamma_{c}(x)^2}{2} + \frac{\gamma_{c}(y)^2}{2}\right) + \frac{\epsilon}{r^2} \|x + y\|^2/2, \quad \text{(Jensen’s inequality)}
\]
\[
= (1 - \epsilon) \left(\frac{\gamma_{c}(x)^2}{2} + \frac{\gamma_{c}(y)^2}{2}\right) + \frac{\epsilon}{r^2} \left(\|x\|^2/2 + \frac{\|y\|^2}{2} - \frac{\|x - y\|^2}{4}\right),
\]
\[
= \frac{\gamma_{c}(x)^2}{2} + \frac{\gamma_{c}(y)^2}{2} - \frac{\epsilon}{4r^2} \|x - y\|^2/2,
\]
where the penultimate equality follows by the fact that \( \|x + y\|^2 = 2\|x\|^2 + 2\|y\|^2 - \|x - y\|^2. \)

**Proof of Lemma 9.** The second point follows from [Mo20 Theorem 6]. For the first point, we use the fact that the function \( \psi: w \mapsto \gamma_C(w)^2 \) is \( \epsilon/r^2 \) is midpoint strongly convex (see Lemma 18). Now, by [AGNS11 Theorem 2.3], the function \( \psi \) is \( 2\epsilon/r^2 \) strongly convex; that is, for any \( x, y \in \mathbb{R}^d \) and \( \lambda \in [0, 1] \),

\[
\psi(\lambda x + (1 - \lambda)y) \leq \lambda \psi(x) + (1 - \lambda)\psi(y) - \frac{2\epsilon}{r^2}\lambda(1 - \lambda)\|x - y\|^2.
\]

(27)

Thus, for any \( x, y \in C, \lambda \in [0, 1] \) and \( v \in \mathbb{R}^d \), we have, by subadditivity of the Gauge function

\[
\gamma_C(\lambda x + (1 - \lambda)y + v) \leq \gamma_C(\lambda x + (1 - \lambda)y) + \gamma_C(v),
\]

(28)

\[
\leq \sqrt{\lambda\gamma_C(x)^2 + (1 - \lambda)\gamma_C(y)^2 - \frac{2\lambda(1 - \lambda)e}{r^2}\|x - y\|^2 + \gamma_C(v)},
\]

(29)

where (28) follows by the facts that I) \( \gamma_C(x) \lor \gamma_C(y) \leq 1 \) since \( x, y \in C \) II) \( B(r/\sqrt{1 + \epsilon \kappa^2}) \subseteq C \) (implies by the second point of the lemma), and III) \( \gamma_C(u) \leq \|u\|/r' \) whenever \( B(r') \subseteq K \) (see [Mha21 Lemma 2]); and (29) follows by the fact that \( \sqrt{1 - x} \leq 1 - x/2 \), for \( x > 0 \). By (29), if \( v \) is such that \( \|v\| \leq \epsilon(1 - \lambda)/(r\sqrt{1 + \epsilon \kappa^2}) \), we have

\[
\gamma_C(\lambda x + (1 - \lambda)y + v) \leq 1,
\]

and so \( \lambda x + (1 - \lambda)y + v \in C \). Therefore, \( C \) is \( 2\epsilon/(r\sqrt{1 + \epsilon \kappa^2}) \)-strongly convex w.r.t. \( \| \cdot \| \). \( \square \)

**B.5 Proof of Lemma 10.**

**Proof of Lemma 10.** To simplify notation, let \( U := \sqrt{1 - \alpha}C \) and \( K := C^\circ_\alpha = U \lor \sqrt{\epsilon}B(1/r) \). For \( \lambda_* \) as in the lemma’s statement, our first step in this proof is to show that \( \lambda_* = \gamma_{C^\circ_\alpha}(w) \), which reduces to showing that \( \lambda_* \in \inf\{\lambda > 0 : w \in \lambda K\} \). Thanks to a known characterization of the \( L_2 \) set addition (see e.g. [LYZ12 Mo20]), we can write \( K \) as

\[
K = \{\sqrt{1 - \alpha}u + \sqrt{\alpha}v : \alpha \in [0, 1], u \in U, v \in B(1/r)\}.
\]

(30)

Thus, if \( w \in \lambda K \), for \( \lambda > 0 \), then there exists \( \alpha \in [0, 1], u \in U, v \in B(1/r) \) such that \( \lambda\sqrt{1 - \alpha}u + \lambda\sqrt{\alpha}v = w \). By letting \( \gamma = \lambda\sqrt{1 - \alpha} \), the latter equality implies that

\[
\inf_{w' \in U} \|\gamma u' - w\|^2 \leq \|\gamma u - w\|^2 = \lambda^2\alpha\|v\|^2 \leq \lambda^2\alpha/r^2 = (\lambda^2 - \gamma^2)/r^2.
\]

(31)

Thus, rearranging (31) implies that \( \lambda \geq \inf_{\gamma \geq 0, u \in U} \gamma (\gamma, u)^{1/2} = \lambda_* \). We now show that if \( \lambda = \lambda_* \) then \( w \in \lambda K \). Let \( (\gamma_*, u_*) \) be as in the lemma’s statement. First note that if \( \lambda_* = 0 \) we must necessarily have \( \gamma_* = 0 \) which in turn implies that \( w = 0 \). This is not possible under the assumptions of the lemma, and so \( \lambda_* > 0 \). Define \( \alpha_* := 1 - \gamma^2/\lambda_*^2 \). In this case, we have \( w - \lambda\sqrt{1 - \alpha_*}u_* = w - \gamma_*u_* \) (we are considering the case where \( \lambda = \lambda_* \)). Therefore, by definition of \( (\gamma_*, \lambda_*, u_*) \), we have

\[
\|w - \lambda\sqrt{1 - \alpha_*}u_*\|^2 = \lambda^2/r^2 - \gamma^2/r^2 = \lambda_*^2\alpha_*/r^2.
\]
This implies that there exists \( v_s \in \mathbb{B}(1/r) \) such that 
\[ \lambda \sqrt{\alpha_s} v_s = w - \lambda \sqrt{1 - \alpha_s} u_s, \]
which is equivalent to
\[ \lambda \sqrt{1 - \alpha_s} u_s + \lambda \sqrt{\alpha_s} v_s = w. \]  
(32)

Thus, by (30), we have \( w \in \lambda \mathcal{K} \), and so we conclude that \( \lambda_s = \inf \{ \lambda > 0 : w \in \lambda \mathcal{K} \} \).

Now, it remains to show the lower bound on \( \langle z_s, w \rangle \). Let \( \alpha_s \) and \( v_s \) be as in the previous paragraph. We first establish a lower bound on \( \alpha_s \). Since \( \lambda_s = \inf \{ \lambda > 0 : w \in \lambda \mathcal{K} \} \), we have that \( w \) is on the boundary of \( \lambda_s \mathcal{K} \) and so (32) implies that 
\[ \sqrt{1 - \alpha_s} u_s + \sqrt{\alpha_s} v_s \in \partial \mathcal{K}, \]
where \( \partial \mathcal{K} \) denotes the boundary of \( \mathcal{K} \). On the other hand, we know that \( \mathcal{C}^0 \subseteq \mathcal{C}^0 \), which implies that 
\[ (1 - \epsilon)^{-1/2} u_s \in \mathcal{K}. \]  
This rules out the case where \( \alpha_s = 0 \) since this would mean that \( u_s \in \partial \mathcal{K} \). Now, let \( x_s \in \mathop{\text{argmax}}_{x \in \mathcal{C}} \langle x, w \rangle \). Using (32), (33), and that \( \lambda_s = \sigma_{C_s}(w) \), we have
\[ 1 = \langle x_s, w \rangle / \lambda_s = \langle x_s, \sqrt{1 - \alpha_s} u_s + \sqrt{\alpha_s} v_s \rangle \geq \langle x_s, \sqrt{1 - \alpha_s} u_s + \sqrt{\alpha_s} v_s \rangle \]  
for all \( v \in \mathbb{B}(1/r) \), where the last inequality follows by the fact that \( \sqrt{1 - \alpha_s} u_s + \sqrt{\alpha_s} v \in \mathcal{K} \) and \( x \in \mathcal{K} \). Now, since (33) holds for all \( v \in \mathbb{B}(1/r) \) and \( \lambda_s \cdot \alpha_s > 0 \), we have \( \langle x, v_s \rangle \geq \langle x, v \rangle, \forall v \in \mathbb{B}(1/r) \), from which we get that
\[ v_s = \frac{x_s}{\|x_s\|}. \]  
(34)

Similarly, we have \( 1 = \langle x_s, w \rangle / \lambda_s = \langle x_s, \sqrt{1 - \alpha_s} u_s + \sqrt{\alpha_s} v_s \rangle \geq \langle x_s, \sqrt{1 - \alpha_s} u_s + \sqrt{\alpha_s} v_s \rangle \), for all \( u \in \mathcal{U} \), which implies that \( \langle x_s, u_s \rangle \geq \langle x_s, u \rangle \), for all \( u \in \mathcal{U} \). Setting \( u = \sqrt{1 - \epsilon x_s} / (R \|x_s\|) \) (which is guaranteed to be in \( \mathcal{U} = \sqrt{1 - \epsilon} \mathcal{C}^0 \) since \( \mathbb{B}(1/R) \subseteq \mathcal{C}^0 \)), we get that
\[ \langle x_s, u_s \rangle \geq \langle x_s, u \rangle = \frac{\sqrt{1 - \epsilon} \|x_s\|}{\kappa}. \]  
(35)

By plugging (34) and (35) into the inequality in the previous display, we get
\[ 0 \leq \frac{\sqrt{(1 - \epsilon)(1 - \alpha_s)} - 1}{\kappa \sqrt{1 + \kappa^2 \epsilon}} + \frac{\|x_s\|}{r} \sqrt{\alpha_s} \leq \frac{\sqrt{(1 - \epsilon)(1 - \alpha)} - 1}{\kappa \sqrt{1 + \kappa^2 \epsilon}} + \kappa \sqrt{\alpha_s}, \]
where the last inequality follows by the fact that \( x_s \in \mathcal{C}_\epsilon \subseteq \mathcal{C} \subseteq \mathbb{B}(R) \) (Lemma 9 and (14)). This implies that for \( \tilde{\kappa} := \kappa^2 \sqrt{1 + \kappa^2 \epsilon} \)
\[ \alpha_s \geq \frac{\epsilon^2 - (\tilde{\kappa}^2 + 1) \epsilon + 2 \tilde{\kappa}^2 - \tilde{\kappa} \sqrt{\epsilon - 1}(\epsilon - \tilde{\kappa}^2)}{(\tilde{\kappa}^2 - 1)^2} \geq \frac{\epsilon^2}{4 \tilde{\kappa}^2}. \]  
(36)

Now, since \( \gamma_s = \lambda_s \sqrt{1 - \alpha_s} \), we have \( z_s = \lambda_s \sqrt{\alpha_s} v_s \), by (32). Therefore, we have
\[ \langle z_s, v_s \rangle = \lambda_s \sqrt{\alpha_s} \langle v_s, w \rangle = \lambda_s \sqrt{\alpha_s} \langle v_s, w \rangle \geq \lambda_s \sqrt{\alpha_s} \|v_s\| \geq \frac{\lambda_s^2}{r R} \sqrt{\alpha_s} \geq \frac{\lambda_s^2 \epsilon}{2r R \tilde{\kappa}}, \]  
(37)

where (*) follows by (34); (**) follows by the fact that \( x_s \in \mathbb{B}(R) \) as argued earlier; and the last inequality we used (36). It remains to bound \( \lambda_s \) from below. By Lemma 9, we have that \( \mathbb{B}(r) \subseteq C \subseteq \sqrt{1 + \kappa^2 \epsilon} C \). Therefore, since \( \lambda_s = \gamma_s \langle w \rangle = \sigma_{C_s}(w) \), we have that \( \lambda_s \geq \|w\| r / \sqrt{1 + \kappa^2 \epsilon} \), which follows from the fact that \( \mathbb{B}(r) / \sqrt{1 + \kappa^2 \epsilon} \subseteq \mathcal{C}_\epsilon \) and [Mha21] Lemma 2. Plugging this into (37) implies the desired lower bound on \( \langle z_s, v_s \rangle \).
B.6 Proof of Lemma [11]

The indicator function \( \iota_K \) of a set \( K \subseteq \mathbb{R}^d \) is the function \( \iota_K : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) defined by \( \iota_K(x) = 0 \) if \( x \in K \) and \(+\infty\) otherwise.

Proof of Lemma [11]. We first show convexity. The function \( \varphi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) is convex [COS18 Proposition 1]. Therefore, its perspective transform \( (\gamma, w) \mapsto \gamma \varphi(w/\gamma) \) is convex on \( \mathbb{R}^2 \) (see e.g. [HUL04 Proposition 2.2.1]). In particular, for any \( w \in \mathbb{R}^d \), \( \psi : \gamma \mapsto \gamma \varphi(w/\gamma) = \gamma \inf_{u \in \sqrt{\gamma^{-1}C^0}} \| u - w/\gamma \| = \inf_{u \in \sqrt{\gamma^{-1}C^0}} \| u - w \| \) is convex. Thus, since \( x \mapsto x^2 \) is convex and non-decreasing on \( \mathbb{R}_0^+ \), the function \( \gamma \mapsto \psi^2(\gamma) = \inf_{u \in \sqrt{\gamma^{-1}C^0}} \| u - w \|^2 \) is convex. Therefore, since \( \gamma \mapsto \gamma^2 \) is 1-strongly convex, the function \( \gamma \mapsto \gamma^2 + r^2 \psi^2(\gamma) \) is also 1-strongly convex.

Now we show that \( \Theta : \gamma \mapsto \gamma^2 + r^2 \psi^2(\gamma) \) is differentiable. For this it suffice to show that \( \varphi^2 \) is differentiable, since \( \psi^2(\gamma) = \gamma^2 \varphi^2(w/\gamma) \). The function \( \varphi^2 \) can be written as

\[
\varphi^2(w) = \inf_{u \in \mathbb{R}^d} \left\{ \iota_{\sqrt{\gamma^{-1}C^0}}(u) + \| u - w \|^2 \right\},
\]

which is the Moreau envelop of the indicator function \( \iota_{\sqrt{\gamma^{-1}C^0}} \) of the set \( \sqrt{\gamma^{-1}C^0} \), and so it is \( C^1 \) [Mor62 Mor63]. Furthermore, the derivative of \( \Theta \) is given by

\[
\Theta'(\gamma) = 2\gamma + 2r^2 u^*_\gamma (\gamma u^* - w), \quad \text{for all } \gamma \in (0, b],
\]

where \( u^*_\gamma \in \arg\min_{u \in \sqrt{\gamma^{-1}C^0}} \| \gamma u - w \| \). Using that \( C^0 \subseteq \mathbb{B}(1/r) \), we get that

\[
|\Theta'(\gamma)| \leq 2(\gamma + r^2 \gamma \| u^*_\gamma \|^2 + r^2 \| u^*_\gamma \| \| w \|) \leq 2(2b + r \| w \|), \quad \forall \gamma \in (0, b],
\]

where we used that \( \| u^*_\gamma \|^2 \leq 1/r^2 \) (since \( u^*_\gamma \in C^0 \subseteq \mathbb{B}(1/r) \)). This shows the Lipschitzness claim for \( \Theta \).

\( \square \)

B.7 Proof of Proposition [13]

For the proof of Proposition [13] we need to introduce a few notions. For a set \( K \subseteq \mathbb{R}^d \), we define \( \mathbb{B}(K, \delta) \) as the set of all \( x \) such that \( \| x - y \| \leq \delta \) for some \( y \in K \). We also define \( \mathbb{B}(K, -\delta) \) as the set of all \( x \) such that \( \forall y \in \mathbb{B}(\delta) \) then \( x + y \in K \). For a convex function \( f : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \), we let \( \text{dom}(f) := \{ x \in \mathbb{R}^d : f(x) < +\infty \} \) be its domain. We now define the epigraph of a convex function:

Definition 19 (Epigraph). The epigraph of a function \( f : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) is the defined as the set

\[
\text{epi}(f) := \{(x, v) \in \mathbb{R}^d \times \mathbb{R} : f(x) \leq v\}.
\]

We now defined two types of Oracles that will be useful in the proof of Proposition [13].

Definition 20 (Separation Oracle (SEP) [LSV18]). Queried with a vector \( y \in \mathbb{R}^d \) and a real number \( \delta \in (0, 1) \), with probability \( 1 - \delta \), the Oracle either

- asserts that \( y \in \mathbb{B}(K, \delta) \), or
- finds a vector \( c \in \mathbb{R}^d \) such that \( y \in \mathbb{B}(K, \delta) \) and \( c^T x \leq c^T y + \delta \), for all \( x \in \mathbb{B}(K, -\delta) \).

We let \( \text{SEP}_\delta(K) \) be the time complexity of this oracle.

In the next definition, we let \( f : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) be a closed convex function.
We let \( \text{GRAD} \) be a Subgradient Oracle. Further, let \( K \subseteq \subset \) where \( s, b \).
Thus, we can define one call to the available Oracles.

Now, suppose that \( \text{SEP} \) is a Separation Oracle for the set \( K \). Combining this with the fact that \( \text{SEP} \) is a Separation Oracle for \( f \) and a Separation Oracle of its domain.

**Lemma 22.** Let \( b > 0 \) and \( f : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{+\infty\} \) be a closed convex function s.t. \( \sup_{x \in \text{dom}(f)} f(x) \leq b \). Further, let \( K := \text{dom}(f) \) and suppose that we have a Separation Oracle \( \text{SEP}(K) \) for the set \( K \) and a Subgradient \( \text{GRAD}(f) \) for \( f \) that can be queried on any point \( x \in K \). Then, a Separation Oracle for \( K_f := \text{epi}(f) \cap \{ (y,v) : v \leq b \} \) can be implemented with 1 call to \( \text{SEP}(K) \) and \( \text{GRAD}(f) \).

**Proof.** Let \( z = (x,v) \in \mathbb{R}^{d+1} \). Using the available Oracles in lemma's statement, we will show that it is possible to build a Separation Oracle \( \text{SEP}(K_f) \) whose output \( \tilde{c} \) on input \( z \) requires only one call to the available Oracles.

Query \( \text{SEP}(K) \) with input \( x \). First, suppose that \( \text{SEP}(K) \) asserts that \( x \in K \). In this case, query \( \text{GRAD}(f) \) with input point \( x \) and let \((s,g)\) be its output. In this case, we have \( s = f(x) \) and
\[
s + g^\top (y - x) \leq f(y), \quad \text{for all } y \in \mathbb{R}^d.
\] (38)
If \( s \leq v \leq b \), our desired Separation Oracle \( \text{SEP}(K_f) \) asserts that \( (x,v) \in K_f \). Otherwise, from (38) it follows that
\[
v \leq s \implies (g, -1)^\top (x, v) \geq (g, -1)^\top (y, f(y)) \geq (g, -1)^\top (y, v'), \quad \forall (y, v') \in K_f,
v \geq b \implies (0, 1)^\top (x, v) \geq (0, 1)^\top (y, v'), \quad \forall (y, v') \in K_f.
\]
Now, suppose that \( \text{SEP}(K) \) does not assert that \( x \in K \), and let \( c \) be its output. In this case, we have \( c^\top x \geq c^\top y \), for all \( y \in K \). Combining this with the fact that \( (y,v') \in K_f \) only if \( y \in K \), we get that
\[
(c, 0)^\top (x, v) \geq (c, 0)^\top (y, v'), \quad \forall (y, v') \in K_f.
\]
Thus, we can define \( \text{SEP}(K_f) \) to be the Oracle that given input \( z = (x, v) \) asserts \( z \in K_f \) when \( x \in K \) and \( s \leq v \leq b \). And, otherwise, outputs \( \tilde{c} \) such that
\[
\tilde{c} := \begin{cases} 
(g, -1), & \text{if } x \in K \text{ and } v \leq s, \\
(0, 1), & \text{if } x \in K \text{ and } b \leq v, \\
(c, 0), & \text{if } x \notin K,
\end{cases}
\]
where \( s, b, g \) and \( c \) are as above.

We base our proof of Proposition on the following reduction from Separation to Linear Optimization:
Theorem 23 (Theorem 15 of [LSV18] rephrased). Let $\mathcal{K} \subset \mathbb{R}^d$ be a convex set satisfying $\mathbb{B}(r) \subseteq \mathcal{K} \subseteq \mathbb{B}(R)$ and let $\kappa := R/r$. For any $c \in \mathbb{R}^d$ and $\varepsilon \in (0, 1)$, there exists an algorithm that given input $(c, \varepsilon)$ outputs $x$ such that, with probability $1 - \varepsilon$,

$$x \in \mathbb{B}(\mathcal{K}, R\varepsilon) \quad \text{and} \quad c^\top x \leq \min_{y \in \mathcal{K}} c^\top y + R\varepsilon \|c\|.$$ 

Furthermore, the algorithm returns $x$ with an expected running time of $O(d \cdot \text{SEP}_d(\mathcal{K}) \ln(d\kappa/\varepsilon) + d^3 \ln^2(1/\varepsilon))$.

Theorem 23 leads to the following proposition:

Proposition 24. Let $\mathcal{K} \subset \mathbb{R}^d$ be a convex set satisfying $\mathbb{B}(r) \subseteq \mathcal{K} \subseteq \mathbb{B}(R)$ and let $\kappa := R/r$. For any $c \in \mathbb{R}^d$ and $\varepsilon \in (0, 1)$, there exists an algorithm $A$ that given input $(c, \varepsilon)$ outputs $x$ such that, with probability $1 - \varepsilon$,

$$x \in \mathbb{B}(\mathcal{K}) \quad \text{and} \quad c^\top x \leq \min_{y \in \mathcal{K}} c^\top y + R\varepsilon \|c\|, \quad (39)$$

Furthermore, the algorithm returns $x$ with an expected running time of $O(d \cdot \text{SEP}_d(\mathcal{K}) \ln(d\kappa/\varepsilon) + d^3 \ln^2(1/\varepsilon))$.

The difference between Proposition 24 and Theorem 23 is that in the former the vector $x$ is in $\mathbb{B}(\mathcal{K})$ instead of $\mathbb{B}(\mathcal{K}, R\varepsilon)$.

Proof of Proposition 24. Let $x'$ be the output of the algorithm in Theorem 23 given input $(c, \varepsilon')$, where $\varepsilon' := \varepsilon/(3\kappa)$. First, we note that $\min_{y \in \mathcal{K}} c^\top y = -\sigma_{\mathcal{K}}(-c) \leq -r \|c\|$, where the last inequality follows by [Mha21, Lemma 2]. This, together with the guarantee on $x'$ from Theorem 23 and the fact that $\varepsilon \leq 1$, implies that with probability at least $1 - \varepsilon$,

$$x' \in \mathbb{B}(\mathcal{K}, R\varepsilon') \quad \text{and} \quad c^\top x' \leq \min_{y \in \mathcal{K}} c^\top y + \varepsilon' R \|c\| \leq -r \|c\| + \varepsilon R/(3\kappa) \leq 0. \quad (40)$$

In what follows, we condition on the event that (40) holds. Now, by Lemma [Mha21, Lemma 10], we can compute $\tilde{\gamma}$ such that $\gamma_{\mathcal{K}}(x') \leq \tilde{\gamma} \leq \gamma_{\mathcal{K}}(x') + \varepsilon/3$. using at most $\lceil \log_2(48k^2/\varepsilon) \rceil$ calls to $\text{SEP}(\mathcal{K})$. We let $x = x' / \tilde{\gamma}$ be the output of Algorithm $A$ in the Corollary’s statement given input $(c, \varepsilon)$. We now show that $x$ satisfies (39). By the fact that $\tilde{\gamma} \geq \gamma_{\mathcal{K}}(x')$ and positive homogeneity of the Gauge function, we have $\gamma_{\mathcal{K}}(x) = \gamma_{\mathcal{K}}(x') / \tilde{\gamma} \leq 1$, and so $x \in \mathcal{K}$. On the other hand, by the fact that $\tilde{\gamma} \leq \gamma_{\mathcal{K}}(x') + \varepsilon/3$ and the guarantee of $x'$ in (40), we have

$$R\varepsilon \|c\|/3 + \min_{y \in \mathcal{K}} c^\top y \geq c^\top x' \overset{(*)}{=} \gamma_{\mathcal{K}}(x') c^\top x' \geq \gamma_{\mathcal{K}}(x') c^\top x' - \varepsilon |c^\top x'|/3, \quad (41)$$

where $(*)$ follows by the fact that $c^\top x' \leq 0$ (see (40)) and $\tilde{\gamma} \leq \gamma_{\mathcal{K}}(x') + \varepsilon/3$. Now, since $x' \in \mathbb{B}(\mathcal{K}, R\varepsilon')$ (see (40)), there exists $y \in \mathcal{K}$ such that $\|x' - y\| \leq R\varepsilon'$. Using this and the subadditivity of the Gauge function, we have

$$\gamma_{\mathcal{K}}(x') \leq \gamma_{\mathcal{K}}(y) + \gamma_{\mathcal{K}}(x' - y) \leq 1 + \|x' - y\|/r \leq 1 + \kappa \varepsilon' \leq 1 + \varepsilon/3, \quad (42)$$

where the second inequality follows by the fact that $\mathbb{B}(r) \subseteq \mathcal{K}$ and [Mha21, Lemma 2]. Plugging (42) into (41) and using that $c^\top x \leq 0$ (see (40)), we get that

$$R\varepsilon \|c\|/3 + \min_{y \in \mathcal{K}} c^\top y \geq c^\top x - |c^\top x|\varepsilon/3 - |c^\top x|\varepsilon/3,$$

Using this and the Cauchy Schwarz inequality, we get the desired inequality. \qed
We now use Proposition 24 to give an upper bound on the complexity of optimizing a convex function.

**Proposition 25.** Let $K$ be a closed convex set satisfying $B(r) \subseteq K \subseteq B(R)$, and let $f : K \to \mathbb{R}$ be a closed convex function such that $\sup_{y \in K} f(y) - \inf_{y \in K} f(y) \leq B/2$, for some $B > 0$. Then, for any $\varepsilon \in (0, 1)$, there exists an algorithm that outputs $x$ on input $\varepsilon$ s.t., with probability at least $1 - \varepsilon$,

$$f(x) \leq \inf_{y \in K} f(y) + \varepsilon \cdot (1 + B),$$

Furthermore, the algorithm outputs $x$ with an expected running time of

$$O(d(\operatorname{SEP}(K) + \operatorname{GRAD}(f)) \ln(dk)B/\varepsilon) + d^3 \ln^{O(1)}(dkB/\varepsilon), \quad \text{where} \quad \kappa := \frac{R}{r}.$$

**Proof.** Let $g : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be the closed convex function defined by $g(x) = f(Rx)$ if $x \in K/R$ and $g(x) = +\infty$, otherwise. Define the sets $K' = \text{dom}(g)$ and

$$K_g := \text{epi}(g) \cap \left\{ (y, v) \in \mathbb{R}^d \times \mathbb{R} : v \leq B \right\}.$$

Since $\sup_{y' \in K'} g(y') - \inf_{y' \in K'} g(y') = \sup_{y \in K} f(y) - \inf_{y \in K} f(y) \leq B/2$ and $B(1/\kappa) \subseteq K' \subseteq B(1)$, we have that

$$B((\kappa \land (B/2))^{-1}) \subseteq K_g \subseteq B(1 \lor B).$$

Let $A$ be the algorithm in Proposition 24 instantiated with $(K = K_g, r = (\kappa \land (B/2))^{-1}, R = 1 \lor B)$, and let $z = (x', v)$ be the output of $A$ given input $(c, \varepsilon)$, where $c = (0, 1)$. Then, by Proposition 24 and the fact that $K_g \subseteq B(1 + B)$, we have, with probability at least $1 - \varepsilon$,

$$(x', v) \in K_g \quad \text{and} \quad v = c^T(x', v) \leq \min_{(y', s) \in K_g} c^T(y', s) + (1 + B)\varepsilon. \quad (43)$$

Furthermore, $A$ outputs $x$ with an expected running time of

$$O(d \cdot \operatorname{SEP}(K_g) \ln(dk)B/\varepsilon) + d^3 \ln^{O(1)}(dkB/\varepsilon))$$

which, by Lemma 24, is equal to $O(d(\operatorname{SEP}(K) + \operatorname{GRAD}(f)) \ln(dk)B/\varepsilon) + d^3 \ln^{O(1)}(dkB/\varepsilon))$. For the rest of this proof, we condition on the event that (43) holds. Let $y_* \in \arg\min_{y \in K'} g(y)$ and $v_* := g(y_*)$, and note that $(y_*, v_*) \in K_g$ and $g(y_*) = \inf_{y \in K} f(y)$. Thus, instantiation (43) with $(y', s) = (y_*, v_*)$ we obtain that,

$$v \leq g(y_*) + \varepsilon \cdot (1 + B) = \inf_{y \in K} f(y) + \varepsilon \cdot (1 + B).$$

Now, the fact that $(x', v) \in K_g$ implies that $x' \in K/R$ and $g(x') \leq v$. Thus, the vector $x := Rx'$ satisfies

$$f(x) = g(x') \leq v \leq \inf_{y \in K} f(y) + \varepsilon \cdot (1 + B).$$

This completes the proof. □

**Proof of Proposition 13.** Let $f : U \to \mathbb{R}$ be the convex function defined by $f(u) := \|\gamma u - w\|^2$, for $\gamma$, $w$, and $U$ as in the lemma’s statement. Note that for any point $u \in U$, we have $\nabla f(u) = 2\gamma(\gamma u - w)$. Thus, a Subgradient Oracle for $f$ on $K$ can be implemented with complexity $\operatorname{GRAD}(f) \leq O(d)$. Furthermore, by definition of the polar set $C^o$, a Separation Oracle for the latter
Algorithm 7 Golden-section search for optimizing the function $\Theta$ in Lemma 11 $A_{GS}(w, \delta)$

Require: Input point $w \in \mathbb{R}^d \setminus \{0\}$ and $\delta \in (0, 1)$. $A_{proj}^U$ as in Proposition 13.

Set $\varphi := (\sqrt{5} + 1)/2$ and $K = \left\lfloor \log_\varphi^{-1} \frac{8n^2\|w\|^2 + 4s|\|w\|^2|}{8} \right\rfloor$. // $\kappa = \frac{\beta}{r}$ with $r, R$ as in (13)

Define $\Theta() := (\cdot)^2 + r^2/\gamma A_{proj}^U(w, \cdot, \frac{\hat{\varphi}}{\sqrt{K}}) - \|w\|^2$.

Let $\gamma_1 = 0$, and $\mu_1 = R\|w\|$.

Set $\gamma_i = \mu_i - (\mu_i - \gamma_{i-1})\varphi^{-1}$ and $\mu_i = \gamma_1 + (\mu_1 - \gamma_1)\varphi^{-1}$.

Set $\tilde{\theta}_{\gamma,i} = \tilde{\Theta}(\gamma_i)$ and $\tilde{\theta}_{\mu,i} = \tilde{\Theta}(\mu_i)$

for $i = 1, \ldots, K$ do

if $\tilde{\theta}_{\gamma,i} < \tilde{\theta}_{\mu,i}$ then

Set $\gamma_{i+1} = \gamma_i$ and $\mu_{i+1} = \mu_i$.

Set $\tilde{\gamma}_{i+1} = \mu_{i+1} - (\mu_{i+1} - \gamma_{i+1})\varphi^{-1}$ and $\tilde{\mu}_{i+1} = \gamma_{i+1}$.

Set $\tilde{\theta}_{\gamma,i+1} = \tilde{\Theta}(\tilde{\gamma}_{i+1})$ and $\tilde{\theta}_{\mu,i+1} = \tilde{\Theta}(\tilde{\mu}_{i+1})$

else

Set $\gamma_{i+1} = \tilde{\gamma}_i$ and $\mu_{i+1} = \mu_i$.

Set $\tilde{\gamma}_{i+1} = \tilde{\mu}_i$ and $\tilde{\mu}_{i+1} = \gamma_{i+1} + (\mu_{i+1} - \gamma_{i+1})\varphi^{-1}$.

Set $\tilde{\theta}_{\gamma,i+1} = \tilde{\Theta}(\tilde{\mu}_i)$ and $\tilde{\theta}_{\mu,i+1} = \tilde{\Theta}(\tilde{\mu}_{i+1})$

done if

Return $\hat{\gamma} = (\gamma_K + \mu_K)/2$.

(and as a result for $U$) can be implemented with one call to an LOO for $C$. So we have available a Separation Oracle $\text{SEP}(U)$.

Since $U = \sqrt{1 - \epsilon}C^c \subseteq C^c \subseteq B(1/r)$ and $\gamma \in (0, b]$, we have $(\max_{u \in U} f(u) - \min_{v \in U} f(v)) \leq \frac{2b^2}{r} + 2\|w\|^2$. Instantiating Proposition 25 with $\epsilon = \delta/(1 + 4b^2/r^2 + 4\|w\|^2)$ and $B = 4b^2/r^2 + 4\|w\|^2$ yields an algorithm $A_{proj}^U$ that outputs $z \in U$ with our desired suboptimality and computational complexity guarantees.

B.8 Proof of Lemma 14

For the proof of Lemma 14, we need the following result on the Golden-search algorithm in Alg. 7:

Lemma 26. Let $(\tilde{\theta}_{\gamma,i}, \tilde{\theta}_{\mu,i}, \gamma_i, \mu_i, \varphi, K)$ be as in Algorithm 7 and for $\epsilon > 0$ define the event

$$
E := \{ |\tilde{\theta}_{\gamma,i} - \Theta(\gamma_i)| \vee |\tilde{\theta}_{\mu,i} - \Theta(\mu_i)| \leq \epsilon, \forall i \in [K] \}.
$$

If $E$ holds, then $\min_{\gamma \in [\gamma_i, \mu_i]} \Theta(\gamma) \leq \min_{\gamma \geq 0} \Theta(\gamma) + 2(i - 1)\varphi\epsilon$, for all $i \in [K]$.

Proof. We proceed by induction. By Lemma 10, we have $\lambda_s = \sigma_c(w)$, which together with the fact that $C_e \subseteq C \subseteq B(R)$ implies that $\gamma_s \leq \lambda_s \leq R\|w\|$, where $\gamma_s \in \arg\min_{\gamma \in R} \Theta(\gamma)$. Thus, the claim of the lemma holds for $i = 1$ since $\gamma_1 = 0$ and $\mu_1 = R\|w\|$. Now suppose the claim holds for $i$, and we will show that it holds for $i + 1$. Assume without loss of generality that $\tilde{\theta}_{\mu,i} > \tilde{\theta}_{\gamma,i}$. In this case, we have $\mu_{i+1} = \mu_i$ and $\gamma_{i+1} = \gamma_i$; and by (44), we have

$$
\Theta(\gamma_i) < \Theta(\mu_i) + 2\epsilon.
$$

Let $\nu_i \in \arg\min_{\nu \in [\gamma_i, \mu_i]} \Theta(\nu)$. If $\nu_i \in [\gamma_i, \mu_i]$, then $\min_{\gamma \in [\gamma_{i+1}, \mu_{i+1}]} \Theta(\gamma) \leq \min_{\gamma \in [\gamma_i, \mu_i]} \Theta(\gamma) \leq \min_{\gamma \geq 0} \Theta(\gamma) + 2i\varphi\epsilon$, by the induction hypothesis. Now, suppose that $\nu_i \in (\mu_i, \mu_i)$.
By convexity of $\Theta$ (Lemma 11), we have $\Theta(\hat{\mu}_i) + \Theta'(\hat{\mu}_i) \cdot (\hat{\gamma}_i - \hat{\mu}_i) \leq \Theta(\hat{\gamma}_i)$. Plugging this into (45), we get that $\Theta'(\hat{\mu}_i) \cdot (\hat{\gamma}_i - \hat{\mu}_i) \leq 2\epsilon$. This, together with the fact that $\Theta'(\hat{\mu}_i) < 0$ (since $\nu_i \in (\hat{\mu}_i, \mu_i]$ and $\Theta$ is convex) implies that

$$|\Theta'(\hat{\mu}_i)| \cdot (\hat{\mu}_i - \hat{\gamma}_i) \leq 2\epsilon.$$  

Combining this with the fact that $\Theta(\hat{\mu}_i) \leq \Theta'(\hat{\mu}_i) \cdot (\hat{\mu}_i - \nu_i) + \Theta(\nu_i)$ implies that

$$\Theta(\hat{\mu}_i) \leq 2\epsilon \varphi + \Theta(\nu_i), \quad (46)$$

where we used that $(\nu_i - \hat{\mu}_i) \leq (\mu_i - \hat{\mu}_i) \leq \varphi \cdot (\hat{\mu}_i - \hat{\gamma}_i)$. Using (46), together with $\Theta(\nu_i) = \min_{\gamma \in [\nu_i, \mu_i]} \Theta(\gamma) \leq \min_{\gamma \geq 0} \Theta(\gamma) + 2(1 - 1)\varphi \epsilon$ (by the induction hypothesis), we get that

$$\min_{\gamma \in [\nu_i, \mu_i]} \Theta(\gamma) \leq \Theta(\hat{\mu}_i) = \Theta(\mu_i) \leq \min_{\gamma \geq 0} \Theta(\gamma) + 2i \epsilon \varphi,$$

which completes the induction. \hfill \square

**Proof of Lemma 14.** Let $(\tilde{\gamma}_i, \hat{\mu}_i, \hat{\gamma}_i, \hat{\mu}_i, \gamma_i, \mu_i)$ be as in Algorithm 7. Further, let $\Theta: \gamma^2 + r^2 \inf_{u \in \mathbb{R}^d} \|\lambda u - w\|^2$ and $\gamma_* \in \arg\min_{\gamma \geq 0} \Theta(\gamma)$. By Proposition 13 and a union bound, we have that with probability at least $1 - \delta$,

$$|\tilde{\gamma}_i - \Theta(\hat{\gamma}_i)| \vee |\tilde{\mu}_i - \Theta(\hat{\mu}_i)| \leq r^2 \delta', \quad \forall i \in [K],$$

where $\delta' = \delta/(4K \varphi)$ Let $E$ be the event in (17). For the rest of this proof, we condition on the event $E$. By Lemma 26, we have

$$\min_{\gamma \in [\gamma_K, \mu_K]} \Theta(\gamma) \leq 2K^2 r^2 \varphi \delta' + \Theta(\gamma_*). \quad (48)$$

Now, by the fact that $\Theta$ is convex, $(4R\|w\| + 2r\|w\|)$-Lipschitz on $(0, R\|w\|)$ (Lemma 11), and $[\gamma_K, \mu_K] \subseteq [0, R\|w\|]$, we have

$$\Theta(\hat{\gamma}) \leq \min_{\gamma \in [\gamma_K, \mu_K]} \Theta(\gamma) + (4R\|w\| + 2r\|w\|) \cdot (\mu_K - \gamma_K),$$

$$\leq 2K^2 r^2 \varphi \delta' + (4R\|w\| + 2r\|w\|) \cdot (\varphi - 1)^K + \Theta(\gamma_*), \quad (49)$$

where the last inequality follows by (48) and the fact that $\mu_i - \gamma_i \leq (\varphi - 1)(\mu_{i-1} - \gamma_{i-1})$, for all $i \in [2..K]$, and $\mu_1 - \gamma_1 = R\|w\|$. Substituting the expression of $K$ from Algorithm 7 into (49), leads to the desired result. \hfill \square

**B.9 Proof of Lemma 15.**

**Proof of Lemma 15.** Let $\epsilon, \delta \in (0, 1)$, $w \in \mathbb{R}^d \setminus \{0\}$, and $\mathcal{U} := \sqrt{1 - \delta}C^\circ$. Consistent with Algorithm 5, we let $\tilde{w} := w/\|w\|$ and note that

$$\arg\min_{\|v\| \leq \|w\|} \langle v, w \rangle = \arg\min_{\|v\| \leq \|w\|} \langle v, \tilde{w} \rangle. \quad (50)$$

Further, define $S(\gamma) := \inf_{u \in \mathcal{U}} \|\gamma u - \tilde{w}\|$, $\Theta: \gamma \mapsto \gamma^2 + r^2 S(\gamma)^2$, and let $u_\gamma \in \arg\min_{u \in \mathcal{U}} \|\gamma u - \tilde{w}\|^2$. When $\gamma = \gamma_*$, we have $u_* = u_\gamma$, where $\gamma_*$ and $u_*$ are as in Lemma 10 with $w$ replaced by $\tilde{w}$; that is

$$(\gamma_*, u_*) \in \arg\min_{\gamma \geq 0, u \in \sqrt{1 - \delta}C^\circ} \{\gamma^2 + r^2 \|\gamma u - \tilde{w}\|^2\}.$$
Also, consistent with Lemma 10, we let \( \lambda_* := \sqrt{\gamma_*^2 + r^2\|\gamma u_* - \bar{w}\|^2} \). Throughout, we will use the fact that \( \lambda_* = \sigma_C(\bar{w}) \) (follows from Lemma 10), which together with the fact that \( C_e \subseteq C \subseteq B(R) \) implies
\[
\gamma_* \leq \lambda_* \leq R\|\bar{w}\| = R.
\] (51)

We first show that \( \Delta := \|\gamma_* \hat{u} - \bar{w}\|^2 - \|\gamma_* u_* - \bar{w}\|^2 \leq O(\delta^{1/2}) \) \( \hat{u} \) defined in Alg. 5. We have
\[
\Delta = \left[ \gamma_* \hat{u} - \bar{w} \right] \left[ \gamma_* \hat{u} - \bar{w} \right] = \left[ \gamma_* \hat{u} - \bar{w} \right] \left[ \gamma_* \hat{u} - \bar{w} \right] + \gamma_*^2 r^2 + \|\gamma_* u_* - \bar{w}\|^2 - \left( \gamma_*^2 r^2 + \|\gamma_* u_* - \bar{w}\|^2 \right)
\]
\[
= \underbrace{\gamma_*^2 r^2 - \gamma_*^2 r^2}_{A} + \underbrace{\gamma_*^2 r^2}_{B} + \underbrace{\|\gamma_* u_* - \bar{w}\|^2 - \|\gamma_* u_* - \bar{w}\|^2}_{D}.
\] (52)

We now bound each term on the RHS of (52). By Lemma 14 and the fact that \( \Theta \) is 1-strongly convex (Lemma 11), we have
\[
|\gamma_* - \gamma_*|^2/2 \leq |\Theta(\gamma) - \Theta(\gamma_*)| \leq r^2\delta.
\] (53)

Let \( \mathcal{E}_1 \) be the event that (53) holds. Proposition 13 guarantees that \( \hat{u} \in \mathcal{U} \) and so \( \|\hat{u}\| \leq 1/r \). Using this and (53), we can bound the terms \( A, B, \) and \( C \) in (52) in terms of \( b := 2R + (2\delta)^{1/2}r \geq \bar{\gamma} + \gamma_* \) (the inequality follows by (54) and (55)) under the event \( \mathcal{E}_1 \) as
\[
A = (\gamma_*^2 - \gamma_*^2)\|\hat{u}\|^2 - 2(\gamma_* - \gamma_*)\langle \hat{u}, \bar{w} \rangle \leq (2\delta)^{1/2}b/r + (8\delta)^{1/2},
\] (54)
\[
B = \frac{\Theta(\gamma) - \Theta(\gamma_*)}{r^2} \leq \delta, \quad C = (\gamma_* - \gamma)(\bar{\gamma} + \gamma_*)/r^2 \leq \frac{b(2\delta)^{1/2}}{r},
\] (55)

Proposition 13 immediately implies that
\[
D \leq \delta.
\] (56)

with probability at least \( 1 - \delta \). Let \( \mathcal{E}_2 \) be the event that (56) holds. Define the event \( \mathcal{E} := \mathcal{E}_1 \cap \mathcal{E}_2 \) and note that \( \mathbb{P}[\mathcal{E}] \geq 1 - 2\delta \) via a union bound. In what follows, we assume that \( \mathcal{E} \) holds. By (52), (54), (55) and (56), we have
\[
\|\gamma_* \hat{u} - \bar{w}\|^2 - \inf_{v \in \gamma_* \mathcal{U}} \|v - \bar{w}\|^2 = \|\gamma_* \hat{u} - \bar{w}\|^2 - \|\gamma_* u_* - \bar{w}\|^2 \leq C_{\delta, w},
\] (57)

where \( C_{\delta, w} := 2\delta + (8\delta)^{1/2} (\frac{b}{r} + 1) \). Since \( \hat{u} \in \mathcal{U} \) (and hence \( \gamma_* \hat{u} \in \gamma_* \mathcal{U} \)) and the function \( v \mapsto \|v - \bar{w}\|^2 \) is 1-strongly convex on \( \gamma_* \mathcal{U} \), (57) implies that \( \|\gamma_* \hat{u} - \gamma_* u_*\|^2 \leq 2C_{\delta, w} \). Using this and (53), we have
\[
\|\gamma_* \hat{u} - \gamma_* u_*\|^2 \leq 2C_{\delta, w} + (\gamma_*^2 - \gamma_*^2)\|\hat{u}\|^2 - 2(\gamma_* - \gamma_*)\gamma_0 \langle \hat{u}, u_* \rangle
\]
\[
\leq C_{\delta, w} \quad \leq 2(\delta)^{1/2}b/r + (8\delta)^{1/2}r,
\] (58)

where we used the fact that \( \gamma_* \leq R, \|\hat{u}\| \vee \|u_*\| \leq 1/r \), and \( \bar{\gamma} - \gamma_* \leq (2\delta)^{1/2}r \). We now use (58) to show the claim of the lemma. Let \( \hat{z} := \hat{w} - \gamma_* \hat{u} \) and \( z_* := \bar{w} - \gamma_* u_* \). From (58), we have
\[
|\langle \hat{w}, \hat{z} \rangle - \langle \bar{w}, z_* \rangle|^2 \leq C'_{\delta, w},
\] and so since \( \langle \bar{w}, z_* \rangle \geq \nu := \frac{2}{2\delta + (\delta)^{1/2}r} \) (Lem. 10), we have
\[
\frac{1}{\langle \bar{w}, \hat{z} \rangle} \leq \frac{1}{\langle \bar{w}, z_* \rangle} - \sqrt{C'_{\delta, w}} \leq \frac{1}{\langle \bar{w}, z_* \rangle} \left( 1 + \frac{2\sqrt{C'_{\delta, w}}}{\nu^2} \right) \leq \frac{1}{\langle \bar{w}, z_* \rangle} + \frac{2\nu}{\nu^2},
\] (59)
where the second inequality follows by the fact that \(1/(1-x) \leq 1 + 2x\), for all \(x \in [0,1/2]\), and the fact that

\[
\frac{C'_{δ,w}}{(w, z_*)^2} \leq \frac{C'_{δ,w}}{\nu^2} \leq \frac{64\sqrt{δκ}^{12}(7\sqrt{δ} + 8\sqrt{2κ})}{\epsilon^2} \leq 1/4,
\]

by the range restriction on \(δ\). Also from (58), we immediately get

\[
\| \hat{z} - z_* \|^2 \leq C'_{δ,w}.
\]

Let \(λ_2^2 := γ_2^2 + r^2\|γ_*u_* - \bar{w}\|^2\) and \(\hat{λ} := γ_2^2 + r^2\|γ_u - \bar{w}\|^2\). By (55) and (56), we also have

\[
r^2δ + (2δ)^{1/2}br \geq r^2(B + D) \geq |\hat{λ}^2 - λ_2^2| \geq |\hat{λ} - λ_*| \cdot λ_* \geq |\hat{λ} - λ_*| \frac{r}{\sqrt{1 + κ^2}δ},
\]

where the last inequality follows by the fact that \(λ_* = σ_c(\bar{w})\) and \(B(r)/\sqrt{1 + κ^2} \subseteq C_c\), which implies that \(λ_* \geq \|\bar{w}\|/r\sqrt{1 + κ^2}\) (see proof of Lemma 10). Rearranging (60), we get

\[
|\hat{λ} - λ_*| \leq \frac{(rδ + (2δ)^{1/2}b)\sqrt{1 + κ^2}}{\|\bar{w}\|} \leq \tilde{C}_{δ,w} := \frac{6\sqrt{δ}(κ + 1)R(\|\bar{w}\| + 1)}{\|\bar{w}\|},
\]

where the last inequality follows by definition of \(b\) and the fact that \(ε, δ \in (0,1)\). Let \(v_* := λ_*/(z_* - \bar{w})\) \((z_*, \bar{w}) > 0\) by Lemma 10, then by Lemma 10 and (50), we have

\[
v_* \in \arg \min_{v \in C_c} (v, w),
\]

and

\[
\| \hat{v} - v_* \| = \frac{|\hat{λ} - λ_*|}{\|\bar{w}\|} \leq 2\sqrt{\frac{C'_{δ,w}}{\nu^2}}\|\hat{λ}\| + \frac{\|\hat{λ} - λ_*\|}{\|\bar{w}\|} \|\hat{z} - z_*\| + \frac{\|z_*\|}{\|\bar{w}\|} |\hat{λ} - λ_*|,
\]

where the last step follows by the triangle inequality and by (59). Now, by the facts that \(\|\hat{z}\| \leq \|\bar{w}\| + γ_*\|\bar{u}\| + γ_2\|\bar{u}\| \leq (1 + κ) + (2δ)^{1/2}r\), \(\|\bar{u}\| \leq 1/r\), and \(\|\hat{λ}\| \leq λ_* + \tilde{C}_{δ,w} \leq R + \tilde{C}_{δ,w}\) (by (61) and (51)), we get

\[
\| \hat{v} - v_* \| \leq 2\sqrt{\frac{C'_{δ,w}}{\nu^2}}(R + \tilde{C}_{δ,w})(1 + κ) + (2δ)^{1/2} + \frac{(R + \tilde{C}_{δ,w}) \cdot \sqrt{\frac{C'_{δ,w}}{\nu^2}}}{\nu^2} + \frac{(1 + κ)\tilde{C}_{δ,w}}{\nu^2},
\]

\[
\leq \frac{722Rδ^{1/4}κ^3/ν^2}{ε^2},
\]

\[
\leq \frac{4052Rδ^{1/4}κ^15}{ε^2},
\]

where to get to (63) we simplified expressions using that \(κ \geq 1\) and \(δ \leq 1\), and the last inequality we used that \(ν = ε/(2κ^3(1 + κ^2)ε^{3/2}) \geq ε/(2^{5/2}κ^6)\). Now, by sub-additivity of the Gauge function and the fact that \(γ_{C_c}(\cdot) \leq \sqrt{1 + εκ^2}\|\cdot\|/r\) (since \(B(r) \subseteq \sqrt{1 + εκ^2}C_c\)), we have

\[
γ_{C_c}(\hat{v}) \leq γ_{C_c}(v_*) + γ_{C_c}(\hat{v} - v_*) \leq 1 + \sqrt{1 + εκ^2}\|\hat{v} - v_*\|/r, \quad (\text{since } v_* \in C_c \text{ by (16)}
\]

\[
\leq 1 + (1 + κ)\|\hat{v} - v_*\|/r,
\]

\[
\leq 1 + \frac{5762δ^{1/4}κ^17}{ε^2}.
\]
This implies that $\gamma_C(\tilde{v}) \leq 1$, where $\tilde{v}$ is as in Algorithm 5. This implies that $\tilde{v} \in C_\epsilon$. Now using (63), the triangle inequality and the fact that $(1 - 1/(1 + x)) \leq x$, for all $x \geq 0$, we get

$$\|\tilde{v} - v_s\| \leq \|\tilde{v} - \hat{v}\| + \|\hat{v} - v_s\|,$$

$$= \left(1 - \frac{1}{1 + 576^2 \delta^{1/4} \kappa^{17} \epsilon^{-2}}\right) \|\tilde{v}\| + \|\hat{v} - v_s\|,$$

$$\leq \frac{576^2 \delta^{1/4} \kappa^{17}}{\epsilon^2} \|\tilde{v}\| + \|\hat{v} - v_s\|,$$

$$\leq \frac{576^2 \delta^{1/4} \kappa^{17}}{\epsilon^2} \|\hat{v} - v_s\| + \frac{576^2 \delta^{1/4} \kappa^{17}}{\epsilon^2} \|v_s\| + \|\hat{v} - v_s\|,$$

$$\leq \frac{484^4 R \delta^{1/4} \kappa^{32}}{\epsilon^4} + \frac{576^2 R \delta^{1/4} \kappa^{17}}{\epsilon^2},$$

(66)

$$\leq \frac{484^4 R \delta^{1/4} \kappa^{32}}{\epsilon^4}, \quad (\kappa \geq 1 \text{ and } \epsilon \in (0, 1))$$

(67)

where (66) follows by (64) and the fact that $\|v_s\| \leq R (v_s \in C_\epsilon \subseteq C \subseteq B(R)$ by (62) and Lemma 9. Both (65) and (67) hold under the event $E$, which satisfies $\mathbb{P}[E] \geq 1 - \delta$. This together with (62) shows the first claim of the lemma, i.e. (14). The upper bound on the number of Oracle calls follows from Proposition 13 Lemma 14 and the fact that $\|w\| = 1$.

\subsection*{B.10 Proof of Theorem 16}

\textbf{Proof of Theorem 16.} Let $u \in C$ and $u' := u/\sqrt{1 + \kappa^2 \epsilon}$. Further, let $A_*$ be the instance of Alg. 4 with $B = A_{\text{FTL}}(C_\epsilon)$ ($A_{\text{FTL}}(C_\epsilon)$ is Alg. 1 with $C = C_\epsilon$), where we require the iterates $(w_t)$ of the latter (i.e. the instance of $A_{\text{FTL}}(C_\epsilon)$) to satisfy

$$w_{t+1} = 0 \text{ whenever } \sum_{s=1}^{t} g_s = 0, \quad \forall t \in [T - 1].$$

(68)

Note that this is a valid choice for the iterates $(w_t)$ of $A_{\text{FTL}}(C_\epsilon)$ since $0 \in \arg\min_{w \in C_\epsilon} \sum_{s=1}^{t} g_s^T w$ whenever $\sum_{s=1}^{t} g_s = 0$. Then, since $C_\epsilon$ is $\frac{2\epsilon}{\sqrt{1 + \kappa^2 \epsilon}}$-strongly convex and $u' \in C_\epsilon$ (see Lemma 9), Theorem 8 implies that the outputs $(x_t')$ of $A_*$ in response to $(f'_t: w \mapsto \langle w, g_t \rangle)$ with $(g_t \in \partial f_t(x_t))$ satisfy

$$\frac{\ln(T + 1)}{\eta} + \frac{\eta R^2}{4} V_T + \bar{O}\left(R \sqrt{(1 + \kappa^2 \epsilon)^{1/2} V_T^2} / 2 \epsilon\right) \geq \sum_{t=1}^{T} \langle g_t, x_t' - u' \rangle$$

$$\geq \sum_{t=1}^{T} \langle g_t, x_t' - u \rangle + \langle G_T, u \rangle - \frac{\langle G_T, u \rangle}{\sqrt{1 + \kappa^2 \epsilon}},$$

$$\geq \sum_{t=1}^{T} \langle g_t, x_t' - u \rangle - LR \kappa^2 \epsilon T,$$

(69)

where $G_T := \sum_{t=1}^{T} g_t$. Let $E$ be the event that $\forall t \in [T], \|x_t - x_t'\| \leq R/T$, and $x_t \in C$. By our choice of $\delta$ in the setting of the theorem, Lemma 15 the requirement on $A_*$ in (68), and the fact that $x_2 = 0$ whenever $\sum_{s=1}^{T} g_s = 0$ (see Alg. 5), we have that $\mathbb{P}[E] \geq 1 - \rho/T$. Furthermore, under the event $E$, we have $\langle g_t, x_t' - x_t \rangle \leq LR/T$. Combining this with (69) implies the desired result.

\end{proof}
C Euclidean Projection using a Linear Optimization Oracle

In this section, we argue that Euclidean projection onto $C$ can be done using $\tilde{O}(d^2)$ calls to an LOO for $C$. Euclidean projection of a point $w$ onto $C$ is the problem of finding $x^* \in \arg\min_{x \in C} f(x)$, where $f(x) := \|x - w\|^2$. Since the gradient $f$ at a point $x$ can be computed in closed form as $\nabla f(x) = 2(x - w)$, a Subgradient Oracle for $f$ can be implemented with complexity $O(d)$. Thus, Proposition 25 implies that there exists an algorithm that finds $x^* \in \arg\min_{x \in C} f(x)$ (i.e. performs Euclidean projection) with an expected running time of

$$O(d \cdot \text{SEP}(C) \ln(\kappa \|w\|/\varepsilon)) + d^3 \ln(\omega(\kappa \|w\|/\varepsilon)),$$

where SEP($C$) is the computational complexity of a Separation Oracle for $C$. We now bound the complexity of a (weak) Separation Oracle for $C$ in terms of the number of calls to an LOO for $C$. For this, we use the following facts:

**Facts.** For a closed convex set $K \subset \mathbb{R}^d$, the following is true:

1. A Separation Oracle for $K^\circ$ can be implemented with one call to a Linear Optimization Oracle for $K$ (follows by definition of the polar).

2. Linear Optimization on $K$ can be implemented using $\tilde{O}(d)$ expected # of calls to a Separation Oracle for $K$ and an additional $\tilde{O}(d^3)$ arithmetic operations (see Proposition 24).

Instantiating Fact 1 with $K = C$, implies that we can implement a Separation Oracle for $C^\circ$ with one call to an LOO for $C$. Using this and instantiating Fact 2 with $K = C^\circ$, we get that we can implement an LOO for $C^\circ$ with $\tilde{O}(d)$ expected # of calls to an LOO for $C$ and an additional $\tilde{O}(d^3)$ arithmetic operations. Now, instantiating Fact 1 again, with $K = C^\circ$ and using that $(C^\circ)^\circ = C$, we get that we can implement a Separation Oracle for $C$ with $\tilde{O}(d)$ expected # calls to an LOO for $C$ and an additional $\tilde{O}(d^3)$ arithmetic operations. Combining this with the expected complexity upper bound of Euclidean projection in (70) implies that Euclidean projection can be performed with $\tilde{O}(d^2)$ expected # of calls to an LOO for $C$ and an additional $\tilde{O}(d^4)$ arithmetic operations.