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I. INTRODUCTION

Interconversion of signals between electrical and optical domains is a crucial task for modern information processing and communication. The impressive technological advances in our ability to control individual quanta have spurred the development of similar devices operating at the quantum level. In the quantum setting, the frequency conversion of individual photons such as those in superconducting circuits in a dilution refrigerator to outgoing, optical photons may enable an optically connected “quantum internet” based on superconducting quantum computers [11, 12]. A related application is quantum-limited detection of electrical signals [3, 4] as in, e.g., nuclear magnetic resonance readout [5] or radio astronomy. Such quantum applications put much stricter requirements on the conversion process, which is being actively pursued in a number of different physical setups [6, 7]. In the quantum setting the action of the transducers is now constrained by the microscopic laws of quantum mechanics, most notably unitarity. This entails that the performance of quantum transducers cannot be fully described by the same figures of merit as classical transducers and hence a new performance metric has to be developed for quantum transducers.

While transduction, broadly defined, is ubiquitous in applications of physics and engineering, we will here restrict our focus to transducers that perform frequency conversion of one itinerant mode to another in the quantum regime. A promising candidate mechanism for such transduction is provided by optomechanics [20, 21], which relies on radiation pressure to efficiently couple an optical field to a high-$Q$ mechanical mode. This can be implemented in various systems, e.g., a mechanically compliant photonic crystal cavity [6, 10] or a membrane embedded in a standard Fabry-Pérot cavity [11]. Since, in principle, electromagnetic radiation from any part of the spectrum can exert a force on mechanical objects, electromechanical coupling to, e.g., radio-frequency and microwave fields can likewise be engineered. Mechanisms for implementing this include the Kelvin polarization force on a dielectric [12], the quasi-electrostatic force on a conductor [5] [11, 13], and piezoelectricity [6, 9, 10]. Combining the above techniques to attain simultaneous opto- and electromechanical couplings for a single mechanical mode permits it to act as an efficient intermediary between radiation modes of vastly different frequencies, as investigated in a variety of theoretical proposals [2, 3, 4, 12–28]. Transduction based on these techniques has been realized with input and output modes respectively in the radio-frequency [3, 13] or microwave domain [6, 9, 11] and the optical domain, and between two frequencies both within either the optical [7] or microwave [15] domain. In parallel pursuits, quantum-level conversion between microwave frequencies has been achieved in superconducting circuits [17], and it has been proposed to mediate electro-optic quantum transduction via an erbium-doped crystal [29, 30], a ferromagnetic magnon [18], a spin ensemble [31], or by direct electro-optic coupling [19, 32].

Regardless of the physical system underlying it, the action of a realistic transducer amounts to a signal being (partially) transferred from one mode to another along with some added noise. How imperfect transduction influences the performance of various quantum application remains to be elucidated and calls for defining transduction metrics characterizing the performance. Establishing transduction metrics identifying feasible applications for a given transducer could serve as a road map for its optimization towards a particular application as well as...
a means to compare different transducers based on different physical systems.

In this article, we consider the usual metrics for amplifiers $\eta$ – efficiency $\eta$ and added noise $N$ – and use them to describe the performance of linear transducers for quantum information tasks including single photon measurements and high fidelity transfer of Fock state superpositions. We show that the non-trivial problem of optimizing a quantum transducer is intuitively captured by considering the fate of a single photon entering the transducer, yielding one of the following outcomes: the input photon comes out (quantum transduction), no photon comes out (loss), or other photons come out (noise and/or amplification). Striking the right balance between these competing processes given practical constraints is the central challenge of quantum transduction. Here we show that the optimal trade-off is application-dependent, but regardless of the application the performance is always characterized by the two parameters $\eta$ and $N$. This is in contrast to the classical transduction literature, in which only the added noise relative to the input is typically relevant.

II. SCATTERING MATRIX FORMULATION OF LINEAR TRANSDUCTION

Linear transducers use oscillating bias fields to parametrically modulate an incoming field and thereby connect different frequency components as illustrated in Fig. 1. Here we are interested in the linearized regime where a weak (bosonic) field is transduced to a different frequency through modulation of a nonlinear element with a much stronger classical bias field. In this case, the Hamiltonian can be truncated at the second order in the involved field operators for weak signals. As a result, the solution to the Heisenberg-Langevin equations in the Fourier domain will take the form

$$\hat{A}_{\text{out}}(\Omega) = \int d\Omega' S(\Omega, \Omega') \hat{A}_{\text{in}}(\Omega'),$$  \hfill (1)

where $\hat{A}_{\text{in(out)}}(\Omega)$ is a vector containing the input (output) frequency ($\Omega$) components of the annihilation and creation operators $\hat{a}$ and $\hat{a}^\dagger$ of all the involved modes, including decay channels. The action of the transducer is captured by the scattering matrix $S(\Omega, \Omega')$, which describes how it maps the input frequency components to the output; its elements are constrained by unitarity so as to preserve the commutation relations of the itinerant fields. We emphasize that Eq. (1) represents the generic description of a quantum transducer operating in the linear regime. Regardless of the physical system being investigated, the description of it will be of the form (1). Once the scattering matrix $S$ has been determined, a remaining question is how well the transducer performs for various applications. This is the question addressed in this article.

For specificity, we assume the drive amplitude of the bias fields to be independent of time $\omega_i$, though our approach can be extended to time-varying amplitudes or detunings or using quantum teleportation. This assumption results in a well-known form of the matrix $S(\Omega, \Omega')$ (see Appendix A). We further specialize to the scenario where all field operators can be divided into a finite number of (narrow) frequency bands of center frequencies $\omega_{0,m}$ which are separated by an integer number $\ell$ of one of the drive frequencies, $\omega_{0,m} - \omega_{0,m} = l_\ell \omega_d$. In this case it is natural to express the scattering relation between $\hat{A}_{\text{in(out)}}(\Omega)$ in terms of slowly-varying vector components $\hat{a}_{\text{in(out)},m}(\Omega)$ where the frequency $\Omega$ is defined relative to the band center $\omega_{0,m}$. Given these assumptions, the scattering matrix takes a simple form dictated by energy conservation in the interaction between the slowly-varying operators: Excitation of well-defined frequency in the output field $\hat{a}_{\text{out},m}(\Omega)$ can only arise from either the annihilation of an excitation of the same (slowly-varying) frequency from one of the input ports $\hat{a}_{\text{in},m}(\Omega)$ or the creation of an excitation of frequency $-\Omega$ corresponding to $\hat{a}_{\text{in},m}(-\Omega)$. These processes are accompanied by the absorption and/or creation of drive field photons to ensure energy conservation in the lab frame. By analogy with the field of optomechanics we will refer to slowly-varying frequency components $\Omega > 0$ ($\Omega < 0$) of a given port as its upper (lower) sideband.

![Figure 1. Generic transduction scenario. a) Example of transducer topology in frequency space. The various modes (boxes) of the transducer are coupled as indicated by the double-headed arrows. Coupling of non-degenerate modes requires an AC drive field (frequency $\omega_d$) to bridge the frequency gap by an integer number of drive frequencies $l_\ell \omega_d$. b) A transducer is driven by harmonically varying drive frequencies $\omega_d$, which connect different frequency components. In an idealized limit the transducer acts as a beam splitter transforming an input signal $\hat{a}_{\text{in},m}$ at a certain frequency to an output signal $\hat{a}_{\text{out},s}$ at a different frequency by addition and/or subtraction of the drive frequencies. A finite transduction efficiency $\eta < 1$ leads to admixture of noise $\mathcal{F}$ from the other port of the beam splitter.](image-url)
Focusing on the element of $\tilde{A}_{\text{out}}$ corresponding to the “exit” port, $\tilde{a}_{\text{out},e}$, and considering a single-tone input at the upper sideband of the “signal” port, $\tilde{a}_{\text{in},s}(\Omega > 0)$, we have the scattering relation

$$
\tilde{a}_{\text{out},e}(\Omega) = \begin{cases} 
U_s(\Omega)\tilde{a}_{\text{in},s}(\Omega) + \tilde{F}(\Omega) & \text{for } \Omega > 0 \\
V_s(\Omega)\tilde{a}_{\text{in},s}(\Omega) + \tilde{F}(\Omega) & \text{for } \Omega < 0 
\end{cases}
$$

where

$$
\tilde{F}(\Omega) = \sum_m \left[ U_m(\Omega)\tilde{a}_{\text{in},m}(\Omega) + V_m(\Omega)\tilde{a}_{\text{in},m}^\dagger(-\Omega) \right]
$$

is a stationary noise operator accounting for all other contributions to $\tilde{a}_{\text{out},e}(\Omega)$; the prime on the sum (3) excludes the upper-sideband contribution of the identified input mode ‘s’ which was split out in Eq. (2). The transducer will in general mix annihilation and creation operators of the input fields as implied by Eqs. (2,3). The negative frequency components arising here should be understood in the rotating frame $\omega_{0,m}$ (for frequency band $m$) and are meaningful insofar as $\Omega > -\omega_{0,m}$.

### III. EXAMPLE TRANSDUCER

As an example of the formalism presented in the previous section, let us consider an electro-mechanical system comprising an $LC$ electrical circuit whose capacitance $C$ depends upon the position $x$ of a mechanical resonator mode $\tilde{a}$ [37,41]. This system can serve as a transducer between traveling electrical and mechanical fields, e.g., by coupling the circuit to a transmission line and the mechanical mode to a phononic waveguide as will be considered here (see Fig. 2). The transduction can be engineered by applying a harmonic drive tone of frequency $\omega_d$ to the circuit, so that an oscillating charge $Q(t) = Q_0 e^{i\omega_d t} + \text{c.c.}$ is induced on the capacitor, providing an enhanced coupling between the fluctuations $\delta\tilde{Q}, \delta\tilde{x}$ around the ensuing steady-state configuration of the capacitor charge $\tilde{Q} = \tilde{Q} + \delta\tilde{Q}$ and mechanical position $\tilde{x} = \tilde{x} + \delta\tilde{x}$ [42]. We assume for specificity that the (steady-state) $LC$ resonance frequency $\omega_{LC} = 1/\sqrt{LC(\tilde{x})}$ is in the GHz domain ($L$ is the inductance of the circuit) whereas the mechanical resonance $\omega_m$ is in the MHz range; in this case, effective electro-mechanical transduction can be achieved by choosing a drive frequency $\omega_d \sim \omega_{LC} \sim \omega_m$ to bridge the two frequency scales. It is useful to introduce annihilation and creation operators for the electrical and mechanical degrees of freedom $\delta\tilde{Q} = Q_{\text{eff}}(\tilde{b} + \tilde{b}^\dagger)/\sqrt{2}$ and $\delta\tilde{x} = x_{\text{eff}}(\tilde{a} + \tilde{a}^\dagger)/\sqrt{2}$. with zero-point amplitudes $Q_{\text{eff}} \equiv \sqrt{h/(L\omega_{LC})}$, and $x_{\text{eff}} \equiv \sqrt{h/(m\omega_m)}$: their canonical conjugate variables are the magnetic flux $\delta\tilde{\phi} = -i(h/Q_{\text{eff}})(\tilde{b} - \tilde{b}^\dagger)/\sqrt{2}$ and the mechanical momentum $\delta\tilde{p} = -(i(h/x_{\text{eff}})(\tilde{a} - \tilde{a}^\dagger)/\sqrt{2}$, whereby we have the standard commutation relations $[\tilde{a}, \tilde{a}^\dagger] = 1 = [\tilde{b}, \tilde{b}^\dagger]$. This permits us to write the linearized electro-mechanical interaction Hamiltonian as

$$
\hat{H}_{\text{EM}} = h(g/2)(\tilde{b} + \tilde{b}^\dagger)(\tilde{a} + \tilde{a}^\dagger)(e^{-i\omega_d t} + e^{i\omega_d t}) \approx h(g/2)(be^{i\omega_d t} + b^\dagger e^{-i\omega_d t})(\tilde{a} + \tilde{a}^\dagger),
$$

for a suitable coupling rate $g$ which scales linearly with the drive amplitude $Q_0$ ($g$ is assumed real without loss of generality). In the second line of Eq. (4), we have exploited the frequency scale separation $\omega_d \gg \omega_m$ to neglect the rapidly varying terms $\propto be^{-i\omega_d t}(\tilde{a} + \tilde{a}^\dagger) + \text{H.c.}$ The resulting coupling involves only the rotating frame circuit operator $be^{i\omega_d t} + \text{H.c.}$, whereas the mechanical operator $\tilde{a} + \text{H.c.}$ enters in its “lab” frame representation; this asymmetry in reference frame entails (in general) a 2-to-1 folding of the electrical input spectrum around the drive frequency $\omega_d$ as it is transduced to the mechanical frequency domain, thus exemplifying the structure of the generic Eqs. (2,3).

The full Heisenberg-Langevin equations of motion for the electro-mechanical system follow from combining the interaction Hamiltonian (4) with appropriate free-evolution, viscous damping terms $\delta\dot{\tilde{\phi}} = -\gamma_L \delta\tilde{\phi} + \ldots$ and $\delta\dot{\tilde{p}} = -\gamma_m \delta\tilde{p} + \ldots$, and associated noise/signal inputs $\tilde{b}_\text{in}, \tilde{a}_\text{in,m}$, and $\tilde{a}_\text{in}$ yielding

$$
\begin{align*}
\dot{\tilde{a}} &= -i\omega_m \tilde{a} - \gamma_m \tilde{a}_\text{in} + \gamma_m g( b \tilde{a}^\dagger - \tilde{b}^\dagger \tilde{a}^\dagger / \sqrt{2} \\
\dot{\tilde{b}} &= -i\omega_L \tilde{b} + \gamma_L g( \tilde{a} \tilde{a}_\text{in} - \tilde{b} \tilde{b}_\text{in} ) \\
\dot{\tilde{b}}^\dagger &= -i\omega_L \tilde{b}^\dagger + \gamma_L g( \tilde{a}_\text{in} \tilde{a}^\dagger - \tilde{b}_\text{in} \tilde{b}^\dagger ) \\
\end{align*}
$$










where $\gamma_{tx}$, $\gamma_{wg}$ are the coupling rates to the transmission line and the phononic waveguide, respectively, while $\gamma_m$ represents unwanted, incoherent mechanical damping. The scattering dynamics of the transducer can be determined by combining Eqs. (1) with the input-output relations

$$\begin{align}
\hat{b}_{\text{out}}(\Omega) &= \hat{a}_{\text{out}}(\Omega) = i\sqrt{\gamma_{wg}}\hat{a}(\Omega) + \hat{b}_{\text{in}}(\Omega), \\
\hat{a}_{\text{out}}(\Omega) &= i\sqrt{\gamma_{wg}}\hat{a}(\Omega) + \hat{a}_{\text{in}}(\Omega),
\end{align}$$

valid for narrowband signals $|\Omega - \tilde{\omega}_m| \ll \tilde{\omega}_m$; here we have introduced the rotating-frame electrical operators $\hat{b}(t) \equiv e^{i\omega_m t}\tilde{b}(t)$ and $\hat{b}_{\text{in}}(t) \equiv e^{i\omega_m t}\tilde{b}_{\text{in}}(t)$. The frequency-domain input and output field operators obey commutation relations $[\hat{b}_{\text{in/}\text{out}}(\Omega), \hat{b}_{\text{in/}\text{out}}^\dagger(\Omega')] = \delta(\Omega - \Omega')$ with analogous expressions for $\hat{a}_{\text{in/\text{out}}, \text{\text{in/out}}}$. The present system exemplifies a more general family of transducers for which an explicit solution for $S(\Omega)$ is provided in Appendix A. Considering for specificity electrical-to-mechanical transduction of electrical signals in the upper sideband, i.e., spectral components around $\Omega \sim \tilde{\omega}_m$, the relevant scattering relation $[\hat{a}_{\text{\text{out}}}, \hat{a}_{\text{\text{in/out}}}^\dagger]$ yielding the mechanical readout of the downconverted electrical signal is ($\Omega > 0$)

$$\hat{a}_{\text{out}}(\Omega) = U_s(\Omega)\hat{b}_{\text{in}}(\Omega) + \hat{F}(\Omega),$$

where the contribution from the lower electrical sideband $\hat{b}_{\text{in}}^\dagger(-\Omega)$ (assumed to contain no signal) is included in the noise operator $\hat{F}(\Omega)$. The signal transfer function $U_s(\Omega)$ and the operator $\hat{F}(\Omega)$ can be read off from the following relation, which represents an explicit example of (a particular row of) $S(\Omega, \Omega')$,

$$\hat{a}_{\text{out}}(\Omega) = \hat{a}_{\text{in}}(\Omega) + i\sqrt{2\gamma_{\text{wg}}\chi_m(\Omega)}\sqrt{2\gamma_{\text{wg}}\hat{a}_{\text{in}}(\Omega) + \sqrt{2\gamma_{m}}\hat{a}_{\text{in}, \text{m}}(\Omega)$$

$$- g\sqrt{2\gamma_{tx}}\chi_{\text{LC}+, \text{(}s\text{)}}\hat{b}_{\text{in}}(\Omega) + \chi_{\text{LC}+, \text{(}s\text{)}}\hat{b}_{\text{in}}^\dagger(-\Omega)],$$

expressed in terms of the effective mechanical susceptibility,

$$\chi_{\text{m}}(\Omega) = [\chi_{\text{m}, \text{0}}(\Omega) - g^2 \sum_{s=\pm} \chi_{\text{LC}, s}(\Omega)]^{-1},$$

with the bare mechanical susceptibility being

$$\chi_{\text{m}, \text{0}}(\Omega) = \frac{\tilde{\omega}_m}{\tilde{\omega}_m - \Omega^2 - i\Omega(\gamma_m + \gamma_{\text{wg}})},$$

and the rotating-frame circuit susceptibility to upper and lower sidebands ($\pm$) with respect to the drive frequency $\omega_d$,

$$\chi_{\text{LC}, \pm}(\Omega) = \frac{\tilde{\omega}_\text{LC}}{\tilde{\omega}_\text{LC} - (\omega_d \pm \Omega)^2 \mp i(\omega_d \pm \Omega)\gamma_{\text{tx}}}.$$ 

The ideal transduction scenario of 1-to-1 conversion of frequency components is possible in the resolved-sideband regime, i.e., $\chi_{\text{LC}, \pm}/\chi_{\text{LC}, +} \to 0$ for frequencies of interest, in which the lower electrical sideband, residing at lab frame frequencies $\omega \sim -\tilde{\omega}_m + \omega_d$, is suppressed due to the circuit resonance being narrow compared to the sideband separation, $\gamma_{\text{tx}}/2 \ll 2\tilde{\omega}_m$.

### IV. Figures of Merit

Having defined the generic family of transducers to be considered, Eqs. (2-3), we now proceed to identify suitable figures of merit. Eq. (2) shows that if we consider the upper (lower) output sideband alone, $\Omega > 0 (\Omega < 0)$, the transducer is phase-preserving (phase-conjugating) [34]. This prompts us to introduce the signal transfer efficiency for the upper and lower sidebands as

$$\eta(\Omega) \equiv \left\{ \begin{array}{ll} |U_s(\Omega)|^2 & \text{for } \Omega > 0 \\ |V_s(\Omega)|^2 & \text{for } \Omega < 0. \end{array} \right.$$

In the case where $V_m = 0$ for all $m$, a transducer described by Eq. (2) can be understood by the simple beam splitter model in Fig. A. In the ideal limit, a transducer losslessly converts photons from one frequency to another. In reality, however, photons may not be converted with unit efficiency $\eta < 1$ and this loss is complemented by the admixture of noise $\hat{F}$ from the other port representing a superposition of noise sources.

To illustrate Eq. (12) we apply it to the example transducer of Section III. Absorbing the dynamical “electrical spring” shift of the mechanical resonance implied by the effective susceptibility $\chi_m$ into $\tilde{\omega}_m$ for simplicity and assuming $\omega_d = \tilde{\omega}_{\text{LC}} - \tilde{\omega}_m$, we find from Eqs. (7,8,12) that the peak transfer efficiency is

$$\eta(\tilde{\omega}_m) \approx \frac{4\gamma_{\text{wg}}g^2/\gamma_{\text{tx}}}{\left(\gamma_m + \gamma_{\text{wg}} + (g^2/\gamma_{\text{tx}}) \left[ 1 - \frac{(\gamma_{\text{tx}}/2)^2}{(2\tilde{\omega}_m)^2 + (\gamma_{\text{tx}}/2)^2} \right]^2 \right)^2},$$

approximating $\chi_{\text{LC}, -(\tilde{\omega}_m)}$ by a Lorentzian for simplicity as is warranted when $\gamma_{\text{tx}}, 2\tilde{\omega}_m < \tilde{\omega}_{\text{LC}}$. Eq. (13) is only meaningful for $\Omega > 0$ seeing as the mechanical oscillator is described in the lab frame. Ideal transduction requires $\eta \to 1$ and arises in the limit of negligible intrinsic transducer damping $\gamma_m \ll \gamma_{\text{wg}}$, resolved electrical sidebands $\gamma_{\text{tx}}/2 < 2\tilde{\omega}_m$, and impedance matching of the phononic waveguide to the induced electro-mechanical coupling rate $\gamma_{\text{wg}} = g^2/\gamma_{\text{tx}}$.

The quantity $\eta$ by itself is insufficient to characterize a transducer, as it says nothing about the transducer noise. A useful measure of the added noise can be obtained from Eqs. (2-3). Suppose that we are interested in measuring the total number of photons at the output during a time $T$. It will have two contributions $\int d\Omega \sum_{\Omega} \eta(\Omega) (|\hat{a}_{\text{in}, \text{m}}\rangle \langle \hat{a}_{\text{in}, \text{m}}| + N(\Omega))$, where
The signal transfer efficiency $\eta$ and the added noise $N$, introduced in Eqs. (12,14), are the two essential parameters for characterizing the performance of a linear transducer (as we will demonstrate by considering various applications below). Demanding that the transducer preserves the commutation relations of the itinerant fields, Eqs. (12,14) imply $(\Omega > 0)$

$$1 = \eta(\Omega) + \sum_{m \neq s} |U_m(\Omega)|^2 - \sum_m |V_m(\Omega)|^2. \quad (17)$$

If we consider the limiting case where the scattering relation (2) describes a beam splitter interaction ($V_m = 0$ for all $m$), corresponding to the fully resolved-sideband regime, Eq. (17) takes the form of a sum rule. Hence if we achieve unit efficiency $\eta(\Omega) = 1$, the contributions from all other noise sources vanish and we have an ideal transducer (for input signals centered at $\omega_{0,s} + \Omega$). On the other hand if we consider imperfect transducers connecting vastly different frequency scales, we will have to appropriately balance the various noise contributions. Specifically, the thermal reservoir occupancies and corresponding ‘loads’ on each channel will be different, e.g., due to the vast gap between optical ($\gtrsim 300$ THz), mechanical and electrical frequencies ($\simeq 1$ MHz to 10 GHz). Thus, trade-offs have to be made between maximizing signal transfer efficiency $\eta$ and minimizing the added noise $N$. Outside the resolved-sideband regime ($V_m \neq 0$ for some $m$), Eq. (17) allows $\eta(\Omega) > 1$ at the cost of amplification noise. This further emphasizes the above conclusion that maximization of $\eta(\Omega)$ in itself is not a meaningful optimization strategy in general.

V. APPLICATIONS

Having discussed the general features of transducers, we now consider their performance in terms of the parameters $\eta$ and $N$ for various applications.

A. Optical heterodyne detection of upconverted signals

As a particular application we first consider sensing of weak signals, e.g., upconverted electrical signal by optical means. We are interested in measuring both quadratures of the incoming signal (phase-insensitive measurement) and will therefore consider heterodyne detection. Alternatively if only a single quadrature is desired or for quantum transduction and squeezing applications, homodyne detection may be advantageous.

Heterodyning relies on beating the transducer output with a local oscillator (LO) of amplitude $\alpha_{LO} = |\alpha_{LO}|e^{i\theta_{LO}}$ at a well-defined frequency which we take to be at the center of the band $\omega_{0,e}$. With this choice the LO lies in between the two sidebands $\omega_{0,e} \pm \Omega$ carrying...
the information to be measured. Note that we consider the distinction of hetero- and homodyne detection from the perspective of the signal input mode, not the output mode. In particular, the considered strategy is a heterodyne detection of the input, but can be seen as a homodyne measurement of the output. For simplicity we confine our attention to set-ups involving a single photodetector as shown in Fig. 3, where the LO is introduced via a highly asymmetric beam splitter. At the detector, the associated photocurrent is given by

$$\hat{I}(\Omega) \approx \alpha_{\text{LO}}^* \hat{a}_{\text{out},e}(\Omega) + \alpha_{\text{LO}} \hat{a}_{\text{out},s}(-\Omega).$$

The LO phase determines the relative phase with which the sidebands enter the linear combination.

Substituting the scattering relation of Eq. (2) into Eq. (18), we see that the spectral component $\hat{I}(\Omega)$ is phase preserving and directly proportional to the input we want to measure $\hat{I}(\Omega) \propto \hat{a}_{\text{in}}(\Omega)$. Moreover, assuming an input coherent state $\langle \hat{a}_{\text{in}}(\Omega) \rangle = \alpha$, the signal to noise ratio is phase independent and is given by

$$\delta(\Omega - \Omega') |\langle \hat{I}_{\alpha}(\Omega) |\langle \hat{I}_{\alpha=0}(\Omega) \rangle| = |\alpha|^2 / P_2.$$  

Here $I_\alpha$ is the current with an incoming coherent state $\alpha$ and the power spectral noise density relative to the signal is given by

$$P_2(\Omega) = \frac{1}{2} + \frac{1}{|t_{\text{LO}}(\Omega)|^2} \left[ \eta(\Omega) N(\Omega) + \eta(-\Omega) N(-\Omega) \right] + \frac{1}{2} + \frac{1 - \eta(\Omega) + \eta(-\Omega)}{2} + \text{Re} \left[ e^{-2i\theta_{\text{LO}}} f(\Omega) \right].$$

Here the effective value of the transfer function is

$$t_{\theta_{\text{LO}}}(\Omega) \equiv e^{-i\theta_{\text{LO}}} U_\alpha(\Omega) + e^{i\theta_{\text{LO}}} V_\alpha^*(-\Omega),$$

and

$$f(\Omega) \delta(\Omega - \Omega') \equiv \langle \hat{F}(\Omega) \hat{F}(-\Omega') \rangle + \langle \hat{F}(-\Omega) \hat{F}(\Omega') \rangle \tag{21}$$

is an interference between the sidebands. We note that since the two sidebands of the output arise from the same input fields, we may bound their mutual interference from above using the Cauchy-Schwarz inequality; choosing the LO phase so as to have constructive interference for the signal we arrive at (see Appendix B for details)

$$P_s(\Omega) \leq \frac{1}{2} + \left( w_+ \sqrt{N(\Omega) + 1} + \frac{1}{2} \frac{1}{\eta(\Omega) - 1} \right)^2,$$

$$+ w_- \sqrt{N(-\Omega) + 1} + \frac{1}{2} \frac{1}{\eta(-\Omega) - 1} \right)^2, \tag{22}$$

where $w_\pm = \sqrt{\eta(\Omega)/\eta(-\Omega)} + \sqrt{\eta(-\Omega)/\eta(\Omega)}$. From here we see that the sensitivity is primarily determined by a suitably weighted added noise whereas the efficiency mainly enters into the vacuum noise contribution (the last term inside the square roots).

B. Deterministic qubit transduction

Next, as an application for quantum information processing, we consider deterministic transduction of a qubit state. For simplicity, we only consider the upper-sideband output of the transducer although a better performance might in principle be achieved by also including the lower sideband. For a spectrally narrow input pulse with center frequency $\Omega_{\text{sig}}$ at the upper sideband $\hat{a}_\sigma = \int \delta h(\Omega) \hat{a}_{\text{in}}(\Omega) d\Omega$ (suitably normalized) in the qubit state $|\psi\rangle_{\text{in}} = |\cos(\theta/2) + i\sin(\theta/2) e^{i\phi/2} |0\rangle_{\text{in}}$, where $|0\rangle_{\text{in}}$ is the incoming vacuum of the input port, we find that the output state $\hat{\rho}_{\text{out}}$ has the same noise in all quadratures and a resulting fidelity of (averaging over the Bloch sphere) $43$

$$F_q = \frac{1}{4\pi} \int d\Theta \text{Tr} [\hat{\rho}_{\text{out}} |\psi\rangle_{\text{out}} \langle \psi|] \approx 1 - \frac{5}{3} \eta^{(+)} N^{(+)} + \frac{2}{3}(\sqrt{\eta^{(+)} - 1}) + \frac{1}{6}(\sqrt{\eta^{(+)} - 1})^2,$$  

where we have defined $\eta^{(+)} \equiv \eta(\Omega_{\text{sig}})$ and $N^{(+)} \equiv N(\Omega_{\text{sig}})$, and we work in the limit $|\sqrt{\eta^{(+)} - 1}| \ll 1$, $\eta^{(+)} N^{(+)} \ll 1$ (|$\psi\rangle_{\text{out}}$ is defined analogously to $|\psi\rangle_{\text{in}}$ in terms of $\hat{a}_{\text{out},e}(\Omega)$). Hence $N$ and $\eta$ are again the crucial parameters for describing how well the transducer performs. Note that $\eta^{(+)} > 1$ in Eq. (23) will inevitably be accompanied by amplification noise in $N^{(+)}$ due to Eq. (17).
C. Photon counting

Finally, we turn to discrete variable photon counting of the output signal. The role of the transducer in this case is to perform frequency conversion of each photon. To this end, the beam splitter interaction \( V_0 \approx 0 \) is desirable since it directly converts quanta from one frequency to another. We shall therefore consider transducers which are reasonably sideband-resolved. Nevertheless non-zero temperature as well as imperfect sideband resolution will still lead to photons leaving the transducer giving rise to an effective dark count rate. As opposed to the heterodyne measurement considered above, photon counting is not mode-selective and will count photons of all modes impinging on the detector. Using the scattering relation in Eq. (2) the dark count rate can be expressed as

\[
r_N = \eta^{(+)} N^{(+)} B,
\]

where we have separated out the efficiency at the signal peak \( \eta^{(+)} \) and the corresponding added noise \( N^{(+)} \) and introduced

\[
B = \int d\Omega \frac{\eta(\Omega)}{2\pi} \frac{N(\Omega)}{\eta^{(+)} N^{(+)}},
\]

If the added noise \( N(\Omega) \) can be considered constant over the entire bandwidth of the transducer, we can interpret \( B \) as a measure of the bandwidth.

We consider again an incoming temporal mode \( \hat{a}_n \) as introduced above Eq. (23). If we integrate over the entire output, the mode-dependent efficiency is given by

\[
\eta_h = \int_{-\infty}^{\infty} \eta(\Omega) |\hat{h}_{in}(\Omega)|^2 d\Omega.
\]

Introducing the normalized mode function \( h_{out}(t) \) for the output and considering a single photon in the input, we may express the number of photons counted during a time interval \( T \) as

\[
\bar{n}_{out} = \frac{\eta_h}{\eta^{(+)}} \left( \frac{\eta_h}{\eta^{(+)} + BT} \int_0^T |h_{out}(t)|^2 dt + N^{(+)} BT \right).
\]

Here the first term in the parenthesis represents the desired component. This term is upper bounded by unity, which can only be reached in the limit of a very long time interval \( T \). Hence the added noise relative to the signal is again given by the added noise \( N^{(+)} \), but now it is increased by a factor of \( BT \geq 1 \) since photon counters are not mode selective.

D. Transducer-mediated conditional entanglement of remote qubits

As an application for quantum information processing in the discrete variable regime, we consider the remote entanglement of two atom-like systems, e.g., superconducting qubits by transducing the signal to optical frequencies for long distance communication as shown in Fig. 3. This is of particular interest for (entanglement-based) quantum repeaters, which may allow for the realization of a long-ranging quantum internet based on an optical fiber infrastructure. To achieve this based on superconducting systems, transduction between microwave and optical frequencies is required.

A number of different protocols have been suggested for conditional entanglement generation along these lines in the context of distant trapped atoms. In particular, protocols relying on a single click are advantageous for low \( q \ll 1 \) since they give a higher success probability, whereas two click protocols are advantageous in terms of the resulting fidelity. Alternatively, one can condition on a continuous-variable measurement, as has previously been analyzed in the present context of transducer-mediated entanglement between qubits.

The entanglement schemes considered here involve the emission of single photons from the (artificial) atoms which need to be transduced to optical frequencies for fiber transmission (see Fig. 3). For simplicity, we will in this analysis neglect parametric amplification effects by assuming it very unlikely that a single incoming signal quantum generates more than one quantum at the exit port. This allows us to obtain the transduction efficiency for a single signal quantum:

\[
\eta = \eta_h \int_0^T |h_{out}(t)|^2 dt,
\]

with \( \eta_h \) as defined in Eq. (26). The inevitable addition of noise photons amounts to an additional equivalent dark count probability \( P_d \) related to the noise rate \( r_N \) here we shall take this to be the only source of dark counts. To simplify the analysis we make the assumptions that the noise photons are either distinguishable or that the overall efficiency is low, preventing bunching effects. From this assumption it follows that each transducer contributes an average dark count rate of \( r_N T/2 \) in each detector, whereby the probability for at least one dark count in a particular detector is

\[
P_d = 1 - (e^{-r_N T/2})^2 = 1 - e^{-r_N T} \approx r_N T \text{ for } r_N T \ll 1.\]

The basic idea of the schemes to be considered here is to symmetrically excite the artificial atoms into a state of the form

\[
|n\rangle_{A,i} \otimes (\sqrt{1 - P_e[0]_{A,1,1}} |0\rangle_{P,1} + \sqrt{P_e[1]_{A,1,1}} |1\rangle_{P,1} + \sqrt{1 - P_e[0]_{A,1,2}} |0\rangle_{P,2} + \sqrt{P_e[1]_{A,1,2}} |1\rangle_{P,2},
\]

where \( |n\rangle_{A,i} \) denotes the atomic state of atom \( i \) and \( |n\rangle_{P,j} \) the photonic Fock states corresponding to the emitted light from atom \( i \). The photonic states are upconverted to the optical domain by individual transducers and mixed in a mode-matched fashion at a 50:50 beamsplitter, thereby withholding the which-way information.
from the subsequent photodetection measurement (see Fig. 3). Hence, in absence of imperfections, if \( P_e \ll 1 \) and a single click is obtained, the atomic system is projected into an entangled state of either atom being in its \( |1\rangle_A, i \) state:

\[
|\Psi_{\pm}\rangle = \frac{1}{\sqrt{2}}(|0\rangle_A|1\rangle_A, 2 \pm |1\rangle_A, 1|0\rangle_A, 2),
\]  

(30)

with the sign determined by which detector clicks. For higher efficiencies, multi-photon events would be problematic for this approach. In that case, a two-click scheme, which adds a subsequent \( \pi \)-pulse along with the condition of an additional click, serves to verify that the atomic systems are in the state \( |30\rangle \). This added step mitigates the effect of dark counts and atomic double excitations, hence allowing \( P_e = 1/2 \).

We now calculate the conditional fidelities \( F_{ic} \), \( i \in \{1, 2\} \) for Bell-state generation by means of these single-click and two-click variants. This conditional fidelity is defined as the average overlap between the generated and desired states given that the relevant click condition was fulfilled. Upon fulfillment of the condition, the system is described by a certain density matrix \( \rho_{ic} \). Starting with the single-click condition, we will now determine the conditional fidelity of achieving either of the states \( |\Psi_{\pm}\rangle \). This may be calculated by imagining that if we obtain \( |\Psi_{-}\rangle \), we rotate it into \( |\Psi_{+}\rangle \); denoting the corresponding rotated density matrix \( \rho_{ic}^{'} \), the desired conditional fidelity is given by:

\[
F_{ic} = \text{Tr}[\rho_{ic}^{'}|\Psi_{+}\rangle\langle\Psi_{+}|].
\]  

(31)

By considering the various possible outcomes compatible with fulfillment of the condition in the limit \( P_d/\eta \ll P_e \ll 1 \), we arrive at (using the abbreviated notation \( |i\rangle_A|j\rangle_A, 2 \equiv |ij\rangle \))

\[
\rho_{ic}^{'} = \frac{1}{N_1} \begin{cases} 
\text{Neither emits, dark count in one arm} & (1 - P_e)^2 P_d(1 - P_d)|00\rangle\langle00| + 2P_e(1 - P_e)\eta(1 - P_d)|\Psi_{+}\rangle\langle\Psi_{+}| \\
\text{One atom emits and is detected, no dark count in other arm} & + P_e(1 - P_e)(1 - \eta)2P_d(1 - P_d)[|01\rangle\langle01| + |10\rangle\langle10|] \\
\text{One emits but is not detected, dark count in one arm} & + P_e^2([1 - (1 - \eta)^2] + (1 - \eta)^22P_d(1 - P_d)|11\rangle\langle11|) \\
\text{Both emit, if detected no dark count in other arm} & 
\end{cases}
\]  

(32)

yielding the fidelity

\[
F_{ic}^{(opt)} = 1 - 2\sqrt{\frac{1 - \frac{1}{2}}{\eta - \frac{1}{2}}} P_d \approx 1 - 2\sqrt{\frac{1 - \frac{1}{2}}{\eta - \frac{1}{2}}} \eta^{(+)} N^{(+)} B T,
\]  

(36)

with success probability \( P_S \approx 2\eta P_e \).

Next, we consider the two-click scheme. The scheme works in two steps and we will take as our condition that at least one click in exactly one arm occurs in each of the two steps. In the first step the two atoms are excited symmetrically to the state \( |29\rangle \) and preferably only one of the atoms emit a photon. In the next step, a \( \pi \)-pulse is applied symmetrically to the two atoms such that each atom flips between \( |0\rangle_A \) and \( |1\rangle_A \) states. A subsequent photon cycling event causes the remaining atom in the \( |1\rangle_A \) state to emit. Only the case with only one atom in the state \( |1\rangle_A \) leads to a click in each round of the protocol. Thus, in the absence of dark counts and for perfect transduction, \( P_d = 0 \), \( \eta = 1 \), fulfillment of
the two-click condition means that either of the entangled atomic states $|\Psi_+\rangle$ have been generated with unit conditional fidelity (whether the first click occurs in detector one or two reveals which of the two states where generated). For finite dark count probability $P_d$, the conditional fidelity drops below unity according to an expression to be determined shortly. Fulfillment of the two-click condition corresponds to the density matrix (rotating $|\Psi_-\rangle$ into $|\Psi_+\rangle$ for purposes of calculating $F_{2c}$, $\hat{\rho}_{2c} \rightarrow \hat{\rho}_{2c}^+$)

$$\rho_{2c}^+ = \frac{1}{N_2} \left[ (1 - P_c)^2 P_d (1 - P_d) \left[ (1 - (1 - \eta)^2) (1 - P_d) + (1 - \eta)^2 P_d (1 - P_d) \right] |00\rangle\langle 00| + P_c (1 - P_c) \left[ (\eta (1 - \eta) + (1 - \eta) 2 P_d (1 - P_d)^2 - \eta^2 (1 - P_d)^2 \right] |01\rangle\langle 01| + |10\rangle\langle 10| \right] 2 P_c (1 - P_c) \eta^2 (1 - P_d)^2 |\Psi_+\rangle\langle \Psi_+| + \rho_d^2 \left[ (1 - \eta)^2 2 P_d + (1 - (1 - \eta)^2) \right] 2 P_d (1 - P_d)^2 |11\rangle\langle 11| \right]. \quad (37)$$

From this the conditional fidelity for entanglement generation in the two-photon scheme is, from Eq. (31), (evaluating at the optimum excitation probability $P_e = 1/2$)

$$F_{2c}^{(\text{opt})} = \frac{2 P_d^2 (1 - \eta)^2 + 2 P_d (1 - \eta) \eta + \eta^2}{8 P_d^2 (1 - \eta)^2 + 2 P_d (4 - 3 \eta) \eta + \eta^2}, \quad (38)$$

with success probability $P_S \approx \eta^2 / 2$. Comparing the single-click and two-click schemes, we find in the limit $P_d, P_d/\eta \ll 1, \eta (+) N (+) BT \ll 1$ that

$$F_{1c} \approx 1 - 2 \sqrt{\left( \frac{1}{\eta} - \frac{1}{2} \right) \eta (+) N (+) BT}$$

$$F_{2c} \approx 1 - \left( \frac{6}{\eta} - 4 \right) \eta (+) N (+) BT. \quad (39)$$

From these expressions we see that the dependence of the fidelities on the efficiency $\eta$ is rather weak in both cases: It serves to determine a prefactor to $N(+) \approx \eta (+) 2$ for a rather long pulse $BT \gtrsim 1$. For instance for the one-click scheme we have the prefactor $(1/\eta - 1/2) \eta (+) \sim \eta (+) / \eta \sim 1$ for $\eta \sim \eta (+) \ll 1$. On the other hand, for $\eta \sim \eta (+) \sim 1$ we have the prefactor $1/2$. The fact that the fidelity mainly depends on $N(+) \approx \eta (+) 2$ reflects that the conditional fidelity is determined by the probability to detect the good transduced photons relative to the noise photons, which is exactly determined by the added noise $N(+)$. Taking the low-efficiency limit $\eta = \eta (+) \rightarrow 0$ in the expressions for $F_{1c}$ given in Eqs. (39), we arrive at

$$F_{1c} \approx 1 - 2 \sqrt{N(+) BT}$$

$$F_{2c} \approx 1 - 6 N(+) BT \quad (40)$$

for the one- and two-click protocols, respectively. Here we have considered a situation corresponding to long distance communication $\eta \ll 1$ and assumed $BT \gg 1$ so that the pulse fits within both the spectral and temporal windows. As is evident, the key quantity for the quality of the generated entanglement is the added noise, whereas the efficiency of the transducer only enters into the success probability.

From the expressions (39,40) it is clear that the two-photon scheme has a smaller sensitivity to added noise than the one-photon scheme in the interesting regime $N(+) BT \ll 1$. On the other hand the two-photon scheme will have a lower success probability if the transducer has a low efficiency since it requires the detection of two photons. If we are only interested in the quality of the produced entanglement, $N(+) \approx \eta (+) 2$ is the important quantity to consider. As opposed to the situation for heterodyne detection, where a single mode was measured, there is, however, an additional factor coming from the fact the photo-detectors are not mode selective. Since efficient transduction requires $BT > 1$ this factor puts an additional requirement on the added noise for photo-detection schemes compared to continuous-variable schemes. On the other hand, photo-detection schemes can give useful output even with limited efficiency.

VI. CONCLUSION

We have given a generic characterization of time-stationary transducers in terms of signal transfer efficiency $\eta$ and added noise $N$. The non-equilibrium character of transduction requires trade-offs in optimizing these quantities. By deriving the figures of merit for various quantum optics applications in terms of $\eta$ and $N$, we have clarified the requirements on a transducer to perform efficiently in each of these contexts. The examples considered here show that the added noise $N$ often plays a more important role than the signal transfer efficiency $\eta$ in determining the performance.
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Appendix A: Scattering matrix for linearized two-body interactions

We present here a family of coupling schemes for which the scattering matrix in Eq. (1) of the main text takes the particular form of Eqs. (2,3). To be concrete, we first derive the input-output relation [46] for a general transducer based on two-body interactions and driven by harmonic bias fields of constant amplitude. Linearizing such an open system around its drive-induced steady state gives Heisenberg-Langevin equations of motion of the following form:

\[ \dot{\vec{B}}(t) = \sum_{k,l} M_{l,k} e^{i\omega_{d,k} t} \vec{B}(t) - \Gamma \vec{A}_{in}(t). \]  

(A1)

Here \( \vec{B} \) is a vector of bosonic operators describing the internal degrees of freedom of the transducer, whose mutual coupling are accounted for by the matrices \( M_{l,k} \), as induced by the various harmonic driving fields of frequency \( \omega_{d,k} \), which may enter to various order \( l = 0, \pm 1, \pm 2, \ldots \) (depending on the interactions underlying the linearized theory). Decay of the internal modes \( \vec{B} \) entails coupling to the input fields \( \vec{A}_{in} \), as described by the matrix \( \Gamma \) in (A1), and the output fields \( \vec{A}_{out} \) according to

\[ \vec{A}_{out}(t) = \Gamma' \vec{B}(t) + \vec{A}_{in}(t), \]  

(A2)

for a suitable matrix \( \Gamma' \).

To proceed, we assume that the different field operators can be divided into a finite number of (narrow) frequency bands, each denoted by an index \( m \) and centered around a frequency \( \omega_{0,m} \) (possibly zero). We choose these central frequencies such that all bands connected by a non-zero matrix element of \( M_{l,k} \) in (A1) are related to one another by an integer number \( l \) of drive frequencies \( \omega_{d,k} \). Crucially, we make the assumption that the frequency bands are well-separated for all bands coupled by a time-varying field, \( \omega_{d,k'} > 0 \), whereas we assume bands coupled due to a DC-bias, \( \omega_{d,k'} = 0 \), to be overlapping (and have a common center frequency \( \omega_{0,m'} \)). These assumptions provide a unique rotating frame for our many-mode system, allowing removal of all time dependence in Eq. (A1), and define a network topology in frequency space. Furthermore, we make a rotating wave-type approximation by neglecting all matrix elements of \( M_{l,k} \) which are not connecting frequency bands. Such a scenario is depicted in Fig. 3 and refers to the typical scenario where bias fields are used to frequency-convert between different components of the spectra. After introducing the Fourier representation of all operators in the equation of motion (A1), it is convenient to change to a rotating frame where all field annihilation operators for a particular band \( \hat{a}(\Omega + \omega_{0,m}) \) are replaced by slowly varying operators \( \hat{a}(\Omega) = \hat{a}(\Omega + \omega_{0,m}) \) with commutation relation \( [\hat{a}(\Omega), \hat{a}(\Omega')] = \delta(\Omega - \Omega') \). The resulting equations of motion only involve the slow frequency component \( \Omega \). Solving Eq. (A1) in the Fourier domain and using Eq. (A2), we finally find a scattering relation of the form given in Eq. (1) with the scattering matrix (in the rotating frame)

\[ S(\Omega, \Omega') = \left( 1 + \frac{1}{i\Omega + M} \right) \frac{1}{\Gamma(\Omega - \Omega')} \delta(\Omega - \Omega'). \]

(A3)

Here \( M = \sum_{l,k} \tilde{M}_{l,k} \) with the sum over terms \( l, k \) contributing within the rotating wave approximation, and the tilde on \( \tilde{M}_{l,k} \) denotes that terms corresponding to the central frequencies \( \omega_{0,m} \) have been removed. Note, that since annihilation operators enter with the time dependence \( \hat{a}(\Omega) \exp(-i\Omega t) \) whereas the creation operators are \( \hat{a}^\dagger(\Omega) \exp(i\Omega t) \) the annihilation operators \( \hat{a}(\Omega) \) will in general couple to \( \hat{a}(\Omega) \) and the input (output) vectors \( \vec{A}_{in}(\Omega) [\vec{A}_{out}(\Omega)] \) thus contain \( \hat{a}(\Omega) \) and \( \hat{a}^\dagger(\Omega) \), which amounts to a folding of the input spectra onto themselves around the band center frequency \( \omega_{0,m} \) (with some gain...
profile). For simplicity we will in the main text primarily deal with the slowly varying operators and omit the tilde.

Appendix B: Cauchy-Schwarz upper bound for heterodyne sensitivity

Combining Eqs. (2) and (18) from the main text we find that the Fourier transformed heterodyne current has the following signal and noise components

\[ \hat{I}(\Omega)/|\alpha_{LO}| = t_{s,\theta_{LO}}(\Omega)\delta_{\text{in},s}(\Omega) + \hat{N}_{\theta_{LO}}(\Omega), \tag{B1} \]

where we have defined

\[ t_{s,\theta_{LO}}(\Omega) \equiv e^{-i\theta_{LO}V_s(\Omega)} + e^{i\theta_{LO}V_s^*(-\Omega)}, \tag{B2} \]

\[ \hat{N}_{\theta_{LO}}(\Omega) \equiv e^{-i\theta_{LO}\hat{F}(\Omega)} + e^{i\theta_{LO}\hat{F}^*(\Omega)}. \tag{B3} \]

Integrating the photocurrent with a cosine with a variable phase \( \phi \), we see that all input quadratures are contained in \( \hat{I}(\Omega) \) obtained for a fixed value of \( \theta_{LO} \)

\[ \hat{Z}_{\phi,\theta_{LO}}(\Omega) = \frac{1}{|\alpha_{LO}|} \int \hat{I}(t) \cos(\omega t + \phi)dt = \frac{e^{i\phi}\hat{I}(\Omega) + e^{-i\phi}\hat{I}^*(\Omega)}{2|\alpha_{LO}|} = \frac{1}{\sqrt{2}} \left| t_{s,\theta_{LO}}(\Omega)|\hat{X}_{s,-(\psi+\phi)}(\Omega) + \hat{Y}_n(\Omega) \right|, \tag{B4} \]

where we have introduced the phase \( \psi \equiv \text{Arg}[t_{s,\theta_{LO}}(\Omega)] \) of the quadrature transfer function \( \hat{F}(\Omega) \) of the single-mode input signal quadratures

\[ \hat{X}_{s,\psi}(\Omega) \equiv \frac{e^{-i\phi}\delta_{\text{in},s}(\Omega) + e^{i\phi}\delta_{\text{in},s}^*(\Omega)}{\sqrt{2}}, \tag{B5} \]

obeying the canonical commutation relations \[ [\hat{X}_{s,\psi}(\Omega),\hat{X}_{s,\psi+\pi/2}(\Omega^*)] = i\delta(\Omega - \Omega^*); \] the added quadrature noise in Eq. (B4) is accounted for by the Hermitian operator

\[ \hat{Y}_n(\Omega) \equiv \frac{e^{i\phi}\hat{N}_{\theta_{LO}}(\Omega) + e^{-i\phi}\hat{N}_{\theta_{LO}}^*(\Omega)}{\sqrt{2}}, \tag{B6} \]

where \( \hat{N}_{\theta_{LO}} \) was defined in Eq. (B3).

Referencing Eq. (B4) to the input signal, we define the heterodyne sensitivity as the variance

\[ P(\Omega)\delta(\Omega - \Omega^*) \equiv \left\langle \left( \hat{X}_{s,-(\psi+\phi)}(\Omega) + \frac{\hat{Y}_n(\Omega)}{|t_{s,\theta_{LO}}(\Omega)|} \right) \left( \hat{X}_{s,-(\psi+\phi)}(\Omega^*) + \frac{\hat{Y}_n(\Omega^*)}{|t_{s,\theta_{LO}}(\Omega^*)|} \right) \right\rangle_{\text{vac},s} = \frac{1}{2} \delta(\Omega - \Omega^*) + \frac{\langle \hat{Y}_n(\Omega)\hat{Y}_n(\Omega^*) \rangle}{|t_{s,\theta_{LO}}(\Omega)|^2}, \tag{B7} \]

which follows from the assumed form of \( \hat{F}(\Omega) \) combined with the thermal expectation values of the input operators \( \hat{a}_{\text{in},s}(\Omega) \). In this way we find that

\[ \langle \hat{Y}_n(\Omega)\hat{Y}_n(\Omega^*) \rangle = \frac{1}{2} \left[ \langle \hat{N}_{\theta_{LO}}(\Omega)\hat{N}_{\theta_{LO}}^*(\Omega^*) \rangle + \langle \hat{N}_{\theta_{LO}}^*(\Omega)\hat{N}_{\theta_{LO}}(\Omega^*) \rangle \right] = \left| \left( \begin{array}{c} \hat{u}^{(+)} \\ \hat{u}^{(-)} \end{array} \right) \right|^2 + \left| \left( \begin{array}{c} \hat{v}^{(+)} \\ \hat{v}^{(-)} \end{array} \right) \right|^2 + 2\text{Re} \left[ e^{-2i\theta_{LO}} \left( \left( \begin{array}{c} \hat{u}^{(+)} \\ \hat{v}^{(-)} \end{array} \right) \right)^* \left( \begin{array}{c} \hat{u}^{(-)} \\ \hat{v}^{(+)} \end{array} \right) \right] \tag{B9} \]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product between vectors in \( \mathbb{C}^n \) and we have defined the vectors

\[ [\hat{u}^{(\pm)}]_i \equiv U_i(\pm\Omega)\sqrt{n_i(\pm\Omega + \omega_{d,i})} + 1/2, \tag{B10} \]

\[ [\hat{v}^{(\pm)}]_i \equiv V_i(\pm\Omega)\sqrt{n_i(\mp\Omega + \omega_{d,i})} + 1/2. \tag{B11} \]
As a side remark, we note that $P(\Omega)$ as given by Eq. (B7) coincides with the definition given in the main text as can be seen using the first equality in Eq. (B9) and the commutator $[\hat{N}_{\theta_0, \Omega}(\Omega), \hat{N}_{\theta_0, \Omega}^\dagger(\Omega')] = -|s_{\theta_0, \Omega}(\Omega)|^2 \delta(\Omega - \Omega')$. The Cauchy-Schwarz inequality on $\mathbb{C}^n$ implies that
\[
\left| \left( \begin{array}{c} \hat{u}^\dagger(+) \\ \hat{v}^\dagger(+)
\end{array} \right)^* \cdot \left( \begin{array}{c} \hat{v}(-) \\ \hat{u}(+)
\end{array} \right) \right| \leq \left| \left( \begin{array}{c} \hat{u}(+) \\ \hat{v}(+)
\end{array} \right) \right| \cdot \left| \left( \begin{array}{c} \hat{v}(-) \\ \hat{u}(-)
\end{array} \right) \right|,
\]
which leads us to an upper bound of Eq. (B9)
\[
\langle \hat{Y}_n(\Omega) \hat{Y}_n(\Omega') \rangle \leq \left( \left| \langle \hat{u}(+) \rangle \right| + \left| \langle \hat{v}(+) \rangle \right| \right)^2.
\]
Note that (for $\Omega, \Omega' > 0$)
\[
\left| \left( \begin{array}{c} \hat{u}(\pm) \\ \hat{v}(\pm)
\end{array} \right) \right|^2 \delta(\Omega - \Omega') = \left| \langle \hat{F}^{\dagger}(\pm \Omega) \hat{F}(\pm \Omega') \rangle + \langle \hat{F}(\pm \Omega) \hat{F}(\pm \Omega') \rangle \right|^2 = \left[ \eta(\pm \Omega) N(\pm \Omega) + \frac{1 + \eta(\pm \Omega)}{2} \right] \delta(\Omega - \Omega'),
\]
since from the bosonic commutation relations and Eq. (2) in the main text we have (for $\Omega, \Omega' > 0$)
\[
[\hat{a}_{\text{out}, e}(\pm \Omega), \hat{a}_{\text{out}, e}^\dagger(\pm \Omega')] = \delta(\Omega - \Omega') \Rightarrow [\hat{F}(\pm \Omega) \hat{F}(\pm \Omega')] = [1 + \eta(\pm \Omega)] \delta(\Omega - \Omega').
\]
Combining Eq. (B7) with Eqs. (B13) and (B14) we arrive at the upper bound for $P_4$ given as Eq. (22) in the main text.

\[\text{zeuthen@nbi.ku.dk}\]

[1] H. J. Kimble, Nature 453, 1023 (2008)
[2] K. Stannigel, P. Rabl, A. S. Sørensen, P. Zoller, and M. D. Lukin, Phys. Rev. Lett. 105, 220501 (2010)
[3] J. M. Taylor, A. S. Sørensen, C. M. Marcus, and E. S. Polzik, Phys. Rev. Lett. 107, 273601 (2011).
[4] K. Zhang, F. Bariani, Y. Dong, W. Zhang, and P. Meystre, Phys. Rev. Lett. 114, 113606 (2015)
[5] K. Takeda, K. Nagasaka, A. Noguchi, R. Yamazaki, Y. Nakamura, E. Iwase, J. M. Taylor, and K. Usami, ArXiv e-prints (2017), arXiv:1706.00532 [quant-ph]
[6] J. Bohmann, A. Vainsencher, D. D. Awschalom, and A. N. Cleland, Nat Phys 9, 712 (2013)
[7] J. T. Hill, A. H. Safavi-Naeini, J. Chan, and O. Painter, Nat Commun 3, 1196 (2012)
[8] A. Pifanti, J. M. Fink, A. H. Safavi-Naeini, J. T. Hill, C. U. Lei, A. Tredicucci, and O. Painter, Opt. Express 23, 3196 (2015)
[9] A. Vainsencher, K. J. Satzinger, G. A. Pearis, and A. N. Cleland, Applied Physics Letters 109, 033107 (2016) http://dx.doi.org/10.1063/1.4955408
[10] K. C. Bairam, M. I. Davanço, J. D. Song, and K. Srinivasan, Nat Photon 10, 346 (2016[11] R. W. Andrews, R. W. Peterson, T. P. Purdy, K. Cicak, R. W. Simmonds, C. A. Regal, and K. W. Lehnert, Nat Phys 10, 321 (2014)
[12] Q. P. Unterreithmeier, E. M. Weig, and J. P. Kotthaus, Nature 458, 1001 (2009)
[13] S. Schmid, T. Bagci, E. Zeuthen, J. M. Taylor, P. K. Harring, M. C. Cassidy, C. M. Marcus, L. Guillermo Villanueva, B. Amato, A. Boisen, Y. Cheol Shin, J. Kong, A. S. Sørensen, K. Usami, and E. S. Polzik, Journal of Applied Physics 115, 054513 (2014)
[14] T. Bagci, A. Simonsen, S. Schmid, L. G. Villanueva, E. Zeuthen, J. Appel, J. M. Taylor, A. Sørensen, K. Usami, A. Schliesser, and E. S. Polzik, Nature 507, 81 (2014)
[15] F. Lecocq, J. B. Clark, R. W. Simmonds, J. Aumentado, and J. D. Teufel, Phys. Rev. Lett. 116, 043601 (2016)
[16] J. M. Fink, M. Kalaeec, A. Pitanti, R. Norte, L. Heimzle, M. Davanko, K. Srinivasan, and O. Painter, Nature Communications 7, 12396 EP (2016)
[17] K. M. Sliwa, M. Hatridge, A. Narla, S. Shankar, L. Frunzio, R. J. Schoelkopf, and M. H. Devoret, Phys. Rev. X 5, 041020 (2015)
[18] R. Hisatomi, A. Osada, Y. Tabuchi, T. Ishikawa, A. Noguchi, R. Yamazaki, K. Usami, and Y. Nakamura, Phys. Rev. B 93, 144227 (2016)
[19] C. Javerzac-Galy, K. Plekhanov, N. R. Bernier, L. D. Toth, A. K. Fedyanin, and T. J. Kippenberg, Phys. Rev. A 94, 053815 (2016)
[20] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, Rev. Mod. Phys. 86, 1391 (2014)
[21] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, eds., Cavity Optomechanics: Nano- and Micromechanical Resonators Interacting with Light, 1st ed., Quantum Science and Technology (Springer-Verlag Berlin Heidelberg, 2014).
[22] C. A. Regal and K. W. Lehnert, Journal of Physics: Conference Series 264, 012025 (2011).
[23] A. H. Safavi-Naeini and O. Painter, New Journal of Physics 13, 013017 (2011)
[24] Y.-D. Wang and A. A. Clerk, Phys. Rev. Lett. 108, 153603 (2012)
[25] L. Tian, Phys. Rev. Lett. 108, 153604 (2012)
[26] S. Barzanjeh, M. Abdil, G. J. Milburn, P. Tombesi, and D. Vitali, Phys. Rev. Lett. 109, 130503 (2012)
[27] L. Tian, Annalen der Physik 527, 1 (2015)
[28] O. Cerntok, S. Mahmoodian, and K. Hammerer, ArXiv e-prints (2017), arXiv:1707.03339 [quant-ph]
[29] C. O’Brien, N. Laut, S. Blum, G. Morigi, and M. Fleischhauer, Phys. Rev. Lett. 113, 063603 (2014)
[30] L. A. Williamson, Y.-H. Chen, and J. J. Longdell, Phys. Rev. Lett. 113, 203601 (2014)
[31] S. Blum, C. O’Brien, N. Laut, P. Bushev, M. Fleischhauer, and G. Morigi, Phys. Rev. A 91, 033834 (2015)
[32] M. Tsang, Phys. Rev. A 84, 043845 (2011)
[33] A. A. Clerk, M. H. Devoret, S. M. Girvin, F. Marquardt, and R. J. Schoelkopf, Reviews of Modern Physics 82, 1155 (2010), arXiv:0810.4729
[34] C. M. Caves, Phys. Rev. D 26, 1817 (1982)
[35] L. Tian and H. Wang, Phys. Rev. A 82, 053806 (2010)
[36] S. A. McGee, D. Meiser, C. A. Regal, K. W. Lehnert, and M. J. Holland, Phys. Rev. A 87, 053818 (2013)
[37] A. D. O’Connell, M. Hofheinz, M. Ansmann, R. C. Bialczak, M. Lenander, E. Lucero, M. Neeley, D. Sank, H. Wang, M. Weides, J. Wenner, J. M. Martinis, and
A. N. Cleland, *Nature* **464**, 697 (2010).

[38] F. Massel, S. U. Cho, J.-M. Pirkkalainen, P. J. Hakonen, T. T. Heikkilä, and M. A. Sillanpää, *Nat Commun* **3**, 987 (2012).

[39] J. M. Pirkkalainen, S. U. Cho, J. Li, G. S. Paraoanu, P. J. Hakonen, and M. A. Sillanpää, *Nature* **494**, 211EP (2013).

[40] T. A. Palomaki, J. W. Harlow, J. D. Teufel, R. W. Simmonds, and K. W. Lehnert, *Nature* **495**, 210 (2013).

[41] A. P. Reed, K. H. Mayer, J. D. Teufel, L. D. Burkhart, W. Pfaff, M. Reagor, L. Sletten, X. Ma, R. J. Schoelkopf, E. Knill, and K. W. Lehnert, *Nature Physics*, EP (2017).

[42] E. Zeuthen, A. Schliesser, J. M. Taylor, and A. S. Sørensen, ArXiv e-prints (2017), arXiv:1710.10136 [quant-ph].

[43] J. F. Sherson, H. Krauter, R. K. Olsson, B. Julsgaard, K. Hammerer, I. Cirac, and E. S. Polzik, *Nature* **443**, 557 (2006).

[44] D. L. Moehring, M. J. Madsen, K. C. Younge, J. R. N. Kohn, P. Maunz, L.-M. Duan, C. Monroe, and B. B. Blinov, *J. Opt. Soc. Am. B* **24**, 300 (2007).

[45] Černotík, Ondřej and Hammerer, Klemens, *Phys. Rev. A* **94**, 012340 (2016).

[46] C. W. Gardiner and M. J. Collett, *Phys. Rev. A* **31**, 3761 (1985).