Learning common subspace is prevalent way to solve the problem of data from different modalities having inconsistent distributions and representations that cannot be directly compared when achieved in cross-modal retrieval. Previous cross-modal retrieval methods focus on projecting the data between modalities into a common latent subspace by learning the correlation between them to bridge the modality gap. However, due to the rich semantic information in the video, the heterogeneous nature of audio-visual data leads to heterogeneous gaps in the distribution of modalities, which are difficult to be bridged into a common subspace by the previous cross-modality learning methods, which may lead to the loss of important semantic content in the video when the modality gap is eliminated by supervised learning, e.g., optimizing pairwise correlation, while the semantics of the categories may undermine the properties of the original features. In this work, we aim to learn effective audio-visual representations to support audio-visual cross-modal retrieval (AVCMR). We propose a novel model that maps audio-visual modalities into two distinct shared latent subspaces: explicit and implicit shared spaces. In particular, the explicit shared space is used to optimize pairwise correlations, where learned representations across modalities capture the commonalities of audio-visual pairs and reduce the modality gap. The implicit shared space is used to preserve the distinctive features between modalities by maintaining the discrimination of audio/video patterns from different semantic categories. Finally, the fusion of the features learned from the two latent subspaces is used for the similarity computation of the AVCMR task. The comprehensive experimental results on two audio-visual datasets demonstrate that our proposed model for using two different latent subspaces for audio-visual cross-modal learning is effective and significantly outperforms the state-of-the-art cross-modal models that learn features from a single subspace.
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Fig. 1. Audio and visual are two main tracks from annotated video, the relation between audio and visual is captioned by representations learning method via projecting the audio-visual features into two distinct subspaces: explicit and implicit common subspaces to learn new representations, respectively. At last, the fusion features of these learned representations are utilized for audio-visual cross-modal similarity calculation.

1 INTRODUCTION

With the development of the Internet and the gradual improvement of the functions of mobile devices, users are progressively becoming self-publishing consumers in recent years, short video applications such as TikTok, Instagram, Snapchat have been users’ favourite entertainment tools, some people almost cannot live without short videos. In fact, videos have become the next generation of artificial intelligence, the rich semantics provide us with challenges and opportunities to extract useful information and build interaction between different modalities. Cross-modal learning methods have found success at the intersection of computer vision and natural language processing. However, as recently published papers [45, 72] show, there is still room for improvement in some common image-text benchmark datasets, such as the Wikipedia dataset [41] and the NUS-WIDE-10k dataset [12].

Moreover, there are few research works and available datasets on audio-visual cross-modal learning, which should be taken into account. In recent years, some works have applied audio-visual joint embedding learning to some tasks, such as Multimodal Sentiment Analysis [19], audio-visual separation [31], Visual2sound generation [73], and audio-visual cross-modal retrieval [66]. The AVCMR task faces the same challenge as other cross-modal learning methods, since the data from different modalities cannot be directly compared. In addition, audio-visual cross-modal learning is more challenge and potential than other combination of cross-modal learning such as image-text because the research situation of audio-visual cross-modal learning is still in its infancy.

A general approach to bridge the heterogeneous gap of two different modalities is by representation learning method [51, 60, 64, 74], where a common subspace is learned to obtain the same dimension of the representation in all modalities by optimizing the correlation between them, so that the similarity of the new representations can be measured directly. In the past, several cross-modal learning methods have been reported that use different methods to project the cross-modal data into a common subspace. Traditional methods such as CCA-variant [18, 44, 66] learning
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linear/non-linear projections by optimizing pairwise correlation to generate a pair of new cross-modal features, some CCA-variant [18, 66] have success in incorporating deep Learning methods to learn high-level semantic representation. For this reason, we adopt the idea of combining pairwise correlation learning and deep learning methods in the explicit common subspace.

Audio and visual are different modalities that are extracted from the same video, moreover, they share the same motive and goal of semantics that allows us to learn the correlation between them by cross-modal learning methods. To ensure the correlation do not deviate from the original semantic information such as human annotation. Unlike the YouTube-8M [1], VGG-SOUND [11], and Kinetics [26] dataset are labeled by computer vision techniques, in our work, we use the audio-visual datasets including VEGAS [73] and AVE [50] with audio-visual human double-check labels. Compared with the previous works [51, 54], the category information is only used to learn individual features for each modality or to learn from the inter-modalities, which may cause the semantic information to be lost during the joint subspace learning. In this case, we learn the semantic information in an additional shared subspace without explicit learning of a shared representation in the implicit shared subspace. To avoid that the two learned joint subspaces learn from different directions, which leads to the inability to merge the learned representation. The implicit shared subspace is the supplement of explicit shared subspace, which is unsupervised learning is based on the concept of mutual information [5]. Our proposed model applies a constraint loss to control the consistency of the two shared subspaces. Finally, the end representation is fused by the features mapped from two subspaces.

The main contributions of can be summarized as follows: We propose a simple and flexible audiovisual cross-learning model that extracts a comprehensive and unmixed representation across modalities by learning from the explicit shared space and the implicit shared space. After merging the output representations from two subspaces, the computation of cross-modality similarity is promoted. Experiments on the VEGAS and AVE datasets show that learned representations with simple fusion can outperform state-of-the-art models.

The rest of this paper is organized as follows. Section 2 describes related work in common spaces of cross-modal learning. Section 3 explains our approach and evaluates it experimental explanation in Section 4. Section 5 presents the results and conducts an analysis. Section 6 concludes this paper.

2 RELATED WORK

This section predominantly discusses the related works of common subspace learning in two aspects and analysis the difference of our proposed model compared with these related works.

Since the heterogeneous gap between modalities limits the similarly computation of parings, existing cross-modal learning methods [25, 34, 53] aim to learn a common space to generate modality gap-free representations so that eventually the transformed data can be compared using distance metrics, such as cosine similarity distance and Euclidean distance. Many models [4] have been proposed to learn such a shared space, and it is difficult to summarize these approaches with well-defined categories. In previous work on the survey of cross-modal retrieval [3, 37, 40, 42], the definition of categories depends on whether the learning space is a real-valued space or a binary/Hamming space. In this paper, we divided the related works in two lines by the cross-modal similarity calculation of the model is with explicit common representation or not.

2.1 Explicit Common Subspace Representations Learning

Explicit common subspace representations are obtained by learning pairwise correlations to calculate the cross-modal similarity.
2.1.1 Canonical Correlation Analysis (CCA) variant methods. CCA [18] and CCA-variant [2, 13, 27, 43, 44, 63, 66] methods are typical methods to learn explicit common subspace for generating transferred features for each modality. The CCA [18] is to find linear transformation for each modality to optimize the correlation of the transferred data in the common space. The KCCA [27] extends CCA with a kernel trick by projecting the data into high dimension space to generate non-linear representations. The DCCA [2] extend CCA with deep neural network skills to learn complex nonlinear transformations of cross-modal data so that the generated representations are highly linearly correlated. The Cluster-CCA [44] is a cluster-based CCA method that is to caption the possible corresponds within cluster to learn the linearly correlation of the transferred data. Compared with existing CCA-variant methods, The Multi-label CCA [43] is other way to extend CCA method, which learns common space to extract high-level semantic representations by the multi-label information instead of learning explicit pairwise correlation. The C-DCCA [63] is a significant extension of DCCA model, which learns correlation of data from two modalities for specific single label annotation. The TNN-C-CCA [66] applies audio-visual learning based task specific loss function to improve the Cluster-CCA method, which is not only take the pairings correlation into account, but also consider the non-pairings correlation, by exploiting triplet loss to update the weights of triplet neural networks for the constructed triplet inputs. The NLCCA method [22] is to extend CCA methods via using three feedforward neural networks, the first neural network consists of two branches that is to maximize the correlation between the two output representations. The other two neural networks use to project the canonical variables into the two original set of data. To enhance the correlation of pairings in the of CCA mechanism, the \( \text{CCAL} - L_{\text{rank}} \) [13] employ the pairwise ranking losses to reform the performance of CCA methods, by learning better embedding with the combination of CCA layer with present objectives for embedding space learning. In the application of the \( \text{CCAL} - L_{\text{rank}} \), task specific loss functions can be set on the output of final layer. The ICCA [48] method is toward improving CCA for cross-modal learning tasks, by solve the essential problems of CCA methods including the weakness of intra-modal semantic consistency ignored, the troublesome non-linear correlation learning, and similarity measure indirectly optimized. In addition, CCA can be applied in improving the adversarial learning method such as GAN, this work [17] argues that the input and generated data is not clear and the generated data is out of control in GAN, by using CCA to control the generated samples with optimizing the canonical correlation between input and the generated data during the training at the same time.

2.1.2 Deep Neural Networks (DNN) Based CMR methods. With the success of DNN models, which allows to extend to the multimodal learning by supplying scalable nonlinear transformations for valid cross-modal representation learning [8, 9, 14, 15, 23, 24, 28, 33, 35, 49, 62, 69]. Deep learning has already succeed in the representation learning for single modality, such as text, image, and audio, bridging the heterogeneous gap across modalities is still a big challenge for deep learning methods. Multimodal Deep Learning [35] introduced a representation learning for multimodal tasks, in particular, this cross-modal representation learning approach demonstrate if multiple modalities data used to learn can get more powerful features. The DVSH [8] is a hybrid visual-semantic fusion network that use to capture the intrinsic image-text correspondences for learning joint embedding space of these two modalities, in particular, the inputs of fusion network are two modality-specific hashing networks to generate perfect hashing codes. This work [9] propose a unified framework that takes both the pairwise similarity for leveraging retrieval and class-based features in a common space, they applied double triplet loss to take the the high-level semantic and the fine-grained features into account. DeViSE [14] is to solve the problem of large numbers of object categories that is hard to recognise without enough training data, by introducing a
combination model encompassing visual and semantic embedding learning with image data and its unstructured text information. The cooperative and joint methods for promoting the CMR [15] proposed a novel framework for the limitation of current CMR methods less scalable and huge retrieval cost, by combining a twin networks to encode all data for efficient initial retrieval and a cross-encoder structure for retrieved same unit of data. The $C^2MLR$ [23] model is to discover better representations and optimize pairwise rank function by enhancing both local alignment and global alignment, in detail, local alignment is about the alignment within the visual object and textual words, and global alignment is about the visual high level and semantic high level alignment. Similar to this work, the Deep Fragment [24] present a model, unlike other methods that projected cross-modal representations into a common space, consider the finer level information, visual objects, and sentence fragment. Except the rank function during mapping the data into common space, the work also added a new fragment alignment function to learn the alignment between these fragments. The SDPP [28] extract the correlation in a common space by additionally eliminating the modality-specific information which is not related to the cross-modal retrieval task, with Hilbert Schmidt Independence Criterion (HSIC) method. A Pairwise Classification Approach [33] for CMR is to retrieve the best matching in the retrieval candidate list when given a query from other modality based on the pairwise classification, which is not only can learn the correlation on positive links between two entities, but also can caption the unlabeled links in the cross-modal retrieval datasets. The DT-RNNs [49] designs dependency trees structure to project the sentences into a space to retrieve related images with these sentences, DT-RNNs learn the action and agents information in the sentence that can learn better representation from the logic of word sequence and the language expression. The PRDH [62] work argued that existing cross-modal hashing method directly using manual features and overlook the internal correlation that hurt the performance of the CMR task. The PRDH is an end-to-end deep learning method that can capture the internal correlation between cross-modal data. The PL-ranking [69] is a low-rank optimization model that consider the top samples and improve the precision of the top samples in the rank list for a given query when learning representation in the low-dimension shared spaces. PL-ranking used pairwise ranking loss for the top of rankings and considered the classification information by a applying a list-wise constraint, in the end, the correlation between data features and label embedding is enhanced by a low-rank regularization.

2.1.3 Generative Adversarial Networks (GAN) Based CMR Methods. Currently, generative adversarial networks (GAN) [10, 45, 47, 59, 74] prove a large potential room can improve the performance of cross-modal learning. The multi-stream encoder-decoder model [10] not only ensures enhancing the correlation between the RGB and sketch image, but also guarantee the semantic feature is discriminative in encoded feature space. In other word, the model can preserve the semantic space while eliminating the modality dependency during the training process. The ZSCRGAN [45] is to address the problem of previously unseen classes in query on training set by presenting a GAN-based zero-shot learning model for text to image retrieval. When given a text as the query, the model can get relevant images with zero-shot learning by using an Expectation-Maximization. The DLA-CMR model [47] applied dictionary learning algorithm to reconstruct discriminative representations, and adversarial learning exploit statistical characteristics of each modality. The model maintains the specificity of training/testing set, and ensures the weight of main features increases while other features decreases. The JFSE model [59] investigated the problem of adversarial learning in existing GAN-based cross-modal methods into two kinds and introduced Joint Feature Synthesis and Embedding method that combined the multimodal feature and representation learning in common space to remedy the investigation problem by developing a conditional wassertein GAN modules for the cross-modal input data. The R2GAN model [74] is short for a new version of GAN,
named Recipe Retrieval Generative Adversarial Network, which is to study the feasibility of the retrieval problem that generates image from text. The R2GAN model consists of two discriminative models and one generative model where achieved with a two kinds of rank loss in both spaces.

2.1.4 Semantic Supervised Learning Based CMR Methods. With the growth of data scale, the accuracy of label annotation gets hard, to overcome the situation, it requires us to extract more latent useful features. One common solution [56, 58, 60] for this case is to utilize the label feature as an additional feature to aid cross-modal learning.

The TANSS model [60] is motivated by the zero-shot cross-modal retrieval that there are some categories in the test set that have not appeared in the training set. The TANSS model is via designing three subnetworks to address the zero-shot problem in CMR tasks. In detail, the first two subnetworks are to learn the internal information inside the data for each set while keeping the instances across modalities sharing the same semantic information. The third subnetwork is a self-supervised learning method that is used to transfer the existing labels to unseen labels in the test. In the SCCMR [58], they explained the shortcoming of the existing supervised cross-modal retrieval including overlooking the abundant semantic information without annotations during bridge the heterogeneous gap. The SCCMR model is to globally optimize the combination of label prediction and the projection matrices, while exploiting the manifold graph structure to mine the latent semantic information across modalities.

In the cross-modal hashing methods, semantic inconsistency problem after bridging the heterogeneous gap is also a big challenge for CMR task. The (CPAH) model [56] tried to completely preserve the semantic consistency during the correlation learning between two sets by introducing a consistency refined mechanism to depart the different modalities data into two different latent spaces, then using an adversarial learning to ensure the representation from shared space full of semantic consistency and generate compact and discriminative representations in the end.

2.2 Implicit Common Subspace Representations Learning

Accept existing heterogeneous gap problem in cross-modal learning, different modalities have imbalanced and supplementary relation, with different information when drawing the same semantics. Learning explicit common subspace representations will easily overlook the modality-specific information. In this case, many works [7, 30, 36, 38, 39, 52, 55, 57, 61, 67, 70, 71] construct the independent individual semantic space for each modality.

In particular, the work [38] proposed an end-to-end framework that generates the modality-specific cross-modal similarity without learning explicit common subspace and in each semantic subspace for modality, the model can preserve the modality-specific characteristics. MS$^2$GAN [55] present a model that can learn modality-specific representation and modality-shared representation for each modality by training with a adversarial learning between generative and discriminative model. Generative model is to generate the semantic labels of representations, caption the inter-correlation and intra-correlation, and also differentiate the two different kinds of representations. Discriminative model is used to distinguish the modality of representations. The MsMFH [57] learns the modality-specific semantic representation for each modality and then applying correlation information to align the representations. Cross-modal hashing is a prevalent way to achieve cross-modal retrieval application, however, gaining the storage- and time-saving advantage may result in performance degradation because the finite-length hash code for similarity matrices cannot convey the correlation across modalities. The MLCAH model [32] converts the multi-level correlation information to hash codes by learning global and local semantic information with multi-level information and label information. A single common space for learning optimal representation of visual and text features is not enough, this kind of methods will lead to loss key information.
of data, this work [61] introduced a robust method to learn effective representations space for embeddings of visual and language by adopting two different types of generative models. Some existing methods learn implicit common space for cross-modal gap bridging that highly depend on the low-level features but overlook the internal characteristic in original data across modalities. This work [52] presents a new model to learn modality-specific representations by using two CNN structures to map the raw data. Hashing-based cross-modal retrieval methods also ignore the modality-specific features during bridging the heterogeneous gap. The MsPH [30] model is able to maintain the local structure and internal correlation. To address the problem of manual labeling uncertainty, this model adopted a label enhancement mechanism. The heterogeneous gap comes from the inconsistent and complementary correlation across modalities, different amounts of the same level semantic information. Simply projecting them into a common space will lose their exclusive modality-specific information. This work [39] introduced a novel cross-modal similarity measurement by considering the modality-specific characteristics, which training through a end-to-end architecture to generate modalities-specific features, RNNs model and attention model are used to exploit the modality-specific for semantic space. Hashing code in cross-modal retrieval with modality-specific features will ignore the semantic relevance between two sets of modality-specific features. The DMFH model [36] is a hashing based method that utilizes the multi-scale fusion models in each subnetwork to caption the semantic relevance. The DNN-based method [7] is a hybrid representation learning, which is used to learn shared space to generate embedding for each modality. This model employs stacked restricted Boltzmann machines to extract modality-specific features, a complicated network with joint autoencoders are applied, and the final representation for each modality is obtained by a stacked cross-modal autoencoder. To avoid the need for a large amount of annotation data for achieving expected performance, transferring the valuable information from effective annotation data to extend the dataset is considered. The DMTL [71] model transfers the previous labels to improve the retrieval system of new unseen labels by applying a pseudolabel algorithm. The CSGH model [70] is to learn the diversity of cross-modal features in the common spaces by capturing the individual modality-specific transformation. In detail, this model learns separate common subspaces for each modality by modality-specific transformation matrices then mapping these subspaces into a Hamming space with a common transformation matrix. In addition, the model captures the manifold structure with Laplacian regularization and the cross-modal relation with a correlation constraint. The unified hash codes from a shared space cannot fully obtain the characteristic of modality because of the internal heterogeneous difference. The LFMH model [67] is a novel cross-modal hashing approach that learns modality-specific subspace by matrix factorization. Finally, the model can transform the cross-modal raw data into modality-specific features.

Different from the above methods, our work is inspired by the domain adaptation network [6], we learn two different common subspaces. To alleviate the loss of key information in only one common space learning, we learn additional implicit common space, where is for domain adaptation and weakly maintains the semantic representation.

3 APPROACH
3.1 Problem Formulation
Assume that there is a collection of \( n \) videos, extracted audio and visual features from each video, denoted as \( \Phi = \{ \phi_i \}_{i=1}^{n}, \phi_i = (a_i, v_i) \), where \( a_i \in \mathbb{R}^{d_a} \) is an audio feature and \( v_i \in \mathbb{R}^{d_v} \) is a visual feature, here \( d_a=128 \) and \( d_v=1024 \) are the dimension of input features. Each instance \( \phi_i \) labeled by a semantic vector \( Y_i = [y_{i1}, y_{i2}, ..., y_{ic}] \), where \( c \) is the number of semantic categories. If the video \( i \)
Fig. 2. The model consists of three parts: 1) Feature Extraction; 2) Modality Representations; 3) Feature Fusion. The model takes the global audio and visual representations extracted by Vggish and Inception model respectively, and projects each modality into two different latent subspaces: Explicit and Implicit common spaces. Then, these hidden representations are utilized to fuse features by linear CCA-layer to calculate cross-modal similarity.

belong to \( y_{ij} \) (1 \( \leq \) j \( \leq \) c), \( y_{ij} = 1 \), otherwise \( y_{ij} = 0 \). Finally, the above modalities and categories can be represented by feature matrix, \( A = \{ a_1, ..., a_n \} \in \mathbb{R}^{d_a \times 128} \), \( V = \{ v_1, ..., v_n \} \in \mathbb{R}^{d_v \times 1024} \).

Since the audio and visual representations \( A \) and \( V \) have inconsistent distributions and different dimensions, they are unable to compare with each other for the AVCMR task. It requires us to learn common space, explicit common space \( S^e_x \), and implicit common space \( S^i_m \). In the first space, audio and visual representations are projected as \( S^e_x \) and \( S^e_x \) by \( f(a_i) \), \( g(v_i) \), respectively. In the second space, audio and visual representations are projected as \( S^i_m \) and \( S^i_m \) by \( \psi(a_i) \), \( \tau(v_i) \), respectively. Finally, the output of audio and visual representations is the fusion of \( S^e_x \& S^i_m \) and \( S^e_x \& S^i_m \), respectively.

### 3.2 Proposed method

The function of can be divided into three main parts: Feature Extraction (Section 4.3), Modality Representations and Modality Fusion (Section 3.3). The general framework of the is shown in Figure 2, and the configuration of is presented in Table 1.

**Table 1. Configuration of our proposed model.**

| Section                                      | Configuration                      |
|---------------------------------------------|-----------------------------------|
| Log mel-spectrogram audio inputs            | 96x64                             |
| Input of audio/visual branch                | 128-D/1024-D                      |
| Output of Ex-subspace                       | 10-D                              |
| Output of Im-subspace                       | 10-D                              |
| Hidden units for audio                      | [1024, 1024, 10]                  |
| Hidden units for visual                     | [1024, 2048, 10]                  |
| Output of CCA-layer                         | 10-D                              |

### 3.3 Modality Representations and Fusion

**Global-level Representations.** For audio and visual modality are extracted by pre-trained models (Section 4.3). The output of the features is frame-level features. Convert frame-level feature to
global-level feature is as follows.

\[ x_g = (m(x_1), m(x_2), \ldots, m(x_l)), \]

\[ m(x_i) = \frac{1}{d_x} \sum_{j=1}^{d_x} (x_{ij}) \]

where \( d_x \) is the dimension of \( x_i \), \( l \) is the number of frames.

**Explicit and Implicit Common Space.** We now project global-level representations across modalities into two distinct common subspaces. Based on whether learning one-to-one pair correlation, we classify the common space into explicit- and implicit-subspaces. Firstly, the explicit common space is to learn the commonalities and correlation for each audio-visual pair extract from the same video. Secondly, the implicit common space captures the unique characteristics of that modality by minimizing the difference between label and feature.

### 3.3.1 L\(_{corr}\)-Correlation loss

We apply correlation loss to reduces the cross-modal discrepancy, which makes the common audio-visual representation to be aligned close in the explicit common space. Technically, our correlation loss is CCA-variant loss as follows:

\[ L_{corr} = \frac{1}{n} \sum_{i=1}^{n} \frac{W_a^T \Sigma_{aa} W_v}{\sqrt{W_a^T \Sigma_{aa} W_a \cdot W_v^T \Sigma_{vv} W_v}} \]

where \( W_a \) and \( W_v \) are the transformation weight \( \Sigma_{aa} \) and \( \Sigma_{vv} \) are the covariance matrices of \( A \) and \( V \), respectively and \( \Sigma_{av} \) is the cross covariance.

### 3.3.2 L\(_{dis}\)-discriminative loss

Preserve the discrimination of generated representation in the shared subspace is very important for AVCMR task. However, if we only learn the one-to-one pair correlation and overlook the category information during the training, the learned representation will far from our expectations. Here, we set a trick that is to make the dimension of output vector is the same as the label vector, such that the output vector is not only the generated representations but also it’s the predicted label of the sample. We propose the following objective loss function to keep the discrimination of modality representations in the label space.

\[ L_{dis} = \frac{1}{n} ||\psi(a_i) - y_{a_i}||_F + \frac{1}{n} ||\tau(a_i) - y_{v_i}||_F \]

where \( || \cdot ||_F \) represents the Frobenius-Norm.

### 3.3.3 L\(_{cons}\)-constraint loss

Loss \( L_{corr} \) and \( L_{dis} \) capture different aspects of the input. However, the end-to-end model training may cause redundancy of NN structures. In this case, we involve a constrain loss to enforce the two NN structures with the same input learned in the different direction followed by [6, 29, 46]. Let \( Q_{ex}^m \) and \( Q_{lm}^m \) be the matrix, we apply the orthogonality constraint for each modality pair as:

\[ ||(Q_{ex}^m)^T Q_{lm}^m||_F^2 \]

where \( || \cdot ||_F^2 \) is the squared Frobenius-Norm. In addition, we add the constraint in the implicit common space between audio and visual representation learning. The final constraint loss is calculated as:

\[ L_{cons} = ||(Q_{ex}^m)^T Q_{lm}^m||_F^2 + ||(Q_{lm}^{m_1})^T Q_{lm}^{m_2}||_F^2 \]
Incorporating above 3 loss equation (2, 3 and 5) and assign the weight for each loss based on the output loss value. The overall loss function of our model is as:

$$L = L_{corr} + \alpha L_{dis} + \beta L_{cons}$$

Here, $\alpha, \beta$ are the interaction weights that decide the contribution of each component to the loss $L$, we will discuss these hyperparameter in Section 5.2.4. Finally, the final loss function $L$ can be optimized using a SGD algorithm.

**Feature fusion.** Once we get the output representation from two subspaces, it requires us to fuse them into a joint embedding. We apply a simple fusion mechanism by adding a linear-CCA layer and the input of the layers is the concatenation of representations from two subspaces for each modality. Our system will output 10-D representation for each modality for cross-modal similar calculation.

## 4 EXPERIMENTS

### 4.1 Datasets

We evaluate our model on two different video datasets: VEGAS [73] dataset and AVE-dataset [50]. As for VEGAS dataset, we follow the work [66] to extract each video with audio feature and visual feature by using advanced pre-trained models and then apply the global feature by frame-axis average as the final representations, more details about the two audio-visual dataset are as follows.

**VEGAS dataset.** The VEGAS dataset is a subset of Google Audioset and employ Amazon Mechanical Turks to clean the data. This dataset encompasses 10 human voices vehicle sounds, and nature sounds categories (chainsaw, rail transport, helicopter, baby cry or infant cry, drum, snoring, printer, fireworks, water flowing, and dog,) that are labeled by audio and visual double tracks check. Moreover, The length of a video ranges from 2 to 10 seconds and the average length overall is around 7 seconds. This dataset contains 28,103 videos and each video is labeled by a single label. We divided all the videos into train and test set by 80% and 20% and keep each category is balance appeared in the train and test sets, seen in Figure 3(a). Finally, we apply 5,621 videos for testing and 22,482 videos for training in our experiments.
4.1.2 **AVE dataset.** Audio-Visual Event (AVE) dataset contains 4,143 videos covering 28 event categories, each video is temporally annotated with audio-visual event boundaries. The lengths of video are range from 2 seconds to 10 seconds. In our experiment, we remove the music-related categories and keep 15 categories (Clock, motorcycle, train horn, bark, cat, bus, rodents/rats, toilet flush, acoustic guitar, frying (food), chainsaw, horse, helicopter, infant cry, truck). We select 189 videos as testing set, 1766 videos as train set, and keep category balance in each set, seen in Figure 3(b).

4.2 Evaluation Metric
To evaluate our proposed model, we apply Mean Average Precision (MAP) as the main computational metric for audio-visual cross-modal retrieval on both VEGAS dataset and AVE dataset. In addition, to further leverage the performance of our model, we follow the work [66] to take Time Cost as another metric to evaluate real-time started from training model to test the model on the VEGAS dataset. Besides, we explore Precision-Scope Curves (PSC) and Average Precision (AP) per category to leverage our architecture in order to further investigate our proposed model. During the testing, the system produces a rank list in one modality for each query in another modality, we regard the candidates in the rank list with the same category as query is correct.

4.3 Feature Extraction
To make a fair comparison, we apply the same audio-visual features as input of all models. Because all the compared methods are required learning common spaces, so the input audio-visual representations are global features.

4.3.1 **Audio Features.** We utilize the Librosa Library to extract Mel spectrogram feature as the input of Vggish model [21], with default parameters: hop size=512, nfft=2,048 and etc. The pre-trained VGG-like model is trained on AudioSet benchmark for audio classification task. Finally, audio representation is a 128-D global feature.

4.3.2 **Visual Features.** We extract frame-level visual features by using the public Inception V3 model [1], which is trained on the ImageNet dataset. Here, we decode each video at one frame-per-second, so the number of frames is the equal to the number of seconds, then we feed the features into Inception V3 network and use ReLu activation in the last hidden layer. The frame-level features of Inception V3 model is 2048-D per frame and discard the motion information. Afterwards, we exploit Principal component analysis (PCA) to reduce the dimension to 1024, so the final frame-level visual features is $1024^\ast len$, where len is the number of frames. In our experiment, we apply global 1024-D feature obtained by frame-axis average as visual representations.

4.4 Baselines
We comprehensively compare our model with various baselines, including Random case, CCA-variant methods and other state-of-the-art methods, the detail is as follows. As for the Random case, instead of getting the rank list for each query by the cross-modal similarity, it is by random.

4.4.1 **CCA-variant Models.** Multitudinous models have been proposed for cross-modal learning, CCA-variant as traditional methods for learning the correlation in two variables across modalities should be taken into account, so that to conduct a comprehensive comparative study against our model. Prevalent CCA-variant baselines include:

---

1https://librosa.org/
2https://github.com/fchollet/deep-learning-models
• **CCA [18]** (Canonical Correlation Analysis) is to find basis vectors for two variable sets to ensure the correlation between the projections of the two variables on basis vectors are mutually maximised. An alternative description is that CCA is to find linear transformations for two multivariate sets to optimize the correlation between them, which is the unsupervised learning and strongly associate to mutual information.

• **KCCA [27]** (Kernel Canonical Correlation Analysis) differ from CCA in finding the non-linear correlation by the kernel method, such as the known method "kernel trick", which is to improve the computational power of the linear CCA and extract more useful information of the input data by projecting the data into a high-dimensional space.

• **DCCA [2]** (Deep Canonical Correlation Analysis) is to obtain the nonlinear transformations of two data sets by deep learning and CCA-linear layer, which can be regard as a nonlinear extension of the linear CCA, different from CCA, DCCA is a parametric model and did not require the inner product. In addition, DCCA can be loosely viewed as learning a kernel for KCCA and offer a flexible nonlinear alternative to KCCA.

• **C-CCA [44]** (Cluster Canonical Correlation Analysis) is to cluster data across modalities into several classes and tries to enhance the intra-cluster correlation. Unlike the pairwise learning between data points from difference modalities, C-CCA is to divide the cross-modal data points into several clusters and learn new representations to maximize the correlation between two data modalities while set the data points from different classes apart in the common space.

• **C-DCCA [63]** (Cluster Deep Canonical Correlation Analysis) is a combination of Cluster-CCA and DCCA, which segregate the non-linear representation from deep learning method into several related clusters to optimize the correlation, where cross-modal data are non-linear projected into a common space while the data points from the same cluster have high correlation.

• **TNN-C-CCA [66]** (Triplet Neural Network & Cluster Canonical Correlation Analysis) can be viewed as an extension of C-CCA and C-DCCA, which considers the category information from both similar and dissimilar correlation. TNN-C-CCA presents an audio-visual specific loss function to improve the Cluster-CCA and is the present state-of-the-art method on VEGAS dataset, where the output of cluster CCA are mapped into a latent shared subspace through a triplet neural network while the data points from different clusters are highly correlated and the data points from different clusters are little correlated.

### 4.4.2 Advanced methods.
Numerous models of cross-modal learning are presented in recent years, we list some advanced models that publish in multimedia domain of top conferences as baselines.

• **UGACH [68]** (Unsupervised Generative Adversarial Cross-modal Hashing approach) utilizes Generative Adversarial Network to exploit the potential manifold structure of data across modalities by unsupervised learning. Given a data point from on modality, the generative mechanism will fit the manifold structure of the distribution and select the correlated data points from another modality to feint the discriminative model.

• **AGAH [16]** (Adversary Guided Asymmetric Hashing) applies a multi-label attention model with adversarial learning to enhance discrimination of cross-modal representations, which can generate hashing codes to fully keep the multi-label information of all the data points.

• **UCAL [20] and ACMR [51]** (Unsupervised cross-modal retrieval and Adversarial Cross-Modal Retrieval) apply unsupervised and supervised adversarial learning for cross-modal representation learning. A feature projector of ACMR to learn modality-invariant representation while modality classifier try to distinguish the modality of generated representation.
Fig. 4. Precision-scope curves on the VEGAS dataset for (a) audio2visual and visual2audio retrieval experiments, with K ranges from 10 to 1000.

- **DSCMR [72]** (Deep Supervised Cross-modal Retrieval) is advanced in learning discriminative features in label space and feature common space by supervised learning that minimizes the discrimination loss in representation learning space and label learning space while bridge the modality gap by using a weight sharing strategy. In our experiment, DSCMR model achieves the best performance on AVE dataset.

## 5 RESULTS AND ANALYSIS

### 5.1 Comparison with Existing Methods

The comparative results for AVCMR task on VEGAS dataset and AVE dataset are presented in Table 2, it shows that our model achieves the best performances and significantly outperforms all CCA-variant methods including the state-of-the-art method TNN-C-CCA, and others advanced methods on both audio-visual datasets. In particular, our model gains 4.6% of MAP in \(\text{audio} \rightarrow \text{visual} \) retrieval, 4.1% of MAP in \(\text{visual} \rightarrow \text{audio} \) retrieval, 4.3% of MAP in average MAP, over TNN-C-CCA on VEGAS dataset. Also, our model outperforms the GOAT model DSCMR on AVE dataset by the same 2.3% of MAP in \(\text{audio} \rightarrow \text{visual} \) and \(\text{visual} \rightarrow \text{audio} \) retrieval.

Except for the evaluation with MAP, we apply precision-scope curves as an additional assessment. Figure 4 shows the curves of and of CCA, C-CCA, DCCA, C-DCCA, UCAL, ACMR, DSCMR, TNN-C-CCA. The precision-scope curves and the MAP are consistent when audio or visual as query and our model have significant gains.

The supervised model is not completely learning representation with label in each common space. In the explicit common space, our model projects modalities into this subspace to optimize the correlation of pair to pair. In Table 4, the variant model only with explicit common space is unsupervised learning. Compared with the other unsupervised learning methods CCA, KCCA, UGACH and UCAL, variant model also can achieve the best performance.

### 5.2 Ablation Study

#### 5.2.1 Role of Time Cost

Table 1 shows the fused representation of our model is set as 10 and the same as other models. To fair comparison of time cost, we only consider the time consuming during the model training. Table 3 presents the Time-consuming (minutes) of model training on VEGAS dataset. Our model only takes around 8 minutes to achieve the model training, which only falls behind the C-CCA and DCCA. Our model saves time significant over state-of-the-art TNN-C-CCA that takes 192.0 minutes to train the final model.
Table 2. The MAP of Audio-Visual Cross-Modal retrieval for Our Proposed Model and Some Previous State-of-the-art Models on VEGAS Dataset and AVE Dataset

| Models       | VEGAS Dataset |          | AVE Dataset |          |
|--------------|---------------|----------|-------------|----------|
|              |               | A→V     | V→A         | Avg.     | A→V     | V→A         | Avg.     |
| Random       | 0.110         | 0.109    | 0.109       |          | 0.127    | 0.124       | 0.126    |
| CCA [18]     | 0.332         | 0.327    | 0.330       |          | 0.190    | 0.189       | 0.190    |
| KCCA [27]    | 0.288         | 0.273    | 0.281       |          | 0.133    | 0.135       | 0.134    |
| DCCA [2]     | 0.478         | 0.457    | 0.468       |          | 0.221    | 0.223       | 0.222    |
| C-CCA [44]   | 0.711         | 0.704    | 0.708       |          | 0.228    | 0.226       | 0.227    |
| C-DCCA [65]  | 0.722         | 0.716    | 0.719       |          | 0.230    | 0.227       | 0.229    |
| UGACH [68]   | 0.182         | 0.179    | 0.181       |          | 0.165    | 0.159       | 0.162    |
| AGAH [16]    | 0.578         | 0.568    | 0.573       |          | 0.200    | 0.196       | 0.198    |
| UCAL [20]    | 0.446         | 0.436    | 0.441       |          | 0.153    | 0.150       | 0.152    |
| ACMR [51]    | 0.465         | 0.442    | 0.454       |          | 0.162    | 0.159       | 0.161    |
| DSCMR [72]   | 0.732         | 0.721    | 0.727       |          | 0.314    | 0.256       | 0.285    |
| TNN-C-CCA [66]| 0.751        | 0.738    | 0.745       |          | 0.253    | 0.258       | 0.256    |
| **Our model**| **0.797**     | **0.779**| **0.788**   |          | **0.337**| **0.279**   | **0.308**|

Table 3. Time Cost of our model and Some Baselines model training on VEGAS dataset.

| Models       | Time(Minutes) | Models       | Time(Minutes) |
|--------------|---------------|--------------|---------------|
| Random       | 0.04          | CCA          | 1.08          |
| DCCA         | 5.15          | KCCA         | 2.03          |
| ACMR         | 176.7         | TNN-C-CCA    | 192.00        |
| C-CCA        | 1.24          | C-DCCA       | 18.56         |
| DSCMR        | 22.05         | Explicit-space | 6.15          |
| Implicit-space | 6.77         | Our model    | 8.36          |

5.2.2 **Role of Common Space.** The two subspaces of our model are achieved by the three-terms combined objective function. Each term is consistent with the function of each subspace. To further investigate our model, we design three variations of our model. Our model-invariant (Explicit-space and Implicit-space) share the same neural network (NN) structures with our model and apply the combinations (correlation loss with constraint loss, discriminative loss with constraint loss) respectively. invariant model (Ex-Im-share) means the same modality shares the same NN structures for two subspaces and utilizes the same loss function with our model. From the results in Table 4, our model combines the three terms will stimulate the advantage of representation learning in two common subspaces and improve the performance of AVCMR task.

Our model jointly optimize the correlation loss and discriminative loss in the objective function, To further exploit the effect of multi-subspaces in our model, we sample the correlation loss and the discriminative loss values from epoch ranges from 1 to 1000, seen in Figure 5. The loss and other two loss combination decrease monotonously and smoothly converge. The loss curves are consistent with the expectation of two subspaces combination.

5.2.3 **Role of Category.** In Figure 6, we show the average precision (AP) per category of our model and its variant models on VEGAS dataset. In particular, the Best AP perform by our model, the Mean AP is the mean of our model and three variant mentions in subsection 5.2.2. We divide
Fig. 5. The objective function value of our model with the change of training epochs [1, 1000], on the VEGAS dataset.

Table 4. The MAP of Audio-Visual Cross-Modal retrieval for Our Proposed Model and Some Baselines on VEGAS Dataset and AVE Dataset

| Models      | VEGAS Dataset | AVE Dataset |
|-------------|---------------|-------------|
|              | A→V  | V→A  | Avg. | A→V  | V→A  | Avg. |
| Random      | 0.110 | 0.109 | 0.109 | 0.127 | 0.124 | 0.126 |
| Explicit-space | 0.687 | 0.692 | 0.690 | 0.232 | 0.244 | 0.238 |
| Implicit-space | 0.614 | 0.622 | 0.618 | 0.222 | 0.263 | 0.242 |
| Ex-Im-share | 0.781 | 0.773 | 0.777 | 0.278 | 0.243 | 0.261 |
| Our model   | **0.797** | **0.779** | **0.788** | **0.337** | **0.279** | **0.308** |

the dataset into train and testing set and keep the category balance, the figure can roughly show the higher AP indicates the easier to retrieve. We can see the Dog barking and the firework get the highest AP with our model and the overall variant methods when audio as query. Take look at the Dog barking, audio2visual can get 84.6% with our model but visual2audio only 79.4%, almost 5% difference.

5.2.4 Role of Model Parameters. Alpha (\(\alpha\)) and Beta (\(\beta\)) is a couple of hyper-parameters in loss function of our model. As \(\alpha\) and \(\beta\) distribute the contribution of the difference between two subspace and the modality-specific characteristic remains, we try to analyze the effect of them on cross-modal representation generation during training on two datasets (VEGAS and AVE). Here, we sample \(\alpha, \beta\) from 0, 0.001, 0.01, 0.1, 1, note that \(\alpha=0\), our model is the (explicit-space) model. The figure shows that when \(\alpha, \beta\) are set as 0.1, 0.01 or 0.001 can surpass the state-of-the-art TNN-C-CCA model, within the couple, when \(\alpha=0.01, \beta=0.001\), our model can get the best performance on both datasets, seen in Figure 7.
Fig. 6. Summary of the Audio-Visual Retrieval Results by Class. For each class two values are shown: the maximum AP obtained by our model (max) and the Median AP over all Our Baselines (mean).

Fig. 7. The MAP Figures of with the Changing of Parameters: Alpha and Beta. The Planes Represent the MAP of the State-of-the-art model TNN-C-CCA, the Green Circles Denote the Situation (Fixed Alpha and Beta) that the MAP of our Model is lower than TNN-C-CCA Model, the Blue Circles Show the Higher and the Red Circles Imply the Best Case.

5.2.5 Visualisation of the Learned Representation. To investigate the effectiveness of representations fusion from two subspaces of our model, we visualize the change of representations distribution from testing set during our model training on the VEGAS dataset by t-SNE tool. A comparison between the first row and second row in Figure 8, which indicates our model separate data points into semantic clusters and some of them are segregated from other clusters with clear boundary, but there are still some clusters will intersect with each other and hard to segregate. The segregated cluster will get easier to retrieve the related documents and the MAP will be higher than those intersected clusters. The AVCMR in this work is category-based retrieval, the ideal generated
representation of the proposed model is all the clusters are segregated and the distance of boundary is enough for the system to distinguish the relevant candidates.

6 CONCLUSION

In this paper, we presented a comprehensive audio-visual representation learning model that projects the modalities into explicit common space and implicit common space, the learned representations from these two subspaces via fusing skill to calculation the cross-modal similarity. Compared with previous methods that learning representations on a common space, our model learns mutual information and semantic information in two distinct subspaces, we find our model to be effective to improve the performance and significant gains over GOAT models in of audio-visual cross-modal retrieval task. The result analysis indicates the modality-specific characteristic utilized in the implicit common space, which can be an additional remedy for losing information during bridging the modality gap. Overall, we emphasize the importance of multi-common spaces during representation learning for audio-visual learning. The comprehensive experiments demonstrate our idea is effective.

We plan to propose more powerful fusion skills and try to apply attention mechanisms to consider the local features in implicit space in the future.
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