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The International Banking Research Network (IBRN) is a recurring collaboration of central banks around the globe that aims to investigate important policy-related research questions using the confidential granular data available to national research teams and applying a similar methodology. This approach allows the running of a meta-analysis and thus the obtaining of a ‘big picture’ of comparable empirical findings across different countries. At the time of writing, there are 28 members of the IBRN, including the central banks of advanced economies and emerging market economies and two supranational bodies, the International Monetary Fund (IMF) and the Bank for International Settlements (BIS). The Bank of Russia has participated in IBRN initiatives since 2016.

One of the two most recent IBRN research initiatives studied the interaction between monetary and macroprudential policies. The topic is related to several
pieces of existing literature. First, as argued, for instance, in Repullo and Suarez (2013), the credit, or financial cycle, on the one hand, and the business cycle, on the other hand, are not necessarily synchronised, and this implies that monetary policy alone cannot serve as the means to smooth both cycles. This gives rise to a role for macroprudential policy in softening the financial cycle and, thus, promoting financial stability, while leaving responsibility for price and output stability to monetary policy. There has been, however, some skepticism with regard to the efficacy of macroprudential policy tools, such as countercyclical capital buffers (CCyB), loan-to-value (LTV) and debt-to-income (DTI) caps, etc., and this has persisted because many such tools were previously untested. Furthermore, the simultaneous implementation of several policies makes it difficult to isolate the effect of any individual one. Finally, given that macroprudential policies are applied in response to developments in the financial sector, the identification of their causal effect on credit growth, risk-taking, and so on by isolating the exogenous components of the policy remains a serious challenge. A consensus on the potency of macroprudential policies to curb the financial cycle and the unwanted accumulation of disbalances in the financial system it causes is yet to be reached. For example, Blanchard (2017) views prudential capital controls as a natural tool for emerging market economies to insulate themselves from external shocks whereas Rajan (2015) argues that their potency is elusive. Empirical evidence is inconclusive: some studies document statistically and economically significant effects, while others find the opposite. Such a situation forces many to view monetary policy as a better tool for ensuring financial and macroeconomic stability, as summarised in the famous statement, from then-Federal Reserve Governor Jeremy Stein, that monetary policy is preferred since ‘it gets in all of the cracks’ (Stein, 2013).

The second set of literature that inspired this IBRN initiative is that on international monetary transmission and the Global Financial Cycle. It is well documented that monetary loosening in central economies such as the US and the euro area leads to a softening of financial conditions in peripheral economies, including emerging markets, and that this occurs in economies with both fixed and flexible exchange rate regimes. Bruno and Shin (2015) find that monetary easing in the US triggers massive capital outflows from the centre to the periphery, accompanied by growth in the leverage of global banks. Passari and Rey (2015) document a great degree of co-movement in cross-border capital flows, asset prices, and leverage across countries. Miranda-Agrippino and Rey (2020) show that asset prices across the world contain a common component that explains a substantial (up to 20%) fraction of their variation, which they label the Global Financial Cycle. Rey (2015) reports evidence that floating exchange rates do not warrant monetary policy autonomy and concludes that the Mandellian Trilemma of economic policy in an open economy has turned into a dilemma: monetary policy autonomy can be restored only if capital controls or other macroprudential policies are in place.
As with other IBRN initiatives, this one focusses on the determinant of cross-border bank credit flows, either in the form of arm’s length or of intragroup lending. This type of flow accounts for about 50% of all cross-border capital movements. The general research questions is: To what extent does macroprudential policy reshape the transmission of monetary policy? The concrete context differs across studies.

Implementation details differ across country studies. This is explained by the fact that in some countries, such as Mexico or Russia, the banking sector is oriented to serving mainly domestic customers, with no substantial footprint overseas. Other countries, such as the US or the UK, on the contrary, are home to global banks with widespread networks of branches and subsidiaries all over the world. A generic exercise can be represented by the following specification

\[ Y = \beta_0 + \beta_1 M + \beta_2 P + \beta_3 M \times P + \beta_4 X + u, \]  

where \( Y \) is the dependent variable of interest, which could be domestic or cross-border lending or lending by foreign affiliates of home banks; \( M \) is some measure of a change in monetary policy stance, at home or abroad; \( P \) is a proxy for the stance of prudential policy, at home or abroad; \( X \) is the vector of controls, either at the bank level (liquidity ratio, log of real assets, capital ratio, core funding ratio) or at the economy level (real GDP, VIX), depending on the specific application; and \( u \) is regression error that absorbs all other determinants of \( Y \). The time path of ruble-denominated and foreign-currency denominated credit growth for 22 internationally active Russian banks is shown in Figures 1 and 2, respectively.

All studies but two employ confidential bank-level data that are obtained from quarterly or monthly supervisory reports that banks submit to the central bank, and this is a signature feature of this and all other IBRN initiatives. The observations are, thus, at the bank-time level, and specification (1) is a fixed effects panel regression.

Roughly, all country studies can be split into two groups, one from an inward perspective and the other from an outward perspective. A typical inward-perspective study looks at the inward transmission of monetary policy from systemic economies, such as the US, the euro area or the UK, and the effect of domestic prudential policy on this transmission. The dependent variable \( Y \) in this case is some proxy for the domestic credit cycle, for example, overall credit growth or credit growth in a specific sector, e.g., mortgage lending or consumer credit. The monetary policy variable \( M \) characterises the change in the stance of monetary policy in systemic economies. One possible choice of \( M \) is the quarterly change in the so-called shadow policy rate (Krippner, 2015; Wu and Xia, 2016). The shadow rate coincides with the policy rate, which is the federal funds rate for the US outside the time period when the zero-lower
Figure 1. Ruble-denominated credit growth for 22 internationally active Russian banks, %
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Figure 2. Foreign-currency-denominated credit growth for 22 internationally active Russian banks, %
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Figure 3. US shadow policy rate, %
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bound (ZLB) was binding, that is, when the policy rate was close to zero (at 0.25% to be precise). Within the ZLB period, the policy rate as an indicator of monetary policy stance is likely to be uninformative. The Federal Reserve experimented with unconventional monetary policy tools during that time, such as Quantitative Easing (QE – purchases of long-term government securities on a large scale) and Forward Guidance (communicating the conditional path of the future policy rate to market participants), and it is conceivable that the contemporaneous stance of monetary policy was characterised by the negative values of the effective policy rate. Krippner (2015) and Wu and Xia (2016) derive such effective policy rate from the term structure of interest rates using a theoretical affine model of term structure in the spirit of Piazzesi (2010) and Hamilton and Wu (2012). The general idea is the following. By the expectation hypothesis, long-term bond yields are equal to the expected path of the short-term rate over a horizon equal to the term to maturity for these bonds, which is postulated to be a linear function of two (as in Krippner, 2015) or three (as in Wu and Xia, 2016) latent factors. One can back out these latent factors from those parts of the yield curve that are not on the ZLB, that is, excluding bonds of short maturities. The effective short-term policy rate is then obtained as the fitted values of the postulated relationship between the short-term rate and the latent factors, where the parameters of the relationship and the latent factors themselves are estimated based on the longer-maturity part of the yield curve. The US shadow policy rate estimated in Krippner (2015) is shown in Figure 3.

An alternative choice for $M$ could be some proxy for what is called a structural monetary policy shock. A change in the effective policy rate represents a reaction from the central bank to developments in the economy. Bank credit, in turn, is likely to respond to the same developments. For example, if consumers are in the mood to spend, this will push demand for consumer credit, on the one hand, and create unwanted inflation pressures by shifting aggregate demand outwards, on the other hand. A central bank whose mandate obliges it to maintain price stability will raise the policy rate in an attempt to cool down aggregate demand and, thus, avoid higher inflation in the future. Observing a positive correlation between the contemporaneous policy rate and credit growth, a researcher might mistakenly conclude that monetary tightening has a positive causal effect on credit growth. A conventional approach that allows the avoidance of such a false conclusion is to isolate the exogenous component in the change of a monetary policy instrument. This exogenous component is unrelated to what is occurring in the economy and, therefore, can be viewed as a purely random disturbance. The identification of a structural monetary policy shock can be done within a Structural Vector Autoregression (SVAR) framework with external instruments, following Mertens and Ravn (2013) and Stock and Watson (2018). The role of external instruments is played by so-called ‘monetary surprises’, which are changes in the price of interest rate derivatives over a narrow 30-minute window centred on a monetary
policy announcement. For the US, these interest rate derivatives are federal funds rate futures contracts with different maturities (Gürkaynak et al., 2005), for the UK and the euro area these are overnight indexed swap (OIS) contracts. The idea behind this approach to the identification of structural shocks, which is often referred as high-frequency identification (HFI), is the following. Suppose that a VAR contains a sufficient number of variables so that the space of VAR innovations spans the space of structural shocks. By construction, a monetary surprise is the reaction of the financial market to news brought by a monetary policy announcement. The identifying assumption is that during the 30-minute window there were no events other than the announcement, and, therefore, the observed change in the market price of a contract is driven completely by the news contained in the announcement. In principle, a monetary surprise itself can be used as a proxy for a monetary policy shock. One can argue, though, that this monetary surprise is likely to have a noise component, given that financial market participants may overreact or underreact to news, which is conceivable. A more rigorous approach to the identification would be to construct an OLS projection of the monetary surprise series on the space of VAR innovations. Since, by construction, the monetary surprise is uncorrelated with structural shocks other than the monetary shock, such a projection will deliver the monetary policy shock, up to a multiplicative constant. Gertler and Karadi (2015) implement this identification strategy. Their baseline VAR for the US contains four variables: industrial production, inflation, the yield on one-year government securities, and the excess bond premium, which is the credit spread for corporate bonds with the probability of default subtracted (Gilchrist and Zakrajšek, 2012). The time path of monetary surprises derived from current-month US federal funds futures (MP1) and identified US monetary policy shocks is shown in Figures 4 and 5, respectively.

Another key explanatory variable in regression (1) is $P$, the proxy for the stance of prudential policy. Compared with monetary policy, prudential policy is much more difficult to quantify. The main reason is that different types of prudential policy have their own measurement units, and it is not straightforward how exactly to aggregate them to get a meaningful single measure of prudential policy stance. For example, it is not obvious which of two prudential policy interventions, an increase in the risk weight for unsecured consumer loans by 20 percentage points (p.p.) or an increase in the reserve requirements for foreign-currency deposits by 3 p.p., is associated with more tightening. A simple approach to the quantification of prudential policy changes is offered in Cerutti et al. (2017). This paper considers a quarterly panel of 64 countries covering the period from 2000 to 2017 and splits all prudential policies into five classes: capital buffers, interbank exposure limits, concentration limits, loan-to-value (LTV) limits, and reserve requirements. Each individual prudential policy intervention in each quarterly time period is assigned a value of 1 if it was a tightening, -1 if it was an
Figure 4. US monetary surprises, %
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Figure 5. US monetary policy shocks identified and estimated using SVAR, %
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Figure 6. Aggregate prudential policy stance in Russia
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easing, and 0 if there was no change. For example, on 1 April 2011, the central bank raised the reserve requirement ratio on credit institutions’ liabilities to non-resident banks in all currencies from 4.5% to 5.5%, the ratio on individual deposits in all currencies from 3.5% to 4%, and the ratio on credit institutions’ other deposits in all currencies from 3.5% to 4%. This prudential action was coded as +1. Afterwards, all individual prudential policy interventions quantified in this specific way are summed up to yield an aggregate measure for the overall stance of prudential policy. The time path of aggregate prudential policy stance in Russia is shown in Figure 6.

The term $\beta_1 M$ in equation (1) is the distributed lag of a monetary policy shock in a systemic economy, i.e. a more precise notation would be $\beta_{1,0} M_t + \beta_{1,1} M_{t-1} + \beta_{1,2} M_{t-2} + \beta_{1,3} M_{t-3}$. The sum of coefficients $\beta_{1,0} + \beta_{1,1} + \beta_{1,2} + \beta_{1,3}$ is the four-quarter cumulative effect of foreign monetary policy shock on domestic credit growth under the assumption that prudential policy is missing. The prudential policy stance enters the right-hand side of equation (1) as its fourth lag, i.e. $\beta_2 P_{t-4}$. This is done in order to avoid a potential endogeneity problem since, contemporaneously, prudential policy is likely to respond to credit growth that is viewed by regulators as excessive. The regressor of interest is the interaction of the distributed lag of foreign monetary policy with the fourth lag of domestic prudential policy, i.e. $\beta_3 M \times P_t$, or, more precisely, $\beta_{3,0} M_t \times P_{t-4} + \beta_{3,1} M_{t-1} \times P_{t-4} + \beta_{3,2} M_{t-2} \times P_{t-4} + \beta_{3,3} M_{t-3} \times P_{t-4}$. If foreign monetary policy spills over across borders, then one should expect $\beta_{1,0} + \beta_{1,1} + \beta_{1,2} + \beta_{1,3}$ to be negative: a loosening of monetary policy, say, in the US will produce capital outflows from the US and other centre economies to the periphery, and this will soften financial conditions in the recipient countries and stimulate credit growth. Similarly, if the domestic prudential policy stance has an insulating effect by alleviating the strength of international monetary transmission, then one should expect $\beta_{3,0} + \beta_{3,1} + \beta_{3,2} + \beta_{3,3}$ to be positive: a tighter prudential policy stance on the eve of monetary loosening abroad would dampen its effect on domestic credit growth.

Specification (1) assumes that all banks are equally affected by foreign monetary policy and domestic prudential policy. This is not necessarily the case, though. For example, different banks may rely on foreign funding to different degrees. It follows then that the lending of a bank with a higher fraction of foreign funding will be more sensitive to foreign monetary policy. The reason is that, due to various financial and information frictions, a bank cannot immediately reshuffle the composition of its funding mix. Similarly, the lending of a bank with a higher fraction of foreign funding will be more responsive to a domestic prudential policy intervention that explicitly targets cross-border funding, such as reserve requirements for foreign-currency deposits or interbank loans. In order to account for heterogeneous effects of policies on bank lending, specification (1) is augmented with so-called ‘channel’ or ‘exposure’ variables. One such ‘channel’
variable could be the fraction of foreign funding in liabilities. Another example is the fraction of consumer credit in assets, which is relevant for the analysis of the consequences of changing risk weights in the capital ratio for this particular asset type. The liquid asset ratio is also a potential ‘channel’ variable: the lending of a bank with greater liquidity buffers will be less sensitive to monetary policy tightening (Kashyap and Stein, 2000). Figures 7 and 8 show the time path of cross-border funding ratio and liquid asset ratio, respectively, for 22 internationally active Russian banks.

**Figure 7.** Cross-border funding ratio of 22 internationally active Russian banks, %
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**Figure 8.** Liquid asset ratio, %
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The modified specification would include double and triple interactions of the respective channel variable with both policies:

\[ Y = \gamma_0 + \gamma_1 M \times C + \gamma_2 P \times C + \gamma_3 M \times P \times C + \gamma_4 X + v, \]  

(2)

where \( C \) enters the right-hand side of (2) as the fourth lag, i.e. as \( C_{t-4} \). The hypothesis of interest is whether a tighter domestic prudential policy stance helps insulate bank lending from unwanted international monetary policy spillovers. Technically, it involves testing the null \( \gamma_{3,0} + \gamma_{3,1} + \gamma_{3,2} + \gamma_{3,3} = 0. \)

Turning now to the outward perspective, which is relevant for systemic economies, such as the US, the UK, and the euro area, one can still run the analyses using specifications (1) and (2), except that \( Y \) is now the cross-border lending of a home bank or the domestic lending of its foreign affiliates, \( M \) is likely to be monetary policy at home, and \( P \) the stance of prudential policy at home or in the destination country.

I now turn to an overview of individual studies implemented by country teams.

The study by Niepmann et al. (forthcoming) investigates the effect of stress tests in the US after 2012 on cross-border lending by the US banks to emerging markets. A stress test is an exercise that allows the evaluating of the resilience of the banking sector as a whole as well as of individual institutions to adverse shocks. Using supervisory models, the Federal Reserve projects the profitability of each bank’s assets under three scenarios – baseline, adverse, and severely adverse. The main question is whether the bank has enough capital relative to the required minimum threshold that would absorb losses if one of the two adverse scenarios materialises. If the capital buffer of a credit institution turns out to be insufficient, this bank is required either to recapitalize or to deleverage. Thus the stress test reveals which banks are capital-constrained and which are not. It follows then that lending by capital-constrained institutions should not respond to monetary loosening in the US since they do not have spare risk-bearing capacity. Using loan-level data, the authors test this hypothesis by looking at the cross-border lending of the US banks to borrowers in emerging markets. They find that, indeed, the cross-border lending of capital-constrained banks, i.e. those with a smaller capital surplus, responded less to monetary easing in the US than the lending of banks with a greater capital surplus. They conclude that the stress tests in the US, which can be viewed as a prudential intervention, partially offset the expansionary effect of the US monetary policy on cross-border flow of credit. Without the US stress tests, capital inflows to emerging markets would have been even more massive.

Imbierowicz et al. (forthcoming) take the domestic perspective. They study how changes in capital requirements in Germany affected the transmission of euro area monetary policy to domestic lending and loan interest rates. Two major
prudential actions were undertaken by German prudential authorities over the 2008–2018 time period considered. First, in the course of the transition to Basel II, in 2008, banks were allowed to switch from the standardised approach to the determination of the risk weights of loans and other risky assets, which are inputs to the capital ratio, to an alternative approach based on internal ratings. The latter method gave banks more flexibility, and the outcome was that the average risk weight for each type of loan declined. Second, as part of preparation for the adoption of Basel III, in 2014, the regulators started to gradually increase capital requirements, introducing capital surcharges for Systemically Important Financial Institutions (SIFIs). The study finds a negative effect of capital requirements on lending for banks with low excess capital but no significant effect for banks with high excess capital. Monetary policy in the euro area has a positive effect on loan rates, with a tightening having a disproportionately stronger effect quantitatively than a loosening. The negative effect of monetary loosening on the lending of banks with high excess capital is statistically and economically significant, but the effect is insignificant for low-excess-capital banks. Monetary tightening is not found to affect lending. Finally, capital requirements affect the transmission of monetary policy into loan rates, but not into the growth of lending. Higher capital requirements mute the response of loan rates to shifts in monetary policy. The effect is more pronounced for banks with high excess capital and for episodes of monetary tightening.

Bussière et al. (forthcoming) take the perspective of two systemic banking centres: France, a core member of the euro area, and the UK. They look at the outward transmission of home monetary policy. The banking sector of France features a few institutions with Global Systemically Important Bank (GSIB) status, such as Société Générale and BNP Paribas. The UK is home to many banks, both national and foreign owned. The study addresses two main research questions. First, is the transmission of home monetary policy to the cross-border lending of home banks affected by the domestic prudential policy stance in the destination country? In terms of specifications (1) and (2), $M$ is monetary policy shock at home, $Y$ is the cross-border claims of home banks, which now has two cross-sectional dimensions, one for the bank and the other for the destination country, and $P$ is the prudential policy stance in the destination country. Second, does the size of a bank or the GSIB status of its parent matter in terms of the offsetting effect of the prudential policy stance in the destination country? The study finds a statistically and economically significant effect of the insulating role of domestic prudential policies in recipient countries on the cross-border lending of French and British banks. Surprisingly, the estimated effect does not depend on the size of the bank for France, but it does depend on size, and is stronger for larger banks, for the UK. The authors hypothesise that the difference in this finding between the two countries might be driven by the fact the headquarters office and a subsidiary office of the same institution are
likely to be involved in different kinds of lending, with the headquarters focusing more on lending based on long-term relationships, e.g. foreign subsidiaries of home-based corporates, whereas subsidiary offices specialise in wholesale lending. The second type of lending is more pro-cyclical in the sense that it is more responsive to monetary policy at home and domestic prudential policy in recipient countries. The authors confirm this conjecture empirically. They find that the cross-border lending of banks headquartered in France is less pro-cyclical than the cross-border lending of their affiliates in the UK. They label this pattern the ‘London Bridge’ effect: French global banks use the UK not only as the destination of their cross-border lending activities, but also as an investment base. Similarly, and consistent with the conjecture, the cross-border lending of banks headquartered in the UK is found to be less pro-cyclical than the cross-border lending of UK-located affiliates of foreign banks.

The paper by Bush et al. (forthcoming) analyses the experiences of three emerging market economies – Chile, Mexico, and Russia. There is much common among these three economies: all of them are major primary commodity exporters, they have floating exchange rates, and they practice inflation targeting. Like most emerging market economies, they have been influenced by the Global Financial Cycle. As for prudential policies, Russia, perhaps, has experimented with them more actively than the two others. The most remarkable prudential interventions were changes of reserve requirements for foreign-currency liabilities in the 2000s, in order to curb massive capital inflows, and in the 2010s, in order to promote the de-dollarisation of private sector liabilities, and also the raising of risk weights for unsecured consumer credit to high-risk borrowers in the 2010s. Chile changed LTV caps for mortgages and reserve requirements for foreign-currency deposits. Mexico applied consumer and mortgage related policies that involved changes in the requirements for loans loss provisions. Baseline regressions with the aggregate prudential policy index produce mixed results. There is evidence that a moderately tight stance – i.e. +1 according to Cerutti et al.’s (2017) codification – of prudential policy in Russia offsets a third of the effect of foreign monetary policy on domestic lending. No such evidence is found for Mexico. In the case of Chile, the foreign monetary-domestic prudential interaction is statistically and economically significant, suggesting an insulating effect of domestic prudential policy, although the primary effect of inward transmission on credit growth is not statistically significant and is quantitatively small. The authors also investigate the effectiveness of sector-specific prudential instruments. For reserve requirements for foreign currency deposits, regressions for Russia reconfirm the insulating effect of domestic prudential policies in the case of loans denominated in foreign currency. For Chile, domestic prudential policy reinforces the effect of foreign monetary policy for foreign-currency denominated loans but offsets it for domestic-
currency denominated loans. The authors speculate that the opposite signs of the two estimates might reflect a substitution toward less expensive funding on the side of bank customers in response to a change in foreign conditions relative to domestic monetary conditions. For two other prudential instruments targeting, respectively, mortgage loans and consumer credit, the empirical evidence is even less conclusive.

Cao et al. (forthcoming) consider the case of Norway and Sweden. Both are small, open, advanced economies with well-developed banking sectors. The baseline regressions give somewhat mixed results. For Norway, it is found that a monetary tightening abroad produces a spike in domestic lending, which is counterintuitive. The interaction of domestic macroprudential policy and foreign monetary policy has a negative sign, which suggests that domestic prudential policy dampens the expansionary effect of foreign monetary tightening. In an attempt to solve this puzzle, the authors consider an alternative proxy for the cost of funding for Norwegian banks, namely, the interest differential between the Norwegian money market rate and the LIBOR, adjusted for changes in the exchange rate of the Norwegian Krone. The authors speculate that this variable is more relevant as an indicator of the cost of funding because of two features of the Norwegian economy: (i) the country is a major oil exporter, and (ii) its currency is perceived by international investors as a safe haven. Regressions for Norway with exchange-rate-adjusted interest differential produce results that are more in line with the conventional wisdom: changes in foreign monetary policy that effectively raise the cost of funding for Norwegian banks depress domestic lending, whereas a tighter domestic prudential policy stance alleviates this effect. For Sweden, the regressions yield the anticipated results: a monetary tightening in systemic economies has a negative effect on domestic lending, whereas a tighter domestic prudential policy stance plays an insulating role. Remarkably, the most relevant channel variable appears to be the currency exposure of liabilities. The specification where the proxy for global financial conditions is the average of monetary policy shocks in three centre economies, the US, the UK, and the euro area, weighted by the fraction of a bank's liabilities in the respective currencies produces the strongest results.

Everett et al. (forthcoming) takes the perspective of two small, open economies of the euro area, Ireland and the Netherlands. They investigate how domestic prudential policy affects the transmission of domestic monetary policy via mortgage lending, i.e. monetary policy in the euro area, and inward monetary transmission from the US and the UK. The paper finds mixed results. Domestic prudential policy affects mortgage lending by Irish banks, whereas, in the Netherlands, the main driver of mortgage lending is monetary policy in the euro area. Furthermore, tighter prudential policy moderates the effect of euro-area monetary policy on mortgage lending in Ireland, but not in the
Netherlands. Finally, foreign monetary policy does not affect mortgage lending in Ireland but has a statistically and economically significant effect on mortgage lending in the Netherlands, and there is weak evidence that lender-targeting prudential policies alleviate this effect.

Avdjiev et al. (forthcoming) is a study implemented by economists of the BIS. The paper uses Locational Banking Statistics at the country level that contain data on cross-border bank flows for all pairs of reporting countries. The research question they investigate is the interaction of prudential policies in a host country and in a home country with the US monetary policy. To the extent that the majority of cross-border credit is denominated in the US dollars, the monetary policy of the US Federal Reserve is the principal determinant of the cost of dollar funding, and, therefore, the authors focus exclusively on the US monetary policy. They run two sets of panel regressions. The first is rather conventional and akin to other IBRN studies, though done on country-pair-level data. The dependent variable is the change in the cross-border claims of banks in a home country to counterparties in a host country. The explanatory variables of interest are the US monetary policy SVAR shock (estimated as in Gertler and Karadi, 2015) and its pairwise interactions with the lagged stance of prudential policy in the home and in the host countries. The second complementary set of panel regressions is rather innovative. The authors employ the approach recently developed by Amiti and Weinstein (2018) in a bank-borrower context. This method allows, in a flexible way, the decomposition of every bilateral cross-border flow into three components: (i) global, (ii) home-country-specific, and (iii) host-country-specific. The global component is presumably related mainly to the US monetary policy and other global factors such as VIX, whereas the host and home factors should reflect domestic conditions in the respective countries, including the stance of prudential policy. Performing such decomposition, the authors run panel regressions for each of the two country-specific components separately where the regressors of interest are the US monetary policy, prudential policy in the respective country, and their interaction. The findings suggest that some prudential policy measures, both in the home and in the host country, have an expansionary effect on cross-border lending, whereas some others have a contractionary effect.

Coman and Lloyd (2019) use country-level data and look specifically at emerging market economies. They study to what extent the stance of domestic prudential policies in emerging markets can reshape international monetary transmission from the US. They estimate a set of fixed effects panel regressions for 29 emerging economies. The paper applies the so-called local projections method (LPM) developed in Jordà (2005). This can be viewed as a more flexible alternative to a more conventional SVAR approach in constructing impulse response functions, which describe the dynamic response of the variable of interest. The idea is rather straightforward: If one has a proxy for the structural
shock of interest, say $M$, which is properly identified, then the response of the variable of interest $Y$ in $h$ periods after the shock hits can be obtained from the OLS regression of $Y$ on the $h$-th lag of the shock $M$ and the controls. If the identification of the shock of interest is reliable (which is a big if indeed), then this shock is exogenous to all other determinants of $Y$ and hence the OLS will yield a consistent estimate of the impulse response. In general, Coman and Lloyd’s (2019) specification is similar to equation (1), except that they use country-level rather than bank-level data, and for each value of the horizon $h$, they run a separate panel regression. Collecting the estimated impulse responses from regressions for different horizons $h$ allows them to construct dynamic impulse responses. The US monetary policy shocks are identified according to the Gertler and Karadi (2015) approach using monetary surprises as external instruments. The variable of interest is the interaction of the domestic prudential stance one month before the shock hits and the US monetary shock itself. The US monetary policy is found to have an economically and statistically significant effect on credit, house prices, and inflation in emerging economies, and the effect is much more pronounced for these countries compared with advanced economies. A monetary tightening in the US by 1 p.p. leads to a contraction of total credit by 7% and bank credit by 5% at the 5-quarter horizon. House prices decline by 2% in three quarters, CPI inflation by 2% in six quarters. A moderate, by +1 according to the Cerutti et al.’s (2017) codification, tightening of domestic prudential policy just in advance of the US monetary policy tightening has a mitigating effect on inward monetary transmission, which equals about 1% for total and bank credit over a 4–6 quarter horizon. Among individual policy instruments, the two aiming to ‘dampen’ the cycle, namely, reserve requirements and LTV limits, are found to be most powerful. One interesting finding is that the interaction between domestic prudential policy and the US monetary policy does not depend on the exchange rate regime adopted in the recipient country.

There are three broad lessons that can be drawn from the IBRN initiative on the interaction of monetary and macroprudential policies. First, domestic prudential policy in recipient economies can partially offset inward transmission from systemic economies to domestic lending. The strength of this offsetting effect is heterogeneous across banks in source countries and depends on the business model of financial institution. Second, the stance of prudential policy in the source economy also matters and can affect the intensity of outward monetary transmission. Finally, there is much heterogeneity in the strength of effect across different prudential instruments.
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