Benchmark of a multi-physics Monte Carlo simulation of an ion guide for neutron-induced fission products
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Abstract To enhance the production of medium-heavy, neutron-rich nuclei, and to facilitate measurements of independent yields of neutron-induced fission, a proton-to-neutron converter and a dedicated ion guide for neutron-induced fission have been developed for the IGISOL facility at the University of Jyväskylä. The ion guide holds the fissionable targets, and the fission products emerging from the targets are collected in helium gas and transported to the downstream experimental stations. A computer model, based on a combination of MCNPX for modeling the neutron production, the fission code GEF, and GEANT4 for the transport of the fission products, was developed. The model will be used to improve the setup with respect to the production and collection of fission products. In this paper, we benchmark the model by comparing simulations to a measurement in which fission products were implanted in foils located at different positions in the ion guide. In addition, the products from neutron activation in the titanium foil and the uranium targets are studied. The result suggests that the neutron flux at the high-energy part of the neutron spectrum is overestimated by approximately 40%. However, the transportation of fission products in the helium gas achieves almost perfect agreement with the measurement. Hence, we conclude that the model, after correction for the neutron flux, is well suited for optimization studies of future ion guide designs.

1 Introduction

At the University of Jyväskylä, the Ion Guide Isotope Separator On-Line (IGISOL) technique is used to produce radioactive ion beams of short-lived exotic nuclei for fundamental nuclear physics research [1]. The main production mechanism for neutron-rich medium-heavy nuclei is proton- or deuteron-induced fission in actinide targets, such as uranium and thorium. However, it is anticipated that neutron-induced fission would provide access to even more exotic isotopes [2].

The IGISOL technique is also used to study the fission process itself through measurements of independent and isomeric fission yields (FY) [3–5]. Accurate fission yield data as a function of target material and excitation energy, as well as inducing particle type, are needed to achieve a better understanding of the fission process. Furthermore, yield distributions from neutron-induced fission at incident energies above thermal neutron energies are required in the design and development of Generation IV fast reactors.

In order to access neutron-rich nuclides further from stability, and to facilitate measurements of fission yields in neutron-induced fission, a proton-to-neutron converter (pn-converter) [6] and a dedicated ion guide [7] have been developed and tested at the IGISOL facility. However, the first test suggested that the production rate of exotic nuclei is lower than anticipated, hampering its usefulness in the intended studies. The production rate depends on several parameters, including the neutron flux from the pn-converter, the size and position of the actinide (uranium) targets, the volume and shape of the ion guide, and the helium gas pressure. To optimize the design with respect to the production of exotic
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nuclei, a simulation model based on GEANT4, GEF and MCNPX has been developed [8].

In this paper, we benchmark the simulation model against a measurement in which foils were placed at different positions in the ion guide [9]. Through γ-spectroscopy of these foils, the fission products stopped in the foils, as well as neutron activation products, were detected. The results of the measurements are compared to those expected from the model.

2 Simulation model

The simulation model combines MCNPX 2.5.0 [10], GEF 2020/1.1 [11] and GEANT4 10.2.3 [12]. MCNPX is used to simulate the production of neutrons from the beryllium pn-converter while the yields and kinetic energies of the fission products (FP) from neutron-induced fission of 238U are obtained from GEF. The main part of the model is based on GEANT4 which is responsible for the transport of the fission products in the ion guide. The model and relevant details are described in previous publications [8,13]. The results presented in this paper have been obtained using GEANT4 version 10.2.3, where the transportation of the fission products was governed by the classes G4IonIonisation, G4hMultipleScattering (MS) and G4NuclearStopping [12].

Figure 1 shows the geometry of the GEANT4 model, which is based on the physical ion guide. The generation and transportation of nuclei (post neutron-emission fission products) in the model undergoes the following steps on an event-by-event basis:

1. A starting position is sampled uniformly in the uranium targets.
2. A neutron energy is sampled continuously and uniformly from 0 to 30 MeV (the full energy of the proton beam).
3. The mass (A), charge (Z) and kinetic energy (En) of the nucleus is sampled from the GEF output of the corresponding neutron energy.
4. The nucleus is emitted isotropically, assuming negligible angular anisotropy and zero neutron momentum transfer, and then transported in the ion guide until fully stopped.

In one simulation, 10^8 events (post neutron-emission fission products) are generated to ensure that the statistical uncertainty is negligible compared to systematic uncertainties, while keeping the computation time reasonable. To account for the distribution of the neutron flux in energy and space, the production rate of FPs is calculated by

\[ P = 2 \times \sum_{E_n} \sigma(E_n) \times N_U \times \phi_p(E_n, \vec{r}) \times I_p \]

where \( \sigma(E_n) \) is the fission cross section at the neutron energy \( E_n \), as obtained from the ENDF/B-VIII.0 evaluation [14] and \( N_U \) is the number of uranium atoms in the targets. \( \phi_p(E_n, \vec{r}) \) is the neutron fluence per proton at position \( \vec{r} \) and neutron energy \( E_n \), obtained from the MCNPX simulation, and \( I_p \) is the proton intensity (protons per second) impinging on the pn-converter. \( N \) is the number of simulated events (10^8) and \( P(E_n) \) the probability of obtaining the neutron energy \( E_n \) in the sampling process (Step 2). This energy is sampled uniformly from 30 energy bins between 0 and 30 MeV, and hence, \( P(E_n) = \frac{1}{30} \). The factor 2 arises from the fact that two fission products are generated per fission event and assures that the total production rate of FPs is 2 times the fission rate. Each of the terms in Eq. (1), referring to a sampled position \( \vec{r} \) and neutron energy \( E_n \), is the multiplication factor used to calculate the yield of the corresponding FP event. Thus, by conditioning the production rate to a specific nucleus, \( P(Z, A) \), the (absolute) independent fission yield (per second) of the nucleus is obtained. Furthermore, by also requiring the stopping position to be inside any of the foils the implantation rate of the chosen nucleus in that particular foil is obtained.

After the generation of the fission products, the stopping power of uranium and helium governs the collection. Because of the distribution of initial energy, position and direction of the FPs, some will lose enough energy to stop in the uranium targets while others will enter the helium gas or the aluminium backings. To investigate the energy dependence of the stopping range of uranium for different models, the stopping ranges of 95Zr at energies from 40 to 100 MeV were studied in natural uranium using TRIM [15] and different versions of GEANT4. A similar comparison was made for the helium gas for which the selected range of energies were 0.5 to 6 MeV.

In the previous version of the model [8], the GEANT4 class G4MultipleScattering, as well as the energy loss
model $G4IonParametrisedLossModel$ within the $G4Ionisation$ class, were not used. To investigate the performance of these models they were included in the study of stopping ranges and the results are presented in Fig. 2. As seen from Fig. 2, the $G4MultipleScattering$ leads to a reduction in range and an increase in the spread of ranges of the stopped $^{95}\text{Zr}$ ions in both uranium and helium. Furthermore, including also the $G4IonParametrisedLossModel$, the stopping ranges of $^{95}\text{Zr}$ in both uranium and helium increase and, in particular for the helium gas, get closer to the stopping ranges obtained with TRIM. The effect of the increases of the stopping ranges will be discussed together with the benchmark below.

3 Measurement

In the measurement of neutron-induced fission yields performed at the IGISOL facility [9], a proton beam with a nominal current of $10 \mu A$ at an energy of 30 MeV impinged on the 6 mm thick beryllium target of the pn-converter, and the produced neutron flux induced fission in two uranium targets. The resulting fission fragments are either stopped in the uranium targets, the aluminium backings, in the helium gas or the titanium foil or hit the walls of the gas cell. At the same time, the neutrons also induced activation in the titanium foil and the uranium targets.

Figure 3 shows a schematic view of the setup implemented in the measurement. The two uranium targets, fixed to thick aluminium backings, were mounted in aluminium frames. The targets were made of natural uranium, each having a size of $10 \text{ mm } \times \ 50 \text{ mm}$ and thickness of $15 \text{ mg/cm}^2$. However, 1 mm on each side was used to fix the target in the frames, resulting in an active area of each target of $8 \text{ mm } \times \ 48 \text{ mm}$ from which the FP enters the helium gas. On the opposite side of the uranium targets, a titanium foil with the size $24.5 \text{ mm } \times \ 50 \text{ mm}$ was installed. From the flow rate and the upstream pressure, the helium gas pressure in the ion guide was estimated to be 400(80) mbar.

After the beam was turned off, the uranium targets, the aluminium backings and the titanium foil were taken out of the ion guide. After a few days of cooling they were placed, one at a time, in front of a lead-shielded HPGe detector for measurements of $\gamma$ rays from fission and activation products.

As seen in Table 1, some of the foils were measured two or three times and the time evolution of the extracted counts were used to confirm the identifications by comparing to the expected decay and build-up of the corresponding nuclei. The dead times of the measurements are also listed in Table 1 and are adopted in the calculations of the intensities of the $\gamma$ rays.

The HPGe detector was energy calibrated with sources of $^{60}\text{Co}$, $^{133}\text{Ba}$, $^{137}\text{Cs}$ and $^{241}\text{Am}$. In addition to the energy calibration, an efficiency calibration, including geometrical efficiency, was made with sources of $^{133}\text{Ba}$, $^{152}\text{Eu}$ and $^{241}\text{Am}$. The uncertainties from the calibrations are propagated in the analysis of the $\gamma$-spectroscopy data.

![Fig. 2](image-url) Stopping ranges of $^{95}\text{Zr}$ in uranium (upper) and helium gas at a pressure of 400 mbar (lower) calculated with TRIM, GEANT4 10.2.3, 10.3.3, 10.6.2 and 10.7.1 with and without $G4MultipleScattering$ (MS) and $G4IonParametrisedLossModel$ (PH). The error bars represent standard deviations of the distributions of the stopping ranges instead of uncertainties. The horizontal line in the bottom panel represents the diameter of the ion guide.

![Fig. 3](image-url) A schematic view of the experimental setup.
Table 1  Measurements sequence for the different foils

| Measurement                  | Start Time mm:dd hh:mm | Stop time mm:dd hh:mm | Duration h | Dead time % |
|------------------------------|-------------------------|------------------------|------------|-------------|
| Beam on                      | 12.09 19:40             | 12.12 7:00             | 59.33      |             |
| Cooling down                 | 12.12 7:00              | 12.17 12:14            | 125.23     |             |
| U target at bottom           | 12.17 12:14             | 12.17 22:04            | 9.83       | 6.95        |
| U target at top              | 12.17 22:10             | 12.18 7:05             | 8.92       | 6.48        |
| Ti foil                      | 12.20 10:30             | 12.21 10:33            | 24.05      | 0.22        |
| Both Al backings             | 12.21 13:15             | 12.22 13:21            | 24.10      | 0.31        |
| Al backings at top           | 1.19 11:05              | 1.20 11:08             | 24.05      | 0.18        |
| Al backing at bottom         | 1.20 11:37              | 1.21 19:41             | 32.07      | 0.19        |
| Ti foil                      | 1.22 11:23              | 1.23 11:26             | 24.05      | 0.18        |
| Ti foil                      | 1.23 16:40              | 1.24 8:12              | 15.53      | 0.17        |

4 Data analysis

To benchmark the computer model using the spectroscopy data, the counts of identified $\gamma$-ray transitions extracted from the measurements and the simulations were compared.

4.1 Identification of measured $\gamma$-ray transitions

An example of the $\gamma$-spectrum from one of the uranium targets is presented in Fig. 4, with inserts of part of the spectra of the uranium target and the titanium foil. The energy and peak area for each $\gamma$-ray transition was extracted from such spectra of the different foils.

4.1.1 Fission products implanted in the foils

Some of the detected $\gamma$-ray transitions originate from the decays of fission products implanted in the foils. The implanted FP can be identified based on the measured $\gamma$-ray transitions. However, to confirm the presence of a FP in any of the foils, all transitions that are expected to have a detectable intensity, should be observed. In the initial analysis, 81 $\gamma$-ray transitions in 12 decay chains were identified. However, only transitions that are unique to a certain FP, and could clearly be resolved from nearby peaks, were adopted in the benchmark. In addition, $\gamma$-ray intensities that could not be determined from at least two different foils are not useful.
Table 2  Observed γ-ray transitions from products of decay chains used in the benchmark

| Energy (keV) | Branching Ratio | Parent Nucleus | $R_U$  | $R_{Al}$  | $R_{Ti}$  | Half-life |
|--------------|-----------------|----------------|-------|-----------|-----------|-----------|
| 756.7        | 0.5438(22)      | $^{95}$Zr      | 1.83(4)| 1.49(3)   | 1.66(8)   | 64.032 d  |
| 765.8        | 0.99808(7)      | $^{95}$Nb      | 1.77(5)| 1.47(3)   | 1.51(7)   | 34.991 d  |
| 739.5        | 0.1220          | $^{99}$Mo      | 1.45(3)| 1.27(3)   | 1.25(9)   | 65.924 h  |
| 777.9        | 0.0431(8)       | $^{99}$Mo      | 1.44(5)| 1.22(5)   | 1.05(20)  |           |
| 497.1        | 0.910(12)       | $^{103}$Ru     | 1.62(4)| 1.35(3)   | 1.36(4)   | 39.247 d  |
| 473.0        | 0.258(16)       | $^{127}$Sb     | 1.14(8)| 1.04(8)   | 0.84(12)  | 3.85 d    |
| 543.3        | 0.029(5)        | $^{127}$Sb     | 1.18(27)| 1.04(22)  |           |           |
| 685.7        | 0.368           | $^{127}$Sb     | 1.09(2)| 0.96(3)   | 0.95(10)  |           |
| 364.5        | 0.815(8)        | $^{131}$I$^a$  | 1.31(3)| 1.17(3)   | 1.09(3)   | 8.0252 d  |
| 637.0        | 0.0716(10)      | $^{131}$I$^a$  | 1.34(4)| 1.18(4)   | 1.16(12)  |           |
| 262.9        | 0.0128(10)      | $^{132}$I$^a$  | 1.25(12)| 1.02(11)  | 0.88(48)  | 2.295 h   |
| 505.8        | 0.0493(20)      | $^{132}$I$^a$  | 1.51(8)| 1.57(10)  | 1.40(19)  |           |
| 522.6        | 0.16            | $^{132}$I$^a$  | 1.52(6)| 1.34(6)   | 1.44(11)  |           |
| 547.2        | 0.0114(8)       | $^{132}$I$^a$  | 1.73(19)| 1.41(21)  |           |           |
| 630.2        | 0.133(4)        | $^{132}$I$^a$  | 1.32(28)| 1.05(26)  |           |           |
| 650.5        | 0.0257(20)      | $^{132}$I$^a$  | 1.43(13)| 1.45(19)  |           |           |
| 577.9        | 0.0356(10)      | $^{132}$I$^a$  | 1.37(10)| 1.14(11)  |           |           |
| 1136.0       | 0.0311(14)      | $^{132}$I$^a$  | 1.36(14)| 1.32(136) |           |           |
| 1143.3       | 0.0135(6)       | $^{132}$I$^a$  | 1.24(10)| 1.24(16)  |           |           |
| 1172.9       | 0.0109(7)       | $^{132}$I$^a$  | 1.32(28)| 1.05(26)  |           |           |
| 1209.8       | 0.0113(5)       | $^{132}$I$^a$  | 1.45(11)| 1.27(11)  | 1.44(18)  |           |
| 1372.1       | 0.0247(10)      | $^{132}$I$^a$  | 1.42(7) | 1.18(8)   |           |           |
| 1398.6       | 0.0701(20)      | $^{132}$I$^a$  | 1.43(7) | 1.30(8)   | 1.27(13)  |           |
| 1442.6       | 0.014(5)        | $^{132}$I$^a$  | 1.24(9) | 1.23(15)  |           |           |
| 1921.1       | 0.0123(6)       | $^{132}$I$^a$  | 1.34(69)| 1.25(69)  | 1.32(104) |           |
| 2002.2       | 0.0114(8)       | $^{132}$I$^a$  | 1.20(13)| 1.08(14)  | 1.37(41)  |           |
| 304.8        | 0.429(6)        | $^{140}$Ba     | 1.52(5)| 1.33(5)   | 1.85(19)  | 12.751 d  |
| 423.7        | 0.0310(4)       | $^{140}$Ba     | 1.60(6)| 1.52(6)   | 1.21(15)  |           |
| 537.3        | 0.2439(22)      | $^{140}$Ba     | 2.00(5)| 1.75(5)   | 1.51(7)   |           |
| 328.8        | 0.203(3)        | $^{140}$La     | 1.54(4)| 1.46(4)   | 1.46(6)   | 1.6786 d  |
| 432.5        | 0.0290(3)       | $^{140}$La     | 1.33(4)| 1.37(5)   | 1.36(22)  |           |
| 487.0        | 0.455(6)        | $^{140}$La     | 1.73(4)| 1.52(4)   | 1.63(6)   |           |
| 751.6        | 0.0433(4)       | $^{140}$La     | 1.60(5)| 1.42(4)   | 2.20(65)  |           |
| 815.7        | 0.2328(19)      | $^{140}$La     | 1.57(3)| 1.44(3)   | 1.61(8)   |           |
| 867.8        | 0.0550(7)       | $^{140}$La     | 1.66(4)| 1.59(5)   | 1.46(17)  |           |
| 919.6        | 0.0266(3)       | $^{140}$La     | 1.52(4)| 1.41(5)   |           |           |
| 925.2        | 0.0690(7)       | $^{140}$La     | 1.52(4)| 1.37(4)   | 2.21(36)  |           |
| 1596.2       | 0.9540(8)       | $^{140}$La     | 1.50(5)| 1.38(5)   | 1.39(6)   |           |
| 2521.4       | 0.0346(4)       | $^{140}$La     | 1.56(11)| 1.39(13)  | 1.30(20)  |           |
| 145.4        | 0.484           | $^{141}$Ce     | 1.42(3)| 1.26(3)   | 1.27(4)   | 32.511 d  |
| 293.3        | 0.428(4)        | $^{143}$Ce     | 1.51(4)| 1.57(7)   | 1.44(12)  | 33.039 h  |
Table 2 continued

| Energy (keV) | Branching Ratio | Parent Nucleus | $R_U$ | $R_{Al}$ | $R_{Ti}$ | Half-life |
|-------------|-----------------|----------------|-------|----------|----------|-----------|
| 350.6       | 0.0323(4)       | $^{143}\text{Ce}$ | 1.62(8)| 1.24(27) | –        |           |
| 880.5       | 0.01031(13)     | $^{143}\text{Ce}$ | 1.61(14)| –        | –        |           |
| 91.1        | 0.281(7)        | $^{147}\text{Nd}$ | 1.50(6)| 1.25(4)  | 1.32(6)  | 10.98 d   |

The values in the columns $R_U$, $R_{Al}$, and $R_{Ti}$ represent the comparisons of simulations to measurements of the different foils.

*The $\gamma$-ray transitions at 620.9 keV and 621.2 keV are not resolvable from each other in the spectra. The tabulated branching ratios of them are summed up for one $\gamma$-ray transition.

*The isomeric yield ratio of $^{131}\text{Te}$ and $^{132}\text{I}$ are estimated from the GEF simulation, and are adopted in the calculations below.

for the consecutive analysis, and hence, were not utilised. Some details about the selection of the $\gamma$-ray transitions for the benchmark are presented in the examples below. All in all, 47 $\gamma$-ray transitions from 10 decay chains remained for the comparisons. These transitions and their assignments are listed in Table 2. The values in the columns $R_U$, $R_{Al}$ and $R_{Ti}$ represent the comparisons of simulations to measurements of the different foils, and will be described and discussed below.

As seen in the inserts of Fig. 4, the peak at 531 keV was not resolvable from nearby peaks in the spectra of the uranium target and the titanium foil and hence, it was excluded from the comparison. The same is true for the peak at 723.8 keV in the spectrum of the uranium target. Moreover there are also two sources for this peak, $^{95}\text{Zr}$ and $^{131}\text{I}$. Thus, the peak at 723.8 keV could not be used for the benchmark. On the other hand, although too weak to be observed in the spectrum of the titanium foil, the peaks at 543.3 keV and 547.2 keV could be resolved in the spectra of the uranium targets and the aluminium backings and hence, could be used in the benchmark.

Table 3 Observed $\gamma$-ray transitions from the products of neutron activation of the titanium foil and the uranium target used in the benchmark

| Energy (keV) | Branching Ratio | Parent Nucleus | Reactions |
|-------------|-----------------|----------------|-----------|
| 889.3       | 0.999840(10)    | $^{46}\text{Sc}$ | $^{46}\text{Ti}(n,p)$ |
| 1120.5      | 0.999870(10)    | $^{47}\text{Ti}(n,d)$ | $^{48}\text{Ti}(n,t)$ |
| 1297.1      | 0.67            | $^{47}\text{Ca}$ | $^{50}\text{Ti}(n,\alpha)$ |
| 175.4       | 0.0748(10)      | $^{48}\text{Sc}$ | $^{48}\text{Ti}(n,p)$ |
| 1037.5      | 0.976(7)        | $^{49}\text{Ti}(n,d)$ | $^{50}\text{Ti}(n,t)$ |
| 1212.9      | 0.0238(4)       | $^{237}\text{U}$ | $^{238}\text{U}(n,2n)$ |
| 1312.1      | 1.001(7)        |                |           |

4.1.2 Neutron activation

Some of the observed $\gamma$-ray transition in the titanium foil and the uranium targets originate from the decays of neutron activation products. From the intensities of these transitions the production rate of the activation products could be derived and used to benchmark the simulated neutron flux. As above, only unique and resolvable $\gamma$-ray transitions were used in the benchmark. These transitions, their branching ratios and the corresponding activation reactions are listed in Table 3.

4.2 Calculations of $\gamma$-ray transitions from simulation

4.2.1 Fission products

Using Eq. (1), with a condition that a specific FP stop in a specific foil, the corresponding implantation rate of the FP is obtained.

Starting from the implantation rates, considering the decay relationships of the corresponding decay chain, the build-up of each nuclide in the foils can be calculated. In these calculations, a time step length of 1 min is used. The implantation rate of any nuclide with a half-life shorter than one minute is added to the implantation rate of the daughter nuclide. The amount of a specific nuclide at the time step $m$, $N^m$, is governed by

$$N^m = N^{m-1} + D^{m-1}_{pre} - D^{m-1} + Y$$

(2)

where $m$ is an index of the time step, $D^{m-1}_{pre} = \lambda \times N^{m-1}$ is the number of decays during the time step $m-1$, $\lambda$ is the decay constant in units of per minute, and $Y$ is the implantation rate in units of per minute. The subscript $pre$ indicates the corresponding quantities of the decay precursor. Using Eq. (2), the amount of decays of a specific nuclide, during the measurement periods listed in Table 1, can be calculated for each measured foil. The expected counts of each $\gamma$-ray transition ($N_{sim}$) are then calculated by multiplying with the tabulated branching ratios. These can then be compared with the observed counts, $N_{exp}$, of $\gamma$-ray transitions in the measurements.
Figure 5 shows the A = 95 decay chain as an example. Since the precursors of $^{95}\text{Y}$ have shorter half-lives than 1 min, their implantation rates are added to the implantation rate of $^{95}\text{Y}$. Hence, according to the simulations, the implantation rate of $^{95}\text{Y}$ in the titanium foil is $3037.3 \text{ s}^{-1}$ during irradiation. The corresponding implantation rate of $^{95}\text{Zr}$ is $7.4 \text{ s}^{-1}$, while $^{95}\text{Nb}$ and $^{95}\text{Mo}$ have zero yields according to the GEF simulations. The decay chain is considered confirmed because two $\gamma$-ray transitions from the decay of $^{95}\text{Zr}$ and one from $^{95}\text{Nb}$ (marked with arrows in Fig. 5) were identified in the $\gamma$-spectra. The red arrows represent the $\gamma$-ray transition 756.7 keV and 765.8 keV that were used in the benchmark while as mentioned above the black arrow ($\gamma$-ray transition 724.2 keV) was excluded from the benchmark for having two sources, $^{95}\text{Zr}$ and $^{131}\text{I}$.

In Fig. 6, the simulated build-up of each isobar in the decay chain A = 95 is presented for the titanium foil. The vertical dotted line indicates when the beam was turned off. The dashed and shaded regions show the time-periods of the $\gamma$-ray spectroscopy measurements of the different foils (see Table 1). The black curve represents the total amount of nuclei of the decay chain.

### 4.2.2 Calculations of neutron activation

Table 3 lists the neutron activation products of titanium and uranium, which were identified by the observed $\gamma$-ray transitions. The production rates of these neutron activation products in the titanium foil and the uranium targets were calculated based on the simulated neutron flux from MCNPX and the cross sections from ENDF/B-VIII.0 [14] and JEFF-3.3 [16].

In Fig. 7, the neutron flux spectra from the MCNPX simulation and the calculated production rates of the neutron activation products in the titanium foil and the uranium target are presented. A build-up of the activation products was constructed in the same way as in the example shown in Sect. 4.2.1. The amount of decays of each activation product was calculated in the same way and then multiplied by the tabulated branching ratio of the transition. Hence, the expected counts of each transition ($N_{sim}$) was obtained.

### 4.3 Ratios of simulation to experiment

The performance of the simulation model is evaluated by forming a ratio of each $\gamma$-ray transition

$$R = \frac{N_{sim}}{N_{exp}},$$

(3)
where $N_{\text{sim}}$ is the calculated number of $\gamma$-rays from the simulation and $N_{\text{exp}}$ is the number of counts extracted from the spectroscopy data.

In the estimation of the uncertainty of the calculated number of $\gamma$-rays from the simulation ($\delta N_{\text{sim}}$) only the uncertainties of tabulated branching ratios are included. The uncertainties of the half-lifes can be ignored because their impact is very small. Also the effect of $\beta$-delayed neutron emission has been estimated and deemed insignificant. The uncertainties of the FY from GEF are not included at this stage, but should be considered in future work. Considering that $1 \times 10^8$ fissions per neutron energy are calculated by GEF, and that each run of the GEANT4-simulation includes the same number of events, the statistical uncertainties from the simulations are negligible compared to uncertainties from other sources.

The measured number of counts is derived from the peak area, corrected by the corresponding efficiencies. Hence, the integrated beam current on target, used in the calculation of the weighted average ratio for that $\gamma$-ray, while the uncertainties from the efficiency calibration were added after.

Hence, the uncertainties, $\delta R$, of the ratios listed in Table 2 include the uncertainties of the branching ratios, the peak areas, and the efficiency calibration.

In the subsequent analysis, average ratios from different foils (or decay chains) are compared in order to draw conclusions about the accuracy of the simulation model. These averages were formed using the estimated uncertainties as weights, $w_i = \frac{1}{\delta R_i^2}$. In the estimation of the uncertainties of the average ratios, the uncertainties $\delta R$ are assumed to be independent. The estimates of the uncertainties were derived in two different ways: using error propagation

$$\delta R_{\text{prop}} = \frac{1}{\sqrt{\sum w_i}}, \quad (4)$$

and using the weighted standard error of the mean

$$\delta R_{\text{std}} = \sqrt{\frac{\sum w_i (R_i - R)^2}{(N - 1) \sum w_i}}. \quad (5)$$

The index $i$ refers to the different $\gamma$-ray transitions from a certain mass number or foil. Assuming large sample sizes and no unknown uncertainties these two measures should be identical. In cases where the two estimates disagree the larger of the two is adopted as the uncertainty of the average ratio.

### 5 Results and discussion

As mentioned above, the products of neutron activation and the fission products were identified from the foils. The ratios from the activation data can be used to benchmark the neutron production from the MCNPX simulation. On the other side, comparisons of $R$-values based on implantation data from the different foils are used to benchmark the transportation of fission products in the GEANT4 simulation. For example, a comparison of the average ratio from the aluminium backings ($R_{\text{Al}}$) with that from the titanium foil ($R_{\text{Ti}}$) can be used to benchmark the ion transport in the helium gas, i.e. the stopping efficiency of the gas.

#### 5.1 Neutron flux

The production rates of the observed activation products in the titanium foils and the uranium targets are dominated by high-energy neutrons (see Fig. 7). Hence, the ratios of simulations to measurements of the activation products can be used to benchmark the high energy part of the neutron flux obtained from the MCNPX simulation. Figure 8 shows the ratios from the observed activation products together with the weighted average ratio 1.42(4).

It is noticeable that the ratio at 175.4 keV deviates significantly from those from the same nuclide ($^{48}\text{Sc}$) at higher energies. However, whereas this deviation can not be really understood, disregarding the $^{48}\text{Sc}$ results from the benchmark does not significantly change the average ratio.

The fact that the activation ratio is significantly larger than one implies that the flux of high-energy neutrons in the current simulation is overestimated. This conclusion is supported by similar overestimations of fission products stopped in the foils (see Sect. 5.2).

The reason for the overestimation of the neutron flux is not known but the relatively good agreement between the activation of the uranium targets and the titanium foil (see Fig. 8) indicates that the geometry of the simulation model is in reasonable agreement with the experimental setup. Possible explanations for the overestimation include the estimation of the integrated beam current on the target, and the modeling of the neutron production in the MCNPX simulation.

In the measurement, the proton beam current could not be monitored online. Instead it was measured from time to time by blocking the beam with a non-penetrable Faraday cup in front of the reaction chamber. In addition, neither the beam size nor the beam position on target could be measured. Hence, the integrated beam current on target, used in the calculation of the $\gamma$-intensities from the simulation, had to be inferred from the readings of the Faraday cup. In future versions of the neutron converter, an online monitoring of the proton beam current on the beryllium target is anticipated.
The 30 MeV proton beam is fully stopped in the 6 mm thick Beryllium target. This is taken into account in the MCNPX-simulation of the neutron production where the interaction of the proton beam with the beryllium target is governed by the endf70prot library [31]. However, the resulting neutron flux in the ion guide will depend on the double differential neutron production cross sections of multiple neutron producing channels (Be(p,xn)) at proton energies ranging from 0 to 30 MeV. To what degree this can be accurately modeled by MCNPX is beyond the scope of this study. However, it is not unreasonable to assume that at least part of the 40% deviation between simulated and experimental results could be explained by model defects.

It is also worth mentioning that $^{239}$Np, a daughter of the neutron activation product $^{239}$U, was observed in the spectrum from the uranium targets. The reaction $^{238}$U(n,$\gamma$) has a much higher cross section at low-energy than at high-energy [14]. Thus, the ratios derived from $^{239}$Np can be seen as an indicator for the fluence of low-energy neutrons. The $R$-values of the $\gamma$-ray transitions 106.1 keV and 277.6 keV belonging to the nucleus $^{239}$Np, are 0.090(2) and 0.094(2) respectively. The weighted average of these, 0.092(2), is about 10 times smaller than one, suggesting that the neutron fluence at low energies, as obtained from the current MCNPX simulation, is underestimated.

The neutron field produced by the neutron converter is a white spectrum ranging from thermal energies to 30 MeV. However, in the simulation model the response from the surroundings has been ignored, which could explain the underestimation of the low energy flux. As a result, more than 98% of the fissions in the simulation originate from $^{238}$U(n,f). Considering that the fission rate of $^{235}$U(n,f) is dominated by low-energy neutrons it is likely that the fission rate of $^{235}$U(n,f) is also heavily underestimated. A more accurate model of the neutron flux would include the response of the surrounding environment, which might add a non-negligible contribution from thermal fission of $^{235}$U.

5.2 Transportation and stopping of fission products

The $R$-values for each observed $\gamma$-ray transition belonging to FPs in the foils are listed in Table 2. From these values, the weighted average ratios of $\gamma$-ray transitions from the same mass chain are calculated per foil and shown in Fig. 9. The grand average ratios with respect to the foils are also calculated, $R_U = 1.47(3)$ for the uranium targets, $R_{Al} = 1.33(2)$ for the aluminium backings, and $R_{Ti} = 1.31(3)$ for the titanium foil, respectively. These ratios all indicate that the production of FPs in the simulation is overestimated, which is consistent with the overestimation of neutron activation discussed above. Keeping this overall overestimation in mind, the differences between the average ratios of the different foils are discussed below.

A weighted two-sample t-test shows that the ratio from the uranium targets are larger than that from the aluminium backings at a 99% significance level. The difference means that more FPs remain in the uranium targets and less reach the aluminium backings in the simulation compared to the experimental result. According to the simulation, 70.9% of the generated fission fragments stop in the uranium targets and 14.7% in the aluminium backings (see Table 4). From this, the size of the overestimation of the stopping in the uranium can be estimated to be 3%. Likewise, an underestimation of the stopping in the aluminium of about 7% is obtained. Many factors, including; the shape, uniformity and thickness of the targets; the angular anisotropy of the FPs;
the neutron momentum transfer; and the stopping power of uranium, could contribute to this discrepancy.

Depending on the starting positions in the target, the fission products that leave the target will have energies ranging from zero up to the full energy of the initial fragments (of the order of 100 MeV). After entering the helium gas the slowing down of the FPs continues. If the remaining kinetic energy of a FP is completely absorbed by the helium gas, the FP will be stopped in the gas and transported out of the ion guide by the gas flow. If the FP passes through the helium gas it will either hit the walls of the ion guide or stop in the titanium foil. Table 4 lists the fractions of simulated FPs stopped in different parts of the ion guide for different versions of GEANT4.

There is no material between the uranium targets and the aluminium backings, while there is the helium gas between the targets and the titanium foil. Thus, a comparison between the ratios of fission products stopped in the aluminium backings and the titanium foil can be used to benchmark the stopping performance of the helium gas. The ratios from the aluminium backings and the titanium foil agree within their respective uncertainties, and a t-test shows the difference to be insignificant. Hence, we conclude that the stopping efficiency of the helium gas obtained from the simulation agrees with the experimental results.

The model of the ion guide presented in this paper was developed based on version 10.2.3 of GEANT4 with the class G4MultipleScattering (MS) and the energy loss model G4IonParametrisedLossModel (PH). To investigate the impacts of recent updates of the program the simulations were repeated using different versions of GEANT4 and the results are presented in Table 4. This shows that version 10.2.3 yields less FPs stopped in the uranium and more in the aluminium compared to the newer versions. Version 10.2.3 also give less FPs stopped in the helium gas compared to the other versions. Both of these results are consistent with the calculated stopping ranges of $^{95}$Zr obtained with the different versions of GEANT4 (see Fig. 2).

According to the $R$-values of the foils shown in Table 4, GEANT4 10.2.3 agrees best with the measurements. In Table 4, the values from the simulation with GEANT4 10.2.3 are closest to the average ratio from the neutron activation data of 1.42. Furthermore, the deviation between $R_{U}$ and $R_{Al}$ for the simulation with version 10.2.3 are smaller than that for the simulations by other versions of GEANT4. Also, $R_{Al}$ agrees with $R_{Ti}$ within uncertainty for the simulation by GEANT4 10.2.3 but not for the others. Hence, we conclude that GEANT4 10.2.3 results in the best agreement between simulation and experiment.

The implementation of the class G4MultipleScattering (MS) and the energy loss model G4IonParametrisedLossModel (PH) has an impact on the $R$-values consistent with the change of stopping ranges shown in Fig. 2. Omitting them from the simulation results in much worse agreement between simulation and experiment. Thus, we conclude that both of these play an important role in current simulation model and should be adopted in future models.

According to the simulation by GEANT4 10.2.3, less than 1% of the produced fission products are stopped in the helium gas.

6 Conclusions and outlook

In this work we have used three independent Monte Carlo codes; GEF, GEANT4 and MCNPX, with the aim of modelling the generation and collection of fission products in the IGISOL neutron-induced fission ion guide. The MCNPX calculation of the production of neutrons in the proton-to-neutron converter depends on the Be(p,xn) double-differential cross section. Due to energy absorption of the protons in the beryllium target [6], this cross section has to be known as a function of proton energy. The neutron production heavily depends on the proton beam current and, to a lesser extent, the size of the beam spot. With this in mind, the observed overestimation of the neutron flux by approximately 40% does not seem unreasonable.

In the second step of the simulation, GEF is used to generate fission products from the $^{238}$U(n,f) reaction at a neutron energy of 0 to 30 MeV. However, the reliability of GEF depends on the availability of experimental data and, espe-

Table 4 The fraction of fission products stopped in different parts of the ion guide, together with average ratios of simulation to experiment from the foils

| Part of the Ion Guide     | V-10.2.3   | V-10.3.3   | V-10.6.2   | V-10.7.1   |
|--------------------------|------------|------------|------------|------------|
| Stopping in the uranium targets | 70.9%      | 72.6%      | 72.6%      | 72.5%      |
| Stopping in the aluminium backings | 14.7%      | 13.9%      | 13.8%      | 13.8%      |
| Stopping in the helium gas | 0.87%      | 1.09%      | 1.09%      | 1.60%      |
| Stopping in the titanium foil | 1.03%      | 0.95%      | 0.95%      | 0.88%      |

| Ratio   | V-10.2.3 | V-10.3.3 | V-10.6.2 | V-10.7.1 |
|---------|----------|----------|----------|----------|
| $R_{U}$ | 1.47 (3) | 1.51 (3) | 1.50 (3) | 1.51 (3) |
| $R_{Al}$| 1.33 (2) | 1.24 (2) | 1.24 (2) | 1.24 (2) |
| $R_{Ti}$| 1.31 (3) | 1.16 (3) | 1.18 (3) | 1.09 (3) |

The data is presented for simulations using different versions of GEANT4 and the titanium foil can be used to benchmark the ratios of fission products stopped in the aluminium backings and the titanium foil. Thus, a comparison between them from the simulation results in much worse agreement between simulation and experiment. Thus, we conclude that both of these play an important role in current simulation model and should be adopted in future models.

According to the simulation by GEANT4 10.2.3, less than 1% of the produced fission products are stopped in the helium gas.
cially at the higher part of the neutron energy spectrum and for fission products with low yields, data are scarce. This is a possible explanation for what seems to be a significant and systematic decrease of the ratios for mass chain 127 and 131 in Fig. 9.

For this study the performance of different versions of GEANT4 (10.2.3, 10.3.3, 10.6.2, and 10.7.1) were investigated. Although similar results were obtained in all cases, the version which best reproduces the data is 10.2.3, resulting in an agreement between the simulations and the experiment well within 10%.

Considering the many steps involved, from the incoming proton beam until a fission product is stopped, and the fact that three different Monte Carlo codes have been used, the predictive power of the model is very good and sufficient for the purpose of modelling the ion guide.

The next step will be to use the model to optimize the design of a new ion guide to increase the amount of extracted fission products. In the measurement of neutron-induced fission yields [9] the amount of fission products extracted from the ion guide was too low to perform the intended measurement. To improve this the geometry could be modified to allow an even shorter distance between neutron production target and fission target. The design could also be optimized to increase the collection efficiency of the helium gas. Due to vacuum requirements downstream, a higher helium pressure is not a feasible way to achieve this and instead the volume of the ion guide has to be increased. This in turn will probably require a RF-structure that provide an electric field guidance system, similar to the CARIBU gas catcher [32], to achieve a sufficiently efficient collection and extraction of the fission products from the guide. Such a RF-structure will be adjusted to the size of the IGISOL ion guide and tested with a Californium source before it is put in use in experiment.
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