A simple theory for interfacial properties of dilute solutions
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Recent studies suggest that cosolute mixtures may exert significant non-additive effects upon protein stability. The corresponding liquid-vapor interfaces may provide useful insight into these non-additive effects. Accordingly, in this work we relate the interfacial properties of dilute multicomponent solutions to the interactions between solutes. We first derive a simple model for the surface excess of solutes in terms of thermodynamic observables. We then develop a lattice-based statistical mechanical perturbation theory to derive these observables from microscopic interactions. Rather than adopting a random mixing approximation, this dilute solution theory (DST) exactly treats solute-solute interactions to lowest order in perturbation theory. Although it cannot treat concentrated solutions, Monte Carlo (MC) simulations demonstrate that DST describes dilute solutions with much greater accuracy than regular solution theory. Importantly, DST emphasizes an important distinction between the “intrinsic” and “effective” preferences of solutes for interfaces. DST predicts that three classes of solutes can be distinguished by their intrinsic preference for interfaces. While the surface preference of strong depletants are relatively insensitive to interactions, the surface preference of strong surfactants can be modulated by interactions at the interface. Moreover, DST predicts that the surface preference of weak depletants and weak surfactants can be qualitatively inverted by interactions in the bulk. We also demonstrate that DST can be extended to treat surface polarization effects and to model experimental data. MC simulations validate the accuracy of DST predictions for lattice systems that correspond to molar concentrations.
I. INTRODUCTION

Cosolutes dramatically impact the conformational equilibria of proteins and other macromolecules. For instance, urea and other molecules that interact preferentially with unfolded conformations denature proteins. Conversely, betaine and other molecules that are preferentially depleted from unfolded conformations stabilize proteins. However, although proteins function in complex multicomponent solutions, relatively few studies have probed the influence of cosolute mixtures upon protein equilibria. Important early studies concluded that mixtures of denaturants and stabilizers impact proteins in an additive manner. More recent studies, though, suggest that cosolute mixtures can exert significant non-additive effects upon protein stability.

The liquid-vapor interface of aqueous solutions may possibly provide useful insight into the fundamental mechanisms by which cosolute mixtures influence protein stability. Clearly, there exist important differences between the interfaces formed by an aqueous phase with a vapor phase and with a protein surface. Nevertheless, water molecules lose strong hydrogen-bonding interactions at both the liquid-vapor interface and also at hydrophobic protein surfaces. Accordingly, many studies have employed the liquid-vapor interface as a relatively simple surrogate for an idealized hydrophobe in order to investigate solvation contributions to protein stability. Moreover, the Gibbs-Duhem equation provides a well-known and rigorous analogy between the influence of cosolutes upon the liquid-vapor interface and their influence upon the conformational equilibria of dilute proteins. In this analogy, the surface tension corresponds to the Gibbs potential for the conformational transition, while the interfacial excess corresponds to the preferential interaction coefficient.

More generally, aqueous interfaces profoundly impact many processes of fundamental, industrial, and technological interest. Consequently, although they have been studied for centuries, the interfacial properties of aqueous solutions remain the subject of intense research today. Many studies have employed Gibbsian thermodynamics to investigate the fundamental thermodynamic relations governing the surface tension and surface excess of multicomponent solutions. More pragmatically, many studies have invoked empirical mixing rules or approximate equations of state to relate the interfacial properties of solutions to the properties of pure liquids. These approaches often describe liquid-vapor interfaces with binding isotherms in analogy to adsorption on solid interfaces.
Other studies have employed statistical mechanics and molecular simulations to relate the interfacial properties of aqueous solutions to molecular interactions. For instance, many studies employ mechanical expressions to determine the interfacial tension from molecular dynamics simulations. Many other studies employ local Cahn-Hilliard free energy functionals to model the interfacial density profile and surface tension. Classical density functional theories are also widely adopted to model the interfaces of aqueous solutions. More recently, Dutcher and coworkers have extensively employed lattice models and random mixing approximations to study the interfacial properties of binary solutions.

Statistical mechanical perturbation theory provides another approach for investigating interfacial properties. This approach was pioneered by Guggenheim, who employed a grand canonical formalism to model interfaces in analogy to adsorption at a solid surface. However, Guggenheim’s treatment of the interface as an independent, autonomous layer was not consistent with the Gibbs adsorption equation and did not properly describe the surface excess. Subsequently, Ono and Kondo developed a grand formalism that determined the influence of solutes upon the interfacial properties of an inhomogeneous system in analogy to the McMillan-Mayer theory for the osmotic pressure.

In the present work, we employ perturbation theory to investigate the interfacial properties of dilute solutions. We develop a lattice-based framework that is conceptually very similar to, although perhaps simpler than, the important early work of Ono and Kondo. In particular, rather than emphasizing general formalism, we focus on the interactions between solutes and their impact upon observable thermodynamic parameters. Moreover, in contrast to prior perturbative approaches, we do not employ the random mixing approximation that is adopted by regular solution theories for treating the interactions between solutes. Rather we treat these interactions exactly to their lowest order in perturbation theory. Consequently, the resulting theory describes interactions in dilute solutions much more accurately than regular solution theory. Moreover, the simplicity of the analytic, lattice-based perturbation theory provides transparent insight into the influence of dilute solutes and, in particular, their interactions upon interfacial properties. Furthermore, we demonstrate that interfacial polarization effects can be incorporated into this formalism. While the present work adopts a lattice model, we anticipate that the general formalism should readily extend to more realistic off-lattice models.
The remainder of this manuscript is organized as follows. The theory section initially reviews thermodynamic properties of interfaces, derives a simple expression for the surface excess in terms of experimental observables, and recollects their relationship to the conformational transitions of macromolecules. The theory section then develops a perturbation theory that relates the bulk and interfacial properties of dilute solutions to one- and two-solute partition functions. The results and discussion section first validates the accuracy of this dilute solution theory and identifies three classes of solutes that can be distinguished by their intrinsic preference for the interface. This section next demonstrates that repulsive interactions can convert intrinsic depletants to effective surfactants, while attractive interactions can convert intrinsic surfactants to effective depletants. The section then investigates the impact of surface polarization upon interfacial properties and relates the formalism to experimental measurements for osmolytes that are commonly employed to modulate protein stability. The conclusions section briefly summarizes the manuscript and outlines promising future directions. The manuscript closes with a detailed methods section describing the numerical calculations. A supplementary materials section provides additional results and details from our numerical calculations.

II. THEORY

We first review basic thermodynamic properties of interfaces. In particular, we relate the surface excess, $\Gamma$, to the bulk interaction parameter, $\varepsilon$, and to the sensitivity, $\partial \gamma / \partial m$, of the surface tension, $\gamma$, to the bulk molality, $m$. We then develop a statistical mechanical theory for deriving these thermodynamic parameters based upon microscopic interactions.

A. Thermodynamic definition of the preferential adsorption coefficient

We first consider a homogeneous solution with a single dominant solvent (i.e., water) and multiple distinct solute species, which we label by $o$. The solution contains $n_w$ water molecules and $n_o$ $o$-solute molecules. We shall implicitly assume that the temperature and pressure are constant throughout this subsection. The relevant free energy is the Gibbs potential, $G = n_w \mu_w + \sum_o n_o \mu_o$, where $\mu_w$ is the water chemical potential, $\mu_o$ is the chemical potential for $o$-solutes, and the summation is performed over the various solute species. The
Gibbs-Duhem relationship for the bulk solution is $d\mu_w = -\sum_o m_o d\mu_o$, where $m_o = n_o/n_w$ is the dimensionless molality. We expand the chemical potentials as a perturbation theory in solute molality:

$$
\mu_w = \mu_w^\phi - k_B T \sum_o m_o - \frac{1}{2} \sum_{o,o'} m_o \varepsilon_{oo'} m_{o'} + O(m^3)
$$

(1)

$$
\mu_o = \mu_o^* + k_B T \ln m_o + \sum_{o'} \varepsilon_{oo'} m_{o'} + O(m^2).
$$

(2)

Here $\mu_w^\phi$ is the chemical potential of pure water and $\mu_o^*$ is related to the solvation free energy of the solute. The second terms in Eqs. (1) and (2) correspond to the van’t Hoff law for osmotic pressure and the translational entropy of ideal solutes, respectively. The third terms account for solute-solute interactions in terms of the fixed energetic parameter, $\varepsilon_{oo'}$. While Eqs. (1) and (2) adopt the conventional form of regular solution theory, they more generally correspond to the lowest order perturbation theory that treats solute-solute interactions.

We next consider an inhomogeneous solution of $N_w$ water molecules and $N_o$ $o$-solutes at the same temperature and pressure. The Gibbs potential for this inhomogeneous system is $G_t = N_w \mu_w + \sum_o N_o \mu_o + \gamma \sigma$, where $\gamma$ is the interfacial tension and $\sigma$ is the surface area. The Gibbs-Duhem relation for the inhomogeneous system may be expressed $d\gamma = -\sigma^{-1} \{N_w d\mu_w + N_o d\mu_o\}$. After employing the bulk Gibbs-Duhem equation to eliminate $d\mu_w$, one obtains the Gibbs adsorption equation:

$$
d\gamma = -\sum_o \Gamma_o d\mu_o
$$

(3)

where

$$
\Gamma_o = \sigma^{-1} (N_o - m_o N_w)
$$

(4)

is the surface excess of $o$-solutes and $m_o$ is the molality of the bulk solution in chemical equilibrium with the interface. We next express the surface tension as a power series in molality and again truncate at the lowest order that treats solute-solute interactions:

$$
\beta \gamma = \beta \gamma^\phi - \sum_o k_o m_o - \frac{1}{2} \sum_{o,o'} m_o h_{oo'} m_{o'} + O(m^3),
$$

(5)

where $\beta = 1/k_B T$ and $\gamma^\phi$ is the surface tension of pure water, while $k_o \equiv -\partial \beta \gamma / \partial m_o \big|_\phi$ and $h_{oo'} \equiv \partial^2 \beta \gamma / \partial m_o \partial m_{o'} \big|_\phi$ are the first and second derivatives of the surface tension at infinite dilution.
The expressions for $\mu_o$ in Eq. (2) and for $\gamma$ in Eq. (5) determine a model for the surface excess. We define the susceptibility matrix

$$G_{oo}' \equiv \left( \frac{\partial (\beta \mu_o)}{\partial m_o'} \right)_{m_o^*} = m_o^{-1} \delta_{oo'} + \beta \varepsilon_{oo'} + \mathcal{O}(m). \quad (6)$$

We also define

$$b_o \equiv \left( \frac{\partial (\beta \gamma)}{\partial m_o} \right)_{m_o^*} = -k_o + \sum_{o'} h_{oo'} m_{o'} + \mathcal{O}(m^2), \quad (7)$$

which quantifies the sensitivity of the surface tension to the bulk molality of $o$-solutes. The subscript $m_o^*$ indicates that the molality of other solutes is held constant in the partial derivative. The Gibbs adsorption equation then implies that

$$b_o = -\sum_{o'} G_{oo'} \Gamma_{o'}. \quad (8)$$

This equation can be inverted to determine the vector of surface excesses:

$$\Gamma = -G^{-1} b. \quad (9)$$

If we treat $G$ and $b$ to lowest order, one obtains relatively simple and instructive expressions for $\Gamma$. In particular, if the solution contains only a single solute species with molality $m$, then

$$\Gamma = m \left( \frac{k - hm}{1 + \bar{\varepsilon}m} \right) \quad (10)$$

where $\bar{\varepsilon} = \varepsilon/k_BT$. If instead the solution contains two solute species, 1 and 2, then the surface excess of solute 1 may be expressed

$$\Gamma_1 = m_1 \left[ \frac{k_1 - h_{11}m_1 - (h_{12} - k_1\bar{\varepsilon}_{22} + k_2\bar{\varepsilon}_{12})m_2}{1 + \bar{\varepsilon}_{11}m_1 + \bar{\varepsilon}_{22}m_2} \right] \quad (11)$$

and a corresponding expression describes $\Gamma_2$. Thus, the parameter $k_o$ describes the intrinsic tendency of $o$-solutes to accumulate at the interface. However, Eq. (11) demonstrates that interactions with other solutes can reverse this tendency and, e.g., drive surfactants from the surface.

It is worth briefly recalling the close connection between the thermodynamics of interfaces and dilute macromolecules. In particular, if $\Delta \mu_M = \mu_F - \mu_U$, is the difference in the chemical potentials of the F and U conformations of a dilute protein, then the same reasoning leads to an analogous Gibbs-Duhem equation for the free energy of the conformational transition:

$$d\Delta \mu_M = -\sum_o \Delta \Gamma_o d\mu_o, \quad (12)$$
where $\Delta \Gamma_o = \Gamma_{F|o} - \Gamma_{U|o}$ quantifies the preference of $o$-solutes for the F conformation relative to the U conformation. Furthermore, the sensitivity of the conformational transition to $o$-solutes, $b_{M|o} = \partial (\beta \Delta \mu_M) / \partial m_o$, can be related in a similar linear system of equations to the preferential adsorption: $\Delta \Gamma = -G^{-1} b_M$, which gives a result analogous to Eq. (11) in the case of two solutes. Consequently, this framework may possibly be useful for understanding the influence of cosolute interactions upon macromolecular conformational transitions. Specifically, $\Delta \Gamma_o$ can be inferred from experimental measurements of bulk thermodynamics, $G$, and conformational stability, $b_{M|o}$, which may then provide insight into potential non-additive effects of cosolutes upon macromolecules.

### B. Microscopic theory

We now develop a statistical mechanical theory for the influence of dilute solutes upon interfaces. We first adapt Hill’s constant pressure solution theory\cite{hill1973} to derive microscopic expressions for the thermodynamic solute-solute interaction parameters, $\varepsilon_{oo'}$ and $\varepsilon_{too'}$, describing homogeneous and inhomogeneous systems, respectively. Hill’s formalism is analogous to the virial expansion for the pressure of dilute gases and to McMillan-Mayer theory for dilute solutions, but is performed at constant pressure rather than constant volume.\cite{mcMillan1949}

By eliminating the bulk contributions to the free energy of the inhomogeneous system, we then derive microsocopic expressions for the interfacial tension, $\gamma$, and surface excess, $\Gamma$, as a function of the bulk composition. In the present work, we adopt a simple lattice model both because it makes microscopic expressions for the thermodynamic parameters particularly transparent and also because it facilitates numerical assessment of the theory. However, due to the generality of Hill’s formalism, it should be possible to extend our results for the lattice model to more realistic off-lattice models.

#### 1. Homogeneous system

We first consider a lattice model for a homogeneous multicomponent mixture of $n_w$ water molecules and $n_o$ $o$-solute molecules. The system is described by $M$ equivalent lattice sites each with a fixed volume, $v_1$, such that the total volume of the lattice is $V = v_1 M$. Each lattice site is occupied by a single molecule such that $M = n_w + \sum_o n_o$. We treat the
temperature, $T$, as an implicit constant throughout this work. We denote the bare pressure and chemical potentials of the lattice model by $\hat{P}$ and $\hat{\mu}$, respectively. The Helmholtz potential, $A$, is the analog of the Gibbs potential for the lattice model:

$$A = -\hat{P}V + \hat{\mu}_wn_w + \sum_o \hat{\mu}_on_o = \mu_wM + \sum_o \mu_on_o,$$

(13)

where $\mu_w = \hat{\mu}_w - \hat{P}v_1$ is the free energy cost of adding a lattice site, while $\mu_o = \hat{\mu}_o - \hat{\mu}_w$ is the free energy cost of replacing a water molecule with an $o$-solute:

$$dA = \muwdM + \sum_o \mu_ondn_o.$$

(14)

The lattice Gibbs-Duhem equation is

$$d\mu_w = -\sum_o x_od\mu_o,$$

(15)

where $x_o = n_o/M$ is the mole fraction of $o$-solutes.

We denote the canonical partition function for the homogeneous mixture by $Q(\{n_o\}) \equiv Q(M, \{n_o\}) = \exp[-\beta A]$. We define $Q_\phi = Q(\{0\})$ and $A_\phi = -k_BT\ln Q_\phi = M\mu_w^\phi$ as the canonical partition function and Helmholtz potential in the absence of solute, i.e., when $n_w = M$ and $n_o = 0$. We define $Q_o = Q(\{n_o\})|_{n_o=\delta_w}$ and $A_o = -k_BT\ln Q_o$ as the partition function and Helmholtz potential in the case that the system contains a single $o$-solute. We also define

$$q_o = M^{-1}Q_o/Q_\phi.$$

(16)

Because there are $M$ equivalent sites to place the solute, it follows that $q_o$ is independent of $M$ or any other thermodynamic variable (other than $T$). The quantity $q_o$ can be interpreted as an effective partition function associated with introducing an osmolyte into a single fixed lattice site that is surrounded by solvent.

We next suppose that the system is open such that solutes can replace water molecules. The relevant free energy is then a natural function of $M$ and the solute chemical potentials:

$$\tilde{A} \equiv A - \sum_o n_o\mu_o = \mu_wM$$

(17)

$$d\tilde{A} = \mu_wdM - \sum_o n_od\mu_o.$$

(18)

The relevant partition function for this (semi-) grand ensemble is

$$\tilde{Q} = \exp[-\beta \tilde{A}] = \sum_{\{n_o\geq 0\}} \lambda_o^{n_o}Q(\{n_o\}),$$

(19)
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where $\lambda_n^o = \prod_o \lambda_n^o$ is a product of the absolute activities, $\lambda_n^o = e^{\beta \mu_n^o}$, for each solute species $o$ and the sum is evaluated over all possible compositions of the system. We define the ratio of partition functions, $\Psi \equiv \tilde{Q}/Q$, and expand this ratio in the solute activity, $a_o \equiv q_o^o \lambda_n^o$:

$$\Psi \equiv \frac{\tilde{Q}}{Q} = e^{-\beta \delta \mu_w} = 1 + M \sum_o a_o + \frac{1}{2} \sum_{o,o'} a_o Z_{oo'} a_o' + \mathcal{O}(a^3),$$

(20)

where $\delta \mu_w = \mu_w^\phi - \mu_w^\phi$ is the change in the water chemical potential due to the addition of solutes. We have also defined

$$Z_{oo'} = \frac{C_{oo'} Q_{oo'}^{(2)}}{q_o q_o' Q_\phi},$$

(21)

where $Q_{oo'}^{(2)}$ is the canonical partition function $Q(\{n_o\})$ in the case that the solution contains exactly 2 solute molecules with one being of type $o$ and the second being of type $o'$, while $C_{oo'}$ is a combinatorial factor such that $C_{oo} = 2$ and $C_{oo'} = 1$ if $o \neq o'$. Taking the (natural) logarithm of $\Psi$ and expanding in $a_o$, we arrive at:

$$-\beta \delta \mu_w = \frac{1}{M} \ln \Psi = \sum_o a_o + \frac{1}{2} \sum_{o,o'} a_o \varphi_{oo'} a_o' + \mathcal{O}(a^3),$$

(22)

where

$$\varphi_{oo'} = M^{-1}(Z_{oo'} - M^2).$$

(23)

The lattice Gibbs-Duhem equation (Eq. [15]) implies that

$$x_o = a_o \left( \frac{\partial (-\beta \delta \mu_w)}{\partial a_o} \right)_{a_o^*} = a_o \left\{ 1 + \sum_{o'} \varphi_{oo'} a_o' + \mathcal{O}(a^2) \right\}.$$  

(24)

This can be inverted to obtain:

$$a_o = x_o \left\{ 1 - \sum_{o'} \varphi_{oo'} x_{o'} + \mathcal{O}(x^2) \right\},$$

(25)

where the quantity in brackets defines the activity coefficient. This expansion then leads to the lattice analogs of Eqs. (1) and (2):

$$\mu_w = \mu_w^\phi - k_B T \sum_o x_o - \frac{1}{2} \sum_{o,o'} x_o \varepsilon_{oo'} x_o' + \mathcal{O}(x^3)$$

(26)

$$\mu_o = \mu_o^* + k_B T \ln x_o + \sum_{o'} \varepsilon_{oo'} x_{o'} + \mathcal{O}(x^2),$$

(27)

where

$$\mu_o^* = -k_B T \ln q_o$$

$$\varepsilon_{oo'} = -k_B T \varphi_{oo'}.$$
2. **Inhomogeneous system**

We next consider a lattice model for an inhomogeneous system consisting of both bulk and interfacial regions. The lattice model consists of $M$ lattice sites that are occupied by $N_w$ water molecules and $N_o$ $o$-solute molecules. We assume that $M_b$ of these sites are equivalent bulk sites, while $M_i = M - M_b$ are equivalent interfacial sites. We define $\sigma_1$ as the surface area of a single interfacial site, such that the surface area of the system is $\sigma = M_i \sigma_1$. We denote the total Helmholtz potential for this inhomogeneous system by $A_t \equiv A_t(\{N_o\}, M, M_i) \equiv A_t(\{N_o\})$:

$$A_t = -\hat{P}V + \hat{\mu}_w N_w + \sum_o \hat{\mu}_o N_o + \hat{\gamma} \sigma = \mu_w M + \sum_o \mu_o N_o + \gamma M_i,$$

$$dA_t = \mu_w dM + \sum_o \mu_o dN_o + \gamma dM_i,$$  

(30) (31)

where $\hat{\gamma}$ is the bare surface tension of the lattice and $\gamma = \sigma_1 \hat{\gamma}$ is the scaled surface tension quantifying the free energy cost of converting a bulk site to an interfacial site. In particular, we define $\gamma^\phi$ as the surface tension for pure solvent and $A_{t\phi} = A_t|_{N_o=0} = M \mu_w^\phi + M_i \gamma^\phi$ as the Helmholtz potential for the inhomogeneous pure solvent system. We define $A_{to} = A_t|_{N_o=\delta_o,o'}$ as the Helmholtz potential when a single $o$-solute has been introduced into the inhomogeneous system. The lattice Gibbs-Duhem equation for the inhomogeneous system is

$$d\gamma = M_i^{-1} \left( -M d\mu_w - \sum_o N_o d\mu_o \right).$$  

(32)

We denote $Q_t(\{N_o\}) \equiv \exp[-\beta A_t(\{N_o\})]$ as the canonical partition function for a closed inhomogeneous system with the specified composition. We denote $Q_{t\phi} \equiv \exp[-\beta A_{t\phi}]$ as the canonical partition function when the inhomogeneous system contains only solvent. We denote $Q_{to} \equiv \exp[-\beta A_{to}]$ as the canonical partition function when the system contains a single $o$-solute. Recalling that $q_o$ is an effective partition function for solvating a single $o$-solute in a fixed bulk site at infinite dilution, we define $q_{io}$ as the corresponding effective partition function for solvating a single $o$-solute in a fixed interfacial site at infinite dilution. Then we define

$$q_{to} \equiv \frac{1}{M} \frac{Q_{to}}{Q_{t\phi}} = q_o + \eta_i (q_{io} - q_o),$$  

(33)

where $\eta_i = M_i/M$ is the fraction of interfacial sites. Note that $q_{to}$ depends only upon $\eta_i$ (and $T$) and is independent of $M$, as well as composition and chemical potentials.
We next consider that the inhomogeneous system is open. The relevant free energy is
\[
\tilde{A}_t \equiv A_t - \sum_o N_o \mu_o = \mu_w M + \gamma M_i
\]
\[
d\tilde{A}_t = \mu_w dM - \sum_o N_o d\mu_o + \gamma dM_i.
\]
The corresponding partition function is
\[
\tilde{Q}_t = \exp[-\beta \tilde{A}_t] = \sum_{\{N_o \geq 0\}} \lambda_o^{N_o} Q_t(\{N_o\})
\]
where \(\lambda_o^{N_o} = \prod_o \lambda_o^{N_o}\). We define the ratio of partition functions for open inhomogeneous systems:
\[
\Psi_t \equiv \frac{\tilde{Q}_t}{Q_t} = \exp[-\beta (M \delta \mu_w + M \delta \gamma)] = 1 + M \sum_o a_{to} + \frac{1}{2} \sum_{o,o'} a_{to} Z_{to'} a_{to'} + O(a_t^3),
\]
Here \(\delta \gamma = \gamma - \gamma^0\) quantifies the influence of solutes upon the surface tension, while \(a_{to} = q_{to} \lambda_o\) defines a solute activity for the inhomogeneous system. The coefficient \(Z_{to'} = \frac{Q_{to'}^{(2)}}{Q_t} Q_{tol}^{(2)}\) is defined by the canonical partition function, \(Q_{to'}^{(2)}\), for exactly 2 solute molecules in the inhomogeneous system. Expanding \(M^{-1} \ln \Psi_t\) from Eq. (37), we obtain:
\[
-\beta (\delta \mu_w + \eta \delta \gamma) = M^{-1} \ln \Psi_t = \sum_o a_{to} + \frac{1}{2} \sum_{o,o'} a_{to} \varphi_{to'} a_{to'} + \mathcal{O}(a_t^3),
\]
where
\[
\varphi_{to'} \equiv M^{-1} (Z_{to'} - M^2) \equiv -\beta \varepsilon_{to'}.
\]
and we have defined an energetic parameter \(\varepsilon_{to'} = -k_B T \varphi_{to'}\) that describes the influence of solutes upon the free energy of the inhomogeneous system. At this point, we could follow Subsection [II B 1] and relate the activity \(a_{to}\) to the mole fraction of solute in the inhomogeneous system \(x_{to} = N_o/M\). However, because we are interested in relating interfacial properties to the composition, \(x_o\), of the coexisting bulk region, we continue along a different track.

3. Interface

We now relate the open inhomogeneous system to an open homogeneous system with the same number of sites, \(M\), and the same solute chemical potentials, \(\{\mu_o\}\). According
to Eq. (15), the water chemical potential is also the same in both systems. We define the interfacial free energy of the open inhomogeneous system, $\tilde{A}_i$, by the difference between the free energies of the open inhomogeneous system, $\tilde{A}_t$, and the open bulk homogeneous system, $\tilde{A}$:

$$\tilde{A}_i \equiv \tilde{A}_t - \tilde{A} = \gamma M_i$$

$$d\tilde{A}_i = -M_i \sum_o \Gamma_o d\mu_o + \gamma dM_i,$$

where we have defined the surface excess of $o$-solute:

$$\Gamma_o \equiv M_i^{-1} (N_o - x_o M),$$

and $x_o = x_o(\{\mu_o\})$ specifies the composition of the homogeneous system. The corresponding Gibbs-Duhem equation for the surface free energy is the lattice Gibbs adsorption equation:

$$d\gamma = -\sum_o \Gamma_o d\mu_o.$$  

We denote the interfacial free energy of pure solvent by $\tilde{A}_{i\phi} = A_{i\phi} = M_i \gamma^{\phi}$, such that $\delta \tilde{A}_i = \tilde{A}_i - \tilde{A}_{i\phi} = M_i \delta \gamma$ quantifies the influence of solutes upon the interfacial free energy. Equations (22) and (38) then imply

$$-\beta \delta \tilde{A}_i = -\beta M_i \delta \gamma = \ln (\Psi_t/\Psi).$$

Before proceeding further, we return to Eq. (33)

$$q_{to} \equiv \frac{1}{M} \frac{Q_{to}}{Q_{t0}} = q_o + \eta_i (q_{io} - q_o),$$

where $q_o$ and $q_{io}$ are effective partition functions for an $o$-solute in fixed bulk and interfacial lattice sites, respectively, at infinite dilution and $\eta_i = M_i/M$ is the surface/volume ratio. We now define

$$k_o = \frac{q_{io}}{q_o} - 1,$$

as the intrinsic preference of $o$-solute for the interface. Importantly, $k_o$ is a constant that is independent of all thermodynamic parameters (other than $T$). It is interesting that Eq. (45) implies $k_o \geq -1$. Because they are defined to have the same chemical potentials, we can relate the activities of the homogeneous ($a_o$) and inhomogeneous systems ($a_{to}$):

$$r_o \equiv q_{to}/q_o = a_{to}/a_o = 1 + \eta_i k_o,$$
which depends upon both $k_o$ and the surface/volume ratio $\eta_i$.

Having defined $k_o$ and $r_o$, we now employ the expansions of Eqs. (22) and (38) in Eq. (44) to obtain

$$-\beta \delta \gamma = \sum_o k_o a_o + \frac{1}{2} \sum_{o,o'} a_o \varphi_{i o o'} a_{o'} + O(a_o^3),$$

(47)

where the interfacial interaction parameter is

$$\varphi_{i o o'} = \eta_i^{-1} (r_o \varphi_{i o o'} r_o - \varphi_{o o'}).$$

(48)

Moreover, Eq. (43) implies

$$\Gamma_o = a_o \left( \frac{\partial (-\beta \delta \gamma)}{\partial a_o} \right)_{a_o^*} = a_o \left( k_o + \sum_o \varphi_{i o o'} a_{o'} + O(a_o^3) \right).$$

(49)

Finally, we employ Eq. (25) to express $\delta \gamma$ and $\Gamma_o$ in terms of the bulk composition, $x_o$:

$$-\beta \delta \gamma = \sum_o k_o x_o - \frac{1}{2} \sum_{o,o'} x_o h_{o o'} x_{o'} + O(x^3)$$

(50)

$$\Gamma_o = x_o \left\{ k_o - \sum_{o'} (h_{o o'} + k_{o'} \beta \varepsilon_{o o'}) x_{o'} + O(x^2) \right\}$$

(51)

where

$$h_{o o'} = \beta \left\{ \eta_i^{-1} r_o (\varepsilon_{i o o'} - \varepsilon_{o o'}) r_{o'} + \eta_i k_o k_{o'} \varepsilon_{o o'} \right\}.$$  

(52)

Note that $k_o$ and $\varepsilon_{o o'}$ depend only upon $T$, while $r_o$ and $\varepsilon_{i o o'}$ depend upon both $T$ and also the surface/volume ratio, $\eta_i = M_i/M$. For sufficiently large systems, one expects that $\eta_i \to 0$ and $\varepsilon_{i o o'} = \varepsilon_{o o'} + \delta \varepsilon_{i o o'} \eta_i + O(\eta_i^2)$, where $\delta \varepsilon_{i o o'}$ is independent of $\eta_i$. Consequently, $h_{o o'}$ should have a well-defined thermodynamic limit, $h_{o o'} \to \beta \delta \varepsilon_{i o o'}$.

This completes our microscopic derivation of the thermodynamic parameters governing interfacial properties in terms of one- and two-solute partition functions. Specifically, Eqs. (23) and (29) determine the bulk energetic parameter $\varepsilon_{o o'}$. Equation (45) determines the parameter, $k_o$, that quantifies the intrinsic preference of $o$-solute for the interface. Equation (52) determines the curvature, $h_{o o'}$, of the surface tension. Finally, given microscopic definitions of $\varepsilon_{o o'}$, $k_o$, and $h_{o o'}$, Eqs. (9) and (50) give microscopic expressions for the surface excess, $\Gamma_o$, and surface tension, $\gamma$, as a function of the composition of the coexisting bulk phase. Note that while Eq. (51) gives $\Gamma_o$ as a Taylor series expansion to second order in solute concentration, the rational fraction expression in, e.g., Eq. (11) is expressed in terms of the same parameters, but remains valid over a considerably larger composition regime. Consequently, we will adopt the rational fraction expression for $\Gamma_o$ in the following.
III. RESULTS AND DISCUSSION

Section II presented a rather general dilute solution theory (DST) for modeling the interfaces of multicomponent solutions with a dominant solvent ($w$) and multiple dilute cosolute species. In order to assess and investigate this DST, we consider the liquid-vapor interface for binary solutions with a single dilute solute species ($o$). Moreover, we specialize to the case of simple cubic lattices with nearest neighbor interactions. We first briefly consider this DST for homogeneous solutions and compare with regular solution theory. We then focus on the properties of liquid-vapor interfaces. Finally, we briefly employ DST to interpret experimental measurements for solutes that are commonly employed to modulate protein stability. Throughout this section, we consider a single fixed temperature, $T$, and employ an “overbar” to indicate dimensionless quantities that have been scaled by $\beta = 1/k_B T$.

A. Homogeneous fluid

We model a homogeneous fluid of $n_w$ solvent molecules and $n_o$ solute molecules with a simple three-dimensional cubic lattice of $M = L^3$ sites with $L = 10$, coordination number $z_b = 6$, and periodic boundary conditions in all three directions. We model interactions with the simple nearest-neighbor contact potential $U(R) = \sum_{\langle i,j \rangle} u_{t_i, t_j}$, where $t_i$ indicates the type of molecule at lattice site $i$ in configuration $R$. We determine the energy scale by fixing the solvent-solvent interaction $\bar{u}_{ww} = \beta u_{ww} = -1$. We consider various solutes by varying the solute-solvent ($\bar{u}_{ow}$) and solute-solute ($\bar{u}_{oo}$) interaction parameters. Figure 1a schematically illustrates the lattice model for the homogeneous binary solution.

Subsection II B 1 derives the chemical potentials of the homogeneous fluid as a function of solute mole fraction, $x = n_o/M$, in the lowest order approximation that treats solute-solute interactions. The water chemical potential is

$$\bar{\mu}_w = \bar{\mu}^\phi_w - x - \frac{1}{2} \bar{\varepsilon} x^2 + \mathcal{O}(x^3), \quad (53)$$

where $\bar{\mu}^\phi_w = \frac{1}{2} z_b \bar{u}_{ww}$ is the chemical potential of pure solvent and $k_B T x$ corresponds to the van’t Hoff contribution to the osmotic pressure. The solute chemical potential is

$$\bar{\mu}_o = \bar{\mu}^\ast_o + \ln x + \bar{\varepsilon} x + \mathcal{O}(x^2), \quad (54)$$

where $\bar{\mu}^\ast_o = z_b (\bar{u}_{ow} - \bar{u}_{ww})$ is the energetic cost of introducing a single solute at infinite dilution and $\ln x$ corresponds to the ideal mixing entropy for dilute solutes.
Figure 1: Lattice model for homogeneous binary solution. (a) Schematic of cubic lattice model with nearest-neighbor interactions. Blue and red circles represent solvent (w) and solute (o) molecules, respectively. The indicated interaction parameters $u_{ww}$, $u_{ow}$, and $u_{oo}$ describe the energy of $w$-$w$, $o$-$w$, and $o$-$o$ contacts, respectively. While the reported numerical simulations employ $L = 10$, the schematic only indicates 5 layers. (b) Intensity plot of the thermodynamic interaction parameter, $\varepsilon$, as a function of the microscopic contact energies $\bar{u}_{oo}$ and $\bar{u}_{ow}$.

The thermodynamic consequences of solute-solute interactions are described by the energetic parameter, $\varepsilon$, which is given by Eq. (29) in terms of the partition functions for a pair of solutes at infinite dilution. The supplementary material (SM) derives $\varepsilon$ for the cubic lattice with nearest neighbor interactions:

$$\varepsilon = 1 - z_b \left[ e^{-\Delta \bar{u}_b} - 1 \right], \quad (55)$$

where $\Delta \bar{u}_b = \bar{u}_{oo} + \bar{u}_{ww} - 2\bar{u}_{ow}$ is the energy of solute dimerization. Note that our convention defines attractive interactions by negative energetic parameters, $\bar{u} < 0$. Consequently, solute-solute interactions are thermodynamically favorable when $\Delta \bar{u}_b, \varepsilon < 0$. The energy of solute dimerization becomes increasingly attractive ($d\Delta \bar{u}_b < 0$) either for increasing solute-solute
attraction \((d\pi_{oo} < 0)\) at fixed solute-solvent interaction \((d\pi_{ow} = 0)\) or for increasing solute-solvent repulsion \((d\pi_{ow} > 0)\) at fixed solute-solute interaction \((d\pi_{oo} = 0)\).

Figure 1b presents an intensity plot of \(\varepsilon\) as a function of the solute-solute \((\pi_{oo})\) and solute-solvent \((\pi_{ow})\) contact energies in the microscopic model. According to Eq. (55), \(\varepsilon\) depends exponentially upon \((\text{the negative of})\) the solute dimerization energy, \(\Delta \pi_b\). In the limit of strongly repelling solutes \((\Delta \pi_b \to +\infty)\), \(\varepsilon\) saturates at \(\varepsilon \to 1 + z_b = 7\), which corresponds to the solute excluding solvent from its neighboring sites. Conversely, \(\varepsilon\) decreases without bound as \(\varepsilon \to -z_b e^{-\Delta \pi_b}\) in the limit of strongly attracting solutes \((\Delta \pi_b \to -\infty)\). In the limit of weakly interacting solutes \((\Delta \pi_b \approx 0)\), \(\varepsilon \to 1 - 2\chi\), where \(\chi = -\frac{1}{2} z_b \Delta \pi_b\) is the conventional energetic interaction parameter associated with random mixing and corresponds to the Flory parameter in the Flory-Huggins theory of polymer solutions. Note that by convention \(\chi > 0\) for attractive solutes, which is opposite to the convention we have adopted for \(\pi\) and \(\varepsilon\). In the limit of ideal solutions for which solute and solvent molecules interact equivalently \((\Delta \pi_b = 0)\), \(\varepsilon = 1\) due to the excluded volume of molecules on the lattice.

We define the (scaled) free energy per lattice site, \(\bar{a} \equiv M^{-1} \beta A = \bar{\pi}_w + x \bar{\pi}_o\). The present dilute solution theory (DST) gives

\[
\bar{a} = \bar{\pi}_w^0 + (\bar{\pi}_o^* - 1) x + x \ln x + \frac{1}{2} \varepsilon x^2 + \mathcal{O}(x^3). 
\]

Because DST treats solutes as a perturbation to pure solvent, it cannot treat concentrated solutions. Similarly, DST cannot describe dilute solutions under conditions that the solutes begin to aggregate. Moreover, the free energy of Eq. (56) cannot support two-phase coexistence and becomes unstable when \(1 + \varepsilon x < 0\), which is indicated by the solid curve in Fig. 2a.

In order to investigate the influence of solute-solute interactions, we simulate three different classes of solutes under the conditions indicated in Fig. 2a. The blue symbols correspond to repulsive solutes with \(\Delta \pi_b = 1.5\); the green symbols correspond to ideal solutes with \(\Delta \pi_b = 0\); and the red symbols correspond to attractive solutes with \(\Delta \pi_b = -0.5\). If we consider that pure water is approximately \(55\) \(M\), then \(x = 0.02\) corresponds to a solute concentration of approximately \(1\) \(M\). In the following, we consider solute concentrations of \(x \leq 0.05\), which corresponds to \(n_o \leq 50\) solutes on the \(M = 10^3\) lattice sites. Figure 2a indicates that each of these solutions should remain stable under these conditions.

The SM demonstrates that the present DST very accurately describes \(\bar{a}\) for these so-
Figure 2: Comparison of dilute solution theory (DST) and regular solution theory (RST) for homogeneous dilute solutions. (a) Comparison of predicted phase diagrams in terms of the microscopic dimerization energy, $\Delta \bar{u}_b$, and solute mole fraction, $x$. DST predicts that regions below the solid curve are thermodynamically unstable. The dashed and dotted gray curves indicate the binodal and spinodal predicted by RST. (b) Comparison of theoretical predictions and numerical calculations for the scaled interaction free energy, $\Delta \bar{\alpha}_{int}$. The dashed and dotted lines present the predictions of DST and RST, respectively. The blue, green, and red curves correspond to solutions with $\Delta \bar{u}_b = 1.50$, 0.00, and -0.50, respectively. The symbols present numerically exact calculations of $\Delta \bar{\alpha}_{int}$ that are based upon MC simulations of the solutions indicated in panel (a). The error bars indicate the simulated uncertainty, which is estimated as the standard deviation across three independent simulations.
However, under these dilute conditions $\sigma$ is largely determined by the first three terms in Eq. (56), which describe bulk solvent, isolated solutes, and ideal mixing, respectively. In order to eliminate these trivial contributions from infinitely dilute solutes, we define a reference system in which the solute and solvent molecules interact equivalently (i.e., $\Delta \overline{u}_{\text{b,Ref}} = 0$). We then define the interaction free energy as, $\Delta \overline{\sigma}_{\text{int}} = \overline{\sigma} - \overline{\sigma}_{\text{Ref}} - x \mu_o^*$, which eliminates the infinitely dilute contributions and focuses on solute-solute interactions.

The dashed curves in Fig. 2b present the predictions of DST for the interaction free energy, $\Delta \overline{\sigma}_{\text{int}}$, as a function of solute mole fraction, $x$, for the repulsive, ideal, and attractive solutes of Fig. 2a. As expected, the interaction free energy vanishes for ideal solutes, but quadratically increases and decreases for repulsive and attractive solutes, respectively. The symbols in Fig. 2b present numerically exact calculations of $\Delta \overline{\sigma}_{\text{int}}$ based upon analyzing Monte Carlo (MC) simulations via the multistate Bennett Acceptance Ratio (MBAR) method. Although DST is completely determined by 1- and 2-solute partition functions and only treats interactions to lowest order, it accurately predicts the numerically exact calculations for solute concentrations up to $x = 0.05$.

Finally, before considering interfacial phenomena, it is worth briefly comparing DST with regular solution theory (RST). The scaled free energy for RST is

$$\overline{\sigma}_{\text{RST}} = \overline{\mu}_w^\phi + \overline{\mu}_o^\phi + x \ln x + x_w \ln x_w + \chi x x_w, \quad (57)$$

where $\overline{\mu}_o^\phi = \frac{1}{2} z_b \overline{u}_{oo}$ is the chemical potential of bulk solute, $x_w = 1 - x$ is the mole fraction of solvent, and $\chi = -\frac{1}{2} z_b \Delta \overline{u}_b$ is again the Flory interaction parameter. The RST free energy is usually derived by exactly treating the combinatoric entropy of mixing, while adopting the Bragg-Williams (i.e., random mixing) approximation for the interaction energy. RST exactly describes ideal solutions and correctly reproduces the infinite dilution contributions to the free energy. Because it exactly treats the mixing entropy, RST also provides a qualitatively reasonable description of concentrated solutions and is particularly useful for modeling phase coexistence.

The dotted and dashed curves in Fig. 2a present the binodal and spinodal curves predicted by RST. The dotted curves in Fig. 2b present the predictions of RST for the interaction free energy, $\Delta \overline{\sigma}_{\text{int}}$. As expected for a mean field theory, RST systematically overestimates the interaction free energy. In particular, RST significantly over-estimates the likelihood of repulsive solutes contacting. Conversely, RST underestimates the likelihood of attractive
solute-solute interactions for these dilute solutions.

B. Inhomogeneous system

We model an inhomogeneous system of \( N_w \) solvent molecules and \( N_o \) solute molecules on a corresponding three-dimensional cubic lattice of \( M = L^3 \) sites with \( L = 10 \). The \( M_i = 2L^2 \) lattice sites in the top \((z = 1)\) and bottom \((z = L)\) layers define an interfacial region, \( S \), in which molecules experience an external field. The remaining \( M - M_i \) sites in the intervening \( L - 2 \) layers then describe a bulk liquid region between the two interfaces. The potential is

\[
U(R) = \sum_{(i,j)} u_{\text{t}} + \sum_{i\in S} u_{\text{v}},
\]

where the first sum describes nearest neighbor interactions with periodic boundary conditions in the x- and y- directions, while the second sum describes the interaction of interfacial molecules with the external field. We mimic the hydrophobic air-water interface by defining \( u_{\text{wv}} = 0 \). We vary the parameter \( u_{\text{ov}} \) to modulate the preference of the solute for the interface. With the exception of Subsection III E, we neglect polarization effects and assume that intermolecular interactions are the same throughout the inhomogeneous system. Figure 3 schematically illustrates the model.

Subsection II B derived analytic expressions for the surface tension and surface excess in the lowest order approximation that treats solute-solute interactions. The (scaled) surface tension, \( \gamma = \beta \gamma \), may be expressed

\[
\gamma = \gamma^\phi - kx + \frac{1}{2}hx^2 + O(x^3),
\]

where \( x \) is the mole fraction of solute in the coexisting bulk region, while \( \gamma^\phi = \beta \gamma^\phi \) is the (scaled) surface tension of pure solvent. For the simple lattice model \( \gamma^\phi = \frac{1}{2} (z_i - z_b) u_{\text{ww}} + u_{\text{wv}} = \frac{1}{2}, \) where \( z_i = 5 \) is the number of intermolecular interactions experienced by interfacial molecules. According to Eq. (10), the surface excess may be approximated

\[
\Gamma = x \left( \frac{k - hx}{1 + \varepsilon x} \right),
\]

where \( \varepsilon \) is the bulk interaction parameter given by Eq. (55).

The parameter \( k = \partial \Gamma / \partial x \big|_0 = - \partial \gamma / \partial x \big|_0 \) describes the “intrinsic preference” of solutes for the interface. (Here and elsewhere \( |_0 \) indicates that the partial derivatives are evaluated for \( x = 0 \).) While Eq. (45) gives a general expression for \( k \) in terms of effective one-solute
Figure 3: Lattice model of inhomogeneous binary system. (a) Schematic of cubic lattice model with nearest-neighbor interactions. Blue and red circles represent solvent (w) and solute (o) molecules, respectively, while the yellow region indicates the interfacial sites, S. The parameters $\pi_{wv} \equiv 0$ and $\pi_{ov}$ describe the microscopic energetics of solvent and solute molecules, respectively, in the interfacial region.

While the reported numerical simulations employ $L = 10$, the schematic only indicates 5 layers. (b) Intensity plot of the parameter, $k$, that describes the intrinsic interfacial preference of solutes as a function of the microscopic energies $\pi_{ow}$ and $\pi_{ov}$. (c) Intensity plot of the parameter, $h = \partial^2 \gamma / \partial x^2$, that describes the curvature of the surface tension as a function of the thermodynamic parameters $k$ and $\bar{\varepsilon}$. Dotted lines indicate where $h = 0$. 
partition functions, the SM explicitly derives $k$ for the simple nearest-neighbor lattice model:

$$k = \exp \left[ -\Delta \bar{u}_i \right] - 1,$$

(60)

where $\Delta \bar{u}_i = \bar{u}_{ow} + \bar{u}_{ww} - (\bar{u}_{wv} + \bar{u}_{ow})$ is the microscopic interfacial energy of the solute, i.e., the energetic cost of moving an infinitely dilute solute from the bulk to the interface. This interfacial energy, $\Delta \bar{u}_i$, becomes more favorable ($d\Delta \bar{u}_i < 0$) when either the solute-interface energy becomes more favorable ($d\bar{u}_{ov} < 0$) or the solute-solvent interaction becomes more repulsive ($d\bar{u}_{ow} > 0$). Figure 3b presents an intensity plot of the intrinsic interfacial preference, $k$, as a function of the microscopic solute-interface ($\bar{u}_{ow}$) and solute-solvent ($\bar{u}_{ow}$) energies. For molecules with favorable interfacial energy ($\Delta \bar{u}_i < 0$), $k$ exponentially increases with $|\Delta \bar{u}_i|$ and, in particular, increases without bound as $\Delta \bar{u}_i \to -\infty$. Conversely, for molecules with very unfavorable interfacial energy ($\Delta \bar{u}_i \to +\infty$), $k$ saturates at -1. For molecules with minimal interfacial energy ($\Delta \bar{u}_i \approx 0$), $k \to -\Delta \bar{u}_i$.

Equation (59) clearly demonstrates that interactions with other solutes can impact the interfacial preference. Accordingly, we define the composition-dependent “effective preference” of solutes for the interface by

$$\tilde{k}(x) \equiv \frac{d\Gamma(x)}{dx} = k - 2(h + k\bar{\varepsilon})x + O(x^2).$$

(61)

The effective preference, $\tilde{k}(x)$, quantifies the tendency of additional solutes to partition to the interface when the mole fraction of the bulk region is $x$. In the limit $x \to 0$, $\tilde{k}(x)$ reduces to the intrinsic interfacial preference, $k$. The effective preference varies in a manner that reflects not only $h$, but also $k$ and the bulk solute-solute interaction energy, $\bar{\varepsilon}$. Equation (61) suggests that solute-solute interactions can convert surfactants ($k > 0$) to effective depletants if $h + k\bar{\varepsilon} > 0$. Conversely, these interactions can convert depletants ($k < 0$) to effective surfactants if $h + k\bar{\varepsilon} < 0$.

The parameter, $h$, is of particular interest for describing the influence of solute-solute interactions upon interfaces. Equation (52) gives a general expression for $h_{oo'} = \partial^2 \gamma / \partial x_o \partial x_{o'} |_0$ in multicomponent solutions in terms of microscopic partition functions for two solutes at infinite dilution. For binary solutions, this expression reduces to

$$h = \frac{1}{\eta_i} \left[ r^2 \bar{\varepsilon}_t + \bar{\varepsilon}(1 - 2r) \right].$$

(62)

In Eq. (62), $\eta_i \equiv M_i/M$ is the surface/volume ratio of the inhomogeneous system; $r = 1 + \eta_i k$ is defined in Eq. (46) as a ratio of one-solute partition functions for the inhomogeneous and
homogeneous systems; and \( \varepsilon_t \) is an energetic parameter analogous to \( \varepsilon \) that describes the free energy of the inhomogeneous system as a function of \( x_t \equiv N_o/M \). While Eq. (62) clearly reflects finite size effects, one expects that in the thermodynamic limit \( \eta_i \to 0 \) and \( \varepsilon_t \to \varepsilon + \eta_i \delta \varepsilon_i + \mathcal{O}(\eta_i^2) \), where \( \delta \varepsilon_i \) is independent of system size and describes the influence of interactions at the interface. In this limit, \( h \to \delta \varepsilon_i \). The SM analyzes these finite size effects in greater detail and, in particular, demonstrates that \( h \) becomes independent of \( L \) for this nearest-neighbor lattice model when \( L \geq 3 \).

In the absence of polarization effects, the lattice model for the inhomogeneous system depends upon three energetic parameters that describe the interactions of solute molecules with the solvent \( \pi_{ow} \), with other solutes \( \pi_{oo} \), and with the external field describing the liquid-vapor interface \( \pi_{ov} \). Since we have treated \( \pi_{ow} \) as independent variable, we expect that \( \gamma \) should be independent of \( \mu_o^* = z_b (\pi_{ow} - \pi_{ww}) \). Consequently, we anticipate that \( h \) should depend upon only two energetic parameters: (1) the dimerization energy, \( \Delta \pi_b = \pi_{oo} + \pi_{ww} - 2\pi_{ow} \), which determines \( \varepsilon \); and (2) the interfacial energy, \( \Delta \pi_i = \pi_{ov} + \pi_{ww} - (\pi_{ww} + \pi_{ow}) \), which determines \( k \). While the analytic expression for \( h \) is somewhat cumbersome, the SM indicates that, for this simple lattice model, \( h \) is indeed completely determined by \( \Delta \pi_b \) and \( \Delta \pi_i \).

Figure 3 presents an intensity plot of \( h \) as a function of \( k \) and \( \varepsilon \). The dotted curves indicate solute parameters for which \( h = 0 \). For these solutes the surface tension will vary linearly with solute concentration up to relatively high concentrations. One might expect that \( h = 0 \) only when solutes interact weakly. However, Fig. 3 suggests that linear surface tension variations will be observed for a wide range of solutes, including strongly interacting solutes. Moreover, this intensity plot demonstrates several interesting regimes.

In the case of depletants \( (k \to -1) \), \( h > 0 \) for repelling solutes \( (\varepsilon > 0) \) and \( h < 0 \) for attracting solutes \( (\varepsilon < 0) \). For \( k \approx -1 \), the effective interfacial preference, \( \tilde{k}(x) \approx k - 2(h - \varepsilon)x \approx k \) for all \( x \) because \( (h - \varepsilon)x \) tends to be rather small. Thus, the interfacial preference of strong depletants is only weakly influenced by interactions with other depletants.

In the case of surfactants \( (k \geq 1) \), \( h \) and \( \varepsilon \) again tend to have the same sign. However, because \( k \) is positive in this case, \( d\tilde{k}/dx = -2(h + k\varepsilon) \) can potentially become significant. In particular, the presence of attracting solutes \( (h, \varepsilon < 0) \) can increase the effective interfacial preference \( (d\tilde{k}/dx > 0) \) of surfactants. Thus, attractive interactions can potentially enhance the surface activity of surfactants. Conversely, the presence of repulsive solutes \( (h, \varepsilon > 0) \)
can reduce the effective interfacial preference \((d\tilde{k}/dx < 0)\) of surfactants. In principle, repulsive interactions can potentially convert surfactants into effective depletants.

Figure 3c also demonstrates an intermediate regime of “surface-neutral” solutes with \(-0.4 \lesssim k \lesssim 1\). In contrast to depletants and surfactants, \(h\) and \(\varepsilon\) tend to be anti-correlated for surface-neutral molecules. In this regime, \(h\) is relatively small for all the solutes that we consider. Nevertheless, because \(k \approx 0\), \(d\tilde{k}/dx \approx -2h\). This suggests that repulsive solute-solute interactions \((\varepsilon > 0, h < 0)\) can convert weak depletants \((k = -\delta)\) into effective weak surfactants \((\tilde{k} > 0)\). Conversely, attractive solute-solute interactions \((\varepsilon < 0, h > 0)\) can convert weak surfactants \((k = +\delta)\) into effective weak depletants \((\tilde{k} < 0)\). (Here \(\delta\) indicates a small positive number.)

In the following, we employ canonical MC simulations to investigate these effects. While the total number of solutes, \(N_o\), is fixed in these simulations, the number of solutes in the bulk, \(N_{o|b}(R)\), and interfacial regions, \(N_{o|i}(R)\), fluctuate as a function of the system configuration, \(R\). We determine the composition of the solution by the average number of solutes in the bulk region, \(x = M_b^{-1}\langle N_{o|b}(R)\rangle\). In general, the composition of the bulk and interfacial regions will differ due to the presence of the interface, i.e., \(x \neq N_o/M\). We determine the solute surface excess by \(\Gamma = M_t^{-1}(N_o - xM)\). We determine the surface tension, \(\gamma\), by employing MBAR to determine the total free energy, \(A_t\), of the inhomogeneous system and then subtracting off the bulk contributions. Section \(\[\]\) and the SM describe our computational methods in detail.

C. Intrinsic surface preferences

We first consider the influence of the intrinsic interfacial preference, \(k\), upon the surface excess, \(\Gamma\), and (scaled) surface tension, \(\delta\gamma = \beta(\gamma - \gamma^0)\). The top, middle, and bottom rows of Fig. 4 correspond to the three representative classes of solutes from Fig. 2a with net attractive, vanishing, and repulsive solute-solute interactions, respectively. For each class of solutes with fixed solute-solute interaction, \(\Delta\bar{u}_b\), we systematically vary the intrinsic interfacial preference of the solute from \(k \approx -0.6\) (red) to \(k = +2\) (blue). In each panel, the dashed curves present predictions of the analytic DST, while the symbols present the results of MC simulations.

One expects that solutes with a strong intrinsic preference for the interface \((k = +2,\)
Figure 4: Interfacial properties of lattice models. The left panels (a,c,e) present the surface excess, $\Gamma$, while the right panels (b,d,f) present the variation in the surface tension, $\delta \gamma$, as a function of the composition, $x$, of the coexisting bulk phase. The top row (panels a and b) presents results for attractive solutes with $\Delta \pi_b = -0.5$; the middle row (panels c and d) presents results for ideal solutes with $\Delta \pi_b = 0$; and the bottom row (panels e and f) presents results for repulsive solutes with $\Delta \pi_b = 1.5$. In each case, the various colors indicate various intrinsic preferences for the interface, $k$. Red, orange, yellow, green, and blue curves correspond to $k = -0.60$, -0.10, 0.65, 1.23, and 2.00, respectively. The insets of the right panels indicate the simulated models on the intensity plot for the $h$ parameter. In each panel, the dashed curves indicate the analytic predictions of DST, while the symbols present numerical estimates based upon MC simulations and MBAR calculations. The error bars indicate the estimated uncertainty in these numerical calculations based upon the standard deviation in the results of three independent MC simulations.
blue) will accumulate at the interface such that $\Gamma$ will increase and $\gamma$ will decrease with increasing solute concentration. As $k$ decreases at fixed composition, one expects that $\Gamma$ will systematically decrease and $\gamma$ will increase. One expects that solutes with a strong intrinsic preference for the bulk ($k = -0.6$, red) will be depleted from the interface such that $\Gamma$ will decrease and $\delta\gamma$ will increase with increasing solute concentration. A cursory glance at Fig. 4 demonstrates that the analytic DST and MC simulations are both consistent with these basic considerations. However, these considerations do not account for the influence of solute-solute interactions.

The top row of Fig. 4 considers attractive solutes with $\Delta \bar{u}_b = -0.5$. For each fixed surface preference, $k$, the surface tension varies nearly linearly with solute concentration. DST predictions and numerical simulations agree almost quantitatively in all cases except for strongly surface active molecules at very high concentration $x \approx 0.05$. In this case, DST slightly overestimates the negative curvature of the surface tension and, consequently, slightly underestimates $\gamma$ at the highest concentration. The surface excess also tends to vary quite linearly with solute concentration. For the strongest surfactants ($k = +1.23, +2$, green and blue) DST predicts that the effective interfacial preference, $\tilde{k}$, should increase with solute concentration and, therefore, that $\Gamma$ should demonstrate positive curvature. When compared to the MC simulations, DST significantly overestimates $\Gamma$ for strong surfactants when $x > 0.03$. We anticipate that DST performs relatively poorly in this case because the dilute solution expansion begins to fail as many solutes start aggregating at the interface. Aside from this discrepancy for relatively concentrated solutions of strong surfactants, the analytic theory quite accurately predicts $\Gamma$ for these attractive solutes, especially for depletants and weak surfactants.

The middle row of Fig. 4 considers ideal solutes for which $\Delta \bar{u}_b = 0$ (i.e., $\varepsilon = 1$). The surface tension varies almost linearly with concentration in this case, although for strong surfactants, $\gamma$ demonstrates slight positive curvature. The surface excess, $\Gamma$, varies approximately linearly for $k < 1$. However, $\Gamma$ demonstrates noticeable negative curvature for surfactants with $k \geq 1$. In the case of ideal solutes, DST predicts both $\Gamma$ and $\gamma$ with almost quantitative accuracy for all $x \leq 0.05$.

Finally, the bottom row of Fig. 4 considers repulsive solutes with $\Delta \bar{u}_b = 1.5$. The surface tension varies quite linearly for $k < 1$, but demonstrates significant positive curvature for surfactants with $k \geq 1$. Moreover, the surface excess demonstrates pronounced negative
curvature for strong surfactants. Repulsive solute-solute interactions dramatically suppress
the accumulation of surfactants at the interface. In this case of repulsive solutes, DST
predicts both $\Gamma$ and $\overline{\gamma}$ for all solutions with nearly quantitative accuracy.

D. Transitions in surface activity

In order to more carefully investigate the influence of solute-solute interactions upon
interfacial properties, we next consider a class of surface-neutral molecules with no intrinsic
preference for the interface, i.e., $k = 0$. We vary the solute-solute interaction energy from
quite attractive $\Delta \overline{\alpha} = -0.6$ (red) to rather repulsive $\Delta \overline{\alpha} = +1.2$ (purple). Figure 5a
presents the bulk interaction free energy, $\Delta \overline{\alpha}_{\text{int}}$, for these solutes. The inset of Fig. 5a
indicates that the curvature, $h$, of the surface tension flips sign as $\overline{\varepsilon}$ increases. In particular,
$h > 0$ for strongly attracting solutes, while $h < 0$ for strongly repelling solutes.

Figures 5b and 5c present the surface excess, $\Gamma$, and surface tension variation, $\delta \overline{\gamma}$, for these
surface-neutral solutes. Because $k = 0$, $\Gamma$ and $\delta \overline{\gamma}$ are roughly an order of magnitude smaller
for surface-neutral solutes than for the more typical solutes considered in Fig. 4. According

According to Subsection IIIB, DST predicts that the surface tension should vary as $\delta \overline{\gamma} = \frac{1}{2} hx^2 + \mathcal{O}(x^3)$, the surface excess should vary as $\Gamma = -hx^2 + \mathcal{O}(x^3)$, and the effective interfacial preference should vary as $\tilde{k} = -2hx + \mathcal{O}(x^2)$. Figures 5b and 5c demonstrate that these theoretical
predictions match the numerical simulations quite accurately. In particular, surface-neutral
solutes with attractive interactions act as effective depletants reducing $\Gamma$ and increasing $\overline{\gamma}$. Conversely, surface-neutral solutes with repulsive interactions act as effective surfactants increasing $\Gamma$ and decreasing $\overline{\gamma}$.

DST suggests that intermolecular interactions can convert surfactants into effective de-
pletants and vice versa. Moreover, Eq. (59) indicates that, if $k$ and $h$ have the same signs,
then $\Gamma$ can switch signs at a critical concentration, $x_* = k/h$. Since we only consider
$x \leq 0.05$, it follows that $h/k \geq 20$ for us to observe this transition. For the simulated
models, we find that this transition is only observed when $k \approx 0$, i.e., the solute must be
nearly surface-neutral.

Figure 6 illustrates two possible transitions. The purple curve presents results for at-
tractive solutes with a slight preference for the interface ($k \gtrsim 0$) and $h > 0$. At infinite
dilution, these solutes begin to accumulate at the interface, $d\Gamma/dx|_0 = k > 0$. However,
Figure 5: Bulk and interfacial properties of surface-neutral molecules with $k = 0$. Panels a, b, and c present the bulk interaction free energy, $\Delta a_{\text{int}}$, the surface excess, $\Gamma$, and the surface tension variation, $\delta \gamma$, as a function of the solution composition, $x$. The inset of panel a indicates the simulated systems on the $h$-intensity plot. Red, yellow, green, blue, and purple present results for solutes with $\Delta \pi_6 = -0.6, -0.3, 0.2, 0.7, \text{and } 1.2$, respectively. In each panel, the dashed curves indicate the analytic predictions of DST, while the symbols present numerical estimates based upon MC simulations and MBAR calculations. The error bars indicate the estimated uncertainty in these numerical calculations based upon the standard deviation in the results of three independent MC simulations.
Figure 6: Surface activity transitions. Panels a and b present the surface excess, $\Gamma$, and surface tension variation, $\delta\gamma$, respectively, as a function of solute concentration, $x$. The red curves correspond to $\Delta\pi_b = +1.48$ and $\Delta\pi_i = +0.04$, while the purple curves correspond to $\Delta\pi_b = -0.63$ and $\Delta\pi_i = -0.04$. The inset of panel a indicates the two simulated systems on the $h$ intensity plot. In each panel, the dashed curves indicate the analytic predictions of DST, while the symbols present numerical estimates based upon MC simulations and MBAR calculations. The error bars indicate the estimated uncertainty in these numerical calculations based upon the standard deviation in the results of three independent MC simulations.

because $d\tilde{k}/dx = -2(h + k\bar{x}) \approx -2h < 0$, the effective interfacial preference decreases with increasing solute concentration. Consequently, the slope in Fig. 6a, $d\Gamma/dx = \bar{k}$, decreases with increasing $x$. The surface excess reaches a maximum near $x \approx 0.02$ where the effective interfacial preference vanishes, $\bar{k} = d\Gamma/dx = 0$. At higher solute concentration, the weak surfactant has become an effective depletant $\tilde{k} < 0$, such that the surface excess begins to
decrease and ultimately vanishes near $x_\ast \approx 0.05$. At even higher concentrations, the surface excess becomes negative and continues to decrease. Simultaneously, the surface tension, $\delta\gamma$, initially decreases but appears to reach a minimum near $x_\ast \approx 0.05$. Thus, in this instance, attractive solute-solute interactions converted a weak surfactant into a weak effective depletant.

Conversely, the red curve in Fig. 6 illustrates the opposite transition. In this case, the solute demonstrates a slight intrinsic preference towards hydration ($k \lesssim 0$). However, repulsive solute-solute interactions cause the effective interfacial preference to increase with increasing solute concentration. At sufficiently high concentrations, these repulsive interactions drive solutes from the bulk to the interface. The surface excess initially decreases and passes through a minimum. Beyond this minimum, the surface excess begins to increase and the solute behaves as a weak effective surfactant, $\tilde{k} = d\Gamma/dx > 0$. Simultaneously, the surface tension initially increases and appears to approach a maximum. In this instance, repulsive solute-solute interactions converted a weak depletant into a weak effective surfactant.

In both cases, DST describes the surface tension $\bar{\gamma}$ with almost quantitative accuracy for $x \leq 0.05$. DST also describes $\Gamma$ very accurately for $x \leq 0.03$. At higher concentrations, DST slightly overestimates $\Gamma$ for attractive solutes. Nevertheless, and more importantly, the MC simulations substantiate the qualitative transitions in surface activity that were predicted by DST.

E. Interfacial polarization

To this point we have neglected surface polarization effects and assumed that the same contact energies describe intermolecular interactions in both the bulk and interfacial regions of the inhomogeneous system. In this subsection, we briefly consider the influence of polarization effects in this simple lattice model. The formalism of subsection II B still applies as before, although now the relevant partition functions become slightly more complex.

As a first investigation into these polarization effects, we assume that the interface alters only the solute-solute interaction. Specifically, we assume that pairs of contacting solutes interact with a modified energy $\overline{u}_{oo} + \overline{u}_{pol}$ when both are at the interface. Pairs of contacting solutes still interact with an energy $\overline{u}_{oo}$ when one or both solutes are in the bulk region. Consequently, this polarization energy only enters into DST through the 2-solute partition
Figure 7: Influence of polarization upon interfacial properties of ideal solutes ($\Delta \pi_b = 0$) with no intrinsic interfacial preference ($k = 0$). Panels a and b present the surface excess, $\Gamma$, and surface tension variation, $\delta \gamma$, respectively, as a function of solute concentration, $x$. The dashed curves present the predictions of DST, while the symbols present the results of MC simulations. The various colors correspond to the indicated values for the polarization energy ($\pi_{pol}$). The error bars indicate the estimated uncertainty in the simulation results based upon the standard deviation of three independent MC simulations.
function that determines $h$. The SM explicitly describes these modifications.

For simplicity, we focus on the special case of ideal solutes ($\Delta \pi_b = 0$) with no surface preference ($k = 0$). In the absence of polarization, DST predicts that $h = 0$ for ideal solutes with no surface preference. In this case, DST predicts that $\Gamma = 0$ and $\gamma = \gamma^\phi$ for all solute concentrations. Conversely, DST predicts that a finite polarization energy, $\pi_{pol} \neq 0$, introduces a finite curvature parameter, $h = h_{pol} \neq 0$, such that $\Gamma = -h_{pol}x^2 + O(x^3)$ and $\delta \gamma = \frac{1}{2}h_{pol}x^2 + O(x^3)$.

Figure 7 assesses these predictions for ideal solutes with no intrinsic interfacial preference. The black curves indicate that, as expected, in the absence of polarization $\Gamma = 0$ and $\gamma = \gamma^\phi$ for all solute concentrations. When the polarization energy is attractive ($\pi_{pol} < 0$), then $h_{pol} < 0$ such that $\Gamma$ increases and $\gamma$ decreases quadratically with solute concentration. Conversely, when the polarization energy is repulsive ($\pi_{pol} > 0$), then $h_{pol} > 0$ such that $\Gamma$ decreases and $\gamma$ increases quadratically with solute concentration. As might be expected, the surface polarization generates a larger effect when $\pi_{pol}$ is attractive. At the highest concentrations $x \geq 0.03$, DST slightly underestimates the simulated effects for the strongest polarization attraction with $\pi_{pol} = -0.5$. Otherwise, DST describes $\Gamma$ and $\gamma$ with nearly quantitative accuracy for $x \leq 0.05$.

F. Experimental analysis of osmolyte-water solutions

Finally, we briefly employ DST to interpret experimental measurements for osmolytes that are commonly employed to modulate protein stability. Figure 3c demonstrates that, for the simple nearest-neighbor cubic lattice model without polarization effects, the curvature parameter, $h$, can be determined from the intrinsic interfacial preference, $k$, and the bulk interaction parameter, $\varepsilon$. Experimental measurements of the surface tension for infinitely dilute solutions allow one to directly determine $k$. Moreover, $\varepsilon$ can be directly determined from vapor pressure osmometry (VPO) experiments. However, while the simple cubic lattice model requires that $\varepsilon \leq (z_b + 1)k_B T \approx 17$ kJ/mol at room temperature, VPO experiments indicate that $\varepsilon \geq 50$ kJ/mol for betaine. We employ a simplistic approach to adapt the lattice model for such large effective repulsions by increasing the bulk coordination number from $z_b = 6$ to $z_b = 40$. Given such a large interaction range, we assume that molecules can retain only $d_i = \hat{z}_i / \hat{z}_b = \frac{1}{2}$ of their interactions at the interface. Accordingly,
Figure 8: DST interpretation of experimental measurements for bulk and interfacial properties of common osmolytes. (a) Predicted intensity plot for $h$ as a function of the intrinsic interfacial preference, $k$, and bulk energetic, $\varepsilon$, parameters determined from experimental measurements. The symbols indicate experimental measurements for betaine, urea, proline, and TMAO. (b) Comparison of experimental measurements (symbols) and DST predictions (dashed curves) for the surface tension, $\delta\gamma$, of each solute. (c) DST predictions for the surface excess, $\Gamma$, of each solute. Orange, purple, green, and blue colors correspond to results for betaine, urea, proline, and TMAO, respectively.
we increase the interfacial coordination number from $z_i = 5$ to $\hat{z}_i = d_i \hat{z}_b = 20$. Given these lattice coordination numbers, we determine the microscopic bulk interaction parameter, $\Delta \pi_b$, from $\varepsilon$ and the interfacial energy parameter, $\Delta \pi_i$, from $k$. We can then determine $h$ from Eq. (62). We observe that $h$ depends quite strongly upon $d_i$, but is otherwise rather insensitive to $\hat{z}_b$ and $\hat{z}_i$. Section V E and the SM describe our analysis of experimental data in greater detail.

Figure 8a presents an intensity plot of the calculated $h$ parameter as a function of experimental measurements for $k$ and $\varepsilon$. The symbols indicate experimental measurements taken from Ref. 95 and 23 for four common osmolytes. This intensity plot clearly indicates the various regions discussed in Section III B. On this plot, betaine appears to be a strong surfactant with strongly repulsive interactions. Conversely, urea, proline, and TMAO all appear in the region characteristic of surface-neutral molecules. In particular, urea appears to be a weak depletant with slightly attractive interactions, proline appears to be a weak surfactant with slightly repulsive interactions, and TMAO appears to be a slightly stronger surfactant with considerably stronger repulsive interactions. As prior studies have emphasized, it is rather curious that urea denatures folded proteins but is depleted from the air-water interface, while TMAO stabilizes folded proteins but accumulates at the air-water interface.

Given $k$, $\varepsilon$, and $h$, the curves in Fig. 8b present the predictions of DST for the surface tension variation, $\delta \gamma$, of each solute. The symbols in Fig. 8b present experimental measurements of the surface tension from Ref. 23. The model slightly overestimates the positive curvature of the measured surface tension for betaine. Otherwise, the model describes the experimental measurements with rather striking accuracy. In particular, the model accurately predicts that the urea surface tension varies linearly with concentration, that the surface tension of proline solutions demonstrates slightly negative curvature, and that the surface tension of TMAO solutions demonstrates even more pronounced negative curvature.

Finally, Fig. 8c presents the corresponding predictions of DST for the surface excess, $\Gamma$, of each solute. These curves illustrate the trends described in Subsection III B. In particular, because betaine is a very repulsive and strongly hydrated solute, its preference for hydration is insensitive to the presence of other betaine molecules (i.e., $\hat{k}(x) \approx k$). The surface excess also varies approximately linear with concentration for proline because it is a weakly repulsive solute with a slight preference for the interface such that $h + k\varepsilon \approx 0$. Conversely, because urea is a weakly attractive solute with a slight preference for hydration, the presence of attractive
interactions with other urea molecules in the bulk enhances its preference for hydration (i.e., \( \frac{d\tilde{k}}{dx} < 0 \)), as indicated by the negative curvature of the purple curve. Finally, because TMAO is a highly repulsive solute with a slight preference for the interface, the negative curvature of the blue curve indicates that, as the concentration of TMAO increases, it becomes a less effective surfactant (i.e., \( \frac{d\tilde{k}}{dx} < 0 \)) due to repulsive interactions with other TMAO molecules at the interface.

IV. CONCLUSIONS

In this work we have investigated the influence of solute-solute interactions upon the interfacial properties of multicomponent solutions. We first presented a simple thermodynamic model for the surface excess of \( \sigma \)-solutes, \( \Gamma_\sigma \), based upon bulk and interfacial properties that can be experimentally measured. This model reflects the sensitivity of the surface tension, \( b_\sigma = \frac{\partial (\beta\gamma)}{\partial m_\sigma} \), and the chemical potential for \( \sigma' \)-solutes, \( G_{\sigma'\sigma} = \frac{\partial (\beta\mu_{\sigma'})}{\partial m_{\sigma'}} \), to the molality of \( \sigma \)-solutes. The Gibbs adsorption equation then implies \( \Gamma = -\frac{1}{b} \), which should apply quite generally for multicomponent and concentrated solutions.

In particular, this general result simplifies for dilute binary solutions to

\[
\Gamma = m \left( \frac{k - hm}{1 + \varepsilon m} \right),
\]

where \( k = \frac{\partial (\beta\gamma)}{\partial m}|_0 \) and \( h = \frac{\partial^2 (\beta\gamma)}{\partial m^2}|_0 \) describe the slope and curvature of the surface tension with respect to solute molality, respectively, while \( \varepsilon = G|_0 - m^{-1} \) describes bulk interactions between solutes. This result clearly indicates that intermolecular interactions can modulate the surface activity of dilute solutes. Moreover, it suggests an important distinction between the “intrinsic” interfacial preference of solutes, \( k = \frac{\partial \Gamma}{\partial m}|_0 \), and the “effective” interfacial preference of solutes, \( \tilde{k}(m) = \frac{\partial \Gamma}{\partial m} = k - 2(h + k\varepsilon)m \). The intrinsic preference, \( k \), depends only upon the properties of a single solute molecule in pure solvent. In contrast, the effective preference, \( \tilde{k} \), depends upon the solution composition and reflects interactions with solutes that are already present in the bulk and at the interface.

We next developed a statistical mechanics framework for determining the thermodynamic parameters, \( k, h, \) and \( \varepsilon \). In the present work, we adopted a simple lattice model for inhomogeneous solutions due to its computational and conceptual advantages. This model provides a particularly direct and transparent link between thermodynamic parameters and intermolecular interactions, although it does not properly describe molecular shape, packing,
or conformational freedom. Importantly, though, the statistical mechanical framework is
rather general and should be readily extended for more realistic off-lattice models, albeit at
the cost of increased computational cost and conceptual complexity.

Following Hill’s earlier work, we developed a dilute solution theory (DST) for homo-
geneous solutions that provides the lowest order approximation for treating solute-solute
teractions. The resulting expression for the solute chemical potential has the same form as
regular solution theory (RST). However, in contrast to RST and other mean field theories
that are often adopted for modeling concentrated solutions, we did not adopt a random
mixing approximation. In particular, DST predicts that \( \varepsilon \) depends exponentially, rather
than linearly, upon the microscopic solute-solute dimerization energy, \( \Delta u_b \). Our simulations
demonstrate that DST provides a much more accurate description of solute-solute interac-
tions in dilute solutions. Moreover, although DST cannot describe concentrated solutions
or liquid-liquid phase separation, it appears reasonably accurate up to molar concentrations
for the model systems that we consider.

We then extended this formalism to determine the influence of dilute solutes upon in-
terfacial properties. We derived the surface tension and surface excess from an analogous
perturbation theory in the bulk solute activity by relating the partition function of an open
inhomogeneous system to the partition function for a coexisting bulk solution. The intrinsic
interfacial preference, \( k \), is related to the ratio of effective partition functions for an infinitely
dilute solute at the interface and in the bulk region. This intrinsic interfacial preference then
depends only upon the microscopic interfacial energy, \( \Delta u_i \). In the absence of surface po-
larization effects, the curvature of the surface tension, \( h \), is determined by the microscopic
bulk and interfacial energies, \( \Delta u_b \) and \( \Delta u_i \). Thus, in this case, \( h \) can be inferred from exper-
imental measurements of \( \varepsilon \) and \( k \). Intuitively, one might imagine that the surface tension
should vary linearly with solute concentration (i.e., \( h = 0 \)) only for weakly interacting so-
lutes. However, our study suggests that \( h \) can vanish for a wide range of solutes, including
those with strong intermolecular interactions.

For this simple lattice model, the intrinsic interfacial preference, \( k \), can be used to dis-
tinguish three classes of solutes. For strong depletants \( (k \lesssim -0.5) \), \( \varepsilon \) and \( h \) tend to have
similar values such that \( d\tilde{k}/dx \approx -2(h + k\varepsilon) \approx 0 \). Consequently, solute-solute interac-
tions have relatively little influence upon the surface preferences of strong depletants. For
strong surfactants \( (k \gtrsim 1) \), \( \varepsilon \) and \( h \) again tend to have the same sign. In this case, though,
solute-solute interactions more significantly impact interfacial activity. Specifically, repulsive interactions reduce the effective interfacial preference of surfactants, while attractive interactions enhance this effective preference. Thus, interactions at the interface appear to dominate the surface activity of strong surfactants.

Importantly, our study also suggests a third class of surface neutral solutes \((-0.5 \lesssim k \lesssim 1)\) for which \(\varepsilon\) and \(h\) tend to have opposite sign. In contrast to strong surfactants, bulk interactions appear to dominate the surface activity of these solutes. For this class, repulsive interactions tend to drive surface neutral molecules to the interface, while attractive interactions tend to drive surface neutral molecules into the bulk. Moreover, in this case, solute-solute interactions can overwhelm relatively weak intrinsic preferences for the interface. Specifically, repulsive interactions can convert a weak depletant into a weak effective surfactant. Conversely, attractive interactions can convert a weak surfactant into a weak effective depletant.

Numerical simulations generally confirm the predictions of DST for the class of lattice models that we consider. The largest discrepancies arise when attractive surfactants begin to aggregate. Nevertheless, even in this case, DST reasonably predicts both the surface excess and surface tension increment up to \(x \approx 0.02\), which corresponds to approximately a 1 M solution in water. Furthermore, MC simulations demonstrate that this theory can treat surface polarization effects.

We naively extended the present model to treat experimental data for several solutes that are commonly employed to modulate the thermodynamic stability of proteins. Our model classifies betaine as a strongly depletant, while urea, proline, and TMAO all appear to be surface neutral molecules. The extended model describes experimental measurements of the surface tension with surprising accuracy and also predicts the surface excess of each solute.

The present work indicates several future directions. In particular, future studies should consider solutions with multiple distinct cosolute species. We anticipate that the cross-interaction between distinct cosolute species may dramatically alter interfacial preferences. It will also be important to extend this framework for more realistic off-lattice models. Furthermore, it may be possible to extend this framework to more concentrated solutions in analogy to Kirkwood-Buff theory. Moreover, we anticipate extending this framework to investigate non-additive effects of cosolvent mixtures upon the thermodynamic stability of proteins and other macromolecules. Nevertheless, we hope that this first study may
provide useful insight into the influence of intermolecular interactions upon interfaces.

V. METHODS

This section describes the numerical calculations presented in this work. The SM provides additional information about these computational methods.

A. Microscopic lattice model

We consider a microscopic lattice model for binary solutions at a fixed temperature, $T$. We describe the system by a $D = 3$ dimensional cubic lattice of $M = L^D$ sites with a coordination number $z_b = 2D = 6$. Unless otherwise specified, $L = 10$ such that $M = 10^3$. Each site is occupied by either a water, $w$, or a solute, $o$, molecule. The configuration, $R$, of the system is specified by the location of the solute molecules.

We model a homogeneous bulk fluid with $n_o$ solutes by employing periodic boundary conditions in all three directions. We assume a nearest-neighbor contact potential that is specified by the water-water ($u_{ww}$), solute-water ($u_{ow}$), and solute-solute ($u_{oo}$) interaction parameters:

$$U(R; n_o) = \sum_{\langle i,j \rangle} u_{t_it_j} = U_\phi + n_o z_b \delta u_{ow} + n_{oo}(R) \Delta u_b.$$  \hfill (63)

Here the summation is over all pairs of neighboring sites on the periodic lattice, $t_i$ specifies the type of molecule occupying site $i$, $U_\phi = \frac{1}{2} z_b u_{ww}$ is the potential for pure solvent, $\delta u_{ow} = u_{ow} - u_{ww}$ is the difference between $o$-$w$ and $w$-$w$ contact energies, $\Delta u_b = u_{oo} + u_{ww} - 2u_{ow}$ is the energy of solute dimerization, and $n_{oo}(R)$ is the number of solute-solute contacts in configuration $R$. We fix the energy scale of the model by defining $\bar{u}_{ww} = \beta u_{ww} = -1$.

We model an inhomogeneous system of $N_o$ solutes by employing periodic boundary conditions in the x and y- directions, but not in the z-direction. Moreover, we assume that the set $S$ of $M_i = 2L^2$ sites in the top ($z = 1$) and bottom ($z = L$) layers of the lattice experience an external field. We mimic a liquid-vapor interface by assuming this external field vanishes for water molecules, i.e., $\beta u_{ww} = 0$. We vary the interfacial preference of solutes by varying
The potential for this inhomogeneous system is

\[
U_t(R; N_o) = \sum_{(ij)} u_{t_i t_j} + \sum_{i \in S} u_{t_i v} = U_\phi + N_o z_b \delta u_{ow} + n_{oo}(R) \Delta u_b + M_i \delta u_{wv} + N_{o|i}(R) \delta u_{ov},
\]

where the sum over \( i \in S \) denotes a sum over the \( M_i \) interfacial sites, \( \delta u_{wv} = u_{wv} - u_{ww} \), \( \delta u_{ov} = u_{ov} - u_{wv} \), and \( N_{o|i}(R) \) denotes the number of solutes at the interface in configuration \( R \). The term \( M_i \delta u_{wv} \) accounts for the loss of water-water contacts at the interface in the case of pure solvent, and \( N_{o|i}(R) \delta u_{ov} \) is an energetic cost associated with interfacial solutes. Note that Eq. (64) assumes the same contact energies in the bulk and interfacial regions. In the case that polarization effects are included, Eq. (64) is supplemented with an additional energy \( u_{pol} \) for each pair of contacting solutes that are both at the interface.

B. Monte Carlo simulations

We identified each site of the lattice by \( x, y, \) and \( z \)-coordinates that corresponded to a unique integer between 1 and \( M \). In the case of the inhomogeneous lattice, the first and last \( L^2 \) integers corresponded to the top and bottom layers of the lattice. We simulated the lattice model with a simple canonical Monte Carlo algorithm with fixed composition. We represented each configuration, \( R \), by a permutation, \( p \), of the integers \( 1, \ldots, M \), in which the first elements of the permutation indicate the lattice sites occupied by solutes. We generated a new trial configuration, \( R' \), by employing the Fisher-Yates shuffling algorithm\(^9\) to create a new permutation, \( p' \). Consequently, all trial configurations, \( R' \), are generated with equal probability. We then employed the standard Metropolis criterion to accept or reject the trial move:

\[
\text{Acc}(R \rightarrow R') = \min\{1, \exp \left[ -\beta (U(R') - U(R)) \right] \}.
\]

We tested our MC simulations by comparing the free energies determined from MC simulation with free energies determined via analytic calculation or exhaustive enumeration for systems of tractable complexity. While more sophisticated Monte Carlo methods could be adopted, this simple approach proved adequate for the present study.

The MC simulations were performed for \( 5 \times 10^5 \) steps for bulk systems and \( 1 \times 10^6 \) steps for inhomogenous systems. The first 10% of steps were discarded for equilibration purposes. Statistics were sampled from the remainder of the simulation every 10 steps.
C. Free energy calculations

1. Homogeneous bulk system

We consider a solvent and solute described by the interaction parameters \( u = (u_{ww}, u_{ow}, u_{oo}) \). We are interested in the free energy change,
\[
\delta A(n_o; u) = A(n_o; u) - A(0; u) = M \{ \delta \mu_w(x_o; u) + x_o \mu_o(x_o; u) \},
\]
due to introducing \( n_o \) solutes into a homogeneous bulk solution, where \( x_o = n_o/M \) and \( \delta \mu_w(x_o; u) = \mu_w(x_o; u) - \mu^o_w(u_{ww}) \). DST indicates that this may be approximated
\[
M^{-1} \beta \delta A_{\text{DST}}(n_o; u) = x_o \ln x_o - x_o + \mu^o_o x_o + \frac{1}{2} \varepsilon_{oo} x_o^2 + \mathcal{O}(x_o^3),
\]
where \( \mu^o_o = \beta \mu^o_o(u) \) and \( \varepsilon_{oo} = \beta \varepsilon_{oo}(u) \) are determined by Eqs. 28 and 29, respectively. We wish to compare this approximate analytic expression with numerically exact calculations of the free energy difference, which may be expressed:
\[
\delta A_{\text{ex}}(n_o; u) = \delta A_{\text{comb}}(n_o) + \delta A_{\text{int}}(n_o; u).
\]
Here the combinatoric term is defined
\[
\delta A_{\text{comb}}(n_o) \equiv -k_B T \ln \left[ \frac{M!}{n_w! n_o!} \right],
\]
where \( n_w = M - n_o \) is the number of water molecules, while the interaction term is defined
\[
\delta A_{\text{int}}(n_o; u) \equiv -k_B T \ln \left[ Q_D(n_o; u) / Q_D(0; u) \right],
\]
where \( Q_D(n_o; u) \) is the canonical partition function for a system of \( n_o \) solute molecules with interaction parameters, \( u \), in the case that all molecules are distinguishable (D). While \( \delta A_{\text{comb}}(n_o) \) describes the ideal mixing entropy due to the combinatorics of indistinguishable molecules, \( \delta A_{\text{int}} \) quantifies the cost of replacing \( w - w \) interactions with \( o - w \) and \( o - o \) interactions. Because \( \delta A_{\text{int}} \) is expressed as a ratio of partition functions for indistinguishable molecules, it can be directly estimated from conventional free energy methods. In the thermodynamic limit for dilute solutions, the combinatoric term simplifies
\[
M^{-1} \beta \delta A_{\text{comb}}(n_o) \xrightarrow{n_o, n_w \gg 1} x_o \ln x_o + x_o \ln x_o + x_o \ln x_o - x_o + \frac{1}{2} x_o^2 + \mathcal{O}(x_o^3),
\]
where
\[
M^{-1} \beta \delta A_{\text{int}}(n_o; u) \xrightarrow{x_o \ll 1} x_o \ln x_o - x_o + \frac{1}{2} x_o^2 + \mathcal{O}(x_o^3).
\]
The first expression results from applying Stirling’s approximation when \( n_o, n_w \gg 1 \) and corresponds to the ideal entropy of mixing for ideal solutions, while the second expression results from expanding \( \ln(1 - x_o) = -x_o - \frac{1}{2}x_o^2 + \mathcal{O}(x_o^3) \). In particular, the \( \frac{1}{2}x_o^2 \) term in Eq. (72) explicitly accounts for the excluded volume interaction that is implicit in \( \delta A_{\text{int}} \).

Thus, in the thermodynamic limit for dilute solutions, the exact free energy difference may be expressed:

\[
M^{-1} \beta \delta A_{\text{ex}}(n_o; u) \overset{n_w \gg n_o \gg 1}{\longrightarrow} x_o \ln x_o - x_o + \frac{1}{2}x_o^2 + M^{-1} \beta \delta A_{\text{int}}(n_o; u) + \mathcal{O}(x_o^3). \tag{73}
\]

Since the first two entropic terms arise in both Eq. (67) and (73), a critical assessment of the approximate DST should compare the third and fourth terms that describe interactions:

\[
\bar{\mu}_o x_o + \frac{1}{2} \bar{\varepsilon}_{oo} x_o^2 = \frac{1}{2}x_o^2 + M^{-1} \beta \delta A_{\text{int}}(n_o; u). \tag{74}
\]

However, Eq. (72) does not hold for the relatively small systems that we simulate in this study. This introduces a systematic discrepancy between the analytic approximation and numerically exact calculations of the free energy difference, \( \delta A(n_o; u) \). This discrepancy is entirely due to finite size errors in treating the combinatoric term, \( \delta A_{\text{comb}}(n_o) \), and is independent of interaction parameters, \( u \). Consequently, we introduce a reference system with interaction parameters, \( u_r \), and define

\[
\Delta \bar{a}(n_o; u) \equiv M^{-1} \beta \{ \delta A(n_o; u) - \delta A(n_o; u_r) \}. \tag{75}
\]

Because \( \delta A_{\text{comb}}(n_o) \) contributes equally to \( \delta A(n_o; u) \) and \( \delta A(n_o; u_r) \), the difference \( \Delta \bar{a}(n_o; u) \) cancels out this finite size discrepancy. For convenience, we define a reference state in which the solutes interact identically to solvent molecules, i.e., \( u_r = (u_{ww}, u_{ww}, u_{ww}) \). For this reference state, \( \beta \delta A_{\text{int}}(n_o; u_r) = 0 \) for all \( n_o \), while \( \bar{\mu}_o^r(u_r) = 0 \) and \( \bar{\varepsilon}_{oo}^r = \beta \varepsilon_{oo}(u_r) = 1 \).

While \( \Delta \bar{a} \) properly eliminates the finite size artifacts, it is often dominated by the linear term \( \bar{\mu}_o^r x_o \) in Eq. (67) that corresponds to solutes at infinite dilution. Consequently, in order to critically assess the accuracy of DST for modeling solute-solute interactions, we subtract this infinite dilution contribution and define the (scaled) interaction free energy

\[
\Delta \bar{a}_{\text{int}}(n_o; u) \equiv \Delta \bar{a}(n_o; u) - \bar{\mu}_o^r x_o \tag{76}
\]

\[
= \begin{cases} 
\frac{1}{2} (\bar{\varepsilon}_{oo} - 1) x_o^2 & \text{DST} \\
M^{-1} \beta \delta A_{\text{int}}(n_o; u) - x_o \bar{\mu}_o^r & \text{numerically exact calculations} 
\end{cases} \tag{77}
\]
We employed the Python implementation of the multistate Bennett acceptance ratio (MBAR) method\(^{[20]}\) to estimate \(\delta A_{\text{int}}(n_o; u)\) from Eq. (70) based upon configurations sampled from MC simulations with \(n_o\) solutes interacting according to the parameters \(u\).

2. **Inhomogeneous interfacial system**

Similarly, we are interested in the free energy change, \(\delta A_t(N_o; u_t) = A_t(N_o; u_t) - A_t(0; u_t)\), associated with adding \(N_o\) solutes into an inhomogeneous system described by the interaction parameters \(u_t = (u; u_{wv}, u_{ow}) = (u_{ww}, u_{ow}, u_{oo}; u_{ww}, u_{ow})\). The same finite size discrepancy in the entropy of mixing also arises in considering the free energy of the inhomogeneous system. Accordingly, we define an inhomogeneous reference system with interaction parameters, \(u_{\text{tr}} = (u_r; u_{wv}, u_{wv}) = (u_{ww}, u_{ww}, u_{ww}; u_{wv}, u_{wv})\), such that the solutes behave equivalently to solvent molecules. The system and the reference system have the same chemical potential, \(\mu_{\phi}^w\), and surface tension, \(\gamma_{\phi}^w\), for pure solvent, such that \(A_t(0; u_t) = A_t(0; u_{\text{tr}}) = M\mu_{\phi}^w + M_i\gamma_{\phi}^w\). We then define an analogous dimensionless (scaled) free energy difference:

\[
\Delta \bar{a}_t(N_o; u_t) \equiv \frac{M^{-1}}{\beta} \{ \delta A_t(N_o; u_t) - \delta A_t(N_o; u_{\text{tr}}) \} 
\]

\[
= -M^{-1} \ln \left[ \frac{Q_{\text{ID}}(N_o; u_t)/Q_{\text{ID}}(0; u_t)}{Q_{\text{D}}(N_o; u_t)/Q_{\text{D}}(0; u)} \right],
\]

where \(Q_{\text{ID}}(N_o; u_t)\) is the distinguishable partition function for the inhomogeneous system. The second expression follows because the combinatoric terms cancel between the two systems and because \(Q_{\text{ID}}(N_o; u_{\text{tr}}) = Q_{\text{ID}}(0; u_{\text{tr}})\) for the reference system. Moreover, in order to eliminate the contributions from the bulk region, we define

\[
\Phi(N_o; u_t) \equiv \Delta \bar{a}_t(N_o; u_t) - \Delta \bar{a}(N_o; u) = -M^{-1} \ln \left[ \frac{Q_{\text{ID}}(N_o; u_t)/Q_{\text{ID}}(0; u_t)}{Q_{\text{D}}(N_o; u)/Q_{\text{D}}(0; u)} \right],
\]

which is determined from ratios of partition functions that can be readily estimated.

We now wish to compare numerically exact calculations for \(\Phi(N_o; u_t)\) with the predictions of DST. However, the presence of the interface introduces additional complications into this comparison. We define \(x_{\text{ot}} \equiv N_o/M\) as the total fraction of lattice sites in the inhomogeneous system that are occupied by solute molecules. We then define

\[
\bar{x}_o = \bar{x}_o(N_o; u_t) \equiv \bar{x}_o(N_o, M, M_i; u_t)
\]

\[
(81)
\]
as the solute mole fraction in the bulk region of the inhomogeneous system. In general, 
\( \tilde{x}_o \neq x_{ot} \) because solute and solvent molecules may demonstrate different preferences for the
interface. The thermodynamic expression for the free energy of the inhomogeneous system
is then
\[
A_t(N_o; u_t) = M \mu_w(\tilde{x}_o; u) + N_o \mu_o(\tilde{x}_o; u) + M \gamma(\tilde{x}_o; u_t),
\]
(82)
where \( \mu(\tilde{x}_o; u) \) denotes the chemical potential for a homogeneous system with solute mole
fraction \( \tilde{x}_o \) and bulk interaction parameters \( u \).

The reference system is defined such that solute and solvent molecules have equivalent
surface activity. Consequently, the composition of the bulk region of the reference system
is simply
\[
\tilde{x}_o(N_o; u_{tr}) = N_o/M = x_{ot}.
\]
Moreover, the surface tension of the reference system
is independent of \( N_o \), i.e., \( \gamma(x_o; u_{tr}) = \gamma^\phi \) for all \( x_o \). Consequently, the free energy of the
reference system is
\[
A_t(N_o; u_{tr}) = M \mu_w(x_{ot}; u_r) + N_o \mu_o(x_{ot}; u_r) + M \gamma^\phi.
\]
(83)

Given Eqs. (82) and (83), it follows that
\[
\Delta a_t(N_o; u_t) = \mu_w(\tilde{x}_o; u) - \mu_w(x_{ot}; u_r) + \mu_o(\tilde{x}_o; u) - \mu_o(x_{ot}; u_r) + \eta_i \delta \gamma(\tilde{x}_o; u_t),
\]
(84)
where \( \mu = \beta \mu \) and \( \delta \gamma(\tilde{x}_o; u_t) = \beta \left( \gamma(\tilde{x}_o; u_t) - \gamma^\phi \right) \). We compare this with \( \Delta \pi(N_o; u) \) from
Eq. (75) for a homogeneous system in order to identify the surface contributions:
\[
\Delta \pi_t(N_o; u_t) - \Delta \pi(N_o; u) = \mu_w(\tilde{x}_o; u) - \mu_w(x_{ot}; u) \\
+ \mu_o(\tilde{x}_o; u) - \mu_o(x_{ot}; u) + \eta_i \delta \gamma(\tilde{x}_o; u_t).
\]
(85)
If we employ the analytic expressions for \( \mu_w \) and \( \mu_o \), we can then obtain a useful expression
for the surface tension:
\[
\eta_i \delta \gamma(\tilde{x}_o; u_t) = \Phi(N_o; u_t) + \delta \tilde{x}_o - x_{ot} \ln \left( \frac{\tilde{x}_o}{x_{ot}} \right) + \frac{1}{2} \tilde{\varepsilon}_{oo} \delta \tilde{x}_o^2
\]
(86)
where \( \delta \tilde{x}_o = \tilde{x}_o - x_{ot} \) and \( \tilde{\varepsilon}_{oo} = \beta \varepsilon_{oo} \). We employed MBAR to estimate \( \Phi(N_o; u_t) \) from
Eq. (80) based upon statistics from MC simulations. We compared the resulting numerical
estimate for \( \delta \gamma \) with the DST approximation given by Eq. (58).
D. Comparison with Regular Solution theory

Regular solution theory (RST) provides a useful model for mixing thermodynamics. According to RST, the free energy of the lattice model defined by Eq. (63) is given by

$$M^{-1} \beta A_{RST}(n_o; u) = \frac{1}{2} z_b \left( \bar{\pi}_{oo} x_o + \bar{\pi}_{ww} x_w \right) + x_o \ln x_o + x_w \ln x_w + \chi x_o x_w$$

(87)

where \( \chi = \frac{1}{2} z_b \left[ 2 \bar{\pi}_{ow} - (\bar{\pi}_{oo} + \bar{\pi}_{ww}) \right] = -\frac{1}{2} z_b \Delta \bar{\pi}_b \). We define \( \delta A_{RST}(n_o; u) = A_{RST}(n_o; u) - A_{RST}(0; u) \) as the free energy cost predicted by RST for introducing \( n_o \) solutes into the system. We again consider a reference state with parameters \( u_r = (u_{ww}, u_{ww}, u_{ww}) \) such that solvent and solute molecules interact equivalently and \( \chi_r = 0 \). Then the difference, \( \Delta \bar{\pi}_{RST}(n_o; u) = M^{-1} \beta \{ \delta A_{RST}(n_o; u) - \delta A_{RST}(n_o; u_r) \} \), in free energy for introducing the solutes into the system and into the reference system is

$$\Delta \bar{\pi}_{RST}(n_o; u) = \bar{\pi}_o x_o - \chi x_o^2,$$

(88)

where RST determines \( \bar{\pi}_o = z_b (\bar{\pi}_{ow} - \bar{\pi}_{ww}) \) in agreement with DST. Eliminating the contribution from solutes at infinite dilution, RST predicts the interaction free energy to be

$$\Delta \bar{\pi}_{RST; int}(n_o; u) = -\chi x_o^2,$$

(89)

which should be directly compared with Eq. (77).

RST provides a qualitatively accurate description for phase coexistence in concentrated solutions. RST predicts that the binodal, \( \chi_b(x) \), and spinodal, \( \chi_s(x) \), curves are given by

$$\chi_b(x_o) = \frac{1}{2 x_o - 1} \ln \left( \frac{x_o}{1 - x_o} \right)$$

(90)

$$\chi_s(x_o) = \frac{1}{2} \left[ \frac{1}{x_o} + \frac{1}{1 - x_o} \right].$$

(91)

These equations for the binodal and spinodal curves determine corresponding dimerization energies \( \Delta \bar{\pi}_b = -2 \chi / z_b \), which are indicated in Fig. 2a.

In contrast, DST cannot model concentrated solutions and cannot describe stable two-phase coexistence. If we denote \( \bar{\pi}(x_o) \equiv M^{-1} \beta A(n_o) \) as the dimensionless, scaled free energy, then DST predicts that

$$\frac{\partial^2 \bar{\pi}}{\partial x_o^2} = x_o^{-1} (1 + \bar{\pi} x_o),$$

(92)
where $\varepsilon = \varepsilon(u)$ is given for the nearest-neighbor cubic lattice model by Eq. (55). Consequently, for attractive solutes with $\varepsilon < 0$, this theory predicts that the solution will become unstable when

$$x_o > -\varepsilon^{-1},$$

which is indicated as the DST stability curve in Fig. 2a.

E. Analyzing experimental data

In this subsection we connect the present model to experimental measurements of thermodynamic properties. The present thermodynamic model for interfaces is completely specified by the parameters, $k$ and $h$. While $k$ can be directly determined from experimental surface tension measurements for dilute solutions, it is more difficult to determine $h$.

We first specialize to the case of dilute aqueous solutions. The molality of pure water is $\hat{m}_w \equiv 55.5$ mol/kg, while under standard conditions the molarity of pure water is $M_\phi \approx 55.56$ M. The molarity of pure water determines the size of each lattice site $l_1 = (N_A/M_\phi)^{-1/3} \approx 0.31$ nm, where $N_A$ is Avagadro’s number. This then determines the interfacial area of lattice sites $\sigma_1 = l_1^2 \approx 0.096$ nm$^2$. Moreover, for dilute solutions, the mole fraction $x = n_o/(n_o + n_w) \approx n_o/n_w \equiv m$, where the dimensionless molality is given by $m = \hat{m}_o/\hat{m}_w$. Thus, the mole fraction is related to the measured molality, $\hat{m}_o$, and molarity, $M_o$, of solute by $x_o \approx \hat{m}_o/\hat{m}_w \approx M_o/M_\phi$.

The dimensionless surface tension of the lattice model, $\hat{\gamma}$, is related to the experimental measurements of the surface tension, $\gamma$, by $\hat{\gamma} = \sigma_1 \beta \gamma$. The parameter $k$ can be determined from experimental measurements for dilute solutions:

$$k = - \left. \frac{\partial \hat{\gamma}}{\partial x_o} \right|_{x_o=0} = -\beta \sigma_1 M_\phi \left. \frac{\partial \hat{\gamma}}{\partial M_o} \right|_{M_o=0}$$

(94)

In principle, $h$ can also be determined directly from experimental measurements. However, it is considerably more challenging to quantitatively determine the curvature of the surface tension for dilute solutions. Nevertheless, $h$ can be estimated with additional information from bulk measurements. Assuming that polarization effects can be neglected, Section III B indicates that $h = h(\Delta \bar{u}_b, \Delta \bar{u}_i; z_b, z_i)$ where $z_b$ and $z_i$ are coordination numbers for the bulk and interfacial regions, respectively, while $\Delta \bar{u}_b$ describes the energetics of solute association in the bulk and $\Delta \bar{u}_i$ describes the energetics of moving solutes from the
bulk to the interface. According to Eq. (60), $\Delta \overline{u}_i$ can be directly determined from $k$ and, thus, from surface tension measurements for dilute solutions. Moreover, Eq. (55) relates the bulk thermodynamic parameter, $\varepsilon$, to $\Delta \overline{u}_b$ and $z_b$. This bulk thermodynamic parameter can itself be determined from vapor pressure osmometry (VPO). VPO determines the solvent osmolality:

$$\phi \equiv -m_o^{-1} \ln a_w = m_o^{-1} \beta (\mu^\phi_w - \mu_w)$$  \hspace{1cm} (95)

Employing Eq. (53) for $\mu_w$ and using $x \approx \hat{m}_o/\hat{m}_w$ for dilute solutions, one obtains

$$\phi \approx 1 + \frac{1}{2} \varepsilon \hat{m}_o/\hat{m}_w$$  \hspace{1cm} (96)

Consequently, $\varepsilon$ can be inferred from VPO measurements for dilute solutions according to

$$\varepsilon = 2\hat{m}_w \frac{d\phi}{d\hat{m}_w} \bigg|_{\hat{m}_w=0}$$  \hspace{1cm} (97)

According to Eq. (55), if one knows the lattice coordination number, $z_b$, then $\varepsilon$ determines the microscopic bulk interaction parameter $\Delta \overline{u}_b$. In particular, for the simple cubic lattice with $z_b = 6$, $\varepsilon \leq (z_b + 1)k_B T \approx 17$ kJ/mol at room temperature. Because VPO measurements determine $\varepsilon \approx 50$ kJ/mol and 55 kJ/mol for TMAO and betaine, respectively, we simplistically redefine $z_b \rightarrow 40$ and then determine $\Delta \overline{u}_b$ according to Eq. (55). Finally, we determine $z_i$ by assuming that molecules retain a fraction $d_i = z_i/z_b = 0.50$ of their interactions at the interface. The inferred values of $z_i$, $z_b$, $\Delta \overline{u}_b$, and $\Delta \overline{u}_i$, then determine the predictions of the microscopic model for $h$ according to Eq. (62). The SM demonstrates that $h$ is relatively insensitive to the precise values of $z_i$ and $z_b$, but is more sensitive to the parameter $d_i = z_i/z_b$.

SUPPLEMENTARY MATERIAL

See the supplementary material for detailed derivations of the relevant partition functions, for additional details of our computational methods, and for additional numerical results.
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