Data-Driven Object Pose Estimation in a Practical Bin-Picking Application
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Abstract: This paper addresses the problem of pose estimation from 2D images for textureless industrial metallic parts for a semistructured bin-picking task. The appearance of metallic reflective parts is highly dependent on the camera viewing direction, as well as the distribution of light on the object, making conventional vision-based methods unsuitable for the task. We propose a solution using direct light at a fixed position to the camera, mounted directly on the robot’s gripper, that allows us to take advantage of the reflective properties of the manipulated object. We propose a data-driven approach based on convolutional neural networks (CNN), without the need for a hard-coded geometry of the manipulated object. The solution was modified for an industrial application and extensively tested in a real factory. Our solution uses a cheap 2D camera and allows for a semi-automatic data-gathering process on-site.
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1. Introduction

For several decades, production lines in various industries have relied heavily on the use of robotic manipulators. Traditional applications, such as welding automation, part manipulation, or assembly rely on precise predefined movements and defined positions of items in the robot’s workspace. However, recent advancements in robotic automation allow for the deployment of intelligent manipulators in tasks previously unsolvable by robots. The introduction of collaborative robots allowed robots to share the workspace with humans and perform cooperative tasks, while the advancements in machine learning in combination with fine force control in robotic manipulators enabled the automation of fine motor tasks, which could previously only be performed by a human operator. With the recent progress in deep learning, object pose detection intended for grasping and manipulation tasks has been intensely researched, inspiring research in various challenging applications. The increased affordability of robotic technology and the rising costs of human employees also represent incentives to increase automation in production.

Random bin-picking is a core problem in computer vision and robotics, where known objects are randomly placed in a bin and the task is to localize individual objects and determine the optimal gripping position for the manipulator. The problem has been a subject of intense research for several years and received support from various companies in the industry. One of the most prominent ones is the Amazon Picking Challenge [1], in which several research teams achieved outstanding results. However, the deployment of automated bin-picking applications on industrial production lines imposes strict requirements on reliability and robustness, making much of the existing work non-applicable to most real-world bin-picking problems due to their simplicity or lack of robustness for industrial use [2]. Current bin-picking methods often rely on expensive 3D cameras or the...
use of explicit CAD models of the manipulated parts, and the research on simple setups without the use of 3D vision systems or explicit models has been sparse until recent years, and practical applications in industry lines are rare.

1.1. Objectives and Contributions

Our paper addresses the bin-picking problem for industrial applications. We focus on specific metallic parts of a single type, which have to be picked from a transportation container. Metallic parts, often used in the automotive industry, are characteristic by their reflective surface, and their appearance is highly dependent on the light distribution, surface material, and camera viewing direction, which makes them unsuitable for traditional vision-based approaches [3]. We propose a solution using a simple 2D camera and a direct light source, both mounted directly on the robot’s gripper, which allows us to take advantage of the reflective properties of the part. Optimal gripping positions of individual parts are estimated with a two-phase object detection and localization pipeline, using feature descriptors for part detection and a CNN neural network trained for position and orientation estimation.

The developed vision-based localization system is the main contribution of this work. It takes full advantage of the reflective properties of metallic parts, allows for the use of a cheap 2D camera, and is computationally inexpensive, making it a viable low-cost solution for industrial use. The developed pose estimation method was also tested on both synthetic and real-world data. A semi-automatic data collection process allowing on-site data acquisition was developed as a part of the system. We have also created a new publicly available dataset (http://imr.ciirc.cvut.cz/Downloads/Datasets, accessed on 9 September 2021) with labeled images containing reflective metallic parts. Finally, the developed bin-picking solution was modified for industrial use and was successfully deployed and extensively tested in factory production.

1.2. Paper Outline

The rest of this section is dedicated to related work. Section 2 presents the proposed bin-picking solution and system specifications. The vision-based object detection and localization method is described in detail in Section 3. The performance of the system and experimental results are shown in Section 4. Finally, conclusions and final remarks are given in Section 5.

1.3. Related Work

In random bin-picking, object positions or optimal grasping positions are typically estimated directly from 2D or 3D images. While 3D vision provides additional depth information, industrial 3D cameras are still rather expensive, and although low-cost sensors, such as Microsoft Kinect or RealSense, provide 3D data of similar quality, such sensors are unsuitable for use in industrial environments. Moreover, the data representation itself is more complicated and the computation and memory requirements are higher, as an extra dimension is added [4]. Lastly, 3D vision systems have lower resolution and suffer from noise and artifacts, making the depth estimate insufficient or unreliable for some applications, where this is especially notable in scenes containing light reflections [5].

Several methods for object pose estimation using 2D camera images were introduced over the years. Sparse 2D–3D feature matching is a popular approach to pose estimation, in which visual features are matched between an input 2D image and a 3D object model [6]. However, the large changes in appearance of reflective objects make it intractable to find corresponding visual features between views of the same object from distinct positions. Additionally, this approach is not well-suited for textureless objects [7]. It is also difficult to construct precise 3D models without expert knowledge or specialized scanning devices [8]. Other conventional approaches rely on template matching, where the object pose is estimated by correlating the input image with image templates from a reference database [9,10]. While these approaches are suitable for textureless objects, reflective objects are highly
view- and lighting-dependent, and a large number of templates would be necessary to cover all variations to guarantee detection across all positions. An interesting method suitable for reflective textureless objects was presented in [3] and further extended in [11]. The method is motivated by photometric stereo and uses an imaging system based on multiple light sources to acquire a multi-light image with individual channels (red, green, and blue) from different illumination directions. Similarly to our proposed system, this method takes advantage of the reflective properties of the object; however, the lighting setup presented in [3,11] is significantly more complicated and limiting, and the method depends on a CAD model of the localized object.

Recent advancements in deep learning resulted in major breakthroughs in image understanding as new techniques for object detection and localization became available [12]. As a result, research on simple 2D image setups for bin-picking, without the use of 3D vision or explicit CAD models, has once again become the center of attention. Various methods for six degrees of freedom (6DoF) object pose estimation based on the use of Convolutional Neural Networks (CNN) are drawn to attention. Some recent methods use CNNs to regress 2D keypoints, using them as an intermediate representation for the Perspective-n-Point (PnP) algorithm to compute 6DoF pose parameters [13–15], and other methods improve on this approach by using pixel-wise predictions to provide a flexible representation for localizing occluded or truncated keypoints [8,16].

A different approach is used by methods based on end-to-end neural networks. Grasp learning in an end-to-end manner, without an intermediate representation of the object pose, is conceptually elegant, since end-to-end methods take an image as input, and the output is a corresponding pose. Such methods estimate the grasping position either directly [17] or in combination with other approaches [18–20]. However, generalization is an issue here, since these methods suffer from high demand for labeled data for training, and data acquisition is usually time-consuming and laborious. Multiple robotic manipulators can be used for learning, but such approaches highly increase the cost of the equipment [21,22].

Several large-scale datasets were introduced, often associated with both real and synthetic RGB and RGB-D data, and enhanced by a database with object models for easier incorporation in manipulation and planning software platforms [23,24]. Notable is the latest BOP benchmark dataset [25], which relates to the BOP Challenge 2020 [26], where state-of-the-art methods are compared in various categories on a large collection of datasets. Benchmark datasets can be used for method verification and qualitative comparison of developed methods; however, real-world applications for new objects still require the acquisition of training data or a 3D model of the object of interest.

2. System Specification

The developed solution addresses a practical pose estimation task motivated by a real-world problem of random bin-picking of textureless metallic automotive parts requested for automation. The task is to localize and secure metallic strut brackets from a transportation container and feed them to an automated assembly line. The parts are semi-randomly distributed in a transportation container, as can be seen in Figure 1. Due to their shape and the way they are initially placed in the transportation container, the parts are generally facing upwards, with a maximal tilt of 25 degrees. This allows for easier problem definition. In regard to this distribution, the gripper was designed to pick the parts from the top. The parts are originally organized in columns, but get scattered during transport, which may result in occasional occlusions. An occlusion detection module was developed and added into the object localization pipeline, in order to securely determine the topmost part.

The developed robotic cell should be robust for use in a factory and must account for external factors from the environment, such as occasional disruptions in the workspace or changes in lighting conditions. Since the workspace will be located in an open area with occasional passersby, a collaborative UR10 robot was selected for the task. The final version of the developed robotic workcell is described in detail in the factory setup Section 4.2.
The robot was equipped with a robotic gripper of our own design. The gripper is equipped with six vacuum suction cups with integrated springs which allow for a 20 mm compression (Figure 2c), a 2D camera mounted at the center of the robotic gripper for accurate pose estimation, and an integrated lighting system. The lighting system consists of an annulus circuit board with LED lights integrated inside the gripper and a white diffuser plate overlapping it from the outside, as can be seen in Figure 2b. This light configuration is used to provide direct light from a constant position relative to the camera. We use a Smartek GC2591MP camera (FRAMOS GmbH, Taufkirchen, Germany) with a CMOS MT9P031 1/2.5 sensor (ON Semiconductor, Phoenix, AZ, USA) and a resolution of $2592 \times 1944$ pixels. The lens used in this setup was a Computar M0814MP2 (CBC AMERICA, Cary, NC, USA) with a focal length of 8 mm and an angle of view of $67^\circ$. The developed laboratory prototype can be seen in Figure 2.

Figure 2. Robotic gripper with suction cups, an integrated lighting system, and a 2D camera positioned at its center. (a) Side view. (b) Bottom view. (c) A detailed view of a suction cup with the integrated spring mechanism.
We propose an object localization pipeline based on a combination of feature descriptor-based image segmentation and the use of an end-to-end trained convolution neural network (CNN) for pose estimation. The method is fully data-driven, that is, the localization pipeline is trained using a collection of data (labeled images), without the need for a model of the object. Most data-driven approaches need a large amount of labeled data, therefore a semi-automatic training process was proposed and developed to allow for an easy transition to different robotic cells and manipulated objects.

2.1. Control System

The main objective of the application is to detect, localize, and acquire parts from the transportation container. This section describes the implementation of the control algorithm for bin-picking used in the developed framework. The main control loop is schematically shown in Figure 3 and composes of three main operations: selection, alignment, and picking.

![Figure 3. Control algorithm phases. (a) Selection. (b) Iterative alignment. (c) Picking.](image)

The bin-picking process begins with the selection phase. Due to the limited field of view of the camera and robot’s operation space, it is necessary to capture several images in fixed positions above the transportation container to cover the whole area (our setup requires three images for the selection phase). The initial detection is performed using these images and a list of detected object candidates and their estimated positions is generated. Additional filtering is performed during each object detection, wherein occluded objects are removed from the list and the remaining candidates are sorted according to their estimated positions, from the highest placed part to the lowest.

The control loop iterates through the list of detected parts. The robot moves directly above the selected part and captures the image of the part once again, starting the alignment phase of the process (shown in Algorithm 1). During this phase, the gripper is iteratively aligned with the normal vector of the part in an optimal position. A new pose is estimated during each iteration, and the camera is moved to the position where its z-axis matches the estimated normal vector at a constant distance ($\delta = 0.25$ m) from the estimated part origin. The iterative alignment is applied in order to minimize the position estimation error. In the following text, we will be referring to this method as iterative close-up.

The acquired object position is then used in the last phase of the process, described in Algorithm 2. The gripper is moved a set distance ($\beta = 0.05$ m) above the estimated position, and an attempt is made to acquire the part. At this point in the process, the motion control is switched to a force-sensitive mode in which the performed motion is stopped when the overall external force applied to the gripper exceeds a set threshold. The force feedback provided by the UR10 robot is sensitive enough to detect a compression of the suction cup spring mechanism from Figure 2; therefore, no additional force-torque sensors were required. The 20 mm compression interval has allowed us to experimentally estimate a safe force threshold used to stop the motion of the robot when the springs are sufficiently
compressed. After the motion is stopped, the suction mechanism is activated in an attempt to grip the part and the griper is elevated. The control program evaluates whether the grip was successful by measuring the pressure on individual suction cups. Successfully picked parts are then placed into the assembly line.

**Algorithm 1** Alignment loop.

```plaintext
Function Alignment(object)
    objectPose = GetPose(object)
    // Alignment loop
    repeat 3 times
        newGripperPose = objectPose + \( \delta \times \) NormalVector(objectPose)
        MoveGripper(newGripperPose)
        objects := FindObjects()
        // Get the position of the highest object
        objectPose = GetPose(objects[0])
    end
    return objectPose
end
```

**Algorithm 2** Picking up the object.

```plaintext
Function Picking(objectPose)
    poseAbove = objectPose + \( \beta \times \) NormalVector(objectPose)
    poseBelow = objectPose - \( \beta \times \) NormalVector(objectPose)
    MoveGripper(poseAbove)
    // Stop the next movement after external force is detected
    ActivateForceControl()
    MoveGripper(poseBelow)
    PickUpObject()
    return
end
```

2.2. Camera and Lighting System

The visual appearance of textureless objects is dominated by their global shape, color, reflectance properties, and the configuration of light sources (Figure 4). As such, vision-based methods are often highly susceptible to changes in lighting conditions when applied to textureless objects, and many traditional recognition methods relying on photometric local patch detectors often fail to reliably recognize and locate the objects [27].

![Figure 4](image_url)

**Figure 4.** Change in light on a highly specular surface. (a) Direct reflection to the camera. (b) Reflection in a different direction.

The developed system uses a light source installed directly in the robotic gripper, together with a 2D camera used for object localization. By using a pre-set high-intensity...
light from close proximity, we can limit the influence of light from the surrounding environment. Taking images from close proximity to the object also improves the accuracy of the prediction and allows for the use of a relatively cheap 2D camera. Many industrial parts are metallic and their surfaces are highly reflective. As stated above, the appearance of these reflective parts is highly dependent on the camera viewing direction, as well as the distribution of light and its position relative to the object, and the same behavior can be seen in the manipulated parts in this application (Figure 5). The idea of a light in a fixed, known position to the camera allows us to use these properties as additional features used to determine the position and orientation of the object.

![Figure 5. Comparison of two images of the manipulated part captured from different angles.](image)

2.3. Semi-Automatic Data Collection

Data-driven approaches often need large quantities of labeled data. Getting labeled images from a variety of poses is usually time-consuming and often a manual task, since some approaches need over 10,000, or even 100,000 labels [21,22].

The proposed system allows for a semi-automatic data collection without the need for any special constructions or conditions and can, therefore, be used to train the pose estimation system on-site, making the system easily deployable and further improving the robustness of the system. We start by manually placing the end effector of the robot on the manipulated object in an optimal gripping position. This ground-truth position is later used while labeling the data for supervised learning.

The UR10 robot enables a freedrive mode in which the operator can manually guide the end effector by hand. This allows for easy and precise manipulation. Thus, the achieved precision is almost entirely dependent on the ability of the operator to recognize and achieve the optimal position. We are strongly confident that we are able to discern any displacements over 1 mm in both the horizontal and vertical directions. Thus, we estimate the maximal displacement error along the $x$, $y$ and $z$ axes as $\pm 1$ mm. The maximal orientation error can be derived from the $z$ error (Figure 6). The distance between two opposing suction cups is 120 mm and the maximal possible displacement is 1 mm on one suction cup and $-1$ mm on the other. Using basic trigonometry, we can determine the maximal orientation error to be $\pm 0.955^\circ$. Although suboptimal, the resulting precision is sufficient for the intended application. Moreover, it allows us to acquire the training images in a way that is identical to the acquisition during actual operation without reliance on fixed object holders, markers, or synthetic data.

After the initial step, we start the process of automatic data collection. The robot moves above the object and collects images of the object from randomly generated positions at different distances and angles within predefined boundaries. As many as 50 to 200 images are collected for each initial position.

As will be described in the following paragraphs, CNN training and object localization are performed using rectangular image patches generated by a bounding box detector. However, the object only covers approximately 70% of the image patch, and the rest of
the patch contains neighboring parts or the transportation container. It is necessary to repeat the data acquisition procedure with the parts placed in different positions in the container to prevent the CNN from learning a set background pattern. This is similar to the process used in many frameworks, where synthetic object images are generated with different backgrounds. This is especially important for metallic parts and other objects with reflective properties.

Using the original ground-truth positions and the positions of the robot at which the images were captured, a relative position between the camera and the part is computed for each image. These positions are used as labels in the training and testing data. Creating the training data with the use of the relative position of the camera to the object allows us to easily transfer the solution to a different robot or application.

**Figure 6.** An illustration of the maximal depth and orientation errors.

### 3. Object Detection and Localization

The pose estimation process can be divided into three main parts (Figure 7). The first part is the object detection described in Section 3.1, where image patches containing the detected objects are selected from the image. The second part uses an end-to-end trained CNN-based neural network to determine the position and orientation of the object from the image patch. In Section 3.2, we define the position and orientation parameters, and Section 3.2.3 is dedicated to the end-to-end neural network. The final part determines possible occlusions with neighboring objects, and is described in Section 3.3. Using the previous steps, the highest unoccluded object is then selected for manipulation.

1. Capture an image and detect parts
2. For each detection, determine the pose
3. Detect occlusions
4. Determine the highest unoccluded part and attempt to acquire it

**Figure 7.** The developed framework consists of a part detector, a pose estimator, and an occlusion detector.

Since the application is focused on textureless metallic parts, we have to consider their characteristics in the image processing phase. To compensate for some of their properties, we have decided on the use of simple grayscale images instead of RGB images. Since the
parts have no colorful texture, there is no significant loss in information, and their reflective properties may cause additional undesirable color information from the neighboring environment to be present in the image, possibly affecting the function of the vision system. Furthermore, using only a simple grayscale image speeds up the image processing system.

3.1. Image Segmentation

Histogram of oriented gradients (HOG) [28] was used for the first part of the pose estimation process. HOG is a feature descriptor often used for object detection, it is easy to train, and it often performs well for a range of different problems. While the recent development in deep learning has resulted in various new methods that outperform traditional computer vision methods in several aspects, the use of deep learning often introduces additional difficulties in training and deployment, common downsides being the higher requirement on the number of labeled training data, and a larger model size [29,30]. The use of deep learning object detection methods (such as YOLO [31] or Faster R-CNN [32]) can significantly increase the speed of object detection; however, this is often contingent on the use of expensive hardware with high computational power, the use of which might be cost-ineffective in industrial applications.

In this method, the image is divided into small adjacent cells (e.g., of size 8 × 8 pixels), and each cell is represented by its histogram of gradient directions. The cells are further combined into larger image blocks to improve the accuracy of the method. A feature vector for each region of interest is then formed by the concatenation of individual cell histograms (Figure 8). The sliding window approach [33] is used, allowing us to use HOG to detect and localize objects in the image. Using this approach, a window is moved across different regions of the image and for each region, a feature vector is determined. A linear SVM [34] classifier is then used to classify each feature vector. The detector has been trained on a training set containing 1058 training images. From the training set, only 53 were positive samples containing the desired part, and 1005 were negative samples generated from random images. The parameters used for the HOG detector are: block size 16 × 16, cell size 8 × 8, and image patch size 64 × 64.

The output of the object detection is a set of bounding boxes with detected positions of objects in the image, defined by their width, height, and their original position in pixel coordinates. Since the object is circular, the detected area should generally be rectangular. The detection algorithm was limited to provide only rectangular bounding boxes, practically reducing the bounding box representation only to its origin coordinates and width, all provided in pixels (Equation (1)). Henceforth, we will be establishing a naming system in which all pixel coordinates measured in the image plane will be marked with a superscript \( p \), such as: \( x^p \). The bounding box parameters and image patches defined by them are then used for exact pose estimation in the second phase of the localization pipeline.

\[
b_{box} = [x_b^p \ y_b^p \ w_b^p]
\]  

Since the design of the two-phase localization pipeline is modular, it is possible to choose a suitable object detector at one’s discretion, as long as the training data for the end-to-end network are generated by the same object detector that is used in the application. The HOG algorithm was chosen in the initial phase of the project due to its simplicity, speed, and low requirement for labeled training data, and was used for the full duration of the project.
Precise estimation of the position and orientation of the object is necessary for the picking task in an unstructured environment. Incorrect alignment with the object during contact with the gripper may lead to an unsuccessful grip or even damage to the gripper or other robot parts, which may be difficult or expensive to repair. Object pose is composed of the position and the orientation of the part relative to the camera or another coordinate system, as shown in Figure 9a. Vector \( p_o \) represents the position of the object origin relative to the camera and the part normal \( n_o \) determines the relative orientation of the part. The camera coordinate system used in this paper follows the standard computer vision convention, where the \( z \)-axis is orthogonal to the image plane. Due to the design of the lighting system, we can consider the light source to be at the same position as the camera.

\[
p_o = \begin{bmatrix} x_o \\ y_o \\ z_o \end{bmatrix}, \quad n_o = \begin{bmatrix} n_{x0} \\ n_{y0} \\ n_{z0} \end{bmatrix}, \quad \|n_o\| = 1
\]  

(2)

The large, flat disc surface on the top of the object is used as a contact surface for grasping by the suction cups. The part coordinate system is shown in Figure 9b. The origin of the coordinate system coincides with the center of the part, and the \( z \)-axis is defined by the part normal. The orientation of the \( x \) axis can be selected arbitrarily since the part is rotationally invariant. From this definition, we can see that this part has five degrees of freedom, and that infinitely many coordinate systems may be assigned to it. Despite this ambiguity, this formulation is useful, and it is used in this framework for pose determination.
For the task of precise pose estimation, we propose an end-to-end neural network based on regression. The input of the network is the image patch $X$ defined by a bounding box from the object detection phase. The output is a vector of position coefficients $\hat{y}$ that determine the object position. The training data are generated by capturing an image of a part from a random position. Both the part and camera positions are known and are in the base coordinate system of the robot. To train the model efficiently, it is necessary to express the part pose in the camera coordinate system. In the following sections, we derive the pose in a form suitable for regression training. We describe the neural network in depth in Section 3.2.3.

3.2.1. Object Normal Vector

We mark the homogeneous coordinates of the object normal expressed in the object coordinate system as $\bar{p}_{zo}$, and the coordinates of the object origin as $\bar{p}_{0o}$.

$$\begin{bmatrix}
0 \\
0 \\
1 \\
1 
\end{bmatrix}, \begin{bmatrix}
0 \\
0 \\
0 \\
1 
\end{bmatrix}
$$

These vectors can be expressed in the gripper coordinate system as:

$$\bar{p}_{zg} = T_{go} \bar{p}_{zo}, \quad \bar{p}_{0g} = T_{go} \bar{p}_{0o},$$

where $T_{go}$ is the transformation matrix from the gripper to the object. The object normal expressed in the gripper coordinate system is the difference between these two vectors in non-homogeneous coordinates:

$$n_o = p_{zg} - p_{0g},$$

where $p_{zg}$ and $p_{0g}$ are non-homogeneous versions of $\bar{p}_{zg}$ and $\bar{p}_{0g}$. Equation (5) is used to determine the value of the normal vector $n_o$ from the pose of the camera and the pose of the object.

3.2.2. Object Position

The output value $\hat{y}$ of the neural network is the value of the normal vector followed by position coefficient parameters, which are used to determine the position of the object relative to the camera coordinate system. The model is built in such a way that it predicts the normal vector directly. However, the same approach cannot be used for a direct prediction of the part position, since the image patch used as an input for the neural network does not contain any information about the position and size of the bounding box, from which it was generated. A possible way around this problem would be to use the information about the size and position directly in the neural network. However, this would complicate the
structure of the network, since it would require two entry points, the first for the image patch and the second for the image patch parameters.

Our solution to overcome this problem is to avoid predicting the distances directly, and instead of that, use the image patch position and width for first-order estimates, and train the neural network to predict coefficients that improve the initial accuracy. The position values predicted by the neural network are position coefficients $p_c$, which we define in the following paragraphs.

$$p_c = \begin{bmatrix} x_{bp} \\ y_{bp} \\ k_d \end{bmatrix}$$  \hspace{1cm} (6)

These are used to determine the position of the object relative to the camera coordinate system. The predicted coefficients $x_{bp}$, $y_{bp}$, and $k_d$, and the original bounding box parameters (Equation (1)) are used to determine the distance from the camera to the object and the translation of the camera in the direction of the $x$ and $y$ axes.

To describe this functionality, we need to consider a projection of an object on the image plane. Consider a simple pinhole camera model (Figure 10). An object represented with world coordinates $l$ and $d$ is present. The object is projected onto the image plane at a coordinate $l_p$. The focal length $f$ determines the distance from the origin of the camera coordinate system to the image plane. The focal length of a camera can be determined through intrinsic calibration. Assuming that the focal length is known, the projection can be determined with Equation (7). The image coordinates of the object can be transformed into world coordinates and used to calculate the part position and the distance to the object.

$$l_p = \frac{lf}{d}$$  \hspace{1cm} (7)

![Figure 10. Pinhole camera model.](image)

Distance Prediction

We base the model for predicting the distance from the camera to the object on the following equation:

$$d = \frac{wf}{w^p},$$  \hspace{1cm} (8)

where $d$ is the distance, $w$ is the diameter of the object, $f$ is the focal length of the camera, and $w^p$ is the diameter of the object measured in pixels. The general idea of this approach is to predict the size of the object in pixels and use this equation to determine the camera-object distance. However, in order to use this equation, it is necessary to know the size of the object. Although it is possible to provide measurements of the object, it is more convenient to derive a more general formula and to avoid using concrete values when possible. Let us simplify Equation (6). First, $w^p$ can be expressed as

$$w^p = \alpha w^p_b,$$  \hspace{1cm} (9)
where \( w_p \) is the width of the image patch from the original bounding box parameters (Equation (1)). We introduce the coefficient \( \alpha \) whose value represents the ratio between the bounding box width and the real diameter of the object in pixels. It is different for every image patch, and the value is usually close to 1 because the width of the image patch is approximately equal to the size of the object. However, due to the unstable visual characteristics of reflective objects, the precision of the bounding box estimation was often suboptimal, and further refinement was needed. This yields:

\[
d = \frac{wf}{\alpha w_p}
\]  

(10)

Now, we substitute

\[
k_d = \frac{wf}{\alpha}
\]

(11)

from which we get the following equation:

\[
d = \frac{k_d}{w_p}
\]

(12)

The difference between Equations (8) and (12) is that we do not need to know the specific parameters of the object and camera \( w \) and \( f \). By training the model to predict \( k_d \), we can use it to determine the distance to the object. It should be noted that the focal length \( f \) is used later for the estimation of the \( x_{bo}^p \) and \( x_{bo}^p \) coefficients (Equation (17)).

Prediction of Translation in \( xy \) Plane

The prediction model for the translation of the camera in the direction of the \( x \) and \( y \) axes is illustrated in Figure 11. To determine the position, two coordinate systems are established. The image coordinate system with the origin in the center of the image and axes as shown in Figure 11a, and the bounding box coordinate system with the origin in the center of the bounding box surrounding the object shown in Figure 11b. Since multiple coordinate systems are used in this section, it is necessary to establish a naming convention for the coordinates. The superscript determines whether the coordinate is measured in space (\( x \)) or in the image plane (\( x^p \)); the first subscript determines the coordinate system: \( x_i \) is the camera (image) coordinate system, \( x_b \) is the bounding box coordinate system; the second subscript is used to select the item whose coordinates are measured (whether coordinates of the object \( x_{io} \) or the bounding box \( x_{ib} \)).

![Figure 11. Translation prediction in the \( xy \) plane. (a) Image coordinates. (b) Bounding box coordinates.](image)

The object position coordinates \( x_{io} \) and \( y_{io} \) are determined using the following equations:
where \( d \) is the distance from the camera to the object, \( f \) is the focal length of the camera, and \( x^p_{io} \) and \( y^p_{io} \) represent the object coordinates in the image plane. The transformation between the image and bounding box coordinate systems is performed using the following equations:

\[
\begin{align*}
    x^p_{io} &= x^p_{ib} + x^p_{bo}, \\
    y^p_{io} &= y^p_{ib} + y^p_{bo}
\end{align*}
\] (14)

where \( x^p_{ib} \) and \( y^p_{ib} \) mark the position of the bounding box center, and are calculated from the bounding box parameters from Equation (1). The position coefficients \( x^p_{bo} \) and \( y^p_{bo} \) represent the correction shift between the center of the detected bounding box and the exact center of the object in the image plane. Since the other parameters are known from the object detection phase, the model is trained to predict the position coefficients \( x^p_{bo} \) and \( y^p_{bo} \) in order to determine the exact position of the object.

After determining the pixel coordinates in the image coordinate system, we obtain the \( x_{io} \) and \( y_{io} \) coordinates in the camera coordinate system by applying Equations (13) and (14). The coordinates of the object can be expressed as:

\[
\begin{align*}
    x_{io} &= \frac{x^p_{io}d}{f} = \frac{x^p_{ib} + x^p_{bo}d}{f}, \\
    y_{io} &= \frac{y^p_{io}d}{f} = \frac{y^p_{ib} + y^p_{bo}d}{f}
\end{align*}
\] (15)

3.2.3. End-to-End Neural Network

We propose a regression model based on CNN for the task of part pose estimation. The network is based on the TensorFlow [35] open-source library for machine learning developed by Google. TensorFlow provides efficient components and a high-level interface for building, training, and running neural networks and other machine learning models. It supports different hardware for training and running the models, and is cross-platform.

After identifying the regions of the captured image that contain objects, image patches are extracted for pose estimation. These are resized to 64 × 64 pixels and used as an input for the network. This is followed by three convolutional layers with the ReLU activation function, followed by max pool layers. A large number of max pool layers is used to minimize the number of parameters of the model, and this is needed because of the sparsity of data. The structure of the network is shown in Figure 12. The last layer of the model network is a fully connected layer with six neurons. The output \( \hat{y} \) is the predicted value of the object normal \( n_o \) (Equation (2)) and position coefficient parameters \( p_c \) (Equations (6) and (17)).

\[
\hat{y} = \begin{bmatrix} n_o \\ p_c \end{bmatrix}
\] (16)

The size of the input (64 × 64) has been selected as a trade-off between the level of detail of the image and the number of parameters of the network. Having a larger input would capture the object with more detail, but it would also increase the total number of weights of the network, which would increase the computational complexity and the size of the model.
The CNN model is trained in a supervised learning fashion. The training data consist of a set of pairs \((X, Y)\), where \(X\) is the input of the network (an image patch of the detected object) and \(Y\) is the output (part normal and position coefficients). In order to generate the training data, the position coefficients need to be determined. Assuming that the camera pose and the object pose are known, the position coefficients are obtained as follows:

\[
k_d = dw^p, \\
x^p_{bo} = \frac{x_{io} - x^p_{ib}}{d}, \\
y^p_{bo} = \frac{y_{io} - y^p_{ib}}{d}
\]  
(17)

The full output vector \(Y\) is:

\[
Y = \begin{bmatrix}
n_{xo} \\
n_{yo} \\
n_{zo} \\
x^p_{bo} \\
y^p_{bo} \\
k_d
\end{bmatrix}, \quad n_o = \begin{bmatrix}
n_{xo} \\
n_{yo} \\
n_{zo}
\end{bmatrix}, \quad p_c = \begin{bmatrix}
x^p_{bo} \\
y^p_{bo} \\
k_d
\end{bmatrix}
\]  
(18)

An Adam optimizer with a learning rate of 0.001 was used, 250,000 training iterations were required, and a dropout rate of 0.5 was used for regularization. The loss function used for optimization is the mean squared error function, which is suitable for the regression task. The function is shown in Equation (19), where \(\hat{y}\) is the predicted value and \(y\) is the ground truth. In practice, neural networks are often trained in mini-batches, which means that \(N\) different inputs are presented to the network, and the loss is computed as the average of individual errors. We used the mini-batch size of 30. The equation for average loss is shown in Equation (20).

\[
V(\hat{y}, y) = (y_i - \hat{y}_i)^2
\]  
(19)

\[
L = \frac{1}{N} \sum_{i=1}^{N} V(\hat{y}_i, y_i)
\]  
(20)

### 3.3. Occlusion Detection

If the objects are randomly placed inside the bin, an occlusion may occur, making some of the objects temporarily unavailable for picking. The occluded objects need to be
removed from the list of candidates to maximize the picking success rate and to avoid damaging parts of the robot or the gripper.

In order to determine whether a part is occluded, we enlarged the original bounding box by 50% to encompass its larger neighborhood and provide additional information about its surroundings. The generated image patch is resized to 64 × 64 pixels and used as an input to a convolutional neural network trained as an occlusion classifier. The network is structured in a similar way as in Section 3.2.3, using three convolutional layers with ReLu activation function, followed by max pool layers. However, the last fully-connected layer contains only three neurons, serving as the output of the occlusion classifier. The structure of the network is shown in Figure 13.

The three possible outputs of this model are ‘occluded’, ‘unoccluded’, and ‘unclear’. An example for each of these cases is provided in Figure 14. While the first two outputs are self-explanatory, the last ‘unclear’ state was included in the model to compensate for cases where the image was corrupted or where the object is not fully captured in the image, in which case the enlargement of the original bounding box resulted in the input image patch partially extending out of the image. The output of the fully-connected layer corresponds to one of the possible classifications, and the neuron with the highest value represents the final prediction of the model.

Training data for this model was labeled manually. We used approximately 100 training images, and the dataset was augmented eightfold by (a) rotating the image 90, 180, and 270 degrees, (b) flipping the image upside down, and (c) combining steps a and b. Adam optimizer with learning rate 0.001 and 250,000 training iterations was used for training. The dropout rate was set to 0.5. The loss function used for training was the cross-
entropy loss shown in Equation (21), which is often used for classification tasks. The batch loss was defined in the same way as in Equation (20).

\[ V(\hat{y}, y) = -y \ln(\hat{y}) - (1 - y) \ln(1 - \hat{y}) \]  

(21)

4. Results

The system was originally developed in a laboratory environment using a Kuka KR 5 arc robot and later modified to use the UR10 collaborative robot, the reason being the intended workspace in an open area with possible passersby. The laboratory setup was used to develop and fine-tune the necessary algorithms and gather initial training and testing data. The final system was then moved to the factory and deployed in production.

4.1. Accuracy and Speed

We gathered close to 3000 labeled images during the initial phase of the deployment in the factory. Approximately 70% of these images were used for the development, training, and optimization of neural networks for pose estimation. The other 30% were used to test the trained networks. Position distribution of the testing data are depicted in Figure 15. To achieve high accuracy, most of the images were taken from a close proximity of the expected work distance used in the iterative close-up algorithm. However, to guarantee the robustness of the trained networks, a certain number of the gathered images varies in distances and angles from which they were captured, as well as the relative position of the object in relation to the center of the image.

Various training data distributions were tested to optimize the performance of the localization system. We designated approximately 2000 images for the training of neural networks for pose estimation. However, the number of training images can be reduced by delicate data selection, which would still cover the expected range of positions in the training data. In our application, the optimal number of training images was determined to be close to 700. The spatial distribution of the selected training positions is depicted in Figure 15.

Figure 16a shows the results of the trained neural networks in comparison to the ground-truth labels from the testing data. The results of the bin-picking process were negatively influenced by often having only a part of the manipulated object in the field of view of the camera. To increase the robustness of the system, the iterative close-up method was implemented (Section 2.1), in which we adjust the camera position after each captured image. Repeating this adjustment for three iterations allows the camera to get to a position with an ideal view of the object, further increasing the precision of the localization. Figure 16b shows the results of localization using the last image after the iterative close-up procedure.

Desired accuracy values depicted in Figure 16 were estimated after initial testing. The desired accuracy in the x and y axes was estimated by manually placing the suction cups in an optimal gripping position and shifting them in the horizontal direction. The desired orientation accuracy was estimated by a series of experiments on a part with a known position. We estimate the maximal orientation error to be 5° (0.087 rad). Arguably, there is no upper limit on the z-axis error, since the gripping motion is stopped at the moment of contact based on the force feedback. However, since the robot has to slow down during such movements, we have set the desired z-axis accuracy to a reasonable value. The desired accuracy values are shown in Equation (22). The precision of the final system was deemed suitable for use in the bin-picking application.
Figure 15. Training (top) and test (bottom) data distribution depicting: (a) Deviations in the x and y axes. (b) The distance from the object. (c) Orientation deviations.

Figure 16. Results of the two-phase localization system. The results are presented using the five-number summary, with outliers (2%) depicted by circles. (a) All test data. (b) After iterative close-up.
\[
\sqrt{x_{er}^2 + y_{er}^2} < 0.01, \\
|z_{er}| < 0.03, \\
|rx_{er}| + |ry_{er}| < 0.087
\] (22)

Running the models that are based on neural networks does not require extensive computational resources. In comparison, the execution time of the HOG detector was considerably higher. To speed up the detector, the original 2592 × 1944 pixel input image was downscaled to 25% of the original resolution. Table 1 shows the computational time required for one feed-forward run and memories used for loading the models for the position and orientation CNN, occlusion CNN, and HOG object detector. The computational times were averaged from 1000 executions. The experiments were performed on a regular personal computer with an Intel Xeon(R) E3-1240 v5 @ 3.50 GHz processor (Intel Corporation, Santa Clara, CA, USA) and 32 GB RAM. No graphics card was employed, and the same computer was used for training the models.

Table 1. Requirements on individual neural networks.

| Model Type                  | Computational Time | Model Size |
|-----------------------------|--------------------|------------|
| Position and orientation CNN| 1.98 ms            | 50.8 MB    |
| Occlusion CNN               | 1.92 ms            | 50.8 MB    |
| HOG                         | 120.28 ms          | 29.6 kB    |

It should be noted that the CNN networks are executed on every object detection, while HOG is executed only once per image. As described in Section 2.1, multiple objects are detected during the selection phase, and generally, only one object is detected during the iterative alignment. Therefore, the computational time varies slightly depending on the phase of the bin-picking process. Nevertheless, the HOG detector creates a bottleneck in the localization pipeline. However, the designed localization pipeline is modular and the detector can be replaced by a different method if necessary, as discussed in Section 3.1.

Since the models in this system are comparatively small, it is feasible to perform the training without using a GPU. Training the neural network model for pose estimation required approximately 13 min, while the HOG model training time was even lower.

Based on the results of the BOP challenge 2020 [26], the CosyPose method [20] had the best performance on the T-LESS (texture-less) dataset relevant to our problem. CosyPose allows for pose estimation from RGB images, however, it is unsuitable for use with our dataset due to its training data requirements. Thus, we will be providing only a comparison regarding the necessary training prerequisites and the training and inference complexity. Similar to the majority of the current state-of-the-art methods, CosyPose requires a 3D model of the object, as well as object masks and depth data for training. These are difficult to acquire, especially for reflective parts, for which a traditional structure from motion methods and even 3D cameras produce poor results. Additionally, the training complexity is much higher in comparison with our method. In the original paper [20], the method was trained using 32 GPUs and the training took a considerable amount of time. The computational time for the pose estimation phase stated in the BOP leaderboards is approximately 500 ms, in this regard, we outperformed CosyPose almost three times. We are also significantly faster than most of the other methods presented in the BOP challenge.

We provide all images used during the training and testing phase in a publicly available dataset. In this work, we use approximately 3000 images captured with the exposure time of 7.5 ms. However, to further enhance the data, all images were initially taken with four different exposure times, namely: 3.75, 7.5, 15, and 33 ms. This resulted in a dataset with close to 12,000 labeled images. The labeled images were later used in [36] for visual data simulation for deep learning, in which we explored the possibility of using synthetic
data for the developed detection and localization system. The system trained on synthetic data was later successfully tested with comparable results to the original system trained on real images.

4.2. Factory Setup

The laboratory system was modified for use in a real factory environment. A complete robotic cell was designed, integrating industrial-grade components into the original solution. A model of the workspace (Figure 17a) was implemented using MoveIt libraries [37] from the ROS system [38]. The MoveIt libraries were then used to plan trajectories for the robot. The regular personal computer used during laboratory testing was replaced with an industrial-grade computer equipped with an Intel(R) Xeon(R) CPU E3-1268L v3 2.30 GHz processor and 8 GB RAM. Safety elements, a system logger, and a graphical user interface with basic control options were added. The complete system setup can be seen in Figure 17b. Since the production was running during the full day and night cycle, there was a large difference in lighting conditions compared to the laboratory environment. The system was retrained on-site to compensate for these changes, creating the aforementioned labeled image dataset.

![Figure 17. Robotic work cell. (a) The model of the robotic workspace created in MoveIt libraries. (b) The setup of the robotic cell in the factory.](image)

The system was deployed in a welding hall polluted with a constant presence of swarf and dust particles, therefore, additional shielding had to be added to the camera and other vulnerable electrical equipment. The original gripper prototype was redesigned and topologically optimized. The prolonged continuous use of the camera resulted in overheating and frequent malfunctions in the image acquisition pipeline, and additional cooling was installed in the form of an external ventilator.

To ensure robust and fail-safe control, the system was extended to contain a finite-state automaton controlling the full bin-picking process. The process starts with the robot taking images of the whole transportation container and selecting several reachable parts. The robot then picks individual parts from the selection and places them in the assembly line. A set of recovery measures was embedded in the system. In case of a failure during the process, the system either automatically restarts the picking process or signalizes the failure to the operator, together with necessary actions. Although the application is designed to be autonomous, multiple situations cannot be resolved using the developed system. Parts flipped upside down are not considered for manipulation and should be removed manually prior to the process. The geometry of the gripper does not allow to reach parts that are inclined towards the wall of the transportation container, and in these situations,
the robot signalizes that the part is unreachable and continues in the process by selecting another one.

4.3. Results of Long-Term Testing

The system was connected to the automated assembly line for several weeks without any supervision or interference, only controlled by local operators. In the final testing phase, the bin-picking application ran for 175 h, including the time spent waiting for the assembly line or the operator. The bin-picking process itself ran for 56 full hours. Out of the 3469 parts picked during the final testing phase, the application performed with a success rate of 98.5%, and the remaining 1.5% required actions from the operator.

The required tact time for the bin-picking process set by the customer was 60 s per one part. During the final testing phase, our system achieved an average tact time of 58.4 s with a median of 45.3 s. Since the robot was operating in collaborative mode, its maximal speed was limited, and 78.2% of the overall picking time was taken by the movement of the robot. The remaining time-consuming processes were: motion planning 7%, lighting and image acquisition 5.2%, and image processing and pose calculation 2.5%. To further reduce the picking time, we could either switch the robot to operate in a non-collaborative mode, or use a different type of robotic manipulator.

5. Conclusions

The proposed bin-picking system diverges from traditional pose estimation methods by its focus on deployment in industrial applications. While the use of neural networks and machine learning in general often requires specific and expensive hardware, the pose detection pipeline presented in this paper is designed with its applicability in mind. The developed system supports different hardware for training and running the models and can be used on any reasonably equipped computer, making it a viable low-cost solution for industrial use. The proposed vision system also allows for the use of a cheap 2D camera.

We present a modular two-phase, data-driven detection and localization method for 6DoF object pose estimation. We also introduce a new representation of object position and orientation that is suitable for training an end-to-end neural network without the need for a 3D model or a hard-coded geometry of the object. The localization system is further extended by an occlusion detection module.

The object considered in this work is a relatively simple rotationally symmetric part. However, the difficulty of the localization task increases because of the reflective properties of the part. The appearance of industrial metallic parts is highly dependant on their orientation, illumination, and the viewpoint of the camera. We proposed a vision system that uses a high-intensity light source in a fixed position to a 2D camera mounted directly on a robotic gripper. This allowed us to take advantage of the reflective properties of metallic objects for pose estimation. Furthermore, using this setup, a semi-automatic data collection process was devised. This provides a useful tool for labeled image acquisition and allows for data acquisition on-site. The localization method estimates the camera to the object position and is independent of the robotic manipulator. This allows for an easy transfer between different robotic solutions. Provided that the camera and lighting systems remain unchanged, the pose estimation method can be transferred without retraining. Additionally, our previous work proved that the system can also be used with synthetic training data [36].

A complete robotic cell was designed and the experimental laboratory setup was modified for use in an industrial environment. The system was extended to contain a finite-state automaton with a set of recovery measures and a basic control interface for the operator, to provide fully automatic and fail-safe robot control without the need for any supervision or interference. The system was successfully deployed and extensively tested in factory production.

In future work, we hope to test our framework on a more complex and rotationally non-symmetric object. This would require modifying the orientation model by adding the
rotation around the object normal. However, since the proposed system does not rely on hard-coded properties of the object, using this framework on an object whose geometry is more complex should not bring additional difficulties, as the neural network model will learn the necessary visual features.
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