ABSTRACT

Computer-Assisted Pronunciation Training (CAPT) plays an important role in language learning. Conventional ASR-based CAPT methods require expensive annotation of the ground truth pronunciation for the supervised training. Meanwhile, certain undefined non-native phonemes cannot be correctly classified into standard phonemes, making the annotation process challenging and subjective. On the other hand, ASR-based CAPT methods only give the learner text-based feedback about the mispronunciation, but cannot teach the learner how to pronounce the sentence correctly. To solve these limitations, we propose to use the acoustic unit (AU) as the intermediary feature for both mispronunciation detection and correction. The proposed method uses the masked AU sequence and the target phonemes to detect the error AU and then corrects it. This method can give the learner speech-based self-imitating feedback, making our CAPT powerful for education.

Index Terms— Computer Assisted Pronunciation Training (CAPT), mispronunciation correction, mispronunciation detection

1. INTRODUCTION

Computer-Assisted Pronunciation Training (CAPT) is an important technology to offer a flexible education service for the second language (L2) learners. In the pronunciation training process, the learner is asked to read a target text, and the CAPT system should detect mispronunciations of the speech and give the proper feedback. The common approach for CAPT is to compare the pronounced speech with a certain standard pronunciation distribution. If the deviation is too large, this pronunciation is judged as an error.

Currently, most CAPT systems are based upon automatic speech recognition (ASR) models. For example, the goodness-of-pronunciation (GOP) [1] uses the posterior probability of the target text to judge the correctness. To simplify the workflow, [2–5] also propose to recognize the pronounced phonemes and compare them to the target ones as shown in Fig.1a.

However, it is hard for these discriminative approaches to model L2 features. First, to utilize L2 utterances, the text annotations must be the canonical phonemes pronounced by the speaker rather than the phonemes of the target text. Such annotations are expensive to obtain. Second, ASR-based methods only use the standard phonemes (for example, the 44 phonemes in English) for comparison. However, as analyzed in [6,7], English learners from different language backgrounds may show acoustic characteristics similar to their mother tongues. Thus, L2 utterances may include undefined phonemes and cannot be properly classified into the restricted standard phonemes. This phenomenon also makes the phonetic annotation process challenging and subjective.

To alleviate the restriction, Anti-Phone [3] proposes to extend the phonemes by using augmented labels. However, it still needs the phoneme-level annotation. Recently, several unsupervised pretraining technologies [8–10] have been applied to speech and they can discover the basic acoustic unit (AU) that is highly related to phonemes [8]. Compared with artificially defined phonemes, AU is more fine-grained and can model the acoustic feature in an unsupervised manner. Nevertheless, how to utilize AU for mispronunciation detection still remains to be explored.

On the other hand, existing ASR-based CAPT methods only give the learner text-based feedback about the mispronunciation, but cannot teach the learner how to pronounce the sentence correctly. In contrast, early comparison-based CAPT method [11] chooses to align the student utterance with a prepared teacher utterance. Misalignment between these two utterances is used to detect the mispronunciation. The teacher utterance can partly guide the learner for a correct pronunciation. With the quick development of text-to-speech (TTS) technologies, the teacher utterance can also be generated by a standard TTS model for the comparison-based methods (shown in Fig.1b). However, the main deficiency of such CAPT systems is that the low-level feature for comparison is not robust. The error between the student and the standard teacher feature may not indicate the mispronunciation due to speaker or style variation.

In this paper, we use the vector-quantized variational autoencoder (VQ-VAE) [10] to encode both L1 (native) and L2 utterances into AU as the intermediary feature. We propose a novel structure to utilize the encoded AU for both mispronunciation detection and correction as shown in Fig.1c. The proposed method can detect the mispronunciation without expensive expert annotations. Further, by masking the error area, the correct AU is generated by the model and finally...
Fig. 1: A comparison between different CAPT methods. We mark the target feature as green and the mismatched part as red. (a) ASR-based CART systems recognize the input spectrum and align the text with the target one to find the mispronunciation. (b) Comparison-based methods can use TTS to generate the standard spectrum and find the area with high error. (c) The proposed method corrects the input AU conditioned on the target text and outputs the error prediction.

converted to the correct pronunciation. As we only modify the error area and keep the correct pronunciation, the generate speech retains the style of the speaker. Such a self-imitating feedback is powerful for education.1

2. PROPOSED METHOD

2.1. Acoustic Unit Discovery

We choose VQ-VAE as the acoustic unit discovery model, as VQ-VAE can not only encode the spectrum but also decode AU back to the spectrum compared with other speech pretraining models such as Wav2Vec or Hu-BERT.

Compared with the original VQ-VAE, our modified version models the spectrum instead of the raw waveform. We also replace the encoder-decoder structure to Conformer as it can better capture the time-relevance. Moreover, to encourage the codebook usage, we append the diversity loss as it can better capture the time-relevance. Moreover, to encourage the codebook usage, we append the diversity loss.

2.2. Acoustic Unit Decoding

Our workflow is illustrated in Fig.2. After the training of VQ-VAE converges, we freeze the model parameters and encode both L1 and L2 utterances into AU. To simulate mispronunciations, the ground truth L1 AU sequence $X$ is mixed with the distracting AU sequence $D$ sampled from other utterances. Formally, for the L1 AU sequence $X_{0:T}$, we randomly replace $n$ segments of its original AU $X_{j_i:j_i+k_i}$, $1 \leq i \leq n$ with the distracting AU sequence $D$, where $k$ is the replacement length and $j$ is the start position. Correspondingly, we use a mask sequence $M_{0:T}$ (its initial values are 0) and set $M_{j_i:j_i+k_i}$ to 1. The corrupted AU sequence can be denoted as

$$C = D \odot M + X \odot (1 - M),$$

where $\odot$ is the element-wise production.

For the error detection model, as predicting the original L1 AU sequence helps the model to learn the correct distribution, we force the model to predict both the original AU sequence and the error mask based on the phonemes and the corrupted AU sequence. We adopt Transformer for this task. After encoding the phoneme $P$, we use two linear projection layers at the decoder for the original L1 AU and error mask prediction,

$$\hat{X}, \hat{M} = \text{Dec}(C, \text{Enc}(P)).$$

The loss function is defined as the classification loss between $X$ and $\hat{X}$ and $M$ and $\hat{M}$, using the cross-entropy (CE) loss and the binary cross-entropy (BCE) loss, respectively,

$$\mathcal{L} = \text{CE}(\hat{X}, X) + \text{BCE}(\hat{M}, M).$$

---

1Samples are provided in https://zju-zhan-zhang.github.io/mispronunciation-d-c/
Our correction model has the same structure as the error detection model, but needs a different training for fine-tuning. After the error detection training converges, we randomly replace the original AU X with an universal token ⟨MASK⟩ (i.e., the values of D are all ⟨MASK⟩ in Eq.1) and remove the BCE loss to further train the model to focus on AU correction. We should note that our model can be viewed as a special comparison-based CAPT (similar to Fig 1b). The main differences are: First, we generate AU instead of the spectrum, and AU is more robust to speaker or style variation when used for comparison-based CAPT. Second, the inference of Transformer-based TTS is auto-regressive, as TTS systems only use the text for input. However, for CAPT, both the input speech and its target text are provided. Thus, for inference, we can use the encoded AU for the decoder input. The model performs a partial correction rather than full generation and predicts the end-to-end error.

2.3. Mispronunciation Correction and Detection

Based on the aforementioned training, the detection model decides whether each AU matches the standard L1 distribution conditioned on the input phonemes. Since we use the L1 AU sequence X as the training target in Eq.3, AU that only appear in L2 utterances or deviated far from the corresponding phoneme will be found out.

Note that $\hat{M}$ is the AU-level error prediction. We use the attention map of the last decoder layer to align the AU sequence to the phoneme sequence. Formally, if we define the attention weight between each phoneme $P_i (i \leq L)$ and each predict error mask $\tilde{M}_j (j \leq T)$ as $A_{i,j}$, the error prediction for each phoneme $P_i$ is

$$\hat{E}_i = \frac{\sum_{j=1}^{T} A_{i,j} \hat{M}_j}{\sum_{j=1}^{T} A_{i,j}}.$$  (4)

A sample result is shown in Fig 3. When $\hat{E}_i$ is larger than the threshold $H$, we mark this phoneme as a mispronunciation.

For correction, we mask the predicted error area of the original input AU sequence with $\langle$MASK$\rangle$ and forward it using the correction model. The corrected AU sequence is further passed to the VQ-VAE decoder to get the spectrum. Finally, the spectrum is converted to the corrected speech waveform by a vocoder.

3. EXPERIMENTS

3.1. Implementation Details

We use Librispeech [15] as the L1 dataset and L2-Arctic [16] as the L2 dataset. Note that L2-Arctic contains 3599 human-annotated utterances that contain the phoneme-level mispronunciation label, while other 23268 utterances are not annotated. The annotated part is kept as the testset, and the other utterances are combined with Librispeech to train the proposed VQ-VAE. We convert the 24kHz raw waveform into the 80-dim log-Mel spectrum and use the Parallel-WaveGAN vocoder [19] for experiments.

For the proposed model, we list the details in Table 1, where $d_a$ is the attention dim, $d_{ff}$ is the feed-forward dim, $h$ is the number of attention heads, and $k$s is the kernel size. Note that a convolutional (Conv) layer is added before the VQ layer for time-domain down-sampling. Correspondingly, a transposed convolutional (TConv) layer is added after the VQ layer for up-sampling. We use Gumbel-Softmax [17] as the VQ layer, where $d_g$ is the dim of the VQ codebook embedding, $V$ is the number of codebooks, $\tau$ is the temperature. We also add two front Conv layers for the text encoder and AU decoder. We set $n = \max(1, \text{int}(\frac{T}{10}))$ for each AU sequence $X_{0:T}$. $k$ and $j$ are uniformly sampled, $k =$

| Model            | Description                        |
|------------------|------------------------------------|
| Spectrum         | $n_{FFT} = 2048, n_{win} = 1200, n_{hop} = 300$ |
| VQ Encoder       |                                     |
| Conformer Enc*3  | $d_a = 384, d_{ff} = 1536, h = 2, k_s = 7$ |
| Conv Layer       | $k_s = 3, \text{stride} = 2$        |
| VQ Layer         | $d_q = 64, V = 512, \tau = 1.0$     |
| Code Decoder     |                                     |
| TConv Layer      | $k_s = 3, \text{stride} = 2$        |
| Conformer Dec*3  | $d_a = 384, d_{ff} = 1536, h = 2, k_s = 31$ |
| Text Encoder     |                                     |
| Conv Layer*2     | $k_s = 3, \text{stride} = 1$        |
| Transformer Enc*6| $d_a = 512, d_{ff} = 1024, h = 4$   |
| Code Corrector   |                                     |
| Conv Layer*2     | $k_s = 5, \text{stride} = 1$        |
| Transformer Dec*12| $d_a = 512, d_{ff} = 1024, h = 4$   |

Table 1: Model details.
Table 2: Mispronunciation detection results.

| Model                     | Dataset        | PRE  | REC  | F1   |
|---------------------------|----------------|------|------|------|
| GOP-Based                 |                |      |      |      |
| GMM-HMM                   | L1 Only        | 0.290| 0.290| 0.290|
| ASR-Based                 |                |      |      |      |
| CTC-ATT                   | L1 Only        | 0.305| 0.525| 0.386|
| Transformer               | L1 Only        | 0.327| 0.553| 0.411|
| Comparison-Based          |                |      |      |      |
| Fastspeech2 (w/o Style)   | L1 Only        | 0.190| 0.527| 0.279|
| Fastspeech2 (w/ Style)    | L1+L2 (Speech Only) | 0.231| 0.543| 0.324|
| Proposed                  | L1+L2 (Speech Only) | 0.353| 0.577| 0.438|
| ASR-Based Topline         |                | 0.499| 0.613| 0.550|
| AntiPhone                 |                |      |      |      |

Fig. 4: Mispronunciation correction results.

int(R_k), R_k ~ U(0, 10) and j = int(R_j), R_j ~ U(0, T - k).
We set H = 0.4.

We use the Adam optimizer with the warm-up learning scheduler to train both VQ-VAE and the error detection model until the training loss converges. We fine-tune the correction model based on the error detection model with the learning rate of lr = 10^{-4}.

3.2. Mispronunciation Detection

For mispronunciation detection, phoneme-level ASR systems trained on Librispeech are set as the baseline using the workflow in [2][5]. Results of the GOP-based GMM-HMM from [16] are also displayed. For the comparison-based CAPT, we use a TTS model called Fastspeech2 [18] to generate the standard spectrum. To decrease the error caused by speaker or style variation, we provide the speaker-embedding for generation. Another version also adds the style (energy and pitch from the input L2 utterances). These two versions are denoted as Fastspeech2 (w/o Style) and Fastspeech2 (w/ Style). The phoneme duration of the test sample is used as the input condition so that the generated spectrum can be aligned with this sample for error calculation. To get the phoneme-level detection result, we average the frame-level error between the generated spectrum and the input spectrum for each phoneme. We use the MSE loss or cosine similarity to indicate the error and find MSE is better (the detection threshold is 0.3). Finally, we also set a supervised topline called Anti-Phone [3] that uses the 80% of the annotated label for training and 20% for testing. We use precision (PRE), recall (REC) and F1 score as the metrics.

We show the results in Table 2. With the help of deep-learning, the ASR-based models perform better than the GOP-based GMM-HMM model. The comparison-based methods do not perform well for detection as the low-level spectrum error may not be robust enough to overcome the style variation. Adding L2 style alleviates this phenomenon. Although the topline has the best F1 score, this supervised model must utilize the human-annotated data for training. Thus, it can be expensive and subjective compared to annotation-free models. The proposed model uses the robust AU sequence and the conditioned phonemes for judgment and achieves the best performance among the annotation-free models.

3.3. Mispronunciation Correction

To test whether the generated speech is corrected to the standard one objectively, we use a word-level ASR system trained on Librispeech to test the word error rate (WER). A higher WER suggests that the generated speech contains more mispronunciations that cannot be recognized by this L1 ASR system. We use the former two comparison-based models as the baseline. WER of the raw speech and the speech generated by GoogleTTS are also displayed. As WER is also limited by the used ASR system, we provide the input and the prediction by GoogleTTS are also displayed. As WER is also limited by the used ASR system, we provide the input and the prediction and ask 20 volunteers to vote their preference of using each model for CAPT.

As we can see from Fig 4 although the standard speech generated by GoogleTTS has the lowest WER, this model can only offer a fixed speech for teaching. Thus, its preference is relatively low. The other methods can partially clone the voice of the speaker, making a self-intimating feedback. They are more interesting and powerful for education. Adding styles from the L2 input leads to an increased WER but the preference also increases. For our method, as we only modify the wrong AU and keep the correct AU, it achieves the best style preservation for self-intimating. The results show that the proposed method achieves a comparable WER performance and the best preference.

4. CONCLUSION

In this paper, we propose a novel method to utilize AU for both mispronunciation detection and correction. Compared with ASR-based CAPT, our method can achieve a good detection performance without using the expensive annotation. Compared with comparison-based CAPT, our method is more robust in detection and also performs well in correction. Experiments show that the proposed method is a promising approach for CAPT.

[https://huggingface.co/speechbrain/asr-crdnn-transformerlm-librispeech](https://huggingface.co/speechbrain/asr-crdnn-transformerlm-librispeech)
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