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Abstract

In this paper we study lattice rules which are cubature formulae to approximate integrands over the unit cube \([0,1]^s\) from a weighted reproducing kernel Hilbert space. We assume that the weights are independent random variables with a given mean and variance for two reasons stemming from practical applications: (i) It is usually not known in practice how to choose the weights. Thus by assuming that the weights are random variables, we obtain robust constructions (with respect to the weights) of lattice rules. This, to some extend, removes the necessity to carefully choose the weights. (ii) In practice it is convenient to use the same lattice rule for many different integrands. The best choice of weights for each integrand may vary to some degree, hence considering the weights random variables does justice to how lattice rules are used in applications.

In this paper the worst-case error is therefore a random variable depending on random weights. We show how one can construct lattice rules which perform well for weights taken from a set with large measure. Such lattice rules are therefore robust with respect to certain changes in the weights. The construction algorithm uses the component-by-component (cbc) idea based on two criteria, one using the mean of the worst case error and the second criterion using a bound on the variance of the worst-case error. We call the new algorithm the cbc2c (component-by-component with 2 constraints) algorithm.

We also study a generalized version which uses \(r\) constraints which we call the cbcrc (component-by-component with \(r\) constraints) algorithm. We show that lattice rules generated by the cbcrc algorithm simultaneously work well for all weights in a subspace spanned by the chosen weights \(\gamma^{(1)}, \ldots, \gamma^{(r)}\). Thus, in applications, instead of finding one set of weights, it is enough to find an \(r\) dimensional convex polytope in which the optimal weights lie. The price for this method is a factor \(r\) in the upper bound on the error and in the construction cost of the lattice rule. Thus the burden of determining one set of weights very precisely can be shifted to the construction of good lattice rules.

Numerical results indicate the benefit of using the cbc2c algorithm for certain choices of weights.
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1 Introduction

In this paper we study the integration error using a lattice rule. A lattice rule is a quadrature rule of the form

\[ Q_N(f) = \frac{1}{N} \sum_{n=0}^{N-1} f \left( \frac{ng}{N} \right), \]

where \( N > 1 \) and \( s \) are natural numbers, \( g \in \{1, \ldots, N - 1\}^s \), and where \( \{x\} = (\{x_1\}, \ldots, \{x_s\}) \) for \( x = (x_1, \ldots, x_s) \) and \( \{x\} = x - \lfloor x \rfloor \) stands for the fractional part of a nonnegative real number \( x \). Lattice rules are quasi-Monte Carlo algorithms which are useful to approximate integrals \( \int_{[0,1]^s} f(x) \, dx \). In the following we present a survey of the literature and some background on lattice rules.

1.1 Literature survey and background on lattice rules

It has been shown that lattice rules are efficient for approximating integrals of periodic functions (see [6, 10, 13, 21]). The construction of lattice rules has seen many advances in recent years. An important framework in which to study lattice rules (and other quadrature rules) are reproducing kernel Hilbert spaces, which have first been considered in [7] and are now a standard tool in quasi-Monte Carlo integration. The component-by-component (cbc) construction (where the generating vector \( g \) is constructed one component at a time) was first discovered by Korobov [10] and [9, Theorem 18, p. 120] and independently rediscovered by Sloan and Reztsov [24]. In [22, 23] this idea has been further developed to allow one to use lattice rules also for nonperiodic integrands. Optimal convergence rates for lattice rules constructed this way have been shown in [9, 10] and independently in [11] for a prime number of points \( N \) and in [3] for a nonprime number of points. A breakthrough in reducing the construction cost of the cbc construction has been achieved by Nuyens and Cools in [16, 17], who showed how the fast Fourier transform can be used to reduce the construction cost of the search algorithm. A further very important development has been the introduction of weighted function spaces by Sloan and Woźniakowski [25]. Therein, the authors make the important observation that integrands may have different dependence on different projections. To take this fact into account, the authors introduced so-called weighted function spaces which yields a weighted worst-case error criterion. A comprehensive introduction to weighted function spaces and tractability questions as well as further background can be found in the comprehensive monographs [14, 15].

1.2 Worst-case error

In the following we introduce a specific reproducing kernel which will be sufficient to illustrate our algorithm. In order to keep the notation as simple as possible, we do not consider the most general case possible.

Consider the reproducing kernel (see [1]) \( K : [0,1]^2 \to \mathbb{C} \) defined by

\[ K_\gamma(x, y) = \gamma B_2(\{x - y\}), \]
where \( \gamma \geq 0 \) is a nonnegative real number, the 'weight', and \( B_2(z) = z^2 - z + 1/6 \) is the Bernoulli polynomial of degree two (cf. [7]). The Bernoulli polynomial \( B_2 \) has the Fourier series
\[
B_2(w) = \frac{1}{2\pi^2} \sum_{k \in \mathbb{Z}\setminus\{0\}} k^{-2} e^{2\pi i k w}.
\]

The reproducing kernel \( K_\gamma \) defines a reproducing kernel Hilbert space \( \mathcal{H}_\gamma \) of absolutely continuous, periodic functions on \([0, 1]\) which integrate to 0, with inner product
\[
\langle f, g \rangle = \frac{2\pi^2}{\gamma} \sum_{k \in \mathbb{Z}\setminus\{0\}} k^2 \hat{f}(k) \hat{g}(k).
\]

For dimensions \( s > 1 \) we consider the reproducing kernel
\[
K_\gamma(x, y) = 1 + \sum_{\emptyset \neq u \subseteq S} \gamma_u \prod_{i \in u} B_2(\{x_i - y_i\}),
\]
where \( S = \{1, \ldots, s\} \), \( \gamma = (\gamma_u)_{\emptyset \neq u \subseteq S} \) is a set of nonnegative real numbers \( \gamma_u \) associated with the projection onto the coordinates in \( u \) (we refer to these numbers as the 'weights' [25]), \( x = (x_1, \ldots, x_s) \) and \( y = (y_1, \ldots, y_s) \). The associated reproducing kernel Hilbert space is denoted by \( H_\gamma \) which is a sum of tensor products of the reproducing kernel Hilbert space with kernel \( K_\gamma \) and the space of constant functions, see [6, 7, 25] for more information. The kernel \( K_\gamma \) can also be interpreted as the shift-invariant kernel of a reproducing kernel Hilbert space of non-periodic functions [8]. Thus the results here can also be interpreted for randomly shifted lattice rules in the associated non-periodic reproducing kernel Hilbert space (as for instance in [11, 16, 17] and many other papers).

The integration error using a lattice rule with generating vector \( g \in \{1, \ldots, N - 1\}^s \) is defined as
\[
e(\mathcal{H}_\gamma, P_N(g)) = \sup_{f \in \mathcal{H}_\gamma, \|f\|_{\mathcal{H}_\gamma} \leq 1} \left| \int_{[0,1]^s} f(x) \, dx - \frac{1}{N} \sum_{n=0}^{N-1} f(\{ng/N\}) \right|.
\]

It was shown in [6, 7] that
\[
e^2(\mathcal{H}_\gamma, P_N(g)) = \int_{[0,1]^s} \int_{[0,1]^s} K_\gamma(x, y) \, dx \, dy
\]
\[
- \frac{2}{N} \sum_{n=0}^{N-1} \int_{[0,1]^s} K_\gamma(x, \{nx/N\}) \, dx + \frac{1}{N^2} \sum_{n, n' = 0}^{N-1} K_\gamma(\{ng/N\}, \{n'g/N\})
\]
\[
= \sum_{\emptyset \neq u \subseteq S} \gamma_u \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}),
\]
where the last inequality follows from \( \int_0^1 K_\gamma(x, y) \, dx = 1 \) and the fact that (see [6, 7])
\[
\frac{1}{N^2} \sum_{n, n' = 0}^{N-1} K_\gamma(\{ng/N\}, \{n'g/N\}) = \frac{1}{N} \sum_{n=0}^{N-1} K_\gamma(\{ng/N\}, 0).
\]
We use the last expression as error criterion in this paper, i.e.

\[ e^2(\mathcal{H}_\gamma, P_N(g)) = \sum_{\emptyset \neq u \subseteq S} \left( \gamma_u \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) \right). \] (1)

As indicated above, (1) can be interpreted as the square worst-case error in a Korobov space or the mean square worst-case error of a randomly shifted lattice rules in a Sobolev space. The square worst-case error \( e^2(\mathcal{H}, P_N(g)) \) is commonly used as error-criterion in a cbc construction \([3, 11, 16, 17, 22, 23]\).

The cbc algorithm is a greedy search algorithm to find a good generating vector \( g^* = (g_1^*, \ldots, g_s^*) \). This algorithm works the following way. First one chooses a number of points \( N \), the dimension \( s \) and some weights \( \gamma \). The component-by-component construction then finds a generating vector \( g^* = (g_1^*, \ldots, g_s^*) \) in the following way:

- Set \( g_1^* = 1 \).
- For \( j = 1, \ldots, s \) set
  \[ g_j^* = \arg\min_{1 \leq z \leq N-1} e^2(\mathcal{H}_\gamma, P_N((g_1^*, \ldots, g_{j-1}^*, z))). \]

1.3 The aim of the paper

In practice, it is usually not known how to choose the weights \( \gamma_u \), \( \emptyset \neq u \subseteq S \) in the worst-case error criterion. Some suggestions on how to choose the weights in financial applications have been put forward for instance in \([26, 27]\). Another method of choosing the weights is by choosing them such that the error bound is minimized \([12]\). However, choosing good weights remains a particular challenge for the application of lattice rules.

In this paper we assume that the weights are independent random variables with a given mean and variance for two reasons stemming from practical applications:

- It is usually not known in practice how to choose the weights precisely. By assuming randomness in the weights permits a ‘measurement error’ or noise in choosing the weights.
- It is convenient to use the same lattice rule for many different integrands. The best choice of weights for each integrand may vary to some degree, hence considering the weights random variables seems to be the right model in this case.

Indeed, it is desirable to have quadrature rules (lattice rules) which are robust with respect to the weights \( (\gamma_u) \), that is, for which one obtains a good convergence behavior, not only for one given choice of weights, but for a whole range of weights. In order to construct lattice rules which have this property, we assume that the weights are not given (or fixed), but rather, we assume they are chosen randomly with a given mean and variance. In this way, the square worst-case error \( e^2(\mathcal{H}_\gamma, P_N(g)) \) is a random variable (with respect to the weights \( \gamma \)). In the following we propose an algorithm to construct lattice rules which have a small expectation value and, at the same time, a small variance of \( e^2(\mathcal{H}_\gamma, P_N(g)) \) with respect to the random choices \( \gamma \). In a nutshell, the existence of such a lattice rule is guaranteed by the fact that more than half of the generating
vectors have small expectation value of the worst-case error and more than half of the generating vectors have small variance of the worst-case error. Thus there exists at least one vector for which both, the expectation value and the variance, are small. This yields a component-by-component algorithm with 2 constrains, which we call the cbc2c algorithm.

We also study a general version which uses \( r \) constraints which we call the \( \text{cbc}r \) (component-by-component (with) \( r \) constraints) algorithm. We show that lattice rules generated by the \( \text{cbc}r \) algorithm simultaneously work well for all weights in a subspace spanned by the chosen weights \( \gamma^{(1)}, \ldots, \gamma^{(r)} \). Thus, in applications, instead of finding one set of weights, it is enough to find an \( r \) dimensional convex polytope in which the optimal weights lie. The price for this method is a factor \( r \) in the upper bound on the error and the construction cost of the lattice rule. Thus the burden of finding one set of weights can be shifted to the construction of good lattice rules.

Theoretically one could make an exhaustive search to obtain a lattice rule which simultaneously works well for all choices of weights. This may eventually shift the question of how to choose the weights for a particular problem to the problem of finding a universal lattice rule which simultaneously works well for all choices of weights, thereby removing the need to choose weights in the first place. The computational challenge though is, that for higher dimensions finding such a lattice rule is currently intractable (since the cost depends exponentially on the dimension). Further, also the upper bound from this paper depends exponentially on the dimension when \( r = 2^s - 1 \). This method may be useful though for integrands with low truncation dimension \( d \) by choosing \( r = 2^d - 1 \) in this case.

We note that a similar theory can be applied to polynomial lattice rules and related point sets \[5, 13\].

In the next section we study the implications of the assumption that the weights are random on the square worst-case error. In Section \[3\] we first repeat some important insights from \[16, 17\]. We introduce the \( \text{cbc}2 \) algorithm and show that the constructed lattice rules work well for weights taken from a set of large measure. We then consider the \( \text{cbc}r \) algorithm and consider the geometrical interpretation of the algorithm. It is shown that the square worst case error satisfies a certain bound for all weights in an \( r \)-dimensional convex polytope which is defined by the weights used in the \( \text{cbc}r \) algorithm. In particular we explain how the weights in the \( \text{cbc}r \) algorithm determine the shape of the search space of the generating vectors. In Section \[4\] we provide some numerical examples to illustrate that in certain instances the \( \text{cbc}2c \) algorithm is beneficial.

## 2 The expectation value and standard deviation of the square worst-case error with random weights

We assume that the weights \( \gamma_u, \emptyset \neq u \subseteq \mathcal{S} \), are nonnegative, independent random variables with a given mean and variance. Let \( \mathbb{E} \) denote the expectation value and \( \text{Var} \) the variance. For any \( \emptyset \neq u \subseteq \mathcal{S} \) there are numbers \( \bar{\gamma}_u, \sigma_u \geq 0 \) such that for all \( \emptyset \neq u, u' \subseteq \mathcal{S} \) the following properties hold:

- \( \gamma_u \geq 0 \),
- \( \mathbb{E}(\gamma_u) = \bar{\gamma}_u \),
\[ \mathbb{E}(\gamma_u \gamma_{u'}) = \mathbb{E}(\gamma_u) \mathbb{E}(\gamma_{u'}) \quad \text{for} \quad u \neq u', \]
\[ \text{Var}(\gamma_u) = \sigma_u^2, \]

Note that we have \( \mathbb{E}(\gamma_u^2) = \pi_u^2 + \sigma_u^2. \) Let \( \overline{\gamma} = (\overline{\gamma}_u)_{\emptyset \neq u \subseteq \mathcal{S}} \) and \( \sigma = (\sigma_u)_{\emptyset \neq u \subseteq \mathcal{S}}. \)

We point out that the conditions for product weights need to be dealt with carefully. Assume that \( \gamma_u = \prod_{i \in u} z_i \) for some nonnegative real numbers \( z_i. \) Further assume that \( \mathbb{E}(z_i) = \overline{z}_i. \) Then \( \mathbb{E}(\gamma_u) = \prod_{i \in u} \overline{z}_i \) and hence \( \overline{\gamma}_u = \prod_{i \in u} \overline{z}_i. \) Assume that \( \text{Var}(z_i) = \sigma_i^2. \) Then for \( \emptyset \neq u, u' \subseteq \mathcal{S} \) with \( v = u \cap u' \) we have
\[ \mathbb{E}(\gamma_u \gamma_{u'}) = \mathbb{E}(\prod_{i \in u} z_i \prod_{i' \in u'} z_{i'}) = \prod_{i \in u \setminus v} \overline{z}_i \prod_{i' \in u' \setminus v} \overline{z}_{i'} \prod_{i' \in v} y_{i'}. \]

Thus, using these assumption, we do not have \( \mathbb{E}(\gamma_u \gamma_{u'}) = \mathbb{E}(\gamma_u) \mathbb{E}(\gamma_{u'}) \) in general, i.e., the weights are not independent (as is obvious from the definition \( \gamma_u = \prod_{i \in u} z_i \)). The analysis for such weights is slightly different and is not considered here. Instead, if the weights are of product form \( \gamma_u = \prod_{i \in u} z_i, \) we assume that \( \overline{\gamma}_u = \prod_{i \in u} \overline{z}_i \) and that \( \sigma_u = \prod_{i \in u} y_i \) for all \( \emptyset \neq u \subseteq \mathcal{S} \) for some numbers \( y_i, z_i \geq 0. \)

If the weights \( \gamma_u \) are uniformly distributed in the interval \( [\overline{\gamma}_u + \delta_u, \overline{\gamma}_u - \delta_u], \) where \( 0 \leq \delta_u \leq \overline{\gamma}_u, \) then the expectation value is \( \overline{\gamma}_u \geq 0 \) and \( \mathbb{E}(\gamma_u^2) = \frac{1}{\delta_u} \int_{\overline{\gamma}_u - \delta_u}^{\overline{\gamma}_u + \delta_u} \gamma_u^2 d\gamma_u = \overline{\gamma}_u^2 + \frac{\delta_u^2}{3}, \) thus the variance is \( \gamma_u^2 = \overline{\gamma}_u^2 + \frac{\delta_u^2}{3}. \) Note that \( \overline{\gamma}_u - \delta_u \geq 0, \) which ensures that the weights are always non-negative. In the following we do not assume that the weights are uniformly distributed, in fact, it is more interesting to assume a different distribution which also allows weights much larger than \( \overline{\gamma}_u + \delta_u. \)

In the following the expectation \( \mathbb{E}, \) the variance \( \text{Var} \) and the standard deviation \( \text{Std} \) are always taken with respect to the random variables \( \gamma_u. \) The expectation value is now
\[ \mathbb{E}(e^2(\mathcal{H}_\gamma, P_N(\mathbf{g}))) = \sum_{\emptyset \neq u \subseteq \mathcal{S}} \overline{\gamma}_u \frac{1}{N} \prod_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) = e^2(\mathcal{H}_\overline{\gamma}, P_N(\mathbf{g})). \]

Thus, current construction algorithms \([16, 17, 22, 23]\) can be viewed as finding quadrature rules for which the expected value is small. Here we aim at finding quadrature rules for which, additionally, the variance is small.

We point out that there is a difference between \( \overline{\gamma}_u \) ‘very small’ and \( \overline{\gamma}_u = 0. \) The restriction \( \gamma_u \geq 0 \) implies that if \( \overline{\gamma}_u = 0 \) then \( \sigma_u = 0. \) Thus if one constructs a lattice rule with error criterion \( e^2(\mathcal{H}_\overline{\gamma}, P_N(\mathbf{g})) \) where \( \overline{\gamma}_u = 0 \) for some \( \emptyset \neq u \subseteq \mathcal{S}, \) then this means that the random variable \( \gamma_u = 0 \) with probability 1. Thus setting \( \overline{\gamma}_u = 0 \) means that one knows that \( \gamma_u = 0 \) and the associated ANOVA term \( f_u = 0. \) Lattice rules constructed using such weights do not have any guarantee that positive weights \( \gamma_u > 0 \) will yield a good result. To illustrate, consider the two-dimensional example where \( \gamma_1 = 1, \gamma_2 = 1 \) and \( \gamma_{1,2} = 0 \) and the lattice rule has generating vector \( \mathbf{g} = (1, 1). \) This lattice rule works well in this case but not if the weight \( \gamma_{1,2} \) changes to 1, say; see also \([20]\).

Using some elementary properties of the variance we obtain
\[ \text{Var}(e^2(\mathcal{H}_\gamma, P_N(\mathbf{g}))) = \sum_{\emptyset \neq u \subseteq \mathcal{S}} \left( \sigma_u \frac{1}{N} \prod_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) \right)^2 \]
and the standard deviation is given by

$$\text{Std}(e^2(\mathcal{H}_\gamma, P_N(g))) = \sqrt{\text{Var}(e^2(\mathcal{H}_\gamma, P_N(g)))} = \sqrt{\sum_{\emptyset \neq u \subseteq S} \left( \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) \right)^2}.$$

Lattice rules for which the variance $\text{Var}(e^2(\mathcal{H}_\gamma, P_N(g)))$ is small are less sensitive to changes of the weights $\gamma_u$. Notice that the variance is difficult to compute in general in high dimensions since it involves a sum over all subsets of $\{1, \ldots, s\}$ for which $\sigma_u > 0$ and which, in general, cannot easily be simplified to a formula which can be computed quickly, even in the case where the weights are of product form.

Notice that (2) is the one-norm of the vector consisting of the error of the projections weighted by the expectation values of the weights, whereas the standard deviation is the two-norm of the vector consisting of the error of the projections weighted by the variance of the weights.

Let $\mu$ be a probability measure on the weights $((\gamma_u)_{\emptyset \neq u \subseteq S})$. We now use the one-sided Chebyshev inequality which states that for a random variable $X$ with probability measure $\Pr$, expectation $E(X)$ and standard deviation $\text{Std}(X)$, we have for any $c > 0$ that

$$\Pr(X - E(X) \geq c \text{Std}(X)) \geq \frac{1}{1 + c^2}.$$

Thus we obtain the following result.

**Lemma 1.** For any $c > 0$ we have

$$\mu(\gamma : e^2(\mathcal{H}_\gamma, P_N(g)) \leq e^2(\mathcal{H}_\gamma, P_N(g)) + c \text{Std}(e^2(\mathcal{H}_\gamma, P_N(g)))) \geq \frac{c^2}{1 + c^2}.$$

As noted above, the standard deviation is in general difficult to compute, however, using Jensen’s inequality we have

$$\text{Std}(e^2(\mathcal{H}_\sigma, P_N(g))) \leq \sum_{\emptyset \neq u \subseteq S} \left( \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) \right)^2 \leq \sum_{\emptyset \neq u \subseteq S} \sigma_u \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) = e^2(\mathcal{H}_\sigma, P_N(g)).$$

Thus the square worst-case error with the variances as weights is an upper bound on the standard deviation. This upper bound can easily be computed (for instance for variances of product form).

Assume now that if for some $\emptyset \neq u \subseteq S$ we have $\sigma_u = 0$, then also $\gamma_u = 0$ and therefore $\gamma_u = 0$. Using Hölder’s inequality we have

$$e^2(\mathcal{H}_\gamma, P_N(g)) = \sum_{\emptyset \neq u \subseteq S \atop \sigma_u > 0} \frac{\gamma_u}{\sigma_u} \left( \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) \right)$$
Thus a small standard deviation implies a small expected error. Combining the last two inequalities we obtain the following result.

**Lemma 2.** Assume that if for some $\emptyset \neq u \subseteq S$ we have $\sigma_u = 0$, then also $\gamma_u = 0$ and therefore $\tau_{\gamma_u} = 0$. Then we have

\[
e^2(\mathcal{H}_\gamma, P_N(g)) \leq \text{Std}(e^2(\mathcal{H}_\sigma, P_N(g))) \sqrt{\sum_{\emptyset \neq u \subseteq S} \frac{\gamma_u^2}{\sigma_u^2}}.
\]

If the weights $\sigma$ are decaying such that the upper bound is independent of the dimension, i.e. strong tractability (see [14, 15, 25]) holds, then for any weights $\gamma$ such that the expression $\sum_{u \subseteq N, |u| < \infty} \frac{\gamma_u^2}{\sigma_u^2} < \infty$ one also obtains a bound which is independent of the dimension, i.e. one has strong tractability. Further, if $e^2(\mathcal{H}_\sigma, P_N(g))$ satisfies strong tractability, then also the standard deviation is bounded.

Combining the last two lemmas we obtain the following corollary.

**Corollary 1.** Assume that if for some $\emptyset \neq u \subseteq S$ we have $\sigma_u = 0$, then also $\gamma_u = 0$ and therefore $\tau_{\gamma_u} = 0$. Then for any $c > 0$ we have

\[
\mu \left( \gamma : e^2(\mathcal{H}_\gamma, P_N(g)) \leq e^2(\mathcal{H}_\sigma, P_N(g)) \left( \sqrt{\sum_{\emptyset \neq u \subseteq S} \frac{\tau_{\gamma_u}^2}{\sigma_u^2} + c} \right) \right) \geq \frac{c^2}{1 + c^2}.
\]

This result can be viewed as a robustness result with respect to weights. If one constructs a lattice rule using $\sigma = (\sigma_u)$ as weights, then for a set of weights taken from a set with measure at least $\frac{c^2}{1 + c^2}$, the error is bounded by

\[
e^2(\mathcal{H}_\sigma, P_N(g)) \left( \sqrt{\sum_{\emptyset \neq u \subseteq S} \frac{\tau_{\gamma_u}^2}{\sigma_u^2} + c} \right).
\]

There is one notable exception, namely, if $\sigma_u = 0$ for some $\emptyset \neq u \subseteq S$, then no robustness with respect to the projection on $u$ can be obtained (as was also illustrated above).

In the following we show that one can do better by taking the robustness into account in the construction of the lattice rule itself.

### 3 A construction of robust lattice rules

In this section we generalize the component-by-component algorithm from [9, 24]. We repeat some facts from the fast cbc algorithm of Nuyens and Cools [16, 17].
3.1 The fast Fourier transform method

Nuyens and Cools [16, 17] have shown how to use the fast Fourier transform to reduce the computation time of the component-by-component algorithm. Because of the importance of these ideas we repeat them here (as is well understood, we see below that the algorithm of Nuyens and Cools actually calculates slightly more, which is important for the cbcrc algorithm below).

For simplicity of exposition we assume product weights $\gamma_u = \prod_{i \in u} \tilde{\gamma}_i$ and that $N$ is a prime number. For more general cases see [16, 17]. Assume that the coordinates $g_1^*, \ldots, g_{j-1}^* \in \{1, \ldots, N-1\}$ are already fixed. Then we write the error criterion for $j > 1$ in the form

$$e^2(\mathcal{H}_\gamma, P_N((g_1^*, \ldots, g_{j-1}^*, z)))$$

$$= -1 + \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{ng_i^*/N\})) (1 + \tilde{\gamma}_j B_2(\{nz/N\}))$$

$$= -1 + \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{ng_i^*/N\})) + \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{ng_i^*/N\})) B_2(\{nz/N\})$$

$$= e^2(\mathcal{H}_\gamma, P_N((g_1^*, \ldots, g_{j-1}^*))) + \frac{1}{N} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i/6) / 6$$

$$+ \frac{1}{N} \sum_{n=1}^{N-1} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{ng_i^*/N\})) B_2(\{nz/N\}).$$

Since the components $g_1^*, \ldots, g_{j-1}^*$ are fixed, the value $e^2(\mathcal{H}_\gamma, P_N((g_1, \ldots, g_{j-1})))$ and

$$\frac{1}{N} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i/6) / 6$$

does not depend on $z$ and can therefore be ignored. Thus it suffices to calculate

$$\Psi(z) = \sum_{n=1}^{N-1} \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{ng_i^*/N\})) B_2(\{nz/N\}) \quad \text{for } 1 \leq z \leq N - 1.$$ 

We define the matrix

$$\Omega = (B_2(\{nz/N\}))_{1 \leq n, z \leq N-1}$$

and the vector

$$p = \left( \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{0g_i^*/N\})), \ldots, \prod_{i=1}^{j-1} (1 + \tilde{\gamma}_i B_2(\{(N-1)g_i^*/N\})) \right)^\top.$$ 

Then

$$\left( \Psi(1), \ldots, \Psi(N-1) \right)^\top = \Omega p.$$ 

The matrix $\Omega$ has some structure which allows one to use the fast Fourier transform. Let $1 < v < N$ be a primitive element in the finite field $\mathbb{Z}_N = \{0, 1, \ldots, N-1\}$ of prime order $N$. Note that the multiplicative inverse $v^{-1}$ is then also a primitive element. We define the permutation matrix $\Pi(v) = (\pi_{k, l}(v))_{1 \leq k, l \leq N-1}$ by

$$\pi_{k, l}(v) = \begin{cases} 
1 & \text{if } k = v^l \pmod{N}, \\
0 & \text{otherwise}.
\end{cases}$$
Note that $\Pi(v)\Pi(v)^\top = I$, the identity matrix. Let $C = (c_{k,l})_{1\leq k,l \leq N-1}$ be defined by

$$C = \Pi(v)^\top \Omega \Pi(v^{-1}),$$

hence

$$c_{k,l} = \sum_{u,w=1}^{N-1} \pi_{u,k}(v)B_2(\{uw/N\})\pi_{w,l}(v^{-1}) = B_2(\{v^{k-l}/N\}).$$

The matrix $C$ is therefore circulant. Let $F_{N-1} = (N-1)^{-1/2}(f_{k,l})_{0 \leq k,l \leq N-2}$ be the Fourier matrix of order $N-1$ where $f_{k,l} = e^{2\pi i kl/N}$. Then $D = F_{N-1}CF_{N-1}^{-1}$ is a diagonal matrix. Thus we have

$$\Omega = \Pi(v)C\Pi(v^{-1})^\top = \Pi(v)F_{N-1}^{-1}DF_{N-1}\Pi(v^{-1})^\top.$$  

Consider now the matrix-vector multiplication $\Omega p$. Multiplying a vector with the permutation matrices $\Pi(v), \Pi(v^{-1})^\top$ takes $O(N)$ operations, the matrix vector-multiplication with the matrices $F_{N-1}, F_{N-1}^{-1}$ can be carried out in $O(N\log N)$ operations using the fast Fourier transform. Multiplying the diagonal matrix $D$ with a vector takes $O(N)$ operations. Thus the matrix-vector multiplication $\Omega p$ can be carried out in $O(N\log N)$ operations. For more details see [18].

Notice that the fast matrix vector multiplication directly yields the whole vector $(\Psi(1), \ldots, \Psi(N-1))^\top$. This vector can be ordered (using a sorting algorithm) to obtain $\Psi(z_1) \leq \Psi(z_2) \leq \cdots \leq \Psi(z_{N-1})$. This can be done in $O(N\log N)$ operations. Thus, by the above arguments, we can compute $z_1, \ldots, z_{N-1}$ such that

$$e^2(\mathcal{H}_\gamma, P_N((g_1^*, \ldots, g_{j-1}^*, z_1))) \leq \cdots \leq e^2(\mathcal{H}_\gamma, P_N((g_1^*, \ldots, g_{j-1}^*, z_{N-1})))$$

in $O(N\log N)$ operations.

### 3.2 The fast cbc2c algorithm

In the previous section we have shown some robustness of lattice rules which are constructed for a given set of weights. In this section we modify the fast cbc algorithm [16, 17] to construct lattice rules for which, simultaneously, $\mathbb{E}(e^2(\mathcal{H}_\gamma, P_N(g))) = e^2(\mathcal{H}_\gamma, P_N(g))$ and $\text{Std}(e^2(\mathcal{H}_\gamma, P_N(g)))$ are small. Since the standard deviation $\text{Std}(e^2(\mathcal{H}_\gamma, P_N(g)))$ is in general difficult to compute, we use $e^2(\mathcal{H}_\gamma, P_N(g))$ as criterion instead. This has the additional advantage that the roles of $\gamma$ and $\sigma$ are interchangeable.

Throughout the paper let $\kappa$ denote the number of distinct prime factors of the integer $N \geq 2$. We use [4, Theorem 3], which states that for any $c \geq 1$, the proportion of generating vectors $g \in \{1, \ldots, N-1\}^s$ which satisfy

$$e^2(\mathcal{H}_\gamma, P_N(g)) \leq \left( \frac{c}{N} \sum_{\emptyset \neq u \subseteq S} \gamma_\alpha^{1/\tau} (2^\alpha \pi^{-2} \zeta(2/\tau)) |w| \right)^\tau$$

for all $1 \leq \tau < 2$,  \hspace{1cm} (3)

where $\zeta(r) = \sum_{k=1}^{\infty} k^{-r}$ is the Riemann zeta function, is bigger than $1 - c^{-1}$, i.e. there are more than $(N - 1)^s (1 - c^{-1})$ generating vectors $g \in \{1, \ldots, N-1\}^s$ which satisfy the above bound (see also [19] for other criteria and bounds when $N$ is not prime). Further, [4, Theorem 10] states that a generating vector $g^* = (g_1^*, \ldots, g_s^*) \in \{1, \ldots, N-1\}$ which satisfies (3) can be found component-by-component. Thus we obtain the following result which follows from the fact that the intersection of two sets with measure bigger than $1 - c_1^{-1}$ and $1 - c_2^{-1}$, where $c_1, c_2 \geq 1$ are such that $1 - c_1^{-1} + 1 - c_2^{-1} \geq 1$, is non-empty.
Algorithm 1 (The fast component-by-component two criteria (fast cbc2c algorithm)).

Given: natural numbers \( N, s \), nonnegative real numbers \( \tau_u, \sigma_u \) for all \( \emptyset \neq u \subseteq S \); \( 1 \leq c_1 \leq 2, 2 \leq c_2 \leq \infty \) such that \( c_1^{-1} + c_2^{-1} = 1 \).

- Set \( g_1^* = 1 \).
- For \( j = 2, \ldots, s \) do the following:
  
  - **Hard constraint**
    
    Let \( K_1 = \min\{\left\lfloor (N-1)(1-c_1^{-1}) \right\rfloor + 1, N-1\} \). Find the set of integers \( A = \{z_1, \ldots, z_{K_1}\} \subseteq \{1, \ldots, N-1\} \) which satisfies:
    
    \[
    e^2(\mathcal{H}_{\sigma}, P_N((g_1^*, \ldots, g_{j-1}^*, z_i))) \leq e^2(\mathcal{H}_{\tau}, P_N((g_1^*, \ldots, g_{j-1}^*, z)))
    \]
    
    for all \( 1 \leq i \leq K_1 \) and \( z \in \{1, \ldots, N-1\} \setminus A \) (using the fast Fourier transform).

  - **Soft constraint**
    
    Let \( K_2 = \min\{\left\lfloor (N-1)(1-c_2^{-1}) \right\rfloor + 1, N-1\} \). Find the set of integers \( B = \{y_1, \ldots, y_{K_2}\} \subseteq \{1, \ldots, N-1\} \) which satisfies:
    
    \[
    e^2(\mathcal{H}_{\sigma}, P_N((g_1^*, \ldots, g_{j-1}^*, y_i))) \leq e^2(\mathcal{H}_{\sigma}, P_N((g_1^*, \ldots, g_{j-1}^*, y)))
    \]
    
    for all \( 1 \leq i \leq K_2 \) and \( y \in \{1, \ldots, N-1\} \setminus B \) (using the fast Fourier transform).
- Choose \( g_j^* \in A \cap B \) which minimizes \( e^2(\mathcal{H}_{\tau}, P_N((g_1^*, \ldots, g_{j-1}^*, w))) \) as a function of \( w \).

- Return \( g^* = (g_1^*, \ldots, g_s^*) \).

Some comments are in order:

(i) We have \( K_1 + K_2 > (N-1)(1-c_1^{-1} + 1-c_2^{-1}) = N-1 \). Thus the set \( A \cap B \) is not empty. Further note that the vector \( g^* \) found by Algorithm 1 satisfies the bounds in Theorem 1 (see also [4, Theorem 10]).

(ii) The algorithm is basically symmetric in the constraints, but, by choosing \( 1 \leq c_1 \leq 2 \), the first constraint is at least as hard to satisfy as the second one, since the upper bound is lower.

(iii) We have biased the algorithm towards the hard constraint. Instead of choosing the value \( g_d^* \in A \cap B \) which minimizes \( e^2(\mathcal{H}_{\tau}, P_N((g_1^*, \ldots, g_{d-1}^*, w))) \) actually any value in the set \( A \cap B \) could be chosen. The results still apply in this case.

(iv) The classical cbc algorithm corresponds to the special case where \( c_1 = 1 \) and \( c_2 = \infty \). Further, the classical cbc algorithm can also be obtained by choosing \( \overline{\tau} = \sigma \) (in which case the choice of \( 1 \leq c_1, c_2 \leq \infty \) is irrelevant).

(v) The fast cbc algorithm can be used to calculate the values \( e^2(\mathcal{H}_{\tau}, P_N((g_1^*, \ldots, g_{d-1}^*, z))) \) and \( e^2(\mathcal{H}_{\tau}, P_N((g_1^*, \ldots, g_{d-1}^*, y))) \) for all \( y, z \in \{1, \ldots, N-1\} \) very efficiently. The values need to be sorted and then one needs to choose a value in \( A \cap B \). The main complexity is calculating the worst-case errors, hence the number of operations needed for the algorithm is the same as that for the fast cbc construction [16, 17] (but with a larger constant since we have two worst-case errors). Thus one has a fast cbc2c algorithm.
From [4, Theorem 10] we obtain the following result concerning the cbc2c algorithm.

**Theorem 1.** Let $N$ be an integer and $1 \leq c_1, c_2 \leq \infty$ such that $c_1^{-1} + c_2^{-1} = 1$. Then the generating vector $g^* \in \{1, \ldots, N-1\}^s$ constructed by the cbc2c algorithm satisfies

$$e^2(\mathcal{H}_\sigma, P_N(g^*)) \leq \left( \frac{c_1}{N} \sum_{\emptyset \neq u \subseteq S} \tau_u^{1/\tau} (2^{\kappa} \pi^{-2} \zeta(2/\tau))^{[u]} \right) \tau \quad \text{for all } 1 \leq \tau < 2, \text{ and}$$

$$e^2(\mathcal{H}_\sigma, P_N(g^*)) \leq \left( \frac{c_2}{N} \sum_{\emptyset \neq u \subseteq S} \sigma_u^{1/\tau} (2^{\kappa} \pi^{-2} \zeta(2/\tau))^{[u]} \right) \tau \quad \text{for all } 1 \leq \tau < 2.$$

For $c > 0$ and $1 \leq \tau, \tau' < 2$ let

$$B_{\tau, \sigma}(c, \tau, \tau', N) = \left( \frac{c_1}{N} \sum_{\emptyset \neq u \subseteq S} \tau_u^{1/\tau} (2^{\kappa} \pi^{-2} \zeta(2/\tau))^{[u]} \right) \tau + c \left( \frac{c_2}{N} \sum_{\emptyset \neq u \subseteq S} \sigma_u^{1/\tau'} (2^{\kappa} \pi^{-2} \zeta(2/\tau'))^{[u]} \right) \tau'.$$

We obtain the following corollary from Lemma 1 and Theorem 1.

**Corollary 2.** The generating vector $g^* = (g_1^*, \ldots, g_s^*)$ constructed by the cbc2c algorithm satisfies

$$\mu(\gamma : e^2(\mathcal{H}_\gamma, P_N(g^*))) \leq B_{\tau, \sigma}(c, \tau, \tau', N) \text{ for all } 1 \leq \tau, \tau' < 2 \geq \frac{c^2}{1 + c^2} \text{ for any } c > 0.$$

By choosing $\gamma = \sigma$, Algorithm 1 can be simplified to the classical cbc algorithm. Thus Corollary 2 with $\gamma = \sigma$, applies to the classical fast cbc algorithm. However, in this case, if $\gamma_u$ is small then also $\sigma_u = \gamma_u$ is small and thus the lattice rule may be sensitive to changes in the projection $u$. Unfortunately Corollary 2 does not give any information about the set of the weights which satisfy the condition. We study this topic in the following more general setting of the cbc algorithm with $r$ constraints.

### 3.3 The fast cbcr algorithm

In this subsection, instead of two constraints we study a cbc algorithm using $1 \leq r \leq 2^s - 1$ constraints. In this case one needs $r$ sets of weights $\gamma_r^{(1)}, \ldots, \gamma_r^{(r)}$ which are linearly independent in $\mathbb{R}^{2^r - 1}$ and $1 \leq c_1, \ldots, c_r \leq \infty$ such that $c_1^{-1} + \cdots + c_r^{-1} = 1$. As we will see below, adding a vector of weights $\gamma'$ which is a linear combination of the weights $\gamma_r^{(1)}, \ldots, \gamma_r^{(r)}$ does not add a new constraint, since any vector satisfying the first $r$ constraints automatically satisfies the constraint using the weight $\gamma'$.

**Algorithm 2** (The fast component-by-component $r$ criteria (fast cbcr) algorithm). Given: natural numbers $N, s$ and $1 \leq r \leq 2^s - 1$, nonnegative real vectors $\gamma_r^{(1)} = (\gamma_r^{(1)})_{\emptyset \neq u \subseteq S}, \ldots, \gamma_r^{(r)} = (\gamma_r^{(r)})_{\emptyset \neq u \subseteq S}$ which are linearly independent in $\mathbb{R}^{2^r - 1}$; positive numbers $c_1, \ldots, c_r \in \mathbb{R} \cup \{\infty\}$ which satisfy $c_r \geq \cdots \geq c_1 \geq 1$ and $c_1^{-1} + \cdots + c_r^{-1} = 1$.

- Set $K_w = \min\{1, (N-1)(1-c_w^{-1}) + 1, N-1\}$ for $1 \leq w \leq r$.
- Set $g_1^* = 1$;
• For \( j = 2, \ldots, s \) do the following:
  
  - For \( w = 1, \ldots, r \) do the following:
    
    Find the set of integers \( A_w = \{z_w^{(1)}, \ldots, z_w^{(K_w)}\} \subseteq \{1, \ldots, N - 1\} \) which satisfies:
    
    \[
    e^2(\mathcal{H}_{\gamma(w)}, P_N((g^{(1)}_1, \ldots, g^{(s)}_j, z_w^{(w)}))) \leq e^2(\mathcal{H}_{\gamma(w)}, P_N((g^{(1)}_1, \ldots, g^{(s)}_j, z)))
    \]
    
    for all \( 1 \leq i \leq K_w \) and \( z \in \{1, \ldots, N - 1\} \setminus A_w \) using the fast algorithm described above.
    
  - Choose \( g_d^* \in \bigcap_{1 \leq w \leq r} A_w \) which minimizes \( e^2(\mathcal{H}_{\gamma(w)}, P_N((g^{(1)}_1, \ldots, g^{(s)}_d, z))) \) as a function of \( z \).

  • Return \( g^* = (g^*_1, \ldots, g^*_s) \).

The considerations above imply therefore that the construction cost of the fast \texttt{cbc}
algorithm is \( \mathcal{O}(rsN(\log N)) \) operations using \( \mathcal{O}(rN) \) storage (note that the intersection step can be done by sorting the elements in \( A_1, \ldots, A_r \) first, which takes \( \mathcal{O}(N \log N) \) operations).

From \cite[Theorem 10]{[4]} we also obtain a generalization of Theorem 1 which applies to the \texttt{cbc} algorithm.

**Theorem 2.** Let \( N \geq 2 \) and \( r \geq 1 \) be integers and \( 1 \leq c_1, \ldots, c_r \leq \infty \) such that 
\[
c_1^{-1} + \cdots + c_r^{-1} = 1.
\]

Then the generating vector \( g^* \in \{1, \ldots, N - 1\}^s \) constructed by the \texttt{cbc} algorithm using the weights \( \gamma^{(1)}, \ldots, \gamma^{(r)} \) satisfies

\[
e^2(\mathcal{H}_{\gamma(w)}, P_N(g^*)) \leq \left( \frac{C_s}{N} \sum_{\emptyset \neq u \subseteq S} (\gamma_u^{(w)})^{1/\tau} (2^\kappa \pi^{-2} \zeta(2/\tau))^{\mu_u} \right)^\tau \quad \text{for all} \ 1 \leq \tau < 2
\]

and all \( 1 \leq w \leq r \).

### 3.4 The geometry of the \texttt{cbc} algorithm

For a \( x \in \mathbb{R}^{2s-1} \) we write \( x \preceq y \) if \( x_i \leq y_i \) for all \( 1 \leq i < 2^s \), where \( x = (x_1, \ldots, x_{2^s - 1}) \) and \( y = (y_1, \ldots, y_{2^s - 1}) \). Similarly we use the symbols \( <, >, \succeq \).

For \( z = (z_1, \ldots, z_{2^s - 1}) \in \mathbb{R}^{2s-1} \) and \( \varepsilon > 0 \) we define the simplex

\[
\Gamma(z, \varepsilon) = \{ y \in \mathbb{R}^{2s-1} : y \succeq 0, y \cdot z \leq \varepsilon \}.
\]

This simplex has vertices \( 0 \) and \((0, \varepsilon/z_i), 1 \leq i < 2^s \), which stands for the vector whose \( i \)th component is 0 for \( i \neq i' \) and whose \( i \)th component is \( z_i \). If \( z_i = 0 \) for some component \( i \), then the simplex is degenerate and we consider the projection of the set onto those components which are nonzero (which is then a nondegenerate simplex).

Let \( g = (g_1, \ldots, g_s), g_u = (g_i) \in u \) and

\[
e_u = e_u(g_u) = \frac{1}{N} \sum_{n=0}^{N-1} \prod_{i \in u} B_2(\{ng_i/N\}) \quad \text{for} \ \emptyset \neq u \subseteq S,
\]

\[
e = e(g) = (e_u)_{\emptyset \neq u \subseteq S},
\]
\[ X_{\gamma,c} = X_{\gamma,c}(N) = \inf_{1 \leq \tau < 2} \left( \frac{C}{N} \sum_{\emptyset \neq u \subseteq S} (\gamma_u)^{1/\tau} (2\pi^{-2}\zeta(2/\tau))^{\|u\|} \right)^{\tau}. \]

Notice that since \( e_u \) is the worst-case error of integration in a reproducing kernel Hilbert space, we have \( e_u \geq 0 \) and therefore \( e \geq 0 \).

Theorem 2 implies that the cbrc algorithm now chooses the generating vector \( g \in \{1, \ldots, N-1\}^s \) such that

\[ \gamma^{(w)} \cdot e := (\gamma_u^{(w)}) \cdot (e_u) := \sum_{\emptyset \neq u \subseteq S} \gamma_u^{(w)} e_u \leq X_{\gamma^{(w)},c_w} \quad \text{for } 1 \leq w \leq r. \]

Thus \( e \) lies in the intersection of the simplices \( \Gamma(\gamma^{(w)}, X_{\gamma^{(w)},c_w}) \) for \( 1 \leq w \leq r \):

\[ e \in \bigcap_{1 \leq w \leq r} \Gamma(\gamma^{(w)}, X_{\gamma^{(w)},c_w}). \] (5)

Geometrically this means that \( e \) lies in a convex \( r \)-polytope given by the intersection of \( r \) simplices. The weights \( \gamma^{(w)} \) change the shape of the simplices, whereas the values \( X_{\gamma^{(w)},c_w} \) change the size of the simplices.

Compared to the cbc algorithm, the component-by-component \( r \) criteria (cbrc) algorithm first increases the original simplex (by at most a factor of \( c_r \)) and then intersects it with other simplices, see Figure 1. This can be used to prevent \( e \) to be chosen too close to a vertex of the original simplex (this prevents \( e_u \) from becoming too large for some \( \emptyset \neq u \subseteq S \)).

Figure 1: The figure shows the search domains. The classical cbc algorithm searches in a simplex as indicated in the left picture. The cbrc algorithm first increases the size of the simplex (second picture) and then intersects it with another simplex (third picture) to get the new search domain (fourth picture). This way extreme choices near the vertex of the original simplex (which corresponds to a large value of \( e_u \) for some \( u \)) can be avoided.

### 3.5 The geometry of the weights

We now study the geometry of the weights for which the corresponding square worst-case error satisfies a certain bound. Since \( e \) is fixed once a generating vector \( g^* \) is chosen, we consider now the set of weights

\[ \Gamma = \left\{ (\gamma_u)_{\emptyset \neq u \subseteq S} : e^2(\mathcal{H}_\gamma, P_N(g^*)) \leq \varepsilon e^2(\mathcal{H}_\gamma, P_0) \right\}. \]
where $\varepsilon > 0$ is a real number, $P_0 = \emptyset$ and

$$e^2(\mathcal{H}_{\gamma}, P_0) = \inf_{f \in \mathcal{H}_{\gamma}, \|f\|_{\mathcal{H}_{\gamma}} \leq 1} \left| \int_{[0,1]^s} f(x) \, dx \right|$$

is the initial error \cite{25}. For our space we have $e^2(\mathcal{H}_{\gamma}, P_0) = 1$.

The square worst-case error $e^2(\mathcal{H}_{\gamma}, P_N(g^*)) = e \cdot \gamma$ is a linear function of $\gamma_u$. Thus $\Gamma$ is a simplex in $\mathbb{R}^{2^s-1}$ given by

$$\Gamma = \Gamma(e, \varepsilon),$$

which has vertices $(0)_{\emptyset \neq u \subseteq S}$ and

$$(0_{S\setminus u}, e_u^{-1} \varepsilon) \quad \text{for } \emptyset \neq u \subseteq S.$$
\[ \hat{\gamma}^{(w)} = \varepsilon X_{\gamma^{(w)}, c_{w}}^{-1} \hat{\gamma}^{(w)}, \quad 1 \leq w \leq r \] for some real number \( \varepsilon > 0 \). Then \( X_{\gamma^{(w)}, c_{w}} = \varepsilon \) for all \( 1 \leq w \leq r \). Note that criterion in the cbrc algorithm does not change by this normalization since the cbrc algorithm yields exactly the same generating vector \( g^* \) using the weights \( \gamma^{(1)}, \ldots, \gamma^{(r)} \) as it does for using the weights \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \). Thus

\[ e \in \Gamma(\gamma^{(w)}, X_{\gamma^{(w)}, c_{w}}) \iff \gamma^{(w)} \in \Gamma(e, X_{\gamma^{(w)}, c_{w}}) \iff \hat{\gamma}^{(w)} \in \Gamma(e, \varepsilon). \]

Now (5) is equivalent to

\[ e \in \bigcap_{1 \leq w \leq r} \Gamma(\gamma^{(w)}, X_{\gamma^{(w)}, c_{w}}) \iff \hat{\gamma}^{(w)} \in \Gamma(e, \varepsilon) \quad \text{for all} \quad 1 \leq w \leq r. \]

Therefore, the cbrc algorithm ensures that \( g^* \) is chosen such that \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \) all lie in the simplex \( \Gamma(e, \varepsilon) \), i.e.

\[ \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \in \Gamma(e, \varepsilon). \]

In fact, the cbrc algorithm finds, component-by-component, the smallest simplex \( \Gamma(e, \varepsilon) \) which contains \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \).

If one chooses \( r = 2^s - 1 \) in the cbrc algorithm, then the weights \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(2^s - 1)} \) in \( \Gamma(e, \varepsilon) \) themselves are the vertices of a \( 2^s - 1 \)-dimensional convex polytope which is contained in the simplex \( \Gamma(e, \varepsilon) \) of the same dimension. However, if \( 1 \leq r < 2^s - 1 \), then the convex polytope spanned by \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \) is degenerate since it lies in a \( r \)-dimensional subspace. Thus using only \( r < 2^s - 1 \) weights \( \gamma^{(1)}, \ldots, \gamma^{(r)} \) does not fully control the shape of the simplex \( \Gamma(e, \varepsilon) \). For the classical cb algorithm only one vector of weights \( \gamma \) is used. The cbc construction then only ensures that \( \hat{\gamma} \in \Gamma(e, \varepsilon) \). In the numerical examples below we show that it is possible for the classical cbc construction to choose generating vectors which are not suitable for many other choices of weights. By adding additional constraints, the cbr algorithm can prevent such bad choices.

The bound in Theorem 3 applies for all weights which lie in the linear subspace of \( \mathbb{R}^{2^s - 1} \) spanned by vectors \( \gamma^{(1)}, \ldots, \gamma^{(r)} \). In particular, if one uses the cbc(2^s - 1)c algorithm, then one can obtain a bound for any choice of weights. However, in higher dimensions \( s \) this is currently problematic for two reasons: the computational cost is exponential in the dimension; the second problem is that one would have to choose \( c_1, \ldots, c_{2^s - 1} \) such that \( c_1^{-1} + \cdots + c_{2^s - 1}^{-1} = 1 \). For instance, the choice \( c_j = 2^s - 1, 1 \leq j \leq s \), yields a factor in the upper bound which grows exponentially with the dimension. For lower dimensions this is feasible though and hence can be useful in applications with low truncation dimension.

Consider now \( \gamma = \sum_{w=1}^{r} \lambda_w \hat{\gamma}^{(w)} \), where \( \lambda_1, \ldots, \lambda_r \geq 0 \) and \( \lambda_1 + \cdots + \lambda_r \leq 1 \), i.e., \( \gamma \) lies in the convex polytope with vertices \( 0, \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \). Then, by Theorem 3, we have

\[ e^2(\mathcal{H}_\gamma, P_N(g^*)) \leq \varepsilon. \]

We summarize the results in the following corollary.

**Corollary 3.** Let \( 1 \leq r \leq 2^s - 1 \). Let \( c_1, \ldots, c_r \geq 1 \) be given such that \( c_1^{-1} + \cdots + c_r^{-1} = 1 \). Let \( \varepsilon > 0 \) be a real number. Let \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \) be weights which are normalized such that \( X_{\gamma^{(w)}, c_{w}} = \varepsilon \) for all \( 1 \leq w \leq r \). Let \( \gamma = \sum_{w=1}^{r} \lambda_w \hat{\gamma}^{(w)} \) where \( \lambda_1, \ldots, \lambda_r \geq 0 \) and \( \lambda_1 + \cdots + \lambda_r \leq 1 \). Let \( g^* \) be constructed by the cbrc algorithm based on the weights \( \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \). Then

\[ \hat{\gamma}^{(1)}, \ldots, \hat{\gamma}^{(r)} \in \Gamma(e, \varepsilon) \]

and

\[ e^2(\mathcal{H}_\gamma, P_N(g^*)) \leq \varepsilon. \]
4 Numerical results

To illustrate the ideas in the paper we chose some instructive examples. We tested the algorithm with \( r = 2 \). The computation time for the cbc2c algorithm is between 2 and 3 times the computation time of the cbc1c algorithm. This was observed for a variety of choices for \( c_1 \) and \( c_2 \) and values \( n \).

Further we tested the component-by-component algorithm with fast decaying weights. We used \( s = 100 \), product weights \( \hat{\gamma}_j^{(w)} = \prod_{j \in u} \hat{\gamma}_j^{(w)} \) with \( \hat{\gamma}_j^{(1)} = 1, \hat{\gamma}_j^{(2)} = 10^{-j} \) and \( \hat{\gamma}_j^{(3)} = j^{-1} \). Further we chose \( c_1 = c_2 = 2 \). The cbc1c algorithm using the weights \( \gamma^{(1)} \) returns the same components \( g_j^* = g_j' \) for \( j, j' \geq 15 \). This choice of generating vector would be bad for slow decaying weights. On the other hand, the cbc2c does not return any repeated components, which is prevented by the second constraint. The results are presented in Table 1. It shows that the cbc2c algorithm yields approximately the same results as the cbc1c algorithm constructed for the right weight, but can do significantly better if the lattice rule constructed by the cbc1c algorithm is used for different weights, as can be seen in Table 1. The results in Table 2 are for a different choice of weights and are similar.

The choice of weights \( \hat{\gamma}_j^{(1)} \) and \( \hat{\gamma}_j^{(2)} \) in Table 1 and Table 2 are quite different from each other. Numerical tests for examples where the weights are more similar than in the examples shown, for instance \( \gamma_j^{(1)} = j^{-1} \) and \( \gamma_j^{(2)} = j^{-4} \) (or even \( \gamma_j^{(2)} = 2^{-j} \)), yield numerical results which are quite similar, indicating that there are not many (bad) outliers. Table 3 and 4 show numerical results with randomly chosen weights, again showing that the lattice rules constructed by the cbc and cbc2c algorithms perform well except in the case where the cbc construction is based on fast decaying weights.
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