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Abstract
COVID-19 is currently threatening countries in the world. Presently in Nigeria, there are about 29,286 confirmed cases, 11,828 discharged and 654 deaths as of 6th July 2020. It is against this background that a study was targeted at modeling daily cases of COVID-19’s deaths in Nigeria using count regression models like; Poisson Regression (PR), Negative Binomial Regression (NBR) and Generalized Poisson Regression (GPR) model. The study aimed at fitting an appropriate count regression model to the confirmed, active and critical cases of COVID-19 in Nigeria after 130 days. The data for the study was extracted from the daily COVID-19 cases update released by the Nigeria Centre for Disease Control (NCDC) online database from February 28th, 2020 – 6th, July 2020. The extracted data were used in the simulation of Poisson, Negative Binomial, and Generalized Poisson Regression model with a program written in STATA version 14 and fitted to the data at a 5% significance level. The best model was selected based on the values of -2logL, AIC, and BIC selection test/criteria. The results obtained from the analysis revealed that the Poisson regression could not capture over-dispersion, so other forms of Poisson Regression models such as the Negative Binomial Regression and Generalized Poisson Regression were used in the estimation. Of the three count Regression models, Generalized Poisson Regression was the best model for fitting daily cumulative confirmed, active and critical COVID-19 cases in Nigeria when overdispersion is present in the predictors because it had the least -2log-Likelihood, AIC, and BIC. It was also discovered that active and critical cases have a positive and significant effect on the number of COVID-19 related deaths in Nigeria.

Keywords: Akaike information criterion (AIC); Bayesian information criterion (BIC); COVID-19; Negative binomial regression; Poisson regression.

1. Introduction
COVID-19 pandemic is the defining global health crisis of our time and the greatest challenge we have faced since World War Two. Since its emergence in China late last year, the virus has spread to every continent except Antarctica. Cases are rising daily in Africa, America, and Europe. Countries are racing to slow the spread of the virus by testing and treating patients, carrying out contact tracing, limiting travel, quarantining citizens, and canceling large gatherings such as sporting events, concerts, and schools. The pandemic is moving like a wave, one that may yet crash on those least able to cope. But COVID-19 is much more than a health crisis because it is stressing every one of the countries it touches, it has the potential to create devastating social, economic, and political crises that will leave deep scars [1].

News broke on Feb 27, 2020, that an Italian citizen was Nigeria’s first case of Coronavirus Disease 2019 (COVID-19) [2]. The individual had landed at Lagos airport 2 days earlier on a flight from northern Italy and had subsequently traveled from Lagos to Ogun State, western Nigeria, where he became ill and was promptly isolated. He was treated for mild symptoms of COVID-19 in a hospital in Lagos. Upon identifying the index case, National Emergency Operations Centres were immediately activated to trace his contacts. By March 9, 2020, 27 suspected cases had been identified across five states (Edo, Lagos, Ogun, Federal Capital Territory, and Kano), of which two were confirmed to be positive (ie, the index case and a contact), with no deaths. 1,216 contacts were linked to the index case, 136 of whom are being followed up. Similar to COVID-19, the Ebola epidemic of 2014 was imported through Lagos airport. Within weeks, 19 people were diagnosed with Ebola across two states of Nigeria, Lagos and Rivers State of whom eight died of Ebola. The overstrained infrastructure in the dense population of Lagos, and the fact that it is a major regional transit hub for air, land, and sea transport created the perfect conditions for the spread...
Nevertheless, Nigeria’s aggressive and coordinated response successfully controlled the Ebola epidemic [3]. In modeling the risk of COVID-19 importation from China it was discovered that the ability of African countries to manage the local transmission of COVID-19 after importation hinges on implementing stringent measures of detection, prevention, and control [4]. Nigeria demonstrated its ability through intensifying its preparedness against COVID-19 importation, drawing on recent successes in controlling polio and Ebola epidemics [5, 6]. These experiences strengthened the health system’s capacity to rapidly deploy high-quality surveillance and temperature screening at airports using equipment acquired during the Ebola epidemic; collect passengers’ contact details and interview those arriving from COVID-19 hotspots, and issue travel bans [7].

However, unlike polio and Ebola, for which vaccines now exist, COVID-19 has neither a vaccine nor an approved treatment [8]. Moreover, Nigeria was rated as vulnerable to exposing huge populations to COVID-19 (potentially 200 million citizens), with a moderate capacity to control the outbreak [4]. This assessment questions Nigeria’s capacity to provide sufficient bed space and associated clinical care to support those who could need isolation and quarantine if local cycles of transmission of COVID-19 occur in the country.

The research on analyzing, modeling, and forecasting the novel COVID-19 pandemic domestically and internationally has become a hot topic currently. Some of the current researches conducted include; Modelling and Forecast the number of cases of the COVID-19 pandemic with the curve estimation models like; Box-Jenkins (ARIMA) and Brown/Holt linear exponential smoothing to the number of COVID-19 epidemic cases in selected countries of G8 countries, Germany, United Kingdom, France, Italy, Russian, Canada, Japan, and Turkey, [9]. A new proposed model was used to predicts the COVID-19 epidemic and implementation in Italy [10]. Mathematical modeling was applied to the dynamics of a novel coronavirus (2019-nCoV) in Wuhan-China [11]. Mathematical modeling was applied to COVID-19 transmission mitigation strategies in Ontario Canada [12]. Some curve estimation statistical models and estimators were applied to the main factors affecting the spread of COVID-19 in Nigeria [13]. Time series was applied to model COVID-19 transmission in Mainland China as its relationship to temperature and humidity [14]. Code was presented for predicting COVID-19 cases by least-squares and fitting of the Logistic models [15]. Some parameters were used to calibrate the parameters of the SIRD model on the reported COVID-19 cases in Hubei region, China, the selected model was used to forecast the evolution of the outbreak at the epicenter for three weeks ahead [16]. A comprehensive comparison was carried out on COVID-19 cases using some mathematical model between Turkey and South Africa [17]. It is against this background that this study attempts to model the daily cumulative active, critical and confirmed COVID-19 cases as it influences the number of reported deaths in Nigeria between 28th of February to 6th of July 2020, using count regression models like; Poisson Regression (PR), Negative Binomial Regression (NBR) and Generalized Poisson Regression (GPR) models. This paper is organized in the following way. This paper is organized into four sections. In section 2, the methodology used for modeling is outlined. In section 3, the results and discussions for the study are presented while section 4 presents the conclusions.

![Nigerian COVID-19 cases after one month of occurrences](image_url)
Fig 2. Nigerian COVID-19 cases after four months of occurrence.

Fig 3. Plots of cumulative (a) Confirmed cases, (b) Active cases, (c) Number of deaths, (d) Critical cases after 130 days.
Fig. 1 presents the total number of confirmed COVID-19 cases after one month while Fig. 2 presents the total confirmed case in Nigeria after one hundred and thirty (130) days. It is evident from the two figures that COVID-19 cases had spread and increased exponentially across the states in Nigeria. At the beginning of the pandemic in Nigeria, only Lagos and Abuja had COVID-19 cases, but as of today, no state in Nigeria is free of COVID-19 while Fig. 3 presented the plot of the cumulative COVID-19 confirmed, active, death, and critical cases after one hundred and thirty (130) days of the pandemic in Nigeria. The seriousness of this pandemic becomes evident from Fig. 3. It was observed that from the 3rd of June 2020, the daily new cases of COVID-19 increased to three hundred (300) and above cases, and on the 27th of June, Nigeria recorded its highest ever confirmed COVID-19 cases of seven hundred and seventy-nine (779). As the daily cases of COVID-19 continue to increase, the daily number of death also continue to increase and the highest recorded case of COVID-19 was on the 16th of June, where Nigeria recorded 31 death as a result of COVID-19. Meanwhile, the World Health Organization has listed Nigeria to be among thirteen (13) other African countries with high-risk for the spread of the virus [18]. Apart from the first measure of the Federal Government of Nigeria (FGN) to strengthen surveillance at Enugu, Lagos, Rivers, Kano, and FCT International Airports on the 28th January 2020. The Nigeria Government on 31st January 2020, set up a group known as Coronavirus Preparedness Group to militate against its should incase it spread to Nigeria [6]. Other measures taken by FGN and various State Governments include the establishment of Presidential Task Force (PTF), suspension of all activities and religious gatherings, indefinite closure of public and private schools/institutions, an extension of the travel ban to some countries, suspension of the operation of Nigerian Railway Corporation, closing of borders, shops, markets, motor parks, offices, restriction of intra-states and inter-states movements and traveling out of the country. However, few states have recently relaxed the lockdown due to difficulties encountered by their citizens [6].

2. Methodology

2.1 Source of Data

The data for the study was extracted from the daily COVID-19 cases update released by the Nigeria Centre for Disease Control (NCDC) online database from February 28th 2020 – July 6th 2020, making it a total of 130 data points for total death, confirmed, active and critical COVID-19 cases [2]. The data extracted were used in the simulation of the selected count regression models with a programme written in STATA version 14.

2.2 Model Specification

In line with the specific objective of this study, the models adopted for this study are Poisson Regression, Generalized Poisson Regression and Negative Binomial Regression. The count data are the daily cumulative deaths which are considered as the dependent variable whose outcome from cumulative active, critical, and confirmed cases of COVID-19 are the independent variables. All the variables considered are continuous count data.

2.2.1 Poisson Regression (PR)

Poisson regression is a nonlinear regression analysis of the Poisson distribution used to predict a dependent variable that consists of discrete or count data given one or more independent variables. The predicted variable is called the dependent variable (or sometimes the response, outcome, target, or criterion variable). The variables used to predict the value of the dependent variable are called the independent variables (or sometimes the predictor, explanatory, or regressor variables) [19, 20]. Poisson regression is said to contain overdispersion if the variance is greater than the value of the mean value. Overdispersion has the same impact with the assumption that if the offense discrete data occurred over dispersion but still used Poisson regression, the parameter estimates of the regression coefficients remain consistent but not efficient. It is used basically when facing a problem whereby the outcome of discrete data occurred over dispersion but still used Poisson regression, the parameter estimates of the independent, or regressor variables) to predict the value of the dependent variable are called the independent variables (or sometimes the predictor, explanatory, or regressor variables) [72x118].

$$p(Y = y) = \frac{e^{\lambda} \lambda^y}{y!}\quad (1)$$

Where $n = 1, 2, 3$ is the number of occurrences of an event and $\lambda$ is defined as $\lambda = E[Y]$. One of the useful properties of the Poisson distribution is that the variance depends on the mean and also the variance is equal to the mean. The Generalized Linear Model (GLM) can be stated as thus:

$$g_i = \beta_0 + \beta_1 X_{1i} + \ldots + \beta_k X_{ki}\quad (2)$$

The first function describes how the mean, $E[Y_i] = \lambda_i$ which depends on the linear predictor $\phi(\lambda_i) = g_i$ while the second functions describe how the variance, $var(Y_i) = \lambda_i$ depends on the mean

$$var(Y_i) = \sigma^2 \var(\lambda_i).$$

Where the dispersion of parameter $\sigma$ is a constant, supposing $Y_i$ is a Poisson distribution then; $Y_i \sim Poisson(\lambda_i), E[Y_i] = \lambda_i$ and $var(Y_i) = \lambda_i$, the variance function is given as; $\var(\lambda_i) = \lambda$ and the function must map from $(0, \infty)$. A natural log of the function is given as

$$\ell(\lambda) = log_e(\lambda).$$

The Generalized Linear Regression Model (GLM) suggested that the linear model should be related to the response variable through linked function, the link function here is between the linear model in a design matrix and the Poisson distribution function [22]. Supposing a linear regression model given as thus:

$$Y_i = \beta_i X_i e^{\epsilon_i}\quad (3)$$
Where $X$ is an $n \times (k + 1)$ vector of independent variables of predictors, and a column of $\beta$ is a $(k + 1)$ by 1 vector of unknown parameters and $\varepsilon$ is an $n \times 1$ vector of random error terms with mean zero. Therefore;

$$E(Y/X) = X\beta$$  \hspace{1cm} (4)

Recall that the Generalized Linear Models, where the link function and its transport $Y$ as;

$$G(y) = \ln(Y)$$

Therefore, this can be written in more concise form as;

$$\ln E(Y/X) = X\beta$$

Thus, given a Poisson regression model with parameter $\beta$ and its input vector $X$, the predicted mean of the associated Poisson distribution is given as;

$$E(Y/X) = e^{X\beta}$$  \hspace{1cm} (7)

Suppose $Y_i$ are independent observation with corresponding values $X_i$ as the predictor variable, then the parameter $\beta$ can be estimated using the Maximum Likelihood Method. The model expressed in equation (7) can be estimated by numerical methods and this is done using the logarithmic form of the conditional expectation of the dependent and independent variables [22]. Furthermore, the probability surface of the Maximum Likelihood Estimation of Poisson regression models is always convex form such that Newton-Raphson of the gradients-based methods are used as an appropriate estimation technique. Therefore, suppose $Y_i$ is a random variable and it takes non-negative values such that $i = 1, 2, ..., n$, where $n$ is the number of observations. Since $Y_i$ follows a Poisson distribution, the Probability Mass Function (PMF) is given as;

$$P(Y = y_i) = \frac{e^{-\lambda} \lambda^{y_i}}{y_i!}$$ where $; y_i = 0, 1, 2, ...$ With mean and variance given as; $E[y_i] = \text{var}(y_i) = \lambda$

Where the conditional mean (predicted mean) of the Poisson distribution as given in equation (4) above specified as; $E(Y/X) = e^{\beta^T X} = \lambda = E(Y_i)$

Where it is the value of the explanatory variable $\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3$ is a count response variable and it follows a Generalized Poisson distribution as given as $E(Y/X)$ and its corresponding variance $\lambda$ as $\text{var}(Y/X)$. The Poisson Regression which was fitted to the number of deaths in Nigeria, $\lambda$ was expressed for the three (3) predictors as shown below;

$$\begin{align*}
X_1 &= \text{Active cases} \\
X_2 &= \text{Critical cases} \\
X_3 &= \text{Confirmed cases}
\end{align*}$$

Log($\theta$) = $\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3$  \hspace{1cm} (8)

The parameter $\beta$ represents the expected change in the logarithm of the mean per unit change in the predictor $X_i$ which can be estimated by the Maximum Likelihood Estimator (MLE) method.

### 2.2.2. Generalized Poisson Regression (GPR)

Generalized Poisson Regression (GPR) was developed to handle the equidispersion violations assumptions on the Poisson regression model. It is mainly used to fit the overdispersed model i.e. situations where $\text{Var}(Y_i) > E(Y_i)$ as well as under-dispersion $\text{Var}(Y_i) < E(Y_i)$ [22]. GPR model with parameter $(\mu, \theta)$ is similar to the Poisson regression models, but assumed that the components are randomly distributed to general Poisson. In the analysis of GPR, if $\theta$ is equal to 0 then the model will be the model Poisson. If $\theta$ is more than 0 then GPR models represent data containing over-dispersion case and if $\theta$ is less than 0 represent data containing under-dispersion count. It was suggested that when $Y_i$ is a count response variable and it follows a Generalized Poisson distribution, the probability density function given that $i = 1, 2, ..., n, then$;

$$f(y_i, \theta_i) = \mu_i \left[ \frac{1}{1 + a \mu_i} \right]^{(1 + a \mu_i) y_i} \exp \left[ \frac{\mu_i (1 + a y_i)}{1 + a \mu_i} \right], y_i = 0, 1, 2, ..., \hspace{1cm} (9)$$

Where, mean is given as, $\mu_i = E(y_i)$ and variances $\text{var}(y_i) = (\mu + a \mu_i)^2$ and $\mu_i$ is refer to as the dispersion parameter [23] and [24]. Generalized Poisson distribution is a natural extension of the Poisson distribution [22]. When $\alpha = 0$, the model in equation (2) reduces to the Poisson (3), where; $\text{Var}(y_i) = E(Y_i)$. When $\alpha > 0$, it means the variance $\text{Var}(y_i)$ of the distribution represents count data with over-dispersion if $\alpha > 0$. It means the variance is less than the expectation, $\text{Var}(y_i) < E(Y_i)$, which simply means that the distribution represents count data with under-dispersion. The mean of the dependent variable is related to the independent variables through the link function; $\beta \theta = (x, \beta)$, which is a simple linear model. This model has the disadvantage of $\beta_i$ assuming any real value but a Poisson mean assume only count non-negative values. To correct this problem the logarithm of the linear model is used; this gives a link log function; $\ln \theta_i = (x, \beta)$. Taking the exponential of the model we have;

$$\theta_i = \exp(x, \beta)$$

In the link function, $x_i$ is $(k - 1)$ dimensional vector of explanatory variables and $\beta$ is a $k$ dimensional vector of regression parameters and $\alpha$ is a dispersion parameter. The mean and variance of $Y_i$ are given by;

$$E(Y_i | X_i = x_i) = \theta_i \text{ and } \text{Var}(Y_i | X_i) = \theta_i (1 + a \theta_i)^2$$ respectively [25] and [26]. In the Generalized Poisson Regression model, the parameters $(\beta_0, \alpha)$ can be estimated by taking the derivatives of the log-likehood function of the model; this means partial differentiation with respect to $\beta$ and $\alpha$ of the logarithm function of equation (10) below;

$$LogL(\alpha, \beta, y_i) = \sum_{i=1}^{n} \left\{ y_i \ln \left( \frac{\theta_i}{1 + a \theta_i} \right) + (y_i - 1) \ln(1 + a y_i) - \frac{\theta_i (1 + a y_i)}{1 + a \theta_i} \right\}$$  \hspace{1cm} (10)
2.2.3. Negative Binomial Regression (NBR)

Negative Binomial distribution is used to deal with the problem of over-dispersion in count data. Over-dispersion occurs when there is the presence of statistical variability in a data set. A situation in which the theoretical population means of a model is approximately the same as the sample mean. It can be further explained that this occurs when the observed variance is higher than the variance of a theoretical model, then over-dispersion is said to occur. On the other hand, under-dispersion simply means that there was less variation in the data than predicted [27]. Over-dispersion is a very common characteristic in applied data analysis because, in practice, populations are frequently heterogeneous (non-uniform) as opposed to the assumptions implicit within widely used simple parametric models. The Negative Binomial regression model used in this study specified as thus:

\[
p_r[ y_i = y ] = \sum p_r (y_i = y_i/\theta_1) f(\theta_1) d\theta_1 = \sum \frac{\Gamma(y_i + 1)}{\Gamma(y_i + 1) \Gamma(1/\alpha)} \left( \frac{1}{1 + \mu_1} \right)^{\frac{y_i}{\alpha}} \left( \frac{\mu_1}{1 + \mu_1} \right)^{y_i}, \text{ for } i = 0, 1, 2, \ldots\]

(11)

Where, mean is given as, \( \mu_i = E(y_i) = V_i[\epsilon^{ax_{ij}+\beta_j}] \), for \( i = 1, 2, 3, \ldots, n \) while the variance of \( y_i \) is given as;

\[
\text{var}(y_i) = (\mu + \alpha \mu_i)^2
\]

Where \( \alpha > 0 \) the model would be referred to as a dispersion parameter, the Poisson regression model can be regarded as a limiting model of the Negative Binomial Regression model as \( \alpha \) approaches 0.

The Maximum Log-Likelihood function of the distribution is expressed as;

\[
\log(\beta, \alpha) = \sum_{i} \left( \sum_{y=1}^{y_i} \log(1 + \alpha r) \right) - y_i \log(\alpha) - \log(y_i!) + y_i \log(\mu_i) - (y_i + \alpha^{-1}) \log(1 + \alpha \mu_i)
\]

(12)

The parameter \( (\beta, \alpha) \) can be estimated by a partial differential of the Maximum Likelihood function with respect to \( \beta \) and \( \alpha \). The negative Binomial Regression does not assume the equality of the mean and variance but it corrects for overdispersion that arises when the variance is greater than the conditional mean.

2.3. Model Selection Criteria

The Akaike Information Criterion (AIC), Bayesian Information criterion (BIC), and Chi-Square -2log likelihood model selection criteria shall be applied to the three (3) count data models to determine the best model for Nigeria COVID-19 cases.

2.3.1. Akaike Information Criterion (AIC)

AIC is aimed to obtain the best-approximating model to the unknown true data generating process.

One of the most commonly used information criteria which is AIC was introduced by Akaike [28]. The idea is to select the model that minimizes the negative likelihood penalized by the number of parameters as specified by the equation

\[
\text{AIC} = 2K - 2\ln L
\]

(13)

where \( L \) is the likelihood function under the fitted model and \( K \) is the number of model parameters.

2.3.2. Bayesian Information Criterion (BIC)

BIC differs from AIC only in the first term which depends on sample size \( n \). Models that minimize the BIC are selected. From a Bayesian perspective, BIC is designed to find the most probable model given the data, it is one of the most widely used information criteria [29]. Unlike AIC, the BIC is an estimate of the Bayes factor for two competing models. The BIC is defined by

\[
\text{BIC} = \ln(n) - 2\ln L
\]

(14)

Where \( n \) refers to the random sample size.

2.3.3. Chi-square -2log Likelihood Statistic

The maximized likelihood, \( L \), for a given model is the value of the likelihood function when the parameters are substituted with their maximum likelihood estimates, and the statistic -2logL was used to compare models. It is useful for comparing models fitted to the same set of data as the value of \( L \) depends on the number of observations in the data and -2logL is a measure of agreement between the model and the data. The larger the maximum likelihood the better the agreement between the model and observed data, but the smaller the value of -2logL the better the model.

3. Results and Discussions

3.1. Summary of COVID-19 Cases in Nigeria

The cumulative COVID-19 deaths, active, critical, and confirmed cases were fitted with a family of count models such as Poisson Regression, Negative Binomial Regression, and Generalized Negative Binomial Regression. The data spanned from the 28th of February 2020 to 6th of July 2020. The summary descriptive statistic as shown in Table 1 revealed that the observed cases were 130 while the mean and standard deviation of daily death as a result of COVID-19 was \( \text{Mean} = 178.4 \) and \( \text{Std. dev.} = 206.9 \). Similarly, the mean and standard deviation of active cases of COVID-19 was \( \text{Mean} = 4419 \) and \( \text{Std. dev.} = 5234.4 \). The mean and standard deviation of the critical cases of COVID-19 as presented in the result showed that \( \text{Mean} = 3.8 \) and \( \text{Std. dev.} = 3.3 \).
However, the mean and standard deviation of the confirmed cases of COVID-19 was (Mean = 6847.3 and std. dev. = 8606.1). From the results obtained so far, it is safe to conclude that the high mean rated indicator of the active and confirmed cases of COVID-19 in Nigeria within the period under investigation (130 days) has led to a correspondingly high number of COVID-19 related deaths.

3.2. The Omnibus test of COVID-19 cases in Nigeria

The Omnibus Test table fits is presented in table 2. It is a likelihood ratio test of whether all the independent variables (i.e. active, critical, and confirmed cases of COVID-19) collectively improve the model over the intercept-only model (i.e., with no independent variables added). The result from the table indicates that all the independent variables have a p-value of .000 (i.e., p < .05), in modeling with Poisson Regression (PR), Negative Binomial Regression (NBR) and Generalized Poisson Regression (GPR), indicating a statistically significant overall model.

3.3. Multi-Collinearity Test of COVID-19 Cases in Nigeria

The Multicollinearity test is needed to be done as an initial assumption for parameter estimation. The criteria that can be used to detect cases of multicollinearity is by computing the value of VIF. Multicollinearity occurs if the VIF value is greater than 10. The VIF value of each predictor variable is presented in Table 3. The result shows that all predictor variables have VIF values <10. Thus all the variables can be included in the subsequent analysis.

3.4. Modelling the Number of COVID-19 Cases in Nigeria Using Poisson Regression (PR)

The confirmed death cases as a result of COVID-19 are a data count, and this type of data follows the Poisson distribution. The modeling with Poisson regression analysis is conducted to determine the factors that influence the number of COVID-19 related deaths. Maximum Likelihood Estimator (MLE) method is used to obtain the estimation of the Poisson regression model parameters as shown in Table 4 and the resulting log-likelihood, AIC and BIC values of -2140.7646, 4289.529 and 4300.999 respectively. The result presented in Table 4 also shows that the p-value of all the parameters is smaller than 0.05, implying that the parameters of COVID-19 active cases, critical cases and confirmed cases have a significant effect on the model. Poisson regression models generated by

\[ y_i = \exp(3.168602 + 0.000616X_1 + 0.110749X_2 - 0.00027X_3) \]  

Predictor variables that influence the number of COVID-19 deaths in Nigeria are the COVID-19 active cases \((X_1)\), critical cases \((X_2)\) and confirmed cases \((X_3)\).

3.5. Overdispersion Test

In the Poisson regression modeling, there is an assumption about equidispersion that the mean value and the variance must be equal. However, this assumption is rarely met because overdispersion is present in most cases. To detect overdispersion, the value of deviance when divided by the degree of freedom must be greater than 1 but when the division of deviance value by degree of freedom (d.f.) is less than 1 then there exist under dispersion. Table 5 shows that the value of deviance/df and Pearson chi-square/df is greater than 1 so it can be concluded on the Poisson Regression models that the number of COVID-19 cases in Nigeria occurred overdispersion. Overdispersion will lead to models with biased parameter estimates and will also have consequences on the value of the standard error estimator for the smaller (underestimate) which subsequently can lead to errors in inference for the parameters. To overcome this problem, the modeling is done using the Negative Binomial Regression (NBR) and Generalized Negative Binomial Regression (GNBR) because both methods can accommodate the dispersion parameter.
3.6. Modelling the Number of COVID-19 Cases in Nigeria Using Negative Binomial Regression (NBR)

To overcome the problem of overdispersion association with Poisson Regression modeling of count data, Negative Binomial Regression and the Generalized Poisson Regression was considered, since both models can accommodate and capture dispersion parameter in modeling counts data. The result of estimation using the Negative Binomial Regression model in table 6 shows that all the parameters are significant at the 5% level and it can be seen from the result that the p-values of the parameters are smaller than 0.05. The Negative Binomial Regression model also revealed that two coefficients of the COVID-19 cases were positive except the confirmed cases. This confirmed that in estimating the coefficient using Negative Binomial Regression, a 1% increase in active and critical cases of COVID-19 may lead to 0.1% and 0.31% increase in the number of COVID-19 related deaths in Nigeria. Also, their z-statistics (5.01 and 4.08) are greater than 2 and by the rule of the thumb, it confirmed that active and critical COVID-19 cases have a positive and significant effect on the number of deaths associated with COVID-19 in Nigeria. However, the confirmed cases have a negative coefficient (-0.00077) at the 5% level of significance which simply means that a 1% increase in confirmed cases of COVID-19 in Nigeria during the period under investigation may lead to (-0.077%) decrease in the number of death through COVID-19 in Nigeria. The z-statistic coefficient of (-4.9) shows that confirmed cases are less than 2 and by the rule of the thumb, the result indicated that confirmed cases have a negative effect of the number of COVID-19 death.

3.7. Modelling the Number of COVID-19 Cases in Nigeria Using Generalized Poisson Regression (GPR)

The result of estimation using the Negative Poisson Regression model in table 7 shows that all the parameters are significant at 5% significance level and it can be seen that the p-values of all parameters were less than 0.05. The result also revealed that the three coefficients of the COVID-19 cases were positive except the confirmed cases. This confirmed that in estimating the predictors using Generalized Poisson Regression, a 1% increase in active and critical cases of COVID-19 may lead to 0.1% and 26% increase in the number of COVID-19 related deaths in Nigeria. Also, their z-statistics (4.95 and 3.69) are greater than 2 and by the rule of the thumb, this confirming that active and critical COVID-19 cases have a positive significant effect on the number of deaths associated with COVID-19 in Nigeria. However, confirmed cases have a negative coefficient (-0.0003882) at the 5% level of significance which simply means that a 1% increase in confirmed cases of COVID-19 in Nigeria during the period under investigation may lead to (-0.039%) decrease in the number of death through COVID-19 in Nigeria. The z-statistic coefficient of (-3.76) shows that the confirmed cases are less than 2 and by the rule of the thumb, it implies that confirmed cases have no negative effect of the number of COVID-19 death.

Table 4 shows the models’ goodness of fit criteria result for the three count data, namely; Poisson Regression (PR), Negative Binomial Regression (NBR), and Generalized Poisson Regression. The result indicated that the Generalized Poisson Regression (GPR) has the least AIC (1053.422), BIC (1116.533), and -2log likelihood (-384.1195) values and is the preferred count data model for modeling active, critical and confirmed COVID-19 pandemic cases in Nigeria.

Table 5 shows the models’ value of deviance and Pearson Poisson Regression Model

Table 6 shows the Negative Binomial Regression parameter estimate and performance criteria of COVID-19 cases in Nigeria.
4. Conclusion

We fitted three selected count Regression models on active, critical, and confirmed cases as factors that influence the novel coronavirus disease 2019 (COVID-19) deaths in Nigeria whose first case was reported in December 2019 in Wuhan China. The data for the study was sourced from the daily cumulative COVID-19 cases update released by the Nigeria Centre for Disease Control (NCDC) online database from the February 28th, 2020 – July 6th, 2020. We presented a summary of the 130 observed cases of the cumulative death, active, critical, and confirmed COVID-19 cases in Nigeria during the period under investigation. The results obtained from the analysis revealed that the Poisson Regression could not capture over-dispersion, so other forms of Poisson Regression models such as the Negative Binomial Regression and Generalized Poisson Regression were used in the estimation. Generalized Poisson Regression (GPR) was the best model selected. This was inferred from the results generated from the model selection criteria applied which include; -2 logL, AIC, and BIC. All these criteria established the Generalized Poisson Regression (GPR) as the best model because it had the smallest value of all three selection criteria.

A novel finding of this study is the positive significant influence between active and critical cases on the number of COVID-19 deaths in Nigeria. Active and critical cases of COVID-19 was found to have a positive effect on the number of COVID-19 related deaths, for NBR model: \( \beta_1 = 0.001466, p < 0.000 \) implies that 1% increase in active cases led to a 0.15% increase in the number of deaths while \( (0.305694, p<0.000) \). 1% increase in critical cases led to a 0.31% increase in the number of deaths in Nigeria. For GPR model:\( \beta_1 = 0.0010252, p < 0.000 \), implies that, 1% increase in active cases led to 0.1% increase in number of deaths while \( (0.2603251, p < 0.000) \) shows that a 1% increase in critical cases led to a 26% increase in the number of deaths in Nigeria. It was also demonstrated that Generalized Poisson Regression (GPR) model is the best model to determine the factors that influence COVID-19 deaths in Nigeria when there is an indication of the presence of overdispersion in the count data.

Based on the results and findings from this study, the following recommendations were made; Generalized Poisson Regression (GPR) should be used to model the daily critical, active, and confirmed cases as factors that affect COVID-19 related death and Nigerian Government through the Presidential Task Force (PTF) on COVID-19 and Nigeria Centre for Disease Control (NCDC) should pay more attention to the critical and active cases because they are the major factors that affect COVID-19 related deaths in Nigeria.
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