Revisiting a kNN-based Image Classification System with High-capacity Storage
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Abstract. In existing image classification systems that use deep neural networks, the knowledge needed for image classification is implicitly stored in model parameters. If users want to update this knowledge, then they need to fine-tune the model parameters. Moreover, users cannot verify the validity of inference results or evaluate the contribution of knowledge to the results. In this paper, we investigate a system that stores knowledge for image classification, such as image feature maps, labels, and original images, not in model parameters but in external high-capacity storage. Our system refers to the storage like a database when classifying input images. To increase knowledge, our system updates the database instead of fine-tuning model parameters, which avoids catastrophic forgetting in incremental learning scenarios. We revisit a kNN (k-Nearest Neighbor) classifier and employ it in our system. By analyzing the neighborhood samples referred by the kNN algorithm, we can interpret how knowledge learned in the past is used for inference results. Our system achieves 79.8% top-1 accuracy on the ImageNet dataset without fine-tuning model parameters after pretraining, and 90.8% accuracy on the Split CIFAR-100 dataset in the task incremental learning setting.
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1 Introduction

Image classification systems using deep neural networks (DNN) have achieved superhuman recognition performance in computer vision tasks [32,30,42,22,15,13]. On the other hand, the knowledge for image classification is implicitly stored in model parameters and is not accessible to users. For example, users cannot retrieve knowledge related to only cats or dogs from the model parameters. Training datasets may contain a small amount of inappropriate data (e.g., incorrectly labeled or undesirably biased images) [36,1,43]. If the model parameters are optimized using such training datasets, then the image classification systems will implicitly contain false knowledge. In existing systems, however, users cannot selectively eliminate or correct only the false knowledge in model parameters.

To update knowledge (add, delete, or modify), users need to fine-tune the model parameters. Especially, in continual or incremental learning scenarios [31,23]
where new data is continually added to a training dataset, the cost for fine-tuning is incurred repeatedly as new data is added. If model parameters are fine-tuned with only newly added data in an attempt to reduce the cost, the model will acquire new knowledge for the added data while forgetting the knowledge learned in the past, which is often called catastrophic forgetting [18,31]. Although various methods have been proposed to mitigate the impact of catastrophic forgetting [39,35,7,27,40,4], as long as modifying model parameters, forgetting some knowledge is inevitable. Refs. [38,25] propose a zero-shot classifier that does not require any fine-tuning by sufficiently pretraining model parameters on large-scale datasets which contain a variety of images. Such classifier does not face the catastrophic forgetting even without fine-tuning, but it cannot additionally acquire user’s desired knowledge with the user’s own datasets.

Moreover, in existing systems, users cannot verify the validity of inference results or evaluate the contribution of knowledge to the results. For instance, users do not know how models utilize knowledge learned in the past to classify input images. Although we can identify unnecessary parameters through accuracy evaluation or some other parameter analyses [56,53,48], we cannot interpret why the parameters, that is, knowledge, are unnecessary (cf. explainable AI).

We investigate a system that stores image feature maps, labels, and original images of entire training datasets in external high-capacity storage as knowledge for image classification. Our image classification system refers to the external storage like a database when classifying input images. To increase knowledge, our system adds image feature maps and labels for new data to the database instead of fine-tuning model parameters using those new data. We employ a kNN (k-Nearest Neighbor) classifier [12], which is one of the most classic classification algorithms. Recently, many papers have employed kNN for the purpose of evaluating their proposed representation learning algorithms [5,55,33].

In this paper, we shed new light on the potentials of kNN classification system with high-capacity storage. A concurrent work [34] demonstrates that kNN retrieval improves long-tail recognition. Not only this, we empirically show that million scale kNN retrieval is affordable for practical image classification tasks, and that our system with kNN avoids catastrophic forgetting in continual learning scenarios and achieves better accuracy than conventional methods. Furthermore, by reviewing neighborhood samples referred by the kNN algorithm, we can verify the validity of inference results, such as whether those referred samples contain incorrectly labeled data. If those referred samples contain incorrectly labeled data, our system can correct the false knowledge and improve the accuracy by eliminating only the incorrectly labeled data from the database.

The main contributions of this paper are as follows:

− We investigate a large-scale kNN system that stores knowledge for image classification in high-capacity storage and refers to the storage when classifying images, and empirically demonstrate its effectiveness and applicability on various image classification datasets and in continual learning scenarios.
− We also show that a large-scale kNN system has a capability of verifying the validity of inference results and selectively correcting only false knowledge.
2 Related Work

2.1 Data-driven Image Classification

DNNs, hundreds of millions to billions parameters \cite{15,19,13,46} of which are optimized by supervised learning with labeled images, have achieved state-of-the-art results in visual understanding and image classification tasks. In recent years, unsupervised visual clustering, which does not rely on a labeled dataset for learning the feature representation and classifier, has been developed \cite{50,9,21,10,47,20,17}. Unsupervised pretraining strategies on large-scale datasets that include unlabeled or noisily labeled images have demonstrated the potential of large-scale open-domain knowledge for improving the accuracy of closed-domain image classification tasks \cite{15,25,38}. In addition, although the applicable dataset scale is still limited, Ref. \cite{28} presented an architecture that utilizes an entire dataset (e.g., all training images) to classify an input image during the inference process. Data has never been more important in the quest to further improve the usability of image classification. Inspired by the data-driven approaches in classification strategies, our work focuses on the application of knowledge retrieval to image classification. We present a method that utilizes the potential of both the trained parametric representation model and the available datasets during the inference process.

2.2 Knowledge Retrieval

Knowledge retrieval has seen substantial advancement in recent years, particularly in DNN-based natural language processing (NLP). DPR \cite{26} applied a dense representation to passage retrieval in open-domain question answering tasks and achieved better retrieval performance than traditional sparse vector space models, such as TF-IDF and BM25. KEAR \cite{51} brought external knowledge into the predicting process of Transformer \cite{45} to reach human parity in a challenging commonsense task \cite{44}. RETRO \cite{3} introduced a frozen kNN retriever into the Transformer architecture in the form of chunked cross-attention to enhance the performance of auto-regressive language models. External world knowledge has been retrieved to assist in solving various NLP tasks. Our work looks to extend the adoption of knowledge retrieval beyond the modality of NLP. We introduce an image classification architecture based on knowledge retrieval, which is a data-driven paradigm that is centralized on available large-scale data resources and is supported by a trained representation model and a kNN classifier.

2.3 Continual Learning

When new data or tasks are added continually after a training process, fine-tuning is used to update the previously trained models with new knowledge. This continual learning, also known as incremental learning, online learning, or lifelong learning \cite{31,23}, is similar to natural human learning processes and is a key challenge for achieving artificial general intelligence. However, the simple
procedure of iterative fine-tuning using only new knowledge suffers from catastrophic forgetting [18,31]. To mitigate the impact of catastrophic forgetting, GEM [35] introduced episodic memory to store a subset of the previously learned data, enabling an external memory-driven continual learning strategy. ER [40], inspired by the human brain’s ability to replay past experiences, introduced the experience replay of memory. Episodic memory and experience replay have seen great developments in recent years [7,4,6]. iCaRL [39] evaluated the effect of catastrophic forgetting under a class incremental learning setting, where new classes are incrementally added to classifiers, and proposed a rehearsal approach with exemplar images of old classes being stored in memory. Inspired by the aforementioned works in adopting memory and the replay mechanism, we incorporate direct knowledge retrieval to solve the catastrophic forgetting problem in continual learning scenarios. Instead of a model-based approach, we introduce a data-based approach, leveraging available datasets as knowledge sources to adapt to the incrementation of tasks and classes.

2.4 Explainable AI

DNN models have been a technological breakthrough for various computer vision tasks. However, the explainability of DNN models remains a challenge and has led to slower-than-expected deployments in critical infrastructures. Attempts [54,41,8] have been made to interpret image classification models. Grad-CAM [41] proposed a gradient-based localization technique for rendering attention maps on the input images. Ref. [8] went beyond attention visualization by adopting gradients and the propagation of relevancy scores. These analysis methods can visualize the areas of the input images that DNN models focus on during the inference process, but they cannot analyze how the DNN models use knowledge acquired in training when classifying the input image. For example, if a training dataset contains false data (e.g., incorrectly labeled images), then these methods will not be able to selectively retrieve knowledge related to the false data from the trained models nor evaluate the impact of the false knowledge on the classification results. Our data-driven image classification architecture visualizes how knowledge is used to classify input images and enables selective modifications to specific knowledge without fine-tuning.

3 Approach

Fig. 1 provides an overview of our image classification system. Our system has three phases: pretraining, knowledge storing, and inference. The first step is to pretrain an image encoder model on a large-scale dataset containing a variety of images. This pretraining can use unlabeled or noisily labeled datasets. In the knowledge storing phase, the pretrained image encoder model extracts feature maps from support sets (e.g., a training dataset of a user’s desired downstream task). Extracted feature maps are paired with their corresponding labels and registered in the external storage like a database. In the inference phase, the
Fig. 1. Overview of our image classification system. Our system stores feature maps extracted from support images with the corresponding labels to the external storage. When classifying a query image, our system retrieves feature maps similar to the query one from the storage by calculating the distance based on cosine similarity. The query image is classified by majority vote on the labels of the top-k similar feature maps.

pretrained image encoder model extracts a feature map of a query image. Our system retrieves feature maps similar to the query one from the storage by calculating the distance based on cosine similarity. Then, the query image is classified by majority vote on the paired labels of the top-k similar feature maps retrieved. The following sections describe each phase in detail.

3.1 Pretraining

We pretrain an image encoder model to learn feature representations. We assume that this process is conducted on a large-scale computer system, such as a data center (not on the user side) [2]. Similarity-based retrieval in the latent space is performed in the following inference phase (see Section 3.3 for details). Therefore, transformations by the pretrained image encoder models should be such that semantically similar images are mapped to the neighborhood in the latent space. In this section, we describe suitability of pretraining methods that can be employed in our system.

Supervised learning with specific datasets. Models trained on a specific dataset by supervised learning can be used for our system. An example is a ResNet-50 model [22] trained on the ImageNet-1k classification task [14]. If input images are classified as the first class (e.g., tench) by the trained model, those input images are mapped to the feature maps so that they have a high similarity to the vector of weight parameters corresponding to the first class in the last fully connected layer. Therefore, we can employ the trained model as an image encoder by excluding the last fully connected layer. However, the trained model can overfit the classification setting of the specific dataset (e.g., the 1000 classes of ImageNet-1k).
Self-supervised contrastive learning. We can also employ self-supervised contrastive learning methods (e.g., SimCLR [9] and MoCo [21,10]), which learn image feature representations based on the similarity or dissimilarity of images between two or more views. Among the contrastive learning methods, CLIP [38] and ALIGN [25] jointly learn image and text feature representations of image and text encoders using a large number of image and text pairs collected from the internet. These methods do not require hand-crafted labeling or annotation, and the number of semantic labels is much larger than the number of labels on commonly used image datasets, such as the limited 1000 labels in ImageNet-1k.

Other self-supervised learning. Masked Auto Encoder [20] learns image feature representations through a task of reconstructing the original images from masked images. By fine-tuning on the labeled dataset, the encoders pretrained with Masked Auto Encoder have achieved high accuracy in the ImageNet-1k classification task. Because this pretraining method is label-independent, the pretrained model seems unlikely to overfit a specific classification setting (e.g., the 1000 classes of ImageNet-1k). However, the objective function of this pretraining method does not explicitly make the encoder model to map semantically similar images to the neighborhood in the latent space, so it is not suitable for similarity-based retrieval in our system.

Selecting pretraining methods. We conducted a preliminary experiment using three pretrained image encoder models: (1) a ResNet-50 model trained on the ImageNet-1k dataset with the labels by supervised learning, (2) a Vision Transformer [15] Base model with input patch sizes of 16×16 (ViT-B/16) trained by CLIP on 400 million image and text pairs collected from the internet, (3) a ViT-B/16 model trained by Masked Auto Encoder (MAE) on the ImageNet-1k dataset without the labels. We employed the three pretrained image encoders in our system, and evaluated the test accuracy on various image datasets (CIFAR-10, CIFAR-100 [29], STL-10 [11], and ImageNet-1k).

We summarize the test accuracy in Table 1. As discussed above, (1) the supervised learned model on ImageNet-1k achieves the best accuracy on ImageNet-1k, but not on the other datasets. This supervised learned model does not generalize well to unseen datasets. (3) the model pretrained by MAE shows poor performance since the objective of this pretraining method is not compatible with similarity-based retrieval in our system. On the other hand, (2) the model pretrained by CLIP achieves good accuracy on various datasets, indicating that the model is well generalized. Based on the result of this preliminary experiment, we employed image encoder models pretrained by CLIP in the experiments of Section 4. The exploration of better pretraining methods is our future work.

3.2 Knowledge Storing

To acquire knowledge, a pretrained image encoder model extracts feature maps from a support set, such as a training dataset of a user’s desired downstream task. Given a support set of n-labeled images \( \{x_{s,1}, ..., x_{s,n}\} \), the corresponding labels \( \{y_1, ..., y_n\} \), and the pretrained image encoder model \( f(\cdot) \), the i-th support
Table 1. Accuracy comparison using different pretrained image encoder models.

|           | ImageNet-1k | CIFAR-10 | CIFAR-100 | STL-10 |
|-----------|-------------|----------|-----------|--------|
| (1) Supervised learned on ImageNet-1k | 74.9 | 85.9 | 64.7 | 96.7 |
| (2) CLIP [38] | 74.0 | 94.4 | 74.3 | 98.9 |
| (3) MAE [20] | 26.7 | 51.8 | 23.2 | 66.6 |

Correct classification

| Original images | Query | Top-5 similar support samples retrieved | Classified as |
|-----------------|-------|---------------------------------------|---------------|
| n02123159_497.JPEG | -     | 0.031, 0.052, 0.054, 0.059, 0.060 | tiger cat (correct) |
| n02123159_6363.JPEG | 0.031 | tiger cat | tiger cat |
| n02123159_598.JPEG | 0.052 | tiger cat | tiger cat |
| n02123159_5525.JPEG | 0.054 | tiger cat | tiger cat |
| n02123159_6363.JPEG | 0.059 | tiger cat | tiger cat |
| n02123159_5525.JPEG | 0.060 | tiger cat | tiger cat |

Misclassification due to incorrectly labeled samples

| Original images | Query | Top-5 similar support samples retrieved | Classified as |
|-----------------|-------|---------------------------------------|---------------|
| n02123159_3499.JPEG | 0.062 | 0.068, 0.076, 0.080, 0.080 | tiger cat (wrong) |
| n02123159_3891.JPEG | 0.068 | tiger cat | tiger cat |
| n02123159_3107.JPEG | 0.076 | tiger cat | tiger cat |
| n02123159_7344.JPEG | 0.080 | tiger cat | tiger cat |
| n02123159_3499.JPEG | 0.080 | tiger cat | tiger cat |

Fig. 2. Examples of query and the top-5 similar support samples retrieved. In these examples, validation and training data of ImageNet-1k are used for the query and the support set, respectively (the file names are also given in the examples). The top figure shows an example of correct classification, and the bottom figure shows one of misclassification due to incorrectly labeled support samples. By reviewing the original images and labels, we can verify the validity of the classification results.

image is mapped to the $d$-dimensional latent space, and the extracted feature map $z_{s,i}$ is obtained by $z_{s,i} = f(x_{s,i}), z \in \mathbb{R}^d$.

Unlike fine-tuning, our system does not require iterative forward, backward and parameter-update operations, but it just requires one forward operation of each image in the support set for the feature extraction. Thus, the cost and effort are less than those of fine-tuning. Moreover, our system can avoid catastrophic forgetting without fine-tuning, even when the knowledge is iteratively updated in continual learning scenarios.

An extracted feature map is paired with the corresponding label such as $(z_{s,i}, y_i)$, and registered in the external storage like a database. If the original images are also registered to the database, then they can be used to verify the validity of classification results (see Fig. 2 and Section 3.3 for details).

3.3 Inference

Our system classifies query images (i.e., inference) by referring to image feature maps and labels registered in the database. The pretrained encoder first extracts
a feature map \( z_q \) of a query image \( x_q \) as \( z_q = f(x_q) \). Our system retrieves support feature maps that are similar to query one from the database by calculating the distance \( (D) \) based on cosine similarity between query and support feature maps as follows,

\[
D(z_q, z_{s,i}) = 1 - \frac{z_q \cdot z_{s,i}}{|z_q| |z_{s,i}|}.
\]  

With \( \arg \min_{i \in n} D(z_q, z_{s,i}) \), we can retrieve the index of the nearest, that is, the most similar support feature map to the query one. Our system retrieves the index of top-k minimum distance, and the query image is classified based on the majority vote of the paired labels in order to mitigate the effect of outliers.

Fig. 2 shows examples of query and the retrieved samples from the support set. The original images in the support set are not required for classifying query images. However, the original images registered in the database can be used for evidence or for verification of the inference results. For instance, as shown in Fig. 2, not only the labels and distance values of retrieved feature maps, but also the original images, can be listed as inference logs. By reviewing the logs, we can verify that the retrieved samples contain inappropriate data (e.g., incorrectly labeled images). The bottom figure in Fig. 2 shows an example of the misclassification of a query image due to incorrectly labeled images in the support set (using a training dataset of ImageNet-1k). If incorrectly labeled images are obtained in the logs, then we can correct false knowledge in our system by fixing the incorrect labels or eliminating such samples from the database.

The above characteristics are not present in existing image classification systems. To correct false knowledge, existing systems need to fine-tune classifier models again after fixing incorrect labels in the support set. On the other hand, our system does not require fine-tuning, thus eliminating the cost and effort for fine-tuning, and can contribute to improving the explainability of AI by visualizing and reviewing referred images and labels when classifying input images.

4 Experiments

We implemented our image classification system using the PyTorch library [37]. The setup and results for each experiment are described in detail below.

4.1 Basic Performance Evaluation

Experimental setup. We evaluated the basic performance of our system using the CIFAR-10, CIFAR-100, STL-10, and ImageNet-1k datasets. We employed image encoder models pretrained by CLIP. We used ResNet-50 and 101 as CNN models and ViT-B/32, B/16, and L/14 as Vision Transformer models\(^1\) for the image encoders. These pretrained models extracted feature maps from training images, and those extracted feature maps and labels were registered in the database.

\(^1\) ViT-B/32, B/16, and L/14 correspond to Vision Transformer Base, Base, and Large model, with input patch sizes of 32×32, 16×16, and 14×14, respectively.
database as support sets. With the support sets, we evaluated the test accuracy of our system using test datasets as query sets. As a baseline, we employed the test accuracy of the zero-shot CLIP classifier [38]. This classifier can be applied to those classification tasks without any fine-tuning like our system.

In addition to the accuracy evaluation, we measured the processing time for inference of the ImageNet-1k images. We used a NVIDIA A100 GPU and measured the processing time of our system and the zero-shot CLIP classifier as a baseline. In this measurement, both the parameters of the image encoder model and the feature maps of the support set were loaded into the GPU memory from the external storage prior to the inference. We then measured the processing time for transferring query images to the GPU, encoding the query images, and calculating the distance between the query and support feature maps. The batch size was set to 1000, and the average processing time per image was calculated.

**Experimental results.** The left graph in Fig. 3 shows the relation between the top-1 accuracy on the ImageNet-1k dataset and the number of stored pairs of feature maps and labels. Here, we randomly sample images from the training dataset, adjusting the number of the stored pairs to 12.8k, 128k, and 1.28M. We set the number of neighbors ($k$) for kNN to 10. The more stored pairs that there are in the database, the better the accuracy will be that our system can achieve. Moreover, the larger the model size, the better the performance of the feature extractor and also the accuracy.

The center graph in Fig. 3 shows the relation between the top-1 accuracy and the external storage capacity for storing feature maps and labels. In this experiment, the maximum storage capacity is 5.3 GB to store the feature maps and labels for 1.28M samples of ImageNet-1k. As shown in the center graph, the larger the capacity, the better the accuracy.

In the right graph of Fig. 3, we evaluated the relation between the accuracy and the number of neighbors of $k$ by cross-validation. For cross-validation, the 1.28M training images are randomly split 9:1 into support and query sets. As
shown in the right graph, the best accuracy is achieved when \( k \) is set to around 10. In the following experiments, \( k \) is set to 10 unless otherwise noted.

Fig. 4 shows the relation between the test accuracy and the number of stored pairs of feature maps and labels on the other datasets. For all datasets, our system improves the test accuracy as the number of stored pairs increases and as the model size becomes larger.

Table 2 summarizes the test accuracy of our system. Our system can improve accuracy from the baseline (pretrained but not fine-tuned models) on the various image datasets by storing image feature maps and labels of training datasets.

Based on the experimental results in Figs. 3 and 4, we utilize a data augmentation technique to increase the number of stored pairs of feature maps and labels. Data augmentation is typically used to prevent models from overfitting during training and to improve the generalization performance. In particular, we use only horizontal flipping to augment support images (\( 2 \times \)), and set the number of neighbors of \( k \) to 20. Table 3 summarizes the accuracy with and without data augmentation. As shown in the results for CIFAR-100 and ImageNet-1k in Table 3, our system can improve accuracy by doubling the number of pairs of stored feature maps and labels. In the results for CIFAR-10 and STL-10, data augmentation did not always improve accuracy, but the accuracy was already high enough without data augmentation (the accuracy is higher than 94%).

Fig. 5 shows the processing time for inference of the ImageNet-1k images that was measured on the NVIDIA A100 GPU. The left graph shows the processing time of our system when storing 12.8k, 128k, and 1.28M pairs of feature maps and labels with different image encoder models. In this experiment, the maximum required memory capacity is 5.3 GB when using 1.28M pairs of feature maps and labels, and all the feature maps can be fully loaded into GPU memory. By exploiting massive parallel computations of GPU, we execute a linear search
Table 3. Accuracy comparison with and without data augmentation (DA) on the support sets.

|                | CIFAR-10 | CIFAR-100 | STL-10 | ImageNet-1k |
|----------------|----------|-----------|--------|-------------|
|                | ResNet   | ViT       | ResNet | ViT         | ResNet | ViT         |
| w/o DA         | 82.8     | 87.3      | 92.7   | 94.4 97.3   | 65.7   | 63.9 71.8   | 74.7 81.7 |
| w/ DA          | 83.6     | 87.8      | 93.0   | 94.3 97.1   | 66.8   | 63.9 71.8   | 74.7 81.7 |
| ∆              | +0.8     | +0.5      | +1.3   | +0.1 0.0    | +1.1   | +0.3 +0.3   | +0.4 0.0  |

Fig. 5. Processing time for inference of the ImageNet-1k images as measured on an NVIDIA A100 GPU (left) and the breakdown comparison for ViT-L/14 with 1.28M stored pairs of feature maps and labels (right). The baseline is the processing time of the zero-shot CLIP classifier.

Based on cosine distance between a query and all the feature maps calculated in Eq. (1). As shown in the left graph, as the number of stored pairs increases, the processing time becomes slightly longer (e.g., 3% in the case of ViT-L/14). The right graph in Fig. 5 is the breakdown of the processing time for ViT-L/14 with 1.28M stored pairs. For comparison, the right graph also includes the breakdown of the zero-shot CLIP classifier as a baseline. The processing time for query image encoding is dominant, but that for the distance calculation is short enough (about 0.1 ms). The overhead from the baseline for retrieving similar feature maps from 1.28M stored ones is as small as 3.6%.

4.2 Continual Learning

Experimental setup. We evaluated the applicability of our system to continual learning, especially in task incremental and class incremental settings.

Task incremental learning is a setting where the number of tasks increases step by step. We used a Split CIFAR-100 dataset [7,52] in which the CIFAR-100 dataset is split into 20 disjoint subsets. Each subset consists of five randomly sampled classes without duplication from a total of 100 classes. Additionally, we applied ImageNet-100 [24,49,16] and ImageNet-1k datasets to the incremental learning setting. ImageNet-100 consists of 100 classes randomly sampled from 1000 classes in the ImageNet-1k dataset. We split the ImageNet-100 and ImageNet-1k datasets into 10 disjoint subsets, each containing 10 and 100 classes,
respectively. We did not balance the number of samples in each subset. We used each subset in Split CIFAR-100, Split ImageNet-100, and Split ImageNet-1k as one task for a 5-class, 10-class, and 100-class classification, respectively.

Class incremental learning is a setting in which the number of classes is continually added. In our experiment, we increased the number of classes by 5, 10, and 100 by sequentially adding the classes in each subset of Split CIFAR-100, Split ImageNet-100, and Split ImageNet-1k, respectively.

For each setting, we used ResNet-50, ViT-B/32, and ViT-L/14 models for the image encoder, and employed the pretrained models by CLIP as Section 4.1. We evaluated the accuracy of our system, the zero-shot CLIP classifier, and the conventional methods proposed for the incremental learning settings (iCaRL, ER, GEM, A-GEM, and EWC [39,40,35,7,27]). We applied the same pretrained models to the initial values for all the methods. In iCaRL, ER, GEM, and A-GEM, a part of training data learned in the past is stored in memory, and when new data is added, the model parameters are updated along with the stored data. EWC does not store any training data learned in the past. The detailed conditions such as the hyperparameter settings are described in the supplementary materials.

Experimental results. The left graph in Fig. 6 shows the average accuracy on the Split CIFAR-100 dataset for task incremental learning. The average accuracy is calculated by averaging the test accuracy evaluated in each task. In the conventional methods (except the zero-shot CLIP classifier), as the number of tasks increases, the average accuracy over tasks gradually drops because the models forget the knowledge for older tasks. On the other hand, our system stores extracted image feature maps and labels, so it does not require fine-tuning to acquire new knowledge. Therefore, our system avoids catastrophic forgetting and keeps the average accuracy over 90%, even when the number of tasks exceeds 15. The right graph in Fig. 6 shows the accuracy for class incremental learning. The accuracy curve of our system is higher than those of the conventional methods, even as the number of classes increases.
Table 4. Accuracy evaluations in task and class incremental learning settings.

| Method      | ViT-B/32 on Split ImageNet-100 | ViT-L/14 on Split ImageNet-1k |
|-------------|---------------------------------|-----------------------------|
|             | Method | task | class | Method | task | class |
| EWC [27]    | 42.2   | 13.5 |
| A-GEM [7]   | 54.5   | 15.8 |
| GEM [35]    | 63.7   | 17.4 |
| ER [40]     | 71.3   | 29.4 |
| iCaRL [39]  | 80.9   | 43.9 |
| Zero-shot CLIP [38] | 84.8 | 56.6 |
| Ours        | 90.8   | 67.9 |

Table 4 summarizes the average accuracy on the Split CIFAR-100, Split ImageNet-100, and Split ImageNet-1k datasets. The accuracy of task incremental learning is the average of the accuracy evaluated on each task after all tasks have been added. The accuracy of class incremental learning is the average of the each accuracy from the first to the last class setting, which is introduced in Ref. [39] (e.g., the average of the accuracies when the number of classes is from 5 to 100 in the right figure of Fig. 6). Our system achieves better accuracy than the conventional methods, which indicates that our system is effective in incremental learning settings.

4.3 Correcting false knowledge

Experimental setup. Datasets used as support sets can contain incorrectly labeled images. In this section, we observe the impact of incorrectly labeled images on classification results and accuracy, and evaluate the effect of eliminating them. According to Refs. [36,1], the ImageNet-1k dataset contains a small number of incorrectly labeled images (at least 6%). Ref. [1] reassesses the label of each image in ImageNet-1k and releases an ImageNet-ReaL dataset that eliminates the incorrectly labeled images from the original ImageNet-1k dataset. We compared the accuracy before and after eliminating the incorrectly labeled images from the training dataset, namely, the support set.

Experimental results. Fig. 7 shows an example of samples retrieved with the ViT-L/14 model before and after eliminating incorrectly labeled images from the support set. Before the elimination, a query image is misclassified as a ruffed grouse (correctly as a partridge) due to the retrieval of feature maps of incorrectly labeled images. After the elimination, the incorrectly labeled samples are no longer included in the top-10 retrieved samples, and the query image is correctly classified as a partridge. These verification results of Fig. 7 can be visualized with the support images (like Fig. 2 in Section 3.2). In this experiment, when all the support images in the ImageNet-1k dataset are stored for the verification, the required storage capacity is 152GB.

Table 5 shows the accuracy on the ImageNet-ReaL dataset before and after the elimination. Our system can correct false knowledge and improve accuracy by simply eliminating feature maps of incorrectly labeled images. Unlike exist-
Before and after the elimination of incorrectly labeled samples from the support set, the query image is misclassified as a ruffed grouse due to mistranscribed labels. After the elimination, the query image is correctly classified as a partridge in all samples.

Table 5: Left: validation accuracy on the ImageNet-ReaL dataset before and after eliminating incorrectly labeled images from the support sets. Right: the details for the support and query sets.

|         | ResNet 50 | ResNet 101 | ViT B/32 | ViT B/16 | ViT L/14 |
|---------|-----------|------------|----------|----------|----------|
| Before  | 71.2      | 75.7       | 75.0     | 79.4     | 81.9     |
| After   | 71.4      | 76.1       | 75.4     | 79.4     | 81.0     |
| ∆       | +0.2      | +0.4       | +0.4     | +0.3     | +0.1     |

5 Conclusions

In this paper, we investigated a system that stores knowledge for image classification not in model parameters but in external high-capacity storage and refers to this storage like a database when classifying input images. Our system can increase knowledge by adding image feature maps and their corresponding labels to the database. Without fine-tuning the model parameters, our system avoids catastrophic forgetting in continual learning scenarios and achieves better accuracy than the conventional methods. By reviewing the neighborhood samples retrieved by the kNN classifier, we can verify the classification results. If incorrectly labeled samples are included in the classification results, then our system can correct the false knowledge and improve accuracy without fine-tuning by simply eliminating the incorrectly labeled samples from the database. In future work, we will work on scaling up our system with high-capacity storage by utilizing a large-scale fast ANN (approximate nearest neighbor) search.
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