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An analytical-approximate method is proposed for a type of nonlinear Volterra partial integro-differential equations with a weakly singular kernel. This method is based on the fractional differential transform method (FDTM). The approximate solutions of these equations are calculated in the form of a finite series with easily computable terms. The analytic solution is represented by an infinite series. We state and prove a theorem regarding an integral equation with a weak kernel by using the fractional differential transform method. The result of the theorem will be used to solve a weak singular Volterra integral equation later on.

1. Introduction

Many engineering and physical problems result in the analysis of the nonlinear weakly singular Volterra integral equations (WSVIEs). These equations are applied in many areas [1] such as reaction-diffusion problems in small cells [2], theory of elasticity, heat conduction, hydrodynamics, stereology [3], the radiation of heat from semi-infinite solids [4], and other applications. Such equations have been studied by several authors [5–14].

The aim of this paper is applying the fractional differential transform method (FDTM) for solving WSVIE. The fractional differential transform method has recently been developed for solving the differential and integral equations. For example, in [15], FDTM is applied for fractional differential equations and in [16] it is used for fractional integro-differential equations. This method is applied to nonlinear fractional partial differential equations in [17]. The use of the differential transform method (DTM) in electric circuit analysis was first proposed by Zhou [18].

The main challenge of partial integro-differential equations (PIDEs) with a weakly singular kernel is faced when we are looking for an analytical solution. By applying the differential transform method, the result mostly obtained is an analytical solution in the form of a polynomial. The differential transform method is different from the traditional high order Taylor series method, which requires symbolic competition of the necessary derivatives of the data functions. Making use of this method enables us to obtain highly accurate results or exact solutions for a partial integro-differential equation. The use of application of DTM and FDTM does not require linearization, discretization, or perturbation in contrast to the methods discussed in the literature [8, 9, 19].

The form of WSVIE that we will consider in this paper with FDTM is

\[
\phi_t = \phi(x,t) + f(x,t) + \int_0^t \int_0^x (x - \xi)^{p-1} N[\phi(\xi,\eta)]
\]

where \( 0 < p < 1, 0 \leq \xi \leq x, 0 \leq \eta \leq t, \) and \( (x,t) \in [0,1] \times [0,1] \) with the initial condition

\[
\phi(x,0) = \phi_0(x),
\]
where \( \phi \) is an unknown function in \( \Lambda = [0, 1] \times [0, 1] \) which should be determined and \( f(x, t), \phi_0(x) \) are known functions and \( N \) is a nonlinear operator. The given functions \( f(x, t) \) and \( \phi(x, t) \) are assumed to be sufficiently smooth in order to guarantee the existence and uniqueness of a solution \( \phi \in C(\Lambda) \). It is assumed that the nonlinear term \( N[\phi] \) satisfies the Lipschitz condition in \( L^2(\Lambda) \).

The numerical treatment of (1) is not simple because the solutions of WSVIEs usually have a weak singularity at \( x = 0 \). Different numerical techniques have been developed for the solution of PIDEs [8, 10, 20–25]. In this article, FDTM is applied to solve (1) and the main theorem is proved on the two-dimensional FDTM, while the one-dimensional FDTM has been applied in [26].

The paper is organized as follows: In Section 2, Caputo and Riemann-Liouville fractional derivatives are introduced. In Section 3, the theorems of the fractional differential transform method, preliminaries, and notations are explained. In Section 4, we have proposed the main theorem, for which a WSVIE can be considered as a series of FDT. Further, some examples of the application of FDTM are demonstrated, which show the accuracy of the method, in Section 5. We conclude our discussion in Section 6.

2. Riemann-Liouville and Caputo Fractional Derivatives

There are different kinds of definitions for the fractional derivative of order \( q > 0 \); among various definitions of fractional derivatives of order \( q > 0 \), the Riemann-Liouville and Caputo formulas are the most common [27]. The Riemann-Liouville fractional integration of order \( q \) is defined as

\[
J^q_{x_0} f(x) = \frac{1}{\Gamma(q)} \int_{x_0}^x (x - t)^{q-1} f(t) \, dt, \quad (3)
\]

\( q > 0, \ x > x_0. \)

The following equations define Riemann-Liouville and Caputo fractional derivatives of order \( q \), respectively:

\[
D^q_{x_0} f(x) = \frac{d^m}{dx^m} \left[ J^{m-q}_{x_0} f(x) \right], \quad (4)
\]

\[
D^q_{x_0} f(x) = \frac{d^m}{dx^m} \left[ J^{m-q}_{x_0} f(x) \right], \quad (5)
\]

where \( m - 1 \leq q < m \) and \( m \in \mathbb{N} \). From (4) and (5), we have

\[
D^q_{x_0} f(x) = \frac{1}{\Gamma(m-q)} \frac{d^m}{dx^m} \int_{x_0}^x (x - t)^{m-q-1} f(t) \, dt, \quad (6)
\]

\( x > x_0. \)

3. The Fractional Differential Transform Method (FDTM)

There are some approaches to the generalization of the notion of differentiation to fractional orders. According to the Riemann-Liouville formula, the fractional differentiation is defined by (6). The analytical and continuous function \( f(x) \) is expended in terms of a fractional power series as follows:

\[
f(x) = \sum_{k=0}^{\infty} F(k) (x - x_0)^{k\alpha}, \quad (7)
\]

where \( \alpha \) is the order of fraction and \( F(k) \) is the fractional differential transform of \( f(x) \) [15, 28–30]. In Caputo sense [31], (6) is modified to handle integer-order initial conditions as follows:

\[
D^k x_0 \left[ f(x) - \sum_{k=0}^{m-1} \frac{1}{k!} (x - x_0)^k f^{(k)}(x_0) \right] = \frac{1}{\Gamma(m-q)} \frac{d^m}{dx^m} \left[ f(t) - \sum_{k=0}^{m-1} \frac{1}{k!} (t - x_0)^k f^{(k)}(x_0) \right] \, dt, \quad (8)
\]

Since the initial conditions are implemented to the integer-order derivatives, the transformation of the initial conditions also can be represented as follows:

\[
F(k) = \begin{cases} \frac{1}{(k/\alpha)!} \left[ \frac{d^{k/\alpha} f(x)}{dx^{k/\alpha}} \right]_{x=x_0} & \text{if } k/\alpha \in \mathbb{N}, \\ 0 & \text{if } k/\alpha \notin \mathbb{N}, \end{cases} \quad (9)
\]

for \( k = 0, 1, 2, \ldots, (n\alpha - 1) \), where \( n \) is the order of FDE that is considered.

Consider a function \( u(x, t) \) of two variables, and assume that it can be expressed as a product of two single-variable functions as \( u(x, t) = f(x)g(t) \). The expansion of the function \( u(x, t) \) in a Taylor series around a point \( (x_0, t_0) \) is as follows:

\[
u(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} U(k, h) (x - x_0)^{k\beta} (t - t_0)^{h\alpha}. \quad (10)
\]

If we take \( (x_0, t_0) = (0, 0) \), then (10) can be illustrated as

\[
u(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} U(k, h) (k/\beta)! (h/\alpha)! f^{(k)}(x_0) g^{(h)}(t_0), \quad (11)
\]

where \( \alpha, \beta \) are the order of the fractions, \( \alpha, \beta \in \mathbb{N} \), and \( U(k, h) = F(k)G(h) \) is called the spectrum of \( u(x, t) \) and defined by

\[
U(k, h) = \frac{1}{\Gamma(k/\beta + 1) \Gamma(h/\alpha + 1)} \left[ D^{k/\beta} D^{h/\alpha} u(x, t) \right]_{(x_0, t_0)}. \quad (12)
\]

If we choose \( \alpha = 1 \) and \( \beta = 1 \), the fractional two-dimensional differential transform reduces to the classical two-dimensional differential transform. Using (11) and (12), the theorems of FDTM are introduced as follows. The proofs of these theorems can be found in [15, 17].

Theorem 1. Suppose that \( W(k, h), U(k, h), \) and \( V(k, h) \) are the differential transformations of the functions \( w(x, t), u(x, t), \) and \( v(x, t) \), respectively, with order of fraction \( \alpha \) and \( \beta \); then
(1) if \( w(x, t) = u(x, t) \pm v(x, t) \), then \( W(k, h) = U(k, h) \pm V(k, h) \);
(2) if \( w(x, t) = \lambda u(x, t) \), then \( W(k, h) = \lambda U(k, h) \);
(3) if \( w(x, t) = (x - x_0)^p(t - t_0)^q \), then
\[
W(k, h) = \delta(k - \beta p) \delta(h - \alpha q); \tag{13}
\]
(4) if \( w(x, t) = u(x, t) v(x, t) \), then
\[
W(k, h) = U(k, h) V(k, h) = \sum_{r=0}^{k} \sum_{s=0}^{h} U(r, h - s) V(k - r, s); \tag{14}
\]
(5) if \( w(x, t) = \chi^p \sin(at + b) \), then
\[
W(k, h) = \frac{\alpha^h}{h!} \delta(k - p) \sin\left(\frac{h\pi}{2} + b\right); \tag{15}
\]
(6) if \( w(x, t) = \chi^p \cos(at + b) \), then
\[
W(k, h) = \frac{\alpha^h}{h!} \delta(k - p) \cos\left(\frac{h\pi}{2} + b\right); \tag{16}
\]
(7) if \( w(x, t) = \chi^p \exp(\lambda t) \), then
\[
W(k, h) = \frac{\delta(k - p)}{h!} \left(\lambda^h\right). \tag{17}
\]

where \( p \) and \( q \) are positive and \( \lambda, a, b \) are scalars.

**Theorem 2.** If \( u(x, t) = D_t^{\alpha} v(x, t) \) and \( \beta \in \mathbb{N} \) is order of fractional, then
\[
U(k, h) = \frac{\Gamma(q + 1 + k/\beta)}{\Gamma(1 + k/\beta)} V(k + \beta q, h). \tag{18}
\]

**Definition 3.** The Beta function \( B(a, b) \) of two variables is defined by
\[
B(a, b) = \int_0^1 (1 - x)^{a-1} x^{b-1} dx. \tag{19}
\]

The following is proved easily:
\[
B(a, b) = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a + b)}. \tag{20}
\]

**Definition 4.** The Kronecker delta function is given by
\[
\delta(k - m) = \begin{cases} 1, & k = m, \\ 0, & k \neq m. \end{cases} \tag{21}
\]

4. **Main Theorem**

Now, we represent the main theorem of this study, through which a weakly singular Volterra integral equation can be expressed as a series of fractional differential transform for \( w(x, t) = \int_0^t \int_0^x (x - \xi)^{p-1} N[\phi(\xi, \eta)] d\xi d\eta, 0 < p < 1, p \in \mathbb{Q} \).

**Theorem 5.** Suppose that \( \Phi(k, h) \) and \( W(k, h) \) are the fractional differential transforms of the functions \( \phi(x, t) \) and \( w(x, t) \), respectively, such that
\[
w(x, t) = \int_0^t \int_0^x (x - \xi)^{p-1} N[\phi(\xi, \eta)] d\xi d\eta, \tag{22}
\]
\[
0 < p < 1, p \in \mathbb{Q}.
\]

Then, by choosing a suitable \( \beta \in \mathbb{Z}^+ \) such that \( \beta p \in \mathbb{Z}^+ \), we have
\[
W(k, h) = \frac{1}{((h - q)/\alpha) + 1} \sum_{l=0}^{k} \delta(l - \beta p) \cdot \sum_{q=0}^{h} \delta(q - \alpha) B\left(\frac{k - l}{\beta} + 1, p\right) \cdot \Phi(k - l, h - q), \tag{23}
\]
where \( B(\cdot, \cdot) \) is the Beta function and \( \delta \) is the Kronecker delta function.

**Proof.** By putting \( N[\phi(x, t)] = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) x^{k/\beta} t^{h/\alpha} \) in (22), it will change into
\[
w(x, t) = \int_0^t \int_0^x (x - \xi)^{p-1} N[\phi(\xi, \eta)] d\xi d\eta = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) \int_0^t \int_0^x (x - \xi)^{p-1} x^{k/\beta} \xi^{h/\alpha} d\xi d\eta. \tag{24}
\]
To calculate \( \int_0^x (x - \xi)^{p-1} \xi^{k/\beta} d\xi \), we change variable \( x/\xi = v \) and according to Definition 3 we get
\[
\int_0^x (x - \xi)^{p-1} \xi^{k/\beta} d\xi = B\left(\frac{k}{\beta} + 1, p\right) x^{p+k/\beta}. \tag{25}
\]

The following equation is obtained by using Theorem 1 and replacing (25) into (24):
\[
w(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) B\left(\frac{k}{\beta} + 1, p\right) x^{p+k/\beta} \int_0^t \int_0^x (x - \xi)^{p-1} \xi^{h/\alpha} d\xi. \tag{26}
\]

Hence
\[
w(x, t) = \frac{1}{(h/\alpha) + 1} x^{p+k/\beta} \int_0^t \int_0^x \Phi(k, h) B\left(\frac{k}{\beta} + 1, p\right) \frac{1}{\delta(l - \beta p)}.
\]
\[\cdot x^{k/\beta} \sum_{q=0}^{\infty} \delta(q-\alpha) t^{q/\alpha} \]
\[\cdot \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} B \left( \frac{k}{\beta} + 1, p \right) \Phi(k, h) x^{k/\beta} t^{h/\alpha} \]
\[= \frac{1}{(h/\alpha) + 1} \cdot \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \sum_{l=0}^{\infty} \delta(l-\beta p) \sum_{q=0}^{\infty} \delta(q-\alpha) B \left( \frac{k}{\beta} + 1, p \right) \]
\[\cdot \Phi(k, l, h-q) x^{k/\beta} t^{h/\alpha}. \]

For each of these examples, we obtain a recurrence relation. In all of the examples, we choose \( \alpha = 1 \) and \( \beta \) is chosen in a way where \( \beta p \in \mathbb{Z}^+ \).

**Example 1.** Consider the following nonlinear partial integro-differential equation with a weakly singular kernel with \( p = 1/2 \) [23]:

\[\phi_t = \phi(x, t) + f(x, t) \]
\[+ \int_0^t \int_0^x (x-\xi)^{p-1} \left[ \phi(\xi, \eta) \right]^2 d\xi d\eta, \]

with the initial condition \( \phi(x, 0) = x^2 \) and \( f(x, t) = 2t - x^2 - t^2 - (2/315)x^{1/2}t(128x^4 + 112x^2t^2 + 63t^4) \).

For solving (30), we employ the FDTM, to get

\[(1 + h) \Phi(k, h + 1) = \Phi(k, h) + 2\delta(h-1)\delta(k) - \delta(h)\delta(k-4) - \delta(h-2)\delta(k) - \frac{256}{315}\delta(h-1) \]
\[- \delta(h)\delta(k-4) - \delta(h-2)\delta(k) - \frac{224}{315}\delta(h-3)\delta(k-5) - \frac{126}{315}\delta(h-5) \]
\[- \delta(k-1) + \frac{1}{h} B \left( \frac{k-1}{2} + 1, \frac{1}{2} \right) \]
\[- \sum_{s=0}^{k-1} \sum_{r=0}^{h-1} \Phi(s, h-1-r) \Phi(k-1-s, r), \]

where \( h, k \geq 1 \) in the upper bound of the sigmas and the differential transform of initial condition is as follows:

\[\Phi(k, 0) = \delta(k-4) = \begin{cases} 1 & k = 4 \\ 0 & k \neq 4 \end{cases} \]

\[\Phi(4, 0) = 1. \]

Also we have

\[\phi(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) x^{k/2} t^{h} \]
\[= \Phi(0, 0) + \Phi(0, 1) t + \Phi(0, 2) t^2 + \cdots + \Phi(1, 0) x^{1/2} + \Phi(1, 1) x^{1/2} t \]
\[+ \Phi(1, 2) x^{1/2} t^2 + \Phi(1, 3) x^{1/2} t^3 + \cdots + \Phi(2, 0) x + \Phi(2, 1) xt + \Phi(2, 2) x^2 + \Phi(2, 3) x^3 + \cdots \]
\[+ \Phi(3, 0) x^{3/2} + \Phi(3, 1) x^{3/2} t + \Phi(3, 2) x^{3/2} t^2 + \Phi(3, 3) x^{3/2} t^3 + \cdots + \Phi(4, 0) x^2 \]
\[+ \Phi(4, 1) x^2 t + \Phi(4, 2) x^2 t^2 + \Phi(4, 3) x^2 t^3 + \cdots. \]
By using the recurrence relation (31) and the transform initial condition (32), we get the following:

\[
\begin{align*}
\Phi(0,1) &= \Phi(0,0) + 0 \downarrow \\
\Phi(1,1) &= \Phi(1,0) + 0 \downarrow \\
\Phi(2,1) &= \Phi(2,0) + 0 \downarrow \\
\Phi(3,1) &= \Phi(3,0) + 0 \downarrow \\
\Phi(4,1) &= \Phi(4,0) - 1 \downarrow \\
\end{align*}
\]

and by applying the same calculations, the following can be concluded:

\[
\Phi(k,1) = 0 \quad k \geq 5.
\]  

Also we put

\[
\begin{align*}
2\Phi(0,2) &= \Phi(0,1) + 2 \\
\Phi(1,2) &= \Phi(1,1) + 0 \\
\Phi(2,2) &= \Phi(2,1) + 0 \\
\Phi(3,2) &= \Phi(3,1) + 0 \\
\Phi(4,2) &= \Phi(4,1) - \frac{2 \times 128}{315} + B\left(4 + 1, \frac{1}{2}\right) \sum_{r=0}^{9} \sum_{s=0}^{8-\sigma} \Phi(s,0) \Phi(8-s,0).
\end{align*}
\]

By Definition 3, we have

\[
B\left(5, \frac{1}{2}\right) = \frac{2 \times 128}{315}.
\]

So \(\Phi(9,2) = 0\).

And by applying the same calculations, we can conclude that

\[
\Phi(k,2) = 0 \quad k > 9.
\]  

By continuing this process, we can also conclude the following:

\[
\Phi(k,h) = 0 \quad k \geq 0, \quad h \geq 3.
\]

By applying the same calculations, we can conclude:

\[
\Phi(k,1) = 0 \quad k \geq 5.
\]  

Also we put

\[
\begin{align*}
k &= 0 \\
h &= 1 \\
2\Phi(0,2) &= \Phi(0,1) + 2 \\
\Phi(1,2) &= \Phi(1,1) + 0 \\
\Phi(2,2) &= \Phi(2,1) + 0 \\
\Phi(3,2) &= \Phi(3,1) + 0 \\
\Phi(4,2) &= \Phi(4,1) - \frac{2 \times 128}{315} + B\left(4 + 1, \frac{1}{2}\right) \sum_{r=0}^{9} \sum_{s=0}^{8-\sigma} \Phi(s,0) \Phi(8-s,0).
\end{align*}
\]

By Definition 3, we have

\[
B\left(5, \frac{1}{2}\right) = \frac{2 \times 128}{315}.
\]

So \(\Phi(9,2) = 0\).

And by applying the same calculations, we can conclude that

\[
\Phi(k,2) = 0 \quad k > 9.
\]  

By continuing this process, we can also conclude the following:

\[
\Phi(k,h) = 0 \quad k \geq 0, \quad h \geq 3.
\]
Therefore, by substituting the above values into (33), the exact solution is obtained in the following form:

\[ \phi(x, t) = x^2 + t^2 \]  

(40)

which is the particular solution obtained in [23].

**Example 2.** Consider the following nonlinear partial integro-differential equation with a weakly singular kernel:

\[ \phi_t = \phi(x, t) + f(x, t) + \int_0^t \int_0^x (x - \xi)^{-1/4} \left[ \phi(\xi, \eta) \right]^2 d\xi d\eta \]  

(41)

with the initial condition \( \phi(x, 0) = x \) and \( f(x, t) = -x \sin t - x \cos t - \frac{64}{231} x^{11/4} t - \frac{32}{231} x^{11/4} \sin 2t \).

Taking into consideration the two-dimensional transform for (41) and the related theorems, we have

\[
(h + 1) \Phi(k, h + 1) = \Phi(k, h) - \delta(k - 4) \frac{1}{h!} \sin \frac{h\pi}{2} - \delta(k - 4) \frac{1}{h!} \cos \frac{h\pi}{2} - 64 \frac{1}{231} \delta(k - 11) \delta(h - 1) - 32 \frac{1}{231} (2h - 231) \delta(k - 11) \delta(h - 1) - 1 \frac{h!}{h} \sum_{s=0}^{k-3} \sum_{r=0}^{h-1} \Phi(s, h - 1 - r) \Phi(k - 3 - s, r). 
\]  

(42)

The differential transform of the initial condition is as follows:

\[ \Phi(k, 0) = \delta(k - 4) = \begin{cases} 1 & k = 4 \\ 0 & k \neq 4 \end{cases} \quad \rightarrow \quad \Phi(4, 0) = 1. \]  

(43)

Also we have

\[ \phi(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) x^{k/4} t^h \]

\[ = \Phi(0, 0) + \Phi(0, 1) t + \Phi(0, 2) t^2 + \ldots + \Phi(1, 0) x^{3/4} + \Phi(1, 1) x^{3/4} t + \ldots + \Phi(1, 2) x^{3/4} t^2 + \Phi(1, 3) x^{3/4} t^3 + \ldots + \Phi(2, 0) x^{5/4} + \Phi(2, 1) x^{5/4} t + \ldots + \Phi(2, 2) x^{5/4} t^2 + \Phi(2, 3) x^{5/4} t^3 + \ldots + \Phi(3, 0) x^{7/4} + \Phi(3, 1) x^{7/4} t + \ldots + \Phi(3, 2) x^{7/4} t^2 + \Phi(3, 3) x^{7/4} t^3 + \ldots + \Phi(4, 0) x + \Phi(4, 1) x t + \Phi(4, 2) x t^2 + \Phi(4, 3) x t^3 + \ldots. \]  

(44)

By using the recurrence relation (42) and the differential transform of initial condition (43), we get

\[ k = 0 \]

\[ h = 0 \]

\[ \Phi(0, 1) = \Phi(0, 0) - 0 \]

\[ \Phi(0, 1) = 0; \]

\[ k = 1 \]

\[ h = 0 \]

\[ \Phi(1, 1) = \Phi(1, 0) - 0 \]

\[ \Phi(1, 1) = 0; \]

\[ k = 2 \]

\[ h = 0 \]

\[ \Phi(2, 1) = \Phi(2, 0) - 0 \]

\[ \Phi(2, 1) = 0; \]

\[ k = 3 \]

\[ h = 0 \]

\[ \Phi(3, 1) = \Phi(3, 0) - 0 \]

\[ \Phi(3, 1) = 0; \]

\[ k = 4 \]

\[ h = 0 \]

\[ \Phi(4, 1) = \Phi(4, 0) - 1 \]

\[ \Phi(4, 1) = 0; \]

\[ \Phi(4, 1) = 0 \]

\[ \Phi(k, 1) = 0 \quad k \geq 5; \]

\[ k = 0 \]

and by applying the same calculations, it can be concluded that

\[ \Phi(k, 1) = 0 \quad k \geq 5; \]

\[ k = 0 \]
\( h = 1 \)
\[
2 \Phi(0, 2) = \Phi(0, 1) - 0
\]
\[
\Phi(0, 2) = 0;
\]
\( k = 1 \)
\[
h = 1
\]
\[
2 \Phi(1, 2) = \Phi(1, 1) - 0
\]
\[
\Phi(1, 2) = 0;
\]
\( k = 2 \)
\[
h = 1
\]
\[
2 \Phi(2, 2) = \Phi(2, 1) - 0
\]
\[
\Phi(2, 2) = 0;
\]
\( k = 3 \)
\[
h = 1
\]
\[
2 \Phi(3, 2) = \Phi(3, 1) - 0
\]
\[
\Phi(3, 2) = 0;
\]
\( k = 4 \)
\[
h = 1
\]
\[
2 \Phi(4, 2) = \Phi(4, 1) - 1
\]
\[
\Phi(4, 2) = -\frac{1}{2}
\]
\(:
\]
\( k = 11 \)
\[
h = 1
\]
\[
2 \Phi(11, 2) = \Phi(11, 1) - \frac{64}{231} - \frac{64}{231}
\]
\[\text{...}^{\sum_{s=0}^{8} \Phi(s, 0) \Phi(8-s, 0)}\]
\[
\Phi(11, 2) = 0;
\]
\( k = 0 \)
\[
h = 2
\]
\[
3 \Phi(0, 3) = \Phi(0, 2) - 0
\]
\[
\Phi(0, 3) = 0;
\]
\( k = 1 \)
\[
h = 2
\]
\[
3 \Phi(1, 3) = \Phi(1, 2) - 0
\]
\[
\Phi(1, 3) = 0;
\]
\( k = 2 \)
\[
h = 2
\]
\[
3 \Phi(2, 3) = \Phi(2, 2) - 0
\]
\[
\Phi(2, 3) = 0;
\]
\( k = 3 \)
\[
h = 2
\]
\[
3 \Phi(3, 3) = \Phi(3, 2) - 0
\]
\[
\Phi(3, 3) = 0;
\]
\( k = 4 \)
\[
h = 2
\]
\[
3 \Phi(4, 3) = \Phi(4, 2) + \frac{1}{2!}
\]
\[
\Phi(4, 3) = -\frac{1}{2!} + \frac{1}{2!} = 0,
\]
and by applying the same calculations, we conclude the following:

\[
\begin{align*}
\Phi(k,3) &= 0 \quad k \geq 5; \\
k &= 0 \\
h &= 3 \\
\downarrow \\
4\Phi(0,4) &= \Phi(0,3) - 0 \\
\downarrow \\
\Phi(0,4) &= 0; \\
k &= 1 \\
h &= 3 \\
\downarrow \\
4\Phi(1,4) &= \Phi(1,3) - 0 \\
\downarrow \\
\Phi(1,4) &= 0; \\
k &= 2 \\
h &= 3 \\
\downarrow \\
4\Phi(2,4) &= \Phi(2,3) - 0 \\
\downarrow \\
\Phi(2,4) &= 0; \\
k &= 3 \\
h &= 3 \\
\downarrow \\
4\Phi(3,4) &= \Phi(3,3) - 0 \\
\downarrow \\
\Phi(3,4) &= 0; \\
k &= 4 \\
h &= 3 \\
\downarrow \\
4\Phi(4,4) &= \Phi(4,3) + \frac{1}{3!} \\
\downarrow \\
\Phi(4,4) &= \frac{1}{4!}; \\
\Phi(k,4) &= 0 \quad k \geq 5.
\end{align*}
\]

Therefore, by substituting the above values into (44), the exact solution is obtained in the following form:

\[
\phi(x,t) = \Phi(4,0)x + \Phi(4,1)xt + \Phi(4,2)xt^2 \\
\quad + \Phi(4,3)xt^3 + \cdots
\]

\[
= x - \frac{1}{2}xt^2 + \frac{1}{4}xt^4 + \cdots = x\cos t.
\]

**Example 3.** Consider the following nonlinear partial integro-differential equation with a weakly singular kernel:

\[
\phi_t = \phi(x,t) + f(x,t) \\
+ \int_0^t \int_0^x (x-\xi)^{-3/5} [\phi(\xi,\eta)]^2 d\xi d\eta
\]

with the initial condition \(\phi(x,0) = x\) and \(f(x,t) = (125/168)x^{12/5}e^{2t}\).

To solve (49), by applying FDTM, we have

\[
(h + 1)\Phi(k, h + 1) = \Phi(k, h) - \frac{125}{168} \delta(k - 12) \frac{2^h}{h!} \\
\quad + \frac{1}{h} B \left( \frac{k-2}{5} + \frac{2}{5} \right) \\
\quad + \sum_{s=0}^{k-2} \sum_{r=0}^{h-1} \Phi(s, h - 1 - r) \Phi(k - 2 - s, r),
\]

where \(k \geq 2, h \geq 1\) in the upper bound of the sigmas and differential transform of initial condition is as follows:

\[
\Phi(k,0) = \delta(k - 5) = \begin{cases}
1 & k = 5 \\
0 & k \neq 5
\end{cases} \quad \rightarrow \Phi(5,0) = 1.
\]

Also we have

\[
\phi(x,t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) x^{k/5} t^h
\]

\[
= \Phi(0,0) + \Phi(0,1) t + \Phi(0,2) t^2 + \cdots \\
\quad + \Phi(1,0) x^{1/5} + \Phi(1,1) x^{1/5} t \\
\quad + \Phi(1,2) x^{1/5} t^2 + \Phi(1,3) x^{1/5} t^3 + \cdots \\
\quad + \Phi(2,0) x^{2/5} + \Phi(2,1) x^{2/5} t \\
\quad + \Phi(2,2) x^{2/5} t^2 + \Phi(2,3) x^{2/5} t^3 + \cdots \\
\quad + \Phi(3,0) x^{3/5} + \Phi(3,1) x^{3/5} t \\
\quad + \Phi(3,2) x^{3/5} t^2 + \Phi(3,3) x^{3/5} t^3 + \cdots \\
\quad + \Phi(4,0) x^{4/5} + \Phi(4,1) x^{4/5} t \\
\quad + \Phi(4,2) x^{4/5} t^2 + \Phi(4,3) x^{4/5} t^3 + \cdots \\
\quad + \Phi(5,0) x + \Phi(5,1) x t + \Phi(5,2) x t^2 \\
\quad + \Phi(5,3) x t^3 + \cdots.
\]
By using the recurrence relation (50), the differential transform of initial condition (51), and the same calculations of the above-mentioned examples, it is concluded that

$$\phi(x, t) = x + xt + \frac{1}{2!}x^2t^2 + \frac{1}{3!}x^3t^3 + \cdots - \frac{125}{168}x^{12/5}\left(t + \frac{t^2}{2!} + \frac{t^3}{3!} + \cdots\right).$$

Of course this solution is an analytical solution.

7. Conclusion

In this paper, we have described the definition and operation of two-dimensional fractional differential transform; fractional derivatives have been considered in the Caputo and Riemann-Liouville sense and the main theorem on fractional differential transform method. Using the fractional differential transform method, a kind of nonlinear partial integro-differential equation with a singular kernel was solved approximately and analytically. We have used FDTM in this paper to solve (30) which was solved by operational matrices in [23]. The advantages of this method are that one obtains satisfactory results in less time, there is no need to calculate any repeated integral, and there is no discretization.
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