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ABSTRACT

Over 300 million people worldwide are affected by various retinal diseases. By noninvasive Optical Coherence Tomography (OCT) scans, a number of abnormal structural changes in the retina, namely retinal lesions, can be identified. Automated lesion localization in OCT is thus important for detecting retinal diseases at their early stage. To conquer the lack of manual annotation for deep supervised learning, this paper presents a first study on utilizing semi-supervised object detection (SSOD) for lesion localization in OCT images. To that end, we develop a taxonomy to provide a unified and structured viewpoint of the current SSOD methods, and consequently identify key modules in these methods. To evaluate the influence of these modules in the new task, we build OCT-SS, a new dataset consisting of over 1k expert-labeled OCT B-scan images and over 13k unlabeled B-scans. Extensive experiments on OCT-SS identify Unbiased Teacher (UnT) as the best current SSOD method for lesion localization. Moreover, we improve over this strong baseline, with mAP increased from 49.34 to 50.86.

CCS CONCEPTS

• Computing methodologies → Object detection; Semi-supervised learning settings.

KEYWORDS

OCT B-scan images, retinal lesion localization, semi-supervised object detection, medical image analysis, semi-supervised learning

∗Corresponding author: Xirong Li (xirong@ruc.edu.cn)

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ICMR ’22, June 27–30, 2022, Newark, NJ, USA
© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9236-9/22/06...
DOI: 10.1145/3512527.3531418

1 INTRODUCTION

Figure 1: An array of OCT B-scan images and a color fundus photograph (right) acquired during an eye examination. Device: Topcon Maestro-1 (Topcon Corp., Japan). Numbered blue arrows on the color fundus photo are manually added to show the locality of the corresponding OCT images.

Over 300 million people worldwide are affected by various retinal diseases, such as age-related macular degeneration (AMD), diabetic macular edema (DME), and pathologic myopia [1, 7]. These retinal diseases are among the leading causes of severe vision loss or even blindness, especially in aged populations [2]. Luckily, many of these diseases can be identified at their early stage by noninvasive fundus examinations. Optical coherence tomography (OCT) is one of the advanced retinal imaging modalities at present. Compared with color fundus photography, OCT has some unique advantages in identifying abnormal structural changes in the retina, a.k.a. retinal lesions. OCT provides a cross-sectional analysis of the retina, retinal pigment epithelium, and choroid with depth-resolved segmentation and histology-like resolution [11], see Fig. 1. By a volumetric OCT scan, retinal lesions such as pigment epithelial detachment (PED) and intraretinal fluid (IRF) w.r.t. specific retina diseases can be
research on SSOD boils down to answering the following two questions, i.e., how to generate pseudo bounding-box labels from unlabeled images and how to exploit such auto-labeled data together with the previously labeled data? While these questions have been answered with some success, e.g., by Instant Teaching (InsT) [21], Unbiased Teacher (UnT) [10], and Soft Teacher (SoFT) [19], these efforts are mostly targeted at object detection in natural scenes as provided by the PASCAL VOC and MS-COCO benchmarks. For the natural-scene domain, strong data augmentation operations such as large-scale Cutout or geometric transformation are often performed for better performance [19]. However, as lesions in an OCT image are closely related to their localities in the image, the original anatomical position information is crucial for lesion localization. Therefore, such information can be disrupted with easy given the aforementioned operations. To what extent can conclusions and good practices of SSOD learned from the natural-image domain be generalized to the OCT-image domain is mostly untouched.

As the first work on applying SSOD for lesion localization in OCT images, we analyze key modules of the state-of-the-art methods, which consists of pseudo label generation by a teacher network, initialization & update of the teacher network, strong data augmentation, and losses for the unlabeled data. The analysis is followed by an extensive experimental comparison. Consequently, we identify a set of good practices for lesion localization in a semi-supervised scenario. To sum up, the main contributions of this paper are:

- To the best of our knowledge, we are the first to utilize SSOD techniques for lesion localization in OCT images.
- We develop a taxonomy of the current SSOD methods, see Table 2, which provides a unified and structured viewpoint. The taxonomy is important as it allows us to see clearly both common and unique patterns across the existing methods.
- Guided by the taxonomy, we conduct an extensive empirical study to reveal the influence of the key modules in SSOD and consequently sort out the good practices for the new task. Moreover, we develop OCT-SS as a new dataset, which will be released with due ethical approval.

For up-to-date information, we refer to our GitHub page (https://github.com/li-xirong/oct-ss).

## 2 RELATED WORK

**Semi-supervised object detection.** The SSOD setting we discuss is that the training contains a small set of labeled data and another set of completely unlabeled data (i.e., only images). In this setting, CSD[6] proposed a method based on consistency regularization, which enforces the predictions of an input image and its flipped version to be consistent. However, in the early phase of training, consistency regularization regularizes the model towards high entropy predictions, and prevents it from achieving good accuracy[13]. Recently, these works STAC[14], Instant Teaching[21], Unbiased Teacher[10], Soft Teacher[19], which use pseudo labeling with weak-strong data augmentation scheme for model training, are the current state-of-the-arts.

Apparently, the upper limit of performance of the framework depends on the quality of the pseudo label, as we rely on the pseudo label to train the student model. There are two ways to improve the quality of pseudo label: 1) Generate better quality box candidates. 2) Filter out box candidates of poor quality. Therefore a good initialization & update strategy for teacher model and a good pseudo label generation strategy are very important.

The weak-strong data augmentation scheme is actually augmentation driven consistency regularization, which enforces the model to maintain consistent predictions between the weakly augmented and the strongly augmented unlabeled data, and thus encourages the model to learn useful information from the pseudo annotations. And the teacher model use unlabeled data applied weak augmentations is due to the consideration of the accurate of pseudo label. The strength of augmentations is a relative concept and has not been clearly defined. Intuitively, the key of weak-strong data augmentation scheme lies in the difference between weak augmentations and strong augmentations. When the weak augmentations remain unchanged, the more complex and appropriate the strong augmentations, the more information the model can learn from the pseudo label[21].

Table 2 systematically shows the different strategies for design points of the current SOTA of SSOD, which consists of strong data augmentations, initialization & update strategy of teacher network, pseudo label generation strategy, unsupervised loss functions. The green and red colors in the table indicate that in our experimental evaluation, the corresponding strategy has positive and negative
Figure 2: Sample B-scan images of our OCT-SS dataset, built for lesion localization by semi-supervised object detection. The first row is normal B-scans, while the remaining rows are nine retinal lesions labeled by experts and used in this study.

Table 2: Proposed taxonomy of the state-of-the-art (SOTA) for semi-supervised object detection (SSOD). We identify good and bad practices for OCT lesion localization, which are highlighted in green and red cells, respectively. The integration of the good practices allows us to outperform the best current method (which is UbT) in the new context.

| Method      | % COCO mAP | Teacher $\theta_T$ | Strong data augmentation $A$ | Pseudo label generation (PLG) | Loss for unlabeled data $\ell_u$ |
|-------------|------------|--------------------|-----------------------------|-------------------------------|----------------------------------|
|             |            | Initialization | Update | Color | Cutout | Mixup | Geo | $\ell_{u,cls}$ | $\ell_{u,reg}$ |
| STAC [14]   | 24.38      | Burn-In         | –      | ✓     | ✓      | –     | ✓   | Score filter | CE       | L1          |
| Inst [21]   | 26.75      | ImageNet        | BP     | ✓     | ✓      | ✓     | –   | Score filter | CE       | L1          |
| UbT [10]    | 28.27      | Burn-In         | EMA    | ✓     | ✓      | –     | –   | Score filter | FL       | –           |
| SoftT [19]  | 30.74      | ImageNet        | EMA    | ✓     | –      | ✓     | ✓   | Double filter| WCE      | L1          |
| UbT+ (this paper) | –         | Burn-In         | EMA    | ✓     | –      | –     | –   | Double filter| FL       | L1          |

**OCT lesion localization.** Yang et al.[20] proposes an unsupervised domain adaptation framework for cross-device OCT lesion localization via learning adaptive features. They integrate global and local adversarial discriminators into Faster R-CNN[12], and apply L2-norm function to the global feature to stabilize the discrimination in target domain. They select subRetinal fluid (SRF), choroidal neovascularization (CNV), and retinal pigment epithelium atrophy (RPEA) as detecting lesions. Wang et al.[16] developed an intelligent system using Feature pyramid networks (FPN)[9] for OCT lesion localization and making urgent referrals through a decision network that used both localization results and thickness maps as input. Fan et al.[3] proposes a positive-aware lesion localization network with cross-scale feature pyramid(CFP) based on Faster R-CNN to detect 9 categories of retinal lesions on OCT images. Different from FPN, the features at different scales of CFP combine the
information of all other scales. They generate positive-aware lesion confidence at global level and regional level. And the activation response on global feature map and positive proposal confidence are integrated into the final localization score. Prior works\cite{16,3} have already demonstrated promising results in various OCT lesion localization, but the success should be attributed to not only recent progress in deep learning techniques but also large volumes of carefully labeled data. Note that the data set they used contains nearly 40,000 B-scans with lesion labels.

3 TAXONOMY OF SSOD METHODS

3.1 Problem Formalization

Given a set of \(n_l\) labeled images \(D_l = \{(x_l, y_l)\}\) and a much larger set of \(n_u\) unlabeled images \(D_u = \{x_u\}\), the goal of SSOD is to be stated as follows. By jointly exploiting both \(D_l\) and \(D_u\), one aims to obtain an object detector which is better than its counterpart trained on \(D_l\) alone.

Given an object detection network parameterized by \(\theta\), we use \(p(c, b|x, \theta)\) to indicate the network-predicted probability of having an object of class \(c\) at region \(b\) in a specific image \(x\). Naturally, in order to optimize \(\theta\), the label \(y_l\) shall consist of a set of manually labeled bounding-box (bbox) annotations \(\{(c_l, b_l)\}\). In a similar vein, we use \(\{(c_u, b_u)\}\) to denote a set of pseudo labels to be extracted from \(x_u\). By definition, such pseudo labels are meant for guiding the training process of a targeted object detection network. Hence, following \cite{10,19}, we term the model producing the pseudo labels a teacher network, parameterized by \(\theta_t\). Accordingly, we call the targeted network a student parameterized by \(\theta_s\). To simplify our notation, we shorten \(p(c, b|x, \theta)\) as \(p_s(c, b|x)\) and \(p(c, b|x, \theta)\) as \(p_t(c, b|x)\).

3.2 A Unified Framework

By analyzing the working pipelines of the current SSOD methods \cite{10,14,19,21}, we see common patterns and consequently reach a unified description of these methods as follows:

1. Generate pseudo labels \(\{(c_u, b_u)\}\) for an unlabeled image \(x_u\) typically by a heuristic Pseudo Label Generation (PLG) function which takes \(p_t(c, b|x_u)\) as input.
2. Compute a combined loss \(\ell_t + \lambda_u \ell_u\), where \(\ell_t\) is a standard object detection loss computed on a labeled image \(x_l\) using \(p_t(c, b|x_l)\) and \(y_l\), while \(\ell_u\) is the counterpart of \(\ell_t\) computed on the unlabeled image using \(p_s(c, b|x_u)\) and \(\{(c_u, b_u)\}\). The hyper-parameter \(\lambda_u\) balances the two losses.
3. Update the student network \(\theta_s\) by SGD w.r.t. the combined loss.
4. Optionally update the teacher network \(\theta_t\) with \(\theta_s\).

The above four-step procedure is executed in an iterative manner until certain stop criterion is met, say reaching a predefined maximal number of iterations. The unified description allows us to develop a taxonomy, see Table 2, that provides a structured overview of the current SSOD methods.

3.2.1 Strategies for Pseudo Label Generation. As shown in Table 2, two strategies exist for pseudo label generation, i.e., score filter and double filter. Given a specific bbox \(b\) predicted by the teacher network, the score filter accepts \(b\) if its probability of being a foreground object exceeds a pre-specified threshold \(r\). The foreground score is defined as the maximum probability of all non-background classes. The score filter has been used in STAC \cite{14}, InsT \cite{21} and UbT \cite{10}. Note that the foreground score does not directly measure the quality of the bbox. Probably due to this concern, UbT considers only the pseudo class \(c_u\), with the pseudo bbox \(b_u\) discarded, when computing \(\ell_u\).

For better bbox selection, the double filter is recently introduced by SoiT \cite{19}. Given a bbox \(b\) preserved after the score filter, a box regression variance \(r(b)\) is estimated to measure the reliability of the bbox. Accordingly, \(b\) will be rejected if \(r(b)\) exceeds a predefined threshold \(r_2\).

3.2.2 Strong Data Augmentation Operations. In order to diversify the training data, certain strong data augmentation operations, denoted by \(A\), is often performed on both labeled and unlabeled images. Commonly used operations consist of the following three types, \(i.e., 1)\) color based including brightness / contrast / sharpness jitter, \(2)\) geometric including x-y translation, rotation, and shearing, and \(3)\) bbox manipulation including Mixup and Cutout. A student network’s prediction w.r.t. a strongly-augmented image is denoted by \(p_s(c,b|A(x))\), and \(p_s(c,b|a(x))\) for its weakly-augmented counterpart. In a similar manner, we shall have \(p_t(c,b|A(x))\), and \(p_t(c,b|a(x))\) for the teacher network.

3.2.3 Initialization and Update Strategies for the Teacher Model. A well initialized and adaptively updated teacher model can generate better pseudo labels. InsT and SoiT choose to initialize their teacher with an ImageNet-pretrained model. By contrast, STAC and UbT opt for Burn-in, which uses the labeled image set \(D_l\) to train the teacher. Burn-in is reported to be beneficial for improving the convergence speed of the student model. As for the update strategy, earlier work either does not update the teacher, as done in STAC, or updates by back propagation (BP), as done in InsT. More recent models (UbT and SoftT) use Exponential Moving Average (EMA) to let the teacher update and improve slowly.

3.2.4 Loss for unlabeled data. The loss for unlabeled data \(\ell_u\) determines how the pseudo labels \(\{(c_u, b_u)\}\) are actually exploited. At a high level, \(\ell_u\) can be expressed by \(\ell_u,cls + \beta \cdot \ell_u,reg\), where \(\ell_u,cls\) is a classification loss measuring the divergence between \(p_s(c,b|x_u)\) and \(c_u\), while \(\ell_u,reg\) is a bbox regression loss measuring the spatial gap between the predicted bbox and \(b_u\). The hyper-parameter \(\beta\) is to balance the two sub losses. Choices for \(\ell_u,cls\) vary, including Cross-Entropy (CE), Weighted CE (WCE), and Focal Loss (FL), as summarized in Table 2. By contrast, for \(\ell_u,reg\), all methods consistently use the generalized L1 loss \[\ell_u\], except for UbT which computes only \(\ell_u,cls\) with \(\beta = 0\).

A unified illustration of how the aforementioned modules interact within an SSOD framework is given in Fig. 3.

4 DATA ACQUISITION

To investigate OCT lesion localization in a semi-supervised setting, we built a real-world dataset termed OCT-SS as follows. OCT-SS will be released with due ethical approval.

OCT Image Acquisition. We collected OCT data at the outpatient clinic, the Department of Ophthalmology in a state hospital.
from July 2020 to January 2021. Per eye examination, a Topcon Maestro-1 (Topcon Corp., Japan) multi-modal fundus camera was used in a radial scan mode to simultaneously capture an array of 12 OCT B-scan images and a color fundus photo, see Fig. 1. In total, over 1,400 exam cases were gathered from 920 patients (526 females, 394 males, aging between 6 and 91) as a candidate dataset.

**Lesion Labeling by Experts.** An expert committee composed of four retinal specialists was formed and to label a random subset according to dozens of pre-specified lesions related to varied retinal diseases. For quality control, each case was labeled by two experts independently. In case of disagreement, a third expert was asked to make the final decision. Considering the potential spatial correlation between B-scans of a specific case, each annotator was asked to choose one or two B-scans from a case, and label lesion regions accordingly. Note that not all lesions had a reasonable amount of B-scans for training and evaluation. With rarely occurred lesions excluded, we compile a list of nine lesions, see Table 1. A set of 1,085 B-scan images from 541 patients are labeled. Some manual annotations are visualized in Fig. 2.

**Data division.** We divide the labeled dataset at random into training and test, on the basis of patient identities. As such, B-scans from a specific patient appear exclusively in the training set or in the test set, not both. Unlabeled data (with patients in the test set excluded) are used as $D_u$. Table 3 summarizes basis statistics of our experimental data.

### Table 3: Statistics of the OCT-SS dataset from this paper.

| Data split                  | Patients | B-scans | Lesions per B-scan |
|-----------------------------|----------|---------|--------------------|
| Labeled training data $D_l$ | 308      | 607     | 1-11              |
| Unlabeled training data $D_u$ | 687     | 13,541  | / /               |
| Labeled test data           | 233      | 478     | 1-46              |

**5 EVALUATION**

**5.1 Experimental Setup**

**Baselines.** We compare with UbT [10] and SoftT [19], two leading methods for SSOD, as demonstrated by their superior performance on the MS-COCO benchmark, see Table 2. In addition, we include a Faster R-CNN [12] trained on the labeled data as a supervised baseline. We follow the hyper-parameter settings as used in the original papers, unless otherwise stated.

**Details of implementation.** For all models evaluated in this study, we use the following common setup. For both student and teacher networks, we use Faster R-CNN with FPN [9] and ResNet-50 [4] as its backbone. Anchors with 5 scales and 3 aspect ratios are used. We use SGD as the optimizer, with momentum of 0.9 and weight decay of 0.0001 and a batch size of 8. The initial learning rate is 0.01, with a warm-up strategy to adjust the learning rate. Per
Table 4: Performance of varied (SSOD) methods for retinal lesion localization in OCT images. Compared to the supervised baseline which is exclusively trained on labeled data, the SSOD methods provide better performance. Our proposed UbT+ further improves over the best baseline, i.e., UbT, with mAP increasing from 49.34 to 50.86.

| Method | Strong data augmentation | PLG | Loss of unlabeled data | mAP | F-PED | S-PED | D-PED | SRF | IRF | RS | MH | ERM | D-SHM |
|--------|--------------------------|-----|-------------------------|-----|-------|-------|-------|-----|-----|----|-----|-----|-------|
|        | Color | Cutout | Mixup | Geo | $f_{u,cls}$ | $f_{u,reg}$ |       |      |     |     |     |       |       |
| Baselines: |        |       |       |     |       |       |       |      |     |     |     |       |       |
| Supervised [12] | - | - | - | - | - | - | 43.94 | 24.19 | 32.45 | 33.03 | 54.23 | 53.27 | 45.30 | 68.77 | 57.55 | 26.44 |
| Supervised | ✓ | ✓ | - | - | - | - | 45.06 | 25.20 | 37.20 | 37.22 | 53.89 | 54.23 | 43.75 | 72.28 | 58.34 | 31.79 |
| SoftT [19] | ✓ | ✓ | - | - | Double filter | WCE | L1 | 46.48 | 21.59 | 52.99 | 41.56 | 53.93 | 53.96 | 35.64 | 69.10 | 48.51 | 40.98 |
| UbT [10] | ✓ | ✓ | - | - | Score filter | FL | - | 49.34 | 29.87 | 43.96 | 43.73 | 58.06 | 55.85 | 42.85 | 80.22 | 58.17 | 31.63 |

Variants evaluated by this paper:

- UbT (Cutout→Mixup) ✓ - ✓ - Score filter | FL | - | 45.65 | 29.52 | 41.43 | 35.56 | 54.88 | 53.13 | 33.98 | 63.80 | 59.23 | 32.33 |
- UbT (FL→WCE) ✓ ✓ - - Score filter | WCE | - | 47.73 | 29.31 | 47.28 | 38.47 | 51.52 | 53.12 | 45.12 | 71.99 | 54.64 | 36.64 |
- UbT w/ $f_{u,reg}$ ✓ ✓ - - Score filter | FL | L1 | 47.83 | 31.62 | 39.49 | 43.83 | 55.66 | 55.30 | 38.44 | 74.29 | 56.39 | 35.02 |
- UbT w/o Cutout ✓ ✓ - - Score filter | FL | - | 48.22 | 39.77 | 42.78 | 41.57 | 58.27 | 55.68 | 45.58 | 73.22 | 56.85 | 29.27 |
- UbT (FL→CE) ✓ ✓ - - Score filter | CE | - | 48.55 | 38.98 | 41.49 | 39.68 | 58.00 | 57.71 | 37.90 | 75.34 | 53.33 | 34.32 |
- SoftT w/o Geo ✓ ✓ - - Double filter | WCE | L1 | 48.73 | 32.92 | 51.39 | 41.66 | 59.51 | 56.24 | 36.61 | 69.10 | 51.38 | 39.74 |
- UbT+ (this work) ✓ ✓ - - Double filter | FL | L1 | 50.86 | 33.61 | 47.33 | 40.83 | 55.69 | 58.26 | 49.92 | 75.39 | 54.14 | 42.52 |

setup, we repeat the training procedure three times and report the best result. As large-scale Cutout may completely cut a lesion out, we reduce the scale and ratio parameters of the Cutout operation. All experiments are run with PyTorch.

Performance metric: We use mean Average Precision (mAP). The IoU threshold is set to 0.3 as overlap between the prediction and the ground truth at this level is clinically sufficient.

5.2 Experiment 1. Comparison between SOTA

To investigate to what extent conclusions drawn on the COCO benchmark can be generalized to the OCT domain, we first make a comparison between the two SOTA methods, UbT and SoftT. Their performance, together with the supervised baselines, is reported in Table 4. Compared to the best supervised baseline, which has an mAP of 45.06, UbT and SoftT obtain mAP of 49.34 and 46.48, respectively. Both methods are better than the baseline. However, in contrast to their performance on COCO, UbT is superior to SoftT for the new task.

Note that the two methods differ in multiple aspects including strong data augmentation, pseudo label generation, and $f_u$. In what follows, we conduct a series of ablation study to reveal the influence of the individual components.

5.3 Experiment 2. Evaluating Strong Data Augmentation Strategies

With Cutout replaced by Mixup, mAP of UbT drops from 49.34 to 46.55, see the row of Table 4 starting with UbT (Cutout→Mixup). Meanwhile, simply removing Cutout also leads to a drop from 49.34 to 48.22, see the row of UbT w/o Cutout. The result suggests that Cutout has a positive effect on the performance, while the effect of Mixup is negative.

With the geo operation removed, mAP of SoftT increases from 46.48 to 48.73, see the row of Soft w/o Geo. The observation verifies our hypothesis that geometric transformation and Mixup will affect the original anatomical position information of fundus, which is important for OCT lesion identification. In sum, color plus small-scale Cutout are preferred.

5.4 Experiment 3. Evaluating PLG Strategies

The effectiveness of the SSOD framework depends on the quality of the pseudo labels. Given pseudo labels produced by the score filter, we tried to include the bbox regression loss $f_{u,reg}$ into UbT. As the row of UbT (w/ $f_{u,reg}$) shows, the performance drops from 49.34 to 47.83. The result suggests that using the score filter alone is insufficient.

So in what follows, we borrow the double filter from SoftT. As the last row shows, the combination of UbT and the double filter boosts the lesion localization performance, increasing mAP from 49.34 to 50.86. The double filter is found to be useful.

5.5 Experiment 4. Loss for Unlabeled Data

Given UbT as the SSOD method, the preferred order of the choices for the classification loss $f_{u,cls}$ is the following: FL (49.34), CE (48.55), and WCE (47.73). As for the bbox regression loss $f_{u,reg}$, it shall be used together with the double filter, as noted in Section 5.4. Hence, for the optimal performance, UbT shall be modified, with its score filter replaced by the double filter and with $f_{u,reg}$ included. We term the enhanced variant of UbT as UbT+.

6 CONCLUSIONS

As the first work on applying SSOD for lesion localization in OCT images, we analyze key modules of the state-of-the-art methods, which consists of pseudo label generation by a teacher network, initialization & update of the teacher network, strong data augmentation, and losses for the unlabeled data. The analysis is followed by an extensive experimental comparison. Consequently, we identify a set of good practices for lesion localization in a semi-supervised scenario. Specifically, we get the strong data augmentation strategy—Color + small-scale Cutout, which are suitable for OCT images. And we observed that geometric transformation and Mixup impedes the effectiveness of weak-strong data augmentation scheme for affecting the original anatomical position information of fundus, which is very important for OCT lesion identification. And the double filter is found to be a useful pseudo label generation strategy. Hence, for the optimal performance, UbT shall be modified, with its score filter replaced by the double filter and with $f_{u,reg}$ included. We term the
enhanced variant UbT+, which achieves the best performance on
the task of semi-supervised lesion localization in OCT images.

Our current model performs training and inference at the image
level, without considering the volumetric information. As adjacent
images in a given OCT scan are spatially connected, we shall exploit
such information in our future work.
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