Arabic dialect sentiment analysis with ZERO effort.  
Case study: Algerian dialect
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Abstract This paper presents an analytic study showing that it is entirely possible to analyze the Arabic dialect’s sentiment without constructing any resources. The idea of this work is to use the resources dedicated to a given dialect X for analyzing the sentiment of another dialect Y. The unique condition is to have X and Y in the same category of dialects. We apply this idea to the Algerian dialect, a Maghrebi Arabic dialect that suffers from limited available tools and other handling resources required for automatic sentiment analysis. To do this analysis, we rely on Maghrebi dialect resources and two manually annotated sentiment corpus for Tunisian and Moroccan dialect, respectively. We also use a large corpus for the Maghrebi dialect. We use a state-of-the-art system and propose a new deep learning architecture to classify the sentiment of the Algerian dialect automatically. Experimental results show that F1-score is up to 83%. It is achieved by Multilayer Perceptron (MLP) with Tunisian corpus and Long short-term memory (LSTM) with the combination of Tunisian and Moroccan. An improvement of 15% compared to its closest competitor was observed through this study. Ongoing work is aimed at manually constructing an annotated sentiment corpus for the Algerian dialect.

1 Introduction

Arabic is the official language of 27 countries with more than 400 million speakers. Arabic has two commonly used varieties, namely: 1) Modern Standard Arabic (MSA), which is used in formal written and verbal communication; and 2) Dialectal Arabic (DA), which is used in informal exchanges [23, 21]. Geographically, dialectal Arabic is classified into two main groups, namely Middle East (Mashriq) and North Africa (Maghrebi) dialects. Egyptian, Levantine, and Gulf dialects principally compose Mashriq dialects. Maghrebi dialects are principally composed by Algerian, Tunisian, and Moroccan dialects [45, 22]. Dialectical Arabic is abundantly present in social media and micro-blogging channels. Dialectical Arabic presents challenges for topical classifications and sentiment analysis [12, 16]. One example of such challenges is the lack of resources dedicated to these dialects. The majority of surveys done on Arabic dialect treatment shows that some dialects are more studied than others; for example, Egyptian dialect, Levantine, and Gulf [20]. Almost all the work done on Arabic dialects sentiment analysis begin by the resources construction (lexicon or corpus) dedicated to the studied dialect. Many studies on Arabic dialect treatment show that dialects that belong to the same group (Mashriq or Maghrebi) share enormous orthographic, lexical, and morphological characteristics.

In this context, this paper answers a crucial question: Instead of constructing new resources for handling each dialect separately; Why not take advantage of existing resources dedicated to similar dialects? To answer this
question, we focus on dialects that suffer from the limited available resources and studies such as the Maghrebi dialect. We use the resources presented in the literature for the Tunisian and Moroccan dialect to classify the sentiment of the Algerian dialect. Experimental results show that this technique improves the results presented in the literature by 15% for the F1-score. Our system achieves an F1-score of 83%, and it is up to 68% in the literature.

This paper is organized as follows. Section 2 presents the related work done in Arabic sentiment analysis. Section 3 introduces the datasets used in this study. The different systems used and developed in this work are discussed in Section 4. Section 5 presents the different results that we collected in this study. We present an analysis and a discussion about the presented results in Section 6. We conclude in Section 7, outlining future work.

2 Related work

Three main approaches are commonly used for sentiment analysis: the lexicon-based approach [41], machine learning (ML) based approach [33] and a hybrid approach [27]. ML-based sentiment analysis is the more dominant approach in the literature, but it requires annotated training data. To bridge the gap, almost all work in the literature focuses on annotating a set of data.

2.1 Annotated sentiment corpus

Among the corpora presented in the literature, we cite, OCA [39], AWATIF [1], LABR [6], TSAC [34], AraSenTweet [3], ElecMorocco2016 [14] and ASTD [36]. OCA contains 500 movie reviews collected from different Arabic web pages and blogs in Arabic (250 positives and 250 negatives). The reviews are manually preprocessed and segmented. AWATIF is a multi-genre corpus containing 10,723 Arabic sentences from three sources, namely: the Penn Arabic Treebank (ATB) [32], Wikipedia talk pages, and web forums. The sentences are manually annotated as objective or subjective, and subjective sentences are annotated as positive or negative [1]. LABR contains 63,257 Arabic comments annotated with stars ranging from 1 to 5. The authors considered positive comments with 4 or 5 stars, negatives with 1 or 2 stars, and neutrals with three stars. TSAC contains 17,060 comments (including 8215 positive and 8845 negative) in the Tunisian dialect annotated manually. AraSenTweet contains 17,573 Saudi tweets, manually annotated into four classes (positive, negative, neutral, and mixed). ElecMorocco2016 contains 10,254 manually annotated Facebook comments (including 3673 positive and 6581 negative). These comments are both in MSA and Moroccan dialect. ASTD contains 10,000 Arabic tweets annotated using Amazon Mechanical Turk as objective, subjective positive, subjective negative, or subjective mixed. However, almost all the corpora mentioned above were annotated manually, which is laborious. The purpose of this study is to rely on existing corpora created for dialects of the same family of the targeted dialect (the Maghrebi family, in our case).

2.2 Feature Extraction

The goal behind corpus annotation is sentiment classification. Sentiment classification is commonly carried out using various bag-of-words (BOW) models that are generated using feature selection methods. Bag of words (BOW) is commonly used to model text. BOW representations (e.g., Tf-Idf) are widely used in information retrieval mainly due to its simplicity as well as its efficiency in document recovery tasks. Despite its popularity, this approach has two significant drawbacks for sentiment analysis purposes: 1) Loss of word order in sentences (word interchangeability), and 2) Insufficient representation of semantic at word level [8].

Furthermore, to use a BOW representation in sentiment analysis, an appropriate word feature extraction process is required [2, 8]. Word and document embeddings are used as alternative representations of the previous ones [2, 13, 8, 5]. Al-Azani and El-Alfy [2] and Altowayan et al. [5] used a large-scale Arabic corpora to train a skip-gram word2vec model of text [35]. This corpus includes Quran-text (751,291 words), Arabic editions of international news networks such as CNN (24 million words) and BBC (20 million words), news articles based on a local Arabic newspaper (Watan-2004 with 106 million words) and finally a set of consumer reviews (40 million words). The authors used the generated word vectors to train different sentiment classifiers showing promising results in performance. Doc2vec sentence modelling [29] was used by Barhoumi [8] for sentiment classification on the corpus LABR [6]. The model proposed by these authors is composed of two parts: preprocessing part (in order to handle the input, light stemming) and classification part (to predict the polarity of the input). The authors used two classifiers, logistic regression (LR) and a multilayer perceptron (MLP). The input vector of the classifier is
the embedding obtained by learning a vector of the paragraph. This vector was a concatenation of the two learned vectors, one from a distributed memory version (DM) and the other from a distributed bag of words version (DBOW). Each model has 400 dimensions. This system was tested on the LABR corpus. However, the results obtained with this model are lower than those obtained in [6]. The authors affirm that the complexity of Arabic morphology requires more treatment than for another language such as English. El Mahdaouy et al. [13] also find results that allow affirming that the use of doc2vec improves the performance of classifiers in sentiment analysis. Recently, another algorithm for document representation known as FastText has emerged [26]. The performance of FastText is often compared with the performance obtained by word2vec in classification tasks [42, 40]. However, to the best of our knowledge, FastText has not been used yet in Arabic sentiment analysis. The purpose of this study is also to compare different feature extraction models in the case of Arabic dialects sentiment analysis.

2.3 Deep learning classification

Recently, deep learning algorithms such as Convolutional Neural Networks (CNN) [30], Long Short-Term Memory networks (LSTM) [24] or Bidirectional LSTM networks (Bi-LSTM) [15] have taken an important place in sentiment classification. In this context, Dahou et al. [9] introduce a method based on word2vec for Arabic sentiment classification, which evaluates polarity from product reviews. A convolutional neural network (CNN) model was trained on top of a set of pre-trained Arabic word embeddings. The authors used a multi-layer architecture defined by Kim et al. [28] to address this task. They applied their approach to different corpus presented in the literature studying LABR’s performance, ASTD, ATT, HTL, and MOV, among others. More recently, Attia et al. [7] presented a language-independent model for multi-class sentiment classification using a simple multi-layer neural network architecture. This model contains five layers. The first layer is a randomly-initialized word embedding layer that turns sentences into a feature map. The second layer is a convolution neural network (CNN) layer that scans the feature map. The third layer is a global max-pooling applied to the output generated by the CNN layer to take the maximum score of each pattern. The purpose of the pooling layer is to reduce the dimensionality of the CNN representations by down-sampling the output and to keep the maximum value. The obtained scores are fed to a single feed-forward (fully-connected) layer with Relu activation. Finally, the output of that layer goes through a Softmax layer that predicts the output classes. As the proposed model is language-agnostic, it can be applied to multiple languages without using lexical resources as dictionaries or ontologies. The authors applied their model to sentiment classification in three languages: English, German, and Arabic. In the case of the Arabic language, the authors used the ASTD corpus [36] to validate the model.

3 Data Description

3.1 Tunisian dialect- TSAC corpus

TSAC (Tunisian Sentiment Analysis Corpus) contains 17060 user comments manually annotated to positive and negative polarities. This corpus contains comments written in Arabic scripts, Latin scripts known as Arabizi [10], and even a mixture of both. TSAC is a multi-domain corpus consisting of the text covering a maximum vocabulary from education, social and political domain [34]. In the context of this work, TSAC was filtered to keep only comments written in Arabic scripts. Hence, 7287 comments were selected, from which 3222 are positive, and 4065 are negative.

3.2 Morocco dialect- ElecMorocco2016

ElecMorocco2016 was extracted using Facebook Graph API\(^1\) by targeting Moroccan on-line newspapers publishing news articles in the Arabic language. This corpus contains 10254 comments, from which 3673 are positive, and 6581 are negative. These comments are in both MSA and Morocco dialect and are focused on Morocco’s legislative elections, which took place on October 7, 2016 [14]. This corpus was pretreated where punctuation and special symbols (e.g., exclamation marks) were removed. In contrast with TSAC, this corpus contains only messages written in Arabic script.

---
\(^1\)https://developers.facebook.com/docs/graph-api/
3.3 Magrebi dialect- Northafrica corpus

North Africa corpus is a part of a voluminous Arabic Multi Dialect Text Corpora (containing 10,366,630 sentences) [4]. North Africa is the part of a corpus dedicated to the Maghrebi dialect. To construct this corpus, the authors target a set of the most used words for each dialect categories. For North Africa, 200 words (such as المدرسة meaning a school or يخيم meaning to joke) were targeted. They also target a set of web pages dedicated to each dialect category. Afterward, the sentences containing the target words are extracted and pretreated.

4 Description of models

4.1 Classical machine learning algorithms

Three different representations, Bag of Words (BOW), word2vec [35] and doc2vec [29] are used. For BOW representation, CountVectorizer of the sklearn library is used. For word2vec, both continuous bag-of-words (CBOW) and skip-grams (SG) are used. For Doc2vec, the two methods presented in [29] are applied: 1) Distributed Memory Version of Paragraph Vector (PV-DM) and 2) Distributed Bag of Words Version of Paragraph Vector (PV-DBOW). For the classification part, different classifiers are used: 1) Naive Bayes (NB). 2) Logistic regression (LR). 3) Random Forest (RF). 4) Stochastic Gradient Descent (SGD) and 5) Linear Support Vector Classification (SVC). The algorithm developed in [5] is used for classification based on the word2vec model. Those developed in [17] are used for the doc2vec model. The algorithm developed in [5] relies on a large Arabic corpus. In this paper’s context, the North Africa corpus is used because it is a large corpus written in the Maghrebi dialect.

4.2 Deep learning algorithms

Multi-Layer-Perceptrons (MLP), Convolutional Neural Networks (CNN), Recurrent Neural Networks (LSTM, and bi-LSTM) are used for sentiment classification. The first layer of each of these models is a word embedding layer that turns sentences into a feature map. FastText, with its two models CBOW and SG [25], is used to generate vectors of 300 dimensions. The architecture of each model is presented in Table 1. Adam optimizer is used for training. As a loss function, we use binary cross-entropy.

| Classifier | Parameters |
|------------|------------|
| CNN        | 14 layers: 1 Embedding + 1 Convolutional + 1 Max_pooling + 3 Convolutional + 1 Max_pooling + 3 Convolutional + 1 GlobalMaxPooling + 1 Dropout + 2 Dense layers |
| MLP        | 9 layers: 1 Embedding + 1 dense + 1 Activation + 1 dropout + 1 dense + 1 GlobalMaxPooling + 1 Dropout + 2 Dense layers |
| LSTM       | 9 layers: 1 Embedding + 2 LSTM + MaxPooling + 1 LSTM + 1 GlobalMaxPooling + 1 Dropout + 2 Dense layers |
| biLSTM     | 9 layers: 1 Embedding + 2 Bidirectional(LSTM) + MaxPooling + 1 Bidirectional(LSTM) + 1 GlobalMaxPooling + 1 Dropout + 2 Dense layers |

Table 1: General architecture of the deep learning models used in this study

For all the used models, the embedding layer includes 6 parameters: input_dim, output_dim, weights, input_length and trainable. The input_dim represents the number of words that compounds the vocabulary (i.e., input_dim = 47,907 words for the corpus TSAC + ElecMorocco2016). An output_dim = 300 was used. The weights of the vectors constructed with fastText were used. For input_length, the sum of mean and std related to the training corpus was used (for example input_length = 22 for the corpus TSAC + ElecMorocco2016). Finally, trainable was set to False.

For the CNN model, 7 convolutional (Conv1D) layers were used. Each one of them has 64 filters and a kernel_size = 7. We also used a relu activation function and a padding = ’same’. The first Max_pooling layer represents a MaxPooling1D where the second one is a global max_pooling (i.e. GlobalMaxPooling1D). The rate of the Dropout was set to 0.5. The first Dense layer includes 32 units, it uses a relu activation with an l2 regularizer (with a weight_decay = 1e-4). The last Dense layer uses only 2 units (representing the two classes used, positive and negative) and a sigmoid activation function. In addition to the embedding layer with the same parameters used
in the CNN model, the MLP model has 4 dense layers with 64 units. The \textit{relu} activation function is used with the first layers where the \textit{sigmoid} one is used with last layer. These models also includes an activation layer with a \textit{tanh} activation function. Both layers use dropout at 0.5. The LSTM model also relies on the same parameters for the embedding layer. It also includes 3 LSTM layers with 64 units and a \textit{return_sequences} set to \textit{True}. Same to the previous models, the rate of the dropout is 0.5. Finally, this model includes 2 Dense layers, where the first one has 32 units, a \textit{relu activation function} and an \textit{l2 regularizer}. The last Dense layer includes 2 units and uses a \textit{sigmoid activation function}. The bi-LSTM model has the same configuration as the LSTM model. The main difference is that the bi-LSTM model use three-stacked bidirectional layers.

4.3 Set up

We carried out our experiments on three training corpora: (1) TSAC, (2) ElecMorocco2016, and (3) the combination between the two corpora TSAC + ElecMorocco2016. For the test corpora and to compare our work to others in the literature, we use the Algerian test corpus, which is manually annotated in [17]. This corpus contains 500 Facebook commentaries written in Arabic script (where 250 are positives, and 250 are negatives). For classification, we used two kinds of algorithms, shallow and deep learning algorithms. For shallow algorithms, we used the entire training corpus for the training phase. For deep learning classification, 80% of each corpus was reserved for the training phase, where the remaining 20% was used for validation.

5 Experimental results

5.1 Results on TSAC Dataset

Table 3 presents the performance of different shallow and deep classification algorithms using the TSAC dataset. Results show Precision (P), Recall (R), and F1-score (F1) for each vectorization method (BOW, word2vec, Doc2vec, and FastText). As Table 3 shows, the classifier associated with word2vec gives the best results in terms of precision, which is up to 89%. However, better recall and F1-score are achieved with a deep learning classifier, which is up to 83% for both metrics.

5.2 Results on ElecMorocco2016 Dataset

Table 4 presents the performance of the different classification algorithms by using the ElecMorocco2016 dataset. Table 4 shows that word2vec achieves the best results with a precision of up to 94%. The best recall is up to 86% with an NB classifier, and finally, the best F1-score is up to 78% with an SVC classifier. However, the results are very competitive for deep classifiers, where the F1-score with bi-LSTM is up to 77%.

5.3 Results on TSAC+ElecMorocco2016

Table 5 presents the performance of the different classification algorithms by combing the two datasets TSAC and ElecMorocco2016 for training. Table 5 shows that the classifier associated with word2vec gives the best results in terms of precision, which is up to 94%. However, the best recall and F1-score are achieved with a deep learning classifier (83% for both recall and F1-score).

6 Discussion and analysis

6.1 General analysis

Based on our results, our four main observations are: (1) The results on TSAC corpus are better than the results on ElecMorocco2016. (2) The results on the combination of both corpora do not introduce a significant improvement compared to the results obtaining on TSAC. (3) The best result in terms of F1 was achieved using deep learning models with an 83% F1-score. (4) For shallow classification, the best models are those based on word2vec.

TSAC is a multi-domain corpus, but ElecMorocco2016 is dedicated to the legislative area only. The test corpus used (annotated and used before in [17]) is also a multi-domain one, where the comments are extracted from different Algerian Facebook pages. For this reason, TSAC is more appropriate for the sentiment classification
Table 2: Detailed architecture of the deep learning models

| Model | Layers | output shape | params |
|-------|--------|--------------|--------|
|       | embedding_1 | (None,22,300) | 14372100 |
|       | conv_1d_1 | (None,22,64) | 134464 |
| CNN   | max_pooling_1d_1 | (None,11,64) | 0 |
|       | conv_1d_2 | (None,11,64) | 2873 |
|       | conv_1d_3 | (None,11,64) | 2873 |
|       | conv_1d_4 | (None,11,64) | 2873 |
|       | max_pooling_1d_2 | (None,5,64) | 0 |
|       | conv_1d_5 | (None,5,64) | 2873 |
|       | conv_1d_6 | (None,5,64) | 2873 |
|       | conv_1d_7 | (None,5,64) | 2873 |
|       | global_max_pooling_1d_1 | (None,64) | 0 |
|       | dropout_1 | (None,64) | 0 |
|       | dense_1 | (None,32) | 2080 |
|       | dense_2 | (None,2) | 66 |
| MLP   | embedding_1 | (None,22,300) | 14372100 |
|       | dense_1 | (None,22,64) | 19264 |
|       | activation_1 | (None,22,64) | 0 |
|       | dropout_1 | (None,11,64) | 0 |
|       | dense_2 | (None,11,64) | 4160 |
|       | global_max_pooling_1d_1 | (None,64) | 0 |
|       | dropout_2 | (None,64) | 0 |
|       | dense_3 | (None,64) | 4160 |
|       | dense_4 | (None,2) | 130 |
| LSTM  | embedding_1 | (None,22,300) | 14372100 |
|       | lstm_1 | (None,22,64) | 93440 |
|       | lstm_2 | (None,22,64) | 33024 |
|       | max_pooling_1d_1 | (None,11,64) | 0 |
|       | lstm_3 | (None,11,64) | 33024 |
|       | global_max_pooling_1d_1 | (None,64) | 0 |
|       | dropout_1 | (None,64) | 0 |
|       | dense_1 | (None,32) | 2080 |
|       | dense_2 | (None,2) | 66 |
| BiLSTM| embedding_1 | (None,22,300) | 14372100 |
|       | bidirectional_1 | (None,22,128) | 186880 |
|       | bidirectional_2 | (None,22,128) | 98816 |
|       | max_pooling_1d_1 | (None,11,128) | 0 |
|       | bidirectional_3 | (None,11,128) | 98816 |
|       | global_max_pooling_1d_1 | (None,128) | 0 |
|       | dropout_1 | (None,128) | 0 |
|       | dense_1 | (None,32) | 4128 |
|       | dense_2 | (None,2) | 66 |
| Type     | Vec  | Class | Metrics | P  | R  | F1  |
|----------|------|-------|---------|----|----|-----|
| Shallow  | BOW  | NB    | 0.74    | 0.73 | 0.73 |
|          |      | LR    | 0.81    | 0.80 | 0.79 |
|          |      | RF    | 0.78    | 0.73 | 0.72 |
|          |      | SGD   | 0.75    | 0.74 | 0.74 |
|          |      | SVC   | 0.79    | 0.79 | 0.79 |
|          | Word 2 vec | NB | 0.71 | 0.62 | 0.66 |
|          |      | LR    | 0.86 | 0.71 | 0.78 |
|          |      | RF    | 0.78 | 0.63 | 0.70 |
|          |      | SGD   | 0.89 | 0.64 | 0.74 |
|          |      | SVC   | 0.85 | 0.71 | 0.77 |
|          | Doc 2 vec | NB | 0.67 | 0.65 | 0.63 |
|          |      | LR    | 0.76 | 0.76 | 0.76 |
|          |      | RF    | 0.74 | 0.73 | 0.72 |
|          |      | SGD   | 0.78 | 0.77 | 0.77 |
|          |      | SVC   | 0.78 | 0.78 | 0.78 |
| Deep text | Fast  | CNN  | 0.81 | 0.80 | 0.81 |
|          |      | MLP   | 0.83 | 0.83 | 0.83 |
|          |      | LSTM  | 0.82 | 0.82 | 0.82 |
|          |      | biLSTM | 0.81 | 0.81 | 0.81 |

Table 3: Classification results on TSAC dataset

It is important to note that even that ElecMorocco2016 is more voluminous than TSAC, TSAC gives the best results. The variety of training corpus is then more important than its size.

Word2vec vectorization is the best choice for shallow classification. This finding is so given that vectors were obtained from a sizeable Maghrebi corpus extracted in [4]. However, deep learning-based classification presents the more encouraging results where F1-score is up to 83%. It is also important to note that the use of FastText improves the results.

Our motivation when using the Algerian test corpus presented in [17] was to compare our results to the results in the literature. The authors’ best results in [17] for test corpus written in Arabic script were up to 68% for F1-score. Hence, this work presents an improvement of 15% (where the best F1-score is up to 83%). These results were obtained using the resources offered for other dialects (Tunisian, Moroccan) similar to the studied dialect (Algerian dialect) in terms of orthography and morphology. No additional resources were constructed for the target dialect, saving time and human efforts.

However, these results can be improved by constructing an annotated corpus dedicated to the target dialect (Algerian dialect). The automatic construction of this corpus was investigated in [17], but the results obtained by these authors were not very promising. Hence, the manual construction of an Algerian dialect sentiment corpus is necessary. For this process, following the guideline proposed in the construction of TSAC represents a good starting point.

6.2 The improvements to integrate to this study

In order to extract features from the used corpora, we opt for two well-known and largely used word embedding models being Word2vec and fastText. For document embedding, we opt for Doc2vec. However, more recently, a large panoply of models was proposed. In this context, two families of models have been proposed: 1) Contextual word embeddings and 2) Transformer word embeddings. The first model introduced in the family of contextual models is Elmo [38]. Unlike traditional word embeddings such as word2vec and fastText, the Elmo assigned to a token or word is a function of the entire sentence containing that word. Therefore, the same word can have different word vectors in different contexts. This approach allows improving the state-of-the-art results related to different NLP tasks, including sentiment analysis. Concerning the transformers, different models were proposed including BERT [11], [31] and XLNet [44]. The idea of transformers was first introduced by Vaswani et al. [43]. The
| Type     | Vec class | Metrics |   |   |   |
|----------|-----------|---------|---|---|---|
|          |           |         | P | R | F1 |
| BOW      | NB        | 0.65    | 0.64 | 0.63 |
|          | LR        | 0.77    | 0.68 | 0.65 |
|          | RF        | 0.72    | 0.57 | 0.49 |
|          | SGD       | 0.72    | 0.66 | 0.63 |
|          | SVC       | 0.73    | 0.71 | 0.70 |
| Word 2 vec | NB      | 0.60 | **0.86** | 0.71 |
|          | LR        | 0.93    | 0.61 | 0.74 |
|          | RF        | 0.71    | 0.46 | 0.56 |
|          | SGD       | **0.94** | 0.61 | 0.74 |
|          | SVC       | 0.90    | 0.68 | **0.78** |
| Doc 2 vec | NB        | 0.69    | 0.68 | 0.67 |
|          | LR        | 0.78    | 0.75 | 0.74 |
|          | RF        | 0.72    | 0.66 | 0.64 |
|          | SGD       | 0.76    | 0.76 | 0.76 |
|          | SVC       | 0.76    | 0.74 | 0.73 |
| Deep     | CNN       | 0.77    | 0.76 | 0.76 |
|          | MLP       | 0.81    | 0.76 | 0.75 |
|          | LSTM      | 0.81    | 0.75 | 0.74 |
|          | biLSTM    | 0.78    | 0.77 | 0.77 |

Table 4: Classification results on ElecMorocco2016

| Type     | Vec class | Metrics |   |   |   |
|----------|-----------|---------|---|---|---|
|          |           |         | P | R | F1 |
| BOW      | NB        | 0.69    | 0.68 | 0.68 |
|          | LR        | 0.83    | 0.81 | 0.80 |
|          | RF        | 0.82    | 0.77 | 0.76 |
|          | SGD       | 0.79    | 0.78 | 0.78 |
|          | SVC       | 0.79    | 0.79 | 0.79 |
| Word 2 vec | NB      | 0.58    | 0.73 | 0.65 |
|          | LR        | 0.91    | 0.74 | 0.81 |
|          | RF        | 0.81    | 0.62 | 0.70 |
|          | SGD       | **0.94** | 0.68 | 0.79 |
|          | SVC       | 0.90    | 0.72 | 0.80 |
| Doc 2 vec | NB        | 0.75    | 0.69 | 0.67 |
|          | LR        | 0.82    | 0.81 | 0.81 |
|          | RF        | 0.77    | 0.75 | 0.74 |
|          | SGD       | 0.81    | 0.78 | 0.77 |
|          | SVC       | 0.80    | 0.79 | 0.79 |
| Deep     | CNN       | 0.82    | 0.81 | 0.81 |
|          | MLP       | 0.83    | 0.81 | 0.81 |
|          | LSTM      | 0.84    | **0.83** | **0.83** |
|          | biLSTM    | 0.82    | 0.80 | 0.80 |

Table 5: Classification results on Tsac+ElecMorocco2016 dataset
transformer architecture reads entire sequences of tokens at once. In a sense, the model is non-directional, while LSTMs read sequentially (left-to-right or right-to-left). The attention mechanism allows for learning contextual relations between words. Hence, our future works will be dedicated to integrating these emerging models to improve the results.

This paper’s idea was principally inspired by transfer learning [37], where we used the model trained on a given dialect on a dataset of another dialect. As we have only a reduced Algerian annotated dataset for our experiments, we were unable to fine-tune our models. Hence, to improve the results of the proposed models, we are also working on extending the number of samples used for the Algerian dialect.

7 Conclusion and Perspectives

In this paper, we present an analytical study dedicated to automatically analyzing the Arabic dialect’s sentiment by relying on the resources constructed for another similar dialect. We apply this idea to the Algerian dialect, which shares many characteristics with other Maghrebi dialects such as: Tunisian and Moroccan. We also use different classification systems (shallow and deep). The better results were achieved with deep learning in terms of F1-score.

This study represents a start point for our future work, where we plan to construct a manually annotated sentiment corpus for the Algerian dialect. We will compare that results with those obtained in this study. We also plan to integrate Arabizi messages 2. For handling Arabizi, we will firstly rely on the transliteration process [18, 19], in order to transform Arabizi into Arabic. Additionally, enlarging the corpus with Algerian dialect (with both Arabic and Arabizi script) will allow us to analyze the sentiment of the Maghrebi dialect. Finally, we also plan to construct different sentiment lexicons for each of these dialects and integrate the lexicon-based approach in this study.
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