Identifying glitches near gravitational-wave events using the Q-transform
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Abstract. We present a computational method to identify glitches in gravitational-wave data that occur nearby gravitational-wave signals. We flag any excess in the data surrounding a signal and compute the probability of such an excess occurring in Gaussian noise. We validate that the probabilities reported by this tool are self-consistent in colored Gaussian noise as well as data that contains a gravitational-wave event after subtracting the signal using the best-fit template. Furthermore, we compare our glitch identification results for events from LIGO-Virgo’s third observing run against the list of events that required glitch mitigation. Finally, we discuss how the precise, automated information about the data quality surrounding gravitational-wave events this tool provides can be used to improve astrophysical analyses of these events.

1. Introduction

Since the initial gravitational-wave detection GW150914, gravitational-wave interferometers have provided a new method of observing the universe through gravitational waves, having successfully observed a plethora of compact binary coalescence (CBC) signals so far [1–7]. These signals allow us to observe astrophysical phenomena through an entirely new spectrum beyond electromagnetic waves, providing the opportunity for “multi-messenger astronomy,” wherein we observe events using both gravitational and electromagnetic waves [8].

Gravitational-wave interferometer data contains numerous noise artifacts, called “glitches” [9–11]. These glitches can be caused by a variety of sources such as earthquakes [12, 13], lightning strikes [14, 15], or nearby human activity [16, 17]. Instrumental issues in the detectors themselves may also cause glitches [18,19]. If any of these glitches excite the detector at similar frequencies as binary coalescences, they may interfere with any true signal detected around that same time and bias analyses [20–24]. Not only must we be able to sufficiently distinguish real gravitational-wave events from glitches, but also to understand the glitches well enough to recover portions of the gravitational-wave signal that may overlap with the glitch. Doing so will enable us to extract the gravitational-wave signal successfully, even when a loud glitch occurs nearby.
For this reason, a variety of methods have been developed to subtract or otherwise mitigate glitches before analyzing gravitational-wave strain data [25–32].

Following the third LIGO-Virgo observing run (O3) [5–7], improvements to the detector and data analysis tools allow us to be more sensitive to the power measured by the detector. This improved sensitivity means that the gravitational-wave signals will be louder and potentially clearer, but we also expect some noise artifacts to be louder as well [9–11]. Thus, some previous glitch issues may be exacerbated in future observing runs.

In order to prevent glitches from biasing analyses of gravitational-wave signals, our first step is to identify if there is any excess power that needs to be mitigated. Generically, this excess power may occur due to a glitch or a signal, and it is sometimes not immediately clear which is causing the power. Although current methods exist to identify glitches [33–35], none currently are able to quickly assign a significance of the presence of a glitch. It is also common to identify glitches by visually inspecting images, which is a highly subjective manner of classification. Instead, it would be beneficial to statistically determine whether or not the noise is Gaussian; true glitches are caused by specific phenomena rather than the usual background in our observing runs, which follows a normal distribution. It also provides a more objective measure and definition for a glitch threshold.

In this work, we introduce a new method to identify glitches using the Q-transform [36, 37] by rapidly computing a p-value, which measures the significance of any excess power in the data. With the assumption that the usual noise background is Gaussian, we can categorize any excess power which does not follow this expected distribution as a glitch and assign a p-value, assuming the noise to be Gaussian. In our work, we perform tests on this computation by testing its performance on (1) simulated gravitational-wave signals injected on a Gaussian background, (2) simulated gravitational-wave signals injected near a glitch, and (3) real gravitational-wave signals from O3 [6, 7], some of which occur near a glitch. In each case, we also perform a significance test wherein we subtract the gravitational-wave signal from the data using a template generated by parameters recovered from that signal.

Our paper will proceed as follows: Section §2 discusses methods to identify glitches, describing the mathematical background for computing p-values applicable to both gravitational-wave signals and glitches. This section includes a discussion on how we address clusters of tiles from the same glitch and how we account for the presence of an astrophysical signal in the data. Sections §3.1 and §4.1 discuss the first set of validation tests in which we use a catalog of injections and recoveries to mimic gravitational-wave signal detections. We perform this test on a Gaussian background to check that we are able to recover real signals effectively under ideal conditions. Sections §3.2 and §4.2 discuss the second set of validation tests, which involves injecting a gravitational-wave signal near a loud glitch. In this case, we ensure that the data quality flag accurately identifies both the signal and the glitch, and that the subtraction can recover the signal. Section §3.3 and §4.3 present our third validation test in which we use real signals from
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O3 and subtract the waveforms using the official recovery parameters for each event. This test is effectively a robustness check of our first test, but with a noisier background and no knowledge of the “correct” parameters of the true signal. Finally, section §5 presents our concluding remarks, describes what we have learned from these tests, and discusses potential directions for future work.

2. Glitch Identification Methods

2.1. Identifying Loud Tiles

After measuring the gravitational-wave strain in the detector, we need some way of separating cases where excess power in the data corresponds to glitches or expected fluctuations from Gaussian noise. To do so, we analyze our data in the time-frequency domain, creating spectrograms generated using the $Q$-transform. The continuous $Q$-transform is given by \[ x(\tau, f) = \int_{-\infty}^{+\infty} x(t)w(t - \tau)e^{-2\pi ift}dt, \] where $w(t - \tau, f)$ is a window centered at a given time $\tau$. This window is dependent on the quality factor $Q$, defined as the frequency over the bandwidth, i.e.

\[ Q = \frac{f}{\delta f}. \] However, gravitational-wave data is measured in discrete time samples and we hence use a discretized version of the $Q$-transform. This modified discretized transform is given by

\[ x[m, k] = \sum_{n=0}^{N-1} x[n]w[n - m, k]e^{-2\pi ink/N}, \]

creating a map of tiles, each of which corresponds to a specific time and frequency, where its value of interest is the energy at that tile. The set of tiles produced by this method is referred to as a “$Q$-gram.” In this work, we rely on the $Q$-transform and $Q$-gram implemented in $\text{gwpy}$ [34]. We note here that it is common to compute the discretized $Q$-transform tests for multiple values of $Q$ within a given range, and the one with the largest individual tile energy is chosen to plot. We find later that this phenomenon affects the distribution of our p-values, so we subsequently fix $Q$.

We therefore use this $Q$-transform that takes the strain data and computes the energy observed as a function of time and frequency. If there is a specific tile with more energy than the expected Gaussian background, we refer to this as a “loud tile.” These tiles could arise due to a gravitational-wave signal detection or a glitch. An example of a $Q$-gram and a spectrogram is shown in Fig.1. This figure shows data from around both a gravitational wave signal and a glitch. Although the $Q$-gram and spectrogram visualizations are similar, the spectrogram interpolates the $Q$-gram data in order to
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Figure 1: A comparison of a Q-gram (top) and spectrogram (bottom) of the same data around GW170814 [38] which shows both a gravitational-wave signal and a glitch. The excess power at $t = 0$ is the actual event, while the glitch is visible at $t = -6$. In both panels, the data was visualized in the time-frequency domain using the Q-transform [34, 36, 37]. However, the Q-gram shows all tiles with an energy above 2.5 while the spectrogram uses interpolation to estimate the measured energy at all time-frequency points. This statistic used in this work is based on the Q-gram, although interpolated spectrograms similar to this example are also commonly used for data interpretation.

estimate the energy at all time-frequency points. We use the measured energies of the individual tiles in a Q-gram throughout this work.

2.2. Computing the P-value

In order to determine whether the data contains a glitch or not, we assign a significance to each tile in our spectrogram. Due to the central limit theorem, we expect the distribution of wavelet energies to converge to a Gaussian distribution. We thus expect these energies to follow an exponential distribution given by [36, 37]

$$P(\epsilon > \epsilon[m, k]) \propto \exp(-\epsilon[m, k]/\mu_k),$$

where $k$ refers to the specific frequency and $\mu_k$ is the mean tile energy at the given frequency. The $m$ value is related to the time of the event from discretizing the continuous Q-transform.
Figure 2: An example of the measured distribution of tile energies in simulated Gaussian noise. The histogram data (blue) is then fit to an exponential (orange). We use this fit as the basis for our p-value calculation. Any tiles with higher energies than would be expected based on this fit are considered significant.

We use this expected distribution to assign a probability, and hence significance, to each tile. This distribution is shown in Fig. 2. We fit the distribution of energies as suggested by Eq. 4, but allow for some deviations from this theoretical prediction. We perform this fit according to Eq. 4, ensuring that it is correctly normalized as well, according to

\[ P(\epsilon) = A e^{-\epsilon t}, \]

where \( \epsilon \) is the energy of a given tile and \( A \) and \( t \) are our fit parameters.

To calculate the significance, we compute the p-value for the null hypothesis that the distribution of energies of the tiles in the Q-gram is consistent with the distribution expected from Gaussian noise. To start, we find the expected number of tiles above the energy of that tile given the size of the Q-gram and the fitted exponential model. We compute this by multiplying the size of the Q-gram by the integral of the probabilities that the energy is greater than or equal to the magnitude of that tile. This probability
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is given by

\[
\tilde{P}(\epsilon > \epsilon_0) = \int_{\epsilon_0}^{\infty} P(\epsilon') \, d\epsilon' = \int_{\epsilon_0}^{\infty} \frac{A e^{-\epsilon' t}}{N} \, d\epsilon' = \frac{A e^{-\epsilon_0 t}}{t N}.
\]  

(6)

Here, \(\epsilon_0\) refers to some given threshold energy, \(A\) and \(t\) are our fit parameters, and \(N\) is the number of tiles in the Q-gram. \(\tilde{P}(\epsilon > \epsilon_0)\) is the probability that our Q-gram contains a tile above the threshold energy, and \(P(\epsilon)\) is the normalized probability of a given energy given in Eqs. 4 and 5.

After computing the probability for each tile, we compute the probability of the Q-gram as a whole by assuming the same Gaussian distribution where the mean is the expected number of tiles.

Assuming that the measured tile energies in Gaussian noise are a Poisson process, the probability of observing at least one tile above a fixed energy is simply based on the rate of tiles above that energy and the total number of trials. We use the probability computed according to Eq. 6 as the rate and the number of tiles in the Q-gram as the number of trials. Finally, we have that the probability of observing \(\epsilon_0\) as the loudest tile in our Q-gram is based on the rate of occurrence, \(\lambda\), and the length of data considered, \(\tau\)

\[
P(\text{Q-gram max} \, \epsilon = \epsilon_0) = 1 - e^{-\lambda \tau} = 1 - \exp \left[ - \left( \frac{N A}{t N} e^{-\epsilon_0 t} \right) (N) \right] = 1 - \exp \left[ - \frac{A N}{t} e^{-\epsilon_0 t} \right].
\]  

(7)

To find the glitch times, we first chose a p-value threshold and solve for the tile energy that has this probability of being observed. Any tiles with energies larger than this threshold energy are assumed to be due to non-Gaussian features in the data, i.e., glitches. Any times corresponding to those tiles are flagged as “glitch times.”

2.3. Identifying Clusters

The computation has so far only considered each tile independently; in reality, if there are a number of significant tiles in a region, there may be other tiles that are part of the same glitch but are not statistically significant on their own. Thus, we include a clustering feature that includes these nearby loud tiles in the same data segment.

To identify clusters, we first identify all tiles that meet some “global” p-value threshold. We then repeat the same analysis for a small time window around each of these tiles using a lower p-value threshold. For example, we can use 0.01 as the global
p-value threshold but then use 0.2 as the second, lower threshold for clustering. All tiles that meet this new threshold are included in the list of statically significant tiles. The entire section of tiles is then categorized as a “segment” and flagged as a glitch.

2.4. Subtracting the Signal

Since the test is only generically sensitive to excess power, this test would identify both glitches and astrophysical signals as loud tiles. To ensure that any flagged tiles are non-astrophysical, it is possible to first subtract the astrophysical waveform and then analyze the residual. To do this, we first need a reasonable estimate of the signal parameters from a different source. In practice, this test would be utilized after an event is first identified by a search algorithm, which analyzes the data with hundreds of thousands of templates to identify the best match. We can then use these best match parameters to subtract the signal.

With the best fit parameters, care must be taken to ensure that the signal is precisely subtracted. In order to account for different signal processing methods or conventions between the analysis that identifies the signal parameters and our analysis, we use matched filtering to identify the time of the signal. We assume that the peak of the matched filter signal-to-noise (SNR) time series is the time of the signal we are trying to subtract. However, this introduces a different potential concern, as it is possible that the presence of a glitch in the data could bias the peak of the SNR time series. If we only assume that the time of the signal is during our analysis segment, it is possible that the peak of the SNR time series is actually a glitch that is not near the actual signal. We can address this by only considering peaks in a small time window around our initial estimate of the time of the signal. This still does not entirely remove this bias, as a glitch directly overlapping a signal could still bias the recovered time of arrival of the signal. However, in this case, the likely outcome is that we would still identify non-Gaussian features in the data, which could then be further investigated. To demonstrate how the importance of this timing information, we perform tests with and without enforcing that the peak of the SNR time series is within a small time window of our initial estimate.

3. Validation Tests

3.1. Gaussian Tests

Our initial set of tests represents an idealized form of recovering a gravitational-wave signal. We generate colored Gaussian noise with Bilby [39] with the same power spectral density as a representative stretch of O3 data from LIGO Livingston. Using this simulated time series, we inject a gravitational-wave signal, which we then seek to recover. Unless otherwise specified, we consider 8s of data around the relevant time in interest for all tests.

To approximate the process of recovering an astrophysical signal, we use the results of an injection campaign with PyCBC [40, 41]. For our simulated signal tests, we inject
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a waveform with the template parameters that were used to inject the signal in the PyCBC campaign but then attempt to subtract the signal using the parameters that PyCBC recovered from the injection. Furthermore, we only consider injections that were identified by PyCBC with a false alarm rate of less than $1\text{yr}^{-1}$. This process ensures that we are not assuming knowledge of the waveform parameters, which one does not have for astrophysical signals, and mirrors what would occur in practice for astrophysical signals. In subtracting the signal, we use a matched filter to find the peak SNR to determine the correct time of the subtraction.

Throughout this process, we generate three time series, each of which we analyze separately. First, there is a section of data that should simply approximate a Gaussian background, where we expect the p-values to be distributed as expected, i.e., 50% have a p-value of 0.5 or lower, 90% have a p-value of 0.9 or lower, etc. We also expect no data quality flags or significant regions of data. Next, we have the same portion of data but with a gravitational-wave signal injected, where we anticipate a very low p-value and a data quality flag across the duration of the waveform. The injected signal region should be considered significant.

If the first two time series are well-behaved (i.e., the background is Gaussian and the injection was successful without any artifacts), the final data portion will show how well we recovered the gravitational-wave signal. For a perfect recovery, we expect the time series to resemble the first portion containing only a Gaussian background. However, any mismatches in the manifestation of the gravitational-wave parameters of the injected and recovered signals will yield excess power in the data, so we expect some tiles to be louder and hence to potentially be flagged or have significant regions. Such regions should be within the duration of the injected waveform and should ideally be somewhat lower than in our injected time series. Thus, the distribution of p-values for many such tests should be distributed in a manner similar to that expected. However, one might anticipate a larger number of events at low p-value compared to the Gaussian data, indicating imperfect recovery of the signal by PyCBC.

3.2. Glitches

In our next set of tests, we work towards testing how well our computation performs at its primary objective: distinguishing a gravitational-wave signal and a glitch when both are present in the data. To test this, we take a set of glitch times classified by the Gravity Spy algorithm [42,43] from the second LIGO-Virgo observing run (O2) as our data and run a p-value computation and a data quality assessment. We then perform the same set of injections and subtractions described in section §3.1 to these glitches and repeat the p-value computation and data quality assessment at each stage. We randomize the time of the injection to occur within a small window of the glitch; clearly, injecting the signal directly on top of the glitch would make it difficult or impossible to recover, but we are interested in testing the ability to discriminate events from glitches when they occur close together.
In this case, we expect the p-values to be extremely small, and the data quality flag should be present at the time of the glitch for all three time series. If the subtraction is works correctly, we expect the data quality flag to be present for the injected signal but no longer be present once the subtraction has been performed. A comparison of the subtraction during these tests to Gaussian tests described in section §3.1 determines whether or not the glitch is interfering with our ability to recover the signal.

3.3. Real Event Tests

For our final tests, we analyze observed gravitational-wave events from O3 and subtract a waveform corresponding to the reported source parameters. We consider all events with astrophysical probability greater than 0.5 that are reported in GWTC-2.1 [6] and GWTC-3 [7], which we collectively refer to as the GWTC. Such tests should mimic the injection and subtraction stages described in sections §3.1 and §3.2, but would use real data and hence would not be as idealized. For example, the background is likely to be noisier and not as well-behaved as our re-sampled time series. Furthermore, the actual signals do not necessarily correspond perfectly to a template waveform, as was the case for the injected signals. We also expect that there will be glitches in the data, so this section may contain some subtracted time series with low p-values for this reason.

4. Results

4.1. Simulated Gaussian Tests

Since we expect the re-sampled data to be Gaussian and to behave as described in section §2, the p-values for our simulated Gaussian data prior to injections or subtractions should be distributed as theoretically expected, i.e. a uniform distribution. Likewise, the distribution of p-values for injections should show an excess of low p-values and the subtracted results should be close to a uniform distribution. For the injected signals, we expect the p-values to be extremely low, except in the case of weak signals. Thus, we expect the line to fall above that of the Gaussian tests, with a large excess of counts near zero. If all signals are loud, this should approach a horizontal line. For the subtraction time series, we expect the line to fall between the Gaussian background and the injected signals. The better the subtraction, the closer the line should be to the Gaussian background line.

The distributions of p-values that we measure for these tests are shown in Fig. 3. We find that how Q is chosen for producing Q-grams does introduce a potential bias to our results; the left panel of Fig. 3 shows results with a fixed Q, while the right panel shows results when we test a range of Q values and choose the Q-gram with the highest individual tile energy. We quantify the level of agreement between our measured p-value distribution and the expected, uniform distribution using the Kolmogorov–Smirnov (KS) test [44].
Identifying glitches using the Q-transform

Figure 3: The distribution of the measured p-values from our tests with simulated Gaussian data. The left panel shows the p-values when we fix Q for the tiling in our discretized Q-transform, and the right panel shows the p-value distribution when we test a range of Q values and choose the Q-gram with the highest individual tile energy. The gray regions show the 1, 2, and 3σ uncertainty in the expected distribution. The distribution of p-values is more consistent with the expected distribution when the Q is fixed.

For tests with the Gaussian background data, we find that fixing Q results in a KS test p-value of 0.21 compared to 0.06 when allowing Q to vary. For this reason, we focus on fixed-Q results in later sections. We also find that our results after subtracting the injected signal show larger deviations from the expected distribution than simply Gaussian noise, mostly at low p-values. Investigating cases where the p-value after subtraction was below 0.01, we find that these cases are primarily for high-SNR injections with parameters that are not well-captured by the aligned spin templates in the PyCBC template bank. The higher mismatch between the injected template and template used to subtract the signal resulted in residual excess power in the data after subtraction.

4.2. Glitch Runs

As described in §3.2, we expect the p-values for the initial data, the injection, and subsequent subtraction to be extremely low since a loud glitch will be present in all of these. Therefore, the p-values are not informative as to whether the tests behave correctly. Instead, we must check each of our runs to ensure that all three time series correctly flag the glitch. Furthermore, we expect a data quality flag on the injected
signal, and for good recoveries (i.e., those that were successful in our simulated Gaussian tests), we expect the flag to no longer be present in the subtracted data.

We find that the code always successfully returns a p-value less than 0.01, correctly flagging the glitch in all 300 cases. The injected data also always includes an appropriate data quality flag over the duration of the injected signal.

Since the SNR of all glitches is higher than 10, the peak in the matched filter SNR time series is often the time of the glitch rather than the injected signal. To ensure that we are correctly subtracting the signal, we only look for peaks in the SNR time series within 0.1 s of the estimated signal time (as reported by PyCBC). When this is done, we are able to correctly subtract the signal unless there is an almost perfect alignment of the signal and glitch. An example of data before and after subtraction is shown on the left side of Fig. 4. If we instead considered the global peak in the SNR time series, we would often mistakenly attempt to subtract the glitch. However, if the SNR of the injected signal were sufficiently loud, we would still be able to subtract the signal, as is shown on the left side of Fig. 4. As expected, restricting the time window used to identify the SNR time series peak to be within a short time interval of the injected signal yields much better recovery rates than considering the global peak; we found that it was possible to subtract the signal perfectly and remove the data quality flag, even when the injection overlaps with the glitch.

4.3. Real Signals

As a final validation test, we analyze real gravitational-wave signals from O3 as described in section §3.3. We analyze all detectors operating at the time of each event independently. Rather than use the same time window for all tests, as was done in previous sections, we use different time windows for each event that correspond to the same windows used in the GWTC to estimate the event source properties. These time windows ranged from 4 seconds to 128 seconds. In total, we analyze 209 different time series from 79 events. The complete set of results, along with an additional discussion of the results, can be found in Appendix A.

We repeat the same p-p tests as before, as shown in Fig. 5. This figure includes the results using the data before subtraction and the residual after subtraction. As data around these events is known to contain glitches, we also attempt to remove events that contain glitches. To do this, we use a p-value threshold of 0.01 to flag glitches; we then plot the distribution of results with these events excluded. 33 of the 209 total time series were flagged with this threshold. Visual inspection of the spectrograms from flagged time series confirmed that glitch was visible in all cases. To account for any events that would be falsely flagged as glitches, when plotting the measured p-value distribution, we assume that 1% of the results are still below 0.01. After removing these events, we find that the distribution of p-values is consistent with Gaussian noise at a K-S test p-value of 0.037. Although this may indicate some remaining excess power that is not Gaussian, it is not possible to identify any additional specific events that are not consistent with
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Figure 4: The results of tests performed on data with a loud glitch. The left column shows the matched filtering performed on a smaller window within 0.1 seconds of the injection time, allowing us to successfully subtract an injected signal, even when it occurs contemporaneously with a glitch. Note that we can use the data quality flagging to evaluate if the signal was successfully subtracting even if it is not clear visually. The right column shows the recovery performed with the subtraction allowed during any peak SNR from the whole data section, which works for sufficiently loud gravitational-wave signals, as demonstrated here.

As an additional comparison, we instead only remove events that required glitch subtraction in the GWTC from our results. This requirement removes 18 time series from our results. The distribution of p-values after removing these events is also shown in Fig. 5. We find that even after removing these events, we still have an excess of events with p-value less than 0.01, suggesting that there are still significant non-Gaussian noise.
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Figure 5: The measured distribution of p-values for our tests with astrophysical events from O3. We compare the distribution before (blue) and after subtraction of the best fit signal parameters (yellow). We further remove events that are known to contain glitches based either on the reported lists of events that required glitch mitigation (green) or based a p-value threshold of 0.01 (red). The gray regions show the 1, 2, and 3σ uncertainty in the expected distribution. After removing events that required glitch mitigation, we still see an excess of cases with low p-values. In comparison, removing events below our p-value threshold results in the p-value distribution being much more consistent with that expected with Gaussian noise.

Features in the remaining time series that were not subtracted. As the metrics used to decide if glitch mitigation was required in these analyses are different than simply identifying if a glitch is present [24], it is possible that some glitches in the data were not deemed to require subtraction. This may explain why these cases were not mitigated in the GWTC analyses.

Additional visual inspection of time series was completed for cases where this algorithm disagreed with the list of glitches subtracted from the GWTC. Any time series with a p-value of less than 0.01 that did not use glitch mitigation or a time series with a p-value of more than 0.01 that did use glitch mitigation was investigated. In all cases where this algorithm identifies a glitch, excess power was visible in the produced spectrogram. Many of these flagged glitches were short in duration at high frequency and did not overlap the signal. Conversely, no excess power was visible in cases where the algorithm did not identify a glitch. In the majority of these cases, the glitch that was subtracted was out of the time-frequency region considered by this tool. Although these checks did identify multiple cases where excess power is visible in the data that was not subtracted before analyses, we do not have evidence that these glitches biased estimates of event source properties. Additional comparisons between our results and those of the GWTC can be found in Appendix A.
5. Conclusion

In this work, we have presented and tested a method for identifying glitches that may occur near gravitational-wave signals. The method rapidly computes whether a statistically significant glitch occurred within a section of data, flags noisy regions, and then subtracts the gravitational-wave signal to effectively separate the signal and the glitch.

We have shown that this tool’s significance computation and data quality flagging were functioning correctly for a Gaussian background, gravitational-wave signal, and a loud glitch. We found that the measured p-values for all cases are distributed as expected and minimally biased: Gaussian data follows the expected distribution, and all loud events (including both gravitational-wave signals and glitches) yield a small p-value. Matching a template waveform and subsequently subtracting it from the gravitational-wave data leaves a p-value somewhat higher than the Gaussian background case due to template mismatches with the actual signal present in the data. Our tests injecting a signal near a glitch and subsequently subtracting a template waveform showed significantly more success when there is separate knowledge of the time of arrival of the gravitational-wave signal. Still, it is often possible to clearly identify glitches even without such additional information.

One of the main potential use cases is to automate glitch detection in cases where this is currently done by visual inspection of spectrograms. We compared the glitch identification results based on this algorithm against the list of O3 events that required glitch mitigation [6, 7]. In general, we find agreement between these two methods of glitch identification, but this algorithm identifies multiple additional glitches in the data surrounding events that were not mitigated. It is important to note that all glitches near events may not require mitigation; this reason may explain some of the differences we identify. As this algorithm is not able to evaluate the potential impact of a glitch on an astrophysical analysis, additional methods would be needed to answer this question.

This algorithm requires only seconds to run, making it potentially useful to aid in investigations of gravitational-wave events that are detected in low-latency. Glitches that overlap gravitational-wave signals may impact the estimate of parameters that are important to multi-messenger astronomy, such as the distance and sky position of the source [22]. The faster that such a bias is detected will reduce the chance that resources are wasted following up incorrect information and increase the speed at which unbiased results can be released.

An important limitation of this method is that signal subtraction is only possible when the parameters of the event are well known. In the case of CBC signals, we have shown that it is generally sufficient to use the template parameters from the search that identified the signal. For signals that are detected by unmodelled searches [45, 46], separating astrophysical excess power from instrumental excess power is more difficult. If information such as the time of arrival, duration, and bandwidth of a signal is known, it is possible to exclude that time-frequency region before calculating this statistic.
Identifying glitches using the Q-transform

However, it is not possible for this method to differentiate an unmodelled astrophysical signal that directly overlaps a glitch.

We hope that this tool can be used in future observing runs to increase the speed, accuracy, and automation of glitch identification. As the rate of gravitational-wave detection increases, we expect that this method, and similar statistical tools, will be an important component of adapting gravitational-wave analysis methods to handle large numbers of events. By relying on these types of statistical methods, personpower that was previously spent on visual inspection of the data can be diverted to other applications. Furthermore, the information about identified glitches that this tool generates can be used to further automated additional gravitational-wave analyses, such as glitch subtraction, which are important components of arriving at accurate astrophysical conclusions.
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Appendix A. Complete GTWC results

In this appendix, we present complete details of our results for GTWC events \cite{6,7}. These measured p-values and analysis configurations for each event can be found in Tables A1 and A2. To compare our results with those in the GWTC, we first identify glitches using a p-value threshold. If the measured p-value is less than 0.01, we consider this a glitch. We find that 33 of the analyzed time series meet this threshold. Conversely, only 18 time series used glitch mitigation in the GWTC analyses.

In total, we identify 23 differences between our analysis and the GWTC. We find 19 glitches that are not listed in the GWTC, while we do not find 4 of the glitches listed in the GTWC. It is possible that these glitches were identified as a part of the GWTC analyses but not flagged for glitch mitigation, as additional metrics used to decide if glitch mitigation was required \cite{24}. As mentioned in the main text, many of the glitches identified by this algorithm are short in duration and high frequency, which likely did not require mitigation. However, a significant fraction of the glitches we identify are clearly visible in a spectrogram of the data. Of the 4 cases where we do not identify a glitch, 3 of these were due to the frequency limits used in our analysis. If we lowered the lower frequency limit to 10 Hz, these glitches would have been identified by our analysis as significant. The level of agreement between our results and those from the GWTC do appear to be detector-dependent. We find 99% agreement (72/73) with the results for LIGO Hanford, 89% agreement (66/76) with the results for LIGO Livingston, and 80% agreement (48/60) with the results for Virgo. If we only consider cases where this algorithm identifies a glitch, the agreement rate is 80% (4/5) for LIGO Hanford, 60% (9/15) for LIGO Livingston, and 8% (1/13) for Virgo. The reasons for these detector-dependent rates may be due to a combination of factors, including the rate of glitches in each detector, the types of glitches present in each detector, and the SNR of signals in each detector.
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| Event name       | Window | H1 p-value | L1 p-value | V1 p-value | GWTC result | Agree? |
|------------------|--------|------------|------------|------------|-------------|--------|
| GW190403,051519  | 4s     | 0.950      | 0.950      | 0.946      | -           | ✓      |
| GW190408,181802  | 8s     | 0.516      | 0.131      | 0.804      | -           | ✓      |
| GW190412         | 8s     | 0.355      | 0.036      | 0.589      | -           | ✓      |
| GW190413,052954  | 4s     | 0.011      | 0.895      | 0.665      | -           | ✓      |
| GW190413,134308  | 4s     | 0.540      | <0.001     | 0.970      | L1 glitch   | ✓      |
| GW190421,213856  | 4s     | 0.172      | 0.176      | -          | -           | ✓      |
| GW190425         | 128s   | -          | <0.001     | <0.001     | L1 glitch   | ✓/x    |
| GW190426,190642  | 4s     | 0.707      | 0.169      | 0.744      | -           | ✓      |
| GW190503,185404  | 4s     | 0.359      | 0.002      | 0.001      | L1 glitch   | ✓/x    |
| GW190512,180714  | 8s     | 0.660      | 0.455      | 0.198      | -           | ✓      |
| GW190513,205428  | 4s     | 0.908      | 0.165      | 0.335      | L1 glitch   | x      |
| GW190514,065416  | 4s     | 0.011      | 0.948      | -          | L1 glitch   | x      |
| GW190517,055101  | 4s     | 0.599      | 0.155      | 0.137      | -           | ✓      |
| GW190519,153544  | 4s     | 0.475      | 0.862      | 0.562      | -           | ✓      |
| GW190521         | 4s     | 0.343      | 0.130      | 0.353      | -           | ✓      |
| GW190521,074359  | 4s     | 0.207      | 0.009      | -          | -           | x      |
| GW190527,092055  | 8s     | 0.997      | 0.958      | -          | -           | ✓      |
| GW190602,175927  | 4s     | 0.174      | <0.001     | 0.684      | -           | x      |
| GW190620,030421  | 4s     | -          | 0.499      | 0.989      | -           | ✓      |
| GW190630,185205  | 4s     | -          | 0.418      | 0.391      | -           | ✓      |
| GW190701,203306  | 4s     | 0.772      | 0.004      | 0.348      | L1 glitch   | ✓      |
| GW190706,222641  | 4s     | 0.025      | 0.203      | 0.269      | -           | ✓      |
| GW190707,093326  | 16s    | 0.045      | 0.439      | -          | -           | ✓      |
| GW190708,232457  | 8s     | -          | 0.647      | 0.171      | -           | ✓      |
| GW190719,215514  | 4s     | 1.000      | 0.720      | -          | -           | ✓      |
| GW190720,000836  | 16s    | 0.021      | 0.020      | 0.045      | -           | ✓      |
| GW190725,174728  | 16s    | 0.085      | 0.739      | 0.150      | -           | ✓      |
| GW190727,060333  | 4s     | 0.701      | 0.864      | 0.311      | L1 glitch   | x      |
| GW190728,064510  | 16s    | 0.418      | 0.463      | 0.488      | -           | ✓      |
| GW190731,140936  | 4s     | 0.722      | 0.245      | -          | -           | ✓      |
| GW190803,022701  | 4s     | 0.046      | 0.624      | 0.844      | -           | ✓      |
| GW190805,211137  | 4s     | 0.468      | 0.302      | 0.970      | -           | ✓      |
| GW190814         | 32s    | 0.003      | <0.001     | 0.067      | L1 glitch   | ✓/x    |
| GW190828,063405  | 4s     | 0.227      | 0.755      | 0.004      | -           | x      |
| GW190828,065509  | 8s     | 0.089      | 0.672      | 0.008      | -           | x      |
| GW190910,112807  | 4s     | -          | 0.918      | 0.661      | -           | ✓      |
| GW190915,235702  | 8s     | 0.320      | 0.822      | 0.984      | -           | ✓      |
| GW190916,200658  | 8s     | 0.727      | 0.645      | 0.877      | -           | ✓      |
| GW190917,114630  | 64s    | 0.146      | 0.103      | 0.117      | -           | ✓      |
| GW190924,021846  | 32s    | 0.989      | <0.001     | 0.009      | L1 glitch   | ✓/x    |
| GW190925,232845  | 8s     | 0.342      | -          | <0.001     | -           | x      |
| GW190926,050336  | 4s     | 0.986      | 0.684      | 0.142      | -           | ✓      |
| GW190929,012149  | 4s     | 0.637      | 0.059      | 0.224      | -           | ✓      |
| GW190930,133541  | 16s    | 0.316      | 0.025      | -          | -           | ✓      |

Table A1: The results of our residual test for all events in GWTC-2.1. The measured p-value is listed separately for each detector; cases where a detector was not operating are denoted as −. All results with a p-value less than 0.01 are considered impacted by glitches. For each of event, a ✓ means we find the same glitches as GWTC-2.1, a x means our list of glitches completely disagrees with GWTC-2.1 and ✓/x indicates partial agreement. We generally find agreement between the glitches found by this method and those listed in GWTC-2.1, but multiple differences are noted.
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| Event name                  | Window | H1 p-value | L1 p-value | V1 p-value | GWTC result | Agree? |
|-----------------------------|--------|------------|------------|------------|-------------|--------|
| GW191103.012549            | 16 s   | 0.615      | 0.772      | -          | -           | ✓      |
| GW191105.143521            | 16 s   | 0.098      | **0.004**  | < **0.001**| V1 glitch   | ✓ / ✗  |
| GW191109.010717            | 4 s    | < **0.001**| 0.158      | -          | H1 and L1 glitch | ✓ / ✗  |
| GW191113.071753            | 64 s   | < **0.001**| 0.166      | < **0.001**| H1 glitch   | ✓ / ✗  |
| GW191126.115259            | 64 s   | 0.661      | < **0.001**| -          | -           | ✗      |
| GW191127.050227            | 8 s    | < **0.001**| 0.500      | 0.765      | H1 glitch   | ✓      |
| GW191129.134029            | 16 s   | 0.010      | 0.878      | -          | -           | ✗      |
| GW191204.110529            | 8 s    | 0.670      | 0.025      | -          | -           | ✓      |
| GW191204.171526            | 8 s    | 0.986      | 0.483      | -          | -           | ✓      |
| GW191215.223052            | 8 s    | 0.021      | 0.492      | < **0.001**| -           | ✗      |
| GW191216.213338            | 16 s   | 0.601      | -          | 0.025      | -           | ✓      |
| GW191219.163120            | 32 s   | < **0.001**| < **0.001**| **0.006**  | H1 and L1 glitch | ✓ / ✗  |
| GW191222.033537            | 8 s    | 0.721      | 0.136      | -          | -           | ✓      |
| GW191230.180458            | 4 s    | 0.299      | 0.241      | 0.350      | -           | ✓      |
| GW200112.155838            | 4 s    | -          | 0.475      | < **0.001**| -           | ✗      |
| GW200115.042309            | 64 s   | 0.466      | < **0.001**| 0.567      | L1 glitch   | ✓      |
| GW200208.022011            | 4 s    | 0.954      | 0.721      | -          | -           | ✓      |
| GW200209.065458            | 8 s    | 0.159      | < **0.001**| < **0.001**| L1 glitch   | ✓ / ✗  |
| GW200202.154131            | 16 s   | 0.358      | 0.500      | 0.010      | -           | ✓      |
| GW200208.130117            | 4 s    | 0.963      | 0.951      | 0.022      | -           | ✓      |
| GW200208.222617            | 8 s    | 0.362      | 0.832      | 0.926      | -           | ✓      |
| GW200209.085452            | 4 s    | 0.567      | 0.315      | 0.962      | -           | ✓      |
| GW200210.092254            | 16 s   | 0.319      | 0.356      | 0.098      | -           | ✓      |
| GW200216.220804            | 4 s    | 0.265      | < **0.001**| 0.822      | -           | ✗      |
| GW200219.094415            | 4 s    | 0.118      | 0.668      | 0.023      | -           | ✓      |
| GW200220.061928            | 4 s    | 0.195      | 0.279      | 0.410      | -           | ✓      |
| GW200220.124850            | 4 s    | 0.894      | 0.627      | -          | -           | ✓      |
| GW200224.222234            | 4 s    | 0.267      | < **0.001**| 0.881      | -           | ✗      |
| GW200225.060421            | 8 s    | 0.413      | 0.169      | -          | -           | ✓      |
| GW200302.015811            | 8 s    | 0.027      | -          | 0.969      | -           | ✓      |
| GW200306.093714            | 16 s   | 0.014      | 0.395      | -          | -           | ✓      |
| GW200308.173609            | 16 s   | 0.693      | 0.983      | 0.158      | -           | ✓      |
| GW200311.115853            | 4 s    | 0.027      | 0.547      | 0.199      | -           | ✓      |
| GW200316.215756            | 16 s   | 0.194      | 0.194      | **0.006**  | -           | ✗      |
| GW200322.091133            | 16 s   | 0.292      | 0.898      | 0.166      | -           | ✓      |

Table A2: The results of our residual test for all events in GWTC-3. The measured p-value is listed separately for each detector; cases where a detector was not operating are denoted as -. All results with a p-value less than 0.01 are considered impacted by glitches. For each of event, a ✓ means we find the same glitches as GWTC-3, a ✗ means our list of glitches completely disagrees with GWTC-3 and ✓ / ✗ indicates partial agreement. We generally find agreement between the glitches found by this method and those listed in GWTC-3, but multiple differences are noted.
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