Using “Local Climate Zones” to Detect Urban Heat Island on Two Small Cities in Alabama
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ABSTRACT: Classifying “urban” and “rural” environments is a challenge in understanding urban climate, specifically urban heat islands (UHIs). Stewart and Oke developed the “local climate zone” (LCZ) classification system to clarify these distinctions using 17 unique groups. This system has been applied to many areas around the world, but few studies have attempted to utilize them to detect UHI effects in smaller cities. Our aim was to use the LCZ classification system 1) to detect UHI in two small cities in Alabama and 2) to determine whether similar zones experienced similar intensity or magnitude of UHIs. For 1 week, we monitored hourly temperature in two cities, in four zones: compact
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low-rise, open low-rise, dense forests, and water. We found that urban zones were often warmer for overall, daytime, and nighttime temperatures relative to rural zones (from $-0.1^\circ$ to $2.8^\circ$C). In addition, we found that temperatures between cities in similar zones were not very similar, indicating that the LCZ system does not predict UHI intensity equally in places with similar background climates. We found that the LCZ classification system was easy to use, and we recognize its potential as a tool for urban ecologists and urban planners.
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### 1. Introduction

Urban heat island (UHI) refers to the enhanced atmospheric warmth of a city relative to its countryside: the urban–rural difference in temperature (Balchin and Pye 1947; Stewart and Oke 2012; Ng 2015). Land-use changes are one of the driving factors creating UHIs in urban areas. More specifically, converting changing land from vegetation to urban structures (buildings and roads) alters the natural surface energy and radiation balances (Oke 1982; Lowry and Lowry 2001). Increasing land cover with anthropogenic materials such as asphalt/concrete can result in greater heat storage capacity (Grimmond 2007). Ultimately, surface characteristics determine the net amount of radiation, which drives the energy flux at the surface (Li Bou-Zeid and Oppenheimer 2014). The energy partitioning or, more precisely, the sensible heat flux influences the ambient temperature. Changes in land use and land cover (decreasing albedo and increasing impervious areas) can have implications related to temperature, precipitation, and hydrology that have direct and indirect effects on both humans and their surrounding environments (McDonnell et al. 1993, 1997; Mitra et al. 2012). For example, Dou et al. (2015) found that the intensity of UHI had contrasting effects on inner-city precipitation, with strong UHIs enhancing thunderstorm formation and weak UHIs decreasing rainfall. In the latter case, the bifurcated form resulted in above-normal precipitation in areas outside the urban zone. Theoretically, more individuals will face the changes in temperature imposed by heat variability as the population is increasingly living in urban and urban-adjacent zones (Cohen 2006; Heilig 2012).

Within the urban climate literature on UHIs, there is often an issue in defining the terms “urban” and “rural.” Stewart (2011) reviewed the relevant research and concluded that a major flaw in the existing literature is the lack of important site metadata regarding field site characteristics. To address the challenge of relating UHI presence to land-cover type, Stewart and Oke (2012) developed the “local climate zone” (LCZ) classification system. The classification system incorporates three categories: built series, land-cover series, and variable land-cover properties (Table 1). There are 10 built types that define a range of building arrangements. For example, LCZ 1 compact high-rise would be major metropolitan areas with densely formed high-rise buildings (e.g., Manhattan in New York City, New York). Land-cover series comprise seven types (named from A to G). These describe the more natural aspects of land cover (dense forest, sand, water, etc.). Together, these provide a largely nonvariable environmental assessment of land cover, or those that do not change during season and irregular climatic events (e.g., flooding associated with a hurricane) (Stewart and Oke 2012). The third category, variable land-cover
properties, includes four types that include bare trees (i.e., deciduous, leafless forests), snow cover, dry ground, and wet ground. These variable descriptions allow for seasonal comparisons or following extreme climatic events (flooding or drought). Overall, each LCZ is indicative of surface property values, including aspect ratio, sky view factor, and impervious surface fraction [see Stewart and Oke (2012) for descriptions].

Many studies have been conducted on UHI; however, the majority of studies have focused on large urban areas such as New York City (Bornstein 1968); Atlanta, Georgia (Bornstein and Lin 2000); Singapore (Chow and Roth 2006); and Mexico City, Mexico (Cui and de Foy 2012). These examples provide useful information of comparing well-defined urban and rural areas. Less work has been done utilizing urban–rural gradients (Imhoff et al. 2010), which might be more important for characterizing the locations of UHIs in urban-adjacent areas (e.g., suburbs, subdivisions and city sprawl). Before the LCZs were defined, this was a difficult task. Since publication in 2012, the LCZ system has been used to detect and quantify UHI intensity in Singapore (Ng 2015); Nagano, Japan; Vancouver, British Columbia, Canada; Uppsala, Sweden (Stewart et al. 2014); Novi Sad, Serbia (Savić et al. 2013); and Phoenix, Arizona (Middel et al. 2014) and in general across the United States (Zhao et al. 2014). While useful, no study to our knowledge has utilized smaller cities (<100 000 people). Research has been conducted in the Auburn–Opelika (Alabama) area to determine the UHI presence without LCZs, which showed that from the period of 1 March to 31 August 2014 there was an average UHI intensity of 4.39°F (2.44°C) (Hug 2014). In addition, no study has compared UHI in multiple locations to determine whether the UHI can be predicted using LCZs in comparable cities.

While LCZs have been used within several cities, the main challenges of comparing cities are their size, background climate, and anthropogenic activities (e.g., traffic patterns). For example, Ng (2015) detected a 2.01°C UHI in Singapore using sparsely built (LCZ 9) as the rural setting and open high-rise as the urban setting. Alexander and Mills (2014) derived an overnight UHI of 4.8°C between low plants (LCZ D) and compact midrise (LCZ 2). Leconte et al. (2015) found a much lower UHI of 0.8°C, relative to that of Alexander and Mills (2014), using the same LCZs; however, the cities studied differed in background climate, which is an important factor contributing to UHI (Zhao et al. 2014). Smaller cities, in addition, may be subject to greater growth rates than are larger cities (Rahman 2014).

### Table 1. Categories and characteristics of LCZs from Stewart and Oke (2012).

| Built types               | Land-cover types | Variable land-cover properties |
|---------------------------|------------------|--------------------------------|
| LCZ 1: Compact high-rise  | LCZ A: Dense trees | b: Bare trees                 |
| LCZ 2: Compact midrise    | LCZ B: Scattered trees | s: Snowy cover               |
| LCZ 3: Compact low-rise   | LCZ C: Bush, scrub | d: Dry ground                 |
| LCZ 4: Open high-rise     | LCZ D: Low plants  | w: Wet ground                 |
| LCZ 5: Open midrise       | LCZ E: Bare rock/paved |                            |
| LCZ 6: Open low-rise      | LCZ F: Bare soil/sand |                            |
| LCZ 7: Lightweight low-rise| LCZ G: Water       |                               |
| LCZ 8: Large low-rise     |                   |                               |
| LCZ 9: Sparsely built     |                   |                               |
| LCZ 10: Heavy industry    |                   |                               |
Therefore, more information on the relationship between temperature and urbanization in smaller cities will assist in developing adaptation and mitigation techniques (Stone et al. 2010).

The southeastern United States provides an ideal opportunity to utilize the LCZ system for the assessment of smaller cities (<100,000 people). Wear and Greis (2002) predicted that the Southern Piedmont (Figure 1) will be among the areas of greatest urbanization. This area, referred to as the “I-85 corridor” because of the presence of that interstate highway, has undergone massive population growth over the last 20–30 years (see Table S1 of the online supplemental material). Others have already started utilizing this area to study urban–rural ecology (Lockaby et al. 2005; Nagy and Lockaby 2011). From 2004 to 2005, there were over 10,000 instances of heat-related illness reported in the United States, with 60% of them occurring in the southern region (Noe et al. 2012). In addition, most heat-related illness issues occur in rural counties, which could be exacerbated by rapid change in land use, particularly in the southern United States (Bernhard et al. 2015). Other studies investigating heat-related illness/death as a result of urban environments estimated 3500–27,000 heat-related deaths by the mid-twenty-first century in the United States (Voorhees et al. 2011). Others investigating individual cities expect mortality to increase by a factor of 2–7 (Hayhoe et al. 2004; Peng et al. 2011; Sheridan et al. 2012). Developing (urbanizing) regions will likely increase as a
result of urban sprawl and become subjected to urban health issues resulting from changes in the physical environment (McMichael 2000; Frumkin 2002; Stone et al. 2010).

This study, which focuses on the small to midsized cities of Auburn and Opelika (site descriptions below), aims to contribute to limited literature on smaller urban areas, which are growing and often differ in urban topography and LCZs. For this project, we had two objectives. First, we wanted to detect UHI in multiple areas (with varying urbanization levels) using the LCZ classification system. We hypothesized that the LCZ classification system could be used to detect UHI and that urban intensity would increase overall temperature during the daytime and at nighttime. Second, we wanted to determine if the intensity of the UHI effect was similar across the same LCZs between similarly developed cities with comparable background climates.

2. Materials and methods

2.1. Site descriptions and climate

Auburn and Opelika are in Lee County, which is in the central-eastern portion of the state. Along with Phenix City and a few other small towns, the Auburn–Opelika Metropolitan Statistical Area is one of the fastest-growing populations in the region (U.S. Census; https://www.census.gov/). Auburn has a population of 62,059 (2015 estimate), and Opelika has a population of 29,527 (2015 estimate). From 1980 to 2010, the city of Auburn’s population increased by approximately 87.5%, from 28,471 in 1980 to 53,380 in 2010 (Rahman 2014). Total urban built-up area net addition was 600% (from 5.4% to 33.7%) between 1982 and 2010 (Rahman 2014). Auburn University is housed within the city of Auburn, with an enrollment of 25,078 students in 2010 (students are not included in municipal population unless they are permanent residents). The area is representative of typical urban sprawl, with an epicenter of urbanized area from community establishment and budding suburbs/shopping areas moving into the extensive pine plantations of the region.

Auburn and Opelika are directly adjacent and share nearly all climatic characteristics. Both cities are considered to be subtropical. Mean annual precipitation is ~1340 mm. Average high temperature for the year is 23.9°C, and the corresponding low is 11.7°C. In June (when this study was conducted), the average high and low are 31.3°C and 19.4°C, respectively. June precipitation is typically 117.1 mm occurring over 10.1 days (National Oceanic and Atmospheric Administration station AL AUBURN AGRONOMY FARM; accessed 16 May 2017).

2.2. LCZ classifications

When creating a local-climate-zone classification, it is important to consider the fact that there are multiple proven methods to use, including manual sampling of grid cells using Geo-Wiki, digitizing homogenously developed LCZs, and a GIS method that uses building data, supervised pixel classification, and object-based image analysis (Betchel et al. 2015). For this study, we opted for the GIS-based approach, focusing on using a pixel-based classification method using a template
LCZ (".kml") that is provided by the researchers associated with the World Urban Database and Access Portal Tools (WUDAPT) project (http://wudapt.org). The WUDAPT is an initiative to collect data on the form and function of cities globally by using the LCZ classification framework to provide better urban climate classification. As part of this initiative, there is the desire to make the methodology used in LCZ creation a uniform and user-friendly process, which is why the GIS approach is promoted as an ideal method by WUDAPT. After obtaining the startup files from WUDAPT, Google Earth is then used to perform the training-site classifications. These training sites are polygonal boundaries drawn over select land uses that correspond to their LCZ categories. Within each of these polygons are sample pixels that will be used in the supervised classification. Training sites are needed for the automated classification process to be able to designate which type of land cover corresponds to which classification.

After creating these training sites, the files are then imported into open-source GIS software, the System for Automated Geoscientific Analyses (SAGA). SAGA acts as the platform in which the classifications will be created. Along with importing the vector training site files into SAGA, Landsat-8 satellite images are used for the region of interest, ours being Auburn–Opelika. A Landsat-8 tile with minimal cloud coverage that was taken during the month of June 2015 was selected for use. These Landsat-8 images are then imported into SAGA and merged with the vector training-sites file. After merging the files and making sure they share the same projection, the Landsat image is then clipped to the region of interest’s size. By using the Random Forest (ViGrA) function in SAGA, we were then able to perform the classification. After the classification was performed, the results needed to be refined to create a substantial end-product classification. The GIS approach used in this study is an iterative process that allows the user to observe their results and redo the training sites to get their desired accuracy. This method is heavily dependent on the quality of the researcher’s training sites used for the classification, so oftentimes this will be the step in the process that is repeated several times for improved accuracy.

The analyses resulted in four LCZs that could be replicated twice in each city. Overall, we found there to be LCZ 3 [compact low-rise (CLR)], LCZ A (dense forest, herein forest), LCZ 6 [open low-rise (OLR)], and LCZ G (water) (Figures 2 and 3). These four LCZ classes represent most of the land-use/land-cover composition in the Auburn–Opelika region, so they were deemed to be the LCZs of interest for this study; other less significant LCZ classes were not assessed because of their very minor presence in the region (Figures 4 and 5). An overall assessment of the LCZs in the Auburn–Opelika area is presented in Figure 6.

2.3. Site selection

Potential sites were selected on the basis of the results of the LCZ analyses. Site distances between LCZs were, at a minimum, 500 m to ensure minimal blending or “spillover” in temperatures, as suggested by Stewart and Oke (2012), with the exception of one forest and one water site for which the distance was 112 m. Initial site visits were conducted to ensure similar visual characteristics within LCZs and to avoid sites with potential issues such as slope, alleyways, excessive shading, and
Figure 2. Aerial images for selected sites in Auburn, including (a) Au1 (CLR), (b) Au2 (CLR), (c) Au3 (forest), (d) Au4 (forest), (e) Au5 (OLR), (f) Au6 (OLR), (g) Au7 (water), and (h) Au8 (water). Circles indicate datalogger location (diameter is ~40 m).
Figure 3. As in Figure 2, but for sites Op1–Op8 in Opelika. The LCZs associated with the sites are the same as in Figure 2.
depression that could affect temperature (Stewart et al. 2014). Landowners were contacted during initial visits to gain permission to deploy dataloggers.

Site-specific data collection with regard to urban form has been discussed by Mills et al. (2015). In essence, there are three levels at which data about sites are provided (levels 0, 1, and 2). Level 0 uses WUDAPT to provide a basic description

Figure 4. Site selections for Auburn. The labels correspond to site names in Figure 2.
of the urban area and is linked to a range of parameters [see Stewart and Oke (2012), their Table 3]. Levels 1 and 2 provide further detail that may be useful for detailed modeling approaches, because they integrate the in-depth distinction of form, function, and data that is required for boundary layer models (Mills et al. 2015). While unable to provide detail for all sites (e.g., forests with no Google Street View available), we have provided parameters for each site when possible. Google Maps (satellite images) and Street View were used for providing these data (supplemental Table S2).

2.4. Dataloggers

In Auburn, eight Onset Computer Corporation “HOBO” Temperature/Relative Humidity/2x External Channel Data Loggers (model H08–007–02) were used. In Opelika, eight HOBO Temperature Data Loggers (model H08–001–02) were used. Each datalogger was placed in a small wooden box (25 cm × 25 cm × 25 cm) to minimize exposure to rainfall and direct sunlight, and 15–25 holes (each 12.7 mm in diameter) were drilled to allow airflow. Boxes were painted white to increase albedo, mimicking the design of the commonly used Stevenson screen (Sparks 1972; Huband et al. 1984). Each box was tied to a tree 1.5 m above the ground (below tree canopy) at each site (coordinates are given in supplemental Table S3).

Dataloggers were programmed to collect temperature every hour, starting at 0000 LT 18 June until 2300 LT 24 June 2015. At the conclusion of sampling, data
were extracted using the Onset Computer Corp. BoxCar Pro 4.3 product. The temperature data were checked for quality using nearby weather stations to determine whether the dataloggers were reading accurately. A preliminary 48-h test was conducted (at a single site) to determine temperature variability among the loggers. Maximum and minimum percent differences from the mean temperature were 1.824% and 1.826%, respectively. Dates for the experiment were selected to coincide with the forecast calling for slightly above-average temperatures and low wind speeds, which would be ideal to detect temperature anomalies. The nearest weather station to all sites was the Auburn–Opelika Airport weather station (32°37’05.1”N, 85°26’06.2”W), from which we obtained a comparable base set of temperature measurements and wind speed/direction (https://www.wunderground.com).

2.5. Data analysis

The experimental design consisted of four LCZs, each replicated twice per city for a total of 16 sites. One site (Au8) failed to collect data, and therefore the site total for analysis included 15 sites. All statistical analyses were conducted using
the R software package (http://www.r-project.org). Analysis of variance (ANOVA) F-test procedures were followed by post hoc Tukey (honest significant difference) procedures using both Kolmogorov–Smirnov and Lilliefors tests (Morris et al. 2001; Chang et al. 2007; Oliveira et al. 2011). Homogeneity of variance was inspected visually in addition to using both Levene’s and Bartlett’s tests (Box 1953; Markowski and Markowski 1990). The treatment used for analysis was the sites themselves; however, the post hoc analysis would be used to address the appropriate hypothesis. Alpha was set at 0.05. Data were divided into subsets for three specific analyses to determine whether UHI was detected for 1) all data, 2) daytime, and 3) nighttime. Daytime data are for temperatures recorded between sunrise (0530 LT) and sunset (1950 LT). Nighttime data are for the opposite times of daytime data.

UHI was calculated using the formula UHI = \(T_{urban} - T_{rural}\), where \(T_{urban}\) is the temperature in the urban area and \(T_{rural}\) is the temperature in an adjacent rural area (Zhao et al. 2014). Temperature values (means) used to calculate UHI intensity were derived by using daily and weekly data. In addition, daytime (after 0530 and before 1950 LT, based on local sunrise/sunset times) and nighttime temperatures (after 1950 and before 0530 LT) were considered. Calculations were used within each city, and we considered the forests as rural and either compact low-rise or open low-rise as urban. Two of each LCZ type were sampled per city, and the data were averaged for calculations. In addition, daily data were averaged, and whole-week temperature anomaly was calculated.

3. Results

3.1. Local weather report

Daily mean temperature observations from the Auburn–Opelika Airport (11–17 June 2015) were 24\(^\circ\), 24\(^\circ\), 24\(^\circ\), 25\(^\circ\), 27\(^\circ\), 27\(^\circ\), and 28\(^\circ\)C. Daily maximum temperatures were 29\(^\circ\), 29\(^\circ\), 30\(^\circ\), 31\(^\circ\), 33\(^\circ\), 32\(^\circ\), and 33\(^\circ\)C, and the daily minima were 19\(^\circ\), 19\(^\circ\), 18\(^\circ\), 19\(^\circ\), 21\(^\circ\), 22\(^\circ\), and 22\(^\circ\)C. Mean wind speeds (km h\(^{-1}\))/directions for each day were 11/S, 11/SSW, 6/SSE, 5/SE, 4/S, 8/WNW, and 7/WSW. Maximum daily speeds were 24, 19, 24, 13, 14, 14, and 13 km h\(^{-1}\).

3.2. Summary statistics and F tests

A summary of daily mean, maximum, and minimum temperature is provided in online supplementary Table S4. Analyses resulted in overall significant differences for overall temperature data \((F = 14.635; p < 0.0001)\), daytime temperature \((F = 11.322; p < 0.0001)\), and nighttime temperature \((F = 11.171; p < 0.0001)\). Post hoc analysis for all data indicates that CLR sites had the greatest overall temperatures (Figure 7). Forests tended to have the lowest temperature; however, they were not always significantly different from other LCZs, including CLR sites. Similarly, daytime temperatures were greatest at CLR sites. Forests were coolest. Water and OLR were similar to each other although highly variable across sites during the day (Figure 8).
During nighttime hours, temperatures were greatest at CLR sites. Forests tended to be the coolest; however, they were found to be similar to OLR sites (Figure 9). Water sites were intermediate, in that temperatures tended to be cooler ($21.8 \pm 0.3^\circ C$) than at CLR sites but comparable to those at the remaining two LCZs. Overall, only during nighttime hours were temperatures all significantly greater for CLR sites relative to all forest sites.

### 3.3. UHI intensity

In Opelika, the weekly overall UHI intensity was $2.2^\circ$ and $1.4^\circ C$ for CLR and OLR sites, respectively (Table 2). In Auburn, the weekly overall UHI intensity was $2.6^\circ$ and $0.3^\circ C$ for CLR and OLR sites, respectively (Table 3). In both Auburn and Opelika, UHI intensities were larger for daytime temperatures relative to both overall and nighttime UHI intensities. In Auburn, nighttime UHI intensity for OLR sites was less than or equal to zero on 6 of the 7 days (range from $-0.3^\circ$ to $0.2^\circ C$), with a mean of $-0.1^\circ C$ for the whole week. For both Auburn and Opelika, all UHI intensities (daytime, nighttime, and overall) were greater at CLR sites than at OLR sites. Intensities of UHI at CLR sites for Auburn and Opelika were similar, and daily calculations followed similar trends, with Auburn UHI intensity being slightly greater. When OLR sites were compared between cities, Opelika had a distinctly greater UHI intensity for OLR sites (daytime maximum $= 1.5^\circ C$), whereas Auburn OLR sites had a maximum UHI intensity of $0.9^\circ C$ on the fourth day of the experiment.
4. Discussion

4.1. Classifying LCZs in small cities

A challenging aspect in UHI intensity studies for a long time has been how to classify urban and rural. The development of LCZs has been a useful tool in classifying these land-cover types in addition to transitional areas. We found utilizing LCZs in the small cities of Auburn and Opelika to be more challenging than expected. We were able to find several LCZs in each area, but we found that they are not expansive. Therefore, utilizing any predictions that are based on our analyses would be difficult. The “patchiness” of the LCZs in small cities is a challenge that could be addressed by utilizing a high number of areas, with each area being smaller. For example, a 10 km $\times$ 10 km area gridded by 2 km would be less useful than gridding by 0.5-km sections. This would enhance the use in small cities but would require much more analysis than in larger cities.

In addition, when looking at the surrounding land use/land cover of each LCZ site within Auburn and Opelika, there are notable differences that could impact the comparisons between the two cities’ LCZs. Because the two cities are smaller than traditionally studied cities for LCZ research, there is going to be a lack of homogenous land use/land cover for each LCZ category over large areas. Since the land uses (especially in the more urban areas) can vary greatly street by street, it is assumed that there would be UHI spillover effects from the surrounding areas near the sample sites (Stewart and Oke 2012); that is, one waterbody site might be adjacent to dense forest, whereas another waterbody site might be adjacent to OLR development. For example, Rinner and Hussain (2011) noted in their research on
the Toronto, Ontario, Canada, UHI that there were noticeable intraurban heat island effects that varied because of land uses. They demonstrated that the homogeneity of land uses exacerbates temperature extremes within the localized UHI effects. Since the respective sites in each city are smaller (in comparison with larger cities), it might be more challenging to directly compare the LCZs between the two cities since the LCZs are at a more microlevel of focus in these cities. This is why it might be beneficial to implement the use of a finer grid when creating the LCZs so that the results can be in a “matching resolution” of the cities (i.e., smaller city = smaller LCZs; therefore, a smaller grid is needed). Similarly, larger-city LCZs of the same type may behave very differently as a result of changes in surrounding features, such as elevation (Kaloustian and Bechtel 2016). Others have found wind to be a large determinant of intra-LCZ temperature variability (van Hove et al. 2015). Others have found different types of plant species in green space can affect

Table 2. Daily and whole-week UHI for CLR and OLR relative to forest LCZ for Opelika.

| Date     | Compact low-rise | Open low-rise |
|----------|------------------|---------------|
|          | Overall | Day  | Night | Overall | Day  | Night |
| 11 Jun 2015 | 1.7     | 2.0  | 1.2   | 1.0     | 1.2  | 0.8   |
| 12 Jun 2015 | 0.8     | 0.7  | 0.9   | 0.4     | 0.4  | 0.5   |
| 13 Jun 2015 | 1.9     | 2.3  | 1.4   | 1.4     | 1.7  | 1.0   |
| 14 Jun 2015 | 2.5     | 2.9  | 2.1   | 1.9     | 2.1  | 1.6   |
| 15 Jun 2015 | 2.9     | 2.8  | 3.1   | 1.9     | 1.9  | 1.9   |
| 16 Jun 2015 | 2.7     | 2.7  | 2.8   | 1.7     | 1.7  | 1.6   |
| 17 Jun 2015 | 2.5     | 2.5  | 2.6   | 1.3     | 1.5  | 1.2   |
| Total     | 2.2     | 2.3  | 2.0   | 1.4     | 1.5  | 1.2   |
Therefore, the issue of spillover should be examined in the future when using LCZs and other types of land-cover characteristics. In our case, we were unable to generate site-specific wind speed/direction data that could affect spillover; however, regional weather conditions (see section 3.1) were unable to explain much of our results (e.g., strong westerly wind with sites arranged from west to east). While problematic, the cause and result of spillover may be a key topic in understanding how UHIs develop and can be mitigated (Rizwan et al. 2008; Oliveira et al. 2011; Feyisa et al. 2014; Santamouris 2014).

4.2. Detecting UHI intensity using LCZs

Although challenging, the use of LCZs to detect UHI intensity was successful in both Auburn and Opelika with varying degrees. In both cities, the more-urban LCZs (compact low-rise and open low-rise) did have greater daytime, nighttime, and overall temperatures than surrounding forests. We hypothesized that the LCZ classification system could be used to detect UHI and that urban intensity would increase temperature overall, during the day, and at night. The daytime UHI intensity appeared most sensitive to nighttime and overall temperatures (Tables 2 and 3). While values for Auburn and Opelika CLR sites were comparable, OLR sites were distinct between cities. This result indicates that LCZs do not indicate UHI intensity similarly across LCZs, and we therefore reject that hypothesis.

Water sites represent another unique challenge in detecting UHI. Among the three water sites, variability in temperatures was specific to daytime, nighttime, and overall temperatures. Whole-day and daytime temperatures were significantly lower at the Auburn water site relative to Opelika water sites (Figures 7 and 8). During nighttime (Figure 9), temperatures were comparable. In contrast with other LCZs, temperatures at water sites were comparable to forests, except during daytime, when they were greater (and more comparable to CLR and OLR sites). We did not quantify water temperatures; however, sunlight penetration, waterbody size, and water base (sand, concrete, soil, etc.) could have important influences on surface temperatures.

For this study, we did not monitor traffic patterns, which could indicate a difference between cities since Auburn has a population almost double that of Opelika. Ng (2015) found that these anthropogenic activities did influence the UHI and

| Date       | Compact low-rise | | | Open low-rise | | |
|------------|------------------|---|---|-----------------|---|---|
|            | Overall Day Night|   |   | Overall Day Night|   | |
| 11 Jun 2015| 1.7  2.0  1.4     |   |   | 0.0  0.2  −0.2   |   |   |
| 12 Jun 2015| 0.6  0.8  0.5     |   |   | −0.3  −0.3  −0.3  |   |   |
| 13 Jun 2015| 2.1  2.6  1.5     |   |   | 0.4  0.7  0.0     |   |   |
| 14 Jun 2015| 3.0  3.3  2.6     |   |   | 0.6  0.9  0.2     |   |   |
| 15 Jun 2015| 3.8  3.7  4.0     |   |   | 0.5  0.8  0.0     |   |   |
| 16 Jun 2015| 3.6  3.5  3.8     |   |   | 0.5  0.8  0.0     |   |   |
| 17 Jun 2015| 3.5  3.5  3.6     |   |   | 0.3  0.6  −0.1    |   |   |
| Total      | 2.6  2.8  2.5     |   |   | 0.3  0.5  −0.1    |   |   |
likely warrant further investigation in Auburn and Opelika. Auburn is home to Auburn University and to ~25,000 students who are not necessarily present year-round, particularly in the warmer months (summer break). The university area is directly adjacent to both Auburn CLR sites. The contribution of commuting vehicles during multiple seasons should warrant further investigation, particularly in the context of air quality. The region is already rich in volatile organic compounds, both from anthropogenic emissions and vegetation (Ayres et al. 2015), and automobiles can also contribute to nitrogen oxides, leading to the formation of tropospheric ozone (Gonzalez-Abraham et al. 2015). Stathopoulou et al. (2008) found that increased temperatures associated with UHI were contributing to increased ozone concentrations in Athens, Georgia (another city along the I-85 corridor). The increased power demands associated with UHIs (cooling and electricity costs, social habit shifts in driving rather than walking) are also responsible for decreased air quality via increased fossil fuel combustion (Nemet et al. 2010; Harlan and Ruddell 2011).

The lack of UHI presence at Auburn’s OLR sites relative to the forest sites was surprising, because others have found a potential UHI of 25%–50% in these zones (Middel et al. 2014). This was likely due to the distribution of sites selected. The CLR section of Auburn is large, is centered near Auburn University, and tends to become rural very quickly. In Opelika, where the two urban LCZs were more comparable in location (i.e., distance between sites and LCZs), sites were aggregated near the central business district (Fig. 5). This presents another example in which LCZs may not be suitable for use in smaller cities.

4.3. Comparable UHIs

We hypothesized that the UHI effect would be similar in both Auburn and Opelika, suggesting that LCZs could be used in similarly sized cities to predict potential UHI intensities. In both Auburn and Opelika, CLR sites nearly always had a greater UHI than the OLR sites, indicating that the more urban spaces did have the greatest temperature increase. Over the course of the week, mean UHI intensity at CLR sites was 2.6°C and 2.2°C for Auburn and Opelika, respectively. From the two LCZs, we reject the notion that the UHI effect would be similar in both Auburn and Opelika. This result may be due to the location of sites, similar to what occurred for the first hypothesis. In addition to site distribution, local “urban form” plays a large role in local temperature anomalies. Stewart et al. (2014), when comparing three cities, found that building height-spacing, soil wetness and characteristics, and vegetation density largely mediate temperature contrasts between LCZs. Here, we provide evidence that thermal contrasts within LCZs are also likely to occur. This makes sense, as the total structure of sites (within the same LCZs, i.e., replicates) is slightly different, and their adjacent LCZs (and background climates) may vary. As a result, the GIS-based approach should be used with caution when using data for larger analyses.

The lack of UHI in OLR sites in Auburn is likely a result of the intra-LCZ variation in temperature (supplemental Figure S3). Temperature at site Au5 noticeably lagged during warming periods and subsequently never reached comparable maximum temperatures to the remaining OLR sites, which were all similar. Site Op6 tended to have a greater maximum temperature than other OLR sites;
however, there was continued warming for \( \sim 1 \) h after other sites had reached their maxima. As a result, Auburn UHI for OLR tended to be less than that of Opelika. The cause for intra-LCZ temperature variation at Au5 is less explicable than that at Op6. Site Op6 tends to be closer to the CLR sites than the other Opelika OLR site. At Auburn, Au5 was very similar in both ground-level characteristics to Au6 and was similar in distance to CLR sites, leaving a minimal possibility for temperature blending. Uniformity in temperature variation among CLR temperatures was high, with the exception of Op1 (see Figure S1 of the online supplemental material). Although Op1 had similar warming and cooling rates around the maximum temperature, the realized maximum was less than that at the remaining CLR sites. Both CLR sites in Opelika were close, which indicates that intra-LCZ temperature variation is a concern when using the LCZ system to detect potential UHIs.

4.4. Notes on the LCZ classification system

The development of LCZs by Stewart and Oke (2012) has been an incredibly useful tool to aid in understanding urban climatology and ecology. For utility in understanding UHI, we found that in smaller cities there are several limitations. The urban LCZs for our sites were difficult to assess in Auburn and Opelika. The importance of urban green spaces is very important for microclimate. Although green spaces are incorporated into the LCZ classification system, these can be very diverse and difficult to examine. For example, when establishing the study, we considered using municipal parks as rural areas. In this case we found it difficult because municipal parks can incorporate many LCZs in a small area. For example, one park at the west end of Auburn (Kiesel Park) incorporates open fields (LCZ D), several ponds (LCZ G), a few buildings (a barn, a community center, and a few houses) (LCZ 9), and pine plantations (LCZ A) in a 1.25-km\(^2\) area. Although Stewart and Oke (2012) address “subclasses,” it becomes very difficult to define these diverse areas, hence their exclusion from our study. This challenge will likely become more difficult for those using the LCZ system in smaller cities, especially when considering that thermal climate at near ground level blends into neighboring zones (Stewart and Oke 2012).

Background climate of a region plays a large role in the UHI intensity (Zhao et al. 2014; Ng 2015). In mesic regions, the role of water may play a large role in UHI intensity (Steeneveld et al. 2014). We saw a great amount of variability across water sites. This is likely due to the volume of water and amount of sunlight experienced at each site (e.g., vapor pressure deficit). We utilized bodies of water that were generally removed from urban zones; however, future studies should investigate the ability of bodies of water to buffer/contribute to UHI. Similar to water zones, forests are another challenge for using the LCZ system. The classifications of “dense trees” and “scattered trees” may not always be sufficient (Middel et al. 2014). In the rural areas surrounding Auburn and Opelika, we were fortunate to select four sites that were plantations of a single species (\textit{Pinus taeda} L.) with similar structures. In smaller cities, we expect others will find it challenging to select appropriate sites using the coarse categories; however, we acknowledge this was not the ultimate goal of the LCZ system. We would recommend, in the future, to blend the use of LCZs with the method of Middel et al. (2014), where sites were
chosen as xeric, mesic, and oasis to provide direct contrasts with respect to urban form. The inherent diversity of features within each LCZ can make this difficult without choosing a specific set of characteristics in urban form to compare. We suggest the use of LCZs in smaller cities for urban planning and climate studies, but, when possible, more consideration should be given to contrasting urban forms or defining specific intra-LCZ differences. The diurnal role of UHIs is also difficult because different LCZs can warm or cool at unique rates.

5. Conclusions

Overall, we found the use and methodology of the LCZ system to be straightforward but recognized several limitations. Nonetheless, we were able to utilize the LCZ system to address our hypothesis regarding urban climate in a rapidly urbanizing region. With respect to our hypothesis, we accept that the LCZ system can be used to find areas that have the potential to see elevated temperatures associated with UHIs. Although we were able to detect UHIs, we reject the hypothesis that LCZs would have the same UHI intensity in multiple cities. This was most likely a result of site distribution in each city and differences between forms within LCZs. In addition, we acknowledge that many factors contribute to the presence and intensity of UHIs, not all of which were not considered in our 1-week observational study.
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