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ABSTRACT

It is common in computer vision to be confronted with domain shift: images which have the same class but different acquisition conditions. In domain adaptation (DA), one wants to classify unlabeled target images using source labeled images. Unfortunately, deep neural networks trained on a source training set perform poorly on target images which do not belong to the training domain. One strategy to improve these performances is to align the source and target image distributions in an embedded space using optimal transport (OT). However OT can cause negative transfer, i.e. aligning samples with different labels, which leads to overfitting especially in the presence of label shift between domains. In this work, we mitigate negative alignment by explaining it as a noisy label assignment to target images. We then mitigate its effect by appropriate regularization. We propose to couple the MixUp regularization (Zhang et al., 2018a) with a loss that is robust to noisy labels in order to improve domain adaptation performance. We show in an extensive ablation study that a combination of the two techniques is critical to achieve improved performance. Finally, we evaluate our method, called MIXUNBOT, on several benchmarks and real-world DA problems.

1 INTRODUCTION

Deep neural networks have reached state-of-the-art performance on classification problems due to their ability to fit complex dataset while also generalizing within a specific domain (He et al., 2016). However, in applications like computer vision, it is standard to have same-class samples coming from different domains, for instance when they have different backgrounds or colorspaces. Unfortunately, the generalization of deep neural networks across different domains is poor, and the object of intense research. Diversifying the domains with new samples in the training dataset is also a challenging task. For instance in medicine, collecting and annotating data is time-consuming and prone to errors. The problem of domain adaptation, tackles the case where we have access to two domains sharing the same classes where one has labeled data, called the source domain, and the other has unlabeled data, called the target domain. The purpose of domain adaptation problems is to classify the unlabeled target samples using the labeled source samples (Pan & Yang, 2010; Patel et al., 2015). A popular and efficient method to solve this problem is to use the alignment strategy, where same-class samples from different domains are aligned in an embedded space. To align the embedded source and target samples, several techniques exist such as adversarial training (Ganin et al., 2016; Long et al., 2018; Chen et al., 2020a) or optimal transport (Frogner et al., 2015; Fatras et al., 2021a) or optimal transport (Courty et al., 2017; Courty et al., 2017; Redko et al., 2017).

Optimal Transport (Peyré & Cuturi, 2019) has become one of the most used methods to compare probability distributions in machine learning. It has been popular for tasks such as generative models (Arjovsky et al., 2017; Genevay et al., 2018; Salimans et al., 2018; Burnel et al., 2021) or supervised learning problems (Frogner et al., 2015; Fatras et al., 2021a). In domain adaptation, it has been used to transport the source domain to the target domains (Courty et al., 2017), or to align the domains in a joint space of data and labels (Courty et al., 2017; Bhushan Damodaran et al., 2018). To reduce the OT cost, Bhushan Damodaran et al. (2018) used a minibatch approximation of OT (Fatras et al., 2020), which led to non-optimal connections between domains due to the minibatch samplings and the marginal constraints of exact OT. This phenomenon corresponds to negative transfer in domain adaptation problems. To mitigate the non-optimal connections of minibatch OT, DEEPJDOT (Bhushan Damodaran et al., 2018) required large batch sizes—otherwise small batch sizes lead deep neural networks to overfit. Another workaround to mitigate the non-optimal connections was to use Unbalanced Optimal Transport (UOT), an OT variant with relaxed marginals, as proposed in Fatras et al. (2021b).

In this paper, we explain non-optimal connections as assigning noisy labels to target samples. To avoid overfitting from noisy labels, we propose to regularize the neural networks and to use a noisy label robust loss in the transfer
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term. We propose to couple two techniques: i) regularize the neural networks using the MixUp regularization (Zhang et al., 2018a) on both source and target domains, MixUp interpolates samples from the same distribution uniformly at random as well as their label when available; ii) Use the symmetric cross-entropy loss in the transfer term, which has been proven to be robust to label noise (Wang et al., 2019). Our findings show that it is the combination of the MixUp and symmetric cross-entropy which leads to an increase in the performances of models as shown in an extensive ablation study, while the use of the techniques separately does not lead to any increase. It can be used for different optimal transport loss as we show in our experiments.

This paper is structured as follows. In Section 2, we review the different methods to solve domain adaptation and we define optimal transport as well as its use in domain adaptation problems. In Section 3, we present our method MIXUNBOT as well as the components it is built upon such as DEEPJDOT, MixUp, and the symmetric cross-entropy (SCE) loss. In Section 4, we present extensive domain adaptation and partial domain adaptation experiments.

2 RELATED WORK ON DOMAIN ADAPTATION AND OPTIMAL TRANSPORT

In this section, we review the basic empirical implementation in deep learning applications, its current limitations and its use in domain adaptation.

Unsupervised domain adaptation and notations We recall that in unsupervised domain adaptation, we want to classify unlabeled target data using labeled source data (Pan & Yang, 2010). Formally, let $D_s$ (resp. $D_t$) be the labeled source (resp. target) dataset which is composed of $n$ i.i.d random labeled (resp. unlabeled) vectors in $\mathbb{R}^d$ drawn from a distribution $\mu$ (resp. $\nu$), i.e., $D_s = \{(x_i^t, y_i^t)\}_{i=1}^n, x_i^t \in \mathbb{R}^d$ (resp. $D_t = \{(x_i^t)\}_{i=1}^n, x_i^t \in \mathbb{R}^d$). We denote the tuple of source (resp. target) vectors as $X = (x_1, \ldots, x_n)$ (resp. $Z = (z_1, \ldots, z_n)$) and the product measure $\mu \otimes \nu$ denotes a sample of $m$ independent random variables following the distribution $\mu$. When a map $g$ is applied to a tuple $X$, we have $g(X) = \{g(x_1), \ldots, g(x_n)\}$. In vanilla domain adaptation, both domains share the same label space $Y_s = Y_t$. Other variants can be considered such as partial domain adaptation (Cao et al., 2018b), where some source classes are not in the target domain $Y_s \subset Y_t$ and open set domain adaptation (Busto & Gall, 2017), where some target classes are not in the source domain $Y_s \subset Y_t$. In this work, we focus on vanilla and partial domain adaptation.

Several strategies exist to classify the target samples using deep neural networks, and they can be divided into three groups. The first group introduces a domain discriminator, which predicts if a sample is from the source or the target domain, and it is trained in an adversarial training manner as invented in Goodfellow et al. (2014). The adversarial training encourages domain confusion in order to fool the discriminator so that it can not decide which domain the samples come from Ganin et al. (2016). Several variants of the initial idea were published, for instance Long et al. (2018); Chen et al. (2020a). Another group of methods is the reconstruction of both source and target samples. In Ghifary et al. (2016), authors learn an embedding where source samples are classified, and target samples are encoded, then the learned representation not only preserves the ability to discriminate but also encodes useful information from the target domain. The final group of methods aims at minimizing the domain discrepancy by minimizing different distances between probability distributions like maximum mean discrepancy (MMD) (Long et al., 2015; 2017) or Optimal transport (Courty et al., 2017; Courty et al., 2017; Bhushan Damodaran et al., 2018; Fatras et al., 2021b). Our methods are built upon the works on optimal transport, and its definition is the topic of the next paragraph.

Optimal transport The optimal transport cost measures the minimal displacement cost of moving a probability distribution $\mu$ to another probability distribution $\nu$ with respect to a ground metric $c$ on the data space $X$ and $Z$ (Peyré & Cuturi, 2019). Formally, let $(\mu, \nu) \in M^1_1(X) \times M^1_1(Z)$, where $M^1_1(X)$ (resp. $M^1_1(Z)$) is the set of probability measures on $X$ (resp. $Z$). For a ground cost $c : X \times Z \to \mathbb{R}^+$, the optimal transport cost between the two distributions $\mu, \nu$ is

$$W_c(\mu, \nu) = \min_{\pi \in \Pi(\mu, \nu)} \int_{X \times Z} c(x, z) d\pi(x, z),$$

(1)

where $\Pi(\mu, \nu)$ is the set of joint probability distributions with marginals $\mu$ and $\nu$ such that $\Pi(\mu, \nu) = \{\pi \in M^1_1(X, Z) : P_X \# \pi = \mu, P_Z \# \pi = \nu\}$. $P_X \# \pi$ (resp. $P_Z \# \pi$) is the marginalization of $\pi$ over $X$ (resp. $Z$). These constraints enforce that all the mass from $\mu$ is transported to $\nu$ and vice-versa. This optimization problem is called the Kantorovitch formulation of OT and the optimal $\pi$ is called an optimal transport plan. The ground cost $c$ is usually chosen as the Euclidean or squared Euclidean distance on $\mathbb{R}^d$. In the case where $c$ is a distance, $W_c$ is a distance between probability distributions called the Wasserstein distance. When the distributions are discrete, the problem becomes a discrete linear program that can be solved with a cubic complexity in the size of the distributions support, which can be prohibitive for applications with large datasets.
That is why the optimal transport cost has been computed in practice between random minibatches of input distributions (Genevay et al., 2018; Bhushan Damodaran et al., 2018). The minibatch approximation of optimal transport has been theoretically investigated as a loss function in (Fatras et al., 2020; 2021c) and its deviation from exact OT in (Sommerfeld et al., 2019). Instead of solving the optimal transport cost between the full input distributions, the minibatch approximation computes the expectation of optimal transport cost between minibatches drawn uniformly at random. While it defines a transport problem in the sense that all the mass of input distributions are transported, Fatras et al. (2020) nonetheless showed that minibatch OT acts like a regularization on the transportation plan, leading to a denser plan. Those are due to the non-optimal connections from the random sampling of minibatches and the marginal constraints in the OT definition. They also showed that the number of connections increases when the minibatch size decreases. The consequences are that minibatch OT is not a distance but has some appealing statistical and optimization properties. Despite these weaknesses, optimal transport and its minibatch approximation have found numerous applications to compare probability distributions from different domains as in domain adaptation.

**Optimal transport for domain adaptation** In domain adaptation, optimal transport has been used to transport the source domain to the target domain with theoretical guarantees (Redko et al., 2017). In Courty et al. (2017), source samples were transported with their labels to the target domain and a classifier was then trained on the transported labeled samples. It was achieved by using the optimal transport plan $\pi$ as a barycentric mapping between the source and the target distributions. A more recent strategy was to align the joint distributions of features and labels of the different domains (Courty et al., 2017; Bhushan Damodaran et al., 2018) instead of only considering the feature distributions. To learn the joint space, OT based techniques used a ground cost which incorporates a term on the (embedded) sample space as well as a term on the label space. This OT cost enables one to learn a mapping which tries to assign labels to samples which have close embeddings. However, OT can make connections between samples from different classes notably in the case of label shift, when there is a different proportion of labels between domains (Redko et al., 2019). This problem is exacerbated when one uses the minibatch OT approximation to reduce the OT complexity as done in Bhushan Damodaran et al. (2018), where the non-optimal connections between distributions from the minibatch approximation led to even more negative transfer in domain adaptation problems. Indeed by sampling samples uniformly at random, it is likely to draw minibatches which have a shift in the labels especially when there is a shift in the labels between the full distributions. For instance, drawing a source minibatch full of images from one class and a target minibatch full of samples from another class. Thus, the DEEPJDOT method requires large batch sizes in order to be performing and this is inconvenient as the purpose of using minibatches is to decrease the OT cubical complexity. In order to mitigate the effect of these connections, (Fatras et al., 2021b) proposed to rely on unbalanced optimal transport at the minibatch level that we formally define. Consider $D_{\text{KL}}$ to be the Kullback-Leibler divergence, we define the unbalanced OT cost between two probability distributions $\mu, \nu$ as:

$$\text{UOT}_{c}^{\tau}(\mu, \nu) = \min_{\pi \geq 0} \int_{X \times Z} c(x, z) d\pi(x, z) + \tau(D_{\text{KL}}(\pi|\mu) + D_{\text{KL}}(\pi|\nu)).$$

(2)

It is an OT variant with relaxed marginal constraints which does not transport the mass when it is costly to transport, at the cost of choosing well one extra hyper-parameter, thus decreasing the non-optimal connections from the shift in the labels between domains and the minibatch sampling. However, it does not avoid all non-optimal connections. In the next section, we present our method which aims at regularizing the neural networks in order to mitigate the effect of the non-optimal connections.

3 PROPOSED METHOD

We are now ready to present our proposed approach to solve the domain adaptation problem. We start by introducing the different methods which are at the heart of our approach.

3.1 BACKGROUND

**DEEPJDOT** Our approach is built upon DEEPJDOT (Bhushan Damodaran et al., 2018) and JUMBOT (Fatras et al., 2021b). As described in the previous section, DEEPJDOT aims at finding a joint distribution map between the source and the target distributions. It does so thanks to the ground cost used in the optimal transport problem which incorporates a term on a neural network embedding space and a term on the label space between domains. Formally, let $g_\theta$ be a feature extractor where the input is mapped from the space of images to a latent space and $f_\phi$ which maps the latent space to the label space. The embedding space in our experiment is the penultimate layer of a neural network. For two
Figure 1. Overview of OT plans between 2D distributions with 12 samples. The distributions have a cluster-like structure, where the source distribution has three (3) balanced clusters and the target distribution has only two (2) imbalanced clusters which are in the source domain. The first row shows the transported mass as connections between samples for different batch size, the second row illustrates the minibatch OT and UOT plans II as well as their mass.

probability distributions $\mu, \nu$, feature extractor $g_\theta$ and classification map $f_\phi$, the transfer term is:

$$\mathbb{E}_{(X^s, Y^s) \sim \mu \otimes m, X^t \sim \nu \otimes m} h_{C_{\theta, \phi}}( (g_\theta(X^s), Y^s), (g_\theta(X^t), f_\phi(g_\theta(X^t)))) + \eta_1 \| g_\theta(x^s_i) - g_\theta(x^t_i) \|^2 + \eta_2 \mathcal{L}(y^s_i, f_\phi(g_\theta(x^t_i))),$$

where $h$ is the considered OT variant, $\mathcal{L}(., .)$ is the cross-entropy loss and $\eta_1, \eta_2$ are positive constants. Note that we make an abuse of notation between a tuple of samples $X$ and its empirical distribution. We also add a cross-entropy term on the source data. Hence our optimization problem is:

$$\min_{\theta, \phi} \sum_i \mathcal{L}(f_\phi(g_\theta(x^s_i)), y^s_i) + \eta_1 \mathbb{E}_{(X^s, Y^s) \sim \mu \otimes m, X^t \sim \nu \otimes m} h_{C_{\theta, \phi}}( (X^s, Y^s), (X^t, f_\phi(g_\theta(X^t)))) + \eta_2 \mathcal{L}(y^s_i, f_\phi(g_\theta(x^t_i))).$$

Intuitively, the OT plan would send mass between source and target samples which have close embeddings as well as close classifications. Thus close embeddings should have the same classification and samples which have the same classification should have close embeddings. However, due to the hard marginal constraints of exact OT, the shift in the labels which occurs between the source and the target domains leads to transport samples from the source to the target samples which have a different label. This is especially the case in partial domain adaptation where there is a serious shift in the labels (classes which are in the source domain but not in the target domain). Furthermore, the minibatch approximation of OT strengthens the non-optimal connections because of the sampling effect. To address this issue, Fatras et al. (2021b) developed JUMBOT which relied on the use of unbalanced OT, which mitigates the transfer of mass when a sample is costly to transport. The only difference between the methods JUMBOT and DEEPIJDOT is the use of entropically regularized unbalanced OT instead of exact OT. Another practical advantage of unbalanced OT is that it can be used to solve the partial domain adaptation problem (Fatras et al., 2021b).

Unfortunately, as discussed in Fatras et al. (2021b), there is still a transport of mass between samples of different labels. To illustrate this phenomenon, in Figure 1 we consider the partial domain adaptation problem in a 2D scenario with 12 samples. The source distribution has three classes and the target distribution has only two classes which are in the source domain. The classes have a cluster-like structure and are balanced in the source domain and imbalanced in the target domain (10 elements for the blue class and only 2 for the brown class). The OT cost and minibatch OT cost create a lot of connections between samples from different classes due to marginal constraints and minibatch sampling for the latter. However, the unbalanced OT based variants suffer less from these connections at the price of choosing a regularization coefficient $\tau$. Furthermore, for small $\tau$ values, the mass of the transport plan can be small as shown in Figure 1, thus decreasing the transfer between domains. To mitigate this problem, Fatras et al. (2021b) used an extra parameter before the OT term to increase the strength of the transfer loss. To help the transfer between domains, we propose to regularize neural networks to mitigate the influence of non-optimal connections.

**MixUp regularization** is a training strategy based on a data augmentation technique proposed in Zhang et al. (2018a). It artificially augments the training dataset by interpolating samples randomly between them, as well as their labels when they are available, in order to create new training samples. As we work on a joint distribution,
Figure 2. (Best viewed in color) Overview of the proposed MIXUNBOT method between full source and target distributions (we use a minibatch computation in practice). We denote the feature extractor $g_{\theta}$ and the classifier $f_{\phi}$. The latent representations and labels are used to compute a ground cost matrix that is fed to an optimal transport solver. We then minimize a cross-entropy term on the source domain and an optimal transport alignment term between domains.

Our new neighbourising source distribution considers the interpolated samples and their label while the neighbourising target distribution considers the interpolated sample and their prediction from the neural network. They are defined as follows:

$$
\tilde{\mu} = \frac{1}{n} \sum_{i,j=0}^{n} \mathbb{E}_{\lambda \sim \beta(\alpha)} \delta(\lambda) x_i^\lambda + (1-\lambda) x_j^\lambda, y_i^\lambda + (1-\lambda) y_j^\lambda) = \mathbb{E}_{\lambda \sim \beta(\alpha)} \tilde{\mu}_\lambda; \quad \text{(5)}
$$

$$
\tilde{\nu} = \frac{1}{n} \sum_{i,j=0}^{n} \mathbb{E}_{\lambda \sim \beta(\alpha)} \delta(\lambda) x_i^\lambda + (1-\lambda) x_j^\lambda, f(\lambda x_i^\lambda + (1-\lambda) x_j^\lambda)) = \mathbb{E}_{\lambda \sim \beta(\alpha)} \tilde{\nu}_\lambda. \quad \text{(6)}
$$

Where $\tilde{\mu}_\lambda$ (resp. $\tilde{\nu}_\lambda$) is the measure associated to interpolated samples from $\mu$ (resp. $\nu$) for a fixed $\lambda$ and $n$ the number of samples in measures $\mu$ and $\nu$. The parameter $\lambda$ follows a beta distribution of parameter alpha $\beta(\alpha)$, where $\alpha$ is set to 0.2 in our experiment. We study its impact on the performance in a sensitivity analysis (see Section 4.1). While it is a simple technique, it has allowed neural networks to reach state-of-the-art results on classification tasks while being more robust to adversarial examples (Zhang et al., 2021). Moreover, MixUp regularization acts like four different regularizations: perturbed data, temperature scaling, label smoothing, and Jacobian regularization (Carratino et al., 2020). MixUp also finds adaptively the good parameters to make the four regularization work together.

MixUp has been previously used in domain adaptation (Mao et al., 2019), however authors coupled it with the method DIRT-T (Shu et al., 2018) and the case where it was coupled with optimal transport has not been studied. MixUp data augmentation was also applied between samples from different domains in Xu et al. (2020). It was also used in variants of domain adaptation as semi-supervised DA (Yang et al., 2021).

In this work, we propose to compute the OT cost between the neighbourising probability distributions $\tilde{\mu}$ and $\tilde{\nu}$ to inherit the benefits from the MixUp regularization on both domains. However at each iteration, we compute the OT cost between minibatches from $\tilde{\mu}_\lambda$ and $\tilde{\nu}_\lambda$ for a fixed $\lambda \sim \beta(\alpha)$, as done in Zhang et al. (2018a). While it works well in practice, this implementation leads us to compute an upper bound of $W(\tilde{\mu}, \tilde{\nu})$ as shown in the following Proposition:

**Proposition 1** Let $\mu, \nu$ be two probability distributions and $\tilde{\mu}, \tilde{\nu}$ their neighbourising respective distributions. We have the following upper bound for the Wasserstein distance:

$$
W(\tilde{\mu}, \tilde{\nu}) \leq \mathbb{E}_{\lambda, \lambda'} W(\tilde{\mu}_\lambda, \tilde{\nu}_{\lambda'}). \quad \text{(7)}
$$

The proof is straightforward thanks to the convexity of the Wasserstein distance (Peyré & Cuturi, 2019, Section 9.1) and Jensen inequality. In this paper, we empirically show that adding MixUp to DEEPJDOT only improves slightly the
performances of DEEPJDOT contrary to the findings from Mao et al. (2019), where MixUp really increased the results of DIRT-T. While the use of the MixUp data augmentation leads to the use of different regularizations, we also want to make the neural network robust to non-optimal connections which assigns a noisy label to a target image.

**Label noise.** The cross-entropy loss has been used to get state-of-the-art classifiers on many classification tasks such as ImageNet (Krizhevsky et al., 2012). However, it also comes with downsides. Using cross-entropy loss gives a huge ability to neural networks to memorize the label which leads to poor generalization properties in the case of noisy labels (Zhang et al., 2017). In the case of domain adaptation, minibatch OT and label shift create connections between samples belonging to different classes. Going back to our example where a source minibatch is composed of one class and the target minibatch of another, DEEPJDOT would transport all images from the source to the target domain even if they have different class. The loss on the classifier would be then:

\[
\sum_j \text{CE}(y_1, f(x_j)),
\]

where \(y_1\) is the label of images from the source minibatch. This forces the classifier to give noisy labels to the target samples and can be seen as learning with noisy labels. To overcome this issue, we replace the cross-entropy loss used in (Bhushan Damodaran et al., 2018) by the symmetric cross-entropy loss developed in (Wang et al., 2019). This has the effect to make the classifier more robust to label noise and to non-optimal connections between source and target samples. For two probability vectors \(q\) and \(q'\), we define the symmetric cross-entropy loss as:

\[
\text{SCE}(q, q') = \eta_4 \text{CE}(q, q') + \text{CE}(q', q).
\]

In all our experiments we have \(\eta_4 = 0.01\) to reduce the tuning of hyper-parameters. After describing the DEEPJDOT method, MixUp regularization and the SCE loss, we have all the different ingredients to present our new methods.

### 3.2 Proposed approach MixUnBOT

We now present our method called MIXUNBOT which is based on the methods described in the previous section. We propose to use the neighbouring distributions \(\tilde{\mu}, \tilde{\nu}\) in the OT cost from DEEPJDOT like algorithms, with minibatches drawn from \(\tilde{\mu}_m\) and \(\tilde{\nu}_m\), instead of considering the initial probability distributions \(\mu, \nu\). By doing so, we would inherit the regularization effect of MixUp regularization on the neural network. In addition to this change, we also use the symmetric cross-entropy loss in the ground cost, instead of the standard cross-entropy loss, to make the model robust to noisy labels from negative transfer. Thus our full loss function is:

\[
\min_{\phi, \theta} \sum_i \mathcal{L}(f_\theta(g_\phi(x_i^s)), y_i^t) + \eta_2 \mathbb{E}_{(x^s, y^s) \sim \tilde{\mu}_m, x^t \sim \tilde{\nu}_m} h_{C_{0, \phi}}((X^s, Y^s), (X^t, f_\phi(g_\theta(X^t)))) + \eta_2 \text{SCE}(y_i^t, f_\phi(g_\theta(X^t))),
\]

In the case where \(h\) is the exact optimal transport cost as in DEEPJDOT, we call our method MIXOT. When \(h\) is the unbalanced OT cost, we call our method MIXUNBOT. When connections are made between samples with different labels due to OT, our proposed regularization would help the neural network not to learn the label. We show that it is the combination of the two methods which leads to an improvement in the performances in an ablation study on domain adaptation (see Section 4.1). Our method is fully described in Figure 2. After presenting our method and the different related methods, we now evaluate it on different domain adaptation scenarios.

### 4 Experiments

In this section, we evaluate our methods on several standard, real-world problems of domain adaptation and partial domain adaptation. For our experiments, we relied on the PyTorch deep learning library (Paszke et al., 2017) as well as the POT library for the optimal transport solvers (Flamary et al., 2021).

#### 4.1 Vanilla Domain Adaptation

In this paragraph, we evaluate and discuss the practical advantage of our proposed methods on vanilla domain adaptation experiments. In vanilla domain adaptation, the source and target domains share the same classes with a likely shift in the labels.

**Datasets.** We start the experimental section with digits datasets. We follow the evaluation protocol of (Bhushan Damodaran et al., 2018) on three domain adaptation scenarios based on digits datasets: USPS to MNIST.
| Methods/DA       | U→M     | M→MM    | S→M    | Avg     |
|------------------|---------|---------|--------|---------|
| **Exp.**         |         |         |        |         |
| DANN             | 93.2±0.2| 91.7±0.5| 89.2±0.3| 91.4    |
| CDAN-E           | 99.2±0.1| 96.0±1.5| 95.6±1.8| 96.9    |
| ALDA             | 97.9±1.3| 96.7±0.6| 95.1±1.8| 96.6    |
| DEEPIDOT         | 95.9±0.1| 81.2±2.0| 94.2±0.4| 90.3    |
| JUMBOT           | 98.3±0.4| 96.6±0.4| 98.8±0.2| 97.9    |
| MIXOT            | 97.6±0.1| 86.2±5.0| 98.2±0.1| 94.0    |
| MIXUNBOT         | 98.8±0.2| 96.4±0.6| 99.1±0.1| 98.1    |
| **Ablation**     |         |         |        |         |
| DEEPIDOT         | 95.9±0.1| -       | 94.2±0.4| 95.1    |
| DEEPIDOT (RCE)   | 95.9±0.1| -       | 94.6±0.2| 95.3    |
| MIXOT (CE)       | 96.2±0.1| -       | 94.6±0.2| 95.4    |
| MIXOT            | 97.6±0.1| -       | 98.2±0.1| 97.9    |

Table 1: DA results on digit and Visda-2017 datasets. (Left table) The Above part sums up experiments on DA digits. Each experiment was run three times with different seeds and the best score is reported in **bold**. Lower parts gather an ablation study of method over two DA tasks on digits datasets. (Right table) Summary table of DA results on Visda-2017 datasets (ResNet-50). All results are reported at the end of training.

| Method          | A-C   | A-P   | A-R   | C-A   | C-P   | C-R   | P-A   | P-C   | P-R   | R-A   | R-C   | R-P   | avg   |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| **DA**          |       |       |       |       |       |       |       |       |       |       |       |       |       |
| RESNET-50       | 34.9  | 50.0  | 58.0  | 37.4  | 41.9  | 46.2  | 38.3  | 31.2  | 60.4  | 53.9  | 41.2  | 59.9  | 46.1  |
| DANN            | 44.3  | 59.8  | 69.8  | 48.0  | 58.3  | 63.0  | 49.7  | 42.7  | 70.6  | 64.0  | 51.7  | 78.3  | 58.3  |
| CDAN            | 52.3  | 71.4  | 76.1  | 59.7  | 69.9  | 71.5  | 55.8  | 50.3  | 73.6  | 66.0  | 54.9  | 83.5  | 66.6  |
| DEEPIDOT        | 50.7  | 68.6  | 74.4  | 59.9  | 65.8  | 68.1  | 55.2  | 46.3  | 73.8  | 66.0  | 54.9  | 83.5  | 66.6  |
| ALDA            | 52.2  | 69.3  | 76.4  | 58.7  | 68.2  | 71.1  | 57.4  | 49.6  | 76.8  | 70.6  | 57.3  | 82.5  | 65.8  |
| ROT             | 47.2  | 71.8  | 76.4  | 58.6  | 68.1  | 70.2  | 56.5  | 45.0  | 75.8  | 69.4  | 52.1  | 80.6  | 64.3  |
| JUMBOT          | 55.2  | 75.5  | 80.8  | 65.5  | 74.4  | 74.9  | 65.2  | 52.7  | 79.2  | 73.0  | 59.9  | 83.4  | 70.0  |
| MIXOT (ours)    | 56.4  | 76.8  | 81.5  | 66.4  | 76.2  | 77.0  | 64.0  | 53.5  | 81.3  | 72.9  | 58.6  | 84.4  | 70.8  |
| MIXUNBOT (ours) | 56.0  | 77.5  | 81.4  | 64.8  | 74.4  | 76.7  | 67.7  | 54.2  | 81.5  | 76.3  | 60.4  | 84.9  | 71.5  |
| MIXOT (oracle)  | 56.5  | 76.9  | 81.7  | 66.8  | 76.2  | 77.0  | 65.3  | 53.9  | 81.5  | 73.5  | 58.9  | 84.4  | 71.1  |
| MIXUNBOT (oracle)| 56.1  | 77.8  | 81.4  | 68.8  | 74.8  | 77.1  | 66.7  | 54.5  | 81.5  | 76.6  | 60.4  | 85.0  | 81.7  |
| **PDA**         |       |       |       |       |       |       |       |       |       |       |       |       |       |
| RESNET-50       | 46.3  | 67.5  | 75.9  | 59.1  | 59.9  | 62.7  | 58.2  | 41.8  | 74.9  | 67.4  | 48.2  | 74.2  | 61.4  |
| DEEPIDOT        | 48.2  | 66.2  | 76.6  | 56.1  | 57.8  | 64.5  | 58.3  | 42.7  | 73.5  | 65.7  | 48.2  | 73.7  | 60.9  |
| BA3US           | 56.7  | 76.0  | 84.8  | 73.9  | 67.8  | 83.7  | 72.7  | 56.5  | 84.9  | 77.8  | 64.5  | 83.8  | 73.6  |
| JUMBOT          | 62.7  | 77.5  | 84.4  | 76.0  | 76.0  | 80.5  | 74.7  | 60.8  | 85.1  | 80.2  | 66.5  | 83.9  | 75.5  |
| MIXUNBOT (ours) | 63.3  | 80.0  | 89.0  | 78.9  | 76.6  | 87.5  | 76.4  | 65.9  | 88.3  | 81.4  | 67.6  | 86.8  | 78.5  |

Table 2: (Best view in color) Summary table of domain adaptation and partial domain adaptation results on Office-Home dataset with a ResNet-50. Results are reported at the end of training except for PDA oracle, where best score along training is reported. **Best scores** are in **bold** and **second best scores** are in **blue**.
overfitting issue on some classes after 50 epochs. Moreover, the accuracy on some classes is lower than the ones with a low variance. However, for our method, the accuracy along training, we see that our method reaches higher accuracies on classes and that these accuracies are stable.

In this paragraph, we provide an empirical analysis of our method. We conducted experiments with embedded source and target test samples between SVHN and MNIST. We also provide a classification accuracy along training as well as a T-SNE plot (van der Maaten & Hinton, 2008) on the test samples. We can not take full advantage of the MixUp regularization with noisy labels. We conjecture that the success of the MixUp data augmentation combination is due to the SCE loss which prevents the neural network from overfitting on noisy labels. It allows MixUp to regularize the neural network as it would have done in a clean label environment.

We can also regularize the neural network with MixUp data with the standard cross-entropy loss. However, MixUp data with the standard cross-entropy loss do not improve results over our method. As we can see in the results, the use of the SCE loss in our method shows that we are not prone to overfitting (see when oracle is behind MixUp). Finally, on VisDA-2017 datasets, the results can be found in the right part of Table 1. MIXUNBOT performs better than all competitors, in particular, it is 1% above our reproduced JUMBOT score.

### Results

We compare our MIXOT methods against state-of-the-art methods: DANN (Ganin et al., 2016), CDAN-E (Long et al., 2018), ALDA (Chen et al., 2020a), ROT (Balaji et al., 2020). We also consider the methods which are at the heart of MIXOT variants, namely DEEPJDOT (Bhushan Damodaran et al., 2018) and JUMBOT (Fatras et al., 2021b). We reported the accuracy on the test set at the end of training for all benchmarks and methods. We believe it is a more fair method than reporting the best results along training on the test set, because evaluating the method along training breaks the assumptions on labels on the target domain. However, on Office-Home, we reported the results with the highest prediction along training for our method to show that we are not prone to overfitting (see when oracle is mentioned). As our setting is identical to Fatras et al. (2021b), we reported their results for the different competitors on Office-Home and VisDA-2017. The full details of our training procedure and architectures can be found in appendix.

The results on digit datasets can be found in the left above part of Table 1. We conducted each experiment three times, with different seeds, and report their average results and variance. We only resize and normalize the image without data augmentation. We see that our method MIXOT performs 4% better than DEEPJDOT on average while MIXUNBOT performs slightly better than JUMBOT. Furthermore, we see an important 8% increase of the performance compared to DEEPJDOT. Regarding Office-Home experiments, the results are gathered in the above part of Table 2. For fair comparison with previous work, we used a similar data pre-processing, training procedure, architectures, hyperparameter selection on the AC task, and we used the ten-crop technique (Long et al., 2018; Chen et al., 2020a) for testing our methods. Our method MIXUNBOT achieves better performances on all considered tasks than all competitors and is on average 2% higher than the best competitor JUMBOT. It achieves the best performances on 10 tasks over 12 and is only beaten by our method MIXOT. Regarding MIXOT, it achieves a better accuracy than JUMBOT on average and on 10 of the 12 scenarios from the Office-Home dataset, furthermore, it is higher than DEEPJDOT by more than 7% showing the regularization effect of our strategy. When MIXOT does not achieve the best score, it is in second position behind MIXUNBOT. Finally, on VisDA-2017 datasets, the results can be found in the right part of Table 1. MIXUNBOT performs better than all competitors, in particular, it is 1% above our reproduced JUMBOT score.

### Analysis and sensitivity study

In this paragraph, we provide an empirical analysis of our method. We conducted an ablation study between DEEPJDOT and MIXOT as the difference between MIXUNBOT and MIXOT is the use of unbalanced data instead of equal OT at the minibatch level. The ablation study can be found in the lower left part of Table 1. The difference between DEEPJDOT and MIXOT is first the use of the symmetric cross-entropy loss instead of cross-entropy loss between labels in the transfer loss. The second difference is the use of MixUp data augmentation on source and target samples. As we can see in the results, the use of the SCE loss in DEEPJDOT and the use of MixUp data with the standard cross-entropy loss do not improve results over DEEPJDOT. However, when the MixUp regularization is coupled with the SCE loss, we see a 1.7% increase on the USPS to MNIST task and a 3.5% increase on the SVHN to MNIST task, demonstrating the practical advantage of our approach. The ablation study shows that we can not take full advantage of the MixUp regularization with noisy labels. We conjecture that the success of the combination is due to the SCE loss which prevents the neural network to overfit on noisy labels. It allows MixUp to regularize the neural network as it would have done in a clean label environment.

We also provide a classification accuracy along training as well as a T-SNE plot (van der Maaten & Hinton, 2008) on embedded source and target test samples between DEEPJDOT and MIXOT (see Figure 3). Regarding the classification accuracy along training, we see that our method reaches higher accuracies on classes and that these accuracies are stable with a low variance. However, for DEEPJDOT, we see that the training is not stable, with some variance and a small overfitting issue on some classes after 50 epochs. Moreover, the accuracy on some classes is lower than the ones
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MIXOT minibatch sizes lead to poor performances for cross-entropy. It shows that MixUp leads to improvement when used with the SCE loss. Finally, we can see that small $\eta$ samples. Regarding $\alpha$ have higher accuracies for values of $\alpha > 0.1$ and smaller than 0.5 as larger values lead to high perturbed samples. Regarding $\eta_q$, we can see that the accuracy remains stable for MIXUNBOT and decreases for MIXOT when $\eta_q$ gets closer to 1. We also see a decrease in the accuracy for small values $\eta_5$, i.e., when we recover the typical cross-entropy. It shows that MixUp leads to improvement when used with the SCE loss. Finally, we can see that small minibatch sizes lead to poor performances for MIXOT probably due to the high negative transfer between domains.

4.2 Partial Domain Adaptation

In this section, we study the performances of our proposed method MIXUNBOT on partial domain adaptation (PDA) experiments. In partial domain adaptation, some classes in the source domain do not exist in the target domain and thus, the target labels are a subset of the source labels, i.e., $Y_t \subset Y_s$. The different samples which are in these classes can be considered as outliers at the level of the target domain as they would produce negative transfer. That is why methods based on exact Optimal Transport fail to solve this problem as they would transport these samples to the target domain, however JUMBOT has been shown to perform well on this problem thanks to Unbalanced OT. We thus want to evaluate the performances of MIXUNBOT in partial DA.

We evaluate our method on the dataset partial Office-Home. We follow the setting from Cao et al. (2018b) which selects the first 25 categories (in alphabetic order) as target classes to form the partial target domain. We compare our method against the state-of-the-art partial domain adaptation methods: PADA (Cao et al., 2018b), ETN (Cao et al., 2019), BA3US (Jian et al., 2020), SAFN (Xu et al., 2019), RTNET (Chen et al., 2020b), IWAN (Zhang et al., 2018b), SAN (Cao et al., 2018a), DRCN (Li et al., 2021), JUMBOT (Fatras et al., 2021b) and AR (Gu et al., 2021). For fair comparison we followed the experimental setting of PADA, ETN, BA3US and JUMBOT. We selected the best hyper parameters on the A-C task as validation and used them on the remaining tasks. We report all the training and architecture details to the appendix. We evaluate our methods in two different ways. We first report the performances of our method at the end of training against BA3US, DEEPJDOT and JUMBOT. These results are reported from (Fatras et al., 2021b). Then we report the best score along training of our methods (oracle), where we evaluated the models every 1250 iterations, against all mentioned competitors where we reported the scores from their paper for our setting (neural network architecture and training procedure). All results can be found in the lower part of Table 2.

For results at the end of training, we can see that MIXUNBOT achieves the highest performances on all partial domain adaptation tasks and is on average 3% above the best competitor JUMBOT, showing the relevance to regularize the neural networks as we do. Regarding the oracle score, we see that MIXUNBOT achieves the highest performances on 10 partial domain adaptation tasks over 12 and that our method is 1.5% above the best competitor on average. The different results between our oracle score and the score at the end of training are similar on each task which show that our method does not suffer from an overfitting issue in the training.

5 Conclusion

In this paper we proposed new methods to tackle the domain adaptation problem. When label shift occurs between domains, optimal transport based methods create negative alignments. These negative alignments assign noisy labels to target samples which can decrease the performances of models. We proposed a new method to mitigate the influence...
ence of these noisy labels on our models. We first used the MixUp regularization on both source and target domains. We then used the symmetric cross-entropy loss, a noisy label robust loss function, when aligning the source and the target distributions. Afterwards, we evaluated our methods on several benchmark and real-world domain adaptation and partial domain adaptation scenarios. We showed that our methods are able to outperform recent state-of-the-art methods. In an ablation study, we showed that it is the combination of the MixUp regularization and the symmetric cross-entropy loss which increases performance, while individually they do not improve results. Future work will consider a mathematical analysis on the use of MixUp augmentation and symmetric cross-entropy to justify the empirical performances or the use of manifold MixUp regularization (Verma et al., 2019).
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Figure 5. (Best view in color) Sensitivity analysis of our methods MIXOT and MIXUNBOT for several hyperparameter variations ($\lambda$, $\eta_4$, $\eta_5$). We report the classification accuracy on the AC task of the Office-Home dataset.

APPENDIX

A ADDITIONAL EXPERIMENTS

In this section, we include a sensitivity analysis of our methods on the AC task of the Office-Home dataset (see Figure 5).

B EXPERIMENTAL SETTINGS

B.1 IMPLEMENTATION AND ENVIRONMENT FOR EXPERIMENT

Experiments were conducted on two 1080-Ti NVIDIA GPUs. As a software environment, we use CentOS 7, gcc 9.3.0, Python 3.8.2, Pytorch 1.10.0, cuDNN 8.2.0, and CUDA 11.4. Our code can be found here https://github.com/kilianFatras/MixOT.

B.2 SYMMETRIC CROSS-ENTROPY LOSS

For two probability vectors $q, q' \in \Sigma_k$, where $\Sigma_k$ is the simplex of dimension $k$, the symmetric cross-entropy loss is defined as:

$$SCE(q, q') = CE(q, q') + CE(q', q),$$

where $CE(q, q') = \sum_{i=1}^{K} q_i \log(q'_i)$.

However when $q$ is a one-hot vector, like a label for instance, $CE(q', q)$ is not directly computable because of the logarithm. That’s why we clip the value of $q$ with a small constant of $1e^{-7}$ in our experiments. A similar strategy was used in Wang et al. (2019).

B.3 UNBALANCED OT

Our method MIXUNBOT is based on unbalanced optimal transport. In practice, we used the entropically-regularized variant of Unbalanced OT as done in Fatras et al. (2021b). It allows us to use a generalized formulation of the Sinkhorn algorithm (Cuturi, 2013; Chizat et al., 2018) which is simple to implement in practice. For digits experiments the entropic regularization coefficient was set to 0.1. For the VisDA and Office Home experiments, it was set to 0.01.

B.4 MODEL AND DATASETS

In the digits experiment, we used a 6 CNN layer neural network as feature extractor and 1 dense layer for classification as proposed in Bhushan Damodaran et al. (2018). The number of input channels is set to 3 for the experiments for SVHN to MNIST and MNIST to MNISTM, while the number of channels is set to 1 only for the experiments for USPS to MNIST. In the Office-Home and Visda-2017 experiments, we use the pre-trained model of ImageNet-1K on Resnet-50.

\footnote{You can find the pre-trained model at https://download.pytorch.org/models/resnet50-0676ba61.pth}
B.5 HYPER-PARAMETERS AND DETAILED CONFIGURATION

Note that for all experiments we relied on a stratified source minibatches, meaning that we had the same number of samples per class in source minibatches, as it was done in (Bhushan Damodaran et al., 2018; Fatras et al., 2021b).

B.5.1 DIGITS EXPERIMENTS

In the digits experiment, we basically followed the experimental setup from DEEPJDOT (Bhushan Damodaran et al., 2018) which uses Adam as optimizer with a learning rate set to $2e^{-4}$ and without applying weight decay. We pre-train our neural network on the source domain for 2 epochs and then, we train our model for 100 epochs. The batch size is set to 120. The same experimental procedure is used for the ablation study the sensitivity analysis. The best hyper-parameters for MIXOT are $\eta_1 = 0.1, \eta_2 = 0.1$ and for MIXUNBOT $\eta_1 = 0.1, \eta_2 = 0.1, \eta_3 = 1., \tau = 1.$

Regarding competitors, we use the official implementations with the considered architecture and training procedure except that we use Adam with weight decay (set to $1e^{-3}$) and a learning rate of $2e^{-4}$, since we observe that simply adaptation of Adam significantly degrades the performance of these methods, and their experiments in their paper are reported by using Momentum SGD and weight decay. The USPS to MNIST task served as validation of hyper-parameters.

B.5.2 OFFICE-HOME EXPERIMENTS

In the Office-Home experiment, the number of steps was fixed at 10K, and the batch size was 65, the same number as the number of classes as done in the Fatras et al. (2021b) experiments. Nesterov’s acceleration method was used as an optimization method, and the momentum coefficient was 0.9. As a regularization, the weight decay is set to $5e^{-4}$, and learning rate decay is applied. We schedule the learning rate with the strategy in Ganin et al. (2016), it is adjusted by $\chi_i = \frac{\chi_0}{(1+\lambda i)^{\alpha}}$, where $i$ is the training progress linearly changing from 0 to 1, $\chi_0 = 0.01, \zeta = 10, \kappa = 0.75$.

Since Office-Home has four domains, we used the AC task as validation to determine the best hyper-parameters. Evaluation was done using the test 10 crop technique as in Fatras et al. (2021b); Jian et al. (2020). The hyper-parameters search of the experiments shown in Table 2 of Section 4 are explained in Table 3. Hyperparameter $\alpha$ for Beta distribution used in MixUp is set to 0.2. The best hyper-parameters for MIXOT on vanilla Office-Home are $\eta_1 = 0.0025, \eta_2 = 0.05.$ and for MIXUNBOT, the best hyper-parameters are $\eta_1 = 0.005, \eta_2 = 0.1, \tau = 0.5$.

| Method     | $\eta_1$                        | $\eta_2$                        | $\tau$         |
|------------|---------------------------------|---------------------------------|----------------|
| MIXOT      | $\{0.0005, 0.001, 0.0025, 0.005, 0.01, 0.05, 0.1\}$ | $\{1.0, 0.5, 0.1, 0.05, 0.01\}$ |                |
| MIXUNBOT   | $\{0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1\}$ | $\{1.0, 0.5, 0.1, 0.05, 0.01\}$ | $\{0.3, 0.5, 0.7, 1.0\}$ |

Table 3: Hyperparameter Search Range: Office-Home Dataset

B.5.3 VISDA-2017 EXPERIMENTS

Visda-2017 dataset is composed of two domains: synthetic images and real images. The Visda-2017 experiment has almost the same configuration as the Office-Home experiment. The difference is that we set the batch size to 72, which is 6 times the number of Visda-2017 classes 12. They are set to $\eta_1 = 0.001, \eta_2 = 0.5, \tau = 0.25.$ The hyper-parameters search range of the Visda-2017 experiments shown in Table 1 of Section 4 are explained in Table 4.

| Method     | $\eta_1$                        | $\eta_2$                        | $\tau$         |
|------------|---------------------------------|---------------------------------|----------------|
| MIXUNBOT   | $\{0.0001, 0.0005, 0.001, 0.05, 0.1\}$ | $\{0.005, 0.01, 0.05, 0.1, 0.5\}$ | $\{0.25, 0.5, 0.7\}$ |

Table 4: Hyperparameter Search Range: Visda-2017 Dataset

B.5.4 PARTIAL OFFICE-HOME

For Partial Domain Adaptation, we considered the same neural network architecture and the same training procedure as in Fatras et al. (2021b); Jian et al. (2020); Cao et al. (2018b; 2019). We used a pre-trained Resnet-50 on imagenet as pre-trained neural network. Our hyper-parameters are chosen by using the AC task as validation. They are set to $\eta_1 = 0.001, \eta_2 = 0.05, \tau = 0.05$, and finally $\eta_3$ was set to 15. We trained the network for 5000 iterations with a stratified batch size of 65 (one element of each class per batch) and for optimization procedure, we used the same as in
Jian et al. (2020). We do not use the ten crop technique to evaluate our model on the test set like Fatras et al. (2021b); Jian et al. (2020). Furthermore, we do not know if the official reported results of competitors were evaluated at the end of training or during training.