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ABSTRACT. The James function, also known as the “log5 method”, assigns a probability to the result of a competition between two teams based on their respective winning percentages. This paper, which builds on earlier work of the authors and Steven J. Miller, explores the analogous situation where a single team or player competes simultaneously against multiple opponents.

1. Introduction

In his 1981 *Baseball Abstract* [3], Bill James posed the following problem: suppose two teams $A$ and $B$ have winning percentages $a$ and $b$ respectively, having played equally strong schedules in a game such as baseball or basketball where there are no ties. If $A$ and $B$ play each other, what is the probability $P(a, b)$ that $A$ wins? James proposed a method of answering this question (the so-called “log5 method”), with an equivalent formulation given by Dallas Adams.

**Theorem A.** The probability that a team with winning percentage $a$ defeats a team with winning percentage $b$ is given by the function

$$P(a, b) = \frac{a(1 - b)}{a(1 - b) + b(1 - a)},$$

except when $a = b = 0$ or $a = b = 1$, in which case the probability is undefined.

Adopting Adams’s terminology, we refer to (1.1) as the *James function*. A proof of Theorem A was given much later by Steven J. Miller; see [2: Theorem 1]. The purpose of the current paper is to extend this result to a multi-opponent game involving a protagonist $A$ and $n$ opponents $B_1, B_2, \ldots, B_n$. In other words, we will find a formula for what we will call a *multi-opponent James function*, or more specifically an *n-opponent James function*. In addition, we will study many interesting structural properties that hold for such functions for $n \geq 2$.

One of the distinctive aspects of the treatment in [2] was an emphasis on the following properties, known as the *James conditions*:

(a) $P(a, \frac{1}{2}) = a$.
(b) $P(a, 0) = 1$ for $0 < a \leq 1$.
(c) $P(b, a) = 1 - P(a, b)$.
(d) $P(1 - b, 1 - a) = P(a, b)$.
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(c) \( P(a,b) \) is a non-decreasing function of \( a \) for \( 0 \leq b \leq 1 \) and a strictly increasing function of \( a \) for \( 0 < b < 1 \).

These properties apply to all points \((a,b)\) with \(0 \leq a \leq 1\) and \(0 \leq b \leq 1\), except for \((0,0)\) and \((1,1)\). The James function satisfies all five of these conditions, as well as another that is worthy of attention:

\[
P(a,b) = c \quad \text{if and only if} \quad P(a,c) = b, \quad (1.2)
\]
as long as \(0 < a < 1\). This condition can be stated in several equivalent forms, including

\[
P(a,b) = 1 - c \quad \text{if and only if} \quad P(c,b) = 1 - a \quad (1.3)
\]
for \(0 < b < 1\).

Any function that satisfies conditions (a) to (e) is known as a Jamesian function. Any Jamesian function that satisfies (1.2) is called an involutive Jamesian function. (See [6] for a complete description of involutive Jamesian functions in terms of topological loops.) As we shall see, the multi-opponent James functions satisfy a related set of conditions.

### 2. The functions \( P_n \)

Before we attempt to find a formula for the multi-opponent James functions, we need to define more precisely what we mean by “winning percentage” in this context. Even though our goal is to describe the outcome of a multi-opponent game, our notion of winning percentage relates to a competition between two players. From a practical point of view, this quantity can be obtained by treating any game with \(n+1\) competitors (that is, one protagonist and \(n\) opponents) as \(\binom{n+1}{2}\) separate single-opponent competitions. In other words, a competitor that finishes third out of ten would be credited with two losses and seven wins. (This situation is analogous to a round-robin tournament consisting of single-opponent competitions, but with the additional assumption of transitivity among the outcomes.)

Based on this interpretation, the functions we are about to describe are most directly applicable to competitions where there is minimal interaction among the competitors. For example, bowling, sprinting, and crew would all be reasonable candidates for this model; horse racing, cycling, and short track skating would not. The model need not be restricted to athletic competitions, of course, but may be applied to any appropriate interaction involving one winner and \(n\) losers.

We are now in a position to establish a formula for \( P_n \), the \(n\)-opponent James function. The question makes no sense if all the winning percentages are 0 or at least two of them are 1. If exactly one of them is 1, then that competitor always wins, so we can exclude that case also. Otherwise, we can model this situation in the same manner as in the proof of Theorem A. In other words, independently assign either a 0 or a 1 to each competitor, where \(A\) draws 1 with probability \(a\) and each \(B_i\) draws 1 with probability \(b_i\). If exactly one competitor draws a 1, then it is declared the winner, and otherwise we repeat the procedure. The protagonist \(A\) wins on the first draw with probability \(a(1-b_1)(1-b_2)\cdots(1-b_n)\), and the probability that some competitor wins on the first draw is

\[
a(1-b_1)(1-b_2)\cdots(1-b_n) + (1-a)(1-b_1)(1-b_2)\cdots(1-b_n)\sum_{i=1}^{n} \frac{b_i}{1-b_i}
\]

\[
= \left( \prod_{i=1}^{n} (1-b_i) \right) \left( a + (1-a) \sum_{i=1}^{n} \frac{b_i}{1-b_i} \right).
\]
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If we call this quantity $M$ for a moment, the probability $P_n(a; b_1, b_2, \ldots, b_n)$ that $A$ wins must satisfy the functional equation

$$P_n(a; b_1, b_2, \ldots, b_n) = a(1 - b_1)(1 - b_2) \cdots (1 - b_n) + (1 - M)P_n(a; b_1, b_2, \ldots, b_n),$$
or

$$M P_n(a; b_1, b_2, \ldots, b_n) = a(1 - b_1)(1 - b_2) \cdots (1 - b_n).$$

Since by assumption none of the $b_i$ is 1, we may solve this equation to obtain the following result.

**Theorem 1.** The probability that a protagonist with winning percentage $a$ defeats $n$ opponents with winning percentages $b_1, b_2, \ldots, b_n$ is given by the function

$$P_n(a; b_1, b_2, \ldots, b_n) = a \frac{n}{a + (1 - a) \sum_{i=1}^{n} b_i},$$
onumber (2.1)

An alternate argument employed in [2: Theorem 1], involving geometric series, can also be applied in this context to yield the same result as Theorem 1.

There are several equivalent representations for $P_n$, such as

$$P_n(a; b_1, b_2, \ldots, b_n) = \frac{a \prod_{i=1}^{n} (1 - b_i)}{a \prod_{i=1}^{n} (1 - b_i) + \sum_{j=1}^{n} b_j (1 - a) \prod_{i=1, i \neq j}^{n} (1 - b_i)},$$

which is an analog of (1.1). Perhaps the most useful representation is

$$P_n(a; b_1, b_2, \ldots, b_n) = \frac{q(a)}{q(a) + \sum_{i=1}^{n} q(b_i)},$$

where

$$q(s) = \frac{s}{1 - s}.$$ (2.4)

It is worth noting that $q$ is a constant multiple of the “log5 function” originally introduced by James.

As we mentioned earlier, we will call $P_n$ the *n-opponent James function*, referring to $P = P_1$ as the *single-opponent James function* when appropriate. Even though it was derived under the assumption that none of the winning percentages is 1, the function $P_n$ as given in (2.1) has the correct behavior when exactly one winning percentage (either $a$ or one of the $b_i$) is 1. For the duration of this paper, we will extend the definition of $P_n$ to include these cases.

Several important properties are apparent from the various formulae for $P_n$:

(A) $P_n(a; \frac{1}{n+1}, \frac{1}{n+1}, \ldots, \frac{1}{n+1}) = a$.

(B) $P_n(a; b_1, b_2, \ldots, b_{n-1}, 0) = P_{n-1}(a; b_1, b_2, \ldots, b_{n-1})$.

(C) $\sum_{i=1}^{n} P_n(b_i; a, b_1, b_2, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n) = 1 - P_n(a; b_1, b_2, \ldots, b_n)$.

(D) $P_n(\prod_{i=1}^{k} 1 - b; \prod_{i=k+1}^{n+1-k} 1 - b, 1 - a, 1 - a, \ldots, 1 - a) = P_n(a; a, \ldots, a, b, b, \ldots, b)$

when $0 < a < 1$ and $0 < b < 1$, for any $1 \leq k \leq n$.  
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(E) $P_n(a; b_1, b_2, \ldots, b_n)$ is a non-increasing function of $b_1$, and a strictly decreasing function of $b_1$ when $0 < a < 1$ and $0 \leq b_i < 1$ for $2 \leq i \leq n$.

(F) Permuting the values $b_1, b_2, \ldots, b_n$ does not affect the value of $P_n(a; b_1, b_2, \ldots, b_n)$.

Condition (D) may be most easily obtained from (2.3), with the additional observation that $q(1 - s) = 1/q(s)$. Note that condition (E) can be translated to any $b_j$ for $2 \leq j \leq n$; thus it implies that $P_n(a; b_1, b_2, \ldots, b_n)$ is a non-decreasing function of $a$, and a strictly increasing function of $a$ when $0 \leq b_i < 1$ for $1 \leq i \leq n$ and at least one $b_i$ is nonzero.

We will refer to this list as the multi-James conditions. Conditions (A) to (E) may be viewed as generalizations of James conditions (a) to (e) respectively. (The relationship between (B) and (b) can best be understood by thinking of the function $P_0$ as being identically 1.) Condition (F), which is new to the multi-opponent situation, dictates that the order in which one considers the opponents is unimportant.

Note that (A) does not provide a necessary condition for $P_n(a; b_1, b_2, \ldots, b_n) = a$ when $n \geq 2$.

In particular, the following proposition may be obtained from (2.3).

**Proposition 2.** If $\sum_{i=1}^{n} q(b_i) = 1$, then $P_n(a; b_1, b_2, \ldots, b_n) = a$. The converse holds when $0 < a < 1$.

The function $P_n$ also satisfies a generalization of (1.3), the alternate version of the involutive property.

**Proposition 3.** As long as $0 \leq b_i < 1$ for all $1 \leq i \leq n$ and at least one $b_i$ is nonzero, we have that

$$P_n(a; b_1, b_2, \ldots, b_n) = 1 - c \quad \text{if and only if} \quad P_n(c; b_1, b_2, \ldots, b_n) = 1 - a.$$ 

**Proof.** Since the denominator in (2.1) is guaranteed to be nonzero, the expression

$$P_n(a; b_1, b_2, \ldots, b_n) = 1 - c$$

is equivalent to

$$a = a(1 - c) + (1 - a)(1 - c) \sum_{i=1}^{n} \frac{b_i}{1 - b_i}$$

and also

$$ac = (1 - a)(1 - c) \sum_{i=1}^{n} \frac{b_i}{1 - b_i}.$$ 

The last equation is symmetric in $a$ and $c$, which proves our assertion. \qed

The treatment in [2] made considerable use of the level curves for the single-opponent James function, as well as for other Jamesian functions. While we will not provide a complete description of the level sets for $P_n$, we make the following observation.

**Proposition 4.** The expression $P_n(a; b_1, b_2, \ldots, b_n)$ is equal to

$$P_n \left( \frac{ta}{1 + (t - 1)a}, \frac{tb_1}{1 + (t - 1)b_1}, \frac{tb_2}{1 + (t - 1)b_2}, \ldots, \frac{tb_n}{1 + (t - 1)b_n} \right)$$

for any real number $t > 0$.

**Proof.** This identity follows from (2.3), along with the observation that

$$q \left( \frac{ts}{1 + (t - 1)s} \right) = tq(s)$$

for any positive value of $t$. \qed

938
MULTI-OPPONENT JAMES FUNCTIONS

We conclude this section by observing two additional properties of $P_n$. First of all, note that

$$\frac{P_n(b; a, c_2, c_3, \ldots, c_n)}{P_n(a; b, c_2, c_3, \ldots, c_n)} = \frac{q(b)}{q(a)} = \frac{q(b) + q(a) + \sum_{i=2}^{n} q(c_i)}{q(a) + q(b) + \sum_{i=2}^{n} q(c_i)}$$

for $n \geq 2$. This property, which can be described as **independence from irrelevant alternatives**, may be extended to include all cases where $0 < a \leq 1$ and $0 \leq b < 1$, as long as $0 \leq c_i < 1$ for $2 \leq i \leq n$. (Following Luce, we use “independence from” rather than Arrow’s original “independence of”; see [4: p. 9].) Similarly, consider the odds ratio defined in the following manner:

$$\frac{P_m(a; c_1, c_2, \ldots, c_m)}{1 - P_m(a; c_1, c_2, \ldots, c_m)} = \frac{P_m(a; c_1, c_2, \ldots, c_m)}{1 - P_m(a; b_1, b_2, \ldots, b_n)} \left(1 - P_m(a; b_1, b_2, \ldots, b_n)\right)$$

where all the winning percentages belong to the interval $(0, 1)$. Note that the preceding expression may be rewritten

$$\left(\frac{q(a)}{q(a) + \sum_{i=1}^{m} q(c_i)}\right) \left(\frac{\sum_{i=1}^{n} q(b_i)}{q(a) + \sum_{i=1}^{n} q(b_i)}\right) = \frac{\sum_{i=1}^{n} q(b_i)}{\sum_{i=1}^{n} q(c_i)}.$$

In other words, as long as the same value of $a$ is plugged into both $P_n$ and $P_m$, the odds ratio is independent of $a$. This property can be viewed as a complement to independence from irrelevant alternatives, relating instead to independence from the protagonist.

### 3. Relationship to the Bradley-Terry-Luce model

One of the main issues discussed in [2] is the connection between the James function and the Bradley-Terry model, one of the fundamental tools in the theory of paired comparisons. It is not surprising that the multi-opponent James functions have a similar affinity to a corresponding extension of this model (due primarily to Luce [4]). Let $T$ denote a finite collection of possible outcomes in a situation requiring a single selection or choice. Under certain assumptions (see [4]...
Theorems 3 and 4), Luce posits that the probability of an outcome $x$ being preferred over the other elements of $T$ is given by the formula

$$P_T(x) = \frac{v(x)}{\sum_{y \in T} v(y)}, \quad (3.1)$$

where $v$ is a positive, real-valued function (which he calls a ratio scale). This representation is sometimes referred to as the Bradley-Terry-Luce model or the strict utility model.

While (3.1) is highly reminiscent of (2.3), Luce conceives of the ratio scale $v$ in a somewhat different manner from our function $q$. In particular, $v$ is a constant multiple of a probability that depends on the situation one is considering, rather than a predetermined function. This difference reflects the fact that our approach assumes an a priori notion of the worth of a competitor, namely its winning percentage along with the corresponding value of $q$, whereas in Luce’s construction any notion of worth must be inferred from the outcomes of particular competitions. Nevertheless, there are several formal similarities between our results and Luce’s, which we shall note explicitly. In the next section, we will follow Luce’s example by restating the probability associated with a multi-opponent competition in terms of a set of single-opponent competitions.

4. Formulae for $P_n$

While it should not be surprising that the multi-opponent James functions can be rewritten in terms of the single-opponent James function $P = P_1$, the variety of such formulae is quite remarkable. Throughout this section, unless otherwise stated, we will assume that all the winning percentages in our propositions and formulae belong to the interval $(0,1)$. This is not a major constraint, as a winning percentage of 0 or 1 would either determine the value of $P_n$ automatically or allow $P_n$ to be reduced to $P_{n-1}$ (see also Lemma 14 below).

We begin with an elementary observation. Since $P$ satisfies James condition (c), it follows that

$$\frac{P(b,a)}{P(a,b)} = \frac{1}{P(a,b)} - 1 \quad (4.1)$$

for $0 < a \leq 1$ and $0 \leq b < 1$. For the remainder of this paper, we will use the quantities in (4.1) interchangeably. As we shall see, many of the results in this section are most naturally stated in terms of the form $(1/P) - 1$.

We will now establish two fundamental identities. Consider the representation for $P_n$ given in (2.3), with $q$ defined as in (2.4). It follows from (2.5) that

$$\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{q(a) + \sum_{i=1}^{n} q(b_i)}{q(a)} - \frac{q(a)}{q(a)}$$

$$= \sum_{i=1}^{n} \frac{q(b_i)}{q(a)} = \sum_{i=1}^{n} \frac{P(b_i, a)}{P(a, b_i)}.$$ 

Hence we have obtained our first major identity, which is analogous to Theorem 1 in [4].

**Proposition 5 (Sum Formula)**.

$$\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} \frac{P(b_i, a)}{P(a, b_i)} = \sum_{i=1}^{n} \left( \frac{1}{P(a, b_i)} - 1 \right) \quad \text{for } n \geq 1.$$
The intermediate identity
\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} \frac{q(b_i)}{q(a)}
\]
that arose during the proof of this formula is also worth recording.

To obtain our second major identity, consider \(0 < c < 1\) and note that
\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} \frac{q(b_i)}{q(a)} \left( \sum_{i=1}^{n} \frac{q(b_i)}{q(c)} \right)
= \frac{P(c, a)}{P(a, c)} \left( \frac{1}{P_n(c; b_1, b_2, \ldots, b_n)} - 1 \right).
\]
In other words, we have obtained the following result.

**Proposition 6 (Substitution Formula).**
\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{P(c, a)}{P(a, c)} \left( \frac{1}{P_n(c; b_1, b_2, \ldots, b_n)} - 1 \right)
= \left( \frac{1}{P(a, c)} - 1 \right) \left( \frac{1}{P_n(c; b_1, b_2, \ldots, b_n)} - 1 \right)
\]
for \(n \geq 1\).

When \(n = 1\), this formula is analogous to \([4\) Theorem 2], which Luce later referred to as the product rule (see \([5\).

Both the sum formula and the substitution formula can be applied in a variety of different ways. For example, partition the set \(\{b_1, b_2, \ldots, b_n\}\) into \(k\) nonempty disjoint subsets \(S_1, S_2, \ldots, S_k\), with \(m_j = |S_j|\) for \(1 \leq j \leq k\). Let \(P_{m_j}(a; S_j)\) denote the probability of a protagonist with winning percentage \(a\) defeating all \(m_j\) opponents with winning percentages in the set \(S_j\). The sum formula shows that
\[
\frac{1}{P_{m_j}(a; S_j)} - 1 = \sum_{b_i \in S_j} \frac{P(b_i, a)}{P(a, b_i)}
\]
for each \(1 \leq j \leq k\). Consequently
\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} \frac{P(b_i, a)}{P(a, b_i)} = \sum_{j=1}^{k} \sum_{b_i \in S_j} \frac{P(b_i, a)}{P(a, b_i)}
= \sum_{j=1}^{k} \left( \frac{1}{P_{m_j}(a; S_j)} - 1 \right),
\]
which may be viewed as a generalization of the sum formula.

Many useful identities may be derived from applying both the sum and substitution formulae. Equation \([4.2\) may be rewritten
\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - \frac{1}{P_{m_1}(a; S_1)} = \sum_{j=2}^{k} \left( \frac{1}{P_{m_j}(a; S_j)} - 1 \right).
\]
Taking \( S_1 = \{b_1\} \) and \( S_2 = \{b_2, b_3, \ldots, b_n\} \), we obtain

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - \frac{1}{P(a, b_1)} = \frac{1}{P_{n-1}(a; b_2, b_3, \ldots, b_n)} - 1.
\]

Applying the substitution formula, we see that

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - \frac{1}{P(a, b_1)} = \frac{P(b_1, a)}{P(a, b_1)} \left( \frac{1}{P_{n-1}(b_1; b_2, b_3, \ldots, b_n)} - 1 \right)
\]

\[
= \frac{P(b_1, a)}{P(a, b_1)} \left( \frac{1}{P_{n-1}(b_1; b_2, b_3, \ldots, b_n)} - \frac{P(b_1, a)}{P(a, b_1)} \right)
\]

from which we obtain another formula that will prove essential to our later results.

**Proposition 7 (Reduction Formula).**

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{P(b_1, a)}{P(a, b_1)} \left( \frac{1}{P_{n-1}(b_1; b_2, b_3, \ldots, b_n)} - 1 \right)
\]

for \( n \geq 2 \).

For future reference, note that this identity is still valid when \( b_i = 0 \) for any or all \( 2 \leq i \leq n \). For \( n = 1 \), the formula reduces to (4.1) if we take \( P_0 \) to be identically 1.

The reduction formula may in turn be rewritten

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{P(b_1, a)}{P(a, b_1)} \left( 1 + \left( \frac{1}{P_{n-1}(b_1; b_2, b_3, \ldots, b_n)} - 1 \right) \right)
\]

which, combined with the sum formula for \( P_{n-1} \), yields another important formula.

**Proposition 8 (Shifted Sum Formula).**

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{P(b_1, a)}{P(a, b_1)} \left( 1 + \sum_{i=2}^{n} \frac{P(b_i, b_1)}{P(b_1, b_i)} \right)
\]

for \( n \geq 2 \).

This particular representation for \( P_n \) provides the basis for one of the major results in Section 5.

We may obtain additional formulae for \( P_n \) by iterating the reduction formula. For example,

\[
\frac{1}{P_n(a, b_1, b_2, \ldots, b_n)} - 1 = \frac{P(b_1, a)}{P(a, b_1)} \left( 1 + \left( \frac{1}{P_{n-1}(b_1; b_2, b_3, \ldots, b_n)} - 1 \right) \right)
\]

\[
= \frac{P(b_1, a)}{P(a, b_1)} \left( 1 + \frac{P(b_2, b_1)}{P(b_1, b_2)} \left( \frac{1}{P_{n-2}(b_2; b_3, b_4, \ldots, b_n)} \right) \right)
\]

\[
= \frac{P(b_1, a)}{P(a, b_1)} \left( 1 + \frac{P(b_2, b_1)}{P(b_1, b_2)} \left( 1 + \sum_{i=3}^{n} \frac{P(b_i, b_2)}{P(b_2, b_i)} \right) \right)
\]

for \( n \geq 3 \). Applying the reduction formula a total of \( n - 1 \) times, we obtain the following representation.

**Proposition 9 (Expanded Sum Formula).**

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{j=1}^{n} \prod_{i=1}^{j} \frac{P(b_i, b_{i-1})}{P(b_{i-1}, b_i)}
\]

\[
= \sum_{j=1}^{n} \prod_{i=1}^{j} \left( \frac{1}{P(b_{i-1}, b_i)} - 1 \right)
\]

for \( n \geq 1 \), with the understanding that \( b_0 = a \).
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It makes sense for these various sum formulae to exist, as they imply that the probability associated with a multi-opponent competition can be determined from a certain number of single-opponent competitions, even when the winning percentages of the competitors are unknown. What is perhaps surprising is that one only needs to consider \( n \) such competitions.

The sum formula (Proposition \[5\]) shows that the probability of a protagonist \( A \) defeating \( B_1, B_2, \ldots, B_n \) in a multi-opponent competition can be determined solely from the probabilities associated with the \( n \) single-opponent competitions involving \( A \). The shifted sum formula (Proposition \[6\]) shows that the probability of \( A \) defeating \( B_1, B_2, \ldots, B_n \) can be determined solely from the probabilities associated with the \( n \) single-opponent competitions involving any particular opponent \( B_i \). The expanded sum formula (Proposition \[7\]) demonstrates that the probability of \( A \) versus \( B_i \) and \( B_i \) versus \( B_{i+1} \) for \( 1 \leq i \leq n - 1 \). It is natural to wonder precisely what combinations of \( n \) single-opponent competitions are sufficient to determine \( P_n(a; b_1, b_2, \ldots, b_n) \). As it turns out, the answer to this question is as nice as one could possibly hope. The following fact is a direct consequence of the path formula (Theorem \[11\]), which we shall prove momentarily.

**Theorem 10.** Suppose one knows the probabilities associated with \( n \) single-opponent competitions involving the competitors \( A, B_1, B_2, \ldots, B_n \). If every opponent \( B_i \) may be connected to \( A \) by a sequence of these single-opponent competitions, then these \( n \) probabilities are sufficient to determine the probability of \( A \) defeating \( B_1, B_2, \ldots, B_n \).

Let \( G \) be a graph with vertex set \( \{A, B_1, B_2, \ldots, B_n\} \), where there is an edge between two vertices if and only if we know the probability associated with the single-opponent competition between them. The hypotheses of Theorem 10 imply that \( G \) is a connected graph with \( n + 1 \) vertices and \( n \) edges, which means that \( G \) is a tree (see \[1\] Theorem 4.8]), for which we can think of \( A \) as being the root. Suppose the unique path from \( A \) to \( B_i \) has length \( k \), say

\[ A \rightarrow B_{\ell_1} \rightarrow B_{\ell_2} \rightarrow \cdots \rightarrow B_{\ell_k} = B_i. \tag{4.3} \]

Applying the substitution formula \( k - 1 \) times, we see that

\[
P(b_i, a) \quad P(a, b_i) = P(b_{\ell_1}, a) \frac{P(b_{\ell_2}, b_{\ell_1})}{P(a, b_1)} \cdots \frac{P(b_{\ell_k}, b_{\ell_{k-1}}) P(b_{\ell_{k-1}}, b_i)}{P(a, b_{\ell_{k-1}}) P(b_{\ell_{k-1}}, b_i)}
\]

for each \( 1 \leq i \leq n \). Hence the sum formula yields the following representation for \( P_n \).

**Theorem 11 (Path Formula).**

\[
\frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} P(b_{\ell_i}, a) \frac{P(b_{\ell_{i+1}}, b_{\ell_i})}{P(a, b_{\ell_i}) P(b_{\ell_i}, b_{\ell_{i+1}})} \cdots \frac{P(b_{\ell_k}, b_{\ell_{k-1}}) P(b_{\ell_{k-1}}, b_i)}{P(a, b_{\ell_{k-1}}) P(b_{\ell_{k-1}}, b_i)},
\]

where the indices \( \ell_1, \ell_2, \ldots, \ell_k \), which depend on \( i \), are defined as in (4.3).

With the appropriate interpretation, the sum formula, the shifted sum formula, and the expanded sum formula may all be viewed as specific instances of the path formula.

**Example 12.** To illustrate the path formula further, consider the tree in Figure 1. Since \( B_1, B_2, \) and \( B_7 \) connect directly to \( A \), they contribute the terms

\[
\frac{P(b_1, a)}{P(a, b_1)}, \quad \frac{P(b_2, a)}{P(a, b_2)} \quad \text{and} \quad \frac{P(b_7, a)}{P(a, b_7)}
\]

respectively to the sum. Since \( B_3 \) and \( B_4 \) both connect to \( A \) via \( B_2 \), together they contribute

\[
\frac{P(b_2, a) P(b_3, b_2)}{P(a, b_2) P(b_2, b_3)} + \frac{P(b_2, a) P(b_4, b_2)}{P(a, b_2) P(b_2, b_4)}
\]

respectively to the sum.
Since $B_8$ connects to $A$ via $B_7$ it contributes

$$\frac{P(b_7,a) P(b_8,b_7)}{P(a,b_7) P(b_7,b_8)}.$$ 

Finally, since $B_5$ and $B_6$ connect to $A$ via $B_4$ and $B_2$, they contribute a total of

$$\frac{P(b_2,a) P(b_4,b_2) P(b_5,b_4)}{P(a,b_2) P(b_2,b_4) P(b_4,b_5)} + \frac{P(b_2,a) P(b_4,b_2) P(b_6,b_4)}{P(a,b_2) P(b_2,b_4) P(b_4,b_6)}.$$ 

Therefore

$$\frac{1}{P_8(a; b_1, b_2, \ldots, b_8)} - 1 = \frac{P(b_1,a)}{P(a,b_1)} + \frac{P(b_2,a)}{P(a,b_2)} + \frac{P(b_2,a) P(b_3,b_2)}{P(a,b_2) P(b_2,b_3)} + \frac{P(b_2,a) P(b_4,b_2)}{P(a,b_2) P(b_2,b_4)}$$

$$+ \frac{P(b_2,a) P(b_4,b_2) P(b_5,b_4)}{P(a,b_2) P(b_2,b_4) P(b_4,b_5)} + \frac{P(b_2,a) P(b_4,b_2) P(b_6,b_4)}{P(a,b_2) P(b_2,b_4) P(b_4,b_6)}$$

$$+ \frac{P(b_7,a)}{P(a,b_7)} + \frac{P(b_7,a) P(b_8,b_7)}{P(a,b_7) P(b_7,b_8)}.$$ 

Figure 1. The graph representing Example 12.

While the point of Theorem 10 is that we do not need to know the winning percentages of any of the competitors, the hypotheses of this theorem guarantee that one can determine every competitor’s winning percentage if one knows any single competitor’s winning percentage. Suppose, in the context of Example 12 one knew the winning percentage $b_4$. Since we know the value of $P(b_4,b_5)$, the involutive property would allow us to determine $b_5 = P(b_4,P(b_4,b_5))$. Likewise, we could determine both $b_2$ and $b_6$. In this manner, one could use the winning percentage at each vertex to find the winning percentages at all adjacent vertices, eventually determining every competitor’s winning percentage.
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We conclude this section with one last major identity, along with a few of its consequences. Consider $P_n(a; b, c_2, c_3, \ldots, c_n)$ and $P_m(b; a, d_2, d_3, \ldots, d_m)$, where $a$ and $b$ both belong to the interval $(0, 1)$. The reduction formula (Proposition 7) dictates that

$$\frac{1}{P_n(a; b, c_2, c_3, \ldots, c_n)} - 1 = \frac{1}{\delta_1} \left( \frac{P(b, a)}{P(a, b)} \right),$$

where $\delta_1 = P_{n-1}(b; c_2, c_3, \ldots, c_n)$, and

$$\frac{1}{P_m(b; a, d_2, d_3, \ldots, d_m)} - 1 = \frac{1}{\delta_2} \left( \frac{P(a, b)}{P(b, a)} \right),$$

where $\delta_2 = P_{m-1}(a; d_2, d_3, \ldots, d_m)$. Consequently

$$\left( \frac{1}{P_n(a; b, c_2, c_3, \ldots, c_n)} - 1 \right) \left( \frac{1}{P_m(b; a, d_2, d_3, \ldots, d_m)} - 1 \right) = \frac{1}{\delta_1 \delta_2}.$$  \hspace{1cm} (4.4)

Solving (4.4) for $P_m(b; a, d_2, d_3, \ldots, d_m)$, we obtain the following result.

**Proposition 13** (Distorted Difference Formula).

$$P_m(b; a, d_2, d_3, \ldots, d_m) = \frac{1 - P_n(a; b, c_2, c_3, \ldots, c_n)}{1 + \left( \frac{1}{\delta_1 \delta_2} - 1 \right) P_n(a; b, c_2, c_3, \ldots, c_n)},$$

where $\delta_1 = P_{n-1}(b; c_2, c_3, \ldots, c_n)$ and $\delta_2 = P_{m-1}(a; d_2, d_3, \ldots, d_m)$.

This formula may be viewed as an alternate generalization of James condition (c). For example, taking $c_2 = c_3 = \cdots = c_n = b$ and $d_2 = d_3 = \cdots = d_m = a$, we obtain

$$P_m(b; a, a, \ldots, a) = \frac{1 - P_n(a; b, b, \ldots, b)}{1 + (nm - 1) P_n(a; b, b, \ldots, b)},$$  \hspace{1cm} (4.5)

which is similar in spirit to multi-James condition [D] for $k = 1$.

In the single-opponent case, for $0 < a < 1$ and $0 < b < 1$, James condition (d) can be obtained by applying the involutive property three times and condition (c) twice (see [2, Proposition 7]). The analogous argument, involving Proposition 3 and equation (4.5), gives rise to a different identity: the expression $P_n(a; b, b, \ldots, b)$ is equal to

$$P_n \left( \frac{n^2(1 - b)}{1 + (n^2 - 1)(1 - b)}; \frac{n^2(1 - a)}{1 + (n^2 - 1)(1 - a)}, \ldots, \frac{n^2(1 - a)}{1 + (n^2 - 1)(1 - a)} \right).$$

Combining this observation with condition [D] one obtains a weaker version of Proposition 4.

5. Uniqueness of $P_n$

Many of the formulae from Section 4 allow us to restate a multi-opponent James function $P_n$ in terms of the single-opponent James function $P = P_1$. Much of the work in [2] was devoted to finding new examples of Jamesian functions; that is, functions other than $P$ that satisfy the James conditions. It might be reasonable to expect that substituting an arbitrary Jamesian function (or perhaps an arbitrary involutive Jamesian function) into one of the formulae from Section 4 would lead to another class of functions that satisfy the multi-James conditions. As it turns out, that hypothesis is entirely incorrect. Throughout this section, let $\{J_n\}$ denote a collection of functions
that satisfy the multi-James conditions, as stated in Section 2. As part of this assumption, we stipulate that each \( J_n \) has the same domain as the corresponding \( P_n \) and has codomain \([0, 1]\). It suffices to restrict our attention to the situation where all the winning percentages belong to the interval \((0, 1)\), as demonstrated by the following lemma.

**Lemma 14.** Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. If

\[
J_n(a; b_1, b_2, \ldots, b_n) = P_n(a; b_1, b_2, \ldots, b_n)
\]

whenever all the winning percentages belong to the interval \((0, 1)\), then each function \( J_n \) is identical to the corresponding function \( P_n \).

**Proof.** Conditions \([B] \) and \([F] \) allow us to disregard any of the \( b_i \) that are 0, so that

\[
J_n(a; b_1, b_2, \ldots, b_n) = P_n(a; b_1, b_2, \ldots, b_n)
\]

whenever \( 0 < a < 1 \) and \( 0 \leq b_i < 1 \) for \( 1 \leq i \leq n, \) as long as at least one \( b_i \) is nonzero. Hence, under these hypotheses,

\[
\lim_{a \to 0^+} J_n(a; b_1, b_2, \ldots, b_n) = \lim_{a \to 0^+} P_n(a; b_1, b_2, \ldots, b_n) = 0
\]

and

\[
\lim_{a \to 1^-} J_n(a; b_1, b_2, \ldots, b_n) = \lim_{a \to 1^-} P_n(a; b_1, b_2, \ldots, b_n) = 1.
\]

Thus condition \([E] \) implies that

\[
J_n(0; b_1, b_2, \ldots, b_n) = 0 \quad \text{and} \quad J_n(1; b_1, b_2, \ldots, b_n) = 1
\]

whenever \( 0 \leq b_i < 1, \) with at least one \( b_i \) being nonzero. Moreover, \([E] \) implies that \( J_n(1; 0, 0, \ldots, 0) = 1 \).

Condition \([C] \) implies that

\[
J_n(a; 0, 0, \ldots, 0) = 1 - n \cdot J(0; a, 0, 0, \ldots) = 1
\]

whenever \( 0 < a < 1 \). Likewise, if \( 0 \leq a < 1 \) and exactly one term \( b_j \) equals 1, condition \([C] \) implies that

\[
0 \leq J_n(a; b_1, b_2, \ldots, b_n) \leq 1 - J_n(1; a, b_1, b_2, \ldots, b_{j-1}, b_{j+1}, \ldots, b_n) = 0,
\]

from which it follows that \( J_n(a; b_1, b_2, \ldots, b_n) = 0 \). In other words, \( J_n \) and \( P_n \) agree for all values in their domain.

For the remainder of this section, we will assume that all winning percentages belong to the interval \((0, 1)\). In this context, condition \([E] \) implies that \( 0 < J_n(a; b_1, b_2, \ldots, b_n) < 1 \), so we can define the sum formula and the substitution formula in the same manner as for the multi-opponent James functions:

\[
\frac{1}{J_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} \frac{J(b_i, a)}{J(a, b_i)}
\]

and

\[
\frac{1}{J_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{J(c, a)}{J(a, c)} \left( \frac{1}{J_n(c; b_1, b_2, \ldots, b_n)} - 1 \right),
\]

where \( J = J_1 \) (see Propositions \([5] \) and \([6] \)). Likewise, the reduction formula may be defined

\[
\frac{1}{J_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{J(b_1, a)}{J(a, b_1)} \left( \frac{1}{J_{n-1}(b_1; b_2, b_3, \ldots, b_n)} \right)
\]

for \( n \geq 2 \) (see Proposition \([7] \). Our goal is to show that any one of these formulae, in the presence of the multi-James conditions, guarantees that \( J_n = P_n \) for all \( n \).

Our next observation underlies all the subsequent results in this section.
Lemma 15. Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. If the substitution formula holds for \( n = 1 \), then the function \( J = J_1 \) is identical to the James function \( P = P_1 \).

Proof. By hypothesis,

\[
\frac{1}{J(a, b)} - 1 = \frac{J(c, a)}{J(a, c)} \left( \frac{1}{J(c, b)} - 1 \right)
\]

for all values of \( a, b, \) and \( c \). Condition (A) implies \( J(a, \frac{1}{2}) = a \) and \( J(b, \frac{1}{2}) = b \), so taking \( c = \frac{1}{2} \) yields the expression

\[
\frac{1}{J(a, b)} - 1 = \frac{b(1 - a)}{a(1 - b)}.
\]

Therefore

\[
J(a, b) = \frac{1}{1 + \frac{b(1 - a)}{a(1 - b)}} = \frac{a(1 - b)}{a(1 - b) + b(1 - a)} = P(a, b),
\]

as we had hoped to show. \( \square \)

We now turn our attention to the sum formula.

Proposition 16. Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. If the sum formula holds for \( \{J_n\} \), then \( J_n = P_n \) for all \( n \).

Proof. Let \( a, b, \) and \( c \) be arbitrary points in the interval \((0, 1)\). To simplify notation, define

\[
\alpha_1 = \frac{J(b, a)}{J(a, b)}, \quad \alpha_2 = \frac{J(a, c)}{J(c, a)}, \quad \text{and} \quad \alpha_3 = \frac{J(c, b)}{J(b, c)}.
\]

Condition (C) together with the sum formula, dictates that

\[
1 = J_2(a; b, c) + J_2(b; a, c) + J_2(c; a, b)
\]

\[
= \frac{1}{1 + \alpha_1 + \frac{1}{\alpha_2}} + \frac{1}{1 + \frac{1}{\alpha_1} + \alpha_3} + \frac{1}{1 + \alpha_2 + \frac{1}{\alpha_3}}
\]

\[
= 1 + \frac{-1 - \alpha_1 \alpha_2}{1 + \alpha_2 + \alpha_1 \alpha_2} + \frac{\alpha_1}{1 + \alpha_1 + \alpha_1 \alpha_3} + \frac{\alpha_3}{1 + \alpha_3 + \alpha_2 \alpha_3}
\]

\[
= 1 + \frac{-1 - 2\alpha_1 \alpha_2 \alpha_3 - \alpha_1^2 \alpha_2^2 \alpha_3^2}{(1 + \alpha_2 + \alpha_1 \alpha_2)(1 + \alpha_1 + \alpha_1 \alpha_3)(1 + \alpha_3 + \alpha_2 \alpha_3)}
\]

\[
= 1 - \frac{(1 - \alpha_1 \alpha_2 \alpha_3)^2}{(1 + \alpha_2 + \alpha_1 \alpha_2)(1 + \alpha_1 + \alpha_1 \alpha_3)(1 + \alpha_3 + \alpha_2 \alpha_3)}.
\]

Therefore \( \alpha_1 \alpha_2 \alpha_3 = 1 \), which implies that

\[
\frac{J(b, a)}{J(a, b)} = \frac{J(c, a) J(b, c)}{J(a, c) J(c, b)}.
\]
Thus the substitution formula holds for $n = 1$, so Lemma 15 implies that $J = P$. Consequently
\[
\frac{1}{J_n(a; b_1, b_2, \ldots, b_n)} - 1 = \sum_{i=1}^{n} \frac{J(b_i, a)}{J(a, b_i)} = \sum_{i=1}^{n} \frac{P(b_i, a)}{P(a, b_i)}
\]
\[
= \frac{1}{P_n(a; b_1, b_2, \ldots, b_n)} - 1
\]
for all $n$, as we had hoped to show. □

Next we consider the substitution formula for arbitrary values of $n$.

**Proposition 17.** Let $\{J_n\}$ be a collection of functions that satisfy the multi-James conditions. If the substitution formula holds for $\{J_n\}$, then $J_n = P_n$ for all $n$.

**Proof.** Since the substitution formula holds for all $n$, Lemma 15 implies that $J = P$. Our strategy for $n \geq 2$ will be to show that $J_n$ may be represented using the analog of the shifted sum formula (Proposition 8):
\[
\frac{1}{J_n(a; b_1, b_2, \ldots, b_n)} - 1 = \frac{J(b_1, a)}{J(a, b_1)} \left( 1 + \sum_{i=2}^{n} \frac{J(b_i, b_1)}{J(b_1, b_i)} \right),
\]
(5.1)
which will guarantee that $J_n = P_n$. We will employ backwards induction, not on $n$ but on the total number of times the winning percentage $b_1$ appears among the opponents.

Consider, first of all, an expression of the form
\[
J_n(a; b_1, b_1, \ldots, b_1),
\]
where the same winning percentage $b_1$ appears $n$ times among the opponents. Condition (C) dictates that
\[
J_n(b_1; b_1, b_1, \ldots, b_1) = \frac{1}{n+1}
\]
and hence
\[
\frac{1}{J_n(b_1; b_1, b_1, \ldots, b_1)} - 1 = n.
\]
Therefore the substitution formula shows that
\[
\frac{1}{J_n(a; b_1, b_1, \ldots, b_1)} - 1 = \frac{J(b_1, a)}{J(a, b_1)} \left( \frac{1}{J_n(b_1; b_1, b_1, \ldots, b_1)} - 1 \right)
\]
\[
= \frac{J(b_1, a)}{J(a, b_1)} \left( 1 + (n - 1) \right)
\]
\[
= \frac{J(b_1, a)}{J(a, b_1)} \left( 1 + \sum_{i=2}^{n} \frac{J(b_i, b_1)}{J(b_1, b_i)} \right).
\]

Now suppose that (5.1) represents $J_n$ whenever the winning percentage $b_1$ appears at least $k + 1$ times among the opponents. Consider the expression
\[
J_n(b_1; b_1, b_1, \ldots, b_{k+1}, b_{k+2}, \ldots, b_n).
\]
$k$ terms

It follows from condition (C) that
\[
(k + 1)J_n(b_1; b_1, b_1, \ldots, b_{k+1}, b_{k+2}, \ldots, b_n) = 1 - \sum_{j=k+1}^{n} R_n(j),
\]
(5.2)
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where

\[ R_n(j) = J_n(b_j, b_1, b_1, \ldots, b_1, b_{k+1}, b_{k+2}, \ldots, b_{j-1}, b_{j+1}, \ldots, b_n) \]

for \( k + 1 \leq j \leq n \). Since \( R_n(j) \) represents a function for which \( b_1 \) appears at least \( k + 1 \) times among the opponents, the induction hypothesis applies to each \( R_n(j) \). In particular,

\[
\frac{1}{R_n(j)} - 1 = \frac{J(b_j, b_j)}{J(b_j, b_1)} \left( 1 + k \cdot \frac{J(b_j, b_1)}{J(b_1, b_1)} + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right)
\]

\[
= \frac{J(b_j, b_j)}{J(b_j, b_1)} \left( k + 1 - \frac{J(b_j, b_1)}{J(b_1, b_1)} + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right)
\]

\[
= -1 + \frac{J(b_j, b_j)}{J(b_j, b_1)} \left( k + 1 + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right).
\]

Therefore

\[ R_n(j) = \frac{J(b_j, b_1)}{J(b_j, b_1)} \left( k + 1 + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right)^{-1}, \]

so

\[ 1 - \sum_{j=k+1}^{n} R_n(j) = 1 - \frac{\sum_{j=k+1}^{n} \frac{J(b_j, b_1)}{J(b_1, b_1)}}{k + 1 + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)}} = \frac{k + 1}{k + 1 + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)}}. \]

Thus it follows from [5,2] that

\[ \frac{1}{J_n(b_1, b_1, \ldots, b_1, b_{k+1}, b_{k+2}, \ldots, b_n)} - 1 = \frac{k + 1}{1 - \sum_{j=k+1}^{n} R_n(j)} - 1 = \left( k + 1 + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right) - 1 = k + n \frac{J(b_i, b_1)}{J(b_1, b_1)}. \]

Consequently the substitution formula shows that

\[
\frac{1}{J_n(a; b_1, b_1, \ldots, b_1, b_{k+1}, b_{k+2}, \ldots, b_n)} - 1 = \frac{J(b_1, a)}{J(a, b_1)} \left( k + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right)
\]

\[
= \frac{J(b_1, a)}{J(a, b_1)} \left( 1 + \sum_{i=2}^{k} \frac{J(b_i, b_1)}{J(b_1, b_1)} + \sum_{i=k+1}^{n} \frac{J(b_i, b_1)}{J(b_1, b_1)} \right).
\]
Hence condition (F) implies that (5.1) represents \( J_n \) whenever \( b_1 \) appears \( k \) times among the opponents. In other words, our induction argument is complete. \( \square \)

A similar result applies to the reduction formula.

**Proposition 18.** Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. If the reduction formula holds for \( \{J_n\} \), then \( J_n = P_n \) for all \( n \).

**Proof.** Let \( a, b, \) and \( c \) be arbitrary points in the interval \((0, 1)\). The reduction formula dictates that
\[
\frac{1}{J_2(a; b, c)} - 1 = \frac{J(b, a)}{J(a, b)} \left( \frac{1}{J(b, c)} \right).
\]
Likewise,
\[
\frac{1}{J_2(a; c, b)} - 1 = \frac{J(c, a)}{J(a, c)} \left( \frac{1}{J(c, b)} \right).
\]
Condition (F) dictates that \( J_2(a; b, c) = J_2(a; c, b) \), from which it follows that
\[
\frac{J(b, a)}{J(a, b)} = \frac{J(c, a)}{J(a, c)} J(c, b).
\]
Therefore Lemma 15 implies that \( J = P \). A straightforward induction argument, based on the reduction formula, shows that \( J_n = P_n \) for all \( n \). \( \square \)

One can identify several other properties which, in conjunction with the multi-James conditions, imply that \( J_n = P_n \). The following observation, which is based on the proof of Theorem 1 in [4], pertains to a property discussed in Section 2.

**Proposition 19.** Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. If \( \{J_n\} \) possesses the property of independence from irrelevant alternatives, namely
\[
\frac{J_n(b; a, c_2, c_3, \ldots, c_n)}{J_n(a; b, c_2, c_3, \ldots, c_n)} = \frac{J(b, a)}{J(a, b)}
\]
whenever all the winning percentages belong to the interval \((0, 1)\), then \( J_n = P_n \) for all \( n \).

**Proof.** Consider a set \( \{a, b_1, b_2, \ldots, b_n\} \) of winning percentages in the interval \((0, 1)\). Applying (5.3), along with conditions (F) and (C), we see that
\[
\sum_{i=1}^{n} \frac{J(b_i, a)}{J(a, b)} = \sum_{i=1}^{n} \frac{J_n(b_i; a, b_1, b_2, \ldots, b_i-1, b_{i+1}, \ldots, b_n)}{J_n(a; b_1, b_2, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n)}
\]
\[
= \sum_{i=1}^{n} \frac{J_n(b_i; a, b_1, b_2, \ldots, b_i-1, b_{i+1}, \ldots, b_n)}{J_n(a; b_1, b_2, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n)}
\]
\[
= \frac{1 - J_n(a; b_1, b_2, \ldots, b_n)}{J_n(a; b_1, b_2, \ldots, b_n)}
\]
\[
= \frac{1}{J_n(a; b_1, b_2, \ldots, b_n)} - 1.
\]
Thus the sum formula holds for \( \{J_n\} \), so Proposition 16 guarantees that \( J_n = P_n \). \( \square \)

Another property, introduced in tandem with independence from irrelevant alternatives, gives rise to a similar result.
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**Proposition 20.** Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. If the odds ratio

\[
J_m(a;c_1,c_2,\ldots,c_m)(1 - J_n(a;b_1,b_2,\ldots,b_n))
\]

\[
(1 - J_m(a;c_1,c_2,\ldots,c_m))J_n(a;b_1,b_2,\ldots,b_n)
\]

is independent of \( a \) whenever all the winning percentages belong to the interval \((0,1)\), then \( J_n = P_n \) for all \( n \).

**Proof.** By assumption, the odds ratio

\[
\frac{J(a,c)(1 - J_n(a;b_1,b_2,\ldots,b_n))}{(1 - J(a,c))J_n(a;b_1,b_2,\ldots,b_n)} = \frac{J(a,c)}{J(c,a)}\left(\frac{1}{J_n(a;b_1,b_2,\ldots,b_n)} - 1\right)
\]

takes on the same value, no matter the value of \( a \). Taking \( a = c \), we see that

\[
\frac{J(a,c)}{J(c,a)}\left(\frac{1}{J_n(a;b_1,b_2,\ldots,b_n)} - 1\right) = \frac{1}{J_n(c;b_1,b_2,\ldots,b_n)} - 1,
\]

which is equivalent to the substitution formula. Hence Proposition 17 implies that \( J_n = P_n \). \( \square \)

We may summarize the conclusions of this section in the following manner.

**Theorem 21.** Let \( \{J_n\} \) be a collection of functions that satisfy the multi-James conditions. Any one of the following conditions implies that \( J_n = P_n \) for all \( n \):

1. The sum formula holds for \( \{J_n\} \).
2. The substitution formula holds for \( \{J_n\} \).
3. The reduction formula holds for \( \{J_n\} \).
4. The collection \( \{J_n\} \) possesses the property of independence from irrelevant alternatives, as stated in (5.3).
5. The odds ratio (5.4) is independent of \( a \).

In closing, we remark that the proofs in this section did not require the full strength of all six multi-James conditions. For example, condition (A) was only used to show that \( J(a,\frac{1}{2}) = a \) and condition (D) was not invoked at all. We leave it to the reader to determine the minimal assumptions required for each result.
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