Integrability in time-dependent systems with one degree of freedom
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Abstract
The notion of integrability is discussed for classical nonautonomous systems with one degree of freedom. The analysis is focused on models which are linearly spanned by finite Lie algebras. By constructing the autonomous extension of the time-dependent Hamiltonian, we prove the existence of two invariants in involution which are shown to obey the criterion of functional independence. The implication of this result is that chaotic motion cannot exist in these systems. In addition, if the invariant manifold is compact, then the system is Liouville integrable. As an application, we discuss regimes of integrability in models of dynamical tunneling and parametric resonance, and in the dynamics of two-level systems under generic classical fields. A corresponding quantum algebraic structure is shown to exist which satisfies analog conditions of Liouville integrability and reproduces the classical dynamics in an appropriate limit within the Weyl–Wigner formalism. The quantum analog is then conjectured to be integrable as well.
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1. Introduction
The importance of the notion of integrability in classical mechanics is unquestionable. This is so because it allows for the whole set of dynamical systems to be classified in two well-distinguishable categories, namely the regular (integrable) and chaotic (nonintegrable) systems. In particular, this discrimination finds rigorous support in the Arnold–Liouville theorem [1–3], which guarantees distinct properties for the dynamics of systems with a sufficient number of invariants. Among these properties, a noticeable one is the confinement
of the dynamical flux to invariant tori. This implies that angle-action variables exist and that the canonical equations of motion can be integrated by quadratures [3]. Furthermore, the Arnold–Liouville theorem provides insights for the definition of operational tools, such as Lyapunov exponents and Poincaré maps, which allow for the classification of the system even when the conditions of the theorem are not found.

The above-mentioned theory of integrability is elaborated for autonomous systems whose Hamiltonian is a constant of motion. However, there are an unquotable number of works, in many different fields of physics and mathematics, dedicated to systems describable by nonautonomous Hamiltonians, which depend explicitly on time and hence are no longer time-invariant quantities (see, e.g., [4–6] and references therein for a few examples). Within this category, we find a very important subset composed of systems with 1.5 degrees of freedom, whose formulation is given in terms of a Hamiltonian \( H(x, t) \) with one degree of freedom, \( x = (q, p) \), plus explicit time dependence. These models have shown to be of great relevance for many theoretical and experimental investigations, as for instance in the problem of dynamical tunneling [5, 7]. In virtue of their time dependence, Hamiltonians of type \( H(x, t) \) are known to display a rather rich dynamics, chaotic in general, kicked systems being emblematic examples [7]. In some cases, on the other hand, although complex, the dynamics is still regular, as in the case of the polemic \( \text{chaotic Rabi oscillations} \) of two-level systems under quasiperiodic classical fields [4, 8, 9]. This model will be assessed here in the light of our results.

In the context of nonautonomous formulations, \( \text{Lie Hamiltonian systems} \) are particularly important. Because they are, by definition, linearly spanned by a finite Lie algebra, several mathematical results have been successfully derived which assess the conditions for the explicit integrability of the equations of motion, in both classical and quantum mechanics [10–15]. This paper is devoted to discussing the integrability in this arena. In the first part, we show that models with one degree of freedom are integrable. Our result establishes sufficient conditions for the absence of chaos in this important class of systems and hence gives rigorous arguments attesting the integrability of the aforementioned two-level systems.

Next, we proceed to the extension of our result to the quantum domain. Attempts on the elaboration of the notion of quantum integrability date back to the 1980s with Korsch [16], who claimed that a classically integrable system would naturally be quantumly integrable as well. Soon after, however, Hietarinta [17, 18] showed that Korsch’s rules for the quantum-classical correspondence are not generally applicable. Later on, Zhang and co-authors [19] discussed the problem of the ambiguity underlying the concept of quantum degrees of freedom and proposed a definition of quantum integrability in terms of dynamical symmetries. Further, Weigert [20] and Gallardo and co-authors [21] highlighted difficulties in translating the concept of \( \text{independent constants} \) to the quantum formalism. In addition, it is possible to quote many other different approaches to the problem of quantum integrability (see [19, 22–25] and references therein). Despite this long-standing debate on the notion of quantum integrability, there is no consensual definition to date.

Our contribution will consist in constructing a quantum model in one-to-one correspondence with the classical one, specifically with regard to the Lie algebraic structure and the existence of a dynamical invariant. We will show that the corresponding quantum system satisfies conditions analogous to those which preclude the existence of chaos in the classical model. As a consequence, we will naturally be lead to conjecture in favor of the integrability of the quantum analog.

In order to prove our results, we will gather some important methods often applied in different contexts. The theory of dynamical invariants, which was born long ago with the seminal works by Noether [26], Lutzky [27] and Lewis [28], and has gained increasing interest through subsequent decades [29–34], will be invoked to search for invariants. Another
valuable tool, usually subsidiary to the theory of invariants, is the notion of dynamical algebra [29–31]. The conjugation of these two methods has proven to be of great relevance to the approach of a variety of quantum problems [35–39, 6, 40], after pioneer studies by Lewis and Riesenfeld [28, 41]. In addition, we will apply Howland’s method [42–44] to construct an autonomous extension for the time-dependent Hamiltonian and, finally, the Weyl–Wigner formalism [45–48] to establish the quantum-classical link.

2. Preliminary notions

In this paper, we often invoke the notions of integrability and chaos as two complementary properties. For completeness, we review some commonly used statements about these concepts.

Although there is no universal definition of chaos, some conditions are usually associated with the existence of chaotic motion in dynamical systems. In this sense, one may regard them as a definition of chaos [49, 50].

Definition 1 (Devaney’s chaos). A map \( f : X \to X \) is said to be chaotic on a space \( X \) if (i) \( f \) has sensitive dependence on initial conditions, (ii) \( f \) is topologically transitive and (iii) the periodic points are dense in \( X \).

Actually, it has been recognized [50] that the last two (topological) conditions in fact imply sensitivity to initial conditions, so that the first condition above, which is far more relevant for practical purposes, turns out to be redundant.

Topological transitivity (or topological mixing [50]), on the other hand, is crucial. \( f \) is said to be transitive if for any two nonempty open subsets \( U \) and \( V \) of \( X \), there is a natural number \( n \) such that \( f^n(U) \cap V \neq \emptyset \). Intuitively, it means that any given region or set of points in \( X \) will eventually overlap with any other given region. Equivalently, transitivity also means that \( f \) has a dense orbit [50]. By definition, one expects transitivity to exist only when the motion occurs on compact and connected manifolds. That is why the flows generated by some simple one-dimensional Hamiltonians, such as \( H = qp \) or \( H = p^2 - q^2 \), though exponentially sensitive to initial conditions, are not chaotic: the energy surfaces are not compact and the map cannot be transitive.

Density of periodic points means that every point in space is arbitrarily closely approached by periodic orbits. The conjugation of topological transitivity with periodic orbits implies the global orbit structure to be marked by an inextricable intertwining of density and periodicity. This leads to homoclinic and heteroclinic tangle [51] and hence to sensitive dependence on initial conditions.

It is also common to define chaos in terms of its negation. This is motivated by the Arnold–Liouville theorem [3], which defines the class of completely integrable systems (or Liouville-integrable systems).

Theorem 1 (Arnold–Liouville). Suppose we are given \( n \) functions \( F_1, \ldots, F_n \) in involution, \( \{F_i, F_j\} = 0 \), and functionally independent on a level set

\[
M_t = \{ x : F_i(x) = f_i, i = 1, \ldots, n \}
\]

on the \( 2n \)-dimensional manifold. Then, (i) \( M_t \) is a smooth \( n \)-dimensional manifold, invariant under the phase flow with the Hamiltonian function \( H = F_1 \). In addition, if the manifold \( M_t \) is compact and connected, then (ii) it is diffeomorphic to a \( n \)-dimensional torus, the phase flow generated by \( H \) is conditionally periodic (so that angle-action variables do exist in a neighborhood of \( M_t \)) and the canonical equations can be integrated by quadratures.
Liouville integrability is, therefore, synonymous of the absence of chaos: the motion is confined to invariant submanifolds, so that topological transitivity does not exist on the energetically accessible space, the motion is fundamentally periodic and the solutions of the equations of motion are trivially integrated by quadratures. Thus, there is no room for complex motion.

It is important to note at this point that the theorem ensures integrability only when the invariant manifold is compact and connected. This condition is commonly ignored but it is in fact not automatically implied by the existence of the invariants. Moreover, the theorem does not provide any mathematical test allowing for the discrimination of the manifold features.

3. Classical integrability

We are now ready to state and prove our first result. It establishes sufficient conditions for Lie systems with 1.5 degrees of freedom to be integrable. Differently from the Lie–Scheffers theorem (see theorem 1 in [10]), which guarantees the existence of a superposition rule for Lie systems with arbitrary dimension but requires a set of particular solutions to be found in order to construct the explicit solution; here we ensure integrability (the absence of chaos), but for the dimension one and a half.

Proposition 1. Let \( H(x, t) \) be the Hamiltonian of a nonautonomous system with a single degree of freedom, \( x = (q, p) \), where \( q \) and \( p \) are canonical variables satisfying \( \{q, p\} = 1 \). If the Hamiltonian is expressible as a linear combination of the elements \( \{O_1, O_2, \ldots, O_M\} \) of a finite Lie algebra, i.e.

\[
H(x, t) = h(t) \cdot \mathbf{O}(x) = \sum_{i=1}^{M} h_i(t) O_i(x)
\]

and

\[
\{O_i, O_j\} = \sum_{k=1}^{M} \gamma_{ij}^k O_k,
\]

where \( \gamma_{ij}^k = -\gamma_{ji}^k \), and if \( h_i(t) \) are complex-valued functions continuous on the interval \( a \leq t \leq b \), then (i) an invariant of form

\[
I(x, t) = g(t) \cdot \mathbf{O}(x) = \sum_{i=1}^{M} g_i(t) O_i(x)
\]

exists on the interval. Let \( K(x, y) \) and \( I(x, \theta) \), where \( y = (\theta, J) \), be the autonomous extensions of the Hamiltonian and the invariant, respectively. If the two-dimensional manifold

\[
M_{K,I} = \{(x, y) : K(x, y) = K, I(x, \theta) = I \}
\]

is compact and connected, then (ii) \( H(x, t) \) is Liouville integrable. If \( M_{K,I} \) is otherwise noncompact, then (iii) the dynamics generated by \( H(x, t) \) is nonchaotic.

The remainder of this section is devoted to the proof of this proposition and its application to systems of physical interest. First, we invoke the Lewis–Reisenfeld theory [41], according to which an invariant of form \( (1c) \) is required to satisfy the relation

\[
\partial_t I(x, t) + \{I(x, t), H(x, t)\} = 0,
\]
so as to ensure that $\dot{I} = 0$. By plugging equations (1a) and (1c) into equation (2), one finds that

$$\dot{g}_k(t) = \sum_{i,j=1}^{M} h_i(t) y^i g_j(t).$$

(3)

This linear system of coupled differential equations can be summarized in the matrix form as $\dot{\mathbf{g}} = \mathbf{F}(t)\mathbf{g}$. Now, if $\mathbf{h}(t)$ is continuous within the interval $a \leq t \leq b$, if $a \leq t_0 \leq b$, and if $|g_0| < \infty$, then the theorem of existence and uniqueness guarantees that the above system has a unique solution $\mathbf{g}(t)$ with the initial condition $\mathbf{g}(t_0) = g_0$ existing on the interval (see, e.g., [52]). It follows that a dynamical invariant of the form (1c), whose initial value $I(x_0,0)$ is not fixed \textit{a priori}, will exist on the interval, thus proving part (i) of the proposition. Note that for most physical systems the interval of existence comprises the entire positive real line. Also it is worth mentioning that this result consists in the generalization of those recently reported in [14].

Theorem 1 requires, as a first condition to diagnose integrability, as many invariants as the number of degrees of freedom. Here we have proved the existence of a single invariant for a system with 1.5 degrees of freedom. Then the question arises whether it is enough. As we show now the answer is positive. Our strategy consists in moving to a two-dimensional formulation and then proving the existence of two functionally independent constants in involution.

We start by constructing the autonomous two-dimensional extension of $H(x,t)$. Our problem of initial value can be written as

$$\frac{dx}{dt} = \{x, H\},$$

$x(0) = x_0,$

(4)

where $x_0 = (q_0, p_0)$. The procedure consists in introducing an \textit{extended} dynamical problem,

$$\frac{dx}{dt} = \{x, K\}, \quad \frac{dy}{dt} = \{y, K\},$$

(5)

$$(x(0), y(0)) = (x_0, y_0),$$

governed by an autonomous Hamiltonian

$$K(x, y) := H(x, \theta) + J,$$

(6)

with an additional degree of freedom, $y = (\theta, J)$, such that $y_0 = (0, J_0)$ and $[\theta, J] = 1$.

In effect, the equivalence with the original dynamics can be straightforwardly verified by realizing, from Hamilton’s equation, that $\theta(t) = t$. It is then immediate that equation (5) reproduces equation (4). This scheme is sometimes referred to as Howland’s method [42, 43]. It takes us to an autonomous formulation within which the new Hamiltonian $K$ is a constant of motion, a fact than can be easily proved from the Hamilton equation for $J$.

Under the replacement $t \rightarrow \theta$, one then shows that $I(x,t)$ is an invariant in involution with the autonomous Hamiltonian $K(x, y)$. Let us compute the time derivative of the invariant:

$$\dot{I} = \{I, K\} = \{I, K\}_x + \{I, K\}_y,$$

$$= \{I, H\}_x + \partial_\theta I.$$  

(7)

Since $\theta = t$ the above relation implies, by equation (2), that $\{I(x, \theta), K(x,y)\} = 0$, as we wanted to show. Therefore, we have moved to a two-degree-of-freedom description for which two invariants exist in involution.

We are now left with the task which is often neglected (as pointed out in [20]) in many treatments of quantum and classical integrability: the assessment of the \textit{functional independence}. In classical mechanics, this notion can be stated as follows [3, 2].
Definition 2. Let the flow direction produced by an invariant $I_k$ be defined by the phase-space velocity $v_{I_k} = (dr/dt)_{I_k} = \mathcal{L}_K$, where $\mathcal{L} = \mathcal{L}_x + \mathcal{L}_y$, $\mathcal{L}_x, \mathcal{L}_y := \{x, y\}$ and $r = (x, y)$. The set of invariants $\{I_1, I_2, \ldots, I_N\}$ is functionally independent if the vectors $v_{I_1}, v_{I_2}, \ldots, v_{I_N}$ are linearly independent.

Let $V = a_K v_K + a_I v_I$ be a linear combination of the phase-space velocities generated by $K$ and $I$. By noticing that $K(x, y) = h(\theta) \cdot O(x) + J$ and $I(x, \theta) = g(\theta) \cdot O(x)$, we write

$$V = (\mathcal{L}_x + \mathcal{L}_y)(a_K v_K + a_I v_I)$$

$$= [a_K h(\theta) + a_I g(\theta)] \cdot \mathcal{L}_y O(x) - [a_K \dot{h}(\theta) + a_I \dot{g}(\theta)] \cdot O(x) e_I + a_K e_K,$$

where $a_K, a_I$ are arbitrary real numbers and $e_K, e_I$ are unitary vectors denoting orthogonal directions in phase space.

The proof of the functional independence of $K$ on $I$ is given by reductio ad absurdum. Assume that $v_K$ and $v_I$ are linearly dependent, so that the solution for $V = 0$ is to be given for nonvanishing $a_K$ and $a_I$. However, from equation (8) we see that the only solution allowed is $a_K = a_I = 0$, which contradicts the initial assumption. Hence, $v_K$ and $v_I$ are linearly independent and $K(x, y)$ and $I(x, \theta)$ are functionally independent.

It follows, by implication (i) of the Arnold–Liouville theorem, that the evolution of any initial condition is confined to a two-dimensional invariant manifold $M_{K,I}$, as defined by equation (10). Then, if $M_{K,I}$ is compact and connected, theorem 1 immediately ensures Liouville integrability for $K(x, y)$. Given the proven dynamical equivalence of $K(x, y)$ with its nonautonomous version $H(x, t)$ we concluded that the latter is Liouville integrable as well, thus proving part (ii) of the proposition.

On the other hand, if $M_{K,I}$ is noncompact (unlimited) the existence of recurrent orbits is no longer guaranteed by the Poincaré recurrence theorem. As a consequence, a given orbit cannot densely fulfill its energetically accessible manifold and hence the dynamics cannot be transitive in general. Then, since one of the conditions for definition 1 is not satisfied, the motion is not chaotic. This argument is better appreciated by the formal construction of the Poincaré map for the autonomous Hamiltonian $K(x, y)$.

Consider a map $f : X \rightarrow X$ constructed by the collection of points $x_n = (q_n, p_n)$ obtained from the flow at the instants $t_n$ for which the orbit crosses a plane, say, $J_n = J(t_n) = 0$. The set of points allowed for the map necessarily belongs to the level set $M_{K,I}$ where the orbit lives. For a fixed energy $E$, the choice of an initial condition $x_v$, enumerated in $X$ by the real subindex $v$, gives the initial value $\theta_v$ by the relation $K(x_v, \theta_v, 0) = E$. Moreover, the value $E$ defines all points $x \in X$. It follows that the invariant assumes a specific value $I(x_v, \theta_v) = I_v$ and thus each initial condition $(x_v, \theta_v, 0)$ evolves in time on a manifold $M_{K,I} = \{(x, y) : K(x, y) = E, I(x, \theta) = I_v\}$. The intersection of this manifold with the plane $J_v = 0$, for every $n$, can be denoted by

$$K_v(x_v, \theta_v, 0) := K(x_v, \theta_v, 0) = E,$$

$$I_v(x_v, \theta_v, 0) := I(x_v, \theta_v, 0) = I_v.$$

The subindex $v$ has been added in $K_v(x_v, \theta_v, 0)$ and $I_v(x_v, \theta_v, 0)$ to discriminate the initial condition which the map refers to. Actually, $v$ may be thought of as denoting the set of initial conditions satisfying (9) for fixed values of $J_v$ and $E$. By formally inverting the former of the above relations, so as to get $\theta_v = \theta_v(x_v, E)$, we rewrite the latter as a function $I_v(x_v, E)$ only:

$$I_v(x_v, E) := I_v(x_v, \theta_v(x_v, E), 0) = I_v.$$  

(10)

The set of curves $I_v$ is dense in $X$ and each single curve does not intersect another. Now, let us take the set

$$U_{\vec{v}, \delta} = \{x_v : I(x_v, E) = I_v; v \in [\vec{v} - \delta, \vec{v} + \delta]\},$$  

(11)
composed of the points \( x_n \) of a contiguous set of curves \( I_\nu \) such that \( \nu \in [\bar{\nu} - \delta, \bar{\nu} + \delta] \). Since each \( I_\nu \) is invariant under the action of the map, it follows that \( f^m(U_{\bar{\nu},\delta}) = U_{\bar{\nu},\delta} \) for any natural number \( m \). Consider another subset, e.g. \( V = U_{\bar{\nu} + \delta,\delta} \). Clearly, \( f^m(U_{\bar{\nu},\delta}) \cap V = \emptyset \), so that the map \( f \) is not topologically transitive and hence nonchaotic, no matter whether the manifold \( \mathcal{M}_{EXT} \) is compact or not. This completes the proof of our result.

It is worth mentioning that in cases in which \( I(x,t) \) is explicitly known, one can invoke a result by Bouquet and Bourdier [32] which shows how to construct a second invariant and then integrate the canonical equations by quadratures, i.e. by using only algebraic operations (including the inverse of functions) and integrals of known functions. This formal result implies that the Hamiltonian (1a) is, in principle, integrable, though not necessarily Liouville integrable. It also follows from this analysis that there is no chaos, in accordance with our result.

### 3.1. Applications

To illustrate the relevance of our result, we employ it to assess some important physical problems. First, we provide some numerical results for a model of dynamical tunneling, a phenomenon which has been experimentally investigated with ultracold atoms in Bose–Einstein condensates [5]. The Hamiltonian may be written as

\[
H(x,t) = \frac{p^2}{2} + \Omega(t) \frac{q^2}{2} + \epsilon q^4, \tag{12}
\]

where \( \Omega(t) \) is a given function of time. (In what follows, numerical values of all pertinent physical quantities, including \( \Omega(t) \) and \( \epsilon \), will be given in arbitrary units.)

If \( \epsilon = 0 \), the Hamiltonian reduces to the form (1a), with the algebra \( \{1, q, p, qp, q^2, p^2\} \).

It follows from our result that the system is integrable for any well-behaved \( \Omega(t) \). On the other hand, for any nonvanishing \( \epsilon \), even if arbitrarily small, the algebra no longer closes and one can no longer ensure integrability. In figure 1, a numerical simulation is presented which illustrates the breakdown of the integrability when the quartic term is switched on for a dynamics under the function

\[
\Omega(t) = \cos(\pi t/2). \tag{13}
\]

Since \( \Omega(t) \) is periodic, the Poincaré section turns out to be equivalent to a stroboscopic map, which is constructed by collecting points \( x_n = (q(t_n), p(t_n)) \) such that \( t_n = 2\pi n/\omega \).

In this example, \( \omega = \pi/2 \). All numerical simulations in this paper, were performed with a Runge–Kutta integrator of fifth order.

Notably, this is a situation in which the invariant is compact and connected, as can be inferred by the tori structure in figure 1(a). Hence, the system is Liouville integrable. When the quartic term \( \epsilon q^4/4 \) is introduced, many rational tori are destroyed, the Poincaré map becomes locally transitive and sensitivity to initial conditions starts to exist. In figure 1(b), we see some of the surviving KAM-tori within the chaotic sea.

Now, we consider the function

\[
\Omega(t) = 1 + \frac{1}{10} \cos t. \tag{14}
\]

When \( \epsilon = 0 \), the dynamics is marked by the so-called parametric resonance [3], which yields a highly unstable dynamical behavior. According to our result, in this regime the dynamics, though unstable, is integrable; no chaos is expected. Interestingly, however, the system is not Liouville integrable. The reason can be understood from the stroboscopic map of figure 2(a), where points \( x_n \) are plotted at instants \( t_n = 2\pi n/\omega \), with \( \omega = 1 \). The resonant motion, typical of forced oscillators, is such that the orbits always access farther regions as
Figure 1. Poincaré map, in arbitrary units, for the periodic function \( \Omega_1(t) = \cos(\pi t/2) \). In (a) \( \epsilon = 0 \) and in (b) \( \epsilon = 0.01 \). The inset in (a) corresponds to a zoom in the central dark region. The introduction of the term \( \epsilon q^4/4 \), even perturbatively, opens the Lie algebra, thus breaking the sufficient conditions for Liouville integrability. This fact is denounced by the appearance of the chaotic sea in (b).

The system evolves in time. It follows that the invariant manifolds are clearly noncompact. Recurrence and transitivity do not occur and hence the motion is nonchaotic. Although integrable, the system does not fulfill the conditions for Liouville integrability. In fact, it is immediate from figure 2(a) that one could not find angle-action variables. Figure 2(b), on the other hand, in contrast with figure 1(b), shows an interesting situation in which the breakdown in the algebra is not followed by a clear emergence of chaos. Actually, under the introduction of the quartic term, the system seems to become Liouville integrable for that value of \( \epsilon \). Although this behavior is not typical—chaotic behavior is indeed observed for larger values of \( \epsilon \)—it illustrates the fact that proposition 1 establishes conditions that are not necessary for integrability.

Even the cases of quasiperiodic functions and nonlinear Lie algebras are shown to be correctly diagnosed by our result. First, consider the function

\[
\Omega(t) = \frac{1}{2} [\cos(\epsilon t/2) + \cos(\pi t/2)],
\]  

(15)

with two manifestly incommensurable frequencies. In figure 3, orbits are compared for finite \( (\epsilon = 0) \) and open \( (\epsilon = 0.01) \) Lie algebras. In contrast with the case of finite algebra, when \( \epsilon = 0.01 \) a single long orbit (i.e. integrated for long times) fulfills a region equivalent to that occupied by eight short orbits (figures 3(c), d)). This behavior—a manifestation of mixing—is not observed when \( \epsilon = 0 \) (figures 3(a), b)). In fact, this is corroborated by figure 4, which shows the time evolution of the canonical coordinate \( q \) for two close initial conditions, namely,
Figure 2. Poincaré map, in arbitrary units, for the resonant function $\Omega(t) = 1 + \frac{1}{10} \cos t$. In (a) $\epsilon = 0$ and in (b) $\epsilon = 0.01$. The nonintegrable term $\epsilon q^4/4$ introduces bounds to the motion and leads to the appearance of robust compact manifolds which resist to the perturbation.

$x_0 = (0, 1)$ and $x_1 = (0.01, 1.01)$. Clearly, sensitivity to the initial condition does not occur for $\epsilon = 0$. Therefore, also in the quasiperiodic case, we see that the finite algebra prevents chaotic motion to exist.

Finally, we consider the nonlinear Hamiltonian

$$H(x, t) = B(t) \cdot O(x),$$

(16)

where $O(x) = (\sqrt{1 - q^2} \cos p, \sqrt{1 - q^2} \sin p, -q)$. For quasiperiodic magnetic fields, i.e. $B = B(\omega_1 t, \omega_2 t)$ with incommensurable $\omega_1$ and $\omega_2$, this model was originally claimed to be chaotic [4]. Soon after, however, numerical results suggested just the opposite [8]. More recently, an argument based on Lyapunov exponents and the unitarity of the underlying quantum dynamics has been put forward attesting the integrability of the model [9]. Our result supports the latter claim and yet extends it for any continuous $B(t)$. Indeed, since the components of $O(x)$ constitute a finite Lie algebra—actually they derive from a spin-1/2 Lie algebra—proposition 1 immediately applies.

We close this section by mentioning that, in the context of quantum mechanics, the notion of upper quantum Lyapunov exponent [53, 54] has been recently proposed. By applying this quantity to the study of the quantum parametric oscillator, whose Hamiltonian is identical to that of equation (12) with $\epsilon = 0$, the authors have shown to be able to distinguish between quantum regimes of stability and instability. Naturally, one may wonder whether the upper quantum Lyapunov exponent would be able to signal the emergence of chaos under the breakdown of a Lie algebra, analogously to what we have seen in the classical case. In our
Figure 3. Time evolution of (a, c) the initial condition $\mathbf{x}_0 = (0, 1)$ and (b, d) eight initial conditions located close to $\mathbf{x}_0$ for $\Omega(t) = \frac{1}{2} (\cos(\epsilon t/2) + \cos(\pi t/2))$. (a, b) $\epsilon = 0$ and (c, d) $\epsilon = 0.01$. In (b), we see that the orbits densely fulfill neither the accessible space nor departure significantly from each other. In (c), a single trajectory integrated for long times ($t = 600$) fulfills a region equivalent to that occupied in (d) by eight orbits integrated for short times ($t = 200$)—an expression of mixing.

In this case, an even more basic question arises: can one guarantee integrability, in some sense, for quantum systems linearly spanned by finite Lie algebras?

4. Quantum integrability

We now derive our second result and make some inferences on the integrability of a quantum analog of the Hamiltonian (1a). As mentioned previously, our main motivation is the manifest interest of the scientific community in quantum systems with 1.5 degrees of freedom, many of which have been claimed to display signatures of quantum chaos. In addition, we are instigated by challenging formal difficulties around the notions of integrability and chaos in quantum mechanics. In fact, the absence of a quantum analog of the Arnold–Liouville theorem seems to preclude one to rigorously formulate theses concepts. In the context delineated in this paper, however, we are led by a strong algebraic analogy with its corresponding classical system to propose a conjecture about the integrability of the underlying quantum system.

Inspired by proposition 1, we start by proving similar results for a class of quantum Lie systems [12, 13, 15] corresponding to that defined by equation (1a).

**Lemma 1.** Let $\hat{H}(\hat{x}, t)$ be the nonautonomous Hamiltonian of a system with a single degree of freedom, $\hat{x} = (\hat{q}, \hat{p})$, where $\hat{q}$ and $\hat{p}$ are the usual canonical operators satisfying $[\hat{q}, \hat{p}] = i\hbar$. If the Hamiltonian is expansible as a linear combination of the elements $\{\hat{O}_1, \hat{O}_2, \ldots, \hat{O}_M\}$ of
Figure 4. Time evolution of the canonical coordinate $q$ for the initial conditions $x_0 = (0, 1)$ (black thick line) and $x_1 = (0.01, 1.01)$ (red line) for $\Omega(t) = \frac{1}{2} [\cos(\epsilon t) + \cos(\pi t/2)]$. In (a) $\epsilon = 0$ and in (b) $\epsilon = 0.01$. Sensitivity to initial conditions does not occur when the algebra is finite.

a finite Lie algebra, i.e.

$$\hat{H}(\hat{x}, t) = \mathbf{h}(t) \cdot \hat{\mathbf{O}}(\hat{x}) = \sum_{i=1}^{M} h_i(t) \hat{O}_i(\hat{x})$$

(17a)

and

$$\frac{[\hat{O}_i, \hat{O}_j]}{i\hbar} = \sum_{k=1}^{M} \gamma_{ij}^k \hat{O}_k,$$

(17b)

where $\gamma_{ij}^k = -\gamma_{ji}^k$, and if $h_i(t)$ are complex-valued functions continuous on the interval $a \leq t \leq b$, then the following holds.

(i) There exists a dynamical invariant of the form

$$\hat{I}(\hat{x}, t) = \mathbf{g}(t) \cdot \hat{\mathbf{O}}(\hat{x}) = \sum_{i=1}^{M} g_i(t) \hat{O}_i(\hat{x}),$$

(17c)

with $g_i(t)$ continuous on the interval.

(ii) The autonomous extensions $\hat{K}(\hat{x}, \hat{y})$ and $\hat{I}(\hat{x}, \hat{\theta})$ commute and generate linearly independent vector flows.

(iii) There exists a nonchaotic classical limit for $\hat{H}(\hat{x}, t)$.

The proof of lemma 1 goes as follows. Again, we invoke the Lewis–Reisenfeld theory [41], according to which an invariant of the form (17c), in the Schrödinger picture, is assumed
to satisfy the relation
\[ \partial_t \hat{I}(\hat{x}, t) + \left[ \hat{I}(\hat{x}, t), \hat{H}(\hat{x}, t) \right] = 0, \] (18)
so as to ensure that
\[ \frac{d}{dr}(\hat{I}(\hat{x}, t))_\rho = 0 \] (19)
for arbitrary \( \hat{\rho}(0) \), where \( (\hat{I}(\hat{x}, t))_\rho = \text{Tr}[\hat{\rho}(t)\hat{I}(\hat{x}, t)] \). By plugging equations (17a) and (17c) into equation (18), one obtains equation (3), which leads to the same conclusion of the classical case and proves part (i) of lemma 1.

Let us construct the autonomous extension of \( \hat{H}(\hat{x}, t) \). Our problem of initial value can be written, in the Heisenberg picture, as
\[ \frac{d\hat{H}}{dr} = \frac{[\hat{I}_H, \hat{H}]}{i\hbar}, \] (20)
where \( \hat{x}_H = \hat{U}^*(t)\hat{x}\hat{U}(t), \hat{H}_H = \hat{H}(\hat{x}_H, t) \) and \( \hat{U} \) is a unitary propagator, solution of \( i\hbar \partial_t \hat{U}(t) = \hat{H}(\hat{x}, t)\hat{U}(t) \) with \( \hat{U}(0) = 1 \). Introduce an extended dynamical problem,
\[ \frac{d\hat{I}_H}{dr} = \frac{[\hat{I}_H, \hat{K}]}{i\hbar}, \quad \frac{d\hat{\theta}}{dr} = \frac{[\hat{\theta}, \hat{K}]}{i\hbar}, \] (21)
governed by the autonomous Hamiltonian
\[ \hat{K}(\hat{x}, \hat{\theta}) := \hat{H}(\hat{x}, \hat{\theta}) + \hat{J}, \] (22)
with an additional degree of freedom \( \hat{y} = (\hat{\theta}, \hat{\dot{\theta}}) \), such that \( \hat{\theta}|0\rangle = 0 \) and \( [\hat{\theta}, \hat{J}] = i\hbar \). The equivalence between the nonautonomous and autonomous dynamics is established as follows. First, note that the Heisenberg equations for \( \hat{x}_H \) are decoupled from \( \hat{J}_H \) and, moreover, \( \hat{\theta}_H = \hat{\theta} + t \) and \( |0\rangle\hat{\theta}_H|0\rangle = t \). This implies that \( \hat{x}_H = \hat{x}_H(\hat{x}, \hat{\theta}, t) \) and \( |0\rangle\hat{x}_H|0\rangle \) is the solution of the nonautonomous problem (20). Finally, in terms of the expectation value of an arbitrary operator \( \hat{A}(\hat{x}, \hat{\theta}) \), it follows that
\[ \text{Tr}_{\hat{y}}[\hat{\rho}(0)\hat{A}(\hat{x}_H, \hat{\theta}_H)] = \text{Tr}_{\hat{x}}[\hat{\rho}(0)\hat{A}(\hat{x}_H, t)]. \] (23)
This procedure is the Heisenberg equivalent to Howland’s method [42, 43]. It takes us to an autonomous formulation within which the new Hamiltonian \( \hat{K} \) is a constant of motion, a fact which can be proved from the Heisenberg equation for \( \hat{J}_H \).

Now we show that under the replacement \( t \rightarrow \hat{\theta} \), \( \hat{I}(\hat{x}, t) \) commutes with the autonomous Hamiltonian \( \hat{K}(\hat{x}, \hat{\theta}) \). From equations (23) and (19) it follows, respectively, that \( (\hat{I}(\hat{x}, \hat{\theta}))_\rho = (\hat{I}(\hat{x}, t))_\rho \) and \( \frac{d}{dr}(\hat{I}(\hat{x}, \hat{\theta}))_\rho = 0 \), which for an arbitrary \( \hat{\rho}_0 \) implies that \( [\hat{I}(\hat{x}, \hat{\theta}), \hat{K}(\hat{x}, \hat{y})] = 0 \).

The proof of flow independence follows the classical approach, with some adaptations.

**Definition 3.** Let the flow direction produced by an invariant \( \hat{I}_{\text{inv}} \) be defined by the velocity
\[ \hat{V}_{\text{inv}} = (d\hat{r}/dr)_{\hat{I}_{\text{inv}}} = \hat{L}_{\hat{I}_{\text{inv}}}, \] where \( \hat{L}_{\hat{I}_{\text{inv}}} := [\hat{F}_{\hat{I}_{\text{inv}}}, \hat{I}_{\text{inv}}]/i\hbar \) and \( \hat{F}_{\hat{I}_{\text{inv}}} = (\hat{x}_{\text{inv}}, \hat{\theta}_{\text{inv}}) \). The vector flow generated by the set \( \{\hat{I}_{\text{inv}}, \hat{I}_{\text{inv}}, \ldots, \hat{I}_{\text{inv}}\} \) is independent if the vectors \( \hat{V}_{\text{inv}}, \hat{V}_{\text{inv}}, \ldots, \hat{V}_{\text{inv}} \) are linearly independent.

Note that \( \hat{K}(\hat{x}, \hat{\theta}) = \hat{h}(\hat{\theta}) \cdot \hat{O}(\hat{x}) + \hat{J} \) and \( \hat{I}(\hat{x}, \hat{\theta}) = \hat{g}(\hat{\theta}) \cdot \hat{O}(\hat{x}) \). Let \( \hat{V}_H = a_k\hat{V}_{\text{inv}} + a_{\text{inv}}\hat{V}_{\text{inv}} \) be a linear combination of the velocities. It follows that
\[ \hat{V}_H = (\hat{L}_{\text{inv}} + a_{\text{inv}})(a_k\hat{K}_H + a_{\text{inv}}) \]
\[ = (a_k\hat{h}_H + a_{\text{inv}}\hat{h}_H) \cdot \hat{L}_{\text{inv}}\hat{O}_H - [\partial_{\hat{\theta}}(a_k\hat{h}_H + a_{\text{inv}}\hat{h}_H) \cdot \hat{O}_H]_{\hat{E}_0} + a_k\hat{E}_0, \] (24)
where $a_{K,I}$ are arbitrary real numbers and $e_{K,J}$ are unitary vectors denoting orthogonal directions in phase space. Clearly, as in the classical context, the only solution allowed for $\hat{V}_H = 0$ is $a_K = a_I = 0$, which implies the linear independence between $\hat{v}_K$ and $\hat{v}_I$. Furthermore, since this conclusion is obtained at the level of operators, it is automatically guaranteed that $(\mu|\hat{v}_K\rangle|\nu\rangle$ and $(\mu|\hat{v}_I\rangle|\nu\rangle$ are linearly independent for whatever states $|\mu\rangle$ and $|\nu\rangle$. This completes the proof of part (ii) of lemma 1.

Finally, it is straightforward to show that there exists a classical limit for the quantum model (17a)–(17c) and that this classical limit precisely corresponds to the structure given by equations (1a)–(1c), which is proven integrable. The approach consists in employing the Weyl–Wigner formalism [45–47] to project operators in phase space and then taking the limit $\hbar \to 0$. The classical counterpart $A$ of a Heisenberg operator $\hat{A}_H$ is defined here as

$$A(x,t) = W_0[\hat{A}_H] := \lim_{\hbar \to 0} W[\hat{A}_H],$$

(25)

where

$$W[\hat{A}_H] = \int_{-\infty}^{\infty} du \, e^{iu\hbar/\hbar} |q-u/2]\hat{A}_H|q + u/2\rangle.$$

(26)

The Weyl–Wigner transform, denoted by $W[\cdot]$, maps the quantum commutator $[\hat{A}_H, \hat{B}_H]/i\hbar$ onto the Moyal bracket [48], which in the strict limit of $\hbar \to 0$ reduces to the Poisson bracket $\{A(x,t), B(x,t)\}$. It follows that the Heisenberg equations are mapped onto Hamilton’s equations and the classical trajectory in phase space is obtained via $x = W_0[\hat{H}_0]$. Given these relations, it is just an exercise to show that $W_0$ maps equations (17a)–(17c) onto equations (1a)–(1c).

Although we have not provided physical meaning for the notions of involution and flow independence other than the analogy with their classical counterparts, the lemma we have just proved does identify a class of systems which satisfies conditions conventionally required—though not rigorously formulated—for the system to be classified as quantum integrable. In particular, lemma 1 guarantees the existence of a nonchaotic classical limit. Now, even though one may argument that not every quantum system possesses a well-defined classical limit, so that this would not be a good criterion for quantum integrability, it is still reasonable to classify as quantum integrable those which do possess a proven nonchaotic classical limit. Actually, it would be rather counterintuitive to classify as quantum chaotic a system whose classical limit is proven nonchaotic.

Additionally, we should remark that our quantum model can be said integrable also in a further sense. Hamiltonians of type (17a) have shown to be *explicitly solvable* in several contexts [15, 55]. More importantly, according to a seminal result by Zhang, Feng and Gilmore [56], the time-dependent Schrödinger equation for these quantum Lie Hamiltonians can be exactly solved provided the initial state is an arbitrary coherent state. It immediately follows that the Hamiltonian (17a) is quantum integrable—in the sense of being explicitly solvable—for the emblematic class of arbitrary minimum-uncertainty states.

Therefore, the scenario is such that the quantum model (17a) satisfies several criteria of quantum integrability. In fact, the existence of a nontrivial quantum invariant, the algebraic symmetry in correspondence with the classical structure, the existence of a nonchaotic classical limit and a demonstrated explicit solvability in many contexts define a set of properties which strongly suggests that the quantum structure has no ancestral reason to mimic chaos. In spite of this remarkable evidence, we do not have rigorous elements to ensure quantum integrability within broader frameworks [23]. These observations set the grounds for the following statement.

**Conjecture.** A quantum system described by a Hamiltonian of the form (17a), spanned by a finite Lie algebra such as (17b), is quantum integrable.
Supported by the above arguments, this conjecture asserts that a quantum system such as (17a) should be diagnosed as quantum integrable in any claimed general theory of quantum integrability. In particular, our conjecture precludes these systems to present any symptoms of quantum chaos. Whatever the precise substance this latter term may assume in each context, it often meets tools for its diagnosis. Thus, we do not expect Hamiltonians of type (17a) to exhibit any of the well-known signatures of quantum chaos, as for instance level repulsion and Wigner level statistics (within the random matrix approach [24]) or Lyapunov regime (in the Loschmidt echo decay [25]). These theories turn out to be, therefore, arenas for preliminary tests of our conjecture.

4.1. Applications

Note that our conjecture readily applies to the rather important class of quadratic systems obeying the algebra 
\[ \{1, \hat{q}^2, \hat{p}^2, \hat{q}\hat{p} + \hat{p}\hat{q}, \hat{q}, \hat{p}\} \], whose physical applications range from Hamiltonian cosmology to Bose–Einstein condensation [6, 5]. For this algebra, dynamical invariants and explicit solutions for the quantum dynamics are known for a variety of time-dependent parameters.

Another important class of models to which our conjecture applies is the one describing a spin-S dynamics under time-dependent magnetic fields. Given a Hamiltonian \( \hat{H}(t) = B(t) \cdot \hat{S} \), with \( \hat{S} = (\hat{S}_x, \hat{S}_y, \hat{S}_z) \) and \( [\hat{S}_x, \hat{S}_y] = i\hbar \hat{S}_z \) plus cyclic permutations, one may employ the Holstein–Primakoff transformation
\begin{equation}
\hat{S}_+ = \hbar \hat{a}^\dagger (2S - \hat{a}^\dagger \hat{a})^{1/2}, \quad \hat{S}_z = \hbar (S - \hat{a}^\dagger \hat{a}),
\end{equation}
where \( \hat{S}_\pm = \hat{S}_x \pm i\hat{S}_y \), to proceed the bosonization of the system. Then, using the ordinary parametrization \( \hat{a} = \frac{1}{\sqrt{\hbar}} (\hat{q} + i\hat{p}) \), with \( bc = \hbar \), one maps the original problem onto a one-dimensional Hamiltonian of the form (17a) for which the Lie algebra \( \{ \hat{S}_x(\chi), \hat{S}_y(\chi), \hat{S}_z(\chi) \} \), though composed of elements with a far nontrivial dependence on \( \chi \), is still a closed spin algebra.

5. Conclusion

In summary, we have shown that time-dependent Hamiltonian systems with one degree of freedom linearly spanned by a finite Lie algebra are regular (nonchaotic) and mostly Liouville integrable. Differently from many traditional approaches which look for the explicit solvability of Lie systems, we have used the algebraic features of the model to prove, along the lines of the Arnold–Liouville theorem, the absence of chaos. Our result settles the polemic around the Rabi oscillations in two-level systems under generic magnetic fields and gives elements to address many problems involving quasiperiodic fields.

In direct analogy with the classical context, we have stated a conjecture about the integrability of quantum systems with analog algebraic features. Our proposal, which claims the nonexistence of quantum chaos for these systems, is not only based on the existence of a well-defined classical limit, proven nonchaotic, but also on a strong Lie-algebraic correspondence between the quantum and classical structures, as well as on the demonstrated explicit solvability of the model in several contexts. Still, we have suggested the notion of quantum flow independence, which is manifestly inspired by its classical counterpart and may hopefully be used in further elaborations on the notion of quantum integrability.
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