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Abstract
Railway systems form an important means of transport across the world. However, congestions or disruptions may significantly decrease these systems’ efficiencies, making predicting and understanding the resulting train delays a priority for railway organisations. Delays are studied in a wide variety of models, which usually simulate trains as discrete agents carrying delays. In contrast, in this paper, we define a novel model for studying delays, where they spread across the railway network via a diffusion-like process. This type of modelling has various advantages such as quick computation and ease of applying various statistical tools like spectral methods, but it also comes with limitations related to the directional and discrete nature of delays and the trains carrying them. We apply the model to the Belgian railways and study its performance in simulating the delay propagation in severely disrupted railway situations. In particular, we discuss the role of spatial aggregation by proposing to cluster the Belgian railway system into sets of stations and adapt the model accordingly. We find that such aggregation significantly increases the model’s performance. For some particular situations, a non-trivial optimal level of spatial resolution is found on which the model performs best. Our results show the potential of this type of delay modelling to understand large-scale properties of railway systems.
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1 Introduction
Railway systems are of vital importance for transporting passengers and goods. The trains in these systems travel via predefined schedules that allow for highly efficient utilization of the routes and tracks. Temporal deviations from such scheduled operations are commonplace. They take the form of delays and decrease the system’s efficiency. Small delays are often absorbed by built-in buffers and therefore do not have effects on larger scales \cite{1, 2}. However, from time to time, logistic disruptions — often caused by external factors like weather — lead to congestion or even a large-scale stand-still, with detrimental costs to society and economy \cite{3, 4, 5, 6}.

The above shows the importance of better understanding of delay propagation and its prediction. A large variety of delay propagation models exists, and the choice of the approach depends on a number of questions related to, among other factors, the spatial focus, availability of data and the delay severity. For example, when aiming to accurately predict the delay in a geographically confined area, there are high-performing statistical models \cite{7, 8}. However, such statistics generally only work accurately in circumstances where delay is not too severe — as per definition these highly delayed scenarios are exceptional. Also, when upscaling to larger areas, long-range interactions and associated correlations come into play which may be difficult to account for when using average statistics. Larger scales and more highly delayed scenarios are therefore often analyzed with machine learning or big-data approaches \cite{9, 10}, but at the cost of understanding cause-and-effect or fine spatial resolution. Alternatives to such purely data-driven methods can be found in models where mechanisms of delay propagation are explicitly implemented. For example, Monechi et al. analyzed the German and Italian railways and found a set of ‘laws’ that drive the spreading of delays \cite{11}, analogous to epidemic spreading models. Of course, the infrastructure networks underlying the dynamical processes in any of the mentioned models play an important constraining role. However, this information is already embedded in the schedules and therefore less discussed in the context of delay sim-
ulations. However, the role of railway network topology is addressed by various scholars in relation to resilience properties [12, 13, 14]. Most models are based on the schedules of the railway system, commonly using trains as agents that have the potential to carry delays. The perspective of delays as a properties of discrete trains or events can be found in many analytical models [15, 16, 17, 18, 2], using either deterministic or stochastic techniques to derive future delays from past information. Because of the abundance of this perspective in existing delay propagation models, we refer to the view of delays as properties of discrete trains or events as the ‘traditional view’. In contrast, one could also view delays as variables associated not to trains, but to the nodes (stations) and edges of the railway network, which stay in the same position. How delay spreads between these nodes does not have to be described in terms of discrete trains and events, but instead a description may rely solely on general (or even system-wide) quantities such as the network topology and schedule. One can make the analogy of fluid dynamics: while traditionally, delays are treated as Lagrangian particles (i.e., following the trains as the fluid carrying the particles), we propose to treat delays from an Eulerian point of view (i.e., determining incoming and outgoing delays in a fixed spatial frame). This is also discussed in [19]. This is the basis of the model proposed in this paper.

The traditional view of delays as discrete quantities of explicitly modelled trains or events is useful because it allows for tracking expected routes of delays along the train’s trajectories explicitly. In other words, given that you know that delay is in the system at location $A$, it is unlikely to spread in all possible directions from $A$, but more likely to follow a particular direction that is dependent on which trains are exactly affected. One only knows this direction if discrete train units (and their trajectories) are explicitly included in the model. But there are also disadvantages of such models. One limitation is that many such models rely on many statistics in addition to mere schedule information. For example, if trains $A$, $B$ and $C$ are simulated explicitly, the interactions of all their events and relative magnitudes of their delays have an impact on each other’s delays. These relations need to be well studied using for example neural networks [20, 10] or probability updating [21, 22]. Another limiting consideration of treating delays as discrete quantities is the spatial scale. In confined systems, the mechanisms of delay propagation and their parameters can be well-defined, as in [7]. Defining all such interactions on a country-wide scale is generally more more complex, due to potential long-range correlations.

In this paper we propose to treat delays not as bound by discrete trains or events, but rather as continuously spreading across the infrastructure network. The spreading between nodes of the network is weighted by properties of the system. The intuition behind these models is that on average — in a ‘mean-field approximation’ — these parameters drive the overall direction of delay propagation. We refer to this way of treating delay propagation as ‘diffusion-like spreading’. Small-scale accuracy is traded for larger scale accuracy: when looking at a micro-scale or individual trains, we expect this non-traditional way of dealing with delays to be less accurate than more detailed models, but on a large scale, we expect the performance of such a model to increase. As is shown in section 2, the model contains only simple schedule information (e.g., train frequencies and travel times) rather than complicated statistics, and all model information is embedded in a single matrix, which makes analysis of the system’s properties easy. The mentioned reasons motivate us to write this paper on delay propagation as a diffusion-like spreading mechanism. We apply our proposed model to the Belgian railways as a case study to discuss when and how it is advantageous to use such models.

An important aspect of delay propagation in general is the spatial scale and resolution of the analysis. High resolution (‘micro-scale’) modelling allows for explicit simulation of infrastructure capacity issues, the role of speed gradients or the identification of station-specific properties, for example. Low resolution, but large-scale (‘macro-scale’) modelling captures the impact of long-range interactions related to resource allocation [2], the impact of long train lines [9] or other system-wide properties. Many models lie between these extremes. Diffusion-like models should typically be regarded as having a lower resolution but working well on a larger scale, because of the earlier mentioned trade of small-scale accuracy for larger-scale accuracy. Spatial resolution is often expressed by treating railway infrastructure as a network, consisting of nodes (geographical locations) and edges (connections between them). At the highest spatial resolution, the nodes are certain control points in stations and tracks, where train activities are logged [2]. More commonly is a slightly aggregated version of this, namely the more coarse passenger stations [14, 15, 11]. Lower resolutions are obtained when constructing regions that correspond to groups of stations — so-called ‘clusters’, on which we elaborate later. Larger geographical areas in lower resolutions combine existing delays from higher resolutions and are treated as one unit. Choosing the correct level of spatial aggregation is an important consideration to make when assessing the viability of the diffusion-like model.
When discussing spatial aggregation, it is important to define how higher levels of aggregation are derived from the lower ones. In particular: how do we join stations and tracks together into larger and coarser regions? A large amount of complex network literature is devoted to this question of clustering, and clustering methods come in many forms in various applications [23]. For example, graph or connectivity-based methods emphasize how connections and topology lead to a natural aggregation of nodes into larger groups. This can be quantified by the so-called modularity of the partition, first proposed by Newman [24]. Various clustering algorithms based on modularity optimisation exist, such as the Louvain method [25].

Spectral clustering focuses on properties of the eigenspace of the Laplacian or model-relevant matrices. A third common method for clustering any — also non-networked — data is K-means [26, 27], which defines centroids and groups nodes based on their respective distances to these cluster centroids (also known as Voronoi iteration [28]), given a definition of ‘distance’ between nodes. This method has been used in the context of transportation before, albeit mostly to characterise statistical space (rather than actual stations and physical space) [29, 30]. An important aspect of K-means, in contrast to for example the Louvain method, is that it requires the specification of the number of desired clusters (\(K\)) up front, which can be both advantageous and disadvantageous. However, the freedom of choosing \(K\) turns out to be useful when analysing our diffusion-like delay model. This, together with the fact that K-means is a well known and commonly used method, motivates us to use K-means with geographical distance to cluster the stations in our paper. By choosing the number of clusters, we vary the spatial aggregation level. We will compare the performance of the diffusion-like model on each of these levels.

In summary, the aim of this paper is to discuss the usefulness of treating delay propagation as a diffusion-like spreading mechanism. We propose a model doing so in section 2. We apply the model to the example case of the Belgian railways and discuss the data and methodology for this in section 3. Section 4 discusses the results of a toy model, its performance on different types of disrupted situations, and the overall performance of the model. Here we discuss in what cases the diffusion-like aspect of the model is beneficial and what we can learn about the Belgian railways using this framework. We end with a summary and several conclusive remarks in section 5.

2 Model

In this section we introduce our diffusion-like model. We start by defining the delay variable and set up the equations that describe its evolution over time. We continue by discussing how this model can be generalized to any spatial scale. For a detailed derivation of the model, see Appendix A. Tab. 1 summarizes the variables and parameters of the model.

2.1 General concepts

The main idea behind the model is to define the delay on fixed locations, and to describe the evolution of this delay distribution over time using macroscopic parameters such as train frequencies and travel times. While delays are inherent attributes of trains (i.e. agents), we aggregate the delays on passenger stations (i.e. nodes), as the impact of disruptions can mostly be felt at level of stations rather than being a problem of individual trains. This aggregation of delays onto stations means that we lose some of the finer details on which delays belong to which train. However, it will allow us to use tools for studying dynamical processes on networks: a delay is associated to each node, and its evolution is determined by the coupling of nodes through edges. For ease of notation, we will use the terms ‘station’ and ‘node’ interchangeably even though some nodes are actually junctions and not stations. We denote the delay of a station \(i\) at time \(t\) by \(D_i(t)\). This variable is defined as the sum of the delays of all trains that are moving towards station \(i\) at time \(t\):

\[
D_i(t) = \sum_{\mathcal{T}(i, t)} d_T(t),
\]  

(1)

where \(\mathcal{T}(i, t)\) is the set of trains moving to station \(i\) (i.e. the very next station they cross will be \(i\), whether they stop there or not) at time \(t\) and \(d_T(t)\) denotes the delay carried by train \(T\) at time \(t\). We consider two ways in which the value of \(D_i\) can change over time:

1. A train, which was previously moving towards another station \(j\), reaches \(j\) and is now moving towards \(i\). Therefore, its delay is now added to \(D_i\).

2. A train, which was moving towards \(i\), reaches \(i\) and either moves further towards another station or ends its trajectory. Therefore, its delay is removed from \(D_i\).

The delay of station \(i\) at the next time step — we refer to this as \(D_i(t + \Delta t)\), with \(\Delta t\) being the time step size — is dependent on the delays in various locations at the previous time step, not only \(D_i(t)\). Thus, we write the relation between the delays between two consecutive time steps using a delay vector
\( \hat{D} = (D_1, D_2, \ldots, D_N)^T \), where \( N \) is the total number of nodes:

\[
D_i(t + \Delta t) - D_i(t) = \underbrace{F_{1,i}(\hat{D})}_{\text{New incoming trains towards } i} - \underbrace{F_{2,i}(\hat{D})}_{\text{Arrival of trains at station } i} \tag{2}
\]

with \( F_{1,i} \) describing how the delay at station \( i \) changes over a time step \( \Delta t \) by means of the first term above (the addition of delay), and \( F_{2,i} \) likewise by the second term above (the removal of delay). In the next section we express both these functions \( F_{1,i} \) and \( F_{2,i} \) in terms of several parameters and \( D_i(t) \). An illustration of the model and its terms is given in Fig. 1.
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Figure 1 Model visualization: (a) station and line (edge in the network) dependent parameters, (b) illustration of the two mechanisms behind the delay dynamics; i.e., the appearance of new trains with their delays and the departure of the already included ones, (c) an example of the network aggregation.

### 2.2 Diffusion model equations

The first term \( (F_{1,i}) \) sums the delays carried by all trains that start moving towards \( i \) in the interval \([t, t + \Delta t]\):

\[
F_{1,i}(\hat{D}) = \sum_{j \in \mathcal{N}_{in}(i)} p_{ji} B_j D_j(t).
\]

Here \( \mathcal{N}_{in}(i) \) is the set of stations \( j \) that have an edge to \( i \). The parameter \( p_{ji} \) is the probability that a train that reaches station \( j \) will continue towards station \( i \), and is computed as follows:

\[
p_{ji} = P(\text{to } i | \text{from } j) = P(\text{to } i | \text{from } j \text{ & do not end at } j) \cdot P(\text{do not end at } j) \approx \frac{f_{ji}}{\sum_{\ell \in \mathcal{N}_{out}(j)} f_{\ell j}} \left(1 - \frac{f_{ji}}{\sum_{\ell \in \mathcal{N}_{out}(j)} f_{\ell j}}\right) = r_{ji}(1 - s_j),
\]

where \( \mathcal{N}_{out}(j) \) is the set of stations to which there is an edge from \( j \). The value of \( p_{ji} \) is equal to a multiplication of two factors. The first (denoted by \( r_{ji} \)) is the probability that if a train reaches \( j \) and it does not end its journey there, it will then continue towards \( i \). Note that we consider this probability to be independent of where the train came from: we do not consider any memory in this process. The value is calculated as the frequency of trains going from \( j \) to \( i \) divided by the frequency of all outgoing trains from \( j \). The second factor in Eqn. 4 (denoted by \( 1 - s_j \)) is the probability that the train does not end at \( j \). The final factor is the probability that a train that arrived at \( j \) ends its journey there, for example because it is the terminus. The variable \( B_i \) in Eqn. 3 is a station-dependent parameter, defined as:

\[
B_i = \frac{\sum_{\ell \in \mathcal{N}_{in}(i)} f_{ji} f_{\ell j}}{\sum_{\ell \in \mathcal{N}_{in}(i)} f_{ji} f_{\ell j}} = \frac{\sum_{\ell \in \mathcal{N}_{in}(i)} f_{ji} t_{\ell i}}{\sum_{\ell \in \mathcal{N}_{in}(i)} f_{ji} t_{\ell i}},
\]

where \( f_e \) denotes the frequency of trains on edge \( e \), and \( t_e \) corresponds to the time a train takes to cross edge \( e \). The parameter \( B_i \) has units of time\(^{-1}\) and can
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Here, the sum goes over all nodes j. This equation can be written in matrix form using \( \vec{D} \) as a column vector. Moreover, we can take the limit \( \Delta t \to 0 \). This leads to the expression

All of the dynamics of the model are encapsulated in the matrix G.

2.3 Model aggregation to clusters of stations

In this paper, we aim to describe how well our model describes real delay propagation patterns. One vari-

able in this analysis is the level of spatial aggregation at which we simulate the model. In the previous sec-

tion we explained the model where each node of the network consists of a single station or junction. How-

ever, the same principles can be applied to a network where nodes correspond to a group of such stations. The method we use to group stations into clusters is explained in Sec. 3.4. Here, we discuss how the model parameters for the full-resolution model based on individual stations can be translated into a lower resolution version. The discussed aggregation process is very similar to network of networks idea known in the networks literature [31, 32, 33].

Above, each delay variable \( D_i \) corresponds to one node of the network. This is achieved by transforming delays on trains to delays on stations via Eqn. 1. This is already a form of coarse-graining the delay dynamics. Now, we assume that the original railway network of \( N \) stations is divided into \( K \) clusters (or groups of stations). We indicate stations with lowercase letters (i and j) and clusters with uppercase letters (I and J). The clusters naturally form a network: an edge between clusters I and J exists if there is at least one station i in I and one j in J such that there is an edge between i and j in the original network. We define the function \( C \) from stations to clusters such that \( C(i) \) is the cluster to which station i belongs. Let \( D_j(t) \) denote the total delay of all trains moving to any station in cluster \( J \) at time \( t \), either from inside the cluster, or coming from other clusters. An equation for the evolution of this delay can be derived in the same way as we did above for stations. The delay \( D_j \) can change when trains start towards any station in this cluster, or when trains arrive at a station in this cluster. The main difference with the non-clustered case (above) is the fact that in the clustered case, self-loops in the network appear. This is because trains moving to a station in a cluster — and thus adding to the cluster’s delay — can reach that station, and then continue to another station in the same cluster, again adding to the cluster’s delay.

While the equations in the clustered case are the same as in the non-clustered case, the parameters such as frequencies and travel times are now defined on edges between clusters. We explain a method to express these cluster parameters in terms of their non-clustered counterparts (i.e., the ones in Tab. 1). We
start with the total frequency \( f_{IJ} \) and weighted averaged travel time \( t_{IJ} \) of trains between two clusters \( I \) and \( J \). We define them as

\[
f_{IJ} = \sum_{i \in I} \sum_{j \in J} f_{ij}
\]

\[
t_{IJ} = \frac{\sum_{i \in I} \sum_{j \in J} t_{ij} f_{ij}}{\sum_{i \in I} \sum_{j \in J} f_{ij}}.
\]

These definitions are intuitive: the total frequency of trains between two clusters is the sum of the frequencies on edges going from a station in the first to a station in the second cluster. The travel time is the weighted average of the travel times of the edges going from the first to the second, weighted by their frequency.

Next, we need to define the stopping probability \( s_I \) for a cluster \( I \). In order to do this, we define the station parameter \( q_i \) as the probability that a train which arrives in the cluster \( C(i) \), arrives at station \( i \). In a way, it indicates how important station \( i \) is in its cluster, measured by the total frequency of all incoming trains to that station. The quantity is approximated as follows:

\[
q_i = \frac{\sum_{j \in N(i)} f_{ij}}{\sum_{j \in C(i)} \sum_{k \in N(j)} f_{kj}}.
\]

Note that the values \( q_i \) are weights of stations whose sum is one. Each station is weighted by the frequency of incoming trains. Next we use the quantities \( q_i \) to estimate the stopping probability \( s_I \) for cluster \( I \):

\[
s_I = \sum_{i \in I} s_i q_i.
\]

One can interpret the stopping probability formula using the following formula:

\[
s_I = \sum_{i \in I} P(\text{stops in } i | \text{arrived in } i) P(\text{arrives in } i | \text{arrives in } I)
\]

Using this approach, we can set up a model for any clustering of the original network using only the parameters of the full network. We can thus compute the matrix \( G \) (Eqn. 7 and 8) for each clustered case. We denote such matrices of the clustered model by \( G_c \).

An additional possibility, which we do not discuss further, is to define a clustered model directly, without relying on the parameters of the full network. In this case, the frequencies, average travel times and stopping probabilities need to be directly measured from data.

### 2.4 Model considerations

There are a number of important assumptions we used in our model (see also Appendix A). Because we aggregate delays from trains onto stations, we lose a lot of details, such as origin-destination information of trains. In the derivation of the model, a delay ‘arriving’ at a station is subsequently spread out and propagated to all neighbors of that station, based on a fixed weighting of the outgoing edges. However, in real railway systems, there is a high correlation between where the delay comes from and where it goes to, and memory effects can be important. Our model is expected to work better on lower spatial resolution, on scales where a lot of trains and train routes contribute to the dynamics of a single node, such that trains picking a random direction constitute a decent approximation to the real dynamics, which on the detailed level is inherently schedule-based and not random. Furthermore, the delays in our model are treated as variables smoothly varying in time and space. In reality, delays which are localized in space are of a discrete nature: a single train can be delayed, and when the train has ‘passed’ a station, the delay suddenly disappears from this station. This means that the time series of \( D_i(t) \)
in reality has a lot of jumps, namely every time a train reaches this station or starts towards it. In the model, \( D_i(t) \) is smoothly varying. Another important consideration is that the model only propagates delay and removes delay from the system — it does not add any new delays. Moreover, the only mechanism by which delays are removed from the station is when a train ends its trajectory, which is encoded in the parameters \( s_i \). An underlying assumption is thus that each train keeps its initial delay until it has reached its final stop. In practice, of course, delays are constantly generated, often due to small noise-like incidents or other (delayed) trains blocking platforms or tracks, and in more exceptional cases due to new disruptions. Moreover, trains can lose some delay by traveling faster or because of scheduled buffer times at stations, which is not included in our model. For these reasons, we will only compare the results of our model to data of days with a large disruption: by focusing on a time point with a large amount of delay and analyzing its dissipation through the network, we minimize the effects of smaller stochastic delays, which are expected to contribute less to the dynamics in these situations. A final limitation we would like to mention is that in our model, the finite travel time of trains and their location on an edge is lost: in our assumptions, a train’s delay counts fully towards to the next station’s delay, wherever the train is on an edge towards that station. For small time steps, this means the train’s delay also counts immediately to the propagated delay further on in the network, even if in reality the train would still need more time to cross the edge.

Next to the limitations mentioned here, our model also has clear benefits: a compact description (the matrix \( G \)), the fact that it is linear and thus amenable to analytical study and the straightforward generalization to lower spatial resolution. We discuss advantages of the model throughout, and at the end of this paper. Some of the limitations mentioned above directly stem from our choice for a network-based, diffusion-like model. It is one of the aims of this paper to investigate whether our model, and its built-in potential for spatial aggregation, can reproduce the dynamics of delay propagation observed in a real railway system.

3 Data and Methods
We apply the model to the Belgian railway system as an example. We chose the Belgian railway system for multiple reasons. Being a West-European country, Belgium has a rather dense and strongly utilised railway system with over 100 km of lines per 1000 m², being one of the world’s densest national railway systems [34]. In contrast to, for example, the American or Chinese railways (both have about 10-25 km of railways per 1000 m²). Additionally, freight and high-speed trains make up only a small fraction of the total railway transport in this country. These aspects require more complex scheduling in the Belgian case, and it implies a more interesting delay evolution to use as an example. Another reason for analysing the Belgian railways is the availability of data, which is discussed below. A discussion on the international relevance of the results is given in the conclusions.

3.1 Data and Pre-processing
We use the open data provided by Infrabel, the service company of the Belgian railway network [35]. The data contains geographical information on railway stations and the physical railway lines, recorded tracks of passenger trains with details on scheduled and realised
departure and arrival times of their activities on each station or junction, as well as associated delays. The time stamps and delay data are in seconds. We use data from all Belgian passenger railway activities between January 2019 until May 2020. The data covers an average number of 3600 daily unique trains on business days, and 2200 on weekends or holidays.

The first step is to reconstruct the graph of the Belgian railway network. First we add all stations as nodes in our graph. We get the edges by mapping the geographical locations of railway stations onto geographical shapes of railway lines and every two stations are connected together if there is a line connecting them without intermediate stations. The geometry of railway lines is more intricate than simple edges between stations, since there exist places of splits and merges of multiple lines. We implement these by adding so-called “junction” nodes along the lines.

The dataset contains all railway stations, which except of passenger train stations include merchandise platforms, technical depots, carwashes, etc. Passenger trains tend to skip those intermediate platforms and the passage information is not recorded. In order to bypass this limitation, in case when there is no edge between two consecutive stations in the track record, we assume that the train follows the shortest path between them. Delay accumulation or reduction is then evenly spread across the intermediate stations along that path.

There are two kinds of passenger trains available in the data that can be characterised by the proportion of skipped stations along the track: 1) local trains, which usually circulate at shorter distances and stop at every station along the path and 2) intercity trains, which circulate at larger distances and skip some intermediate stations. We exclude from the analysis the intercity trains that skip a significant portion of stations along the track (usually these are international trains) and extra trains that run ad hoc on a specific day. The amount of disregarded trains is less than 3-5% of the total data. We further use the notion of a railway graph and a railway network interchangeably.

The reconstructed network and two important delay statistics are shown in Figure 2. The graph contains 822 stations and 972 edges. Because the network has mostly a line-like structure, 78% of all stations have degree 2 and the average degree is 2.19. In panel Fig. 2a, we show the average delay of trains travelling towards stations in November 2019. A general trend from small average delays in the north-west to larger average delays in the south-east is visible, with the cities of Antwerp (north) and Brussels (centre, the capital) also having rather high average delays. Panel Fig. 2b colours the edges of the network with the average amount of trains per day that crosses them. Several lines between the large cities of Bruges, Ghent, Brussels and Antwerp stand out.

We use the recorded tracks to estimate the model parameters. In particular, we calculate the edge parameters $f_{ij}$ and $t_{ij}$ and the station parameters $s_i$ (see Table 1) for each month separately. Within a month we aggregate all frequency and temporal counts for each day of the week. Moreover, for each day we keep separate counts for six 4-hour periods of the day. For each station $j$ this leads to the estimation of parameters $s_j$ as the average fraction of arriving trains that end their trajectory at station $j$, and $f_{ij}$ and $t_{ij}$, the average frequency and average passage time of trains going from station $i$ to $j$. For simulations of disrupted situations, we use the parameters obtained for the month, day of the week and period of the day corresponding to the timing of the peak delay on the disrupted days. If not mentioned otherwise, we use $\Delta t = 30$ seconds in all results in this paper. Simulations of the model were coded in Python. For the clustering discussed in 3.4, we used the KMeans function of scikit-learn. The data and code is publicly available and we refer the reader for this to the appropriate section at the very end of the paper.

3.2 Disrupted situations

As discussed in the introduction, we expect diffusion-like models to be of most interest to study large-scale delay propagation: e.g., general directions of delay evolutions — as individual delays will be predicted erroneously due to lack of trajectory information of delays by abstracting away from individual trains. Therefore, we focus our model analysis on days in which such large-scale delay propagation can be assumed important, namely where the delays were severe. In contrast, when delays are small, they dissipate quickly and will not spread much — making identifying large-scale spread of delay of less interest. Another reason why we focus on days with severe delays is that understanding such days is of great importance to railway companies to be able to handle such situations well. We refer to days with severe delays as ‘disrupted days’. A list of disrupted days is obtained by looking at the peak in the total delays (i.e., delay summed over all nodes at any given moment in time) of every day in the dataset, and taking the 50 days with the highest peaks. The exact dates in this list are given in Appendix B. Throughout the rest of the paper, we initialize our simulations at the peak in total delay of these disrupted days, i.e. we determine the delay on each station at the time of peak delay and use this as initial vector of delays. The model captures the spread
and dissipation of existing delays, so these simulations will capture the propagation of the delays present at the peak — making such an initial point most interesting. Also, we reason that after the moment of highest total delay, the relative importance of newly generated (i.e., non-captured) delays is small as compared to existing delays.

3.3 Quantifying model performance

When assessing the model’s performance to reproduce reality, we focus on whether the model reproduces the correct direction of delay evolution, rather than simulating exact values well. There are a number of reasons for this. First, when aiming to understand large-scale propagation of severe delays — which is the aim of this model — accurately tracking the positioning of delays (rather than the exact values) through space is already very important information to practitioners. Analysing such directional trends of delays provides us with information on how the system works, absolute values of delays are not always necessary for that. Second, in severely delayed circumstances, numeric performance comparison can quickly become biased by several high spikes in delays: particular trains being up to one hour delayed, compared to an average delay of a couple of minutes in the rest of the network. And third, our model was not designed to capture small, stochastic variations in the delays. However, such delays are always present in the data, which means that one will never get a good quantitative fit, even if the model would be a perfect representation of the propagation of existing delays. For these reasons, we use Spearman’s correlation coefficient \( \rho \) to measure the model’s performance. This metric is based on the rank of the variables, i.e., it assess monotonic relationships rather than linear relationships (which is the case, for example, for Pearson’s correlation coefficient). We denote the observed delays at all stations at time \( t \) by \( \vec{D}_{\text{obs}}(t) \): a vector with delay entries per station. Likewise, we define a simulated delay vector \( \vec{D}_{\text{sim}}(t) \). We denote the vector containing the ranks of the stations based on their delays by \( r(\vec{D}(t)) \), using either observed or simulated delays. Then, Spearman’s correlation coefficient at time \( t \) is given by:

\[
\rho(t) = \text{Pearson} \left( r(\vec{D}_{\text{obs}}(t)), r(\vec{D}_{\text{sim}}(t)) \right)
\]

\[
= \frac{\text{cov}[r(\vec{D}_{\text{obs}}(t)), r(\vec{D}_{\text{sim}}(t))]}{\sigma_{r(\vec{D}_{\text{obs}}(t))}\sigma_{r(\vec{D}_{\text{sim}}(t))}}
\]

In the next section, we use this metric to compare the model performance on different levels of spatial aggregation. In the clustered case, the vector \( \vec{D}_{\text{sim}}(t) \) will not have \( N \) elements (the number of stations), but \( K < N \), the number of clusters. Each component of the vector is the total delay in one cluster. We want to compare this with the observed data on \( N \) stations. This observed delay vector therefore also has to be aggregated on the \( K \) clusters, by summing the delays of the stations belonging to the same cluster. To be able to compare the Spearman correlations across simulations with different \( K \), the observed and simulated delay vectors of dimension \( K \) are de-aggregated towards dimension \( N \) (i.e., equally distributed across each cluster’s stations), such that we always compute Spearman’s correlation on vectors of length \( N \), even if the model was simulated on the network of clusters.

3.4 Clustering

When referring to ‘level of aggregation’, we mean the spatial resolution of the model. Full resolution would mean using all stations as entities in the model (i.e., no clustering), and lower resolutions involve clusters or groups of stations as entities in the model. Section 2.3 describes how we translate node and edge parameters towards a lower resolution. Here we discuss the means of clustering itself: the process of grouping stations in an appropriate manner. Many of such clustering methods exist, and we have chosen to use K-means [26, 27] on the spatial coordinates of the nodes in the Belgian railway network (longitude, latitude). We do this for the following reasons. First of all, we aim to create groups of stations that are adjacent to each other. Although the way we use K-means does not explicitly incorporate network topology, it does make sure that the groups of stations are convex (i.e., there is no station from cluster \( A \) in the middle of cluster \( B \)), since the railway network is an inherently spatial network. This geographic basis for the groups also makes them easier to interpret. Another important reason for using K-means is that we can choose \( K \) — the desired number of clusters — which we can vary to get different levels of aggregation to assess the model performance with.

We vary \( K \) between a minimum amount \( K_{\text{min}} \) and maximum amount \( K_{\text{max}} \) of clusters, which in this case we set to be 3 and 100, respectively. Note that values of \( K_{\text{min}} \) lower than 3 are excluded because of the resulting coarseness of the resulting model, and values of \( K_{\text{max}} \) higher than 100 are excluded because they result in many single-station clusters. The K-means algorithm starts with an initial set of \( K \) points (‘centroids’) and assigns all stations to the closest centroid. Each centroid now corresponds to a cluster of stations. Next, the centroid coordinates are redefined as the average of all the stations in its cluster. This process is then
iterated (reassigning stations to closest centroid, updating centroid coordinates) until it converges to a point where the centroids do not change anymore.

The resulting clusters for several values $K$ are shown in Fig. 3. In each plot, the four largest clusters in the network are shown in colours. Observe the small size of clusters in the $K = 100$ case, motivating the $K_{\text{max}} = 100$ threshold. We can also see that the largest clusters (in terms of number of stations) for high values of $K$ are situated around the major cities of Brussels, Antwerp and Liège. This can be explained by the fact that these cities contain numerous smaller railway stations that are geographically close together, while in more rural areas like the south and west, the station density is much smaller. Urban areas are thus expected to contain larger clusters for relatively large values of $K$.

4 Results

In this section, we show the dynamics of the model and compare it with the data for a number of disrupted days as example. Then, we apply the model to toy examples to illustrate in which circumstances this model works well and in which it does not. We end by discussing the overall performance on all 50 disrupted days.

4.1 Example simulation

We start by looking at a few example disrupted days. We start with Jan 15th, 2019, which had a peak delay at 18:11. Initialising the non-clustered (‘highest resolution’) version of the model at this moment, we simulated the delays up to three hours after the peak. The delay evolutions at three major stations (Brussels, Namur and Antwerp) are displayed in Fig. 4a. It is clearly visible that the simulated delay time series is much smoother than the real time series, which has strong jumps as a consequence of the discrete nature of trains: either delayed trains are going to those stations (i.e. delay > 0), or not (i.e., delay = 0). This is also visible in the maps in the upper row of this figure: at initialisation time, the delays are distributed very discretely across the network (center-top panel). The model diffuses the delay across the network after 60 min (right-top panel). In this figure, we can clearly see one assumption on which the diffusion-like model is based: it assumes that delay is spread by a very large amount of trains, and that it travels to all other adjacent stations instantly (albeit weighted into small fractions). Of course, in reality this assumption does not hold.

In panel (b) of Fig. 4 we take the exact same day, but instead of modelling at full resolution, we cluster the network into five clusters and redo the analysis. We observe that, by aggregating over the many trains present in each cluster, the jumps in delays visible in panel (a) become less pronounced: the real delay evolution curves per cluster in panel (b) are more smooth. The general trends of the real delay curves in each respective cluster resembles the simulation quite well,
Figure 4 Example simulations at various resolutions. Panel (a): highest (non-clustered) resolution simulation of Jan 15th, 2019, initialised at the peak delay (18:11). The delay evolution over time of three example stations is displayed in blue lines (Brussels, Namur and Antwerp). The spatial situation of simulated delays at initialisation (middle) and 60 min after initialisation (right) are also shown. Panel (b): Simulation of the same day, but at a spatially aggregated level of five clusters. Red lines in the left panel show the temporal evolution of delays for each cluster. Again, the middle and right panels indicate spatial delay distribution at initialisation and 60 min after initialisation. For clarity, the clusters are shaded in the background. Panel (c): Total delay evolution of three example bad days: Jan 15th, 2019, July 25th, 2019 and May 4th 2020, all initialised at their peak delay moments. All maps show delays in seconds, with a cut-off at 500 and 250 seconds respectively, as higher delays were rare on these instances.

4.2 Toy model
In this subsection we introduce two toy systems that allow us to study more fundamental properties of the model from section 2. They are explained in more detail in Appendix D. The toy systems represent implementations of the model for networks with very simple topologies: random networks and star networks. Numerous other toy systems can be thought of, but we specifically compared these because they can test the model performance under different levels of the density of lines and connectivity of nodes. As for the real data we measure the model performance using the Spearman’s rank correlation coefficient.

Fig. 5a shows the performance of the model on a random graph-topology (with 15 nodes and 20 edges). We vary the amount of lines $p$ from 20, to 100, up to 210 (which is the maximum number of unique pairs in a 15-node connected graph). It is clear that the model performance decreases over time. At first, the different values of $p$ do not matter: the model performance decreases slightly due to the fact that in the model, delays are instantly spreading to various directions further in the system, while in these systems (and in reality), delays need to arrive at next stations first (carried by trains) before moving onto next stations. This leads to a discrepancy. As soon as the first trains arrive at next stations (around $t = 50$), their delays contribute to delays on new edges where the model already predicted a small part of it to be. For a small amount of lines (i.e., low $p$), the specific direction the train is go-
Figure 5 Model performance in toy systems and across classifications of disrupted days. Panel (a): Model performance of the random toy system for three different values of the amount of lines \( p \) (see Appendix D for details). Panel (b): Model performance of the star graph toy system for different values of the amount of nodes \( N \) (keeping \( p \) fixed, see Appendix D for more details). Panel (c)-(e): Model performance along time since peak delay of the disrupted days, averaged within each classification (see Appendix B for details), for the model at (a) full resolution, (b) using \( K = 10 \) and (c) using \( K = 20 \) clusters. Averages are shown in lines, shaded areas indicate the range of one standard deviation from the average.

4.3 Classification of disrupted days

We now investigate whether the initial geographical delay distribution has an effect on the accuracy of the diffusion-like model. For this, we distinguish four categories across the 50 disrupted days, classified by eye based on the delay patterns on the peak delay moments. Appendix A discusses this classification in more detail and also shows the delay maps. The first and largest group (25 days) contains the situations where almost all of the delays are localized near Brussels, the capital city of Belgium and important railway hub. In Belgium, train lines between east and west and north and south respectively all pass through Brussels, which makes it an important factor in the delay dynamics in the railway network. The second group (7 days) contains situations where the delay is also localized, but on a different location than Brussels. The third group (5 days) contains those situations with multiple locations with high delays. Finally, we consider the group of stations (13 days) where the delay is not localized but instead spread out over a large region.

As before, we perform simulations with as initial condition the peak delay distribution. In Fig. 5c-e we show the evolution of the Spearman correlation over time, averaged per group. We show this for different spatial...
resolutions. We find that there are no clear differences between the groups. The situations with delays localized near a city which is not Brussels (shown in orange) seem to perform a bit worse than the others, but we should be very cautious in interpreting this: the variation within a group is very large, as shown in the shaded areas.

The fact that there is no clear difference in model performance between groups could indicate that the spatial localization of the disruption is not a good determinant of the accuracy of our diffusion-like model. The obvious question then is: is there a better measure, or characteristic, which can distinguish between different disrupted situations and indicates whether a diffusion-like delay spread is warranted? We plan to explore this in future work.

4.4 Overall performance

We now turn to the overall performance of the model over the 50 disrupted days. On each of these days, we determine the peak in the total delay and simulate the delays up to two hours after this peak. We then compare what really happened throughout these two hours to what we simulated by computing the Spearman’s correlation coefficient $\rho$ at each time point (see Eqn. 13). We do this for each number of clusters $K$ ($3 \leq K \leq 100$). The average correlations per $K$ and $t$ over the 50 disrupted days is shown in Fig. 6a. It is clear that in general, the higher $t$, the lower the correlation. This is intuitively correct: the higher the time after initialisation, the more the model will start differing from reality, for example due to new incoming delays in the real data that are not captured by the model or errors the model that grow with time. In the same panel, we see that higher amount of clusters $K$ also decreases the correlation, which is less obvious. On the one hand, information is lost when coarse graining: for lower values of $K$ detailed information on the positioning of the trains is put together into larger clusters, which may reduce their simulation quality. On the other hand, the diffusion-like spreading is presumably more accurate when looking at a larger scale (lower $K$), since on these scales the discreteness of delays is averaged out in the data, too. Interestingly, panel (a) also shows bands of $K$ values with near-equal correlations: up to $K = 8$, the correlations seem to be more or less the same (very high), at least up to $t = 45$ min. The second band of near-equal correlations is between $8 \leq K \leq 17$, followed by a more gradual decay of correlations with $K$, but a sharp decrease in those correlations at $K \approx 27$. One reason for these sudden correlation decreases could be a strong rearranging in the clustering at those $K$ values: e.g., in Fig. 3, panels (a) and (b), one can see that for $K = 5$, Brussels is at the border of the red cluster, while at $K = 10$, it is in fact in the middle of a cluster. Such rearranging can be quite sudden from one value of $K$ to another. In contrast, the slow decrease in correlation within those $K$-bands can be related to a slow change in the clustering structure.

Panel (b) in Fig. 6 shows the correlation $\rho$ 40 minutes after model initialisation, as function of $K$, for each individual disrupted day. Clearly, these curves seem less gradual as the average displayed in panel (a). In fact, changing $K$ by 1 may impact the correlation up to 0.5 in some exceptional cases — specifically when $K$ is small (which makes sense as the clustering structure changes rapidly around these values). The average is displayed in black, and the gradual decrease with $K$ is visible. Red, thin lines indicate days on which the maximum correlation is at values $K \geq 9$, which is counteracting the overall pattern we see that the correlation keeps increasing with decreasing $K$ — on these seven days, the model performs best on a non-trivial level of $K$, between 9 and 11. Appendix C discusses this non-trivial level (i.e., $K = 10$) more in-depth and potential reasons why this clustering configuration may be optimal in some circumstances. The blue lines indicate all other days (where optimal correlations are found with very low values of $K$).

4.5 Model discussion

Our results show that modelling delay as a diffusion-like spreading phenomenon clearly has limitations: on the scale of individual stations (Fig. 4a), the discrete nature of delays, accompanied with periodic undulations and sharp changes in delay is not simulated at all. Also, delays bound to trains usually travel in a specified direction, which is not captured by our model (which is a weighted form of unidirectional spreading). The diffusion-like-spreading assumption corresponds to the view that the delay propagation is based on single trains carrying a delay, but on many tiny trains, all going in various possible directions with their portion of the delay, which are randomly chosen, weighted by the variables in the model (e.g., frequency and travel times). Thinking about the diffusion-like model in this way motivates the use of coarse graining to improve the model. Qualitatively we show this in Fig. 4b and c and quantitatively this is discussed in Fig. 6: a clear increase in performance is visible when comparing results from the clustered version of the model to clustered data. Still, there is a loss of correlation with simulation time: the further from the initialisation time, the more new trains and delays enter the system and change the real delay time series, unaccounted for by the model. It is important to note that
the latter will always be a caveat for delay propagation models due to the inherent stochasticity of delay generation.

The toy systems we tested are meant as illustrations to indicate what the model benefits from: average patterns. As soon as the network is dense and there are many trains travelling on it, the real delays spread roughly along simple statistics like train frequencies, which are the basis of this model. But as soon as the network becomes more sparse, especially when it becomes tree-like, the correlation drops.

Our discussion on the classification of disrupted situations showed no clear differences in model performance based on the initial condition, at least as far as its localization (which is the basis of the classification) is concerned. However, our approach was naive: we classified the disrupted days by eye into four groups. We cannot conclude that there are no other, better metrics that do distinguish situations in which the delays spread in a more diffusion-like manner than in other situations — something we do find in the toy examples. Hence, we propose to investigate such metrics further in future work.

The high performance at low values of $K$ implies that a coarse resolution is better suited for these type of models. The disadvantage of that is the loss of detail. Also, as shown in the toy examples, there are cases we can think of that are not suitable to be modelled well by the model; high sparsity of trains increases the discrete nature of delays and decreases the applicability of the mean-field approximation. Another example where these models have low accuracy is when the delays are mainly governed by stochasticity, and not by propagation dynamics. This is the case in situations where the overall delay level in the network is low. Such situations are difficult to capture well in many delay propagation models, in fact.

We propose therefore that the model presented here finds its niche in the problem of simulating the propagation of severe delays on a large scale. In such circumstances, the exact magnitude of delays at fixed positions is not always of most interest, while the general trend, speed of delay decay and direction of the overall bulk of delay are of high importance. Such information is well retrievable from the clustered model. In fact, this model is arguably very suited to analyse these
large-scale dynamics and how they depend on network topology and high-level parameters such as train frequencies. All information of the system’s dynamics is embedded in the G-matrix (Eqn. 8) — a single matrix that can be analysed using spectral methods to investigate its eigenproperties, for example. Another advantage of this model is its simplicity. Using only a small set of parameters that are easily retrievable from the schedules (which can usually be found online for any European railway system), one can model the whole railways with a single simple differential equation (Eqn. 7).

5 Conclusions

In summary, we devised a model that simulates delays as a diffusion-like spreading phenomenon. The intuition is that, on average, the direction and dissipation of delay relates to aspects of the schedule such as train frequencies and travel times. We apply the model to the Belgian railways and investigate its strengths and weaknesses. In particular, we find that the model performance increases sharply when coarse graining by grouping stations together into clusters. We conclude that this model is mainly of use when working on larger scales and aiming to identify system properties related to delay dissipation and general directions of delay propagation, rather than accurate individual prediction.

We have illustrated the workings and performance of the model using the Belgian railway network as an example. Our framework, however, is general and could be applied to any country. Nevertheless, there are some international differences that should be taken into account. One aspect which may influence the performance of the model in different countries, is the position of important railway hubs. Hubs, such as large cities, are expected to play an important role in the delay propagation dynamics. In Belgium, these hubs are well distributed across the country, apart from the more rural areas in the south-east and far-west. This means that, in our geographic clustering, the hubs usually fall into different clusters. The Netherlands, in contrast, has its most important cities concentrated in the west of the country. In a model with a small number of clusters, it is possible that many of these hubs end up in the same cluster, which may have an unwanted effect on the model’s performance and usefulness. For this reason, it might be important to consider other clustering methods.

Not only geographic differences should be considered when trying to extrapolate these results internationally. Various factors impacting delay propagation vary from country to country, like policy, protocols, infrastructure details and delay statistics in general [36]. However, we argue that the increase in model performance when coarse graining is robust to these changes, because the reason for it is of a more theoretical nature: diffusion-like spreading captures average delay fluxes, which are more prominent in clustered systems.

Applying the model to other countries is straightforward, since its ingredients are general and easily obtained: train turnover rates, frequencies, travel times and adjacency matrices are readily derived from network architecture and railway schedules. A natural extension of our work would thus be to compare the network models for different countries and explore the properties in different spatial resolutions.

All of the model’s dynamics are essentially derived from the matrix G, also for the clustered versions. Exploring the spectral and topological properties of the weighted network that G describes and relating those properties to the dynamics of the railway system are of interest in our future work. It is possible that a few simple metrics, derived from this matrix, could be used for a quick international comparison of railway networks.

Despite its simplicity, this model already gives us a tool to better understand railway network dynamics. However, there are a number improvements to be made in future work. For example, it is possible to add noise to the model, to account for the generation of new delays. The magnitude and distribution of stochastically generated delays at different stations can possibly be derived from the data. It would be interesting to see how noise may lead to an ‘equilibrium’ delay distribution, in contrast to the highly disrupted situations we considered in this paper.

Once delay is generated in a real railway system, there are mechanisms and feedback loops that can amplify it or mitigate it. Such mechanisms are not present in the model, but would be a valuable addition. Such feedbacks can be nonlinear, complicating the model but possibly generating new dynamics. Finally, our model is ‘first-order’: the spread of delay is determined only by where it is, not where it came from. Including a memory mechanism will probably increase the accuracy of the model, but may also make it more complex. One way to do this is to consider delay on stations, but instead on edges. In such a version of the model, the directional information of trains is partially kept, contrary to our station-based model.

Diffusion-like spreading is researched in many other fields other than transport literature. In particular, it is well established that the vulnerability versus perturbations of networked systems including social, epidemiological and engineering systems depends on (any quantification of) the modularity [24]: a more modular dynamical structure prevents large-scale spreading.
[37, 2]. Determining the modularity from the \( G \)-matrix can be an interesting next step, as the \( G \)-matrix does not only incorporate topology, but weights each edge by features from the schedules.

The results in this paper are not only of interest for modellers, but also for railway practitioners. First, the model output can provide insights into system-wide properties, like delay decay and general directions of delay propagation. Second, it is easy to use and all information is embedded in the \( G \) matrix. For example, practitioners might be interested in how isolated regions are from each other: the off-diagonal elements of the \( G \) matrix at the appropriate level of coarse graining reflects how strongly regions are connected, i.e. how much delay flows from one region to another. From an operational point of view, optimal levels of clustering like those seen for the red curves in Fig. 6b (see also Appendix C) can be used to categorise situations, issue protocols or form threat assessments in terms of delays.

We hope that the model itself and the results of the application to Belgium motivates researchers and practitioners to vary the spatial aggregation level to non-trivial levels. We believe these diffusion-like models can offer useful insights on how aspects such as network structure, basic schedule parameters and spatial resolution affect the delay propagation through a railway network. Ultimately, such models can lead to a better understanding of railway delay dynamics.
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