Minimizing Image Quality Loss After Channel Count Reduction for Plane Wave Ultrasound via Deep Learning Inference
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Abstract—High-frame-rate ultrasound imaging uses unfocused transmissions to insonify an entire imaging view for each transmit event, thereby enabling frame rates over 1000 frames per second (fps). At these high frame rates, it is naturally challenging to realize real-time transfer of channel-domain raw data from the transducer to the system back end. Our work seeks to halve the total data transfer rate by uniformly decimating the receive channel count by 50% and, in turn, doubling the array pitch. We show that despite the reduced channel count and the inevitable use of a sparse array aperture, the resulting beamformed image quality can be maintained by designing a custom convolutional encoder–decoder neural network to infer the radio frequency (RF) data of the nullified channels. This deep learning framework was trained with in vivo human carotid data (5-MHz plane wave imaging, 128 channels, 31 steering angles over a 30° span, and 62 799 frames in total). After training, the network was tested on an in vitro point target scenario that was dissimilar to the training data, in addition to in vivo carotid validation datasets. In the point target phantom image beamformed from inferred channel data, spatial aliasing artifacts attributed to array pitch doubling were found to be reduced by up to 10 dB. For carotid imaging, our proposed approach yielded a lumen-to-tissue contrast that was on average within 3 dB compared to the full-aperture image, whereas without channel data inferencing, the carotid lumen was obscured. When implemented on an RTX-2080 GPU, the inference time to apply the trained network was 4 ms, which favors real-time imaging. Overall, our technique shows that with the help of deep learning, channel data transfer rates can be effectively halved with limited impact on the resulting image quality.

Index Terms—Convolutional neural network (CNN), high-frame-rate ultrasound, plane wave imaging, sparse arrays.
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I. INTRODUCTION

ULTRASOUND imaging is well regarded as a noninvasive medical imaging modality. For current clinical scanners with array scanning capabilities, they typically form each image frame via a beamline-based pulse-echo sensing paradigm that involves sending one focused pulse firing along each of a set of beamlines in the imaging view. From each pulse-echo sensing event, one axial line of the image frame is generated by performing delay-and-sum (DAS) beamforming based on the channel-domain radio frequency (RF) data samples acquired from all array elements [1]. Real-time frame rates can be achieved with this conventional ultrasound imaging paradigm. In contrast, in the past decade, unfocused pulsing of planar or diverging wavefronts, which can transiently insonify the entire imaging view, has demonstrated efficacy in achieving high frame rates of over 1000 frames per second (fps) [2], [3]. For this high-frame-rate imaging paradigm, one image frame can be generated from the channel RF data array of the corresponding unfocused pulse-echo firing. The beamformed images obtained from unfocused pulse-echo firings with different steering angles can also be coherently compounded to improve the lateral image resolution [4], [5]. Accordingly, researchers have successfully imaged hemodynamics in vivo on a time-resolved basis with submillisecond temporal resolution [6]–[8]. Others have also developed new applications, such as shear wave elastography and functional ultrasound imaging [9], [10].

While conceptually powerful, high-frame-rate ultrasound imaging is not without its practical implementation challenges. Its two primary hurdles are: 1) high computational capacity is required to generate images in real time [11] and 2) high streaming bandwidth is needed in transferring the channel RF data from the array front end to the computing back end [2]. The first hurdle can possibly be overcome by applying software beamforming methods that make use of graphics processing unit (GPU) computing devices to parallelize the DAS beamforming process over different pixel positions [4], [12]. Nevertheless, the second hurdle is more challenging to address. Specifically, upward of 10 GB of channel RF data can be transmitted every second, and few scanners are designed to accommodate this level of data streaming traffic [2]. In light of
this bottleneck, it is of practical interest to reduce the amount of channel RF data that needs to be streamed to the computing back end.

Several approaches have attempted to circumvent the data streaming bottleneck in high-frame-rate ultrasound imaging. One emerging direction in recent years is compressed sensing (CS), which combines sub-Nyquist sampling with assumptions of sparsity to achieve close to 90% data reduction [13]–[16]. However, these methods often require an iterative solution to optimization problems (i.e., there is no closed-form solution), so it is inherently challenging to implement them in real time even though attempts to accelerate CS have been made [17], [18]. Another algorithmic solution is to perform sparse convolutional beamforming that works by using a sum coarray algorithm to improve image quality while nonuniformly reducing the total number of array elements. Nevertheless, this solution has yet to be demonstrated in real time, and its feasibility in high-frame-rate imaging via unfocused transmissions has not been shown [19].

Other approaches to reduce the data streaming traffic in ultrasound imaging involve hardware modifications, either by reducing the total number of array channels or by executing preprocessing within the front-end hardware. The use of sparse arrays is one example of such an approach. Although their use can directly reduce the data streaming traffic, sparse arrays typically have higher sidelobe levels in their field profile, and this issue is known to compromise image quality [20]–[23]. Alternatively, the incorporation of hardware microbeamformers within the transducer front end, which execute part of the DAS beamforming process, also allows for fewer data samples to be streamed to the system back end [24], [25]. Yet, this approach inherently makes the system less reconfigurable, so it is ill-suited for the implementation of new channel-domain imaging methods [2]. Perhaps, a less restrictive data transfer reduction solution is to add a lossless compression–decompression algorithm to the system’s data streaming operations [26]. Nonetheless, the compression ratio that can be achieved tends to vary depending on the characteristics of the acquired channel RF samples, so it is uncertain as to whether the size of the compressed data streaming traffic can always be accommodated by the system.

In this article, we present a new real-time framework for data transfer reduction when performing high-frame-rate ultrasound imaging via a software beamforming approach. Our proposed framework works by uniformly halving the channel count on receive and then reconstructing the other half of the channels using a data-driven, deep-learning approach. We hypothesize that the total number of receive channels for robust image formation can be reduced by exploiting redundancies between the pulse echoes of adjacent channels. This redundancy stems from the prevailing concept in pulse-echo sensing that different transducer channels on the same aperture would tend to receive, for a given scatterer, a similar echo signature that is merely shifted in time. Accordingly, we posit that a convolutional neural network (CNN) architecture can be trained to capture the redundant structure within the channel RF data array. The trained network can then be applied to reconstruct full-channel RF datasets from truncated ones acquired with fewer array elements used on reception. In doing so, data streaming traffic can be effectively halved with minimal loss in image quality and with bearable computational cost that does not compromise real-time feasibility, as will be shown later in this article.

II. THEORY

A. Background Considerations

In principle, it is readily possible to reduce raw data transfer in ultrasound imaging by uniformly decimating every other channel on the array aperture during pulse-echo reception. Nevertheless, in doing so, the array pitch for beamforming would be concomitantly doubled. Using a large pitch relative to the acoustic wavelength (exceeding the spatial Nyquist limit of \( \lambda/2 \)) results in spatial aliasing that, in turn, introduces imaging artifacts along the lateral dimension and reduces the contrast of echolucent regions [27]. Fortunately, this drawback is in theory addressable because, according to modern signal processing, even the Nyquist sampling limit can be overcome with additional knowledge of the structure of the signal [28], [29]. As explained in the Appendix, ultrasound RF data are indeed highly structured across adjacent channels. Accordingly, our proposed framework has been devised to implicitly take advantage of this structural redundancy via a data-driven, deep-learning approach to recover decimated channel-domain RF data and, in turn, generate ultrasound images with comparable quality as those formed using RF data acquired from the fully populated array.

B. Overview of the Proposed Framework

A convolutional encoder–decoder network is designed to use learned convolutional kernels to extract features in the RF data and to perform data recovery accordingly. This network forms the basis of our proposed pre-beamformed data formation framework as shown in Fig. 1, together with the overall imaging system. After a transmit event, the framework (dashed box) first acquires from half of the receive channels (odd-indexed) of the ultrasound probe, then infers the unacquired channels (even-indexed) using the neural network, and finally interleaves the acquired and inferred channels to reform a full-channel set of data. The reconstructed full dataset is then passed to a beamforming module to generate an image frame.

The encoder–decoder network is chosen because this architecture is suitable for the RF data inference task based on image processing literature. In modern image processing, encoder–decoders are used for image restoration tasks such as inpainting (i.e., the recovery of lost data in images and videos [30]), which can be considered analogous to the recovery of missing RF data between channels in ultrasound. Similar to inpainting, after data-driven training, the encoding stage of the neural network learns to generate a compressed representation of the most important spatiotemporal features and the decoding stage learns to regenerate the missing portions of RF data based on those encoded features.
III. CUSTOM ENCODER–DECODER IMPLEMENTATION

A. Number of Layers, Kernels per Layer, and Kernel Sizes

In a CNN, the capacity to capture complex structures is governed by the number of layers, the number of kernels per layer, and the kernel sizes. Increasing these parameters allows for increased capacity to capture complex structures; however, doing so comes at the expense of increased computational cost.

To balance this tradeoff, a nine-layer encoder–decoder network was chosen. The encoder–decoder has four encoding layers to extract the redundant structure in the RF frame, four mirrored decoding layers for inference, and one recombination layer to combine the inferred features into a single RF frame. The number of kernels per layer was also chosen to balance the tradeoff between capacity and computation. The four encoding layers, respectively, have 8, 32, 64, and 64 number of kernels; this subarchitecture was mirrored in the decoding layers. The number of kernels per layer along with the convolutional stride length helps to compress the RF data into feature maps in encoding and to infer the RF data in decoding.

The convolutional kernel sizes affect the extent of the structure captured in each layer. The sizes were selected, so that the first layer captures more of the features related to the fundamental RF frequency along the depth dimension by using a long kernel of size (5,3). The second layer captures more of the salient spatiotemporal features using a wide kernel of size (6,8). The third and fourth convolutional layers, size (3,3), add depth to the network to better capture the redundant structure. The subsequent deconvolutional layers (first four layers of decoding stage in Fig. 2) mirror the parameters of the encoding layers to form a standard encoder–decoder architecture. The convolutional layer at the end of the decoding stage (Fig. 2, in blue) used a kernel of size (5,5) to recombine the inferred features into a single image.

B. Convolutional Strides

To compress and decompress the extracted RF data features, the proposed network used a stride length of two for all layers but the second encoding layer and its corresponding decoding layer (white layers in Fig. 2). The stride of a convolutional layer represents sample “skipping” in each dimension [31]. For example, a kernel with a stride length of one performs convolution at each index. A convolutional kernel with a stride length of two performs convolution at every other index, compressing the features of the RF data. Similarly, deconvolutional strides expand the features of the RF data.

C. Skip Connections

As shown in Fig. 2, skip connections were used to connect the first and second encoding layers to the last and second
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**Fig. 1.** Diagram of overall ultrasound imaging system (solid box), with RF data formation framework shown (dashed box). The proposed framework takes in odd-indexed channels, uses a CNN to infer the even-indexed channels, and then interleaves the channels to output a full-channel RF dataset.

**Fig. 2.** Shows the overall structure of the proposed encoder–decoder network. The network first takes in the odd-indexed RF channels as its input (light blue) and then prepares the data using zero-padding (green). Next, the prepared data enter the encoding stage of the network, where the redundant spatiotemporal features are extracted and compressed via four layers of convolutional kernels. Afterward, the compressed representation is decoded to infer the unacquired RF data via four deconvolutional layers. After the decoding stage, the resulting feature maps are combined into one using the last convolutional layer (blue). Lastly, the feature map is cropped (orange) to form the inferred even-indexed RF channel data for output (purple). In Sections II-D and III, the RF data input–output and the encoder–decoder network are discussed in detail.

**D. RF Data as an Image for Encoder–Decoder Input–Output**

The input and output of the convolutional encoder–decoder are formed by treating the RF data across channels as a single image. Channelwise concatenation of RF data, visualized as an image in Fig. 1, exhibits spatiotemporal structure across both fast time and across the channels. Even in just half the channels, the hyperbolic shape that the framework leverages for RF data inference is still present in the RF data frame, as shown in top left of Fig. 1 (under “odd-indexed channels”). Before entering the encoding–decoding stage of the network, the RF data frame is zero-padded to ensure that the appropriate sample size is used for downsampling along the depth dimension across all encoding layers. The kernels of the proposed network then capture and compress the structure in the odd-indexed channels and use that structure to infer the even-indexed channels. Finally, the RF data frame is cropped to return the output to the original size of the input RF data.
Fig. 2. Proposed architecture of the convolutional encoder–decoder. Odd-indexed RF channels (light blue) are input to the network and zero-padded (green) into a multiple of 8 in size. The encoding layers compress the information, while the decoding layers interpret the compressed information. The number and size of the kernels for each encoding and decoding layers are shown below the corresponding layers (dark and light gray). Two sets of skip connection concatenate the outputs of the encoding layers (start of arrows) to the inputs to the decoding layers (end of arrows). The last convolutional layer (dark blue) recombines the information into a single RF frame, which is cropped (orange) to ensure preservation of input and output dimensions, resulting in the inferred even-indexed RF channels (purple).

last decoding layers. These connections enable extracted features from the first two layers to have additional effect in inferring the unacquired channels in the decoder stage of the network. Skip connections also stabilize the gradient descent methods used for neural network training [32]. A drawback of using skip connections is that additional computation time is required for inference; thus, in the proposed encoder–decoder, the skip connections are limited to the outer layers with the fewer number of kernels.

D. Activation Function

Apart from the last convolutional layer, a leaky rectified linear unit (ReLU) activation function (α = 0.01) is used to better facilitate the training. While a standard ReLU takes a value of 0 for inputs below 0, the leaky ReLU has a very small slope, which has been shown to help in training by alleviating the vanishing gradient problem [33]. In contrast, the last convolutional layer uses a linear activation, since the expected even-channeled RF data outputs span both positive and negative values.

IV. EXPERIMENTAL METHODS

A. Acquisition of Neural Network Training Data

In order to train the CNN presented in the previous section, a total of 62,799 steered in vivo RF datasets were acquired. These datasets were captured along both the short axis and the long axis of human carotid artery from seven healthy volunteers (age: 25.9 ± 4.9) using a research imaging platform (SonixTouch; Analogic Ultrasound; Peabody, MA, USA). The research platform was programmed to transmit 31 steered plane wave pulses (2-cycle 5-MHz pulse; −15° to 15°, 1° separation; pulse-repetition frequency (PRF): 10 kHz) with an L14-5 array transducer (pitch: 0.3048 mm; Analogic Ultrasound). This research data acquisition protocol has been approved by the Clinical Research Ethics Committee of the University of Waterloo (Protocol No. 31694). The received echoes were digitized using a pre-beamformed data acquisition tool [34] with 12-bit resolution at 20-MHz sampling rate. The acquired RF data were subsequently transferred to a computer server for off-line processing. Table I summarizes the ultrasound scanner details and imaging parameters used for data acquisition.

| Parameter                          | Details                        |
|-----------------------------------|--------------------------------|
| Ultrasound Scanner               | SonixTouch                     |
| Ultrasound Probe                  | L14-5                          |
| Number of Tx/Rx Channels          | 128                            |
| Array Pitch                       | 0.3048 mm                      |
| Number of Tx Pulse Cycles         | 2                              |
| Transmit Frequency                | 5 MHz                          |
| Transmit Angle Range              | −15° to 15°                    |
| Sampling Rate                     | 20 MHz                         |
| Imaging Depth                     | 60 mm                          |
| Pulse Repetition Frequency        | 10 kHz                         |

B. Data Preprocessing

After acquisition, the data were preprocessed to prepare the training inputs and training references in MATLAB (version 2016a; MathWorks, Natick, MA, USA) using a computer server (SYS-4028-TRT; Super Micro, San Jose, CA, USA) running a Xeon E5-2620 central processing unit (Intel, Santa Clara, CA, USA) and an RTX-2080 GPU (Nvidia, Santa Clara,
CA, USA). Fig. 3 depicts the data processing pipeline that the acquired RF data follow, so that it is properly split and scaled to serve as training input and reference pairs. First, the initial 200 samples from each channel were discarded to minimize the effect of the transmit pulse on neural network training. The acquired samples were then limited to within the $-0.5$ to $0.5$ range by dividing by 4096 (the 12-bit samples acquired from the SonixTouch are stored as integers from $-2048$ to $2047$) as it is within the range that most CNN implementations work best. The odd-numbered channels and even-numbered channels were then split into $1300 \times 64$ sized input and reference RF frames for the convolutional encoder–decoder to learn.

**C. Neural Network Training and Evaluation**

The proposed encoder–decoder CNN was implemented in Python (version 3.6.7) using the TensorFlow-GPU (version 1.12.0) back end for GPU-integrated training neural network training. Keras (version 2.1.6), TensorFlow’s high-level application programming interface (API), was used to define the custom encoder–decoder architecture and to call the TensorFlow-GPU back end for GPU-accelerated training and inference. To train the implemented network, 80% of the acquired dataset was used and further split into training set (85%) and validation set (15%). The training was performed for 50 epochs by optimizing the mean-squared error (MSE) loss function using the Adam optimization algorithm [35] at a learning rate of 0.001 and a batch size of 4. Subsequently, the remaining 20% of the acquired dataset was used to evaluate the performance of the network by examining the normalized root-mean-squared error (NRMSE). The NRMSE was evaluated on three data variants: the raw RF data, the amplitude of the Hilbert transformed RF data, and the phase of the Hilbert transformed RF data.

**D. Image Quality Evaluation of the Proposed Framework**

After training, new RF datasets were acquired and beamformed with both original and inferred data to assess the performance of the overall framework. Using the same parameters as in Table I, new datasets were acquired from the carotids of healthy subjects outside of the training set subjects. Additionally, RF dataset was acquired from a multi-point target phantom (Multi-Purpose Multi-Tissue Ultrasound Phantom; Computerized Imaging Reference Systems, Inc., Norfolk, VA, USA) using a steering angle span of $-14.75^\circ$ to $+14.75^\circ$ (increments of 0.5°). This phantom test case served to assess the generalizability of our network both to angles and to imaged structure that was entirely different from our training dataset. The images formed from these acquisitions served to evaluate image quality in terms of resolution, contrast, and spatial aliasing artifacts.

To analyze the efficacy of the proposed framework in recovering image quality and suppressing spatial aliasing artifacts, three derivative RF datasets were generated from the newly acquired RF data.

1) **Odd-indexed channels**: The odd-indexed channels (64 in total) of the acquired RF data for each angle.

2) **Linearly interpolated channels**: This RF dataset represents a reference data recovery scheme for the unacquired channel data. The recovery was done by linearly interpolating the neighboring odd-indexed channels to form the unacquired even-indexed channels to restore the full-channel (128) RF dataset.

3) **CNN-inferred channels**: This dataset was formed using our proposed framework. The odd-indexed channels were extracted from the original acquisition and passed into the CNN encoder–decoder to infer the even-indexed channels for full-channel (128) restoration.

B-mode images were subsequently formed from the original full-channel dataset and the three derivative RF datasets using a conventional DAS beamforming framework according to the parameters in Table II. The RF data were first prefiltered with a 3−7-MHz finite-impulse response (FIR) bandpass filter applied along the fast-time dimension. The RF data were then converted to the analytic form using the Hilbert transform. Afterward, DAS beamforming was performed to generate the four sets of images; a constant F-number of 1.25 and a uniform (rectangular) apodization were used.

**E. Evaluation of Image Quality After Coherent Compounding**

Plane wave images are often coherently compounded to improve the image quality as compared to images beamformed from a single transmission. The image quality (spatial aliasing artifacts, contrast) was also assessed after coherently compounding increasing subsets of the beamformed images from steered transmissions. The steering angles used for compounding were selected in pairs, so that each compounded image was always formed from balanced positive and negative steering angles. The single transmit images were also selected to be evenly distributed along the angle span (e.g., $-8^\circ$ and $8^\circ$ for
two compounded angles; $-10^\circ$, $-5^\circ$, $5^\circ$, and $10^\circ$ for four compounded angles).

**F. Evaluation of Computational Capacity**

To assess the possibility for real-time inference using the proposed framework, the inference time for RF channel regeneration was calculated using Python’s built-in timing functionality (time.clock); 250 RF data inference operations were conducted and their timings were averaged.

**V. RESULTS**

**A. Trained CNN Encoder–Decoder Can Recover the Unacquired Channel Structure**

The proposed CNN encoder–decoder was able to recover the structure of even-channeled RF data for the unseen test set data (i.e., not included for training and validation). As an example, Fig. 4(a) shows an in vivo human carotid B-mode image (40-dB dynamic range) generated from the test set along with the corresponding reference even-channel RF frame [see Fig. 4(b)] and the inferred RF frame [see Fig. 4(c)] based on the odd-channeled RF input. The overall structure in the inferred RF data generally matched the reference one; this observation is substantiated by the low NRMSE (0.012) between the two RF images.

To more closely examine the performance of the network at different depths, Fig. 4(d)–(i) shows the enlarged regions of RF data at increasing depths [depicted by the corresponding dotted boxes in Fig. 4(b) and (c)]. As can be observed, the local structures in the inferred RF data (right column) resembled that of reference RF data (left column) for shallow and medium depths [see Fig. 4(d)–(g)] but were dissimilar for deep imaging depths [see Fig. 4(h) and (i)]. Table III quantifies the NRMSE (normalized to RF data range) in the image for each region and compares the CNN inference approach with linear interpolation of the channels. Additionally, the Hilbert transform of the RF data is taken, so that the NRMSE of the amplitude (normalized to RF amplitude range) and phase (normalized to $2\pi$) can be evaluated. RF data inferred with our CNN show that the CNN better matches the reference RF data in every scenario compared to linear interpolation. The higher NRMSE in deeper regions [see Fig. 4(h) and (i)] is due to the lack of structured scattering from that region as shown in the corresponding B-mode images [bottom of Fig. 4(a)].

**B. Grating Lobe Reduction and Preservation of Resolution in Multiple Point Target Phantom Across Transmit Angles**

To demonstrate that our data recovery scheme does not result in a loss of post-beamformed image quality, Fig. 5 displays point target images generated from the full-channel and the derivative datasets (left to right, see Section IV-D) with $-14.75^\circ$ (top row) and $-0.25^\circ$ (bottom row) steering transmissions. It can be observed that the images beamformed with the proposed method (second column) contain reduced spatial aliasing artifacts (highlighted by yellow squares) from the channel reduction as compared to images from other derivative datasets (third and fourth columns). This observation holds across the two steering angles shown in Fig. 5.

To quantify the reduction in grating lobe power across transmission angles, Fig. 6 plots the mean grating lobe power at different transmission angles, averaged over a $4 \times 4$ mm$^2$ region centered on the peak spatial aliasing artifacts on the left

**TABLE III**

| Region               | Entire RF | Shallow Depth | Medium Depth | Deep Depth |
|----------------------|----------|--------------|--------------|------------|
| CNN Interpolated (Int) | 0.012    | 0.050        | 0.026        | 0.137      |
| CNN Int. Amplitude   | 0.017    | 0.099        | 0.049        | 0.195      |
| CNN Int. Phase       | 0.206    | 0.165        | 0.092        | 0.239      |
| Linear Interpolated  | 0.022    | 0.075        | 0.037        | 0.138      |
| Linear Int. Amplitude| 0.025    | 0.142        | 0.096        | 0.198      |
| Linear Int. Phase    | 0.269    | 0.247        | 0.254        | 0.264      |

Fig. 4. (a) B-mode image of human carotid in vivo and the corresponding acquired even-indexed RF data (left column) and inferred even-indexed RF data (right column). Whole RF data “images” are shown in second row, (b) and (c). Snippets corresponding to respective orange dashed boxes in (d)–(i).
Fig. 5. Single plane wave transmission B-mode images (40-dB dynamic range) of point target phantom beamformed from original full-channel RF dataset (first column), CNN-inferred channel dataset (second column), linearly interpolated channel dataset (third column), and the original odd-indexed channel dataset (fourth column). Images are shown for $-14.75^\circ$ transmission [top row, (a)-(d)] and for $-0.25^\circ$ transmission [bottom row, (e)-(h)]. Yellow boxes highlight spatial aliasing regions used to calculate artifact power in Fig. 6.

Fig. 6. Measured spatial aliasing artifact power in B-mode images across transmission angles for original full-channel RF dataset (dark blue), CNN-inferred channel dataset (orange), linearly interpolated channels dataset (light purple), and the original odd-indexed channel dataset (light blue). Thumbnails of B-mode images beamformed from CNN-inferred channels shown at bottom.

C. Recovery of Carotid In Vivo Lumen-to-Tissue Contrast

Images beamformed from RF data inferred with our method also show improved image quality for in vivo scenarios. Specifically, it can be observed in Fig. 8 that the images of the human carotid in vivo generated from the full-channel (first column) and the CNN-derived (second column) datasets demonstrate clear visibility of the common carotid artery.
lumen (center-top of each image). In contrast, in the linearly interpolated (third column) and odd-indexed (fourth column) datasets, the carotid lumen is hidden by artifacts from channel count reduction for both carotids, regardless of the transmit steering.

Examining the lumen-to-tissue contrast across transmission angles for each compared dataset, Fig. 9 plots the measured contrast difference over $4 \times 4$ mm$^2$ regions of lumen and tissue [yellow and green squares, respectively, in Fig. 8(e)]. On average, the lumen-to-tissue contrast of images beamformed from the CNN-derived dataset (orange line) is within 3 dB of the contrast of images beamformed from the full-channel dataset (dark blue line), while demonstrating between 8- and 10-dB contrast improvement over images beamformed from the odd-indexed channels (light blue line) alone. The lumen-to-tissue contrast of images generated from linearly interpolated data (light purple line) shows minor improvement but does not reach the contrast improvement of the proposed method.

### D. Consistent Image Quality Improvement After Coherent Compounding of Single Transmit Images

B-mode images formed from steered plane wave transmissions were coherently compounded to assess the image quality improvement compared to using only a single transmission. Figs. 10 and 11 demonstrate the effect of compounding images beamformed with CNN-inferred data using the same imaging scenarios as Figs. 6 and 9, respectively. Fig. 10 shows that coherent compounding reduces the spatial aliasing artifacts even without inference (light blue line), but our proposed CNN inference scheme results in reduced artifacts with fewer
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Fig. 9. Measured lumen–tissue contrast in B-mode images across transmission angles for original full-channel RF dataset (dark blue), CNN-inferred channel dataset (orange), linearly interpolated channels dataset (light purple), and the original odd-indexed channel dataset (light blue). Thumbnails of B-mode images beamformed from CNN-inferred channels shown at bottom.

angles compounded (left half of red line). The artifact power is measured via a $4 \times 4 \text{mm}^2$ region centered on the peak spatial aliasing artifacts on the left side for each compounded image. It is notable that the images beamformed with CNN-inferred data have lower average power in the artifact region when many angles are compounded (right half of red line). This result is attributed to the lack of structured scattering (see Section V-A) changing the speckle pattern. Fig. 11 shows that coherent compounding also improves visibility of the lumen without inference (light blue line), but CNN inference (red line) results in consistently improved (6–8 dB) lumen–tissue contrast overall. The contrast was measured over the same $4 \times 4 \text{mm}^2$ regions of lumen and tissue [yellow and green squares, respectively, in Fig. 8(e)]. In both Figs. 10 and 11, linear interpolation (light purple line) slightly improves the measured metrics compared to no channel inference (light blue line), but not to the degree of the proposed method.

E. Real-Time Computational Capacity

Using the TensorFlow-GPU framework (version 1.12.0) running on an Intel Xeon E5-2620 CPU (Intel, Santa Clara, CA, USA) and an Nvidia RTX 2080 GPU (Nvidia, Santa Clara, CA, USA), an inference rate of 4 ms is achieved per 64 channels of RF data. This rate corresponds to a 250-fps inference throughput on our system.

VI. DISCUSSION

A. Convolutional Encoder–Decoder as a New Framework for Channel Data Recovery

A primary advantage of ultrasound over other medical imaging modalities, such as CT or MRI, lies in its ability to perform point-of-care imaging [36]. Given its bedside applicability, the novel imaging insights provided by high-frame-rate imaging [3] are most effective when they are available to the sonographers in real time. However, two barriers in enabling real-time high-frame-rate imaging are: 1) the immense data transfer rate to move the data from the sampling front end to the processing back end within the imaging system and 2) the

Fig. 10. Measured spatial aliasing artifact power in B-mode images across a number of coherently compounded single-transmit images for original full-channel RF dataset (dark blue), CNN-inferred channel dataset (orange), linearly interpolated channels dataset (light purple), and original odd-indexed channel dataset (light blue). Thumbnails of compounded B-mode images beamformed from CNN-inferred channels shown at bottom.

Fig. 11. Measured lumen–tissue contrast in B-mode images across a number of coherently compounded single-transmit images for original full-channel RF dataset (dark blue), CNN-inferred channel dataset (orange), linearly interpolated channels dataset (light purple), and original odd-indexed channel dataset (light blue). Thumbnails of compounded B-mode images beamformed from CNN-inferred channels shown at bottom.
computational cost of real-time beamforming at high frame rates.

Our work addresses the data transfer challenge of real-time high-frame-rate imaging via channel count reduction without sacrificing image quality. Simply reducing the transducer receive channel count results in a loss of post-beamformed image quality due to the introduction of artifacts and the loss of contrast. To compensate for the channel reduction, a neural network was trained, using over 60,000 in vivo sets of plane wave data (see Table I), to infer unacquired RF channel data from the acquired channel RF data. An encoder–decoder network structure (see Fig. 2) was designed to leverage the hyperbolic structure of the acoustic echoes to regenerate data from unacquired channels. Examining only the inferred RF data (see Fig. 4), our CNN correctly captures the expected spatiotemporal structure. After CNN inference, a set of full-channel RF data can be formed by interleaving the acquired and inferred channel data (see Fig. 1). B-mode images beam-formed from the regenerated RF data closely matched the images beamformed from the full-channel RF data in grating lobe artifact power (see Fig. 6), point target resolution (see Fig. 7), and lumen–tissue contrast (see Fig. 9), even when coherent compounding was applied (see Figs. 10 and 11).

To minimize CNN inference time for real-time performance, only nine convolutional layers were employed, leading to an inference rate of 250 RF fps on our system when executed on a GPU. Such inference rate can support both a live imaging mode and replay mode of a real-time high-frame-rate imaging system, such as the one described in [37]. To form a functional system that involves the entire signal processing chain from channel data recovery to image formation, the computational challenge of real-time high-frame-rate beamforming must also be addressed. Previous works have already demonstrated leveraged GPUs for real-time image formation [4]. Thus, we anticipate that a two-GPU system, where one GPU performs the inference before passing the full set of RF data to the second GPU for beamforming, can help realize such a system.

Our proposed data reduction and recovery framework has several advantages. First, the network demonstrated angle independence on data from steering angles ranging from −15° to +15°. As such, the same network can be used for inference from all the acquired angles. This capability represents an improvement over our preliminary results [38] that only inferred unsteered plane wave data using the same number of layers. Second, the trained CNN showed high generalizability across imaging scenarios. Reconstructed images were derived from a wire phantom in vitro (see Fig. 5), but the training data consisted solely of in vivo samples that contained no clear point targets, highlighting the generalizability of our framework. Third, the ease of training data formation is another important advantage of the proposed framework. While our method falls under the umbrella of supervised learning within the topical theme of deep learning, our training input–output pairs (odd/even indexed RF channels) are formed without any user-assisted labeling (see Fig. 3). One consequence of this feature is that for a given ultrasound imaging system, all plane wave RF data acquired without data reduction can then form a new training pair to further improve the network.

B. Impact of a Pure RF-to-RF Framework

Conventionally, when receiving acoustic echoes, the ultrasound transducer pitch obeys the Nyquist spatial sampling criterion. Violation of the Nyquist sampling rate leads to spatial aliasing, but other works have shown that the Nyquist rate can be overcome given knowledge of signal structure [28], [29]. In the Appendix, we show based on physical principles that spatiotemporal structure exists in received acoustic echoes from a plane wave ultrasound transmission. Our experimental results showed that the proposed deep learning method successfully inferred the RF data structure using convolutional kernels. According to the parameters of system used for this study (see Table I), the fundamental frequency was 5 MHz (wavelength of 0.308 mm at 1540-m/s sound speed), while the effective receive pitch was double of the wavelength (i.e., 0.61 mm for the pitch of odd-indexed channels). Given this discrepancy, our results suggest that the Nyquist limit for transducer element pitch is too conservative in ultrasound, given an appropriate compensation technique. This conclusion is in the vein of similar insights from works, such as [19] or [39]. Additionally, because CNNs are universal function approximators [40], there may exist undiscovered alternative nonlearning methods, which can also perform RF-to-RF data regeneration.

The value of our framework’s RF-to-RF nature is its ability to output raw RF data. This benefit can potentially enable the derivation of high-frame-rate imaging insights outside of B-mode imaging. Some high-frame-rate ultrasound methods, such as color Doppler [41], vector flow imaging [42], [43], or shear wave elastography [44], rely on the availability of the raw RF data or the phase to implement custom signal processing techniques to extract the desired information. Our proposed framework attempts to regenerate the raw RF data, unlike other methods to reduce channel count, which focus only on improving B-mode image quality, such as [19] or [45]. The fidelity of the reconstructed RF data (see Fig. 4) lends credence to our data reduction framework finding applications in non-B-mode ultrasound imaging and evaluating our framework’s applicability to color Doppler is an ongoing effort. The ability to reduce the data on acquisition while maintaining a full RF dataset for image formation is essential for real-time display in a clinical setting.

C. Limitations and Perspectives on Future Work

Our proposed framework demonstrated millisecond inference frame rates (Section V-E). However, true real-time high-frame-rate ultrasound requires submillisecond inference to achieve 1000-fps imaging. There are several avenues to pursue to further improve the inference speed without compromising the fidelity of the regenerated RF data. Without modifying the network architecture, inference frameworks such as Nvidia’s TensorRT (Nvidia, Santa Clara, CA, USA) can perform network optimizations and have shown up to twofold speedup of inference. Apart from software acceleration, next-generation hardware, such as Google’s tensor processing unit (Google, Mountain View, CA, USA), is being produced and specifically tailored for neural network operations. These hardware
advances can be integrated into an ultrasound open platform to add efficient CNN operations to the ultrasound imaging pipeline. Another possibility is to reduce the number of layers or kernels and correspondingly decrease the inference time. Nonetheless, in doing so, data recovery performance may suffer as the network learns to capture less.

High-frame-rate ultrasound imaging is also not limited to the imaging system used in this study. While this work was demonstrated using a specific probe (L14-5) and imaging system (SonixTouch), the proposed deep learning framework can be generalized to other linear probes and systems through acquisition of new data and network retraining. The existence of spatiotemporal redundancy in the RF data and the insights of applying an encoder–decoder architecture by treating the RF data as an image frame (i.e., a 2-D data array) are widely applicable. A more challenging barrier is expanding the framework beyond linear array probes as the current framework relies on applying spatially invariant convolutional kernels on raw RF data. Curvilinear probes, for example, show an increase in physical distance in neighboring channels with increased imaging depth. One suggestion to extend our work for curvilinear arrays is through scan conversion of the raw RF data before inference. Yet, this approach may degrade the fidelity of the data through excess interpolation.

In this work, the total data transfer was halved. Further reduction may be achieved via two means. First, the receive channels can potentially be decimated three or even four times with some modifications to the neural network, as the principles of data structure redundancy (see Appendix) are still valid for those scenarios. Second, as our framework is purely RF-to-RF, it can be used in conjunction with other data reduction schemes. The proposed method does not currently require hardware modifications but could potentially be applied together with a hardware-based compression scheme [26]. It remains to be investigated what the practical limit for channel reduction is for ultrasound imaging.

High-volume-rate 3-D ultrasound imaging is an area where data transfer reduction is even more necessary and is a natural application direction for our framework. Densely populated matrix probes can have upward of 1000 elements, while sparsely populated probes can suffer from low image quality [22], [46]. Our work provides a possible framework for bridging the gap by acquiring from a sparse matrix probe and then regenerating the RF data to emulate a fully populated matrix probe. This strategy can be realized either by applying the 2-D convolutional network architecture presented in our work one dimension at a time or by redevelopment of a network using 3-D convolutional layers [47], [48] with the possibility of using simulated data for network training.

VII. Conclusion

Reducing the data transfer rate can alleviate one bottleneck in real-time high-frame-rate ultrasound imaging. In this article, RF data transfer was halved by acquiring data from only half the transducer channels. The subsequent loss of post-beamformed image quality due to channel reduction was mitigated in vitro and in vivo using a deep learning approach to regenerate the RF data from the unacquired channel set. This method not only helps to enable real-time high-frame-rate imaging but also has a natural extension to the 3-D ultrasound imaging domain, where the data transfer rate remains an even larger barrier.

Appendix A

Explanation of Structural Redundancy of Channel-Domain Signals

To explain the origin of the redundant structure present in the pulse-echo signals received over different array channels, let us consider the basic case of pulse-echo sensing for a point target. Fig. 12 illustrates a setup of five channels and a reflecting point source on a 2-D plane. Each receiving element has coordinates \((0, x_0), (0, x_1), (0, x_2), (0, x_3),\) and \((0, x_4)\), respectively, and the point target has coordinates \((z_p, x_p)\). Assuming an ideal plane wave transmission at time \(t_0 = 0\) and a constant speed of sound \(c_0\), each transducer element (indexed by \(e\)) would receive the backscattered signal from the point source at the following time:

\[
t_e = \frac{z_p + \sqrt{z_p^2 + (x_p - x_e)^2}}{c_0}.
\] (A1)

Rearranging the terms to remove the radical and forming the equation of a conic section, we arrive at

\[
\frac{z_p^2}{c_0^2}
\left(t_e - \frac{z_p}{c_0}\right)^2 - \frac{1}{z_p^2}(x_p - x_e)^2 = 1.
\] (A2)

In this scenario, the signal received by each element is identical apart from the time of reception. Because of the isotropic reflection of the point source, the delays form a hyperbola in relation to the spacing between elements as in (A2). This delay calculation is the fundamental principle behind DAS beamforming, but this spatial structure can also be leveraged in a novel way for data reduction.

From algebra and geometry, given only two pairs of values \((t_e, x_e)\) and knowing the delays form a hyperbolic shape, the equation becomes fully determined and can be obtained by solving a system of equations with two variables. Therefore, in the single point-source, five-transducer element example without noise or other adverse effects, three of the five delayed signals can be considered to carry redundant information and
can be perfectly reconstructed from the other two. Extrapolating from this example to a fully populated linear array, we argue that there exist many such spatiotemporal redundancies between fast-time sets of RF data collected from neighboring channels. Each channel receives time-shifted version of echo pulses from the same scattering sources in the insonified medium.

Let us now extend the explanation to the case of a multi-point target phantom. Fig. 13 shows a snippet of the spatiotemporal structure of the RF data for such a phantom (the same one reported in Section IV-D; data were acquired using the same imaging parameters as those reported in Table I). For each point target in the phantom, three of which are highlighted in yellow in Fig. 13(a), the hyperbolic shape of the corresponding echoes is shown in Fig. 13(b). While the hyperbolic relationship in (A2) still exists, the signals can suffer from the nonidealities of attenuation and transducer angle dependence, as depicted by the reduction in signal strength away from the center of the hyperbolic structure, and potential superposition from other scatterers. Additionally, the signals from human tissue rarely manifest as those from true echogenic point sources. These reasons prohibit the exact use of (A2) to recover the unacquired channels in a typical imaging scenario. Instead, we take the data-driven approach presented in this work to learn an optimal method for leveraging the transducer channel redundancy to recover unacquired channels.

Fig. 13. (a) B-mode image of a multi-point target phantom and (b) corresponding 128 channel by 200 sample snippet of raw RF data highlighted in dashed yellow box.
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