Abstract: To achieve sustainable development of hydroelectric resources, it is necessary to understand their availability, variability, and the expected impacts of climate change. Current research has mainly focused on estimating hydropower potential or determining the optimal locations for hydropower projects without considering the variability and historical trends of the resources. Herein, the hydropower potential variability from reconstructed streamflow series estimated with a non-parametric gap-filling method and geographic information systems (GIS) techniques are analyzed. The relationships between hydropower and large-scale climate variability, expressed by sea surface temperature, are explored. Finally, we project hydropower potential through 2050 using 15 global circulation models with representative concentration pathway (RCP) 4.5. We used four watersheds in central Chile as a case study. The results show significant interannual and inter-basin hydropower potential variability, with decreasing trends over time modulated by alternating positive and negative decadal trends; these modulations exhibit greater intensities than the general trends and are attributable to climatic oscillations such as El Niño. Future scenarios indicate high hydropower availability and a possible over-investment in hydroelectric plants in two of the four studied watersheds. Results show the need to improve the current policies that promote hydropower development including hydropower resource variability in order to achieve optimal, sustainable hydropower development worldwide.
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1. Introduction

The world is facing increasing energy demands as a direct consequence of population growth, urbanization, and industrialization. According to the International Energy Agency [1], world gross electricity production reached 25,082 TWh in 2016. In addition, two thirds of electricity generation is based on fossil fuels, with corresponding CO$_2$ emissions of about 32 million tons, accounting for about 25% of the total global emissions contributing to global warming. To mitigate the effects of climate change, local governments worldwide have been promoting the development of renewable energies through subsidiary policies such as clean development mechanisms and carbon credits [2]. As a result, renewable energies, especially hydropower [3], are undergoing a boom due to their simple engineering,
greater efficiency, low energy production cost considering long effective lifetimes, and low operating and maintenance costs [4]. Worldwide hydropower potential is estimated at ca. 16,000 TWh [5], and hydropower reached the milestone of 1,000 GW of installed power in 2013. In recent years, the growth of the sector has ranged between 3% and 4%. At this rate, hydropower capacity will double by the late 2030s, with substantial growth expected in Asia, Africa, and South America [6].

The effects of climate variability and climate change on water resources, and thus on hydropower potential, introduce important uncertainties that need to be estimated through a proper modelling framework [7]. Naturally, even marginal improvements in the estimation of the installed capacities of hydropower plants could lead to substantial economic and environmental benefits.

Estimation of hydropower, i.e., the product of the specific weight of water, streamflow, and net water head, must include spatio-temporal streamflow and water head patterns. Streamflow is controlled by atmospheric variables such as precipitation and temperature, as well as watershed properties (e.g., topography, soil types, and land covers), which together determine surface runoff production. The link between variables controlling hydropower with climate is not trivial. Precipitation, which depends on atmospheric circulation dynamics and orographic effects, is the main driver of streamflow variability [8]. Fabry [9] analyzed the temporal variability of precipitation, proposing that at low-frequency scales, i.e., interannual to centennial, precipitation is controlled by climatic variability, i.e., climatic oscillations. Multiple later works have explored the connections between climatic oscillations and precipitation; e.g., precipitation variability in South America is primarily driven by El Niño South Oscillation (ENSO) at the interannual time-scale and by the Pacific Decadal Oscillation (PDO), Atlantic Multi-Decadal Oscillation (AMO), and the Southern Annular Mode (SAM) at the decadal time-scale [10]. In addition, the temporal variability of water head, which is smaller than that of streamflow, can exhibit long-term dynamics due to gradual geological processes such as tectonics, erosion, and sediment transport or due to singular catastrophic events such as volcanism and mega-earthquakes [8].

The effect of climate oscillations on hydropower is a recent line of research; e.g., Ng et al. [11] showed that El Niño (ENSO) climate oscillation strongly influences global hydropower production and causes hydropower production anomalies in South America ranging from −30% to +30% between the different phases. Moreover, the effects of future climate change on hydropower resources introduce another major source of uncertainty for the development of the sector; for instance, van Vliet et al. [7] and Zhang et al. [6] suggest an increase in hydropower potential in the high latitudes of the Northern Hemisphere (North of 55° latitude) and tropical Africa and a decrease in the US, Southern Africa, Europe and Southern Latin America. Carvajal et al. [12] estimated uncertainty in annual hydropower generation in Ecuador due to climate change at between −55% and +39% with respect to the average historical production. Turner et al. [13] showed that there is no clarity regarding the impacts of climate on hydropower in Latin America, which increases or decreases depending on the specific basin. This absence of consensus highlights a clear need to generate future hydropower scenarios considering the effects of climate variability and change at a reduced scale of analysis, e.g., basin level, to generate sustainable hydropower development policies [5].

In current practice, hydropower potential is estimated by combining geographic information systems (GIS) and hydrology techniques with different levels of complexity at the planetary [5], continental [14], and national and local [15,16] scales. Streamflow is determined using surface-runoff hydrological models, from simplified empirical lumped models to watershed-specific distributed hydrological models. The main difficulties of these techniques are: i) The accurate representation of the hydrological processes in runoff generation using simplified models and ii) the availability of the required data for physically-based distributed or semi-distributed modelling, especially for large and data-scarce regions with complex configurations (e.g., orographic effects) [17]. Alternatively, streamflow variability can be obtained by interpolation of existing stream gauge data over the river networks [18]. However, relatively long data series are required to properly represent the different time scales of variability (e.g., intraseasonal to decadal). Gap-filling techniques are thus a good
alternative for reconstructing streamflow, especially in data-scarce regions. Suitable methods such as those presented in Breiman [19] and Stekhoven and Bülmman [20] enable uncertainty in hydropower potential estimation to be reduced.

The impacts of climate change on hydropower potential have been evaluated through streamflow projections, which are obtained from hydrological models that use the downscaling projections for precipitation and atmospheric temperature from global circulation models (GCMs) [21]. However, there are errors and uncertainties associated with the precipitation-runoff modelling in hydropower estimations and projections, especially in a data-scarce region [17]. An alternative method to explore and project hydropower resources in these regions is necessary for their sustainable management. In this paper, we hypothesize that the variability of hydropower potential over the lifetime of a hydropower project, i.e., a couple of decades, and in a local area, i.e., basin scale, can be explained by streamflow variability, which in turn is controlled by climate variability, i.e., climate oscillations and trends. If this is the case, future hydropower scenarios can be determined from correlations between observed hydropower potential and sea-surface temperature (SST), and SST projections, obtained from GCM outputs, which will allow us to evaluate the impacts of climate change on hydropower potential in a specific basin. In particular, we evaluate the impacts of climate variability and change on hydropower potential in four major basins of central Chile (in which 76% of the country’s hydropower development is concentrated). The observed hydropower potential was estimated from 1970 to 2016, using geographic information system (GIS) techniques and reconstructed daily flow series. The interannual variability of hydroelectric resources was correlated with four climate indices and global-scale gridded SST data. The future hydropower scenarios through 2050 were developed for each basin using the SST projections from 15 GCMs forced with representative concentration pathway (RCP) 4.5, based on the correlations found between SST and observed hydropower potential for each basin.

2. Study Area

2.1. Hydropower Development in Chile

Due to population and economic growth in Chile, gross electricity generation exhibited a sustained increase from 22.4 TWh in 1996 to 75.5 TWh in 2018, with an expected annual growth rate of 2.5% through 2035 [22]. In 1997, 76% of the country’s electricity was generated by hydropower. A severe drought in 1998 caused electric rationing and motivated the generation of electricity using fossil fuels, principally imported natural gas [23]. From that time, the use of hydropower decreased to 27% in 2016 [22]. In line with international concerns about climate change, Chile started to promote renewable energies (according to the Chilean regulatory framework, renewable energy sources include hydropower plants with installed power of up to 20 MW) with laws 20,257 in 2008, and 20,698 in 2013, which are also known as non-conventional renewable energy laws (NCRE). The first forced electricity companies with more than 200 MW of installed power that make energy withdrawals from the interconnected system to prove that 10% of the withdrawals are from renewable sources. The second increased this fraction from 10 to 20%. The implementation of these two laws caused an explosion of small hydropower plant (SHP) development in the country (Figure 1), as 27 new SHP were built between 2008 and 2012, with 60% of these plants located in four basins of central Chile (Maipo, Maule, Bio Bio, and Bueno rivers). In addition, 38 new SHP were built between 2012 and 2016, almost exclusively in these four basins. Furthermore, hydropower development in the country is expected to be concentrated in the Bio Bio and Bueno basins [24].
In 2015, the Chilean Ministry of Energy estimated the exploitable hydropower of the country at 12 GW, spread among 1200 sites [25]. For this estimation, the flow was estimated with the variable infiltration capacity (VIC) hydrological model [26], and water head was computed as the altitude difference between the water intake and restitution of each site. Only sites with exploitable hydropower were considered in the analysis, i.e., sites which have already been assigned water rights for hydropower production [27], but without considering hydropower potential variability and trends. Currently, Chile aims to satisfy at least 70% of its electricity demand with renewable energies by 2050 [28].

2.2. Study Basins

The study area is composed of four major basins in Chile located between 32.55 and 41.17°S, with a surface area of about 15,000 km² [29] and maximum altitudes ranging between 2410 and 6546 m, from the Pacific Ocean to the Andes. These basins include 91 of the 148 existing hydropower plants in Chile, with a total power of 5.05 GW, i.e., 76% of the national installed hydropower [24]. In addition to these existing projects, 30 new hydropower plants with 0.65 GW are under environmental evaluation or construction. Figure 2 shows the location of the study area, existing hydropower plants, and hydropower plants under evaluation.

According to Köppen’s classification, the region is primarily characterized by warm temperature with winter rainfall (Csb) between 30° and 38°S and by warm temperature with rainfall and Mediterranean influence (Cfsb) between 38° and 42°S [30]. Precipitation increases with latitude and altitude between 30° and 40°S. The rivers in the area are steeply graded and show great potential for hydroelectric energy production with mean annual discharges at their mouths ranging between 134 and 971 m³/s [31]. Table 1 shows the main hydro-climate parameters of the four basins. In addition, climate variability in the area is dominated by ENSO at the interannual scale and the interdecadal oscillations of the PDO, AMO, and SAM [32].
According to Köppen’s classification, the region is primarily characterized by warm temperature with winter rainfall (Csb) between 30° and 38°S and by warm temperature with rainfall and Mediterranean influence (Cfsb) between 38° and 42°S [30]. Precipitation increases with latitude and altitude between 30° and 40°S. The rivers in the area are steeply graded and show great potential for hydroelectric energy production with mean annual discharges at their mouths ranging between 134 and 971 m³/s [31]. Table 1 shows the main hydro-climate parameters of the four basins.

In addition, climate variability in the area is dominated by ENSO at the interannual scale and the interdecadal oscillations of the PDO, AMO, and SAM [32].

Table 1. Location, geomorphological and climate data for each basin in the study area.

| Basin  | Latitude (°') | Longitude (°') | Area (km²) | Andean Area (km²) | Maximum Height (m) | Dominant Climate | QMA (m³/s) |
|--------|---------------|----------------|------------|-------------------|-------------------|------------------|------------|
| Maipo  | 32°55'–34°18' S | 69°48'–71°38' W | 15,273 | 7,781              | 6546              | Csb              | 134        |
| Maule  | 35°06'–36°35' S | 70°21'–72°27' W | 21,052 | 10,163             | 3,931             | Csb              | 495        |
| Bío Bío| 36°52'–38°54' S | 70°50'–73°12' W | 24,369 | 12,235             | 3,487             | Csb-Cfsb         | 971        |
| Bueno  | 39°54'–41°17' S | 71°40'–73°43' W | 15,366 | 4,165              | 2,410             | Cfsb             | 394        |

Streamflow Data

Streamflow in the study area is monitored at 232 streamflow gauges (SFG); however, the records present important information gaps in some cases. In this work, only gauges with more than 10 years of records were considered, i.e., 100 SFG. Figure 3A–D shows the average missing streamflow data per year between 1970 and 2016 for these 100 gauges. Additionally, Figure 3E shows the gap lengths. Note that there are three groups, short gaps lasting from 1 to 2 days (37% of gaps), medium gaps lasting between 14 and 60 days (38% of gaps), and long gaps lasting at least 365 days (4% of gaps).
3. Methods

3.1. Gap Filling Method

As proposed by Sidibe et al. [33], streamflow data were reconstructed using the non-parametric random forest (RF) method [19] to produce a complete data set with no missing values. The method consists of predicting missing values using the RF trained on observed values. This method is particularly effective at accounting for complex interactions in non-linear datasets [20] such as streamflow data. For a given gauge \( X_i \) in the streamflow dataset, four different groups were generated: The observed values of the variable \( X_i \) (\( Y_i \), obs), the missing records of the variable \( X_i \) (\( Y_i \), miss), the other variables with observed values coinciding with observation data of \( X_i \) (\( X_{\text{obs}} \)) and the other variables with observations coinciding with missing data of \( X_i \) (\( X_i \), miss). The initial step consists of a mean imputation of missing values. Each variable is then sorted according to the amount of missing data and ranked in increasing order. For each variable \( X_i \), an RF is trained with response \( Y_i \), obs and predictors \( X_i \) obs. The relationship is then applied to \( Y_i \), miss to predict missing values. The process is iterated until the difference (\( \Delta \)) between the newly imputed dataset and the previous one increases. Then, for \( N \) variables \( \Delta \) was estimated by:

\[
\Delta = \frac{\sum_{i} \in N (X_{\text{new}}^{i} - X_{\text{old}}^{i})^{2}}{\sum_{i} \in N (X_{\text{new}}^{i})}
\]  

(1)

Following Sidibe et al. [33], we used 1000 trees and a maximum number of iterations set to 100. RF daily streamflow data filling performance was tested by creating artificial gaps at a random gauge. First, we randomly deleted a different number of observed daily flows (30, 60, 90, 120, 180, and 365) to assess the accuracy of the algorithm at filling the short gaps (1-2 days). Second, we randomly deleted a different number of continuous observed daily flows (7, 14, 21, 30, 60, 180, and 365) at each gauge to assess the accuracy of the algorithm at filling the medium and long gaps. In both cases, we repeated the process 400 times (100 for each basin) and compared the RF-filled series with the observed data using...
the goodness of fit indicators (GoF), coefficient of determination ($R^2$) and the percent bias (PBIAS), as recommended by Moriasi et al. [34]. We also used the modified Kling-Gupta efficiency (KGE) [35] instead of the Nash Sutcliffe efficiency (NSE), as the KGE criterion ensures that the temporal dynamics (measured by the correlation coefficient), as well as the distribution of flow (measured by the bias and variability ratio), are well represented [35]. The optimal values of $R^2$ and KGE are one and zero in the case of PBIAS, the recommended values for a satisfactory performance of simulated data are $R^2 > 0.6$ and PBIAS ±15% [34], and KGE > 0.5 [33].

3.2. Historical Hydropower Potential

Hydropower potential in the 1970–2016 period was computed at every 1 km long river reach in the study basins. Figure 4 shows the flowchart for estimating the hydropower potential. A 30 × 30 m resolution digital elevation model (DEM) was obtained from the Shuttle Radar Topography Mission [36]. A virtual streamflow network (VN) similar to the actual river networks obtained from the General Water Directorate of Chile [29] was created in each study basin. The VN was split into 1 km long river reaches. At each reach, we calculated the water head as the difference in the upstream and downstream elevation from the DEM.

![Figure 4. Flowchart for estimation of hydropower potential. Dashed lines represent the input data.](image)

For each reach the hydropower $P$ was estimated as:

$$P_{i,y} = \gamma Q_{30_i,y} H_i$$  \hspace{1cm} (2)

where $\gamma$ is the specific weight of water equal to 9810 N/m$^3$; $Q_{30_i,y}$ is the discharge with 30% exceedance probability in the reach $i$ in the year $y$; $H_i$ is the water head of the reach $i$. For each basin, the hydropower potential for the year $y$ was then computed as follows:

$$P_{\text{basin},y} = \sum_{i=1}^{n} P_{i,y}$$  \hspace{1cm} (3)

where $P_{\text{basin},y}$ is the hydropower potential in the basin for the year $y$, while $n$ is the number of reaches in each basin. Reaches presenting less than 100 kW were deemed to be without exploitable energy [27]. Additionally, we include a supplementary Figure S1 with the effect of this criterion in the annual hydropower potential in each basin.
Estimation of Discharge in Each River Reach

Discharges with a 30% exceedance probability were calculated for each year at each SFG using the filled daily flow series and were then interpolated for every 1 km reach of the VN, transposing those of the nearest SFG by contributing area [18]:

\[ Q_{30i,y} = \frac{Q_{30SFGn,y} A_i}{A_{SFGn}} \]  

(4)

where \( Q_{30SFGn,y} \) is the \( Q_{30} \) in the SFG \( n \) for the year \( y \), \( A_i \) is the drainage area of the reach \( i \), \( A_{SFGn} \) is the drainage area of the SFG \( n \) and \( Q_{30i,y} \) is the discharge at reach \( i \) for the year \( y \). The \( Q_{30} \) is the typical and recommended flow select for design hydropower plants [37,38].

3.3. Trends in Hydropower Potential

Trends in hydropower potential between 1970 and 2016 were determined using the Mann-Kendall test [39,40]. This test is widely used to detect trends in hydrological series, as it is a powerful tool for detecting monotonic trends [41]. As the statistical significance of the Mann-Kendall test is strongly sensitive to serial correlations [42], a variant accounting for serial correlation, which was developed by Yue [43], was used. Additionally, to evaluate the significance of the trends, we used the normalized test statistic \( Z \) [44] and \( p \)-value. In addition, for confidence levels of 99%, 95%, and 90%, the null hypothesis of no trend is rejected if \( Z > 2.575, 1.960 \) and 1.645, respectively [44].

The magnitude of the historical hydropower potential trend was estimated through Sen’s slope [45], as this approach is less sensitive to outliers and therefore provides a better estimate of slope for skewed data compared to regression methods, giving a robust estimation of the trend [41]. In addition, multi-temporal trend analysis was implemented [46,47]. This approach consists of calculating the trend for all possible segments (with a minimum length of 8 years) in the study period. For each time series, the multi-temporal trend analysis generates a diagram in which each possible pair of start and end dates is associated with a trend value.

3.4. Correlation between Hydropower Potential and Long-Term Climate Variability

Interpretations of global correlation patterns between hydropower potential and large-scale climate variability were first examined using four climate indices: PDO [48], NINO 3.4 [49], SAM [50], and AMO [51]. These indices were correlated with hydropower potential between 1970 and 2016. Relationships between hydopower and large-scale climate variability were then more objectively investigated through global SST. SST data sets from the extended reconstructed SST version 5 (ERSST.v5) from the National Climatic Data Center (NCDC) were used. At each grid point of the ERSST.v5 data sets from 1970 to 2016, Pearson’s product moment correlation coefficients between SST and hydropower potential were computed. An ERSST.v5 gridded data set was generated using in situ data from the Comprehensive Ocean-Atmosphere Data Set (COADS) release 3, which employs new bias adjustments, quality control procedures and analysis methods, allowing for a reconstruction of sparse data over a \( 2^{\circ} \times 2^{\circ} \) resolution grid [52,53].

3.5. Developing Future Scenarios for Hydropower Potential Amid Climate Change

Building upon the significant teleconnections between SST and hydroclimatic variability, we provide a novel approach to assess the impact of climate change on hydropower potentials in Chile. Future hydropower potential scenarios in the four study basins were developed based on large-scale climate variability using 15 GCMs [54] for the 1970–2050 period. Historical runs and projection simulations forced with a representative concentration pathway, RCP 4.5 [55], were used. These long-term integrations are initiated from multi-century preindustrial control integration [54], and are consistent with a midrange mitigation emissions scenario. The GCMs used in this study are listed in Table 2. The set of GCMs includes models with different spatial resolutions and degrees of
complexity. However, in our study all ocean grids have been remapped on a regular $2^\circ \times 2^\circ$ resolution grid using bilinear interpolation (i.e., the same resolution as ERSSTv.5). In addition, to account for the contribution of internal climate variability, we used all individual members (Real Nb. in Table 2), i.e., a total of 45 simulations.

Empirical statistical downscaling models were built in the following steps. First, the long-term mean for each data set (i.e., ERSSTv.5, 1970–2016, and GCMs, 1970–2050) was subtracted from that data at each grid point, and two data sets were then combined along the time axis to form a single data set covering the 1970–2050 period [56,57]. Second, a standard empirical orthogonal function (EOF) analysis [58] was applied to the anomalies of the combined data set with the common grid. The eigenvectors from the EOF analysis represent patterns of variability common to both ERSST.v5 and GCMs. The EOF analysis applied to the combined dataset was referred to as the common EOF analysis [56,57]. Third, using a stepwise screening process based on the Akaike information criterion (AIC) [59], a multiple linear regression analysis between the predictand (i.e., observed hydropower potential) and the principal components (PCs) of the 20 leading EOFs of the combined data set (ERSST.v5 + GCMs) was performed to decide the number of PCs to include as predictors in the final models. During stepwise screening, a model that minimizes loss of information in simulating historical hydropower potential (i.e., with a minimum AIC value) was retained for the downscaling process. A leave-one-out cross-validation was then performed to assess the prediction skill of the models. The leading 20 EOFs were used to allow the use of more regional detail in predictor fields in the downscaling models. Before model calibration, the best-fit linear trend was subtracted from each grid point in the observed predictor values (ERSST.v5) and from the predictand (hydropower estimations), as the presence of a linear trend may introduce systematic biases to the model calibration [60]. The downscaling models were calibrated with the part of the combined PCs that represents the actual observations (i.e. ERSST.v5), and for future projections, the downscaling was generated using part of the combined PCs that represents the GCM simulations.

| Institution | Name | Real Nb. | Variable | Hist. Period |
|-------------|------|----------|----------|--------------|
| BCC, China  | bcc-csm1-1 | 1        | SST      | 1970–2050    |
|             | bcc-csm1-1-m | 1        | SST      | 1970–2050    |
| CCCma, Canada | CanESM2 | 5        | SST      | 1970–2050    |
| CMCC, Italy | CMCC-CM | 1        | SST      | 1970–2050    |
|             | CMCC-CMS | 1        | SST      | 1970–2050    |
| CNRM, France | CNRM-CM5 | 1        | SST      | 1970–2050    |
| CSIRO-BOM, Australia | ACCESS1-0 | 1 | SST | 1970–2050 |
|             | ACCESS1-3 | 1 | SST | 1970–2050 |
| CSIRO-QCCCE, Australia | CSIRO-Mk3-6-0 | 10 | SST | 1970–2050 |
| NASA-GISS, USA | GISS-E2-H | 6 | SST | 1970–2050 |
|             | GISS-E2-R | 6 | SST | 1970–2050 |
| NCAR, USA   | CCSM4  | 6        | SST      | 1970–2050    |
| NOAA-GFDL, USA | GFDL-CM3 | 3 | SST | 1970–2050 |
|             | GFDL-ESM2M | 1 | SST | 1970–2050 |
| NSF-DOE-NCAR, USA | CESM1-BCG | 1 | SST | 1970–2050 |

4. Results and Discussion

4.1. Gap-Filling Performance

Figure 5 shows the validation results of the RF method of filling gaps, as determined through $R^2$, PBIAS, and KGE. Regarding random gaps (left column), all boxes are over the recommended value for
R² and KGE and are within the recommended values for PBIAS, suggesting a satisfactory performance at least 75% of the times the gaps were filled; thus, RF presented good gap-filling performance. Regarding continuous gaps (right column), different behaviors are observed regarding the filling of medium and long gaps using RF. For long gaps, the three indicators are over the recommended values (within the recommended values for PBIAS), suggesting that RF is good at filling long gaps (>365 days). In the case of medium gaps, RF performs worse, but R² the median is above the recommended value, indicating good performance at least 50% of the time. The PBIAS are also within the recommended values, except in the first percentile for gaps with lengths of 60 and 180 days, which means that RF tends to slightly overestimate the value of the daily flow in these cases. In addition, the most scattered results occurred for medium gaps according to PBIAS. Finally for KGE, the median is above the recommended value, except for 7-day gaps, indicating that at least 50% of the time RF performs well. Therefore, RF performs well at filling short and long gaps, but presents some deficiencies regarding the filling of medium gaps, tending to slightly overestimate the daily flow and have some difficulty filling the 7-day gaps. Furthermore, as our streamflow data were dominated by short and long gaps, and medium gaps longer than 14 days (Figure 4), and in agreement with Moriasi et al. [34] and Sidibe et al. [33], the results suggest that the RF method has a good gap-filling performance.

Figure 5. Validation of the RF method of filling the gaps in daily flow series, as determined through R², percent bias (PBIAS), and Kling-Gupta efficiency (KGE). The left column shows the results for the random gaps and the right column shows the results for random continuous gaps. The crosses indicate the mean value and the dashed lines represent the recommend value.
4.2. Hydropower Potential Variability and Trends

Figure 6 shows the time evolution of hydropower potential, and corresponding boxplots illustrating the variability, between 1970 and 2016 in the four study basins. Substantial variations and inter-basin differences are detected in all basins (Figure 6). For instance, in 1997, the Maule, Bio Bio and Bueno basins presented a high hydropower potential (7.15, 8.71 and 4.40 GW, respectively), which drastically decreased in 1998 (2.58, 2.59, and 1.84 GW, respectively). A similar behavior was identified in Maipo, but in different years (Figure 6): in 1986, the potential was 2.89 GW, increasing to 4.85 GW in 1987. As evidenced by the boxplots, the greatest variability is identified in the Bio Bio and Maule basins, with maximum differences of 8.23 and 6.29 GW, respectively (Figure 6). In addition, all basins show a decreasing trend from 1970 to 2016 (Figure 6). This is confirmed in Figure 7, which summarizes the statistics of the Mann-Kendall trend tests. The S statistics show decreasing trends in all basins. Z and p values show that the identified trends are significant at the 95% confidence level. A less pronounced trend is found in Bio Bio (Figure 7), and could reflect the climate transition zone defined by Muñoz et al. [61]. Sen’s slope shows maximum decreasing rates between −47 and −45 MW/year in Bio Bio and Maule, respectively (Figure 7), where the highest hydropower potential variability was found (Figure 6). The smallest decreasing rates are observed in Maipo and Bueno (−23 and −22 MW/year, respectively; Figure 7), where the smallest hydropower potential variability was found (Figure 6). These results were consistent with reported precipitation [62,63] and river discharge trends [64,65].

Figure 6. Time evolution of hydropower potential, and corresponding boxplots, between 1970 and 2016 in the four study basins. Dashed lines represent the trend. In the box plots, black circles show the maximum and minimum values, while the black triangle represents the mean value.
The relative importance of variability and trends in hydropower between 1970 and 2016 is analyzed using multi-temporal trend analysis in Figure 8.

Significant decreasing trends, at the 95% confidence level, are identified in all basins for periods greater than 40 years (upper left corner in each graph in Figure 8), consistent with the results obtained in Figure 7. Additionally, blue, i.e., decreasing trends, is more frequent than red, especially in the recent
period (2000 onward) in all the basins (Figure 8). Furthermore, alternating positive and negative trends, modulating the general trend, are observed in all basins over periods shorter than 20 years (Figure 8). These modulations show stronger magnitude than the general trend. For instance, the general trend in Maipo over the entire period was \(-23\) MW-year\(^{-1}\) (Figure 7), but increasing and decreasing trends greater than \(100\) MW-year\(^{-1}\) were observed between 1970 to 1980 and 1980 to 1990, respectively (Figure 8). Similar results are found in Maule, Bío Bío, and Bueno, but in slightly different periods (Figure 8), suggesting different regional patterns. For instance, between 1970 and 1980, a significant \((p = 0.05)\) increasing trend was found only in Maipo (Figure 8), while the other basins present a weak increasing trend (Maule and Bío Bío) or no trend (Bueno), and in 1976, a significant decreasing trend begins (Maule, Bío Bío, and Bueno), contrary to the increasing trend in Maipo.

These results highlight interannual to decadal modulations in hydropower potential in Chile, which are related to large-scale climate controls. In addition, regional patterns in hydropower variability were identified.

4.3. Correlation between Hydropower Potential and Long-Term Climate Variability

Figure 9 shows the correlation between hydropower potential and climate indices in the study basins.

![Figure 9](image)

**Figure 9.** Correlation between hydropower potential and ENSO (a), PDO (b), SAM (c), and AMO (d) in the study basins.

Significant correlations between the Nino 3.4 index and hydropower were detected (Figure 9). This relationship is consistent with results from previous studies [63,64,66], which describe a strong ENSO impact on rainfall and streamflow variability in Chile. Significant correlations between the PDO index and hydropower potential, at a 95% confidence level, were detected only in Maipo (Figure 9), consistent with the regional patterns identified in Figures 6 and 8. This is also consistent with the findings of Valdés-Pineda et al. [67] and suggests important contributions of decadal climate fluctuations to hydropower potential in the Northernmost basin. The correlation between hydropower potential and the AMO index indicates an influence of Atlantic SST on hydropower potential in the southern basins (Figure 9), consistent with the findings of Valdés-Pineda et al. [67]. Similarly,
the correlation between hydropower potential and the SAM index indicates an influence of Antarctic oscillation on hydropower potential in the Southern basins (Figure 9).

Figure 10 shows pointwise correlations between global SSTs and hydropower potential between 1970 and 2016. Hydropower potential in all basins between 1970 and 2016 is significantly correlated, at a 95% confidence level, with SST anomalies in the Pacific Ocean (Figure 10): Positive correlations in the tropical Pacific flanked by a horseshoe pattern of the opposite sign. This correlation pattern highlights the strong relationship between hydropower potential and ENSO in Chile. Some regional differences, however, emerge in the relationship between hydropower potential and global SSTs. Maipo is significantly negatively correlated with SST anomalies in the northern North Pacific, while there is no significant correlation in the Southern basins (i.e., Maule, Bio Bio, and Bueno), confirming the influence of the PDO observed in Figure 9. At the same time, hydropower potential in southern basins (Maule, Bio Bio and Bueno) shows significant correlations with SST anomalies in the North to equatorial Atlantic (Figure 10), confirming the influence of the AMO observed in Figure 9. Hydropower potential in the basins South of Maule is significantly correlated with dipolar SST anomalies in the Southeast Pacific off the Chilean coast (Figure 10). This South Pacific dipolar SST anomaly could be associated with Southward shifts of the mid-latitude westerlies, leading to colder than normal SSTs in the South and warmer than normal SST in the North of westerlies climatological location. This last result is consistent with the significant correlation between hydropower potential in the basins south of Maule and the SAM index, highlighting a greater sensitivity to regional changes in the mid-latitude westerlies in this region in accordance with Gillet et al. [68] and Quintana and Aceituno [62].

Figure 10. Pointwise correlations between hydropower and global SSTs between 1970 and 2016. Black contours indicate statistical significance at p = 0.05 according to the Pearson’s product moment correlation coefficient.

In summary, hydropower potential in the four studied basins is primarily related to ENSO, with correlations greater than 0.65 in central Pacific, Figure 10. However, some regional differences appear in the relationships between large-scale climate variability and hydropower potential. For instance, hydropower potential in the basins South of Maule is also strongly related to SST anomalies in the Atlantic Ocean and appears very sensitive to changes in the mid-latitude westerlies. This suggests that a global domain is preferable to different regional domains (e.g., equatorial Pacific, North and South Pacific, and North Atlantic) when developing the future scenarios based on the relationship with large-scale climate variability.

4.4. Future Scenarios for Hydropower Amid Climate Change

Figure 11 shows the hydropower potential and installed hydropower capacity in the four study basins in the 1970–2050 period. The prediction skill of the models is summarized by the Pearson’s correlation values between calibration and validation data.
As also highlighted in Figure 8, Northern basins showed more pronounced low-frequency variability (2017–2050) remain in the same range as observed hydropower potential (1970–2016), suggesting high hydropower availability during the next 30 years. Nevertheless, the extreme values (minimum and maximum) present the greatest expected variations: the minimum values in Maipo, Maule and Bío Bío decrease by 40.4%, 30.9%, and 13.9%, respectively; the maximum value decreases by 6.1% in Maipo, while it increases by 7.9% and 8.2% in Bío Bío and Bueno. In addition, Table 4 shows the results of the hydropower trend analysis of the future period, i.e., S, Z, and p-values statistics, as well as Sen’s slope. Projected hydropower presents decreasing trends in Maipo, Bio Bio, and Bueno at rates of −43, −25, and −40 MW/year, respectively (Table 4). Meanwhile, no projected hydropower potential trends are detected in Maule, in contrast with the decreasing trend observed in the past.

The model skills were generally stronger in Maipo and Maule than in Bio Bio and Bueno (Figure 11). Figure 11. Hydropower potential and installed hydropower capacity in the four study basins in the 1970–2050 period. Black lines show observed hydropower potential. Red lines indicate computed hydropower over the calibration period. Dark red lines and associated coral polygons display the mean, max and min projected hydropower potential using all simulations from 15 GCMs (i.e., 45 simulations). Installed hydropower capacity is displayed as blue lines, while blue dots indicate projected installed hydropower capacity [25,27]. Results of the leave-one-out cross-validation are shown in grey.

Table 3 shows the average change in hydropower potential between the historic period and the projections obtained for the four study basins. The mean and median projected hydropower potential (2017–2050) remain in the same range as observed hydropower potential (1970–2016), suggesting high hydropower availability during the next 30 years. Nevertheless, the extreme values (minimum and maximum) present the greatest expected variations: the minimum values in Maipo, Maule and Bio Bio decrease by 40.4%, 30.9%, and 13.9%, respectively; the maximum value decreases by 6.1% in Maipo, while it increases by 7.9% and 8.2% in Bio Bio and Bueno. In addition, Table 4 shows the results of the hydropower trend analysis of the future period, i.e., S, Z, and p-values statistics, as well as Sen’s slope. Projected hydropower presents decreasing trends in Maipo, Bio Bio, and Bueno at rates of −43, −25, and −40 MW/year, respectively (Table 4). Meanwhile, no projected hydropower potential trends are detected in Maule, in contrast with the decreasing trend observed in the past.
Table 3. Average projected change in hydropower potential in the four study basins.

| Basin   | Statistic | Historic (1970-2016) | Future (2017–2050) | Change (%) |
|---------|-----------|----------------------|--------------------|------------|
| Maipo   | Max.      | 5.15                 | 4.84               | −6.1%      |
|         | 75%       | 3.23                 | 3.21               | −0.4%      |
|         | 50%       | 2.58                 | 2.64               | −2.3%      |
|         | 25%       | 2.03                 | 2.10               | −3.4%      |
|         | Min.      | 1.33                 | 0.79               | −40.4%     |
|         | Mean      | 2.66                 | 2.67               | 0.5%       |
| Maule   | Max.      | 8.39                 | 8.54               | 1.8%       |
|         | 75%       | 5.71                 | 5.77               | 1.1%       |
|         | 50%       | 4.81                 | 4.88               | 1.3%       |
|         | 25%       | 3.95                 | 3.96               | 0.2%       |
|         | Min.      | 2.10                 | 1.45               | −30.9%     |
|         | Mean      | 4.87                 | 4.87               | 0.0%       |
| Bío Bío | Max.      | 10.82                | 11.68              | 7.9%       |
|         | 75%       | 7.97                 | 7.99               | 0.2%       |
|         | 50%       | 6.82                 | 6.79               | −0.5%      |
|         | 25%       | 5.79                 | 5.54               | −4.3%      |
|         | Min.      | 2.59                 | 2.23               | −13.9%     |
|         | Mean      | 6.78                 | 6.79               | 0.1%       |
| Bueno   | Max.      | 4.56                 | 4.93               | 8.2%       |
|         | 75%       | 3.86                 | 3.78               | −2.1%      |
|         | 50%       | 3.35                 | 3.36               | 0.2%       |
|         | 25%       | 2.97                 | 2.96               | −0.4%      |
|         | Min.      | 1.84                 | 1.87               | 2.1%       |
|         | Mean      | 3.37                 | 3.37               | 0.0%       |

Table 4. Trend analysis of future period (2017–2050).

| Statistic | Maipo | Maule | Bío Bío | Bueno |
|-----------|-------|-------|---------|-------|
| S         | −475  | −73   | −309    | −503  |
| Z         | 4.78  | 0.73  | 3.09    | 5.09  |
| p-value   | 0.00006 | 0.456 | 0.0019  | 0.00008 |
| Sen’s Slope (MW/year) | −43 | No Trend | −25 | −40 |

The future hydropower scenarios show high hydropower availability in the four study basins; however, the expected hydropower development should be reviewed, as Maule and Bío Bío exhibit more installed hydropower capacity than hydropower potential by 2050 (blue line, Figure 11), which means a significant risk of overinvestment in hydropower plants in these two basins. By contrast, in Maipo and Bueno, hydropower development would not exploit all available resources by 2050. These results highlight the importance of considering climate variability when planning hydropower development at the basin scale; thus, for example, in Bío Bío projected hydropower developments should be reviewed to mitigate the risk of overinvestment, as the observed decreasing hydropower potential trends are very likely to persist over the next 30 years (Figure 11, Table 4) and could potentially lead to overinvestment in the very near term. In addition, expected climate change effects lead to decreases in the minimum values (Table 3), which means the lows flows in future will be smaller; therefore, reviewing turbine sizes in hydropower projects may be necessary, i.e., decreasing the power of the turbines or installing several small units to avoid inefficient use of hydropower resources.
5. Conclusions

The impacts of climate change on hydropower potential in a data-scarce region dominated by different climatic oscillations were analyzed by linking observed hydropower potential with the long-term climate variability, represented here by SST, in four basins of central Chile. This method of developing future scenarios is a good alternative to apply in regions where it is difficult to calibrate hydrological models, where clear links between hydropower and climate variability can be found, as is the case in the four study basins and in many regions of the world.

Decreasing trends in hydropower potential between 1970 and 2016, were found in all study basins at rates between $-22$ to $-47$ MW-year$^{-1}$. The multi-temporal trend analysis showed modulations in the general trends, i.e., alternating positive and negative trends on a decadal scale. Contributions of these decadal modulations proved to be even more important than the general trends, and therefore, of crucial importance for hydropower resource management. To identify drivers of the controlling decadal modulations in hydropower potential in Chile, potential linkages with large-scale climate variability were investigated. In all basins, hydropower potential was primarily correlated with ENSO, highlighting a strong dependence on tropical climate variability. In particular, the impact of ENSO on hydropower potential was shown to be regionally modulated by other modes of climate variability. In the northernmost basin (i.e., Maipo), hydropower potential was significantly correlated with the PDO, which means that the higher (or lower) availability of hydropower occurs during the positive (or negative) phases of the PDO. In the southern basins (i.e., Maule, Bio Bio, and Bueno) hydropower potential was significantly negatively correlated with the SAM and AMO, highlighting a greater sensitivity to changes in the mid-latitude westerlies in this region. This means that there is higher hydropower availability in the negative phases of the SAM and AMO and lower availability in the positive phases. Therefore, it is concluded that availability of the hydroelectric resources is substantially modulated by large-scale climate fluctuations.

On the one hand, the future scenarios show high unexploited and thus available hydropower resources in the four study basins over the next 30 years. On the other hand, the scenarios show that the main effects of climate change on hydropower potential will be reflected in extreme values, especially minimums; e.g., in Maipo it is expected that minimum hydropower potential values will decrease by 40.4% respect to the present. In addition, these scenarios showed that hydropower development needs to consider the specific climate variability in a basin to optimize the energy generation minimizing the negative impacts, e.g., the expect installed hydropower capacity by 2050 in Maule and Bio Bio will reach a condition close to overinvestment in hydropower plants, while in Maipo and Bueno hydropower resources will remain nearly unexploited in 2050.

Finally, the results of this research show the need to generate policies that not only promote hydropower development in an area, e.g., the NCRE policy issued in 2008 in Chile, but also consider variability in hydropower resources and impacts of climate variability and change, especially in regions where massive investments in hydropower are planned, so as to achieve an optimal use and sustainable development of hydropower resources.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/14/2747/s1, Figure S1: Effect of minimum power criterion on the annual hydropower potential in each basin.
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