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Abstract

In this paper, we present an approach to evaluate Research & Development (R&D) performance based on the Analytic Hierarchy Process (AHP) method. Through a set of questionnaires submitted to a team of experts, we single out a set of indicators needed for R&D performance evaluation. The indicators, together with the corresponding criteria, form the basic hierarchical structure of the AHP method. The numerical values associated with all the indicators are then used to assign a score to a given R&D project. In order to aggregate consistently the values taken on by the different indicators, we operate on them so that they are mapped to dimensionless quantities lying in a unit interval. This is achieved by employing the empirical Cumulative Density Function (CDF) for each of the indicators. We give a thorough discussion on how to assign a score to an R&D project along with the corresponding uncertainty due to possible inconsistencies of the decision process. A particular example of R&D performance is finally considered.
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1. Introduction

The Analytic Hierarchy Process (AHP) is a Multi-Criteria Decision Making (MCDM) method developed by Saaty in the 1970’s [Saaty (1977)]. It provides a systematic approach to quantifying relative weights of decision criteria.

Its strength relies on the fact that it allows to decompose a decision problem into a hierarchy of subproblems, each of which can be analyzed independently in a similar manner. It is used in a wide variety of decision situations, in fields like education, industry, healthcare and so on.

In this paper, we propose a method to evaluate Research and Development (R&D) performance, based on group-AHP, through the introduction of a “score” assigned to each R&D project in a given set.

R&D represents the set of innovative activities undertaken by companies and/or governments to develop new and more efficient services or products as well as to improve the existing ones. It has become somewhat crucial to have a systematic method to evaluate the performance a given project or research activity [Lazzarotti et al. (2011)]. See, among others, also [Kerssens-van Drongelen & Bilderbeek (1999)], [Moncada-Paternò-Castello et al. (2010)], [Tidd et al. (2000)], [Griffin (1997)], [Bremser & Barsky (2004)], [Jefferson et al. (2006)], [Kim & Oh (2002)], [Kaplan et al. (1996)], [Chiesa et al. (2009)] and references therein for the importance of R&D performance assessment. Quantitative methods coupled with qualitative assessments are used in decision support systems, for example by project funding commissions.

However, there are currently no standards for measuring the performance of an R&D project. The method developed in this paper stems from a critical approach to the measurement problem concerning complex systems (such as Research and Development). With the help of group multi-criteria methodologies, we tried to faithfully represent the evaluations of R&D projects through the involvement of stakeholders. As a matter of fact, the latter represent diverse interests, and belong to different domains of knowledge.

We used three questionnaires addressed to stakeholders at different stages of the process with the ideal goal of developing a shared decision support tool that is easy to use and whose operation can be directly explained. In view of adopting the logic of the metrological method, we defined a model capturing the subtle features of R&D performance evaluation and keeping track of measurements uncertainties.

In order to introduce the standard AHP decision structure, we need to define precisely what our criteria and sub-criteria will be. Criteria (or perspective in our parlance) are selected following the existing literature and, more in detail, have been identified to be: Internal Business perspective, Innovation and Learning perspective, Financial perspective, Network and Alliances perspective.

We then single out a set of sub-criteria (indicators) through a set of questionnaires submitted to a team of experts selected from academia or private research hubs in Italy. The indicators, along with the corresponding criteria, will form in our analysis the basic hierarchical structure of the AHP method.

In order to have a sensible way to aggregate the values the different indicators take on, we operate on them in such way they share the same scale, namely they are all dimensionless quantities varying over the same range, which for convenience we choose to be 0 to 1. This is attained by employing as transformation map for each the indicator the corresponding empirical Cumulative Density Function (CDF). In this way, all the resulting variables are approximately uniformly distributed over the unit interval.

It is well-known that decision processes in complex systems carry along judgmental inconsistencies. Aware of the fact that some inconsistencies are difficult to get rid of, we propose a rigorous method to quantify the uncertainty affecting the “score” of a given R&D project. In order to better show how our method works, we give an example of application in the last section of this paper. The method has been employed to evaluation of R&D projects whose data are stored in the DPR&DI (Digital Platform for R&D and Innovation Projects).

This paper is organized as follows. In Section 2 we discuss in detail the basics of the AHP method as developed originally. In Section 3 we propose a method to choose the criteria and sub-criteria to evaluate R&D performance through a set of questionnaires. We then give a detailed and precise account on how to evaluate R&D performance of a given project, and finally we discuss the consistency of the proposed method. We give an example of R&D performance evaluation in Section 4 and our conclusions in Section 5.

2. Theoretical Background: the AHP method

In this section, we discuss the basics of the AHP (Analytic Hierarchy Problem) method as developed originally by Saaty in the 1970’s. More details can be found, for example, in the book [Saaty (2010)] or in the review [Ishizaka & Labib (2011)].
2.1 Decision problems

We face many decision problems in our daily lives. They can be as simple as deciding what jeans we want to buy or more involved, like what person to hire for a post-doc position. Whatever decision problem we are facing, a systematic way to deal with it can be useful, and this is where AHP comes to play a role.

In AHP, each decision problem can be broken down in three components, each with the same basic structure:

- The goal of the problem, namely the objective that drives the decision problem.
- The alternatives, namely the different options that are being considered in the decision problem.
- The criteria, namely the factors that are used to evaluate the alternatives with respect to the goal.

Moreover, if the problem requires it, we can associate sub-criteria to each criterion, adding extra layers of complexity. We will see an example of this in Section 4.

The three levels (or more if we consider sub-criteria) define a hierarchy for the problem, and each level can be dealt with in a similar fashion to the others. This is essentially the basic structure of the AHP method in decision problems. The rest of this section is devoted to spelling out the details of how a decision is eventually made.

2.2 Weighting the problem

A crucial ingredient in any decision problem is the mapping of notions, rankings etc. to numerical values. Basic examples of mappings are scales of measurements, like the Celsius-degree for the temperature or dollars for money. In these cases we have what are called standard scales, where standard units are employed to determine the weight of an object.

However, it often happens that the same number (say $100^\circ$) means different things to different people, according to the situation, or different numbers are as good (or as bad) for a given purpose (e.g. when trying to find the right temperature for a fridge $100^\circ$ is as bad as $-100^\circ$). Moreover, it might be the case that we need to analyze processes for which there is no standard scale. Thus, we need to find a way to deal with these situations consistently.

It turns out that what really matters is pairwise comparisons between different options. In this way we can create a relative ratio scale and, in fact, here is the crux of the AHP method, as we will see in a moment.

In the case we are dealing with a standard scale, we can assign to $n$ objects $n$ weights $w_1, \ldots, w_n$. Then, we can create a matrix $A \in \mathbb{R}^{n \times n}$ of pairwise comparisons in the following way

$$A = \begin{pmatrix} w_1/w_1 & w_1/w_2 & \cdots & w_1/w_n \\ w_2/w_1 & w_2/w_2 & \cdots & w_2/w_n \\ \vdots & \vdots & \ddots & \vdots \\ w_n/w_1 & w_n/w_2 & \cdots & w_n/w_n \end{pmatrix}. \tag{2.1}$$

The matrix $A$ is an example of a reciprocal matrix, i.e. a matrix where each entry satisfies $a_{ij} = 1/a_{ji}$. This is indeed what we would expect when there is an underlying standard scale. For example, if we are are to determine which among two apples is the reddest and, according to a given scale, apple $a$ is twice as red as apple $b$, it necessarily follows that apple $b$ is one-half as red as apple $a$.

Note the following interesting fact, that will be relevant for us later. If we define the vector $w = (w_1, \ldots, w_n)^T$ it is easily seen that

$$A \cdot w = nw,$$ \tag{2.2}

where the dot-product is just matrix product, i.e. $w$ is an eigenvector of $A$ with eigenvalue $n$. In fact, it is rather easy to convince ourselves that the matrix $A$ in eqn. (2.1) has rank 1 and a theorem in linear algebra tells us that it must have only one non-zero eigenvalue.

On the other hand, the trace of a matrix gives the sum of its eigenvalues which in our case turns out to be $1 + \cdots + 1 = n$. It is therefore coherent to conclude that a consistent matrix like $A$ above has only one non-zero eigenvalue, $n$. In this case $n$ is also called the principal eigenvalue, i.e. the largest of the eigenvalues of a square matrix.

As we said before, sometimes we have to deal with decision processes where a standard scale does not exist and thus we are not given a priori a weight vector $w$. What is really meaningful in this case is the matrix of pairwise comparisons between alternatives, similar to that in eqn. (2.1).

$$A = (a_{ij}) = \begin{pmatrix} 1 & a_{12} & \cdots & a_{1n} \\ a_{21} & 1 & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \cdots & 1 \end{pmatrix}. \tag{2.3}$$

Here $a_{ij}$ tells us how the $i$-th object compares to the $j$-th object according to a given criterion/goal. Notice

In this paper we deal mainly with finite dimensional real vector spaces. In particular, if $V$ and $W$ are vector spaces of dimensions $n$ and $m$ respectively, a choice of bases $v = \{v_1, \ldots, v_n\}$ and $w = \{w_1, \ldots, w_m\}$ determines isomorphisms of $V$ and $W$ with $\mathbb{R}^n$ and $\mathbb{R}^m$, respectively. Any linear operator from $V$ to $W$ has a matrix presentation $A \in \mathbb{R}^{n \times m}$ with respect to the given bases. In this respect, the eigenvalue eqn. (2.2) is a linear transformation from a space to itself.
that also in this case we should impose \( a_{ij} = 1/a_{ji} \), i.e. we should have a reciprocal matrix, but now each entry is not given by a ratio of two quantities.

In order to make the pairwise-comparison coefficients \( a_{ij} \) as explicit as possible, the Saaty’s 1-9 scale is often used (see Figure 1). The scale should be read in the following way: If an object \( i \) is as important as the object \( j \), then we should set \( a_{ij} = 1 \). If, instead object \( i \) is more important than the object \( j \), then \( a_{ij} \) should be set to 3, 5, 7 or 9, following the scheme in Figure 1. Also the intermediate even values (2, 4, 6, 8) can be used and allow for finer assessments.

\[
\begin{pmatrix}
1 & a_{12} & \cdots & a_{1n} \\
 a_{21} & 1 & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & 1
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2 \\
\vdots \\
w_n
\end{pmatrix} = \lambda_{\text{max}}
\begin{pmatrix}
w_1 \\
w_2 \\
\vdots \\
w_n
\end{pmatrix}
\tag{2.4}
\]

\( \lambda_{\text{max}} \) is the fundamental eigenvalue, and that is unique. We then find an equation of the form

\[
\begin{pmatrix}
1 & a_{12} & \cdots & a_{1n} \\
a_{21} & 1 & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & 1
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2 \\
\vdots \\
w_n
\end{pmatrix} = \lambda_{\text{max}}
\begin{pmatrix}
w_1 \\
w_2 \\
\vdots \\
w_n
\end{pmatrix}
\tag{2.4}
\]

If it is a theorem (Saaty (1990)) that for a reciprocal \( n \times n \) matrix with all entries greater than zero, the principal eigenvalue \( \lambda_{\text{max}} \) is always greater or equal to \( n \), \( \lambda_{\text{max}} \geq n \). In particular, \( \lambda_{\text{max}} = n \) if and only if \( A \) is a consistent matrix.

What is it meant by consistent matrix? If we reckon that alternative \( i \) is \( a_{ij} \) times better than alternative \( j \), and the latter is \( a_{jk} \) times better than alternative \( k \), we should have, for consistency, \( a_{ik} = a_{ij} a_{jk} \). This is known as multiplicative consistency. It is easily seen that multiplicative consistency implies reciprocity, but the converse is not true.

It is often the case that multiplicative consistency is not respected, introducing some form of inconsistency in the evaluation process. One major drawback, for example, is that the fundamental scale ranges from 1/9 to 9 and a product of the form \( a_{ij} a_{jk} \) might very well be outside the scale, making it impossible to respect multiplicative consistency. In the next subsection, we will see how to manage possible inconsistencies.

In order to have a (nearly) consistent matrix of pairwise comparisons \( A \), \( \lambda_{\text{max}} \) should not differ much from the dimension of \( A \), \( n \). In particular, finding the eigenvector \( w = (w_1, \ldots, w_n)^T \) amounts to finding the weights (or priorities) of the \( n \) objects (alternatives), and we are assured that, if the matrix \( A \) is sufficiently consistent, \( a_{ij} \approx w_i/w_j \). Note that multiplying both sides of eqn. (2.4) by an arbitrary constant is harmless, and therefore the vector \( w \) can be conveniently normalized as we please. We will have to say a little more on this below.

### 2.3 How to compute weights

We now find ourselves in the position where we should determine the priority vector \( w \), eqn. (2.4), once a pairwise comparison matrix is given. The easiest way to do so is to solve eqn. (2.4) using standard methods in linear algebra. However, general procedures are not always exempt from inconsistencies (in AHP). For example, for inconsistent matrices with dimension greater than 3, there is a right-left asymmetry, i.e. a right-eigenvector is not a left-eigenvector.

In order to avoid this issue, a common alternative to compute the priority vector \( w \) makes use of the logarithmic least squares (LLS) method (De Jong (1984), Crawford & Williams (1985)). The relation between the matrix pairwise comparison \( A \) and the relative priority vector \( w \) can be expressed as

\[
a_{ij} = \frac{w_i}{w_j} e_{ij}, \quad i, j = 1, \ldots, n, \tag{2.5}
\]

where \( e_{ij} \) are positive random perturbations. It is commonly accepted that for nearly consistent matrices the \( e_{ij} \) factor is log-normal distributed. Thus, to determine the weights \( w_i \) one can take the logarithm of (2.5)²

²There are different approaches to deal with the problem of the scale range. One approach could be to change the linear scale given before to a more convoluted one. For example in (Donegan et al. (1992)) an asymptotic scale is employed so that we never get out of a prefixed scale range. However, in the literature, the linear scale of Saaty seems to be the most widely used scale.

³Indeed, the authors of (Shrestha & Rahman (1991)) found out that the error factors \( e_{ij} \) best describe the inconsistency in the decision process when they are log-normal distributed

\[
\log e_{ij} \sim \mathcal{N}(0, \sigma^2_{ij}),
\]

where \( \mathcal{N}(\mu, \sigma^2) \) is the normal Gaussian distribution function with mean \( \mu \) and variance \( \sigma^2 \). In particular, note that the mean value of the error factor \( e_{ij} \) is 1 and its range can be varied by choosing \( \sigma^2_{ij} \) accordingly with the degree of expertise.
and then apply the least square principle, namely minimizing the sum of squares of $\log \varepsilon_{ij}$,

$$E(w) = \sum_{i,j=1}^{n} (\log a_{ij} - \log(w_i) + \log(w_j))^2.$$  \hspace{1cm} (2.7)

An easy computation reveals that $E(w)$ is minimized when

$$w_i = \left( \prod_{j=1}^{n} a_{ij} \right)^{1/n}, \quad i = 1, \ldots, n. \hspace{1cm} (2.8)$$

This is also called the geometric mean, and from now on we will adopt this method to compute weights. Note that for consistent matrices, $w_i$ as in (2.8) is an eigenvector with eigenvalue $n$. The weights $w_i$ in eqn. (2.8) are defined up to a multiplicative constant (see eqn. (2.7)). We have normalized them so that $\prod_{j=1}^{n} w_j = 1$.

### 2.4 Aggregation

The final step is to aggregate local priorities across all criteria to in order to determine the global priority of each alternative. This step is necessary to determine which alternative will be the preferred one.

In the original formulation of AHP, this is done in the following way. If we denote $l_{ij}$ the local priority (weight) of the alternative $i$ with respect to the criterion $j$ and $w_j$ the weight of the criterion $j$, the global priority $p_i$ for the alternative $i$ is defined to be

$$p_i = \sum_{j} w_j l_{ij}. \hspace{1cm} (2.9)$$

Criterion weights and local priorities can be normalized so that they sum up to 1. In this way, we find $\sum_i p_i = 1$. The alternative getting the highest priority (modulo inconsistencies to be discussed later) will be the favorite one in the decision process.

Let us now move on to discussing (some of the) possible inconsistencies of the AHP method.

### 2.5 Consistency of the AHP method

As we remarked before, the AHP method is based on the idea that there is always some underlying scale in a decision problem. This is encoded in the fact that when we have calculated our weight matrix – which by definition is a consistent ratio matrix built out of the weight ratios – this one should not be too far off the original pairwise comparison matrix.

In order to determine how far off we are, we need to find a way to determine the inconsistency of our decision matrices. To this purpose, it is useful to recall a couple of facts \textit{(Saaty (1990))}. Saaty noticed that for a reciprocal $n \times n$ matrix $A$ with all entries bigger than zero, the principal eigenvalue is always equal or greater than $n$. This is easily proved with some simple linear algebra.

Moreover, it turns out that $A$ is a fully consistent matrix if and only if the principal eigenvalue is strictly equal to $n$.

Given these facts, it is possible to define a set of indices to measure the consistency of our decision matrices. In particular, we can define the \textit{Consistency Index} (CI) as

$$\text{CI} = \frac{\lambda_{\text{max}} - n}{n - 1}. \hspace{1cm} (2.10)$$

Note that $\text{CI} \geq 0$, as a consequence of what we said above. Also, the more CI is different from zero the more inconsistent we have been in the decision process.

We can also define the \textit{Random Index} RI of size $n$ as the average CI calculated from a large number of randomly filled matrices. For a discussion on how these matrices are created see \textit{(Alonso & Lamata (2006))}.

Finally, we define the \textit{Consistency Ratio} CR as the ratio CI$(A)/RI(A)$ for a reciprocal $n \times n$ matrix, where RI$(A)$ is the random index for matrices of size $n$.

Usually, if the CR is less than 10% the matrix is considered to have an acceptable consistency. Nonetheless, this consistency index is sometimes criticized as it allows contradictory judgments. See the review \textit{(Ishizaka & Labib (2011))} for a discussion about this.

In the literature, several other methods to measure consistency have been proposed. See \textit{(Ishizaka & Labib (2011))} for an account of the existing methods. For example, the authors \textit{(Alonso & Lamata (2006))} have computed a regression of the random indices and proposed the following formula

$$\lambda_{\text{max}} < 1.17699 n - 0.43513, \hspace{1cm} (2.11)$$

where $n$ is the size of the pairwise comparison matrix, while \textit{(Crawford & Williams (1985))} propose to use the \textit{Geometric Consistency Index} GCI

$$\text{GCI} = \frac{2}{(n-1)(n-2)} \sum_{t=1}^{n-1} \sum_{j=i+1}^{n} \left[ \log \left( \frac{a_{ij}}{w_i/w_j} \right) \right]^2. \hspace{1cm} (2.12)$$

In the coming sections, we will make extensive use of the GCI for the computation of consistency of decision processes as we believe it is more apt to capture the propagation of inconsistencies.

### 3. Methodology

In this section, we propose a methodology to evaluate R&D performance. In particular, we discuss in detail how criteria and sub-criteria are to be chosen in our proposed method.
3.1 Criteria and sub-criteria in R&D performance evaluation

3.1.1 Perspectives to measure R&D performance

Determining R&D performances usually relies on the identification of indicators (or metrics) relative to some criteria (perspectives). Giving the same importance to all indicators and/or criteria can lead to an oversimplification of the R&D measuring process and this, in turn, may lead to misinterpretation to the actual performance of an R&D project \( \text{[Salimi & Rezaei (2018)]} \).

Thus, it is crucial to correctly identify criteria and sub-criteria and subsequently determine relative importance. The latter step can be carried out by asking a team of experts to make pairwise comparisons between alternatives for both perspectives (criteria) and indicators (sub-criteria).

Following the literature, for example (Kaplan et al. (1996)), (Bremser & Barsky (2004)), (Lazzarotti et al. (2011)) (Salimi & Rezaei (2018)), we lay out the four perspectives which are relevant for measuring R&D performance:

- Internal Business perspective (IB)
- Innovation and Learning perspective (I&L)
- Financial perspective (F)
- Network and Alliances perspective (N&A)

Let us spell out what each perspective is about. The Internal Business perspective refers to internal resources, such as technological capabilities or human resources, that influence directly the performance of a project. The Innovation and Learning perspective refers to the development of new skills as the result of project activities. Financial perspective, instead, aims at capturing financial aspects of a project, with a focus on financial sustainability of a project. Finally, the Network and Alliances perspective refers to the interaction with different partners, such as external companies involved in project activities and realization of the results.

The authors (Salimi & Rezaei (2018)) consider also the “Customer perspective”, which refers to the extent that R&D satisfies the needs of customers. In the following sections, we will be interested mainly in projects which do not involve customers. Thus, we will stick with the four criteria identified above.

The four perspectives presented here will be the four criteria of our decision process. Indicators, i.e. sub-criteria, will be associated with each of the criteria in a way that we now describe.

3.1.2 Selection of Indicators

Let us briefly outline the three steps we propose are to be taken in order to determine indicators for each criterion. These will be labeled Step 0, 1 and 2 and can be summarized as follows:

- **Step 0**: Selection of relevant raw data, i.e. the building blocks for the final indicators, through a questionnaire given to a team of experts.
- **Step 1**: Identification of the right indicators from data selected at Step 0 through a second questionnaire.
- **Step 2**: Pairwise comparisons between perspectives (criteria) and indicators (subcriteria) according to the AHP method described in the previous section with some modifications that we describe later.

More in detail, in Step 0 we prepare a list of parameters (raw data) that will be used to identify the indicators for the decision process. The list, an example of which is given in Section \[4\] is submitted to a team of experts who are asked to identify the parameters that are usually available in the projects they are involved in. This step is necessary to understand which parameters, among the proposed ones, are more versed to capture a project performance.

In Step 1, we ask the same team of experts to build, out of the raw data selected at Step 0, the indicators for the different perspectives. In particular, each of the participants is asked to form a number of normalized indicators for each perspective. For example, jumping ahead to the example of R&D performance evaluation given in Section \[4\] if we think that the number of findings in a given project (each given in a publication or presented at a conference) in the shortest time is a relevant indicator for Innovation and Learning, then we might propose as indicator: \# of findings/total time of the project.

If, for any reason, the experts think that some quantities do not need to be normalized and can stand on their own, they are allowed to choose no denominator. Finally, a set of indicators for each perspective is formed according to the consensus they received from the experts.

In Step 2, the team of experts is eventually asked to form pairwise comparison matrices, both between all criteria and sub-criteria. Nevertheless, there is an important caveat. Differently from the original AHP method, we require no strict reciprocity: \( a_{ij} \) should not be necessarily equal to \( 1/a_{ji} \), but small (and sporadic) deviations are allowed. The reason for introducing such an inconsistency is that we would like to develop a method capable to capture and bypass possible
inconsistencies that often influence decision processes in R&D performance evaluation.

### 3.2 AHP for evaluating R&D performance

As it should be by now clear, in our method, the criteria for R&D performance evaluation are represented by the four perspectives mentioned in the last section, while indicators – relative to each criterion – are the sub-criteria. Different projects in an evaluation session make up the alternatives. In brief, the alternative which scores the biggest global priority will correspond to the most impactful – as for the chosen criteria – project for R&D.

#### 3.2.1 Pairwise comparisons of perspectives and indicators

Let us define the pairwise comparison matrix among criteria \( C \in \mathbb{R}^{4 \times 4} \) in the following manner

\[
C = \begin{pmatrix}
c_{11} & c_{12} & c_{13} & c_{14} \\
c_{21} & c_{22} & c_{23} & c_{24} \\
c_{31} & c_{32} & c_{33} & c_{34} \\
c_{41} & c_{42} & c_{43} & c_{44}
\end{pmatrix}
\]

Of course, \( c_{ii} = 1 \) for \( i = 1, \ldots, 4 \). The priority vector \( v^* \) of \( C \) can be easily computed as the geometric mean over the columns of \( C \), see eqn. (3.8)

\[
v^* = \left( \frac{c_{11} c_{12} c_{13} c_{14}}{4}, \frac{c_{21} c_{22} c_{23} c_{24}}{4}, \frac{c_{31} c_{32} c_{33} c_{34}}{4}, \frac{c_{41} c_{42} c_{43} c_{44}}{4} \right)
\]

It turns out to be useful to our purposes to normalize it in such a way the sum of its components is 1

\[
v = \frac{v^*}{\sum_{i=1}^{4} v_i^*}.
\]

In the same fashion, we can define the pairwise comparison matrix among sub-criteria \( A^{(c)} \in \mathbb{R}^{m_c \times m_c} \)

\[
A^{(c)} = \begin{pmatrix}
a^{(c)}_{11} & \cdots & a^{(c)}_{1m_c} \\
\vdots & \ddots & \vdots \\
a^{(c)}_{m_c1} & \cdots & a^{(c)}_{m_cm_c}
\end{pmatrix},
\]

where \( c \) is an index that labels the different criteria (in our case there is 4 of them). We can define, just as in the case of criteria, the priority vector \( w^{(c)} \) for each \( A^{(c)} \)

\[
w^{(c)} = \begin{pmatrix}
\frac{a_{11} a_{12} \cdots a_{1m_c}}{m_c} \\
\frac{a_{21} a_{22} \cdots a_{2m_c}}{m_c} \\
\vdots \\
\frac{a_{m_c1} a_{m_c2} \cdots a_{m_cm_c}}{m_c}
\end{pmatrix},
\]

and normalize it so that

\[
w^{(c)} = \frac{w^{(c)*}}{\sum_{i=1}^{m_c} w_i^{(c)*}}.
\]

It turns out to be useful to repack the vectors \( w^{(c)} \) into a matrix \( W \in \mathbb{R}^{4 \times N_{ind}} \), with \( N_{ind} = \sum_c m_c \) the total number of indicators, in the following fashion

\[
W = \begin{pmatrix}
w^{(1)} & -0 & -0 & -0 \\
-0 & w^{(2)} & -0 & -0 \\
-0 & -0 & w^{(3)} & -0 \\
-0 & -0 & -0 & w^{(4)}
\end{pmatrix}.
\]

We can now compute the global weight of the \( i \)-th indicator as

\[
P_i = (v^T W)_i = \sum_{j=1}^{N_{ind}} v_j W_{ji}, \quad i = 1, \ldots, N_{ind}.
\]

Note that \( \sum_{i=1}^{N_{ind}} P_i = 1 \) in our normalization. When there is more than one expert the global weight vectors for each expert have to be combined so to obtain a unique global weight \( P^{(\text{group})} \). We will do this again by considering the geometric mean over the experts, i.e we employ the AIP (Aggregation of Individual Priorities) method rather than the AIJ (Aggregation of Individual Judgments), see (Dong et al. (2010)),

\[
P^{(\text{group})} = \frac{\prod_{k=1}^{N_{exp}} (P_i^{(k)})^{\frac{1}{N_{exp}}}}{\sum_{j=1}^{N_{ind}} \prod_{k=1}^{N_{exp}} (P_j^{(k)})^{\frac{1}{N_{exp}}}},
\]

where \( k \) runs over the number of experts, \( N_{exp} \), and \( P_i^{(k)} \) is the global weight vector of the \( k \)-th expert.

#### 3.2.2 Evaluating R&D performance

Finally, we need to find a way to determine the priority (or score) of each of the alternatives, i.e. different projects in our case.

Each of the indicators in a given project can be measured, in general, by means of a standard scale. For instance, “time of a project” (see Section 4) can be easily extrapolated once we know the date of beginning and end of that given project. So it seems natural, in order to compute the score of each project, to multiply the indicator-global-priorities by the corresponding R&D measurement and, in fact, here lies the central point of our method.

Once we have determined the global weight of each indicator, we should multiply it by its “performance” parameter. For instance, going back to the example of # of findings/total time of the project mentioned
in the previous section, the higher this number is, in a given project, the better the project itself will perform in the final evaluation. This will ensure that the project, among those taken into considerations, with the most performing indicators will be the most valuable for R&D.

However, the alert reader has surely noticed that this can lead to a nonsense, as R&D measurement are often dimensionful quantities and it makes no sense to sum them up. Thus, what we propose is to “map” each R&D measurement to a dimensionless parameter lying in the range 0 to 1 using the empirical Cumulative Distribution Function (CDF).

We remind the reader that the CDF of a real-valued random variable $X$ is the function given by

$$F_X(x) = P(X \leq x), \quad (3.10)$$

where $P(X \leq x)$ is the probability that the random variable $X$ takes on a value less than or equal to $x$. Among its properties, we have that the CDF is a non-decreasing function of its argument and right-continuous. In particular, if $X$ is a continuous random variable

$$\lim_{x \to -\infty} F_X(x) = 0, \quad \lim_{x \to \infty} F_X(x) = 1. \quad (3.11)$$

In integral form the CDF can also be expressed as

$$F_X(x) = \int_{-\infty}^{x} f_X(t) \, dt, \quad (3.12)$$

where $f_X(x)$ can be interpreted as a probability density function for the variable $X$. It is quite trivial to prove that for a continuous random variable $X$, the random variable $Y = F_X(X)$ has a standard uniform distribution.

Indeed,

$$F_Y(y) = P(Y \leq y) = P(F_X(X) \leq y) = P(X \leq F_X^{-1}(y)) = F_X(F_X^{-1}(y)) = y. \quad (3.13)$$

In practice, we map each R&D measurement variable $X_i$ using the corresponding empirical CDF, in place of the true unknown CDF, so to obtain variables having an approximately uniform distribution in the range 0 to 1.

Thus, the final R&D performance can be computed by means of the following formula:

$$S_{R&D} = \sum_{i=1}^{N_{ind}} P_i^{(group)} F_{X_i}(x_i) \quad (3.14)$$

Note that $F_{X_i}(x_i) \leq 1$ for any $i = 1, \ldots, N_{ind}$. Therefore, $S_{R&D} \leq \sum_{i=1}^{N_{ind}} P_i^{(group)} = 1$. Thus we conclude that the R&D performance for each project is always normalized to lie in the range 0 to 1:

$$0 \leq S_{R&D} \leq 1. \quad (3.15)$$

### 3.3 Consistency of the method

In AHP we are asked to make comparisons between each pair among the alternatives. Even though in ideal situations there would not be any inconsistencies, in real situations our decisions are subject to judgmental errors and conflicting with each other to some extent.

In the following we will stick with the assumption that error factors are log-normal distributed with 0 mean. Let us then proceed to estimate what the variance in a generic R&D performance evaluation is going to be for us.

#### 3.3.1 Uncertainty in R&D performance

As just remarked, it is commonly accepted that inconsistencies are log-normal distributed. For example, (Shrestha & Rahman (1991)) found that for a pairwise comparison matrix of dimension $n$ the variance of the error $\sigma^2$ is well approximated by the formula (2.12), that we report here for clarity,

$$\sigma^2 = \frac{2}{(n-1)(n-2)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \log \left( \frac{a_{ij}}{w_i/w_j} \right)^2, \quad (3.16)$$

where $a_{ij}$ is the pairwise comparison matrix and $w_i$ the components of the corresponding priority vector.

In our case, at the level of the four criteria (the four perspectives mentioned in the previous section) we would find an error of the form

$$\sigma^2 = \frac{1}{3} \sum_{i=1}^{3} \sum_{j=i+1}^{4} \log \left( \frac{c_{ij}}{v_i/v_j} \right)^2 \quad (3.17)$$

We have assumed throughout that the larger an indicator performance is the more it will contribute to R&D performance, $S_{R&D}$. It might very well be that exactly the opposite happens for a given indicator: the smaller an indicator is the better it is in terms of performance. In that case, it is enough to replace $F_{X_i}(x_i)$ by $1 - F_{X_i}(x_i)$.
while for each of the sub-criteria we find
\[
\sigma^{(c)^2} = \frac{2}{(m_c - 1)(m_c - 2)} \sum_{i=1}^{m_c-1} \sum_{j=i+1}^{m_c} \left[ \log \left( \frac{\sigma_i^{(c)}}{\sigma_j^{(c)}} \right) \right]^2
\]
\[
(3.18)
\]
where, again, \( c \) is an index labeling each of the criteria and \( m_c \) is the number of sub-criteria for the criterion \( c \).

In a similar fashion, in [Estandari & Rabelo (2007)] it is argued that the variances associated with each local weight are given by
\[
\sigma_i^{2} = \frac{15}{16} \sum_{j=1}^{4} \left( v_j^2 - v_i^2 \right) \sigma_i^{2} \quad (3.19)
\]
for the case of the four criteria, while it is of the following form
\[
\sigma_i^{2} = \frac{m_c - 1}{m_c^2} \left[ \sum_{j=1}^{m_c} w_j^{(c)} - w_i^{(c)} \right] \sigma^{(c)^2} \quad (3.20)
\]
for the case of the sub-criteria. Note that we are assuming no correlation among different criteria or sub-criteria. In this way we can also repack the errors of eqn. (3.20) in the following \( 4 \times N_{\text{ind}} \) matrix
\[
\sigma_{W}^{2} = \begin{pmatrix}
(\sigma_w^{(1)})^T & -0 & -0 & -0 \\
-0 & (\sigma_w^{(2)})^T & -0 & -0 \\
-0 & -0 & (\sigma_w^{(3)})^T & -0 \\
-0 & -0 & -0 & (\sigma_w^{(4)})^T
\end{pmatrix}
\]
\[
(3.21)
\]
where \( \delta_{ij} \) is the kronecker delta: \( \delta_{ij} = 1 \) if \( i = j \) and 0 otherwise. The uncertainty on the final outcome \( S_{R&D} \) is easily evaluated to be (the \( x \)'s are assumed to have no associated statistical error)
\[
\sigma_{S_{R&D}}^2 = \sum_{i=1}^{N_{x}} \sigma_i^{2} \bar{P}_i \int_{x_i} F(x_i)^2. \quad (3.25)
\]

4. Application of the Method and Results

In this section, we apply our methodology to R&D performance of 34 projects stored in the DPR&DI (Digital Platform for R&D and Innovation Projects).

The DPR&DI is a PaaS (Platform as a Service) for the management of R&D and industrial innovation projects. It allows to monitor in real time the progress of any project, the storage of information and sharing of data. It can also be used to create connections between the various parties involved in the innovation process, creating a shared space for collaboration that connects researchers, innovators, institutions and funding agencies.

The data analytics algorithms used to extract information in terms of performance-monitoring indices and in relation to innovation-based development indices are part of the REEDIA project.

We discuss in detail the various steps to find a project performance by applying the general procedure explained in the previous sections.

4.1 Step 0

First of all, we lay out the raw data (Step 0) that we reckoned were necessary to build meaningful indicators to evaluate the R&D performance of the projects in the DPR&DI.

Let us start off by giving all the quantities that we believe are relevant to characterize the magnitude of a project
Second, we believe the impact on R&D is driven also by the amount of findings for a given project. Thus, we proposed to consider also the following quantities:

- Number of findings (papers, books, conferences, exhibitions, others)
- Number of papers for a given project
- Number of books for a given project
- Number of conferences attended to present a given result
- Number of exhibitions attended to present a given result
- Number of patents for a given project

Moreover, it is crucial to have indicators measuring the total costs of a given project, especially in order to quantify the sustainability of the project itself. Thus, we introduce raw data also for detailing financial reporting:

- Total cost of the project
- Total cost of the project team
- Total cost of equipment
- Total cost of external suppliers
- Total cost of consultants

and financial support:

- Grant eligible expenses
- Tax credit eligible expenses

At this point, a team of experts was asked to give a ranking of the raw data just given in order to form a coherent set of indicators. In particular, this led us to Step 1, where raw data are combined to form the indicators, as explained in Section 3.1.

### 4.2 Step 1

As already anticipated, a statistical analysis made over the experts’ opinions has led to a set of indicators that can be used to evaluate R&D performance. These are reported in Table 1. As we can see, there are 5 indicators for the Internal and Business perspective, 6 for Innovation and Learning, 5 for the Financial perspective and 4 for Alliances and Network perspective. We have thus created a layer of 20 indicators (subcriteria), each associated with a given perspective (criterion). This, along with the 34 project considered in this study, makes up the basic AHP structure in the R&D performance evaluation.

### 4.3 Step 2

We are now ready, as for Step 2, to compute the R&D performance for the 34 selected projects using formulas spelled out in Section 3.2.

In particular, the distribution for the R&D performance scores is depicted in Fig. 2a. We can see that the distribution is quite uniform, and all scores lie (approximately) in the range 0.6 to 0.8 (remember that the $S_{R&D}$ is normalized to be in the range 0 to 1).

As for the consistency of our results we can employ the formula (3.25). Scores with errors are shown in Fig. 2b.
Table 1: Indicators selected by the team experts consulted to evaluate R&D performance.

| Perspective                        | Indicators                                                                 |
|-----------------------------------|-----------------------------------------------------------------------------|
| Internal Business Perspective      | Number of findings / Cost of the project                                    |
|                                   | Number of people in the project / Project duration                          |
|                                   | Grant eligible expenses                                                    |
|                                   | Time spent on the project / Number of people involved                       |
|                                   | Time spent on the project / Number of activities                            |
| Innovation and Learning perspective | Number of papers / Number of people in the project                          |
|                                   | Number of books / Number of people in the project                           |
|                                   | Number of patents / Total cost of the project                               |
|                                   | Number of findings / Duration of the Project                                |
|                                   | Number of papers / Total cost of the project                               |
|                                   | Number of patents / Total cost of the project                               |
|                                   | Number of findings / Time spent on the project                             |
| Financial perspective              | Total cost of the team / Total cost of the project                          |
|                                   | Total cost of the suppliers / Total cost of the project                     |
|                                   | Total cost of equipment / Total cost of the project                         |
|                                   | Grant eligible expenses / Total cost of the project                         |
|                                   | Number of patents / Total cost of the project                               |
|                                   | Time spent on the project / Total cost of the project                       |
| Alliances and Networks perspective | Number of partners                                                          |
|                                   | Number of partners / Time spent on the project                             |
|                                   | Number of project activities / Total cost of suppliers                      |
|                                   | Number of patents / Number of suppliers                                     |

(a) Histogram of the score distribution. On the y-axis we have the relative probability of finding a given score (x-axis).

(b) Scores with error bars.

Figure 2: Score distribution for 34 projects stored in the DPR&DI.

As we can see, the $\sigma^2$ on any given project is quite significant, making it hard to identify precisely which project performs best in this particular analysis. This is essentially due, as we would expect, to the degree of inconsistency allowed when forming the pairwise comparisons. What could be nice to do is to compute the probability of inversion of two given projects in the final ranking. We leave issues like this for future studies.
5. Discussion and Conclusions

In this paper we considered a new approach to determine R&D performance based on the group-AHP method. As explained thoroughly in the main text, the AHP method is a powerful method that allows to quantify relative weights of criteria in a decision problem. In particular, any decision process is suitably decomposed into a hierarchy of sub-problems that are usually rather easy to deal with.

In this paper the decision process of the AHP method corresponds, roughly speaking, to determining which among a list of R&D projects has the best performance according to a number of criteria (perspective) and sub-criteria (indicators) selected by a team of experts.

The need for a systematic and quantitative analysis of the performance of R&D projects relies on the fact that, nowadays, R&D is one of the most significant determinants of the productivity and growth of companies, organizations, governments etc. Thus, it has become somewhat crucial to have at our disposal an intuitive, easy, efficient yet systematic and analytical method to quantify R&D performance.

More in detail, we started off in Section 2 by describing the basics of AHP method as originally developed by Saaty, outlining all the important steps to follow in a decision process in order to determine the best among a set of alternatives.

In Section 3 we laid out the general procedure of our proposed method in order to define the basic AHP structure for R&D performance evaluation. As we have seen in the main text, this is essentially based on a set of questionnaires handed to a team of experts who are asked, through a number of steps, to define a consistent hierarchical structure of the AHP-based method. Then we gave more mathematical details on how a quantitative evaluation of R&D performances and relative inconsistencies can be carried out. Finally, in Section 4 we presented an example of our method for the case of a number of projects stored in the DPR&DI platform.

We believe that our results might have important implications for those companies, organizations and public administrations interested in determining R&D performance. First of all, we provided a method for a firm to make comparisons between its R&D projects. In this way managers are facilitated in understanding which project is more deficient and in which area (perspective) or even in formulating more effective strategies to improve the R&D performance of low-scoring projects according to their own objectives. Second, our method offers a way of comparing a company’s R&D global performance to the performance of other firms.

To sharpen our work further, it could be interesting to study and quantify the compatibility of the different experts (i.e. how far off they are with respect to one another) involved in the decision process. See for instance (Aguarón et al. [2019]). Another interesting direction might be that of gathering data from different experts (eqn. (3.9)) using a weighted geometric mean. For example, we could set up a computation where the more consistent an expert has been in writing down pairwise comparison matrices, the more weight she/he will have in the computation of priorities. Moreover, it would be interesting to find a way of discussing more perspectives than those considered in this paper (Internal business, Innovation and Learning, Financial and Network and Alliances perspectives). In this way, we may hope to build a more general method suitable to many more organizations. We hope to tackle all these problems in the near future.
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