Using Random Walks for Iterative Phase Estimation
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In recent years there has been substantial development in algorithms for quantum phase estimation. In this work we provide a new approach to online Bayesian phase estimation that achieves Heisenberg limited scaling that requires exponentially less classical processing time with the desired error tolerance than existing Bayesian methods. This practically means that we can perform an update in microseconds on a CPU as opposed to milliseconds for existing particle filter methods. Our approach assumes that the prior distribution is Gaussian and exploits the fact, when optimal experiments are chosen, the mean of the prior distribution is given by the position of a random walker whose moves are dictated by the measurement outcomes. We then argue from arguments based on the Fisher information that our algorithm provides a near-optimal analysis of the data. This work shows that online Bayesian inference is practical, efficient and ready for deployment in modern FPGA driven adaptive experiments.

1 Introduction

Phase estimation is widely used throughout quantum information to learn the eigenvalues of unitary operators. This is a critical step in realizing computational speedups from algorithms such as Shor’s algorithm [1], versions of the linear systems algorithm [2] and quantum simulation [3, 4, 5, 6]. Moreover, the eigenvalues of unitary operators can carry information about physical parameters, such that phase estimation is critical in quantum metrology applications as well [7, 8] and similar ideas can be used in Hamiltonian learning protocols as well [9, 10, 11].

One very popular approach to minimizing the quantum resources required for phase estimation is iterative phase estimation [12, 13, 14], in which one repeatedly uses the unitary of interest to write a phase onto a single-qubit register, and then processes the data collected from these measurements using classical resources. The data obtained from each iteration can then be used to determine the next measurement to perform, such that classically adaptive protocols are naturally expressed in the iterative phase estimation framework. Across applications for phase estimation, there is a significant benefit to formulating approaches to iterative phase estimation that allow for adaptivity and data processing with very modest classical resources. For instance, Wiebe and Granade [15] have introduced rejection filtering, an iterative phase estimation algorithm that is modest enough to be compatible with modern experimental control hardware such as field-programmable gate arrays (FPGAs). Recent experimental demonstrations have shown the effectiveness of rejection filtering in modern applications [16].

In this work, we simplify the classical processing requirements still further, providing a new algorithm that uses approximately 250 bits of classical memory between iterations and that is entirely deterministic conditioned on the experimental data record. Our new algorithm is thus uniquely well-suited not only for implementation on FPGAs, but
as an application-specific integrated circuit (ASIC) or on tightly memory-bound microcontroller platforms, which are common in certain cryogenic applications where it is desirable to have a small low-power controller located as close as possible to the base plate of the dilution refrigerator for latency purposes despite the limited cooling power available at such stages. The ability to use such simple control hardware in turn significantly reduces the cost required for implementing quantum algorithms and new metrology protocols such as distributed sensors [17] in near term quantum hardware.

2 Review of Bayesian Phase Estimation

Concretely, consider a family of unitary operators $U(t)$ for a real parameter $t$ and a quantum state $|\omega\rangle$ such that for all $t$ $U(t)|\omega\rangle = e^{i\omega t}|\omega\rangle$ for an unknown real number $\omega$. We are then interested in performing controlled applications of $U(t)$ on a copy of the state $|\omega\rangle$ in order to learn $\omega$.

There are many ways that the learning problem for phase estimation can be formalized. While the most commonly used methods have historically estimated the phase in a bit-by-bit fashion [18], Bayesian approaches to learning have recently gained in popularity because of their robustness and their statistical efficiency [15]. The idea behind such methods is to quantify the uncertainty in $\omega$ via a prior probability distribution, $\Pr(\omega)$. Then conditioned on measuring an outcome $d$, the probability distribution describing the uncertainty in $\omega$ conditioned on the measurement is

$$\Pr(\omega|d) = \frac{\Pr(d|\omega)\Pr(\omega)}{\Pr(d)},$$

(1)

where $\Pr(d)$ is a normalization factor and $\Pr(d|\omega)$ is the likelihood of the experiment reproducing the observation $d$ given that the phase $\omega t$ was the true eigenphase of $U(t)$.

The art of Bayesian phase estimation is then to choose experiments in such a way to minimize the resources needed to reduce the uncertainty in an estimate of $\omega$, given by the estimator $\hat{\omega}$ [13, 15]. Adaptive versions of Bayesian phase estimation are known to achieve Heisenberg limited scaling and come close to saturating lower bounds on the uncertainty in $\omega$ as a function of experimental time or number of measurements [7, 15]. A complication that arises in choosing a Bayesian method is that each such method requires different amounts of experimental time, total number of measurements, classical memory and processing time and robustness to experimental imperfections. The latter two are especially important for present-day experiments where any form of Bayesian inference that requires classical processing time that is comparable to the coherence time (which is often on the order of microseconds). To this end, finding simple phase estimation methods that are robust, efficient and can be executed within a timescale of hundreds of nanoseconds remains an important problem.

The likelihood function $\Pr(d|\omega)$ used in iterative phase estimation is given by the quantum circuit provided in Figure 1. Computing the probability of observing $d \in \{0, 1\}$ as an outcome in the circuit shown in Figure 1 gives us the likelihood function for phase estimation,

$$\Pr(d|\omega; t, \omega_{\text{inv}}) = \cos^2(t[\omega - \omega_{\text{inv}}]/2 + d\pi/2).$$

(2)

Equipped with a likelihood function, we can thus reason about the posterior probability $\Pr(\omega|d)$ for a datum $d$ by using Bayesian inference.

In this setting we assume that we are able to apply the unitary $U(t)$ for any real-valued $t$. This assumption is eminently reasonable in quantum simulation wherein, up to small errors on the order of the simulation error incurred in implementing $U(t)$, such unitaries can be constructed within sufficiently small error. In settings where $U(t)$ can only be implemented directly for integer valued $t$, an evolution can be closely approximated using a quantum singular value transformation that is an $\epsilon$-approximation to $U^{t-[t]}$ using $O(\log(1/\epsilon))$ applications of $U([t])$ [19] provided that $\|\log(U(t))\| \leq \pi/4$, which is typical for applications in quantum simulation. These observations motivate our assumption that $U(t)$ is a continuous function of $t$.

A major challenge that we face when trying to numerically implement Bayesian phase estimation arises from the fact that we need to discretize the posterior distribution to ensure that an update to
the distribution can be made in finite time. Fortunately, unlike many other problems in Bayesian inference, the curse of dimensionality does not usually appear because the prior distribution $Pr(\omega)$ maps $\mathbb{R}$ to $\mathbb{R}$. Three natural approaches emerge when trying to model the posterior distribution are Sequential Monte-Carlo, Grids and Gaussian processes.

Sequential Monte-Carlo is a general approach to Bayesian inference that approximates the posterior distribution as a sum of Dirac-delta functions: $Pr(\omega) \approx \sum_j w_j \delta(\omega - \omega_j)$ for a set of phases $\{\omega_j : j = 1, \ldots, N_{\text{part}}\}$. As the posterior distribution is updated the $\omega_j$ are moved through a resampler to allow the distribution to continue to capture the low-order moments of the distribution even as the learning process excludes an exponentially growing fraction of the original prior distribution. These Sequential-Monte-Carlo approaches have been a workhorse for both phase estimation and also Hamiltonian learning: [16, 20]. However, for multimodal distributions these methods can fail and since $N_{\text{part}} \in O(1/\epsilon^2)$ for most applications, this means that the classical memory requirements of storing the posterior distribution can be exponentially worse than one may expect from its contemporaries. This makes such approaches less well suited for memory limited environments and motivated the development of rejection sampling [15] PE.

The posterior distribution is also discretized over grids in other works has also considered [13, 21]. These techniques can be fast and accurate when used with adaptive grid refinement. They fail however when the posterior distribution is not sufficiently smooth and suffer from the curse of dimensionality as all similar methods do.

The final approach that is broadly used, and mirrors the strategy taken here, exploits Gaussian processes to make the inference fast and highly memory efficient. The central idea behind such methods is that they assume that the underlying prior distribution is a Gaussian and under the conditions that the likelihood function is sharply peaked the resulting posterior distribution will also be approximately Gaussian. Since these updates map Gaussians to Gaussians using closed form expressions for the update they are highly efficient both in space and time and these methods form the most popular approaches to doing Bayesian inference in general. However, in Heisenberg-limited phase estimation the underlying distribution is seldom Gaussian and so these methods have not seen as much use for generic phase estimation experiments (although similar ideas have been considered for non-Heisenberg limited phase estimation [22]).

3 Random Walk Phase Estimation

Algorithm 1 Basic random walk phase estimation algorithm.

```plaintext
function RandomWalkPhaseEst(μ₀, σ₀)

▪ Arguments
  μ₀: initial mean
  σ₀: initial standard deviation

▪ Initialization
  μ ← μ₀
  σ ← σ₀

▪ Main body
  for $i_{\exp} \in \{0, 1, \ldots, n_{\exp} - 1\}$ do
    $\omega_{\text{inv}} ← μ - πσ/2$
    $t ← 1/σ$
    Sample a datum $d$ from $Pr(d = 0|\omega; \omega_{\text{inv}}, t) = \cos^2(t(\omega - \omega_{\text{inv}})/2)$.
    if $d = 0$ then
      $μ ← μ + σ/√e$
    else
      $μ ← μ - σ/√e$
      $σ ← σ√(e - 1)/e$

▪ Final estimate
  return $\hat{\omega} ← μ$
```

Figure 1: Iterative phase estimation circuit used to measure a single datum in the experimental data set used to estimate $\omega$. The distribution can be made in finite time. Fortunately, unlike many other problems in Bayesian inference, the curse of dimensionality does not usually appear because the prior distribution $Pr(\omega)$ maps $\mathbb{R}$ to $\mathbb{R}$. Three natural approaches emerge when trying to model the posterior distribution are Sequential Monte-Carlo, Grids and Gaussian processes.

Sequential Monte-Carlo is a general approach to Bayesian inference that approximates the posterior distribution as a sum of Dirac-delta functions: $Pr(\omega) \approx \sum_j w_j \delta(\omega - \omega_j)$ for a set of phases $\{\omega_j : j = 1, \ldots, N_{\text{part}}\}$. As the posterior distribution is updated the $\omega_j$ are moved through a resampler to allow the distribution to continue to capture the low-order moments of the distribution even as the learning process excludes an exponentially growing fraction of the original prior distribution. These Sequential-Monte-Carlo approaches have been a workhorse for both phase estimation and also Hamiltonian learning: [16, 20]. However, for multimodal distributions these methods can fail and since $N_{\text{part}} \in O(1/\epsilon^2)$ for most applications, this means that the classical memory requirements of storing the posterior distribution can be exponentially worse than one may expect from its contemporaries. This makes such approaches less well suited for memory limited environments and motivated the development of rejection sampling [15] PE.

The posterior distribution is also discretized over grids in other works has also considered [13, 21]. These techniques can be fast and accurate when used with adaptive grid refinement. They fail however when the posterior distribution is not sufficiently smooth and suffer from the curse of dimensionality as all similar methods do.

The final approach that is broadly used, and mirrors the strategy taken here, exploits Gaussian processes to make the inference fast and highly memory efficient. The central idea behind such methods is that they assume that the underlying prior distribution is a Gaussian and under the conditions that the likelihood function is sharply peaked the resulting posterior distribution will also be approximately Gaussian. Since these updates map Gaussians to Gaussians using closed form expressions for the update they are highly efficient both in space and time and these methods form the most popular approaches to doing Bayesian inference in general. However, in Heisenberg-limited phase estimation the underlying distribution is seldom Gaussian and so these methods have not seen as much use for generic phase estimation experiments (although similar ideas have been considered for non-Heisenberg limited phase estimation [22]).
The central difference between our approach and most other Bayesian methods that have been proposed is that our method is entirely deterministic. Specifically, the posterior mean (which we use as our estimate of the true eigenphase) shifts left or right upon collection of each datum by a fixed amount that depends only on the experimental outcome. Thus the trajectory that our estimate of the eigenphase takes as the experiment proceeds follows a random walk with exponentially shrinking stepsize. This simplicity allows us to not only store an approximation to the posterior distribution using shockingly little memory; it also only uses basic arithmetic that can be performed within the coherence times of modern quantum devices.

Rather than performing exact Bayesian inference, which is not efficient because the memory required grows exponentially with the number of bits of precision needed, we use a form of approximate Bayesian inference. In particular, we assume that the prior distribution is Gaussian at each step:

$$\Pr(\omega) = \frac{\exp\left(-\frac{(\omega - \mu)^2}{2\sigma^2}\right)}{\sqrt{2\pi\sigma}}. \quad (3)$$

Such priors can be efficiently represented because they are only a function of $\mu$ and $\sigma$. Unfortunately, the conjugate priors for (2) are not Gaussian which means that the posterior distribution is not Gaussian:

$$\Pr(\omega|d; t, \omega_{\text{inv}}) = \frac{\cos^2\left(t/\omega_{\text{inv}}/2 + d\pi/2\right)\exp\left(-\frac{(\omega - \mu)^2}{2\sigma^2}\right)}{\int_{-\infty}^{\infty} \cos^2\left(t/\omega_{\text{inv}}/2 + d\pi/2\right)\exp\left(-\frac{(\omega - \mu)^2}{2\sigma^2}\right) d\omega}. \quad (4)$$

However, for most experiments that we consider the posterior distribution will be unimodal and thus the majority of the probability mass will be given by the first two moments of the distribution. This justifies the following approximation,

$$\Pr(\omega|d; t, \omega_{\text{inv}}) \approx \frac{\exp\left(-\frac{(\omega - \mu')^2}{2\sigma'^2}\right)}{\sqrt{2\pi\sigma'}}, \quad (5)$$

where $\mu'$ and $\sigma'$ are chosen to match the posterior mean and posterior standard deviation. Specifically,

$$\mu' := E[\omega] = \int_{-\infty}^{\infty} \omega P(d|\omega; t, \omega_{\text{inv}}) d\omega$$

and similarly

$$\sigma'^2 := \nabla[\omega] = \int_{-\infty}^{\infty} \omega^2 P(d|\omega; t, \omega_{\text{inv}}) d\omega - \mu'^2.$$

Here, we will take as an approximation that the prior distribution $\Pr(\omega)$ is a Gaussian distribution at each step, and thus the prior can be characterized by its mean $\mu_0 := E[\omega]$ and variance $\sigma_0^2 := \nabla[\omega]$. The Bayes update then consists of finding the updated mean $\mu = E[\omega|d] = \int \omega \Pr(\omega|d) d\omega$ and updated variance $\sigma^2 = \nabla[\omega|d] = \int \omega \Pr(\omega|d) d\omega - \mu^2$, which we can then use as the prior distribution at the next step. For the phase estimation likelihood and under the assumption of prior Gaussianity, we can do this explicitly. In calculating the update, we assume without loss of generality that under the prior, $\mu_0 = 0$ and $\sigma_0^2 = 1$; the general case is obtained from this case by the standard location–scale transformation. We will express our update rule explicitly without the use of rescaling at the end of our derivation. Without further ado, then, the rescaled update rule is given by

$$\mu' \leftarrow \frac{(t \sin[t \omega_{\text{inv}}])}{s e^{t^2/2} + \cos[t \omega_{\text{inv}}]} \quad \text{and} \quad (6a)$$

$$\sigma'^2 \leftarrow 1 - s t^2 \left[ \frac{e^{t^2/2} \cos[t \omega_{\text{inv}}] + s}{(e^{t^2/2} + s \cos[t \omega_{\text{inv}}])^2}, \quad (6b)$$

where $s = (-1)^d$.

Since the posterior variance describes the error that we should expect we will incur in estimating $\omega$ with the currently available observations, we can then choose $t$ and $\omega_{\text{inv}}$ to minimize the posterior variance and hence minimize the errors that we
will incur. The posterior variance is minimized for both $d = 0, 1$ at $t = \sigma^{-1}$ and $\omega_{inv} = \mu$, such that we can specialize (6) at these values to obtain a simpler update rule,

$$
\mu' \leftarrow \mu + (-1)^d \frac{\sigma}{\sqrt{e}} \quad (7a)
$$

$$
\sigma' \leftarrow \sigma \sqrt{\frac{e - 1}{e}} \quad (7b)
$$

In this way, we can derive the particle guess heuristic (PGH) of Wiebe et al. [9] and Wiebe et al. [20] for the special case of phase estimation with a Gaussian conjugate prior. In particular, the PGH selects each new experiment by drawing two samples $\omega$ and $\omega'$ from the current posterior, then choosing $\omega_{inv} = \omega$ and $t = 1/\|\omega - \omega'\|$, such that minimizing (6) agrees with the PGH in expectation over $\omega$ and $\omega'$.

Critically, the variance update in (7) does not depend on which datum we observe; the reduction in variance at each step is wholly deterministic. Similarly, the mean shifts by the same amount at each step, such that the only dependence on the data of the Gaussian approximation to the posterior distribution is through which direction the mean shifts at each observation. We can thus think of the Gaussian approximation as yielding a random walk that is damped towards the true value of $\omega$. This leads to two observations:

1. The update rule for the position of the posterior Gaussian distribution is translationally invariant and scale invariant.

2. The update rule for the posterior variance is scale invariant.

Following this identification, we obtain Algorithm 1, which exploits these invariances in the approximate posterior density to render the inference step computationally trivial and therefore suitable for rapid execution in both ASICs and FPGAs.

Algorithm 1 can fail to provide an inaccurate estimate of $\hat{\omega}$ in two different ways. First, that the mean can only shift by fixed amount at each step implies that the walk on $\omega$ can not go further than

$$
\frac{1}{\sqrt{e}} \sum_{k=0}^{\infty} \left( \frac{e - 1}{e} \right)^{k/2} = \frac{1}{\sqrt{e - \sqrt{e - 1}}} \approx 2.95 \quad (8)
$$

away from its initial position. Assuming $\mu_0 = 0$ and $\sigma_0 = 1$ correctly describe the true probability distribution from which $\omega$ are chosen, this corresponds to a failure probability of $0.3\%$. If we take a prior that is too “tight” by a factor of about $20\%$ (corresponding to a single step of the algorithm), then the failure probability due to finite support of the random walk can be as large as $1.8\%$. Thankfully, this is an easy failure modality to address, in that we can use an initial prior distribution with an artificially wider variance than our actual prior.

We confirm this intuition in Figure 2 wherein we see that these failures tend to lead to rare events where improbable sequences of measurements that causes the mean error to be much larger than the median error due to rare but significant deviations from the true value.

The other failure modality is more severe, in that the Gaussian approximation itself can fail. By contrast to rejection filtering and other such approaches, in random walk phase estimation, we do not choose the variance based on the data itself, but based on an offline analytic computation. Thus, we must have a way to correct for approximation failures. We propose to do this by unwinding data records, returning to an earlier state of the random walk algorithm. In particular, since the data record uniquely describes the entire path of a random walker, we can step backwards along the history of a random walk.

To determine when we should unwind in this fashion, we will perform additional measurements whose outcomes we can accurately predict if the approximation is still accurate. Choosing $\omega_{inv} = \mu$ and $t = \tau_{\text{check}}/\sigma$ for a scale parameter $\tau_{\text{check}} > 0$, we obtain that the probability of a $0$ outcome is

$$
\Pr(0; \mu, \tau_{\text{check}}/\sigma) = \int \Pr(0|\omega; \mu, \tau_{\text{check}}/\sigma) \Pr(\omega) d\omega
$$

$$
= \frac{1}{2} \left( 1 + e^{-\tau_{\text{check}}^2/2} \right) , \quad (9b)
$$

where $\Pr(\omega)$ is assumed to be the normal distribution with mean $\mu$ and variance $\sigma^2$ as per the Gaussianity assumption. For $\tau_{\text{check}} = 1$, this corresponds to a false negative rate (that is, inferring the approximation has failed when it has not) of approximately $19.6\%$, while $\tau_{\text{check}} = 10^{-2}$ gives a
Figure 2: (Left column) Histogram over log-losses for many different trials, compared to the mean loss (Bayes risk) and the median loss. (Right column) Log-loss versus the true value of $\omega$, compared with the finite range (thick lines) in which each walker can explore. (Top row) Trials are run using the basic approach of Algorithm 1. (Middle row) Trials are run using one unwinding step, as in Algorithm 2. (Bottom row) Trials are run using two unwinding steps, as in Algorithm 2.
false negative rate of 0.002%. The key idea behind this is to use a low-cost consistency check to determine whether the Gaussian assumptions for the posterior distribution still hold and if they fail then we revert the random walk until the consistency check passes. We list the unwinding together with the original random walk in Algorithm 2.

Notably, both the consistency check data and the unwound data are still useful data. In situations where the data can be efficiently recorded for later use, the entire data record including all unwound data and consistency checks may be used in postprocessing to verify that the estimate derived from the random walk is feasible. In the numerical results presented in Section 4, we use the example of particle filtering to perform postprocessing [23], using the QInfer software library [24].

4 Numerical Results

The data given in Figure 2 provides an indication of the performance of RWPE for typical phase estimation experiments. We find from the data provided that RWPE works extremely well over the trials considered. Specifically, we take our initial value of ω to be Gaussian distributed according to the initial prior of the distribution. Note that the data as seen from the true ω distribution is not distributed via a circular distribution but rather a linear Gaussian distribution. While this creates some bias in the output angles in principle, the distribution is broad enough that it approximates a uniform distribution here.

More concretely, we see that for experiments consisting of at most 100 accepted steps for the random walk (and a maximum of 100 000 total steps) that the median loss for RWPE is low. Specifically, it is on the order of $10^{-20}$ which corresponds to 10 digits of accuracy. Also, as a point of comparison the Heisenberg limit for the phase observed is $3.5 \times 10^{-11}$ [7]. We find from RWPE that the median performance is close to the Heisenberg limit, specifically the median is also on the order of $3 \times 10^{-11}$; however, a direct comparison to the Heisenberg limit may not be fully appropriate as the definition is usually formally given in terms of the Holevo variance rather than the median deviation. These differences are apparent in the mean, where we find that the distribution of errors in Figure 2 has losses that are on the order of 1 with non-negligible frequency for the case where no unwinding steps are taken. The impact of this is severely limited by taking one unwinding step; however, we see that for the examples considered a single case of failure (which does not appear in the histogram at the scale presented) causes the
mean error to be substantial. Despite the median being small, the large mean errors in both cases suggest that we formally are not Heisenberg limited. In contrast, two unwinding steps were found to completely eliminate these issues and the mean loss was observed to shrink to $10^{-20}$, which yields a variance that is within less than an order of magnitude of the Heisenberg limit for these experiments.

The cause of many of these failures can be seen in the support of the errors over the true value of $\omega$. If no unwinding is performed then the mean-square error is on the order unity for true frequencies that are close to $\pi$ or $-\pi$. This is because the update rules for the random walk can only explore $[-2.95, 2.95]$ according to (8). The ability to unwind our variance past the initial prior allows the unwinding algorithm to deal with this.

We further see from the histogram of the quadratic loss for the reported eigenphase versus the actual eigenphase in Figure 3 that the median performance of RWPE outperforms the results seen by Liu-West when applied to the same dataset. We perform this part in order to ensure that even the data used in the consistency check is provided to both methods. For the case where the check timescale is small, $\tau_{\text{check}} = 0.01$, we see that the median quadratic loss is nearly two orders of magnitude smaller than Liu-West using 8000 particles. For the case of the larger timescale used for the consistency check, $\tau_{\text{check}} = 1$, we find that there is a separation between the two on the order of nearly 5 orders of magnitude. The increased separation between the performance is likely because of the larger timesteps used in the consistency check step leading to multi-modal distributions in the particle filter which cannot be well approximated using the Liu-West resampler.

In both cases the mean errors are observed to be large. This is expected as when a failure occurs the error tends to be on the order of unity, which means that when the median is on the order of $10^{-10}$ that rare errors can dominate the mean, however they do not dominate the median. These problems can be mitigated by increasing the number of rewinding steps or increasing the number of particles used in the particle filter approximations.

Here 8000 particles are used in the particle filters because previous work [15] found that this tended to yield stable results while also allowing updates to be performed on a scale of tens of milliseconds on a single-core CPU. In contrast, RWPE requires time on the order of a microsecond to perform an update on a single core CPU. The difference between the two processing times means that RWPE is vastly better suited for online setting in superconducting hardware where the coherence times are often on the order of $100\mu s$.

The final question that we wish to probe numerically is whether the algorithm is capable of achieving Heisenberg limited scaling in practice. We defer discussion about the optimal constants for the scaling to the following section. Specifically, for Heisenberg limited scaling we need to have that the Holevo variance scales like the inverse of the square of the total simulation time. The Holevo variance corresponds to the ordinary variance for narrow distributions that have negligible overlap with the branch cut chosen for the eigenphases returned by phase estimation.

We examine this scaling in Figure 4. We find that for zero and one unwinding step, that while the median error is small, the mean error does not shrink as the number of iterations grows. In contrast, we see clear evidence (a line of zero slope) for Heisenberg limited scaling if we use two or three unwinding steps. This suggests that the processing technique that RWPE is capable of achieving Heisenberg limited scaling even in an online setting.

5 Decision Theoretic Bounds

In this work, we have expressed our algorithm as approximating the Bayesian mean estimator (BME) $\hat{\omega}_{\text{BME}}(D) := \mathbb{E}[\omega | D]$. This choice is motivated by a decision theoretic argument, in which we penalize an estimator by a particular amount $L(\hat{\omega}(D), \omega)$ for returning a particular estimate $\hat{\omega}(D)$ when the true value of the parameter of interest is $\omega$. A function $L$ which we use to assign such penalties is called a loss function; as described in the main body, the quadratic loss $L_Q(\hat{\omega}(D) - \omega) := (\hat{\omega}(D) - \omega)^2$ is a particularly useful and broadly applicable loss function. We will drop the subscript $Q$ when it is clear from context...
Figure 4: The data presented here provide a demonstration of Heisenberg limited scaling, which corresponds to a quadratic loss that is inverse to the square of the time for up to 100 accepted steps for RWPE. Here the Heisenberg limit corresponds to a line of zero slope for the mean square error and is observed for the data with 2 and 3 unwinding steps.

that we are referring to this choice.

In any case, once we have adopted such a loss function, we can then reason about the average loss incurred by a particular estimator. In particular, the Bayes risk \( r \) is defined as the expected loss over all hypotheses \( \omega \sim \pi \) drawn from a prior \( \pi \) and over all data sets \( D \). That is,

\[
   r(\hat{\omega}) := \mathbb{E}_{\omega \sim \pi, D}[L(\omega(D), \omega)]. \tag{10}
\]

The celebrated result of Banerjee et al. [25] then provides that the BME minimizes the Bayes risk for any loss function of the form \( L(\hat{\omega}(D), \omega) = F(\hat{\omega}(D)) - F(\omega) + \left( \frac{d}{d\omega} F(\omega) \right)(\hat{\omega} - \omega) \) for a convex function \( F \). This holds for the quadratic loss, as well as a number of other important examples such as the Kullback–Leibler divergence.

Having thus argued that our approach is approximately optimal for the Bayes risk, we are then interested in how well our algorithm approximately achieves the Bayes risk. To address this, we note that the van Trees inequality [26] lower bounds the Bayes risk achievable by any estimator \( \hat{\omega} \) as

\[
   r(\hat{\omega}) \geq \frac{1}{\mathbb{E}_{\omega \sim \pi}[I(\omega)] + I_0}, \tag{11}
\]

where \( I(\omega) := \mathbb{E}_D \left( \frac{d}{d\omega} \log \Pr(D|\omega) \right)^2 \) is the usual Fisher information, and where \( I_0 := \mathbb{E}_{\omega \sim \pi} \left( \frac{d}{d\omega} \log \pi(\omega) \right)^2 \) is a correction for the information provided by the prior distribution \( \pi \). Thus, the van Trees inequality can be thought of as a correction to the traditional Cramér–Rao bound for the effects of prior information [27].
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Cramér–Rao bound only holds for unbiased estimators, the BME is asymptotically unbiased but may in general be biased for a finite-sized data set.

In the case that $\pi$ is a normal distribution $\mathcal{N}(0,1)$, however, the correction $I_0$ for the bias introduced by the prior distribution is identically zero, such that the van Trees and Cramér–Rao bounds coincide. More generally, the set of true values $\omega$ for which the Cramér–Rao bound can be violated by a biased estimator approaches Lebesgue measure zero asymptotically with the number of observations $n_{\text{exp}}$\cite{28}, such that the Cramér–Rao bound is useful for characterizing the performance of biased estimators such as the BME.

Applying this bound to Algorithm 2, we note that the experiments chosen by the algorithm are deterministic unless the unwinding step proceeds backwards from the initial prior. Thus, the Cramér–Rao and hence the van Trees inequality holds in expectation, such that the loss in any particular parameter may be a concern and limitations due to heating power proves a bottleneck. Specifically, we find that our approach to phase estimation requires $O(\log(1/\epsilon))$ bits of memory to perform phase estimation within error epsilon and requires $O(\log(1/\epsilon))$ gate operations to perform the phase estimation assuming a constant number of unwinding steps are needed if single-precision data types are used. In contrast, Bayesian phase estimation using SMC requires $O(\log(1/\epsilon)/\epsilon^2)$ arithmetic operations and cosine evaluations to perform phase estimation\cite{31}. This gives our approach a substantial advantage in classical time and space complexity relative to its classical brethren.

Important applications of these ideas include not only quantum phase estimation for algorithmic applications but also metrology applications and further these ideas are sufficiently cost effective that in some platforms with slow quantum operations, they could be used to assist in adaptive measurement of qubits or other quantum systems. Further, while this work focuses on applications within the quantum domain, similar considerations also apply outside of this setting and the ability to do adaptive inference in memory limited environment may have further applications in broader settings such as with autonomous drones or in control engineering. Regardless, the ideas behind this work show that adaptive Bayesian inference need not be expensive and through the use of clever heuristics can be brought within the reach of even the most modest control hardware.

6 Conclusion

To conclude, our work has shown a new approach to adaptive Bayesian phase estimation that uses Gaussian processes coupled with an unwinding rule to improve the stability of the learning process. Our method requires a constant amount of memory to perform the analysis and is further Heisenberg limited. Further, the fact that a constant application needs to be performed at every step in the process means that it is trivial to implement the updates to the prior distribution here using an FPGA without resorting to a lookup table. This makes our approach arguably the best known Heisenberg-limited approach for quantum phase estimation on near-term experiments wherein latency may be a concern and limitations due to heating power proves a bottleneck. Specifically, we find that our approach to phase estimation requires $O(\log(1/\epsilon))$ bits of memory to perform phase estimation within error epsilon and requires $O(\log(1/\epsilon))$ gate operations to perform the phase estimation assuming a constant number of unwinding steps are needed if single-precision data types are used. In contrast, Bayesian phase estimation using SMC requires $O(\log(1/\epsilon)/\epsilon^2)$ arithmetic operations and cosine evaluations to perform phase estimation\cite{31}. This gives our approach a substantial advantage in classical time and space complexity relative to its classical brethren.

Important applications of these ideas include not only quantum phase estimation for algorithmic applications but also metrology applications and further these ideas are sufficiently cost effective that in some platforms with slow quantum operations, they could be used to assist in adaptive measurement of qubits or other quantum systems. Further, while this work focuses on applications within the quantum domain, similar considerations also apply outside of this setting and the ability to do adaptive inference in memory limited environment may have further applications in broader settings such as with autonomous drones or in control engineering. Regardless, the ideas behind this work show that adaptive Bayesian inference need not be expensive and through the use of clever heuristics can be brought within the reach of even the most modest control hardware.
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Algorithm 2  Random walk phase estimation algorithm with consistency checks and data unwinding.

```
function RANDOMWALKPHASEEST( µ₀, σ₀, τ_check, n_unwind )

■ Arguments
µ₀: initial mean
σ₀: initial standard deviation
τ_check: consistency check scale
n_unwind: number of unwinding steps

■ Initialization
µ ← µ₀
σ ← σ₀
D ← a stack of Boolean values.

■ Main body
for i_exp ∈ {0, 1, ..., n_exp − 1} do
ω_inv ← µ − πσ/2
  t ← 1/σ
  Sample a datum d from Pr(d = 0|ω; ω_inv, t) = cos²(t(ω − ω_inv)/2).
  Push d onto D.
  if d = 0 then
    µ ← µ + σ/√e
  else
    µ ← µ − σ/√e
  σ ← σ√(e − 1)/e

■ Data unwinding
if n_unwind > 0 then
  // Perform a consistency check: d' = 0 is most probable if our approximation is correct.
  Sample a datum d' from Pr(d' = 0|ω; µ, τ_check/σ) = cos²(τ_check/σ(ω − µ)/2).
  // Keep unwinding until the consistency check passes.
  while d' = 1 do
    for i_unwind ∈ {0, ..., n_unwind − 1} do
      σ ← σ√(e/((e − 1))
      if D is not empty then
        // Only shift µ backwards when we unwound actual data.
        d ← pop D
        if d = 0 then
          µ ← µ − σ/√e
        else
          µ ← µ + σ/√e
      // Perform a new consistency check.
      Sample a datum d' from Pr(d' = 0|ω; µ, τ_check/σ) = cos²(τ_check/σ(ω − µ)/2).
  return ŵ ← µ
```

A Unwinding Past the Initial Prior

In Figure 2, we presented the results of using Algorithm 2 with unwinding steps that can con-
continue backwards past the initial prior. Effectively, unwinding past the initial prior automates interventions such as those used by rejection filtering PE [15] by allowing RWPE to explore hypothesis that are considered improbable under the initial prior distribution.

In this Appendix, we underscore that this rule is critical to allow the random walk to exceed the finite constraints of the basic walk presented Algorithm 1 by repeating the previous analysis with unwinding on actual data only. That is, in the results presented within Figure 5, if an unwinding step would pop an empty stack $D$, then the unwinding step is aborted instead.

We note that the constrained unwinding, while still an improvement over the initial version of Algorithm 1, does not adequately deal with the effects of the finite support of the basic walk. This observation is underscored by the results presented in Figure 6, where we consider the frequentist risk rather than the traditional Bayes risk. Concretely, the frequentist risk is defined as the average loss that incurred by an estimation when the true value of $\omega$ is fixed, $R(\hat{\omega}, \omega) := E_D[(\hat{\omega} - \omega)^2]$. We then observe that without allowing the unwinding step to proceed backwards from the initial prior, the frequentist risk suddenly worsens by approximately $10^{20}$ when the finite extent of the random walk begins to dominate.

By contrast, the frequentist risk for RWPE with unwinding of at least two steps past the initial prior is much more flat, representing that the risk remains acceptable across the full range of valid hypotheses.
Figure 5: (Left column) Histogram over log-losses for many different trials, compared to the mean loss (Bayes risk) and the median loss. (Right column) Log-loss versus the true value of $\omega$, compared with the finite range (thick lines) in which each walker can explore. (Top row) Trials are run using the basic approach of Algorithm 1. (Middle row) Trials are run using one constrained unwinding step, as in Algorithm 2. (Bottom row) Trials are run using two constrained unwinding steps, as in Algorithm 2.
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Figure 6:  (Top section) Unwinding constrained by initial prior. (Bottom section) Unwinding as described in Algorithm 2. (Top row of each section) Frequentist risk and median loss as a function of $|\omega|$, the absolute value of the true $\omega$ used to generate data in each trial. (Bottom row of each section) Median number of unwinding steps taken to accept 100 experiments. (Columns) Different numbers of unwinding steps allowed.