Improved resource-tunable near-term quantum algorithms for transition probabilities, with applications in physics and variational quantum linear algebra
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Transition amplitudes and transition probabilities are relevant to many areas of physics simulation, including the calculation of response properties and correlation functions. These quantities can also be related to solving linear systems of equations. Here we present three related algorithms for calculating transition probabilities. First, we extend a previously published short-depth algorithm, allowing for the two input states to be non-orthogonal. Building on this first procedure, we then derive a higher-depth algorithm based on Trotterization and Richardson extrapolation that requires fewer circuit evaluations. Third, we introduce a tunable algorithm that allows for trading off circuit depth and measurement complexity, yielding an algorithm that can be tailored to specific hardware characteristics. Finally, we implement proof-of-principle numerics for models in physics and chemistry and for a subroutine in variational quantum linear solving (VQLS). The primary benefits of our approaches are that (a) arbitrary non-orthogonal states may now be used with small increases in quantum resources, (b) we (like another recently proposed method) entirely avoid subroutines such as the Hadamard test that may require three-qubit gates to be decomposed, and (c) in some cases fewer quantum circuit evaluations are required as compared to the previous state-of-the-art in NISQ algorithms for transition probabilities.

I. INTRODUCTION

If breakthroughs in hardware design continue, quantum computers will be able to simulate quantum systems that are classically intractable, including those from condensed matter physics [1], nuclear structure [2], high-energy physics [3], and chemistry and materials [4, 5]. As theoretical and algorithmic work progresses, it is imperative to continue improving quantum computational primitives and subroutines so that calculations can be available on the earliest possible hardware.

One important subroutine is the calculation of transition amplitudes and probabilities, quantities closely related to the Fermi golden rule, response functions, and correlation functions more generally. These are required for calculating intensities in various areas of spectroscopy [6–11] and for response functions in scattering experiments and condensed matter [12–15]. Additionally, as vector-matrix-vector products $\vec{a}^\dagger \mathbf{A} \vec{b}$ (or $\vec{a}^\dagger \mathbf{A} \vec{a}$) are often relevant to classical linear algebra problems, transition probability subroutines may be useful in quantum linear algebra [16–21], including for classical partial differential equations [22–24], finance [25, 26], and quantum machine learning [27–29].

In this work we introduce three algorithms for calculating transition probabilities. We refer to our algorithm framework as NOTraP, for non-orthogonal transition probabilities. First, we show how to extend an existing short-depth quantum subroutine to allow for non-orthogonal states, at resource costs of just one additional qubit and at most four additional two-qubit gates. This short-depth algorithm (NOTraP-SD) allows for a broader class of states and applications. As with previous related methods [10, 16], an important feature is that controlled unitaries (meaning known state preparation unitaries and unitaries for Pauli string exponentials) are not required for any algorithms in this work.

Second, we demonstrate a higher-depth method (NOTraP-HD) that greatly reduces the number of distinct quantum circuits that must be simulated. Third, we show how one may tune (NOTraP-T) between low circuit depths and a low number of distinct quantum circuits. This allows one to tailor the algorithm to a given set of hardware. For example, if one is given access to a quantum computer allowing for larger maximum circuit depth than before, one may modify the algorithm to use deeper circuits with the trade-off of having fewer circuit evaluations.

There are many problems for which states $|a\rangle$ and $|b\rangle$ are non-orthogonal, for example the calculation of Franck-Condon factors in molecules [16, 20], arbitrary correlation functions in condensed matter systems, or comparing two states in classical linear algebra. Other than this expansion of the types of states that may be used as input, the algorithms of this work also provide the benefits of tunable circuit depths and general applicability to linear algebra.

This work should be considered in the context of recent efforts to derive algorithms that eliminate the use of controlled-unitary circuits [10, 16, 20–22], especially the Hadamard test. Since the native gate set of many quantum computers will consist solely of one- and two-qubit gates, such controlled state preparations require many
state preparation unitaries of composition. While this table does not consider depth for the require three-qubit gates and hence longer depths upon de-

TABLE I. Circuit depths and distinct quantum circuit eval-

FIG. 1. Left panel: Circuits for calculating quantities \(|\langle a|P_k|b\rangle|^2\) with respect to a single Pauli string \(P_k\). (a) Qubit-efficient overlap circuit, given state preparation unitaries \(U_a|0\rangle = |a\rangle\) and \(U_b|0\rangle = |b\rangle\). (b) Use of the shorter-depth destructive SWAP test \([33]\) requiring twice the qubits. Right panel: Circuits indirectly used in determining cross-terms between Pauli strings, using different methods. For illustrative purposes the bottom two circuits implement the cross-terms in operators \(A = k_1Y_1 + k_2Z_1Z_2\) and \(\tilde{A} = k_1X_0Y_1 + k_2X_0Z_1Z_2\). (c) The Hadamard test for determining \(\langle a|P|b\rangle\); a similar circuit yields \(\langle a|P|b\rangle\). Because the Hadamard test retains phase information, cross-terms \(\langle a|P|b\rangle\) and \(\langle b|P|a\rangle\) may then be determined classically via products between \(|a|P|b\rangle\) and \(|b|P|a\rangle\). This circuit uses controlled state preparation unitaries, and therefore is considerably deeper if gate decom-

three-qubit gates to be decomposed into simpler gates. Controlled state preparation unitaries thus would have to circuits several times deeper, making algorithms with many (decomposed) three-qubit gates prohibitive on most near-term quantum hardware.

| Method        | Circ Evals | \(D_1[A_{loc}]\) | \(D_1[A_{nonloc}]\) |
|---------------|------------|------------------|----------------------|
| Hadam. test \([15, 34]\) | \(O(n_q^2)\) | \(O(n_{Toff})\) | \(O(n_{Toff}n_q)\) |
| original VQLS \([16]\) | \(O(n_q^2)\) | \(O(n_{Toff})\) | \(O(n_{Toff}n_q)\) |
| NOTraP-SD & Ibe \([10]\) | \(O(n_q^2)\) | \(O(1)\) | \(O(n_q)\) |
| NOTraP-HD     | \(O(n_q^2)\) | \(O(n_q)\) | \(O(n_q^2)\) |
| NOTraP-T      | \(O(n_q^2)\) | \(O(n_q)\) | \(O(n_q^2)\) |

The quantity of interest is the transition probability

\[
|\langle a|A|b\rangle|^2
\]

where \(|a\rangle\) and \(|b\rangle\) are arbitrary states and \(A\) is a Hermitian operator that may be expressed as

\[
A = \sum_k g_k P_k
\]

where \(g_k\) is a real constant, \(P_k\) is a Pauli string \(P_k \in \{I, X, Y, Z\}^\otimes n_q\), \(n_p\) is the number of Pauli strings in the decomposition, \(n_q\) is the number of qubits, \(I\) is the identity and \(\{X, Y, Z\}\) are the Pauli matrices. As previously mentioned, \(A\) may come from a quantum problem (such as chemistry) or may be the quantum representation of a matrix from a classical problem. In the latter case, the goal may be to determine formula (1) in order to solve a linear system variationally \([16, 18, 21]\).

In order to study scaling behavior of local and nonlo-

cal operators, we will consider the following two simple operators. On \(n_q\) qubits, they are the operators

\[
A_{loc} = \sum_{i=0}^{n_q-1} X_i / \sqrt{n_q}
\]

and

\[
A_{nonloc} = \sum_{i=0}^{n_q-1} X^\otimes i X_i / \sqrt{n_q}
\]

where \(X_i\) is the Pauli-X operator on qubit \(i\), \(I\) is the identity, and \(n_q\) is the number of qubits. Considering these two operators will allow us to study some general trends in scaling, including circuit depths and number of distinct circuit evaluations.

A. Previous methods

This subsection reviews the following previously re-
ported methods for transition probabilities: the use of the Hadamard test \([15, 34]\) to determine each individ-
ual cross-term between Pauli strings of \(2\), a related ap-

where the table does not consider depth for the state preparation unitaries of \(|a\rangle\) and \(|b\rangle\), the Hadamard test is the only method in the table that requires controlled versions of the state preparation circuits for \(|a\rangle\) and \(|b\rangle\), greatly increasing the overall circuit depth on most current hardware.
We begin by summarizing how to use the more expensive Hadamard test. We define unitaries $U_a |0\rangle = |a\rangle$ and $U_b |0\rangle = |b\rangle$, where $|0\rangle$ is some reference state. Established near-term algorithms exist for determining these circuit unitaries for states of interest. In this work we assume that these state preparation unitaries are already known.

An obstacle in calculating quantity $|\langle a| A |b\rangle|^2$ is that $A$ is Hermitian but not unitary, meaning it cannot be trivially implemented with a unitary quantum circuit (though the longer-depth linear combination of unitaries approach may be used). However, each individual unitary $P_k$ may be implemented up to global phase with a simple circuit. Furthermore, an expansion of equation (1) reveals cross-terms such as $g_k g_l \langle a | P_i | b \rangle \langle b | P_j | a \rangle$, for which a naive implementation would use the Hadamard test. A notable advance was recently introduced by Ibe et al. Without needing any ancilla qubits, their method uses measurements from many distinct circuits, before taking a weighted sum of each result to arrive at the desired quantity. We summarize their method here using slightly modified notation.

The algorithm of Ibe et al. begins by calculating the following quantities on a quantum computer, each of which is in the form $|\langle a | V_i | b \rangle|^2$ where $V_i$ is a different unitary. We define quantities

$$W_1^{(k)} = |\langle a | P_k | b \rangle|^2$$

$$W_2^{(kl)} = |\langle a | \frac{1}{2} (I + i P_k) (I + i P_l) | b \rangle|^2$$

$$W_3^{(kl)} = |\langle a | \frac{1}{2} (I - i P_k) (I - i P_l) | b \rangle|^2$$

$$W_4^{(kl)} = |\langle a | P_k P_l | b \rangle|^2,$$

each of which is a variable between 0 and 1.

Unitaries involving $P_k$ and $P_l$ may be implemented using known circuits for exponentiating a single Pauli string, while the states themselves are prepared using $U_a$ and $U_b$. Calculating the overlaps squared is possible using the SWAP test or destructive SWAP test between states $U_a |0\rangle$ and $VU_b |0\rangle$, or by implementing $U_a^\dagger VU_b$ before determining the frequency of measured state $|0\rangle^\otimes n_q$. As shown in see Figure (a) and (b). The former methods require $2n_q$ qubits and the latter requires $n_q$ qubits and at most a doubling of circuit depth.

The transition probability may then be reconstructed as

$$|\langle a | A | b \rangle|^2 = \sum_k g_k^2 W_1^{(k)} + \sum_{k < l} g_k g_l [2 W_2^{(kl)} + 2 W_3^{(kl)} - W_1^{(k)} - W_1^{(l)} - W_4^{(k)} - W_4^{(l)}]$$

or equivalently

$$|\langle a | A | b \rangle|^2 = \sum_k (g_k^2 - 2 \sum_{l < k} g_k g_l) W_1^{(k)} + \sum_{k < l} g_k g_l [2 W_2^{(kl)} + 2 W_3^{(kl)} - W_4^{(k)} - W_4^{(l)}]$$

where the equality holds only if $\langle a | b \rangle = 0$, though below we propose a method usable for non-orthogonal states. The number of distinct circuits is $(3N_q^2 - N_\rho)^2 / 2$. The number of measurements required for determining each of formulas is $O(1/\epsilon^2)$, where $\epsilon$ is the required precision for each circuit; a full analysis of measurement counts is slightly more involved and is derived in the next subsection.

Throughout this work we assume the available gate-set is CNOT and all arbitrary one-qubit unitaries. The depths will change if a different native gate set is assumed. The maximum depth (excluding the state preparation circuits) for the Ibe et al. circuit is

$$D^\text{the} = 5 + 4(k-1) = 4k + 1$$

where $k$ is the longest Pauli string length in the Hamiltonian. This upper bound comes from having a circuit $e^{-i \frac{\pi}{2} R_z} e^{-i \frac{\pi}{2} R_x} e^{-i \frac{\pi}{2} R_y}$, which in the worst case operate on the same set of qubits. This leads to 4 CNOT-ladders each with $k - 1$ CNOT gates, two $R_x(\frac{\pi}{2})$ rotations, and 4 layers of basis changes of which the middle two layers may be combine into one layer of single qubit gates. This in turn yields $D^\text{the}[A_{\text{nonloc}}] = 4n_q$ and $D^\text{the}[A_{\text{loc}}] = 8$.

For the circuits of the original VQLS formalism, based on controlled Pauli rotations (cPR), we consider controlled versions of the circuits of the previous paragraph, which leads to deeper circuits after decomposition. In this case we have the previous CNOT gates replaced with Toffoli gates, the $R_x(\frac{\pi}{2})$ gates replaced with controlled-$R_z$, and the depth-1 layer of basis change replaced by a depth-$k$ layer of controlled rotations. The maximum depth for VQLS is

$$D^{\text{VQLS}} = 4(k - 1)(11) + 4k(4)$$
where we use $D_{\text{Toff}} = 11$ for the depth required to decompose a Toffoli (controlled CNOT) gate and $D_{\text{CR}} = 4$ for depth of a decomposed arbitrary controlled one-qubit rotation $\mathbf{AR}$. This leads to $D^{\text{VQLS}}[A_{\text{nonloc}}] = 60n_q - 104$ and (performing additional gate cancellations via inspection) $D^{\text{VQLS}}[A_{\text{loc}}] = 8$.

**B. Shot (measurement) counts for previously published methods**

To our knowledge, a resource analysis for required shot counts (i.e. circuit repetitions) has not been performed for the previously published methods. Here we perform such an analysis for Ibe et al. [10] and for the original VQLS [16] formalism.

We begin with an analysis of Ibe et al. The number of measurements required for the full calculation of $Q = |\langle a | A | b \rangle|^2$ is dependent on the coefficients in equation (7). There are $N_W$ circuits from which measurements need to be extracted, hence $N_W$ independent variables. Re-indexing all random variables $W$ with $i$, if the goal is an upper additive error bound of $\varepsilon_Q$, then via standard error propagation we have

$$\varepsilon_Q^2 = \sum_i \frac{|\partial Q}{\partial W_i}|^2 \text{Var}(W_i) \varepsilon_i^2,$$

(10)

where $\text{Var}(W_i)$ is the variance of sampling circuit $W_i$ and $0 \leq \text{Var}(W_i) \leq 1$ [15]. In order to obtain analytical results, for the rest of this section we will calculate upper bounds by assigning $\text{Var}(W_i) = 1$. Note that $\varepsilon_Q$ has the same units as $A^2$, while $\varepsilon_i$ is dimensionless as it is simply the error in $W_i$.

Assigning each summed term to have the same uncertainty leads to

$$\frac{|\partial Q}{\partial W_i}|^2 \varepsilon_i^2 = \frac{\varepsilon_Q}{N_W}$$

(11)

which in turn yields measurement counts of each term as

$$n_i = 1 \varepsilon_i^{-2} = \frac{N_W}{\varepsilon_Q^2} \frac{|\partial Q}{\partial W_i}|^2$$

(12)

and total measurements (shots)

$$n_{\text{tot}} = \sum_i n_i$$

(13)

where

$$N_W = N_P + \frac{3}{2}(N_P - 1)N_P$$

(14)

Using equation (7) the general result for arbitrary operator $A = \sum_k g_k P_k$ is

$$n_{\text{tot}} = \frac{N_W}{\varepsilon_Q^2} \left( \sum_k (2g_k^2 - \sum_{l<k} g_l g_l) + \sum_k \sum_{l<k} (9g_k^2 g_l^2) \right)^\frac{1}{2}$$

(15)

It is instructive to consider the number of measurements for $A_{\text{loc}}$ and $A_{\text{nonloc}}$, in order to obtain an understanding of basic scaling. As all $g_k$ equal unity for these two operators, the measurement counts are

$$n_{\text{tot}}[A_{\text{loc/nonloc}}] = \frac{N_W}{6} \left( \frac{1}{6}N_P(2N_P^2 - 15N_P + 37) + \frac{9}{2}N_P(N_P - 1) \right)$$

(16)

$$= O(N_P^5/\varepsilon_Q^2) = O(n_Q^2/\varepsilon_Q^2)$$

where we have used $N_W = O(N_P^2)$ from equation (14). The perhaps unexpected fifth-order scaling is a result of the first sum of equations (7) and (16) having a cubic scale as $N_P$.

In this work we concern ourselves primarily with relative error $\eta = \frac{\varepsilon_Q}{Q}$. Because $|\langle a | A | b \rangle|^2 = ||A||^2 |\langle a | A | b \rangle|^2$, an order of magnitude estimate for the relative error $|\langle a | A | b \rangle|^2/||A||^2$ is $\frac{\varepsilon_Q}{Q}$. As $\|A_{\text{loc}}\|_2$ and $\|A_{\text{nonloc}}\|_2$ scale as $O(n_Q^2)$, with respect to relative error the total number of measurements scales as $O(n_Q^4/\eta_Q^2)$.

Now we do a measurement resource analysis for VQLS, for which the VQLS objective function is optimized when the correct solution $|x\rangle$ to system of linear equations $A|x\rangle = |b\rangle$ is found. Unlike the Hadamard test, this approach does not require controlled state preparation unitaries, though it does require controlled Pauli terms. Because cross-terms are calculated explicitly, the individual terms are

$$\sum_k g_k^2 \langle a | P_k | b \rangle^2 + \sum_k \sum_{k < l} g_k g_l 2\Re(\langle a | P_l | b \rangle \langle b | P_k | a \rangle)$$

(17)

where each term in square brackets is a distinct circuit. The number of circuits is thus $N_W = N_P + (N_P - 1)N_P/2$ and the measurement count is

$$n_{\text{tot}}^{\text{VQLS}} = N_W \varepsilon_Q^{-2} \left[ \sum_k g_k^4 + \sum_k \sum_{l<k} 2g_k^2 g_l^2 \right]$$

(18)

which in turn leads to

$$n_{\text{tot}}^{\text{VQLS}}[A_{\text{loc/nonloc}}] = N_W \varepsilon_Q^{-2} [N_P + (N_P - 1)N_P]$$

$$= N_W \varepsilon_Q^{-2} [N_P + (N_P - 1)N_P]$$

(19)

$$= O(N_P^4) = O(n_Q^4/\eta_Q^2)$$

corresponding to approximately $O(n_Q^4/\eta_Q^2)$ measurements when considering relative error.
III. NON-ORTHOGONAL STATES, EXTRAPOLATION, AND DEPTH TUNING

In this section we introduce three new tools for calculating transition probabilities. First we extend Ibé et al.’s previous method to allow for calculating transition probabilities between non-orthogonal states, while still avoiding any gates higher than 2-qubit gates. We expect this method to be useful both for calculating transition probabilities between arbitrary quantum states and for more efficiently running VQLS. Second we show how to use exponentiation and extrapolation to greatly reduce the number of measurements required, at the cost of an increase in circuit depth. Finally, we demonstrate how one may tune between higher-depth and higher-measurement, in order to use as much of the limited (due to e.g. noise) available circuit depth as possible when calculating transition probabilities. Table I show a comparison of the capabilities of our method compared to previous work.

A. Implementing non-orthogonal states (NOTraP-SD)

Our first algorithmic contribution is a simple modification to the states and to the operator $A$: after this modification, any procedure that would have required orthogonal input states can be used on the modified states. First, one adds a single ancilla qubit to the state space, with opposite bit values for each state of interest,

\[
|a\rangle \rightarrow |0\rangle_a \otimes |a\rangle_s \equiv |\dot{a}\rangle
\]

\[
|b\rangle \rightarrow |1\rangle_a \otimes |b\rangle_s \equiv |\dot{b}\rangle
\]

(20)

Next one modifies the operator $A$, multiplying it by a bit-flip operator acting on the new qubit:

\[
A \rightarrow X_a \otimes A_s \equiv \dot{A}.
\]

(21)

The result is that, even if an algorithm for formula 1 requires that the two input states be orthogonal, one may use these new constructs $(|\dot{a}\rangle, |\dot{b}\rangle,$ and $\dot{A})$ to calculate the originally desired quantity $|\langle a|A|b\rangle|^2$. This is proven in the following two lemmas.

Lemma 1. $\langle \dot{a}|\dot{b}\rangle = 0$.

Proof.

\[
\langle \dot{a}|\dot{b}\rangle
= \langle 0|1 \langle a|b\rangle
= 0
\]

(22)

Lemma 2. $\langle a|A|b\rangle = \langle \dot{a}|\dot{A}|\dot{b}\rangle$.

Proof.

\[
(\dot{a}|\dot{A}|\dot{b})
= \langle 0|a|X \otimes A|1|b\rangle
= \langle 0|X|1\langle a|A|b\rangle
= \langle a|A|b\rangle
\]

(23)

This simple extension allows the exact transition probabilities for any two states to be calculated using the previously introduced formula 9, which would otherwise produce the incorrect results if the two input states are non-orthogonal. The additional cost is one extra qubit, as well as at most a circuit depth increase of four two-qubit entangling gates (sometimes just 2) and two one-qubit gates; note that adjacent Hadamard gates cancel in Figure 1(e). Thus we still avoid the long depths required of the Hadamard test, but calculate the exact desired quantity. Allowing for non-orthogonal states is important for practical applications, with examples including variational linear systems solvers as well as simulating vibronic spectra. This orthogonalization procedure is also necessary for the subsequent methods in this work.

B. Exponentiation method (NOTraP-HD)

Here we develop another algorithm for calculating transition probabilities, with the goal of reducing the required measurement counts at the cost of an increased circuit depth. The method is based on exponentiating the operator $\dot{A}$ and using Richardson extrapolation. (Extrapolation has been to improve efficiency in quantum linear algebra 51, though this previous algorithm is more amenable to longer-term hardware and is not similar to our approach.) We begin by writing the Taylor expansion

\[
e^{-i\tau \dot{A}} = I - i\tau \dot{A} - \frac{1}{2} \tau^2 \dot{A}^2 + \cdots
\]

(24)

We first require the determination of $|\langle \dot{a}| \exp(-i\tau \dot{A})|\dot{b}\rangle|^2$ for multiple $\tau$. This quantity can be determined by the frequency of all-$0$ measurements from implementing the circuit for $U_b^\dagger \exp(-i\tau \dot{A})U_a|0\rangle$. One may alternatively use the destructive SWAP test on states $\exp(-i\tau \dot{A})U_a|0\rangle$ and $U_b|0\rangle$, which lowers the depth while doubling the number of qubits (see Figure 4).

The algorithm proceeds by determining the following function for at least two values of $\tau$, before using Richardson extrapolation 52 53 to determine $|\langle a|A|b\rangle|^2$. The function is

\[
f(\tau) = |\langle \dot{a}|e^{-i\tau \dot{A}}|\dot{b}\rangle|^2 + |\langle \dot{a}|e^{+i\tau \dot{A}}|\dot{b}\rangle|^2
\]

\[
= 2\tau^2 |\langle a|A|b\rangle|^2 + \tau^4 K_4 + \tau^6 K_6 + O(\tau^8)
\]

(25)

Proof.
where many terms are combined into constants \(K_n\). We note two key insights here. First, the quadratic term’s coefficient is proportional to \(|\langle a|A|\hat{b}\rangle|^2\) only because of the transformations \([20]\) and \([21]\); otherwise the quadratic term would have been contaminated with a term \(\tau^2 \langle b|A^2|a\rangle / \langle a|b\rangle\). Hence the orthogonalization procedure is strictly necessary for this extrapolation-based algorithm. Second, the cancellation of all odd orders of \(\tau\) in \([23]\) is due to the summing of results from \(+\tau\) and \(-\tau\).

An important consideration is the choice of \(\tau\) values for the extrapolation. A smaller \(\tau\) leads to a lower error for a given number of extrapolation points, but to a larger total number of required measurements. The algorithm’s dependence on \(\tau\) is further discussed in the next subsection.

As we show presently, it is fortunately not necessary to exactly implement the exponential in order to obtain the transition probability. This is important, as on near-term hardware the exact implementation of \(e^{-i\tau A}\) will often not be possible. Instead, Suzuki-Trotter decompositions may be used. The approximate exponential is then \(\hat{U}(\tau) \approx \exp(-i\tau A) = U(\tau)\). The key is that an \(n\)-th-order Suzuki-Trotter decomposition yields an error of \(\|U(\tau) - \hat{U}(\tau)\| = O(\tau^{n+1})\) \([24]\), implying that a simple 1st-order decomposition yields \(U(\tau) = 1 - i\tau A + O(\tau^2)\).

Under such a first-order approximation, the resulting extrapolation function takes the form

\[
\hat{f}(\tau) = (\langle \hat{a}|\hat{U}(\tau)|\hat{b}\rangle)^2 + (\langle \hat{a}|\hat{U}(-\tau)|\hat{b}\rangle)^2 = 2\tau^2 |\langle a|A|b\rangle|^2 + \tau^4 K_4 + O(\tau^6) + \cdots \tag{26}
\]

where the leading term is the same as before. Fortuitously, all of this implies that there is no immediately obvious reason to think an exact implementation of \(\exp(-i\tau A)\) is more useful than a 1st-order Suzuki-Trotter approximation.

\[\hat{f}(\tau) = (\langle \hat{a}|\hat{U}(\tau)|\hat{b}\rangle)^2 + (\langle \hat{a}|\hat{U}(-\tau)|\hat{b}\rangle)^2 = 2\tau^2 |\langle a|A|b\rangle|^2 + \tau^4 K_4 + O(\tau^6) + \cdots \tag{26}\]

C. Shot count analysis for NOTraP-HD

Ultimately it is the number of circuit shots (as opposed to number of unique circuits) and the circuit depth that are most relevant in a resource analysis. In this section we analyze the number of shots (i.e., circuit repetitions) required when implementing NOTraP-HD. Here we consider only the case of \(n_\tau = 2\) extrapolation points; the analysis would proceed analogously when considering \(n_\tau > 2\).

It is useful to express the Richardson extrapolation from equation \([23]\) in the form \([23]\)

\[T \hat{c} = \hat{f} - \begin{bmatrix} \tau_0^2 & \tau_0^4 \\ \tau_1^2 & \tau_1^4 \end{bmatrix} \begin{bmatrix} K_2 \\ K_4 \end{bmatrix} = \begin{bmatrix} f_0 \\ f_1 \end{bmatrix} \tag{27}\]

where \(f(\tau_i) = f_i\) and the goal of the extrapolation is to find \(K_2/2 = Q' = |\langle a|A|b\rangle|^2\). We define \(V = T^{-1}\), for which the analytical expression is

\[
\left(\begin{array}{cccc}
\tau_0^2 & \tau_0^4 \\
\tau_1^2 & \tau_1^4
\end{array}\right)^{-1} = V = \frac{1}{\tau_0^4 - \tau_1^4} \begin{bmatrix}
-\tau_0^2/\tau_0^4 & \tau_0^2/\tau_1^4 \\
1/\tau_0^2 & -1/\tau_1^2
\end{bmatrix} \tag{28}\]

Notably, each \(f(\tau)\) value requires two distinct circuit evaluations, each of which will be associated with an uncertainty due to a finite number of circuit shots. Decomposing \(f(\tau)\) by defining

\[
f(\tau_i) = f_i^+ + f_i^- \quad f_i^- = |\langle \hat{a}e^{-i\tau_i \hat{A}}|\hat{b}\rangle|^2 \quad f_i^+ = |\langle \hat{a}e^{+i\tau_i \hat{A}}|\hat{b}\rangle|^2 \tag{29}\]

leads to

\[
Q' = \frac{1}{K_2} = \frac{1}{2} \left[ V_{00}f_0^+ + V_{00}f_0^- + V_{01}f_1^+ + V_{01}f_1^- \right]. \tag{30}\]

Hence (for \(n_\tau = 2\)) we have four circuit evaluations in determining the transition probability.

There are two types of error in NOTraP-HD. First is measurement uncertainty \(\varepsilon_{\text{meas}}\), the result of a finite number of measurements when evaluating \(f(\tau)\). The second is extrapolation error \(\varepsilon_{\text{extrap}}\),

\[
\varepsilon_{\text{extrap}} = Q - Q' = |\langle a|A|b\rangle|^2 - \frac{1}{K_2}, \tag{31}\]

resulting from the Taylor approximation. \(\varepsilon_{\text{extrap}}\) can be made arbitrarily small by decreasing \(\tau\).

The measurement uncertainty derived from equation \([30]\) is

\[
\varepsilon_{\text{meas}}^2 = \frac{1}{4} \left[ V_{00}^2 \varepsilon_{f_0}^2 + V_{00}^2 \varepsilon_{f_0}^2 + V_{01}^2 \varepsilon_{f_1}^2 + V_{01}^2 \varepsilon_{f_1}^2 \right]. \tag{32}\]

The expression for the measurement uncertainty \(\varepsilon_f\) in each \(f_i^\pm\) is

\[
\varepsilon_{f_i}^2 = \frac{\text{Var}[f_i^\pm]}{N_{f_i^\pm}} \tag{33}\]

where \(N_{f_i^\pm}\) is the number of circuit shots for \(f_i^\pm\). The number of required shots for a circuit \(f_i^\pm\) will tend to be higher when its coefficient in equation \([30]\) is larger. Hence when determining \(N_{\text{tot}} = \sum N_{f_i^\pm}\) in the results of Section \(\text{IV}\) we use \(N_{f_i^\pm} \propto V_{00}\), which is analogous to the strategy used in the context of calculating expectation values \([19]\) \([30]\).

Finally we discuss the choice of \(\tau\) values with the goal of reducing circuit shots, where \(\tau_1 > \tau_0\). The choice of \(\tau_1\) is arbitrary, but it should be as large as possible in order to reduce required shots, while being small enough to ensure that extrapolation error is sufficiently small. Now, because equation \([32]\) implies that larger \(V_{00}\) leads to more required shots, we would like \(V_{00}\) as small as possible. As \(V_{00} > V_{01}\), a reasonable strategy is to choose \(\tau_0\) such that \(V_{00} = \frac{\tau_1^4}{(\tau_1^2 - \tau_0^2)}\) is minimized. This minimum occurs at \(\tau_0 = \tau_1/\sqrt{2}\), which is the value we use for our numerical simulations in Section \(\text{IV.B}\).
what inspired by formulas \[5\] and \[6\]. Define the terms

\[ S^+_1 = |\langle a | e^{-i\tau\hat{G}_u} | b \rangle|^2, \]
\[ S^-_1 = |\langle a | e^{i\tau\hat{G}_u} | b \rangle|^2, \]

\[ S^\text{(uv)}_1 = |\langle a | e^{-i\tau\hat{G}_u} e^{-i\tau\hat{G}_v} | b \rangle|^2 = |\langle a | [1 - i\tau\hat{G}_u + O(\tau^2)] [1 - i\tau\hat{G}_v + O(\tau^2)] | b \rangle|^2, \]
\[ S^-_1 = |\langle a | e^{i\tau\hat{G}_u} e^{i\tau\hat{G}_v} | b \rangle|^2 = |\langle a | [1 + i\tau\hat{G}_u + O(\tau^2)] [1 + i\tau\hat{G}_v + O(\tau^2)] | b \rangle|^2. \]

For a single \( G_u \),

\[ S^\text{(uv)}_1 + S^-_1 = 2\tau^2 |\langle a | G_u | b \rangle|^2 + O(\tau^4). \]

It is instructive to first consider the case of \( N_G = 2 \). We write

\[ S^\text{(uv)}_1 + S^-_1 = 4\tau^2 \Re \langle a | G_u | b \rangle \langle b | G_v | a \rangle + 2\tau^2 |\langle a | G_u | b \rangle|^2 + 2\tau^2 |\langle a | G_v | b \rangle|^2 + O(\tau^4) \]

which upon rearrangement (when \( N_G = 2 \)) yields

\[ |\langle a | A | b \rangle|^2 = \frac{1}{2\tau^2} (S^\text{(uv)}_1 + S^-_1) + O(\tau^4). \]

Turning to the general case of \( N_G \geq 2 \), it can be shown that

\[ |\langle a | A | b \rangle|^2 = \sum_{u} |G_u|^2 = \sum_{u} |S^\text{(uv)}_1 + S^-_1| \]

\[ = \frac{1}{2\tau^2} \sum_{u} (S^\text{(uv)}_1 + S^-_1)/2\tau^2 + \sum_{u} \sum_{u < v} [S^\text{(uv)}_1 + S^-_1]/2\tau^2 + O(\tau^4)/\tau^2 \]

or

\[ |\langle a | A | b \rangle|^2 = |\langle a | \sum_{u} G_u | b \rangle|^2 \]

\[ = \sum_{u} \sum_{u < v} (S^\text{(uv)}_1 + S^-_1)/2\tau^2 \]

\[ - \sum_{u} (N_G - 2)(S^\text{(uv)}_1 + S^-_1)/2\tau^2 \]

\[ + O(\tau^2). \]

This method (NOTraP-T) is tunable via changing the number of subsets \( N_G \). As before, the orthogonalization procedure of Lemmas \[1\] and \[2\] is strictly necessary for the above expressions to yield the correct result. Note
that the main mathematical way in which NOTraP-T differs from NOTraP-SD is that the former formulas do not explicitly use coefficients of the Pauli matrices. This difference is what leads to the $\frac{1}{\tau}$ factor.

Finally, the algorithm proceeds by evaluating formula (42) for multiple values of $\tau$ and then extrapolating.

There are $N_G$ circuits each for types $S_u^+$ and $S_u^-$, and $\frac{1}{2}(N^2_G - N_G)$ circuits each for types $S^{uv}_+$ and $S^{uv}_-$. Hence the number of circuits required to estimate the transition probability is $n_\tau(N^2_G + N_G)$ where $n_\tau$ is the number of points used in the extrapolations. As mentioned in the previous section, the relationship between choice of $\tau$ and the overall total number of measurements is nontrivial, and we leave a detailed analysis of this relationship in the tunable NOTraP-T to future work.

In this section we have provided an algorithm with tunable circuit depth, where the availability of more circuit depth allows one to evaluate expectation values from fewer circuits. The tunability comes in the choice of the number of groups $N_G$ in which to place the Pauli terms of operator $A$. This approach is conceptually a mix between the low-depth method of Section III A and the high-depth method of Section III B allowing the user to make use of the circuit depth available on a particular quantum device.

IV. APPLICATIONS AND NUMERICAL SIMULATIONS

Here we implement numerical proofs-of-principle for calculating transition probabilities via the NOTraP algorithms. Our primary focus is on the high-depth NOTraP-HD method, whose viability we wish to demonstrate using very few extrapolation points. Additionally, we study the tradeoffs between circuit depth and the number of circuit evaluations for all algorithms introduced in this work. We consider simple models from three application areas: spin chains, vibronic transitions in molecules, and linear systems solving. We prepared and executed the numerics using primarily Scipy [55], mat2qubit [56, 57], and OpenFermion [58]. In Section IV A we summarize the applications and numerical methods and in Section IV B we present and discuss the results.

A. Applications and numerical methods

Toy spin model. We implement both the one-local operator $A_{\text{loc}}$ and the $(N_q - 1)$-local operator $A_{\text{nonloc}}$ defined in Section II. While $A_{\text{nonloc}}$ is a contrived operator introduced mainly to study a highly non-local toy case, $A_{\text{loc}}$ has a straightforward physical interpretation as the total magnetism in the transverse direction. For up to ten qubits, we use the extrapolated algorithm NOTraP-HD to calculate $|\langle 0^\otimes N_q |A_{\text{loc}} |\psi_R \rangle|^2$ where $|\psi_R \rangle$ is a random quantum state. The extrapolation points $\tau$ were varied from 2 to 5.

For 20 random instances using $A$ as defined in equation (48), relevant to classical linear algebra. The number of extrapolation points $n_\tau$ is varied from 2 to 5.

FIG. 3. Errors via the exponentiation- and extrapolation-based method NOTraP-HD using $n_\tau$ values of 2 through 5, for $A_{\text{loc}}$ and for selected vibronic transitions in naphthalene and phenanthrene. $A_{\text{nonloc}}$ yields virtually identical results as $A_{\text{loc}}$. The labels $\text{nap}(N)$ and $\text{phe}(N)$ refer to transitions from the ground state of naphthalene and phenanthrene, respectively, to the $N$th vibronic excited state of the electronic excited state.

FIG. 4. Number of measurement shots (circuit repetitions) required in modified Ibe (NOTraP-SD) and our extrapolation method (NOTraP-HD) with respect to operator $A_{\text{nonloc}}$, using $n_\tau = 2$. Left: Number of shots required with respect to $\tau_1$, for $n_q = 16$ qubits. These are the shot counts (green circles) required to achieve $\epsilon_{\text{extrap}} + \epsilon_{\text{meas}} < 1\%$, where $\epsilon_{\text{extrap}}$ is the extrapolation error (blue ‘+’) and $\epsilon_{\text{meas}}$ is the measurement uncertainty (blue ‘x’). Right: Number of shots required with respect to qubit count. NOTraP-HD requires fewer shots than modified Ibe (NOTraP-SD) after approximately 20 qubits.

FIG. 5. Using NOTraP-HD of Section III B to estimate $|\langle x |A |b \rangle|^2$ for 20 random instances using $A$ as defined in equation (48), relevant to classical linear algebra. The number of extrapolation points $n_\tau$ is varied from 2 to 5.
arbitrarily chosen to be centered around $\frac{\mu}{\|A\|}$ with spacing between points of $\frac{0.1}{\|A\|}$, where $\|A\|$ is the spectral norm. In analyzing NOTraP-HD, we analyze the circuit depth versus distinct quantum circuits required for both $A_{\text{loc}}$ and $A_{\text{nonloc}}$. As before, we assume a native gate set of CNOT and all arbitrary one-qubit gates. For NOTraP-T, we group the Pauli terms into $N_C$ equally sized sets.

**Vibronic transitions in molecules.** In the general case, vibrational degrees of freedom in molecules are hard to simulate on classical computers; there has been theoretical work towards developing general quantum approaches for treating vibrations [11 59 60]. The more specific problem of calculating vibronic spectra involves the calculation of light-absorption cross sections for coupled vibrational-electronic transitions [3 7 61 62]; here, the goal is to determine both the frequencies and the absorption intensities of each transition. The transition occurs between two electronic eigenstates, each associated with a different vibrational Hamiltonian. Though highly accurate vibrational Hamiltonians must include anharmonic terms, here we approximate napthalene and phenanthrene using harmonic potential energy surfaces. The transformation between the ground and excited vibrational normal mode coordinates is described by the Duschinsky transformation,

$$\tilde{q}' = S\tilde{q} + \tilde{d}$$  \hspace{1cm} (43)

where $q'$ and $q''$ are vibrational normal mode coordinates respectively for the excited and ground electronic potential energy surface (PES), $S$ is a unitary matrix, and $d$ is a displacement vector. The transition intensity is described by $|\langle \psi | \mu | \psi' \rangle|^2$, where $|\psi\rangle$ is a vibrational eigenstate of the ground PES and $|\psi'\rangle$ is a vibrational eigenstate of the excited PES. When the so-called Condon approximation is used, $\mu = I$ and one simply calculates the overlap of the two states. Non-Condon effects must be included in order to qualitatively capture the correct spectrum in many molecules, including those considered here. An analog photonic-based algorithm for the inclusion of non-Condon effects has been previously described [63]; the current work can be used as a digital version.

We use the following parameters [63] for napthalene,

$$S^{(\text{nap})} = \begin{pmatrix} 0.98 & -0.20 \\ 0.20 & 0.98 \end{pmatrix}$$

$$\omega_g^{(\text{nap})} = (509, 938)$$

$$\omega_e^{(\text{nap})} = (438, 912)$$

$$d^{(\text{nap})} = (0, 0)$$

$$\mu^{(\text{nap})} = I + q_0 - q_1,$$

and the following for phenanthrene,

$$S^{(\text{phen})} = \begin{pmatrix} 0.9055 & -0.4240 \\ 0.4240 & 0.9055 \end{pmatrix}$$

$$\omega_g^{(\text{phen})} = (700, 800)$$

$$\omega_e^{(\text{phen})} = (679, 796)$$

$$d^{(\text{phen})} = (0.1650, 0.0780)$$

$$\mu^{(\text{phen})} = I + 1.5q_0 - 0.5q_1.$$

In both problems, we consider only the two normal modes most relevant to the spectra. We map the problem to a binary representation [64 65] using a truncation of 16 energy levels, leading to 4 qubits per mode and hence 8 qubits overall. We deliberately chose molecules for which vibrational eigenstates on different PESs are not orthogonal, in order to highlight the utility of NOTraP.

**Linear systems.** A ubiquitous problem in science and engineering is solving the linear system

$$A|x\rangle = |b\rangle$$  \hspace{1cm} (46)

where $A$ and $|b\rangle$ are known (or in the quantum case, it is at least known how to prepare $|b\rangle$). The first quantum algorithm for solving linear systems [66] uses the quantum phase estimation algorithm. Variational approaches to solve [46] have been developed [16 18 21], based on the notion that one may vary $|x\rangle$ using the objective function

$$F_{LS} = \langle x | A | b \rangle.$$  \hspace{1cm} (47)

or $\|F_{LS}\|^2$, where the correct answer is reached when this quantity is maximized. Note that the original VQLS paper uses a slightly modified definition of the cost function that does not qualitatively affect the results of the current work.

Equation [47] is simply a transition amplitude, and so any method for calculating either transition amplitudes or transition probabilities may be used. The methods of the current work may be used to solve for $|x\rangle$, using $|\langle x | A | b \rangle|^2$ as an objective function instead of equation [47]. Note that the original [10] formulas [6] would not work for optimizing the objective function because they require $|b\rangle$ to be orthogonal to the candidate for $|x\rangle$.

In order to study the use of our subroutines in variational quantum linear systems (VQLS) solving, we consider random classical matrices that can be expressed as

$$A = \sum_{i=1}^{N_{\text{ran}}-1} R_i^{(i)} \otimes R_i^{(i+1)}$$  \hspace{1cm} (48)

where the size of each local subspace is $d$, hence each "local" matrix $R$ is of size $d \times d$. The subscripts denote
the position in the tensor network train (identities I are implicit on other subspaces), and we include superscripts to clarify that all $R$ are unique. We consider local tensor sizes $d = 2, 4, 8$, corresponding to local qubit counts of 1, 2, and 3, respectively. The number of qubits required to represent each full classical matrix $A$ is thus $N_{train} \times \log_2 d$. We consider the error in calculating $|\langle b | A | x \rangle|^2$, where $|b\rangle$ is the zero vector, for 20 random vectors $|x\rangle$. Though we constrain $A$ to be Hermitian, it is known that any non-Hermitian matrix can be made Hermitian using one additional qubit, as shown in Appendix A.

B. Results and Discussion

The left panel of Figure 3 shows the relative error of using NOTraP-HD for the spin operator $A_{loc}$, for several qubits counts and values of $n_P$. The right panel of Figure 3 shows vibronic transitions discussed in the previous section. In both applications, we observe a trend of the error decreasing exponentially with the number of extrapolation points used (for a similar range of $\tau$), demonstrating the viability of NOTraP-HD for even very few extrapolation points. It is also notable that just 2 extrapolation points is often sufficient for a sub-1% error for these choices of $\tau$, while 3 or more extrapolation points is almost always sufficient. In the case of $A_{loc}$, the average error scaling shows an improvement as the number of qubits increases; we do not assume this is a general result though.

Next we studied the number of shots required to yield 1% error, using the operator $A_{nonloc}$. Figure 4 shows shot counts for $|\langle a | A_{nonloc} | b \rangle|^2$, with states chosen such that $|\langle a | A_{nonloc} | b \rangle|^2 = 0.5$, where we set $\tau_0 = \tau_1 / \sqrt{2}$ (see Section III C). The left panel shows the number of shots required to achieve measurement error $\epsilon_{meas}$ such that $\epsilon_{extrap} + \epsilon_{meas} = 1\%$. Importantly, as $\tau_1$ increases so does $\epsilon_{extrap}$. In turn, this leads to a smaller allowable $\epsilon_{meas}$ and hence more required shots as $\tau_1$ increases. Conversely, a smaller $\tau_1$ leads to larger values of $V_0$, which leads to more shots. This trade-off leads to a “sweet spot” for $\tau_1$ that is evident in the left panel, where the minimum number of shots is achieved at $\tau_1 \approx 0.31$.

The right panel of Figure 4 shows modified Ibe (NOTraP-SD) as well as NOTraP-HD with $\tau_1 \in \{0.25, 0.30, 0.35\}$, for 10 through 21 qubits. For modified Ibe we set $\epsilon_{meas} = 1\%$ since unlike NOTraP-HD there is no extrapolation error; as before, for NOTraP-HD the number of shots ensures that $\epsilon_{meas} = 1\% - \epsilon_{extrap}$. After approximately 20 qubits, NOTraP-HD requires fewer total shots than modified Ibe (NOTraP-SD). This shows a clear example where the extrapolation algorithm outperforms modified Ibe in terms of shot counts.

The results show that unlike modified Ibe, the number of shots for NOTraP-HD is not directly related to the number of Pauli terms $N_P$. This is unsurprising, because in some sense the Hamiltonian is taken into account “all at once” in $f(\tau_1)$, whereas in Ibe’s method all terms and cross-terms require separate circuits. In these shot count analyses we have calculated the extrapolation error explicitly—in future work it should be possible to developing analytical approaches to upper bound this error, as in a real implementation one would not a priori know the extrapolation error.

Figure 5 shows relative error in calculating $|\langle b | A | x \rangle|^2$ for a classical $A$ defined by formula (48). We observe similar trends as before: errors decrease exponentially with increasing $n_P$ for a roughly constant range of $\tau$, and there is a modest trend of error reduction as the qubit count increases. The value of the local tensor size $d$ does not appear to have a strong effect on error.

Figure 6 shows Pareto fronts with respect to circuit depth and number of circuit evaluations for several methods, with the purpose of comparing resource counts and especially demonstrating the resource trade-offs for the tunable NOTraP-T method. We consider both $A_{loc}$ and $A_{nonloc}$; the latter leads to larger circuit depths as the operator is highly non-local. NOTraP-T and NOTraP-HD show two values per circuit depth, as we include $n_P$ values of both 2 and 3. We stress again that these plots show circuit depths only for the calculation of $|\langle a | A | b \rangle|^2$ (depths of the required state preparation units are excluded) and that the relationship between number of circuit evaluations and total number of measurements is non-trivial.

The plots show that NOTraP-T may be continuously tuned between high circuit depth and high number of circuit evaluations. As previously stated, this allows for the...
NOTraP methods to be tailored to the particular limited depth requirements of a particular quantum device. These circuit depths are based on the gate decompositions discussed in Section II.A and highlight the fact that NOTraP allows for shorter depth circuits than previous methods. Note that once the available circuit depth is larger than the depth required for NOTraP-HD, there is no benefit to using NOTraP-T.

V. CONCLUSIONS

In this work we made three contributions to quantum algorithms for calculating transition probabilities. First, building on important previous work [10] we introduced a method (NOTraP-SD) that can be used to calculate transition probabilities between non-orthogonal states, while still (like another recently proposed method [10]) not requiring any controlled state preparations nor controlled Pauli rotations. Second, we introduced an extrapolation-based method (NOTraP-HD) that needs enough circuit depth to implement a first-order Suzuki-Trotter circuit but requires asymptotically far fewer measurements. Third, we show how to tune (NOTraP-T) between these short- and high-depth methods in order to make the most of available quantum hardware. Note that in principle this method might be used in other advanced methods like shadow tomography [69], which for highly local Hamiltonians may show large reductions in measurements required per circuit evaluation.

There are several other promising directions for future work. One can envision using methods here for calculating linear combinations of higher-order operators \( \langle A^K \rangle \). Further, there may be modifications to our methods that allow for fewer measurement counts when calculating expectation values \([38, 71–73]\) as opposed to transition probabilities.

In conclusion, we expect these quantum subroutines to be useful on near- and mid-term quantum computers for a range of problems in chemistry, materials, condensed matter physics, and quantum linear algebra, especially when measurement shots and/or circuit depth are the limiting resources.
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Appendix A: non-Hermitian matrices

If \( A \) is not Hermitian, for example if it was lifted from a classical matrix problem instance, it can be made Hermitian by

\[
A \rightarrow \begin{bmatrix} 0 & A^1 \\ A^1 & 0 \end{bmatrix}
\]

which is done by first decomposing the operator into Hermitian and anti-Hermitian parts,

\[
A = A_H + A_{AH}
\]

where \( A_H = (A + A^\dagger)/2 \) and \( A_{AH} = (A - A^\dagger)/2 \). Adding one qubit and the following transformation yields a Hermitian operator:

\[
A \rightarrow X \otimes A_H + Y \otimes (-i)A_{AH}.
\]

State vectors are modified as

\[
\begin{align*}
|b\rangle &\rightarrow |0\rangle \otimes |b\rangle \\
|x\rangle &\rightarrow |1\rangle \otimes |x\rangle.
\end{align*}
\]
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