Fractional molecular charge studied via molecular vibrational properties. Specific aspects in Jahn–Teller active molecular species†
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In this paper, we report results obtained within the density functional theory (DFT) demonstrating that information on the fractional (non-integral) charge of a single molecule can be extracted from its vibrational properties. This is important because, unlike the former, the latter can be measured experimentally, e.g., via surface enhanced Raman spectroscopy (SERS). As a concrete example, we choose a benzene molecule and consider changes brought about by continuously varying the fractional charge from $q = 0$ to $q = 1$ corresponding to neutral and radical cation species. Molecular electronics or electrochemical platforms may offer experimental realizations of continuously tuning non-integral molecular charges. We found that changes in the vibrational frequencies $\omega_{u}(q)$ can be substantially larger than those recently measured by varying applied bias in molecular junctions. Our results indicate important qualitative and quantitative differences between the dependence $\omega_v = \omega_{v}(q)$ exhibited by vibrational modes that are JT active and those that are JT inactive; typically, the former is stronger and nonlinear, while the latter is weaker and linear.

1 Introduction

Understanding the interplay between electronic and vibrational degrees of freedom represents a key issue of chemical/molecular physics. Interactions between charge carriers and molecular vibrational degrees of freedom are important to understand electron transfer at interfaces and electron transport through molecules embedded in molecular junctions.1–7 By monitoring changes in vibrational properties brought about by the oxidation or reduction of a given neutral molecular species, valuable insight on the impact of local electronic density on various vibrational modes can be gained. However interesting, investigations done on molecular charge species existing in the natural form or easily prepared via ionization or electron attachment inherently suffer from an important limitation: only molecular species having an integral charge can be targeted. Thanks to recent advances in nano-/molecular electronics8–13 and electrochemistry,14,15 this limitation could be overcome. An excess charge transferred to fullerene molecules embedded in electromigrated molecular junctions of up to one tenth of an electron under an applied bias has been claimed from concurrent transport-SERS (surface enhanced Raman spectroscopy) measurements.16 The fraction of the electron charge transfer has been estimated from changes in the vibrational properties. The latter can be measured via SERS or SEIRAS (surface enhanced infrared absorption spectroscopy) in nano-junctions consisting of one or a few molecules, because sharp electrodes act as plasmonic antennas and enormously enhance the local electric field.17 Furthermore, our recent theoretical calculations,18 which employed parameters extracted from experiments on EC-STM junctions based on viologen,9 indicated the possibility that an entire electron can be transferred. By continuously varying the overpotential—which is the counterpart of the gate potential of conventional electronics—, the LUMO occupancy of a molecule embedded in an EC-STM three terminal device based on an STM (scanning tunneling microscope) junction under EC (electrochemical control) can be smoothly tuned between zero for a neutral species and unity for a completely reduced species.19

The largest changes in vibrational frequencies deduced in ref. 16 are of the order of $\sim 10 \text{ cm}^{-1}$. These changes are comparable to those measured in much older SERS studies9 on pyrazine molecules adsorbed on a macroscopic metallic silver electrode whose potential was varied in a certain range, wherein the main focus was on determining the orientation of the molecules on the metallic surface. Further theoretical work20 elaborated the effect of the electrode potential in terms of an effective molecular charge.

Substantially larger changes in molecular vibrational properties upon charge transfer can be expected in cases of...
molecules where the geometry of the charged species is qualitatively different from that of the neutral species. A benzene molecule is best suited to this purpose. Removing an electron from the ground state of the neutral $D_{6h}$-symmetric benzene molecule yields a state that is twofold degenerate ($\Sigma^+ \Xi_{g}^{\pm}$) at the $D_{6h}$ geometry. According to the Jahn–Teller (JT) theorem, this is a degenerate state of a nonlinear molecule, and its degeneracy is lifted by a JT distortion yielding a lowering of the energy; $D_{6h} \rightarrow D_{3h}$ in the case of benzene.\textsuperscript{34,35} Over decades, the Jahn–Teller distortion of a benzene radical cation has been the subject of detailed investigations.\textsuperscript{21,24,26–30}

In the present work, we present results for a benzene molecule demonstrating that changes in vibrational frequencies driven by varying the fractional molecular charge of benzene can indeed be substantially larger that those observed so far in experiments.\textsuperscript{38} Furthermore, these results demonstrate that JT-active vibrational modes are qualitatively differently affected by charge removal compared to the JT-inactive ones. The latter are found to behave similarly to those reported recently\textsuperscript{34} for 1,4-benzenedithiol, a molecule that does not possess JT-active vibrational modes. From a molecular electronics perspective, considering below positively charged species—fractional charges $0 < q < +1$ ranging from the neutral ($q = 0$) to the radical cation ($q = +1$)—is also motivated: charge transport through benzene-based molecular junctions is often of the p-type, i.e., mediated by the highest occupied molecular orbital (HOMO).\textsuperscript{31–34}

\section{Computational details}

Most calculations done in this study have been performed running the SIESTA\textsuperscript{35} trunk-462 package\textsuperscript{36} in parallel.\textsuperscript{37} Unlike most quantum chemical packages available, such as the GAUSSIAN 09 package\textsuperscript{38} also partially employed in this study, SIESTA allows us to compute molecular vibrational properties for non-integer charge states. For calculations of the fractional charge states SIESTA uses a DFT (density functional theory) implementation developed in ref. 39. Similar to ref. 31, in our SIESTA-based calculations, we used the generalized gradient exchange correlation functional of Perdew, Burke, and Ernzerhof (GGA-PBE)\textsuperscript{39} and split-valence TZP (split triple zeta polarized) basis sets for all atoms. Below we presented numerical results obtained using cubic $30 \times 30 \times 30$ Å cells and three dimensional real-space grids characterized by an energy cutoff of 800 Ry. The latter defines the maximum kinetic energy of the electronic plane wave basis set utilized; following SIESTA’s manual,\textsuperscript{36} it will be referred to as the mesh cutoff below.

Employing cubic cells for a planar molecule like benzene is less common. It is motivated by the specific character of calculations to a charged system treated within an infinite periodic scheme utilized in the present paper, whose total energy converges very slowly with respect to the cell size. For cubic cells and only for these, a Madelung correction can be/is applied to the total energy, and this substantially improves convergence.

To obtain vibrational properties, SIESTA computes the dynamical matrix with a finite difference calculation of the forces\textsuperscript{41} via the VIBRA utility, which is part of the SIESTA package distribution.\textsuperscript{42} This method represents an alternative to the more popular method of obtaining phonons based on linear response DFT schemes.\textsuperscript{42}

Table S1 of the ESI\textsuperscript{†} comparatively presents the benzene vibrational frequencies computed via the presently adopted SIESTA/PBE/TZP method and other DFT as well as ab initio (CCSD, MP2) methods. Albeit not dramatic, certain differences between the SIESTA values and those of the other methods—including those obtained employing GAUSSIAN 09 with keywords PBE/PBE/TZP—exist. They trace back to SIESTA’s specific manner of numerically constructing localized orbitals; SIESTA’s TZVP orbitals and GAUSSIAN’s TZVP orbitals are not the same. However, we note that neither these differences nor the specific theoretical method producing the closest frequency values to experimental values represent the main issue in the present paper. What we want to emphasize is that, upon a nearly complete electron transfer, as it turned out to be possible by using three-terminal setups based on electrolyte gating\textsuperscript{38} or asymmetric two terminal setups,\textsuperscript{43} bias-driven changes in vibrational frequencies can be substantially larger than what has been experimentally observed so far\textsuperscript{16} and, hence, are easier to be measured by means of SERS or SEIRAS.

\section{Results and discussion}

\subsection{Preliminary remarks}

The calculations done for all fractional molecular charges ($0 \leq q \leq 1$) investigated in the present paper refer to the lowest (ground) electronic state. A series of precautions has been taken in order to diminish as much as possible spurious numerical effects on the calculated vibrational properties, which—as delineated below and also encountered recently—\textsuperscript{43} is a challenging task for SIESTA.

We relaxed the molecular geometries until the forces on all atoms were less than 0.1 meV Å\textsuperscript{−1}. This is a much more severe condition than typical default force tolerances (0.04 eV Å\textsuperscript{−1} in SIESTA and ~0.023 eV Å\textsuperscript{−1} in GAUSSIAN 09). The latter are often sufficient for relaxation studies, but the calculations of vibrational properties are usually much more demanding than those for relaxation.

Attention was paid to reduce egg-box effects. It might be helpful to remember that, to calculate various integrals, SIESTA uses a finite three-dimensional spatial grid. Because the relevant quantities (e.g., density or potential) have plane wave components beyond the finite mesh cutoff utilized, the translational invariance is broken (egg-box effect). This numerical effect disappears for infinitely fine grids (infinite mesh cutoff). For mesh cutoff values of ~200–300 eV, egg-box effects on the total energy or relaxed geometry are normally completely insignificant; see Fig. 1 and discussion below.

However, eliminating such effects on the vibrational properties is much more difficult. We checked that changes to the cutoff values in the range of 300–1000 eV do not conclusively reduce the degree of numerical noise exhibited by the vibrational properties. The results presented below have been obtained using a mesh cutoff of 800 eV.
The effect of the finite difference procedure for force computations has also been considered. We determined that there is no substantial improvement by varying the displacement used for the computation of the force constant matrix (SIESTA keyword MD.FCDispl) from 0.01 Å to 0.02 Å. For the results presented in this paper we used the value 0.01 Å.

Neither the precautions delineated above nor playing around with pseudopotentials—that is, using others than those actually utilized, obtained from translating the ABINIT pseudo's database available to download48—allowed us to eliminate some numerical inaccuracies/noise, which appear to be hardly avoidable in SIESTA calculations for vibrational properties while absent in considering more common electronic properties. The results depicted in Fig. 1 and 2, which were obtained by employing the same SIESTA settings/parameters, illustrate this contrast.

Numerical noise does not affect the total energy $\epsilon(q)$ computed for various fractional charge states. In Fig. 1 we present the results for the total energy $\epsilon(q)$ as a function of the oxidation degree $q$. The corresponding curve is a noise-free smooth curve, whose slope at the origin can be unambiguously extracted and yields a HOMO energy:

$$E_{\text{HOMO}} = \left. \frac{\partial \epsilon(q)}{\partial q} \right|_{q=0} = -6.113 \text{ eV}. \quad (1)$$

This value excellently agrees with the Kohn–Sham-(KS-) HOMO energy $E_{\text{HOMO}}|_{q=0} = -6.153$ eV computed for the neutral molecule ($q = 0$), as extracted from the SIESTA *.EIG file. As is amply documented,47 although conceptually less problematic qualitatively than other KS “orbitals”, the quantitative description of the physical HOMO by the KS-HOMO is rather poor; the above value(s) differs by more than 3 eV from the value corresponding to the lowest adiabatic ionization energy obtained via $\Delta$-DFT calculations48–50 $1P = \epsilon(q = 1) - \epsilon(q = 0) \equiv \epsilon_{\text{cation}} - \epsilon_{\text{neutral}} = 9.274$ eV. This value of adiabatic ionization energy excellently agrees with the experimental value of the lowest adiabatic one-electron binding energy (9.243 eV) measured by photoelectron spectroscopy.51 This agreement may not be taken too seriously, given the fact that more elaborate quantum chemical methods—like equation-of motion coupled cluster singles and doubles (EOM-CCSD),52–53 third-order algebraic diagrammatic construction (ADC(3)),54 and outer valence Green’s functions (OVGF)55–56—do not yield such a “perfect” agreement; still, this fact demonstrates that SIESTA results for charged molecules may be reasonably trusted.

On the other side, in Fig. 2 we present the six lowest SIESTA frequencies, which correspond to the three rigid translations and rotations of the entire molecule; these frequencies should be strictly zero but they are not; a numerical inaccuracy that one cannot easily avoid. In fact, the problem with these values of six “should-be-zero” frequencies is also encountered in other quantum chemical packages. For instance, these are designated as “low frequencies” in the output files of GAUSSIAN 09, and their negative values mean imaginary frequencies.
Due to the $D_{6h}$ symmetry of the neutral benzene molecule, certain vibrational modes are twofold degenerate. As a result of the JT distortion, the benzene radical cation has a symmetry lower than the $D_{6h}$-symmetry of the neutral benzene. Consequently, the twofold degeneracy of the vibrational modes of $E_{1g/u}$- and $E_{2g/u}$-symmetries of the neutral species is lifted upon electron removal. Because the corresponding energy splittings are small, they cannot be distinguished at the noise level of SIESTA calculations.

The mode symmetry indicated throughout this paper refers to the neutral benzene molecule. However, in spite of the SIESTA limitations for phonon studies, the numerical noise more or less visible in all of the figures presented below does not prevent the formulation of clear conclusions on the relationship between the fractional electron charge and vibrational frequencies.

### 3.2 Impact of charge removal on vibrational frequencies

Our numerical results on the changes in the 24 relevant vibrational frequencies of the benzene molecule as a function of the electron deficit $q$ are collected in Fig. 3. For convenience—since otherwise the drawing scale needed in Fig. 3 would be detrimental for visibility—, the six highest frequency modes corresponding to C–H stretching which are of lesser importance in the present context are not included in Fig. 3; their values are indicated in the last six lines of Table S1.

In the neutral benzene molecule, the lowest frequency mode is twofold degenerate and is denoted by 16$a$/16$b$ in Wilson numbering$^{55,56}$ and by 20 in Herzberg numbering. This mode has $E_{2u}$-symmetry in the point group $D_{6h}$ and corresponds to an out-of-plane ring deformation (Fig. S4 of the ESI$^\dagger$). Its frequency decreases upon electron removal. The frequency reduction is nearly linear with the electron deficit $q$; at complete oxidation ($q = 1$) this reduction amounts to $\sim 100 \text{ cm}^{-1}$ (Fig. 4a and S1a of the ESI$^\dagger$). The motion of the various atoms does not exhibit any spectacular change upon varying the oxidation degree $q$; compare the panels of Fig. S4 in the ESI.$^\dagger$ This fact may be related to the linear $q$-dependence of the frequency, suggesting that electron removal basically acts as a first order perturbation.

Whether the frequencies decrease or increase by electron removal is not directly related to the mode’s symmetry. In Fig. 4b and S1c of the ESI$^\dagger$ we present results revealing that, in contrast with the above case, the frequencies of the vibrational modes denoted by 17$a$/17$b$ in Wilson labeling or 19 in Herzberg

---

**Fig. 4** The three panels a–c of this figure were obtained by zooming in and splitting Fig. 3 in ranges of frequencies increasing from panel a to panel c, and joining the calculated points to build curves corresponding to well defined vibrational modes.

**Fig. 5** Wilson mode 6$a$ (Herzberg mode 18) for $q = 0; 0.05; 0.1; 0.15; 0.3$ (upper row, from left to right) and $q = 0.5; 0.7; 0.85; 0.9; 1.0$ (lower row, from left to right). For $q = 0.9$ and $q = 1.0$ SIESTA finds vibrations that are not strictly in-plane modes.
The frequency that is most strongly affected by electron removal is that of Wilson mode 8a/8b, which is mode 16 in Herzberg numbering (Fig. S3 and S6 of the ESI†); complete oxidation yields a frequency decrease amounting to ~315 cm⁻¹ (Fig. 4c and S2c of the ESI†). This mode is Raman and JT active. As is visible in Fig. 4c, the curves for Wilson modes 8a/8b of E₂g symmetry cross the curves for Wilson modes 19a/19b (mode 12 in Herzberg labeling; E₁u-symmetry) and Wilson mode 14 (Herzberg mode 10; B₂u-symmetry). The crossing is possible due to the different symmetries of these modes.

From this standpoint, Wilson modes 9a/9b (or 17 in Herzberg notation) are even more interesting. Although the change in frequency upon complete oxidation (~170 cm⁻¹) is smaller than that for Wilson mode 8a/8b (Herzberg mode 16), the curves for these modes (again E₂g symmetry) exhibit three crossings (cf. Fig. 4b and S2b of the ESI†) with those of Wilson mode 15 (9 in Herzberg notation; B₃u symmetry), Wilson modes 18a/18b (13 in Herzberg notation; E₁u symmetry), and the totally symmetric Wilson mode 1 (2 in Herzberg notation; A₁g symmetry).

All the crossings discussed above involve at least a twofold degenerate mode. The last example presented in this section demonstrates that this is not necessarily the case. Here we show two nondegenerate modes: Wilson mode 11 (Herzberg mode 4; A₁u symmetry) and Wilson mode 4 (Herzberg mode 8; B₁g symmetry).

In neutral benzene, the frequency of Wilson mode 11 (mode 4 in Herzberg notation) is somewhat higher than that of Wilson mode 4 (mode 8 in Herzberg notation). The former is substantially decreased by oxidation while the latter is nearly constant (Fig. 4a). Having different symmetries (A₁u and B₂g, respectively), they do not mix; the corresponding curves can and do cross at q ≈ 0.2. However, because SIESTA does not use any symmetry in the calculations, a spurious mode mixing occurs at the crossing point; this is visible by comparing the panels corresponding for these two modes at q = 0.25 (i.e., close to the crossing point, cf. Fig. 4a) with the other panels of Fig. S7 and S8 of the ESI†.

4 Conclusion

In this paper, we have studied theoretically the impact of removing an amount 0 < q < 1 of electronic charge on the vibrational frequencies of a benzene molecule. We have determined that the changes in the phonon frequencies are...
substantially larger than found in recent experiments\textsuperscript{16} in nanojunctions based on fullerenes.

As an important result to be noted, we have demonstrated that vibrational frequencies $\omega_n = \omega_n(q)$ are affected in a different manner by the charge deficit $q$, depending on whether the vibrational modes are Jahn–Teller active or not.

Basically, for JT-inactive modes, the dependence $\omega_n$ vs. $q$ is linear. This result gives microscopic support to our recent conjecture,\textsuperscript{18} amounting to considering the vibrational frequencies in a fractional charge state as a linear interpolation between the frequencies of the neutral and (in the concrete case investigated here) radical cation species with a weight determined by the charge deficit $q$. Rephrasing, the charge removal acts on the vibrational frequencies as a first-order perturbation. So, the conjecture of ref. 18 turned out to provide a reasonable framework for interpreting experimental data in nanojunctions based on mostly utilized molecules wherein charge transfer does not yield too strong perturbations, like the presently considered JT distortion. In assessing its operational utility for quantitative purposes one should take into account that, in order to make the DFT-computed values comparable with the measured vibrational frequencies, empirical scaling factors have to be applied,\textsuperscript{38} and these scaling factors may depend on the charge species.\textsuperscript{59}

For JT-active modes, the dependence $\omega_n$ vs. $q$ has been found to be stronger and substantially deviates from linearity. This nonlinearity found, a qualitatively different aspect, is in agreement with the overall view on JT distortion as a source of qualitative different behavior.

Many vibrational modes in the ground state of the benzene radical cation have been found to have frequencies substantially different from those of the neutral benzene in the ground state. From the point of view of quantum dynamical simulations, this finding is also important. \textit{Ab initio} quantum dynamical approaches to the benzene\textsuperscript{23,24,26–30} or halogen substituted benzene\textsuperscript{31,60,61} radical cation are often based on normal vibrational coordinates of the neutral species. In the language of those normal coordinates, the present result implies substantial quadratic couplings in the lowest energy manifold XE$_{1g}$ of the radical cation. From this perspective, augmenting quantum dynamical simulations done for the benzene radical cation\textsuperscript{23,24,26–30} by also including quadratic couplings, as done for halogen substituted counterparts,\textsuperscript{31,60,61} can be a meaningful next step.
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