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Abstract
The capacity of a ML model refers to the range of functions this model can approximate. It impacts both the complexity of the patterns a model can learn but also memorization, the ability of a model to fit arbitrary labels. We propose Adaptive Capacity (AdaCap), a training scheme for Feed-Forward Neural Networks (FFNN). AdaCap optimizes the capacity of FFNN so it can capture the high-level abstract representations underlying the problem at hand without memorizing the training dataset. AdaCap is the combination of two novel ingredients, the Muddling labels for Regularization (MLR) loss and the Tikhonov operator training scheme. The MLR loss leverages randomly generated labels to quantify the propensity of a model to memorize. We prove that the MLR loss is an accurate in-sample estimator for out-of-sample generalization performance and that it can be used to perform Hyper-Parameter Optimization provided a Signal-to-Noise Ratio condition is met. The Tikhonov operator training scheme modulates the capacity of a FFNN in an adaptive, differentiable and data-dependent manner. We assess the effectiveness of AdaCap in a setting where DNN are typically prone to memorization, small tabular datasets, and benchmark its performance against popular machine learning methods.

1. Introduction
Generalization is a central problem in Deep Learning (DL). It is strongly connected to the notion of capacity of a model, that is the range of functions a model can approximate. It impacts both the complexity of the patterns a model can learn but also memorization, the ability of a model to fit arbitrary labels [Goodfellow et al., 2016]. Because of their high capacity, overparametrized Deep Neural Networks (DNN) can memorize the entire train set to the detriment of generalization. Common techniques like Dropout (DO) [Hinton et al., 2012] Srivastava et al. [2014], Early Stopping [Li et al., 2020], Data Augmentation [Shorten & Khoshgoftaar, 2019] or Weight Decay [Hanson & Pratt, 1988] Krogh & Hertz, 1992 Bos & Chug, 1996 used during training can reduce the capacity of a DNN and sometimes delay memorization but cannot prevent it [Arpit et al., 2017].

We propose AdaCap, a new training technique for Feed-Forward Neural Networks (FFNN) that optimizes the capacity of FFNN during training so that it can capture the high-level abstract representations underlying the problem at hand and mitigate memorization of the train set. AdaCap relies on two novel ingredients, the Tikhonov operator and the Muddling labels Regularization (MLR) loss.

The Tikhonov operator provides a differentiable data-dependent quantification of the capacity of a FFNN through the application of this operator on the output of the last hidden layer. The Tikhonov operator modulates the capacity of the FFNN via the additional Tikhonov parameter that can be trained concomitantly with the hidden layers weights by Gradient Descent (GD). This operator works in a fundamentally different way from other existing training techniques like Weight Decay (See Section 3 and Fig. 1).

The problem is then the tuning of the Tikhonov parameter that modulates capacity as it directly impacts the generalization performance of the trained FFNN. This motivated the introduction of the MLR loss which performs capacity tuning without using a hold-out validation set. The MLR loss is based on a novel way to exploit random labels.

Random labels have been used in [Zhang et al., 2016] Arpit et al., 2017, as a diagnostic tool to understand how over-parametrized DNN can generalize surprisingly well despite their capacity to memorise the train set. This benign overfitting phenomenon is attributed in part to the implicit regularization effect of the optimizer schemes used during training [Gunasekar et al., 2018] Smith et al., 2021]. Understanding that the training of DNN is extremely susceptible to corrupted labels, numerous methods have been proposed to identify the noisy labels or to reduce their impact on
We propose a different approach. We do not attempt to address the noise and corruptions already present in the original labels. Instead, we purposely generate purely corrupted labels during training as a tool to reduce the propensity of the DNN to memorize label noise during gradient descent. The underlying intuition is that we no longer see generalization as the ability of a model to perform well on unseen data, but rather as the ability to avoid finding pattern where none exists. Concretely, we propose the Muddling (Fig. 2) not only in the presence of label corruption but also in other settings prone to overfitting - e.g. Tabular Data (Borisov et al., 2021; Gorishniy et al., 2021; Shwartz-Ziv & Armon, 2022). Few-Shot Learning (Fig. 3), a task introduced in (Fink, 2005; Fei-Fei et al., 2006). See (Wang et al., 2020) for a recent survey.

Our novel training method AdaCap works as follows. Before training: a) generate a new set of completely uninformative labels by muddling original labels through random permutations; then, at each GD iteration: b) apply the Tikhonov operator to the output of the last hidden layer; c) quantify the ability of the DNN’s output layer to fit true labels rather than permuted labels via the new (MLR) loss; d) back-propagate the MLR objective through the network.

AdaCap is a gradient-based, global, data-dependent method which trains the weights and adjusts the capacity of the FFNN simultaneously during the training phase without using a hold-out validation set. AdaCap is designed to work on most FFNN architectures and is compatible with the usual training techniques like Gradient Optimizers (Kingma & Ba, 2014), Learning Rate Schedulers (Smith & Topin, 2019), Dropout (Srivastava et al., 2014), Batch-Norm (Ioffe & Szegedy, 2015), Weight Decay (Krogh & Hertz, 1992; Bos & Chug, 1996), etc.

DNN have not demonstrated yet the same level of success on Tabular Data (TD) as on images (Krizhevsky et al., 2012), audio (Hinton et al., 2012) and text (Devlin et al., 2019), which makes it an interesting frontier for DNN architectures. Due to the popularity of tree-based ensemble methods (CatBoost, Prokhorenkova et al., 2018), XGBoost (Chen & Guestrin, 2016), RF (Breiman, 2001), there has been a strong emphasis on the preprocessing of categorical features which was an historical limitation of DL. Notable contributions include NODE (Popov et al., 2020) and TabNet (Arik & Pfister, 2020). NODE (Neu-
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Figure 3. Few-shot learning experiment on MNIST [Deng, 2012]. When training a simple ConvNet, the generalization performance of the obtained models w.r.t. the number of samples per class is uniformly better over the whole range of samples per class when using AdaCap, especially in the low sample per class regime.

For DL architectures, we combined and compared AdaCap with MLP, GLU, ResBlock, SNN and CNN. We left out recent methods designed to tackle categorical features (TabNet, NODE, FT-Transformers) as it is not the focus of this benchmark and of our proposed method. Our experimental study reveals that using AdaCap to train FFNN leads to an improvement of the generalization performance on regression tabular datasets especially those with high Signal-to-Noise Ratio (SNR), the datasets where it is possible but not trivial to obtain a very small test RMSE. AdaCap works best in combination with other schemes and architectures like SNN, GLU or ResBlock. Introducing AdaCap to the list of available DNN schemes allows neural networks to gain ground against the GBDT family.

2. The MLR loss

Figure 4. Comparison of the MLR criterion (blue), CV criterion (10-Fold cross-validation RMSE) (orange) for out-of-sample performance (test set RMSE) (green) estimation with the Ridge model. We generated synthetic regression data (Appendix A.1), and train a Ridge model with different levels of regularization \( \lambda \). We also train a Ridge model with a randomly permuted target vector. We evaluate the MLR criterion, the 10-Fold CV RMSE and test RMSE over the \( \lambda \) grid and compare their respective argmin, \( \lambda_{\text{MLR}}, \lambda_{\text{CV}} \) and \( \lambda^* \). The goal is to obtain an argmin as close as possible to the optimal one in terms of generalization. Averaging over 100 seeds, the RMSE test performances with \( \lambda_{\text{MLR}}, \lambda_{\text{CV}} \) and \( \lambda^* \) are 0.7128, 0.7221 and 0.7061 respectively. Above figure is the criterion landscape for random seed 0. We see that MLR provides a better estimate of the argmin of test RMSE than CV.

Setting. Let \( D_{\text{train}} = \{ (x_i, Y_i) \}_{i=1}^{p} \) be the train-set with \( x_i \in \mathbb{R}^d \) where \( d \) denotes the number of features and \( Y_i \in \mathcal{Y} \) where \( \mathcal{Y} = \mathbb{R} \) for regression and \( \mathcal{Y} \) is a finite set for classification. We optimise the objective \( L(\text{act}_{\text{out}}(f_{\theta}(x)), Y) \) where \( f_{\theta}(x) \) is the output of the last hidden layer, \( L \) is the loss function (MSE for regression and CE for classification) and \( \text{act}_{\text{out}} \) is the activation function (Id for regression, Sigmoid for binary classification and logsoftmax for multiclass).

Random permutations. We build a randomized data set by applying random permutations on the \( n \) components of the label vector \( Y \). This randomization scheme presents the
We want to rule out such models. By minimizing the MLR which fits (Theorem 2.1).

Theorem 2.1. Under the above assumptions. If \( r \sigma^2 \ll \|x\beta^*\|^2_2 \ll n \sigma^2 \), then we get w.h.p.

\[
\text{MLR}(\lambda) + \|P_x(Y_{\text{perm}})\|_2^2 = (1 + o(1)) R(\lambda), \quad \forall \lambda > \epsilon_n.
\]

This means that there is no generalizing pattern to learn from the artificial dataset \((x, Y_{\text{perm}})\). We replace the initial loss \( L \) by

\[
\text{MLR}(\theta) := L(Y, \text{act}_{\text{out}}(f_\theta(x))) - L(Y_{\text{perm}}, \text{act}_{\text{out}}(f_\theta(x))).
\]  

(1)

The second term on the right-hand side of (1) is used to quantify memorization of output layer \( f_\theta \). Indeed, since there is no meaningful pattern linking \( x \) to \( Y_{\text{perm}} \), any \( f_\theta \) which fits \((x, Y_{\text{perm}})\) well achieves it via memorization only. We want to rule out such models. By minimizing the MLR loss, we hope to retain only the generalizing patterns.

The MLR approach uses random labels in an original way. In [Zhang et al., 2016] [Arpit et al., 2017], noise labels are used as a diagnostic tool in numerical experiments. On the theory side, Rademacher Process (RP) is a central tool exploiting random (Rademacher) labels to compute data dependent measures of complexity of function classes used in learning (Koltchinskii, 2011). However, RP are used to derive bounds on the excess risk of already trained models whereas the MLR approach uses randomly permuted labels to train the model.

Experiment (Fig 4). We compare the MLR loss and Cross-Validation (CV) error to the true generalization error in the correlated regression setting described in Appendix A.1. MLR is a better estimate of the generalization error than CV, thus yielding a more precise estimate of the optimal hyperparameter \( \lambda^* \) than CV.

Theoretical investigation of MLR. To understand the core mechanism behind the MLR loss, we consider the following toy regression model. Let \( Y = x\beta^* + \xi \) with \( \beta^* \in \mathbb{R}^d \) and isotropic sub-Gaussian noise \( \xi \in \mathbb{R}^n \) (Cov(\( \xi \)) = \( \sigma^2 I_n \)). We consider the class of Ridge models \( \mathcal{F}_R = \{ f_\lambda(x) = \langle \beta_\lambda, x \rangle, \lambda > 0 \} \) with \( \beta_\lambda = \beta_\lambda(x, Y) = (x^T x + \lambda I_d)^{-1} x^T Y \in \mathbb{R}^d \). Define the risk \( R(\lambda) := \mathbb{E}_\xi(\|x\beta^* - x\beta_\lambda\|^2_2) \), and the optimal parameter \( \lambda^* = \arg\min_{\lambda > 0} R(\lambda) \). We assume for simplicity that \( x^T x/n \) is an orthogonal projection (denoted \( P_x \)) onto a \( r \)-dimensional subspace of \( \mathbb{R}^d \). Define the rate

\[
\epsilon_n := \sqrt{\frac{r \sigma^2}{\|x\beta^*\|^2_2}} + \sqrt{\frac{\|x\beta^*\|^2_2}{n \sigma^2}}.
\]

The expected number of fixed points of a permutation drawn uniformly at random is equal to 1.

Proof is provided in Appendix A.2. In our setting, \( \|x\beta^*\|^2_2/(n \sigma^2) \) is the Signal-to-Noise Ratio SNR. The intermediate SNR regime \( r \sigma^2 \ll \|x\beta^*\|^2_2 \ll n \sigma^2 \) is the only regime where using Ridge regularization can yield a significant improvement in the prediction. In that regime, the MLR loss can be used to find optimal hyperparameter \( \lambda^* \). In the high SNR regime \( \|x\beta^*\|^2_2 \geq n \sigma^2 \), no regularization is needed, i.e. \( \lambda^* = 0 \) is the optimal choice. Conversely in the low SNR regime \( \|x\beta^*\|^2_2 \leq r \sigma^2 \), the signal is completely drowned in the noise. Consequently it is better to use the zero estimator, i.e. \( \lambda^* = \infty \).

In a nutshell, while the high and low SNR regimes correspond to trivial cases where regularization is not useful, in the intermediate regime where regularization is beneficial, MLR is useful.

3. The AdaCap method to train DNN

The Tikhonov operator scheme. Consider a DNN architecture with \( L \) layers. Denote by \( \theta \) the hidden layers weights and by \( A^{L-1}(\theta, \cdot) : \mathbb{R}^{n \times d} \rightarrow \mathbb{R}^{n \times d_{L-1}} \) the output of the last hidden layer.

Let \( \lambda \in \mathbb{R}_+^L \) be the Tikhonov parameter and define

\[
P(\lambda, \theta, x) := \left( (A^{L-1})^T A^{L-1} + \lambda \mathbb{I} \right)^{-1} (A^{L-1})^T \]

(2)

where \( A^{L-1} := A^{L-1}(\theta, x) \) and \( \mathbb{I} = I_{d_{L-1}} \) the identity matrix. The Tikhonov operator is

\[
H(\lambda, \theta, x) := A^{L-1} P(\lambda, \theta, x).
\]

(3)

During training, the Tikhonov operator scheme outputs the following prediction for target vector \( Y \):

\[
f_{\lambda, \theta}(Y) = H(\lambda, \theta, x) Y,
\]

(4)

Note that \((\lambda, \theta, x, Y)\) may change at each iteration during training/GD. To train this DNN, we run a Gradient Descent Optimization scheme over parameters \((\lambda, \theta)\):

\[
(\hat{\lambda}, \hat{\theta}) = \arg\min_{\lambda > 0, \theta} L(Y, \text{act}_{\text{out}}(f_{\lambda, \theta}(Y))).
\]

(5)

Eventually, at test time, we freeze \( P(\hat{\lambda}, \hat{\theta}, x) \), and obtain our final predictor

\[
f_{\hat{\lambda}, \hat{\theta}}(\cdot) = \text{act}_{\text{out}} \left( A^{L-1}(\hat{\theta}, \cdot) P(\hat{\lambda}, \hat{\theta}, x) Y \right),
\]

(6)

where \( \text{act}_{\text{out}} \) is the last activation function applied to the output layer. Here, \( P(\hat{\lambda}, \hat{\theta}, x) Y \) are the weights of the output layer set once and for all using the minibatch \((x, Y)\) associated with \((\hat{\lambda}, \hat{\theta})\) in case of batch-learning. Therefore, we recover the architecture of a standard DNN where the output

\[2\] In multiclass setting, replace \( Y \) by its one-hot encoding.
of the hidden layers $A^{L-1}(\theta, \cdot)$ is multiplied by the weights of the output layer.

The Tikhonov operator scheme works in a fundamentally different way from Weight Decay. When we apply the Tikhonov operator to the output of the last hidden layer and then use backpropagation to train the DNN, we are indirectly carrying over its capacity control effect to the hidden layers of the DNN. In other words, we are performing inter-layers regularization (i.e. regularization across the hidden layers) whereas Weight Decay performs intra-layer regularization. We trained a DNN using Weight Decay on the one-hand and Tikhonov operator on the other hand while all the other training choices were the same between the two training schemes (same loss $L$, same architecture size, same initialization, same learning rate, etc.). Fig. 1 shows that the Tikhonov scheme works differently from other $L_2$ regularization schemes like Weight Decay. Indeed, Fig. 2 reveals that the Tikhonov scheme completely changes the learning dynamic during GD.

Training with MRL loss and the Tikhonov scheme. We quantify the capacity of our model to memorize labels $Y$ by $L(Y, \text{act}_{\text{out}}(f_{\lambda, \theta}(x)))$ w.r.t. to labels $Y$ where the Tikhonov parameter $\lambda$ modulates the level the capacity of this model. However, we are not so much interested in adapting the capacity to the train set $(x, Y)$ but rather to the generalization performance on the test set. This is why we replace $L$ by MRL in (3). Since MRL is a more accurate in-sample estimate of the generalization error than the usual train loss (Theorem 2.1), we expect MRL to provide better tuning of $\lambda$ and thus some further gain on the generalization performance.

Combining (1) and (4), we obtain the following train loss of our method.

$$
\text{MRL}(\lambda, \theta) := L\left(Y, \text{act}_{\text{out}}(H(\lambda, \theta, x)Y)\right) - L\left(Y_{\text{perm}}, \text{act}_{\text{out}}(H(\lambda, \theta, x)Y_{\text{perm}})\right) 
$$

(7)

To train this model, we run a Gradient Descent Optimization scheme over parameters $(\lambda, \theta)$:

$$(\hat{\lambda}, \hat{\theta}) = \text{argmin}_{\lambda, \theta : \lambda > 0} \text{MRL}(\lambda, \theta).$$

(8)

The AdaCap predictor is defined again by (4) but with weights obtained in (8) and corresponds to the architecture of a standard DNN. Indeed, at test time, we freeze $P(\hat{\lambda}, \hat{\theta}, x)Y$ which becomes the weights of the output layer. Once the DNN is trained, the corrupted labels $Y_{\text{perm}}$ and the Tikhonov parameter $\hat{\lambda}$ have no further use and are thus discarded. If using Batch-Learning, we use the minibatch $(x, Y)$ corresponding to $(\hat{\theta}, \hat{\lambda})$. In any case, the entire training set can also be discarded once the output layer is frozen.

Comments.

- **Tikhonov** is absolutely needed to use MRL on DNN in a differentiable fashion because FFNN have such a high capacity to memorize labels on the hidden layers that the SNR between output layer and target is too high for MRL to be applicable without controlling capacity via the Tikhonov operator. Controlling network capacity via HPO over regularization techniques would produce a standard bi-level optimization problem.

- The random labels are generated before training and are not updated or changed thereafter. Note that in practice, the random seed used to generate the label permutation has virtually no impact as shown in Table 6.

- In view of Theorem 2.1 both terms composing the MRL loss should be equally weighted to produce an accurate estimator of the generalization error.

- Note that $\lambda$ is not an hyperparameter in AdaCap. It is trained alongside $\theta$ by GD. The initial value $\lambda_{\text{init}}$ is chosen with a simple heuristic rule. For initial weights $\theta$, we pick the value which maximizes sensitivity of the MRL loss w.r.t. variations of $\lambda$ (See (30) in Appendix B).

- Both terms of the MRL loss depend on $\theta$ through the quantity $H(\lambda, \theta, x)$, meaning we compute only one derivation graph w.r.t. $H(\lambda, \theta, x)$.

- When using the Tikhonov operator during training, we replace a matrix multiplication by a matrix inversion. This operation is differentiable and inexpensive as parallelization schemes provide linear complexity on GPU (Sharma et al., 2013). Time computation comparisons are provided in Table 2. The overhead costs on the dataset but remains comparable to applying Dropout (DO) and Batch Norm (BN) on each hidden layers for DNN with depth 3+.

- For large datasets, AdaCap can be combined with Batch-Learning. Table 5 in appendix reveals that AdaCap works best with large batch-size, but handles very small batches and seeing fewer times each sample much better than regular DNN.

4. Experiments

Our goal in this section is to tabulate the impact of AdaCap on simple FFNN architectures, on a tabular data benchmark, an ablation and parameter dependence study, and also a toy few shot learning experiment (Fig. 3).

Note that in the main text, we report only the key results. In supplementary, we provide a detailed description of the benchmarked FFNN architectures and corresponding hyperparameters choices; a dependence study of impact of batchsize, DO&BN, and random seed; the exhaustive results for the tabular benchmark; the implementation choices for

---

3This article states that the time complexity of matrix inversion scales as $J$ as long as $J^2$ threads can be supported by the GPU where $J$ is the size of the matrix.
Table 1. Percentage of experiments where the best performing method belongs to the category (higher is better). For each random train/test split of each considered dataset, we evaluate all methods and then consider two competitions: • without AdaCap the DNN category consists of 4 methods: MLP, ResBlock, SNN and MLPGLU; • with AdaCap the DNN category contains the 4 following methods instead: MLP, AdaCapResBlock, AdaCapSNN and AdaCapMLPGLU. In both competitions, all the other categories contains all the method listed in the benchmark description. For classification TD, we did not report results with AdaCap as it under-performs vastly against regular DNN in terms of accuracy and Area Under Curve (AUC), meaning it is not a suitable technique. For regression, DNN compare more favorably when introducing AdaCap, especially on the 8 datasets where the best method obtains a RMSE score under 0.25.

| category | RMSE top 1 on 26 TD | RMSE top 1 on 8 TD with min RMSE < 0.25 | BinClf on 18 TD without AdaCap |
|----------|---------------------|----------------------------------------|-------------------------------|
|          | without AdaCap | with AdaCap | without AdaCap | with AdaCap | AUC top 1 | Err. rate top 1 |
| GBDT     | 39.615% | 36.538% | 35.0% | 27.100% | 61.666% | 73.888% |
| DNN      | 30.0% | 33.461% | 50.0% | 58.024% | 61.000% | 5.000% |
| RF       | 18.461% | 18.076% | 15.0% | 14.814% | 15.0% | 10.0% |
| SVM      | 5.7692% | 6.1538% | 0.0% | 0.0% | 0.0% | 0.0% |
| GLM      | 4.6153% | 4.6153% | 0.0% | 0.0% | 0.0% | 0.0% |
| MARS     | 1.5384% | 1.1538% | 0.0% | 0.0% | 0.0% | 0.0% |
| CART     | 0.000% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% |
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4.1. Implementation details

Creating a pertinent benchmark for TD is still an ongoing process for ML research community. Because researchers compute budget is limited, arbitrages have to be made between number of datasets, number of methods evaluated, intensity of HPO, dataset size, number of train-test splits. We tried to cover a broad set of usages (Paleyes et al., 2020) where improving DNN performance compared to other existing methods is relevant, leaving out hours-long training processes relying on HPO to get the optimal performance for each benchmarked method. We detail below how this choice affected the way we designed our benchmark.

FFNN Architectures. For binary classification (BinClf), multiclass classification (MultiClf) and regression (Reg), the output activation/training loss are Sigmoid/BCE, logsoftmax/CPE and Id/RMSE respectively. We also implemented the corresponding MLR losses. In all cases, we used the Adam (Adam) (Kingma & Ba, 2014) optimizer and the One Cycle Learning Rate Scheduler scheme (Smith, 2015). Early-Stopping is performed using a validation set of size min(n * 0.2, 2048). Unless mentioned otherwise, Batch-Learning is performed with batch size \( b_n = \text{min}(n * 0.8, 2048) \) and the maximum number of iteration does not depend on the number of epochs and batches per epoch, to cap the training time, in accordance with our benchmark philosophy. We initialized layer weights with Kaiming (He et al., 2015). Then, for AdaCap, the Tikhonov parameter \( \lambda \) is initialized by maximizing the MLR loss sensitivity w.r.t. \( \lambda \) on the first mini-batch (See Appendix B). When using AdaCap, we used no other additional regularization tricks. Otherwise we used BN and DO = 0.2 on all hidden layers. Unless mentioned otherwise, we set \( \text{max}_{\text{iter}} = 500 \) and \( \text{max}_{\theta} = 0.01 \), hidden layers width 512 and ReLU activation.

We implemented some architectures detailed in (Klambauer et al., 2017; Gorishniy et al., 2021): MLP: MultiLayer Perceptrons of depth 2; ResBlock: Residual Networks with 2 ResBlock of depth 2; SNN for MLP with depth 3 and SeLU activation. We define GLU when hidden layers are replaced with Gated Linear Units. Fast denotes a faster version of MLP and SNN with \( \text{max}_{\text{iter}} = 200 \) and hidden layers width 256. BatchMLP and BatchResBlock denote a slower version where the number of epochs is set at 20 and 50 respectively and the batch size is set at \( \text{min}(n, 256) \) but the number of iterations is not limited, we enforce a one hour training budget instead. The Batch architectures are outside of the scope of this benchmark and only provided for compute time and performance comparison with iteration bounded versions. In total, we implemented 16 architectures: MLP, FastMLP, BatchMLP, SNN, FastSNN, MLPGLU, ResBlock, BatchResBlock; each time trained with and without AdaCap. These where evaluated individually but to count which methods perform best (Table 1) we used a restricted set of methods (#4) for DNN. When the top 1 count is made without AdaCap, we picked MLP, ResBlock, SNN and MLPGLU. When AdaCap is included, we picked MLP, AdaCapResBlock, AdaCapSNN and AdaCapMLPGLU. We do so to avoid biasing results in favor of DNN by increasing the number of contenders from this category. See Table 2 in the Appendix.

Other compared methods. We considered CatBoost (Prokhorenkova et al., 2018), XGBoost (Chen & Guestrin, 2016), LightGBM (Ke et al., 2017), MARS (Friedman, 1991) (py-earth implementation) and the scikit learn implementation of RF and XRF (Barandiaran, 1998; Breiman, 2001), Ridge Kernel and NuSVM (Chang & Lin, 2011), MLP (Hinton, 1989), Elastic-Net (Zou & Hastie, 2005).
Table 2. Regression task focus: test RMSE (lower is better), P90 (higher is better), and runtime for the 10 methods from all categories which performed best on 26 tabular datasets. RMSE is averaged over 10 train/test splits. The P90 metric measures for each method, the percentage of experiments where the best RMSE is not under 90% of the method RMSE, meaning it did not underperform too much. AdaCap + SNN outperforms the other architectures and CatBoost by a large margin in terms of avg. RMSE but AdaCap + GLUMLP performances are more consistent as revealed by the P90 metric, even more so on the 8 datasets where the best method obtains a RMSE score under 0.25.

| method            | RMSE avg. | P90 avg. | RMSE avg. | P90 avg. | avg. runtime | max runtime |
|-------------------|-----------|----------|-----------|----------|--------------|-------------|
|                   | all TD    | all TD   | min RMSE < 0.25 | min RMSE < 0.25 | (sec.)       | (sec.)      |
| AdaCapSNN         | 0.4147    | 55.0     | 0.1486    | 32.5     | 19.798       | 169.82      |
| GLM MLP           | 0.4201    | 54.230   | 0.1498    | 40.0     | 9.8911       | 35.699      |
| AdaCapGLUMLP      | 0.4206    | 60.384   | 0.1455    | 56.25    | 22.355       | 179.88      |
| AdaCapResBlock    | 0.4214    | 50.0     | 0.1532    | 30.0     | 17.192       | 166.13      |
| CatBoost          | 0.4221    | 66.538   | 0.1910    | 45.0     | 92.518       | 315.15      |
| MLP               | 0.4230    | 50.769   | 0.1601    | 26.25    | 4.0581       | 22.213      |
| AdaCapMLP         | 0.4233    | 46.923   | 0.1566    | 17.5     | 17.208       | 168.10      |
| AdaCapFastSNN     | 0.4245    | 42.307   | 0.1591    | 16.25    | 7.6670       | 38.286      |
| AdaCapBatchResBlock | 0.4257 | 45.384   | 0.1580    | 20.0     | 194.72       | 2654.7      |
| SNN               | 0.4260    | 40.384   | 0.1526    | 18.75    | 7.1895       | 32.581      |

Ridge (Hoerl &Kennard 1970), Lasso (Tibshirani 1996). Logistic regression (LogReg (Cox 1958)), CART, XCART (Breiman et al. 1984), Gey & Nedelec 2005, Klu-sowski 2020, Adaboost, and XGB (Breiman 1997, Fried-man 2001, 2002). We included a second version of CatBoost denoted FastCatBoost, with hyperparameters chosen to reduce runtime considerably while minimizing performance degradation.

**Benchmarked Tabular Data.** TD are very diverse. We browsed UCI (Dua & Graff 2017), Kaggle and OpenML (Vanschoren et al. 2013), choosing datasets containing structured columns, i.i.d. samples, one or more specified targets and corresponding to a non trivial learning task, that is the RF performance is neither perfect nor behind the intercept model. We ended up with 44 datasets (Table 7): UCI 34, Kaggle 5 and openml 5, from medical, marketing, finance, human resources, credit scoring, house pricing, ecology, physics, chemistry, industry and other domains. Sample size ranges from 57 to 36584 and the number of features from 4 to 1628, with a diverse range of continuous/categorical mixtures. The tasks include 26 continuous and ordinal Reg and 18 BinClf tasks. Data scarcity is a frequent issue in TD (Chahal et al. 2021) and Transfer Learning is almost never applicable. However, the small sample regime was not really considered by previous benchmarks. We included 28 datasets with less than 1000 samples (Reg task:15, BinClf task:13). We also made a focus on the 8 Reg datasets where the smallest RMSE achieved by any method is under 0.25, this corresponds to datasets where the SNRis high but the function to approximate is not trivial. For the bagging experiment, we only used the 15 smallest regression datasets to reduce compute time.

**Dataset preprocessing.** We applied uniformly the following pipeline: • remove rows with missing target value; • replace feature missing values with mean-imputation; • standardize feature columns and regression target column. For some regression datasets, we also applied transformations (e.g. log(·) or log(1+·)) on target when relevant/recommended (see Appendix D.2.2).

**Training and Evaluation Protocol.** For each dataset, we used 10 different train/test splits (with fixed seed for reproducibility) without stratification as it is more realistic. For each dataset and each split, the test set was only used for evaluation and never accessed before prediction. Methods which require a validation set can split the train set only. We evaluated on both train and test set the R²-score and RMSE for regression and the Accuracy (Acc.) or Area Under Curve AUC for classification (in a one-versus-rest fashion for multiclass). For each dataset and each we also computed the average performance over the 10 train/test splits for the following global metrics: PMA, P90, P95 and Friedman Rank. We also counted each time a method outperformed all others (Top1) on one train/test splits of one dataset.

**Meta-Learning and Stacking** Since the most popular competitors to DNN on TD are ensemble methods, it makes sense to also consider Meta-Learning schemes, as mentioned by (Gorishniy et al. 2021). For a subset of Reg datasets, we picked the methods from each category which performed best globally and evaluated bagging models, each comprised of 10 instances of one unique method, trained with a different seed for the method (but always using the same train/test split), averaging the prediction of the 10 weak learners. This scheme multiplies training time by 10, which for most compared methods means a few minutes instead of a few second. Although it has been shown that HPO can drastically increase the performance of some methods on some large

---
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datasets, it also most often multiply the compute cost by a factor of 500 (5 Fold CV+ 100 iterations in [Gorishnyi et al. 2021]), from several hours to a few days.

**Benchmark limitations.** This benchmark does not address some interesting but out of scope cases for relevance or compute budget reasons: huge datasets (10M+), specific categorical features handling, HPO, pretraining, Data Augmentation, handling missing values, Fairness, etc., and does not include methods designed for those cases (notably NODE, TabNet, FeatureTokenizer, leaving out the comparison/combination of AdaCap with these.

### 4.2. Tabular Data benchmark results

**Main takeaway: AdaCap vs regular DNN.** Compared with regular DNN, AdaCap is almost irrelevant for classification but almost always improves Reg performance. Its impact compounds with the use of SeLU, GLU and ResBlock.

- **Compute time wise**, the overcost of the Tikhonov operator matrix inversion is akin to increasing the depth of the network (Table 2).
- **There is no SOTA method for TD.** In terms of achieving top 1 performance, GBDT comes first on only less than 40% of the regression datasets followed by DNN without AdaCap at 30%. Using AdaCap to train DNN, the margin between GBDT and AdaCap-DNN divides by 3 this gap (Table 1). In terms of average RMSE performance across all Reg datasets, AdaCapSNN and AdaCapGLUMLP actually comes first before CatBoost (Table 2).
- **On regression TD where the best achievable RMSE is under 0.25 AdaCap dominates the leaderboard.** This confirms our claim that AdaCap can delay memorization during training, giving DNN more leeway to capture the most subtle patterns.
- **Although AdaCap reduces the impact of the random seed used for initialization** (Table 1), it still benefits as much from bagging as other non ensemble methods.

| top 8 best methods | RMSE no bag | RMSE bag10 | RMSE % variation % |
|--------------------|-------------|------------|---------------------|
| AdaCapSNN          | 0.3532      | 0.3222     | -5.933              |
| AdaCapGLUMLP       | 0.3482      | 0.3330     | -4.362              |
| SNN                | 0.3615      | 0.3374     | -6.671              |
| GLU MLP            | 0.3593      | 0.3402     | -5.296              |
| FastMLP            | 0.3698      | 0.3492     | -5.562              |
| CatBoost           | 0.3638      | 0.3610     | -5.982              |
| FastCat            | 0.3879      | 0.3689     | -4.884              |
| XRF                | 0.3813      | 0.3799     | -0.363              |

**Few-shot.** We conducted a toy few-shot learning experiment on MNIST [Deng 2012] to verify that AdaCap is also compatible with CNN architectures in an image multi-class setting. We followed the setting of the pytorch tutorial [mnj 2016] and we repeated the experiment with AdaCap but without DO nor BN. The results are detailed in Fig. 5.

### 4.3. Ablation, Learning Dynamic, Dependency study

Figure 1 shows the impact of both Tikhonov and MLR on the trained model. AdaCap removes oscillations in learning dynamics Figure 2. AdaCap can handle small batchsize very well whereas standard MLP fails (Table 5). MLP trained with AdaCap performs better in term of RMSE than when trained with BN+DO (Table 4). Combining AdaCap with BN or DO does not improve RMSE. The random seed used to generate the label permutation has virtually no impact (Table 6).

### 5. Conclusion

We introduced the MLR loss, an in-sample metric for out-of-sample performance, and the Tikhonov operator, a training scheme which modulates the capacity of a FFNN. By combining these we obtain AdaCap, a training scheme which changes greatly the learning dynamic of DNN. AdaCap can be combined advantageously with CNN, GLU, SNN and ResBlock. Its performance are poor on binary classification tabular datasets, but excellent on regression datasets, especially in the high SNR regime were it dominates the leaderboard.

Learning on tabular data has witnessed a regain of interest recently. The topic is difficult given the typical data heterogeneity, data scarcity, the diversity of domains and learning tasks and other possible constraints (compute time or memory constraints). We believe that the list of possible topics is so vast that a single benchmark cannot cover them all. It is probably more reasonable to segment the topics and design adapted benchmarks for each.

In future work, we will investigate development of AdaCap for more recent architectures including attention-mechanism to handle heterogeneity in data. Finally, we note that the scope of applications for AdaCap is not restricted to tabular data. The few experiments we carried out on MNIST and CNN architectures were promising. We shall also further explore this direction in a future work.
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A. The MLR loss

A.1. Synthetic data used in Figure 4

We generate \( n = n_{\text{train}} + n_{\text{test}} \) i.i.d. observations from the model \((x, Y) \in \mathbb{R}^d \times \mathbb{R}, d = 80\) s.t. \( Y = x^\top \beta^* + \epsilon \), where \( \epsilon \sim \mathcal{N}(0, \sigma) \) and \( x \sim \mathcal{N}(0_d, \Sigma) \) and \( \beta^* \in \mathbb{R}^d \) are mutually independent. We use the following parameters to generate the data: \( \sigma = 100 \), \( \Sigma = I_d + H \) with \( H_{ij} = 0.8^i \) and \( \rho \sim \mathcal{U}([1, 2]) \) and the components of \( \beta^* \) are i.i.d. We standardized the observations \( x_i, Y_i \). We use a train set of size \( n_{\text{train}} = 100 \) to compute MLR and CV. We use \( n_{\text{test}} = 1000 \) to evaluate the test performance.

A.2. Proof of Theorem 2.1

Assume \( \text{rank}(x) = r \). Consider the SVD of \( \frac{1}{\sqrt{n}} x \) and denote by \( \lambda_1, \ldots, \lambda_r \) the singular values with corresponding left and right eigenvectors \( \{u_j\}_{j=1}^r \in \mathbb{R}^n \) and \( \{v_j\}_{j=1}^r \in \mathbb{R}^d \):

\[
\frac{1}{\sqrt{n}} x = \sum_{j=1}^r \sqrt{\lambda_j} u_j \otimes v_j. \tag{9}
\]

Define \( H_\lambda := x(x^\top x + \lambda I_d)^{-1} x^\top \). We easily get

\[
H_\lambda = \sum_{j=1}^r \frac{\lambda_j}{\lambda_j + \lambda/n} u_j \otimes u_j.
\]

Compute first the population risk of Ridge model \( \beta_\lambda \). Exploiting the previous display, we have

\[
\|x\beta^* - x\beta_\lambda(x, Y)\|_2^2 = \sum_{j=1}^r \frac{(\lambda/n)^2}{(\lambda_j + \lambda/n)^2} (x\beta^*, u_j)^2 + \sum_{j=1}^r \frac{\lambda_j^2}{(\lambda_j + \lambda/n)^2} (u_j, \xi)^2 - 2\langle (I_n - H_\lambda)x\beta^*, H_\lambda \xi \rangle. \tag{10}
\]

Taking the expectation \( w.r.t. \xi \) and as \( \xi \) is centered, we get

\[
R(\lambda) = \mathbb{E}_\xi [\|x\beta^* - x\beta_\lambda(x, Y)\|_2^2] = \sum_{j=1}^r \frac{(\lambda/n)^2}{(\lambda_j + \lambda/n)^2} (x\beta^*, u_j)^2 + \sigma^2 \sum_{j=1}^r \frac{\lambda_j^2}{(\lambda_j + \lambda/n)^2}. \tag{10}
\]

Next, compute the representations for the empirical risk for the original data set \((x, Y)\) and artificial data set \((x, Y_{\text{perm}})\) obtained by random permutation of \( Y \). We obtain respectively

\[
\|Y - x - x\beta_\lambda(x, Y)\|_2^2 = \|(I_n - H_\lambda)Y\|_2^2 = \sum_{j=1}^r \left( \frac{\lambda/n}{\lambda_j + \lambda/n} \right)^2 (Y, u_j)^2, \tag{11}
\]

\[
\|Y_{\text{perm}} - x\beta_\lambda(x, Y_{\text{perm}})\|_2^2 = \|(I_n - H_\lambda)Y_{\text{perm}}\|_2^2 = \sum_{j=1}^r \left( \frac{\lambda/n}{\lambda_j + \lambda/n} \right)^2 (Y_{\text{perm}}, u_j)^2. \tag{12}
\]

As \( (\lambda/n)^2 = (\lambda_j + \lambda/n)^2 - 2\lambda_j \lambda/n - \lambda_j^2 \), it results the following representation for the MLR loss:

\[
\text{MLR}(\lambda) = \|Y - x\beta_\lambda(x, Y)\|_2^2 - \|Y - x\beta_\lambda(x, Y_{\text{perm}})\|_2^2 \\
= -\|P_\lambda(Y_{\text{perm}})\|_2^2 + \sum_{j=1}^r \left( \frac{\lambda/n}{\lambda_j + \lambda/n} \right)^2 (Y, u_j)^2 + \sum_{j=1}^r \frac{2\lambda_j \lambda/n + \lambda_j^2}{(\lambda_j + \lambda/n)^2} (Y_{\text{perm}}, u_j)^2. \tag{13}
\]

Let’s consider now the simple case \( \lambda_1 = \cdots = \lambda_r = 1 \) corresponding to \( x^\top x/n \) being an orthogonal projection of rank \( r \). Then, \( (10) \) and \( (13) \) become respectively

\[
R(\lambda) = \frac{(\lambda/n)^2}{(1 + \lambda/n)^2} \sum_{j=1}^r (x\beta^*, u_j)^2 + \sigma^2 \sum_{j=1}^r \frac{1}{(1 + \lambda/n)^2} = \frac{(\lambda/n)^2}{(1 + \lambda/n)^2} \|x\beta^*\|^2 + \frac{1}{(1 + \lambda/n)^2} \sigma^2 r. \tag{14}
\]
\[
\text{MLR}(\lambda) + \|P_\lambda(Y_{\text{perm}})\|^2_2 = \left(\frac{\lambda/n}{1 + \lambda/n}\right)^2 \|P_\lambda(Y)\|^2_2 + \frac{2\lambda/n + 1}{(1 + \lambda/n)^2} \|P_\lambda(Y_{\text{perm}})\|^2_2. \tag{15}
\]

Since \(\|P_\lambda(Y_{\text{perm}})\|^2_2\) does not depend on \(\lambda\), minimizing \(\text{MLR}(\lambda)\) is equivalent to minimizing
\[
\left(\frac{\lambda/n}{1 + \lambda/n}\right)^2 \|P_\lambda(Y)\|^2_2 + \frac{2\lambda/n + 1}{(1 + \lambda/n)^2} \|P_\lambda(Y_{\text{perm}})\|^2_2. \tag{16}
\]

Comparing the previous display with (10), we observe that \(\text{MLR}(\lambda) + \|P_\lambda(Y_{\text{perm}})\|^2_2\) looks like the population risk \(E_\xi \left[\|x\beta^* - x\beta_n\|^2_2\right]\).

Next state the following fact proved in section A.4

\textbf{Fact A.1.}
\[
\text{MLR}(\lambda) + \|P_\lambda(Y_{\text{perm}})\|^2_2 = \left(1 + \frac{\lambda/n + a}{1 + \lambda/n}\right)^2 \widehat{R}(\lambda + na) - \frac{a\|P_\lambda(Y_{\text{perm}})\|^2_2}{(1 + \lambda/n)^2} \tag{17}
\]

Before proving our theorem, define the following quantity \(a\)
\[
a := \frac{\|P_\lambda(Y_{\text{perm}})\|^2_2}{\|P_\lambda(Y)\|^2_2}
\]

and state an intermediate result (lemma A.2 proved in section A.3)

\textbf{Lemma A.2.} Consider the simple case \(\lambda_1 = \cdots = \lambda_r = 1\) corresponding to \(x^tx/n\) being an orthogonal projection of rank \(r\) and define
\[
\widehat{R}(\lambda) = \frac{(\lambda/n)^2}{(1 + \lambda/n)^2} \|P_\lambda(Y)\|^2_2 + \frac{1}{(1 + \lambda/n)^2} \|P_\lambda(Y_{\text{perm}})\|^2_2. \tag{18}
\]

Then, in the intermediate SNR regime \(r\sigma^2 \ll \|x\beta^*\|^2_2 \ll n\sigma^2\), it comes
\[
\begin{align*}
\widehat{R}(\lambda + na) &= \widehat{R}(\lambda) \left(1 + o\left(\frac{a}{(\lambda/n)}\right)\right) \quad \text{w.h.p.,} \tag{19} \\
\widehat{R}(\lambda) &= R(\lambda) \left(1 + O(\epsilon_n)\right) \quad \text{w.h.p.} \tag{20}
\end{align*}
\]

where \(\epsilon_n = \sqrt{\|x\beta^*\|^2_2 / n\sigma^2} + \sqrt{\frac{r\sigma^2}{\|x\beta^*\|^2_2}}\).

Starting from (17) and using successively (19) and (20), we have w.h.p.
\[
\text{MLR}(\lambda) + \|P_\lambda(Y_{\text{perm}})\|^2_2 = \left(1 + \frac{a}{1 + \lambda/n}\right)^2 \widehat{R}(\lambda + na) - \frac{a\|P_\lambda(Y_{\text{perm}})\|^2_2}{(1 + \lambda/n)^2} \tag{17}
\]

Combining (19), (20) and (17)
\[
\begin{align*}
\text{MLR}(\lambda) + \|P_\lambda(Y_{\text{perm}})\|^2_2 &= \left(1 + \frac{a}{1 + \lambda/n}\right)^2 \widehat{R}(\lambda) \left(1 + o\left(\frac{a}{(\lambda/n)}\right)\right) - \frac{a\|P_\lambda(Y_{\text{perm}})\|^2_2}{(1 + \lambda/n)^2} \\
&= \left(1 + \frac{a}{1 + \lambda/n}\right)^2 R(\lambda) \left(1 + O(\epsilon_n) + o\left(\frac{a}{(\lambda/n)}\right)\right) - \frac{a\|P_\lambda(Y_{\text{perm}})\|^2_2}{(1 + \lambda/n)^2}
\end{align*}
\]
Moreover by (26) in lemma A.3, we have
\[ \| P_x(Y_{\text{perm}}) \|_2^2 = r\sigma^2 \left( 1 + O\left( \sqrt{\| x\beta^* \|_2^2} \right) \right). \]

Then, we get
\[ \text{MLR}(\lambda) + \| P_x(Y_{\text{perm}}) \|_2^2 = \left( 1 + \frac{a}{1+\lambda/n} \right)^2 R(\lambda) \left( 1 + O(\epsilon_n) \right) - \frac{a r \sigma^2}{(1+\lambda/n)^2} \left( 1 + O\left( \sqrt{\| x\beta^* \|_2^2} \right) \right). \]

In the intermediate SNR regime \( r\sigma^2 \ll \| x\beta^* \|_2^2 \ll n\sigma^2 \), by lemma A.3 (section A.5)
\[ a := \frac{\| P_x(Y_{\text{perm}}) \|_2^2}{\| P_x(Y) \|_2^2} = \frac{\sigma^2 r}{\| x\beta^* \|_2^2} (1 + o(1)), \quad \text{w.h.p.} \] (21)

Then, \( r\sigma^2 \ll \| x\beta^* \|_2^2 \ll n\sigma^2 \Rightarrow \epsilon_n = o(1) \) and \( \forall \lambda/n >> a \)
\[ \text{MLR}(\lambda) + \| P_x(Y_{\text{perm}}) \|_2^2 = R(\lambda)(1 + o(1)). \]

A.3. Proof of Lemma A.2

Consider the simple case \( \lambda_1 = \cdots = \lambda_r = 1 \) corresponding to \( x^T x/n \) being an orthogonal projection of rank \( r \). Recall
\[ \hat{R}(\lambda) = \frac{(\lambda/n)^2}{(1+\lambda/n)^2} \| P_x(Y) \|_2^2 + \frac{1}{(1+\lambda/n)^2} \| P_x(Y_{\text{perm}}) \|_2^2. \] (22)

Proof of equation (19). We have
\[ \hat{R}(\lambda + na) = \| P_x(Y) \|_2^2 \left( \frac{\lambda/n + a}{1+\lambda/n + a} \right)^2 + \| P_x(Y_{\text{perm}}) \|_2^2 \frac{1}{(1+\lambda/n + a)^2} \]

Next in the intermediate SNR regime \( r\sigma^2 \ll \| x\beta^* \|_2^2 \ll n\sigma^2 \), by lemma A.3 (section A.5)
\[ a := \frac{\| P_x(Y_{\text{perm}}) \|_2^2}{\| P_x(Y) \|_2^2} = \frac{\sigma^2 r}{\| x\beta^* \|_2^2} (1 + o(1)), \quad \text{w.h.p.} \]

Then, \( \forall (\lambda/n) >> a \), we get
\[ \frac{(\lambda/n + a)^2}{(1+\lambda/n + a)^2} = \frac{\lambda/n^2}{(1+\lambda/n)^2} \left[ 1 + \frac{2a}{(\lambda/n)} + \left( \frac{2a}{(\lambda/n)} \right)^2 \right] = \frac{(\lambda/n)^2}{(1+\lambda/n)^2} \left( 1 + o\left( \frac{a}{\lambda/n} \right) \right), \]
\[ \frac{1}{(1+\lambda/n + a)^2} = \frac{1}{(1+\lambda/n)^2} \left[ 1 + \frac{a}{(\lambda/n)^2} \right] = \frac{1}{(1+\lambda/n)^2} \left( 1 + o\left( \frac{a}{(\lambda/n)} \right) \right). \]

Therefore, we get the first ingredient to prove our theorem:
\[ \hat{R}(\lambda + na) = \hat{R}(\lambda)(1 + o\left( \frac{a}{\lambda/n} \right)). \]
Proof of equation (20). Compute now

$$\hat{R}(\lambda) - R(\lambda) = \frac{(\lambda/n)^2}{(1 + \lambda/n)^2} \| P_\lambda(Y) \|_2^2 \| x\beta^* \|_2^2 + \frac{1}{(1 + \lambda/n)^2} \| P_\lambda(Y_{\text{perm}}) \|_2^2 - \sigma^2 r. $$

As by lemma A.3 we have w.h.p.

$$\| P_\lambda(Y) \|_2^2 = \| x\beta^* \|_2^2 \left( 1 + O \left( \sqrt{\frac{r \sigma^2}{\| x\beta^* \|_2^2}} \right) \right), \quad (23)$$

$$\| P_\lambda(Y_{\text{perm}}) \|_2^2 = r \sigma^2 \left( 1 + O \left( \sqrt{\frac{\| x\beta^* \|_2^2}{n \sigma^2}} \right) \right). \quad (24)$$

Then, we get the second ingredient to prove our theorem.

$$\hat{R}(\lambda) = R(\lambda) \left( 1 + O \left( \sqrt{\frac{r \sigma^2}{\| x\beta^* \|_2^2}} \right) + O \left( \sqrt{\frac{\| x\beta^* \|_2^2}{n \sigma^2}} \right) \right) = R(\lambda) (1 + O(\epsilon_n)), $$

where

$$\epsilon_n := \sqrt{\frac{r \sigma^2}{\| x\beta^* \|_2^2}} + \sqrt{\frac{\| x\beta^* \|_2^2}{n \sigma^2}}.$$

A.4. Fact [A.1]

Compute the following quantity

$$I := \left( 1 + \frac{\lambda}{n} + a \right)^2 \frac{\| P_\lambda(Y_{\text{perm}}) \|_2^2}{(1 + \lambda/n)^2} - \frac{a \| P_\lambda(Y_{\text{perm}}) \|_2^2}{(1 + \lambda/n)^2} \frac{\| P_\lambda(Y) \|_2^2}{(1 + \lambda/n)^2} \frac{2(\lambda/n) a}{(1 + \lambda/n)^2} \| P_\lambda(Y) \|_2^2.$$

By (21) we have $a \| P_\lambda(Y) \|_2^2 = \| P_\lambda(Y_{\text{perm}}) \|_2^2$, then

$$I = \frac{(\lambda/n)^2}{(1 + \lambda/n)^2} \| P_\lambda(Y) \|_2^2 + \frac{a}{(1 + \lambda/n)^2} \| P_\lambda(Y_{\text{perm}}) \|_2^2 + \frac{2(\lambda/n)}{(1 + \lambda/n)^2} \| P_\lambda(Y_{\text{perm}}) \|_2^2 + \frac{1}{(1 + \lambda/n)^2} \| P_\lambda(Y_{\text{perm}}) \|_2^2 - \frac{a \| P_\lambda(Y_{\text{perm}}) \|_2^2}{(1 + \lambda/n)^2} (1 + \lambda/n)^2.$$
A.5. Lemma A.3

Lemma A.3. Under the assumption considered in Theorem 2.1 and in the intermediate SNR regime \( r\sigma^2 \ll \|\beta^*\|_2^2 \ll n\sigma^2 \), we have w.h.p.

\[
\|P_x(Y)\|_2^2 = \|x\beta^*\|_2^2 \left( 1 + O \left( \sqrt{\frac{\|x\beta^*\|_2^2}{r\sigma^2}} \right) \right),
\]

(25)

\[
\|P_x(Y_{perm})\|_2^2 = r\sigma^2 \left( 1 + O \left( \sqrt{\frac{\|x\beta^*\|_2^2}{n\sigma^2}} \right) \right).
\]

(26)

Therefore,

\[
\frac{\|P_x(Y_{perm})\|_2^2}{\|P_x(Y)\|_2^2} = \frac{\sigma^2 r}{\|x\beta^*\|_2^2} (1 + o(1)).
\]

(27)

Proof of 25 Since \( \xi \) is subGaussian, we have \( \|P_x(\xi)\|_2^2 = r\sigma^2 + O\left(\sqrt{r\sigma^2}\right) \) w.h.p. [Laurent & Massart 2000]. Thus, under the SNR condition \( \|\beta^*\|_2^2 \gg r\sigma^2 \), we get

\[
\frac{\|P_x(\xi)\|_2^2}{\|x\beta^*\|_2^2} \lesssim \frac{r\sigma^2}{\|x\beta^*\|_2^2} \ll 1, \text{ w.h.p.}
\]

Consequently and as \( \langle x\beta^*, \xi \rangle \) is subGaussian, it comes

\[
\|P_x(Y)\|_2^2 = \|x\beta^*\|_2^2 + 2\langle x\beta^*, \xi \rangle + \|P_x(\xi)\|_2^2
\]

\[
= \|x\beta^*\|_2^2 \left( 1 + 2 \frac{\langle x\beta^*, \xi \rangle}{\|x\beta^*\|_2^2} + \frac{\|P_x(\xi)\|_2^2}{\|x\beta^*\|_2^2} \right)
\]

\[
= \|x\beta^*\|_2^2 \left( 1 + O \left( \sqrt{\frac{\|x\beta^*\|_2^2}{r\sigma^2}} \right) \right) \text{ w.h.p.}.
\]

(28)

Proof of 26 Next we recall that \( Y_{perm} = \pi(Y) = \pi(x\beta^*) + \pi(\xi) \) for some \( \pi \) drawn uniformly at random in the set of permutation of \( n \) elements. Then

\[
\|P_x(Y_{perm})\|_2^2 = \|P_x(\pi(Y))\|_2^2 = \|P_x(\pi(x\beta^*))\|_2^2 + 2\langle P_x(\pi(x\beta^*)), P_x(\pi(\xi)) \rangle + \|P_x(\pi(\xi))\|_2^2.
\]

• Exploiting again subGaussianity of \( \xi \), we get \( \|P_x(\pi(\xi))\|_2^2 = r\sigma^2 + O(\sqrt{r\sigma^2}) \) w.h.p.

• We recall that the \( n \)-dimensional vector \( x\beta^* \) lives in a \( r \)-dimensional subspace of \( \mathbb{R}^n \) with \( r \ll n \). Consequently, randomly permuting its components creates a new vector \( \pi(x\beta^*) \) which is almost orthogonal to \( x\beta^* \):

\[
\frac{\langle \pi(x\beta^*), x\beta^* \rangle}{\|x\beta^*\|_2^2} \leq \frac{r}{n} \ll 1, \text{ and } \|P_x(\pi(x\beta^*))\|_2^2 \leq \frac{r}{n}\|x\beta^*\|_2^2, \text{ w.h.p.}
\]

• In the non trivial SNR regime \( r\sigma^2 \ll \|x\beta^*\|_2^2 \ll n\sigma^2 \) where Ridge regularization is useful, the dominating term in the previous display is \( \|P_x(\pi(\xi))\|_2^2 \).

Proof of 27 Consequently, we get

\[
\|P_x(\pi(Y))\|_2^2 = r\sigma^2 \left( 1 + O \left( \sqrt{\frac{\|x\beta^*\|_2^2}{n\sigma^2}} \right) \right) \text{ w.h.p.}.
\]

(29)
Table 4. Impact of DO and BN on AdaCapMLPFast on ConcreteSlump. DO and BN are applied uniformly on all hidden layers. AdaCap interacts well with SeLU, GLU, ResBlock but not with DO or BN.

| dropout | RMSE without BN | RMSE with BN |
|---------|-----------------|--------------|
| 0.0     | 0.1625          | 0.1872       |
| 0.1     | 0.1850          | 0.1847       |
| 0.2     | 0.1919          | 0.1954       |
| 0.3     | 0.2055          | 0.2067       |
| 0.4     | 0.2176          | 0.2202       |
| 0.5     | 0.2342          | 0.2352       |

Table 5. Impact of batch-size on AdaCapMLPFast and MLPFast on the Abalone dataset (n = 3341). Since the number of iterations is bounded (maxiter = 200), the number of time each sample is seen during training diminishes when batch sizes diminishes in our experiments. AdaCap increases the resilience to issues caused by very small batch sizes under fixed number of iterations constraints.

| batchsize | MLPFast | AdaCapFast |
|-----------|---------|------------|
| 16        | 68.646  | 0.6756     |
| 32        | 7.0196  | 0.6733     |
| 64        | 2.1226  | 0.6658     |
| 256       | 0.6644  | 0.6573     |
| 512       | 0.6626  | 0.6547     |
| 1024      | 0.6620  | 0.6522     |
| 2048      | 0.6596  | 0.6522     |

Table 6. Random Seed Impact: 1000 method seeds on 1 train/test split for ConcreteSlump, the only source of randomness for MLPFast and TikhonovMLPFast is the weight initialization. Strikingly, Tikhonov does not just improve performance but also reduces the standard deviation, meaning the impact of initial weights on final results. AdaCapMLPFast T = 1 uses the MLR loss given in (7), which introduces randomness when generating label permutations. In all other experiments presented in this article, we use T = 16 seeds for generating label permutations and average the loss over these 16 label vectors, which is enough to offset the randomness introduced with MLR.

| DNN             | RMSE avg | RMSE std |
|-----------------|----------|----------|
| MLPFast         | 0.1675   | 0.0148   |
| TikhonovMLPFast | 0.0930   | 0.0071   |
| AdaCapMLPFast T = 1 | 0.0944 | 0.0091   |
| AdaCapMLPFast T = 16 | 0.0918 | 0.0084   |

B. Training protocol

Initialization of the Tikhonov parameter. We select $\lambda_{init}$ which maximizes sensitivity of the MLR objective to variation of $\lambda$. In practice, the following heuristic proved successful on a wide variety of data sets. We pick $\lambda_{init}$ by running a grid-search on the finite difference approximation for the derivative of MLR in (30) on the grid $G_\lambda = \{\lambda(k) = 10^{-1} \times 10^{5 \times k/11} : k = 0, \cdots, 11\}$:

$$\lambda_{init} = \sqrt{\lambda(k) \lambda(k+1)},$$

(30)

where

$$\hat{k} = \text{arg max} \left\{ \left( \text{MLR}(\lambda(k+1), \theta) - \text{MLR}(\lambda(k), \theta) \right), \lambda(k) \in G_\lambda \right\}.$$

Our empirical investigations revealed that this heuristic choice is close to the optimal oracle choice of $\lambda_{init}$ on the test set.

From a computational point of view, the overcost of this step is marginal because we only compute the SVD of $A^{L-1}$ once and we do not compute the derivation graph of the 11 matrix inversions or of the unique forward pass. We recall indeed that the Tikhonov parameter $\lambda$ is not an hyperparameter of our method; it is trained alongside the weights of the DNN architecture.

Comments. We use the generic value ($T = 16$) for the number of random permutations in the computation of the MLR loss. This choice yields consistently good results overall. This choice of permutations has little impact on the value of the MLR loss. In addition, when $T = 16$, GPU parallelization is still preserved.
C. Further discussion of existing works comparing DNN to other models on TD

We complement here our discussion of existing benchmarks in the introduction. DL are often beaten by other types of algorithms on tabular data learning tasks. Very recently, there has been a renewed interest in the subject, with several new methods. See (Borisov et al., 2021) for an extensive review of the state of the art on tabular datasets.

The comparison between simple DNN, NODE, TabNet, RF and GBDT on TD was made concomitantly by (Kadra et al., 2021), (Shwartz-Ziv & Armon, 2022) and (Gorishniy et al., 2021). Their benchmark are more oriented towards an AutoML approach than ours, as they all use heavy HPO, and report training times in minutes/hours, even for some small and medium size datasets.

The benchmark in (Kadra et al., 2021) compares FFNN to GBDT, NODE, TabNet, ASK-GBDT (Auto-sklearn) also using heavy HPO, on 40 TD (with size ranging from \( n = 452 \) to \( 416k+ \)). They reported that, after 30 minutes of HPO time, regularization cocktails for MLP are statistically significantly better than XGBoost (See Table 3 there). We did not find a similar experiment for CatBoost.

The benchmark in (Shwartz-Ziv & Armon, 2022) includes 11 datasets from OpenML, Kaggle, Pascal, and MSLR. Million song with \( n \) ranging from \( 7k \) to \( 1M+ \). They compared XGBoost, NODE, TabNet, 1D-CNN, DNF-Net (Katzir et al., 2021) and ensemble of these methods.

These 2 benchmarks give mixed signals on how DNN compare to other methods with (Kadra et al., 2021) being more optimistic than (Shwartz-Ziv & Armon, 2022).

D. Benchmark description

D.1. Our Benchmark philosophy

Current benchmarks usually heavily focus on the AutoML ((Shwartz-Ziv & Armon, 2022; Zöller & Huber, 2021; Yao et al., 2018; He et al., 2021)) usecase (Zimmer et al., 2021; Feurer et al., 2020), using costly HPO over a small collection of popular large size datasets, which raised some concerns (Koch et al., 2021; Denton et al., 2021).

Creating a pertinent benchmark for Tabular Data (TD) is still an ongoing process for ML research community. Because researchers compute budget is limited, arbitrages have to be made between number of datasets, number of methods evaluated, intensity of HPO, dataset size, number of train-test splits. We tried to cover a broad set of usecases where improving DNN performance compared to other existing methods is relevant, leaving out hours-long training processes relying on HPO to get the optimal performance for each benchmarked method.

D.2. Datasets/preprocessing

D.2.1. DATASETS

Our benchmark includes 44 tabular datasets with 26 regression and 18 classification tasks. Table 7 contains the exhaustive description of the datasets included in our benchmark.

D.2.2. PRE-PROCESSING.

To avoid biasing the benchmark towards specific methods and to get a result as general as possible, we only applied as little pre-processing as we could, without using any feature augmentation scheme. The goal is not to get the best possible performance on a given dataset but to compare the methods on equal ground. We first removed uninformative features such as sample index. Categorical features with more than 12 modalities were discarded as learning embeddings is out of the scope of this benchmark. We also removed samples with missing target.

**Target treatment.** The target is centered and standardized via the function \( \text{function-T}(\cdot) \). We remove the observation when the value is missing.

**Features treatment.** The imputation treatment is done during processing. For categorical features, \( \text{NAN} \) Data may be considered as a new class. For numerical features, we replace missing values by the mean. Set \( n_j = \#\text{set}(X_j) \) the number of distinct values taken by the feature \( X_j \). We proceed as follows:
# Adaptive Capacity control

Table 7. Datasets description

| id | name                                                | task | target | n   | p   | #cont. | #cat. | bag exp | index | exp. < 0.25 |
|----|-----------------------------------------------------|------|--------|-----|-----|--------|-------|--------|-------|-------------|
| 0  | Cervical Cancer Behavior Risk                        | C    | −1     | 57  | 149 | 19     | 14    |         |       |             |
| 1  | Concrete Slump Test                                 | R    | −1     | 82  | 9   | 9      | 0     | ✓      | ✓    |             |
| 2  | Concrete Slump Test                                 | R    | −2     | 82  | 9   | 9      | 0     | ✓      | ✓    |             |
| 3  | Concrete Slump Test                                 | R    | −3     | 82  | 9   | 9      | 0     | ✓      | ✓    |             |
| 4  | Breast Cancer Cohiba                                 | C    | −1     | 92  | 9   | 9      | 0     |         |       |             |
| 5  | Algerian Forest Fires Dataset Sidi-Bel Abbes         | C    | −1     | 96  | 14  | 10     | 1     |         |       |             |
| 6  | Algerian Forest Fires Dataset Bejaia                 | C    | −1     | 97  | 16  | 12     | 1     |         |       |             |
| 7  | restaurant-revenue-prediction                        | R    | −1     | 169 | 330 | 37     | 39    |         |       |             |
| 8  | Servo                                                | R    | −1     | 133 | 21  | 2      | 4     | ✓      | ✓    |             |
| 9  | Computer Hardware                                    | R    | −1     | 167 | 7   | 7      | 0     | ✓      | ✓    |             |
| 10 | Breast Cancer                                       | C    | 0      | 228 | 42  | 1      | 9     |         |       |             |
| 11 | Heart failure clinical records                       | C    | −1     | 239 | 12  | 7      | 5     |         |       |             |
| 12 | Yacht Hydrodynamics                                 | R    | −1     | 245 | 22  | 4      | 2     | ✓      | ✓    |             |
| 13 | Ionosphere                                          | C    | −1     | 280 | 33  | 32     | 1     |         |       |             |
| 14 | Congressional Voting Records                         | C    | 0      | 348 | 48  | 0      | 16    |         |       |             |
| 15 | Cylinder Bands                                      | C    | −1     | 432 | 111 | 1      | 19    |         |       |             |
| 16 | QSAR aquatic toxicity                               | R    | −1     | 436 | 34  | 8      | 3     | ✓      | ✓    |             |
| 17 | Optical Interconnection Network                      | R    | 7      | 512 | 26  | 6      | 5     | ✓      | ✓    |             |
| 18 | Optical Interconnection Network                      | R    | 8      | 512 | 26  | 6      | 5     | ✓      | ✓    |             |
| 19 | Optical Interconnection Network                      | R    | 5      | 512 | 26  | 6      | 5     | ✓      | ✓    |             |
| 20 | Credit Approval                                     | C    | −1     | 552 | 31  | 4      | 8     |         |       |             |
| 21 | blood transfusion                                   | C    | −1     | 598 | 4   | 4      | 0     |         |       |             |
| 22 | QSAR Bioconcentration classes dataset                | R    | −1     | 623 | 29  | 9      | 5     | ✓      | ✓    |             |
| 23 | wiki4HE                                             | R    | −10    | 696 | 284 | 1      | 50    | ✓      | ✓    |             |
| 24 | wiki4HE                                             | R    | −11    | 704 | 284 | 1      | 50    | ✓      | ✓    |             |
| 25 | QSAR fish toxicity                                  | R    | −1     | 726 | 18  | 6      | 2     |         |       |             |
| 26 | Tic-Tac-Toe Endgame                                 | C    | −1     | 766 | 27  | 0      | 9     |         |       |             |
| 27 | QSAR Biodegradation                                 | C    | −1     | 844 | 123 | 38     | 15    |         |       |             |
| 28 | mirhch0218_insurance                                | R    | −1     | 1070 | 15 | 3      | 4     |         |       |             |
| 29 | Communities and Crime                               | R    | −1     | 1585 | 106 | 99     | 2     |         |       |             |
| 30 | Jasmine                                             | C    | 0      | 2387 | 144 | 8      | 136   |         |       |             |
| 31 | Abalone                                             | R    | −1     | 3341 | 10  | 7      | 1     | ✓      | ✓    |             |
| 32 | mercedes-benz-greener-manufacturing                 | R    | 1      | 3367 | 379 | 0      | 359   |         |       |             |
| 33 | Sylvine                                             | C    | 0      | 4099 | 20  | 20     | 0     |         |       |             |
| 34 | christine                                           | C    | 0      | 4333 | 1628 | 1599 | 14     |         |       |             |
| 35 | arithmetic_marketing-sets-customer-lifetime-value   | R    | 2      | 6479 | 72  | 7      | 15    |         |       |             |
| 36 | Seoul Bike Sharing Demand                           | R    | 1      | 7008 | 15  | 9      | 3     | ✓      | ✓    |             |
| 37 | Electrical Grid Stability Simulated Data            | R    | −2     | 8000 | 13  | 12     | 1     |         |       |             |
| 38 | swooptsh-bangalore-real-estate-price                | R    | −1     | 10656 | 6  | 2      | 1     |         |       |             |
| 39 | MAGIC Gamma Telescope                               | C    | −1     | 15216 | 10 | 10     | 0     |         |       |             |
| 40 | Appliances energy prediction                         | R    | 2      | 15788 | 25  | 25     | 0     |         |       |             |
| 41 | Nosao                                               | C    | −1     | 27772 | 372 | 116    | 45    |         |       |             |
| 42 | Beijing PM2.5 Data                                  | R    | 5      | 33405 | 31  | 10     | 3     |         |       |             |
| 43 | Physicochemical Properties of Protein Tertiary Structure | R    | 6  | 36584 | 9  | 9      | 0     | ✓      |       |             |
Table 8. Dataset description

| id | name                                         | task | target index | source                  | file name                                      |
|----|----------------------------------------------|------|--------------|-------------------------|------------------------------------------------|
| 0  | Cervical Cancer Behavior Risk                 | C    | 1            | archive.ics.uci.edu     | sobar-7a.csv                                   |
| 1  | Concrete Slump Test                           | R    | -1           | archive.ics.uci.edu     | slump.test.data                                |
| 2  | Concrete Slump Test                           | R    | -2           | archive.ics.uci.edu     | slump.test.data                                |
| 3  | Concrete Slump Test                           | R    | -3           | archive.ics.uci.edu     | slump.test.data                                |
| 4  | Breast Cancer Cimbroa                         | C    | -1           | archive.ics.uci.edu     | dataR2.csv                                     |
| 5  | Algerian Forest Fires Dataset Sidi-Bel Abbes  | C    | -1           | archive.ics.uci.edu     | Algerian_forest_fires_dataset_UPDATE.csv       |
| 6  | Algerian Forest Fires Dataset Bejaia           | C    | -1           | archive.ics.uci.edu     | Algerian_forest_fires_dataset_UPDATE.csv       |
| 7  | restaurant-revenue-prediction                 | R    | -1           | www.kaggle.com          | train.csv.zip                                  |
| 8  | Servo                                         | R    | -1           | archive.ics.uci.edu     | servo.data                                     |
| 9  | Computer Hardware                             | R    | -1           | archive.ics.uci.edu     | machine.data                                   |
| 10 | Breast Cancer                                 | C    | 0            | archive.ics.uci.edu     | breast-cancer.data                             |
| 11 | Heart failure clinical records                | C    | -1           | archive.ics.uci.edu     | heart_failure_clinical_records_dataset.csv     |
| 12 | Yacht Hydrodynamics                           | R    | -1           | archive.ics.uci.edu     | yacht_hydrodynamics.csv                        |
| 13 | Ionosphere                                    | C    | -1           | archive.ics.uci.edu     | ionosphere.data                                |
| 14 | Congressional Voting Records                  | C    | 0            | archive.ics.uci.edu     | house-votes-84-data                           |
| 15 | Cylinder Bands                                | C    | -1           | archive.ics.uci.edu     | bands-data                                     |
| 16 | QSAR aquatic toxicity                         | R    | -1           | archive.ics.uci.edu     | qsar_aquatic_toxicity.csv                      |
| 17 | Optical Interconnection Network               | R    | 7            | archive.ics.uci.edu     | optical_interconnection_network.csv            |
| 18 | Optical Interconnection Network               | R    | 8            | archive.ics.uci.edu     | optical_interconnection_network.csv            |
| 19 | Optical Interconnection Network               | R    | 5            | archive.ics.uci.edu     | optical_interconnection_network.csv            |
| 20 | Credit Approval                               | C    | -1           | archive.ics.uci.edu     | csv.data                                       |
| 21 | blood transfusion                             | C    | -1           | www.openml.org          | php03yVY                                      |
| 22 | QSAR Bioconcentration classes dataset         | R    | -1           | archive.ics.uci.edu     | Grisoni_et_al_2016_ENVi88.csv                   |
| 23 | wiki4HE                                       | R    | -10          | archive.ics.uci.edu     | wiki4HE.csv                                   |
| 24 | wiki4HE                                       | R    | -11          | archive.ics.uci.edu     | wiki4HE.csv                                   |
| 25 | QSAR fish toxicity                            | R    | -1           | archive.ics.uci.edu     | qsar_fish_toxicity.csv                         |
| 26 | Tic-Tac-Toe Endgame                           | C    | -1           | archive.ics.uci.edu     | tic-tac-toe.data                               |
| 27 | QSAR biodegradation                           | C    | -1           | archive.ics.uci.edu     | biodeg.csv                                    |
| 28 | mitchoo0218_insurance                        | R    | -1           | www.kaggle.com          | insurance.csv                                  |
| 29 | Communities and Crime                         | R    | -1           | archive.ics.uci.edu     | communities.data                              |
| 30 | Iassco                                       | R    | -1           | www.openml.org          | file7b9563a1f54.arff                           |
| 31 | Abalone                                       | R    | -1           | archive.ics.uci.edu     | abalone.data                                   |
| 32 | mercedes-benz-greenner-manufacturing          | R    | 1            | www.kaggle.com          | train.csv.zip                                  |
| 33 | Sylvine                                       | C    | 0            | www.openml.org          | file7a795745a6f2.arff                           |
| 34 | christine                                     | C    | 0            | www.openml.org          | file764ed0d390.csv                             |
| 35 | arabic marketing-seris-customer-lifetime-value| R    | 2            | www.kaggle.com          | squark_automotive_CLV_training_data.csv        |
| 36 | Seoul Bike Sharing Demand                     | R    | 1            | archive.ics.uci.edu     | SeoulBikeData.csv                              |
| 37 | Electrical Grid Stability Simulated Data      | R    | -2           | archive.ics.uci.edu     | Data_for_UCL_named.csv                         |
| 38 | susopnhalsbangalore-real-estate-price         | R    | -1           | www.kaggle.com          | bli_real_estate_prices.csv                     |
| 39 | MAGIC Gamma Telescope                         | C    | -1           | archive.ics.uci.edu     | magic89.data                                   |
| 40 | Appliances energy prediction                  | R    | 2            | archive.ics.uci.edu     | energydata_complete.csv                        |
| 41 | Nomas                                         | C    | -1           | www.openml.org          | phpDYCOes                                     |
| 42 | Beijing PM2.5 Data                            | R    | 5            | archive.ics.uci.edu     | PRSA_data_2010.1.1-2014.12.31.csv              |
| 43 | Physicochemical Properties of Protein Tertiary Structure | R    | 6            | archive.ics.uci.edu     | CASP.csv                                       |
Adaptive Capacity control

- When \( n_j = 1 \), the feature \( X_j \) is irrelevant, we remove it.
- When \( n_j = 2 \) (including potentially \( \text{NAN} \) class), we perform numerical encoding of binary categorical features.
- Numerical features with less than 12 distinct values are also treated as categorical features \((2 < n_j \leq 12)\). We apply one-hot-encoding.
- Finally, categorical features with \( n_j > 12 \) are removed.

D.3. Methods

Usual methods. We evaluate AdaCap against a large collection of popular methods (XG \cite{Breiman1997}, Friedman \cite{Friedman2001}, \cite{Friedman2002}, XGBoost, CatBoost \cite{Prokhorenkova2018}, \cite{Chen2016}, LightGBM \cite{Ke2017}, RF and XRF \cite{Breiman2001}, \cite{Barandiaran1998}, SVM and kernel-based \cite{Chang2011}, MLF \cite{Hinton1989}, Elastic-Net \cite{Zou2005}, Ridge \cite{Hoerl1970}, Lasso \cite{Tibshirani1996}, Logistic regression \cite{Cox1958}, MARS \cite{Friedman1991}, CART, XCART \cite{Breiman1984}, \cite{Gey2005}, \cite{Klu2020}).

FastCatBoost hyperparameter set CatBoost is one of the dominant method on TD, but also one of the slowest in terms of training time. We felt it was appropriate to evaluate a second version of CatBoost with a set of hyper-parameters designed to cut training time without decreasing performance too much. Following the official documentation guidelines, we picked the following hyperparameters for FastCatBoost:

- "iterations":100,
- "subsample":0.1,
- "max_bin":32,
- "bootstrap_type",
- "task_type":"GPU",
- "depth":3.

FFNN architectures See Table 9 for the different FFNN architectures included in our benchmark.

| Name      | Block Type | # Blocks | Block Depth | Activation | Width | Iter/epochs | Batch Size | max lr |
|-----------|------------|----------|-------------|------------|-------|-------------|------------|--------|
| FastMLP   | Linear     | 2        | 1           | ReLU       | 256   | 200         | min(n, 2048) | 1e-2   |
| MLP       | Linear     | 2        | 1           | ReLU       | 512   | 500         | min(n, 2048) | 1e-2   |
| BatchMLP  | Linear     | 2        | 1           | ReLU       | 512   | 20          | 256        | 1e-2   |
| FastSNN   | Linear     | 2        | 1           | ReLU       | 256   | 200         | min(n, 2048) | 1e-2   |
| SNN       | Linear     | 2        | 1           | SeLU       | 512   | 500         | min(n, 2048) | 1e-2   |
| ResBlock  | ResBlock   | 2        | 2           | ReLU       | 512   | 500         | min(n, 2048) | 1e-2   |
| BatchResBlock | ResBlock  | 2        | 2           | ReLU       | 512   | 50          | 256        | 1e-2   |
| GLUMLP    | GLU        | 3        | 1           | ReLU/Sigmoid | 512 | 500         | min(n, 2048) | 1e-2   |

E. Hardware Details

We ran all benchmark experiments on a cluster node with an Intel Xeon CPU (Gold 6230 20 cores @ 2.1 Ghz) and an Nvidia Tesla V100 GPU. All the other experiments were run using an Nvidia 2080Ti.
F. Experiment results

F.1. Experiments on Hyper-Parameter Optimization

We timed on a subset of datasets and random seeds the use of HPO (Zimmer et al., 2021; Feurer et al., 2020) which is both outside of the considered use case and irrelevant to AdaCap since this method does not introduce new hyper-parameters requiring tuning.

G. Supplementary material