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Abstract—The imagination of the surrounding environment based on experience and semantic cognition has great potential to extend the limited observations and provide more information for mapping, collision avoidance, and path planning. This paper provides a training-based algorithm for mobile robots to perform spatial imagination based on semantic cognition and evaluates the proposed method for the mapping task. We utilize a photo-realistic simulation environment, Habitat, for training and evaluation. The trained model is composed of ResNet-18 as encoder and Unet as the backbone. We demonstrate that the algorithm can perform imagination for unseen parts of the object universally, by recalling the images and experience and compare our approach with traditional semantic mapping methods. It is found that our approach will improve the efficiency and accuracy of semantic mapping.

I. INTRODUCTION

Aristotle described the imagination as a faculty in humans (and most other animals) that produces, stores, and recalls the images used in a variety of cognitive activities, including those, which motivate and guide action [1]. The topic about how to mimic the imagination with modern neural network and to benefit the industries is open and intensively researched by a large group of scientists. The Imagination-Augmented Agents in [2] utilizes environment models, which take the present information as input and predict the future to benefit the decision. The novel Reinforcement Learning framework Dream in [3] uses a Markov decision process for imagination, which can significantly accelerate the training process. Semantic labels are used by the imagination model in [4] to generate additional data for the enhancement of the facial expression recognition. Imagination is also used for efficient mapping in [5], [6].

Human imagination is built on top of our complex cognitive functions. The human brain can encode different cognitive information in modality-specific patterns and all the cross-modal interactions for all modality-specific sources of information are mediated [7]. Learning from multiple modalities could be essential to build machine imagination. Besides, the ability to process multi-modal information like visual, semantic and sound information is important for the interaction between robots and humans. The Semantic maps developed in [8], [9], [10] provide the necessary information for intuitive user interaction and intelligent path planning. In this paper, we propose an algorithm that can perform imagination based on observation and semantic cognition. The overview of the concept is shown in Fig. 1. A spatial imagination model based on semantic cognition is hard to train without a proper simulation environment. The recently published simulation environment Habitat [11] enables us to realize the implementation and training process. The objective of the imagination model is to draw a multi-layer-2D-semantic-map. Furthermore, a mapping task with a set of unseen scenes is implemented for evaluation purposes. The main contributions of this work are the following:

- A mapping algorithm for 2D semantic maps equipped with imagination ability. The improved efficiency of the mapper based on imagination enables the robot to explore the new environment faster using prior knowledge. Additionally, imagination can offer the robot further information about the surrounding environment for decision making.
- Comparison of our model with a normal mapper based on a semantic-segmentation-neural-network. A significant margin on efficiency and accuracy is shown between the proposed method and the widely used 2D semantic mapping method in [9], [10].

The paper is structured as follows. Sec. II begins with related works followed by our problem statement. Subsequently, the methodology is presented in Sec III. The details about the implementation are described in Sec IV. Sec. V presents the results and discussion. Finally, Sec. VI will give a conclusion and outlook.

1 Zhengcheng Shen, Linh Kästner and Jens Lambrecht are with the Chair Industry Grade Networks and Clouds, Faculty of Electrical Engineering, and Computer Science, Berlin Institute of Technology, Berlin, Germany zhengcheng.shen@campus.tu-berlin.de

Fig. 1: An overview of the concept. The robot inside the simulation environment has a sensor, which provides RGB-D observations. The observation will go through a visual encoder for feature extracting. Semantic labels are used for generating the ground truth data for training. Semantic cognition and imagination will be learned by a modality-invariant hub, which is simulated by an Unet. The output of the neural network is the imagination of the 2D top-down-view of a specific category. As a result, the imagination enhances the robot’s understanding of the surrounding environment, which in turn benefits mapping, path planning or other applications.
II. RELATED WORKS

Semantic mapping: A two-dimensional grid map is widely used in mobile robots for global path planning and local path planning [12], [13]. For a long time, it records only the information for occupancy objects and serves well for simple navigation purposes. However, the extension of rich semantic information within a grid map opens a door for further functionalities. In [14], a semantic map with a spatial concept was built according to visual input and word information. In [10], LiDAR and RGB-D sensors are used for semantic mapping. The authors generated a semantic segmentation image from the RGB-D sensor and turned it into a segmented point cloud based on LiDAR sensor. The top-down-view map is then generated from the segmented point cloud. However, both works are limited by the number of scenes and haven’t tested the model in a data set with a large group of variations. In this research, Habitat is used for training and evaluation, which enables us to use all scenes from Matterport3D dataset for training and evaluation [15]. The same simulation environment was used in [9] for object goal navigation. Within the research, a multiple-layer semantic map is generated by a Mask-RCNN [16], which is pretrained with MS-COCO [17], and additional depth information. The same framework is also used in [10].

One drawback for the approach is that a slight error in the first-person segmentation model will cause a high amount of noise to the map after projection. A denoising neural network is deployed in [9] to mitigate the error, while a special algorithm is used in [10]. Nevertheless, the process will reduce the information contained in the map again. The most significant improvement of our model can anticipate the unseen area based on former experience and semantic cognition, which will improve the accuracy and efficiency of semantic mapping.

Scene Completion: Although the inferring unseen 3D structure and semantics are intensively researched in SSCNet [18], it is computationally expensive to use 3D map information for a mobile robot, and the field of view (FoV) of the observation is not extended. The recently published research [5] anticipates the unseen area with limited observations though it hasn’t introduced any semantic information into the system manually. Furthermore, the area for imagination is also not well limited. The imaginable area must have correlation with the observation. Otherwise, it will introduce additional noise to the model. In this paper, we will follow a similar approach for imagination but with semantic information alongside.

III. CONCEPTUAL DESIGN

A. Problem Statement

The ability to adapt to a new environment is an important measurement for an intelligent robot. It highly depends on the way to utilize the former experience and the information that it records during the exploration. To balance between the complexity of computation and the information of the world, a multi-layer semantic map [9] is designed. The widely used method, which generates a voxel representation from the first-person RGB-D images, can only classify the pixel by previous experience but not fully utilize the rich features inside the observation to perform imagination. Besides, imagination can help the agent to obtain a better understanding of the surrounding environment, which may lead to a better decision. All these requirements for an intelligent robot result in the open questions, how can we enable our robot to imagine and how can imagination benefit the industries?

B. System Design

The overall framework for semantic mapping is described in Fig. 2. The process contains three main functions, namely the functions for ground truth generation, imagination, and mapping. The ground truth map is first generated inside the 3D simulator, Habitat, with a high sample resolution (2 cm between two consecutive pixels). Combined with the semantic information provided by manually labeled scenes, the ground truth is generated for the expected imagination. The imagination function is responsible for both object detection and imagination since the ground truth only provides the imagination for a certain kind of object. Furthermore, it also contains a denoise module for cleaning the overmuch imagination. During the training process, the agent will learn the regulation of a human-designed object and its semantic concept. After training, it will obtain the ability to perform the imagination on new objects that haven’t been seen by the agent before. The method does not only extend the FoV of the robot but also inpaints the unseen occluded regions of the object in a 2D manner. After the imagination module, a mapping module will register the ego map into the full map by the methods provided in [19] with known position from the simulator. The map generated from imagination and mapping has multiple layers and each layer is corresponding to a specific object. In the next section, we will detail the implementation of the three different functions.

IV. IMPLEMENTATION

A. Ground Truth Generation

The quality of the ground truth information directly influences the performance of the trained model. Moreover, it could influence the training efficiency and decide if the training will converge to a local minimum. The ground truth generation contains two steps: the first step is to generate the ground truth egocentric map for a single class. Subsequently, a mask is generated to filter out the objects that cannot be seen by the agent.

1) Object Ground Truth Map: Although the semantic label provided by Matterport3D is professionally labeled, it still has numeric errors when the simulator presents the first-person view. The slight error in the segmentation of the first-person view will introduce unignorable noise into the semantic top-down view, which is shown in Fig. 2. Since Habitat also provides a semantic bounding box for objects, we choose a different strategy to generate the ground truth map. First, we generate a high-resolution occupancy map,
Fig. 2: System design of the mapping process. The input of the imagination module is RGB-D data and the output should be a top-down view of the current observation area. The ground truth is generated based on a high-resolution map and semantic information. It does not only extend the FoV of the robot but also inpaints the unseen occluded regions. The mapping module registers the observation into the global map with accurate coordinates from the simulator.

Fig. 3: The first three pictures are the sensor’s output from Habitat and the last one is the top-down view of the chair generated from the depth image. 

$M_{\text{occu}}$, in which the real distance between two pixels is 2 cm. The shape of the total map used in training is $(2001, 2001)$. Some scenes with extra large layouts will be discarded during the selection. To generate the normal occupancy map, we sample the points at a distance of 50 cm and register the egocentric occupancy maps for the $360^\circ$ around the points into the global map. At the same time, we also register all the semantic bounding boxes for the specific object into another map, which is marked as $M_{\text{table}}$. We facilitate the ground truth map generated from first-person view with a dilation function and mark the map as $M_{\text{seg}}$. The kernel of the dilation function is $30 \times 30$. In the end, the final semantic ground truth map will be the intersection of these three:

$$M_{\text{gt}} = M_{\text{occu}} \cap M_{\text{table}} \cap M_{\text{seg}}$$

2) Imaginable Filter: An imaginable filter indicates weather the cells are imaginable. The egocentric semantic map directly that cuts from the ground truth map may include the objects behind a wall, which is barely impossible to imagine according to the observations. Unimaginable objects will make the system more inconsistent. Thus, we filter them out of the ground truth. The filter used in [5] works by simply drawing lines from the agent’s current location and stopping once a wall is hit. It cannot be used for our use case since it avoids the imagination about an object, which is partially behind the wall. During the training process, we will obtain an egocentric semantic top-down view, $V_{\text{object}}$, and an egocentric seen area top-down, $V_{\text{seen}}$. In this case, we propose the imaginable mask as:

$$V_{\text{filter}} = \text{dilation}(V_{\text{object}} \ast V_{\text{seen}}, \delta)$$

where $\delta$ is the kernel matrix for dilation. The size of the dilation kernel can control the size of the imaginable area, which is 50 in our experiment.

B. Imagination

A suitable neural network framework is another essential part to make the imagination work. The experimental implementation tries to detect three different objects, namely, chair, table and bed. Therefore, we use three identical neural network frameworks, called imagination units, for each category to simplify and accelerate the training speed. More details about the imagination unit shows in Fig. 5. Each imagination unit contains a Resnet18 [20] as visual encoder.
Therefore the weight has to balance the cells again according to:

\[ W_{ij} = \begin{cases} w_{\alpha} - 1 & \text{if } V_{\text{label}}_{ij} > 0 \\ 0 & \text{if } V_{\text{label}}_{ij} = 0 \end{cases} \]  

(3)

where, \( w_{\alpha} = \min\left(\frac{\text{Number of total cells}}{\text{Number of cells occupied by object}} + 1, w_{\text{max}}\right) \)  

(4)

The ground truth of the occupied cell is important, but the imagination can happen around all the seen area:

\[ M^s_{\text{seen}} = \text{dilation}(V_{\text{object}} \ast V_{\text{seen}}, \varepsilon) \]  

(5)

Therefore the weight has to balance the cells again according to:

\[ W_{ij} = \begin{cases} w_{\gamma} - 1 & \text{if } M^s_{\text{seen}}_{ij} > 0 \text{ and } V_{\text{label}}_{ij} = 0 \\ 0 & \text{if } Others \end{cases} \]  

(6)

\[ w_{\gamma} = \min\left(\frac{\text{Number of total cells}}{\text{Number of occupied cells}} + 1, w_{\text{max}}\right) \]  

(7)

In the training process, \( w_{\text{max}} = 30, w_{\gamma_{\text{max}}} = 10 \) and \( \varepsilon = 31 \). Combined these two weight matrix, the finally weight matrix is:

\[ W = W_{\alpha} + W_{\gamma} + 1 \]  

(8)

And the loss function will be:

\[ L = \sum_{i} W_{ij}(V_{\text{label}}_{ij} \log V_{\text{object}}_{ij} + (1 - V_{\text{label}}_{ij}) \log (1 - V_{\text{object}}_{ij})) \]  

(9)

During the training, a large batch size is more beneficial to obtain a stable weight matrix, which is helpful for convergence. The batch size in our experiment is 108 and the observations are randomly selected in 16 different scenes at the same time.

C. Mapping

Although imagination can provide more information about the unseen area, it can also introduce extra noise. Thus, false imaginations cannot be avoided. To mitigate this issue, we utilize a post processing module with more regulation, which improves the result significantly. Once again, we apply \( M^s_{\text{seen}} \) as the filter, which means only the imagination around the seen area is valid. Subsequently, the egocentric observation, \( V_{\text{valid}} \) is registered into the full map for evaluation purpose.

\[ V_{\text{valid}} = V_{\text{object}} \ast M^s_{\text{seen}} \]  

(10)

V. RESULTS AND EVALUATION

To evaluate the proposed approach, we designed the following experiment for a benchmark. For each object, we first prepare 60 scenes, which are different from the training data. This means the robot hasn’t seen the environment and style of the objects inside it before. We use the following algorithm to generate a set of sparse points for a map and then find the nearest valid viewpoints based on them. For each view point, the robot will take two observations in two random orientations and try to recover the semantic information for the entire scenes with all the collected information. For each scene, ten different sets of view points will be randomly generated. Three samples of the sparse points are listed in Fig. 6.

![Image](image-url)
Fig. 7: Overall result of a single prediction. The first row shows a successful case of the prediction on the class of chair. The second row shows another successful prediction on the class of table beyond the scope. The last row shows a detection failure on the class of chair.

Fig. 8: Overall result of the entire map of chairs with cell width of 2 meters. (a) Map comes from segmentation with ground truth. (b) Map comes from segmentation with HRNetV2. (c) Map comes from the seen part of the imagination. (d) Map comes from the entire imagination. (e) Map comes from the ground truth.

To quantify the accuracy of a predicted semantic map, we compare the predicted maps with the ground truth of the prediction and calculate the Intersection over Union (IoU). The compared baseline uses the approach described in [9] but without the denoising neural network. The Mask-RCNN layer is also replaced with the state-of-art segmentation algorithm HRNetV2 [22] and the ground truth generated by Habitat. Fig. 7 shows examples of the predictions with different approaches. Inside the first row, it is evident that our approach successfully predicts the unseen area of chairs. The neural network identified the chairs and imagined the occupied space of the chairs based on the learned experience. The imagination obviously enriches the occupancy prediction. Nevertheless, our approach successfully detects the angle of the chairs and completes the occupied cell according to its imagination. The second row shows an example of the table. The method predicts the unseen part of the desk with a blurred mask. During this imagination, a clean edge cannot be given due to the lack of information. The last row shows a detection failure: the method cannot detect all kinds of chairs due to the limited training scope. In Fig. 8 the generated global maps from different approaches are illustrated. It is notable that our method has a lower detection ability compared with the methods with pretrained segmentation neural networks, but the notation area is larger once the object is detected. Besides, the imagination also introduces noise due to false detection, which can be seen in the center part of the map.

Table I and the first row of Fig. 9 show the number of the correctly predicted pixels over the object on the global map. It can be observed that our approach has a large lead due to active imagination on the unseen area with a relatively high IoU. The detected pixels for the bed object of our approach are higher than the regular tool equipped with the ground truth segmentation information. Although the benefits of the imagination decrease with increasing viewpoints, there is still a wide gap between our approach and the regular approaches. We notice that our approach has more detected pixels but not a high IoU. This is caused by false prediction introduced by the active imagination module, which will decrease the...
TABLE I: IoU of the Global Map for Selected Approaches

| Category   | Cell width | With cell width of 3 | With cell width of 2.5 | With cell width of 2 |
|------------|------------|----------------------|------------------------|----------------------|
| Seg. with GT | chair | 0.423 | 0.512 | 0.486 | chair | 0.456 | 0.550 | 0.506 | chair | 0.495 | 0.628 | 0.527 |
| Seg. with HRNetV2 | bed | 0.155 | 0.379 | 0.189 | bed | 0.183 | **0.422** | 0.194 | bed | 0.210 | **0.483** | **0.214** |
| Imagination(seen) | table | 0.152 | 0.316 | 0.195 | table | 0.179 | 0.371 | 0.197 | table | 0.220 | 0.425 | 0.207 |
| Imagination | | **0.197** | **0.386** | **0.202** | | **0.213** | 0.406 | **0.205** | | **0.248** | 0.439 | 0.206 |

TABLE II: Number of Correct Pixels of the Global Map for Selected Approaches

| Category   | Cell width | With cell width of 3 | With cell width of 2.5 | With cell width of 2 |
|------------|------------|----------------------|------------------------|----------------------|
| Seg. with GT | chair | 4420871 | 2229781 | 1880935 | chair | 5816061 | 2717801 | 2373934 | chair | 7169134 | 4506825 | 2648728 |
| Seg. with HRNetV2 | bed | 1582407 | 1785445 | 798123 | bed | 2221629 | 2278674 | 1048716 | bed | 2990796 | 3824152 | 1297137 |
| Imagination(seen) | table | 1606542 | 1477507 | 863654 | table | 2256515 | 1994317 | 1103031 | table | 3288038 | 3294188 | 1344699 |
| Imagination | | **2488550** | **2248037** | **1246088** | | **3347148** | **2859842** | **1617987** | | **4783688** | **4539208** | **1884798** |

Fig. 9: IoUs and the numbers of correctly predicted pixels

VI. CONCLUSION

In this paper, we proposed a method, which can perform the imagination of 2D top-down-view on certain objects based on historical experience and semantic cognition. Furthermore, we show a use case in terms of semantic mapping with the proposed method and evaluate the performance based on this. We combine the imagination with the semantic concept and promote the model to learn the general design of the semantic concept. Afterwards, the learned experience could be utilized to detect an object and perform imagination on the unseen area caused by limited FoV or occlusion. One important contribution of this work is to define the imaginable area, which is the bridge between imagination and observation and makes the training feasible. The method exploits more information from the limited observation, which could bring benefits to different applications. During the semantic mapping, our method shows a substantial performance boost compared with the regular approach with the first-person-view segmentation algorithm. However, it is not the limit of the proposed approach. Our ongoing work focuses on the optimization of the imaginable area, the neural network framework, and the post-processing steps. Furthermore, we aspire to use a larger data set with better texture and label quality, which could improve the model’s performance.
APPENDIX

TABLE III: Hyperparameters for Training

| Hyperparameter          | Value |
|-------------------------|-------|
| Optimizer               | Adam  |
| Learning Rate           | 0.001 |
| Batch Size              | 108   |
| Replay buffer size      | 12288 |
| Mapper update interval  | 5     |
| Mapper update batches   | 20    |
| Map scale               | 0.02m |
| Egocentric map size     | 261   |
| Global map size         | 2001  |
| Aggregation factor      | 0.9   |
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