Self-Supervised Learning for Building Damage Assessment from Large-scale xBD Satellite Imagery Benchmark Datasets
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Abstract. In the field of post-disaster assessment, for timely and accurate rescue and localization after a disaster, people need to know the location of damaged buildings. In deep learning, some scholars have proposed methods to make automatic and highly accurate building damage assessments by remote sensing images, which are proved to be more efficient than assessment by domain experts. However, due to the lack of a large amount of labeled data, these kinds of tasks can suffer from being able to do an accurate assessment, as the efficiency of deep learning models relies highly on labeled data. Although existing semi-supervised and unsupervised studies have made breakthroughs in this area, none of them has completely solved this problem. Therefore, we propose adopting a self-supervised comparative learning approach to address the task without the requirement of labeled data. We constructed a novel asymmetric twin network architecture and tested its performance on the xBD dataset. Experiment results of our model show the improvement compared to baseline and commonly used methods. We also demonstrated the potential of self-supervised methods for building damage recognition awareness.
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1 Introduction

When disasters, such as hurricanes, tsunamis, and earthquakes occur, people need to know the locations of affected residents, which is crucial for rescue and localization. Easily accessible remote sensing images enable us to identify building damage more accurately and to locate damaged buildings easier. However,
this method was based on comparing images before and after the disaster manually by experts, which was time-consuming.

The introduction of deep learning methods gives another direction for automatic damage assessment, where models can classify building damage after training on labeled pre-and post-disaster remote sensing images [1,2,3,4,5]. Some scholars take the difficulty of obtaining large amounts of labeled data of disaster into consideration, and disaster types and datasets require different labeling methods. They adopted a semi-supervised or unsupervised approach, using only small amounts of labeled or/and unlabeled data for research [6,7,8,9,10].

However, building an accurate model for new disasters is still far from enough. First, existing semi-supervised learning requires a certain amount of labeled data and does not fully address the problem of the complex labeling of disaster datasets [6,7,8]. Second, current unsupervised learning generally relies on pre-training on labeled data [9,10], which has not good enough for portability. Third, the interpretability of deep learning is poor, so it cannot be reliably used in our daily life.

To solve these problems, we generate supervision from entirely unlabeled datasets to clarify the features in a self-supervised setting. Also, it turns out that the new self-supervised learning using entirely unlabeled datasets can achieve similar results as supervised learning [16,19]. In the pre-training stage, a dataset containing images before and after the disaster is used, and both types of images are passed through the model to show the implied features. The model has two main parts, using contrast learning and image reconstruction which learn global information as well as local information, respectively. In the second stage, we use the weights of the pre-trained model to pass the images before and after the disaster through our model, and then join them together and pass them through a semantic segmentation head to compare with the labeled images. Finally, the effect of our model is reflected by the $F_1$-score. The main contributions of this paper are as follows.

1. We propose a novel model for building damage assessment. The model utilizes the transformer encoder structure internally, which has an excellent performance in remote sensing images. This structure is applied to build damage assessment and has achieved ideal results.
2. The proposed model does not require labeled data. It can learn the features of images from unlabeled data only using a contrast learning self-supervised approach. Without labeled data, our result is very close to labels.

2 Related Work

Deep learning achievements in building damage recognition. Gupta et al. [11] provided a labeled dataset including nineteen different events and more than 20,000 images, which is one of the largest and highest-quality datasets. Supervised methods have yielded excellent results with this boost [1,2,3,4,5].

Supervised methods require labeled images, but the disaster domain has less labeled data than the traditional application domain of deep learning. In addi-
tion, supervised learning relies on manual labeling for training, which often leads to costly models. Lee et al. [6] used two semi-supervised methods, MixMatch and FixMatch, to train models by fusing features from labeled and unlabeled data (containing damaged and undamaged areas), obtaining good results. Later, Xia et al. [7] used less labeled data and trained the model with only a tiny number of positive examples (images of damaged areas) and the rest unlabeled, achieving results comparable to supervised learning by combining positive examples and unlabeled data. Ghosh et al. [8] employed a novel two-part graph neural network-based framework with only a small amount of labeled data.

However, semi-supervised methods do not fully address the problem of complex labeling; moreover, most of them have demanding requirements on labeled data. Therefore, some scholars have averted their eyes to unsupervised methods. Li et al. [9] used post-hurricane disaster data and transfer learning. They first completed pre-training on the labeled source domain, aligning the features in the source and target domains by maximum mean discrepancy (MMD), and later transferred to two new types of hurricane data to complete the classification. They [10] later proposed a new generative adversarial network to align the source and target domains in an unsupervised approach to achieve better results on both transferred tasks.

The unsupervised methods above require labeled data for pre-training and later transfer to new tasks, making the model more complex and possibly requiring repeated pre-training for different tasks, which is time-consuming and labor-intensive. Akiva et al. [21] used a self-supervised approach to identify flood trajectories, and their method outperformed current semantic segmentation methods for the flood trajectory segmentation task, demonstrating that self-supervised learning can perform well in disaster identification.

In addition, Chowdhury et al. [12] proposed a high-resolution UAV dataset HRUD, incorporating images after Hurricane Michael, on which they wished to evaluate the performance of semantic segmentation models. They [13] later gave ReDNet, which used a self-attention mechanism to achieve high accuracy on HRUD, unveiling the potential of the self-attention mechanism.

**Development of self-supervised learning.** Self-supervised learning is a category of machine learning that requires no labeled data or any pre-training on labeled data to learn features. An early self-supervised learning training model, by making features as close as possible between positive samples and as far as possible between negative samples [14,15], is known as contrastive learning. However, such methods need to compare features between a large number of images and often require a large batch size [14] or memory bank [15]. The BYOL [16] model proposed later shows that self-supervised learning can work without differentiating the classes of images, i.e., without negative samples, but the model performance has decreased. The recently proposed DINO [17] model uses the Transformer encoder and BYOL-based structure and solves the problem of model instability.

Above research shows that self-supervised learning without any labeled data or pre-training can perform no less well than supervised learning.
Transformer structure. The Transformer [18] structure used a self-attention mechanism and was first proposed by the Google team in 2017, bringing significant results and breakthroughs in NLP. Inspired by the Transformer structure, the Google team proposed Vision Transformer [19] and achieved better results on image datasets. The model of MoCo v3 [20] was the first to combine the ViT structure with self-supervised contrast learning. However, the instability generated by the combination of the two affected the results to a certain extent. DINO [17] applied a method to solve the instability problem.

The Transformer structure exceeds other methods in all areas and shows promising results even when confronted with instability problems by combining with contrast learning.

Inspired by the research mentioned, we conducted this study on a dataset containing pre- and post-disaster images. For the first time in the field, we employed a contrastive learning approach that combines a self-supervised method with a Transformer structure, yielding positive results.

3 Data Description

Inspired by the literature mentioned above, we conducted our study on a dataset containing pre- and post-disaster images. For the first time in the field, we
employ a contrastive learning approach that combines a self-supervised method with a Transformer structure. Combining these methods, our model yields positive results.

We conduct experiments on the xBD dataset, the largest and highest-quality satellite remote sensing image dataset for natural disasters. It contains 22,068 remote sensing images of 19 different disaster types, such as earthquakes, floods, wildfires, volcanic eruptions, and car accidents. Since there are pre-and post-disaster remote sensing images, they can be used to construct the tasks of localization and damage classification. The dataset comes from a 5,000 km² area in 15 countries with high-resolution images. Two annotations are provided for a pair of images (pre and post), respectively, for localization problem and damage classification, as shown in the Fig. 1.

4 Model

4.1 Overview

Fig. 2. Overview of the proposed model. The first stage utilizes pre-training architecture, while the second stage utilizes downstream architecture. Localization problem and damage classification are solved uniformly in the second stage.

Problem definition: Building damage classification usually consists of two subtasks: localization and damage classification. For the former one, we classified each pixel in the pre-disaster image as “building” or “no building”. When it comes to damage classification, for the corresponding pixels in the post-disaster image, we assign values from 0 to 4 depending on the damage degree, where 0 means “no building”, 1 as “no damage”, 2 as “minor damage”, 3 as “major damage”, and 4 as “being destroyed”.

Fig. 2. Overview of the proposed model.
The whole process consists of two main stages. In the first stage or pre-training stage, we pre-train encoder $e(\cdot)$ on a large amount of unlabeled data using a self-supervised contrastive learning approach. Then we transfer the pre-training encoder $e(\cdot)$ to the downstream task for building damage classification (localization problem and damage classification) during the second stage.

The two stages are summarized in detail in the Fig. 2. Localization problem and damage classification are solved uniformly in the second stage. We show the architecture of the two stages below in detail.

4.2 Pre-training Architecture

A self-supervised contrastive learning framework was used to pre-train encoder $e(\cdot)$ [17] a novel style with no negative samples (DINO), which achieved good performance in transfer learning. However, DINO was designed based on image classification and could not learn the location information of remote sensing images well. With reference to [22], we improved Dino so that it can be suitable for remote sensing images. Fig. 3 shows an overview of our pre-training architecture. There are two parallel tasks, namely, contrastive learning and image reconstruction, which are used to learn global and local semantics.

Algorithm 1 Pre-training Architecture

Require: A set of images $D$; student model $g_s(\cdot)$, teacher model $g_t(\cdot)$, reconstruction decoder $d(\cdot)$; parameters $\tau$, $C$, $\lambda_1$, $\lambda_2$

1: for sampled batch $x \leftarrow D$ do
2: Draw augmentations: $x_s \leftarrow \text{aug1}(x)$, $x_t \leftarrow \text{aug2}(x)$
3: Contrastive learning:
4: Get output: $\text{out}_s \leftarrow g_s(x_s)$, $\text{out}_t \leftarrow g_t(x_t)$
5: Sharpening and centering: $p_s \leftarrow \text{softmax}(\text{out}_s / \tau)$, $p_t \leftarrow \text{softmax}(\text{out}_t - C)$
6: Reconstruction:
7: Get multi-hierarchy features: $\{f\} \leftarrow e_s(x_s)$
8: Image reconstruction: $x_{re} \leftarrow d(\{f\})$
9: Compute contrastive learning loss and image reconstruction loss using Eq. 2 and Eq. 3: $L_1 \leftarrow CE(p_s, p_t)$, $L_2 \leftarrow L_1(x_{re}, x_s)$
10: Compute total loss: $L \leftarrow \lambda_1 L_1 + \lambda_2 L_2$
11: Update student model $g_s(\cdot)$, $\lambda_1$, $\lambda_2$ to minimize $L$
12: Update teacher model $g_t(\cdot)$ and $C$ by EMA
13: end for

4.2.1 Contrastive Learning

Contrastive learning is used to learn the global semantics of images, which is instrumental for coarse-grain task. Asymmetric twin network architecture was used to learn two neural networks simultaneously, called the teacher network $g_t(\cdot)$ and the student network $g_s(\cdot)$. The network architecture is shown in the
upper part of the Fig. 3. It is widely used in contrastive learning [16,17]. Both the teacher $g_t(\cdot)$ and the student network $g_s(\cdot)$ consists of transformer encoder $e(\cdot)$ and projector, both of which are initialized with same given weights.

Suppose the set of images is labeled as $D$. An image $x \in D$ is randomly selected, with different image augmentation transforms $\text{aug1}, \text{aug2}$ to result in $v_s$ and $v_t$ which are different views of $x$. We input $v_s$ and $v_t$ into the student network $g_s(\cdot)$ and teacher network $g_t(\cdot)$ respectively, and the two outputs $\text{out}_s$ and $\text{out}_t$ are returned via encoder $e(\cdot)$ and projector. The corresponding probability distributions $p_s$ and $p_t$ are obtained by applying a softmax function to the outputs. The views of any randomly augmented version of a sample image should have similar feature representations. The cross-entropy loss between $p_s$ and $p_t$ is calculated for updating the parameters of the student network $\theta_s$.

The asymmetry of twin networks is mainly presented in the following two points.

- **The two networks utilize different parameter updating methods.** The parameters of the student network $\theta_s$ were updated by minimizing the loss function $\mathcal{L}$, while those of the teacher network $\theta_t$ by exponential moving average (EMA). Specifically, the teacher network parameter $\theta_t$ update rule is $\theta_t \leftarrow \lambda \theta_t + (1 - \lambda) \theta_s$, where the hyperparameter $\lambda$ follows the cosine schedule. Referring to [17], such a momentum encoder update can result in better convergence of the model.

- **Sharpening and centering.** To prevent the model from collapsing, two operations are added to the model output, sharpening and centering. However, only sharpening is applied to the student network $g_s(\cdot)$ and both operations are applied to the teacher network $g_t(\cdot)$. Both operations take place for the softmax function. Sharpening is achieved by adding a temperature parameter $\tau$ to the softmax function, as shown in Eq. 1.
\[ P(x) = \frac{\exp \left( \frac{g_\theta(x)}{\tau} \right)}{\sum_{k=1}^{K} \exp \left( \frac{g_\theta(x)^{(k)}}{\tau} \right)} \]  

Sharpening enhances the variance of the softmax output. As for centering, it is only applied to the teacher network where the output is made more average by subtracting the vector \( C \in \mathbb{R}^\text{out} \). By balancing centering with sharpening, collapse can be avoided while ensuring model convergence. Fig. 4 shows the feature space after centering and sharpening.

![Fig. 4. Example of sharpening and centering. A simulated feature space has been used for an intuitive representation in low dimensions.](image)

### 4.2.2 Image Reconstruction

Compared with natural images, remote sensing images variate in scale and are small in geographical size. Image reconstruction is introduced to learn better the local semantics in remote sensing images concerning [22]. As shown in the lower part of Fig. 3, the reconstruction of the image is carried out by a lightweight decoder \( d(\cdot) \) using the multi-layer feature maps \( \{f\} \) output by encoder \( e(\cdot) \). Since the student network \( g_s(\cdot) \) retains the gradient backpropagation, the encoder of the student network \( e_s(\cdot) \) is used in this task. For details, the input 3-channel RGB images \( x \) are fed to the encoder of the student network \( e_s(\cdot) \), and the output multi-level sequence features are fed to a lightweight decoder \( d(\cdot) \). The lightweight decoder \( d(\cdot) \) learns to recover the original image \( x \) from the multi-layer feature maps \( \{f\} \) by multi-stage feature fusion.

- **Multi-layer feature maps** \( \{f\} \). The output of each stage of Swin Transformer is selected as multi-layer feature maps \( \{f\} \). Swin Transformer[24] is designed with reference to the layered feature representation of convolutional neural networks, where the whole model is grouped into different layers, with each downsampling the feature maps output from the previous layer, in which the layer features are calculated by moving windows. Therefore, multi-layer and multi-scale, the feature maps output by each stage of Swin Transformer have different resolutions.

- **Lightweight decoder** \( d(\cdot) \). A lightweight decoder \( d(\cdot) \) is used to recover the original image \( x \) from multi-layer feature maps \( \{f\} \), inspired by [22]. It is necessary to ensure that the decoder \( d(\cdot) \) is lightweight, so that not only the computation can be reduced, but also the encoder \( e(\cdot) \) can be better trained. The decoder \( d(\cdot) \) we use consists of several fusion layers, each containing a \( 3 \times 3 \) convolutional layer and a ReLU layer. The number of fusion layers corresponds to the number of feature maps, and the final output is restored to the same resolution as the original image \( x \) by a \( 1 \times 1 \) convolutional layer.
4.2.3 Loss Function $\mathcal{L}$

Corresponding to contrastive learning and image reconstruction, our total loss function $\mathcal{L}$ consists of two parts. For contrastive learning, the loss of the probability distribution of the student network output $p_s$ and of the teacher network output $p_t$ is calculated by cross-entropy loss (Eq. 2).

\[
\mathcal{L}_1(p_s, p_t) := -p_t \log p_s \tag{2}
\]

As for the image reconstruction, $L_1$ loss function is used to calculate the loss of the original image $x$ versus the decoder output $x_{re}$, as shown as Eq. 3.

\[
\mathcal{L}_2(x, x_{re}) := |x - x_{re}| \tag{3}
\]

Since our loss are applied to multiple tasks, we add learnable weights $\lambda_1, \lambda_2$ to the final loss function $\mathcal{L}$, which could be described as $\mathcal{L} := \lambda_1 \mathcal{L}_1 + \lambda_2 \mathcal{L}_2$, where $\lambda_1, \lambda_2$ are the learnable parameter and updated with gradient descent.

4.3 Architectures for Downstream Tasks

![Fig. 5. Architectures for Downstream Tasks. This is an end-to-end model, using the common encoder-decoder architecture. The internal structure of the encoder is shown below the dotted line. Swin Transformer encoder is used.](image)

In the second stage, our goal is to fine-tune the encoder, which has been pre-trained in the first stage, to be applied for building damage classification. For the downstream task, we use the Swin Transformer\cite{24} pre-trained by contrastive learning as an encoder, with a semantic segmentation head, to handle localization and damage classification consistently, as shown in Fig. 5. Fig. 5 also shows
feature maps output from inside of the encoder. Regarding the multi-temporal characteristics of disaster images, our model is a siamese network. Pre- and post-disaster images are fed into two Swin Transformers, which share the weights. The output of each layer of the Swin Transformer is a 2D feature map. We concatenate the 2D feature maps corresponding to the pre- and post-disaster images along the feature dimension. These 2D feature maps are fed into the UPerNet [25] semantic segmentation head, which undergoes multi-layer feature fusion and upsampling to finally obtain a prediction map of the original image resolution size. There are 5 channels in the feature map, and the elements of different channels represent the probability that the corresponding pixel point is predicted to be of that class. For damage classification, the prediction map is applied to the argmax function along the channel dimension to obtain a 1-channel mask. The value of each pixel in the mask is the category with the highest probability in the prediction map. For localization, referring to [11], we classify the points with predicted values greater than or equal to 1 as buildings. In this way, we apply the model to both the localization and damage classification.

5 Experiments

5.1 Evaluation Metrics

The effectiveness of self-supervised pre-training is evaluated by the performance of the model in downstream tasks and the method used in the xView2 competition to evaluate disaster damage classification is also employed in this research. In detail, $F_1$-score values are calculated separately for localization and damage classification, and $F_1$-score values for damage classification show the performance in different categories of disasters. Due to the unevenness of the categories, the $F_1$-score can evaluate the model performance better than accuracy.

5.2 Experiment Results

In this section, we made comparisons with other methods to evaluate the performance of the overall model on downstream segmentation tasks. With the results of attention matrix visualization, we show the potential of the pre-training stage.

5.2.1 Comparison with other methods. To evaluate the effectiveness of self-supervised contrast learning pre-training, we compared it with other pre-training methods (DINO [17], MoCo v3 [20]). Pre-training with ImageNet is a currently widespread initialization method, which was used for comparison. The entire training data is used for self-supervised pre-training.

- $F_1$-score under limited annotation. For fine-tuning on the downstream task (the second stage), we controlled the amount of labeled data and fine-tuned using 1% and 20% of the labeled data, respectively. We used different initialization methods with the same downstream task architecture, controlled learning rate of $1e^{-4}$, and loss function of Dice-loss with CE-loss. The
results are shown in Table 1. Our method has better performance in both cases.

| Amount | Method  | localization damage | No damage | Minor | Major | Destroyed |
|--------|---------|----------------------|-----------|-------|-------|-----------|
| 1%     | ImageNet| 0.461                | 0.321     | 0.387 | 0.136 | 0.234     |
|        | DINO    | 0.522                | 0.366     | 0.480 | 0.157 | 0.439     |
|        | MoCo v3 | 0.550                | 0.379     | 0.425 | 0.124 | 0.337     |
|        | Ours    | 0.539                | 0.390     | 0.486 | 0.261 | 0.345     |
| 20%    | ImageNet| 0.661                | 0.587     | 0.604 | 0.278 | 0.471     | 0.456    |
|        | DINO    | 0.714                | 0.601     | 0.667 | 0.229 | 0.384     | 0.447    |
|        | MoCo v3 | 0.650                | 0.639     | 0.562 | 0.230 | 0.392     | 0.400    |
|        | Ours    | 0.678                | 0.636     | 0.646 | 0.314 | 0.480     | 0.380    |

Table 1. F1-score under limited labeled data. Nan means that the model has no valid output for that category, which is a result of insufficient samples.

- **10% amount of annotated data with training process.** We explored the performance of the pre-training model on limited labeled data by training it longer. Using 1% labeled data with a learning rate of 1e-4, we trained more epochs while fine-tuning (the second stage). Using our pre-training model, and ImageNet pre-training model with random initialization method respectively, 500 epochs have been tested to compare the training process. The results are shown in Fig. 6. It turns out that our model loss converges faster and has a higher F1-score.

![Fig. 6. 10% labeled data with training process. The line graph was eventually plotted as we recorded every 5 epochs.](image)

**5.2.2 Results of attention matrix visualization.** We visualized the attention matrix of encoder in the pre-training stage. Though the pre-training does
not have labeled data involved, the visualization results of the attention matrix are rich in semantic information. Fig. 7 shows the visualization results of the attention matrix in the transformer, where our model learns the approximation without any labeled information.

![Fig. 7. Pre, post, mask, and attention matrix. The result is obtained from the first stage (pre-training), and we don’t use any annotations in the first stage. Attention matrix, which was trained without labeled data, is very close to the man-made mask.](image)

6 Conclusion

In this paper, we design a new self-supervised deep learning method to assess the damage level of buildings with satellite images before and after a disaster. In the first stage, we use self-supervised learning to learn feature representations from unlabeled data and achieve results close to mask manual labeled. As for the second stage, we use the model of the first stage as an encoder to splice the pre- and post-disaster features before and after a semantic segmentation network to obtain the disaster-determined images for building identification as well as disaster assessment.

An important contribution of this study is the use of a self-supervised approach in building damage assessment, which enables the model to be trained with less reliance on labeled data. We also solved the difficulties caused by inconsistent satellite image labeling and disaster types in this field in the past. We can use only the original remote sensing images before and after the disaster to generate the disaster damage images of an area and assess the damage level of buildings. The results show an accuracy rate with the contrast learning approach that is significantly better than the existing baseline, and the visualization results in the unlabeled case are close to the manual labeling. The self-supervised approach has been proved to have outperforming results and considerable potential for building damage assessment. In the future, we plan to explore the
combination of self-supervised models deeper with building damage identification using multi-temporal information and improve the model architecture for better performance.
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