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Abstract—The quality assessment of light field images presents new challenges to conventional compression methods, as the spatial quality is affected by the optical distortion of capturing devices, and the angular consistency affects the performance of dynamic rendering applications. In this paper, we propose a two-pass encoding system for pseudo-temporal sequence based light field image compression with a novel frame level bit allocation framework that optimizes spatial quality and angular consistency simultaneously. Frame level rate-distortion models are estimated during the first pass, and the second pass performs the actual encoding with optimized bit allocations given by a two-step convex programming. The proposed framework supports various encoder configurations. Experimental results show that comparing to the anchor HM 16.16 (HEVC reference software), the proposed two-pass encoding system on average achieves 11.2% to 11.9% BD-rate reductions for the all-intra configuration, 15.8% to 32.7% BD-rate reductions for the random-access configuration, and 12.1% to 15.7% BD-rate reductions for the low-delay configuration. The resulting bit errors are limited, and the total time cost is less than twice of the one-pass anchor. Comparing with our earlier low-delay configuration based method, the proposed system improves BD-rate reduction by 3.1% to 8.3%, reduces the bit errors by more than 60%, and achieves more than 12x speed up.
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1 INTRODUCTION

T he concept of light field was introduced by A. Gershun [1] back in 1939. In contrast to traditional 2-D images, light field describes the intensity of light rays that pass through each point \((V_x,V_y,V_z)\) in space, at each possible direction \((\theta, \phi)\), wavelength \(\lambda\) and time \(t\), enjoying a total of 7 degrees of freedom. With the assumption that the light intensity remains constant on any light trajectory, a 4-D light field image (LFI) can be used to capture a snapshot of the light field at any moment. The 4-D snapshot can be thought of as light rays coming from 2-D points on the focal \((xy)\) plane to 2-D points on the aperture \((uv)\) plane.

\[ L = L(u,v,x,y). \] (1)

Traditionally, LFIIs are captured by multi-camera arrays, each camera capturing a particular perspective, known as a sub-aperture image (SAI) of the scene. Recent developments in capturing technology allowed LFI capturing by micro-lens arrays with conventional image sensors, where each micro-lens acts as an individual low resolution camera. This technique allowed the manufacturing of commercially available light field cameras [2], greatly expanding the application of LFIs. The LFI contains complete information of the light rays in a scene, therefore, it can be used to render new views with changed viewpoint and changed focal point. A framework for creating virtual renders by resampling and interpolation of captured pixels was proposed by M. Levoy [3].

M. Rerabek et al. [4] proposed an LFI dataset captured by a Lytro Illum [5] camera, the resulting resolution of the 4-D LFIs is 15×15 for the \((uv)\) plane, and 434×625 for the \((xy)\) plane, producing 61 million pixels for a single LFI. Due to the high information nature of LFI, efficient algorithms are required to compress the information of the sheer number of pixels created during acquisition. The raw data from camera sensors are converted into a device-specific format after pre-processing including de-mosaicing and de-vignetting [6]. Two main approaches for LFI compression have been proposed in literature using modern image/video coding standards for conventional, non-LF image and video. The first approach makes use of self-similarity compensated prediction, usually implemented as an add-on to video compression standards, to exploit the inherent spatial correlation in LFIs. The second approach, referred to as pseudo-temporal sequence (PTS) based compression, decomposes the LFI into multiple SAIs and arrange them into a sequence, which is then compressed with conventional video encoders (e.g. H.265/HEVC) with motion estimation/compensation. Many arrangement schemes and coding structures have been proposed. I. Viola et al. [6] compared multiple compression algorithms based on these two approaches, and showed that PTS-based compression consistently performs better.

Most LFI compression research is based on objective evaluations using the peak signal-to-noise ratio (PSNR) metric. Original pixels and reconstructed pixels from de-compression are compared, equal weights are assigned to all coordinates \((u,v,x,y)\). However, LFIs captured by micro-lens arrays often have severe optical distortion at various regions of the 4-D space. The physical structure of micro-lens arrays often causes pixels in most external SAIs to be dimmed or even completely black. This phenomenon is
observed in most images from [4]. In [6], I. Viola et al. dealt with such distortion by removing the most external SAIs. To quantitatively measure this distortion, a fourth channel, in addition to conventional RGB channels, is given in the dataset [3]. This channel represents the confidence that the captured pixel is a faithful sample of the light ray intensity. Coding distortion of high confidence pixels incurs larger loss comparing to low confidence pixels, since undistorted pixels carry more reliable information. Therefore, different weights shall be given to pixels with different confidence to account for the effect of optical distortion.

Another issue in compression quality assessment is related to virtual renders. To create re-focused images, the rendering procedure involves interpolation of adjacent pixels [3]. If a pixel has a large distortion from compression, the interpolation result will be affected even if its adjacent pixels are accurately reproduced. Moreover, if the coding distortion among adjacent pixels fluctuates wildly, the quality of rendered virtual views will be sensitive to small adjustments of the chosen viewpoint and focal point. These two facts suggest that adjacent pixels should have similar coding distortion to improve the overall rendering quality. For PTS-based compression, this requirement is satisfied when pixels with identical \((u, v)\) coordinates are adjacent in \((x, y)\), as they are almost always in the same coding unit of the same PTS frame. However, interpolated pixels with identical \((x, y)\) coordinates and are adjacent in \((u, v)\) belong to different PTS frames, and can have a large difference in coding distortion. G. Wu et al. [7] coined the term angular consistency (since the \(uv\) space is also called the angular space) to describe this phenomenon, which can not be measured by the PSNR.

To tackle these issues, this paper proposes an optimization target where the spatial quality affected by optical distortion and the angular consistency are incorporated into a unified function. A frame level bit allocation framework for PTS-based LFI compression is then proposed, which allocates the total bits to SAIs efficiently according to the proposed optimization target. The main contributions of this work are:

1) A theoretical analysis and justification of the proposed optimization target;
2) Rate-distortion models that incorporate inter-frame dependency, which can be adapted to various encoder configurations (all-intra/random-access/low-delay);
3) A two-pass parallel compression scheme that speeds up the original multi-pass serial trial compressions.

Experimental results show that compared with our previous work, the proposed two-pass encoding system achieves 3.1% to 8.3% further BD-rate improvement, reduces the bit errors by more than 60%, and speeds up the encoding processes by more than 12x.

The rest of the paper is organized as follows. An overview of the related work is presented in Section 2. Section 3 will provide a detailed description of the weighted distortion model, the smoothness penalty and the optimization target. Section 4 will introduce the frame level bit allocation framework for PTS-based LFI compression. The frame level rate-distortion models and the deducted optimization problem will be explained in detail. The two-pass LFI compression scheme will also be proposed. Experimental results of the proposed algorithms are given in Section 5 and Section 6 concludes the paper.

2 RELATED WORK

2.1 LFI compression

Most literature categorizes LFI compression methods into two categories, as mentioned in Section 1. The first approach, based on self-similarity, relies on the fact that various parts of the LFI are highly correlated. The concept of self-similarity was first introduced by Conti et al. [9], where self-similarity compensated prediction was integrated into the H.264/AVC [10] standard to efficiently compress LFIs. Self-similarity compensated prediction shares similar characteristics with intra block copy (IBC) in H.265/HEVC [11] screen content coding. Later this method is incorporated into H.265/HEVC to further improve coding efficiency [12]. More improvements, including bi-directional self-similarity compensated prediction [13] and template matching [14], have been proposed. Y. Li et al. [15] proposed the displacement intra prediction, which introduced inter-prediction scheme into H.265/HEVC intra prediction to further exploit self-similarity.

The second approach is based on PTS. A light field image is first decomposed into multiple SAIs, which are arranged into a sequence according to a chosen order. Then, modern video coding standards can be utilized to remove the correlation among SAIs. Many arrangement schemes have been proposed, including spiral scan order [6], raster scan order [16], and a circular sequencing approach [17]. However, most schemes were proposed in an ad hoc manner, while the bit allocation among SAIs and rate-distortion performance were loosely managed. D. Liu et al. [18] proposed a 2-D hierarchical coding structure that imitates the physical structure of micro-lens arrays. The decomposed SAIs were grouped into four quadrants, where each SAI can be referenced by adjacent SAIs both horizontally and vertically. This significantly improved the coding efficiency. L. Li et al. [19] further proposed a bit allocation scheme by adapting the
R-λ model in H.265/HEVC to the 2-D hierarchical coding structure.

2.2 LFI quality assessment

G. Wu et al. [7] summarized LFI quality assessment methods in terms of spatial-angular resolution, spatial quality and angular consistency. Q. Fu et al. [20] compared light field cameras to conventional cameras, showing that due to the re-focusing rendering technique of LFI, light field cameras exhibit more stabilized visual resolution in terms of depth of field. Conventional objective metrics such as PSNR and structure similarity index (SSIM) [21] have been used in the literature to assess the spatial quality of LFIs. They were applied both to the SAIs and to the synthesized virtual views. V. Adhikarla et al. [22] presented an interactive light!light field viewing setup for the subjective evaluation of angular consistency. They also evaluated the performance of many conventional objective metrics, including PSNR, SSIM, VQM [23] etc., on LFIs.

2.3 Frame level rate control

Most video rate control algorithms are based on the assumption that instantaneous bit-rate should remain relatively constant to ensure a stable video playback quality. However, this assumption is no longer valid for PTS-based LFI compression. Although the decomposed SAIs are arranged into a sequence, the encoded video bit-stream is never played in the temporal order. Instead, the 4-D LFI is reconstructed from the entire bit-stream to enable further processing such as re-focused virtual rendering. This feature is similar to the rate control of variable bit-rate (VBR) coding, where the instantaneous bit-rate is allowed to have more fluctuations compared with constant bit-rate (CBR) coding. In order to gain knowledge about the optimal bit allocation in VBR coding, many VBR algorithms [24] [25] employ a two-pass procedure. In the first-pass, also called the trial compression, encoding related statistics, especially the rate-distortion behavior of each frame, is collected. The second-pass uses the collected statistics to perform the actual encoding, with adjusted bit allocation. However, the rate-distortion behavior of a frame is related to previously encoded frames, resulting in an exponential complexity in modeling. C.-Y. Hsu et al. [26] proposed an iterative framework, where the rate-distortion behavior of each frame is assumed to be mutually independent, and the encoding process is run iteratively to seek convergence. C. Pang et al. [27] proposed a frame level rate-distortion model that features backward reference, where a finite number of past frames are included in the rate-distortion model of the current frame. In our previous work [8], we used the iterative framework from [26]. In this paper we propose a novel GOP-based rate-distortion model to address the issue of inter-frame dependency. This allows us to achieve faster encoding while maintaining the coding efficiency.

Once the frame level rate-distortion behavior is known, the task of allocating bits efficiently to yield the best overall compression quality can be formulated as an optimization problem with a given constraint on total bit cost. This usually involves minimizing a target cost function, which, in our case, is the proposed optimization target. In the past, many papers have proposed to use convex optimization techniques to solve rate control related problems. Y. Ser-madevi et al. [28] proposed an iterative convex programming framework to optimize the rate control performance in VBR streaming under multiple channel rate constraints. C. Pang et al. [29] proposed a convex optimization model to solve the joint bit allocation problem in H.264 statistical multiplexing, where the model has inter-frame dependency compatibility. This paper intends to introduce the optimization methodology to LFI compression.

3 The Optimization Target

In this section, we introduce the weighted distortion model to measure the spatial quality affected by optical distortion in Section 3.1. Then, in Section 3.2, angular consistency will be modeled by a smoothness penalty term, which discourages coding distortion from fluctuating wildly in the 4-D space. Finally, in Section 3.3, a generic optimization target that incorporates these two models in a natural and principled way will be proposed under the Bayesian maximum a posteriori (MAP) criteria.

3.1 Spatial quality and weighted distortion

The traditional PSNR metric is defined via the mean square error (MSE). Given a lossless image \( I \) and a noisy image \( R \), both with resolution \( M \times N \), the MSE is defined as

\[
MSE = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_{ij} - R_{ij})^2,
\]

and the PSNR (in dB) is defined by

\[
PSNR = 10 \cdot \log_{10} \left( \frac{MAX_I^2}{MSE} \right),
\]

where \( MAX_I \) is the maximum pixel value, \( I_{ij} / R_{ij} \) is the pixel value of \( I / R \) at row \( i \) and column \( j \). If the image has three color channels (e.g. RGB), it is first converted into the YUV color space, and the weighted average of the PSNR for each channel is computed, with weights \( 6(Y):1(U):1(V) \).

Since the LFI has four dimensions, the computation of its PSNR is often based on its SAIs, which have two dimensions as planar images. The arithmetic mean of PSNRs of the SAIs have been used in literature as the objective metric. The geometric mean of MSEs, as (2)(3) and (4) give

\[
PSNR = \frac{1}{(K - 2)(L - 2)} \sum_{k=2}^{K-1} \sum_{l=2}^{L-1} PSNR(k, l),
\]

where \( PSNR(k, l) \) is the PSNR of the SAI with \( uv \) coordinates \( (k, l) \), \( K/L \) is the resolution of the \( uv \) dimension. There are two shortcomings of using the metric [1]. Firstly, taking the arithmetic mean of PSNRs is equivalent to taking the geometric mean of MSEs, as \( (3) \) and \( (4) \) give

\[
PSNR \propto -\log_{10} \prod_{k=2}^{K-1} \prod_{l=2}^{L-1} \prod_{i=1}^{M} \prod_{j=1}^{N} (I_{klij} - R_{klij})^2,
\]

where \( I_{klij} / R_{klij} \) is the pixel value of the LFI \( I / R \) with \( uvxy \) coordinates \( (k, l, i, j) \). The arithmetic mean is taken in the \( xy \) dimensions while the geometric mean is taken in the \( uv \) dimensions, therefore \( (1) \) introduces an artificial
Fig. 1. An example of the distribution of pixel confidence \( w_{kl} \) on the \( uv \) plane, derived from the LFI. *Stone pillars outside* in dataset [4].

asymmetry in the 4-D space. Secondly, due to the optical distortion, the most external views are excluded in \( I_{kl} \). However, some non-excluded external views may still be completely black, which can be perfectly encoded without distortion, yielding an overall PSNR of infinity by \([4]\). An exploitative encoder can encode a single SAI in lossless distortion, yielding an overall PSNR of infinity by \((4)\). The optical distortion of captured LFI results from the geometric property of light rays passing through external micro-lenses. This optical distortion causes most external \( uv \) views to lose fidelity. The negative effect can be quantitatively measured by an extra channel representing the confidence of each pixel. The dataset in \([4]\) provides light field data with this extra channel. Most pixels in the same SAI have similar levels of confidence, since they are captured by the same micro-lens, hence in this paper, \( w_{kl} \) will be used to denote the average confidence of pixels in the SAI with \( uv \) coordinates \((k, l)\). A typical distribution of \( w_{kl} \) on the \( uv \) plane is drawn in Fig. 1. It is consistent with the intuition that external SAs have lower confidence.

As argued in Section 3.1, the pixel confidence affects the amount of information lost due to compression. Suppose a captured LFI \( I \) is compressed and decompressed, the decompression yields a reconstructed LFI \( R \), with \( I_{kl} \) and \( R_{kl} \) defined as in \([5]\). If \( w_{kl} \) is large, \( I_{kl} \) has high fidelity and hence contains more reliable information about the ground-truth. The difference between \( I_{kl} \) and \( R_{kl} \) represents the amount of information lost due to compression, and since \( w_{kl} \) is large, more reliable information is lost comparing to pixels with lower confidences. Based on this analysis, we define a weighted MSE as

\[
wMSE = \frac{1}{KLMN} \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{i=1}^{M} \sum_{j=1}^{N} \phi(w_{kl})(I_{kl} - R_{kl})^2, \tag{6}
\]

where \( \phi(w_{kl}) \) is the weight assigned to the pixel at \( uv \) coordinates \((k, l, i, j)\). Since \( w_{kl} \) is shared by all pixels in the same SAI, if we use \( MSE(k, l) \) to denote the MSE of the SAI with \( uv \) coordinates \((k, l)\), \([6]\) can be simplified as

\[
wMSE = \frac{1}{KL} \sum_{k=1}^{K} \sum_{l=1}^{L} \phi(w_{kl}) \cdot MSE(k, l). \tag{7}
\]

As argued previously, a larger \( w_{kl} \) corresponds to a larger contribution to the loss, hence the function \( \phi \) is monotonically increasing. Practically \( w_{kl} \) provided in the dataset may take values in a wide range, and it is therefore convenient to rescale \( w_{kl} \) to the unit interval \([0, 1]\), and define \( \phi(\cdot) \) accordingly. A simple choice, used in our previous work \([8]\), is

\[
\phi(w) = w^2, \tag{8}
\]

where the confidence is squared to match the squared error in MSE. The weighted MSE given by \([7]\) offers a symmetric treatment to the 4-D space, as the arithmetic mean is taken in all four dimensions. Also, a single SAI compressed in lossless mode does not have a dominant impact on the weighted MSE. Practically, the LFI contains three color channels. To compute the weighted MSE, the LFI is firstly converted into the YUV color space, and weights are assigned to each channel as \( 6(Y):1(U):1(V) \), in a similar way as PSNR:

\[
wMSE = \frac{6 \cdot wMSE_Y + wMSE_U + wMSE_V}{8}. \tag{9}
\]

\[3.2\] Angular consistency and smoothness penalty

The LFI contains complete information of the light rays in the scene, therefore, a primary application of the LFI is to generate new views with changed viewpoints or changed focal points. This involves computing the intensity of the light ray from an arbitrary point \((u, v)\) on the \( uv \) plane to another arbitrary point \((x, y)\) on the \( xy \) plane. Since the captured LFI (denoted by \( I \)) only contains a finite number of pixels, an interpolation procedure is required.

Formally, suppose that only pixels with integer-valued coordinates are captured in \( I \). To obtain the pixel value at an arbitrary real-valued 4-D coordinates \((u, v, x, y)\), captured pixels in \( I \) that have coordinates close to \((u, v, x, y)\) can be used to interpolate the result. M. Levoy et al. \([3]\) proposed to use the quadri-linear interpolation, where the nearest two integer-positioned points in each dimension are selected, giving a total of sixteen integer-positioned points as input:

\[
\hat{I}_{uvxy} = \text{Quadrilinear}(I_{0000}, I_{0001}, ..., I_{1111}), \tag{10}
\]

where \( \hat{I}_{uvxy} \) is the approximated pixel value at coordinates \((u, v, x, y)\), and \( I_{kl} \) is defined as the pixel value at coordinates \((k, l, i, j)\). Here \([x]_n\) denotes the greatest integer less than or equal to \( x \).

In \([3]\), it is argued that if sampling rates of the \( uv \) and \( xy \) planes are different, the benefits of filtering each plane may be different. For a multi-lense array light field camera, the \( uv \) resolution is determined by the multi-lense array, and the \( xy \) resolution is determined by the image sensor. Due to the manufacturing technology, the \( xy \) resolution is usually much higher than the \( uv \) resolution. For example,
LFI s in the dataset captured by a Lytro Illum have an $xy$ resolution of $434 \times 625$ and a $uv$ resolution of $15 \times 15$. In practical applications, the $xy$ resolution is usually large enough so that it is unnecessary to use real-valued $xy$ coordinates to achieve a higher precision. 

According to (11), can be simplified to a bilinear interpolation only involving $uv$ coordinates:

$$
\tilde{I}_{uv} = (\lfloor u \rfloor - u)(\lfloor v \rfloor - v)I_{00} + ([u] - u)(v - [v])I_{01} + (u - \lfloor u \rfloor)([v] - v)I_{10} + ([u] - u)(v - [v])I_{11}, \tag{11}
$$

where the $xy$ coordinates are omitted for clarity, and $[x]$ denotes the least integer greater than or equal to $x$. An illustration of the simplified bilinear interpolation on the $uv$ plane is shown in Fig. 2, where the blue lines represent the pixel values $I_{00}$, $I_{01}$, $I_{10}$, and $I_{11}$, the red lines represent the interpolated value $\tilde{I}_{uv}$.

The coding distortion incurred during lossy compression can affect the interpolation result, according to (11). Denote the reconstructed light field image from decompression by $\hat{R}$, and define $\hat{R}$, $R_{kl}$ similarly as $\hat{R}$, $I_{kl}$. The coding distortion is then measured by $D_{kl} = | R_{kl} - \hat{R}_{kl} |$. The interpolation gives a biased result due to the coding distortion:

$$
\hat{I}_{uv} - \hat{R}_{uv} = (\lfloor u \rfloor - u)(\lfloor v \rfloor - v)D_{00} + ([u] - u)(v - [v])D_{01} + (u - \lfloor u \rfloor)(\lfloor v \rfloor - v)D_{10} + ([u] - u)(v - [v])D_{11}. \tag{12}
$$

There are two reasons that adjacent pixels on the $uv$ plane should have similar amount of coding distortion. Firstly, $D_{kl}$ represents the quantization residue during lossy compression and is widely modeled with independent symmetric distributions (e.g. Cauchy/Laplace distribution) in the signal processing community. The positive distortion can therefore possibly offset the negative distortion in $\hat{R}_{kl}$, if $|D_{00}| \approx |D_{01}| \approx |D_{10}| \approx |D_{11}|$. In contrast, if the coding distortion is concentrated on one pixel, say, $|D_{00}| \gg |D_{01}| \approx |D_{10}| \approx |D_{11}|$, the distortion cannot be offset and most pixels in the unit square $(\lfloor u \rfloor, [u]) \times ([v], [v])$ will have a large distortion with the same sign as $D_{00}$. Secondly, the LFI can be used to generate videos with moving viewpoints. This can be done by fixing the $xy$ coordinates and moving on the $uv$ plane. A large distortion difference of adjacent pixels on the $uv$ plane will cause significant video quality fluctuations, which can negatively affect the overall quality of experience (QoE).

Unfortunately, in PTS-based compression, an LFI is decomposed into SAIs, which are arranged into a PTS according to some specific order. There is no guarantee that adjacent SAIs on the $uv$ plane will be also adjacent in the temporal order. Therefore, wild distortion fluctuations may exist among adjacent frames in $uv$ coordinates. To measure these distortion fluctuations, we propose a smoothness penalty (SP) term based on the squared difference of MSE among adjacent SAIs:

$$
SP = \sum_{k,l,m,n} \varphi(k,l,m,n)(MSE(k,l) - MSE(m,n))^2, \tag{13}
$$

where $K, L$ are defined as in (6), $MSE$ is defined as in (7), and $\varphi(k,l,m,n)$ describes the adjacency of the pair $(k,l)$ and $(m,n)$. The pixel confidence $w_{kl}$ and $w_{mn}$ should also be taken into account, as the smoothness penalty is based on the rendering quality, and regions with higher pixel confidence are more prioritized. Therefore, the function $\varphi(\cdot)$ is factored into two parts:

$$
\varphi(k,l,m,n) = \delta((k,l),(m,n))W(w_{kl}, w_{mn}). \tag{14}
$$

By (12), adjacent pixels are at least 8-connected, therefore the function $\delta(\cdot)$ should be zero if $(k,l)$ and $(m,n)$ are not 8-neighbors. In this paper, the function $\delta(\cdot)$ is defined as

$$
\delta((k,l),(m,n)) = \begin{cases} 
2 & \text{if } |k-m| + |l-n| = 1, \\
1 & \text{if } |k-m| = |l-n| = 1, \\
0 & \text{otherwise}.
\end{cases} \tag{15}
$$

In other words, 4-connected pairs take value 2, 8-connected but not 4-connected pairs take value 1, and other pairs are excluded. The reason for distinguishing 4-neighbors and 8-neighbors will be explained in Section 5.3. For filters other than bilinear interpolation, other forms of $\delta$ can be used. The function $W$ is defined by

$$
W(w_{kl}, w_{mn}) = \phi(\min(w_{kl}, w_{mn})), \tag{16}
$$

which implies that pixel pairs are considered prioritized only if both pixels have high confidence.

### 3.3 Optimization target

With the weighted MSE and the smoothness penalty, we can form an optimization target that incorporates both aspects, such that when the rate-distortion is optimized toward this target, both spatial quality and angular consistency will be addressed. We will first show that the weighted MSE can be generalized to the continuous space. As in Section 5.2, it is assumed that the $xy$ resolution is high enough to avoid using continuous coordinates. Fix the $xy$ coordinates, and consider the expected value of the squared error in the unit square $I^2 = ([u], [u]) \times ([v], [v])$ on the $uv$ plane:

$$
E[ (\hat{I}_{uv} - \tilde{R}_{uv} )^2 ] = \int_{I^2} (\hat{I}_{uv} - \tilde{R}_{uv} )^2 \, du \, dv, \tag{17}
$$

Fig. 2. Illustration of a bilinear interpolation on the $uv$ plane. The pixel with real-valued coordinates represented by the red line is interpolated by the nearest four pixels with integer-valued coordinates, represented by the blue lines.
where $\tilde{I}_{uv}$ and $\hat{R}_{uv}$ are defined as in (12). This integral can be evaluated analytically with straightforward calculations:

$$
\mathbb{E}\left[ \int_{\mathcal{I}} (\tilde{I}_{uv} - \hat{R}_{uv})^2 dI | D_{00}, D_{01}, D_{10}, D_{11} \right] = \frac{1}{9}(D_{00}^2 + D_{01}^2 + D_{10}^2 + D_{11}^2) + \frac{1}{18}(D_{00}D_{11} + D_{01}D_{10}) + \frac{1}{9}(D_{00}D_{01} + D_{00}D_{10} + D_{01}D_{11} + D_{10}D_{11}).
$$

(18)

The first term is the finite sample sum of squared error, the second and the third adjustment terms are different for 8-neighbors and 4-neighbors. Here we justify the different treatments to 8-neighbors and 4-neighbors in (15), as their coefficients are different in (18). As explained in Section 3.2, $D_{k15}$ are uncorrelated and symmetric to the origin. Take expectation to (18) again to obtain

$$
\mathbb{E}[(\tilde{I}_{uv} - \hat{R}_{uv})^2 | D_{00}, D_{01}, D_{10}, D_{11} = D] = \frac{D}{9}.
$$

(19)

This conditional expectation implies that the expected value of squared error in the continuous space is proportional to the finite sample MSE. Therefore, we can use the weighted MSE (6) as an unbiased evaluation for spatial quality, even if the changed viewpoint or focus point does not have integer coordinates.

To account for the distortion fluctuations on the $uv$ plane, a smoothness penalty term is added, whose strength is controlled by a coefficient $\lambda$. The smoothness penalty is taken square root and averaged across all SAI\$s to match the weighted MSE (6), so that they have the same magnitude:

$$
T = w\text{MSE} + \sqrt{\frac{\text{SP}}{KL}}.
$$

(20)

The proposed optimization target (20) can be interpreted from a probabilistic point of view. Define $G$ as the ground-truth light field, $I$ as the captured LFI with finite samples, and $R$ as the reconstructed LFI from decompression. In this model, $G$ has unknown fixed values, $I$ is a random variable (due to the optical distortion) that contains information about $G$, and $R$ is a random variable (due to the coding distortion) as a function of $I$. The quality of $R$ can be measured by $\mathbb{P}(G = R)$, the probability that the reconstruction is faithful to the ground truth, given the captured samples. The prior probability $\mathbb{P}(G = R)$ can be determined from angular consistency, since a ground truth light field shall provide consistent visual quality in all perspectives. This can be expressed mathematically as a Gibbsian form prior distribution (31):

$$
\mathbb{P}(G = R) = Z_1^{-1} \exp(-\alpha \cdot \sqrt{\text{SP}}),
$$

(21)

where $Z_1$ is a normalization constant, $\alpha$ is a positive shape parameter. A large $\text{SP}$ term implies large inconsistency in visual qualities of different perspectives, which makes $G = R$ unlikely. To model the evidence term $\mathbb{P}(I | G = R)$, consider the event $G = R$. In this scenario, the weighted MSE (6) becomes

$$
w\text{MSE} = \frac{1}{KLMN} \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{m=1}^{M} \sum_{n=1}^{N} \phi(w_{kl})(I_{kl1} - G_{kl1})^2,
$$

(22)

The optical distortion causes $I$ to deviate from $G$. The squared error in (22) is weighted by pixel confidence to reflect the fact that pixels with high confidence are less likely to deviate from ground-truth. We therefore define the evidence term as

$$
\mathbb{P}(I | G = R) = Z_2^{-1} \exp(-\beta \cdot w\text{MSE}),
$$

(23)

where $Z_2$ and $\beta$ are the normalization constant and positive shape parameter as in (21), respectively. Combining (21) and (23), the posterior distribution satisfies

$$
\mathbb{P}(G = R | I) \propto \exp(-w\text{MSE} - \alpha \beta^{-1} \sqrt{\text{SP}}).
$$

(24)

Therefore, if we set $\lambda = \alpha \beta^{-1} KL$, minimizing the target (20) is equivalent to maximizing the posterior probability $\mathbb{P}(G = R | I)$.

The selection of the strength factor $\lambda$ depends on the application under consideration. For applications such as re-focused still image rendering, the angular consistency is a minor factor and a small $\lambda$ should be chosen. In contrast, the QoE of applications such as dynamic perspective video rendering heavily relies on the angular consistency, and a large $\lambda$ should be chosen. Subjective evaluations can be conducted to aid the selection of $\lambda$.

4 FRAME LEVEL BIT ALLOCATION FRAMEWORK

In this section, frame level bit allocation for PTS-based LFI compression will be formulated as an optimization problem in Section 4.1. The rate-distortion model for each PTS frame is proposed in Section 4.2. The proposed optimization problem will be solved with a two-step strategy in Section 4.3 and the two-pass encoding system will be described in Section 4.4.

4.1 Problem formulation

As for the case of rate control for conventional image/video coding, rate control in PTS based LFI compression aims at achieving the best video quality while hitting a target bitrate. In PTS-based LFI compression, this can be done at the GOP, frame and CTU levels. In this paper, we will focus on bit allocation at the frame level, as it provides better granularity than the GOP level with a relatively lower complexity comparing to the CTU level.

Formally, denote the PTS frames in temporal order by $f_1, ..., f_n$. Suppose the total bit budget is $R$, and the bit cost of frame $f_i$ is $r_i$, the frame level bit allocation can be formulated as an optimization problem:

$$
\begin{align*}
&\text{minimize } T \\
&\text{s.t. } \sum_{i=1}^{n} r_i \leq R, r_i \geq 0,
\end{align*}
$$

(25)

where $T$ is the proposed optimization target defined by (20). If $T$ can be expressed as a function of $r = (r_1, ..., r_n)^T$, then (25) can be solved by searching for the best $r$ in the $n$-simplex $\|r\|_1 \leq R, r \geq 0$.

In (7), the weighted MSE is defined as a weighted average of the MSES of each PTS frame. Therefore, we can express the weighted MSE with $r$ by expressing the MSE of $f_i$ with $r$. Similarly, since the SP term is also defined in
terms of the MSE of \( f_i \) by \([13]\), once the MSEs of each PTS frame are modeled by \( r \), \( T \) can be deduced by \([7,13] \) and \([20]\).

### 4.2 Frame level rate-distortion model

The previous subsection requires us to express the frame level rate-distortion model by the frame bit costs \( r \). In predictive coding standards such as H.265/HEVC, the distortion of a frame depends not only on the bit cost of itself, but also its reference frames. Therefore, it is necessary to build different rate-distortion models for different reference frame structures.

#### 4.2.1 All-intra

In the all-intra configuration, all PTS frames are encoded in intra mode (I-frame) and have no reference frames. A PTS encoded with the all-intra configuration has a large bit cost, but any SAI can be reconstructed without decoding other frames. Therefore, the all-intra configuration is best suited for applications that require fast SAI retrieval and have sufficient storage spaces. In this case, the rate-distortion behavior of frame \( f_i \) can be modeled by a convex hyperbolic function of \( r_i \) as in \([32]\):

\[
d_i = \alpha_i r_i^{-\beta_i},
\]

where \( d_i \) is the MSE of \( f_i \), and \( \alpha_i > 0, \beta_i < 0 \). Ardestani et al. showed in \([33]\) that the hyperbolic model \([26]\) outperforms other empirical models such as the exponential model \([34]\).

#### 4.2.2 Random-access

In the random-access configuration, I-frames are inserted at a fixed frequency to provide access points, and other frames are encoded as P/B-frames. A PTS encoded with the random-access configuration can achieve a balance between high compression rate and fast SAI retrieval, since the P/B-frames are usually much smaller than I-frames, and any SAI can be reconstructed by simply decoding the corresponding GOP. In this paper, we consider the configuration \( \text{encoder_randomaccess_main_GOP8.cfg} \) from HM 16.16, where each GOP contains 8 frames, the first frame being an I-frame, and a hierarchical bit allocation scheme is included to enhance the rate-distortion performance \([35]\), shown in Fig. 3. For this configuration, since each GOP starts with an I-frame, we treat each GOP as an independent unit, such that the rate-distortion behavior of a frame has little dependence on frames in other GOPs. Therefore, this paper proposes a novel approach that, given a fixed QP offset structure \( \{\Delta q_i\} \) in the hierarchical bit allocation scheme, the rate-distortion behavior of frame \( f_i \) is modeled by a convex hyperbolic function of the total bit cost of the GOP containing \( f_i \):

\[
d_i = \alpha_i \left( \sum_{j \in G(i)} r_j \right)^{-\beta_i},
\]

where \( G(i) \) denotes the GOP that \( f_i \) belongs to. This model is motivated by the fact that, as long as the QP offset structure is fixed, the bit cost of a frame, the bit cost of its reference frames, as well as the total bit cost of the GOP all tend to move in the same direction, which are negatively correlated with the frame distortion.

#### 4.2.3 Low-delay

In the low-delay configuration, the first PTS frame is encoded as an I-frame, and all subsequent frames are encoded as P/B-frames. Since most frames are encoded with temporal prediction, a PTS encoded with the low-delay configuration can achieve the highest compression efficiency, but in order to retrieve a specific SAI, all previous frames need to be decoded. This configuration is best suited for applications with limited storage spaces that allow long processing times. In this paper, following our previous work \([8]\), we consider the configuration \( \text{encoder_lowdelay_P_main.cfg} \) from HM 16.16. In theory, the rate-distortion behavior of a frame depends on all previous frames. However, the dependence diminishes quickly as the temporal distance increases. Inspired by this observation, this paper proposes a novel approach that, by grouping the frames in the low-delay configuration into virtual GOPs, they can be treated as if they are encoded with the random-access configuration. The virtual GOP size is chosen to be 12, and the previous argument is based on the fact that, with a relatively large virtual GOP size, the rate-distortion dependency is large within the virtual GOP and small between virtual GOPs, as the average temporal distance between frames from different virtual GOPs are large. Therefore, the rate-distortion model is also represented by \([27]\), where \( G(i) \) denotes the virtual GOP that \( f_i \) belongs to.

To estimate the parameters in \([26] \) and \([27]\), trial compressions are conducted, which will be explained in detail in Section 4.4. For the purpose of the next subsection, the parameters are assumed to be determined and we are in a position to solve the optimization problem \([25]\).

### 4.3 Solving the optimization problem

In \([25]\), the target \( T \) is defined by the MSE of PTS frames, which are functions of frame bit costs \( r \), by \([26] \) and \([27]\). The nature of the optimization problem \([25]\) depends on the functional form, therefore, the way to solve \([25]\) depends on the configuration being used. For clarity, the following notations are introduced. For two PTS frames \( f_i \) and \( f_j \), whose corresponding \( uv \) coordinates are \((k,l)\) and \((m,n)\), respectively, define

\[
\phi(f_i) = \phi(w_{ki}),
\]

\[
\varphi(f_i, f_j) = \varphi(k, l, m, n),
\]

\[
d_i = \text{MSE}(k, l),
\]

\[
\{\Delta q_i\},
\]

\[
\text{HM 16.16 configurations. Each frame is assigned with a fixed QP offset \( \Delta q_i \) depending on its position in the GOP. \( Q \) and \( Q' \) are the base QPs of GOP1 and GOP2, respectively.}
\]

\[
\text{Fig. 3. Illustration of the QP offset structure of the hierarchical bit allocation scheme in HM 16.16 configurations. Each frame is assigned with a fixed QP offset \( \Delta q_i \) depending on its position in the GOP. \( Q \) and \( Q' \) are the base QPs of GOP1 and GOP2, respectively.}
\]

\[
\text{and \( Q' \) are the base QPs of GOP1 and GOP2, respectively. (20).}
\]

\[
\text{In the random-access configuration, I-frames are inserted at a fixed frequency to provide access points, and other frames are encoded as P/B-frames. A PTS encoded with the random-access configuration can achieve a balance between high compression rate and fast SAI retrieval, since the P/B-frames are usually much smaller than I-frames, and any SAI can be reconstructed by simply decoding the corresponding GOP. In this paper, we consider the configuration \( \text{encoder_randomaccess_main_GOP8.cfg} \) from HM 16.16, where each GOP contains 8 frames, the first frame being an I-frame, and a hierarchical bit allocation scheme is included to enhance the rate-distortion performance \([35]\), shown in Fig. 3. For this configuration, since each GOP starts with an I-frame, we treat each GOP as an independent unit, such that the rate-distortion behavior of a frame has little dependence on frames in other GOPs. Therefore, this paper proposes a novel approach that, given a fixed QP offset structure \( \{\Delta q_i\} \) in the hierarchical bit allocation scheme, the rate-distortion behavior of frame \( f_i \) is modeled by a convex hyperbolic function of the total bit cost of the GOP containing \( f_i \):}
\]

\[
d_i = \alpha_i \left( \sum_{j \in G(i)} r_j \right)^{-\beta_i},
\]

\[
\text{where \( G(i) \) denotes the GOP that \( f_i \) belongs to. This model is motivated by the fact that, as long as the QP offset structure is fixed, the bit cost of a frame, the bit cost of its reference frames, as well as the total bit cost of the GOP all tend to move in the same direction, which are negatively correlated with the frame distortion.}
\]

\[
\text{In the low-delay configuration, the first PTS frame is encoded as an I-frame, and all subsequent frames are encoded as P/B-frames. Since most frames are encoded with temporal prediction, a PTS encoded with the low-delay configuration can achieve the highest compression efficiency, but in order to retrieve a specific SAI, all previous frames need to be decoded. This configuration is best suited for applications with limited storage spaces that allow long processing times. In this paper, following our previous work \([8]\), we consider the configuration \( \text{encoder_lowdelay_P_main.cfg} \) from HM 16.16. In theory, the rate-distortion behavior of a frame depends on all previous frames. However, the dependence diminishes quickly as the temporal distance increases. Inspired by this observation, this paper proposes a novel approach that, by grouping the frames in the low-delay configuration into virtual GOPs, they can be treated as if they are encoded with the random-access configuration. The virtual GOP size is chosen to be 12, and the previous argument is based on the fact that, with a relatively large virtual GOP size, the rate-distortion dependency is large within the virtual GOP and small between virtual GOPs, as the average temporal distance between frames from different virtual GOPs are large. Therefore, the rate-distortion model is also represented by \([27]\), where \( G(i) \) denotes the virtual GOP that \( f_i \) belongs to.}
\]

\[
\text{To estimate the parameters in \([26] \) and \([27]\), trial compressions are conducted, which will be explained in detail in Section 4.4. For the purpose of the next subsection, the parameters are assumed to be determined and we are in a position to solve the optimization problem \([25]\).}
\]

\[
\phi(f_i) = \phi(w_{ki}),
\]

\[
\varphi(f_i, f_j) = \varphi(k, l, m, n),
\]

\[
d_i = \text{MSE}(k, l),
\]
This two-step strategy relies on the assumption that the weighted MSE term is more significant than the SP
term, so that removing the SP term will not cause a large
development from the optimal solution, which in turn makes
(32) a good approximation. An illustration of the first order
approximation is shown in Fig. 4. This assumption can be
justified by the fact that a small weighted MSE always leads
to a small SP term, and subjectively speaking, a high fidelity
is more prioritized than smooth transitions, especially in
applications such as re-focused still image rendering.

Many convex programming packages \[36\] require the
target function to be expressed in a regularized form. This
can be done by vectorization. Write \(d = (d_1, ..., d_n)^\top\), it is
straightforward to verify that

\[
\sum_{i=1}^{n} \phi(f_i)d_i + \lambda \sqrt{\sum_{i,j} \varphi(f_i, f_j)(d_i - d_j)^2} = \Phi^\top \text{pow}(r, \beta) + \lambda \cdot \sqrt{(Zd)^\top \Psi(Zd)} = \Phi^\top \text{pow}(r, \beta) + \lambda \cdot \|\sqrt{\Psi}Zd\|_2, \tag{33}
\]

where \(\Phi\) is a \(n\)-vector given by \(\Phi_i = \phi(f_i)\alpha_i\), \(\text{pow}(r, \beta)\) is
the element-wise power function \((r_1^{\beta_1}, ..., r_n^{\beta_n})^\top\). \(Z\) is an
\(n^2 \times n\) difference coefficient matrix, each row corresponds
to a pair of PTS frames. To be precise, row \(k\) corresponds to
\((f_i, f_j)\) where

\[
\begin{align*}
i &= \left\lceil \frac{k}{n} \right\rceil, \quad j = k - \left\lfloor \frac{k-1}{n} \right\rfloor, \quad (34) \\
Z_{k,l} &= \begin{cases} 1 & \text{if } l = i, \\
-1 & \text{if } l = j, \\
0 & \text{otherwise}. 
\end{cases} \quad (35)
\end{align*}
\]

\(\Psi\) is an \(n^2 \times n^2\) diagonal matrix given by

\[
\Psi_{kk} = \varphi(f_i, f_j), \tag{36}
\]

where \(k, i, j\) are related by (34). To substitute \(r\) for \(d\), (32)
gives \(d = c + Br\), where \(c\) is an \(n\)-vector given by \(c_i = \alpha_i(1 - \beta_i)R_i^{\beta_i}, \) and \(B\) is an \(n \times n\) diagonal matrix given by

\[
B_{ii} = \alpha_i \beta_i R_i^{\beta_i-1}. \tag{37}
\]

Combining all above gives

\[
T = \Phi^\top \text{pow}(r, \beta) + \lambda \cdot \|\sqrt{\Psi}Z(c + Br)\|_2, 
\]

this is the vectorized form of the target function and is
clearly convex in \(r\). The optimization problem (31) can then
be solved with a convex programming package.

4.3.2 Random-access and low-delay

As explained in Section 4.2, the low-delay configuration
is treated as the random-access configuration by grouping
frames in the PTS into virtual GOPs, with the GOP size set
to 12 rather than 8. Therefore, here we only need to consider
a generic case, where the GOP size is set to \(k\).

According to (27), \(d_i\) depends on \(r\) only through the
total bit costs of individual GOPs. Denote the GOPs by
\(G_1, ..., G_m\), and the total bit costs of individual GOPs by

\[
R_i = \sum_{f_j \in G_i} r_j, \tag{38}
\]

Suppose from step (a) we have obtained an intermediate
solution \(R = (R_1, ..., R_n)^\top\). The rate-distortion model (26)
is approximated by its first order Taylor expansion:

\[
d_i = \alpha_i \beta_i R_i^{\beta_i-1} r_i + \alpha_i (1 - \beta_i) R_i^{\beta_i}. \tag{32}
\]

This is a linear function of \(r_i\), and plugging (32) into
the convex SP term in (31) yields a convex function of \(r\), which
makes (31) solvable with convex programming. Note that in
step (b), \(d_i\) in the weighted MSE term is substituted by (26),
and \(d_i, d_j\) in the SP term are substituted by (32).
the optimization problem \((31)\) can be transformed into an optimization problem with regard to \(\mathbf{R} = (R_1, ..., R_m)^T\):

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} \phi(f_i)d_i + \lambda \sqrt{\sum_{i,j} \varphi(f_i, f_j)(d_i - d_j)^2} \\
\text{s.t.} & \quad \sum_{i=1}^{m} R_i \leq R, R_i \geq 0,
\end{align*}
\]

(39)

and the frame level rate-distortion model given by \((27)\) is equivalent to

\[
d_i = \alpha_i R_i^{\beta_i},
\]

(40)

where \(G_i = G(i)\), the (virtual) GOP that \(f_i\) belongs to.

The optimization problem given by \((39)\) and \((40)\) can be solved with the same two-step strategy as the all-intra case. The vectorized form of the target function is different due to the type of the optimization problem. The vectorized form of the target function is different due to the type of the optimization problem.

4.4 Two-pass encoding system

The proposed two-pass encoding system estimates the parameters \(\alpha_i\) and \(\beta_i\) in the rate-distortion model \((25)\) or \((27)\) during the first pass, and the actual encoding is performed during the second pass according to the optimized solution of \((31)\) or \((39)\), as shown in Fig. 5. Depending on the encoder configuration used, different procedures are carried out.

4.4.1 All-intra

During the first pass, \(N\) encoders \(E_1, ..., E_N\) are run in parallel, each encoder encodes the PTS frames with a constant QP, e.g. all frames in \(E_i\) are encoded with QP \(q_i\). Since in the all-intra configuration, the rate-distortion behavior of PTS frames is mutually independent, the rate-distortion statistics can be obtained by collecting from all \(N\) encoders. For instance, suppose for frame \(f_j\) the frame bit costs \(r_j\) and MSEs \(d_j\) collected from all \(N\) encoders are given by

\[
r_j = r_{ji}, d_j = d_{ji}, QP = q_i \text{ in } E_i (i = 1, ..., N).
\]

(44)

The rate-distortion model \((26)\) can be estimated by regressing \(\log d_j\) against \(\log r_j\), using the data \(d_{j1}, ..., d_{jN}\) and \(r_{j1}, ..., r_{jN}\):

\[
\log d_j = \hat{a}_j + \hat{b}_j \log r_j,
\]

(45)

the model parameters \(\alpha_j\) and \(\beta_j\) are given by

\[
\alpha_j = \exp \hat{a}_j, \beta_j = \hat{b}_j.
\]

(46)

Once the model parameters \(\alpha_j\) and \(\beta_j\) are obtained, the optimal bit allocation \(\hat{r} = (\hat{r}_1, ..., \hat{r}_m)^T\) can be derived as in Section 4.3 by solving \((31)\). During the second pass, frame QPs are selected to achieve minimum deviation from the optimal bit allocation \(\hat{r}\). For instance, suppose the rate-distortion statistics are again given by \((44)\). The QP for frame \(f_j\) during the second pass is then given by \(q_{ji}\), where

\[
j^* = \arg \min \left| r_{ji} - \hat{r}_j \right|.
\]

(47)

4.4.2 Random-access

As explained in Section 4.2, the QP offset structure of the hierarchical bit allocation scheme is fixed and the optimization \((39)\) is performed at the GOP level. To achieve this, we assign a base QP \(q_i\) to each GOP \(G_i\), and the QP of frame \(f_j\) is obtained by adding a QP offset according to its position in the GOP. For instance, suppose the GOP size is \(k\) and the QP offsets are given by \(\Delta q_1, ..., \Delta q_k\). Frame \(f_j\) is the \(l\)-th frame of GOP \(G_i = G(j)\), the QP of \(f_j\) is then given by \(q_{ji} + \Delta q_l\).

During the first pass, \(N\) encoders \(E_1, ..., E_N\) are run in parallel, each encoder encodes the PTS frames with a constant base QP, e.g. all GOPs in \(E_i\) are encoded with base QP \(q_i\). Since the rate-distortion behavior of different GOPs is assumed to be mutually independent, again the rate-distortion statistics can be obtained by collecting from all \(N\) encoders. Using the same notations as above, for frame \(f_j\) the frame bit costs \(r_j\) and MSEs \(d_j\) collected from all \(N\) encoders are given by

\[
r_j = r_{ji}, d_j = d_{ji}, QP = q_i + \Delta q_l \text{ in } E_i (i = 1, ..., N).
\]

(48)

The rate-distortion model \((40)\) can be estimated by regressing \(\log d_j\) against \(\log R_{tj}\), using the data \(d_{j1}, ..., d_{jN}\) and \(r_{j1}, ..., r_{jN}\):

\[
\log d_j = \tilde{a}_j + \tilde{b}_j \log R_{tj},
\]

(49)

The model parameters are again given by \((46)\). If \((39)\) yields the optimal bit allocation \(\hat{r} = (\hat{r}_1, ..., \hat{r}_m)^T\), the base QPs...
5 Experimental Results

In this section, experimental results are summarized and explained to demonstrate the effectiveness of our proposed methods. The experiment data preparation procedures are explained in Section 5.1, the encoder specifications are given in Section 5.2. The accuracy of the rate-distortion models is analyzed in Section 5.3 and the performance of the proposed two-pass encoding system is shown in Section 5.4.

5.1 Data preparation

We selected 13 LFIs from the EPFL light-field dataset [4], representing different categories, shown in Table 1. The 4D LF MAT files contain four dimensional light field images, each has a resolution of $15 \times 15$ for the $uv$ plane, and $434 \times 625$ for the $xy$ plane. They are firstly converted into individual SAIs, saved as $434 \times 625$ 8-bit png images. The png images are cropped to $432 \times 624$ such that its resolutions are multiples of 4, and then arranged into pseudo-temporal sequences using the circular scan order proposed in [17], which are then converted into the YUV format. Frames at the end of the PTS arranged according to the circular scan order are black due to the severe distortion in most external SAIs. These black frames are discarded and the YUV files only contain the first 192 frames.

The 4D LF MAT files also contain the confidence of each pixel. They are firstly rescaled into the range $[0, 1]$, and the average confidence of each SAI are computed and stored for further processing.

5.2 Encoder specifications

The encoder used in this paper is the HEVC reference software HM 16.16. Different specifications are given to the encoder according to the configuration being used.

5.2.1 All-intra

In the all-intra configuration, all frames are encoded in the intra mode. The detailed specifications are given by the default configuration file `encoder_intra_main.cfg` from HM 16.16. Four different total bit budgets are selected: 5Mb, 10Mb, 20Mb and 40Mb.

5.2.2 Random-access

In the random-access configuration, the intra period and the GOP size are both set to 8. Other detailed specifications are the same as the default configuration file `encoder_randomaccess_main_GOP8.cfg` from HM 16.16, where the QP offsets are set to 1, 2, 3, 4, 4, 3, 4, 4. Four different total bit budgets are selected: 1Mb, 2Mb, 4Mb and 8Mb.

5.2.3 Low-delay

In the low-delay configuration, only the first frame is encoded in the intra mode. The detailed specifications are given by the default configuration file `encoder_lowdelay_P_main.cfg` from HM 16.16, where the QP offsets are set to 5, 4, 5, 1. Note that in our algorithm the virtual GOP size is 12, therefore for the purpose of Section 4.4, the QP offsets are repeated for two more times. Four different total bit budgets are selected: 500Kb, 1Mb, 2Mb and 4Mb.

5.3 Rate-distortion models

To estimate the rate-distortion models [26][40], 30 encoders are run in parallel, with constant frame QP (or GOP base QP) ranging from 16 to 45. The regressions (45)(49) do not use all the available data, instead, in order to improve the prediction accuracy, data from encoders yielding output sizes that are too large or small comparing to the target bit budget are discarded. In our experiments, a central QP $q_c$ is selected as the QP that gives the closest output size comparing to the target bit budget, and the data are selected for regression if they are encoded with QP from $\max(16, q_c - 7)$ to $\min(45, q_c + 7)$.

5.3.1 All-intra

It is well known that the model [26] gives an accurate description of the frame rate-distortion behavior, holding all other factors fixed. The overall results are shown in Table 2 in the row all-intra. The rate-distortion statistics of the 20th frames of all 13 LFIs are regressed using (45), where the target bit budget is set to 20Mb. The mean value and the standard deviation of the R-squared values are 99.39% and 0.80%, respectively, indicating a good performance of [26]. The regression result of frame 20 in I03 is shown in Fig. 6(a) as an example.

| Category                        | LFI  | Name                             |
|---------------------------------|------|----------------------------------|
| Buildings                       | I01  | Red and white building           |
| Grids                           | I02  | Chain link fence 1               |
| Landscapes                      | I03  | Reeds                            |
| Nature                          | I07  | Caution bees                     |
| People                          | I08  | Swans 1                          |
| Studio                          | I11  | Desktop                          |
| Urban                           | I12  | Concrete cubes                   |
| Mirrors and transparency         | I05  | Broken mirror                    |
|                                 | I06  | Water drops                      |
|                                 | I04  | Graffiti                         |
|                                 | I09  | Sphynx                           |
|                                 | I10  | Yan and Krios 1                  |
|                                 | I13  | Stone pillars outside             |

TABLE 1 Selected Light-field Images
TABLE 2
Experimental Results on Rate-distortion Models Fitting

| Configuration | Frame | Bit budget | mean of $R^2$ | std of $R^2$ |
|--------------|-------|------------|---------------|--------------|
| all-intra    | 20    | 20Mb       | 99.39%        | 0.80%        |
| random-access| 18    | 4Mb        | 99.68%        | 0.33%        |
|             | 21    | 4Mb        | 99.86%        | 0.11%        |
|             | 23    | 4Mb        | 99.87%        | 0.12%        |
| low-delay    | 14    | 2Mb        | 99.58%        | 0.43%        |
|             | 18    | 2Mb        | 99.61%        | 0.44%        |
|             | 24    | 2Mb        | 99.55%        | 0.41%        |

Fig. 6. Examples of R-D model fitting results.

5.3.2 Random-access

For the proposed rate-distortion model (40), its performance is tested against different frame positions in the GOP. The overall results are shown in Table 2 in the row random-access. The rate-distortion statistics of 3 different frames in the 3rd GOP (frame 18, frame 21, and frame 23) of all 13 LFIs are regressed using (49). The target bit budget is set to 4Mb. It can be seen that although the regression performance varies with the position of the frame in its GOP, in most cases (within two standard deviations) the R-squared’s from the regressions are higher than 99%. The regression result of frame 18 in I07 is shown in Fig. 6(c) as an example.

5.3.3 Low-delay

Similar to the random-access configuration, the performance of (40) is also tested with various frame positions in the virtual GOP. The overall results are shown in Table 2 in the row low-delay. The rate-distortion statistics of 3 different frames in the 2nd virtual GOP (frame 14, frame 18 and frame 24) of all 13 LFIs are regressed using (49). The target bit budget is set to 2Mb. It can be seen that most R-squared are higher than 98%. The regression result of frame 18 in I07 is shown in Fig. 6(c) as an example.

5.4 Two-pass encoding system

5.4.1 Rate-distortion performance

We use four LFIs as examples (I01, I03, I07, I09, all from different categories) to show the rate-distortion performance of the proposed two-pass encoding system. For comparison, the default rate-control algorithm in HM 16.16 was used as the anchor. Since the optimization target of the proposed system is $T$ defined by (20), the rate-distortion performance is evaluated in terms of BD-rate [37], where the PSNR is replaced by the following logarithmic form:

$$T' = 10 \log_{10} \left( \frac{255^2}{T} \right).$$

As explained in previous sections, the parameter $\lambda$ in (20) controls the trade-off between spatial quality and angular consistency. Therefore, three different levels of $\lambda$ were tested. Table 4 shows the results encoded using the all-intra configuration, where $\lambda$ was set to 0 to exclude the angular consistency factor. Table 5 shows the results encoded using the low-delay configuration, where $\lambda$ was set to 4 to yield results with smooth transitions among adjacent SAIs (see Fig. 10). Table 6 shows the results encoded using the random-access configuration, where $\lambda$ was set to 2 as an intermediate case. The overall results, where all 13 LFIs were tested, are summarized in Table 3. All 3 encoder configurations were tested with 3 different levels of $\lambda$, giving a total of 9 test settings.

From Table 3, we can find that the proposed two-pass encoding system is able to achieve higher $T'$ (or equivalently, reduce the optimization target) comparing to the default rate-control algorithm in HM 16.16, without significantly increasing the bit costs. This improvement is consistent in all bit budgets and encoder configurations. Table 3 shows the average BD-rate improvement of all test settings. The proposed two-pass encoding system achieves 11.2% to 11.9% BD-rate reductions for the all-intra configuration, 15.8% to 32.7% BD-rate reductions for the random-access configuration, and 12.1% to 15.7% BD-rate reductions for the low-delay configuration. It can be seen that for the random-access and the low-delay configurations, the BD-rate improvement is higher for larger $\lambda$, where angular consistency is prioritized. This is due to the fact that the default rate-control algorithm in HM 16.16 produces results with sharp transitions among adjacent SAIs, and the proposed algorithm is able to mitigate this problem for better angular consistency. The average BD-rate improvement is higher for the random-access configuration comparing to the low-delay configuration, which can be explained by the difference of rate-distortion models. The rate-distortion model used for the low-delay configuration is an approximation based on the virtual GOP assumption, while that of the random-access configuration is based on actual GOPs. Unlike the other two cases, the value of $\lambda$ does not significantly affect the BD-rate improvement for the all-intra configuration. This is due to the fact that the default rate-control algorithm in HM 16.16 for the all-intra configuration already produces homogeneous outputs, therefore
TABLE 3
Experimental Results on Rate-distortion Performances, BD-rates of All Cases

| LFI   | all-intra | random-access | low-delay | low-delay, algorithm [8] |
|-------|-----------|---------------|-----------|-------------------------|
|       | λ=0 | λ=2 | λ=4 | λ=0 | λ=2 | λ=4 | λ=0 | λ=2 | λ=4 |
| I03   | -13.96% | -11.65% | -10.37% | -14.29% | -23.95% | -31.54% | -16.82% | -18.59% | -19.59% | -4.16% | -5.26% | -6.29% |
| I08   | -7.41%  | -5.63%  | -5.26%  | -18.37% | -29.89% | -38.09% | -6.69%  | -2.90%  | -4.63%  | -3.86% | -9.29% | -14.56% |
| I03   | -14.70% | -13.97% | -15.81% | -12.43% | -14.48% | -15.20% | -31.47% | -33.22% | -36.37% | -11.52% | -36.10% | -46.65% |
| I04   | -9.40%  | -10.62% | -12.44% | -23.88% | -36.05% | -43.13% | -16.70% | -17.70% | -18.23% | -3.85%  | -4.74%  | -5.63%  |
| I05   | -10.26% | -10.08% | -9.57%  | -8.49%  | -13.69% | -17.75% | -6.32%  | -9.61%  | -12.39% | -3.65%  | -14.87% | -21.26% |
| I06   | -11.03% | -13.80% | -16.65% | -18.84% | -32.41% | -44.46% | -13.19% | -15.29% | -16.00% | -5.69%  | -8.63%  | -11.52% |
| I07   | -10.91% | -11.57% | -13.05% | -14.31% | -25.19% | -33.53% | -5.15%  | -7.54%  | -9.77%  | -1.14%  | -1.52%  | -7.72%  |
| I08   | -8.87%  | -9.27%  | -10.47% | -12.72% | -21.83% | -28.56% | -16.47% | -19.59% | -22.67% | -0.57%  | -2.25%  | -3.80%  |
| I09   | -17.14% | -16.76% | -18.04% | -15.74% | -24.89% | -32.36% | -17.79% | -20.51% | -21.03% | -3.21%  | -4.02%  | -4.79%  |
| I10   | -8.13%  | -7.95%  | -8.91%  | -14.03% | -22.49% | -29.06% | -0.66%  | -3.73%  | -6.04%  | -2.13%  | -10.67% | -17.70% |
| I11   | -15.63% | -11.37% | -8.02%  | -15.25% | -25.67% | -34.20% | -13.98% | -12.90% | -13.24% | 1.39%   | -5.83%  | -1.16%  |
| I12   | -13.34% | -12.37% | -12.45% | -20.31% | -32.63% | -42.09% | -3.51%  | -3.97%  | -4.64%  | 0.11%   | -0.64%  | -1.34%  |
| I13   | -8.78%  | -11.22% | -13.96% | -16.77% | -26.91% | -35.05% | -13.83% | -14.58% | -19.41% | -7.46%  | -11.67% | -21.15% |
| Average | -11.51% | -11.25% | -11.92% | -15.80% | -25.39% | -32.69% | -12.05% | -13.86% | -15.69% | -3.73%  | -8.88%  | -12.58% |

Fig. 7. Example R-D curves of the algorithms.

the proposed algorithm offers little improvement on angular consistency. Also, the BD-rate improvement achieved on the all-intra configuration is relatively lower than the other two cases, which can be explained by that the homogenous outputs produced by the default rate-control algorithm fit well to the plateau of the pixel confidence distribution in the center of uw plane (see Fig. 1).

In our previous work [8], we proposed an iterative encoding system for the low-delay configuration which ignores inter-frame dependency. The last three columns in Table 3 shows its performance on the dataset, where the number of iterations was set to 3 as in [8]. Comparing to the iterative encoding system, the proposed two-pass encoding system improves the BD-rate reductions by 8.3% (λ=0), 5.0% (λ=2) and 3.1% (λ=4). This mainly results from the improvement to the rate-distortion model, as in our previous work the rate-distortion behavior of each frame is assumed to be independent, while the virtual GOP based rate-distortion model [40] is better at capturing the inter-frame dependency in the low-delay configuration. Some example R-D curves are shown in Fig. 7.

5.4.2 Rate-control accuracy
Although the main goal of the proposed two-pass encoding system is to achieve a good balance between spatial quality and angular consistency, it is also desirable that the size of the encoded result is close to the given bit budget. The bit error can arise from the finite number of choices of frame QPs, which causes the absolute value terms in (47)-(50) to be non-zero. Statistical approximations, including the virtual GOP assumption for the low-delay configuration, the hyperbolic regression model, as well as the first order approximation [32], also contribute to the bit error. Table 2 shows the average bit errors of all 13 LFIs encoded using the proposed two-pass encoding system as well as the iterative encoding system from our previous work, categorized according to the encoder configurations and the value of λ being used. For the low-delay configuration, we see that the proposed two-pass encoding system reduces the average bit errors by 62.4% to 77.9% comparing to the previous work. Again this improvement mainly originates...
from the better performance of virtual GOP based rate-distortion model [40]. The achieved bit errors are lower for the random-access configuration, since the virtual GOP approximation is replaced by actual GOPs. The proposed algorithm is able to achieve even lower bit errors for the all-intra configuration, as the corresponding optimization operates on the frame level instead of the GOP level as in [39], thereby offering better granularity at rate-control. Although the proposed bit allocation framework has less granularity in terms of rate-control compared to basic unit level rate-control algorithms such as [35], the optimizations constrained by an upper bound can still limit the bit errors below 0.85% (frame level) or 2.95% (GOP level), depending on the level the optimizations are carried out on.

### 5.4.3 Encoding time

A significant improvement of the proposed two-pass encoding system comparing to the previous work is the encoding time reduction, as the iterative serial trial compressions are replaced by a deterministic parallel two-pass encoding scheme. Table 8 shows the average encoding time of all 13 LFs, relative to the encoding time using the 1-pass HM 16.16 anchor. The time consumption of the proposed 2-pass encoding system includes the first pass encoding, convex optimization and the second pass encoding. Note that for different target bit budgets, the first pass encoding is shared therefore only needs to be run once. The algorithm from the previous work was also tested, where the number of iter-
tions was set to 3 as in [8]. From Table 8 we see that for the 
low-delay configuration, the proposed two-pass encoding 
system is able to reduce the encoding time by more than 
12x comparing to the previous work. The iterative encoding 
scheme from [8] is very time-consuming, as multiple passes 
of iterations are required, each iteration involves a serial 
trial of multiple frame QPs. In contrast, the time cost of 
the parallel first pass encoding in the proposed scheme is 
usually decided by the trial encoding with the lowest QP, 
and the second pass is a simple fixed QP encoding. Since 
the results of the first pass can be re-used for all target 
bit budgets, the total time cost is even smaller. Table 8 
shows that for all test settings, the relative time costs of the 
proposed two-pass encoding system are all less than twice 
of the one-pass anchor’s time cost. The exact values vary 
due to the encoder time cost with the lowest QP during the 
first pass and the target bit budgets are not equivalent for 
different encoder configurations.

5.4.4 Coding distortion distribution

To visualize the effects of using different levels of \( \lambda \), Fig. 8 shows an example of the coding distortion distribution on the \( uv \) plane. The LFI I03 is encoded with the all-intra configuration under different settings (\( \lambda=0, \lambda=4 \), and the default rate-control in HM 16.16). The Y channel MSE is plotted against the \( uv \) coordinates for each SAI. It can be seen from the figure that when \( \lambda \) is set to 0, the optimization target ignores angular consistency and, comparing to the anchor, the coding distortion is driven to external SAIs by the weighted MSE, as those SAIs have relatively lower
Fig. 11. Illustration of the effect of spatial quality adjustments. I09 is encoded with the all-intra configuration and a target bit budget of 10Mb. Top left: frame 4, $\lambda = 0$. Bottom left: frame 179, $\lambda = 0$. Top right: frame 4, anchor. Bottom right: frame 179, anchor.

Fig. 12. Illustration of the effect of angular consistency adjustments. I13 is encoded with the random-access configuration and a target bit budget of 1Mb. Top left: frame 97, $\lambda = 4$. Bottom left: frame 146, $\lambda = 4$. Top right: frame 97, anchor. Bottom right: frame 146, anchor.

confidence. When $\lambda$ is set to a positive value (e.g. 4), the smoothness penalty term induces the coding distortion to be more smoothly distributed than the case $\lambda = 0$, thereby promoting angular consistency. This pattern demonstrates the effectiveness of the proposed optimization target. Similar results are observed for other encoder configurations, shown in Fig. 9 and Fig. 10.

5.4.5 Subjective quality

The effectiveness of the proposed two-pass encoding system can be visualized as follows. For spatial quality, I09 is encoded using the proposed two-pass system with $\lambda = 0$, and the anchor HM 16.16. The encoded results are shown in Fig. 11. Frame 4 is at the center of the $uv$ plane and frame 179 is at the edge of the $uv$ plane. Since frame 179 has relatively lower confidence, strong optical distortion can be observed in the original SAI. The figure shows that for frames with high confidence (e.g. frame 4), the proposed algorithm achieves fewer visual artifacts on human faces and the road. The resulting increased bit cost is compensated by a reduced quality on frames with lower confidence (e.g. frame 179). For angular consistency, I13 is encoded using the proposed two-pass system with $\lambda = 4$, and the anchor HM 16.16. The encoded results are shown in Fig. 12. Frame 97 and frame 146 are two adjacent SAIs on the $uv$ plane. It can be observed that the anchor yields results with strong discontinuity in visual quality, while the proposed two-pass encoding system is able to yield results with much smoother visual quality transitions.

5.5 Summarization

From the results and discussions above, we can draw the following conclusions:

1) The proposed two-pass encoding system can effectively improve the rate-distortion performance of LFI encoding to achieve better spatial quality and angular consistency for various encoder configurations;

2) The proposed scheme for the low-delay configuration further improves the rate-distortion performance comparing to the previous work;

3) The proposed scheme for the low-delay configuration significantly reduces the bit errors comparing to the previous work, and even lower bit errors are achieved on other encoder configurations;

4) The proposed scheme for the low-delay configuration speeds up the previous work by more than 12x. The overall two-pass encoding system takes less time than twice of the one-pass anchor for all encoder configurations.

6 Conclusion

In this paper, we propose a novel frame level bit allocation framework for PTS-based LFI compression guided by an optimization target that combines spatial quality and angular consistency. The framework is carried out by a two-pass encoding system, where rate-distortion models are estimated during the first pass, and the second pass performs the actual encoding with optimized bit allocations given by convex programming. Experimental results show that comparing to the default rate-control of HM 16.16, the proposed two-pass encoding system on average achieves 11.2% to 11.9% BD-rate reductions for the all-intra configuration, 15.8% to 32.7% BD-rate reductions for the random-access configuration, and 12.1% to 15.7% BD-rate reductions for the low-delay configuration. The resulting bit errors are limited (below 0.85% for frame level optimizations and below 2.95% for GOP level optimizations), and the total time cost is less than twice of the one-pass anchor. Comparing to the previous work [8] for the low-delay configuration, the proposed two-pass encoding system achieves 3.1% to 8.3% further BD-rate improvement, reduces the bit errors by more than 60%, and speeds up the encoding processes by
more than 12x. Since this paper only discusses bit allocation optimizations on the frame level, this leaves basic unit (CU) level optimizations for future work.
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