COMPARABLE UPPER AND LOWER BOUNDS FOR BOUNDARY VALUES OF NEUMANN EIGENFUNCTIONS AND TIGHT INCLUSION OF EIGENVALUES
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ABSTRACT. For smooth bounded domains in $\mathbb{R}^n$, we prove upper and lower $L^2$ bounds on the boundary data of Neumann eigenfunctions, and prove quasi-orthogonality of this boundary data in a spectral window. The bounds are tight in the sense that both are independent of eigenvalue; this is achieved by working with an appropriate norm for boundary functions, which includes a ‘spectral weight’, that is, a function of the boundary Laplacian. This spectral weight is chosen to cancel concentration at the boundary that can happen for ‘whispering gallery’ type eigenfunctions. These bounds are closely related to wave equation estimates due to Tataru.

Using this, we bound the distance from an arbitrary Helmholtz parameter $E > 0$ to the nearest Neumann eigenvalue, in terms of boundary normal-derivative data of a trial function $u$ solving the Helmholtz equation $(\Delta - E)u = 0$. This ‘inclusion bound’ improves over previously known bounds by a factor of $E^{5/6}$. It is analogous to a recently improved inclusion bound in the Dirichlet case, due to the first two authors.

Finally, we apply our theory to present an improved numerical implementation of the method of particular solutions for computation of Neumann eigenpairs on smooth planar domains. We show that the new inclusion bound improves the relative accuracy in a computed Neumann eigenvalue (around the 42000th) from 9 digits to 14 digits, with little extra effort.
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1. Introduction

In this paper we consider Laplace eigenfunctions on a smooth bounded domain \( \Omega \subset \mathbb{R}^n \). As is well known, the positive Laplacian

\[
\Delta = -\sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2},
\]

with domain either \( H^2(\Omega) \cap H^1_0(\Omega) \) or

\[
\{ u \in H^2(\Omega) : \partial_n u |_{\partial \Omega} = 0 \}
\]
is self-adjoint. Here and below, \( \partial_n \) denotes the directional derivative with respect to the inward unit normal vector at the boundary, \( \partial \Omega \). These are known as the Laplacian with Dirichlet, resp. Neumann, boundary conditions and will be denoted \( \Delta^D \), resp. \( \Delta^N \). In either case, there is an orthonormal basis \( u_j \) of \( L^2(\Omega) \) consisting of real eigenfunctions, with eigenvalues \( E_j \to \infty \). It will usually be clear from context whether we are considering Dirichlet or Neumann eigendata, but when necessary we will write \( u^D_j \), resp. \( u^N_j \) for Dirichlet, resp. Neumann eigenfunctions, and similarly \( E^D_j \), resp. \( E^N_j \). This paper presents new results for the Neumann case (two such eigenfunctions are shown in Fig. 1(a–b)). Recall that in acoustics applications, the wavenumbers \( \sqrt{E^N_j} \) can be interpreted as resonant frequencies of a closed sound-hard cavity. The myriad other applications and properties of Laplace eigenfunctions and eigenvalues are reviewed in \([41, 31]\), while numerical solution methods are reviewed in \([41, 57, 8]\).

1.1. Heuristic discussion. The equation \((\Delta - E)u = 0 \) on \( \Omega \) is known as the Helmholtz equation. We will refer to a solution (with no prescribed behaviour at the boundary) as a Helmholtz function of energy \( E \), or frequency \( \sqrt{E} \). If a Helmholtz function additionally satisfies the boundary condition \( u|_{\partial \Omega} = 0 \), resp. \( \partial_n u|_{\partial \Omega} = 0 \), then it is a Dirichlet, resp. Neumann eigenfunction of eigenvalue \( E \).

We write inverse frequency \( h_j = E_j^{-1/2} \), to conform with semiclassical notation that will be used in the body of the paper. We will denote the spectrum of \( \Delta^D \), resp. \( \Delta^N \) by \( \text{spec}^D \), resp. \( \text{spec}^N \). Also, we denote the restriction of \( u \in C(\overline{\Omega}) \) to the boundary by \( u|_{\partial \Omega} \).

It is well known that the normal derivatives \( \partial_n u^D_j \) of Dirichlet eigenfunctions satisfy the following upper and lower estimates:

\[
\tag{1.1}
c\sqrt{E^D_j} \leq \|\partial_n u^D_j\|_{L^2(\partial \Omega)} \leq C\sqrt{E^D_j},
\]

where \( c, C \) are independent of \( j \). (Here and below, all constants will be independent of the eigenvalue.) The estimates (1.1) are straightforward to prove using Rellich identities; see [34]. In [7] the first two authors proved a strengthened version of this inequality, and used it to prove a Dirichlet inclusion bound for Helmholtz functions. Let us explain what this means. Let \( u \) be a smooth function on \( \Omega \), continuous on the closure of \( \Omega \), and not identically zero. Then we define the tension \( t[u] \) by

\[
\tag{1.2}
t[u] = \frac{\|u\|_{L^2(\Omega)}}{\|u\|_{L^2(\partial \Omega)}}.
\]

\(^1\)Note that our sign convention is opposite to that of [7].
Figure 1. (a) An example Neumann disc eigenmode $u = v_{30,1}$ of the form with maximal boundary norm $\|u\|_{L^2(\partial\Omega)}$, with eigenfrequency $\sqrt{E} = \mu_{30,1} = 32.534223556790 \ldots$. (b) Neumann eigenmode of generic nonsymmetric smooth planar domain with eigenfrequency $\sqrt{E_j} = 40.512821995008 \ldots$. In (a) and (b), red is positive, green zero, and blue negative. (c) Smooth regularized positive square-root function $G_h(\sigma)$ defined in (1.7), showing $h$ scalings. (d) The spectral weight $G_h(1-\xi^2)$ vs transverse scaled frequency $\xi' \in \mathbb{R}$ in the two-dimensional case.

(For notational simplicity we write $\|u\|_{L^2(\partial\Omega)}$ instead of $\|u^{(0)}\|_{L^2(\partial\Omega)}$, etc.) Barnett [5], followed by the first two authors [7], proved the following bound, termed an inclusion bound as it specifies an interval around $E$ that includes a point of spec $D$.

**Theorem 1.1.** There exist positive constants $c, C$ depending only on $\Omega$ such that the following holds. Let $u$ be any nonzero solution of $(\Delta - E)u = 0$ in $C^\infty(\Omega)$, and let $u_{\text{min}}$ be the Helmholtz solution minimizing $t[u]$ (such a minimizer exists — see [7, Lemma 3.1]). Then

$$c\sqrt{Et[u_{\text{min}}]} \leq d(E, \text{spec}^D) \leq C\sqrt{Et[u]}.$$ 

**Remark 1.2.** This improves on the classical Moler–Payne bound [42] by a factor of $\sqrt{E}$. Moreover, it is tight in the sense that the same power of $E$ appears in the lower and upper bound.

In part, the interest in inclusion bounds comes from numerical analysis. One way to numerically approximate Dirichlet eigenvalues and eigenfunctions is the method of particular solutions (MPS) [26, 42, 11, 10]. In this method, one chooses an energy $E$ and then numerically minimizes $t[u]$ over all $E$-Helmholtz functions $u$. One then moves along the $E$-axis, searching for near-zeros (‘roots’) of this minimal value of the tension (see Fig. 2). Then, given an approximate root $E$ and its corresponding Helmholtz function $u$, the inclusion bound bounds the eigenvalue error, i.e. how far $E$ is from the Dirichlet spectrum.

In this paper, we seek to prove the analogous results for Neumann eigenfunctions. However, the meaning of ‘analogous’ here is far from obvious. The first issue is that the naive analogy of (1.1), is false: that is, it is not true that $\|u_j^N\|_{L^2(\partial\Omega)}$ is
The semiclassical symbol of a differential operator \( \sum \alpha \) \( v_{n}(x)(hD_{x})^{\alpha} \) on \( \mathbb{R}^{n} \), where \( D_{x}^{\alpha} := \Pi_{\alpha}(-ih_{x})^{\alpha_{i}} \), is equal to \( \sum_{\alpha} v_{n}(x)\xi_{1}^{\alpha_{1}} \ldots \xi_{n}^{\alpha_{n}} \). This incorporates the semiclassical scaling, in which frequency is scaled by a factor of \( h \), i.e. \( \xi \) represents the oscillation \( e^{ix} \xi/h \) rather than \( e^{ix} \xi \). On a manifold, the semiclassical symbol is invariantly defined on the cotangent bundle.

Thus, we can conjecture that we might get better estimates on the quantity

\[
\|(1 - h^{2}D_{x})^{1/2}v_{n}^{N}\|_{L^{2}(\partial\Omega)}.
\]

This conjecture can be tested on the unit disc \( D \subset \mathbb{R}^{2} \). On the unit disc, given in polar coordinates by \( 0 \leq \theta < 2\pi, \ 0 \leq r \leq 1 \), Neumann eigenfunctions take the form

\[
v_{n,l} = (A \cos n\theta + B \sin n\theta)J_{n}(\mu_{n,l}r)
\]

where \( \mu_{n,l} \) is the \( n \)-th zero of the \( n \)-th Bessel function.

Figure 2. Minimum tension \( \tilde{t}_{h} \) defined by achievable at each energy parameter \( E \), for the nonsymmetric smooth planar domain of Fig. 1(b). (This is numerically approximated by \( \tilde{t}_{h,min}(E) \) defined by (3.7).) Each local tension minimum is very close to zero, and indicates a Neumann eigenvalue \( E_{j}^{N} \). (a) Medium frequency \( \sqrt{E} \in [40, 41] \), with the large dot corresponding to the eigenmode shown in Fig. 1(b). (b) High frequency \( \sqrt{E} \in [405, 405.1] \), with the dot corresponding to the eigenmode of Fig. 3. The \( E \) intervals in (a) and (b) have the same width, and the vertical scales are identical, highlighting the similarity of the magnitude of the slopes (Theorem 1.3).
(apart from constants, associated to eigenvalue 0) where $J_n$ is the Bessel function of order $n$ and $\mu_{n,l}$ is the $l$th positive zero of $J_n'(r)$. The eigenvalue is $E = \mu_{n,l}^2 = h_n^{-2}$; it is known that every eigenvalue (except 0) has multiplicity 2. We perform the following computation, using the well-known commutation identity $[\Delta, r\partial_r] = 2\Delta$.

$$2E\|v\|^2_{L^2(D)} = \int_D [\Delta - E, r\partial_r]v \cdot v$$

$$= \int_D (\Delta - E)(r\partial_r v) - (r\partial_r v)(\Delta - E)v$$

$$= \int_{\partial D} (-\partial^2_r v) = \int_{\partial D} (E + \partial^2_r) v \cdot v$$

$$= (E - \kappa^2)\|v\|^2_{L^2(\partial D)}.$$

This shows that

$$\|v_{n,l}\|_{L^2(\partial D)} = \sqrt{2}(1 - h_n^2\kappa^2)^{-1/2}.$$  

It is standard that the positive zeroes of $J_n'$ start from $\mu_{n,l} = n + an^{1/3} + O(n^{-1/3})$ with $a > 0$, and tend to infinity. Since $h_n = \mu_{n,l}^{-1}$, this shows that the ratio (1.4) can be as large as $Ch_n^{-1/3}$ — illustrated by the whispering gallery mode shown in Fig. 1(a), where the eigenfunction is concentrated in a $h^{2/3}$ boundary layer — and as small as $\sqrt{2}$.

However, at the boundary of the unit disc, $(1 - h_n^2\Delta_{\partial D})^{1/2} v_{n,l} = (1 - h_n^2\kappa^2)^{1/2} v_{n,l}$. This yields

$$\|(1 - h_n^2\Delta_{\partial D})^{1/2} v_{n,l}\|_{L^2(D)} = \sqrt{2}.$$  

Thus, we get uniform estimates (and even an exact identity) in the case of the unit disc.

1.2. **Main results.** The discussion above motivates the question whether for an arbitrary smooth domain $\Omega$, there exist domain-dependent positive constants $c$ and $C$ such that

$$c\|u^N_j\|_{L^2(\Omega)} \leq \|(1 - h_{ij}^2\Delta_{\partial\Omega})^{1/2} u^N_j\|_{L^2(\partial\Omega)} \leq C\|u^N_j\|_{L^2(\Omega)}.$$

We shall give a positive answer to a slightly different question with a modified spectral cutoff, in which the spectral weight factor $(1 - h_{ij}^2\Delta_{\partial\Omega})^{1/2}$ is truncated at the level $h^{1/3}$.

Let $\chi_1, \chi_2 : \mathbb{R} \to [0, 1]$ be smooth functions such that $\chi_1(t) = 0$ for $t \leq 1$ and $\chi_1(t) = 1$ for $t \geq 2$, and such that $\chi_1^2 + \chi_2^2 = 1$. Consider the family of smooth functions $G_h$, depending on a parameter $h > 0$, given by

$$G_h(\sigma) := \sqrt{\sigma}\chi_1\left(\frac{\sigma}{h^{1/3}}\right) + h^{1/3}\chi_2\left(\frac{\sigma}{h^{1/3}}\right).$$

This function regularizes the square-root in a smooth manner, as sketched in Fig. 1(c). Let us motivate this choice of regularization. Since, as discussed above, heuristically an eigenfunction $u$, satisfying $(\hbar^2\Delta - 1)u = 0$, is composed of a superposition of oscillations $e^{ix\cdot\xi}/\hbar$ with $|\xi| = 1$, the boundary values are composed of oscillations $e^{ix'\cdot\xi'/\hbar}$, with $0 \leq |\xi'| \leq 1$. That is, the (semiclassically scaled) frequencies comprising the boundary values of eigenfunctions lie in the unit ball,
\(|\{\xi'\} \leq 1\) of \(T^*\partial\Omega\) — the 'classically allowed region'. This corresponds to the region where the symbol of \(1 - h^2\Delta_{\partial\Omega}\) is nonnegative. Therefore, the size of \(|G_h(1 - h^2\Delta_{\partial\Omega})u_j^{\partial\Omega}|_{L^2(\partial\Omega)}\) should be rather insensitive to the behaviour of \(G_h(\sigma)\) for \(\sigma\) negative, allowing flexibility in the functional form of \(G_h(\sigma)\) for \(\sigma < 0\). In numerical applications we want to use the reciprocal, \(F_h(\sigma) := 1/G_h(\sigma)\) as a spectral weight — see (1.12). Thus we want to choose \(G_h(\sigma)\) strictly positive, and not too small, when \(\sigma\) is negative. Regularization at the scale \(h^{1/3}\) is then very natural, as it is the largest quantity that cancels the maximal possible growth of the \(L^2\) norm of \(u_j^{\partial\Omega}\) in view of (2.19). We plot the resulting weight \(G_h(1 - |\xi'|^2)\) in terms of the scaled transverse frequency \(\xi'\) in Fig. 1(d).

Our modified question is then whether for any arbitrary smooth domain \(\Omega\), there exist constants positive \(c\) and \(C\) such that

\[
(1.8) \quad c\|u_j\|_{L^2(\partial\Omega)} \leq \|G_h(1 - h^2\Delta_{\partial\Omega})u_j^{\partial\Omega}\|_{L^2(\partial\Omega)} \leq C\|u_j\|_{L^2(\partial\Omega)} \quad \text{for} \quad \sqrt{E_j} - h^{-1} \leq 1.
\]

Our first theorem is a positive answer to this modified question.

**Theorem 1.3.** Let \(\Omega \subset \mathbb{R}^n\) be a smooth bounded domain, and let \(u_j^{\partial\Omega}\) be the restriction to \(\partial\Omega\) of the \(j\)th \(L^2\)-normalized Neumann eigenfunction \(u_j\). Then there exist positive constants \(c, C\) such that

\[
(1.9) \quad c \leq \|G_h(1 - h^2\Delta_{\partial\Omega})u_j^{\partial\Omega}\|_{L^2(\partial\Omega)} \leq C, \quad |h^{-1} - \sqrt{E_j}| \leq 1.
\]

**Remark 1.4.** The upper bound holds also for spectral clusters, that is, linear combinations of eigenfunctions with frequencies \(h_j^{1/2}\) in the range \([h^{-3}, h^{-3} + c]\), and the lower bound also holds for clusters provided that \(c\) is sufficiently small. In fact, the upper bound is more generally true for quasimodes satisfying \(\|\left(h^2\Delta - 1\right)u\|_{L^2(\Omega)} = O(h)\) and \(\|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)} = O(1)\); see Proposition 1.1.

**Remark 1.5.** This is closely related to results of Tataru from the 1990s on the wave equation. In particular, the upper bound follows from [22]. See Section 1.4 for more details.

We also prove a stronger version, in which the upper bound is replaced by an upper bound for the norm of an operator built from all the eigenfunctions with eigenfrequency lying in an \(O(1)\) frequency window.

**Theorem 1.6** (Quasi-orthogonality of spectrally weighted boundary values of Neumann eigenfunctions in a spectral window). The operator norm of

\[
(1.10) \quad \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} G_h(1 - h^2\Delta_{\partial\Omega})u_j^{\partial\Omega} \left\langle G_h(1 - h^2\Delta_{\partial\Omega})u_j^{\partial\Omega}, \cdot \right\rangle
\]

on \(L^2(\partial\Omega)\) is uniformly bounded as \(h \to 0\).

**Remark 1.7.** By Weyl's law there are \(O(E^{(n-1)/2})\) terms in the above sum, and since by Theorem 1.3 each term has norm bounded below by a constant, then Theorem 1.6 implies essentially complete mutual orthogonality of the functions \(G_h(1 - h^2\Delta_{\partial\Omega})u_j^{\partial\Omega}\), up to a constant. This is related to the pairwise quasi-orthogonality result due to the first author,

\[
(1.11) \quad \int_{\partial\Omega} (x \cdot n) \left( \frac{E_i + E_j}{2} u_i u_j - (d_i u_i)(d_j u_j) \right) \leq C(E_i - E_j)^2,
\]
where \( C = \sup_{x \in \Omega} \|x\|^2/4 \) is given explicitly. Eq. (1.11) follows, e.g., by applying Neumann boundary conditions to the identity [4, Eq. (C.6)]. Indeed, the inner product
\[
\langle G_h(1 - h^2 \Delta_{\partial \Omega})u_i^{\partial \Omega}, G_h(1 - h^2 \Delta_{\partial \Omega})u_j^{\partial \Omega} \rangle
\]
is analogous to (1.11) (up to the \( x \cdot n \) factor), if we treat \( G_h \) as a square-root, and integrate by parts. Estimates (1.10), (1.11) are analogous to the quasi-orthogonality results for normal derivatives of Dirichlet eigenfunctions proved in [4, 7].

Our second main result is an inclusion bound for Neumann eigenvalues. To state this, we define the modified tension appropriate to the Neumann boundary condition. Let \( u \) be a smooth function on \( \Omega \), which is continuous on the closure \( \bar{\Omega} \). We define the inverse spectral weight \( F_h(\sigma) = 1/G_h(\sigma) \), then define a new tension \( \hat{\iota}_h[u] \) by the quotient
\[
(1.12) \quad \hat{\iota}_h[u] := \frac{\|F_h(1 - h^2 \Delta_{\partial \Omega})(d_n u)\|_{L^2(\partial \Omega)}}{\|u\|_{L^2(\Omega)}}.
\]
Notice that in this definition, the spectral multiplier \( F_h \) acts, at least heuristically, as the inverse of the symbol of the normal derivative. So we can expect that this tension is a good analogue of the Dirichlet tension (1.2) in the high energy limit. Our second theorem justifies this heuristic, by proving a Neumann inclusion bound in which both the upper and lower bounds are uniform as \( h \to 0 \).

**Theorem 1.8.** There exist positive constants \( c, C \) depending only on \( \Omega \) such that the following holds. Let \( u \) be any nonzero solution of \((\Delta - E)u = 0\) in \( C^\infty(\Omega) \). Let \( \hat{\iota}_h[u] \) be as in (1.12) with \( h^{-2} = E \), and let \( u_\text{min} \) be the Helmholtz solution minimizing \( \hat{\iota}_h[u] \). Then
\[
(1.13) \quad c \hat{\iota}_h[u_\text{min}] \leq d(E, \text{spec}^N) \leq C \hat{\iota}_h[u].
\]
Moreover, if \( J \) is such that \( E_J \) is the closest Neumann eigenvalue to \( E \), \( E_* \neq E_J \) is the next closest Neumann eigenvalue, and \( \Pi_J \) is orthogonal projection onto the \( E_J \)-eigenspace, then there is a constant \( C \) such that
\[
(1.14) \quad \frac{\|u - \Pi_J u\|_{L^2(\Omega)}}{\|u\|_{L^2(\Omega)}} \leq C \frac{\hat{\iota}_h[u]}{|E - E_*|}.
\]

**Remark 1.9.** Existing classical Neumann inclusion bounds, e.g. taking the case of a Helmholtz trial function in [40, Eq. (14)] or [24, Thm. 7], bound the error in the eigenvalue by a constant times \( E\|d_n u\|_{L^2(\partial \Omega)}/\|u\|_{L^2(\Omega)} \). Since the operator norm \( \|F_h(1 - h^2 \Delta_{\partial \Omega})\|_{L^2(\partial \Omega)} = O(h^{-1/3}) = O(E^{1/6}) \), this means that our new bound is a factor at least \( E^{5/6} \) tighter than existing bounds at high frequencies. For comparison, the factor of improvement in the Dirichlet inclusion bound in [7] was \( E^{1/2} \).

Theorem 1.8 is illustrated by Fig. 2, which plots a good numerical approximation to \( \hat{\iota}_h[u_\text{min}] \) vs \( E \) over two different \( E \) ranges. Eq. (1.13) implies that, in the neighbourhood of each eigenvalue, such graphs must lie between ‘absolute value’ type functions with slopes uniformly bounded above and below (also see Remark 7.1). Indeed, it is visually clear that the slopes are very similar and independent of \( E \).
1.3. **Analytic techniques.** A feature of this paper is that we need only relatively standard analytic tools to obtain our results; in particular we use no microlocal analysis. We make use of

- Energy estimates, of a sort familiar in hyperbolic equations, but here adapted to the elliptic setting.
- The Helffer-Sjöstrand formula for functions of self-adjoint operators — see (3.4). This is our main technical tool for analyzing functions of operators.
- Standard elliptic PDE estimates of the sort found in Gilbarg-Trudinger [28], Taylor [54] or Evans [25], which tell us that elliptic operators have good mapping properties between Sobolev spaces. More precisely, let \( M \) be a compact manifold (such as \( \partial \Omega \)), and let \( P \) be an elliptic operator of second order on \( M \). Then if \( Pu = f \), and if \( f \in H^s(M) \), \( s \geq 0 \), then

\[
\|u\|_{H^{s+2}(M)} \leq C \left( \|f\|_{H^s(M)} + \|u\|_{L^2(M)} \right).
\]

(This is readily deduced from the corresponding ‘interior’ estimate on open subsets of \( \mathbb{R}^n \).) Moreover, if \( P \) is invertible, then we can remove the \( L^2 \) norm of \( u \) on the RHS. We need just a minor semiclassical variant of this estimate: we use semiclassical Sobolev spaces \( H^s_h(M) \), \( s \in \mathbb{N} \), with norms defined by

\[
\|u\|^2_{H^s_h(M)} = \sum_{|\alpha| \leq s} \|(hD)^\alpha u\|^2_{L^2(M)};
\]

these norms are equivalent to the usual norm for each fixed \( h \), but not uniformly as \( h \to 0 \). Then if \( P \) is a semiclassical elliptic operator, and \( Pu = f \), we get estimates in these spaces

\[
\|u\|_{H^{s+2}_h(M)} \leq C \left( \|f\|_{H^s_h(M)} + \|u\|_{L^2(M)} \right)
\]

with \( C \) independent of \( h \) [61, Theorem 7.1]. Moreover, if \( P \) is invertible in a uniform sense, for example if \( P \geq 1 \), then we can remove the \( u \) term on the RHS.

1.4. **Related eigenfunction literature.** Estimates on the concentration of eigenfunctions of the Laplacian and related operators have a rich literature, see for example surveys by Zelditch [59] or Sogge [45], and the books [47], [48] by Sogge. As the literature is quite large, we mention only a few of the key related papers below.

The ‘modern history’ of eigenfunction estimates on manifolds begins with Sogge’s classic 1988 paper [46], in which he obtained sharp \( L^p \) estimates for eigenfunctions on compact manifolds for all \( p \in [2, \infty) \). The key approach was to estimate the operator norm, acting from \( L^2 \) to \( L^p \), of a smoothed spectral projector. These estimates hold for spectral clusters (combinations of eigenfunctions within a frequency interval of unit length) just as well as they do for eigenfunctions. The analogous estimates on manifolds with boundary have been studied, but are complicated by phenomena such as ‘whispering gallery modes’, which prevent such results holding in generality, for example on convex domains. However in [43] Smith and Sogge proved that if boundary is everywhere strictly geodesically concave the results from boundaryless manifolds hold. In the general case, where the boundary may be convex, Smith and Sogge [44] proved a sharp set of bounds for dimension two. They were also able to obtain results in higher dimensions but it is not known whether those results are sharp. In [14] Blair obtained estimates for the restriction
of eigenfunctions to hypersurfaces in the low regularity setting (which includes the boundary case). Extreme concentration of eigenfunctions on manifolds was studied in [50, 49]. See also the related work on Strichartz estimates on manifolds with boundary by Blair, Smith and Sogge [12, 13].

Estimates on the boundary values of eigenfunctions, or quasimodes (approximate eigenfunctions) have been obtained as a by-product of estimates on solutions of the wave equation. For example, estimates on the normal derivatives of Dirichlet eigenfunctions can be read off from the main result of [3]. The case of Neumann boundary conditions was studied by Tataru in [52, 53]. As there is considerable overlap between these results and those of the present paper, we describe them in more detail. In [52], Tataru showed that a certain norm on the boundary values of a solution to the wave equation is bounded by the interior $H^1$ norm. Specializing to time-harmonic solutions, and using our notation, it shows that the norm

\[ h^{1/3} \| u \|_{L^2(\partial \Omega)} + \| (1 - h^2 \Delta_{\partial \Omega})^{1/2} u \|_{L^2(\partial \Omega)} + \| (1 - h^2 \Delta_{\partial \Omega})^{1/2} u \|_{L^2(\partial \Omega)} \]

is bounded by the interior $L^2$ norm. In [53], an argument is sketched to show that this is in fact equivalent to the interior $L^2$ norm. A priori, (1.17) is larger than our $G_h(\Delta_{\partial \Omega})$ norm, so Tataru’s result is stronger than our Theorem 1.3 for the upper bound but a little weaker for the lower bound. We note that the method of proof is quite different: Tataru’s proof uses rather sophisticated microlocal analysis, while ours uses no microlocal analysis at all.

Estimates on normal derivatives of Dirichlet eigenfunctions were also obtained in [34], where the energy method used here in Section 2 was used. Ergodic properties of boundary values of eigenfunctions were studied in [27, 36, 16].

Another strand of current research is to estimate eigenfunctions restricted to interior submanifolds, which was studied in [17, 51, 14, 18] and in the ergodic case in [55, 56].

A slightly different framework for obtaining estimates on quasimodes of more general semiclassical operators was introduced by Koch, Tataru and Zworski [39]. These results have been extended in [31, 33].

1.5. Plan of this paper. The plan of the rest of this paper is as follows. In Section 2 we prove a bound $Ch_j^{-1/3}$ for the $L^2$ norm of $u^N_j$ restricted to $\partial \Omega$. This result is implicit in Tataru’s work on boundary traces of solutions of the wave equation [52] mentioned above, but as the result is not particularly accessible in the literature we give a direct proof here based on energy estimates, following the paper [34]. In Section 3 we introduce a modified energy and prove an upper bound on the ‘$\chi_1$’ part (see (1.7)) of $G_h(1 - h^2\Delta_{\partial \Omega})u^N_j$, that is, the part in the classically allowed region. Using the modified energy and the $h^{-1/3}$ upper bound we prove the upper bound in Theorem 1.3. In Section 5 we prove an estimate on the exterior mass, that is, on the part of $G_h(1 - h^2\Delta_{\partial \Omega})u^N_j$ that is sufficiently far (at the scale $h^{2/3}$) from the classically allowed region. In Section 6 we use the exterior mass estimate to prove the lower bound from Theorem 1.3. In Sections 6–7 we prove Theorem 1.6 and finally the Neumann inclusion bound, Theorem 1.8.

\[ \text{Since both norms are equivalent (on eigenfunctions) to the interior } L^2 \text{ norm, they are equivalent to each other, but this is not a priori clear. The direct equivalence of these two boundary norms can be deduced from our exterior mass estimate in Section 6.} \]
In the last section, we present an improved implementation of the MPS for the high-accuracy computation of Neumann eigenvalues of smooth planar domains, which exploits our tight inclusion bounds for the tension $t_h$. In one example our theorem leads to error bounds that are improved by 5 digits over the existing Neumann MPS with little extra numerical effort.

2. The $h^{-1/3}$ bound on boundary values of Neumann eigenfunctions

In this section, we establish Tataru’s $h^{-1/3}$ estimate for the $L^2$ norm of Neumann or Robin eigenfunctions restricted to the boundary, which is just the upper bound for the first term of (1.17). We adapt the method from Hassell–Tao [34]. Since the boundary of $\Omega$ is assumed to be smooth, there is a collar neighbourhood on which we have Fermi coordinates $r$ and $y$, where $r \in [0, \delta]$ is distance to the boundary, a smooth function for $\delta > 0$ sufficiently small, and $y$ is constant on geodesics normal to the boundary. We denote such a collar by $C_{\delta}(\partial \Omega)$, and we denote the set of points at distance $r$ from the boundary by $Y_r$; this is a smooth submanifold for $r \leq \delta$. The advantage of Fermi coordinates is that, in these coordinates the vector fields $\partial_r$ and $\partial_{y_j}$ are orthogonal; thus the metric takes the form

$$g = dr^2 + k_{ij}(r)dy_jdy_j$$

where we sum (from 1 to $n-1$) over repeated indices.

Remark 2.1. In this section, and the next, $\Omega$ can be any compact Riemannian manifold with smooth boundary. Indeed, all the upper bound results in this paper hold in this generality. However, for the lower bound to hold, it is known in the Dirichlet case that one must have a ‘nontrapping’ or ‘geometric control’ condition, that is, that all billiard trajectories of some given length $T$ meet the boundary nontangentially — see [3] and [34]. We intend to explore this further in a future article.

To analyze the Laplacian, it is convenient to make a unitary transformation $U$ from $L^2(C_{\delta}(\partial \Omega))$, with the Riemannian measure, to $L^2([0, \delta] \times \partial \Omega)$ with the product measure $drdg_{\partial}$, where $g_{\partial}$ is the induced metric on $\partial \Omega$. This is done by multiplication with a suitable factor,

$$L^2(C_{\delta}(\partial \Omega)) \ni u \mapsto v = Uu = u\gamma,$$

where $\gamma(r, y) = \left(\frac{\det k_{ij}(r, y)}{\det k_{ij}(0, y)}\right)^{1/4}$. Here, $\gamma$ is a well-defined function on $C_{\delta}(\partial \Omega)$, independent of the choice of local coordinates $y$. Then a standard calculation shows that the conjugation $U(h^2\Delta - 1)U^{-1}$ takes the form

$$U(h^2\Delta - 1)U^{-1} = -(h^2\partial_r^2 + \tilde{P}(r)),$$

where $\tilde{P}(r)$ is a self-adjoint, elliptic semiclassical differential operator on $\partial \Omega$, with coefficients depending on $r$. In fact, it takes the form in local coordinates

$$\tilde{P}(r) = 1 + h^2A^{-1}\partial_y(k^{ij}(r)\partial_{y_j}A) + h^2b, \quad A = (\det k_{ij}(0, y))^{1/4}, \quad b \in C^\infty(C_{\delta}(\partial \Omega)).$$

Here $k^{ij}$ is the inverse matrix of $k_{ij}$. Moreover, we claim that

$$\tilde{P}(0) = 1 - h^2\Delta_{\partial \Omega} + h^2b',$$

where $b'$ is a smooth function. To see why (2.2) is true, we first conjugate by $(\det k_{ij}(r, y))^{1/4}$, and afterward by $(\det k_{ij}(0, y))^{-1/4}$. It is well known that the
first conjugation reduces the Laplacian to divergence form, plus a zeroth order term, i.e. the form
\[-\partial_r^2 - \partial_y \left(k_{ij}(r, y) \partial_{y_j} \cdot \right) + b.\]

Now consider the conjugation by \((\det k_{ij}(0, y))^{1/4}\). This term commutes with \(\partial_r\), so it produces an operator of the form
\[ -\partial_r^2 + \text{(tangential derivatives of order 1 and 2) + } b'. \tag{2.3} \]

In particular, there are no first order \(r\)-derivatives. On the other hand, the factor \(\gamma\) is equal to \(1 + O(r)\) at the boundary. At the boundary, the Laplacian in Fermi coordinates takes the form
\[ -\partial_r^2 - a\partial_r + \Delta_{\partial\Omega}. \]

Conjugating with \(1 + O(r)\) changes this, at \(r = 0\), to
\[ -\partial_r^2 - a'\partial_r + \Delta_{\partial\Omega} + b'. \]

Here \(a, a', b'\) are smooth functions on \(M\). Comparing this to the form (2.3), we see that \(a' = 0\). This establishes (2.2). (Moreover, we could identify \(b'\) explicitly in terms of the mean and scalar curvatures of \(\partial\Omega\) — see [32, end of proof of Theorem 1] for a similar calculation.)

We now define
\[ P(r) = \tilde{P}(r) - h^2 b', \tag{2.4} \]
so that
\[ P(0) = 1 - h^2 \Delta_{\partial\Omega} \tag{2.5} \]
and
\[ U(h^2 \Delta - 1)U^{-1} = -(h^2 \partial_r^2 + P(r) + h^2 b'). \tag{2.6} \]

Now suppose that \(u\) is a real-valued approximate eigenfunction in the sense that
\[ (h^2 \Delta - 1)u = w, \quad \|u\|_{L^2(\Omega)} = 1, \]
\[ \|w\|_{L^2(\Omega)} \leq ch, \]
\[ d_r u = 0 \text{ at } \partial\Omega. \tag{2.7} \]

We let \(v = Uu\). Then on \([0, \delta] \times \partial\Omega\), \(v\) satisfies the equation
\[ -(h^2 \partial_r^2 + P(r))v = w' := Uw + h^2 b'Uu, \quad \|w'\|_{L^2([0, \delta] \times \partial\Omega)} \leq ch. \tag{2.8} \]

In preparation for our \(h^{-1/3}\) estimate on the boundary values of Neumann eigenfunctions, we prove an estimate on the following energy functional introduced (apart from some inessential changes) in [34]. For each \(r \in [0, \delta]\), and for \(v = Uu\) as above, we define the energy \(E(r)\) given by
\[ E(r) = h^2 \langle v_r, v_r \rangle_{(r) \times \partial\Omega} + \langle P v, v \rangle_{(r) \times \partial\Omega} = \int_{Y_r} (h^2 v_r^2 + (Pv)v) \, dg_{\partial\Omega}. \tag{2.9} \]

In (2.9), we consider the functions \(v_r\) and \(v\) as defined on the product \([0, \delta] \times \partial\Omega\), with the product measure \(dr dg_{\partial\Omega}\). That is, the inner product in (2.9) is given by that on \(\partial\Omega\), through our identification of \(Y_r\) and \(\partial\Omega\) along geodesics normal to the boundary. The inner product is thus fixed, independent of \(r\), which makes calculating the \(r\)-derivative of \(E(r)\) more straightforward. Notice that \(E(r)\) does not have a fixed sign, as the operator \(P\) has spectrum in \((-\infty, 1]\).
Now we estimate \( w \). Combining (2.15) and (2.17) proves the lemma. □

**Proof.** To prove the lemma, we choose a smooth function \( \eta \) such that \( \eta = 1 \) on \( [0, 2\delta/3] \) and \( \eta(r) = 0 \) for \( r \geq \delta \). Then we have

\[
|E(s)| \leq \int_s^\delta \left| \frac{d}{dr} \eta(r) E(r) \right| \, dr
\]

(2.11)

To estimate \( \int |E(r)| \), we note that \( P(r) \) only involves tangential derivatives, so we can integrate by parts once and estimate

\[
|E(r)| \leq C \int_{Y_r} (v^2 + h^2 |\nabla v|^2) \leq C' \int_{Y_r} (u^2 + h^2 |\nabla u|^2).
\]

(2.12)

(Notice that, since we transformed our measure to be independent of \( r \), there is no derivative term due to the change of measure.) Using (2.15), we find that

\[
\frac{dE}{dr} = 2h^2 \langle v_{rr}, v_r \rangle + 2 \langle P(r)v, v_r \rangle + \langle \dot{P}(r)v, v \rangle.
\]

(2.13)

We treat the \( \dot{P}(r) \) term as with the \( \langle P(r)v, v \rangle \) term above, and find that

\[
|E(r)| + |E'(r)| \leq C \int_{Y_r} (u^2 + h^2 |\nabla u|^2 - h^{-1}(w + h^2 b'u)(hu_r))
\]

(2.14)

Substituting into (2.11), we find that

\[
|E(s)| \leq C \int_{C_s(\partial \Omega)} (u^2 + h^2 |\nabla u|^2 - h^{-1}(w + h^2 b'u)(hu_r)), \quad s \in [0, 2\delta/3].
\]

(2.15)

Now we estimate

\[
\int_{\Omega} |\nabla u|^2 = \int_{\Omega} u(h^2 \Delta u) = \int_{\Omega} u(u + w) \leq \|u\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\Omega)} \|u\|_{L^2(\Omega)},
\]

(2.16)

where \( w = (h^2 \Delta - 1)u \), which implies that

\[
\int_{C_s(\partial \Omega)} |\nabla u|^2 \leq C \left( \|u\|_{L^2(\Omega)}^2 + h^{-2} \|u\|_{L^2(\Omega)}^2 \right).
\]

(2.17)

Combining (2.15) and (2.17) proves the lemma. □
Proposition 2.4. Suppose that \( u \in C^2(\Omega) \) and that \( u \) satisfies the Neumann boundary condition \( d_n u = 0 \) at \( \partial \Omega \). Then there is a constant \( C \) depending only on \( \Omega \) such that for all \( h \leq 1 \), and all \( r \in [0, \delta/3] \), we have
\[
\|u\|^2_{L^2(Y_r)} \leq C h^{-2/3} \left( \|u\|^2_{L^2(\Omega)} + h^{-2} \|h^2 \Delta - 1\|u\|^2_{L^2(\Omega)} + \|\nabla (h^2 \Delta - 1)u\|^2_{L^2(\Omega)} \right).
\]
In particular, for normalized Neumann eigenfunctions \( u \), with eigenvalue \( h^{-2} \), we have
\[
\|u|_{\partial \Omega}\|_{L^2(\partial \Omega)} \leq C h^{-1/3}.
\]

Remark 2.5. The exponent 1/3 sharp as shown by the example of the disc.

Remark 2.6. This result is essentially contained in Tataru [52]. However, (2.18) and (2.27) are slight variants which will be convenient in Section 7.

Remark 2.7. This result can be generalized in various ways. For example, we can prove the same result for boundary conditions of the form \( h d_n u = b u \), where \( b \geq -c_2 \). Then we obtain the same estimate with constant \( C \) now depending on \( c_2 \), as well as \( c_1 \) and \( \Omega \).

Another straightforward generalization is that the operator \( h^2 \Delta - 1 \) can be a more general semiclassical operator, e.g. \( h^2 \Delta + V(x) - 1 \).

Proof. For notational convenience, we scale \( u \) so that
\[
\|u\|_{L^2(\Omega)} + h^{-1} \|h^2 \Delta - 1\|u\|_{L^2(\Omega)} + \|\nabla (h^2 \Delta - 1)u\|_{L^2(\Omega)} = 1.
\]
Then we need to show that \( \|u\|_{L^2(Y_r)} \leq C h^{-1/3} \).

As in the proof of Lemma 2.3, we switch to \( v = u \). Following [34], we define
\[
L(r) = h^2 \int_{Y_r} v^2 \, dy.
\]
We can compute, with dots indicating derivatives in \( r \),
\[
\dot{L}(r) = 2 h^2 \int_{Y_r} v \ddot{v} \, dy
\]
and
\[
\ddot{L}(r) = 2 h^2 \int_{Y_r} \left( v_r^2 + v \dddot{v} \right) \, dy
\]
\[
= 2 \int_{Y_r} 4 h^2 v_r^2 - 2 E(r) \pm 2w'v
\]
\[
\geq \frac{\dot{L}(r)^2}{L(r)} - 2E(r) - 2C'
\]
\[
\geq \frac{\dot{L}(r)^2}{L(r)} - C.
\]
Here, we used equation (2.8) for \( v \) in the second line, Cauchy-Schwarz (applied to the integral in (2.20)) in the third line, and (2.10) in the fourth line. Also, in the third line, we used the estimates
\[
\|w'\|^2_{L^2(Y_r)} \leq ||w'||_{L^2(\Omega)} ||w''||_{L^2(\Omega)} + C \|w'\|^2_{L^2(\Omega)}
\]
\[
\|v\|^2_{L^2(Y_r)} \leq ||v||_{L^2(\Omega)} ||\nabla v||_{L^2(\Omega)} + C \|v\|^2_{L^2(\Omega)}
\]
(which is an immediate consequence of the fundamental theorem of calculus) to estimate \( \|w'\|_{L^2(\gamma_r)} \leq C h^{1/2} \) and \( \|v\|_{L^2(\gamma_r)} \leq C h^{-1/2} \). Thus, we have

\[
\int_{\gamma_r} w'v \geq -C.
\]

From this equation, we show, as in the erratum \[35\] of Hassell–Tao, that

\[
\hat{L}(r) > 0 \implies (\hat{L}(r))^2 < 4CL(r) \text{ for all } r \in [0, 2\delta/3].
\]

For if this is not so, then we have \( \hat{L}(r_0) > 0 \) and \((\hat{L}(r_0))^2 \geq 4CL(r_0)\) for some \( r_0 \in [0, 2\delta/3]. \) Plugging into the last line of (2.21), we obtain \( \hat{L}(r_0) > 3C \), and this shows that

\[
\frac{d}{dr} \left( (\hat{L}(r))^2 - 4CL(r) \right) = 2\hat{L}(r)\hat{L}(r) - 4C\hat{L}(r) \geq 2C\hat{L}(r) > 0 \text{ for } r = r_0.
\]

This means that the properties \( \hat{L}(r) \) positive, and \((\hat{L}(r))^2 \geq 4CL(r)\) persist in some interval \([r_0, r_0 + \epsilon], \epsilon > 0. \) By a continuity argument we see that these properties hold for all \( r \in [r_0, \delta]. \) But then we would have

\[
\frac{d}{dr} \sqrt{L(r)} \geq \sqrt{C}, \quad r \in [r_0, \delta].
\]

This implies

\[
L(r) \geq C(r - r_0)^2, \quad r \in [r_0, \delta],
\]

which is a contradiction for sufficiently small \( h, \) since

\[
\int_0^\delta L(r) \, dr \leq h^2 \int_\Omega u^2 \leq h^2.
\]

We deduce that (2.23) holds.

Next we improve (2.23) by showing that

\[
(\hat{L}(r))^2 \leq 5CL(r) \text{ for all } r \in [0, 2\delta/3],
\]

that is, we remove the assumption \( \hat{L}(r) > 0. \) Again we do this by contradiction. Assume (2.25) fails; then there exists \( r^* \in (0, 2\delta/3] \) such that \( \hat{L}(r^*) > 5CL(r^*). \) Since \( L(r) = 0 \implies \hat{L}(r) = 0, \) we see that \( L(r^*) > 0. \) By continuity, there is some interval \([r_*, r^*], r_* < r^*, \) on which

\[
L(r)^2 \geq 5CL(r) \text{ and } L(r) \geq L(r^*)/2 \text{ for all } r \in [r_*, r^*].
\]

Let \( r_* \) be the infimum of all such \( r_*. \) Notice that \( r_* > 0, \) as \( \hat{L}(r_*) > 0. \) We must have either (i)

\[
L(r_*) = L(r^*)/2 \text{ and } \hat{L}(r_*)^2 \geq 5CL(r_*)
\]

or (ii)

\[
L(r_*) > L(r^*)/2 \text{ and } \hat{L}(r_*)^2 = 5CL(r_*)
\]

In case (i), \( \hat{L}(r_*) \geq 0, \) since \( L \) has its minimum value on the interval \([r_*, r^*] \) at \( r_* \). From the second inequality we see that in fact \( \hat{L}(r_*) > 0. \) But this contradicts (2.23). So (i) is not possible. Next consider (ii). In this case, since \( r_* \) is the infimum of \( r_* \in (r_*, r^*) \) satisfying \( \hat{L}(r_*)^2 \geq 5CL(r_*), \) we have

\[
\frac{d}{dr} \left( \hat{L}(r)^2 - 5CL(r) \right) \geq 0 \text{ at } r = r_*.
\]

This can be rewritten

\[
2\hat{L}(r_*) \left( \hat{L}(r_*) - 5C/2 \right) \geq 0.
\]
But from (2.21) we have \( \bar{L}(r_{**}) \geq \bar{L}(r_{**})^2/L(r_{**}) - C \geq 4C \), so this shows that \( \bar{L}(r_{**}) \geq 0 \). As before, this implies that \( \bar{L}(r_{**}) > 0 \) and again contradicts (2.23). This establishes (2.25).

We are now in a position to prove that \( L(r) \leq MCh^{4/3} \) for some \( M \) and all \( r \leq \delta/3 \) and sufficiently small \( h \), which is equivalent to (2.18). The idea is that if \( L(r) \) is very big, then (2.26) shows that \( L(r) \) will be remain big in some interval around \( r \), which will lead to a contradiction with (2.24).

Equation (2.25) implies that, with a slightly bigger \( C \),

\[
\left| \frac{d}{ds} \sqrt{L(s)} \right| \leq \sqrt{C}.
\]

Therefore, for \( r \in [0, \delta/3] \), \( s \in [r, 2\delta/3] \), we have \( \sqrt{L(s)} \geq \sqrt{L(r)} - \sqrt{C}(s-r) \).

Now suppose that \( L(r) \geq MCh^{4/3} \) with \( M \geq 1 \). Then we would have

\[
\sqrt{L(s)} \geq \sqrt{MC(h^{2/3} - (s-r))} \geq \sqrt{MC\frac{h^{2/3}}{2}} \text{ for } s \in [r, r + h^{2/3}/2]
\]

provided \( h \) is small enough so that \( h^{2/3}/2 \leq \delta/3 \). Squaring and integrating between \( r \) and \( r + h^{2/3}/2 \), we find that

\[
\int_{r}^{r+h^{2/3}/2} L(s) \, ds \geq \int_{0}^{h^{2/3}/2} MC \frac{h^{4/3}}{4} \, dr = \frac{MCh^2}{8}
\]

which contradicts (2.24) for \( M > \max(1, 8/C) \). \( \square \)

Remark 2.8. The sharp-eyed reader may notice that we can slightly strengthen the result by replacing the RHS of (2.18) by

\[
Ch^{-2/3} \left( \|w\|_{L^2(\Omega)}^2 + h^{-1} \|w\|_{L^2(\Omega)}^{1/2} \|w\|_{L^2(\Omega)}^{3/2} \right)
\]

(2.27)

\[
+ \left( \|u\|_{L^2(\Omega)} + \|u\|_{L^2(\Omega)}^{3/4} \|w\|_{L^2(\Omega)}^{1/2} \|w\|_{L^2(\Omega)}^{1/2} \right)
\]

where \( w = (h^2 \Delta - 1)u \). The key improvement here is that the \( \nabla w \) term only appears with exponent 1/2. This improvement plays a role in the proof of the inclusion bound in Section 7.

3. Modified energy

In this section, we define a modified energy, using a spectral cutoff in the \( P(r) \) operator, where \( P(r) \) is as in (2.3) and (2.6). We then carry out the same computation as in Lemma 2.3 to show that this modified energy is also uniformly bounded in \( h \).

Recall that the semiclassical operator \( P(r) \), acting on functions defined on \( Y_r \), is approximately given by \( 1 - h^2 \Delta_r \), where \( \Delta_r \) is the Laplacian on \( Y_r \). We shall cut off spectrally in the region where \( P(r) \) is positive. We want a fairly sharp cutoff; it turns out that the correct scale is \( h^{2/3} \), i.e. the cutoff function we can transition from 0 to 1 in an interval of length \( h^{2/3} \) in the spectrum of \( P(r) \) and no faster, for the estimates below to be valid.

Let \( \chi : \mathbb{R} \to [0, 1] \) satisfy \( \chi(t) = 0 \) for \( t \leq 1 \) and \( \chi(t) = 1 \) for \( t \geq 2 \). Let \( f(t) \) be the \( h \)-dependent function of \( t \) given by

\[
f(t) = \chi(\frac{t}{h^{2/3}}).
\]
Definition 3.1. Let $f$ be given by \[ (3.1) \] and let $u$ be a function on $C_δ(∂Ω)$. Then the modified energy $\tilde{E}$ is defined to be

\begin{equation}
(3.2) \quad \tilde{E}(r) = \langle f(P)hν_r, hv_r \rangle + \langle f(P)Pv, v \rangle, \quad v = Uu
\end{equation}

where the inner products are on $L^2(Y_r)$ with fixed Riemannian measure $dg_θ$.

Remark 3.2. Notice that $f(P)$ and $f(P)P$ are positive operators. Hence $\tilde{E}(r)$, unlike $E(r)$, is a positive quantity for each $r$. Curiously, we make no use of this fact in the present paper.

To compute with the modified energy $\tilde{E}(r)$, we need to be able to take $r$-derivatives of $f(P) = f(P(r))$. The following lemma will be useful.

Lemma 3.3. The operator $(d/dr)^k f(P)$ is bounded in operator norm by $C_k h^{-2k/3}$ for $k = 0, 1, 2, 3$.

Proof. We select an almost analytic extension of $f$, denoted $F$. We do this as follows: using Hörmander’s method we extend the smooth, compactly supported function

$$
g(t) = \begin{cases} 
\chi(t), & t \leq h^{-2/3} \\
\chi(h^{-2/3} + 2 - t), & t \geq h^{-2/3}
\end{cases}
$$

to an almost analytic extension $G(z)$, satisfying

$$
|\partial_z^k G(z)| \leq C_k, \quad ∀ z \in \mathbb{C}, \quad ∀ N \in \mathbb{N}.
$$

Notice that these estimates are uniform in $h$. We then define

$$
F(z) = F_h(z) = G(z h^{-2/3}).
$$

Notice that $F(t) = f(t)$ for $t \leq 1$ real, and since $P(r) \leq 1$ as an operator, it follows that $F(P) = f(P)$.

Due to the scaling in the definition of $h$, we have

\begin{equation}
(3.3) \quad |\partial_z^k F(z)| \leq C_k, h^{-2(k+N+1)/3}|\text{Im } z|^N \quad ∀ z \in \mathbb{C}, \quad ∀ N \in \mathbb{N}.
\end{equation}

In addition, we can assume that $G$ is supported in the set $[0, h^{-2/3} + 2] \times [-1, 1]$. Consequently, $F$ is supported in $[-2h^{2/3}, 1 + 2h^{2/3}] \times [-h^{2/3}, h^{2/3}]$, which is a set of measure $O(h^{2/3})$.

We can express $f(P)$ in terms of $F$ using the standard Helffer-Sjöstrand formula [22, Theorem 8.1]

\begin{equation}
(3.4) \quad f(P) = \frac{1}{2\pi} \int_{\mathbb{C}} \overline{F(z)}(P - z)^{-1} dL(z).
\end{equation}

Here the integral is over the entire complex plane $\mathbb{C}$, $L(z)$ is Lebesgue measure on $\mathbb{C}$ and $\overline{\partial}_z$ is the usual d-bar operator, $\partial_x + i\partial_y$. Using this formula we can easily express the $r$-derivatives of $f(P)$. For example, using

$$(P - z)^{-1} = -(P - z)^{-1} \hat{P}(P - z)^{-1},$$

where \(\hat{P}\) denotes the adjoint of $P$ for $L^2(Y_r)$.
we have

\[ f(\hat{P}) = -\frac{1}{2\pi} \int_{\mathcal{C}} \overline{\mathcal{F}}(z)(P - z)^{-1}\hat{P}(P - z)^{-1} dL(z), \]

\[ f(\hat{P}) = \frac{2}{2\pi} \int_{\mathcal{C}} \overline{\mathcal{F}}(z)(P - z)^{-1}\hat{P}(P - z)^{-1} dL(z) \]

\[ -\frac{1}{2\pi} \int_{\mathcal{C}} \overline{\mathcal{F}}(z)(P - z)^{-1}\hat{P}(P - z)^{-1} dL(z). \]

Now let \( \mathcal{O}^k \) be the set of operators \( A \), parametrized by \( r \), on \( L^2(Y_r) \) that are expressible in the following way:

\[ \int_{\mathcal{C}} \partial^k \overline{\mathcal{F}}(z)Q_1(z) \ldots Q_l(z) dL(z) \]

where

- each \( Q_i(z) \) is either \((P - z)^{-1}\) or a multi-commutator involving \( P, \hat{P}, \bar{P}, \ldots \frac{d}{dr} P \),
- there are a total of \( j_2 \) factors of \((P - z)^{-1}\) and \( j_3 \) commutators in the product \( Q_1(z) \ldots Q_l(z) \), such that

\[ j_2 \geq 1 \text{ and } 2(j_1 + j_2 - 1) - 3j_3 \leq k; \]
- the total differential order of the product \( Q_1(z) \ldots Q_l(z) \) is nonpositive.

For example, the expression

\[ \int_{\mathcal{C}} \partial^2 \overline{\mathcal{F}}(z)(P - z)^{-1}[P, [\hat{P}, P]](P - z)^{-1}\hat{P}(P - z)^{-1} dL(z) \]

in an expression of this form with \( j_1 = 2 \), \( j_2 = 4 \) and \( j_3 = 2 \), and the total differential order is \(-2\), and hence this is in \( \mathcal{O}^k \) for all \( k \geq 4 \).

Then it is straightforward to see that \( (d/dr)^k f(\hat{P}) \) is in \( \mathcal{O}^k \) for \( k = 1, 2, 3 \) — for \( k = 1, 2 \) it is immediate from (3.5). (In fact, this is true for all \( k \), but we only need \( k \leq 3 \) in this proof.)

To complete the proof of the lemma, we show that if \( A \in \mathcal{O}^k \), then \( A \) is bounded by a multiple of \( h^{-k/3} \) uniformly in \( r \).

This is proved as follows: we reorder the \( Q_i \) factors in (3.6) so that all the resolvent factors are at the left. This leaves us with commutator terms, which we discuss later. Then, for the expression with all the resolvent factors at the left, we integrate by parts \( j_2 - 1 \) times, obtaining an expression of the form

\[ \int_{\mathcal{C}} \partial^{j_1 + j_2 - 1} \overline{\mathcal{F}}(z)(P - z)^{-1} dL(z) \circ Q \]

where \( Q \) is \( h^{j_3} \) times a semiclassical differential operator, say \( Q = h^{j_3} \hat{Q} \). Here we use the key fact in semiclassical analysis that each time we take a commutator between two semiclassical differential operators, we gain a power of \( h \) (since the order as a differential operator decreases by 1, leaving an \( h \) unpaired with a derivative). This is equal to a constant times

\[ h^{j_3} f^{(j_1 + j_2 - 1)}(P) \circ \hat{Q}. \]

Let \( 2d \) be the differential order of \( \hat{Q} \). Then, note that \( 2 - P(0) \geq 1 + O(h^2) \) using (2.5), hence \( 2 - P \geq 1 + O(h^2) + O(r) \), and so \( 2 - P \) is therefore invertible for \( r \).
and \( h \) small. So we can write this as
\[
h^{j_3} f^{(j_1 + j_2 - 1)}(P)(2 - P)^d \circ (2 - P)^{-d} \tilde{Q}.
\]
The operator \( h^{j_3} f^{(j_1 + j_2 - 1)}(P)(2 - P)^d \) has an operator norm bound
\[
(3.8) \quad h^{j_3} \| f^{(j_1 + j_2 - 1)}(P)(2 - P)^d \|_{L^2(\partial \Omega) \to L^2(\partial \Omega)} = h^{j_3} \sup_{t \in (-\infty, 1]} f^{(j_1 + j_2 - 1)}(t)(2 - t)^d = O(h^{j_3 - 2(j_1 + j_2 - 1)/3}).
\]

On the other hand, using the mapping properties of \( (2 - P) \) and \( Q \) on semiclassical Sobolev spaces, as discussed in the Introduction, we see that \( (2 - P)^{-d} \tilde{Q} \) is a bounded map from \( L^2 \) to \( L^2 \) with a bound uniform in \( h \) as \( h \to 0 \). Indeed, to show this, it is sufficient to show a uniform bound on the adjoint \( \tilde{Q}^*(2 - P)^{-d} \). From (1.16), we see that \( (2 - P)^{-d} \) maps \( L^2(\partial \Omega) \) to \( H^k_0(\partial \Omega) \) with a bound independent of \( h \), and \( \tilde{Q}^* \) maps \( H^k_0(\partial \Omega) \) to \( L^2(\partial \Omega) \) with a bound independent of \( h \). Combining this observation with (3.8) and (3.7) we see that the operator norm of this term is \( O(h^{-k/3}) \).

We are left with commutator terms. The key point to note is that commuting a multicommutator term \( Q_i \) past a resolvent term \( (P - z)^{-1} \) gives us the factor
\[
[(P - z)^{-1}, Q] = (P - z)^{-1}[P, Q](P - z)^{-1}.
\]
We see that the number of resolvent factors increases by 1, and the number of commutators increases by 1. This means that LHS of (3.7) decreases by 1. Moreover, the total differential order decreases by 1. That is, all the commutator terms are in \( \mathcal{O}^{-k-1} \).

By repeating this argument, we see that the commutator terms are bounded in operator norm by \( O(h^{-(k-1)/3}) \) up to a finite sum of double commutator terms lying in \( \mathcal{O}^{k-2} \). Thus it suffices to show that an element of \( \mathcal{O}^{k-2} \) has an operator norm bound \( Ch^{-k/3} \). Consider the integral that yields an element of \( \mathcal{O}^{k-2} \). It takes the form
\[
(3.9) \quad h^{j_3} \int_C \partial_z^{j_3} \overline{F(z)}Q_0(P - z)^{-1}Q_1(P - z)^{-1}Q_3 \ldots (P - z)^{-1}Q_{j_2} dL(z).
\]
Here the \( Q_i \) are semiclassical differential operators independent of \( z \), and there are \( j_2 \) factors of \( (P - z)^{-1} \) in all. Let \( d_i \) be the differential order of \( Q_i \). Since the total differential order is nonpositive, we have
\[
(3.10) \quad \sum_i d_i \leq 2j_2.
\]
We insert powers of \( (2 - P) \) into this product (recall that \( 2 - P \) is an invertible operator) as follows:
\[
(3.11) \quad Q_0(P - z)^{-1}Q_1(P - z)^{-1}Q_3 \ldots (P - z)^{-1}Q_l = \left( Q_0(2 - P)^{-a_0} \right) \left( (2 - P)(P - z)^{-1} \right) \left( (2 - P)^a_0 Q_1(2 - P)^{-a_1} \right) \left( (2 - P)(P - z)^{-1} \right) \circ \left( (2 - P)^{a_1} Q_3(2 - P)^{-a_2} \right) \ldots \left( (2 - P)(P - z)^{-1} \right) \left( (2 - P)^{a_{j_2 - 1}} Q_{j_2} \right)
\]
where the \( a_i \) are chosen so that each \( z \)-independent group \( Q_0(2 - P)^{-a_0}, (2 - P)^{a_0} Q_1(2 - P)^{-a_1}, \) etc, has nonpositive differential order; this can clearly be done by choosing the \( a_0, a_1, a_2, \ldots \) in turn so that each group has differential order
0, except for the last, which necessarily has nonpositive differential order. Thus, using the same reasoning as above (uniform boundedness on semiclassical Sobolev spaces), each \( z \)-independent group has an \( O(1) \) operator norm bound on \( L^2(Y_r) \), uniform in \( r \) and \( h \). On the other hand, using spectral theory, the operator norm of \( (P - z)^{-1}(2 - P) \) is, for \( z \in \text{supp} \ F \subset [-2, 2] + i[-1, 1] \), bounded by

\[
\sup_{t \in [-\infty, 1]} (t - z)^{-1}(2 - t) \leq C|\text{Im } z|^{-1}.
\]

Now we can bound the operator norm of \( \partial F \) by substituting \( \partial F = \partial F(z) \), using the operator norms bounds just deduced for each grouping, together with the bound on \( \partial F \),

\[
|\partial F(z)| \leq C|\text{Im } z|^{j_2}h^{-2(j_1 + j_2 + 1)/3},
\]

together with the \( O(h^{2/3}) \) estimate on the area of the support of \( F \). We get an operator bound of

\[
Ch^{3}h^{-2(j_1 + j_2 + 1)/3}h^{2/3} = Ch^{-2(j_1 + j_2 - 3j_3)/3} \leq Ch^{-k/3},
\]

since \( \partial F \) is in \( O^{k-2} \) and hence \( 2(j_1 + j_2 - 1) - 3j_3 \leq k - 2 \) according to \( (3.7) \). This completes the proof. \( \Box \)

We also will need the following result.

**Lemma 3.4.** The operator \( f(P)P \) is uniformly bounded as \( h \to 0 \).

**Proof.** This result seems surprising at first, since, according to Lemma 3.3 we only have a bound of \( \sim h^{-2/3} \) on the norm of \( f(P) \). The key observation is that \( f(P) \) is (at least heuristically) spectrally supported on the support of \( f' \), which is on the interval \([0, 2h^{2/3}]\), and that means that composing with \( P \) gains us an additional factor of \( h^{2/3} \).

To see this rigorously, we note that by commuting operators in the first line of \( (3.5) \), we obtain an expansion for \( f(P) \) of the form

\[
f(P) = \hat{P}f'(P) + [\hat{P}, P]f''(P) + \text{a term in } O^0.
\]

Then composing with \( P \) on the right, and inserting a smooth compactly supported function \( g(P) \) of \( P \) where \( g \) is independent of \( h \) and \( g = 1 \) on the support of \( f \), we can express

\[
(3.12) \quad f(P)P = \hat{P}g(P)f'(P)P + [\hat{P}, P]g(P)f''(P)P + \text{a term in } O^0.
\]

Notice that \( f'(P)P \) is a uniformly bounded family of operators, as the function \( f'(t) \) is uniformly bounded in \( h \). Similarly, \( f''(P)P \) is bounded in operator norm by \( Ch^{-2/3} \). Notice that in both of these statements, we gain \( h^{2/3} \) over a naive application of Lemma 3.3.

On the other hand, \( \hat{P}g(P) \) is a uniformly bounded operator, as we can write it as the composition of \( \hat{P}(2 - P)^{-1} \) and \( (2 - P)g(P) \). This first is bounded using the arguments above (as it has differential order 0) and the second is bounded by \( \sup_{t \in \mathbb{R}} |(2 - t)g(t)| < \infty \). Similarly, \( [\hat{P}, P]g(P) \) is \( O(h) \) as a bounded operator on \( L^2(\partial \Omega) \). Finally, the third term on the RHS of \( (3.12) \) is \( O(1) \) in operator norm by Lemma 3.3. Putting these statements together we see that \( f(P) \) is \( O(1) \) in operator norm. \( \Box \)

Now we prove the analogue of Lemma 2.3 for the modified energy \( \tilde{E} \).
Proposition 3.5. Suppose that $u \in C^2(\Omega)$ and that $u$ satisfies the Neumann boundary condition $d_n u = 0$ at $\partial \Omega$. Then there is a constant $C$ depending only on $\Omega$ such that for all $h \leq 1$, the modified energy $\hat{E}(0)$, namely $(f(P(0))P(0)v, v)$ at $\partial \Omega$, for $v = Uu$, is bounded by a constant times

\begin{equation}
(3.13) \quad \left( \|u\|_{L^2(\Omega)}^2 + h^{-2}(h^2 \Delta - 1)u\right) L^2(\Omega) + \|\nabla (h^2 \Delta - 1)u\|_{L^2(\Omega)}^2.
\end{equation}

Remark 3.6. Unlike in Lemma 2.8, we only obtain this estimate at $r = 0$. We could obtain a uniform estimate for $\hat{E}(r)$ if we had a uniform estimate on $\|h v_r\|_{L^2(Y)}$ for $r$ small.

Proof. As before, we scale $u$ so that the RHS of (3.13) equals one. We then need to show that $\hat{E}(0)$ is bounded by a constant depending only on $\Omega$. In the collar neighbourhood $C_\delta(\partial \Omega)$ we let $v = Uu$ as in Section 2. Thus, we have $-(h^2 \partial_r^2 + P(r))v = w' := Uv + h^2 b' Uu$, where $w = (h^2 \Delta - 1)u$.

We compute the $r$-derivative of $\hat{E}$, which we indicate by a dot:

\begin{equation}
(3.14) \quad \hat{E}(r) = 2(f(P)h^2 v_{rr}, v_r) + 2(f(P)Pv, v_r) + h^2 (f(P)v_{rr}, v_r) + (f(P)Pv, v) + (f(P)Pv, v).
\end{equation}

Recalling that $w' := h^2 v_{rr} + Pv$, the first two terms combine to give $(f(P)w', v_r)$. We next calculate

\begin{equation}
(3.15) \quad \frac{d}{dr}(f(P)v_r, v) - (f(P)v_r', v).
\end{equation}

We substitute this into (3.14) and use $h^2 v_{rr} + Pv = w'$ again to obtain

\begin{equation}
(3.16) \quad \hat{E}(r) = (f(P)w', v_r) + h^2 \left( \frac{d}{dr}(f(P)v_r, v) - (f(P)v_r', v) \right) - (f(P)w', v) + 2(f(P)Pv, v) + (f(P)Pv, v).
\end{equation}

We further calculate

\begin{equation}
(3.17) \quad \langle f(P)v_r, v \rangle = \frac{1}{2} \frac{d}{dr}(f(P)v, v) - \frac{1}{2} (f(P)v, v).
\end{equation}

Substituting this into (3.16) we find that

\begin{equation}
(3.18) \quad \hat{E}(r) = (f(P)w', v_r) + h^2 \frac{d}{dr}\left( (f(P)v_r, v) + \frac{1}{2} (f(P)v, v) \right) - \frac{1}{2} h^2 (f(P)v, v) - (f(P)w', v) + 2(f(P)Pv, v) + (f(P)Pv, v).
\end{equation}

We now use Lemma 3.3 to show that $E(0)$ is uniformly bounded for $h \leq 1$. To see this we write as before, with $\eta$ as in (2.11),

\begin{equation}
(3.19) \quad \hat{E}(0) = \int_0^\delta \frac{d}{dr} \left( \eta(r) \hat{E}(r) \right) dr.
\end{equation}
Substituting our expression in for $\dot{E}$, we obtain

$$
\dot{E}(0) = \int_0^\delta \eta'(r) \left( \langle f(P) hv_r, hv_r \rangle + \langle f(P) Pv, v \rangle \right) dr 
+ \int_0^\delta \eta(r) h^2 \frac{d}{dr} \left( \langle f(P)v_r, v \rangle + \langle \tilde{f}(P)v, v \rangle \right) dr 
- \int_0^\delta \eta(r) \left( \langle f(P)w', v_r \rangle - \langle \tilde{f}(P)w', v \rangle \right) dr 
+ \frac{h^2}{2} \langle f(P)v, v \rangle + 2\langle f(P)Pv, v \rangle + \langle f(P)\dot{P}v, v \rangle \right) dr.
$$

(Integrating by parts in the second term, and using $\eta(0) = 1$, $\eta(\delta) = 0$, we obtain)

$$
\dot{E}(0) = \int_0^\delta \eta'(r) \left( \langle f(P) hv_r, hv_r \rangle + \langle f(P) Pv, v \rangle \right) dr 
- h^2 \int_0^\delta \eta'(r) \left( \langle f(P)v_r, v \rangle + \langle f(P)v, v \rangle \right) dr + \left. \langle \dot{f}(P)v, v \rangle \right|_{r=0} 
- \int_0^\delta \eta(r) \left( \langle f(P)w', v_r \rangle - \langle \tilde{f}(P)w', v \rangle \right) dr 
+ \frac{h^2}{2} \langle f(P)v, v \rangle + 2\langle f(P)Pv, v \rangle + \langle f(P)\dot{P}v, v \rangle \right) dr.
$$

Now consider each of the ten terms on the RHS of (3.21) in turn. For the terms that involve no derivatives of $f$ — that is, the first, second, sixth, and tenth terms, the argument is exactly the same as in the proof of Lemma 2.3 using the fact that $\|f(P)(r)\|_{L^2(\Omega) \rightarrow L^2(\Omega)} = 1$ for all $r \leq \delta$. Te remaining terms are bounded as follows:

- The third term, $-h^2 \eta'(r) \langle f(P)v_r, v \rangle$, is bounded by

$$
h \sup_r \|f(\tilde{P}(r))\|_{L^2(\partial\Omega) \rightarrow L^2(\partial\Omega)} \|v\|_{C^1(\partial\Omega)} \|h\nabla v\|_{C^1(\partial\Omega)} = O(h \times h^{-2/3} \times 1) = O(h^{1/3}),
$$

where we used Lemma 3.3 to bound the operator norm $f(P)$.

- The fourth term is bounded by

$$
h^2 \sup_r \|f(\tilde{P}(r))\|_{L^2(\partial\Omega) \rightarrow L^2(\partial\Omega)} \|v\|_{C^2(\partial\Omega)}^2 = O(h^2 \times h^{-4/3}) = O(h^{2/3}).
$$

- The fifth term is similarly bounded by

$$
h^2 \|f(\tilde{P}(0))\|_{L^2(\partial\Omega) \rightarrow L^2(\partial\Omega)} \|v\|_{L^2(\partial\Omega)}^2 = O(h^2 \times h^{-4/3} \times h^{-2/3}) = O(1),
$$

where we used Proposition 2.31 (Notice that the other boundary term, involving $\langle f(P)v_r, v \rangle$, does not appear, due to the Neumann boundary condition at $r = 0$.)

- The seventh term is estimated by

$$
\sup_r \|\dot{f}(P)(r))\|_{L^2(\partial\Omega) \rightarrow L^2(\partial\Omega)} \|w'\|_{C^1(\partial\Omega)} \|v\|_{C^1(\partial\Omega)} = O(h^{-2/3} \times h \times 1) = O(h^{1/3}).
$$

- The eighth term is estimated using Lemma 3.3 by

$$
h^2 \sup_r \|f(\tilde{P}(r))\|_{L^2(\partial\Omega) \rightarrow L^2(\partial\Omega)} \|v\|_{C^1(\partial\Omega)}^2 = O(h^2 \times h^{-2}) = O(1).
$$
The ninth term is estimated using Lemma 3.4 by
\[ \sup_r \|f(\tilde{P}(r))P(r)\|_{L^2(\partial\Omega) \to L^2(\partial\Omega)}^2 \|v\|_{C_{\delta}(\partial\Omega)}^2 = O(1). \]

\[ \square \]

Remark 3.7. As in Remark 2.8 we can replace the RHS of (3.13) by (2.27).

4. Upper bound

In this section, we prove an upper bound on \( G_h(1-h^2\Delta_{\partial\Omega})u \) for an approximate eigenfunction. In fact, following the formulation of Lemma 2.3 and Propositions 2.4 and 3.5, we express the result more generally. Using this, we obtain Theorem 1.6 via a TT* argument.

Proposition 4.1. Suppose that \( u \in C^2(\Omega) \) and that \( u \) satisfies the Neumann boundary condition \( d_n u = 0 \) at \( \partial\Omega \). Then there is a constant \( C \) depending only on \( \Omega \) such that for all \( h \leq 1 \), \( G_h(1-h^2\Delta_{\partial\Omega})u \) is bounded by a constant times

\[ \|u\|_{L^2(\Omega)} + h^{-1/2}\|(h^2\Delta - 1)u\|_{L^2(\Omega)} + \|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)} \]

or indeed, using Remarks 2.3 and 3.7, by a constant times

\[ (\|u\|_{L^2(\Omega)} + h^{-1/2}\|(h^2\Delta - 1)u\|_{L^2(\Omega)})^{1/2} + (\|u\|_{L^2(\Omega)} + h^{-1/2}\|(h^2\Delta - 1)u\|_{L^2(\Omega)})^{1/2} \]

\[ \leq \frac{1}{h^{1/3}} \|\chi(P(0)h^{-2/3})P(0)^{1/2}u\|_{L^2(\partial\Omega)} \leq (4.1). \]

Proof. This is an almost immediate consequence of Propositions 3.5 and Propositions 2.4. Referring to the definition (1.7) of \( G_h \), if we set \( \chi = \chi_2 \), and define \( f(t) = \chi(th^{-2/3}) \), then Proposition 3.5 shows that

\[ \|\chi_2(P(0)h^{-2/3})P(0)^{1/2}u\|_{L^2(\partial\Omega)} \leq (4.1). \]

On the other hand, using Proposition 2.4 and the uniform boundedness of \( \chi_2(P(h^{-2/3})) \), we find that

\[ h^{1/3}\|\chi_2(P(0)h^{-2/3})u\|_{L^2(\partial\Omega)} \leq (4.1). \]

Since \( P(0) = 1-h^2\Delta \), after adjusting for the \( h^2b' \) as explained in Section 3, this completes the proof. \[ \square \]

Proof of Theorem 1.6. Let \( \Pi_h \) denote the orthogonal projection onto the span of those eigenfunctions with eigenvalue \( E_j \) satisfying \( |\sqrt{E_j} - h^{-1}| \leq 1 \). We define a map \( T_1 : L^2(\Omega) \to L^2(\partial\Omega) \) by

\[ T_1(u) = G_h(1-h^2\Delta_{\partial\Omega})(\Pi_h u)_{\partial\Omega}, \]

or writing in terms of the basis of eigenfunctions,

\[ T_1\left( \sum_j c_j u_j \right) = \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} c_j G_h(1-h^2\Delta_{\partial\Omega}) u_j^{\partial\Omega}, \]

that is,

\[ (4.3) \quad T_1 = \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} G_h(1-h^2\Delta_{\partial\Omega}) u_j^{\partial\Omega} \langle u_j, \cdot \rangle. \]
Then, due to the orthogonality of the \( u_j \), we have
\[
T_1 T_1^* = \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} G_h(1 - h^2 \Delta_{\partial \Omega}) u_j^{\partial \Omega} \left\langle G_h(1 - h^2 \Delta_{\partial \Omega}) u_j^{\partial \Omega}, \cdot \right\rangle
\]
so it is enough to show that
\[
(4.4) \quad \| T_1 \|_{L^2(\Omega) \to L^2(\partial \Omega)} \leq C.
\]
In view of Proposition 4.1, it suffices to show that if \( u \) is in the span of eigenfunctions satisfying \( |\sqrt{E_j} - h^{-1}| \leq 1 \), into \( L^2(\partial \Omega) \), and \( \| u \|_{L^2(\Omega)} = 1 \), then we have
\[
(4.5) \quad \| u \|_{L^2(\Omega)} + h^{-1} \| (h^2 \Delta - 1) u \|_{L^2(\Omega)} + \| \nabla (h^2 \Delta - 1) u \|_{L^2(\Omega)} \leq C.
\]
Let \( w = (h^2 \Delta - 1) u \). Then
\[
|w| = \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} c_j (h^2 E_j - 1) u
\]
\[
= \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} c_j h^2 (E_j^{1/2} + h^{-1})(E_j^{1/2} - h^{-1}) u_j.
\]
So since \( |\sqrt{E_j} - h^{-1}| \leq 1 \),
\[
\| (h^2 \Delta - 1) u \|_{L^2(\Omega)} \leq C h.
\]
To check the gradient assumption, we write
\[
\nabla w = \sum_{|\sqrt{E_j} - h^{-1}| \leq 1} h^2 (E_j^{1/2} + h^{-1})(E_j^{1/2} - h^{-1}) \nabla u_j
\]
so
\[
|\nabla w|^2_{L^2(\Omega)} = h^4 \sum_{|\sqrt{E_j} - h^{-1}| \leq 1, \sqrt{E_k} - h^{-1}| \leq 1} (E_j^{1/2} + h^{-1})(E_j^{1/2} - h^{-1})(E_k^{1/2} + h^{-1})(E_k^{1/2} - h^{-1}) \int \nabla u_j \nabla u_k.
\]
However since each of the \( u_j \) are Neumann eigenfunctions
\[
\int \nabla u_j \nabla u_k = - \int u_j \Delta u_k = E_k \delta_{jk}
\]
so
\[
|\nabla w|^2_{L^2(\Omega)} \leq C h^4 E^2 \leq C
\]
as required. This verifies (4.5), and completes the proof of (ii) of Theorem 1.3. □

5. Exterior mass estimate

In the proof of Proposition 3.5, we never used the fact that \( f(P) \) was a positive operator. So we can apply exactly the same argument and show that the energy
\[
\left\langle f(-P) h v, h v \right\rangle + \left\langle f(-P) P v, v \right\rangle
\]
is uniformly bounded at \( r = 0 \), uniformly for \( h < 1 \) (Here the inner product is in \( L^2(\partial \Omega) \)).

\[\text{Of course, at } r = 0, \text{ the first term vanishes due to the Neumann boundary condition.}\]
In fact we can prove more, due to the fact that the region where \( P \leq 0 \) is ‘classically forbidden’ (see the discussion in the Introduction). Let us define \( f_M(t) \) by
\[
f_M(t) = \chi \left( -\frac{t}{M^2 h^{2/3}} \right).
\]
Thus, \( f_M \) is supported in \( t \leq 0 \), and it is uniformly bounded, while its derivatives \( f^{(k)} \) are bounded uniformly by \( Ch^{-2k/3}M^{-2k} \). We think of \( M \) as a large parameter. Thus, as \( M \to \infty \), the spectral support of \( f_M(-P) \) is further and further away from the classically allowed region. We call an estimate of (approximate) eigenfunctions exterior to the classically allowed region an ‘exterior mass estimate’.

We next note that, due to the estimates on derivatives of \( f \), we can modify Lemma 3.3 to the following:

**Lemma 5.1.** The operator \((d/dr)^k f_M(P)(r)\) is bounded in operator norm by \( C_k h^{-2k/3}M^{-2k} \), for \( k = 0, 1, 2, h \leq 1 \).

We omit the proof, which is straightforward to obtain from that of Lemma 3.3 by tracing the dependence of estimates on \( M \).

We now show that \( \langle f_M(P)Pv, v \rangle_{L^2(\partial\Omega)} \) tends to zero as \( M \to \infty \).

**Proposition 5.2.** Suppose that \( u \in C^2(\overline{\Omega}) \) and satisfies the Neumann boundary condition \( d_n u = 0 \) at \( \partial \Omega \). Let \( v = Pu \), as in Section 2. Then the quantity \( \langle f_M(P) v, v \rangle_{L^2(\partial\Omega)} \) is bounded by
\[
(5.1) \quad Ch^{-2/3}M^{-3} \left( \|u\|_{L^2(\Omega)}^2 + h^{-3}\|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)}^2 + \|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)}^2 \right)
\]
for \( M \geq 1 \), and \( \langle f_M(P)Pv, v \rangle \) is bounded by
\[
(5.2) \quad C'M^{-1} \left( \|u\|_{L^2(\Omega)}^2 + h^{-2}\|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)}^2 + \|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)}^2 \right)
\]
for \( M \geq 1 \), uniformly for \( h < h_0(M) \).

**Proof.** To prove this, we adapt the proof of Proposition 2.4. First, scale \( u \) so that
\[
(5.3) \quad \|u\|_{L^2(\Omega)}^2 + h^{-2}\|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)}^2 + \|\nabla(h^2\Delta - 1)u\|_{L^2(\Omega)}^2 = 1.
\]
Thus, we need to show that \( \langle f_M(P)v, v \rangle \leq Ch^{-2/3}M^{-3} \), and \( \langle f_M(P)Pv, v \rangle \leq C'M^{-1} \). Let
\[
L(r) = h^2 \langle f_M(P)v, v \rangle.
\]
Then, with dots indicating differentiation with respect to \( r \),
\[
\dot{L}(r) = h^2 \langle f_M' \rangle (P)v, v) + 2h^2 \langle f_M(P)v, v \rangle
\]
and
\[
\ddot{L}(r) = h^2 \langle \ddot{f}_M \rangle (P)v, v) + 4h \langle f_M(P)v, hv_r \rangle + 2 \langle f_M(P)hv, hv \rangle + 2 \langle f_M(P)v, h^2 v_{rr} \rangle.
\]
We write
\[
L(r) = L(0) + r\dot{L}(0) + \int_0^r ds \int_0^s dt \ddot{L}(t).
\]
The key observation is that the term \( \langle f(P)v, h^2 v_{rr} \rangle \) in (5.4) is strongly positive, since \( h^2 v_{rr} = -Pv + w' \), and \( -P \geq M^2 h^{2/3} \) on the support of \( f_M \). We will show
that, unless \(L(0)\) is very small, this term drives exponential growth of \(L\) which will contradict (5.3), by integrating \(L\) on the interval \([0, h^{2/3}]\).

Using the Neumann boundary condition, Lemma 5.1 and Proposition 2.4, we estimate \(L'(0)\) from below:

\[
\dot{L}(0) \geq -\frac{Ch^{2/3}}{M^2}.
\]

Similarly, for the terms on the RHS of (5.4), we have that, unless \(h\) is very small, this term drives exponential growth of \(L\). Putting these together, and choosing \(h\) small enough so that \(h^{1/6} < M^{-1}\), we obtain

\[
\dot{L}(0) \geq -\frac{C}{M^4} + 2h^2 \frac{d}{dr} \langle f_M(P) v, v \rangle + 2M^2 h^{-4/3} L(r).
\]

Using this in (5.5), we get an inequality

\[
L(r) \geq L(0) - r \frac{Ch^{2/3}}{M^2} + \int_0^r ds \int_0^s dt \left( - \frac{C}{M^4} + 2h^2 \frac{d}{dr} \langle f_M(P) v, v \rangle + 2M^2 h^{-4/3} L(t) \right).
\]

For \(r \in [0, h^{2/3}]\), using Lemma 5.1 and Proposition 2.4 again, the first two terms in the big bracket can be absorbed by the \(Crh^{2/3}M^{-2}\) term. We get

\[
L(r) \geq L(0) - r \frac{Ch^{2/3}}{M^2} + \int_0^r ds \int_0^s 2M^2 h^{-4/3} L(t) dt.
\]

It is straightforward to check that a comparison principle holds: \(L(r) \geq Z(r)\), where \(Z(r)\) satisfies the corresponding equality

\[
Z'(r) = M^2 h^{-4/3} Z(r), \quad Z(0) = L(0).
\]

This we can solve exactly: differentiating twice gives us

\[
\dot{Z}(r) = M^2 h^{-4/3} Z(r), \quad Z(0) = L(0), \quad \ddot{Z}(0) = -\frac{Ch^{2/3}}{M^2}.
\]

The solution is

\[
Z(r) = L(0) \cosh(Mh^{-2/3}r) - \frac{Ch^{4/3}}{M^3} \sinh(Mh^{-2/3}r).
\]

We can estimate

\[
L(r) \geq Z(r) \geq \left( L(0) - \frac{Ch^{4/3}}{M^3} \right) e^{Mh^{-2/3}r}.
\]

Now suppose, for a contradiction, that \(L(0)\) was bigger than \(2Ch^{4/3}M^{-3}\). Then this inequality would tell us that

\[
L(r) \geq \frac{Ch^{4/3}}{M^3} e^{Mh^{-2/3}r}, \quad r \in [0, h^{2/3}].
\]
Integrating this on $[0, h^{2/3}]$ gives

$$\int_0^{h^{2/3}} L(r) \, dr \geq \frac{Ch^{4/3}}{M^3} \left( \frac{e^M - 1}{Mh^{-2/3}} \right) = h^2 \frac{C(e^M - 1)}{M^4},$$

which is bigger than $h^2$ for large $M$, and gives us our contradiction. We conclude that

$$L(0) \leq \frac{2Ch^{4/3}}{M^3},$$

proving (5.1).

We finally show that $\langle f_M(P)Pu, u \rangle$ is small when $M$ is large. We estimate

$$\langle f_M(P)Pu, u \rangle = \sum_{j=0}^{\infty} \langle (f_{M2^j}(P) - f_{M2^j+1}(P))Pu, u \rangle$$

$$\leq \sum_{j=0}^{\infty} (2M^22^{2j}h^{2/3}) \langle f_{M2^j}P u, u \rangle$$

$$\leq \sum_{j=0}^{\infty} (2M^22^{2j}h^{2/3}) \frac{2Ch^{-2/3}}{M^{4/2j}}$$

$$= 8CM^{-1} \sum_{j=0}^{\infty} 2^{-j} = 16CM^{-1},$$

proving (5.2).

**Remark 5.3.** Although not relevant to the present paper, we remark that the decay of (5.2) is, in fact, much faster than $M^{-1}$. Using a slightly more elaborate setup, in which we use a cutoff $f_M(t)$ that transitions between 1 and 0 as $t$ changes from $-M$ to $-(M + 1)$, and an induction on $M \in \mathbb{N}$, then we can show exponential decay of (5.2). Actually, we conjecture that the decay in $M$ is even better than this, perhaps as rapid as the decay of the Airy function, i.e. $\sim e^{-M^{3/2}}$.

This estimate is closely related to the exterior mass estimate in [18]. There, it is shown that (at least for interior hypersurfaces) if one cuts off at distance $\sim h^\delta$ from the classically allowed region, $0 < \delta < 2/3$, then the error term is $O(h^\infty)$. The method of the present paper applies to the interior hypersurface case too, and provides an endpoint result for this exterior mass estimate, in which we cut off at distance $Mh^{2/3}$ and show decay as $M \to \infty$.

6. **Lower bound**

To prove the lower bound in Theorem 1.3 we return to the assumption that $\Omega$ is a Euclidean domain with smooth boundary.

**Proposition 6.1.** Let $\Omega$ be a Euclidean domain with smooth boundary. Assume that $u \in C^4(\overline{\Omega})$ satisfies the Neumann boundary condition and is normalized in $L^2(\Omega)$. Let $w = (h^2\Delta - 1)u$. Then there exists $\delta > 0$ and $c > 0$ depending only on $\Omega$ such that, provided

$$h^{-1} \|w\| + \|\nabla w\| \leq \delta,$$

there is a uniform lower bound

$$\|G_h(1 - h^2\Delta_{\partial \Omega})u_{\partial \Omega}\|_{L^2(\partial \Omega)} \geq c,$$

where $G_h(z)$ is the heat kernel. This, combined with Proposition 5.1, gives us the lower bound (5.1).
where $G_\delta$ is as in (1.7). In particular, the lower bound holds for Neumann eigenfunctions with eigenvalue $h^{-2}$.

**Remark 6.2.** In order to get the lower bound (6.2), one must take $\delta$ sufficiently small. For example, consider two consecutive Neumann eigenfunctions of the disc with given angular dependence $e^{in\theta}$. These will take the form $u_1 = e^{in\theta} J_n(\lambda'_{n,l})$ and $u_2 = e^{in\theta} J_n(\lambda_{n,l+1}')$, where $\lambda_{n,l}'$ is the $l$th positive zero of $J_n'$. A suitable linear combination of these two eigenfunctions, say $u_1 + au_2$, will vanish at the boundary, since each is a multiple of $e^{in\theta}$ there. However, with $h = 1/\lambda_{n,l}'$, we find that

$$(h^2\Delta - 1)(u_1 + au_2) = a\left(\lambda'_{n,l+1}^2 - 1\right)u_2 = O(h) \text{ in } L^2$$

for fixed $n$ and $l$ large, since $\lambda_{n,l} \to \infty$ and $\lambda_{n,l+1} - \lambda_{n,l} \to \pi$ as $l \to \infty$. Similarly, we have $\|\nabla (u_1 + au_2)\| \leq C$. Thus for sufficiently large $\delta$, we can find a sequence of $u_h$, with $h \to 0$, satisfying (6.1) uniformly in $h$ and with $G_\delta(P)u_{\partial\Omega}$ vanishing identically.

**Proof.** We use a Rellich identity, which arises from the commutator of the Euclidean Laplacian with the vector field $X = x \cdot \partial_x$ generating dilations. Since $[\Delta, X] = 2\Delta$, we find that

$$2 = \|u\|^2_{L^2(\Omega)} = \int_\Omega u[h^2\Delta - 1, X]u - 2\int_\Omega uw$$

$$= \int_\Omega u(h^2\Delta - 1)(Xu) - u(Xw) - 2\int_\Omega uw$$

$$= \int_\Omega \left(u(h^2\Delta - 1)(Xu) - (h^2\Delta - 1)u(Xu)\right) + \int_\Omega \left(w(Xu) - u(Xw) - 2uw\right)$$

$$= h^2\int_{\partial\Omega} \left(u_r(Xu) - u\partial_r(Xu)\right) + \int_\Omega \left(w(Xu) - u(Xw) - 2uw\right).$$

The first term in the last line is zero, due to the boundary condition. Also, under the assumption (6.1), the integral over $\Omega$ in the last line is $O(\delta)$, following the same reasoning as in Section 2 and hence can be absorbed in the left hand side for sufficiently small $\delta$. This yields, for $h$ sufficiently small,

$$\frac{3}{2} \leq -h^2\int_{\partial\Omega} u\partial_r(Xu).$$

Consider the differential operator $\partial_r \circ X$. This is equal to $X \circ \partial_r$ up to first order vector fields, say $V_{\text{tan}} + V_{\text{norm}}$ where $V_{\text{tan}}$ is tangent to $\partial\Omega$ and $V_{\text{norm}}$ is normal. We can discard $V_{\text{norm}}$ due to the boundary condition. Also, $X(u_r) = (x \cdot n)u_{rr}$, where $n$ is the incoming unit normal vector, since a tangential vector applied to $u_r$ vanishes at the boundary. Thus, we get

$$\frac{3}{2} \leq h^2\int_{\partial\Omega} \left(-(x \cdot n)u_{rr} + uV_{\text{tan}}u\right).$$

With $P = P(r)$ as in Proposition 3.5, we notice that we can substitute $-h^2u_{rr} = Pu + h^2bu + w$ at the boundary. The $h^2bu + w$ term can be absorbed in the left hand side since $\|u\|_{L^2(\partial\Omega)} = O(h^{-1/3})$ and $\|w\|_{L^2(\partial\Omega)} = O(h^{1/2})$ using the same
reasoning as in Section 2. On the other hand,

\[ h^2 \int_{\partial \Omega} u V_{\text{tan}} u = \frac{h^2}{2} \int_{\partial \Omega} V_{\text{tan}} (u^2) = -\frac{h^2}{2} \int_{\partial \Omega} u^2 (\text{div} \ V_{\text{tan}}) = O(h^{4/3}), \]

so this term can also be absorbed into the LHS for small \( h \). We obtain

(6.4) \[ 1 \leq \int_{\partial \Omega} (x \cdot n) u Pu. \]

By manipulating the RHS of (6.4), we will obtain our lower bound. The idea is quite simple: on the classically allowed region, where \( u \) is concentrated, \( P \) is nonnegative. If we pretend for a moment that \( P \) is nonnegative, and moreover that \( P \) commutes with \( x \cdot n \), then we could write the RHS as an inner product \( \langle P^{1/2} u, (x \cdot n) P^{1/2} u \rangle \) which could in turn be estimated by \( C \| P^{1/2} u \|_{L^2(\partial \Omega)} \), where \( C \) is an upper bound for \( x \cdot n \). This would essentially give the result as \( G_h(1 - h^2 \Delta_{\partial \Omega}) \) is just a regularization of \( P^{1/2} \).

We now give the details. We insert cutoffs \( \text{Id} = \chi_{\text{in}}^2(P) + \chi_{\text{tan}}^2(P) + \chi_{\text{out}}^2(P) \), acting in \( L^2(\partial \Omega) \), where \( \chi_{\text{in}}(t) \) is supported where \( t \geq h^{2/3} \), \( \chi_{\text{tan}}(t) \) is supported where \( t \in [-M^2 h^{2/3}, h^{2/3}] \), \( \chi_{\text{out}}(t) \) is supported where \( t \leq -M^2 h^{2/3} \). For example, we can choose \( \chi_{\text{in}}(P) \) can be of the form \( \chi_{\text{in}}(P) h^{-2/3} \) in the definition of \( G \) in (1.7); this means that \( G_h(P) = \chi_{\text{in}}(P) P^{1/2} + h^{1/3} \chi_{\text{tan}}(P h^{-2/3}) \). Notice that \( \chi_{\text{tan}}(h^{-2/3}) = \sqrt{\chi_{\text{tan}}^2 + \chi_{\text{out}}^2} \), and in particular is greater than or equal to \( \chi_{\text{tan}} \). We will actually find a lower bound on the quantity

(5.5) \[ \| (\chi_{\text{in}}(P) P^{1/2} + h^{1/3} \chi_{\text{tan}}(P)) u \|, \]

which is a stronger result than claimed in the Proposition.

To proceed, we need the following lemma.

**Lemma 6.3.** The commutators \([x \cdot n, \chi_{\text{in}}(P) P^{1/2}]\) and \([x \cdot n, \chi_{\text{out}}(P)(-P)^{1/2}]\) have operator norm bounded by \( Ch^{2/3} \) for small \( h \). The commutator \([x \cdot n, \chi_{\text{tan}}(P) P]\) has operator norm bounded by \( Ch \) for small \( h \).

So as not to interrupt the flow of the argument, we postpone the proof of this Lemma until the end of the section.

We then use this commutator estimate to obtain

(6.6) \[ 1 \leq \langle (x \cdot n) Pu, u \rangle \]

\[ = \langle (x \cdot n) (\chi_{\text{in}}^2(P) + \chi_{\text{tan}}^2(P) + \chi_{\text{out}}^2(P)) Pu, u \rangle \]

\[ = \langle (x \cdot n) \chi_{\text{in}}(P) P^{1/2} u, \chi_{\text{in}}(P) P^{1/2} u \rangle + \langle (x \cdot n) \chi_{\text{tan}}(P) Pu, \chi_{\text{tan}}(P) u \rangle \]

\[ - \langle (x \cdot n) \chi_{\text{out}}(P)(-P)^{1/2} u, \chi_{\text{out}}(P)(-P)^{1/2} u \rangle \]

\[ + \langle \chi_{\text{tan}}(P)(-P)^{1/2} \chi_{\text{out}}(P)(-P)^{1/2} u, u \rangle + \langle (x \cdot n), \chi_{\text{tan}}^2(P) P u, u \rangle \]

\[ + \langle (x \cdot n), \chi_{\text{out}}(P)(-P)^{1/2} \chi_{\text{out}}(P)(-P)^{1/2} u, u \rangle. \]
Writing $C$ for a bound on the function $|(x \cdot n)|$, we estimate the three commutator terms in the expression above. The first can be estimated, using Lemma 6.3 by

$$
\|[(x \cdot n), \chi_{in}(P)^{1/2}]\| \|\chi_{in}(P)^{1/2}u\| \|u\|
\leq C h^{2/3} \times \sqrt{\langle \chi_{in}(P)^{3/2} \rangle} \times \|u\|
\leq C h^{2/3} \times h^0 \times h^{-1/3}
= O(h^{1/3}).
$$

(6.7)

Here we used Cauchy-Schwarz, Proposition 2.4 and Proposition 3.3 to estimate the square root factor. The other commutator terms are estimated similarly. So we can estimate the RHS of (6.6) by

$$
C \|\chi_{in}(P)^{1/2}u\|^2 + C \|\chi_{tan}(P)Pu\| \|\chi_{tan}(P)u\| + C \|\chi_{out}(P)(-P)^{1/2}u\|^2
\leq C \left( \|\chi_{in}(P)^{1/2}u\|^2 + M^2 h^{2/3} \|\chi_{tan}(P)u\|^2 \right) + O(M^{-1}) + O(h^{1/3})
$$

(6.8)

where we used the fact that $|t| \leq M^2 h^{2/3}$ on the support of $\chi_{tan}$, and Proposition 5.2 for the $\chi_{out}$ term.

Choosing a sufficiently large value of $M$, and sufficiently small $h$ depending on $M$, we absorb the last two error terms in the LHS, and we get a positive lower bound on

$$
\|\chi_{in}(P)^{1/2}u\|^2 + M^2 h^{2/3} \|\chi_{tan}(P)u\|^2.
$$

Finally, since $P$ is a positive operator on the support of $\chi_{in}\chi_{tan}$, spectral theory shows that this is less than or equal to (6.5), so we also get a uniform positive lower bound on (6.3), which as we already mentioned, is a slightly stronger result than claimed in the statement of the Proposition.

**Proof of Lemma 6.3** Let $B$ denote the operation of multiplication by $x \cdot n$. We prove the lemma just in the case of the first commutator, $[B, \chi_{in}(P)^{1/2}]$. As the method of proof is very similar to the proofs of Lemmas 3.3 and 3.4, we only sketch the argument. To prove the estimate, we choose a smooth, compactly supported function $j(t)$ equal to $\chi_{in}(t)(1-t)^{1/2}$ for $t \leq 1$, and let $J(z)$ be an almost analytic extension of $j(t)$. Then we can expand the commutator $[B, j(P)]$ as

$$
\int_{\mathcal{C}} \overline{J}(z)(P - z)^{-1}[B, P](P - z)^{-1}dL(z)
= \int_{\mathcal{C}} \overline{J}(z)\left((P - z)^{-2}[B, P] + (P - z)^{-2}[[B, P], P](P - z)^{-1}\right)
= \int_{\mathcal{C}} \overline{J}(z)\left((P - z)^{-2}[B, P] + (P - z)^{-3}[[B, P], P]
+ (P - z)^{-3}[[[B, P], P], P](P - z)^{-1}\right)dL(z)
$$

and so on. Similar to the proof of Lemma 3.3 we define $\partial^k_j$ be the set of operators $A$ on $L^2(Y\gamma)$ that are expressible in the following way:

$$
\int_{\mathcal{C}} \partial^j_1 \overline{J}(z)Q_1(z) \ldots Q_t(z) dL(z)
$$

(6.9)

where
each \( Q_i \) is either \((P - z)^{-1}\) or a multi-commutator involving \( B, P \), with \( j_2 \) factors of \((P - z)^{-1}\) and \( j_3 \) commutators, such that
\[
j_2 \geq 1 \quad \text{and} \quad 2(j_1 + j_2) - 3j_3 \leq k;
\]
the total differential order of the product \( Q_1 \ldots Q_t \) is nonpositive.

Thus, we can generate an expansion for \([B, \chi_{in}(P)]^{P^{1/2}}\) of the form
\[
j'(P)[B, P] + j''(P)[[B, P], P] + \cdots + j^{(l)}(P)[[B, P], [P], \ldots, P]\]
modulo \( O_{J}^{1-\ell} \).

As in the proof of Lemma 3.3 we check that the \( l \)th term in this expansion has operator norm \( O(h^{(1+\ell)/3}) \), while any element of \( O_{J}^{l} \) has operator norm \( O(h^{-2/3} - k/3) \).

That is, the successive terms in the expansion of \([B, \chi_{in}(P)]^{P^{1/2}}\), as well as the remainder term, improve by \( h^{1/3} \). By taking a suitable \( l \) (i.e., \( l = 5 \) suffices) we see that \([B, \chi_{in}(P)]^{P^{1/2}}\) has operator norm \( O(h^{2/3}) \).

\[\square\]

Remark 6.4. From the microlocal point of view, it is natural to expect that the lower bound holds on a compact Riemannian manifold, provided that the boundary ‘geometrically controls’ the manifold in the sense of [3], that is, that there is a time \( T \) such that every billiard trajectory of length \( T \) meets the boundary non-tangentially.

Indeed, one expects to be able to localize further to any open set in the boundary that geometrically controls the manifold. However, such a result certainly requires the full use of microlocal machinery, which we have elected to avoid in the present work. We hope to return to this question in a future article.

7. Inclusion bound

Proof of (1.13). We will employ much the same method as used to obtain the inclusion bound in [7]. Clearly (1.13) holds when \( E \) is in the spectrum. For some \( E \) not in the spectrum consider let \( Z(E) \) be the solution operator for the Helmholtz problem
\[
\begin{cases}
(\Delta - E)u = 0 \\
d_n u = G_h(1 - h^2 \Delta_{\partial\Omega})f, \quad h = E^{-1/2}.
\end{cases}
\]
That is \( Z(E) : f \rightarrow u \). To calculate the \( L^2(\partial\Omega) \rightarrow L^2(\Omega) \) norm of \( Z \) we seek to maximise the quantity
\[
\frac{||Z(E)[f]||_{L^2(\Omega)}}{||f||_{L^2(\partial\Omega)}} = \frac{||u||_{L^2(\Omega)}}{||F_h(1 - h^2 \Delta_{\partial\Omega})d_n u||_{L^2(\partial\Omega)}}
\]
but this is the same as maximising \( \tilde{t}_h[u]^{-1} \). Therefore
\[
(\min_u \tilde{t}_h[u])^{-1} = ||Z(E)||_{L^2(\partial\Omega)\rightarrow L^2(\Omega)} = ||Z(E)^*||_{L^2(\Omega)\rightarrow L^2(\partial\Omega)}.
\]

We will develop expressions for \( Z(E) \) and \( Z(E)^* \) in terms of the Neumann eigenfunctions and use these expressions to find lower and upper bounds for \( (\min_u \tilde{t}_h[u])^{-1} \). Letting \( u = Z(E)[f] \), we decompose \( u \) as a sum of the Neumann eigenfunctions
\[
u = \sum c_j u_j\]

To calculate the coefficients \( c_j \) we use Green’s identities along with the Helmholtz equation. We have
\[
c_j = \langle u, u_j \rangle = \frac{1}{E - E_j} \int_{\Omega} (\Delta u) u_j - u(\Delta u_j)
\]
the eigenfunction corresponding to the closest $E_j$, so that we can write

$$Z(E)^* u_j = \frac{1}{E - E_j} G_h(1 - h^2 \Delta_{\partial \Omega}^1) u_j \begin{pmatrix} \vartheta \Omega \end{pmatrix}.$$ 

Therefore the lower bound of Section 6 tells us that

$$\|Z(E)^* u_j\|_{L^2(\partial \Omega)} \geq \frac{c}{E - E_j} = \frac{c}{d(E, \text{spec}_N)}.$$

Therefore

$$\left( \min_u \frac{1}{\tilde{t}_h[u]} \right) \geq \frac{c}{d(E, \text{spec}_N)}$$

which is the lower bound in (7.1).

To obtain the upper bound, we obtain upper bounds on the operator norm of $Z(E)^*$. To obtain these upper bounds, we notice that $Z^*(E)$ can be written in the form

$$Z^*(E) = h^2 T(h^2 \Delta^N - 1)^{-1},$$

where $T u = G_h(1 - h^2 \Delta_{\partial \Omega}^1) u^{\vartheta \Omega}$, that is, $G_h(1 - h^2 \Delta_{\partial \Omega}^1)$ applied to the restriction of $u$ to the boundary. We remind the reader that $\Delta^N$ is the Neumann Laplacian. To estimate the norm of $Z(E)$, we use a dyadic decomposition of $L^2(\Omega)$. Let $\Pi_0$ denote the spectral projection onto eigenspaces with $E_j \leq 4E$, and for $j \geq 1$, we let $\Pi_j$ denote the spectral projection onto eigenspaces with $E_j \in (4^j E, 4^{j+1} E]$. Thus $\sum_{j \geq 0} \Pi_j = \text{Id}$. So we write

$$Z^*(E) = h^2 T(h^2 \Delta^N - 1)^{-1} \left( \sum_{j=0}^{\infty} \Pi_j \right),$$

and we denote these pieces by $Z_j^*$ (now dropping the $E$ dependence in notation).

We also observe that $\Pi_j$ commutes with $(h^2 \Delta^N - 1)^{-1}$, so that we can write

$$Z_j^* = h^2 T(h^2 \Delta^N - 1)^{-1} \Pi_j = h^2 T \Pi_j (h^2 \Delta^N - 1)^{-1} = h^2 T \Pi_j (h^2 \Delta^N - 1)^{-1} \Pi_j.$$

Before we begin, we observe that we always have an inequality

$$d(E, \text{spec}_N) \leq C(\Omega) \sqrt{E}.$$ 

To see this, choose a smooth function $\phi$, compactly supported in $\Omega$, not identically zero, and choose a unit vector $\omega \in \mathbb{R}^n$. Then $u = \phi(x) e^{i \sqrt{E} x} \omega$ is in the domain of $\Delta^N$ and satisfies $\| (\Delta - E) u \|_2 \leq C \sqrt{E} \| u \|_2$, which immediately proves (7.2).
We first consider $Z_0^*$. By Proposition \ref{prop:bounded} it suffices to check that

(7.3)
\[ h^2 \|(h^2 \Delta^N - 1)^{-1}w\|_{L^2(\Omega)} + h\|w\|_{L^2(\Omega)} + h^2\|\nabla w\|_{L^2(\Omega)} \leq Cd(E, \text{spec}^N)^{-1}\|w\|_{L^2(\Omega)}. \]

The first term is bounded by $d(E, \text{spec}^N)\|w\|_{L^2(\Omega)}$ by $L^2$ spectral theory. The second term is bounded by the RHS using (7.2), and for the third term, we argue as in Section 4 showing that $h\|\nabla w\|_2 \leq 2\|w\|_2$ for $u$ in the range of $\Pi_0$.

Now consider $Z_j^*$. Here, we need to use the sharp form of Proposition \ref{prop:bounded}, given by (4.2). This tells us that the norm of $Z_j^*w$ is bounded by $Ch^2$ times

\[
\|(h^2 \Delta^N - 1)^{-1}w\|_{L^2(\Omega)} + h^{-1/2}\|(h^2 \Delta^N - 1)^{-1}w\|_{L^2(\Omega)}^{1/4} + h\|\nabla w\|_{L^2(\Omega)}^{3/4} + h^{-1}\|\nabla w\|_{L^2(\Omega)}^{1/4},
\]

(7.4)

On the range of $\Pi_j$, we can estimate the norm of $(h^2 \Delta - 1)^{-1}w$ by $C4^{-j}\|w\|_{L^2(\Omega)}$ and the norm of $\nabla w$ by $Ch^{-1/2}\|w\|_{L^2(\Omega)}$. Using this, and (7.3), we find that the operator norm of $Z_j^*$ is bounded by

\[ Ch^2 \left( 4^{-j} + h^{-1/2}2^{-j/2} + 2^{-j}h^{-1/4}2^{-j}/4 + 2^{-3j/4}h^{-1/4}/4 \right) \leq Ch^{3/2}2^{-j/2}. \]

Summing over $j$, we find that the norm of $\sum_{j \geq 1} Z_j$ is bounded by $Ch^{3/2}$, which by (7.2) is bounded by $Cd(E, \text{spec}^N)^{-1}$. (In this estimate we have half a power of $h$ to spare. But the key point here is not the power of $h$, but the summability in $j$.)

Combining this with the estimate for $Z_0$ we find that the norm of $Z(E)^*$ is bounded by a constant times $d(E, \text{spec}^N)^{-1}$, which completes the proof. \hfill \Box

**Proof of (1.1).** Using similar algebraic manipulations as above, we find that

\[
\mathcal{u} - \Pi_J u = \sum_{j \neq J} (u, u_j) u_j = \sum_{j \neq J} \left( \frac{d_n u, \gamma J}{E - E_j} \right) u_j = \sum_{j \neq J} F_h(1 - h^2 \Delta_{\partial J})(d_n u, \gamma J) \frac{G_h(1 - h^2 \Delta_{\partial J}) u_j}{E - E_j} \]

\[ = (\text{Id} - \Pi_J) \circ Z(E) \left( F_h(1 - h^2 \Delta_{\partial J})(d_n u) \right). \]

Therefore,

(7.5)
\[
\frac{\|u - \Pi_J u\|_{L^2(\Omega)}}{\|u\|_{L^2(\Omega)}} \leq \left( \frac{\|\mathcal{u} - \Pi_J u\|_{L^2(\Omega)}}{\|u\|_{L^2(\Omega)}} \right) \frac{\|F_h(1 - h^2 \Delta_{\partial J})(d_n u)\|_{L^2(\partial J)}}{\|u\|_{L^2(\Omega)}} \]

\[ = \left\| Z^*(E)(\text{Id} - \Pi_J) \right\|_{L^2(\Omega) \rightarrow L^2(\partial J)} \frac{f}{E - E_s}. \]

So it remains to estimate the operator norm of $Z^*(E)(\text{Id} - \Pi_J)$. But this is done just as above. Because we have eliminated the term with $j = J$, we get the estimate above but with the distance from $E$ to the nearest point in the spectrum, $E_s$, replaced by the next nearest point, $E_s$. Thus we get

\[
\left\| Z^*(E)(\text{Id} - \Pi_J) \right\|_{L^2(\Omega) \rightarrow L^2(\partial J)} \leq \frac{C}{|E - E_s|}. \]
and together with (7.5) this completes the proof of (1.14). □

Remark 7.1. Note that if \( E \) is significantly closer (by a factor dependent on the constants in Proposition 4.1 but not on \( h \)) to one \( E_J \) than any other, the norm of \( Z^*(E) \) will be dominated by the norm of the \( J \)th term of the sum (7.1). Indeed, in this case we have, with \( E = h^{-2} \),

\[
d(E, \text{spec} N) \ll C(\Omega) \sqrt{E}.
\]

Also if \( P_J^\perp \) is the projection onto the orthogonal complement of the \( J \)th eigenspace (i.e. projection onto the other eigenspaces)

\[
h^2 \| (h^2 \Delta^N - 1)^{-1} P_J^\perp \|_{L^2(\Omega)\to L^2(\Omega)} \ll d(E, \text{spec} N)^{-1}.
\]

Combining with (7.3) this then gives

\[
\| Z^*(E) P_J^\perp \|_{L^2(\Omega)\to L^2(\partial\Omega)} \ll d(E, \text{spec} N)^{-1}
\]

which, along with the lower bound implies that the \( J \)th term dominates the norm of \( Z^*(E) \). Consequently, near \( E_J \), the minimum modified tension \( \tilde{t}[^u_{\text{min}}] \) is approximately

\[
c_J |E - E_J|,
\]

where the magnitude of the slope is \( c_J = \| G_h(1-h^2\Delta_{\partial\Omega}) u_{\partial\Omega} \|^{-1} \). This local ‘absolute value’ functional form is apparent in Figure 2, along with the similarity of the slope magnitudes \( c_J \) ensured by Theorem 1.3.

8. Numerical application of inclusion bounds

Given a trial function \( u \) and energy \( E = h^{-2} \) such that the Helmholtz equation 

\[
(\Delta - E)u = 0 \text{ holds in the domain } \Omega,
\]

the upper bound in Theorem 1.8 gives a bound on the distance of \( E \) to the true Neumann spectrum of the domain. One may interpret \( E \) as an approximation to a Neumann eigenvalue \( E_j^N \), and the bound \( C\tilde{t}[u_{\text{min}}] \) as an upper bound on the numerical error in this approximation. Note that such a trial pair \( (u, E) \) can be produced by a variety of ‘global approximation’ methods including the method of particular solutions (MPS) [26, 24, 11, 2, 10] and potential theoretic (boundary integral equation) representations [19, 23, 57, 37, 1]. We now present and test a high-accuracy MPS algorithm based on the modified tension (1.12), which uses boundary data alone to handle the interior norm.

8.1. High-accuracy implementation of the method of particular solutions.

We consider the smooth planar domain shown in Fig. 1(b), whose boundary is given in polar coordinates by \( r(\theta) = 1 + 0.3 \cos[3(\theta + 0.2 \sin \theta)] \). We parametrize using \( \theta \), i.e. the boundary curve in \( \mathbb{R}^2 \) is \( x(t) = (r(t) \cos t, r(t) \sin t) \) for \( t \in [0, 2\pi) \). The ‘method of fundamental solutions’ (MFS) [15, 2, 6] provides a convenient and accurate representation for \( E \)-Helmholtz solutions with smooth boundary data in a domain with smooth boundary. Namely, we approximate

\[
(8.1) \quad u(x) \approx \sum_{n=1}^N \alpha_n \phi_n(x), \quad x \in \Omega,
\]

where the fundamental solution (point source) basis functions are

\[
(8.2) \quad \phi_n(x) = Y_0(\sqrt{E}|x - y_n|), \quad n = 1, \ldots, N
\]

where \( Y_0 \) is the irregular Bessel function of order zero (we choose real fundamental solutions for numerical speed). The points \( \{y_n\}_{n=1}^N \) must lie outside of \( \Omega \), and
their location is reasonably important if high accuracy is desired [6].

We assign these points via a negative imaginary shift by \( \tau \) of the boundary parametrization (a simplification of a method in [6]): associating \( \mathbb{R}^2 \) with \( \mathbb{C} \) and analytically continuing \( x(t) \) off the real \( t \) axis, then \( y_n = x(2\pi n/N - i\tau), \ n = 1, \ldots, N. \)

At a given energy \( E \) we seek the minimum modified tension (1.12) over trial functions of the form (8.1), namely

\[
\tilde{t}_h, \min := \min_{u \in \text{span} \{ \phi_j \}} \tilde{t}_h[u] := \min_{u \in \text{span} \{ \phi_j \}} \frac{\| F_h (1 - h^2 \Delta_{\partial\Omega}) d_n u \|_{L^2(\partial\Omega)}}{\| u \|_{L^2(\Omega)}}.
\]

For this we will adapt the GSVD method of Betcke [10, Sec. 6] to include both the spectral weight and the correct interior norm.

We first need a quadrature rule on \( \partial\Omega \): we choose the \( M \)-node periodic trapezoid rule

\[
\int_{\partial\Omega} f \, ds \approx \sum_{m=1}^{M} w_m f(x_m)
\]

with boundary nodes \( x_m = x(2\pi m/M) \) and weights \( w_m = 2\pi |x'(2\pi m/M)|/M \), which is exponentially convergent for \( f \) periodic and analytic [21]; in practice for oscillatory integrands around 6 points per wavelength are needed for full machine accuracy. Then, given a vector \( \alpha := \{ \alpha_n \}_{n=1}^N \) of basis coefficients in (8.1), \( \| F_h (1 - \)}
\[
h^2 \Delta_{\beta(\Omega)} d_n u ||_{L^2(\Omega)} \approx \| F A_{\text{nor}} \alpha ||_2 \text{ where } A_{\text{nor}} \text{ is a } M \times N \text{ matrix with elements } \\
(A_{\text{nor}})_{mn} = \sqrt{w_m d_n \phi_n(x_m)},
\]
while \( F \) is an \( M \times M \) matrix that approximates the action of the operator \( \mathcal{F}_h \) on a boundary function sampled at the nodes.

We fill \( F \) as follows. Since the smoothness of cutoffs in (1.7) is not necessary for the upper bound, we use a simpler choice of inverse spectral weight function, \( \mathcal{F}_h(\sigma) = 1/\max[\sigma^{1/2}, h^{1/3}] \). At high boundary frequencies \( |\xi'| > 1 \), \( \mathcal{F}_h(1 - \xi'^2) \) acts as \( h^{-1/3} \text{Id} \), and we use projection onto a Fourier basis to approximate the lower frequencies. Let \( P_{mn} = e^{2\pi i \eta_m/L} \) for \( m = 1, \ldots, M, |n| \leq n_{\max} = M/4 \), be the matrix whose columns are the Fourier basis on the boundary, where \( L = |\partial \Omega| \), and \( s_m \) is a spectral approximation to the arclength function at the nodes, which can be computed simply using the discrete Fourier transform of the “speed” vector \( \{ |x'/(2\pi m/M)| \}_{m=1}^M \). The \( n \)th Fourier mode has scaled frequency \( \xi_n = 2\pi nh/L \). Then we evaluate \( F \) via filtering of the Fourier series coefficients,
\[
F = h^{-1/3} I_M + P \cdot \text{diag} \{ F_h(1 - (\xi_n')^2) - h^{-1/3} \}_{|n| \geq n_{\max}} \cdot P^* \cdot \text{diag} \{ w_m/L \}_{m=1}^M,
\]
where \( I_M \) is the \( M \times M \) identity matrix. The result is spectrally accurate.

In the literature, the denominator in (8.3) is often crudely approximated via interior points \([11][10][1] \). We propose that it is much more accurately evaluated on the boundary using the identity \([4\text{ Lemma 3.1}] \) which applies to any \( \alpha \)-Helmholtz function \( u \),
\[
(8.5) \quad ||u||^2_{L^2(\Omega)} = \frac{1}{2E} \int_{\partial \Omega} \int (x \cdot n)(E|u|^2 + |d_n u|^2 - |d_t u|^2) + 2 \Re(x \cdot \nabla u) d_n u \, d s,
\]
where \( d_t \) denotes tangential derivative. Since it is a bilinear form, \( ||u||^2_{L^2(\Omega)} = \alpha^* H \alpha \) for some matrix \( H \). Applying the quadrature (8.4) to (8.5) gives
\[
H \approx \frac{1}{2E} (EA^* X_{\text{nor}} A + A^*_{\text{nor}} X_{\text{nor}} A_{\text{nor}} - A^*_{\text{tan}} X_{\text{nor}} A_{\text{tan}} + A^*_{\text{di}} A_{\text{nor}} + A^*_{\text{nor}} A_{\text{di}}),
\]
where the elements of the basis matrices are
\[
A_{mn} = \sqrt{w_m d_n \phi_n(x_m)}, \quad (A_{\text{nor}})_{mn} = \sqrt{w_m d_t \phi_n(x_m)}, \quad (A_{\text{di}})_{mn} = \sqrt{w_m x_m \phi_n(x_m)}
\]
and the diagonal matrix \( X_{\text{nor}} = \text{diag} \{ x_m \cdot n_m \}_{m=1}^M \), where \( n_m \) is the normal at the \( m \)th node, encodes the boundary function \( x \cdot n \). In order to apply the GSVD method, a ‘square-root matrix’ \( B \) such that \( H = B^* B \) is needed, so that \( ||u||_{L^2(\Omega)} \approx ||B \alpha||_2 \). We build such a \( B \) as follows. \( H \) is formally positive definite, but round-off error in its construction means that this does not hold numerically. Thus we diagonalize \( H = \Lambda V \Lambda^* \), where \( \Lambda = \text{diag} \{ \lambda_j \}_{j=1}^N \), then remove the columns of \( V \) and \( \Lambda \) for which \( \lambda_j < \epsilon_H \lambda_1 \), where \( \lambda_1 \) is the largest eigenvalue, and \( \epsilon_H = 10^{-12} \) is a cut-off not too close to machine error. Finally we set \( B = \sqrt{\Lambda} V^* \).

With the above matrices filled, and writing \( A = F A_{\text{nor}} \), we have for any \( u \) given by a coefficient vector \( \alpha \) the tension approximation
\[
(8.6) \quad \hat{t}_h[u] \approx \frac{||A \alpha||_2}{||B \alpha||_2}.
\]
Minimization of this ratio over \( \alpha \) is performed by taking the \textit{generalized singular value decomposition} (GSVD) \([20\text{ Sec. 8.7}] \). However, since both \( A \) and \( B \) are usually rank-deficient, the following regularization is needed (a simplification of
that in [10 Sec. 6]). At each $E$, one first takes the SVD of $[A; B]$ (this notation indicating $A$ stacked on top of $B$), which factorizes $[A; B] = Q\Sigma W^*$, where as usual $Q$ and $W$ are unitary and $\Sigma = \text{diag}\{\sigma_j\}_{j=1}^N$. One keeps only the first $r$ columns of $Q$, $\Sigma$, and $W$, where the numerical rank is $r_s := \#\{j : \sigma_j \geq \epsilon \sigma_1\}$; we choose the cut-off $\epsilon = 10^{-14}$ close to machine precision. $Q$ is now an orthonormal basis for the numerical column space of $[A; B]$. Splitting $Q = [Q_A; Q_B]$, we then take the GSVD of the pair $(Q_A, Q_B)$, which decomposes $U^* Q_A X = C$ and $V^* Q_B X = S$, where $U$, $V$ are unitary, $C = \text{diag}\{c_j\}_{j=1}^N$, and $S = \text{diag}\{s_j\}_{j=1}^N$, with $c_j^2 + s_j^2 = 1$, while the coefficient matrix $X$ is $r_s$-by-$r_s$ and nonsingular. The generalized singular values are $|c_j/s_j|$; let the index $j$ for which this is a minimum be $j_{\min}$. Then, at this $E$, the minimum tension $t_{h}[u_{\min}]$ is approximated by

$$
(8.7) \quad t_{h,\min}(E) := \min_{\alpha \in \mathbb{C}^N, \alpha \neq 0} \hat{t}_h[u] \approx \min_{\alpha \in \mathbb{C}^N, \alpha \neq 0} \frac{\|A\alpha\|}{\|B\alpha\|} = \frac{|c_{j_{\min}}|}{|s_{j_{\min}}|}.
$$

The $j_{\min}$th column of $X$ contains the vector $\beta_s$ which minimizes $\|Q_A \beta\|/\|Q_B \beta\|$. Transforming back to the original basis gives the minimizing vector $\alpha_s = W^{-1} \beta_s$.

Fig. 2 shows resulting graphs of the function $t_{h,\min}(E)$ whose near-zeros must now be found in order to locate approximate Neumann eigenvalues. The graph takes the form of a (slightly rounded) absolute-value function in the neighbourhood of each minimum. Thus we minimize using a combination of evaluation on a coarse grid and iteratively fitting a parabolic approximation to the square of $t_{h,\min}(E)$ at three ordinates, until convergence in $E$ is achieved, as described in [8 App. B]. Typically, 10–15 evaluations of (8.7) are needed to locate each isolated minimum in $E$ to 14-digit accuracy. At each minimum, the coefficient vector $\alpha_s$ is inserted into (8.1) to evaluate a trial function $u$.

**Remark 8.1.** We observe that, numerically, the $E$ at which the tension is minimized and the resulting trial function $u$ depend very little on the choice of tension function used, so it is possible to use, say, the classical tension (8.8) for minimization, and switch to the modified tension (1.12) solely for computing the final inclusion bound. However, since it produces more uniform slopes of the tension graphs, and requires very little extra effort to compute, we used the modified tension throughout.

8.2. **Eigenvalue inclusion results.** We now turn to numerical results, summarized in Table 1. All computations were performed on a laptop with a quad-core i7-3720QM 2.6 GHz processor and 16 GB RAM, running ubuntu linux, mostly in MATLAB (version R2012a). Numerical parameters $M$, $N$, and $\tau$ giving sufficient accuracy were found by trial and error (with convergence in $M$ verified for fixed $N$ and $\tau$), although it would not be hard to make these choices adaptive. The table has two rows, corresponding to a medium and a high frequency. The iterative minimization was started from 5 values equally spaced in frequency intervals $\sqrt{E_j} \in [40.50, 40.55]$ and $\sqrt{E_j} \in [405, 405.005]$ respectively; each interval is of width roughly the mean eigenfrequency spacing, and contains a single eigenvalue.

For each trial parameter $E$ and trial function $u$ found, we compare the classical Neumann inclusion bound to our proposed inclusion bound. For the former, the
Table 1. Parameters, timing and error bounds for two Neumann eigenvalues $E_j$ computed as in Section 8.1. The first row relates to the mode shown in Fig. 1(b), the second to the mode in Fig. 3. $M$, $N$ and $\tau$ are numerical parameters. “evals” is the number of evaluations of (8.7) used to iteratively find the minimum, taking the total CPU time shown. $\varepsilon_{\text{clas}}$ is the classical error bound (8.9) for the distance from $E$ to the Neumann spectrum $\text{spec}_N$, whereas $\varepsilon_{\text{new}}$ is the new proposed bound (8.10), using the constant $C = C_{\text{est}} = 1.6$ in Theorem 1.8. Thus the last two columns show relative error bounds in eigenvalue.

| frequency $\sqrt{E_j}$ | $M$ | $N$ | $\tau$ | evals | time (s) | $\varepsilon_{\text{clas}}/E$ | $\varepsilon_{\text{new}}/E$ |
|------------------------|-----|-----|--------|-------|---------|------------------|------------------|
| 40.5128219950085       | 700 | 350 | 0.025  | 13    | 74 s    | $7.4 \times 10^{-12}$ | $3.2 \times 10^{-13}$ |
| 405.003269518228        | 500 | 2500| 0.004  | 11    | 625 s   | $1.0 \times 10^{-9}$  | $1.0 \times 10^{-14}$ |

Best seem to be those of Ennenbach [24, Thm. 7], which do not place restrictions on $u$. This requires computing the ‘classical’ Neumann tension

$$\tilde{t}[u] = \frac{\|d_n u\|_{L^2(\partial\Omega)}}{\|u\|_{L^2(\Omega)}},$$

which can be done as in Sec. 8.1 except setting $F = I_M$. Since $u$ is Helmholtz, in the limit of vanishing $\|d_n u\|_{L^2(\partial\Omega)}$, Ennenbach’s result simplifies to

$$d(E, \text{spec}_N) \leq C_{\text{Ennenbach}} \tilde{t}[u] := \varepsilon_{\text{clas}}[u, E].$$

Bounds for $C_{\text{Ennenbach}}$ are given in [24] in terms of the 2nd eigenvalue of a certain biharmonic Stekloff problem, and geometric properties of $\Omega$. Since our domain is star-shaped, the Stekloff eigenvalue is bounded by geometric constants as in [24, Sec. 3], giving, after a somewhat involved calculation, $C_{\text{Ennenbach}} = 7.4$. From Theorem 1.8 our proposed new upper bound is

$$d(E, \text{spec}_N) \leq C\tilde{t}_h[u] := \varepsilon_{\text{new}}[u, E].$$

Remark 8.2. Unlike in the Dirichlet case [7], the analysis in the present paper does not provide any explicit values for the constant $C$ in Theorem 1.8. However, the measured slope magnitudes in the graphs of Fig. 2 lie in the very narrow range [0.646, 0.676], strongly suggesting that $C_{\text{est}} = 1.6 \ (\text{being an upper bound on the reciprocal})$ is a valid choice for the constant. Thus we use this constant for our quoted bounds.

In the final two columns of Table 1 we compare the relative eigenvalue errors implied by the two inclusion bounds, i.e. $\varepsilon_{\text{clas}}/E$ and $\varepsilon_{\text{new}}/E$. In the first row of Table 1 (matching the mode of Fig. 1(b)), $E_j$ is around $1.6 \times 10^3$, corresponding to eigenvalue number around 405 (estimated via the 2-term Weyl asymptotic). The new bound improves over the classical bound by over 3 digits, improving the relative error in $E_j$ from around 11 to close to 15 digits. The high frequency case (second row, matching the mode of Fig. 3) has $E_j$ around $10^2$ times higher, and the new bound improves over the classical one by 5 digits, improving the relative error in $E_j$ from 9 digits to 14 digits. All digits for $\sqrt{E_j}$ given in the table are believed to be correct.
Remark 8.3. We observe that the error function \( d_n u \) evaluated on the boundary nodes is dominated by uncorrelated ‘noise’, indicating that rounding error is the limiting factor rather than limitations of the MFS basis representation. Thus the frequency content of \( d_n u \) falls mostly outside of the classically allowed region, so the numerator of the tension (1.12) is essentially \( h^{-1/3} \| d_n u \|_{L^2(\partial \Omega)} \). Note that by introducing a domain-dependent constant into the second term of (1.7), one might be able to improve the constant in the bounds.

Fig. 3 shows the corresponding eigenmode in the high frequency case. This is evaluated from the coefficient vector \( \alpha_\ast \) by summing the basis representation (8.1)–(8.2) on a grid of 819555 points lying inside \( \Omega \) in only 12.5 seconds using the Helmholtz fast multipole (FMM) implementation of Gimbutas–Greengard [29].

Finally, we remind the reader that there are several global approximation methods that, since they produce Helmholtz trial functions \( u \), can benefit from the inclusion bounds of Theorem 1.8. This includes the MPS, boundary integral equations, and recent work that involves a hybrid of the two for mixed boundary conditions [1]. Much faster global approximation methods exist for the Dirichlet case, by exploiting Fredholm determinants [60], or (for star-shaped domains) Neumann-to-Dirichlet operators [58, 1, 8]. These methods have yet to be adapted to the Neumann case. It would be interesting to try to extend the present analysis to domains with corners, mixed or Robin boundary conditions, and to domain decomposition methods such as [9].

Code implementing the algorithms of this section, and producing all figures in this paper, are available in the `examples/neumann_inclusion` directory of the MPSpack toolbox for MATLAB, which can be downloaded at the following URL: [https://github.com/ahbarnett/mpspack](https://github.com/ahbarnett/mpspack)
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