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ABSTRACT
Causality represents the foremost relation between events in financial documents such as financial news articles, financial reports. Each financial causality contains a cause span and an effect span. Previous works proposed sequence labeling approaches to solve this task. But sequence labeling models find it difficult to extract multiple causalities and overlapping causalities from the text segments. In this paper, we explore a generative approach for causality extraction using the encoder-decoder framework and pointer networks. We use a causality dataset from the financial domain, FinCausal, for our experiments and our proposed framework achieves very competitive performance on this dataset.

CCS CONCEPTS
- Deep learning → Generative models
- Natural language processing → Information extraction
- Event extraction → causality extraction
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1 INTRODUCTION
Causality extraction from financial text is an important task for the analysis of financial documents such as financial news articles, financial reports. Previously, sequence labeling models [1, 5, 6] were proposed to solve this task and they assign ‘BIO’ tags for cause and effect span to each token in the text. Although these models perform quite well in this task, they are not modeled to handle the challenges of multiple and overlapping causalities present in the financial text. In this paper, we explore a generative approach using an encoder-decoder framework for causality extraction. We incorporate pointer networks into our decoding framework for structured prediction of the cause and effect spans in the text. The encoder-decoder approach extracts the causalities in a sequence thus the challenges of variable-length causality extraction and overlapping causalities extraction are solved. The pointer network-based decoding identifies the cause and effect spans using the start and end positional index in the text. So the cause and effect spans of different lengths are modeled uniformly in this approach. We use FinCausal [7], a dataset containing text segments from financial news articles, for our experiments. Our proposed model achieves very competitive performance in this dataset. We release our code and data for future research at https://github.com/nayakt/CEPN.

2 THE CEPN FRAMEWORK
We present CEPN, a Causality Extraction framework using Pointer Network-based encoder-decoder model. To formally define this task, given a text segment $S = \{w_1, w_2, \ldots, w_n\}$ with $n$ tokens, the goal is to extract a set of causalities $T = \{y_1, y_2, \ldots, y_{m-1}\}$ where $y_t = (c^t, e^t, c^t_{\text{b}}, e^t_{\text{b}}, c^t_{\text{e}}, e^t_{\text{e}})$ is the $t^{th}$ causality, $m - 1$ is the number of causalities. $c^t_{\text{b}}$ and $e^t_{\text{b}}$ represent the positions of the start and end tokens of the cause and effect span of the $t^{th}$ causality in the text segment $S$, respectively. In Fig 1, we give an overview of our proposed model which is inspired from the models proposed in similar structure prediction tasks such as joint entity-relation extraction [9] and aspect-sentiment triplet extraction [8].

We use a pre-trained BERT model [3] to encode the source text. We concatenate the part-of-speech tag embeddings of the tokens with the BERT vectors to obtain the encoder hidden states $h^e \in \mathbb{R}^{d_h}$. We add a special token ‘[unused0]’ at the front of the text and use its positional index ‘0’ to stop the decoding process. We use BERT_Base_Cased of dimension 768 and BERT_Large_Cased of dimension 1,024 model for encoding, and we refer them as CEPN_Base and CEPN_Large. We set the dimension of the part-of-speech tag embeddings at 32, and initialize them randomly. The hidden dimension $d_0$ of encoder for CEPN_Base and CEPN_Large model is $768 + 32 = 800$ and $1,024 + 32 = 1,056$, respectively.

We consider the causalities as a sequence $T = \{y_1, y_2, \ldots, y_{m-1}\}$. We use two special tuples to model this task as a sequence generation problem. We start the sequence generation process with a special tuple $y_0$, and we mark the end of this generation process with another special tuple, $y_m = (0, -1, -1, -1)$. Here, only $c^t_{\text{e}} = 0$
We use the FinCausal 2020 and FinCausal 2021 datasets in Table 1. We see that our CF and EF versions of the model perform almost equally on both of these datasets. Compare to GBe_Large model, our CEPN_Large_EF model achieves 1.4% higher token-level F1 score and 3.3% higher exact match-based F1 score on the FinCausal 2020 dataset. On the FinCausal 2021 dataset, compare to GBe_Large model, our CEPN_Large_CF model achieves 0.9% higher token-level F1 score and 1.4% higher exact match-based F1 score in this dataset. We also perform a statistical significance test (two-tailed and paired) between CEPN_Large_CF model and GBe_Large model on the FinCausal 2020 and 2021 datasets and find that our model is statistically significant with $p < 0.001$ (achieves a 1.1% higher mean token-level F1 score on both datasets).

| Model               | FinCausal 2020 | FinCausal 2021 |
|---------------------|----------------|----------------|
| UPB_Base [4]        | 0.689          | -              |
| DOMINO_Base [2]     | 0.796          | -              |
| PAMNet_Large* [10]  | 0.767          | 0.485          |
| GBe_Large* [1]      | 0.860          | 0.710          |
| NTUNLPL_Base [5]    | 0.869          | 0.703          |
| CEPN_Base_CF        | 0.866          | 0.733          |
| CEPN_Base_EF        | 0.857          | 0.722          |
| CEPN_Large_CF       | 0.870          | 0.739          |
| CEPN_Large_EF       | 0.874          | 0.743          |

Table 1: Performance comparison of CEPN model on the FinCausal datasets against the previous SOTA models. * marked baseline scores are reproduced by us. The remaining baseline scores are taken from their papers. 'Base' and 'Large' refer to the use of BERT_Base and BERT_Large models for source encoding. We report the average of the 5-folds in a cross-validation setting.

4 CONCLUSION

In this paper, we explore a generative approach for causality extraction in financial text using the encoder-decoder framework and pointer networks. Our model is designed to handle different challenges in this task such as extracting unknown variable-length causalities, identifying text with no causality, and extracting overlapping causalities from the text in an end-to-end architecture. Experimental results on the FinCausal datasets show the effectiveness of our proposed framework on financial causality extraction.
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