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Abstract

The Heterogeneous Information Network (HIN) formalism is very flexible and enables complex recommendations models. We evaluate the effect of different parts of a HIN on the accuracy and the diversity of recommendations, then investigate if these effects are only due to the semantic content encoded in the network. We use recently-proposed diversity measures which are based on the network structure and better suited to the HIN formalism. Finally, we randomly shuffle the edges of some parts of the HIN, to empty the network from its semantic content, while leaving its structure relatively unaffected. We show that the semantic content encoded in the network data has a limited importance for the performance of a recommender system and that structure is crucial.

1 Introduction

A Recommender System (RS) helps users in selecting items from large sets when their size makes individual consideration impractical or even impossible \cite{17}. To propose relevant recommendations to users, a RS may process previous choices made by users, item/user meta-data, and contextual information. Initially, the performances of RS were measured with the so-called utility or accuracy metrics \cite{6}.
which evaluate, for example, the error committed when predicting the rating a user would give to a specific item. Later, other properties of recommendations beyond accuracy were suggested, because users also wish for surprising recommendations and thus should be proposed diverse items [12]. Moreover, diversifying recommendations is also desirable to guarantee that people are not shut in a small subset of homogeneous recommendations, a phenomenon known as a filter bubble [15].

RS models are often separated between content-based filtering and collaborative filtering approaches. Many recent RS tend to use hybrid methods that mix both approaches [1]. Among these, methods relying on the Heterogeneous Information Network (HIN) framework are gaining popularity [24]. HINs are graph-based representations with different types of node: some represent users, others represent items, and a new type of node (or layer) is added for each kind of information in the system [2]. Then nodes of different types are connected with links representing a specific type of relation, such as a user selected an item, or an item belongs to a given genre, etc. A simple example consists in readers linked to books they read, which are in turn linked to genres (categories).

In this work, we want to evaluate how different parts of a HIN impact the diversity and the accuracy of the recommendations a RS based on this HIN may produce. Using a RS derived from Pathsim [24], which relies on random walks on HINs, we may gradually include different parts of the HIN into the RS in a controlled way. These different parts encode different meta-data on users and items: some nodes may represent the demographic group of users (say, their gender), others may represent a category of items (e.g., drama or comedy for movies), etc. Most current diversity measures may not benefit from the full structural information of networks, since they are defined only with the output of the recommendation process (the lists of recommended items and their features) [9,22]. Thus, our evaluation of diversity relies on a framework especially suited to HINs [16].

Another important goal of our work is to measure whether the performance of a HIN-based RS is mostly due to the nature of the semantic information encoded, or to a structural shortcut effect. A HIN representation may contain connections between items or users who may not share a lot of common features. For instance, two users might have different tastes while living in the same city and a HIN representation would connect them through their zip code. A HIN-based RS would use these “shortcuts” to recommend items otherwise unreachable, affecting diversity. We address this problem of balance between structural and semantic information by using a configuration model [14] of our HIN. Randomly shuffling edges in a given part of the HIN (while keeping the degree distribution unaffected), we separate the effects of those semantic and structural information.
To summarize, the research questions addressed are:

Q1: How to test the effect of different parts of a HIN on the accuracy and the diversity of recommendations?, and

Q2: Are the effects of different parts of a HIN on accuracy and diversity due to the semantic content encoded in them?

This article is structured as follows. In Section 2, we discuss the related work. In Section 3, we provide the definitions of concepts used in this paper, in particular the formal definition of a HIN and suited diversity measures. We also expose the design of our HIN-based RS model. In Section 4, we detail a series of experiments which correspond to one of our contributions:

1. we provide the first application of network diversity measures to recommendations computed on HINs (Sec. 4.1).

2. we use a simple, well-known procedure to compute recommendations on HINs [24], and test it on the datasets to answer question Q1. We show that depending on the information included, such a method can yield accurate and diverse recommendations (Sec. 4.2).

3. finally, we use edge shuffling of some parts of a HIN to show that it is not always possible to explain the performance of recommendations by the semantic information encoded in HINs, thus answering question Q2 (Sec. 4.3). To the best of our knowledge, this is the first work to investigate how the global structure of a HIN affects accuracy and diversity of recommendations.

2 Related Work

HIN-based RSs are rapidly developing into a subdomain of information filtering and recommendation [2, 19]. HINs enable mixing past choices of users with semantic information about items and users in a unified graph-based representation. In a HIN, if a set of users are linked to books they have chosen, and these books linked to genres, for example, a HIN-based RS may exploit the collective choices made by users (the set of links representing choice), and the genres of books chosen by users. Recommendations based on content (recommending books of previously chosen genre), but also on collective choice (recommending books chosen by users that have similar taste) are then possible. The HIN formalism has
been shown to perform well and to improve interpretability \[18, 21\]. Moreover, HINs can deal with cross-domain recommendation, often useful in cold-start situations \[25\], and can exploit social relations between users \[27\]. They also allow predictions based on implicit feedback \[28\].

RS evaluation usually focuses on *accuracy*: measuring the error on predicted ratings with metrics such as RMSE or MAE, or measuring the error committed on items selected by users using metrics such as precision, recall, or F1-score. However, almost two decades ago, it was acknowledged that properties beyond accuracy play an important role in user satisfaction \[6, 12\]. These properties aim at grasping how novel or surprising a recommendation is \[6\] or how diverse the proposed recommendation list is \[13\]. There is little consensus on the naming of these desirable properties, but they may be collectively referred to as *diversity* measures, indicating a degree of (dis-)similarity between recommended items. Some authors consider two items similar if they are chosen by the same users \[7, 31\], while others consider items similar if they are of the same type \[33\]. These notions are often called *novelty* or *intra-list similarity*. Some works focus on the improbability, or the *surprisal*, of a recommendation considering the users’ past choices, while others focus on *personalization*, i.e., the degree to which recommendations are different from one user to another \[32\]. Measuring diversity is also important for specific applications, such as detecting context changes \[10\] or measuring phenomena related to diversity loss, such as filter bubbles and echo chambers \[15\]. An extensive survey recently compiled diversity measures for RS \[9\].

In information filtering, searches in graphs sometimes call to some notion of diversity on node rankings (i.e., item rankings) \[11, 26\]. While many studies consider diversity with respect to some node labeling, few exploit the variety of paths formed by relations between nodes of different types \[9\]. Dubey et al. \[3\] use, as we do in this article, the notion of random walk along these paths, which are usually called *meta-paths* in HINs. Furthermore, some works use the notion of random walk in relation to diversity \[8, 13\], although not as a measure to evaluate resulting recommendations of RSs in HINs. While there are theoretical propositions of diversity measures adapted to HIN \[16\], there are no available experiments that illustrate their applicability.
3 Heterogeneous Information Networks and Diversity

In this section we give definitions and notations about HINs that are used in the rest of this paper. By combining these definitions with random walks on graphs, we are able to define the diversity measures that are then exploited in Section 4.

3.1 Heterogeneous Information Networks

Definition 1 (Heterogeneous Information Network [20]). A Heterogeneous Information Network (HIN) $\mathcal{H} = (\mathcal{G}, \mathcal{A}, \mathcal{R}, \varphi, \psi)$ is a directed graph $\mathcal{G} = (V, E)$ with mapping functions $\varphi : V \rightarrow \mathcal{A}$ and $\psi : E \rightarrow \mathcal{R}$, where $\mathcal{A}$ and $\mathcal{R}$ are respectively node and edge label sets.

Slightly simplifying notations, we refer to a group of nodes or edges by its label. Edge labels in $\mathcal{R}$ represent relations between entities of different object groups in $\mathcal{A}$.

Definition 2 (Heterogeneous Information Network Schema [20]). The network schema of a HIN $\mathcal{H} = (\mathcal{G}, \mathcal{A}, \mathcal{R}, \varphi, \psi)$ is a directed graph, the nodes of which are the types $\mathcal{A}$, and the edges are the relations of $\mathcal{R}$.

A HIN schema (or simply schema) is a graphical and summarized representation of a HIN, which shows the groups of nodes and links. Figure 1 shows a basic example of HIN schema, corresponding to a platform where users would rate items and items belong to predefined categories. Other examples can be found in Section 4.1.

![Figure 1](image)

Figure 1: HIN schema of a simple case where users (U) rate items (I) and items belong to types (Ty), thus defining edge labels $R_{rates}$ and $R_{Ty}$.

Definition 3 (Link Group). A link group, represented by an edge in the HIN schema $R \in \mathcal{R}$, is the subset of edges in $E$ that are of type $R$, linking source object group $S \in \mathcal{A}$ and target object group $T \in \mathcal{A}$. It is denoted simply by $R$, and its inverse (made of the reversed edges of a link) by $R^{-1}$. 
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Definition 4 (Meta-path [20]). A meta-path of a HIN is a path on its schema, and it is denoted by \( \Pi = A_1 \xrightarrow{R_1} A_2 \xrightarrow{R_2} \cdots \xrightarrow{R_l} A_{l+1} \), or more simply by \( \Pi = R_1 R_2 \cdots R_l \).

In the example of Figure 1, \( \Pi = R_{rates} R_{Ty} \) is a meta-path connecting users to the types of items that they have rated.

3.2 Random Walks and Meta-Path Diversities on HINs

Given a HIN \( H = (\mathcal{G}, \mathcal{A}, \mathcal{R}, \varphi, \psi) \) let us consider a random walk along a meta-path \( \Pi \) starting in \( S \in \mathcal{A} \) and ending in \( T \in \mathcal{A} \). Let us also consider the random variable \( X \), the node of \( T \) where the random walk along \( \Pi \) ends. We are interested in the probability mass function (PMF) over the nodes of \( T \), denoting \( p_{\Pi} \) the PMF \( P(X = t \in T) \) when the walk started randomly at any node of \( S \). Similarly, let us denote by \( p_{\Pi}(s) \) the PMF \( P(X = t \in T|s \in S) \), when the walk started at the node \( s \in S \). To illustrate this better, let us consider a HIN with 2 users rating 3 items classified in 2 types, corresponding to the schema in Figure 1. In Figure 2 we illustrate the computation of PMFs for such random walks on the simple example presented in Figure 1 following the meta-path \( \Pi = R_{rates} R_{Ty} \): \( p_{\Pi} \) when starting randomly in a set of users \( U = \{u_1, u_2\} \), and \( p_{\Pi}(u_2) \) when starting from user \( u_2 \).

![Figure 2: Example of a HIN (left) having a schema as in Figure 1 with 2 users rating 3 items classified into 2 types, and computation of \( p_{\Pi} \) (middle) and \( p_{\Pi}(u_2) \) (right) for meta-path \( \Pi = R_{rates} R_{Ty} \).](image)

Different diversity measures can then be computed from these PMFs (e.g., Shannon entropy, Gini coefficient). We use perplexity, denoted by \( \mathcal{P} \) and computed for a PMF \( p \) as \( \mathcal{P}(p) = 2^{E(p)} \), with \( E(p) = -\sum_{i=1}^{[T]} p_i \log_2(p_i) \), where \( E(p) \)
is the Shannon entropy of the PMF. We select perplexity because of its intuitive interpretation: it measures the degree of unexpectedness of a random variable. Perplexity accounts for variety (number of possibilities available) and balance (how probability is distributed among those possibilities) [23]. Interestingly, the perplexity of a PMF \( p = (p_1, p_2, \ldots) \) can be interpreted as the number of elements of a uniform PMF that has the same Shannon entropy as \( p \). For instance, \( p = \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right) \) has perplexity \( P(p) = 3 \) (i.e., uniform over 3 elements) while \( p' = \left( \frac{6}{10}, \frac{2}{10}, \frac{1}{10}, \frac{1}{10} \right) \) has perplexity \( P(p') = 2.97 \), i.e., \( p' \) has the same entropy as a uniform distribution over 2.97 elements. So \( p' \) is a distribution over four possibilities, but has lower diversity than \( p \).

Using these notions, and following [16], we define the two following diversity measures for a meta-path \( \Pi \) of a HIN \( \mathcal{H} \):

\[
\text{Mean Individual diversity: } \mathcal{P}_{\text{MI}}(\Pi) = \left( \prod_{s \in S} \mathcal{P}(p_{\Pi}(s)) \right)^{1/|S|},
\]

Collective diversity: \( \mathcal{P}_{\text{Col}}(\Pi) = \mathcal{P}(p_{\Pi}), \)

with \( \mathcal{P} \) being the perplexity.

The Mean Individual (MI) diversity along a meta-path \( \Pi \) is the geometric mean of the perplexities of the PMFs corresponding to random walks starting on each element \( s \in S \) and ending in \( T \). It can thus be interpreted as the diversity in terms of elements of \( T \) available on average for one element of \( S \). Collective (Col) Diversity along meta-path \( \Pi \) is the perplexity of the PMF corresponding to a single random walk starting randomly on an element \( s \in S \) and ending in \( T \). It may be interpreted as the diversity in terms of elements of \( T \) available to the entire group of elements of \( S \). In the example of Figure [2], the collective diversity of types available to users is \( \mathcal{P}_{\text{Col}}(\Pi) = \mathcal{P}(3/4, 1/4) = 1.7547 \), and the mean individual diversity is

\[
\mathcal{P}_{\text{MI}}(\Pi) = \left( \mathcal{P}_{\Pi(u_1)} \cdot \mathcal{P}_{\Pi(u_2)} \right)^{1/2} = (1 \cdot 2)^{\frac{1}{2}} = \sqrt{2}.
\]

### 3.3 Recommendations as Processes on HINs

A recommendation process consists in proposing items to a user that he or she has not selected before. In a HIN framework, it amounts to creating new edges:
Definition 5 (Recommendation on a HIN). A recommendation process on a HIN \( \mathcal{H} = (\mathcal{G}, \mathcal{A}, \mathcal{R}, \varphi, \psi) \) is a process \( F(\mathcal{H}) \) that produces a new collection of edges \( F: \mathcal{H} \mapsto E_{\text{rec}} \in V \times V \). The edge set \( E_{\text{rec}} \) is composed of links between users and their recommended items.

A HIN can then be updated with a new relation \( R_{\text{rec}} \) such that \( \psi(e) = R_{\text{rec}} \) for \( e \in E_{\text{rec}} \), so that recommended edges can be used in meta-paths. In the following section, we are interested in including recommendation edges in meta-paths to measure the diversity related to these paths, as described in Subsection 3.2. We may then measure how diverse the recommendation process is.

3.4 A HIN Graph Spreading Recommender System

In order to produce recommendations that can include different parts of a HIN in a controlled and interpretable fashion, we consider a recommendation procedure well-known to the RS community (cf. [24]). This method belongs to a larger family of RS based on random walks (e.g., [8, 13]).

Precisely, it consists in computing the probability produced by random walks along a meta-path, starting on a single user and ending on the set of items. Then, we simply recommend the items with the highest probability that have not been previously chosen. This allows us to measure the effect of different parts of a HIN in an interpretable way. Indeed, we can consider different meta-paths that include different meta-data (e.g., book genre, user location), and produce different probabilities that can be added with different coefficients to modulate their relative importance in recommendations. For instance, we may give a high weight to the meta-path related to demographic information about the users and a light weight to information related to items typologies, or vice versa. Let us formalize this type of recommendation by considering \( K \) different meta-paths \( \Pi_k \) (with \( k = 1, \ldots, K \)) starting on \( S \in \mathcal{A} \) and ending in \( T \in \mathcal{A} \). Let us consider the parameters \( \alpha_1, \ldots, \alpha_K \), such that \( \sum \alpha_k = 1 \) and \( 0 \leq \alpha_k \leq 1 \). For every element \( s \in S \) (typically the user group), we compute a score \( S \) as a PMF over \( T \) (typically the item group):

\[
S(t|s) = \sum_{k=1}^{K} \alpha_k p_{\Pi_k}(s), \text{ for } t \in T.
\]  

Using the score \( S(t|s) \) we recommend the top ranking elements of \( T \) for \( s \in S \) (among those not already selected). This RS shares some principles with the one detailed by Zhou et al. [32], in which mass (called resource in [32]) is assigned
to items and then distributed through edges to find relevant items according to the final resource distribution.

It should be noticed that this RS is not new and our point is not to argue that it performs better than other methods. However, we show in the next section that its accuracy is comparable to that of popular methods. Its main interest here is that it allows us to include different parts of a HIN in the recommendation process to measure separately the effects on accuracy and diversity of these parts.

4 Experiments

Here we present the data used, the protocols for our experiments\(^1\) and their results to answer our research questions.

4.1 Datasets and Meta-Path Diversities of HIN

We use two datasets in our experiments, the well-documented MovieLens 100K dataset (ML100K) \[^4\] and the Douban Movie (DM) dataset \[^30\]. The latter has been used in HIN-based RS studies, as it presents a rich HIN structure \[^21\]. We detail in Figure 3 the characteristics of these datasets: groups of entities, their sizes, and the relations that join them. We also show the corresponding HIN schemas with their object groups and link groups (relations). Both datasets contain information on the rating (from 1 to 5) given to films by users, and the fact that a user has rated a movie is represented by the relation \(R_{rating}\). We consider that a user likes a film if he or she rated it 3 or more (for both datasets), and we refer to the corresponding relation as \(R_{likes}\). Figure 3 also shows the liking and recommendation relations with dashed lines, \(R_{likes}\) and \(R_{rec}\), the latter indicating that a RS may propose a recommendation of an item to a user.

\(^1\)The codes and data used for these experiments are available at \url{https://github.com/pedroramaciotti/HINPy}
Figure 3: Summary and HIN schema of the MovieLens 100K (top) and Douban Movie (bottom) datasets.
Now, we can illustrate the use of the diversity measures on HINs defined in Section 3 with the ML100K and DM datasets. While diversity measures from the literature essentially rely on how proposed or selected items are distributed into types, the diversity measures described in Section 3.2 allow to consider a larger spectrum of diversity notions. Let us consider the example of a diversity computed on meta-path $\Pi_1 = R_{rec} R_{Ty}$. It is the diversity of types of movies in a recommendation list, consequently it captures the same intuition as the Intra-List Similarity does in [33]. However, the meta-path based diversity allows us to express other forms of diversities. For instance, the meta-path $\Pi_2 = R_{rec} R_{likes} R_{likes} R_{Ty}$ relates to the diversity of types of movies liked by users who also liked movies that they were recommended.

In Figure 4, we report experimental diversity measures on both datasets. We consider meta-paths of length 3 starting in $S$ and ending in $T$ (with $S, T \in A$), which are node groups containing semantic information about users and items respectively, so $\Pi = R_{S}^{-1} R_{X} R_{T}$. Here $X$ stands for rating, liked or recommended. Then, we compute the Mean Individual diversity on these paths: $P_{\text{MI}}(\Pi)$. Regarding the recommendation links, we use two standard RSs in these experiments, each recommending a list of 5 items to the users: User-Based Collaborative Filtering (UBCF) and Implicit Pure Popularity (IPP). IPP recommends to the users the top-5 most liked movies, not already rated by the user. The figure reads as follows: it reports Mean Individual diversities for all combinations of node groups $S$ and $T$ and $R_X$ is either $R_{likes}$, $R_{rec}(UBCF)$ or $R_{rec}(IPP)$. For instance, $P_{\text{MI}}(R_{Lo} R_{rec}(UBCF) R_{Ty})$ is the Mean Individual diversity of movie types recommended to users using UBCF, averaged over locations.

The measurements of these diversities provide insights about the structure of the HIN and about the RS. First, notice that most $P_{\text{MI}}(\Pi)$ using recommendations are lower than those using likes. This is only a consequence of the fact that recommended lists are of length 5, while the average user likes larger numbers of items in these datasets. Similarly, the fact that $P_{\text{MI}}(R_{S}^{-1} R_{X} R_{Ac})$ is much larger than $P_{\text{MI}}(R_{S}^{-1} R_{X} R_{Ty})$ or $P_{\text{MI}}(R_{S}^{-1} R_{X} R_{Di})$ on DM dataset reflects the fact that movies have more actors than directors or types/genres. Other phenomena are revealed by these diversity measures. For example, the diversity of release year of films by age groups (i.e., of $R_{Ag} R_{likes} R_{Ye}$) in the ML100K dataset is low. This could point to the fact that users from a given age group tend to choose films from a narrow period of time, however testing this hypothesis falls outside the scope of this article. Note also that these diversity measures allow us to compare diversities from one RS to another. For example UBCF produces recommendations that are consistently less diverse than those produced using IPP on the ML100K dataset.
4.2 Effect of the HIN Structure on Accuracy and Diversity of Recommendations

Having established and illustrated the use of meta-path diversities, we now focus on the effect that the structure of HINs has on accuracy and diversity of recommendations. For this purpose, we use the RS described in Section 3.4. It allows us to include in the recommendation process different parts of a HIN in a controlled way. Moreover, its underlying mechanic, based on meta-path constrained random walks, is common to several techniques of HIN-based recommendation (e.g., [21, 24, 29]). Note that our goal here is to explore the consequences on accuracy and diversity of integrating different parts of a HIN, rather than optimizing this RS to obtain the best possible performance.

Many choices are available, as we can mix all kinds of meta-paths to produce a recommendation. However, we choose to consider a RS that mixes only two meta-paths for each dataset: one denoted \( \Pi(X) \) which includes a user-content object group (e.g., the location of a user), and one \( \Pi(Y) \) including an item-content object group (e.g., the genre of a movie). By tuning the balance between these two meta-paths, we can control what kind of information is taken into account to produce a recommendation. Practically, Equation (1) here takes the form:

\[
S(t|s) = (1 - \alpha) \left( p_{\Pi(X)}(s) \right) (t) + \alpha \left( p_{\Pi(Y)}(s) \right) (t)
\]

\( s \in \mathcal{U} \) and \( t \in \mathcal{I} \) and parameter \( \alpha \in [0, 1] \) tunes the balance between \( \Pi(X) \) and \( \Pi(Y) \). So, \( \alpha = 1 \) means that only the item-content is used in computing recom-
mendations and when $\alpha = 0$ only the user-content is used. Precisely, the user-content path $\Pi(X)$ is $R_XR_X^{-1}R_{\text{likes}}$ where $X$ stands for a user-content group, and the item-content path $\Pi(Y)$ is $R_{\text{likes}}R_YR_Y^{-1}$ where $Y$ stands for an item-content group. Figure 5 illustrates the meta-paths selected on the HIN schema.

Figure 5: Schematic illustration of the recommendation procedure used in the experiments, where parameter $\alpha$ modulates two meta-paths, $\Pi(X)$ and $\Pi(Y)$, containing user and item meta-data.

We use $\alpha \in \{1.0, 0.8, 0.6, 0.4, 0.2, 0.0\}$ to show the effect of gradually moving from recommendations purely based on item meta-data ($\alpha = 1$) to recommendations based purely on user meta-data ($\alpha = 0$). While there are several possible combinations of meta-paths (8 combinations for ML100K and 6 for DM), we only focus on a few of them (4 for each dataset) for ease of illustration and also because they suffice to show the effects that the HIN structure has on accuracy and diversity.

4.2.1 Accuracy

Figures 6a and 6b show the F1-score of recommendations using the ML100K and DB datasets respectively. For each experiment, we set a list size (the number of items included in a recommendation list proposed to each user). For a given list size and $\alpha$, a random 10% of user-item links are hidden. We compute the items recommended to users (corresponding to the edges $R_{\text{rec}}$ in Figure 3) with our HIN-based RS and compare it to the test set to evaluate the F1-score of our prediction. Each figure in the mosaic corresponds to a combination of meta-paths, with a given $X$ and a given $Y$.

While it is not our main objective to characterize the performance of this recommendation method, it is worth noticing that it may produce relevant recommendations: some combinations of meta-paths and $\alpha$ result in F1-scores comparable to other RS in different settings (see, e.g., [5,18]). Note also that whatever the
**Figure 6**: F1 score for different list sizes of recommended items and different values of $\alpha$. The meta-paths used are $\Pi(X)$ and $\Pi(Y)$, where $X$ is either Gender or Location (in rows) and $Y$ is either Actors or Type (in columns).

list size, the pure item-content recommendation is never the highest F1-score. In other words, accuracy is, unsurprisingly, increased (up to a certain point) by the addition of user-content meta-data for both datasets.

On Douban Movie with a fixed list size, the best F1-scores are obtained with a mixture of item- and user-related information. This is less true for ML100K, where user-related information seems often more valuable than item-related information. We also notice that the range of F1-score values varies significantly depending on the balance between meta-paths: we see variations by up to a factor of 14 on ML100K (list of size 15 using user locations and movie types). This observation is consistent with the idea that while some meta-data brings relatively irrelevant information for recommendation (e.g. movie year of release in ML100K), other are much more valuable for the accuracy of the recommendation (e.g. user location in ML100K).

### 4.2.2 Diversity

For the same recommendation protocol, we now measure the Mean Individual and Collective diversities of the recommendation lists, in terms of types of items recommended. In other words, we compute $P_{\text{MI}}(\Pi)$ and $P_{\text{Col}}(\Pi)$ with the $\Pi = R_{\text{rec}}R_{\text{ty}}$ meta-path. The results are displayed in Figures 7a and 7b, following the same display organization as figures in 4.2.1.
Figure 7: Collective and Mean Individual diversities in terms of types of items recommended to users, for different list sizes and recommendation meta-paths modulated by $\alpha$, for MovieLens 100K dataset (a), and Douban Movie dataset (b).

Figures 7a and 7b highlight the interpretation associated with diversity measures based on meta-paths, and especially the contrast between Mean Individual diversity and Collective diversity. For both datasets, Mean Individual diversity monotonically increases with the list size, which is expected: more items recommended to a user implies that the user may access more types. In other words, variety increases with the list size (although not necessarily balance). However, this tendency is limited as perplexity cannot be larger than the available number of types (19 in ML100K, 36 in DM). While the Mean Individual diversity grows with the number of recommended items, Collective diversity may stagnate or even decrease. For instance, we can read on DM dataset that Collective diversity de-
creases with the list size for all $\alpha > 0$ when $X = \text{Gr}$ (Groups of users) and $Y = \text{Ty}$ (movie Types). This result is subtle but important in our opinion. It means that even if each user is individually recommended more diverse items, the whole group of users are recommended less diverse items.

Other trends can be isolated from these experiments, we report a few of them. First, we observe that including user meta-data tends to improve accuracy, but also diminishes Collective diversity. This is more obvious on ML100K dataset, where combinations which bring higher F1 scores, are often the ones which have the lowest diversities (both Collective and Mean Individual). Also, including more user meta-data usually has little effect on Mean Individual diversity. This observation is quite surprising as user meta-data can connect users of the HIN who potentially have very little in common (for example users of a same gender), so we would expect that these links give access to a large variety of items. We think that these observations are certainly related to the HIN structure and we begin to address this question in the next section.

4.3 Testing Semantic Relevance of Links Using the Configuration Model

The previous results raise some interesting questions. Why does the inclusion of certain meta-paths changes the accuracy and the diversity more than others? What is the property of user-content links that allows for more accurate recommendations? A natural assumption is that they contain relevant semantic information about the origin of the users’ preferences.

To test this hypothesis, we propose an experiment inspired by the field of social network analysis (SNA). To identify the specificities of a real network in SNA, it is usual to compare its structure to a random graph model with a similar degree sequence, that is to say a graph in which nodes have the same number of connections as in the original graph, but distributed randomly. This model is often referred to as the configuration model [14]. A usual way to perform such a comparison consists in iteratively shuffling the links of the existing graph by exchanging their extremities. Here, we propose to follow this process for the edges of a specific relation (link group) of the HIN. To illustrate this idea, let’s consider the example of the user-content links $R_{1Lo}$: by shuffling only those links, we do not modify the number of individuals per location. Thus we leave an essential property of the original HIN untouched, that is its degree sequence. However, we empty this part of the HIN of its semantic meaning, because the location associated to a user is
now random.

As for the protocol itself, we proceed as follows: we focus on a recommendation based on the mixing of two meta-paths, one using user-based information and another using item-based information, as we did previously. We select the combinations that produced the most accurate recommendations: user location (Lo) and movie type (Ty) for ML100K, and user groups (Gr) and movie actors (Ac) for DM. In addition to the recommendation produced on the original ML100K HIN (respectively DM HIN), which was reported in Section 4.2, we make recommendations on several realizations of a HIN where $R_{Lo}$ (resp. $R_{Gr}$) have been randomly shuffled. Then we compare the accuracy, Mean Individual and Collective diversities obtained on the real HIN to the values on the randomized HINs. We better detail this procedure thereafter.

We produce 100 randomized versions of the HIN for the ML100K by shuffling the edges in the $R_{Lo}$ link group, and 20 randomized HIN for the DM dataset by shuffling the edges in the $R_{Gr}$ link group. Then, for each list size and for $\alpha \in \{0.8, 0.6, 0.4, 0.2, 0.0\}$, we compute the 0.1–0.9 quantile range of the F1-score, Mean Individual, and Collective diversities. Note that $\alpha = 1$ produces recommendations using only item-related meta-paths and is of no interest as it does not include randomized parts. Lower $\alpha$ values imply that randomized links from $R_{Lo}$ (ML100K) or $R_{Gr}$ (DM) are used in the recommendation process. A value of $\alpha = 0$ means that only the shuffled link group $R_{Lo}$ (ML100K) or $R_{Gr}$ (DM) was used in computing recommendations. The resulting quantile ranges, compared to the values obtained with the original HIN from Section 4.2, are shown in Figure 8.

We observe in all cases that the recommendations on the original HIN and on its randomized versions are comparable in terms of accuracy and diversities. These results are counter-intuitive: it seems that emptying important parts of the HIN of its semantic content does not have a significant impact on the recommendation. These results are surprising as our recommendation process relies exclusively on the number of paths in the HIN connecting a user to an item. Our results are of course limited to the selected parameters and datasets used and call for further investigation in other contexts. Still, they tend to disprove the underlying hypothesis that the relevance of meta-path recommendations only comes from the semantic information that they contain. They could indicate that the number of connections of a node (which is not affected by the randomization) is the most – and even the only – important information in the recommendation process based on the HIN structure. This new hypothesis is not tested in this article as it demands a wider experimental setting than the one considered for the purposes stated in the
| Dataset | User-content meta-path | Related user-content object group | Item-content meta-path | Related item-content object group | Number of randomizations |
|---------|------------------------|----------------------------------|------------------------|----------------------------------|--------------------------|
| ML100K  | $R_{\text{Lo}}^{-1}R_{\text{Lo}}\text{likes}$ | Location (Lo)                   | $R_{\text{Ty}}^{-1}R_{\text{Ty}}\text{likes}$ | Type (Ty)                      | 100                      |
| DM      | $R_{\text{Gr}}^{-1}R_{\text{Gr}}\text{likes}$ | Usergroup (Gr)                  | $R_{\text{Ac}}^{-1}R_{\text{Ac}}\text{likes}$ | Actor (Ac)                   | 20                       |

![Figure 8](image_url)

Figure 8: Comparison between recommendations on randomized HINs compared to the original HIN: 0.1-0.9 quantile ranges for F1-score, Mean Individual, and Collective diversities for different list sizes, $\alpha$ values.

5 Conclusion

We used recently proposed diversity measures for the evaluation of recommendations on HINs. They are based on the *perplexity* of PMFs resulting from random walks along meta-paths over a Heterogeneous Information Network. While standard diversities measures usually focus on the distribution of the recommended
items into types, we may measure diversity on an individual and collective level, revealing that these two approaches may lead to different conclusions. We illustrated the experimental uses of these measures with an existing RS and two well-known datasets. We then presented a method to explore the effects of including different meta-paths in the recommendation process, evaluated its accuracy, and analyzed recommendations produced by combining different meta-paths. We showed how including different parts of a HIN in a recommendation may significantly change accuracy and diversity. For both datasets, including meta-paths with user-content information improved accuracy but often reduced collective diversity.

Finally, we tested the influence of the semantic content on the accuracy and diversity of recommendations. We randomized part of the HIN structure to remove its semantic meaning, while keeping the degree sequence of the HIN untouched. Surprisingly, this random shuffling did not change significantly accuracy or diversity. While these results are limited to a restricted number of datasets and parameters, they indicate that the effects of the information encoded in the structure of a HIN on recommendations are not only due to their semantic meaning.
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