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Data imbalance, that is the disproportion between the number of training observations coming from different classes, remains one of the most significant challenges affecting contemporary machine learning. The negative impact of data imbalance on traditional classification algorithms can be reduced by the data preprocessing techniques, methods that manipulate the training data to artificially reduce the degree of imbalance. However, the existing data preprocessing techniques, in particular SMOTE and its derivatives, which constitute the most prevalent paradigm of imbalanced data preprocessing, tend to be susceptible to various data difficulty factors. This is in part due to the fact that the original SMOTE algorithm does not utilize the information about majority class observations. The focus of this thesis is development of novel data resampling strategies natively utilizing the information about the distribution of both minority and majority class. The thesis summarizes the content of 12 research papers focused on the proposed binary data resampling strategies, their translation to the multi-class setting, and the practical application to the problem of histopathological data classification.
Niezbalansowanie danych, czyli dysproporcja pomiędzy liczbą obserwacji treningowych należących do różnych klas, pozostaje jednym z najbardziej istotnych wyzwań współczesnego uczenia maszynowego. Negatywny wpływ niezbalansowania danych na tradycyjne algorytmy klasyfikacji może być zredukowany poprzez zastosowanie metod wstępnego przetwarzania danych, czyli algorytmów modyfikujących zbiór danych treningowych w celu sztucznego zredukowania stopnia niezbalansowania. Istniejące metody wstępnego przetwarzania danych, w szczególności SMOTE oraz jego pochodne, są jednak podatne na obecność skomplikowanych dystrybucji danych. Wynika to po części z faktu, że SMOTE nie uwzględnia informacji na temat pozycji obiektów z klasy większościowej. Celem poniższej rozprawy jest opracowanie nowych metod wstępnego przetwarzania danych, natywnie uwzględniających informację na temat dystrybucji zarówno klasy większościowej jak i mniejszościowej. Rozprawa zawiera podsumowanie zawartości 12 prac naukowych skupiających się na opracowaniu nowych metod wstępnego przetwarzania danych w problemie binarnym, ich przeniesienie do problemu wieloklasowego, oraz praktyczne zastosowanie w zadaniu klasyfikacji obrazów histopatologicznych.
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1 INTRODUCTION

In which the content and the layout of the thesis are described, and the main contributions are outlined.

The aim of this thesis is to describe the resampling algorithms designed to reduce the negative impact of data imbalance on the performance of traditional classification algorithms, as well as their applications to the histopathological image recognition task.

1.1 CONTENT OF THE THESIS

The thesis is composed of the following twelve research papers:

[I] M. Koziarski and M. Woźniak. “CCR: A combined cleaning and resampling algorithm for imbalanced data classification”. *International Journal of Applied Mathematics and Computer Science* 27-4, 2017, pp. 727–736 (journal paper; Impact Factor: 0.967)

[II] M. Koziarski, B. Krawczyk, and M. Woźniak. “Radial-based approach to imbalanced data oversampling”. In: *International Conference on Hybrid Artificial Intelligence Systems*. Springer. 2017, pp. 318–327 (conference paper)

[III] M. Koziarski, B. Krawczyk, and M. Woźniak. “Radial-Based Oversampling for noisy imbalanced data classification”. *Neurocomputing* 343, 2019, pp. 19–33 (journal paper; Impact Factor: 4.438)

[IV] M. Koziarski. “Radial-Based Undersampling for imbalanced data classification”. *Pattern Recognition* 102, 2020, p. 107262 (journal paper; Impact Factor: 7.196)

[V] M. Koziarski, C. Bellinger, and M. Woźniak. “RB-CCR: Radial-Based Combined Cleaning and Resampling algorithm for imbalanced data classification”. *arXiv preprint arXiv:2105.04009*, 2021. Submitted to Machine Learning (after first round of review) (preprint; journal paper; Impact Factor: 2.672)

[VI] M. Koziarski. “CSMOUTE: Combined Synthetic Oversampling and Undersampling Technique for Imbalanced Data Classification”. *arXiv preprint arXiv:2004.03409*, 2020. Accepted to The International Joint Conference on Neural Networks 2021 (preprint; conference paper)
Seven of the papers ([I] - [VII]) focus on the proposed over- and undersampling algorithms for handling data imbalance in the binary classification setting. Two of the papers ([VIII], [IX]) extend selected binary oversampling algorithms to the multiclass setting with a novel class decomposition strategy. Three of the papers ([X] - [XII]) concentrate on the practical applications of the proposed algorithms in the histopathological image recognition task.

The dependencies between the above papers can be summarized as follows:

- [I], [II] and [VI] do not depend on any other paper,
- [III] is a direct extension of [II],
- [IV] utilizes the ideas introduced in papers [II] and [III],
- [V] combines the techniques introduced in papers [I], [II] and [III],
- [VII] utilizes the ideas introduced in papers [II], [III], [IV] and [VI],
- [VIII] contains multiclass extension of [II] and [III],
The main motivations behind this thesis are the observed shortcomings of Synthetic Minority Oversampling Technique (SMOTE) [12] and its derivatives, the most prevalent data-level approach for handling data imbalance. Despite their widespreadness, SMOTE-based techniques tend to be susceptible to various data difficulty factors, such as disjoint class distributions, small junctions, presence of noise, insufficient amount of training data, etc. This, to some extent, is caused by the fact that the original SMOTE algorithm does not utilize the information about majority class observations: placement of the synthetic observations generated by SMOTE is based solely on the relative position the neighboring minority class observations. As a result, SMOTE can produce inappropriately placed samples and introduce class overlap, which is illustrated in Figure 1.1. While some of the numerous extensions of SMOTE try to address this issue, their scope is limited by the backbone of the underlying algorithm. The claim made in this thesis is that to fully avoid the described pitfalls caused by data difficulty factors, development of novel data resampling strategies, natively utilizing the information about distribution of both minority and majority classes, is necessary.

The negative effect of said difficulty factors is even greater in the multiclass setting, in which the relationships between the classes are less clearly defined. For instance, even the typical division into majority and minority class, which occurs for the binary datasets, is more nuanced in the multiclass
setting, as single class can at the same time constitute majority when compared with some of the classes, minority when compared to the others, and have comparable size to the rest. Similarly, the presence and the effect of data difficulty factors can vary depending on the chosen class pair. As a result, similar to the data difficulty factors, translation to the multiclass setting is another consideration that needs to be addressed to achieve a satisfactory performance of the developed methods for handling data imbalance. In conjunction, this thesis focuses on the development of techniques that a) address specific data difficulty factors that limit the performance of existing resampling strategies, b) leverage information about both the majority and the minority class distribution, including the relation between the two, and c) can be scaled to the multiclass setting in a manner that utilizes the interclass relationships.

1.3 Research hypothesis

Based on the described motivations the following research hypothesis is formulated:

*It is possible to design imbalanced data preprocessing techniques that, due to utilizing local data characteristics, can produce qualitatively better classification algorithms than the existing preprocessing methods.*

The rest of this thesis aims to confirm the formulated research hypothesis, with the primary goal of designing novel imbalanced data preprocessing techniques utilizing local data characteristics, and the secondary goal of empirically evaluating the quality of the proposed methods.

1.4 Summary of the contributions

The main contributions of this thesis can be summarized as follows:

- Proposal of the Combined Cleaning and Resampling (CCR) algorithm [41]. CCR utilizes an energy-based approach to modeling the regions suitable for oversampling, which is less affected by small disjuncts and outliers than SMOTE. It combines it with a simultaneous cleaning operation, the aim of which is to reduce the effect of overlapping class distributions on the performance of the learning algorithms.

- Introduction of the concept of mutual class potential, a real-valued function used to estimate regions of interest during the resampling procedure. Mutual class potential was first used in [38], in which the Radial-Based Oversampling (RBO) algorithm was originally introduced. RBO was further examined in [39], in which the computational complexity analysis of the algorithm was conducted, and the experimental analysis was extended, with a particular focus given to the algorithms performance on noisy data. Finally, the concept of mutual class potential was extended to the undersampling procedure in the form of the Radial-Based Undersampling (RBU) algorithm [35]. RBU addressed one of the most significant drawbacks of RBO, its high computational complexity, at the same time preserving or surpassing its performance.
• Utilization of the class potential within the CCR framework in the form of Radial-Based Combined Cleaning and Resampling (RB-CCR) algorithm [36]. RB-CCR uses class potential to refine the energy-based resampling approach of CCR. In particular, RB-CCR exploits the class potential to accurately locate sub-regions of the data-space for synthetic oversampling.

• Proposal of the Synthetic Majority Undersampling Technique (SMUTE), an extension of SMOTE instance interpolation to the undersampling setting, as well as the Combined Synthetic Oversampling and Undersampling Technique (CSMOUTE), which integrates SMOTE oversampling with SMUTE undersampling [32].

• Extension of the concept of class potential to the Potential Anchoring (PA) [33] algorithm, which instead of boosting the specific regions, focused on preserving the underlying class distribution in a unified over- and undersampling framework.

• Proposal of a novel class decomposition strategy that utilizes the information coming from all of the classes and its application to two of the proposed binary oversampling algorithms in form of Multiclass Combined Cleaning and Resampling (MC-CCR) [42] and Multiclass Radial-Based Oversampling (MC-RBO) [45].

• Application to the introduced algorithms to the histopathological image recognition problem domain in three different experimental studies, with the first one [40] aimed at assessing the impact of data imbalance on the performance of convolutional neural networks, the second one [34] evaluating the possibility of utilizing RBU undersampling in the space of high-level features extracted from a convolutional neural network, and the third one [37] dealing with the issue of large-scale multi-class histopathological image classification, with MC-CCR used as a method of reducing the impact of data imbalance.

1.5 Structure of the thesis

The rest of this thesis is organized as follows. In Chapter 2 basic concepts related to dealing with data imbalance are briefly outlined. In Chapter 3 the binary data resampling strategies developed as a part of this thesis are presented. In Chapter 4 the proposed multi-class decomposition strategy and its extension to the selected binary algorithms are described. In both chapters the emphasis is put on introducing the algorithms and summarizing the empirical findings, instead of detailed description of the obtained experimental results, which can be found in the corresponding papers. In contrast, the focus of Chapter 5 is the application of the previously developed methods in a histopathological image classification task, and a presentation of a more in-depth description of the conducted experiments. Finally, in Chapter 6 the thesis is concluded and possible future research directions are presented.

1.6 Acknowledgment
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In which basic concepts, essential for the later part of this thesis, are introduced.

2 PRELIMINARIES

2.1 IMBALANCED DATA CLASSIFICATION

The presence of data imbalance can significantly impact the performance of traditional learning algorithms [7]. The disproportion between the number of majority and minority observations influences the process of optimization concerning a zero-one loss function, leading to a bias towards the majority class and accompanying degradation of the predictive capabilities for the minority classes. While the problem of data imbalance is well established in the literature, it was traditionally studied in the context of binary classification problems, with the sole goal of reducing the degree of imbalance. However, recent studies point to the fact that it is not the imbalanced data itself, but rather other data difficulty factors, amplified by the data imbalance, that pose a challenge during the learning process [18, 62]. Such factors include small sample size, presence of disjoint and overlapping data distributions, and presence of outliers and noisy observations.

2.2 APPROACHES TO HANDLING DATA IMBALANCE

The strategies for dealing with data imbalance can be divided into two categories. First of all, the data-level methods: algorithms that perform data preprocessing with the aim of reducing the imbalance ratio, either by decreasing the number of majority observations (undersampling) or increasing the number of minority observations (oversampling). After applying such preprocessing, the transformed data can be later classified using traditional learning algorithms. The simplest data-level approaches are the unguided data preprocessing techniques, that is random oversampling (ROS) and random undersampling (RUS). However, despite their simplicity and computational efficiency, they tend to be outperformed by the guided resampling algorithms.

By far, the most prevalent data-level approach is SMOTE [12] algorithm. It is a guided oversampling technique, in which synthetic minority observations are being created by interpolation of the existing instances. It is nowadays considered a cornerstone for the majority of the following oversampling methods [5, 56]. However, due to the underlying assumption about the homogeneity of the clusters of minority observations, SMOTE can inappropriately alter the class distribution when factors such as disjoint data distributions, noise, and outliers are present. Numerous modifications of the original SMOTE algorithm have been proposed in the literature. The most notable include Borderline SMOTE [25], which focuses on the process of synthetic observation generation around the instances close to the decision border; Safe-level SMOTE [10] and LN-SMOTE [52],
which aim to reduce the risk of introducing synthetic observations inside regions of the majority class; and ADASYN [26], that prioritizes the difficult instances.

Similar to the case of oversampling, finding the regions of interest, in the case of undersampling indicating which observations are to be discarded, is essential choice in the algorithm design process. Besides the random methods, over the years a number of guided undersampling strategies was proposed. For instance, Anand et al. [3] propose sorting the undersampled observations based on the weighted Euclidean distance from the positive samples. Smith et al. [60], in their study of instance level data complexity, advocate for using the instance hardness criterion, with the hardness estimated based on the certainty of the classifiers predictions. Another family of methods that can be distinguished are the cluster-based undersampling algorithms, notably the methods proposed by Yen and Lee [68], which use clustering to select the most representative subset of data. Finally, as has been originally demonstrated by Liu et al. [50], undersampling algorithms are well-suited for forming classifier ensembles, an idea that was further extended in form of evolutionary undersampling [21] and boosting [51].

Finally, the second category of methods for dealing with data imbalance consists of algorithm-level solutions. These techniques alter the traditional learning algorithms to eliminate the shortcomings they display when applied to imbalanced data problems. Notable examples of algorithm-level solutions include: kernel functions [53], splitting criteria in decision trees [49], one-class classification algorithms [15, 16], and modifications off the underlying loss function to make it cost-sensitive [29]. However, contrary to the data-level approaches, algorithm-level solutions necessitate a choice of a specific classifier. Still, in many cases, they are reported to lead to a better performance than sampling approaches [18].

2.3 Limitations of the existing methods

Neighborhood-based oversampling strategies, such as SMOTE and its derivatives, are by far the most prevalent approaches to dealing with the imbalance on the data level. However, despite their popularity, this family of methods does not remain without its own shortcomings. In the remainder of this section some of disadvantages of the neighborhood-based oversampling strategies are discussed, putting a particular emphasis on the issue of noisy data.

Conceptually simplest oversampling-based approach to dealing with the imbalanced data is random oversampling (ROS). When applying ROS new objects are being generated by duplicating randomly chosen, existing objects. The drawback of this approach is that it leads to the minority objects being grouped in small areas, in which the original objects were placed. This can present a problem for some of the classifiers, especially those prone to overfitting. SMOTE algorithm and its derivatives were proposed specifically to alleviate this issue. Instead of duplicating existing objects, SMOTE aimed at synthesizing new ones. In the original SMOTE the synthetic objects are being placed on the lines connecting the existing minority objects with its nearest minority neighbors. This lines act as a regions of interest, in which the creation of new objects is being considered. Compared to ROS, this approach leads to a more spread-out clusters of minority objects, leading to a reduced risk of overfitting. However, SMOTE makes an implicit assumption that the produced regions of interest are indeed suitable for the oversampling. It can be argued that oftentimes this is not the case. An example of a dataset for which the regions of interest produced by SMOTE might
be inappropriate is presented in Figure 2.1. Due to the presence of spread-out, minority outliers SMOTE’s regions of interest overlap with the original majority class distribution. This behavior is intuitively harmful, as synthetically generated, overlapping objects are not representative of the original data distribution. So while the expansion of the regions of interest compared to ROS is desirable, neighborhood-based approaches might often expand them in unwarranted directions, not taking into the account the majority class distribution. This issue is prevalent in case of noisy data, for which the likelihood of observing disjoint outliers is high, especially if the noise occurs on the label level.

Some recent works suggest using kernel functions [56, 63] or density-based [22] solutions to achieve a more informative oversampling and overcome local instance-level difficulties. Kernel-based solutions perform a high-dimensional mapping into an artificial feature space that should lead to a better separation between classes and thus easier oversampling without the risk of increasing class overlapping. Density-based methods try to avoid using neighborhood-based introduction of artificial instances and instead focus on detecting regions of given density for minority class. Despite being a step forward from neighborhood-based methods, these techniques still suffer from a number of drawbacks. Kernel-based methods increase the dimensionality of the artificial feature space, which may further emphasize the issue of limited access to minority class instances (leading to the problem of small sample size and high dimensionality). Additionally, kernel-based approaches do not take into account individual difficulty of instances, thus allowing for noisy or rare objects to strongly influence the mapping process. On the other hand, density-based solutions use only density from the minority class, thus practically ignoring the role of majority class and suffering for similar limitations as neighborhood-based approaches when facing difficult data distributions.

2.4 Multi-class imbalanced problems

While in the binary classification, one can easily define the majority and the minority class, as well as quantify the degree of imbalance between the classes, this relationship becomes less clear
in the multi-class setting. One of the earlier proposals for the taxonomy of multi-class problems 
used either the concept of multi-minority, that is a single majority class accompanied by multiple 
minority classes, or multi-majority, that is a single minority class accompanied by multiple majority 
classes [65]. However, in practice, the relationship between the classes tends to be more complicated, 
and a single class can act as a majority towards some, a minority towards others, and have a similar 
number of observations to the rest of the classes. Such situations are not well-encompassed by the 
current taxonomies. Since categorizations such as the one proposed by Napierała and Stefanowski 
[54] played an essential role in the development of specialized strategies for dealing with data 
imbalance in the binary setting, the lack of a comparable alternative for the multi-class setting can 
be seen as a limiting factor for the further research.

The difficulties associated with the imbalanced data classification are also further pronounced 
in the multi-class setting, where each additional class increases the complexity of the classification 
problem. This includes the problem of overlapping data distributions, where multiple classes can 
simultaneously overlap a particular region, and the presence of noise and outliers, where on one 
hand a single outlier can affect class boundaries of several classes at once, and on the other can 
cease to be an outlier where some of the classes are excluded. Finally, any data-level observation 
generation or removal must be done by a careful analysis of how action on a single class influences 
different types of observations in remaining classes. All of the above lead to a conclusion that 
algorithms designed explicitly to handle the issues associated with multi-class imbalance are required 
to adequately address the problem of data imbalance.

The existing methods for handling multi-class imbalance can be divided into two categories. First 
of all, the binarization solutions, which decompose a multi-class problem into either $M(M-1)/2$ 
(one-vs-one, OVO) or $M$ (one-vs-all, OVA) binary sub-problems [19]. Each sub-problem can then 
be handled individually using a selected binary algorithm. An obvious benefit of this approach 
is the possibility of utilization of existing algorithms [71]. However, binarization solutions have 
several significant drawbacks.

Most importantly, they suffer from the loss of information about class relationships. In essence, 
we either completely exclude the remaining classes in a single step of OVO decomposition or 
discard the inner-class relations by merging classes into a single majority in OVA decomposition. 
Furthermore, especially in the case of OVO decomposition associated computational cost can 
quickly grow with the number of classes and observations, making the approach ill-suited for 
dealing with the big data. On the other hand, OVA decomposition can further exacerbate the level 
of data imbalance, even on the originally balanced datasets: for instance, in the case of three-class 
dataset with an equal number of observations belonging to each class, applying OVA would group 
two of the classes together, introducing a 2:1 artificial imbalance. Among the binarization solutions, 
the recent literature suggests the efficacy of using ensemble methods with OVO decomposition 
[70], augmenting it with cost-sensitive learning [43], or applying dedicated classifier combination 
methods [28].

The second category of methods consists of ad-hoc solutions: techniques that treat the multi-
class problem natively, proposing dedicated solutions for exploiting the complex relationships 
between the individual classes. Ad-hoc solutions require either a significant modification to the 
existing algorithms, or exploring an entirely novel approach to overcoming the data imbalance, both 
on the data and the algorithm level. However, they tend to significantly outperform binarization 
solutions, offering a promising direction for further research. Most-popular data-level approaches
include extensions of the SMOTE algorithm into a multi-class setting [20, 57, 72], strategies using feature selection [11, 66], and alternative methods for instance generation by using Mahalanobis distance [1, 67]. Algorithm-level solutions include decision tree adaptations [27], cost-sensitive matrix learning [6], and ensemble solutions utilizing Bagging [13, 47] and Boosting [24, 65]. It is also worth mentioning the works employing association rule mining techniques for multi-class imbalanced data classification, such as the proposition of Huafeng et al. [69] dedicated to discovering an efficient association rule for highly imbalanced data. In [55] CARs algorithm has been proposed for multi-class imbalanced data, which employs k-means clustering algorithm and association rule generation for each cluster.
3  **Binary resampling strategies**

In which the proposed binary resampling algorithms are described.

Binary imbalanced classification problems are conceptually simpler than their multiclass counterparts due to the fact that the class of interest is clearly defined, and the degree of either boosting (in the case of oversampling) or reduction (in the case of undersampling) can, to some extent, be deduced based on the imbalance ratio of the two classes. As a result, it is often the case that novel resampling algorithms are first developed with the binary problems in mind, and later extended to the multiclass setting. The same approach was adopted in the development of the algorithms described in the rest of this chapter.

In total five different binary over- and undersampling algorithms were proposed as a part of this thesis. In the remainder of this chapter the motivation behind each of them is briefly outlined, and the algorithms themselves are presented. More detailed discussion, as well as the results of the experimental studies empirically confirming the usefulness of each of the proposed algorithms, can be found in the corresponding papers.

### 3.1 CCR: Combined Cleaning and Resampling

The Combined Cleaning and Resampling (CCR) [41] algorithm is an energy-based approach to modeling the regions suitable for oversampling, the aim of which is being less affected by small disjuncts and outliers than SMOTE. The CCR algorithm is based on two observations. Firstly, the fact that class imbalance does not make the classification problem difficult by itself. This might be easily illustrated by an example of a highly imbalanced, but linearly separable dataset. In such a case finding the decision border leading to the perfect accuracy will not be a problem for the most classifiers. It is only when we deal with noisy data, complicated distributions or insufficient number of observations that imbalance further exacerbates the difficulty of the classification task. Secondly, that in most problems achieving better accuracy on the minority class is the most pressing issue. Data imbalance mainly lowers classifiers’ performance on the examples from the minority class, leaving precision in large part unaffected. At the same time, misclassification of the minority examples is often more costly in the practical applications such as medical diagnosis or fraud detection. Therefore, while we would like to achieve highest possible accuracy for all the classes, in practice sacrificing some of the precision to improve recall is often desirable.

As the name indicates, the proposed algorithm consists of two distinct steps. Firstly, cleaning the neighborhoods of the minority samples from the majority objects. The aim of this step is to simplify the task of classification of the examples from the minority class. Secondly, selectively generating the synthetic samples, with highest number of synthetic objects created near the least
safe observations. In the remainder of this section a thorough description of both the cleaning and sample generating steps is given.

**Cleaning the minority neighborhoods.** As a step preceding the oversampling itself, CCR proposes performing a data preprocessing in the form of cleaning the majority observations located in proximity to the minority instances. The aim of such an operation is twofold. First of all, to reduce the problem of class overlap: by designing the regions from which majority observations are being removed, the original dataset is transformed with an intention of simplifying it for further classification. Secondly, to skew the classifiers’ predictions towards the minority class: since in the case of the imbalanced data such regions, bordering two-class distributions or consisting of overlapping instances, tend to produce predictions biased towards the majority class. By performing clean-up, this trend is either reduced or reversed.

Two key components of such cleaning operation are a mechanism of the designation of regions from which the majority observations are to be removed, and a removal procedure itself. The former, especially when dealing with data affected by label noise, should be able to adapt to the surroundings of any given minority observation, and adjust its behavior depending on whether the observation resembles a mislabeled instance or a legitimate outlier from an underrepresented region, which is likely to occur in the case of imbalanced data with scarce volume. The later should limit the loss of information that could occur due to the removal of a large number of majority observations.

To implement such preprocessing in practice, CCR proposes an energy-based approach, in which spherical regions are constructed around every minority observation. Spheres expand using the available energy, a parameter of the algorithm, with the cost increasing for every majority observation encountered during the expansion. More formally, for a given minority observation denoted by \( x_i \), current radius of an associated sphere denoted by \( r_i \), a function returning the number of majority observations inside a sphere centered around \( x_i \) with radius \( r \) denoted by \( f_n(r) \), a target radius denoted by \( r'_i \), and \( f_n(r'_i) = f_n(r_i) + 1 \), the energy change caused by the expansion from \( r_i \) to \( r'_i \) is defined as

\[
\Delta e = -(r'_i - r_i) \cdot f_n(r'_i).
\]

During the sphere expansion procedure, the radius of a given sphere increases up to the point of completely depleting the energy, with the cost increases after each encountered majority observation. Finally, the majority observations inside the sphere are being pushed out to its outskirts. The whole process is illustrated in Figure 3.1.

The proposed cleaning approach meets both of the outlined criteria. First of all, due to the increased expansion cost after each encountered majority observation, it distinguishes the likely mislabeled instances: minority observations surrounded by a large number of majority observations lead to a creation of smaller spheres and, as a result, more constrained cleaning regions. On the other hand, in case of overlapping class distributions, or other words in the presence of a large number of both minority and majority observations, despite the small size of individual spheres, their large volume still leads to large cleaning regions. Secondly, since the majority observations inside the spheres are being translated instead of being completely removed, the information associated with their original positions is to a large extent preserved, and the distortion of class density in specific regions is limited.
3.1 CCR: Combined Cleaning and Resampling

Figure 3.1: An illustration of the sphere creation for an individual minority observation (in the center) surrounded by majority observations (in red). Sphere expands at a normal cost until it reaches a majority observation, at which point the further expansion cost increases (depicted by blue orbits with an increasingly darker color). Finally, after the expansions, the majority observations within the sphere are being pushed outside (in green).

**Selectively oversampling the minority class.** After the cleaning stage is concluded, new synthetic minority observations are being generated. To further exploit the spheres created during the cleaning procedure, new synthetic instances are being sampled within the previously designed cleaning regions. This not only prevents the synthetic observations from overlapping the majority class distribution but also constraints the oversampling areas for observations displaying the characteristics of mislabeled instances.

Moreover, in addition to designating the oversampling regions, CCR proposes employing the size of the calculated spheres in the process of weighting the selection of minority observations used as the oversampling origin. Analogous to the ADASYN, CCR focuses on the difficult observations, with difficulty estimated based on the radius of an associated sphere. More formally, for a given minority observation denoted by $x_i$, the radius of an associated sphere denoted by $r_i$, the vector of all calculated radii denoted by $r$, collection of majority observations denoted by $X_{maj}$, collection of minority observations denoted by $X_{min}$, and assuming that the oversampling is performed up to the point of achieving balanced class distribution, the number of synthetic observations to be generated around $x_i$ is defined as

$$g_i = \left\lfloor \frac{r_i - 1}{\sum_{k=1}^{\left|X_{min}\right|} r_k^{-1}} \cdot \left(\left|X_{maj}\right| - \left|X_{min}\right|\right) \right\rfloor. \quad (3.2)$$

Just like in the ADASYN, such weighting aims to reduce the bias introduced by the class imbalance and to shift the classification decision boundary toward the difficult examples adaptively. However, compared to the ADASYN, in the proposed method the relative distance of the observations plays an important role: while in the ADASYN outlier observations, located in a close proximity of neither majority nor minority instances, based on their far-away neighbors could be categorized as
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Figure 3.2: An illustration of the algorithms behavior in a binary case. From the left: 1) original dataset, 2) sphere calculation for individual minority objects, with smaller spheres created for the observations surrounded by the majority objects, 3) pushing out the majority objects outside the sphere radius, 4) generating synthetic minority observations inside the spheres, in the number inversely proportional to the sphere radius.

difficult, that is not the case under the proposed weighting, where the full sphere expansion would occur.

Combined algorithm. A complete pseudocode of the proposed method is presented in Algorithm 1. Furthermore, the behavior of the algorithm in a binary case is illustrated in Figure 3.2. All three major stages of the proposed procedure are outlined: forming spheres around the minority observations, clean-up of the majority observations inside the spheres, and adaptive oversampling based on the sphere radii.

Main results. During the experimental comparison described in [41] it was demonstrated that CCR tends to outperform the considered reference methods, in particular when combined with the decision trees as a classification algorithm. More specifically, CCR achieved a significantly better recall at the cost of precision of the predictions, which tends to be a favorable trade-off when dedicated imbalance classification metrics, such as AUC and G-mean, are considered. Furthermore, during the described experimental study it was also demonstrated that CCR is heavily reliant on a proper choice of the energy parameter, making the parameter selection a crucial step for achieving the optimal performance.

3.2 RBO: Radial-Based Oversampling

The Radial-Based Oversampling (RBO) [38, 39] algorithm is directly motivated by the shortcomings of SMOTE and other neighborhood-based oversampling strategies previously discussed in Section 2.3. An essential step in oversampling strategies that synthetically generate new objects is establishing the regions of interest, in which the new objects should be introduced. SMOTE and its derivatives achieve that by connecting the nearby minority objects and generating the new objects alongside those connections. While conceptually very simple, this approach does not take into the account neither the position of existing majority class objects, nor the distance between the connected minority objects. As a result, generated regions of interest can overlap areas with a high density of the majority class objects. Intuitively, this is often not a desired behavior, since the goal of the oversampling is to generate minority objects reflecting the whole data distribution.

Potential estimation with radial basis functions. To mitigate this issue, RBO proposes an alternative approach for approximating the regions of interest. Instead of generating binary regions
Algorithm 1 Combined Cleaning and Resampling

Input: collections of majority observations $\mathcal{X}_{maj}$ and minority observations $\mathcal{X}_{min}$

Parameters: $energy$ budget for sphere expansion, $p$-norm used for distance calculation

Output: translated majority observations $\mathcal{X}_{maj}'$ and synthetic minority observations $S$

1: function CCR($\mathcal{X}_{maj}$, $\mathcal{X}_{min}$, $energy$, $p$):
2: $S \leftarrow \emptyset$ [synthetic minority observations]
3: $t \leftarrow$ zero matrix of size $|\mathcal{X}_{maj}| \times m$, with $m$ denoting the number of features [translations of majority observations]
4: $r \leftarrow$ zero vector of size $|\mathcal{X}_{min}|$ [radii of spheres associated with the minority observations]
5: for all minority observations $x_i$ in $\mathcal{X}_{min}$ do
6: $e \leftarrow energy$
7: $n_r \leftarrow 0$ [number of majority observations inside the sphere generated around $x_i$]
8: end for
9: for all majority observations $x_j$ in $\mathcal{X}_{maj}$ do
10: $d_j \leftarrow ||x_i - x_j||_p$
11: end for
12: for all majority observations $x_j$ in $\mathcal{X}_{maj}$ do
13: $n_r \leftarrow n_r + 1$
14: $\Delta e \leftarrow -(d_j - r_i) \cdot n_r$
15: if $e + \Delta e > 0$ then
16: $r_i \leftarrow d_j$
17: $e \leftarrow e + \Delta e$
18: else
19: $r_i \leftarrow r_i + \frac{e}{n_r}$
20: break
21: end if
22: end for
23: for all majority observations $x_j$ in $\mathcal{X}_{maj}$ do
24: if $d_j < r_i$ then
25: $t_j \leftarrow t_j + \frac{r_i - d_j}{d_j} \cdot (x_j - x_i)$
26: end if
27: end for
28: $\mathcal{X}_{maj}' \leftarrow \mathcal{X}_{maj} + t$
29: for all minority observations $x_i$ in $\mathcal{X}_{min}$ do
30: $g_i \leftarrow \left\lfloor \frac{r_i - 1}{r_{k-1}^{r_i - 1} \cdot (|\mathcal{X}_{maj}| - |\mathcal{X}_{min}|)} \right\rfloor$
31: for $1 \leq g_i$ do
32: $v \leftarrow$ random point inside a zero-centered sphere with radius $r_i$
33: $S \leftarrow S \cup \{x_i + v\}$
34: end for
35: end for
36: return $\mathcal{X}_{maj}'$, $S$

between the minority objects, RBO uses a real-valued potential surface, with potential at each point in space representing our preference towards that point belonging to either minority or majority class. To calculate that potential, RBO assigns a Gaussian radial basis function (RBF) to every object in the training dataset, with the polarity dependent on its class. Using the concept of Gaussian RBF, the potential function is defined as follows: given a collection of observations $\mathcal{X}$,
parameter $\gamma$ representing the spread of a single RBF, a point in space $x$, and using the L1 norm as a distance measure, the potential function is defined as

$$
\Phi(x, X, \gamma) = \sum_{i=1}^{|X|} e^{-\left(\frac{\|x_i - x\|_1}{\gamma}\right)^2}.
$$

The subcollection of observations $X$ belonging to class $c$ is further denoted by $X^{(c)}$. Of particular interest is the class potential, the potential computed on the collection of observations belonging to a specific class $X^{(c)}$, and the mutual class potential, the difference between the potential of two different classes. While discussing the potentials, in the binary setting the following convention is assumed: high mutual majority class potential indicates the situation, in which the class potential for the majority class is higher than the potential of the minority class, and high mutual minority class potential indicates the opposite.

An example of a potential surface for a two-dimensional dataset is presented in Figure 3.3. Minority objects, as well as associated with them negative potentials are represented by a blue color, whereas majority objects and associated with them positive potentials are represented by a red color. Potentials close to zero are indicated by a gray color.

Compared to the regions of interest generated by SMOTE, potential surface has several advantages. First of all, it is resilient to the presence of outliers, as well as a small number of minority objects combined with disjoint distributions. While in those cases SMOTE is likely to generate synthetic objects over the clusters of a majority objects, using the potential surface would result in a smaller, constrained regions of a negative potential. Secondly, compared to the regions of interest used by SMOTE, potential surface contains more information that can be used to guide more sophisticated placement strategies. For instance, depending on the task at hand and the preference towards either the precision or the recall, synthetic minority objects might be placed either at the regions with a potential close to zero, or those with a very high potential. The former might be interpreted as an uncertain area, and placing new objects in it should move the decision border in favor of the minority class, whereas the latter represents a higher certainty, and should lead to a more conservative decision border.

**Oversampling procedure.** Based on a potential surface, various strategies of imbalanced data resampling can be designed. In Radial-Based Oversampling an algorithm that creates artificial objects as a product of an iterative optimization is proposed. RBO optimizes the absolute value of the potential, which corresponds to placing the synthetic minority objects in regions of high uncertainty, close to the predicted decision border. Two alternative optimization criteria were considered, namely the maximization and the minimization of potentials. The final choice is motivated by the intuitive soundness of objects generated in the local minima, especially when compared to the considered alternatives, as well as the visual examination of the datasets oversampled with the different optimization criteria. In all the cases, a random minority objects are chosen as a starting points for the optimization. The maximization of the potential, if not constrained by the distance, would lead to oversampling over the clusters of majority points, the exact behavior that was described as disadvantageous in SMOTE. On the other hand, the minimization of the potential would often be immediately stuck in a local minima, since the existing minority objects are often associated with an especially low potential.
The optimization procedure itself is based on a simple hill climbing algorithm. Starting by generating a new object in a position associated with a randomly chosen minority object, at every iteration the object is translated in a random direction, and the translation is preserved only if the absolute value of the potential decreases. The procedure lasts for a number of iterations given as a parameter of the algorithm, with a small probability of an early stopping, also given as a parameter. The addition of the early stopping possibility is motivated by the idea of covering the considered region of interest more evenly, instead of placing them only on the decision borders. Importantly, during the oversampling, in the proposed version of the algorithm the newly generated, synthetic minority instances are not being considered during the potential calculation. It was observed that synthetic instances could cause a significant drift in the original potential, a behavior deemed potentially dangerous, especially in the case of an extreme imbalance.

Complete pseudocode of the described oversampling strategy is presented in Algorithm 2. In the proposed variant, the oversampling was performed up to the point of balancing the class distributions. An example of an originally imbalanced dataset after applying the RBO was presented in Figure 3.3. As can be seen, in the case of a singular outliers, new objects are being generated in a close proximity, and the overlapping of the majority clusters is limited. On the other hand, in the remaining cases synthetically generated objects are being spread across the regions of interest, with a preference towards the difficult areas. It can be argued that in case of a singular outliers, instead of limiting the distance within which the synthetic objects can be generated, the outliers could be ignored completely and regarded as a noise. However, especially in the case of extreme imbalance, such behavior could lead to omitting important instances. Therefore, instead of making an assumption about the nature of the outliers on the level of the oversampling algorithm, it is instead recommended to use data cleaning prior to oversampling when the presence of noise is suspected.

Characteristics of the proposed RBO algorithm can also be favorable when dealing with noisy data. Most of existing oversampling schemes suffer from a degraded performance when the noise level is being increased. This phenomenon can be explained using SMOTE as an exemplary algorithm. Label noise will lead to mixed objects in the neighborhood, while feature noise will
lead to increased overlapping between classes. As SMOTE creates new artificial objects based on a
selected neighbors, both types of noise will affect it significantly. Label noise will lead to either too
small neighborhood that will not allow for sufficient empowering of the minority class presence
in this region (when majority objects in overlapping areas are mislabeled as minority ones), or to
overextended neighborhood that will introduce scattered artificial objects (when local minority
objects are mislabeled as majority ones). Feature noise will shift the location of objects in the training
set, thus leading to incorrect placement of new objects (as they are placed along the lines joining
two selected minority objects). These limitations are shared by most of oversampling techniques
from SMOTE family. While recently SMOTE-IPF [58] implementation was proposed in order to
tackle noisy data, it must be noted that it combines standard SMOTE with computationally costly
filtering. Therefore, it seems more interesting to investigate oversampling methodologies that have
inbuilt mechanism for handling the presence of noise. RBO falls into this category, as by using
potentials it is able to identify which regions should be subject to oversampling. Therefore, shifts in
the training set will not affect RBO procedure as much as reference methods. Additionally, RBO

Algorithm 2 Radial-Based Oversampling

Input: collections of majority observations $X_{maj}$ and minority observations $X_{min}$

Parameters: spread of radial basis function $\gamma$, optimization step, number of iterations per
synthetic observation, $k$ nearest neighbors used for potential approximation

Output: collection of synthetic minority observations $S$

1: function $RBO(X_{maj}, X_{min}, \gamma, \text{step, iterations, } k)$:
2: $S \leftarrow \emptyset$
3: find $k$ nearest neighbors from $X_{maj} \cup X_{min}$ for every observation in $X_{min}$
4: while $|X_{min}| + |S| < |X_{maj}|$ do
5: $x^0 \leftarrow$ randomly chosen observation from $X_{min}$
6: $X_{maj0}, X_{min0} \leftarrow$ collections of majority and minority observations belonging to $k$ nearest
    neighbors of $x^0$
7: $\Phi^0 \leftarrow \Phi(x^0, X_{maj0}, \gamma) - \Phi(x^0, X_{min0}, \gamma)$
8: for $i \leftarrow 1$ to iterations do
9: $direction \leftarrow$ randomly chosen standard basis vector in a $m$-dimensional Euclidean
    space, with $m$ being the number of features
10: $sign \leftarrow$ randomly chosen value from $\{-1, 1\}$
11: $x' \leftarrow x^0 + direction \times sign \times \text{step}$
12: $\Phi' \leftarrow \Phi(x', X_{maj0}, \gamma) - \Phi(x', X_{min0}, \gamma)$
13: if $|\Phi'| < |\Phi^0|$ then
14: $x^0 \leftarrow x'$
15: $\Phi^0 \leftarrow \Phi(x', X_{maj0}, \gamma) - \Phi(x', X_{min0}, \gamma)$
16: end if
17: end for
18: $S \leftarrow S \cup \{x^0\}$
19: end while
20: return $S$
Figure 3.4: An example of influence of class label noise on imbalanced data oversampling. SMOTE and ADASYN are strongly affected, as they have no mechanisms to reduce the influence of noisy neighbors on introduced artificial objects. Borderline SMOTE is able to detect obvious outliers, but is still prone to generating synthetic minority objects over clusters of majority objects. The proposed RBO approach is less affected due to its potential-based selection of regions to oversample.

generates new objects and positions them in a less random manner than SMOTE, eliminating the problem of artificial objects being spread over the feature space. An illustrative example of differences between SMOTE and RBO on noisy data is given in Figure 3.4.

**Main results.** RBO was first introduced in [38], in which the original study demonstrating its performance was conducted. It was further extended in [39] in which, in addition to extending the scope of the initial study with additional benchmark datasets and reference methods, the impact of noise on the algorithms performance was considered. Observed results indicated the suitability of RBO for handling data affected by label noise. Finally, it is worth noting that based on the observed results, RBO was much less affected by the choice of its main parameter, $\gamma$, than CCR was affected by the proper choice of energy.

### 3.3 RBU: Radial-Based Undersampling

The Radial-Based Undersampling (RBU) [35] algorithm is an extension of the concept of class potential to the undersampling procedure. One of the most significant drawbacks of RBO is its high computational complexity, which makes its usage prohibitive when dealing with large datasets due to the need for recalculation of class potential at every iteration step. RBU addressed this issue,
introducing a potential-based ranking procedure for determining the order of removal of majority observations.

**Using mutual class potential during undersampling.** While originally proposed to provide the regions of interest in the process of oversampling, mutual class potential can also easily be used to guide the process of undersampling the majority class. Recall that, using the assumed convention, high value of mutual class potential in a given point in space would indicate that in its proximity there is a higher concentration of majority than minority observations. It is therefore possible to rank the existing majority observations based on their mutual class potential. RBU proposes using such ranking mechanism to determine the order of undersampling. Specifically, it makes the assumption that the majority observations with highest corresponding mutual class potential provide the least amount of information and are more redundant than the observations with lower potential. As a result, the undersampling is performed in the order of decreasing potential, with its value updated for the remaining observations after each undersampled object.

The pseudocode of the proposed method is presented in Algorithm 3. In addition to the collection of majority objects $K$ and the collection of minority objects $κ$, algorithm has two additional parameters: spread of the individual radial basis function $γ$, affecting the range of impact of the associated observation on the mutual class potential, and the undersampling ratio, with ratio equal to 1.0 indicating that the majority objects are undersampled up to the point of achieving balanced class distribution. Furthermore, a visualization of the algorithms behavior for different values of $γ$ is presented in Figure 3.5. As can be seen, the value of $γ$ parameter significantly impacts the shape of the resulting potential: using smaller values of $γ$ leads to a more complex potential field, affected in a given point in space only by the observations in its close proximity, whereas using larger values of $γ$ leads to a smooth potential. As a result, the choice of $γ$ affects the order of undersampling. For the smaller values of $γ$ removed observations are mostly a part of local clusters consisting of several majority and no minority observations, and these clusters are never completely removed. Furthermore, individual majority observations and majority observations located in a close proximity of minority observations tend to remain unaffected. On the other hand, for larger values of $γ$ a single cluster with a high concentration of majority objects is identified and the undersampling is performed solely within its bounds. When combined with a significant data imbalance this can lead to a potentially undesirable behavior of a very highly centralized undersampling, which may indicate the proclivity towards using lower values of $γ$.

**Main results.** The results of the experimental study described in [35] demonstrated the usefulness of RBU algorithm when compared to state-of-the-art over- and undersampling techniques. As demonstrated by the conducted computational complexity analysis, RBU offered a significant speed-up when compared to RBO, reducing the complexity from $O(imn^2)$ to $O(mn^2)$, with $n$ denoting the total number of observations, $m$ denoting the number of features, and $i$ denoting the number of iterations of RBO algorithm per synthetic observation, which was typically set between 1,000 and 10,000 in the conducted experiments. Interestingly, at the same time RBU achieved a statistically significantly better performance than RBO when combined with decision trees, and no statistically significant differences in other cases. Finally, an approach for evaluating the impact of dataset characteristics on the algorithms performance was introduced, which was used to demonstrate that RBU tends to outperform the reference methods on difficult datasets.
Algorithm 3 Radial-Based Undersampling

**Input:** collections of majority objects $K$ and minority objects $\kappa$

**Parameters:** spread of radial basis function $\gamma$, undersampling ratio $\text{ratio}$

**Output:** undersampled collection of majority objects $K'$

1. function $\text{RBU}(K, \kappa, \gamma, \text{ratio})$:
2. $K' \leftarrow K$
3. for every object $K'_i$ in $K'$ and its associated potential $\Phi_i$ do
4. $\Phi_i \leftarrow \Phi(K'_i, K, \kappa, \gamma)$
5. end for
6. while $|K| - |K'| < \text{ratio} \cdot (|K| - |\kappa|)$ do
7. $x \leftarrow$ object $K'_i$ from $K'$ with highest potential $\Phi_i$; in case of multiple selected objects break ties arbitrarily
8. discard $x$ from $K'$
9. for every object $K'_i$ in $K'$ and its associated potential $\Phi_i$ do
10. $\Phi_i \leftarrow \Phi_i - e^{-\frac{\|K'_i - x\|^2}{\gamma}}$
11. end for
12. end while
13. return $K'$

Figure 3.5: Visualized impact of the $\gamma$ parameter of RBU on the shape of the mutual class potential and resulting undersampling regions. Top row: original dataset with highlighted majority objects selected for undersampling. Bottom row: dataset after undersampling. Values of $\gamma$, from the left: 1.0, 2.5, 5.0, 10.0, 25.0.
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3.4 RB-CCR: Radial-Based Combined Cleaning and Resampling

The Radial-Based Combined Cleaning and Resampling (RB-CCR) [36] algorithm, as the name indicates, is an attempt at combining the design principles underlying both the CCR and RBO algorithms. Recall that CCR is an energy-based oversampling algorithm that relies on spherical regions, centered around the minority class observations, to designate areas in which synthetic minority observations should be generated. These spherical regions expand iteratively, with the rate of expansion inversely proportional to the number of neighboring observations belonging to the majority class. While computationally efficient and conceptually simple, using spherical regions to model the areas designed for oversampling has two limitations. First of all, it enforces constant rate of expansion of the sphere in every direction, irregardless of the exact position of the majority neighbors. Secondly, it does not utilize the information about the neighboring minority class observations. To address these issues RB-CCR proposes a novel sampling procedure, the aim of which is refining the original spherical regions via constraining the regions designed for oversampling based on the class potential. In the remainder of this section the proposed sampling procedure, as well as the way in which it can be integrated with the CCR algorithm, are described.

Guided sampling procedure. The proposed sampling procedure is based on the notion of class potential (Equation 3.3). To reiterate, two previously identified drawbacks of the original CCR algorithm are: that the sphere expansion procedure progresses at a constant rate in every direction, irregardless of the exact position of the majority neighbors; and that it does not utilize the information about the position of neighboring minority class observations. Intuitively, neither of these is a desired behavior, since it can lead to a lower than expected expansion in the direction of minority observation clusters, and higher than expected expansion in the direction of majority observation clusters. While in theory an obvious modification that could address these issues would be to exchange the spheres used by CCR to more robust shapes, such as ellipsoids, and adjust the expansion step accordingly, in practice it is not clear how the later could be achieved. Alternatively, RB-CCR proposes to exploit the efficiency of first defining the sphere around the minority observation, and then partitioning it into sub-regions based on the class potential to more effectively guide sample generation.

The proposed strategy generates a number of candidate samples within the sphere to estimate the range of potential values, afterwards uses the minority class potential to divide a given sphere into three regions: low (L), equal (E) and high (H) potential regions, and finally selects a desired number of candidate observations exclusively from a chosen region, specified as a parameter of the algorithm. A more detailed formulation of the proposed strategy is presented in Algorithm 4, and an illustration of the sphere partitioning procedure is presented in Figure 3.6.

The CCR algorithm generates samples with uniform probability from within entire sphere. Alternatively, Figure 3.6 illustrates that RB-CCR divides the original sphere into three regions (L, E, H). The regions are defined according to the shape of the globally calculated minority class potential. Subsequent to the partitioning, sample generation can be restricted to a specific region. Intuitively, samples in the high potential regions can be regarded as having a higher probability of coming from the underlying minority class distribution than samples in the low potential regions. This, to some extents, parallels different variants of SMOTE, such as Borderline-SMOTE [25].
Guided sampling procedure

**Input:** sampling seed $x$, sampling radius $r$, collection of minority observations $\mathcal{X}_{\text{min}}$  
**Parameters:** radial basis function spread $\gamma$, sampling region from which returned samples will be drawn, number of candidates $c$ used for potential range estimation, number of returned candidate samples $n$  
**Output:** collection of synthetic minority observations $S$ located in the sampling region around $x$

```plaintext
1: function sample($x, r, \mathcal{X}_{\text{min}}, \gamma, \text{region}, c, n$):
2:     $C \leftarrow \emptyset$ {collection of candidate samples}
3:     $Z \leftarrow \emptyset$ {collection of candidate potentials}
4:     for $i$ in 1 to $c$ do
5:         $C_i \leftarrow$ random sample inside a $x$-centered sphere with radius $r$
6:         $Z_i \leftarrow \Phi(C_i, \mathcal{X}_{\text{min}}, \gamma)$
7:     end for
8:     bound$L = \Phi^0 - \frac{1}{3}(\Phi(x, \mathcal{X}_{\text{min}}, \gamma) - \min Z)$ {estimated low potential bound within the sphere}
9:     bound$H = \Phi^0 + \frac{1}{3}(\max Z - \Phi(x, \mathcal{X}_{\text{min}}, \gamma))$ {estimated high potential bound within the sphere}
10:    $S \leftarrow \{x\}$ {collection of suitable candidates}
11:    for $i$ in 1 to $c$ do
12:        if $Z_i \leq$ bound$L$ then
13:            reg$i \leftarrow L$ {i-th candidate in the low potential region}
14:        else if $Z_i \geq$ bound$H$ then
15:            reg$i \leftarrow H$ {i-th candidate in the high potential region}
16:        else
17:            reg$i \leftarrow E$ {i-th candidate in the equal potential region}
18:        end if
19:        if reg$i = \text{region}$ then
20:            $S \leftarrow S \cup \{C_i\}$
21:        end if
22:    end for
23:    $S \leftarrow n$ samples randomly selected with replacement from $S$
24:    return $S$
```

or Safe-Level-SMOTE [10], which focus on different types of observations to guide the sampling process. However, contrary to SMOTE variants, RB-CCR provides a flexibility to chose an appropriate sampling region for the target data within a single framework.

**Integrating guided sampling with the CCR algorithm.** The proposed sampling strategy can easily be integrated into the original CCR algorithm. Instead of the original sampling within the whole sphere, RB-CCR uses the guided sampling strategy described in the previous section. The rest of the steps, that is: sphere radius calculation, translation of majority observations, and
calculation of the number of synthetic observations generated for each minority observations, remain unchanged. A pseudocode of the proposed RB-CCR algorithm is presented in Algorithm 5.

The behavior of the proposed algorithm changes depending on the choice of its three major hyperparameters: RBF spread $\gamma$, energy used for sphere expansion, and sampling region. The impact of $\gamma$ is illustrated in Figure 3.7. As can be seen, $\gamma$ regulates the smoothness of the potential shape, with low values of $\gamma$ producing a less regular contour, conditioned mainly on the position of minority neighbors located in a close proximity. On the contrary, higher $\gamma$ values produce a smoother, less prone to overfitting potential, with a smaller number of distinguishable clusters.

Secondly, the value of energy affects the radius of the produced spheres, which controls the size of sampling regions and the range of translations, as illustrated in Figure 3.8. It is worth noting that as the energy approaches zero, the algorithm degenerates to random oversampling. The choice of the energy is also highly dependent on the dimensionality of the data, and has to be scaled to the number of features a given dataset contains, with higher dimensional datasets requiring higher energy to achieve a similar sphere expansion. Finally, the choice of the sampling region determines how the generated samples align with the minority class potential, which is demonstrated in Figure 3.9. Sampling in all of the available regions (LEH), equivalent to the original CCR algorithm, completely ignores the potential and uses whole spheres as a region of interest. Sampling in the E region constraints samples in areas of potential approximately equal to the sphere center, that is the underlying, real minority observation. Sampling in the H region pushes the generated observations towards regions of the data space estimated to have a higher minority class probability, which can be interpreted as focusing the sampling process on generating samples that are safer, more resembling the original minority observations. The opposite is true for sampling in the L region.

Finally, it is worth discussing how RB-CCR compares to the other oversampling algorithms. An illustration of differences between several popular methods is presented in Figure 3.10, with a highly imbalanced dataset characterized by a disjoint minority class distribution used as a benchmark. As can be seen, when compared to the SMOTE-based approaches, RB-CCR tends to introduce lower class overlap, which can occur for SMOTE when dealing with disjoint distributions, the presence of noise or outliers. RBO avoids the problem of sampling in the majority class regions, however, it produces very conservative and highly clustered samples. These can cause the classifier...
Algorithm 5 Radial-Based Combined Cleaning and Resampling

Input: collections of majority observations $X_{maj}$ and minority observations $X_{min}$

Parameters: energy budget for expansion of each sphere, radial basis function spread $\gamma$, sampling region from which returned samples will be drawn, number of candidates $c$ used for potential range estimation

Output: collections of translated majority observations $X'_{maj}$ and synthetic minority observations $S$

1: function RB-CCR($X_{maj}$, $X_{min}$, energy, $\gamma$, region, $c$):
2:    $S \leftarrow \emptyset$ [synthetic minority observations]
3:    $t \leftarrow$ zero matrix of size $|X_{maj}| \times m$, with $m$ denoting the number of features [translations of majority observations]
4:    $r \leftarrow$ zero vector of size $|X_{min}|$ [radii of spheres associated with the minority observations]
5:    for all minority observations $x_i$ in $X_{min}$ do
6:        $e \leftarrow$ energy [remaining energy budget]
7:        $n_r \leftarrow 0$ [number of majority observations inside the sphere generated around $x_i$]
8:        for all majority observations $x_j$ in $X_{maj}$ do
9:            $d_j \leftarrow ||x_i - x_j||_2$
10:       end for
11:       sort $X_{maj}$ with respect to $d$
12:       for all majority observations $x_j$ in $X_{maj}$ do
13:           $n_r \leftarrow n_r + 1$
14:           $\Delta e \leftarrow (d_j - r_i) \cdot n_r$
15:           if $e + \Delta e > 0$ then
16:               $r_i \leftarrow d_j$
17:           else
18:               $r_i \leftarrow r_i + \frac{e}{n_r}$
19:               break
20:       end if
21:    end for
22: for all majority observations $x_j$ in $X_{maj}$ do
23:    if $d_j < r_i$ then
24:        $t_j \leftarrow t_j + \frac{r_i - d_j}{d_j} \cdot (x_j - x_i)$
25:    end if
26: end for
27: end for
28: $X'_{maj} \leftarrow X_{maj} + t$
29: for all minority observations $x_i$ in $X_{min}$ do
30:    $g_i \leftarrow \left[ \frac{r_i - 1}{\sum_{k=1}^{n_{maj}} r_k - 1} \cdot (|X_{maj}| - |X_{min}|) \right]$
31:    add sample($x_i, r_i, X_{min}, \gamma, \text{region}, c, g_i$) to $S$
32: end for
33: return $X'_{maj}, S$

3.4 RB-CCR: Radial-Based Combined Cleaning and Resampling

to overfit in a manner similar to random oversampling. RB-CCR avoids the risk of overfitting with larger regions of interest. Moreover, the larger regions enable a greater reduction in classifiers bias towards the majority class. The energy parameter facilitates the control of this behavior, with higher values of energy leading to less conservative sampling, and information provided by the class potential is used to fine-tune the shape of regions of interest within the sphere. This enables better control of the sampling.
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Figure 3.7: Visualization of the impact of $\gamma$ parameter on the shape of minority class potential.

(a) $\gamma = 0.1$  
(b) $\gamma = 0.25$  
(c) $\gamma = 0.5$  
(d) $\gamma = 1.0$

Figure 3.8: Visualization of the impact of energy parameter on the sphere radius and corresponding region in which synthetic minority observations (indicated by dark outline) are being generated. Note that the majority observations within the sphere are being pushed outside during the cleaning step.

(a) energy = 0.1  
(b) energy = 0.25  
(c) energy = 0.5  
(d) energy = 1.0

Figure 3.9: An example of the choice of sampling region on the distribution of generated minority observations. Baseline case, equivalent to sampling in all of the possible regions (LEH), was compared with sampling in the high (H), equal (E) and low (L) potential regions. Note that the distribution of generated observations aligns with the shape of the potential field.

(a) LEH  
(b) H  
(c) E  
(d) L

Main results. During the experimental study described in [36] it was demonstrated that with a proper choice of sampling region RB-CCR outperforms CCR, and cross-validation can be reliably used to determine the proper choice of sampling region for a given dataset. The empirical assessment also shown that sampling the high potential region with RB-CCR generally produces significantly better precision and specificity, with less impact on recall than CCR. Thus, RB-CCR achieves a better balance in the precision-recall trade-off. Moreover, on average RB-CCR outperforms the
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Figure 3.10: A comparison of data distribution after oversampling with different algorithms on a highly imbalanced dataset with disjoint minority class distributions. SMOTE introduces a high degree of class overlap; Bord solves the problem only partially, still introducing some overlap, at the same time completely omitting oversampling around selected observations. RBO does not produce artificial overlap, but at the same time is very conservative during sampling, in particular within originally overlapping regions. CCR and RB-CCR produce a distribution that leads to a higher bias towards the minority class, both due to synthesizing observations around all of the instances, as well as the conducted translation of majority observations, at the same time minimizing class overlap. Compared to CCR, RB-CCR produces more constrained samples based on the underlying potential.

considered reference methods with respect to recall, AUC and G-mean. Finally, during comparison of various classification and resampling algorithm combinations it was demonstrated that RB-CCR combined with a multi-layer perceptron tends to outperform all of the other considered algorithm combinations, making it a sensible default for a practical use.

3.5 CSMOUTE: Combined Synthetic Oversampling and Undersampling

The Combined Synthetic Oversampling and Undersampling (CSMOUTE) [32] algorithm, similar to RBU, attempts to extend the design technique previously utilized in the oversampling to the undersampling procedure. Specifically, it expands on the idea of using interpolation between nearby instances, previously introduced in the oversampling setting in the form of SMOTE [12]. SMOTE became a cornerstone of numerous data-level strategies for handling data imbalance [18]. It was introduced as a direct response to the shortcomings of random oversampling, which was shown by Chawla et al. [12] to cause overfitting in selected classification algorithms, such as decision trees. Instead of simply duplicating the minority instances, which was the case in random oversampling,
SMOTE instead advocates for generating synthetic observations via data interpolation. It is worth noting that this approach does not remain without its on disadvantages, previously discussed in Section 2.3. Still, despite its flaws, SMOTE remains one of the most important approaches for handling data imbalance.

The algorithm. At the hearth of the proposed approach lies the Synthetic Majority Undersampling Technique (SMUTE), a conceptually simple method that leverages the concept of interpolation of nearby instances, previously introduced in the oversampling setting in SMOTE. Specifically, the proposed algorithm focuses on the majority class observations, and at each iteration randomly selects one of them and one of their $k$ nearest neighbors, with $k$ being a parameter of the algorithm. Afterwards, a new instance is synthesized, similar to the SMOTE, added to the collection of majority observations, and at the same time two of the original instances are removed from the dataset. The pseudocode of the proposed approach is presented in Algorithm 6. In contrast to the SMOTE, the proposed procedure is not motivated by the need to combat overfitting, which is not as pressing an issue in the case of undersampling, but instead the one to minimize the loss of information due to the instance removal. The idea is similar to various prototype selection approaches, in which the original collection of majority observations is reduced to a smaller collection of representative instances, e.g. by applying clustering. In fact, the proposed approach can be viewed as a special case of a local clustering, in which instead of using the whole set of majority observations only its subset is selected, in this case an extreme collection consisting only of two nearby observations, and a random noise is added to the resulting synthetic observation. However, in contrast with the traditional clustering approaches, likely to operate on either a whole collection of majority observations, or its much larger subset, proposed approach differs in two significant ways. First of all, by using only two observations during the reduction step, the capabilities of the algorithm to generate representative prototypes are reduced, an obvious drawback of the method. However, since the reduction step originates in the position of a particular existing observation, it allows us to guide the resampling procedure. Specifically, it enables us to select only the points of origin with particular characteristics, for instance only the borderline instances, or only the outliers, which is either not possible or not as easily achievable in the traditional clustering approaches. Similarly, it allows us to adjust the ratio of points of origin of a given type what will be used for reduction, or accommodate other local data characteristics. This is further facilitated by the second of the proposed approaches, the Combined Synthetic Oversampling and Undersampling Technique (CSMOUTE), which simply combines SMOTE oversampling with SMUTE undersampling at a given ratio of over- and undersampling.

Main results. In the study described in [32] it was demonstrated that SMUTE by itself is a reasonable alternative to other undersampling approaches, such as random undersampling, and that by combining SMUTE undersampling with SMOTE oversampling it is possible to further improve the algorithms performance compared to both stand-alone alternatives. Furthermore, it was demonstrated that CSMOUTE outperforms the considered reference methods. Finally, during the experimental analysis it was demonstrated that the performance of the algorithm shows a significant correlation with the characteristics of a dataset on which it is applied, with the performance improved on datasets consisting of a high proportion of outlier instances, and worsened on datasets with a high proportion of borderline instances. The fact that the algorithm displays a significantly different performance based on the global dataset characteristics suggests that it might be feasible to apply resampling selectively, based on the local characteristics of the
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Algorithm 6 Combined Synthetic Oversampling and Undersampling

**Input:** collections of majority observations $X_{maj}$ and minority observations $X_{min}$

**Parameters:** number of nearest neighbors used during oversampling $k_{SMOTE}$ and undersampling $k_{SMUTE}$, ratio of data balancing done using oversampling

**Output:** resampled collections of majority observations $X'_{maj}$ and minority observations $X'_{min}$

1: function SMOTE($k, n$):
2: $X'_{min} \leftarrow X_{min}$
3: while $|X'_{min}| - |X_{min}| < n$ do
4: $x_1 \leftarrow$ randomly selected observation from $X_{min}$
5: $x_2 \leftarrow$ randomly selected observation from $k$ nearest neighbors of $x_1$ belonging to $X_{min}$
6: $r \leftarrow$ random real number in $[0, 1]$  
7: $x' \leftarrow x_1 + r \cdot (x_2 - x_1)$
8: append $x'$ to $X'_{min}$
9: end while
10: return $X'_{min}$

11: function SMUTE($k, n$):
12: $X'_{maj} \leftarrow X_{maj}$
13: while $|X'_{maj}| - |X_{maj}| < n$ do
14: $x_1 \leftarrow$ randomly selected observation from $X'_{maj}$
15: $x_2 \leftarrow$ randomly selected observation from $k$ nearest neighbors of $x_1$ belonging to $X'_{maj}$
16: $r \leftarrow$ random real number in $[0, 1]$  
17: $x' \leftarrow x_1 + r \cdot (x_2 - x_1)$  
18: delete $x_1$ and $x_2$ from $X'_{maj}$
19: append $x'$ to $X'_{maj}$
20: end while
21: return $X'_{maj}$

22: function CSMOUTE($k_{SMOTE}, k_{SMUTE}, ratio$):
23: $n \leftarrow |X_{maj}| - |X_{min}|$
24: $n_{SMOTE} \leftarrow \text{round}(n \cdot ratio)$
25: $n_{SMUTE} \leftarrow n - n_{SMOTE}$
26: $X'_{min} \leftarrow \text{SMOTE}(k_{SMOTE}, n_{SMOTE})$
27: $X'_{maj} \leftarrow \text{SMUTE}(k_{SMUTE}, n_{SMUTE})$
28: return $X'_{maj}, X'_{min}$
data, to achieve a better performance. Specifically, a promising strategy might incorporate placing
a particular focus on the outlier instances during the undersampling, at the same time treating
borderline instances differently, for example by either excluding them completely or by applying
oversampling instead.

3.6 PA: Potential Anchoring

The Potential Anchoring (PA) [33] algorithm also utilizes radial basis functions and the concept
of class potential introduced with RBO, but contrary to the previously described radial-based
approaches, the aim of PA is preserving the shape of the underlying class distributions. This
is motivated by the fact that the majority of the existing oversampling strategies, such as Borderline-
SMOTE [25], Safe-Level-SMOTE [10], ADASYN [26], and MWMOTE [4], modify the underlying
class distribution in oversampling process, focusing the generation of synthetic observations in
a specific regions. However, all of the aforementioned resampling strategies are at the same time
based on different, often contradictory, ideas on where the resampling process should be focused.
While all of them have their own niches of outperformance, out of necessity they are specialized,
and it is often not clear which method, if any, is preferred in a general case.

Instead of using an ad-hoc strategy of boosting specific regions of data space, PA takes the
approach of preserving the original shape of underlying class distribution. Specifically, this is
achieved by treating the generated synthetic observations as optimization parameters, which
are positioned to minimize the difference between the potential of the original and resampled
observations, with a regularization constraint added to prevent overfitting during oversampling.
The proposed framework is used in both over- and undersampling, presenting a unified framework
for the two of them.

Potential resemblance loss. PA is based on the previously defined concept of potential function
(Equation 3.3). Recall that class potential can be viewed as a measure of density of observations
from that class. The values of potential function are not, however, bound to any specific range,
making it difficult to compare the relative shape of potential computed with respect to two different
collections of observations. To mitigate this issue, a normalized potential function $\Psi$ is proposed.
This function computes the potential for $k$ anchor points $A_i$ and returns a vector of $k$ normalized
potentials. More formally, the normalized potential function is defined as

$$\Psi(A, X, \gamma) = \frac{1}{\sum_{i=1}^{k} \Phi(A_i, X, \gamma)} \begin{bmatrix}
\Phi(A_1, X, \gamma) \\
\Phi(A_2, X, \gamma) \\
\vdots \\
\Phi(A_k, X, \gamma)
\end{bmatrix}.$$  

Due to the non-negativity of $\Phi$, the values of $\Psi$ are also non-negative and range from 0 to 1. The
normalized potential function describes the relative density of observations in any given anchor
point $A_i$. This property makes it possible to directly compare the outputs of $\Psi$ computed with
respect to two different collections of observations, even if the collections differ in size, as will be
the case during resampling.
Finally, based on the concept of normalized potential, the potential resemblance loss is defined. Given a collection of original observations $\mathcal{X}$, $k$ anchor points $\mathcal{A}$, collection of prototypes $\mathcal{P}$, that is generated observations the position of which we wish to optimize, their starting positions $\mathcal{P}^0$, radial basis function spread $\gamma$, and regularization coefficient $\lambda$, the potential resemblance loss is defined as

$$
\mathcal{L}(\mathcal{X}, \mathcal{A}, \mathcal{P}, \mathcal{P}^0, \gamma, \lambda) = \sum_{i=1}^{k} (\Psi(\mathcal{X}, \mathcal{A}, \gamma)_i - \Psi(\mathcal{P}, \mathcal{A}, \gamma)_i)^2 + \lambda \sum_{i=1}^{||\mathcal{P}||} e^{-\left(\frac{\|\mathcal{P}_i - \mathcal{P}^0_i\|_2}{\gamma}\right)^2}.
$$

The left-side term of the equation is a mean squared error between the normalized potential computed with respect to $\mathcal{X}$ and $\mathcal{P}$, and as such measures the difference in relative shape of the potential produced by these two collection of observations. The right-side term is a regularization term that measures the displacement of prototypes $\mathcal{P}$ from their starting positions. If $\mathcal{P}^0$ is created by a random sampling of $\mathcal{X}$, as is the case in the proposed approach, this term prevents the algorithm minimizing $\mathcal{L}$ from degenerating to random oversampling, since prototypes $\mathcal{P}$ will be displaced from their original positions. It is worth noting that even though in principle we would like to penalize the placement of $\mathcal{P}$ close to any of the observations from $\mathcal{X}$, in the conducted experiments considering only the starting positions $\mathcal{P}^0$ was sufficient to prevent the overfitting, at the same time being more computationally efficient.

**Algorithm.** Being equipped with a potential resemblance loss $\mathcal{L}$, the problem of imbalanced data resampling can be formulated as the optimization of prototype point positions $\mathcal{P}$ with respect to $\mathcal{L}$. While the proposed approach is motivated from the point of view of oversampling, it is also easily applicable to the undersampling, as the same principle of preserving the original class density can be applied in both cases. The main difference between the two is that while during the oversampling the original minority observations can be preserved, and a collection of additional prototypes $\mathcal{P}$ can be used as the synthetic observations, during the undersampling the original majority observations will be instead replaced with a smaller collection of prototypes preserving the original class potential.

The pseudocode of the proposed Potential Anchoring (PA) algorithm is presented in Algorithm 7. The method combines over- and undersampling up to the point of achieving balanced class distribution, with the ratio of imbalance eliminated with either over- or undersampling treated as a parameter. First, $k$ anchor points, with respect to which normalized potential will be calculated, are generated via clustering of the collection of original observations $\mathcal{X}$. Second, the prototypes are initialized by randomly sampling with replacement from the collection of observations of a given class. Importantly, small random jitter is afterwards introduced to break the symmetry during the optimization. Finally, the prototypes are then optimized with respect to the potential resemblance loss function $\mathcal{L}$, separately for the majority and the minority class. This loss function is penalized with a regularization coefficient $\lambda$ in the case of oversampling. Throughout the conducted experiments $k$-means clustering was used to generate the anchor points. The differentiability of $\mathcal{L}$ was also leveraged, and the optimization was conducted using Adam optimizer [30].

A particular case of PA involves eliminating the imbalance solely by either oversampling (PAO) or undersampling (PAU). The concept of class potential is illustrated in both cases in Figure 3.11.
Algorithm 7 Potential Anchoring

Input: collection of original observations $\mathcal{X}$ divided into majority $\mathcal{X}_{maj}$ and minority $\mathcal{X}_{min}$ observations

Parameters: ratio of imbalance eliminated with oversampling, number of anchor points $k$, number of iterations, radial basis function spread $\gamma$, oversampling regularization coefficient $\lambda$, learning rate $\alpha$, random jitter used for initialization $\epsilon$

Output: collection of resampled observations $\mathcal{X}'$

1: function PA($\mathcal{X}_{maj}, \mathcal{X}_{min}, \text{ratio}, k, \text{iterations}, \gamma, \lambda, \alpha, \epsilon$):
2: $\mathcal{A} \leftarrow k$ anchor points obtained by clustering $\mathcal{X}$
3: $n_{PAO} \leftarrow \text{ratio} \cdot (|\mathcal{X}_{maj}| - |\mathcal{X}_{min}|)$
4: $n_{PAU} \leftarrow |\mathcal{X}_{maj}| - (1 - \text{ratio}) \cdot (|\mathcal{X}_{maj}| - |\mathcal{X}_{min}|)$
5: $\mathcal{P}_{min}^0 \leftarrow n_{PAO}$ prototypes randomly selected with replacement from $\mathcal{X}_{min}$
6: $\mathcal{P}_{maj}^0 \leftarrow n_{PAU}$ prototypes randomly selected with replacement from $\mathcal{X}_{maj}$
7: $\mathcal{P}_{min}, \mathcal{P}_{maj} \leftarrow \mathcal{P}_{min}^0, \mathcal{P}_{maj}^0$, with added random jitter $\epsilon$
8: for $i$ in 1..iterations do
9: perform optimization step on $\mathcal{P}_{min}$ w.r.t. $\mathcal{L}(\mathcal{X}_{min}, \mathcal{A}, \mathcal{P}_{min}, \mathcal{P}_{min}^0, \gamma, \lambda)$ using learning rate $\alpha$
10: end for
11: for $i$ in 1..iterations do
12: perform optimization step on $\mathcal{P}_{maj}$ w.r.t. $\mathcal{L}(\mathcal{X}_{maj}, \mathcal{A}, \mathcal{P}_{maj}, \mathcal{P}_{maj}^0, \gamma, 0)$ using learning rate $\alpha$
13: end for
14: $\mathcal{X}' \leftarrow \mathcal{X}_{min} \cup \mathcal{P}_{min} \cup \mathcal{P}_{maj}$
15: return $\mathcal{X}'$

As can be seen, PA generates synthetic observations, the potential of which resembles the original despite the fact that it is being anchored in a small number of points. Secondly, the impact of regularization coefficient $\lambda$ on the behavior of PAO is illustrated in Figure 3.12. As can be seen, higher values of $\lambda$ lead to lower similarity between the original and generated potential shape, and higher spread of synthesized observations. Disabling regularization leads to minimal translation of the prototypes, and behavior closely resembling random oversampling.

Main results. The results of the experimental study described in [33] demonstrated that PAO and PAU individually outperform the previously proposed radial-based approaches, that is RBO and RBU, indicating the soundness of the strategy of preserving the original shape of class distributions. Furthermore, the strategy of combining over- and undersampling was also experimentally validated, with the best results achieved by a combination of small amount of oversampling and large amount of undersampling. Finally, the approach achieved a significantly better results than the reference methods, in particular in combination with SVM and MLP classifiers. The analysis based on the proposed data difficulty index indicated that the outperformance is particularly strong when PA is applied on a complex datasets, which are, however, not affected by the presence of noise, which significantly reduced the relative performance of PA.
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Figure 3.11: Example of the original minority and majority class potentials compared with the potential of synthetic observations generated by PAO and PAU. Anchor points denoted with a yellow color.

Figure 3.12: Visualization of the impact of $\lambda$ parameter on the behavior of PAO. Higher values of $\lambda$ lead to lower similarity between the original and generated potential shape, and higher spread of synthesized observations.
4 Multiclass Resampling Strategies

In which the extension of a selected binary oversampling algorithms to the multiclass setting is presented.

Up to this point the focus was put on the resampling algorithms that deal with a binary classification problems. However, in a vast number of real-life problems one is faced with multi-class datasets that are characterized by skewed distributions. While for binary problems relationships between the classes are easy to be defined, in multi-class problems the mutual relationships among classes are much more complex [65]. Popular methods dedicated to two-class problems cannot be directly applied to their multi-class counterparts, as they cannot model the relationships among classes and inherited learning difficulties, such as multiple classes overlapping or borderline instances being located among more than two decision regions. One may decompose a given problem into a set of binary sub-problems, yet this is an oversimplification that loses a valuable perspective on non-pairwise data characteristics [18, 44].

To mitigate the aforementioned difficulties a novel class decomposition strategy utilizing information coming from all of the classes was developed. Furthermore, two of the previously introduced binary oversampling algorithms, RBO and CCR, were extended to the multi-class domain by proposing a dedicated resampling strategies. In the remainder of this section both of the proposed algorithms are briefly introduced, and the main experimental results, described in more detail in the corresponding papers, are outlined.

4.1 MC-RBO: Multiclass Radial-Based Oversampling

The Multiclass Radial-Based Oversampling (MC-RBO) [45] algorithm, as the name indicates, is an extension of the RBO algorithm to the multi-class setting. Specifically, it is based on an iterative procedure, during which classes are oversampled individually, one at the time. First of all, MC-RBO sorts the classes by the number of associated observations in the descending order. The majority class, that is the class with the highest number of observations, is initially picked. Afterwards, for each of the classes except the majority class, a collection of combined majority observations, consisting of a fraction of observations from each of already considered class, is constructed. Finally, the oversampling with RBO algorithm is performed using the observations from the currently considered class as a minority, and the combined majority observations as the majority class. The pseudocode of the proposed algorithm is presented in Algorithm 8. Compared with an alternative strategy of adapting RBO to the multi-class setting, one-versus-all (OVA) class decomposition, the proposed method displays two advantages. First of all, it usually reduces the computational cost of the algorithm, since the collection of combined majority observations is
often smaller than the collection of all observations. Secondly, it assigns equal weight to every class in the collection of combined majority observations, since each of them has the equal number of observations. This would not be the case in OVA decomposition, in which the classes with a higher number of observations could dominate the rest. Based on the empirical observations, using the proposed class decomposition strategy usually also leads to achieving a better performance during the classification.

The algorithm for Multi-Class Radial-Based Oversampling (MC-RBO) is as follows:

**Algorithm 8 Multi-Class Radial-Based Oversampling**

**Input:** collection of observations $X$, with $X^{(c)}$ denoting a subcollection of observations belonging to class $c$

**Parameters:** spread of radial basis function $\gamma$, optimization step, number of iterations per synthetic observation, $k$ nearest neighbors used for potential approximation

**Output:** collection $S$, with $S_i$ denoting a collection of synthetic minority observations generated for $i$-th class

1. function MC-RBO($X$, $\gamma$, *step*, *iterations*, $k$):
2. $S \leftarrow \emptyset$
3. $C \leftarrow$ collection of all classes, sorted by the number of associated observations in a descending order
4. for $i \leftarrow 1$ to $|C|$ do
5. $n_{classes} \leftarrow$ number of classes with higher number of observations than $C_i$
6. if $n_{classes} = 0$ then
7. $S_i \leftarrow \emptyset$
8. else
9. $X_{min} \leftarrow X^{(C_i)}$
10. $X_{maj} \leftarrow \emptyset$
11. for $j \leftarrow 1$ to $n_{classes}$ do
12. add $\lfloor \frac{|X^{(C_i)}|}{n_{classes}} \rfloor$ randomly chosen observations from $X^{(j)} \cup S_j$ to $X_{maj}$
13. end for
14. $S_i \leftarrow$ RBO($X_{maj}$, $X_{min}$, $\gamma$, *step*, *iterations*, $k$)
15. end if
16. end for
17. return $S$

An illustration of the behavior of MC-RBO compared with SMOTE is presented in Figure 4.1. As can be seen, contrary to SMOTE, MC-RBO is resilient to the presence of outliers in a sense that generated synthetic minority observations do not overlap the clusters of other classes. Instead, in the case of outliers, they are located in a close proximity to the existing observations. On the other hand, when not affected by the distributions of other classes, they are located further away from the original observations. It should be noted that in the presented example, in either case, oversampled synthetic observations are located relatively close to the original observations. This spread can be adjusted by increasing the number of iterations.

**Main results.** During the experimental study described in [45] it was first demonstrated that the proposed class decomposition strategy, when applied with RBO, outperforms both OVO
and OVA class decomposition. Secondly, it was also demonstrated that MC-RBO achieves a statistically significantly better performance than a wide range of state-of-the-art methods for dealing with multiclass data imbalance, which included dedicated multiclass sampling approaches, inbuilt classification mechanisms, and a combination of binarization with various binary sampling techniques. In particular, it was discovered that MC-RBO offers a significantly better performance for small oversampling ratios, which led us to a conclusion that MC-RBO relies not on the number of created instances, but on the intelligent procedure that places them in important parts of the decision space.

4.2 MC-CCR: Multiclass Combined Cleaning and Resampling

The Multiclass Combined Cleaning and Resampling (MC-CCR) [42] algorithm combines the class decomposition approach introduced by MC-RBO with CCR translation and oversampling procedures. Just like MC-RBO, MC-CCR is an iterative approach, in which individual classes are being resampled one at a time using a subset of observations from already processed classes. MC-CCR utilized the same algorithmic backbone that was used in MC-RBO decomposition: first of all, the classes are sorted in the descending order by the number of associated observations. Secondly, for each of the minority classes, a collection of combined majority observations, consisting of a randomly sampled fraction of observations from each of the already considered classes, is constructed. Finally, a preprocessing with the CCR algorithm is performed using the observations from the currently considered class as a minority, and the combined majority observations as the majority class. Both the generated synthetic minority observations and the applied translations are incorporated into the original data, and the synthetic observations can be used to construct the collection of combined majority observations for later classes. A complete pseudocode of the proposed method is presented in Algorithm 9. Furthermore, the behavior of the algorithm is illustrated in Figure 4.2.

Compared with an alternative strategy of adapting the CCR method to the multi-class task, one-versus-all (OVA) class decomposition, the proposed algorithm has two advantages over them.
Algorithm 9 Multi-Class Combined Cleaning and Resampling

**Input:** collection of observations $\mathcal{X}$, with $\mathcal{X}^{(c)}$ denoting a subcollection of observations belonging to class $c$

**Parameters:** energy budget for expansion of each sphere, $p$-norm used for distance calculation

**Output:** collections of translated and oversampled observations $\mathcal{X}'$

```
1: function MC-CCR($\mathcal{X}$, energy, $p$):
2:     $C \leftarrow$ collection of all classes, sorted by the number of associated observations in a descending order
3:     for $i \leftarrow 1$ to $|C|$ do
4:         $n_{\text{classes}} \leftarrow$ number of classes with higher number of observations than $C_i$
5:         if $n_{\text{classes}} > 0$ then
6:             $\mathcal{X}_{\text{min}} \leftarrow \mathcal{X}^{(C_i)}$
7:             $\mathcal{X}_{\text{maj}} \leftarrow \emptyset$
8:             for $j \leftarrow 1$ to $n_{\text{classes}}$ do
9:                 add $\left\lfloor \frac{|\mathcal{X}^{(C_{j})}|}{n_{\text{classes}}} \right\rfloor$ randomly chosen observations from $\mathcal{X}^{(j)}$ to $\mathcal{X}_{\text{maj}}$
10:            end for
11:         $\mathcal{X}_{\text{maj}}, S \leftarrow \text{CCR($\mathcal{X}_{\text{maj}}, \mathcal{X}_{\text{min}}, \text{energy, } p$)}$
12:         $\mathcal{X}^{(C_i)} \leftarrow \mathcal{X}^{(C_i)} \cup S$
13:     end if
14:     substitute observations used to construct $\mathcal{X}_{\text{maj}}$ with $\mathcal{X}_{\text{maj}}'$
15: end for
16: return $\mathcal{X}'$
```

Firstly, it usually decreases the computational cost, since the collection of combined majority observations was often smaller than the set of all instances in our experiments. Secondly, it assigns equal weight to every class in the collection of combined majority observations since each of them has the same number of examples. This would not be the case in the OVA decomposition, in which the classes with a higher number of observations could dominate the rest.

It is also important to note that the proposed approach influences the behavior of underlying resampling with CCR. First of all, because only a subset of observations is used to construct the collection of combined majority observations, the cleaning stage applies translations only on that subset of observations: in other words, the impact of the cleaning step is limited. Secondly, it affects the order of the applied translations: it prioritizes the classes with a lower number of observations, for which the translations are more certain to be preserved, whereas the translations applied during the earlier stages while resampling more populated classes can be negated. While the impact of the former on the classification performance is unclear, it can be argued that at least the later is a beneficial behavior, since it further prioritizes least represented classes. Nevertheless, based on the empirical observations, using the proposed class decomposition strategy usually also leads to achieving a better performance during the classification than the ordinary OVA.

A comparison of the proposed MC-CCR algorithm with several SMOTE-based approaches is presented in Figure 4.3. An example of a multi-class dataset with two minority classes, disjoint data distributions and label noise was used. As can be seen, S-SMOTE is susceptible to the presence of
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Figure 4.2: An illustration of the multi-class problem decomposition used in MC-CCR. From the left: 1) original dataset, with one of the minority classes (in red) being currently oversampled, 2) classes with smaller number of observations are being temporarily excluded, 3) observations from the remaining majority classes are sampled in an equal proportion, 4) problem is converted to the binary setting by merging all of the majority observations into a single class, 5) cleaning and oversampling with binary CCR is applied, 6) generated synthetic observations are added to the original dataset, and the translations applied during the cleaning stage of binary CCR are preserved.

Figure 4.3: A comparison of different oversampling algorithms on a multi-class dataset with one majority class (in blue), two minority classes (in green and red), and several majority observations mislabeled as minority (in purple). Both S-SMOTE and Borderline S-SMOTE are susceptible to the presence of label noise and disjoint data distributions. Mechanisms of dealing with outliers, such as postprocessing with ENN, mitigate some of these issues, but at the same time completely exclude underrepresented regions. MC-CCR reduces the negative impact of mislabeled observations by constraining the oversampling regions around them, and at the same time does not ignore outliers not surrounded by majority observations.

Main results. In the experimental study described in [42] the usefulness of the proposed resampling approach was empirically evaluated. The experiment began with an ablation study, the goal of which was validation of the design choices behind MC-CCR algorithm. While intuitively motivated, the individual components of MC-CCR are heuristic in nature, and it is not clear whether they actually lead to a better results. The algorithms three main components: the cleaning strategy (the way MC-CCR handles the majority instances located inside the generated spheres),
the selection strategy (the approach of assigning greater probability of generating new instances around the minority observations with small associated sphere radius), and the multi-class decomposition strategy, were each considered as a parameter of the algorithm to determine their best configuration. The results of this part of the study served as a confirmation of the design choices, with each of the components enabled leading to the best average performance. In particular, the choice of the cleaning strategy proved to be vital to achieving a satisfactory performance, and conducting no cleaning produced significantly worse results.

With all of its components enabled, MC-CCR achieved a statistically significantly better results than the considered reference methods, especially in combination with classifiers using the concept of decision tree induction (C5.0) and minimal distance classifiers (k-NN). Furthermore, MC-CCR turned out to be very robust to the label noise and it was marked by the smallest decrease in predictive performance depending on the label noise level or the number of classes affected by the noise. Based on the conducted experiments, one can observe that the proposed method works very well for both noisy and no-noise data.
In which the main results achieved with the proposed resampling algorithms in the histopathological image classification domain are discussed.

One of the domains particularly affected by the negative impact of data imbalance is the medical data classification. The reason for this is twofold. First, the imbalance in the medical data is a widespread issue, in particular when dealing with rare conditions, which is further exacerbated by the usually costly data acquisition and labeling process. Second, the cost of incorrect prediction in general, and false negatives in particular, can be especially high in the medical domain, since it can have a real impact on human health and life.

From the data resampling standpoint, particularly difficult subset of medical problems are the imbalanced medical image recognition tasks. This is due to the inherent characteristics of image data [14], which is typically high-dimensional, must be provided in high volumes to ensure a satisfactory performance of convolutional neural networks, and due to its spacial properties can be ill-suited for some of the standard mechanisms utilized by the data-level algorithms, such as data interpolation used by SMOTE-based methods.

In this chapter the summary of results achieved in the course of three different studies is presented. The first one [40] was focused on evaluating the impact of data imbalance on the performance of convolutional neural networks, and the possibility of reducing the negative impact of data imbalance by applying methods operating in the image space, including CCR and RBO resampling algorithms. The second one [34] extended the data resampling approach to conduct the resampling in the high-level feature space extracted from a trained convolutional neural network, with a particular focus put on the RBU algorithm. Finally, in the last study [37] a novel large-scale dataset for prostate cancer multi-class classification was proposed. As a part of this study various factors affecting the performance of convolutional neural networks were experimentally evaluated, which included data imbalance. In the course of this study MC-CCR algorithm was used to reduce the negative impact of data imbalance.

### 5.1 Assessing the Impact of Data Imbalance

In the first of the conducted studies [40] the impact of data imbalance on the performance of convolutional neural networks trained in the histopathological image classification task was experimentally evaluated. The experiments were based on the Breast Cancer Histopathological Database (BreakHis) [61], which contained 7909 microscopic images of breast tumor tissue, extracted using magnification factors $40 \times$, $100 \times$, $200 \times$ and $400 \times$, with approximately 2000 images per magnification factor. Each image had the dimensionality of $700 \times 460$ pixels and an associated binary
label, indicating whether the sample was benign or malignant. An example of BreakHis images is presented in Figure 5.1.

![Sample images from BreakHis dataset at different magnifications.](image)

Figure 5.1: Sample images from BreakHis dataset at different magnifications.

By default, BreakHis dataset displays the imbalance of approximately 2.0, with the malignant samples belonging to the majority class. During the conducted experiments an undersampling of the data up to the point of achieving the desired imbalance ratio (IR) was performed. The values of IRs ∈ {1.0, 2.0, ..., 10.0} were considered. Importantly, for each IR the same total number of samples, that is 676 training and 336 test images, was used. It was the maximum amount of data making it possible to produce every considered IR. The same total number of samples for each IR was kept, as opposed to decreasing the number of samples from the minority class and keeping the size of the majority class constant. It allowed us to avoid the issue of decreasing amount of data, which could be another factor affecting the classification performance.

**The impact of data imbalance on the classification performance.** The goal of the first experiment was evaluating to what extent data imbalance affects the classification performance. To this end the original BreakHis dataset was undersampled up to the point of achieving the desired imbalance ratio (IR), at the same time keeping the total number of observations from both classes constant. The values of IR ∈ {1.0, 2.0, ..., 10.0} were used. Results of this part of the experimental study, averaged over all folds and magnification factors, are presented in Figure 5.2. As can be seen, the accuracy is not an appropriate performance metric in the imbalanced data setting: it increases steadily with IR, despite the accompanying decrease in both precision and recall. On the other hand, all of the remaining measures indicate a significant drop in performance, especially for higher values of IR. For instance, for the balanced distributions an average value of F-measure above 0.8 was observed, whereas for the IR = 10.0 it drops below 0.5, despite the total number of observations being the same. This indicates that data imbalance has a significant impact on the classifiers behavior and a noticeable decrease in performance can be expected for higher IR. It should be noted that for low values of IR, that is 2 and 3, a better precision, AUC and G-mean were actually observed than for the balanced data distribution. This behavior may suggest that...
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![Graphs showing the impact of IR on various metrics](image)

Figure 5.2: The impact of data imbalance ratio (IR) on the average values of various performance metrics.

depending on the optimization criterion, slight data imbalance can actually be beneficial for the performance of the model. In the case of the histopathological data, especially if the majority class consists of the images of malignant tissue.

**Evaluation of different strategies for dealing with data imbalance.** The goal of the second experiment was comparing various strategies of dealing with data imbalance and assessing which, and under what conditions, lead to the best performance. In this experiment the values of $\text{IR} \in \{2.0, 3.0, ..., 10.0\}$ were considered, and the imbalance was grouped into four categories: low (2.0 – 4.0), medium (5.0 – 7.0), high (8.0 – 10.0) and any (2.0 – 10.0). For each category the results were averaged over the corresponding values of IR. In total, 8 different strategies of dealing with data imbalance were evaluated: weighted loss (W. Loss), batch balancing (B. Balance), random oversampling (ROS), SMOTE, CCR, RBO, random undersampling (RUS), and the Neighborhood Cleaning Rule (NCL), with all of the resampling algorithms applied in the image space. To assess the statistical significance of the results a Friedman ranking test with a Shaffer post-hoc analysis were performed at the significance level $\alpha = 0.05$. The results are presented in Table 5.1. As can be seen, there was no single method that achieved best performance on all levels of imbalance and for all of the performance measures. In general, CCR, RBO, RUS and NCL methods achieved the highest rank in at least one of the settings. For low imbalance levels NCL achieved the best performance for all three combined metrics: F-measure, AUC and G-mean. However, in none of the cases did it achieve a statistically significantly better results than the
baseline. For higher levels of imbalance RBO achieved the best rank in most cases, with statistically significant differences. While most of the approaches led to an improvement in performance compared to the baseline at least in some settings, two methods, weighted loss and SMOTE, achieved a noticeably worse performance than the other strategies.

The value of new data in the presence of data imbalance. The goal of the third experiment was evaluating to what extent increasing the amount of training data improves the performance for various levels of imbalance. A the total number of training observations \( \in \{100, 200, \ldots, 600\} \), and IR \( \in \{2.0, 4.0, 6.0\} \), were considered. In addition to the baseline case, in which no strategy of dealing with imbalance was employed, two best-performing resampling techniques were used: NCL and RBO. The average values of the combined performance measures are presented in Figure 5.3. As can be seen, in the baseline case data imbalance decreases the value of new observations. For the case of IR = 6.0, even after increasing the number of training samples six times, the same performance as the one observed for IR = 4.0 was not achieved for any of the considered metrics. In other words, even when more training data from both minority and majority distributions was used, due to the inherent data imbalance a worse performance was achieved. To a smaller extent this trend is visible also between IR = 2.0 and IR = 4.0, especially when F-measure is considered. Using one of the resampling techniques prior to classification partially reduced this trend: in this case, after increasing the number of samples it was possible to outperform the case with 100 training samples.

The strategy of balancing training distribution during data acquisition. In the previous experiments both training and test data distributions were modified while adjusting the imbalance ratio. However, when dealing with real data one does not have an option of adjusting test distribution. Still, in some cases it is possible to influence the imbalance of training data: for instance, in the case of histopathological images we can have at our disposal a larger quantity of unannotated images, and the main cost is associated with the annotation process. It is, therefore, possible to select the images designed for annotation so that their distribution is balanced. The goal of the final experiment was evaluating whether such data acquisition strategy is beneficial for the classification performance. To this end two variants were evaluated: the baseline case, in which both training and test data distribution were imbalanced with IR \( \in \{2.0, 3.0, \ldots, 10.0\} \), and the balanced case, in which only test distribution was imbalanced and training data consisted of an equal number of randomly selected samples from both classes. The results of this experiment are presented in Figure 5.4. For reference, the performance observed on data balanced with NCL and RBO was also included. As can be seen, for low values of IR a worse performance can actually be observed after balancing the training data according to all of the combined performance metrics. This trend is most noticeable for F-measure. Furthermore, the observed F-measure was also higher in the baseline case for higher IR. On the other hand, balancing training data improved the AUC and G-mean for medium and high levels of imbalance. In all of the cases, using the original, imbalanced training data distribution and balancing it with one of the considered resampling strategies led to an improvement in performance.

Main results. The conclusions made based on the observed results can be summarized as follows:

- Medium and high data imbalance levels have a significant negative impact on the classification performance, irregardless of the chosen performance measure. However, for some of the considered measures, at low level of imbalance an improved performance was observed,
Table 5.1: Average ranks achieved by various techniques of dealing with data imbalance for the specified imbalance ratio (IR). Best performance observed for a given ratio was denoted in bold. The number of times a method achieved statistically significantly better or worse performance than one of the other methods was denoted in subscript with, respectively, a plus or a minus sign.

| IR  | Baseline | W. Loss | B. Balance | ROS      | SMOTE    | CCR     | RBO      | RUS   | NCL     |
|-----|----------|---------|------------|----------|----------|---------|----------|-------|---------|
| 2-4 | 1.17e+0  | 2.83e+0 | 7.33e-03   | 6.42e-02 | 4.92e-01 | 5.08e-01 | 6.42e-02 |       |         |
| 5-7 | 2.33e+0  | 4.00e-01 | 6.75e-02   | 6.83e-02 | 4.67e-01 | 3.92e-01 | 6.50e-02 | 7.25e-2 | 2.75e+0 |
| 8-10| 3.00e-1  | 3.67e-1  | 6.00e-01   | 5.58e-01 | 5.00e-01 | 4.58e-01 | 5.83e-01 | 7.25e-2 | 4.08e+0 |
| 2-10| 2.17e+0  | 3.50e+0  | 6.69e-01   | 6.28e-03 | 4.86e-1  | 4.53e-2  | 6.25e-03 | 7.33e-5 | 3.39e+0 |
| 2-4 | 8.92e+0  | 7.42e-05 | 3.83e+02   | 3.50e+02 | 6.67e-01 | 4.00e-02 | 3.54e+02 |       |         |
| 5-7 | 8.75e+0  | 7.33e-04 | 3.54e+03   | 2.62e+00 | 5.75e-01 | 4.38e+01 | 2.33e+01 |       |         |
| 8-10| 8.83e+0  | 7.25e+0  | 2.88e+03   | 3.54e+03 | 6.00e+01 | 4.83e+01 | 2.21e+01 |       |         |
| 2-10| 8.83e+0  | 7.33e+0  | 3.42e+04   | 3.22e+01 | 6.44e+01 | 4.40e+03 | 2.69e+01 |       |         |
| 2-4 | 4.25e+0  | 3.67e+00 | 6.58e+02   | 5.50e+00 | 5.67e+00 | 4.25e+00 | 5.33e+00 | 7.00e-1 | 2.75e+2 |
| 5-7 | 7.17e+0  | 6.42e+00 | 5.08e+02   | 4.25e+00 | 4.92e+00 | 3.17e+01 | 4.25e+00 | 5.08e+00 | 4.67e+00 |
| 8-10| 7.33e+0  | 5.83e+00 | 3.83e+01   | 3.67e+03 | 5.75e+00 | 3.75e+01 | 3.42e+01 | 5.08e+00 | 6.33e+00 |
| 2-10| 6.25e+0  | 5.31e+00 | 5.17e+00   | 4.47e+00 | 5.44e+00 | 3.72e+01 | 4.33e+00 | 5.72e+00 | 4.58e+00 |
| 2-4 | 6.50e+0  | 4.58e+00 | 5.96e+00   | 4.58e+00 | 5.50e+00 | 4.29e+00 | 4.67e+00 | 5.17e+00 | 3.75e+00 |
| 5-7 | 8.75e+0  | 7.42e+00 | 4.17e+01   | 3.17e+00 | 5.08e+00 | 3.50e+02 | 3.12e+02 | 3.33e+02 | 6.46e+00 |
| 8-10| 8.58e+0  | 7.17e+00 | 2.75e+00   | 3.42e+03 | 6.25e+03 | 4.50e+01 | 2.33e+01 | 2.67e+00 | 7.33e+00 |
| 2-10| 7.94e+0  | 6.39e+00 | 4.29e+02   | 3.72e+01 | 5.61e+01 | 4.10e+02 | 3.38e+00 | 3.72e+00 | 5.85e+01 |
| 2-4 | 7.00e+0  | 5.42e+00 | 5.08e+00   | 4.58e+00 | 5.92e+00 | 4.08e+00 | 4.33e+00 | 4.67e+00 | 3.92e+00 |
| 5-7 | 8.75e+0  | 7.58e+00 | 4.33e+01   | 3.08e+02 | 5.33e+01 | 3.67e+02 | 3.01e+02 | 2.92e+02 | 6.33e+01 |
| 8-10| 8.67e+0  | 7.33e+00 | 2.67e+00   | 3.50e+03 | 6.25e+03 | 4.58e+01 | 2.25e+00 | 2.58e+00 | 7.17e+00 |
| 2-10| 8.14e+0  | 6.78e+00 | 4.03e+02   | 3.72e+00 | 5.83e+03 | 4.11e+02 | 3.19e+00 | 3.39e+00 | 5.81e+03 |
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Figure 5.3: The impact of the number of training observations on average values of various performance metrics, either on the original data (top row), after undersampling with NCL (middle row) or oversampling with RBO (bottom row).

which may suggest that small data imbalance can actually be beneficial in a specific settings. Especially the latter finding should be further confirmed on additional benchmark datasets.

• Some of the popular strategies of dealing with data imbalance, namely using weighted loss and oversampling data with SMOTE, significantly underperformed in the conducted experiments. Techniques that achieved the best results were NCL and RBO resampling algorithms. This leads to a conclusion that developing a novel strategies of handling data
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imbalance, designed specifically for dealing with images, might be necessary to achieve a satisfactory performance in the histopathological image recognition task.

- Data imbalance negatively impacts the value of additional training data. Even when more data from both minority and majority class was used, data imbalance made it impossible to achieve a performance observed for lower imbalance ratios. This can be partially mitigated by using an appropriate strategy of handling data imbalance.
Depending on data imbalance ratio and the metric used to measure classification performance, balancing training data during acquisition can have a negative impact on the performance when compared to sampling training data with the same imbalance ratio as test data. In all of the considered cases, applying resampling on imbalanced data was preferable approach to balancing data during acquisition.

5.2 SMALL-SCALE BINARY BREAST CANCER IMAGE CLASSIFICATION WITH RBU

In the second of the conducted studies the possibility of performing data resampling in the space of high-level features extracted from a previously trained convolutional neural network was examined. The investigation was focused on the RBU algorithm due to the fact that undersampled data produced with such approach can be afterwards fed back to the neural network: while the undersampling is performed in the feature space, every feature representation can be easily reverted to the associated original image representation. On the contrary, when using oversampling algorithms that create synthetic observations, once the observations are generated, they cannot be easily transformed back to the image representation.

Majority of the existing undersampling algorithms, including RBU, is based on the possibility of object comparison using the euclidean distance metric. However, image data, such as histopathological tissue, is ill-suited for such comparison. To extract more suitable feature representation that could be employed during undersampling, high-level feature representations extracted from the last layer of a trained VGG network were used. Resulting 4096-dimensional features were later used to perform undersampling in the applicable cases. Visualization of features extracted from the original BreakHis dataset, projected into the two-dimensional space with PCA and t-SNE, is presented in Figure 5.5. As can be seen, the resulting features represent a typical case of an imbalanced data classification problem, with a clearly distinguishable minority object cluster and several additional, smaller minority clusters overlapping the majority distribution.

Impact of undersampling ratio. In the first stage of the conducted experimental study the question of the impact of undersampling ratio on the algorithms performance was considered. To this end two algorithms were compared: random undersampling (RUS) and RBU. The values of ratio \( \in \{0.0, 0.1, 0.2, \ldots, 1.0\} \) were considered, with ratio equal to 0 indicating that not a single majority object was undersampled, and ratio equal to 1 indicating that majority objects were undersampled up to the point of achieving a balanced class distribution.

The results of this experiment are presented in Figure 5.6. As can be seen, for the random undersampling a peak in performance with respect to the combined metrics, that is F-measure, G-mean and AUC, was observed for an undersampling ratio equal to 0.6; however, the change was relatively insignificant, with a small improvement in performance compared to the baseline case with no undersampling applied, irregardless of the chosen undersampling ratio. Furthermore, the impact on precision and recall was fairly typical for the undersampling, with recall increasing and precision decreasing as more objects were discarded. On the other hand, for RBU a more significant increase in performance was observed at the ratio equal to 0.3, followed by a rapid decrease as the undersampling ratio increased further. Interestingly, contrary to the random undersampling, applying RBU at higher undersampling ratios was actually noticeably detrimental to the
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Figure 5.5: Visualization of high-level feature representations extracted using VGG16 convolutional neural network from BreakHis dataset, projected into the two-dimensional space with PCA and t-SNE.

Figure 5.6: Comparison of the impact of undersampling ratio on classification performance for RUS and RBU algorithms.

classification performance. Furthermore, as opposed to the random undersampling, discarding a large quantity of objects actually negatively impacted the classifiers recall: this could be caused by the fact that RUS discards objects proportionally to their density, preserving the general shape of the majority class distribution, while RBU alters the distribution shape, which seems to be detrimental to the classifier as a larger quantity of objects is discarded.

Comparison with reference methods. In the second stage of the conducted experimental study the performance of RBU was compared with that of selected reference resampling strategies. Namely, in addition to the random oversampling (ROS) and undersampling (RUS), SMOTE oversampling algorithm [12], Neighborhood Cleaning Rule (NCL) [48], Instance Hardness Threshold method (IHT) [60] and Tomek links undersampling (TL) [64] were considered. Finally, the baseline case in which no resampling was applied to the data was also included. For the reference undersampling strategies on which the type of feature representation could have an impact on the
performance, both original image representation as well as the high-level features extracted using convolutional neural network (denoted with subscript $CNN$) were considered.

The observed results are presented in Table 5.2. As can be seen, the proposed RBU algorithm achieved the best results with respect to all of the combined performance metrics, that is F-measure, G-mean and AUC. Despite being outperformed by individual reference methods with respect to either precision or recall, RBU achieved the best balance between the two out of the considered resampling algorithms. This indicates its usefulness in the task of imbalanced image classification, particularly in the recognition of histopathological tissue. It is also worth noting that using the high-level feature representations, extracted from a convolutional neural network, was not always beneficial for the reference undersampling algorithms: while a notable improvement in performance was observed for the IHT algorithm, a slightly worse results were observed for the NCL, and no significant change was observed for TL.

### Table 5.2: Final comparison of different resampling strategies on BreakHis classification performance.

| Metric     | Base | RUS | ROS | SMOTE | NCL | NCL_CNN | IHT | IHT_CNN | TL | TL_CNN | RBU_CNN |
|------------|------|-----|-----|-------|-----|---------|-----|---------|----|--------|---------|
| Precision  | .797 | .767| .797| .789 | .780| .793    | .638| .667    | .800| .798   | .759    |
| Recall     | .779 | .818| .801| .793 | .821| .799    | .931| .905    | .780| .777   | .842    |
| F-measure  | .779 | .784| .792| .783 | .789| .791    | .791| .792    | .778| .778   | .792    |
| G-mean     | .832 | .840| .843| .837 | .845| .842    | .818| .831    | .831| .831   | .850    |
| AUC        | .837 | .844| .847| .841 | .849| .846    | .829| .837    | .837| .837   | .852    |

**Main results.** The results of the conducted experimental analysis indicate the suitability of the approach of undersampling in the high-level convolutional neural network feature space, in particular in combination with RBU, which outperformed reference methods with respect to all of the considered combined performance metrics. Furthermore, the conducted analysis of the impact of the undersampling ratio on the classification performance shed some light on the algorithms behavior, namely the observed decrease in the performance for higher numbers of undersampled objects, which is likely caused by the fact that contrary to the random approaches, RBU alters the shape of the majority class distribution.

### 5.3 Large-scale multi-class prostate cancer classification with MC-CCR

In the third of the conducted studies [37] the problem of large-scale multi-class prostate cancer classification was considered. While the two previous studies focused explicitly on the problem of data imbalance, in the last one a general methodology for the patch-level recognition and slide-level diagnosis was developed, and data imbalance was only one of the recognized data difficulty factors that were considered. Furthermore, in contrast to the two previously described studies that were based on a relatively small benchmark datasets, during the last study a novel large-scale dataset annotated by expert histopathologists was developed. As a result, the last study describes a whole pipeline that was developed with the aim of supporting the process of the medical diagnosis in a real-life setting.

Due to the fact that this study has a scope exceeding the area of interest of this thesis, in the remainder of this section only the excerpts relevant to the issue of data imbalance were included,
that is description of the developed dataset and the results of experiments identifying data difficulty factors which were present in a patch-level recognition task. Other contributions, including whole classification pipeline based on multi-scale ensembles of convolutional neural networks, and a methodology of converting patch-level prediction maps to the scan-level diagnosis, were described in more detail in the paper itself \cite{37}.

**Dataset.** During the data preparation stage two separate datasets were constructed, one containing a patch-level data with detailed multi-class annotations, and the second containing whole histopathological scans with a binary diagnosis indicating the presence of cancerous tissue on the scan. The remainder of this section focuses on the first of the datasets, DiagSet-A, as it was the basis of experiments focused on data imbalance. DiagSet-A consists of small image patches extracted from the underlying whole slide imaging (WSI) scans, with labels assigned based on the annotation made by human histopathologists. Patches with a size of $256 \times 256$ were extracted from the scans with a stride of 128, at 4 different magnification levels: $40 \times, 20 \times, 10 \times$ and $5 \times$. Each patch was assigned a single label out of 9 possible classes: scan background (BG), tissue background (T), normal, healthy tissue (N), acquisition artifact (A), or one of the 1-5 Gleason \cite{2, 23, 31} grades (R1-R5). Samples for each class and magnification level are presented in Figure 5.7.

During the labeling process a histopathologist annotated larger WSI regions as belonging to one of the defined classes. Due to the nature of the labeling process some patches can be covered by annotations only partially, or contain multiple overlapping annotations. To translate these annotations to labels on the patch level the following procedure was used: on the highest magnification level, that is $40 \times$, a label was assigned if and only if only a single class annotation with overlap ratio equal to or higher than 0.75 was present. In this case that annotation label was assigned as a class associated with a given patch. If either none of the classes overlapped the patch at a specified ratio, or multiple contradictory labels were present, the patch was not assigned any class. Secondly, on lower magnification levels, that is $20 \times, 10 \times$, or $5 \times$, a patch was first divided into smaller $40 \times$ patches (4 in case of $20 \times$ magnification, 16 in case of $10 \times$, and 64 in case of $5 \times$). Each $40 \times$-level
patch was assigned a label according to the previously described procedure. Finally, the most severe
of the 40×-level labels were assigned as a final label for the lower magnification patch. For instance,
if given 20×-level patch could be divided into one 40×-level patch with a label N, two 40×-level
patches with R3 label, and one 40×-level patch with R4 label, the R4 label would be assigned to
the 20×-level patch.

Due to the length of the annotation process, as well as the time required to train described
machine learning models on a large quantities of data, and for the sake of the experimental study
described in later part of this section, DiagSet-A was divided into two parts. First, DiagSet-A.1,
consists of 238 WSI scans annotated by the histopathologists. DiagSet-A.1 was used in the majority
of the preliminary experiments described in the remainder of this section. Secondly, DiagSet-A.2,
which compared to the DiagSet-A.1 consists of 190 additional training scans, as well as a single
additional validation and test scan. Importantly, DiagSet-A.2 also introduced additional class, BG,
which was not originally present in the dataset. DiagSet-A.2 was used during the final evaluation
of the proposed approach, and can be treated as a final version of the dataset. Detailed number of
scans and patches extracted for both version of the dataset are presented in Table 5.4, whereas their
class distribution is presented in Table 5.3.

Experimental study. As a part of the conducted experimental study some of the factors that
might have limited the performance achieved by convolutional neural networks in the patch
recognition task were analysed. Due to the computational constraints the experiments focused on
two architectures: VGG19, the model that achieved the best performance in the binary setting in
the previous stage of experiments, and ResNet50, as an representative of a more recent architecture
that underperformed in the conducted tests. Three factors that might have affected the performance
of a specific neural networks were distinguished: availability of data, presence of label noise, and
data imbalance.

Availability of data. A known difficulty associated with using machine learning algorithms in
the histopathology is high cost associated with data acquisition, which requires a tedious and
time-consuming labeling by an experienced medical practitioner. As a result, the availability of the
labeled scans is limited. Despite the fact that due to their high resolution the number of image
patches extracted from a single scan can be relatively high, an argument can be made that the
patches extracted from a single scan are likely to be roughly similar. At the same time, there is a
great variation in the appearance of cancer tissue, which makes the process of generalizing from a
limited amount of data difficult.

To experimentally evaluate the impact of the amount of available data on the performance of a
network trained in the patch recognition task, the number of training observations was artificially
decreased and the model was retrained from scratch. Afterwards, the performance of the model
was evaluated on a fixed validation set in the binary class setting. Specifically, the number of scans

---

Table 5.3: Class distribution of the DiagSet-A.1 (initial dataset, used in the preliminary experiments) and
DiagSet-A.2 (final dataset).

| Version       | BG | T   | N    | A   | R1  | R2  | R3  | R4  | R5  |
|---------------|----|-----|------|-----|-----|-----|-----|-----|-----|
| DiagSet-A.1   | 0.0%| 24.8%| 44.6%| 2.0%| 0.6%| 0.8%| 6.6%| 17.1%| 3.4%|
| DiagSet-A.2   | 6.6%| 23.8%| 35.3%| 8.3%| 0.7%| 0.7%| 6.1%| 15.4%| 3.0%|

---
### Table 5.4: Detailed number of scans and extracted patches in the specific data partitions.

| Version    | Partition | # of scans | Magnification | # of patches |
|------------|-----------|------------|---------------|--------------|
| DiagSet-A.1| train     | 156        | 40×           | 850,860      |
|            |           |            | 20×           | 273,321      |
|            |           |            | 10×           | 90,746       |
|            |           |            | 5×            | 32,981       |
|            | validation| 41         | 40×           | 215,071      |
|            |           |            | 20×           | 70,013       |
|            |           |            | 10×           | 23,189       |
|            |           |            | 5×            | 8,374        |
|            | test      | 41         | 40×           | 267,691      |
|            |           |            | 20×           | 86,888       |
|            |           |            | 10×           | 28,945       |
|            |           |            | 5×            | 10,507       |
|            |           | 238        |               | 1,958,586    |
| DiagSet-A.2| train     | 346        | 40×           | 1,250,661    |
|            |           |            | 20×           | 398,201      |
|            |           |            | 10×           | 132,882      |
|            |           |            | 5×            | 48,782       |
|            | validation| 42         | 40×           | 245,441      |
|            |           |            | 20×           | 77,889       |
|            |           |            | 10×           | 25,294       |
|            |           |            | 5×            | 8,977        |
|            | test      | 42         | 40×           | 284,032      |
|            |           |            | 20×           | 91,125       |
|            |           |            | 10×           | 30,086       |
|            |           |            | 5×            | 10,836       |
|            |           | 430        |               | 2,604,206    |
in \{6, 21, 36, 51, \ldots, 156\} was considered, with 15 training scans incrementally added to the pool at each evaluation stage. Both VGG19 and ResNet50 architectures were examined, and the data was extracted at two different magnifications: $40 \times$ and $10 \times$. It is worth noting that despite the same pool of scans used for both magnifications, due to the used patch extraction procedure, the total number of patches was approximately 10 times higher at the $40 \times$ magnification.

The results of this experiment are presented in Figure 5.8. In addition to the standard classification accuracy (Acc), which was included for reference, average accuracy (AvAcc) [8] was also used as a metric appropriate for evaluation of performance in multi-class imbalanced setting: even though some of the experiments were conducted on a binary variant of dataset, AvAcc was used throughout the experiments for consistency. Several observations can be made based on the obtained results. First of all, VGG19 network outperformed ResNet50 architecture regardless of the amount of supplied data, scan magnification or chosen performance metric, which is consistent with the results from the previous experiments. Secondly, while the performance of VGG19 network increased monotonically (with the exception of AvAcc at $40 \times$ magnification, for which a slight oscillations were present), a much higher variance was observed for ResNet50: this suggests a higher susceptibility of this model to not only quantity but also the quality of data, causing the training to be less stable. This is pronounced even further when considering the AvAcc metric, indicating that in particular the performance on the minority classes is affected. Finally, while the performance of VGG19 to a large extent saturates at the higher number of training scans, in particular at the $40 \times$ magnification, for which more patches are available, the performance of ResNet50 kept improving, albeit with large oscillations. It is unclear whether further increase in the number of training scans would decrease the gap in performance between the two architectures.

A common strategy for reducing the negative impact of low quantity of the available data is using transfer learning, in particular weight transfer from a model trained on another task. However, it is not clear to what extent weight transfer is suitable with a significantly different problem domains of the source and target models, which is the case for an original model trained on a natural image dataset, such as ImageNet, later transferred to the histopathological image recognition task. To experimentally evaluate the usefulness of weight transfer in such scenario the final performance of models either trained from scratch, or initialized with the weights transferred from a model trained on the ImageNet dataset, were compared. All possible magnifications were examined, with VGG19 and ResNet50 once again used as the underlying models in the binary class setting. The observed results are presented in Figure 5.9. As can be seen, in every single case model trained using weight transfer achieved better performance than the same model trained from scratch, both with respect to accuracy and average accuracy of the predictions. This indicates the suitability of transfer learning, even when the original model was trained on a vastly different problem domain.

Presence of label noise. Another data difficulty factor likely to affect the performance of models in the histopathological image recognition task is presence of label noise. Gleason grading can be a highly subjective task, even at the level of the whole slide. But even more difficulty is associated with the labeling of a specific regions: a number of cases in which medical practitioners labeled different regions as containing cancerous tissue, despite achieving the same diagnosis on the level of the whole scan, was observed during the data acquisition process. Yet another factor contributing to the presence of label noise is the difficulty associated with the exact labeling of intertwining cancerous and non-cancerous tissue: medical practitioners tend to operate on lower magnifications levels than those considered by the proposed patch recognition system, which leads to labeling
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Figure 5.8: Visualization of the impact of increasing amount of training data (measured as the number of scans from which the patches were extracted) on the classification performance.

Figure 5.9: Visualization of the impact of applying weight transfer, with the weights extracted from a model trained on the ImageNet dataset.
cancerous regions as a whole, without exclusion of small tissue patches that by itself might not be categorized as cancerous.

As a result of the aforementioned factors, presence of label noise is very likely in the considered data, but both its degree and its impact on the models’ performance remain unknown. However, in an attempt at evaluating said impact an experiment was conducted, in which the label noise was artificially introduced to the original data. Specifically, the binary classification setting was considered at several noise levels, with the label noise introduced by randomly changing the label of a given observation to another class with a probability equal to noise level $\in \{0.02, 0.04, ..., 0.20\}$. It is worth noting that due to the inherent data imbalance, with more than twice patches being originally labeled as non-cancerous, described procedure actually decreased the degree of imbalance proportionally to the noise level. The observed results are presented in Figure 5.10. As can be seen, presence of label noise has a significantly higher impact on the performance for ResNet50 architecture than it does for VGG19. Furthermore, for both of the considered models the negative impact was higher with respect to the AvAcc than the standard accuracy, indicating that even though the proportion of majority observations in the dataset decreased, model became more heavily biased towards the majority class.

Data imbalance. Finally, yet another data difficulty factor affecting the presented dataset is presence of data imbalance: a disproportion between the number of observations belonging to individual classes. Data imbalance is known to negatively affect the performance of various classification algorithms, including convolutional neural networks [9]. Several studies [34, 40, 46] considered the subject of data imbalance in small-scale histopathological image recognition, with smaller benchmark datasets used as a basis for evaluation. It is however worth noting that data imbalance poses a particular challenge for smaller datasets, in which the number of observations from the minority class might be insufficient to enable successful learning. To evaluate to what extent data imbalance affects the performance of models trained on the DiagSet dataset, and in particular whether the traditional methods for dealing with data imbalance are suitable for reducing its negative impact, two experiments were conducted. First of all, a traditional training strategy of convolutional neural network was compared with batch balancing, an approach in which at each training iteration batch of images is sampled randomly, with artificially introduced even class
5.3 Large-scale multi-class prostate cancer classification with MC-CCR

Table 5.5: Comparison of the performance of a VGG19 network trained with an imbalanced data distribution with a network trained using batch balancing strategy.

| Metric | Magnification | Imbalanced | Balanced |
|--------|---------------|------------|----------|
| Acc    | 40×           | 84.56      | 81.78    |
|        | 20×           | 83.97      | 80.31    |
|        | 10×           | 82.73      | 77.93    |
|        | 5×            | 79.80      | 75.45    |
| AvAcc  | 40×           | 35.57      | 37.10    |
|        | 20×           | 38.89      | 39.26    |
|        | 10×           | 39.76      | 39.54    |
|        | 5×            | 38.93      | 39.80    |

distribution. Batch balancing is conceptually very similar to random oversampling (ROS) in the mini-batch training mode, with the only difference between the two being the fact that ROS freezes the minority observations that will be over-represented during the initial oversampling, whereas batch balancing over-represents each observation at an equal rate. Both methods were applied in the multi-class Gleason setting, in which every Gleason grade was considered separately, and the remaining classes (T, N and A) were merged into a single non-cancerous class. The results of this experiment are presented in Table 5.5. As can be seen, using the batch balancing strategy made it possible to improve the performance of a network with respect to AvAcc at 3 out of 4 magnifications. However, in every case applying batch balancing also led to a worst classification accuracy, indicating that the performance in recognition of minority classes was increased at the expense of majority classes. The improvement of performance for minority classes was also not substantial, which is further illustrated in Figure 5.11 with a comparison of confusion matrices of predictions of the network trained in both modes at 40× magnification.

Secondly, various data-level approaches for handling data imbalance were evaluated. Specifically, the considered case was one in which high-level image features were extracted from the last fully-connected layer of a previously trained VGG19 network, training data was resampled in the feature space, and finally the oversampled, high-level features were classified using a separate SVM classifier with the RBF kernel. High-level features were used instead of the original image representation due to the fact that image data is ill-suited for traditional interpolation-based techniques, such as SMOTE [12]. In this stage of experiments several oversampling algorithms were considered: random oversampling (ROS), previously mentioned SMOTE, SMOTE combined with Tomek links (SMOTE+TL) [64], Borderline SMOTE (Bord) [25] and MC-CCR [42]. As a reference, the case in which no oversampling was performed (None) was also included. In every case, oversampling was performed on a 4096-dimensional feature vector extracted from a previously trained convolutional neural network. Due do the computational limitations, in this stage of the experiments only the 10× and 5× magnifications were considered. At this stage a complete multi-class setting was used, that is every class was considered separately. Results are presented in Table 5.6. As can be seen, using this approach led to a greater improvement in performance with respect to AvAcc than the one observed when using batch balancing strategy, with MC-CCR.
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Figure 5.11: Confusion matrices of predictions made by a network trained in a default training mode (left) and a network trained using batch balancing strategy (right).

Table 5.6: Comparison of different data oversampling strategies applied prior to SVM-based classification.

| Metric | Magnification | None | ROS | SMOTE | SMOTE+TL | Bord | MC-CCR |
|--------|---------------|------|-----|-------|----------|------|--------|
| Acc    | 10×           | 66.93| 64.05| 64.19 | 63.93    | 61.59| 58.38  |
|        | 5×            | 65.18| 61.19| 61.12 | 60.72    | 58.72| 56.40  |
| AvAcc  | 10×           | 42.69| 45.71| 44.78 | 44.81    | 43.61| 48.73  |
|        | 5×            | 40.42| 41.85| 41.29 | 41.23    | 40.72| 43.10  |

achieving the best results. However, this improvement was accompanied by a larger decrease in standard classification accuracy, which in general was greater for the methods that achieved better AvAcc. While this is an expected behavior, this illustrates the point that despite the fact that improvement in performance on minority classes is possible, it is usually accompanied by a decrease in performance on majority classes. This is important in particular in the problem domain of histopathological image classification, where it is not clear what cost is associated with incorrect classification of minority classes, and in particular how the cost changes depending on whether we are interested only in the binary diagnosis, or we need a specific Gleason discrimination.

Main results. Based on the results of the conducted experiments it can be concluded that lack of data, presence of label noise and data imbalance are all factors that influence the performance of convolutional neural networks in the patch recognition task. Furthermore, some of those factors tended to have a higher negative impact on ResNet50, used as an example of deeper, more recent architecture, than it did on VGG19. This suggests that the resilience of VGG19 to said factors can make it more suitable for this specific problem domain, and highlights the necessity of development of novel architectures and training strategies, less prone to the negative impact of data difficulty factors.
From the point of view of data imbalance the observed results demonstrate that in a practical setting the imbalance itself is not the sole difficulty factor affecting the behavior of classification algorithms, but one of the factors that have to be considered holistically to achieve a satisfactory performance. Based on the observed results it can be concluded that applying the MC-CCR algorithm in a high-level feature space enabled us to achieve a better performance than the reference methods, possibly due to a higher resilience to said difficult factors, in particular the presence of noise, which was demonstrated in previous studies [42].
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In which the thesis is concluded and the possible future research directions are discussed.

In this thesis the problem of data imbalance, one of the most prevalent challenges affecting the contemporary machine learning, was considered. A range of resampling algorithms aimed at reducing the negative impact of data imbalance was designed, a methodology of extending the chosen strategies to the multi-class setting was considered, and the usefulness of the proposed methods was empirically evaluated, both on the standard benchmark datasets as well as in the histopathological image recognition task.

6.1 Main contributions

The bulk of the work focused on the development of binary resampling algorithms. Two main approaches for utilizing local data characteristics in the resampling process were considered. First of all, using radial basis functions to model local class density. This approach was first used in the Radial-Based Oversampling algorithm to designate the regions of interest in which oversampling should be conducted. The concept of class potential was later translated to the undersampling context in the Radial-Based Undersampling algorithm, in which it was used to determine the order of observation removal. Finally, it culminated in the form of Potential Anchoring algorithm, which used class potential not to boost the specific regions, but instead preserve the original shape of class distributions in a unified over- and undersampling framework.

The second was an energy-based approach introduced in the Combined Cleaning and Resampling algorithm, which was used to regulate the size of oversampling regions based on the local majority class neighborhood. This methodology was later extended in the form of Radial-Based Combined Cleaning and Resampling algorithm, which first used the energy-based methodology to form general regions of interest for oversampling, and afterwards fine-tuned their shape based on the radial-based approach.

Afterwards, the Synthetic Majority Undersampling Technique was also introduced, which extended the neighborhood-based interpolation of SMOTE to the undersampling context. This approach was combined with the original SMOTE algorithm, which was empirically shown in a preliminary study to produce a promising results compared to methods based solely on either over- or undersampling, a notion that was also later utilized in the Potential Anchoring algorithm.

A class decomposition strategy was developed that was used to translate chosen binary oversampling algorithms to the multi-class setting in the form of Multiclass Radial-Based Oversampling and Multiclass Combined Cleaning and Resampling algorithms. The approach was in both cases em-
6 Summary

Pirically demonstrated to display a favorable performance when compared to the existing strategies for handling multi-class imbalance.

Finally, the developed methods were applied in the histopathological image recognition context. The impact of data imbalance on the performance of convolutional neural networks was investigated, and various data difficulty factors that should be considered when dealing with data imbalance in the image recognition task were identified. Selected methods were used to resample the data in the space of high-level features extracted from a convolutional neural networks, showing promising results when compared to the traditional data-level strategies for handling data imbalance.

6.2 Future research directions

Several promising future research directions have been identified in the outlined papers. PA, despite its good performance on the examined datasets, was particularly susceptible to the presence of noise in data. Possible strategy for mitigation of this issue is a development of preprocessing techniques that would reduce the number of outliers, or modification of the cost function itself to reduce their impact. On the other hand, one of the limitations of the CCR algorithm was the regular shape of spherical regions of interest generated by that method, which expand in every direction equally, regardless of the position of majority class observations. RB-CCR partially solved that issue, but other strategies of fine-tuning could also be considered. RB-CCR could also benefit from a better strategy for choosing the resampling regions, possibly on a per-observation basis. Finally, CSMOUTE in its current form is a preliminary work, aimed at showing that combining over- and undersampling within a single dataset can be beneficial. A next step for extending the method would be introducing a mechanism for determining the specific regions in which either over- or undersampling should be performed, instead of performing both globally as it is currently done. A multi-class extensions of all of the remaining methods could also be considered, with a decomposition strategy adjusted specifically to the undersampling setting, as well as separate extensions for handling data streams and highly-dimensional data, both of which are factors recognized in the literature as limiting the performance of traditional data-level algorithms. Finally, from the standpoint of applying the proposed data-level algorithms in the image classification task, it seems worthwhile to consider alternative data representations other than features extracted from a classification networks. In particular features extracted from autoencoders and generative adversarial networks could be considered, as they were already used as a basis for classification in the literature.
Bibliography

1. L. Abdi and S. Hashemi. “To Combat Multi-Class Imbalanced Problems by Means of Over-Sampling Techniques”. *IEEE Trans. Knowl. Data Eng.* 28:1, 2016, pp. 238–251.

2. S. Albelda. “Role of integrins and other cell adhesion molecules in tumor progression and metastasis”. *Laboratory investigation; a journal of technical methods and pathology* 68:1, 1993, pp. 4–17.

3. A. Anand, G. Pugalenthi, G. B. Fogel, and P. Suganthan. “An approach for classification of highly imbalanced data using weighting and undersampling”. *Amino acids* 39:5, 2010, pp. 1385–1391.

4. S. Barua, M. M. Islam, X. Yao, and K. Murase. “MWMOTE–majority weighted minority oversampling technique for imbalanced data set learning”. *IEEE Transactions on Knowledge and Data Engineering* 26:2, 2012, pp. 405–425.

5. C. Bellinger, C. Drummond, and N. Japkowicz. “Manifold-based synthetic oversampling with manifold conformance estimation”. *Machine Learning* 107:3, 2018, pp. 605–637.

6. S. Bernard, C. Chatelain, S. Adam, and R. Sabourin. “The Multiclass ROC Front method for cost-sensitive classification”. *Pattern Recognition* 52, 2016, pp. 46–60.

7. P. Branco, L. Torgo, and R. P. Ribeiro. “A Survey of Predictive Modeling on Imbalanced Domains”. *ACM Comput. Surv.* 49:2, 2016, 31:1–31:50.

8. P. Branco, L. Torgo, and R. P. Ribeiro. “Relevance-Based Evaluation Metrics for Multi-class Imbalanced Domains”. In: *Advances in Knowledge Discovery and Data Mining - 21st Pacific-Asia Conference, PAKDD 2017, Jeju, South Korea, May 23-26, 2017, Proceedings, Part 1*. 2017, pp. 698–710.

9. M. Buda, A. Maki, and M. A. Mazurowski. “A systematic study of the class imbalance problem in convolutional neural networks”. *Neural Networks* 106, 2018, pp. 249–259.

10. C. Bunkhumpornpat, K. Sinapiromsaran, and C. Lursinsap. “Safe-Level-SMOTE: safe-level-synthetic minority over-sampling technique for handling the class imbalanced problem”. In: *Advances in Knowledge Discovery and Data Mining, 13th Pacific-Asia Conference 2009, Bangkok, Thailand, April 27-30, 2009, Proceedings*. 2009, pp. 475–482.

11. P. Cao, X. Liu, J. Zhang, D. Zhao, M. Huang, and O. Zaiane. “l2,1 norm regularized multi-kernel based joint nonlinear feature selection and over-sampling for imbalanced data classification”. *Neurocomputing* 234, 2017, pp. 38–57.

12. N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer. “SMOTE: synthetic minority over-sampling technique”. *Journal of artificial intelligence research* 16, 2002, pp. 321–357.
13. G. Collell, D. Prelec, and K. R. Patil. “A simple plug-in bagging ensemble based on threshold-moving for classifying binary and multiclass imbalanced data”. *Neurocomputing* 275, 2018, pp. 330–340.
14. B. Cyganek. *Object detection and recognition in digital images: theory and practice*. John Wiley & Sons, 2013.
15. B. Cyganek. “One-class support vector ensembles for image segmentation and classification”. *Journal of Mathematical Imaging and Vision* 42:2, 2012, pp. 103–117.
16. D. Devi, S. K. Biswas, and B. Purkayastha. “Learning in presence of class imbalance and class overlapping by using one-class SVM and undersampling technique”. *Connection Science* 31:2, 2019, pp. 105–142.
17. Q. Dong, S. Gong, and X. Zhu. “Imbalanced Deep Learning by Minority Class Incremental Rectification”. *arXiv preprint arXiv:1804.10851*, 2018.
18. A. Fernández, S. García, M. Galar, R. Prati, B. Krawczyk, and F. Herrera. *Learning from Imbalanced Data Sets*. Springer, 2018. ISBN: 978-3-319-98073-7. DOI: 10.1007/978-3-319-98074-4. URL: https://doi.org/10.1007/978-3-319-98074-4.
19. A. Fernández, V. López, M. Galar, M. J. del Jesús, and F. Herrera. “Analysing the classification of imbalanced data-sets with multiple classes: Binarization techniques and ad-hoc approaches”. *Knowl.-Based Syst.* 42, 2013, pp. 97–110.
20. F. Fernández-Navarro, C. Hervás-Martínez, and P. Antonio Gutiérrez. “A dynamic oversampling procedure based on sensitivity for multi-class problems”. *Pattern Recognition* 44:8, 2011, pp. 1821–1833.
21. M. Galar, A. Fernández, E. Barrenechea, and F. Herrera. “EUSBoost: Enhancing ensembles for highly imbalanced data-sets by evolutionary undersampling”. *Pattern Recognition* 46:12, 2013, pp. 3460–3471.
22. M. Gao, X. Hong, S. Chen, and C. J. Harris. “Probability density function estimation based over-sampling for imbalanced two-class problems”. In: *The 2012 International Joint Conference on Neural Networks (IJCNN), Brisbane, Australia, June 10-15, 2012*. 2012, pp. 1–8.
23. D. F. Gleason. “Classification of prostatic carcinomas”. *Cancer Chemother. Rep.* 50, 1966, pp. 125–128.
24. H. Guo, Y. Li, Y. Li, X. Liu, and J. Li. “BPSO-Adaboost-KNN ensemble learning algorithm for multi-class imbalanced data classification”. *Eng. Appl. of AI* 49, 2016, pp. 176–193.
25. H. Han, W. Wang, and B. Mao. “Borderline-SMOTE: A New Over-Sampling Method in Imbalanced Data Sets Learning”. In: *Advances in Intelligent Computing, International Conference on Intelligent Computing, ICIC 2005, Hefei, China, August 23-26, 2005, Proceedings, Part I*. 2005, pp. 878–887.
26. H. He, Y. Bai, E. A. Garcia, and S. Li. “ADASYN: Adaptive synthetic sampling approach for imbalanced learning”. In: *Proceedings of the International Joint Conference on Neural Networks, IJCNN 2008, part of the IEEE World Congress on Computational Intelligence, WCCI 2008, Hong Kong, China, June 1-6, 2008*. 2008, pp. 1322–1328.
27. T. R. Hoens, Q. Qian, N. V. Chawla, and Z. Zhou. “Building Decision Trees for the Multi-class Imbalance Problem”. In: *Advances in Knowledge Discovery and Data Mining · 16th Pacific-Asia Conference, PAKDD 2012, Kuala Lumpur, Malaysia, May 29-June 1, 2012, Proceedings, Part I*. 2012, pp. 122–134.

28. N. Japkowicz, V. Barnabe-Lortie, S. Horvatic, and J. Zhou. “Multi-class learning using data driven ECOC with deep search and re-balancing”. In: *2015 IEEE International Conference on Data Science and Advanced Analytics, DSAA 2015, Campus des Cordeliers, Paris, France, October 19-21, 2015*. 2015, pp. 1–10.

29. S. H. Khan, M. Hayat, M. Bennamoun, F. A. Sohel, and R. Togneri. “Cost-Sensitive Learning of Deep Feature Representations From Imbalanced Data”. *IEEE Trans. Neural Netw. Learning Syst.* 29:8, 2018, pp. 3573–3587.

30. D. P. Kingma and J. Ba. “Adam: A method for stochastic optimization”. *arXiv preprint arXiv:1412.6980*, 2014.

31. J. E. König, T. Senge, E. P. Allhoff, and W. König. “Analysis of the inflammatory network in benign prostate hyperplasia and prostate cancer”. *The Prostate* 58:2, 2004, pp. 121–129.

32. M. Koziarski. “CSMOUTE: Combined Synthetic Oversampling and Undersampling Technique for Imbalanced Data Classification”. *arXiv preprint arXiv:2004.03409*, 2020. Accepted to The International Joint Conference on Neural Networks 2021.

33. M. Koziarski. “Potential Anchoring for imbalanced data classification”. *arXiv preprint arXiv:2104.08548*, 2021. Submitted to Pattern Recognition (after first round of review).

34. M. Koziarski. “Radial-Based Undersampling Algorithm for Classification of Breast Cancer Histopathological Images Affected by Data Imbalance”. In: *2019 12th International Congress on Image and Signal Processing, BioMedical Engineering and Informatics (CISP-BMEI)*. IEEE. 2019, pp. 1–5.

35. M. Koziarski. “Radial-Based Undersampling for imbalanced data classification”. *Pattern Recognition* 102, 2020, p. 107262.

36. M. Koziarski, C. Bellinger, and M. Woźniak. “RB-CCR: Radial-Based Combined Cleaning and Resampling algorithm for imbalanced data classification”. *arXiv preprint arXiv:2105.04009*, 2021. Submitted to Machine Learning (after first round of review).

37. M. Koziarski, B. Cyganek, B. Olborski, Z. Antosz, M. Żydak, B. Kwolek, P. Wąsowicz, A. Bukala, J. Swadźba, and P. Sitkowski. “DiagSet: a dataset for prostate cancer histopathological image classification”. *arXiv preprint arXiv:2105.04014*, 2021. Submitted to Artificial Intelligence In Medicine.

38. M. Koziarski, B. Krawczyk, and M. Woźniak. “Radial-based approach to imbalanced data oversampling”. In: *International Conference on Hybrid Artificial Intelligence Systems*. Springer. 2017, pp. 318–327.

39. M. Koziarski, B. Krawczyk, and M. Woźniak. “Radial-Based Oversampling for noisy imbalanced data classification”. *Neurocomputing* 343, 2019, pp. 19–33.
M. Koziarski, B. Kwolek, and B. Cyganek. “Convolutional neural network-based classification of histopathological images affected by data imbalance”. In: The Second International Workshop on Deep Learning for Pattern Recognition, 24th International Conference on Pattern Recognition. Springer, 2018, pp. 1–11.

M. Koziarski and M. Woźniak. “CCR: A combined cleaning and resampling algorithm for imbalanced data classification”. International Journal of Applied Mathematics and Computer Science 27:4, 2017, pp. 727–736.

M. Koziarski, M. Woźniak, and B. Krawczyk. “Combined Cleaning and Resampling algorithm for multi-class imbalanced data with label noise”. Knowledge-Based Systems 204, 2020, p. 106223.

B. Krawczyk. “Cost-sensitive one-vs-one ensemble for multi-class imbalanced data”. In: 2016 International Joint Conference on Neural Networks, IJCNN 2016, Vancouver, BC, Canada, July 24–29, 2016. 2016, pp. 2447–2452.

B. Krawczyk. “Learning from imbalanced data: open challenges and future directions”. Progress in Artificial Intelligence 5:4, 2016, pp. 221–232.

B. Krawczyk, M. Koziarski, and M. Woźniak. “Radial-Based Oversampling for multi-class imbalanced data classification”. IEEE Transactions on Neural Networks and Learning Systems 31:8, 2019, pp. 2818–2831.

B. Kwolek, M. Koziarski, A. Bukała, Z. Antosz, B. Olborski, P. Wąsowicz, J. Swadżba, and B. Cyganek. “Breast Cancer Classification on Histopathological Images Affected by Data Imbalance Using Active Learning and Deep Convolutional Neural Network”. In: International Conference on Artificial Neural Networks. Springer. 2019, pp. 299–312.

M. Lango and J. Stefanowski. “Multi-class and feature selection extensions of Roughly Balanced Bagging for imbalanced data”. J. Intell. Inf. Syst. 50:1, 2018, pp. 97–127.

J. Laurikkala. “Improving identification of difficult small classes by balancing class distribution”. In: Conference on Artificial Intelligence in Medicine in Europe. Springer. 2001, pp. 63–66.

F. Li, X. Zhang, X. Zhang, C. Du, Y. Xu, and Y. Tian. “Cost-sensitive and hybrid-attribute measure multi-decision tree over imbalanced data sets”. Inf. Sci. 422, 2018, pp. 242–256.

X.-Y. Liu, J. Wu, and Z.-H. Zhou. “Exploratory undersampling for class-imbalance learning”. IEEE Transactions on Systems, Man, and Cybernetics, Part B (Cybernetics) 39:2, 2008, pp. 539–550.

W. Lu, Z. Li, and J. Chu. “Adaptive ensemble undersampling-boost: a novel learning framework for imbalanced data”. Journal of Systems and Software 132, 2017, pp. 272–282.

T. Maciejewski and J. Stefanowski. “Local neighbourhood extension of SMOTE for mining imbalanced data”. In: Proceedings of the IEEE Symposium on Computational Intelligence and Data Mining, CIDM 2011, part of the IEEE Symposium Series on Computational Intelligence 2011, April 11-15, 2011, Paris, France. 2011, pp. 104–111.
53. J. Mathew, C. K. Pang, M. Luo, and W. H. Leong. “Classification of Imbalanced Data by Oversampling in Kernel Space of Support Vector Machines”. *IEEE Trans. Neural Netw. Learning Syst.* 29:9, 2018, pp. 4065–4076.

54. K. Napierała and J. Stefanowski. “Types of minority class examples and their influence on learning classifiers from imbalanced data”. *Journal of Intelligent Information Systems* 46:3, 2016, pp. 563–597.

55. L. Nguyen, B. Vo, T.-N. Nguyen, and A. Nguyen. “Mining class association rules on imbalanced class datasets”. *Journal of Intelligent & Fuzzy Systems* 37, 2019, pp. 1–9. doi: 10.3233/JIFS-179326.

56. M. Pérez-Ortiz, P. A. Gutiérrez, P. Tino, and C. Hervás-Martínez. “Oversampling the minority class in the feature space”. *IEEE Transactions on Neural Networks and Learning Systems* 27:9, 2015, pp. 1947–1961.

57. J. A. Sáez, B. Krawczyk, and M. Woźniak. “Analyzing the oversampling of different classes and types of examples in multi-class imbalanced datasets”. *Pattern Recognition* 57, 2016, pp. 164–178.

58. J. A. Sáez, J. Luengo, J. Stefanowski, and F. Herrera. “SMOTE-IPF: Addressing the noisy and borderline examples problem in imbalanced classification by a re-sampling method with filtering”. *Information Sciences* 291, 2015, pp. 184–203.

59. K. Simonyan and A. Zisserman. “Very deep convolutional networks for large-scale image recognition”. *arXiv preprint arXiv:1409.1556*, 2014.

60. M. R. Smith, T. Martinez, and C. Giraud-Carrier. “An instance level analysis of data complexity”. *Machine learning* 95:2, 2014, pp. 225–256.

61. F. A. Spanhol, L. S. Oliveira, C. Petitjean, and L. Heutte. “A dataset for breast cancer histopathological image classification”. *IEEE Transactions on Biomedical Engineering* 63:7, 2016, pp. 1455–1462.

62. J. Stefanowski. “Dealing with data difficulty factors while learning from imbalanced data”. In: *Challenges in computational statistics and data mining*. Springer, 2016, pp. 333–363.

63. B. Tang and H. He. “KernelADASYN: Kernel based adaptive synthetic data generation for imbalanced learning”. In: *IEEE Congress on Evolutionary Computation, CEC 2015, Sendai, Japan, May 25-28, 2015*. 2015, pp. 664–671.

64. I. Tomek. “Two modifications of CNN”. *IEEE Transactions on Systems, Man, and Cybernetics* 6, 1976, pp. 769–772.

65. S. Wang and X. Yao. “Multiclass Imbalance Problems: Analysis and Potential Solutions”. *IEEE Trans. Systems, Man, and Cybernetics, Part B* 42:4, 2012, pp. 1119–1130.

66. F. Wu, X. Jing, S. Shan, W. Zuo, and J. Yang. “Multiset Feature Learning for Highly Imbalanced Data Classification”. In: *Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence, February 4-9, 2017, San Francisco, California, USA*. 2017, pp. 1583–1589.

67. X. Yang, Q. Kuang, W. Zhang, and G. Zhang. “AMDO: an Over-Sampling Technique for Multi-Class Imbalanced Problems”. *IEEE Transactions on Knowledge and Data Engineering*, 2017, pp. 1–1. doi: 10.1109/TKDE.2017.2761347.
68. S.-J. Yen and Y.-S. Lee. “Cluster-based under-sampling approaches for imbalanced data distributions”. *Expert Systems with Applications* 36:3, 2009, pp. 5718–5727.

69. H. Zhang, Y. Zhao, L. Cao, and C. Zhang. “Class Association Rule Mining with Multiple Imbalanced Attributes”. In: *AI 2007: Advances in Artificial Intelligence*. Ed. by M. A. Orgun and J. Thornton. Springer Berlin Heidelberg, Berlin, Heidelberg, 2007, pp. 827–831. ISBN: 978-3-540-76928-6.

70. Z. Zhang, B. Krawczyk, S. García, A. Rosales-Pérez, and F. Herrera. “Empowering one-vs-one decomposition with ensemble learning for multi-class imbalanced data”. *Knowl.-Based Syst.* 106, 2016, pp. 251–263.

71. Z. Zhang, X. Luo, S. González, S. García, and F. Herrera. “DRCW-ASEG: One-versus-One distance-based relative competence weighting with adaptive synthetic example generation for multi-class imbalanced datasets”. *Neurocomputing* 285, 2018, pp. 176–187.

72. T. Zhu, Y. Lin, and Y. Liu. “Synthetic minority oversampling technique for multiclass imbalance problems”. *Pattern Recognition* 72, 2017, pp. 327–340.