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Abstract

Alignment from comparable corpora usually involves two languages, one source and one target language. Previous works on bilingual lexicon extraction from parallel corpora demonstrated that more than two languages can be useful to improve the alignments. Our works have investigated to which extent a third language could be interesting to bypass the original alignment. We have defined two original alignment approaches involving pivot languages and we have evaluated over four languages and two pivot languages in particular. The experiments have shown that in some cases the quality of the extracted lexicon has been enhanced.

1 Introduction

The main goal of this work is to investigate to which extent bilingual lexicon extraction using comparable corpora can be improved using a third language when dealing with poor resource language pairs. Indeed, the quality of the result of the extracted bilingual lexicon strongly depends on the quality of the resources, that is to say the corpora and a general language bilingual dictionary. In this study, we stress the key role of the potential high quality resources of the pivot language (Chiao and Zweigenbaum, 2004; Morin and Prochasson, 2011; Hazem and Morin, 2012). The idea of involving a third language is to benefit from the lexical information conveyed by the additional language. We also assume that in the case of not so usual language pairs the two comparable corpora are of medium quality, and the bilingual dictionary seems weak, due to the nonexistence of such a dictionary. We expect as a consequence a bad quality of the extracted lexicon. Nevertheless, we are highly confident that a language for which we have of a lot of resources can thwart the effect of the poor original resources. English is probably the first language in term of work and resources in Natural Language Processing, hence it can appear as a good candidate as pivot language.

The paper is organized as follows: we give a short overview of bilingual lexicon extraction standard method in Section 2. Our proposed approaches are described in Section 3. The resources we have used are presented in Section 4 and experimental results in Section 5. Finally, we expose further works and improvements in Sections 6 and 7.

2 Bilingual Lexicon Extraction

Initially designed for parallel corpora (Chen, 1993), and due to the scarcity of this kind of resources (Martin et al., 2005), bilingual lexicon extraction then tried to deal with comparable corpora instead (Fung, 1995; Rapp, 1995). An algorithm using comparable corpora is the standard method (Fung and McKeown, 1997) closely based on the notion of context vectors. Many implementations have been designed in order to do so (Rapp, 1999; Chiao and Zweigenbaum, 2002; Morin et al., 2010). A context vector \( w \) is, for a given word \( w \), the representation of its contexts \( c_{t_1} \ldots c_{t_i} \) and the number of occurrences found in the window of a corpus. In this approach, context vectors are calculated both in source and target languages corpora. They are also normalized according to association scores. Then, thanks to a seed dictionary, source context vectors are transferred into target language. The similarity between the translated context vector \( \overline{w} \) for a given source word \( w \) to translate and all target context vectors \( t \) lead to the creation of a list of ranked candidate translations. The rank is function of the similarity between context vectors so that the closer they are, the better the ranked translation is.

Research in this field aims at improving the
quality of the extracted lexicon. For instance, we can cite the use of a bilingual thesaurus (Déjean et al., 2002), implication of predictive methods for word co-occurrence counts (Hazem and Morin, 2013) or the use of unbalanced corpora (Morin and Hazem, 2014). Among them, and in the case of comparable corpora, we can denote that none looked into pivot-language approaches.

Nevertheless, the idea of involving a pivot language for translation tasks is not recent. Bilingual lexicon extraction from parallel corpora has already been improved via the use of an intermediary language (Kwon et al., 2013; Seo et al., 2014; Kim et al., 2015), so does statistical translation (Simard, 1999; Och and Ney, 2001). Those works lay on the assumption that another language brings additional information (Dagan and Itai, 1991).

3 Alignment Approaches with Pivot Language

In this paper, we present two original approaches which derive from the standard method and involve a third language. We assume that the bilingual dictionary is unavailable or of low quality, but that the source/pivot and pivot/target dictionaries are much better.

3.1 Transferring Context Vectors Successively

The first method, and the most naive is to translate context vectors successively, to start with from source to pivot language, and to follow from pivot to target language. Hence, the context vectors in the source language are computed as it is usually done in the standard method. Then, the second step is to transfer them into the pivot language thanks to a source/pivot dictionary. This operation is done a second time from pivot to target language with a pivot/target dictionary in order to obtain source context vectors translated into target language. We can say that we transferred the context vectors via a pivot language. Finally, the last step of similarity computation stays unchanged: for one source word \( w \) for which we want to find the translation in target language, we compute the similarity between its context vector transferred successively \( \bar{w} \) and all target context vectors \( t \).

This method is presented in Figure 1.

3.2 Transposing Context Vectors to Pivot Language

The second method based on pivot dictionaries consists in translating both source and target context vectors into pivot language. Thus, the operation of computing similarity occurs in the vectorial space of the pivot language. In order to do so, the context vector of a word in source language to translate is computed as it is usually done in the standard method. The second step is to transfer the source and target context vectors into the pivot language using source/pivot and target/pivot dictionaries. At this stage, we gather in the pivot language the translated source and all target context vectors. The next and last operation is to compute the similarity between the source context vector transferred into pivot language \( \bar{w} \) and all target context vectors transferred into pivot language \( \bar{t} \).

This method is presented in Figure 2.

4 Multilingual Resources

In this paper, we perform translation-candidate extraction from all pairs of languages from/to En-
English, French, German and Spanish and involving English or French as the pivot language. The use of those pivot languages in particular is motivated by two factors: first, English, because it is the language by default we have of in a quasi infinite amount of data, and last, French, because we know that our resources (corpus and dictionaries) are of good quality.

### 4.1 Comparable Corpora

The first comparable corpus we used during our experiments is the *Wind Energy corpus*¹. It was built from a crawl of webpages using many keywords related to the wind energy field. The comparable corpus is composed of documents in 7 languages, among others German, English, Spanish and French. The second comparable corpus we used is the *Mobile Technologies corpus*. It was also built by crawling the web. Both of them were composed of 300k to 470k words in each language.

### 4.2 Bilingual Dictionaries

| EN-DE | DE-EN | EN-ES | ES-EN | EN-FR | FR-EN | FR-ES | ES-FR | FR-DE | DE-FR | DE-ES | ES-DE |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| #ent  | 600k  | 26k   | 240k  | 100k  | 170k  | 15k   |

Table 1: Number of entries in each dictionary.

In order to perform bilingual lexicon extraction from comparable corpora, a bilingual dictionary was mandatory. Nevertheless, we only have of French/English, French/Spanish and French/German dictionaries from the ELRA catalogue². These dictionaries were generalist, and contained few terms related to the Wind Energy and Mobile Technologies domains. So, the French/English, French/Spanish and French/German were reversed to obtain English/French, Spanish/French and German/French dictionaries. As for the others, they were built by triangulation from the ones above (see Table 1). As a consequence, we expect those dictionaries to be very mediocre.

### 4.3 Reference Lists

|   | EN | FR | ES | DE |
|---|----|----|----|----|
| WE | 48 | 58 | 55 | 55 |
| MT | 52 | 58 | 60 | 88 |

Table 2: Number of SWT in reference lists.

In order to evaluate the output of the different approaches, terminology reference lists were built from each corpus in each language (Loginova et al., 2012). Depending on the corpus and the language, the lists were composed of 48 to 88 single word terms (abbreviated SWT – see Table 2).

### 5 Experiments and Results

**Pre-processing** French, English, Spanish and German documents were pre-processed using TTC TermSuite (Rocheteau and Daille, 2011)³. The operations done during pre-processing were the following: tokenization, part-of-speech tagging and lemmatization. Moreover, function words and hapaxes had been removed.

---

¹http://www.lina.univ-nantes.fr/?Ressources-linguistiques-du-projet.html
²http://catalog.elra.info/
³https://logiciels.lina.univ-nantes.fr/redmine/projects
Context vectors In order to compute and normalize context vectors, the value $a(ct)$ associated to each co-occurrence $ct$ of a given word $w$ in the corpus was computed. Such value could be computed thanks to Log Likelihood (Fano and Hawkins, 1961) or Mutual Information (Dunning, 1993) for instance. Among them we chose Log Likelihood as its representativity is the most accurate (Bordag, 2008). Context vectors were computed by TermSuite, as one of its components performed this operation.

Similarity measures The so-called similarity could be computed according to Cosine similarity (Salton and Lesk, 1968) or Weighted Jaccard Distance (Grefenstette, 1994). We decided to only present the results achieved using Cosine similarity. The differences between them in term of Mean Reciprocal Rank (MRR) were insignificant.

Evaluation metrics In order to evaluate our approaches, we used Mean Reciprocal Rank (Voorhees, 1999). The strength of this metric is that it takes into account the rank of the candidate translations. Hereinafter, the MRR defined as follows ($t$ stands for the terms to evaluate and $r_t$ for the rank achieved by the system for the good translation of $t$):

$$MRR = \frac{1}{|t|} \times \sum_{k=1}^{|t|} \left( \frac{1}{r_t} \right)$$

Results The MRR achieved for both approaches is shown in Table 3 for Wind Energy and Mobile Technologies corpora respectively. We present, for the sake of comparison, the results achieved by the standard method (Std.), method transferring context vectors successively ($P_1$) and the method transposing context vectors to pivot language ($P_2$). We also give additional information, such as the best achievable result according to the reference lists and the words belonging to the filtered corpus ($R_{\text{MAX}}$) and corpora comparability $C$ (Li and Gaussier, 2010).

The corpus comparability metric consists in the expectation of finding the translation in target language for each source word in the corpus. Therewith, it is a good way of measuring the distributional symmetry between two corpora and given a dictionary. We can also notice that the Maximum Recall $R_{\text{MAX}}$ is quite low for some pairs of languages: this is due to the high number of hapaxes belonging to the reference lists that were filtered out during pre-processing.

According to the results, we can see that there is a strong correlation between the improvements achieved by pivot based approaches and corpus comparability. We have improved the quality of the extracted bilingual lexicon only in the case of poorly comparable corpora, respectively $\leq 65.76\%$ and $\leq 66.52\%$ for Wind Energy and Mobile Technologies corpora. For instance, we have increased the MRR from 0.268 to 0.390 and 0.347 for German to Spanish Spanish for the Wind Energy corpus, and from 0.126 to 0.355 and 0.347 for German to Spanish via French for the Mobile Technologies corpus.

| Lang. Pivot | Std. $P_1$ | $P_2$ | $R_{\text{MAX}}$ | $C$ | Std. $P_1$ | $P_2$ | $R_{\text{MAX}}$ | $C$ |
|-----------|---|---|---|---|---|---|---|---|
| EN-ES FR  | 0.268 | 0.390 | 0.374 | 0.646 | 0.445 | 0.523 | 0.467 | 0.882 |
| ES-EN FR  | 0.119 | 0.232 | 0.233 | 0.491 | 0.193 | 0.272 | 0.321 | 0.535 |
| EN-DE FR  | 0.158 | 0.125 | 0.215 | 0.458 | 0.622 | 0.205 | 0.570 | 0.896 |
| DE-EN FR  | 0.018 | 0.018 | 0.018 | 0.200 | 0.074 | 0.070 | 0.069 | 0.453 |
| FR-DE EN  | 0.056 | 0.118 | 0.132 | 0.418 | 0.053 | 0.063 | 0.061 | 0.597 |
| DE-FR EN  | 0.038 | 0.028 | 0.028 | 0.157 | 0.034 | 0.025 | 0.026 | 0.432 |
| FR-ES EN  | 0.366 | 0.150 | 0.176 | 0.528 | 0.147 | 0.275 | 0.280 | 0.807 |
| ES-FR EN  | 0.210 | 0.103 | 0.117 | 0.357 | 0.238 | 0.207 | 0.186 | 0.352 |
| ES-DE FR  | 0.001 | 0.041 | 0.097 | 0.552 | 0.001 | 0.058 | 0.067 | 0.500 |
| DE-ES FR  | 0.001 | 0.018 | 0.018 | 0.218 | 0.126 | 0.355 | 0.347 | 44.02% |
| DE-EN EN  | 0.001 | 0.018 | 0.018 | 0.218 | 0.126 | 0.189 | 0.179 | 0.585 |

Table 3: MRR achieved for pivot dictionary based approaches.
The comparability of the source and target corpora, we think that the next step is to reshape context vectors with a pivot corpus. In addition, we will see whether linear regression models to reshape context vectors can make improvements or not.
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