Strong-coupling mechanism of the pseudogap in small Hubbard clusters
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In the hole-doped cuprates, the pseudogap refers to a suppression of the density of states at low energies, in the absence of superconducting long-range order. Numerous calculations of the Hubbard model show a pseudogap in the single-particle spectra, with striking similarities to photoemission and tunneling experiments on cuprates. However, no clear mechanism has been established. Here, we solve the Hubbard model on $2 \times 2$ clusters by exact diagonalization, with integration over twisted boundary conditions. A pseudogap is found in the single-particle density of states with the following characteristics: a decreasing energy scale and onset temperature for increased hole-doping, closure at a critical hole doping near 15%, absence upon electron-doping, particle-hole asymmetry indicated by the location of the gap center, and persistence in the strong-coupling limit of $U/t \to \infty$. Studying the many-body excitation spectrum reveals that the pseudogap in single-particle spectra is due to orthogonality between bare electrons and the lowest energy excitations for $U/t \gtrsim 8$.

Introduction.—In discussions of the hole-doped cuprates, the pseudogap is defined as the suppression of electronic density of states at low energies that is present well above the superconducting transition temperature $T_c$. The pseudogap is manifest most directly in probes of the single-particle Green’s function, such as photoemission and tunneling spectroscopy. There, it has been demonstrated to affect a substantial portion of the phase diagram up to a characteristic temperature $T^*$, which is a decreasing function of doping and vanishes above a critical doping $p^*$ that is slightly above optimal doping. The phase diagram below $T^*$ is particularly notable for the variety of complex phenomena and intertwined orders present [1, 2]. Many scenarios have been proposed to explain the pseudogap, and determining its mechanism is a central question in the study of high-temperature superconductivity in cuprates. Calculations of the 2D Hubbard model have found a pseudogap in the single-particle spectra, with properties closely resembling those of photoemission and tunneling spectra of cuprates [3-32]. These include its extent in the temperature-doping phase diagram [3, 0 18, 22, 23, 22] and the contrasting behaviors in the anti-nodal and nodal regions of the Brillouin zone, leading to the phenomena of Fermi arcs [12, 14, 15, 20, 21, 25, 31, 32]. Apart from single-particle properties, other important aspects of pseudogap phenomenology in cuprate have been found and studied in the Hubbard model, including suppression of the spin susceptibility [0, 25, 33, 36] and presence of spin and charge density waves [37-39]. While details of these calculations vary, a strong empirical argument can be made that the Hubbard model captures much of the essential physics relevant to the pseudogap in the cuprates.

In spite of these successes of the Hubbard model in accounting for experimental phenomena, the cause or mechanism of the pseudogap remains an open problem. Even strictly within the confines of calculations of the Hubbard model and the closely related $t$-$J$ model, no consensus has been reached among the various proposed explanations of the pseudogap. Nevertheless, important clues may be gleaned from these calculations. First, most of these calculations involve solving a small cluster that is part of the infinite system, via a generalization of dynamical mean-field theory or by cluster perturbation theory (CPT). Some of these, such as the CPT calculations in [10, 23, 32], do not permit long-range order, implying that short-range correlations are sufficient for generating the pseudogap. Viewed as simulations of the Hubbard model, such calculations are incorrect in the sense that they do not produce low-temperature ordered phases. However, it is plausible that they provide an accurate account of spectra down to energies relevant to the pseudogap. Second, calculations studying the dependence of the pseudogap on the interaction strength $U/t$ have demonstrated its persistence in the large $U/t$ limit [10, 13, 14]. The size of the gap is found to be $O(t)$ rather than $O(\frac{t^2}{J})$. (This is not to say that the size of the gap is necessarily closer to $t$ than to $J = 4t^2$.) It is therefore not clear whether mechanisms of the pseudogap based on scattering of electrons off antiferromagnetic spin fluctuations, as often proposed in the context of weak- and intermediate-coupling calculations, are applicable in the strong-coupling limit.

Methodology.—Here, our approach is to rely on exact diagonalization calculations of small Hubbard model clusters. It is not the goal to solve the Hubbard model in the thermodynamic limit, but to determine whether the essential physics of the pseudogap is present in small clusters amenable to exact calculations. An analogy with the physics of the Mott gap is instructive to motivate this approach. Solving the Hubbard model on a single site is sufficient not only to obtain the Mott gap, but also to demonstrate its mechanism. Though this has limitations in describing the Mott transition and the antiferromagnetic ground state, the essence of the Mott gap and the associated upper and lower Hubbard bands are properly
FIG. 1. Nearest neighbor hopping matrix elements for a $2 \times 2$ cluster with twisted boundary conditions. The next-nearest neighbor hopping $t'$ is not shown here for clarity.

captured.

Specifically, we consider $2 \times 2$ Hubbard model clusters with twisted boundary conditions. We choose the gauge where the fermion operators are periodic ($c_{i,x}^\dagger = c_{i+L_x,x,\sigma}^\dagger = c_{i+L_y,y,\sigma}^\dagger$) and implement the twist as a phase in every hopping matrix element, as illustrated in Fig. 1 for nearest neighbors. The parameter $\theta$ parametrizes the twist; for instance, antiperiodic boundary conditions correspond to $\theta = (\frac{2\pi}{L_y}, \frac{2\pi}{L_y})$. The Hamiltonian for a given twist $\theta$ is given by

$$H_\theta = - \sum_{ij} t_{ij} e^{-i\theta \cdot (r_i-r_j)} c_{i,\sigma}^\dagger c_{j,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow} - \mu \sum_i n_{i,\sigma}.$$  

(1)

We work in units where the nearest neighbor hopping $t = 1$ and also consider a next-nearest neighbor hopping $t'$.

Observables will be reported as equally-weighted averages over an ensemble of clusters sampling all possible twist conditions; this scheme is known as twist-averaged boundary conditions [35, 40–45]. We solve each cluster by a full diagonalization of the Hamiltonian, providing access to all $4^{2 \times 2} = 256$ energies and eigenstates. All calculations are performed in the grand canonical ensemble; the twist-averaged doping can be tuned continuously even at zero temperature. Our primary object of study will be the twist-averaged density of states

$$\rho(\omega) = \frac{1}{(2\pi)^2} \int_0^{2\pi} d\theta_x \int_0^{2\pi} d\theta_y \rho_\theta(\omega)$$  

(2)

$$\rho_\theta(\omega) = \frac{1}{Z_\theta} \sum_{nm} \langle n | c_{i,\sigma}^\dagger m \rangle^2 (e^{-\beta E_n} + e^{-\beta E_m})$$  

(3)

$$\times \delta(\omega + E_n - E_m).$$

In the last line, $|n\rangle$ and $|m\rangle$ are eigenstates of $H_\theta$, with energies $E_n$ and $E_m$, respectively. $Z_\theta = \text{tr} e^{-\beta H_\theta}$ is the partition function at temperature $T \equiv 1/\beta$. By translational and spin-rotational symmetry, the density of states is the same for every site $i$ and spin $\sigma$.

It is clear from the Lehmann representation, as written in (3), that the density of states on an individual cluster is a discrete set of poles. From a calculation of a single $H_\theta$, it is therefore difficult to distinguish possible pseudogap effects from the gaps due to the small dimension of the Hilbert space. By contrast, the twist-averaged density of states in (2) is supported on a continuous range of frequency and potentially indicates a pseudogap.

RESULTS.—The density of states for a typical set of parameters $U/t = 12$, $t'/t = -0.3$ is plotted in Fig. 2(a) for a hole doping $p = 0.06$ and zero temperature. At
this interaction strength, the Mott gap is well formed and the upper Hubbard band at energy $\sim U$ is separated distinctly from the lower Hubbard band. The low energy spectrum displays a number of features. Most notably, there is no density of states at zero energy. This is surprising as the system is compressible at this doping, as we have checked by varying the chemical potential. This suppression of density of states at low energy, which we refer to as the pseudogap in our calculations, is not present for all values of doping, temperature, and parameters $U/t$ and $t'/t$. In the following discussion, we map out the region of the temperature-doping phase diagram and parameter space where the pseudogap is present.

In Fig. 2(b), we fix the temperature to zero and vary the hole doping. There is a pseudogap for any hole doping $p < p^* \approx 0.12$. As the hole doping is increased from 0 to $p^*$, the leading edge of the removal spectrum moves toward $\omega = 0$, approximately linearly with doping. Above the critical doping $p^*$, this edge reaches zero energy and new features in the addition spectrum appear. Similar plots are shown for a very high interaction strength of $U/t = 50$ in Fig. 2(c) and for the limit $U/t \rightarrow \infty$ in Fig. 2(d), indicating that the pseudogap persists in the strongly interacting limit. As the interaction strength increases, the critical doping saturates at a value $p^* \approx 0.2$. Additionally, the pseudogap becomes larger in the removal spectrum and smaller in the addition spectrum. This asymmetry and its parameter dependence implies that multiple energy scales are involved in the pseudogap. Empirically, we find that for large $U/t$, the removal spectrum is gapped up to an energy $\mathcal{O}(t)$ and the addition spectrum is gapped up to an energy $\mathcal{O} \left( \frac{t}{U} \right)$. The persistence of the pseudogap with an energy scale $\mathcal{O}(t)$ in the large $U/t$ limit agrees with previous findings for the Hubbard model from more sophisticated calculations 10,13,14.

We have established that the pseudogap is present below a critical doping $p^*$, with a size that decreases with increasing hole doping. Next, we investigate the temperature dependence. The density of states for hole doping below and above $p^*$ is shown in Fig. 3(a) and (b), respectively, for a range of temperatures. Here the interaction strength is $U/t = 50$; we have checked that both smaller and larger interactions give similar behavior. At $p = 0.14 < p^*$ in Fig. 3(a), the density of states at low energy decreases smoothly as temperature is lowered. By contrast, at $p = 0.22 > p^*$ in Fig. 3(b), $\rho(\omega)$ is less temperature dependent and the density of states at low energy remains significant down to $T = 0$. A 2D plot of $\rho(\omega = 0)$ in Fig. 3(c) highlights this contrasting behavior over a broad range of hole doping and temperature. For all $p < p^* \approx 0.19$, the pseudogap onsets gradually as temperature is lowered. We cannot pick out a specific onset temperature, but it is evident in Fig. 3(c) that any definition of $T^*$ based on $\rho(\omega = 0)$ would be a decreasing function of hole doping.

A prominent feature in Fig. 3(c) is the nearly temperature independent vertical boundary rising from $T = 0$, $p = p^*$. In other words, there is a sharp difference between spectra for doping slightly below and slightly above $p^*$, which persists to high temperatures. Experimentally, such a vertical boundary has been discovered in a recent angle-resolved photoemission (ARPES) study on the bilayer cuprate Bi2212, and found to persist up to at least 310K. (If we estimate that for cuprates, $t \approx 300$meV, 310K $\approx 0.09t$.) In this experiment, the spectral function was obtained by Fermi-function-division of the removal spectrum measured by ARPES, rather than by symmetrizing about $\omega = 0$ as often performed in previous works. This more accurate analysis showed that as temperature is increased, the pseudogap in the ARPES data does not close at any well-defined temperature and persists to higher temperatures than previously reported. Given that our calculations are not intended to describe cuprates realistically, these similarities between our calculations and recent experiments are striking and suggest the presence of similar strong-correlation effects in both.

Finally, we examine the $U/t$ and $t'/t$ dependence of the pseudogap. Our findings can be summarized as follows: when $t'/t < 0.125$, the pseudogap is present if $U > U^*$. The critical interaction strength $U^*$ diverges at $t'/t = 0.125$ and there is no pseudogap at any $U$ when $t'/t \geq 0.125$. Examples are shown in Fig. 4. At $t'/t = -0.3, U^*/t \approx 8$ (Fig. 4(a)); at $t'/t = 0$, $U^*/t \approx 40$ (Fig. 4(b)); and at $t'/t = 0.3$, there is no pseudogap (Fig. 4(c)). In Fig. 4(d) we see that for $U/t \rightarrow \infty$, the zero energy density of states is suppressed only when
In the Hubbard model, a particle-hole transformation \( c_i^\dagger \rightarrow (-1)^{x_i + w_i} c_i \) inverts the sign of \( t'/t \). Therefore, Fig. 4(c) can be understood as the density of states, with energy axis flipped, for \( t'/t = -0.3 \) and electron-doping. This particle-hole transformation shows that when \( t'/t < -0.125 \) the pseudogap is absent for electron-doping, regardless of the interaction strength. The fact electron-doping with negative \( t'/t \) (or hole-doping with positive \( t'/t \)) is unfavorable for the pseudogap agrees with existing literature [10, 14, 15, 17, 25, 30], although we note that in many of these studies a pseudogap is found for \( t'/t = 0 \) without requiring as large of a interaction strength as in Fig. 4(b). While there are certainly shortcomings of calculations for a \( 2 \times 2 \) cluster, its advantage lies in being simple enough that the mechanism of the pseudogap can be determined unambiguously, as we now discuss.

**Mechanism and Discussion.**—We have demonstrated that the density of states for a \( 2 \times 2 \) cluster with twist-averaged boundary conditions exhibits a pseudogap with characteristics highly reminiscent of findings in more elaborate calculations of the Hubbard model. We now turn to the question of the mechanism of the pseudogap. Given that all many-body energies and eigenstates are calculated exactly for every \( H_\theta \), there is no technical hindrance to determining the answer.

Our starting point is to consider the Lehmann representation of the density of states in \([3]\). At zero temperature,

\[
\rho_\theta(\omega) = \rho_{\theta}^R(\omega) + \rho_{\theta}^\text{G}^\ast(\omega) \\
\rho_{\theta}^R(\omega) = \sum_n |\langle n | c_{\sigma}^\dagger G | \rangle|^2 \delta(\omega + (E_n - E_G)) \\
\rho_{\theta}^\text{G}^\ast(\omega) = \sum_n |\langle c_{\sigma}^\dagger | n \rangle|^2 \delta(\omega - (E_n - E_G)),
\]

where \( |G\rangle \) is the ground state of \( H_\theta \). (The generalization of this discussion to degenerate ground states is trivial.) Here, \( \rho_{\theta}^R \) and \( \rho_{\theta}^\text{G}^\ast \) refer to the removal and addition spectra, respectively. From the spectral representation, it is clear that two conditions are necessary to have any low energy spectral weight in the removal (addition) spectrum. First, there must be low energy excited states with one less (more) electron than in \( |G\rangle \). Second, these excited states must have nonzero overlap with the ground state with one electron removed (added). A full suppression of low energy spectral weight, in Fig. 2 for instance, requires one of these conditions to be violated.

Because we are dealing with the twist-averaged density of states \( \rho(\omega) \), these conditions should be checked for all \( \theta \). In Fig. 4(a), we show the total density and total spin quantum numbers of the ground state of each \( H_\theta \). Because eigenstates and energies evolve continuously with \( \theta \), the first condition is satisfied when \( \theta \) is close to a border where the total density changes by 1. For example, if \( \theta \) is near such a border on the side where the ground

---

**FIG. 4.** Density of states \( \rho(\omega) \) at \( T = 0 \) for hole doping \( p = 0.06 \) and parameters as indicated. The critical interaction strength is approximately \( U^*/t = 8 \) in (a) and \( U^*/t = 40 \) in (b). A small Gaussian broadening \( (\sigma = 0.05) \) is used in all plots and is responsible in (d) for nonzero \( \rho(\omega = 0) \) when \( t'/t = 0.05 \), since the leading edge in the addition spectra is at \( O(\frac{t'}{t}) \).

**FIG. 5.** (a) Ground state total charge \( N \) and total spin \( S \) for \( H_\theta \), plotted over a 100 \( \times \) 100 grid of \( \theta \). The pseudogap is present here for the parameters \( U/t = 12 \), \( t'/t = -0.3 \), \( p = 0.06 \), and \( T = 0 \). (b) Schematic of the many-body excitation spectrum. (c-e) Like (a), but with one parameter modified in each: (c) \( p = 0.15 > p^* \), (d) \( U/t = 7 < U^* \), and (e) \( t'/t = 0.3 \). There is no pseudogap present in (c-e). Unlabelled light blue and white regions indicate \( N = 3 \), \( S = \frac{1}{2} \) and \( N = 4 \), \( S = 0 \), as in (a).
state has \( N = 4 \), there must be a low energy excited state with \( N = 3 \). If there is any low energy density of states in \( \rho(\omega) \), it must be due to the contributions of \( \rho_0(\omega) \) with \( \theta \) near these boundaries.

However, we can infer from the same figure that while configurations near boundaries satisfy the first condition, the second condition is violated. This is because the \( N = 3 \) state has total spin \( S = \frac{3}{2} \) but the \( N = 4 \) state has total spin \( S = 0 \). The matrix elements in (5) and (6) must vanish because of spin selection rules; the \( S \) total spin must vanish.

The ground state is orthogonal to the \( S \) state is absent for positive \( t_x \), which translates to \( t_x > t_y \) in small doping. This is precisely what we determined previously in Fig. 3(d).

In the 4-site plaquette, the spin-\( \frac{1}{2} \) state remains the ground state for finite values of \( U/t \) above a critical \( U^*/t \). For \( t_x = t_y \) and \( t_{\text{diag}} = 0 \), the critical value is \( U^*/t_\pi \approx 18.7 \), in close agreement with our estimate of \( U^*/(2t) \approx 20 \) in Fig. 3(b). The spin-\( \frac{1}{2} \) state is stabilized further by negative values of \( t_{\text{diag}}/t_z \); hence we see in Fig. 3(a) that the ground state can be spin-\( \frac{3}{2} \) even for \( U/t = 12 \). Reducing to \( U/t = 7 \) in Fig. 3(d) leads to regions of \( \theta \) where the ground state is spin-\( \frac{1}{2} \). Similarly in Fig. 3(c), we see that increasing doping shifts the borders in \( \theta \) that are important to analyzing the low energy density of states. This gives rise to spin-\( \frac{1}{2} \) regions because when \( \theta \) is near \( \{\frac{\pi}{2},0\} \) or \( \{0,\frac{\pi}{2}\} \), the 4-site plaquette becomes highly anisotropic, which is known to be energetically unfavorable for the spin-\( \frac{1}{2} \) state.

By analyzing the ground state quantum numbers and many-body excitation spectrum as a function of twist parameter \( \theta \), we have understood the parameter dependence and the energetics of the pseudogap. From the excitation spectrum sketched in Fig. 3(b), we can also infer that the pseudogap fills in when \( T \sim \frac{t'}{t} \). As temperature rises, the thermal mixed state begins to include triplet \( \{4, 1\} \) states. Transitions to and from \( \{3, \frac{3}{2}\} \) are no longer forbidden by selection rules and lead to low energy spectral weight. Such an association between the onset of the pseudogap with the shift of probability between triplet and singlet states has been reported previously in cluster DMFT calculations [16, 23]. Our results and analysis here of the low energy spin-\( \frac{3}{2} \) states provide a clear explanation.

The important open question that remains is whether our findings generalize to the Hubbard model in the thermodynamic limit. The \( 2 \times 2 \) cluster certainly is missing many important qualitative phenomena related to longer-distance correlations. However, the particular parameter, doping, and temperature dependences we have observed and their consistency with more sophisticated calculations suggests that the aspects of pseudogap physics captured by the small cluster are present also in larger systems. The key point is the orthogonality, by spin selection rules, between bare electrons and spin-\( \frac{3}{2} \) excitations. For a 4-site system, the low energy of spin-\( \frac{1}{2} \) states may be understood as an application of Nagaoka’s theorem. It is highly unlikely that Nagaoka physics is relevant to the Hubbard model on large systems in the parameter regime \( U/t \sim 8 \) most commonly studied. However, this does not preclude a more general reason for the presence of low-energy spin-\( \frac{1}{2} \) excitations, which, if lower in energy than a substantial portion of spin-\( \frac{3}{2} \) excitations, would give rise to a pseudogap by the same mechanism that we have found here. In fact, there is evidence from numerically exact quantum Monte Carlo calculations on \( 8 \times 8 \) clusters showing that spectroscopically invisible spin-\( \frac{3}{2} \) excitations are responsible for missing features expected in
the single-particle spectral function [18]. Similar calculations at lower temperatures on large systems, with measurements of the Green’s function of composite spin-\(\frac{1}{2}\) operators, could clarify the relevance of the small cluster physics revealed here to the pseudogap of the Hubbard model in the thermodynamic limit.
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