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ABSTRACT

Industrial Information Technology (IT) infrastructures are often vulnerable to cyberattacks. To ensure security to the computer systems in an industrial environment, it is required to build effective intrusion detection systems to monitor the cyber-physical systems (e.g., computer networks) in the industry for malicious activities. This paper aims to build such intrusion detection systems to protect the computer networks from cyberattacks. More specifically, we propose a novel unsupervised machine learning approach that combines the K-Means algorithm with the Isolation Forest for anomaly detection in industrial big data scenarios. Since our objective is to build the intrusion detection system for the big data scenario in the industrial domain, we utilize the Apache Spark framework to implement our proposed model which was trained in large network traffic data (about 123 million instances of network traffic) stored in Elasticsearch. Moreover, we evaluate our proposed model on the live streaming data and find that our proposed system can be used for real-time anomaly detection in the industrial setup. In addition, we address different challenges that we face while training our model on large datasets and explicitly describe how these issues were resolved. Based on our empirical evaluation in different use-cases for anomaly detection in real-world network traffic data, we observe that our proposed system is effective to detect anomalies in big data scenarios. Finally, we evaluate our proposed model on several academic datasets to compare with other models and find that it provides comparable performance with other state-of-the-art approaches.
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1 Introduction

Anomalies in network traffic are the patterns in data that deviate significantly from the expected ones \[15, 1, 14, 84\]. Since the computer networks in a cyber-physical system are often vulnerable to cyberattacks which can severely disrupt the overall system, it is required to identify the malicious events in the network traffic data in such systems \[44, 73\]. Thus, a reliable network intrusion detection system is needed that should be robust enough so that the novel anomalies that did not appear before could be identified effectively. In addition, these systems should also detect the anomalies efficiently so that they can be applied to the live streaming data. In order to develop such systems, various approaches are utilized in recent years which include but not limited to the following:

- Rule-Based: where a set of rules are manually given and the system detects anomalies based on these rules.
- Supervised Learning: where a set of labeled training data is given and various machine learning algorithms are used to learn a prediction model from these labeled data.
- Unsupervised Learning: where the machine learning models learn to identify anomalies from the unlabeled data.
- Reinforcement Learning: where machine learning algorithms are trained to make a sequence of decisions based on reward and punishment.

However, there are several challenges when building anomaly or intrusion detection systems using the approaches mentioned above \[15\]. For example, the rule-based approaches fail to recognise the malicious events for which no rules have been specified \[74\]. Thus, such rule-based systems are restricted to only recognize events for which rules are already given. Similar to the rule-based approach, the supervised approach also has several limitations where one of the major limitations is that it requires labeled training data \[15\]. Thus, supervised learning algorithms are not applicable in scenarios when labeled training data are not available \[15, 1, 17\]. Since there is a lack of labeled datasets to train network anomaly detection models, it is required to build such systems with limited supervision or unlabeled training data \[15, 1, 17, 58\]. As the unlabeled training datasets are easier to obtain since such datasets do not require any human intervention for data labeling, various unsupervised algorithms have been used in recent years in scenarios when the labeled training data are not present \[17, 4, 23, 46, 47\]. Nonetheless, training an unsupervised method to learn patterns in data is more challenging compared to its supervised counterpart \[1\]. Moreover, most of the unsupervised machine learning models proposed for anomaly detection are also evaluated only on relatively smaller datasets \[17, 46, 23\] and their evaluation in the real world large-scale industrial settings when labeled training data are not available is yet to be investigated. Additionally, some of the prior work utilized reinforcement learning for intrusion detection \[59, 76, 85, 65\]. However, such models based on reinforcement learning are also not evaluated in big data scenarios yet. To this end, we aim to address the above challenges to build an effective intrusion detection system for big data scenarios. Our motivations in this paper are discussed in the following section.

1.1 Motivation

It is to be noted that the Apache Spark\[1\] framework which is utilized for large-scale data processing includes several machine learning algorithms through its MLlib\[2\] library \[51\]. Thus, in circumstances when labeled training data are not available, the unsupervised learning algorithms in Apache Spark can be utilized. Nonetheless, various state-of-the-art machine learning models, such as Isolation Forest \[46\], Auto Encoders \[17\], and DBSCAN \[23\], as well as reinforcement learning algorithms such as QL-IDS \[60\] are not included in the MLlib library yet. Thus, most prior work that addressed the anomaly detection problem in big data scenarios did not utilize the state-of-the-art anomaly detection algorithms due to the absence of such models in the Apache Spark framework \[1, 14\]. To address these challenges, in this paper, we propose a novel unsupervised intrusion detection system that can be effectively utilized to detect the anomalies or intrusions in large industrial network traffic data when labeled training data are not available. Due to the effectiveness of Isolation Forest compared to the other unsupervised approaches \[46, 21\], we are motivated to utilize it to implement an intrusion detection system that can detect intrusions on large network traffic data. For that purpose, we propose a novel approach via combining Isolation Forest with K-Means that extends the original Isolation Forest algorithm for anomaly detection in big data. Contrary to the prior work that evaluated Isolation Forest only on comparatively smaller-sized academic datasets \[46, 33\], we primarily evaluate our proposed model on a large industrial dataset to demonstrate its effectiveness in big data scenarios. In the following section, our contributions in this paper are demonstrated.

---

1 https://spark.apache.org/
2 https://spark.apache.org/mllib/
1.2 Contributions

Our major contributions presented in this paper are as follows:

- First, in contrary to the previously proposed anomaly detection systems which were only evaluated on smaller-sized academic datasets [46,25], our objective in this paper is to propose an intrusion detection system that can learn from the huge amount of unlabeled data in industries so that the trained model can detect intrusions in real-world large network traffic data. For this purpose, we leverage the Apache Spark [87] framework to implement our proposed system that we train in an industrial network traffic dataset containing more than 123 million instances where the size of the dataset is above 1 terabyte (TB).

- Second, we address the following fundamental issues in Isolation Forest: (i) it requires information about the ratio of anomalies (i.e., contamination ratio) in the training data while providing this information may require the construction of a manually labeled training dataset which is a very time-consuming process in big data scenarios [46,87,79], and (ii) it needs to find out a threshold to convert the anomaly scores predicted by the model to different labels [46,87,79], which is a tedious process that becomes more expensive in large datasets. For that purpose, we propose a novel approach that combines the K-Means algorithm with Isolation Forest for anomaly detection in big data scenarios. We show that our proposed model that utilizes fewer parameters than the Isolation Forest algorithm is not only applicable in real-world big data scenarios in industries, but also more effective for anomaly detection than the original Isolation Forest model. Additionally, we further analyze our findings through extensive experiments in 12 academic datasets.

- Finally, we extend our trained model to detect intrusions on the live streaming data in the industrial setting and show that our proposed system can also detect intrusions in real-time both effectively and efficiently. To the best of our knowledge, this is the first work in which a model based on isolation forest has been evaluated on the industrial streaming data for real-time detection of anomalies [51]. As a secondary contribution: to reproduce our experiments in big data scenarios, we extensively describe how we mitigate various limitations in the existing Spark-based implementation of Isolation Forest [87] that prevent this model from being trained on large datasets.

2 Related Work

In the earlier years, various rule-based techniques were utilized to develop anomaly detection systems [1,15]. Although the rule-based systems are effective to detect the known anomalies for which rules are given, they are slow to detect anomalies in real-time and also fail to adapt to the evolving network environment [74]. Moreover, the detection rate of anomalies using different rule-based approaches relies heavily on network administrators’ expertise and domain knowledge about the known attacks [74]. Thus, unknown attacks for which no rules are given by the network experts may remain undetected by such systems. To alleviate these limitations of rule-based systems, various machine learning-based algorithms have been proposed in recent years for network intrusion detection [1,15,46,25]. In such machine learning-based systems, usually two approaches were mostly used: i) supervised learning approach and ii) unsupervised learning approach [52,45,23,17,46,71,60,58]. In addition to these two approaches, some of the prior work also utilized reinforcement learning for anomaly detection [59,76,85,65]. Among various machine learning-based approaches, most previous work relied on supervised learning that required labeled training data of normal and abnormal instances to train the models [1,15,60]. For the supervised training, various classification-based machine learning algorithms such as Support Vector Machine [53,72,48], Naïve Bayes [52], Random Forest [24,61], K-Nearest Neighbour [45], Decision Tree [2], as well as ensemble learning methods that combine multiple classifiers together [52] are used for anomaly or intrusion detection. Some work also combined different learning algorithms together [18,25]. For example, Feng et al. [25] combined the supervised Support Vector Machine model with the unsupervised Self-Organized Ant Colony Network (CSOACN) [26] architecture and proposed the CSVAC model for network intrusion detection. Similar to the most prior work on anomaly detection mentioned above, they also used labeled training data to train their CSVAC model.

Despite the effectiveness of supervised learning models, they cannot be utilized in many scenarios. For instance, constructing labeled datasets, especially in big data scenarios is a costly process. Since the network experts need to manually label the normal and abnormal instances in network traffic to create the labeled dataset [17], the task of manual labeling becomes very expensive in big data scenarios. In such circumstances when labeled training data are not available, the supervised learning algorithms cannot be utilized. To tackle such scenarios where only unlabeled training data are available, the unsupervised learning algorithms are usually applied [17,23]. For unsupervised learning, various clustering-based machine learning models [44,26,23] have been utilized for anomaly detection which can be divided into several categories, such as: partitioning method, distance-based method, or density-based method. However, these models have several disadvantages. For instance, the partitioning methods are sensitive to the width
of the cluster that requires the repetition of experiments to choose the optimal width \[44\]. Note that this repetition of experiments becomes a very time-consuming process in large datasets. Moreover, for other clustering models which are based on distance or density measures \[44, 23\], the computational cost of measuring the distance is expensive \[46\]. In recent years, the successful utilization of deep learning techniques to solve various computing problems has also inspired researchers to apply deep learning for anomaly detection \[17, 22, 53, 80, 67, 39, 88, 60\]. However, similar to the various machine learning algorithms, these deep learning-based models were also mostly evaluated on relatively smaller datasets and their evaluation on large datasets in the industrial domain is yet to be investigated.

To overcome the above limitations of several anomaly detection models, Liu et al. \[46\] proposed a tree structured anomaly detection approach: the Isolation Forest. In comparison to the clustering-based machine learning models as well as the deep learning-based models used for anomaly detection, the Isolation Forest algorithm has several advantages over both of them. While comparing with the clustering-based machine learning models \[44\], the Isolation Forest does not require the calculation of distance or density measures in high-dimensional data to detect the anomalies. Thus, it eliminates the major computational cost of distance calculation required in different distance-based or density-based clustering methods. Furthermore, the Isolation Forest also has a linear time complexity with low memory requirement \[46\]. More importantly, it was shown by Liu et al. \[46\] that the isolation forest algorithm had the capacity to scale up to handle high-dimensional problems in large datasets. This makes Isolation Forest a good choice to be utilized for anomaly detection in big data scenarios.

Though Isolation Forest has several advantages over other unsupervised approaches, it was also mostly evaluated on academic datasets only \[46, 87\]. To be noted that, these datasets are relatively smaller compared to the big data settings in different industries. To utilize machine learning for big data processing, Apache Spark has been widely used for such large-scale data processing \[92\]. It contains the MLlib library which includes several unsupervised machine learning algorithms \[92\]. However, the Spark MLlib does not include the Isolation Forest algorithm even though Isolation Forest is one of the most top performing approaches for anomaly detection \[21\]. Though there are some Spark-based third-party implementations of the Isolation Forest, these third-party libraries are not investigated yet to detect anomalies on a large volume of data in an industrial setting. In this work, we extend Isolation Forest via combining it with K-Means to propose a novel approach for anomaly detection in big data scenarios. Note that, our proposed approach also addresses the following fundamental issues of Isolation Forest: (i) tedious process of converting anomaly scores to different labels, and (ii) dependence on the contamination ratio in the training data that may require manual labeling of datasets which is very expensive in big data scenarios. Moreover, we also evaluate our proposed system for the real-time detection of anomalies on the live streaming data in an industrial environment.

## 3 Task Description

In this work, we focus on building a machine learning-based intrusion detection system to provide cyber security at iSecurity. Note that iSecurity is an IT organization that provides various security services to its clients. On January 16, 2019, a client of iSecurity was targeted by cyberattacks. Since cyberattacks are very threatening for the security and privacy of organizational data, a strong security service is required to protect the computer or network servers (i.e., cyber-physical systems) in an organization from such cyberattacks.

![Network Traffic Data Pattern from January 8th, 2019 to January 14th, 2019](https://www.isecurityconsulting.com/)

Figure 1: Normal network traffic pattern at iSecurity. Y-axis represents the total number of events occurred on each timestamp represented by the X-axis.
Figure 2: Network traffic pattern during a cyberattack targeting the port 3389 using the TCP protocol on January 16th: the sudden spike in the number of events at 1 to 2 am and 5 to 6 am are flagged as cyberattacks by the network expert at iSecurity. At any other time interval, there are no such spikes.

Figure 3: Network traffic pattern during a cyberattack from a specific IP address 10.100.208.115 on January 16th: the sudden spike in the number of events between 4 am and 6 am (inclusive) are flagged as cyberattacks by the network expert at iSecurity. At any other time interval, there are no such events.

At iSecurity, network traffic logs from client servers are collected using Graylog\(^4\) and then indexed into Elasticsearch\(^5\). For the cyberattacks that occurred on January 16th, the network experts at iSecurity manually identified some incidents as potential cyberattacks. Nonetheless, manual labeling of anomaly instances in large datasets is a very tedious process. In Figure 1 we show the one week network traffic logs at the iSecurity client where the cyberattacks occurred. It contains all the instances from January 8th to January 14th which were considered as normal traffic patterns by the network administrators at iSecurity. In Figure 2 and Figure 3 we show some use-cases of cyberattacks that were identified by the network experts. Here, in Figure 2 the network traffic pattern during a cyberattack is demonstrated which originated at around 1 am on January 16th and continued till about 6 am. The attacks were occurred using the TCP protocol and targeted a specific port address 3389. Comparing with the activities on that port using the TCP protocol on any other day, we can see that there is a sudden spike in the number of connections during that time. In Figure 3 the network traffic pattern during a cyberattack from a specific IP address is shown. We can see that on January 16th (within 4 to 6 am), from the IP address 10.100.208.115, near 15000 incidents occurred. However, on any other time interval, there are no incidents happened from that IP address.

In this paper, we aim to identify such anomalies or intrusions in large network traffic data using machine learning models due to the superior performance of machine learning-based algorithms in big data scenarios as well as when labeled datasets are not available\(^{46, 17, 1, 15, 21}\). In the following, we first describe our proposed machine learning model: the IForest-KMeans which extends Isolation Forest for anomaly detection in big data scenarios via combining with K-Means. Then, we describe our proposed system architecture that utilizes the proposed IForest-KMeans model to detect anomalies in large network traffic data stored in Elasticsearch.

4 Proposed Machine Learning Model

In our proposed model, we combine the Isolation Forest algorithm with K-Means. In this section, at first we briefly introduce readers to the K-Means and Isolation Forest algorithms. Then we discuss how we utilize these two algorithms together for anomaly detection in large datasets.

\(^4\)https://www.graylog.org/
\(^5\)https://github.com/Graylog2/graylog2-server
4.1 The K-Means Algorithm

The K-Means algorithm tries to partition \( n \) data points into \( K \) clusters in such a way that each data point belongs to at most one group. The value of \( k \) in K-Means is pre-defined. The algorithm tries to separate the data points in \( k \) different clusters where the objective is to keep the data points that are more similar to be in the same cluster along with ensuring the distance between the data points in different clusters as distant as possible. The working mechanism of K-Means is as follows:

1. First, \( k \) data points are arbitrarily chosen. Then each data point is put to one of the \( k \) clusters in such a way that each cluster contains at most one point.
2. Then, for each cluster, the arithmetic mean of the data points in that cluster is calculated which is called as the centroid for that cluster.
3. Afterwards, the squared distance between all data points and the cluster centroids is calculated. Based on the value of the calculated distance, each data point is assigned to the closest cluster.
4. Steps 2-4 are repeated until there is no change to the centroids, i.e., the sum of the squared distance between the data points and the cluster’s centroid has reached the minimum.

4.2 The Isolation Forest Algorithm

The Isolation Forest is an unsupervised anomaly detection algorithm, which comes with the intuition that the anomalies are few and have unusual feature values compared to the usual ones [46, 47]. It is a tree structured algorithm that can isolate every single instance in a dataset (see Figure 4). Since the anomalies are few and different, they are isolated closer to the root of the tree. Whereas the normal points are isolated at the deeper end of the tree.

The Isolation Forest algorithm builds an ensemble of trees for a given set of training data. The anomalies are those instances in the dataset which have short average path lengths on these trees. To construct the Isolation Forest, at first, the number of isolation trees ⁶ in the forest is required to be selected. Then, each isolation tree is created using the following steps:

1. Randomly sample \( n \) instances from the training dataset.
2. Randomly choose a feature to split upon.
3. Randomly choose a split value from a uniform distribution spanning from the minimum value to the maximum value of the feature chosen in Step 2.

Steps 2 and 3 are repeated recursively until all \( n \) instances from the randomly selected sample are isolated in leaf nodes of the isolation tree. In this way, the anomalies will require fewer random splits to be isolated in leaf nodes which will result in a shorter expected path length from the root node to the leaf node.

⁶Each tree in the Isolation Forest is called as isolation tree.
Figure 5: An overview of our proposed IForest-KMeans model. The (a) input dataset is first (b) pre-processed. Then the relevant features from that dataset are given as input to the (c) Isolation Forest model. The anomaly scores predicted by Isolation Forest is then given as input to (d) the K-Means model where K-Means partitions the anomaly scores in $K$ clusters to predict $k$ labels.

Suppose, there are $n$ instances in a dataset and $h(x)$ is the path length for the instance $x$. The value of the path length $h(x)$ is then normalized using the average path length $c(n)$. As the isolation trees have an equivalent structure to the Binary Search Tree (BST) \cite{63}, Liu et al. \cite{46} estimated the value of $c(n)$ to be the same as the path length of unsuccessful search in BST. They calculated the value of $c(n)$ based on the following equation where $H(i)$ is the harmonic number that can be estimated by $\ln(i) + 0.5772156649$ (Euler’s constant) \cite{46}:

$$c(n) = 2H(n - 1) - (2(n - 1)/n)$$ (1)

For a dataset having $n$ instances, the anomaly score of each data point $x$ is calculated as follows:

$$s(x, n) = 2^{-(E(h(x))/c(n))}$$ (2)

Here, $E(h(x))$ is the average of $h(x)$ from a collection of isolation trees. The more the anomaly score of a data point is close to 1, the higher the possibility of that data point being an anomaly. On the contrary, the anomaly score closer to 0 indicates that the data point is a more of normal observation.

4.3 The IForest-KMeans Model

Since our goal is to build an intrusion detection system for big data scenarios, we leverage the Apache Spark framework since it is widely used for large-scale data processing. For that purpose, we ought to utilize the Spark-based implementation of Isolation Forest by Yang et al. \cite{87}. Recall that there are some fundamental issues of Isolation Forest: (i) it needs to find out a threshold to convert the anomaly scores predicted by the model to different labels which is an expensive process, and (ii) it requires information of the contamination ratio in the training data which is troublesome to provide in big data scenarios. Moreover, we also find that the existing Spark-based implementations of Isolation Forest have some issues to convert the anomaly scores to the specific labels \cite{87,79}. For instance, the Spark-based Isolation Forest by Yang et al. \cite{87} requires the calculation of approximate quantile to convert the anomaly scores to the predicted labels. However, they also mentioned that calculating the exact value for approximate quantile is expensive for large datasets \cite{87}. To tackle this issue, they suggested to increase the value of the relative error while calculating the approximate quantile. Nonetheless, increasing the value of the relative error will also lead to the deterioration of performance \cite{87}. It should be pointed out that this issue also exists in another available Spark-based implementation of Isolation Forest while converting the anomaly scores to the predicted labels \cite{79}.

Thus, to address these limitations, we propose a novel method via combining the K-Means algorithm with the Isolation Forest algorithm (we denote our proposed model as IForest-KMeans). Our proposed model utilized the K-Means algorithm to convert the anomaly scores predicted by the Isolation Forest model to different labels. As K-Means is an effective algorithm to partition data points into clusters, and since the MLlib library of Apache Spark already contains K-Means for large-scale data processing, we select K-Means to partition the data points into different clusters based on the anomaly scores. In our proposed model, after pre-processing the dataset, the most relevant features in the dataset are given as input to the Isolation Forest for training. After the Isolation Forest algorithm is trained, it assigns anomaly scores to each data point. Then, we give the anomaly scores of each data point as input to train the K-Means algorithm. The trained K-Means algorithm then predicts the label of each data point. In Figure 5 we show the overview of our proposed IForest-KMeans model.
5 Proposed System Architecture

In this section, we describe our proposed system at iSecurity where we utilize our proposed IForest-KMeans model for network intrusion detection. In Figure 6, an overview of our proposed system architecture at iSecurity is shown. In the following, we describe the overall workflow of our system.

5.1 Overall System Workflow

As mentioned earlier, all the log data at iSecurity are collected and processed by Graylog. Then these log data are indexed into Elasticsearch. Since the size of these log data is very large, Hadoop-based technologies are required to process them. Due to several advantages of the Apache-Spark framework over the traditional Hadoop framework, we leverage the Spark technology to build our anomaly detection system. In our proposed network intrusion detection system, we read the log data from Elasticsearch using the Elasticsearch-hadoop connector to connect Apache Spark with Elasticsearch. Then the Elasticsearch-hadoop connector was utilized again to write the predicted result of our trained Spark-based anomaly detection model in the machine learning index of Elasticsearch. To analyze the data, we utilize Kibana for data visualization. Below, we describe different components of our proposed system.

5.2 Description of System Components

In this section, we describe different components in our proposed system architecture at iSecurity.

**Graylog:** Graylog provides easy management of logs. It collects event data from any data sources and then parses the data to enrich the logs. It also monitors the processing pipelines along with routing, blacklisting, modifying, and enriching messages in real-time. Furthermore, it provides the management and monitoring capabilities for the underlying Elasticsearch index.

**Elasticsearch:** Elasticsearch is a big data solution that includes a search engine based on Lucene. It can effectively store and index large amounts of data and provides a distributed full-text search engine with RESTful API and schema-free JSON document. Moreover, it provides the Elasticsearch-hadoop connector that connects Spark with Elasticsearch for data processing.

---

[7] https://www.elastic.co/
[8] https://www.elastic.co/kibana
Table 1: An Overview of the iSecurity Dataset. ‘#’ denotes ‘total number of’.

| Type          | ‘#’ Instances | Time Interval                                      |
|---------------|----------------|----------------------------------------------------|
| Training Data | 123,089,478    | January 8th 2019 (12:00 am) to January 14th 2019 (11:59 pm) |
| Test Data     | 34,184,556     | January 15th 2019 (12:00 am) to January 16th 2019 (11:59 pm) |

Table 2: Description of the Features in the iSecurity Dataset.

| Attribute       | Example                                      |
|-----------------|----------------------------------------------|
| Timestamp       | January 14th 2019, 23:59:59.994             |
| Host IP         | 192.168.213.12                               |
| Host Interface  | inside, outside, Tunnel21(Site21), MNET, etc. |
| Target IP       | 10.100.206.46                                |
| Target Port     | 443, 3389, etc.                              |
| Target Interface| inside, outside, Tunnel32(Site32), F5WAF, etc. |
| Protocol Name   | TCP, UDP, ICMP, etc.                         |
| Action          | Built, Permitted, Denied, etc.               |

Apache Spark: Apache Spark is a distributed computing engine used for processing and analyzing large amount of data [92]. Just like MapReduce in Hadoop [19], it also provides parallel processing of large datasets distributed across different clusters. However, the processing of large data on disk using MapReduce is a very time-consuming process due to a large number of read/write operations. Spark addressed this issue by allowing the data to be processed on memory in addition to the disk, leading to a significant boost in processing speed. [92]. Moreover, for complex applications which are required to be run on disk, Spark can process the data on disk faster than Hadoop. Since in a network system, it is required to detect anomalies in real-time which is not feasible with Hadoop, Spark provides real-time processing of data for such scenarios. Additionally, Spark includes the MLlib library that contains various machine learning algorithms. Though Spark has several advantages over Hadoop, it still leverages the Hadoop Distributed File System (HDFS) [70] technology for storage.

Kibana: Kibana is an open-source data visualization tool [30]. It is used for log data and time-series data analysis, as well as application monitoring. In addition, it provides enhanced dashboard capabilities. The data stored into an Elasticsearch index can be visualized using Kibana.

6 Datasets

In this section, we describe the datasets that we use to evaluate the performance of our model. Since our goal is to propose an intrusion detection system that can be utilized in big data scenarios, we primarily use a large-scale dataset collected from iSecurity that consists of real-world network traffic data (the iSecurity dataset contains 123 million instances whereas the total size of the dataset is above 1 TB). However, the official implementations of most of the existing anomaly detection models [23, 26, 46, 17] are only evaluated on smaller-sized academic datasets while the available source codes of these models also did not handle big data scenarios. Thus, we additionally use various academic datasets to further validate the effectiveness of our approach by comparing our proposed model with the state-of-the-art anomaly detection models used in such datasets. In the following, we describe the datasets used in our experiments in detail.

6.1 Large Industrial Dataset

We used the log data of an iSecurity client from January 8th to January 14th as our training data. It contains 123,089,478 log instances, which is much larger than the size of the datasets used in previous work to train the Isolation Forest algorithm [46]. For testing, we used the log data of the same client from January 15th to January 16th. An overall description of the dataset is shown in Table 1. Note that in the iSecurity dataset, there are about 100 attributes that are derived by Graylog’s custom parser where most attributes are different metadata. After careful evaluation by the network experts at iSecurity, we select eight relevant attributes as features which are shown in Table 2. We can see from Table 2 that many of these attributes (e.g., timestamp, protocol names, IP addresses) contain non-numeric values. Thus, to give these attributes as input features to our proposed model, we convert them to numerical representations. Below, we describe our pre-processing technique.
Table 3: An Overview of the Academic Datasets.

| Dataset                  | Total Number of Instances | Number of Dimensions | Anomaly Rate |
|--------------------------|----------------------------|----------------------|--------------|
| Http (KDDCUP99)          | 567497                     | 3                    | 0.4%         |
| ForestCover              | 286048                     | 10                   | 0.9%         |
| Mulcross                 | 262144                     | 4                    | 10%          |
| Smtp (KDDCUP99)          | 95156                      | 3                    | 0.003%       |
| Shuttle                  | 49097                      | 9                    | 7%           |
| Mammography              | 11183                      | 6                    | 2%           |
| Ananthroid               | 6832                       | 6                    | 7%           |
| Satellite                | 6435                       | 36                   | 32%          |
| Pima                     | 768                        | 8                    | 35%          |
| Breastw                  | 683                        | 9                    | 35%          |
| Arrhythmia               | 452                        | 274                  | 15%          |
| Ionosphere               | 351                        | 32                   | 36%          |

**Timestamp:** We pre-process the value of the timestamp $T_v$ by converting it to the hour format via combining the day of the week $D$ and the hour of the day $H$ based on the following equation.

$$T_v = D \times 24 + H$$

Here, $D \in [0, 6]$ and $H \in [0, 23]$. We convert the timestamp value in this way in order to keep track of an incident happened in a specific hour on a particular day.

**IP Addresses (Host and Target):** Since, all IP addresses may not be of equal size (e.g., 10.220.50.51, 192.168.1.1), we make all values before/after each dot of equal size (size = 3) by adding leading zeroes. Then we remove all the dots and concatenate each byte of the IP address together as shown below:

- 10.220.50.51 $\rightarrow$ 010.220.050.051 $\rightarrow$ 010220050051

**Other Features (Interface, Protocol, Action):** For other features such as the interface name, the protocol name, the action name, and etc., we first convert each of them to the lowercase format. Then we convert these features to numerical representations using StringIndexer. An example to convert protocol names to numerical representations using this approach is shown below:

- TCP $\rightarrow$ tcp $\rightarrow$ 10000

### 6.2 Academic Datasets

We further evaluate the effectiveness of our proposed IForest-KMeans model by comparing with other models on the following 12 academic datasets: (i) Http and (ii) Smtp datasets from KDD CUP 99 that are also used for network intrusion detection [86], (iii) Annthyroid, (iv) Arrhythamia, (v) Wisconsin Breast Cancer (Breastw), (vi) Forest Cover Type (ForestCover), (vii) Ionosphere, (viii) Pima, (ix) Satellite, (x) Shuttle [7], (xi) Mammography, and (xii) Mulcross [66]. We select these datasets for evaluation since these datasets are widely used in recent years to evaluate various anomaly detection models [46]. Moreover, another advantage of these datasets is that they include the ground truth labels of the anomaly instances and so they can be used to measure the performance of different models. Note that the anomaly detection models don’t have access to the ground truth labels when they are trained and these labels are only used during the evaluation stage. Thus, the anomaly detection models are trained in an unsupervised way. Since the industrial dataset that we use in this paper only contains network traffic data, the selected academic datasets are also diverse in this regard as they contain data from various categories, such as disease, network, satellite, and etc. The overall statistics of these datasets are shown in Table 3.

### 7 Implementation of IForest-KMeans

In this section, we describe the implementation details of our proposed IForest-KMeans model. As mentioned earlier that our proposed IForest-KMeans model is trained in two steps:

1. First, we train the Isolation Forest model in the given dataset.
2. Second, we train the K-Means model where the anomaly scores predicted by the Isolation Forest model are given as input.

Since the MLlib library of Spark contains the official Spark-based implementation of K-Means, we use this library to implement the K-Means algorithm. However, it should be pointed out that Spark does not contain any official implementation of Isolation Forest. Thus, we utilize the Spark-based third-party library of Isolation Forest implemented by Yang et al. [87]. Note that Yang et al. [87] only used various small-sized datasets to evaluate this Isolation Forest library [46] where the size of the evaluated datasets ranges from only 683 instances in the smallest-sized Wisconsin Breast Cancer Dataset [7] to the largest-sized http [80] dataset that contains 567,498 instances. In comparison to them, our training data in the iSecurity dataset contains more than 123 million instances (almost 217 times larger than the largest dataset used by Yang et al. [87]).

When we train the Isolation Forest model using the library developed by Yang et al. [46] in our iSecurity dataset, we observe that the existing library caused Memory Leaks [10] (i.e., out of memory error) during the training process. While investigating the possible issues behind the memory leaks, we find that the existing library [11] used the count () method to count the total number of training instances in the dataset. However, calling this method in Apache Spark is a very expensive approach in large datasets. We alleviate this issue by using a pre-determined constant value to set the total number of training instances instead of setting it via calling the count () method. This simple modification allows the Isolation Forest model to overcome the memory leaks.

Moreover, we also observe that the Isolation Forest model is highly sensitive to the hyperparameters. Based on our experiments, we found that different parameter settings led the model to cause memory-related issues while training the model in large datasets. After some trials and errors, we found the best hyperparameters that could be used to train the Isolation Forest model in scenarios when the size of the dataset is very large. In the following, we first discuss the parameter settings of our models, followed by describing in detail how we train and evaluate the proposed IForest-KMeans model in large datasets stored in Elasticsearch. Finally, we describe how we extend our trained model for real-time detection of anomalies in industrial settings.

7.1 Parameter Settings

In this section, we describe the parameters that we use to train our IForest-KMeans model. For K-Means, we set the value of total numbers clusters \( K = 2 \). For Isolation Forest, the parameter settings which are set to train the model are described below.

- **Number of Trees**: We set the value of the number of trees to 256, which was found effective in the original paper [46].

- **Sub-sample size**: This is the value which determines the number of instances to be used in each isolation tree. We find that our model can be trained successfully with the value 1000 and any values larger than this was causing the out of memory problem.

- **Contamination Ratio**: The value of the contamination ratio indicates the proportion of outliers in the data set. This value should be within the range \((0, 1)\) where the default value is set to 0.1. We also use the default value 0.1 while training the Isolation Forest model. Note that this value is only used by the Isolation Forest during the prediction phase to classify the incidents by converting the predicted anomaly score of each incident to a predicted label [87]. However, our proposed IForest-KMeans does not require the contamination ratio for prediction since it converts the anomaly scores to predicted labels using the K-Means algorithm. Furthermore, the Spark-based Isolation Forest library that we use in this paper also uses a threshold to convert the anomaly scores to different labels which is calculated by the Approximate Quantile [87].

- **Approximate Quantile Relative Error**: The Approximate Quantile is an important hyperparameter to train Isolation Forest algorithm in large datasets. It is used to get a threshold to convert the anomaly scores to the predicted labels. The relative error for Approximate Quantile should be within the range 0 to 1 (inclusive). When the value of relative error is 0, it will calculate the exact labels. However, the value of 0 would be very expensive for large datasets which could cause memory leaks [87] [9]. We empirically select the value as 0.5 to train Isolation Forest and found that any values less than 0.5 would cause the out of memory error. Nevertheless, this value is also not required by the IForest-KMeans model during the prediction phase to convert the anomaly scores to different labels. This is due to the fact that our proposed IForest-KMeans model utilizes K-Means instead of using approximate quantile to convert the predicted scores to different labels.

---

[10] Java Out Of Memory Exception: [https://tinyurl.com/gosry4v](https://tinyurl.com/gosry4v)
[11] https://git.io/Jv9hL
[12] https://spark.apache.org/docs/1.5.0/api/java/org/apache/spark/sql/DataFrame.html
7.2 Anomaly Detection on Large Network Traffic Data in Elasticsearch

Similar to the utilization of Python Programming Language in most prior work to implement different anomaly detection algorithms [21], we also use the Python API of Spark: PySpark [13]. The training and evaluation algorithm of our IForest-KMeans model for anomaly detection is shown in Algorithm 1. Below, we describe our algorithm.

**Algorithm 1 IForest-KMeans for Network Intrusion Detection**

| Data: Historical data from elasticsearch or Real-time data from live streams |
| Type: Training or Evaluation |
| IForestKMeans(Data, Type): |
| RDD ← createRDD(Data) |
| DF ← createDataFrame(RDD) |
| DF_p ← PreprocessDataFrame(DF) |
| if Type = Training then |
| ModelForest ← IsolationForest.Train(DF_p) |
| DF_s ← getAnomalyScore(ModelForest) |
| ModelMeans ← KMeans.Train(DF_s) |
| ModelForestKMeans ← [ModelForest, ModelMeans] |
| ModelForestKMeans.Save(Path) // Saving the trained models in the local disk */ |
| else |
| ModelForestKMeans ← Model.Load(Path) |
| DF_result ← ModelForestKMeans.Predict(DF_F) |
| ElasticsearchIndex.Write(DF_result) // Saving the result in Elasticsearch */ |
| end if |

Since in big data scenarios, Spark utilizes the concept of Resilient Distributed Datasets (RDD) to operate data in parallel [92], we first load all the training data from the Elasticsearch index into the Spark RDD. Due to the advantage of Spark’s DataFrame over RDD while using different machine learning libraries of Spark [51], we converted the loaded RDD into DataFrame. Note that the Spark DataFrame is a dataset which is conceptually equivalent to a table in a relational database. It organizes each attribute in the dataset into named columns. We then pre-process the data in each column of the DataFrame based on our approach given in Section 6.1 followed by combining the pre-processed data of each column into a single feature vector via utilizing the Vector Assembler [14] method. This feature vector is used as the features which we give as input to the Isolation Forest model. After we finish training the Isolation Forest model, we extract the anomaly score of each instance predicted by the model. The anomaly scores are then used as features to train the K-Means model to partition each instance into $K = 2$ clusters. Then we save the trained model into the local disk. Since anomalies are usually fewer than normal instances, we consider the cluster with more instances as the normal one while considering the cluster with fewer instances as the anomalous cluster. Note that most of the instances in our training data are also normal traffic patterns.

For evaluation, we load the trained IForest-KMeans model from the local disk. The loaded model first predict the anomaly score for each instance in the test set based on the trained Isolation Forest model. Then the predicted anomaly scores of all instances are given as input to the trained K-Means model in order to assign each data point to one of the clusters. Finally, we save the predicted result in our machine learning index of Elasticsearch and visualize it using Kibana to analyze the performance of our model.

7.3 Real-time Anomaly Detection on Streaming Data

We also evaluate our trained IForest-KMeans model on real-time network traffic data. For that purpose, we utilize the Spark Streaming [92]. The Spark Streaming is an extension of Spark API that enables processing of live data streams with scalability, high-throughput, and fault-tolerance [92]. The live data streams which are received by Spark Streaming are divided into batches. In Spark Streaming, data can be ingested from different sources which can be processed using different machine learning models. The processed data can also be stored in the file-systems or databases. Moreover, Spark utilizes its Structured Streaming [5] engine to process the streaming data.

To evaluate our proposed model for real-time detection of anomalies in streaming data, we send the test data as live streams instead of reading them from Elasticsearch. Then Spark utilizes its Structured Streaming engine to process these data in real-time for anomaly detection. The results predicted by our trained model in the live streams are then

---

[13] https://spark.apache.org/docs/latest/api/python/pyspark.html
[14] https://spark.apache.org/docs/latest/ml-features
stored into an Elasticsearch index for further analysis. It is to be noted that we do this experiment on iSecurity’s server to investigate how our trained model performs in an industrial setup on real-time.

8 Result and Discussions

In this section, we discuss the performance of our proposed IForest-KMeans model in a large industrial dataset as well as in academic datasets. We use the Isolation Forest as the baseline since this algorithm provided state-of-the-art performance on various unsupervised anomaly detection tasks \[15, 1\]. Below, we first demonstrate the performance of our model on real-world network traffic data at iSecurity followed by discussing the performance on academic datasets.

8.1 Performance on Real World Network Traffic Data at iSecurity

In the original Isolation Forest algorithm, the trained model learns to predict the anomaly score of each data point. The higher the anomaly score, the higher the probability of an instance being an anomaly. In contrast, an anomaly score closer to 0 means it has a higher chance to be a normal instance. Note that the Spark-based implementation of the Isolation Forest [8] uses the Approximate Quantile Relative Error (AQRE) to convert the predicted anomaly scores to different labels. However, as mentioned in Section 6.2.1, setting the value of AQRE to 0 to calculate the optimal labels is a very expensive process that also leads to memory leaks. To avoid the memory leaks, we increased the AQRE value to 0.5 while training the Isolation Forest model. In addition, we use another Isolation Forest baseline that uses the default AQRE value = 0 while utilizing only 1% of the training set. Similar to storing the predicted result of our proposed IForest-KMeans into an Elasticsearch index, the predicted results of the baselines are also indexed into an Elasticsearch index. Afterwards, we visualize the predicted results of all models using Kibana for analysis.

In the following, we compare the performance of our proposed IForest-KMeans model with the baselines in the iSecurity dataset based on two different use-cases. Since we don’t have a true label for each event in the iSecurity dataset except for the instances used in our use-cases given below, we don’t evaluate the performance for these use-cases using any evaluation metrics. Rather, we analyze the performance via visualizing with Kibana (see Figure 7 and Figure 8).

8.1.1 Use Case 1: Cyberattack on a Target Port

In this use-case, we demonstrate the performance of our model in scenarios when a cyberattack occurs by targeting a specific port in the iSecurity dataset (as illustrated in Section 3). In Figure 7, we show the result predicted as anomalies by different models for the cyberattacks on target port 3389. We observe from Figure 7 that the IForest-KMeans detects the anomalies much better than the baselines that are based on Isolation Forest. We find that during the time interval (16th January, from 1 am to 6 am) when the cyberattacks targeted the port 3389, the IForest-KMeans predicted about 6,693 instances as potential anomalies among 8,296 instances in the test data. On the other hand, the Isolation Forest (AQRE = 0.5) predicted only 965 instances as anomalies while the Isolation Forest (AQRE = 0 and utilized only 1% training data) predicted only 720 instances as anomalies. Moreover, around 1 am and 5 am when most of the attacks occurred, the IForest-KMeans predicted 698 instances among 736 instances as anomalies for the time interval 1 am to 2 am, and predicted 520 instances among 655 instances as anomalies for the time interval 5 am to 6 am. However, both baselines based on Isolation Forest model performed very poorly in these cases. The Isolation Forest (AQRE = 0.5) only predicted 27 instances as anomalies for the time interval 1-2 am and 20 instances for the time interval 5-6 am. In case of the other Isolation Forest baseline that utilized only 1% of the training data, 19 instances were predicted as anomalies for the time interval 1-2 am while 15 instances were predicted as anomalies for the time interval 5-6 am.

8.1.2 Use Case 2: Cyberattack from a Specific IP

For the case when the cyberattack occurred from the IP address 10.100.208.115 (as illustrated in Section 3), we show the predicted result of our proposed model as well as the baseline Isolation Forest model in Figure 8. While comparing our IForest-KMeans model with the baseline Isolation Forest model, we find that the IForest-KMeans again outperforms the baseline. However, this time the performance of the Isolation Forest model in cases of both AQRE = 0.5 and AQRE = 0 while using 1% of the training data is even worse as they fail to detect a single instance as anomalous. Among the 14,917 instances (From January 15, 12 am to January 16, 11:59 pm) that occurred by the host IP 10.100.208.115, our proposed IForest-KMeans model detected 13,513 instances as anomalies. We find that during the time interval (16th January, from 4 am to 5 am) when the IP address 10.100.208.115 was the host of 3,492 traffic instances, the IForest-KMeans predicted about 3,188 instances as potential anomalies among them. Moreover, within the time interval 5 am to 6 am, when most of the attacks occurred from that host IP 10.100.208.115, the IForest-KMeans

\[15\] The 1% data were selected from the first 2 days of the training set since larger datasets with AQRE = 0 led to memory leaks.

\[16\] For this use-case, since we observe the same result for both baselines, we show them together in Figure 8.
detected 10,322 instances as anomalies among the 11,396 instances. If we consider all 14,917 instances that occurred by the host IP 10.100.208.115 within this time-interval (January 15th to January 16th) as anomalies, then the overall accuracy of IForest-KMeans is 91%. On the contrary, the baseline Isolation Forest could not detect any anomalous instances during that time-interval. Since we observe that the Spark-based Isolation Forest model cannot be trained on large datasets without increasing the \( AQRE \) value, we also demonstrate that setting the value of \( AQRE = 5 \) to train the Isolation Forest model causes huge performance deterioration. Moreover, we also demonstrate that while using \( AQRE = 0 \), we could only train using 1% of the total training data that also leads to huge performance degradation. The impressive detection rate of our proposed model in comparison to the Isolation Forest baselines shows that our model can be utilized in large datasets without compromising the performance.
8.1.3 Performance on Streaming Data

We utilize Spark’s Structured Streaming engine to investigate the effectiveness of our trained model on the live streaming data in iSecurity’s system architecture for network intrusion detection. Based on our experiments on live data streams, we observe that our proposed network intrusion detection system can process the data stream in real-time along with instantly storing the predicted result into an Elasticsearch Index (it took about 0.65 Millisecond on average to process each instance of the log data). This indicates that our proposed model can be effectively utilized in a real-world large-scale industrial domain for the real-time detection of anomalies in live data streams.

8.1.4 Time Complexity Analysis

The Spark’s MLlib implementation of the K-Means algorithm uses the parallel variant of the K-Means++ [6] method called K-Means|| [9]. Note that K-Means++ [6, 8, 27] is an extension of the original K-Means algorithm that improves the speed and the accuracy of the original method; while the K-Means|| parallelizes the K-Means++ method that also allowed it to be effectively utilized in large datasets [9, 32, 27]. Given a dataset of size \( n \), the number of clusters \( k \), and the input dimension \( d \), the time complexity of K-Means|| is \( O(nkd \log n) \) [8]. Since the Isolation Forest is a linear algorithm [46], for datasets having \( n \) instances, the time complexity of Isolation Forest is \( O(n) \). Thus, when the KMeans algorithm is trained using the anomaly scores predicted by the Isolation Forest, the overall time complexity becomes \( O(n) + O(nkd \log n) \). Since the input dimension of the anomaly scores in IForest-KMeans is 1, and due to using 2 clusters (normal, anomaly) for the iSecurity dataset, the value of \( k \) becomes 2 and the value of \( d \) becomes 1. Excluding these constant values, the overall time complexity of our proposed IForest-KMeans can be written as:

\[
O(n) + O(n \log n) \approx O(n \log n) \tag{4}
\]

Note that we ran our experiments on an iSecurity server machine that had an Intel Xeon Processor with 32 cores and 128 GB of Memory. It took about one week to train the IForest-KMeans model on the whole training dataset of iSecurity. However, once the model is trained, it could effectively be utilized (only about 0.65 Millisecond on average to process each instance of the log data) for anomaly detection on real-time streaming data, as illustrated in section 8.1.3. Moreover, since our proposed model is based on machine learning techniques, it can also be periodically updated offline by re-training on new training data. Thus, once the update is done, the newly trained model can be used to replace the online version. In this way, the model will be able to capture the pattern changes in the live streaming data. It is to be noted that such a way of updating a model is also a very common practice in industries [28].

8.2 Performance on Academic Datasets

For the academic datasets, we compare the performance of our model with the following models: the Spark-based implementation of Isolation Forest [87], the original Isolation Forest algorithm [46, 47], ORCA [12], LOF [77], and Random Forest (RF) [66]. Note that we obtain the results for ORCA, LOF, and RF from Liu et al. [46]. For the PySpark-based implementation of Isolation Forest, we use the default parameters that were used in the original paper [46] to run the experiments. In Table 4, we show the results of different models on the publicly available datasets commonly used in academia. Similar to the prior work, we compare the results based on the Area Under Curve (AUC) metric [56, 64].

Figure 8: The performance of different models on detecting cyberattacks from the IP Address 10.100.208.115 during the time interval: January 15th to January 16th. Based on Kibana Visualization: (a) Prediction by the Isolation Forest baselines and (b) Prediction by the IForest-KMeans model during that time interval. Here, X-axis represents timestamp and Y-axis represents total number of events.
Table 4: Performance on Academic Datasets in terms of AUC score. Here, ‘†’ denotes the Spark-based implementation of Isolation Forest by Yang et al. [87] where the result is obtained by us, while ‘§’ denotes the result of the original implementation of the Isolation Forest algorithm obtained by Liu et al. [46].

| Dataset            | IForest-KMeans | Isolation Forest † [87] | Isolation Forest § [46] | ORCA [46] | LOF [46] | RF [46] |
|--------------------|----------------|-------------------------|--------------------------|-----------|----------|---------|
| Http (KDD CUP 99)  | 0.96           | 0.97                    | 1.00                     | 0.36      | N/A      | N/A     |
| ForestCover        | 0.88           | 0.78                    | 0.88                     | 0.83      | N/A      | N/A     |
| Mulcross           | 0.92           | 0.85                    | 0.97                     | 0.33      | N/A      | N/A     |
| Smtp (KDD CUP 99)  | 0.85           | 0.86                    | 0.88                     | 0.80      | N/A      | N/A     |
| Shuttle            | 0.98           | 0.97                    | 1.00                     | 0.60      | 0.55     | N/A     |
| Mammography        | 0.82           | 0.76                    | 0.86                     | 0.77      | 0.67     | N/A     |
| Anmhyroid          | 0.75           | 0.66                    | 0.82                     | 0.68      | 0.72     | N/A     |
| Satellite          | 0.73           | 0.67                    | 0.71                     | 0.65      | 0.52     | N/A     |
| Pima               | 0.64           | 0.58                    | 0.67                     | 0.71      | 0.49     | 0.65    |
| Breastw            | 0.98           | 0.67                    | 0.99                     | 0.98      | 0.37     | 0.97    |
| Arrhythmia         | 0.76           | 0.65                    | 0.80                     | 0.78      | 0.73     | 0.60    |
| Ionosphere         | 0.78           | 0.66                    | 0.85                     | 0.92      | 0.89     | 0.85    |

We find from Table 4 that our proposed IForest-KMeans outperforms the Spark-based implementation of Isolation Forest: PySpark Isolation Forest [87] in most datasets. Among the 12 datasets, our proposed IForest-KMeans outperforms the PySpark Isolation Forest in 10 of them. The PySpark Isolation Forest only performs better than our model in two datasets (Http and Smtp). Based on paired t-test ($p \leq 0.05$), the performance difference between the IForest-KMeans and PySpark Isolation Forest is statistically significant. Furthermore, we find that our model’s results obtained in these datasets are more comparable with the result obtained by Liu et al. in their original implementation of Isolation Forest [46]. We also find based on paired t-test ($p \leq 0.05$) that the performance of our model is significantly better than ORCA, LOF, and RF in most of the datasets [46, 12, 77, 66].

While comparing the results mentioned in the original paper [46] with the results obtained by us using the PySpark Isolation Forest [87], we find that the results are not reproducible. Note that the result of the original paper was also not reproduced in many datasets by Yang et al. [46] when they compared the result of the PySpark Isolation Forest with the original model. It should be pointed out that the source code of the original Isolation Forest model was not shared by Liu et al. [46] who proposed this model and the original model was only proposed for non-distributed settings.

The other advantage of our proposed model is that it requires fewer parameters than different Spark-based implementations of Isolation Forest [87, 79]. For instance, our model does not require the following parameters: the contamination rate, and the approximate quantile relative error, that are required by the PySpark Isolation Forest [87]. However, without leveraging these parameters, our proposed model outperforms the PySpark Isolation Forest in most datasets. Below, we conduct some case studies to further analyze the effectiveness of the IForest-KMeans model.

8.2.1 Case Study: Classification Performance

In this section, we analyze the classification performance of the IForest-KMeans model. For that purpose, we use the Breastw and ForestCover datasets and apply dimensionality reduction via utilizing the Principal Component Analysis (PCA) [83] to project the data into a two-dimensional space for analysis as shown in Figure 9. We find from Figure 9 that the proposed IForest-KMeans model was effective to classify most of the anomaly instances in both datasets. While the proposed IForest-KMeans model also had some false positives in case of the ForestCover dataset, the number of false positives is still quite low since it could correctly classify most of the normal instances.

8.2.2 Case Study: Hyperparameter Sensitivity

Here, we investigate the sensitivity of following hyperparameters in Spark-based Isolation Forest [87, 79] which are not required for the IForest-KMeans model:

- Contamination Ratio (CR): It indicates the ratio of anomaly in the dataset. This is used to convert the predicted anomaly scores to the labels.
- Approximate Quantile Relative Error (AQRE): As discussed in Section 7.1, this is the relative error used for the approximate quantile calculation to assign labels to the anomaly scores.
Note that on the PySpark Isolation Forest library [87] that we use in this paper, the default value of CR is set to 0.1 while the default AQRE value is set to 0. We show the result of Isolation Forest in each academic dataset by varying the value of CR (within the range 0.1 to 0.5, inclusive) in Figure 10. From Figure 10, we find that different values of CR give different results in each dataset. Specially, in the Breastw dataset, we find that the AUC score is increased while the value of CR is increased (up-to the CR value 0.4). More specifically, with increasing the value of CR from the default value 0.1 to the new value 0.4, the performance is increased by 48%. However, in the Http dataset, the increasing value of CR decreases the performance. Thus, it indicates that the performance of the Isolation Forest model is sensitive to the value of CR. Moreover, we find that the difference in performance when the default value of CR is used and when the optimal value of CR is used is statistically significant based on paired t-test ($p \leq .05$). It should be noted that the real-world datasets are usually unlabeled, and so such datasets don’t contain information about the ratio of anomaly. In contrary to the Isolation Forest algorithm, our proposed IForest-KMeans does not require the information of CR but still provides performance almost similar to the Isolation Forest.

Moreover, in Figure 11, we show the effect of another hyperparameter AQRE in the Isolation Forest model. Here, for each dataset, we use the optimal value of CR and change the AQRE value within the range 0 to 0.5 (inclusive). We find that in most datasets, the performance is decreased while we increase the value of AQRE. Thus, it implies that to predict more accurate labels, the Isolation Forest algorithm requires lower values of AQRE. Recall that we set the AQRE value to 0.5 while training the large iSecurity dataset since we observe that the Isolation Forest algorithm cannot be trained on large datasets if the AQRE value is lower than 0.5. However, we find that setting the AQRE value to 0.5 decreases the performance in all 12 academic datasets. Based on paired t-test ($p \leq .05$), the performance deterioration in Isolation Forest when the default value of 0.1 is used for AQRE and when the AQRE value is set to 0.5 is statistically significant. Our extensive experiments demonstrate that even after using fewer parameters, the proposed IForest-KMeans model is still effective in both large and small datasets.

9 Conclusions and Future Work

In this paper, we propose an intrusion detection system to detect anomalies in large network traffic data. First, we address the issues that prevent the Isolation Forest algorithm from being trained on large industrial datasets. Then we demonstrate how we overcome these limitations for the future replicability of experiments in such large datasets. For our proposed intrusion detection system, we introduce a novel machine learning approach via combining Isolation
Figure 10: Performance of Isolation Forest in each academic dataset based on various contamination ratio [0.1, 0.5]. For each dataset, the X-axis represents the contamination ratio and the Y-axis represents the AUC score.

Forest with K-Means that also alleviates the issues to train the Isolation Forest algorithm in big data scenarios. Based on our experiments in real-world large network traffic data at iSecurity, we find that our proposed intrusion detection system can be effectively trained on a large industrial dataset while using fewer parameters than the original Isolation Forest model to provide impressive performance for anomaly detection. Moreover, we compare the effectiveness of our proposed approach with other state-of-the-art models on 12 academic datasets. Finally, the usefulness of our proposed intrusion detection system in the industrial domain is also verified as we show that our system is effective for real-time detection of anomalies on the live streaming data at iSecurity.
Figure 11: Performance of Isolation Forest in each academic dataset based on the optimal Contamination Ratio (CR) with various values of AQRE [0, 0.5]. For each dataset, the X-axis represents the value of AQRE and the Y-axis represents the AUC score.

In the future, we will evaluate our proposed system in more use-cases along with investigating how deep learning and other machine learning-based models perform on anomaly detection in big data scenarios on other cyber-physical systems [3, 68, 81, 50, 55, 13, 90, 16]. Moreover, we will also investigate machine learning algorithms in industrial big data scenarios on other domains [93, 54, 35, 57], such as Information Retrieval [56, 37, 89, 49, 91, 38, 54], Natural Language Processing [78, 20, 43, 40, 10, 41, 11, 42], and etc.
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