A RANDOM CARD SHUFFLING PROCESS

JOEL BREWSTER LEWIS AND MEHR RAI

ABSTRACT. Consider a randomly shuffled deck of \(2n\) cards with \(n\) red cards and \(n\) black cards. We study the average number of moves it takes to go from a randomly shuffled deck to a deck that alternates in color by performing the following move: If the top card and the bottom card of the deck differ in color place the top card at the bottom of the deck, otherwise, insert the top card randomly in the deck. We use tools from combinatorics, probability, and linear algebra to model this process as a finite Markov chain.

INTRODUCTION

Fix a positive integer \(n\). In this paper, we consider a random shuffling game played on a deck of \(2n\) cards, with \(n\) cards of one color and \(n\) cards of another. This game is inspired by the top-to-random shuffle (as in, e.g., [1, 2]), in which the top card is repeatedly randomly inserted into the deck. Despite its simple description, the resulting Markov chain has a rich structure, with connections to the representation theory of the symmetric group [3]. The process we study is defined by the following move: if the cards on the top and at the bottom of the deck are of the same color, we insert the top card randomly into the \(2n\) positions in the deck; but if they are of different colors, we deterministically move the top card to the bottom of the deck.

Unlike the usual top-to-random shuffle, the resulting Markov chain is not recurrent; indeed, we show (in Corollary 2.3) that it is an absorbing chain, with any initial deck eventually converging to a deck in which the two colors alternate, that is, a deck that has cards of one color in all the even positions or all the odd positions of the deck. Moreover, we show (in Theorem 2.3) that there is a tier structure on the decks, such that the random process proceeds successively through the various tiers \(k, k-1, \ldots\), before reaching the alternating deck (tier 0).

Our main goal is to study the average number of moves it takes to reach such an alternating deck of cards. In tier 1 (the decks closest to the alternating case), we are able to explicitly solve for these expected values (Corollary 3.6). However, in higher tiers, finding explicit answers seems intractable (see discussion in Section 6.1). Instead, we focus on bounds. As our main result, we show (in Theorem 4.6 and Corollary 5.5) that the decks in tier \(k\) all require in expectation between \(n^2 + 2nH_k\) and \((2H_k - 1)n^2 - nk + O(n)\) moves (where \(H_k\) is the \(k\)-th harmonic number and \(O\) is big O notation) to reach the absorbing deck. We conjecture (Conjecture 6.1) that the lower bound is closer to the truth: specifically, we believe that all decks have expected times to absorption of order \(n^2\).

We end this introduction with an overview of the paper. In Section 1 we provide necessary terminology and background related to Markov chains in general and our process in particular.
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We also include an algorithm from [4] that computes the average number of moves it takes to go from any deck to the perfectly alternating deck. Since our goal is to find the average number of moves it takes to reach the absorbing state for an arbitrary \( n \), not just for fixed values of \( n \), we are motivated to find a general formula. In Section 2, we introduce tiers (Definition 2.2), and use them to show that the chain really is absorbing. In Section 3, we provide a complete analysis of the expectations for decks in tier 1 (Corollary 3.6). In Section 4, we provide upper and lower bounds for the expected number of steps to absorption for decks in arbitrary tiers (Theorem 4.6), and in Section 5, we improve the upper bound (Theorem 5.4). We end in Section 6 with some final remarks and open questions.
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1. Background and Preliminaries

In this section, we introduce some notations and conventions that will be used throughout the paper. For definitions related to Markov chains, we follow [4].

Ignoring suits and numbers, a standard deck of cards consists of an equal number of cards in each of two colors, which we will call 0 and 1.

Definition 1.1. A deck is an ordered sequence consisting of \( n \) copies of 0 and \( n \) copies of 1. We represent the deck as a string of 0s and 1s (omitting commas and parentheses).

Thus, there are \( \binom{2n}{n} \) decks consisting of \( n \) cards in each of the two colors.

Next we will consider a random dynamical process that moves from one deck to another. This process will be a Markov chain: that is, the probability of moving to a given state is dependent only on the present state. The moves in the Markov chain are defined as follows.

Definition 1.2. Given a deck \( D \) whose first and last digits are different, let \( D' \) be the deck that has \( D \)'s first digit as its last digit and the rest of the digits of the deck are shifted to the left by one position. Then a move sends \( D \) to \( D' \) with probability 1. In this case we call \( D \) a deterministic deck or d-deck.

Given a deck \( D \) whose first and last digits are identical, then a move sends \( D \) to a deck \( D' \) by inserting the first digit of \( D \) randomly in any of its \( 2n \) positions with all choices being equally likely. In this case we call \( D \) a random deck or an r-deck.

These moves are illustrated in Figure 1 for a deck of length 6.

Remark 1.3. There is an obvious symmetry in the process just described: if the deck \( d_1 \cdots d_{2n} \) moves to \( d'_1 \cdots d'_{2n} \) with probability \( p \), then the deck \( (1 - d_1) \cdots (1 - d_{2n}) \) (that we get by swapping the roles of the two colors) moves to \( (1 - d'_1) \cdots (1 - d'_{2n}) \) with probability \( p \). Therefore, going forward, we “fold” our Markov chain in half and identify the two decks \( d_1 \cdots d_{2n} \) and \( (1 - d_1) \cdots (1 - d_{2n}) \); in particular, we only consider decks beginning with 0, swapping colors if necessary.
For instance, the move sends $011001$ to $110010$, which is equivalent to $001101$ by symmetry. Considering Remark 1.3, we have halved the number of decks we observe for case $n$ to $\frac{1}{2^{n+1}}$ decks. In Figure 2, we redraw Figure 1 with the new convention.

Following Remark 1.3, we may redefine r-decks as the decks that begin and end with a 0 and d-decks as the decks that begin with a 0 and end with a 1. When $n = 3$, the r-decks are $010110$, $011010$, $001110$, and $011100$, and the d-decks are $010101$, $001011$, $001101$, $011001$, $010011$, and $000111$—see Figure 3.

It will turn out (see Corollary 2.4) that our Markov chain is of a special type, which we define next.

**Definition 1.4.** An **absorbing state** in a Markov chain is a state that once entered is impossible to leave.

In our case, the absorbing state is the deck of perfectly interleaved 0s and 1s. This is because our move forces us to continually place the leading card at the bottom of the deck since a perfectly alternating deck will always remain a d-deck. See the absorbing state, $010101$, for $n = 3$ at the top of Figure 3.

**Definition 1.5.** An **absorbing Markov chain** has the following properties:

i. It contains at least one absorbing state.

ii. It is possible to go from every other state to an absorbing state (not necessarily in a single step).

When a Markov process reaches an absorbing state, it is said to be **absorbed**.
Starting from any state in any absorbing Markov chain, the process is eventually absorbed with probability 1. Thus, a natural question about the behavior of an absorbing Markov chain is to compute the average number of steps needed to be absorbed, starting from a given state. There is a standard approach to compute this quantity, which we sketch now (following [4]).

**Definition 1.6.** The **transition matrix** of a Markov chain is the square matrix whose $a_{ij}$ entry is the probability of going from state $i$ to state $j$ in one step.

By definition, the sum of the row entries of a transition matrix is 1. See Figure 4 for the transition matrices associated to our Markov chain in the cases $n = 2$ and $3$.

Given an absorbing Markov chain, it is always possible to order the states with the absorbing states preceding all others. In this case, the resulting transition matrix $T_n$ will have the block structure

$$T_n = \begin{bmatrix} I & O \\ R & Q \end{bmatrix}$$

where $I$ is an identity matrix whose size is equal to the number of absorbing states and $O$ is a matrix of all 0s. For example, the matrices in Figure 4 are in this form, with a single absorbing state, so that $O$ is a row vector of all 0s and $R$ is a column vector.

Figure 3. Markov chain for $n = 3$. Each deck represents a state in a Markov chain and the weights on the directed edges indicate the probability of going from one deck to another. The absorbing state 010101 is at the top of the figure.
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Figure 4. Transition matrices for $n = 2$ (left) and for $n = 3$ (right, with entries equal to 0 omitted), with rows labeled by the corresponding deck. For instance, the $(2, 2)$ entry $\frac{1}{4}$ of the matrix at left is the probability of going from 0110 to itself in one step (which can only happen if the top card is inserted into the top position), and the $(2, 3)$ entry $\frac{1}{6}$ is the probability of going from 0110 to 0011 in one step (which happens if the top card is inserted into the third or fourth position in the deck).

**Definition 1.7.** The fundamental matrix $N$ of an absorbing chain is the matrix given by $(I - Q)^{-1}$.

**Theorem 1.8** ([4, §4.8]). Adding the row entries of $N$, or equivalently multiplying on the right by the column vector of all 1s, gives the mean number of steps until absorption from each starting state.

Applying Theorem 1.8 to the matrix for $n = 2$ (see Figure 4), we find that the fundamental matrix for $n = 2$ is

$$N_2 = \left( I_2 - \begin{pmatrix} 0 & \frac{1}{6} & \frac{1}{6} & \frac{1}{2} \\ 0 & 1 & 0 & 0 \end{pmatrix} \right)^{-1} = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & \frac{1}{5} & \frac{1}{6} & \frac{1}{6} \\ \frac{1}{5} & \frac{1}{6} & \frac{1}{3} & \frac{1}{6} \\ 0 & \frac{1}{5} & 0 & \frac{1}{3} \end{pmatrix} \begin{pmatrix} 0101 \\ 011010 \\ 001101 \\ 011001 \end{pmatrix}$$

and so it takes on average 6 steps to be absorbed beginning at 0110 and 7 steps to be absorbed beginning at 0011.

The above algorithm makes it possible for us to compute the average number of moves it takes for any deck to reach the absorbing state for a given $n$. However, as $n$ increases, the number of states in the Markov chain increases rapidly – for a given $n$ we have $\frac{1}{2}\binom{2n}{n}$ decks, and so the matrix to be inverted has dimensions $\left( \frac{1}{2}\binom{2n}{n} \times \frac{1}{2}\binom{2n}{n} \right)$ – which makes exact computation challenging even for modest values of $n$. Moreover, the exact values (discussed further in Section 6.1) do not seem to suggest any nice formulas or structure. Therefore, in the next section, we turn our attention to broader structures in the Markov chain that will allow us to study its behavior systematically.
2. Tiers

In this section, we study a global structure of tiers on the Markov chain. The main result of the section (Theorem 2.3) establishes that the process always passes through the tiers in order, proceeding from tier \( k \) to tier \( k - 1 \); and we use this to conclude that the process is an absorbing Markov chain, as promised earlier. We also solve some enumerative questions related to the tiers.

**Definition 2.1.** A block in a deck is a maximum substring made of consecutive copies of cards of a single color.

For example, for \( n = 5 \), the deck 010001110 is a string of length \( 2n = 10 \) with three blocks of 0s and two blocks of 1s.

**Definition 2.2.** We say that a deck belongs to tier \( k \) if it has exactly \( n - k \) blocks of 1s.

One could rephrase Definition 2.2 in various equivalent ways: since we consider only decks beginning with 0, each block of 1s is preceded by a 0, and hence a deck is in tier \( k \) if and only if it has precisely \( n - k \) consecutive substrings of the form 01; further, since each 1 is preceded by either a 0 or a 1, a deck belongs to tier \( k \) if and only if it has precisely \( k \) consecutive substrings of the form 11. Since each deck \( D \) contains exactly \( n \) copies of 1, it may have as few as one block of 1s (if all the 1s are consecutive in \( D \)) or as many as \( n \) (if the deck alternates 0101...). Thus, the tiers are numbered from 0 to \( n - 1 \). Our first result shows that the tier structure determines the global behavior of the Markov chain.

**Theorem 2.3.** A single move from a deck in tier \( k \) either takes the deck to another deck in tier \( k \) or to a deck in tier \( k - 1 \).

**Proof.** Consider a deck \( D \) in tier \( k \), and let \( D' \) be a deck that can be reached from \( D \) in one move. First suppose that reaching the deck \( D' \) does not involve switching the colors 0 and 1 (as in Remark 1.3; this happens when the second card in deck \( D \) is color 0 or when \( D \) is an r-deck and the top card is inserted in its same position). If \( D \) is an r-deck, we consider two possibilities for where the leading 0 could be inserted: either it is inserted next to another 0, leaving the number of blocks of 1s as \( n - k \), thereby remaining in tier \( k \); or, the leading 0 is inserted between two adjacent 1s, thus increasing the number of blocks of 1s from \( n - k \) to \( n - k + 1 \), sending the deck to tier \( k - 1 \). For decks that end with a 1, the move sends the leading 0 to the bottom of the deck, thereby preserving the number of blocks of 1s.

If instead the second card in \( D \) is color 1 and the top card is not inserted in the top position, then we must apply the color swap as in Remark 1.3 to produce \( D' \). In this case, after the top card is inserted but before swapping colors, the top card of the deck will be color 1 and the bottom card in the deck will be color 0 (either because \( D \) was an r-deck or because the top card of \( D \) was moved to the bottom). Since block colors alternate between 1 and 0, it follows that there must be the same number of 0-blocks and 1-blocks in \( D' \), and, as in the preceding paragraph, this number must be \( n - k \) or \( n - k + 1 \). Thus in this case we also see that \( D' \) belongs to tier \( k \) or \( k - 1 \). \( \square \)

Theorem 2.3 is illustrated for the case \( n = 3 \) in Figure 5 (a redrawing of Figure 3). For example, in Figure 5 no arrows point from a deck in tier 2 to a deck in tier 0, nor from a deck in tier 1 to a deck in tier 2; we can only descend down tiers, without skipping any.
Corollary 2.4. The process created by the move on a randomly shuffled deck of length \(2n\) is an absorbing Markov chain, and the unique absorbing state is the perfectly alternating deck of 0s and 1s: \(0101 \cdots 01\). From any starting deck, the process reaches this absorbing state with probability 1.

Proof. We know that the deck of alternating 0s and 1s is an absorbing state since the move always sends this deck back to itself. It follows from the proof of Theorem 2.3 that there is a path from every deck in tier \(k\) to tier \(k - 1\), and therefore eventually to the absorbing state in tier 0. This deck is unique because if another absorbing state existed, then it would exist in tier \(i\) where \(i > 0\) since there is exactly one deck in tier 0. However, decks in tiers greater than tier 0 will eventually descend to tier 0 by Theorem 2.3 and hence they are not absorbing states. Thus, our absorbing state is unique and by [4, §4.8], we know that the probability of any deck in an absorbing Markov chain to be absorbed is 1.

We end this section by considering some enumerative properties of the tiers.

Definition 2.5. A composition of an integer \(n\) is a sequence of positive integers whose sum is \(n\); the individual entries of a composition are its parts.

Proposition 2.6. The size of tier \(k\) is \(\binom{n-1}{k}\binom{n}{k}\).

Proof. We know that a deck in tier \(k\) is a string that begins with a 0, followed by a string of \(n\) 1s and \(n - 1\) 0s such that there are \(n - k\) blocks of 1s separated by the remaining \(n - 1\) 0s. We can count the number of ways \(n\) 1s can be split into \(n - k\) blocks of 1s. This can be done by thinking of the sizes of the blocks of 1s as the parts of an integer composition of \(n\) (Definition 2.5). It is a standard result in elementary enumeration that the number of compositions of \(n\) into \(n - k\) parts is \(\binom{n-1}{k}\) (see, for example, [6, §1.2]). After counting the number of compositions of \(n\) 1s into non-empty parts we want to place the remaining \(n - 1\) 0s between the blocks of 1s allowing them to occupy the positions to the left or right of any block of 1s. This can be done in \(\binom{n}{k}\) ways: there
A random card shuffling process is a one-to-one correspondence between such weak compositions and compositions of \( n - 1 + 2 \) into \( n - k + 1 \) positive parts.

**Remark 2.7.** By summing over all values of \( k \), we get a combinatorial proof of the binomial coefficient identity
\[
\frac{1}{2} \binom{2n}{n} = \sum_{k=0}^{n-1} \binom{n-1}{k} \binom{n}{k}.
\]
The left-hand side counts the number of ways to arrange \( n \) 0s and 1s in a string counting only strings beginning with a 0. The right-hand side is simply adding the sizes of all the tiers for a fixed \( n \).

**Remark 2.8.** For large \( n \), it follows from Proposition 2.6 that almost all decks lie in tiers that are “close to” the middle. More precisely: for \( k \) the nearest integer to \( \frac{n}{2} \pm \sqrt{n \ln(n)} \), we have (following [7, §5.4]) that \( \binom{n}{k} \) and \( \binom{n}{k-1} \) are both asymptotic to \( \binom{n}{\lfloor n/2 \rfloor} n^{-\frac{3}{2}} \) (i.e., the limit of the ratios goes to 1). Thus, for large \( n \), the total number of decks in any tier whose index differ from \( \frac{n}{2} \) by more than \( \sqrt{n \ln(n)} \) is at most \( n^{-4} \) times the size of tier \( \lfloor n/2 \rfloor \), and so the total number of decks in all such tiers is at most \( n^{-3} \) times the size of the largest tier. Consequently all but an infinitesimal fraction of decks lie in the middle \( 2\sqrt{n \ln(n)} \) tiers.

We may also consider how many decks in each tier are r-decks and how many are d-decks.

**Proposition 2.9.** The number of r-decks in tier \( k \) is \( \binom{n-1}{k} \binom{n-1}{k-1} \) and the number of d-decks in tier \( k \) is \( \binom{n-1}{k}^2 \).

**Proof.** An r-deck has 0 as the first and last digit of the string. So to get the total number of r-decks we can count the number of ways we can split \( n \) 1s into \( n - k \) blocks of 1s in \( \binom{n-1}{k} \) ways, as we did in Proposition 2.6 and then we arrange the remaining \( n - 2 \) 0s between or adjacent to the blocks of 1s in \( \binom{n-1}{k-1} \) ways. Thus, the total number of r-decks in tier \( k \) is \( \binom{n-1}{k} \binom{n-1}{k-1} \). By Proposition 2.6 we get the number of d-decks to be \( \binom{n-1}{k} \binom{n}{k} - \binom{n-1}{k} \binom{n-1}{k-1} = \binom{n-1}{k}^2 \). \( \square \)

It follows immediately that the ratio of r-decks to d-decks is \( \frac{\binom{n-1}{k} \binom{n-1}{k-1}}{\binom{n-1}{k}^2} = \frac{k}{n-k} \), so there are relatively few r-decks in small tiers and many in large tiers.

### 3. A complete analysis of tier 1

By Proposition 2.6 there are \( n(n-1) \) decks in tier 1. In this section, we give exact formulas for the absorption time of all these decks.

**Definition 3.1.** A **chain** is a maximal sequence \( D_1, D_2, \ldots, D_t \) of decks such that \( D_i \) moves deterministically to \( D_{i+1} \) with probability 1 for \( i = 1, \ldots, t-1 \). The **length** of a chain is the number of decks it contains.

As a special case, we do not consider the absorbing state (the alternating 01 deck) to be part of a chain.
For example, we see in Figure 3 that when \( n = 3 \), there are three chains of length longer than 1: \( 001011 \rightarrow 010110 \) and \( 010011 \rightarrow 001110 \rightarrow 011010 \) in tier 1 and \( 001111 \rightarrow 001110 \) in tier 2.

By definition, every d-deck belongs to a chain of length at least 2. In any chain of length \( t \), the decks \( D_1, \ldots, D_{t-1} \) are (by definition) d-decks, while the deck \( D_t \) must be an r-deck (or else the sequence would not be maximal). We say that the r-deck is the end of its chain, or that the chain ends in the r-deck \( D_t \).

It will be convenient in what follows to have a notation for the expected absorption time of a deck.

**Definition 3.2.** Let \( \lambda_D \) denote the average number of moves it takes to go from deck \( D \) to the absorbing state.

**Remark 3.3.** In a chain \( D_1 \rightarrow D_2 \rightarrow \cdots \rightarrow D_{t-1} \rightarrow R \) of length \( t \), the average number of moves to reach the absorbing state from a d-deck \( D_i \) is exactly \( \lambda_R \) plus the number of deterministic steps from \( D_i \) to \( R \):

\[
\lambda_{D_i} = \lambda_R + t - i.
\]

3.1. **Naming of Decks in Tier 1.** By Proposition 2.9, there are \( n - 1 \) chains in tier 1. Indeed, the r-decks in tier 1 are precisely the decks

\[
0110101\cdots010, 0101101\cdots010, \ldots, 01010\cdots110
\]

that begin and end with 0, have a single consecutive pair 11, and otherwise alternate between 0s and 1s. We denote these decks respectively by \([1,0],[2,0],\ldots,[n-1,0]\), so that for \( 1 \leq m \leq n-1 \) we have

\[
[m,0] := \underbrace{01\cdots01}_{m \text{ copies}}\underbrace{10\cdots10}_{n-m \text{ copies}}.
\]

Every other deck in tier 1 begins with 0, ends with 1, and contains one consecutive copy of 00 and one consecutive copy of 11 (otherwise alternating between 0s and 1s). We denote these decks by \([m,k]\) where \( 1 \leq k \leq 2n - 2m - 1 \), as follows:

\[
[m,k] := \begin{cases}
(k-1)/2 \text{ copies} & m-1 \text{ copies} & n-m-(k+1)/2 \text{ copies} \\
01\cdots01 & 00\cdots10 & 10\cdots11 & 01\cdots01 \\
k/2-1 \text{ copies} & m-1 \text{ copies} & n-m-k/2-1 \text{ copies}
\end{cases}, \quad k \text{ odd},
\]

\[
[m,k] := \begin{cases}
(k-1)/2 \text{ copies} & m-1 \text{ copies} & n-m-(k+1)/2 \text{ copies} \\
01\cdots01 & 01\cdots01 & 00\cdots10 & 10\cdots11 & 01\cdots01 \\
k/2-1 \text{ copies} & m-1 \text{ copies} & n-m-k/2-1 \text{ copies}
\end{cases}, \quad k \text{ even}.
\]

**Proposition 3.4.** Every deck in tier 1 is of the form \([m,k]\) for exactly one choice of \( m, k \) such that \( 1 \leq m \leq n - 1 \) and \( 0 \leq k \leq 2n - 2m - 1 \). When \( k > 0 \), the deck \([m,k]\) moves with probability 1 to the deck \([m,k-1]\). Furthermore, the \( n-1 \) chains in tier 1 have lengths 2, 4, \ldots, 2n - 2, with the chain ending at r-deck \([m,1]\) having length \( 2n - 2m \).

**Proof.** By comparing (1) and (2), we see that they describe a total of \( 2+4+\ldots+(2n-2) = n(n-1) \) distinct decks, which (by Definition 2.2) all belong to tier 1. Since (by Proposition 2.6) there are exactly \( n(n-1) \) decks in tier 1, these are all of the decks. The fact that \([m,k]\) moves with probability 1 to \([m,k-1]\) when \( k > 1 \) follows from Definition 1.2 after observing that removing
3.2. Number of Steps in Tier 1. In this section, we compute the expected number of steps to absorption for every deck in tier 1.

Theorem 3.5. The average number of moves it takes for the r-deck \([m, 0]\) in tier 1 to reach the absorbing state is given by

\[
\lambda_{[m, 0]} = \frac{n^2}{3} + \frac{2n}{3} + m - \frac{n^2 + 2m^2 - m}{4n^2 - 1}
\]

Proof. We consider the moves that are possible beginning with the r-deck \([m, 0]\), based on where we insert the leading 0. With probability \(\frac{1}{2n}\), we insert it back at the front of the deck and end up back at \([m, 0]\), and with probability \(\frac{1}{2n}\) we insert it between the two consecutive 1s and end up at the absorbing state. Otherwise, we insert the top card next to one of the other 0s, resulting in \(n - 1\) possible decks each occurring with probability \(\frac{1}{n}\). We consider two cases.

If we insert the top 0 to the right of the 11 then, after swapping 0s and 1s, the 00 precedes the 11 in the result, so we are in the \(k\) odd case of (2). In particular, in all such cases, the number of 01 pairs before the 00 is \(m - 1\), so if the new deck is \([m', k]\) then we have \(k = \frac{m - 1}{2} = m - 1\), or \(k = 2m - 1\). The associated \(m'\) values range from 1 (if we insert the top 0 immediately following the 11) to \(n - m\) (if we insert the top 0 at the very end). So in this case we end up at the decks \([1, 2m - 1], [2, 2m - 1], \ldots, [n - m, 2m - 1]\).

On the other hand, suppose we insert the top 0 to the left of the 11, producing a deck \([m', k]\).

After swapping 0s and 1s, the 11 precedes the 00 in the result \([m', k]\), so we are in the \(k\) even case of (2). Since the top card was inserted to the left of what was the 11, the number of cards before 11 in \([m, 0]\) is the same as the number of cards before 00 in \([m', k]\). In particular, the deck \([m, 0]\) has \(2m - 1\) cards preceding 11, whereas \([m', k]\) has \(2(k/2 - 1) + 3 + 2(m' - 1)\) cards preceding 00. Setting these two numbers equal gives \(k = 2m - 2m'\). Therefore, the decks produced in this case are \([1, 2m - 2], [2, 2m - 4], \ldots, [m - 1, 2]\).

Combining the preceding arguments, we have

\[
\lambda_{[m, 0]} = \frac{1}{2n} \cdot \lambda_{[m, 0]} + \frac{1}{2n} \cdot 0 + \frac{1}{n} \left( \sum_{i=1}^{m-1} \lambda_{[i, 2m-2i]} + \sum_{j=1}^{n-m} \lambda_{[j, 2m-1]} \right).
\]

By Proposition 3.4 and Remark 3.3 we have \(\lambda_{[a, b]} = \lambda_{[a, 0]} + b\), so we can rewrite the preceding equation as

\[
\lambda_{[m, 0]} = \frac{m(2m - m)}{n} + \frac{1}{2n} \cdot \lambda_{[m, 0]} + \frac{1}{n} \left( \sum_{i=1}^{m-1} \lambda_{[i, 0]} + \sum_{j=1}^{n-m} \lambda_{[j, 0]} \right).
\]
Considering all values of \( m \), this is a diagonally dominant system of \( n - 1 \) affine equations in the \( n - 1 \) variables \( \lambda_{[m,0]} \). Therefore the solution is unique, and so it suffices to check that the proposed values actually are a solution. Considering just the sums on the right-hand side, we have
\[
\sum_{i=1}^{m-1} \left( n^2 + \frac{2n}{3} + i - \frac{n^2 + 2i^2 - i}{4n^2 - 1} \right) + \sum_{j=1}^{n-m} \left( n^2 + \frac{2n}{3} + j - \frac{n^2 + 2j^2 - j}{4n^2 - 1} \right) = \\
= (n - 1) \left( n^2 + \frac{2n}{3} - \frac{n^2}{4n^2 - 1} \right) + \\
+ \left( \frac{m(m-1)}{2} + \frac{(n-m+1)(n-m)}{2} \right) \left( 1 + \frac{1}{4n^2 - 1} \right) - \\
- \left( \frac{m(m-1)(2m-1)}{6} + \frac{(n-m+1)(n-m)(2n-2m+1)}{6} \right) \frac{2}{4n^2 - 1} = \\
= n^3 + \frac{n^2}{6} - mn + \frac{(12m^2 - 6m - 7n - 2)n}{6(2n + 1)}.
\]
Combining with the other terms on the right-hand side, this becomes
\[
\frac{m(2n - m)}{n} + \frac{1}{2n} \left( n^2 + \frac{2n}{3} + m - \frac{n^2 + 2m^2 - m}{4n^2 - 1} \right) + n^2 + \frac{n}{6} - m + \frac{12m^2 - 6m - 7n - 2}{6(2n + 1)} = \\
= n^2 + \frac{2n}{3} + m - \frac{n^2 + 2m^2 - m}{4n^2 - 1},
\]
matching the claimed value on the left-hand side. This completes the proof.

We can extend Theorem 3.5 to any deck in tier 1 based on Remark 3.3.

**Corollary 3.6.** The average number of moves it takes for the arbitrary deck \([m, k]\) in tier 1 to reach the absorbing state is given by
\[
\lambda_{[m,k]} = n^2 + \frac{2n}{3} + m - \frac{n^2 + 2m^2 - m}{4n^2 - 1} + k.
\]

**Proof.** This is an immediate consequence of Remark 3.3 and Theorem 3.5.

**Corollary 3.7.** The deck in tier 1 with the smallest average number of moves until absorption is
\[(3) [1, 0] = 011 \underset{n-2	ext{ pairs}}{\overbrace{0101\cdots01}}. \]

This deck takes \( \lambda_{[1,0]} = n^2 + \frac{2n}{3} + \frac{3}{4} - \frac{5}{4(4n^2 - 1)} \) moves on average to reach the absorbing state. The deck with the largest average number of moves is
\[(4) [1, 2n - 3] = 0101\underset{n-2	ext{ pairs}}{\overbrace{\cdots0111}}. \]
This deck takes $\lambda_{[1,2n-3]} = n^2 + \frac{8n}{3} - \frac{9}{4} - \frac{5}{4(4n^2 - 1)}$ moves on average to reach the absorbing state.

Proof. First we consider the minimum. By Remark 3.3, this will be achieved by an r-deck $[m,0]$ for some $m \in \{1, \ldots, n-1\}$. By Theorem 3.5, we have

$$
\lambda_{[m+1,0]} - \lambda_{[m,0]} = 1 + \frac{2m^2 - m - 2(m+1)^2 + (m+1)}{4n^2 - 1}
$$

$$
= \frac{4n^2 - 4m - 2}{4n^2 - 1}
\geq \frac{4n^2 - 4m + 2}{4n^2 - 1}
> 0
$$

(where in the penultimate step we use $m \leq n - 1$ and in the last step we use $4n^2 - 4n + 1 = (2n - 1)^2 \geq 0$). Therefore the sequence $(\lambda_{[m,0]})$ is increasing, and so the minimum value is indeed achieved when $m = 1$.

Next we consider the maximum. By Remark 3.3, this will be achieved by a deck $[m,k]$ for which $k = 2n - 2m - 1$, i.e., a deck that is as far as possible from the r-deck in its chain. Comparing two such decks, we have by Corollary 3.6 that

$$
\lambda_{[m+1,2n-2(m+1)-1]} - \lambda_{[m,2n-2m-1]} = 1 + \frac{2m^2 - m - 2(m+1)^2 + (m+1)}{4n^2 - 1}
$$

$$
= -1 - \frac{4m - 1}{4n^2 - 1}
< 0.
$$

Therefore the sequence $(\lambda_{[m,2n-2m-1]})$ is decreasing, and so the maximum value is indeed achieved when $m = 1$. 

4. Average Number of Moves for Tier 2 and Beyond

In this section, we consider the problem of computing the average number of moves required for decks in tiers further from the absorbing state. Unfortunately, it seems unlikely that simple closed-form formulas like those in Corollary 3.6 exist for higher tiers – see Section 6.1 for some evidence along these lines. Therefore, we instead focus our efforts on bounding the values $\lambda_D$ for $D$ a deck in tier $k$.

We begin with some basic properties of tiers. First, we compute the length of the longest chain in tier $k$.

Proposition 4.1. The length of the longest chain in tier $k$ is $2n - 2k$, and there is exactly one chain of this length.

Proof. Let us start with the following deck:

(5) \hspace{1cm} 01010 \cdots 1010 00 \cdots 0 11 \cdots 1 \\
\hspace{1cm} \underbrace{2n-2k-1}_{k} \underbrace{k}_{k+1}
This deck is in tier $k$, since it begins with $n - k - 1$ blocks of 1s in the leftmost string of $2n - 2k - 1$ 0s and 1s and another block of 1s towards the rightmost part of the string. Notice how the leftmost string of alternating 0s and 1s determine the number of deterministic moves till we reach the following deck after $2n - 2k - 1$ moves:

\[00\cdots 01\cdots 10101\cdots 010\]

This gives us a chain of length $2n - 2k$. This is the longest chain in tier $k$. Say we had a longer chain. That would mean that the starting deck must begin with a string of $2n - 2k$ pairs of 01s followed by a 1 and must end with a 1. But this would mean that there are at least $n - k + 1$ blocks of 1s which by definition of a tier, is a deck in tier $k - 1$ or below. Thus, there is no chain of length longer than $2n - 2k$ in tier $k$. Moreover, the only way to produce a chain of exactly the length $2n - 2k$ in tier $k$ is to have $2n - 2k - 1$ consecutive deterministic steps, and by the same reasoning we are forced to start with the deck (5). \[\square\]

We know by Proposition 2.3 that a deck in tier $k$ can either stay in tier $k$ or go to tier $k - 1$. We now refine this result by calculating the associated probability of going from an r-deck in tier $k$ to a deck in tier $k - 1$ in one move.

**Theorem 4.2.** The probability that an r-deck in tier $k$ goes to tier $k - 1$ in one move is $\frac{k}{2n}$.

**Proof.** As mentioned immediately after Definition 2.2, a deck belongs to tier $k$ if and only if it has $k$ pairs of adjacent 1s. Thus, following the proof of Proposition 2.3, there are $k$ possible places the leading 0 of an r-deck can insert itself to go to a deck in a lower tier, among $2n$ possible insertion locations. So the probability that an r-deck in tier $k$ goes to tier $k - 1$ in one move is $\frac{k}{2n}$. \[\square\]

We now establish notation for the quantities we seek to bound.

**Definition 4.3.** Let $m_k$ denote the minimum value of $\lambda_D$ for $D$ in tier $k$, let $M_k$ denote the maximum value of $\lambda_D$ for $D$ in tier $k$, and let $M_k^r$ denote the maximum value of $\lambda_D$ for an r-deck $D$ in tier $k$.

We don’t need a separate notation for the minimum value of $\lambda_D$ for r-decks in tier $k$ because, by Remark 3.3, $m_k$ is always achieved on an r-deck.

Our next result gives a recursive bound on the quantity $m_k$.

**Proposition 4.4.** For all $k$ ranging from 1 to $n - 1$, we have

\[m_k \geq 1 + \frac{k}{2n}m_{k-1} + \frac{2n-k}{2n}m_k.\]

**Proof.** Let $D$ be a deck in tier $k$ such that $\lambda_D = m_k$. As just mentioned above, we know that $D$ is an r-deck. Therefore, by Theorem 4.2, taking one move from deck $D$ results in a deck in tier $k - 1$ with probability $\frac{k}{2n}$. In this case, the expected number of moves remaining is at least $m_{k-1}$.

The other $1 - \frac{k}{2n} = \frac{2n-k}{2n}$ of the time, after taking one move the deck remains in tier $k$. In this
case, the expected number of moves remaining is at least \( m_k \). Therefore, the expected number of moves after the first (random) move is at least \( \frac{k}{2n} m_{k-1} + \frac{2n-k}{2n} m_k \), and the claimed result follows immediately. □

Similarly, we can give a recursive bound on the quantity \( M_k \).

**Proposition 4.5.** For \( k \) ranging from 1 to \( n-1 \), we have

\[
M_k \leq 2n - 2k + \frac{k}{2n} M_{k-1} + \frac{2n-k}{2n} M_k.
\]

**Proof.** Let \( D \) be a deck in tier \( k \) such that \( \lambda_D = M_k \). By Proposition [4.1], from \( D \) it is possible to make at most \( 2n - 2k - 1 \) moves before arriving at an r-deck. From the r-deck at the end of \( D \)'s chain, we must make one additional (random) move. By Theorem [4.2], following this move we can either go to tier \( k-1 \) or remain in tier \( k \), with probabilities \( \frac{k}{2n} \) and \( \frac{2n-k}{2n} \), respectively. If we end up in tier \( k-1 \), then the expected number of remaining moves is at most \( M_{k-1} \), while if we end up in tier \( k \), it is at most \( M_k \). The result follows immediately. □

We may use the recurrences just derived to give upper and lower bounds on the expected number of moves to absorption for decks in tier \( k \).

**Theorem 4.6.** For decks in tier \( k \) where \( 1 \leq k \leq n-1 \), we have the lower bound

\[
m_k \geq n^2 + 2n H_k - \frac{4}{3} n + \frac{3}{4} - \frac{5}{4(4n^2 - 1)}
\]

and the upper bound

\[
M_k \leq 4n^2 H_k - 3n^2 - 4nk + \frac{20}{3} n - \frac{9}{4} - \frac{5}{4(4n^2 - 1)},
\]

where \( H_k = \sum_{i=1}^{k} \frac{1}{i} \) is the \( k \)-th harmonic number.

**Proof.** From the recursive formula for \( m_k \) in Proposition [4.4], we get

\[
m_k \left( \frac{2n - (2n - k)}{2n} \right) \geq 1 + \frac{k}{2n} m_{k-1}.
\]
Dividing both sides by $\frac{2n-(2n-k)}{2n}$ and iterating, we have

\[
m_k \geq \frac{2n}{k} + m_{k-1} \\
\geq \frac{2n}{k} + \frac{2n}{k-1} + m_{k-2} \\
\vdots \\
\geq 2n \left( \sum_{i=0}^{k-2} \frac{1}{k-i} \right) + m_1 \\
= 2n \left( \sum_{i=0}^{k-1} \frac{1}{k-i} \right) - 2n + n^2 + \frac{2n}{3} + \frac{3}{4} - \frac{5}{4(4n^2-1)} \\
= n^2 + 2nH_k - \frac{4n}{3} + \frac{3}{4} - \frac{5}{4(4n^2-1)},
\]

where in the penultimate step we use Corollary 3.7. Similarly, from the recursive formula for $M_k$ in Proposition 4.5, we get

\[
M_k \left( \frac{2n-(2n-k)}{2n} \right) \leq 2n - 2k + \frac{k}{2n}M_{k-1}.
\]

Dividing and iterating gives

\[
M_k \leq \frac{4n^2}{k} - 4n + M_{k-1} \\
\leq \frac{4n^2}{k} - 4n + \frac{4n^2}{k-1} - 4n + M_{k-2} \\
\vdots \\
\leq 4n^2 \left( \sum_{i=0}^{k-2} \frac{1}{k-i} \right) - 4n(k-1) + M_1 \\
= 4n^2H_k - 3n^2 - 4nk + \frac{20}{3}n - \frac{9}{4} - \frac{5}{4(4n^2-1)},
\]

as claimed. \(\square\)

5. An improved upper bound

In this section, we refine Proposition 4.5 in order to give an improved upper bound on the quantity $M_k$, the maximum expected number of moves to absorption for a deck in tier $k$.

**Theorem 5.1.** Fix a $d$-deck $D$ in tier $k$ with $k \geq 2$. Let $R$ be the $r$-deck at the end of the chain containing $D$, and suppose that it takes $d$ deterministic steps to reach $R$ from $D$. Suppose further
that $D'$ is a deck such that $R$ moves to $D'$ with positive probability, and that it takes $d'$ deterministic steps to reach an $r$-deck from $D'$. Then

$$d + d' \leq \begin{cases} 2n - 2k - 1 & \text{if } D' \text{ is in tier } k \\ 2n - 2k + 2 & \text{if } D' \text{ is in tier } k - 1. \end{cases}$$

Proof. To prove this, we consider several cases and sub-cases. First, suppose that $d$ is odd. In this case, $R$ has the form $0 \cdots 1 0101 \cdots 10$, where the first (boxed) ellipsis denotes a string of length $2n - d - 2$, containing $n - \frac{d+3}{2}$ copies of 0 and $n - \frac{n+1}{2}$ copies of 1. If the first entry of this string is 0, then (regardless of what random step we take from $R$), the deck $D'$ begins and ends with 0. In other words, in this case $D'$ is an $r$-deck, so $d' = 0$ and the result follows by Proposition 4.1. So when $d$ is odd, we may assume that in fact $R = 01 \cdots 1 0101 \cdots 10$. We now consider two cases, depending on whether the first consecutive repetition in $R$ is 00 or 11.

• Case 1: We have

$$R = 01 \overline{0101 \cdots 0100 \cdots 10} \underbrace{0101 \cdots 10}_d,$$

with a repeating alternating string $0101 \cdots$ of even length preceding the first 00. Let the length of this alternating string be $2j$, so that

$$R = \underbrace{010101 \cdots 011 \cdots 1}_{2j+1} \overline{00 \cdots 1} \underbrace{0101 \cdots 10}_d.$$

Then $d' \leq 2j$, with equality when our random move inserts the top card no earlier in the deck than the first repeated 00. In the expression for $R$ above, the number of blocks of 1s in the boxed $00 \cdots 1$ string must be $n - k - \frac{d-1}{2} - j$ (because $R$ has $n - k$ blocks of 1’s, being in tier $k$, and $\frac{d-1}{2} + j$ of these are accounted for in the unboxed region). Since the boxed region contains at least one 1, it follows that

$$j \leq n - k - \frac{d+1}{2},$$

and therefore that $d' \leq 2n - 2k - d - 1$.

• Case 2(a): We have

$$R = 01 \overline{0101 \cdots 011 \cdots 10} \underbrace{0101 \cdots 10}_d,$$

and the top card is not inserted between the first pair of consecutive 11 cards. In this case, we can write

$$R = \underbrace{010101 \cdots 0}_{2j+1} \overline{11 \cdots 1} \underbrace{0101 \cdots 10}_d$$

for some $j \geq 0$, and we have $d' \leq 2j + 1$ (with equality if the random move places the leading 0 after the first pair of 1s in $R$). Now, in the boxed region $11 \cdots 1$, the number of blocks of 1s is $n - k - \frac{d-1}{2} - j$ (because $R$ has $n - k$ blocks of 1s, of which $j + \frac{d-1}{2}$
are already accounted for). Also, the boxed region contains at least two blocks of 1s (since \(k \geq 2\)), and therefore

\[ j \leq n - k - \frac{d + 3}{2}. \]

Thus \(d' \leq 2n - 2k - d - 2\).

• Case 2(b): We have

\[ R = \underbrace{0101 \cdots 011}_{d} 101 \cdots 10, \]

and the top card is inserted between the first pair of consecutive 11 cards. In this case, we can write

\[ R = \underbrace{010101 \cdots 0}_{2j+1} \underbrace{11 \cdots 1}_{m} \underbrace{0101 \cdots 10}_{d} \]

for some \(j \geq 0\). We denote by \(m\) the length of the maximal 0101· · · alternating string that begins immediately following the first consecutive 11 pair, so that

\[
R = \begin{cases} 
010101 \cdots 0 & m \text{ even,} \\
010101 \cdots 0 & m \text{ odd.}
\end{cases}
\]

Since in this case we place the leading 0 between the first consecutive 11 pair, after the random move we reach the d-deck

\[ D' = \underbrace{010101 \cdots 0}_{2j} \underbrace{1010 \cdots a}_{m} \underbrace{0101 \cdots 1}_{d} \]

where \(a \in \{0, 1\}\), and we have \(d' = 2j + 3 + m\) deterministic steps to make before reaching another r-deck. Observe that if \(m\) is even, the boxed string in (6) must contain at least one copy of 1 (or else the deck has more 0s than 1s). The deck \(D'\) is in tier \(\kappa = k - 1\), so there are \(n - \kappa\) blocks of 1s. Comparing this number to the number of blocks of 1s forced in (6), we have the inequality

\[
n - \kappa \geq \begin{cases} 
j + 1 + \frac{m}{2} + 1 + \frac{d+1}{2}, & m \text{ even} \\
j + 1 + \frac{m+1}{2} + \frac{d+1}{2}, & m \text{ odd.}
\end{cases}
\]

Multiplying through by 2, this gives

\[
2n - 2\kappa \geq 2j + m + d + 4
\]

\[= d + d' + 1. \]

In these cases, we get \(d + d' \leq 2n - 2k - 1\) every time we end up in tier \(k\), and in the worst case (case 2(b)) \(d + d' \leq 2n - 2k - 1 = 2n - 2k + 1\) when we end up in tier \(k - 1\). This completes the argument in the case \(d\) is odd.

The case that \(d\) is even is very similar. In this case, if the random deck \(R\) begins with 00· · · , then the result is again straightforward by Proposition 4.1. Otherwise, the random deck \(R\) has the form
$R = 01\overbrace{\cdots 01010\cdots 10}^{d}$, and we again consider cases depending on whether the first repeated consecutive entries in $R$ are 00 or 11.

- **Case 1:** We have
  
  $$R = 01\overbrace{0101\cdots 0100\cdots 01010\cdots 10}^{d},$$
  
  with an alternating string of even length preceding the first 00. Let the length of this string be $2j$, so that
  
  $$R = \overbrace{010101\cdots 01}^{2j} \overbrace{10\cdots 0}^{d} 01010\cdots 10.$$  

  Then $d' \leq 2j$. In the boxed string $\overbrace{00\cdots 0}^{d}$, the number of blocks of 1s must be $n - k - \frac{d}{2} - j$. This quantity must be positive (or else the deck would have more 0s than 1s), so we get that
  
  $$j \leq n - k - \frac{d}{2} - 1$$

  and therefore that $d' \leq 2n - 2k - d - 2$.

- **Case 2(a):** We have
  
  $$R = 01\overbrace{0101\cdots 011\cdots 1010\cdots 10}^{d},$$
  
  where the top card is not inserted between the first pair of consecutive 1s. In this case, we can write
  
  $$R = \overbrace{010101\cdots 10}^{2j+1} \overbrace{11\cdots 0\cdots 10\cdots 0}^{d} 01010\cdots 10$$

  for some $j \geq 0$, and $d' \leq 2j + 1$. In the boxed string $\overbrace{11\cdots 0\cdots 10}^{d}$, the number of blocks of 1s is $n - k - \frac{d}{2} - j$ (because $R$ has $n - k$ blocks of 1s, of which $j + \frac{d}{2}$ are accounted for). Since the boxed string contains at least one block of 1s, it follows that
  
  $$j \leq n - k - \frac{d}{2} - 1,$$

  and thus $d' \leq 2n - 2k - d - 1$.

- **Case 2(b):** We have
  
  $$R = 01\overbrace{0101\cdots 011\cdots 11\cdots 10}^{d},$$
  
  and the top card is inserted between the first 11 pair. As in the case when $d$ was odd, we denote by $m$ the length of the maximal alternating string following the consecutive...
11 pair, so that

\[
R = \begin{cases} 
10101 \cdots 0 & m \text{ even}, \\
10101 \cdots 0 & m \text{ odd}, \\
\end{cases}
\]

for some \( j \geq 0 \), so that \( d' = 2j + 3 + m \). The \( d \)-deck reached by the random move has the form

\[
D' = 0101 \cdots 1010 101 \cdots a 0101 \cdots 01.
\]

The deck \( D' \) is in tier \( \kappa = k - 1 \), so there are \( n - \kappa \) blocks of 1s. Comparing this number to the number of blocks of 1s forced in (7), we have the inequality

\[
n - \kappa \geq \begin{cases} 
\frac{j + 1 + m}{2} + 1 + \frac{d}{2}, & m \text{ even}, \\
\frac{j + 1 + m + 1}{2} + \frac{d}{2}, & m \text{ odd}. 
\end{cases}
\]

Multiplying through by 2, this gives

\[
2n - 2\kappa \geq 2j + 3 + m + d
\]

in both cases.

In these cases, we get \( d + d' \leq 2n - 2k - 1 \) every time we end up in tier \( k \), and \( d + d' \leq 2n - 2\kappa = 2n - 2k + 2 \) when we end up in tier \( k - 1 \). This completes the proof. \( \square \)

We now show how to use this result to give better bounds on \( M_k \). We begin with tier 2; according to Theorem 4.6, we have

\[
M_2 \leq 4n^2 H_2 - 3n^2 + O(n) = 3n^2 + O(n).
\]

The next result shows that the leading coefficient can be reduced to 2.

**Proposition 5.2.** We have

\[
M_2 \leq 2n^2 + \frac{n}{6} + \frac{3}{4} + \frac{6n - 17}{4(4n^2 - 1)}.
\]

**Proof.** Choose an \( r \)-deck \( R \) in tier 2. After one move, it lands in tier 1 with probability \( \frac{2}{n} \); in this case, by Corollary 3.7, it requires on average at most \( M_1 = n^2 + \frac{8n}{3} - \frac{9}{4} - \frac{5}{4(4n^2 - 1)} \) moves to reach the absorbing state. Alternatively, it could end up at some deck \( D' \) in tier 2. From this deck \( D' \) there will be some number \( d = d(D') \) of deterministic steps to reach an \( r \)-deck, followed by a random step (resulting in either a deck in tier 1 or tier 2), followed by some more deterministic steps. By
considering the worst-case option for this final r-deck, and applying Theorem [5.1] we get that
\[
M_2^r \leq 1 + \frac{2}{2n} M_1 + \frac{2n - 2}{2n} \max_{d,d',d''} \left( 1 + d + \frac{2}{2n} \left( d' + M_1^r \right) \right)
\]
\[
= 1 + \frac{M_1}{n} + \frac{n - 1}{n} \max_{d,d',d''} \left( 1 + \frac{1}{n} (d + d') + \frac{n - 1}{n} (d + d'') + \frac{M_1^r}{n} + \frac{n - 1}{n} M_2^r \right)
\]
\[
\leq 1 + \frac{M_1}{n} + \frac{n - 1}{n} \left( 1 + \frac{1}{n} (2n - 2) + \frac{n - 1}{n} (2n - 5) + \frac{M_1^r}{n} + \frac{n - 1}{n} M_2^r \right).
\]
Collecting the \(M_2^r\) terms, this becomes
\[
\left( 1 - \left( \frac{n - 1}{n} \right)^2 \right) M_2^r \leq 1 + \frac{M_1}{n} + \frac{n - 1}{n} \left( 2n - 4 + \frac{3}{n} + \frac{M_1^r}{n} \right).
\]
Finally, substituting for the values of \(M_1\) and \(M_1^r\) = \(\lambda_{[n-1,0]}\) (from Theorem [5.5]), we get
\[
M_2^r \leq 2n^2 + \frac{n}{6} + \frac{3}{4} + \frac{6n - 17}{4(4n^2 - 1)},
\]
as claimed. \(\square\)

**Theorem 5.3.** For all \(k \geq 3\), we have
\[
M_k^r \leq \frac{8n^3 + 4n^2 - 8kn^2 + 10nk - 3k}{4nk - k^2} + \frac{4n - 2k + 1}{4n - k} M_{k-1}^r + \frac{k - 1}{4n - k} M_{k-2}^r.
\]

**Proof.** We take the same approach as in the proof of Proposition [5.2]. Fix an r-deck, \(R\), in tier \(k\), and consider what happens to the deck in the random process. First, we make a random move. With probability \(k/2n\) we go to a deck in tier \(k - 1\), and with probability \((2n - k)/2n\) we go to a deck in tier \(k\). If we go to a deck in tier \(k - 1\) we make some number \(d_1\) of deterministic steps before reaching another r-deck, from which we take one random move; with probability \((k - 1)/2n\) we land in tier \(k - 2\) and take some number \(d''_1\) of deterministic steps to arrive at an r-deck, from which at most \(M_{k-2}^r\) moves are required (in expectation). Alternatively, we go to a deck in tier \(k - 1\) with probability \((2n - k + 1)/2n\), from which we take some number \(d'_1\) of deterministic steps to arrive at an r-deck, from which at most \(M_{k-1}^r\) moves are required (in expectation). If instead, from \(R\), we go to tier \(k\) again, similar reasoning follows for this two-step recurrence, however here we have \(d_0\), \(d'_0\) and \(d''_0\) indicating the deterministic steps taken at different stages. This gives us the following inequality:
\[
M_k^r \leq 1 + \frac{2n - k}{2n} \max_{d_0} \left( d_0 + 1 + \frac{2n - k}{2n} \left( d'_0 + M_k^r \right) \right) + \frac{k}{2n} \max_{d'_1} \left( d'_1 + 1 + \frac{2n - k + 1}{2n} \left( d''_1 + M_{k-1}^r \right) \right) + \frac{k - 1}{2n} \max_{d''_0} \left( d''_0 + 1 + \frac{2n - k}{2n} \left( d'_0 + M_{k-2}^r \right) \right).
\]
By Theorem 5.1 we know that \( d'_0 \leq 2n - 2k - 1 - d_0, d'_0 \leq 2n - 2k + 2 - d_0, d'_1 \leq 2n - 2k + 1 - d_1 \), and \( d''_1 \leq 2n - 2k + 4 - d_1 \). Making these replacements gives us

\[
M_k' \leq 1 + \frac{2n - k}{2n} \left( 1 + \frac{2n - k}{2n} (2n - 2k - 1 + M_k') + \frac{k}{2n} (2n - 2k + 2 + M_{k-1}') \right) + \frac{k}{2n} \left( 1 + \frac{2n - k + 1}{2n} (2n - 2k + 1 + M_{k-1}') + \frac{k - 1}{2n} (2n - 2k + 4 + M_{k-2}') \right).
\]

After collecting the terms involving \( M_k' \) on the left and the terms not involving \( M_j' \) for any \( j \) on the right, this becomes

\[
\frac{4nk - k^2}{4n^2} \cdot M_k' \leq \frac{8n^3 + 4n^2 - 8kn^2 + 10nk - 3k}{4n^2} + \frac{k(4n - 2k + 1)}{4n^2} M_{k-1}' + \frac{k(k - 1)}{4n^2} M_{k-2}'.
\]

Dividing through by the prefactor on the left gives the result.

\[ \square \]

**Theorem 5.4.** For any positive integer \( k < n \), we have the upper bound

\[
M_k' \leq 2n^2 H_k - n^2 - n(k - 8/3)
\]

where \( H_k \) is the \( k \)-th harmonic number.

**Proof.** We proceed by induction, using the recurrence in Theorem 5.3. We begin by checking the base cases \( k = 1, 2 \). Using Theorem 5.3, it is easy to see for \( k = 1 \) that

\[
M_1' = n^2 + \frac{5n}{3} - \frac{7}{4} + \frac{5(4n - 3)}{4(4n^2 - 1)} \leq n^2 + \frac{5n}{3}
\]

for \( n \geq 2 \). Similarly, for \( k = 2 \), by Proposition 5.2, we must check

\[
M_2' \leq 2n^2 + \frac{n}{6} + \frac{3}{4} + \frac{6n - 17}{4(4n^2 - 1)} \leq 2n^2 + \frac{2n}{3}
\]

for \( n \geq 3 \). After algebraic simplification, the inequality becomes

\[
\frac{n(2n + 1)(n - 2) + 5}{4n^2 - 1} \geq 0,
\]

which is clearly valid for \( n \geq 3 \). We now proceed to the inductive step: assuming for some fixed \( k \geq 3 \) that \( M_{k-1}' \leq 2n^2 H_{k-1} - n^2 - n((k-1) - 8/3) \) and \( M_{k-2}' \leq 2n^2 H_{k-2} - n^2 - n((k-2) - 8/3) \), we aim to deduce that \( M_k' \leq 2n^2 H_k - n^2 - n(k - 8/3) \). By Theorem 5.3 we have

\[
M_k' \leq \frac{8n^3 + 4n^2 - 8kn^2 + 10nk - 3k}{4nk - k^2} + \frac{4n - 2k + 1}{4n - k} M_{k-1}' + \frac{k - 1}{4n - k} M_{k-2}'\nonumber
\]

\[
\leq \frac{8n^3 + 4n^2 - 8kn^2 + 10nk - 3k}{4nk - k^2} + \frac{4n - 2k + 1}{4n - k} \left( 2n^2 H_{k-1} - n^2 - n((k-1) - 8/3) \right) + \frac{k - 1}{4n - k} \left( 2n^2 H_{k-2} - n^2 - n((k-2) - 8/3) \right)\nonumber
\]

\[
= \frac{8n^3 + 4n^2 - 8kn^2 + 10nk - 3k}{4nk - k^2} + \frac{4n - 2k + 1}{4n - k} \left( 2n^2 H_{k-1} - n^2 + n \right) + \frac{k - 1}{4n - k} (2n) + 2n^2 H_{k-2} - n^2 - n(k - 8/3).
\]
So it would suffice to show that the above expression is less than or equal to $2n^2H_k - n^2 - n(k - 8/3)$, or, equivalently, that their difference is positive. After algebraic simplification, the expression of their difference becomes

$$2n^2\left(\frac{1}{k} + \frac{1}{k-1}\right) - \frac{8n^3 + 4n^2 - 8kn^2 + 10nk - 3k}{4nk - k^2} - \frac{4n - 2k + 1}{4n - k} \cdot \frac{2n^2}{k - 1} - \frac{(4n - 2k + 1) \cdot n}{4n - k} - \frac{(k - 1) \cdot 2n}{4n - k} = \frac{4kn^2 - 9kn - 4n^2 + 3k}{(4n - k)k}.$$

This expression is positive when $3 \leq k < n$ because, for example, it can be written as

$$\frac{(4n - 1)(n - 2) + 1)(k - 3) + (8n - 3)(n - 3)}{(4n - k)k}.$$

\textbf{Corollary 5.5.} We have $M_k \leq 2n^2H_k - n^2 - n(k - 14/3) - 2k - 1$.

\textit{Proof.} This is an immediate consequence of Theorem 5.4 and Proposition 4.1. \hfill \Box

6. Remarks and Open Questions

6.1. Exact values. As discussed in Section 1, for any fixed $n$ one can use Theorem 1.8 to compute the exact values of $\lambda_D$ for all decks $D$. In light of Corollary 3.6 one might hope for relatively simple exact formulas. Unfortunately, the data are not accommodating: in Table 1 we give the exact values of $m_k$, $M_k$, and $M_k^r$ for $1 \leq k < n \leq 5$. Even basic features of the numbers $\lambda_D$ are imposing for example, it is not hard to show that the least common denominator of $\{\lambda_D : D \text{ in tier 1}\}$ is $4n^2 - 1 = (2n - 1)(2n + 1)$, but the sequence of common denominators for tier 2 begins

$$7 = 7^1, \quad 176148 = 2^2 \cdot 3^3 \cdot 7 \cdot 233, \quad 18420324934572 = 2^2 \cdot 3^3 \cdot 11 \cdot 15505324019, \quad 438067323206466940220363196436798 = 2 \cdot 11 \cdot 13^2 \cdot 31 \cdot 1195848422971 \cdot 317829090126961,$$

for $n = 3, 4, 5, 6$. Both the growth rate and lack of simple factorizations are discouraging; unsurprisingly, the situation appears worse in higher tiers. There are some apparent patterns to the decks that appear in Table 1 (particularly those that achieve $m_k$ and $M_k$), but it is not clear how to prove or take advantage of them.

6.2. Better bounds. If exact values are out of the question, it is natural to ask about the sharpness of the bounds in Theorems 4.6 and 5.4 and Corollary 5.5. These bounds are illustrated for the case $n = 7$ in Figure 6 (This was the largest value for which we were able to naively apply Theorem 1.8 to generate exact values.) The figure suggests that there is significant room for improvement, especially in the upper bound. Further evidence for this thesis may be produced via experimental
### Table 1. The values of $m_k$, $M_k^r$, and $M_k$ for all $1 \leq k < n \leq 5$, and the decks that achieve these values.

| $m_k$ | $n = 2$ | $n = 3$ | $n = 4$ | $n = 5$ |
|-------|---------|---------|---------|---------|
| $k = 1$ | 6 | $\frac{52}{7}$ | $\frac{1222}{63}$ | $\frac{2878}{99}$ | 01110 011010 01101010 |
| $k = 2$ | $\frac{95}{7}$ | 001110 | 00111010 | 0110101010 |
| $k = 3$ | 163571425 | 0460588 | 00011110 | 0001111010 |
| $k = 4$ | 13189822020736497658538011 | 27903577238639892208928 | 0000111111 |

| $M_k^r$ | $n = 2$ | $n = 3$ | $n = 4$ | $n = 5$ |
|-------|---------|---------|---------|---------|
| $k = 1$ | 6 | $\frac{88}{7}$ | $\frac{1334}{63}$ | $\frac{3148}{99}$ | 010110 01011010 |
| $k = 2$ | $\frac{120}{7}$ | 011110 | 01011100 | 0101011100 |
| $k = 3$ | 84904643 | 0360294 | 01111000 | 0101111100 |
| $k = 4$ | 2709314276207530844991687 | 55810754197283992208928 | 0011110000 |

| $M_k$ | $n = 2$ | $n = 3$ | $n = 4$ | $n = 5$ |
|-------|---------|---------|---------|---------|
| $k = 1$ | 7 | $\frac{103}{7}$ | $\frac{1537}{63}$ | $\frac{3571}{99}$ | 0011 010011 01010011 |
| $k = 2$ | $\frac{120}{7}$ | 001111 | 01001111 | 0101001111 |
| $k = 3$ | 163032013 | 0360588 | 00011111 | 0100001111 |
| $k = 4$ | 1346887597322692619542175 | 27903577238639892208928 | 0000011111 |

Data for larger $n$. For example, we used Sage\(^8\) to run 1000 random trials for every deck in the highest tier $k = n - 1$ with $n = 26$; the results are shown in Table 2. These data should not be considered overly precise – in a separate experiment, running ten trials of 1000 runs each with the deck 026\(^{126}\) produced averages ranging from 1152.186 to 1217.809 – but they at least give a sense
Figure 6. Exact data and bounds for the expected number of steps to absorption when \( n = 7 \), by tier. The red curve is the upper bound from Corollary 5.5 and the blue curve is the lower bound from Theorem 4.6. The exact values of \( M_k \) and \( m_k \) are represented by the orange and cyan dots, respectively; the gray dots represent the mean of \( \lambda_D \) for \( D \) in tier \( k \).

of the order of magnitude; the largest is \( 1244.156 \approx 1.84 \times 26^2 \). These experiments (and other similar ones not shown) are compatible with the following conjecture.

**Conjecture 6.1.** We have

\[
\max \{ \lambda_D : D \text{ any deck} \} \leq C n^2 + o(n^2)
\]

as \( n \to \infty \) for some absolute constant \( C \leq 2 \).

We present some initial thoughts on proving such a conjecture. The first observation, captured by the next theorem, is that random steps are essentially irrelevant.

**Theorem 6.2.** Suppose that \( D \) is a deck in tier \( k \). The average number of random moves before absorption is \( 2n H_k \), where \( H_k \) is the \( k \)-th harmonic number.

**Proof.** By Proposition 4.2, each time we reach an \( r \)-deck in tier \( k \), the probability we proceed to tier \( k - 1 \) is \( k/2n \). Therefore, by a standard result (summing a geometric series), the expected number of random steps necessary to reach tier \( k - 1 \) from tier \( k \) is \( 2n/k \). Therefore, by induction, the expected number of random steps to reach tier 0 from tier \( k \) is

\[
\frac{2n}{1} + \frac{2n}{2} + \frac{2n}{3} + \ldots + \frac{2n}{k} = 2n H_k,
\]

as claimed. \( \square \)
Since $2nH_k = o(n^2)$, for large $n$ all but an infinitesimal fraction of moves taken starting from an arbitrary deck on the way to tier 0 must be deterministic. Our current analysis essentially assumes the worst possible scenario for deterministic steps after each random step. One might hope to get better results by considering more carefully the distribution of possible numbers of deterministic steps.

### 6.3. Unbalanced decks.

Consider a version of the game studied above with $m$ red cards and $n$ black cards, where $m < n$. Some aspects of the preceding analysis continue to hold; in particular, Theorem 2.3 carries over essentially verbatim: the decks can be divided into $m$ tiers, depending how many blocks of each color there are, and a single random move either returns to the same tier or moves one tier lower. Can one give bounds on the expected number of steps to tier 0 (the tier in which all $m$ red cards are in separate blocks)? In this version of the process, tier 0 has nontrivial structure, which essentially boil down to a recurrent Markov chain on compositions of $n$ into exactly $m$ parts. What are the dynamics of this chain?

### 6.4. Other variations.

We describe here some variations of our process that might also be interesting to study.

1. **One simple variation would be to consider distributions other than uniform for the random insertion.** In particular, the binomial distribution seems natural. Some distributions will have large effects on the overall behavior of the process; for example, if the top card is always inserted before position $n$, then the deck $0^{n-1}1^n0$ will become an additional absorbing state.

2. **Another variation would be to replace the top-to-random insertion with another kind of shuffle.** For example, one could consider the process in which the top card is placed on the bottom if they differ in color, and otherwise a random riffle shuffle is applied to the deck.
deck. The deck in which colors alternate would still be an absorbing state, but one should expect a completely different analysis (no tier structure etc.) and possibly a much longer absorption time. Any other shuffle (random-to-top, block-transposition, . . . ) could be used in place of a riffle shuffle.

(3) Placing the top card on the bottom is an extreme example of a **cut**, where the deck is divided into two intervals and the top interval is placed below the bottom interval. One could define a new random process in which the deterministic move is replaced by a random cut. Cutting an alternating deck always produces an alternating deck, so this chain would still be absorbing. How does its absorption time compare to ours? This rule could also be combined with different kinds of shuffles (as in the previous variation).

(4) One could consider the reversed version of our rule, in which the top card is moved to the bottom when they **agree** in color, and is inserted randomly when they disagree. This process has a tendency to collect cards of the same color together – but unlike our process, it produces a recurrent (rather than absorbing) Markov chain. What can one say about its steady-state distribution?

(5) One could also contemplate decks of more than two colors (or suits). Are there any interesting variations in this setting?
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