A Novel Urban Emergency Path Planning Method Based on Vector Grid Map
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**ABSTRACT** When an emergency occurs in the city, a large area of road congestion usually occurs. Therefore, it is particularly important to provide an effective emergency path planning strategy for vehicles. However, existing emergency path planning methods do not take into account the connectivity characteristics of the road network and commuting capacity. For this purpose, a Grid Map Emergency Path Planning (GMEPP) framework based on a novel model Grid Road Network (GRN) is designed in this paper. First, the road network data is divided into grids under equal spacing bands, and the roads data divided into different grids and use the commuting capacity of each road as the weight of each edge in the grid. Then a Grid PageRank (GPR) algorithm will be introduced, the output value of this methodology is calculated based on the capacity and number of connected edges of all vertices pointed by the external grid in each grid. The higher value of the grid will be recommended to users first when the path is planning. According to the GRN model, an improved Bidirectional Dijkstra will be applied to query the shortest path between two points, which is called Grid Bidirectional Dijkstra (GBD). At last, GMEPP uses Reverse Contraction Hierarchies (RCH) and Multiple Reverse Contraction Hierarchies (MRCH) originality methodologies based on intersection type to speed up the query algorithm GBD. To compare the efficiency of the proposed method, this paper conducted extensive experiments to verify. The results of the test showed that the Grid Bidirectional Dijkstra Multiple Reverse Contraction Hierarchies (GBD-MRCH) is better than other methods in different grid distributions.

**INDEX TERMS** Emergency path, path planning, transportation network, query optimization.

**I. INTRODUCTION**

In recent years, as the urban road network has become more complex, the degree of road congestion has increased. If the emergency with a road occurs, the vehicles will have a large area of congestion within a period. Therefore, emergency navigation has become more and more significant [29]. For example, if an emergency occurs in a certain zone, then this zone will be unsafe so that vehicles in this area should evacuate to safe areas immediately [26]. Elbery \textit{et al.} proposed a vehicular Ad-hoc Networks (VANETs). This method uses linear programming optimization and stochastic routing to navigate vehicle crowds in case of an emergency evacuation or after special events [27]. Furthermore other researchers have a focus on the evacuation model of crowd type [28], [30].

Recently, with the maturity of car navigation technology, more and more people will choose to rely on the path provided by the navigation device to travel when traveling [2]–[4]. In this case, the navigation system has the known origination and the specified destination. However, based emergency, there may not have a destination when start navigating [33]. The only goal is to disperse vehicles and crowds to relatively safe areas as soon as possible.

So far, some researchers have proposed related evacuation models and models of evacuation congestion in this research direction [5]–[8], [35]. Chang \textit{et al.} advanced dual route planning for unknown scaled [1]; paper proposed that...
every path which has the emergency zones have separated functionalities. When an emergency happens, it can effectively evacuate people. Khalid et al. proposed that using an Immune-based approach to solve the dynamic path planning problem [9]. Other researchers have analyzed the multi-factor conditions during evacuation as the basis for choosing the evacuation path [10]. Dulebenets et al. aims to fill the existing gap by investigating the impact of a various factors (including driver characteristics, evacuation path characteristics, driving conditions and traffic characteristics) on the main driving performance indicators in emergency path planning [11].

Research path planning with emergencies falls into three categories: (1) Simulation methods that model traffic flow at a single vehicle level [12]. (2) Liner Programming methods that generate time-oriented optimal evacuation plans which minimize the total evacuation time [13]. (3) Heuristic methods such as the multi-objective path search in a smart city [14]. Which, based on Linear programming approaches, use flow network methods to evaluate the paths. The road network is transformed into a time-expanded network by duplicating the original evacuation network G for each discrete time unit \( t = 0, 1, \ldots, T \) [15]. Sun et al. studied to timely decisions and efficient planning [16]. Understanding crowd dynamics is needed to enable real-time updates of immediate threats, identify patterns or impacts, and provide a practical and effective Emergency Route Planning (ERP) approach.

The above methods are all around the weight factors of the query path and the evacuation subject to do the evacuation path planning. In this paper, road network maps are added to the study of path planning in emergency situations as variable weights. If the road network map is slightly adjusted, the query result may differ from that in the original map. To address these issues, a Grid Map Emergency Path Planning (GMEPP) framework is proposed in this paper, and this method can effectively solve vehicle evacuation from an unsafe zone to safe zones. The Grid Bidirectional Dijkstra (GBD) algorithm is divided into two parts. The first part is to query the grid with higher commuting ability; the second part is the shortest paths query within the grid. However, for a large and medium-sized city, the number of intersections may reach ten thousand. When make a path query in the original graph, the method cannot return the ideal result quickly and effectively, so it is very important to reduce the number of intersections. Therefore, the two algorithms will be introduced: Reverse Contraction Hierarchies (RCH) and Multiple Reverse Contraction Hierarchies (MRCH) to reduce the number of intersections in the road network. In short, the contributions of this study are summarized below:

1. This paper introduce a grid road network model under the background of the emergency called GRN model.
2. A novel method called GPR to sort all grids and assign different rank value to each grid.
3. A GMEPP framework based on GRN will be described, this method uses GBD algorithm for shortest path recommendation, which can effectively use the grid road network data for path planning.
4. Two graph compression algorithms are proposed based on GRN and actual network characteristics: RCH and MRCH, to speed up the path query with emergencies.

The rest of this paper is organized as follows. In Section II introduces the theoretical knowledge of emergency path planning and problem definition. In Section III presents the two new models for emergency path planning. In Section IV introduces details of grid sorting GPR algorithm based on grid map. In Section V describes a path query GBD based on grid map. In Section VI considering the existing path query acceleration algorithm, an acceleration path query algorithm RCH and MRCH based on intersection type will be introduced. In Section VII presents GMEPP with a large number of experiments. The conclude this paper in Section VIII.

II. PRELIMINARIES AND OVERVIEW

Emergencies in the city are usually causing varying degrees of property damage and casualties, and often accompanied by the need for decision-makers to do reasonable planning in a short time [17]. For example when a car is driving on the road in a city, a serious traffic accident occurs at a nearby intersection, causing crossing congestion and the inability of nearby vehicles to move for a certain period. It can waste not only many resources but also delays the best time to rescue the injured in the accident. Therefore, how to effectively evacuate vehicles to safe zones in the shortest time has become the focus of current research on establishing emergency navigation in cities.

A. RELATED THEORIES AND METHODS

So far, the traditional ERP approach that an evacuee can choose an infinite number of candidate routes poses as a major complexity problem when faced with large-scale evacuation as the search space is exponentially increased [18]. Yamada used the shortest path problem and the minimum cost flow problem to study the optimization of urban evacuation planning in major disasters [19]. It is mainly used in the emergency planning phase and does not consider the dynamic characteristics of real-time evacuation. Tao et al. used the context of Spatial Network DataBases (SNDB) for a real-time query to recommended route the users [20]. Zhu et al. studied the update of disaster information, path selection and transportation time selection of emergency relief materials [6]. Yang et al. studied an initial assignment scheme based on the clustering algorithm, which considers both the number of informed pedestrians and the number of uninformed pedestrians [16].

The generation of the navigation technology is to carry out reasonable path planning, and the processing of this technique is given the optimal path between two known places. When considering that vehicles in emergency areas need to be evacuated to safe areas, there are two purposes: one is to ensure people’s safety and property to minimize losses. The second
is to reduce the possibility of road blockage during the evacuation process. Fig. 1 shows the basic evacuation rules.

Emergency path planning based on the navigation of the grid has higher accuracy and better efficiency [36]–[39]. Emergency navigation should have two categories: the first type is for evacuation route planning for vehicles in the emergency area; the second type is for detour route planning for vehicles that are far from the emergency area. If the vehicle far away from the place of the emergency area, when consider that the traffic jam has little influence on the first navigation path. Therefore, this paper conduct research on the first type of evacuation problems. It is worth noting that in this paper, not only the road with the shortest distance is recommended to the vehicle during the path planning, but it also ensures that the grid area passed by the vehicle has a high-rank value.

The GMEPP framework based on the grid map to solve the fast evacuation for vehicles. When considering interactive traffic conditions, evacuation routes should have a higher commuting ability as possible. Normally, the grid with more interactions indicates that it has a relatively good traffic guidance ability when happening emergencies. In this way can guarantee that the proposed method will be more effective for evacuation vehicles. In other words, the framework will give the vehicle priority to provide the area with a larger rank value as the choice for evacuation because it define that the larger the rank value that the higher the commuting capacity of its area. Thus, people who are driving the car can have more than one path to successfully arrive at the destination and minimize the impact of emergencies on navigation as much as possible.

There are some advantages to path planning on a grid map, (1) the ability to identify urban areas and streets quickly; (2) uniqueness of location; (3) convenient for path planning. But it also has some disadvantage: the efficiency of path planning is not high enough and the space could be wasted (the resolution of the grid does not depend on the complexity of the environment); accurate vehicles position estimation is needed; the effect of human-computer interaction for object recognition is not good. To address these defects, a path planning method called GBD will be given details in Section V.

**B. PROBLEM DEFINITION**

When the vehicles are driving in an emergency grid (the rank value of the grid is -1 when an emergency occurs). GRN model can provide a reasonable evacuation path for the vehicle, so that the vehicle can drive from an unsafe area to a safe area in a short time. This paper will divide the grid into two categories: one is defined as the US-GRID (take place an emergency grid, i.e. unsafe grid). The rest is defined as $S - GRID$ (safe-grid, these grids are far away from the US-GRID cars should carry on passing round than original paths). The vehicles in $S - GRID$ will get the navigation information about the exact location of the emergency (i.e., the grid ID) and the time of occurrence. The definition of problems is as follows.

1. The grid map, assigned according to the regional characteristics, can effectively carry out path planning. However, the current research does not have an effective method for dividing the grid map and how to assign values to the grid.
2. When an emergency occurs, the existing path planning methods cannot effectively make a reasonable evacuation path planning scheme based on the grid map.
3. Existing graph-based accelerated query algorithms are no longer suitable for computing in the grid map case.

According to the first question, input a road network map $G = < V, E >$, which contains the latitude and longitude information of the $V$. Calculation by GPR method, output a grid map with weight. The second problem is to input two latitude and longitude coordinates. According to the GBD method, an evacuation path $SP$ (i.e., Shortest Path) will be returned, and the grids have a large rank value compare with adjacent grids in which the path passes. There is define the shortest path as the closest path from the current position to the higher rank grid. The input of the third problem is a grid map $Gn$, and a contraction grid map with a small number of vertices compared to the original grid map is obtained by the graph compression method.

The vehicles in which the US-GRID once receive notification of an emergency, the first response was to choose the nearest safe area for evacuation. However, selecting an evacuation grid as a unit of the partitioned grid is important to escape information recommended by current navigation equipment. The quality of the recommended grid directly affects the efficiency and time of evacuation. For example, if the road in a selected grid is smooth and the traffic flow is fluent (i.e. more lanes), and there are more intersections and more choices, the probability of such grid being selected as evacuation is larger than other grids. Because the grid has relatively large interaction, then the evacuation routes available for vehicles will be more selective. The higher the selectivity, the greater the probability that the vehicles can reach the original destination. Which grid to recommend will be the focus of this paper research and discussion. Table 1 shows the main parameters mentioned in this article.

**III. TWO NEW MODELS BASED ON EMERGENCY PATH PLANNING**

In the section will describe two models: the emergency navigation road network model and the grid map model. Both

---

**FIGURE 1.** Emergency path planning instructions and detours.
### TABLE 1. Notations.

| Notation | Definition |
|----------|------------|
| V        | A set of intersection |
| E        | A set of ordered pairs of vertices |
| T        | Represents the average time of the vehicle passing through the road of two intersections |
| Lenght   | Stands for the length of the road |
| S        | The average speed of the road |
| T_q      | The query time is taken into consideration |
| n_q      | Represents the number of partitions |
| G_n      | The whole city map in grid n_q x n_q |
| P_r(w)   | The ranking values of the page web |
| P_q(w)   | The ranking values of the web page without infinite loop |
| R_t      | The GPR value of a grid |
| P_r      | The road weight with inbound the R_t |
| com      | Stands a collection of different vertices pointed to the same grid in one grid, the value is the number of edges R_t |
| V_grid,q | Stands a total number of vertices in grid |
| N        | The number of grid, all of which contain at least one intersection |
| GIDN     | Represents a grid number of In-degree |
| dist[c]  | Stores the temporary shortest path in each grid |
| MV       | Refers to the maximum number of vertices in the grid after different grid |
| AIG       | Stands for the average number of intersections in one grid |
| ARG       | Stands for the average number of roads in one grid |
| Variance | Represents the distribution density of nodes |
| NGS      | Represents the GBD searched the number of grids |
| NVS      | Represents the GBD searched the number of vertices |
| CV       | Represents that have been contracted the number of vertices in the road network |
| CE       | Represents that have been contracted the number of edges in the road network |
| ART      | Stands for the average runtime of the algorithm |

models are improved based on the graph structure pattern. In particular, the GRN model improves the original graph structure model to a model that uses the characteristics of regional roads to represent edge weights.

### A. ROAD NETWORK MODEL

A Spatial-Temporal graph based intersection can be represented as a directed Graph \( G = \langle V, E \rangle \), where \( V \) is a set of intersections and \( E = \langle v_i, v_j \rangle \) is a set of ordered pairs of vertices and indicate that there is a path between \( v_i \) to \( v_j \) and \( v_j \in V \). Noted that the direction of each path is a vector and the time at point \( v_j \) is ahead of \( v_i \) time. One path \( < v_i, v_j > \) means vehicles start form source point \( v_i \) and their destination is point \( v_j \), with a weight \( w := < v_i, v_j, T > \) defined as time cost for a pairs of intersection \( i \) to \( j \). \( w \) is a non-negative number is all lengths are positive.

It is emphasized that the time \( T \) represents the average time of the vehicle passing through the road of two intersections, and the value of \( T \) is a function represented as \( T = \text{Lenght} / S \), which is not fixed and \( \text{Lenght} \) stands for the length of the road, \( S \) is the average speed of the road. The speed of the road network \( S \) at the query time \( T_q \) is taken into consideration in the path planning method. The purpose of \( T_q \) is to ensure the optimal path for users at this moment, because \( S \) of the road has a different value at different times.

### B. GRID ROAD NETWORK MODEL

Grid map is modeled as a \( Gn = \langle Pr, grid_id, (v_1, v_2, \ldots, v) \rangle \), where \( Gn \) is the whole city map in grid \( n_q \times n_q \) and \( grid_id \) represents ID in the map (the value of \( n_q \) will be given in details in the experiment section), \( P_r \) indicates a ratio of the number of intersections in the grid to the number of intersections in other grids. The value of this ratio will be considered as the commuting ability of the grid. The sorting algorithm will adopt a PageRank-based grid sorting algorithm GPR (the implementation of the algorithm will be described in detail in Section IV). \( v \) stand for all the vertices in the grid, the more intersections in a grid, the stronger the grid’s ability to communicate to other grids, the other is an out-degree set \( V_out \in V \) that contains all the vertices in each grid.

The grid map divides the entire map into several sub-maps, \( G_i \in G \). There will be several intersections and roads in each grid, and there will take these factors into account when assigning values to the grid. After dividing the map into multiple areas, the framework can assign values to each area according to the setting of parameters. These values provide an important basis for the evacuation path planning. The change of these values exactly reflects the weight change of the region, and at the same time provides a reliable basis in theory, which guarantees that the method will quantify intersections and roads into computable weight problems when algorithm search for paths later. This is exactly the advantage of doing a path search on a grid map. It is worth noting here that the irregular shape of the city map causes some grids to contain no intersection or road after our grid, so these grids ID will be deleted from the data during preprocessing.

### IV. GRID RANK BASED ON ROAD NETWORK MAP

Under the influence of emergencies, the navigation path’s first response should be to evacuate the existing vehicles to surrounding areas quickly. However, the intersection and road factors will directly affect the quality of the route (i.e. commuting capacity). In the following will introduce a GPR method based on a grid road network map, which assigns a rank value to the grid with intersection and road factors.

The sorting algorithm used in this paper is based on the improved GPR algorithm of the traditional PageRank method. In 1999, the paper [18] by Page et al. introduced an algorithm called PageRank. The main idea of this algorithm is that the more ‘effective’ a page is, the higher the quality of links of the Page, and the easier it is to other ‘effective’ pages. Therefore, the algorithm fully utilizes the relationship between web pages to calculate the importance of web pages. The uniqueness of this method is that it takes into account the correlation between all entities. The traditional value of rank
is calculated by Formula (1) and Formula (2).

\[ P(w) = e \sum_{S_m \in S_n} P(m)/N_m, \quad S_m \in S_n \]  
\[ P^*(w) = e \sum_{S_m \in S_n} P^*(m)/N_m + eE(w), \quad S_m \in S_n \]  

where \( P(w) \) and \( P^*(w) \) are the ranking values of the web page. It is note that the \( P(w) \) result contains the possibility that the rank is 0, which means that there is an infinite loop, but the Equation (2) plus the damping factor prevents the rank from being zero, because the page is zero will not be sorted. \( e \) is damping coefficient, \( m \) represents current web page, \( S_m \) belongs to a page linked into \( P(w) \) and \( P^*(w) \), \( S_n \) refers to all pages linked to page \( m \), \( P(m) \) and \( P^*(m) \) indicate the rank value of the current page \( m \), \( E(w) \) is some vector over the web page that corresponds to a source of rank and \( N_m \) is the total number of pages. Finally, the web page will be sorted according to the value of \( P(w) \), and the high rank value will be recommended to users first. Equation (1) and Equation (2)

The grid map’s purpose is to map the entire city to different grids and calculate the number of intersections and the grid’s capacity as the weight of the grid. The Fig. 2 shows that the grid intersection (blue dots) is divided into different grids. According to GPR, grid1 with four intersections ranks higher than grid2 with two intersections, because grid1 has better evacuation ability than grid2 in terms of the number of intersections. However, the actual situation also need to consider road connectivity, which is the In – degree and Out – degree of each intersection and in the grid maps. In order to solve this problem, this article introduces a grid-based map GPR algorithm for grid rank value. In this method that intersections in each grid (vertices in the network) and specifies the number of vertices in each grid defined as \( n_g \), the size of \( n_g \) is a factor for sorting the grid in the whole road network. The selection of \( n_g \) plays a key role in the grid sorting. Considering the number of lanes in each pair of vertices. The more lanes, the road has, the greater the road at a certain time than the road with fewer lanes.

The rank value of the grid is iteratively calculated by the GPR method. GPR treats the number of edges as all the vertices in the grid connected to other grid vertices. The number of edges out of the grid is defined as Grid In – Degree Number \( (GIDN) \). This value will be added to the Equation (4) as a parameter to grid rank. The rank value of each grid can be calculated by Equation (3), Equation (4) and Equation (5).

\[ GPR(gridID) = \frac{\sum_{i=1}^{k \in N} R_i \ast P_i + (1 - e)/N}{e} \]  
\[ R_i = \sum_{i=1}^{GIDN_i} e \ast L \]  
\[ P_i = \frac{V_{grid_i}}{V} \]

In the Equation (3), Equation (4) and Equation (5) that the result of \( GPR(gridID) \) \( \in [0, 1) \) is the rank value of the grid (the range of values of GPR will be described in detail in the experiment section). If \( GPR(grid1) < GPR(grid2) \), then \( GPR(grid1) \) will be recommended because it has higher value. Where \( k := \) the number of the grid in which vertices are directly connected, it indicates that the vertices in the grid are not necessarily connected to the adjacent grids. \( R_i \) is the GPR value of \( i \)th grid, \( i \) stands for the ID of the grid, \( com \) is defined a collection of different vertices pointed to the same grid in one grid, the value is the number of edges. \( L \) is the number of lanes of the road. A damping factor \( e < 1 \) is to prevent local circulation between grids and increase the rate of convergence. \( P_i \) is weight, and the larger the the \( P_i \), the larger the number of intersections in the \( i \)th grid indicates bigger weight, \( grid_i \) stands \( i \)th grid, and \( V \) is vertices total number in the whole network. \( V_{grid} \) is a total number of vertices in \( i \)th grid, meanwhile the more likely it is to be selected when navigating. \( N \) is the number of grids, all of which contain at least one intersection.

Algorithm 1 GPR

1: Input: road network \( G = < V, E > \)  
2: for coordinate in \( G \) do  
3: Grid = ID  
4: for calculation number of grid and line do  
5: line = weight < \( v_i, v_j > \)  
6: \( A_{matrix} = Edge\ outdegree < v_i, v_j > \)  
7: end for  
8: end for  
9: Initialization \( R_0 = 1/N \)  
10: for GPR-Iterate(grid) do  
11: \( R_0 = 1/n \)  
12: \( k = 1 \)  
13: for \( R_{k+1} = A_{matrix} \ast e \ast P_i \ast L + (1 - e)/N \) do  
14: \( k = k+1 \)  
15: if \( R_{k+1} - R_k < \) sum then  
16: return \( R_k, G_k \)  
17: end if  
18: end for  
19: end for
First, the algorithm loads the road network data, rasterizes all intersections into different grids according to given coordinates, and assigns an ID to each grid. Count the number of intersections in each grid, the number of grid number entrances and exits GIDN (GIDN details will be given in this section of the end part), these are taken as rank factors. According to [18] initialize the grid and the rank value of each grid is 1. At this time, the value of the edge is 1/N and weighted to the rank value of the connected grids, repeat until the rank value of all grids is less than one parameter, then the algorithm stops, where \( N \in \text{grid number}, e = 0.85 \). \( A_{\text{matrix}} \) is a matrix for each rank calculation.

The number of map grids dominates the running time of the algorithm after rasterization. In one iteration, the algorithm needs to calculate the rank value of each grid in turn, i.e., \( O(n) \). When calculating the value of a certain grid that need to consider the adjacent grid’s rank value. In this analogy, when calculating the rank value of each grid, the other grids must be calculated again, i.e., \( O(n – 1) \) times, so the time complexity of the GPR algorithm is \( O(n(n – 1)) \), i.e., \( O(n^2) \), where \( n \) is the number of intersections in the road network.

![FIGURE 3. Connectivity of intersections.](image_url)

In Fig. 3, the distribution of intersections with four grids and their In – degree and Out – degree are simulated. The points in the figure represent the intersections, the dotted lines and solid lines represent the roads in the city, and the red lines stand for the path from this grid to another grid. In Fig. 3 shows the v4 in grid2 belongs to the mentioned circular intersection in the above section. Generally, such an intersection has five to six entrances, and exits, the intersection of this type has the strongest connectivity. v2 has an one-way path in that all are slightly less connected than v4. GIDN represents one lane of a road, and GIDN * L represents the commuting capacity of the road.

When GPR calculates the rank of grid2 and grid4, the number of junctions of grid2 have six intersections and grid4 have four intersections so that the grid2 has higher rank value. However, when comparing grid1 with grid3, because the number of intersections of grid1 is equal to that of grid3, it can’t solve the rank problem very well.

V. PATH PLANNING BASED ON GRID MAP
An effective query algorithm can achieve the goal of path planning in a short time. Traditional path recommendation methods include the Bidirectional A-star algorithm, Bidirectional Dijkstra algorithm, D-star algorithm, and so on. However, these conventional path planning methods are no longer applicable to GRN model. A new path planning method needs to be designed in conjunction with a grid map because of the need to combine secondary path planning and phased planning in emergency path planning.

A. TRADITIONAL BIDIRECTIONAL DIJKSTRA
First review the Bidirectional Dijkstra algorithm, which is a famous method for finding the shortest distance between two points. The Bidirectional Dijkstra algorithm is improved in its initial one-way stage [19]. In FORWARD and BACKWARD search that the edge with the smallest boundary weight is found from \( s \) to \( d \). In the shortest path search process, firstly, four sets are established, namely forwardset(\( s \)) \( \in V \), backwardset(\( d \)) \( \in V \), forwardrelaxed (fr) \( \in SP < s, d > \) and backwardrelaxed (br) \( \in SP < s, d > \). These four sets store Map and Heap for vertices of forward and reverse searches. Map is defined as maintaining the set of vertices that have popped up from Heap sets. Heap is defined as maintaining the set of candidate vertices that have been processed.

To illustrate, Fig. 7 (a) shows the search process of the Bidirectional Dijkstra algorithm form source \( s \) to destination \( d \), i.e. Bidirectional Dijkstra algorithm will try to find Shortest Path \( SP < s, d > \). The algorithm begins with forward search (starting from source vertex label \( F \)) and backward (starting from destination vertex label \( B \)). Initially, \( SP < s, d > = \infty \) and processed (\( v \in V \)) = \( \emptyset \), and storage in the form of triple array as \( < v_i, v_j, \text{weight} > \).

The forward search and the backward search should compare whether the current fr and br vertices are the same in vertex \( u \) before each search. If fr equal br that when the first candidate optimal path is obtained, otherwise the two-way search should be continued if an estimated optimal of the current vertex is larger than current potential optimal in any direction, the search in that direction stopped.

B. GRID BIDIRECTIONAL DIJKSTRA
A GBD algorithm based on the GRN model will be introduced in GMEPP framework. About the GBD algorithm, the number of intersections in each grid directly affects the ability of evacuation and connectivity. The larger the rank value that is the greater the probability of evacuation efficiency. There are two types of navigation in our method. The first one is emergency navigation, which requires two or more path queries. The second one is to navigate around the area near the emergency area.
Firstly, no matter what kind of emergency path planning methods aim to evacuate all vehicles close to emergencies orderly to safe areas. The conditions here are no longer suitable for general path planning algorithms. Because the recommended path is no longer the shortest distance problem, but how to quickly evacuate the vehicles near the emergency and maintain the smooth flow of the disaster area in a certain period. Secondly, many graph search technology needs to set emergency area as evasion area, carry out secondary navigation for existing vehicles passing through the area, first guide them into the nearby safe grid, have higher ranks, and use Bidirectional Dijkstra algorithm for secondary path planning until the destination. In the same grid, the Bidirectional Dijkstra algorithm is used to search. The starting point is the vehicle’s current position, and the endpoint needs to be further subdivided.

The GBD algorithm judges the distance from the disaster area according to the starting point of the input. If the distance is within the same grid, the grid with higher rank value nearby will be searched first and the path planning will be carried out. It is noted that there need to do a further analysis of the destination point coordinates. The final evacuation destination must be different from the current vehicle itself (mainly to distinguish between US—GRID and S—GRID). When the algorithm reads the grid adjacent to a higher rank, it calculates the ID of the nearest intersection of the grid and returns it to destination vertex $d$.

![FIGURE 4. Grid bidirectional dijkstra search.](image)

Fig. 4 shows how to do path planning from $grid_5$ to $grid_2$. $s$ is the starting vertex and $d$ is the target vertex. The whole path $Path = | < s, v_1 >, < v_1, v_2 >, < v_2, v_3 >, < v_3, v_4 >, < v_4, v_5 >, < v_5, v_6 >, < v_6, d > |$, where $v_3 = d'$ and $v_4 = s'$. $d'$ is the temporary target vertex in the same grid, and $s'$ is the starting vertex in the adjacent grid. The edges of $d'$ to $s'$ belong to adjacent edges.

The GBD algorithm process is described as follows: The source vertex $s$ is popped from Heap. If the next search vertex $u$ has the same grid as vertex $s$, then the two-way algorithm is used to query and calculate the shortest path. However, when the next vertex is in a different grid, the rank between the grids are compared by GPR, and the grids with large values are selected to continue searching. The array $dist[e]$ stores the temporary shortest path in each grid. Path records all the passed grid nodes ID and $dist[e]$ for each grid. The Equation (6) shows the range of values for $dist[e]$. The Equation (6) and Equation (7) for the shortest path with GBD is as follows:

$$SP < s, d, grid > = \min [SP < s, u, grid > + SP < u, d, grid_d > |]$$

$$SP < s, u, grid_d > = \min [< s, u_0, t_0 > + \ldots + < s, u_n, t_n >, t_0, t_1, \ldots, t_n \in T]$$

$$dist[e] = \begin{cases} 0 & \varepsilon = s, \\ \infty & \varepsilon \neq s, \varepsilon \neq v_s, v_e, T \rightarrow \text{nonexistent}, \\ w & \varepsilon \neq s, \varepsilon \neq v_s, v_e, T \rightarrow \text{existent}, \end{cases}$$

where $T$ is the time to pass $v_s$ and $v_e$. The critical part of the GBD algorithm is to find the most suitable path between and within the grid for the evacuation of the vehicle. By input a source $s$, a destination $d$ and query time $T_q$, the algorithm will return two lists $GridSet$ and $PointSet$ eventually. $GridSet$ and $PointSet$ will store the list of result grids ID and the list of points the vehicle needs to go through, respectively. The algorithm 2 describes the processing of GBD. The above three equations are an improvement on the original equation of traditional Bidirectional Dijkstra algorithm, adding the grids search and a limiting factor $T$, and changing the original shortest path as the purpose to the optimal path. The optimal path here refers to the time taken by the vehicle from the emergency point to the terminal point is less than the time taken by other paths.

It is worth noting that if the query point is not within the latitude and longitude coordinates contained in the intersection, for example, on the road or at a location on a nearby road. Then our GBD will first perform the offset processing of the query point. In other words, is select the intersection point closest to the query point as the input point during query through the Euclidean distance between the two points. Here GBD will compare the latitude and longitude to select the appropriate query input point.

The time complexity required in the path search process in one direction is $O(n^2)$. From the input point, the algorithm needs to query the edge weights between adjacent points in sequence, so it needs to be calculated in sequence. At the same time the GBD algorithm uses Heap to store point, so the time complexity when searching in both directions is $O(2\log n)$, $n$ is the number of vertices.

The GMEPP framework stipulates that the more intersections in the grid have, the stronger the commuting ability, the better the ability to access other grids. When disasters take place that the surrounding vehicles will be required to evacuate to the grid with higher rank value at the first time.
Algorithm 2 GBD

1: Input: $G_s$, and Source $s$, Destination $d$, Query time $T_q$
2: Initialization Matrix[$i$][$j$], Matrix[grid$_i$][grid$_j$], $f$s, $b$s, $f_r$, $b_r$, GridSet, PointSet
3: if Source $.$ grid$_i$ == Destination $.$ grid$_y$ (Means to make a path planning within the grid) then
4: for forward search $s$ and backward search $d$ do
5: relax edges must be belongs to the same grid$_id$
6: if $s$, $b$s = $d$
7: if $SP < s$, $d$, grid$_id$ = min $|SP < s$, $u$, grid$_id$ > + $SP < u$, $d$, grid$_id$ >|
8: PointSet = $s$, $u$, $d$
9: if $SP$ has been found then
10: break
11: end if
12: end for
13: end if
14: end if
15: end for
16: if Source $.$ grid$_x$ != Destination $.$ grid$_y$ then
17: for forward search $G_s$ and backward search $G_d$ do
18: choose adjacent grid$_id$ has a larger RANK value
19: if $\text{GPR(grid$_i$)} > \text{GPR(grid$_j$)}$, $i$, $j$ adjacent grid and they must have link edges then
20: GridSet = grid$_i$
21: end if
22: if $G_s == G_d$ then
23: return GridSet
24: break
25: end if
26: end for
27: end if

It can evacuate the vehicles near the emergency site to safe areas effectively.

VI. ROAD NETWORK OPTIMIZATION

Preprocessing generates a multi-layer structure, each point in a layer. Priorities of vertices should be defined in advance, and sorting conditions can be set as needed, directly affecting the efficiency of preprocessing and searching. Contraction hierarchies algorithm uses the number of intersections from low to high as a priority in order to select the points for contraction. With more forks there are at the intersection and it has a stronger capacity for vehicles, and the ability to connect with other intersections is about smaller than the number of forks.

A. VERTICES CONTRACTION HIERARCHIES

The traditional CH algorithm contracts the vertices from a higher level to a lower level [16], [17]. For example, assume that vertices of a graph $G = < V, E >$ are named as $(1, 2, ... , n)$ in ascending order in terms of importance. This property is achieved by replacing paths of the form $< u, v, w >$ by a shortcut $< u, w >$, note that the $< u, w >$
is only required if $< u, v, w >$ is the only shortest path from $u$ to $w$. The higher the capacity of the vertices, the higher the contraction level. Conversely, the lower the vertices capacity, the lower the contraction level. Therefore, contraction of the vertices in the road network by the traditional method is not required, so the order of contraction needs to be changed. While other studies relatively focus on time and turn [31], [32]. However, GMEPP will be more focused on the characteristics of the intersection in an emergency situation.

B. REVERSE VERTICES CONTRACTION HIERARCHIES

In the urban road network, the vertex is usually expressed as an intersection, known that the intersection is often divided into L-Junction intersection, T-Junction intersection, and Circular-Junction intersection (there maybe five to six forks). L-Junction is an intersection with two entrances and two exits. This kind of intersection usually appears only in the dense area of residential buildings in the old urban area. T-Junction is designed to solve the problem that the distance between the two intersections is too long; this kind of intersection also appears more in the old urban areas. The crossing is the most common way of the intersection, which usually occurs in urban areas and branches or main roads. This type of intersection will be used as the main way of intersection in busy urban areas. The last one is the Circular-Junction intersection, which usually appears for vehicles moving in different directions, and the intersection usually accompanies the emergence of turntables. When the vehicle reaches the intersection, it will go up to a circular road to circle, and the direction of the disc is fixed to counterclockwise. Fig 5 (a) and (b) have shown the distribution and type of junctions, respectively.

In order to address the different characteristics of intersections, this paper studies a Reverse Contraction Hierarchy (RCH) based on the grid map to reduce the computing time of the shortest path. The important factors will be discussed in traditional CH calculation before introducing RCH method.

The meaning of importance in traditional CH algorithm refers to the number of entries and exits vertices. The vertex with a higher degree is more important than others; the traditional CH algorithm is based on the principle that the vertices in the original network are contracted. RCH method will reverse this principle. For example, an intersection is an L-Junction intersection, $\alpha = 1$, and satisfies the intersection that must be crossed on multiple shortest paths and does not affect the value of other shortest paths. To be frank that the more important the intersection is visited, the more likely it will be contracted. RCH will be set a contraction factor $\alpha$ ($\alpha$ represents the intersection type), and the value of $\alpha$ will determine whether contraction should be applied to this vertex in our RCH method.

The main factor affecting the time complexity of RCH is to access the vertices in the graph. RCH is compared to the traditional CH algorithm that eliminates the shortest path search process. Each vertex in the network only needs to
Algorithm 3 RCH

1: Input: $G_n$, IndexTable
2: Initialization IndexTable
3: for $v_i \in V$ classify by “intersection-Type” do
4: if out-degree number of $v_i \leq 2$ then
5: $\alpha_i = \text{“L-Junction”}$, delete $v_i$ form $G$ and $<v_{i-1}, v_{i+1}> = <v_{i-1}, v_i, v_{i+1}>$
6: weight $<v_{i-1}, v_{i+1}> =$ weight $<v_{i-1}, v_i, v_{i+1}>$
7: shortcut $<u, w>$ add LinkedHashMap $<key, value>$
8: shortcut $<u, w>$ store IndexTable
9: $key = u - w$, value = weight$_{uv}$
10: $\alpha_i = \text{“contracted”}$
11: end if
12: if out-degree number of $v_i == 3$ then
13: $\alpha_i = \text{“T-Junction”}$
14: if $\alpha_i \in \text{The only way which must be passed}$ then
15: delete $v_i$ form $G$ and $<v_{i-1}, v_{i+1}> = <$
16: weight $<v_{i-1}, v_{i+1}> =$ weight $<v_{i-1}, v_i, v_{i+1}>$
17: $\alpha_i = \text{“contracted”}$
18: end if
19: end if
20: if $\alpha_i$ has no contracted then
21: $\alpha_i = \text{“Non-contracted”}$
22: end if
23: end for

FIGURE 5. (a) The road network intersection distribution (b) Contraction diagram of L-Junction and T-Junction intersections.

traverse in order, so the time complexity of RCH is $O(n)$, $n$ is the number of vertices.

FIGURE 6. Schematic diagram of contraction at L-Junction intersection.

FIGURE 7. Shortest Path Planning Process. (a) The vertex search state without contraction (b) The vertex search with RCH (c) The vertex search with after RCH (d) The vertex search with after MRCH.

As shown in the Fig. 6, there are three vertices ($v_1$, $v_2$ and $v_3$) constitute a L-junction road $<v_1, v_3, v_2>$. Form the Fig. 6 shows that vertex $v_1$ to vertex $v_2$ passes through vertex $v_3$, and the path is the shortest path form $v_1$ to $v_2$. At this point that can connect $v_1$ and $v_2$ with a dotted line, called shortcut between $v_1$ and $v_2 <v_1, v_2>$ without $v_3$. RCH will store this shortcut on the original road network, where $v_3$ will be deleted in the road network. In other words, $v_3$ is stored in
the actual road network, but the vertex will be removed in the contracted road network. In searching for the shortest path and it will display \( v_1 \) to \( v_2 \) directly, while \( v_3 \) will be added directly to the feedback of users. So that the query time of the shortest path can be reduced and ensure the integrity of the shortest path information.

The actual complex urban road network has a large amount of data. The single-use of the Bidirectional Dijkstra algorithm cannot satisfy the rapid and effective evacuation and navigation of vehicles near the incident in a short time.

From the Fig. 7 (b) and (c) show that in the process of forward search from vertex \( v_1 \) to vertex \( v_6 \) and vertex \( v_6 \) to vertex \( v_{11} \), it is only one shortest path \( SP < v_1, v_5, v_6 > = 8 \) and \( SP < v_6, v_{10}, v_{11} > = 11 \). In other words, if a car wants to get to vertex \( d \) from vertex \( s \), it must go through vertex \( v_5 \) and \( v_{10} \) in the shortest pathway. In this case, there met the L-Junction mentioned in the query section that in the actual road network, (it is noted that there have two tips: one side may have roads under vertex \( v_5 \), but for various reasons, there is no link in the updated road network. On the other side, there are also T-Junction in the actual road network. T-Junction can be viewed as two L-Junction, which is also applicable to the RCH methodology), so this case RCH contracted the vertex \( v_5 \) and \( v_{10} \), then connect an edge \( < v_1, v_6 > \) between \( v_1 \) and \( v_6 \), and assign the weights on \( < v_1, v_5 > \) and \( < v_5, v_{10} > \) edges directly add to \( SP < v_1, v_6 > = 8 \). This new edge \( < v_1, v_6 > \) called shortcut and store it in the dataset of the road network.

**C. MULTIPLE REVERSE VERTICES CONTRACTION HIERARCHIES**

Algorithm 4 MRCH

1. **Input:** \( G_{rbk}, IndexTable \)
2. **Iteration RCH**
3. **for** DFS \( G_{rbk} \) **do**
4.  **if** contraction vertices != 0 **then**
5.      **break**
6.  **else**
7.    **if** shortcut \( < u, v > \), shortcut \( < v, w > \) adjacent
8.      **then**
9.      shortcut \( < u, w > \) add LinkedHashSet <
10.     key, value >
11.    key = u-w, value = weight_{uw}
12.    shortcut < u, w > store IndexTable
13.  **else**
14.      continue DFS
15. **end if**
16. **end if**
17. **end for**

So far, a RCH method is implemented based on the existing road network datasets. The shortest path query before and after contraction can be seen from Fig. 7 (a) and (c). There are \( V = 14 \) vertices and \( E = 18 \) edges in the original graph (because the directed graph is simulated as an undirected graph, the number of edges stored in the directed graph maybe twice as the number of undirected edges, i.e., \( E \in [18,36] \)). The number of vertices and edges in the contracted graph is 14 and 15, respectively. It is obvious that there are three fewer edges than without contraction in Fig. 7 (c).

After contracting the road network data, noted in Fig. 7(c) that the two shortcuts connected by vertex \( v_6 \) are \( < v_1, v_6 > \) and \( < v_6, v_{11} > \) respectively. If a vehicle want to go from \( v_1 \) to \( v_{11} \) then have to go through these two edges and vertex \( v_6 \). The connection black-wide dotted line of vertex \( v_1 \) and vertex \( v_{11} \) as shortcut edge \( < v_1, v_{11} > \). In this case RCH method will continue to contracted vertex \( v_6 \) as shown in Fig. 7 (d).

Algorithm 4 describes the calculation process of Multiple Reverse Vertices Contraction Hierarchies (MRCH) algorithm. The time complexity is related to the vertex in RCH, and the algorithm needs iterates multiple times, so the time complexity of MRCH is \( O(n \log n) \), \( n \) is the number of vertices.

**VII. EXPERIMENT AND VERIFICATION**

**A. EXPERIMENTAL SETTINGS**

In this section the experimental process and parameter settings will be introduced in detail. The experiments will try different grid sizes and the number of nodes in the grid and the road density as different parameters to test the effect of path query efficiency. According to the following two reasons, our experiment did not compare the existing emergency path planning methods. (1) Different sampling frequencies datasets. (2) A different definition of road network structure. The GMEPP will be main focused on quickly importing vehicles into the grid with a higher rank value. The rest of the paper will be conducted three experiments.

1. The road network divides into a structure composed of \( n_g \times n_g \) grids of the same size with different grid numbers and evaluates the effect of the division. Since the grid at equal intervals (in order to meet the priority requirements for sorting), the city center’s road density is greater than that in the suburbs.

2. According to the divided grids, sort and assign the distribution of all grids. In the actual road network that the carrying capacity of the road is constant. And in the process of driving, the vehicles usually abide by the first-in-first-out principle. The capacity here refers to the maximum value of road carrying vehicles.

3. The efficiency of algorithms will conduct comparative experiments on the proposed path planning methods, including three graph compression methods. The runtime of the search path represents the contraction result.

Our experiment environment is 16G memory, 64-bit Windows 10 operation system and Intel i5 @3.30GHz CPU. The algorithm compilation language is Java and MATLAB, the visualization tool is QGIS. Datasets is Beijing city road network from OpenStreetMap\(^1\) that contains 83884 Vertices and 222778 directed edges after processing refinement, suspension points and lines are not include (suspension points

\(^1\)https://www.openstreetmap.org
and lines refer to those isolated points and edges in the graph, such points and lines usually appear in the villages on the edge). There are also about 500G of vehicle trajectory data and microwave data in Beijing.

B. DISTRIBUTION OF GRID AND GRID RANK

The Equation (9) and Equation (10) are the coordinates of the map. The first step is to find the coordinates of the starting point in the lower-left corner of the map. The vertices with XCoord (x_i < x_others) and YCoord (y_i < y_others) being the smallest, at the same time need to be screened out. However, there may also be such a point with the smallest X-axis coordinates (x_j < x_others) in the whole road network data, but its Y-axis (y_j > y_others) is larger or vice versa. To contain all intersections and these must be identified.

\[
\text{Pointrc} := \{(XCoord < x_i), (YCoord < y_j)\} \quad (9)
\]

\[
\text{Pointlc} := \{(XCoord > x_k), (YCoord < y_l)\} \quad (10)
\]

Pointrc is defined as the coordinate point of the rectangle in the lower-right corner of the map, which must be smaller than the coordinate value of all road network data. Pointlc is defined as the coordinates of the upper Left Corner of the rectangle, which must be larger than the coordinates of all road network data. Next, the coordinates of these two points can be calculated by searching the dataset. Fig 8 shows the distribution result of the whole Beijing city with n_g = 18.

![FIGURE 8. Distribution of intersections with 18 x 18 grid.](image)

The following section will describes that how to progress with our grid program ranks all the partitioned grids. Table 2 shows the grid after rasterization status, n_g × n_g is grid quantity, MV refers to the maximum number of vertices in the grid after different grid. AIG stands for the average number of intersections in one grid, ARG stands for the average number of roads in one grid, and Variance represents the distribution density of nodes.

According to the Equation (11), as follow, N is grid number, v_i is the number of vertices in the i-th grid, \(\bar{v}\) is mean value the smaller the variance, the more well-distributed the segmentation results. Variance is a measure of dispersion in probability theory and statistical variance to measure a random variable or a set of data. Probability variance is used to measure the deviation between a random variable

\[
\text{Variance}^2 = \frac{\sum_{i=1}^{N} (v_i - \bar{v})^2}{N} \quad (11)
\]

and its mathematical expectations, known as the mean. So, the smaller the Variance, the better the rasterization. The result of Table 2 shows that when all vertices are divided into n_g = 18 grids, the maximum number of vertices in the grids is Max = 11095, which means that the rank of the grid will be higher than others. It is worth noting here that when n_g = 18, the search strategy of GBD and Bidirectional Dijkstra algorithm is the same, because the grid range of n_g = 18 is large, so the path planning results in the city are the same.

| GridMap | MV   | AIG  | ARG  | Variance |
|---------|------|------|------|----------|
| n_g=18  | 11095| 4859 | 10332| 951.48   |
| n_g=36  | 3413 | 1252 | 4581 | 263.71   |
| n_g=72  | 1057 | 356  | 792  | 71.42    |
| n_g=144 | 436  | 78   | 159  | 19.67    |
| n_g=288 | 301  | 23   | 53   | 5.74     |
| n_g=576 | 107  | 8    | 19   | 1.73     |

TABLE 2. Distribution of vertices in n_g grid map.

n_g = 36 and n_g = 72 have the same problem with n_g = 18 grids, although the maximum number of vertices is different. Then from n_g = 576 grids shows the vertices number equal to 107. In addition, from AIG can also find that the number of intersections contained in the 18 × 18 grid has reached an average of 4859 and from ARG can shows the number of roads has average 10332. In n_g = 576 has only average 8 intersections and 19 roads. The distribution of these grids will affect the efficiency of the GBD algorithm, which given detail in this section’s next subsection. Fig 9 have show intersection distribution within the fifth ring after grid into n_g = 18, 36, 72, 144, 288, 576.

In summary, The number of grids will use n_g = 18, 36, 72, 144, 288 and 576 for GPR algorithm. First, the GPR method deletes the empty grids from the graph, leaves the grids with vertices, and begins to calculate the number of vertices in each grid. It is noted that the algorithm calculates the number of grids by three types of vertices. One is to connect all the other vertices in this grid, these vertices called a internal-connection. The other type is leading to other grids, and this kind of vertex called an external connection. The last one is that Points are partially outbound to connect external vertices, which called a hybrid-connection.

At the same time, the algorithm also need to consider the number of lanes L on the road. In urban roads, usually no more than one-way five lanes, so the value of L is an integer in the range from 1 to 5. When evacuating that the more lanes the road has, the more traffic flow can pass in the same time (due to assumption that all vehicles evacuation in an orderly manner, there is no overtaking or traffic jam, because if when traffic jam happen that our GMEPP framework will redeployed).
According to Equation (3), the value of $R$ is calculated first. The initial value of $R$ is 1 to each grid with vertices, then initializes each grid and begins to calculate the weights of Out - degree edges within the grid. If the number of Out - degree vertices in a grid is 3, their edges weights are $L$. Flat and the weights of each edge are assigned to the connected grids; each grid with external-connection repeats this calculation until the final RANK converges. Table 3 shows $n_g = 144$ and $n_g = 288$ results of the RANK with grids respectively. The theory of rank is the same and does not affect the results of the path planning, so the rank results of other grid distributions will no longer be displayed.

### Table 3. Partial results of descending order of the grid values with $n_g = 144$ and $n_g = 288$

| GridID | RANK | GridID | RANK |
|--------|------|--------|------|
| 14-46  | 0.020403406605964532 | 28-91 | 0.00063961350785751 |
| 20-48  | 0.0168909011204018 | 57-103 | 0.00035618516562940 |
| 19-47  | 0.01265170851251942 | 138-61 | 0.00031077176150319 |
| 39-91  | 0.00950338786211769 | 160-35 | 0.0003076542485485 |
| 59-86  | 0.00879686442408170 | 161-109 | 0.00031728136329326 |
| 15-46  | 0.00844433282679572 | 136-126 | 0.00030685079492260 |
| 29-52  | 0.00846635288234325 | 171-106 | 0.0002840066699139 |
| 21-49  | 0.00846593871111033 | 103-193 | 0.0002807526107912 |
| 18-48  | 0.00832210771747266 | 101-117 | 0.00027928511341343 |
| 52-97  | 0.00827558568949408 | 116-142 | 0.00027669512986079 |
| 39-23  | 0.00819778045956756 | 36-95 | 0.00027370420482802 |

From Table 3 shows the result of grid sorting, with the largest grid at the top and the smallest grid at the bottom. When the vehicle needs emergency path planning in the grid, the algorithm first searches the grid with larger RANK value in the adjacent grid for navigation, because the commuting ability of the grid is the GPR = MaxRank with the adjacent grid. It should be noted that GPR updates the rank value of the grid when doing path planning.

According to Fig. 10 (a) shows that the GPR algorithm has reached a smooth state between 30 and 35 iterations. The value of grid sorting designed by us is generally smaller more than one vertices are pointing to the same grid in each cell, so it is essentially different from the traditional PageRank method. Fig. 10 (b) shows that as the number of iterations increases, the more grids, the longer the GPR running time.

### C. GRID BIDIRECTIONAL DIJKSTRA WITH CONTRACTION HIERARCHIES IN DIFFERENT GRID DISTRIBUTIONS

The following experimental will tests the efficiency of emergency path planning methods based on different grid distributions. The experiment uses three paths to compare the GBD calculation effect based on different distributions of the grid. The length of the path is $p_1 = 6.5km$, $p_2 = 12.6km$ and $p_3 = 21.3km$ in which all three paths are within the fifth ring, The reason why the area inside the fifth ring road is selected for testing is that the roads outside the fifth ring road are relatively sparse and the road congestion is not obvious. In Table 4 the NGS represents the GBD searched the number of grids, NVS represents the GBD searched the number of vertices, and Runtime is standing the effectiveness of the algorithm. Experimental choose paths of different lengths for comparison because of the number of grids and points that GBD search under different grids will be different. Search the number of grids and points directly affect the efficiency of GBD.
According to Table 4 obtains the search efficiency of GBD at different distances. Along with the number of grids increases, the number of GBD search vertices continues to decrease, but the number of search grids continues to increase. Therefore, the number of search vertices and the number of grids will directly affect the search efficiency. Below content will further discuss the four algorithms under different grid distributions.

As can be seen from the Table 4, as \( n_g \) value gets larger, the time of the algorithm gets smaller, but when \( n_g = 576 \), the running time of the algorithm increases. The reason is that when \( n_g \) value keeps growing, the range of the grid is decreasing, that is, the number of vertices contained in each grid is decreasing, so GBD only searches for intersections in the grid searching each grid, so the time of the algorithm is decreasing. However, the number of grids when \( n_g = 576 \) is too large, and GBD needs to loosen a large number of grids when searching for them, so the running time of the algorithm should be greater than \( n_g = 288 \).

Fig. 11 shows the result is a comparison of the efficiency of the four algorithms in the case of different grid distribution. Experimental uses the distance of 2km as the reference for the abscissa of the path search, and the ordinate is the runtime of the algorithm. When searching in the graph has more vertices, the longer the search time. From Fig. 9 (a) and Fig. 11 (a) can find \( n_g = 18 \) distribution has long runtime with four algorithms, the main reason is that each grid contains many vertices. \( n_g = 36 \), \( n_g = 72 \) and \( n_g = 144 \) have become better because the grid size is getting smaller in Fig. 9 (b), Fig. 9 (c) and Fig. 9 (d), respectively, it affects the number of vertices in each grid.

When GBD searches for road network vertices, it needs to relax a large number of vertices because it follows the breadth first traversal condition of Bidirectional Dijkstra algorithm. However, our GBD divides the whole road network vertex into several grids. Moreover, the finer the grid is divided, the fewer vertices it contains. The advantage of GBD is that it relaxes the vertices in a grid at a time. For other grids, it is necessary to first judge the properties of the grid and then search the vertices in the grid. This reduces the time cost of the algorithm.

From Fig. 11 (a), Fig. 11 (b), Fig. 11 (c) and Fig. 11 (d) show the efficiency of the four algorithms in different distribution has little impact. Compared with other cases, Fig. 11 (e) shows the effect of \( n_g = 288 \) distribution is better. Based on the distribution of \( n_g = 576 \) in Fig. 11 (f), the calculation time of the algorithm becomes longer because the number of vertices in each grid becomes less when the number of grids becomes larger, and more search time is required. Although the average number of vertices per grid in \( n_g = 576 \) is less than \( n_g = 288 \), the number of grids is greater than \( n_g = 288 \). GBD-MRCH not only searches vertices, but also compares the rank values between grids. It is emphasis that our compression algorithm is based on the intersection type of vertex compression, so it has nothing to do with the road density.

Next, experimental will combines other parameters to analyze the distribution of the grid. The result of "Variance" can indicate that the vertices can be evenly distributed in each grid. The smaller the value, the better the result. Therefore, experimental use "Variance" and the runtime of GBD to evaluate which distribution as the grid result of the GMEPP framework. From Table 4 and Fig. 9 (a) can find if an emergency

### TABLE 4. The effect of GBD based different distributions with three paths.

| GridMap | \( p_1 = 6.5km \) |  | \( p_2 = 12.6km \) |  | \( p_3 = 21.3km \) |  |
|---------|------------------|------------------|------------------|------------------|------------------|------------------|
|         | NGS   | NVS   | Runtime(ms) | NGS   | NVS   | Runtime(ms) | NGS   | NVS   | Runtime(ms) |
| \( n_g = 18 \) | 8     | 2358  | 42.6        | 8     | 4581  | 73.8        | 8     | 11572 | 179.5       |
| \( n_g = 36 \) | 15    | 1904  | 40.3        | 15    | 3538  | 63.6        | 22    | 7823  | 125.7       |
| \( n_g = 72 \) | 22    | 1128  | 32.8        | 29    | 2874  | 48.2        | 50    | 5629  | 93.8        |
| \( n_g = 144 \) | 43    | 951   | 21.8        | 50    | 1927  | 36.4        | 99    | 3041  | 72.1        |
| \( n_g = 288 \) | 76    | 783   | 18.2        | 120   | 1029  | 26.8        | 213   | 2508  | 60.9        |
| \( n_g = 576 \) | 131   | 374   | 26.4        | 245   | 712   | 38.5        | 857   | 2196  | 82.3        |

![FIGURE 11. (a) Results of the average runtime of different path planning methods in \( n_g = 18 \) grid with different length paths. (b) Results of the average runtime of different path planning methods in \( n_g = 36 \) grid with different length paths. (c) Results of the average runtime of different path planning methods in \( n_g = 72 \) grid with different length paths. (d) Results of the average runtime of different path planning methods in \( n_g = 144 \) grid with different length paths. (e) Results of the average runtime of different path planning methods in \( n_g = 288 \) grid with different length paths. (f) Results of the average runtime of different path planning methods in \( n_g = 576 \) grid with different length paths.](image)
area occurs in the \( n_g = 18 \) grid map that our GMEPP will not be able to effectively guide the vehicle to the area, because the number of vertices searched in each grid is too large, and runtime is greater than other distributions. And when \( n_g = 18 \), each grid spans a size of about 10km, so when the grid is used as a \( US - GRID \), it does not meet the actual situation. The vehicle needs to plan the emergency path within an area of 100 square kilometers.

![Graphs showing runtime comparison](image)

**FIGURE 12.** (a) Results of the average runtime of different path planning methods in \( n_g = 18 \) grid with different query times. (b) Results of the average runtime of different path planning methods in \( n_g = 36 \) grid with different query times. (c) Results of the average runtime of different path planning methods in \( n_g = 72 \) grid with different query times. (d) Results of the average runtime of different path planning methods in \( n_g = 144 \) grid with different query times. (e) Results of the average runtime of different path planning methods in \( n_g = 288 \) grid with different query times. (f) Results of the average runtime of different path planning methods in \( n_g = 576 \) grid with different query times.

The same problem exists in \( n_g = 36, 72, 144 \). In \( n_g = 576 \), although fewer vertices are searched in the grid, the number of search grids is too large, so its efficiency is not good. However, in \( n_g = 288 \) grid distribution is better than other distributions. And from Table 2, it can be seen that the number of intersections in the grid of \( n_g = 288 \) is moderate. The Variance has a small value, indicating that the intersections in the grid have a better uniform distribution. Although the grid sorting time of \( n_g = 288 \) is greater than \( n_g = 144, 72, 36, \) and 18, it takes no more than 1 second in its one-time path planning, because GPR has converged by 35 iterations.

The above experiments show that the four algorithms are distributed in different grids. Under different grid distributions, the GBD-MRCH algorithm runs better than other algorithms, especially the GBD-MRCH algorithm has more stable operating efficiency when \( n_g = 288 \). It should be emphasized here that the compression algorithm is only run once before the framework is run, not every time before path planning. Below content will further analyze the results of the graph compression algorithm. Fig. 12 shows that compares the four algorithms in different query text size. According to the size of the adjusted text, the algorithm efficiency of the algorithm when querying multiple targets can be obtained.

Fig. 12 also compare the operational efficiency of the four algorithms with multi-paths. Because the GBD algorithm is improved on the traditional Bidirectional Dijkstra algorithm, its content is to increase the grid search and the grid search restrictions, so the GBD search mode is same as Bidirectional Dijkstra. GBD-CH is a traditional CH graph compression method added on the basis of GBD, which is better than GBD. GBD-RCH and GBD-MRCH are graph compression algorithms based on intersection type. The operation effect is better than the first two algorithms. From Fig. 12 (a) shows the effect of the four algorithms on different grids, but the acceleration effect of GBD-RCH and GBD-MRCH is not obvious. Fig. 12 (b), Fig. 12 (c) and Fig. 12 (d) show runtime of the algorithms are better than \( n_g = 18 \), but the acceleration effect is still not significant. However, in Fig. 12 (e) shows that the acceleration effect of GBD-RCH and GBD-MRCH is significant improvement. The main reason is that the average number of nodes contained in each grid in \( n_g = 288 \) is 23 (in Table 3). In other words, the number of nodes relaxed in a grid is less than other distribution. However, \( n_g = 576 \) in Fig. 12 (f) is lower efficiency of the algorithm than \( n_g = 288 \), because \( n_g = 576 \) has too many grids.

| Method       | Vertex | Edge | CV | CE | 500\(ART\)(ms) | 1000\(ART\)(ms) |
|--------------|--------|------|----|----|----------------|-----------------|
| GBD          | 83884  | 222778 | 0  | 0  | 56.9           | 56.4            |
| GBD-CH       | 83884  | 222778 | 19395 | 38596 | 45.7          | 48.4            |
| GBD-RCH      | 83884  | 222778 | 9619 | 19848 | 32.3          | 34.1            |
| GBD-MRCH     | 83884  | 222778 | 14455 | 34185 | 18.4          | 18.6            |

From Table 5 can obtains the average query time results of the four query methods. The experiment conducts 500 and 1000 pairs of starting and ending point queries based on the Beijing road network (the purpose of choosing many pairs of query paths is to ensure effectiveness of our GMEPP for multiple path planning in the emergency areas). The results of the algorithms’ average running time show that multiple queries have little effect on the algorithms. The above four methods use the same starting point pair. \( CV \) and \( CE \) represented have been contracted the number of vertices and edges in the road network, respectively. \( ART \) stands for the average runtime of the algorithm. Although CH algorithm compressed more vertices than RCH and MRCH proposed by us, the acceleration effect proposed by RCH and MRCH algorithm depends on how to select the contraction factor. Traditional graph compression is usually performed based on the number of vertices in and out and the shortest path between vertices. Thus, more contracted vertices are not necessarily related to faster path planning. Moreover, in the original road network query that it is necessary to restore the shortcut edges. But our method does not directly reduce the shortcut edges, only in the source and destination to return.
shortcuts. The RCH and MRCH creates an \textit{IndexTable} for all the contraction vertices, and storing the order of vertex compression and corresponding vertex pairs in the table. In each path query, MRCH will judge whether the input is starting and ending point compression. If it does, that will start to query the corresponding vertex pairs in \textit{IndexTable} recursively.

\section*{VIII. DISCUSSION}
\subsection*{A. CONCLUSION}
In this paper, a GMEPP framework based on grid network described, it can evacuate the vehicles in the emergency areas to the grid with a better commuting ability (rank value is greater than the grid nearby) and start from these grids to the final destination. The purpose of grid-based on the road network is to divide the whole road network, which is an entity but belongs to logical isolation in our GRN model. In other words, detour the unsafe grid. The vehicles in an unsafe space need to be evacuated to safe space immediately. Thus, our method will provide a reasonable evacuation plan for these vehicles. GMEPP framework not only consider the principle of proximity, which may cause secondary congestion to the vehicles and drivers, because the commuting ability of evacuation areas may be low. In the process of vehicle evacuation, that road congestion will occur with a high probability so that this phenomenon will affect the evacuation efficiency of vehicles. Therefore, the GMEPP framework to avoid this situation so that to evacuate vehicles more effectively.

The sizes of all the grids are arranged in descending order after sorting the grids. Ordinary Bidirectional Dijkstra algorithm is based on local optimum and searches for global optimum step by step. In our GBD method, the first consideration is to effectively guide the vehicle to the safe area in a short time, and then to search and navigate the secondary path from the safe area to the destination. Evacuation from \textit{US} – \textit{GRID} to \textit{S} – \textit{GRID}. For vehicles in unsafe grids, priority evacuation to safer areas is very important. After grid and sort, vehicles near \textit{US} – \textit{GRID} are recommended to those grids which have a strong commuting ability in the shortest time, and they are evacuated to the grids to navigate a globally optimal way to the destination. This paper introduced two kinds of GBD-RCH and GBD-MRCH accelerated query algorithms based on the characteristics of grid and road network. Experiments show that the grid division effect when \( n_g = 288 \) is suitable for GBD algorithm, and the efficiency of GBD-MRCH is better than GBD-RCH and GBD-CH.

\subsection*{B. FUTURE WORK}
In future research work, Our main focus on two kinds of factors to add to the grid based on the road network model. At present, the weight of the road network is about the speed of the road network, but there are still other factors that will lead to the change of the weight of the road network. Conditional factors considered in current research are still insufficient. The single weight is the basis of the shortest path query, but the road network query and emergency path query under the situation condition are a few. At present, the research of adding intersection information to the acceleration algorithm is rare. Thus, based on the above two points will be our next research focus.
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