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The Genotype-Tissue Expression (GTEx) project collects samples from multiple human tissues to study the relationship between genetic variation or single nucleotide polymorphisms (SNPs) and gene expression in each tissue. However, most existing eQTL analyses only focus on single tissue information. In this paper, we develop a multi-tissue eQTL analysis that improves the single tissue cis-SNP gene expression association analysis by borrowing information across tissues. Specifically, we propose an empirical Bayes regression model for SNP-expression association analysis using data across multiple tissues. To allow the effects of SNPs to vary greatly among tissues, we use a mixture distribution as the prior, which is a mixture of a multivariate Gaussian distribution and a Dirac mass at zero. The model allows us to assess the cis-SNP gene expression association in each tissue by calculating the Bayes factors. We show that the proposed estimator of the cis-SNP effects on gene expression achieves the minimum Bayes risk among all estimators. Analyses of the GTEx data show that our proposed method is superior to traditional simple regression methods in terms of predicting accuracy for gene expression levels using cis-SNPs in testing data sets. Moreover, we find that although genetic effects on expression are extensively shared among tissues, effect sizes still vary greatly across tissues.

1. Introduction. Expression quantitative trait loci (eQTL) analysis aims to identify single nucleotide polymorphisms (SNPs) that are associated with the expression of a gene in a given tissue. Many large data sets have been generated for such genetics of gene expression studies for various tissues, which have provided important insights into gene regulations. Among these studies, the Genotype-Tissue Expression (GTEx) project aims to characterize variation in gene expression levels across individuals and diverse tissues of the human body, many of which are not easily accessible (Consortium et al., 2017). The project found that local genetic variation affects gene expression levels for the majority of genes, and identified inter-chromosomal genetic effects for a small number of genes and loci. Such eQTL analyses provide important insights into genetic regulation of gene expressions. The GTEx data sets have also been applied to impute gene expression levels based on genetic variants data and the imputed gene expressions were subsequently used in transcriptome-wide association analysis such as in TWAS analysis (Gamazon et al., 2015; Gusev et al., 2016; Hu et al., 2019).

However, small sample sizes of many eQTL studies, including the GTEx data, often have limited power to detect eQTLs and large variance in estimated gene expression levels based on genotype data. To date, most eQTL studies have considered the association between genetic variation and expression in a single tissue (Brem et al., 2005; Stranger et al., 2007; Stegle et al., 2012). Multi-tissue eQTL analysis has the potential to improve the findings of single tissue analyses by borrowing strength across tissues, and the potential to elucidate the genetic basis of the difference in expressions between tissues. Li et al. (2018) proposed a multivariate hierarchical Bayesian model (MT-eQTL) for multi-tissue eQTL analysis. The
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MT-eQTL directly models the vector of correlations between expression and genotype across tissues. Flutre et al. (2013) developed another mixture-model based approach and showed that their analysis identifies more eQTLs than existing approaches, consistent with improved power. Sul et al. (2013) adopted a linear mixed model to detect eQTLs across multiple tissues. In addition, Duong et al. (2017) proposed a meta-analysis model with random effects to combine eQTL studies from different tissues. However, these methods only focus on estimation of association between gene expression and one single SNP.

Instead of considering a SNP-gene pair in the single-locus models, multi-locus models were developed recently for the joint effects of multiple SNPs on gene expressions, which incorporate the correlations between the multiple SNPs. For example, Zeng, Wang and Huang (2017) use a linear mixed model and a likelihood ratio test to examine whether multiple SNPs are jointly associated with a gene. Gosik et al. (2017) adopts a high-dimensional regression variable selection model to jointly analyze multiple SNPs at one time. In addition, Bhadra and Mallick (2013) use a high-dimensional Bayesian variable selection model for association between multiple SNPs and multiple gene expression responses. Nevertheless, these methods do not consider the shared information across multiple tissues.

In this paper, we develop an empirical Bayes regression model for SNP-expression association analysis using data across multiple tissues, allowing for considering the joint effects of multiple genetic variants on gene expressions. Specifically, our model serves two purposes. One is to estimate association between gene expression and the corresponding cis-SNPs for each gene and tissue, where cis-SNPs of a given gene are SNPs located either within the gene or in the 1 Mb upstream and downstream regions of the gene. The other is to test whether these cis-SNPs are associated with the gene expression, that is, whether the gene is an eGene whose expression level is related to at least one cis-SNP (Duong et al., 2016).

To achieve these goals, for each gene, we construct tissue-specific linear regression models with the gene expression level of the gene as the response and its corresponding cis-SNPs as predictors. To borrow information across different tissues, we propose an empirical Bayes estimator for the regression coefficients based on a mixture prior distribution. Specifically, we adopts the posterior mean of the coefficients for estimation. In addition, we estimate the prior parameters in the the posterior mean through maximizing the marginal likelihood of the gene expression values in all tissues based on the expectation–maximization (EM) algorithm (Dempster, Laird and Rubin, 1977). Moreover, we extract evidence of whether the cis-SNPs are relevant to the gene expression from the data by calculating posterior probabilities and Bayes factor of hypotheses.

The main contributions of the proposed method are as follows. First, we extract shared information across tissues via the common prior distribution of the regression coefficients in different tissue-specific models. We propose to combine the information in each single tissue and the shared information in the prior distribution using the empirical Bayes estimator. Compared with the traditional ordinary least squared (OLS) estimator of the coefficients in each tissue-specific model, the proposed empirical Bayes estimator improves the estimation of the regression coefficients in terms of the Bayes risk in Section 4 and the mean squared error. Second, we incorporate situations where all the cis-SNPs are irrelevant to the gene expression in some tissues, since our assigned prior distribution of coefficients is a mixture with two components. One of the two components is exactly a zero vector, while the other one has non-zero mean representing shared information across tissues that have non-zero effects. In this way, we can test whether a gene is an eGene in a specific tissue based on the posterior probabilities of the assignments for the two components for a given tissue. Through our analysis of the GTEx data in Section 7, we show that while genetic effects on expression are extensively shared among tissues, effect sizes can still vary greatly among the tissues.
2. An empirical Bayes regression model for SNP-expression association across multiple tissues.

2.1. Empirical Bayes regression. In this section, we link the SNP genotypes with gene expression in each tissue by a tissue-specific linear regression model. Specifically, we let $Y$ denote a $n \times m$ matrix consisting of expression values of a gene in $m$ tissues of $n$ samples and $X$ denote a $n \times p$ constant matrix consisting of cis-SNPs for the gene, where $n$ is the number of total individuals, $m$ is the number of tissues in the data, and $p$ is the number of cis-SNPs. For the $t$-th tissue, the tissue-specific linear regression model is

\[ Y^{(t)} = X \beta^{(t)} + \varepsilon^{(t)}, \]

where $Y^{(t)}$ denotes the $t$-th column in $Y$, $\beta^{(t)}$ is a $p$-dimensional coefficient vector for the $t$-th tissue, and $\varepsilon^{(t)} \sim N_p(0, \sigma^2 I_n)$ is the error term with parameter $\sigma > 0$ and independent of $X \beta^{(t)}$. We also assume that $\varepsilon^{(t)}$ for $t = 1, \ldots, m$ are independent. The ordinary least squares (OLS) estimator of $\beta^{(t)}$ based on information in a single tissue is

\[ \hat{\beta}^{(t)} = (X^T X)^{-1} X^T Y^{(t)} = \beta^{(t)} + (X^T X)^{-1} X^T \varepsilon^{(t)}, \]

Then $\hat{\beta}^{(t)} \mid \beta^{(t)} \sim N_p(\beta^{(t)}, \sigma^2 (X^T X)^{-1})$.

To borrow information across tissues, we assume that coefficient vectors $\beta^{(t)}$ over all the tissues are random and have a common prior distribution. This common prior contains shared effects of cis-SNPs across tissues. However, the effects of cis-SNPs in different tissues could vary greatly. Especially, the cis-SNPs could be “inactive” and have no effects on gene expression in some tissues, which can not contribute to the shared effects. To accommodate this possibility, we define a random indicator $I^{(t)}$, which follows a Bernoulli distribution with probability $\tau_t \in (0, 1)$, to reflect the status of $\beta^{(t)}$. We assign a mixture prior distribution with two mixture components for $\beta^{(t)}$, that is,

\[ \beta^{(t)} \mid I^{(t)} = 1 \sim N_p(\beta, \eta (X^T X)^{-1}), \]

\[ \beta^{(t)} \mid I^{(t)} = 0 \equiv 0, \]

independently for $t = 1, \ldots, m$, where $\eta > 0$ is a parameter. Here $I^{(t)}$ is a latent configuration variable determining the assignment of $\beta^{(t)}$ to a mixture component in the mixture prior distribution. When $I^{(t)} = 0$, the cis-SNPs are “inactive” and have no effects on the gene expression $Y^{(t)}$. In contrast, when $I^{(t)} = 1$, the cis-SNPs are “active” and the effects $\beta^{(t)}$ follows a multivariate normal distribution with mean $\beta$.

The proposed method models the relationship between the gene expression and all the cis-SNPs jointly, while the related existing methods proposed by Li et al. (2018) and Flutre et al. (2013) model the relationship between gene expression and one cis-SNP individually. In addition, the proposed method borrows cross-tissue information via the prior distribution $N_p(\beta, \eta (X^T X)^{-1})$, while the existing MT-eQTL method in Li et al. (2018) uses a covariance matrix in a prior distribution to capture correlations between any two tissues. Moreover, the proposed method and the MT-eQTL method are empirical Bayes approaches, while Flutre et al. (2013) adopt a full Bayes framework.

We provide the posterior probabilities of $I^{(t)}$ and the posterior mean of $\beta^{(t)}$ in the following proposition. Let $\psi(z; \mu_0, \Sigma_0)$ denote the density function of the multivariate normal distribution $N(\mu_0, \Sigma_0)$.

**Proposition 1.** The posterior means of $\beta^{(t)}$ given $I^{(t)}$ are

\[ E(\beta^{(t)} \mid Y^{(t)}, I^{(t)} = 1) = \left( \frac{1}{\eta} + \frac{1}{\sigma^2} \right)^{-1} \left( \frac{\beta}{\eta} + \frac{\hat{\beta}^{(t)}}{\sigma^2} \right), \]
and $E(\beta(t) \mid Y(t), I(t) = 0) = 0$. The posterior probabilities of $I(t)$ are

$$P(I(t) = 1 \mid Y) = h_1(Y(t); \tau_1, \beta, \eta, \sigma^2),$$

and $P(I(t) = 0 \mid Y) = 1 - h_1(Y(t); \tau_1, \beta, \eta, \sigma^2)$, where

$$h_1(Y(t); \tau_1, \beta, \eta, \sigma^2) = \frac{\tau_1 \psi(Y(t); X\beta, \sigma^2 I_n + \eta H)}{\tau_1 \psi(Y(t); X\beta, \sigma^2 I_n + \eta H) + \tau_0 \psi(Y(t); 0, \sigma^2 I_n)},$$

with $H = X(X^T X)^{-1} X^T$ and $\tau_0 = 1 - \tau_1$. Thus, the posterior mean of $\beta(t)$ is

$$(5) \quad E(\beta(t) \mid Y) = E(\beta(t) \mid Y(t)) = h_1(Y(t); \tau_1, \beta, \eta, \sigma^2) \left( \frac{1}{\eta} + \frac{1}{\sigma^2} \right)^{-1} \left( \beta + \hat{\beta}(t) \sigma^2 \right).$$

According to the Proposition 1, the posterior mean of $\beta(t)$ is a weighted average of the OLS estimator in Equation (2) and the mean of the prior distribution in Equation (3), which combines the information in the $t$-th tissue and the shared information across tissues in the prior. The first equality in (5) follows from the fact that $\beta(t)$ and columns in $Y$ other than $Y(t)$ are conditionally independent given $Y(t)$. The weights in (5) are related to the variance of the error term and the variance of the prior distribution.

2.2. Bayes factor. For a given tissue $t$, to determine whether the cis-SNPs is relevant to the gene expression, we can calculate the posterior probability $p(I(t) = 0 \mid Y)$ or the Bayesian factor. Specifically, we access the plausibility of the cis-SNP and gene expression association via the Bayes factor (BF)

$$(6) \quad K_t(Y; \beta, \eta, \sigma^2) = \frac{p(Y \mid H_0(t))}{p(Y \mid H_1(t))} = \frac{p(Y(t) \mid I(t) = 0)}{p(Y(t) \mid I(t) = 1)} = \frac{\psi(Y(t); 0, \sigma^2 I)}{\psi(Y(t); X\beta, \sigma^2 I + \eta H)},$$

based on the prior distribution in Equations (3) and (4). The second equality in (6) is due to that columns in $Y$ other than $Y(t)$ do not depend on $I(t)$, which implies that $K_t(Y; \beta, \eta, \sigma^2) = K_t(Y(t); \beta, \eta, \sigma^2)$. In addition, the posterior odds ratio is

$$(7) \quad O_t(Y; \tau_1, \beta, \eta, \sigma^2) = \frac{P(I(t) = 0 \mid Y(t))}{P(I(t) = 1 \mid Y(t))} = K_t(Y; \beta, \eta, \sigma^2) \cdot \frac{\tau_0}{\tau_1}.$$

From equation (7), we see that the BF can indicate whether the observed data provides evidence for or against the cis-SNP gene expression association. If BF > 1 then the posterior odds are greater than the prior odds $\tau_0/\tau_1$, indicating that the observed data provides evidence for the no cis-SNP gene expression association. If BF < 1 then the data provides evidence for cis-SNP gene expression association. We estimate the unknown parameters in Equations (5) and (6) via an expectation-maximization (EM) algorithm (Dempster, Laird and Rubin, 1977) in the following section.

3. Parameter estimation and EM algorithm. In this section, we provide a detailed iterative algorithm to estimate the parameters in the mixture prior distribution through maximizing the likelihood of the data. Specifically, we exploit an EM algorithm (Dempster, Laird and Rubin, 1977) to find the maximum likelihood estimate (MLE) of $\theta$, where $\theta$ consists of all the parameters in the model, that is, $\theta = (\tau_1, \tau_0, \beta, \eta, \sigma^2)$. Each iteration consists of an expectation step and a maximization step. Suppose that we have both $Y(t)$ and $I(t)$ for each $t = 1, \ldots, m$. We refer to $\{Y, I^{(1)}, \ldots, I^{(m)}\}$ as the complete data. The complete-data likelihood is

$$p(Y, I^{(1)}, \ldots, I^{(m)}; \tau_1, \tau_0, \beta, \eta, \sigma^2) = \prod_{t=1}^{m} \prod_{s=0}^{1} \tau_s g_s(Y(t); \beta, \eta, \sigma^2) \{1(1) = s\},$$
where \( \mathbb{I}(\cdot) \) is an indicator function, \( g_0(Y^{(t)}; \beta, \eta, \sigma^2) = g_0(Y^{(t)}; \sigma^2) = \psi(Y^{(t)}; 0, \sigma^2 I_n) \) and \( g_1(Y^{(t)}; \beta, \eta, \sigma^2) = \psi(Y^{(t)}; X \beta, \sigma^2 I_n + \eta \mathbf{H}) \) denote the likelihoods of \( Y^{(t)} \) when \( I^{(t)} = 0 \) and \( I^{(t)} = 1 \), respectively.

In the expectation step, since we typically do not observe \( \{I^{(1)}, \ldots, I^{(m)}\} \) in practice, given the current estimate \( \theta^{(k)} \) at the \( k \)-th iteration, we first calculate the posterior distribution of the latent variables \( \{s, \tau, \beta, \eta, \sigma^2\} \) for \( s = 0, 1 \), and hence the maximizer of \( Q \) is a squared error loss function with a positive definite matrix \( \mathbf{H} \) for \( \beta \). Moreover, we calculate the expectation of the complete-data log-likelihood under the posterior distribution of the latent variables \( \{I^{(1)}, \ldots, I^{(m)}\} \):

\[
Q(\theta | \theta^{(k)}) = E_{I^{(1)}, \ldots, I^{(m)}|Y, \theta^{(k)}} \left[ \log p(Y, I^{(1)}, \ldots, I^{(m)}; \theta) \right] = \sum_{t=1}^{m} \sum_{s=0}^{1} T_{s,(k)} \left[ \log \tau_s + \log g_s(Y^{(t)}; \beta, \eta_s, \sigma^2) \right].
\]

In the maximization step, we maximize this expectation to determine the next estimate for all the parameters. The maximizer of \( Q(\theta | \theta^{(k)}) \) consists of

\[
\tau_s^{(k+1)} = \frac{\sum_{t=1}^{m} T_{s,(k)}^{(t)}}{\sum_{t=1}^{m} \left\{ T_{0,(k)}^{(t)} + T_{1,(k)}^{(t)} \right\}}, \quad \beta^{(k+1)} = \frac{\sum_{t=1}^{m} T_{1,(k)}^{(t)} \hat{\beta}^{(t)}}{\sum_{t=1}^{m} T_{1,(k)}^{(t)}},
\]

\[
\sigma^2_{(k+1)} = \frac{\sum_{t=1}^{m} (Y^{(t)})^T Y^{(t)} - \sum_{t=1}^{m} T_{1,(k)}^{(t)} (Y^{(t)})^T H Y^{(t)}}{mn - p \sum_{t=1}^{m} T_{1,(k)}^{(t)}},
\]

and

\[
\eta^{(k+1)} = \frac{\sum_{t=1}^{m} T_{1,(k)}^{(t)} (Y^{(t)} - X \beta^{(k+1)})^T H (Y^{(t)} - X \beta^{(k+1)})}{p \sum_{t=1}^{m} T_{1,(k)}^{(t)}} - \sigma^2_{(k+1)}.
\]

In this way, we derive closed-form expression updates for each iteration, which are straightforward to compute. In addition, this EM algorithm converges since each iteration does increase the likelihood of observed data.

4. Statistical properties. In this section, we provide the asymptotic results of the proposed estimator in terms of a Bayes risk function. Specifically, we define the Bayes risk function of an estimator \( \delta_m(Y) \in \mathcal{E}_m \) for \( \beta^{(t)} \) as

\[
R_m(\delta_m) = \int l(\beta^{(t)}, \delta_m(Y)) \prod_{i=1}^{m} \left\{ p(Y^{(i)} | \beta^{(i)}) p(\beta^{(i)}) dY^{(i)} d\beta^{(i)} \right\},
\]

where \( \mathcal{E}_m \) is the set consisting of all available estimators of \( \beta^{(t)} \), and

\[
l(\beta^{(t)}, \beta^{(t)}(Y)) = \left( \beta^{(t)}(Y) - \beta^{(t)} \right)^T \Delta \left( \beta^{(t)}(Y) - \beta^{(t)} \right),
\]

is a squared error loss function with a positive definite matrix \( \Delta \). Let \( \tilde{\tau}_0, \tilde{\tau}_1, \tilde{\eta}, \tilde{\sigma}, \) and \( \tilde{\beta} \) be the MLEs of \( \tau_0, \tau_1, \eta, \sigma, \) and \( \beta \), respectively. Then, by Proposition 1, the proposed empirical
Bayes estimator of $\beta^{(t)}$ for the $t$-th tissue is

$$\tilde{\beta}^{(t)}(Y) = \frac{\eta \sigma^2 \cdot h_1(Y^{(t)}; \tau_1, \tilde{\beta}, \eta, \sigma)}{\eta + \sigma^2} \left( \frac{\tilde{\beta}}{\eta} + \frac{\beta^{(t)}}{\sigma^2} \right).$$

If $\tau_1$, $\eta$, $\sigma$, and $\beta$ are known, then we can use

$$\hat{\beta}^{(t)}(Y) = E(\beta^{(t)} | Y^{(t)}) = \frac{\eta \sigma^2 \cdot h_1(Y^{(t)}; \tau_1, \beta, \eta, \sigma^2)}{\eta + \sigma^2} \left( \frac{\beta}{\eta} + \frac{\beta^{(t)}}{\sigma^2} \right),$$

as an estimator for $\beta^{(t)}$. We refer to the $\beta^{(t)}(Y)$ as an oracle estimator. Let $\varphi(\alpha) = \int_{x \in B(0, \alpha)} \psi(x; 0, I_p) dx$, where $B(0, \alpha)$ represents the ball centered at $0$ with radius $\alpha$. We provide the theoretical results for the oracle estimator in the following theorem.

**THEOREM 1.** If $\tau_1$, $\eta$, $\sigma$, and $\beta$ are known, then the oracle estimator $\tilde{\beta}^{(t)}(Y)$ in Equation (8) is optimal, that is,

$$R_m(\tilde{\beta}^{(t)}) = \inf_{\delta_m \in \mathcal{E}_m^*} R_m(\delta_m)$$

for each $1 \leq t \leq m$, where $\mathcal{E}_m^*$ is the set consisting of all available estimators of $\beta^{(t)}$ with known $\tau_1$, $\eta$, $\sigma$, and $\beta$. In addition, for each $1 \leq t \leq m$,

$$R_m(\hat{\beta}^{(t)}) - R_m(\tilde{\beta}^{(t)}) \geq \frac{\sigma^2 \alpha^2 \lambda_{\min}(\Delta)}{\eta + \sigma^2} \left( \tau_1 \varphi \left[ \lambda_{\max}\left\{ (X^T X)^{1/2} \right\} (2\|\beta\|_2 + \alpha)/(\sigma^2 + \eta)^{1/2} \right] \right.$$

$$+ \tau_0 \varphi \left[ \lambda_{\min}\left\{ (X^T X)^{1/2} \right\} (\|\beta\|_2 + \alpha)/\sigma \right] \right),

$$ \lambda_{\min}(\cdot)$$ and $\lambda_{\max}(\cdot)$ represent the largest and smallest eigenvalues, respectively.

Theorem 1 states that the oracle estimator $\tilde{\beta}^{(t)}(Y)$ can achieve the minimum Bayes risk among all estimators based on known prior parameters. The equation (9) implies that the oracle estimator is strictly better than the OLS estimator in terms of the Bayes risk function. In the following theorem, we show the convergence of the proposed estimator to the oracle estimator as the total number of tissues goes to infinity.

**THEOREM 2.** The proposed estimator $\tilde{\beta}^{(t)}(Y)$ converges in probability to the oracle estimator, that is,

$$\| \tilde{\beta}^{(t)}(Y) - \tilde{\beta}^{(t)}(Y) \|_2 \overset{P}{\to} 0,$$

as $m \to \infty$.

As shown in Theorem 2, when we have more tissues, the proposed estimator gets closer to the optimal oracle estimator $\tilde{\beta}^{(t)}(Y)$. In contrast, the OLS estimator $\hat{\beta}^{(t)}$ stays apart from $\tilde{\beta}^{(t)}(Y)$. This is due to that the proposed estimator borrows cross-tissue information in the estimation of the common prior parameters, while the OLS estimator only uses information in one single tissue.
5. An empirical Bayes regression model with missing data. In this section, we consider situations where there are missing values in gene expression matrix $Y$, which is motivated by missing tissue samples in the GTEx data. Specifically, for each $1 \leq t \leq m$, let $W^{(t)}$ be a $n \times n$ diagonal matrix with binary diagonal elements $w^{(t)}_{ii}$ for $1 \leq i \leq n$, $w^{(t)}_{ii} = 1$ if and only if $y^{(t)}_i$ is observed, where $y^{(t)}_i$ is the $i$-th element in $Y^{(t)}$. We assume that each $w^{(t)}_{ii}$ is independent of each other and missing is at random. Then, the OLS estimator for $\beta^{(t)}$ with missing data is

\begin{equation}
\tilde{\beta}^{(t)}_{\text{obs}} = (X^TW^{(t)}X)^{-1}X^TW^{(t)}Y^{(t)} = \beta^{(t)} + (X^TW^{(t)}X)^{-1}X^TW^{(t)}\varepsilon^{(t)}.
\end{equation}

Compared with the OLS estimator in (2), $\tilde{\beta}^{(t)}_{\text{obs}}$ is constructed only based on subjects whose gene expression levels in the $t$-th tissue type are observed. We also have $\beta^{(t)}_{\text{obs}}|\beta^{(t)}, W^{(t)} \sim N_p(\beta^{(t)}, \sigma^2(X^TW^{(t)}X)^{-1})$.

Following a similar derivation, we can derive the posterior mean of $\beta^{(t)}$ as

\begin{equation}
E(\beta^{(t)} | Y_{\text{obs}}, W) = E(\beta^{(t)} | Y_{\text{obs}}, W^{(t)})
= h_2(Y_{\text{obs}}, W^{(t)}; \tau_1, \beta, \eta, \sigma^2)(X^TX/\eta + X^TW^{(t)}X/\sigma^2)^{-1}
\cdot (X^TX\beta/\eta + X^TW^{(t)}Y^{(t)}/\sigma^2).
\end{equation}

where

\[ h_2(Y_{\text{obs}}, W^{(t)}; \tau_1, \beta, \eta, \sigma^2) = \frac{\tau_1 \psi(Y_{\text{obs}}; X_\beta, \sigma^2 I_n, + \eta H)}{\tau_1 \psi(Y_{\text{obs}}; X_\beta, \sigma^2 I_n, + \eta H) + \tau_0 \psi(Y_{\text{obs}}; 0, \sigma^2 I_n)}. \]

Compared with the posterior mean in (5), the posterior mean of $\beta^{(t)}$ in (11) is more complicated since $X^TX$ and $X^TW^{(t)}X$ are not exactly the same due to missing values. However, $E(\beta^{(t)} | Y_{\text{obs}}, W)$ is still a weighted combination of the shared information in $\beta$ and the observed information for the $t$-th tissue. We adopt the posterior expectation with MLEs of $\beta, \tau_1, \eta, \sigma^2$ as our proposed estimator. To find the MLEs, we provide an EM algorithm in Appendix A, where the estimation for $\beta$ is calculated based on observed samples in all the tissues. Under the setting with missing data, a Bayes factor and posterior odds ratio can be derived (see Supplemental Materials).

For each tissue $t$, let $\tilde{\beta}^{(t)}_{\text{obs}}(Y_{\text{obs}}, W)$ be the posterior mean given in (11) with the parameters estimated using the MLEs, $\tau_1, \eta, \sigma, \tilde{\beta}$. We define the Bayes risk function of any estimator $\delta_m(Y_{\text{obs}}, W) \in \tilde{E}_m$ for $\beta^{(t)}$ as

\[ R_m^{(obs)}(\delta_m) = \int l(\beta^{(t)}, \delta_m(Y_{\text{obs}}, W)) \prod_{i=1}^m \left\{ p(W^{(i)}_Y, Y_{\text{obs}}^{(i)} | \beta^{(i)})p(\beta^{(i)})dY_{\text{obs}}^{(i)}dW^{(i)}_Yd\beta^{(i)} \right\}, \]

where $\tilde{E}_m$ is the set consisting of all available estimators of $\beta^{(t)}$ with missing data. When $\eta, \sigma$, and $\beta$ are known, let $\beta^{(t)}_{\text{obs}}(Y_{\text{obs}}, W) = E(\beta^{(t)} | Y_{\text{obs}}, W)$ be the oracle estimator. We demonstrate that the proposed estimator $\tilde{\beta}^{(t)}_{\text{obs}}(Y_{\text{obs}}, W)$ is strictly better than the OLS estimator $\beta^{(t)}_{\text{obs}}$ in equation (10) in terms of the Bayes risk function via the above oracle estimator in the following theorems.

**Theorem 3.** If $\eta, \sigma$, and $\beta$ are known, the oracle estimator $\tilde{\beta}^{(t)}_{\text{obs}}(Y_{\text{obs}}, W)$ is optimal, that is,

\[ R_m^{(obs)}(\tilde{\beta}^{(t)}_{\text{obs}}) = \inf_{\delta_m \in \tilde{E}_m} R_m^{(obs)}(\delta_m). \]
for each $1 \leq t \leq m$, where $E_m^*$ is the set consisting of all available estimators of $\beta(t)$ with known $\eta$, $\sigma$, and $\beta$. In addition, for each $1 \leq t \leq m$,

$$R_m^{(obs)}(\bar{\beta}^{(t)}_{obs}) - R_m^{(obs)}(\hat{\beta}^{(t)}_{obs})$$

$$\geq \frac{\sigma^2 \alpha^2 \lambda_{\min}(\Delta)}{\eta + \sigma^2} \left( \tau_1 \varphi \left[ \lambda_{\max}(\{(X^T X)^{1/2}\}((1 + \kappa)\|\beta\|_2 + \alpha)/(\sigma^2 + \eta)^{1/2}) \right] 
+ \tau_0 \varphi \left[ \lambda_{\max}(\{(X^T X)^{1/2}\}(\kappa\|\beta\|_2 + \alpha)/\sigma) \right] \right),$$

where $\alpha$ is any positive constant and $\kappa = \lambda_{\min}(X^T X)/\lambda_{\max}(X^T X)$.

The equation (12) in Theorem 3 shows that the oracle estimator $\hat{\beta}_{obs}^{(t)}$ is optimal and has lower Bayes risk than the OLS estimator $\hat{\beta}_{obs}^{(t)}$ for large sample size $n$. We can similarly show that the proposed estimator $\hat{\beta}_{obs}^{(t)}(Y_{obs}, W)$ converges in probability to the oracle estimator, $
\left\| \hat{\beta}_{obs}^{(t)}(Y_{obs}, W) - \hat{\beta}_{obs}^{(t)}(Y_{obs}, W) \right\|_2 \overset{P}{\rightarrow} 0, \text{ as } m \rightarrow \infty.$

6. Simulation. In this section, we compare the proposed method with the OLS method for handling multi-tissue data. The simulation results show that the proposed method achieves more accurate parameter estimation than the traditional OLS. In each simulation setting, 100 replications are performed. For each replication, we let

$$Y^{(t)} = X \beta^{(t)} + \varepsilon^{(t)},$$

where $\varepsilon^{(t)} \sim N_m(0, \sigma^2 I_n)$, each row of the $n \times p$ matrix $X$ is independent and identically distributed, and $\beta^{(t)}$ independently follows from a mixture distribution depending on $I^{(t)} \sim B(1, \tau_t)$ for each $t = 1, \ldots, m$.

To evaluate the performance of each method, we calculate the mean squared error (MSE) of each estimator $\hat{\beta}^{(t)}(1 \leq t \leq m)$:

$$\frac{1}{pm} \sum_{t=1}^{m} \| \hat{\beta}^{(t)} - \beta^{(t)} \|^2_2,$$

which measures the parameter estimation accuracy across all tissues. We say that a method has better performance if the MSE is smaller. We compare the proposed method and the OLS under the following settings. In addition, we use the posterior probability of $I^{(t)}$ produced by the proposed method to calculate the area under the receiver operating characteristic curve (AUC) for identifying the tissues with non-zero cis-effects. Larger AUC indicates better performance of the posterior probabilities on prediction of $I^{(t)}$. In the first two settings, we assume that there is no missing values in the response $Y^{(t)}$. The difference of the two settings mainly comes from the generation of $\beta^{(t)}$. In contrast, we consider the responses with random missing values in Settings 3 and 4, where we adopt the proposed estimator in Section 5 to deal with the missing responses. Moreover, in Setting 4, we directly use the cis-SNPs in the real GTEx genotype data as covariates $X$ to capture in real linkage disequilibrium structures of the genotype data.

SETTING 1. Let $p = 30$, $n = 50$, $m = 50$, $\tau_1 = 0.5$, $\beta = (\beta_s 1_{10}^T, (\beta_s/2) 1_{10}^T, 0_{10}^T)^T$, and $\sigma^2 = 10$, where $\beta_s$ is the signal level. We generate each row of $X$ from $N_p(0, C)$ and generate $\beta^{(t)}$ from

$$\beta^{(t)} \mid I^{(t)} = 1 \sim N_p(\beta, C),$$

$$\beta^{(t)} \mid I^{(t)} = 0 \equiv 0,$$
for \( t = 1, \ldots, m \), where \( C \) is an exchangeable covariance matrix with all diagonals 1 and off-diagonals \( \rho \).

In Setting 1, we generate \( \beta^{(t)} \) following our model construction in Section 2.1, but we do not set the covariance matrix of \( \beta^{(t)} \) to be exactly \( \eta(X^{T}X)^{-1} \). Nevertheless, as shown in Table 1 the proposed method still performs better than the OLS under various correlation and signal levels. For example, when \( \rho = 0.6 \) and \( \beta_{s} = 2 \), the MSE of the OLS is 13.7753, while the MSE of the proposed method is 2.0096 which is only 15\% of that of the OLS. Moreover, AUCs in Table 1 are all higher than 0.6, especially for situations with large signal levels, indicating the the propose method can identify the tissues with non-zero cis-SNPs for a given gene. Under Setting 1, we let \( \tau_{1} = 0.5 \), indicating that the two groups of tissues (\( \beta^{(t)} \neq 0 \) versus \( \beta^{(t)} = 0 \)) are balanced. In Appendix B, we provide simulations with different \( \tau_{1} \) where the two groups of tissues are unbalanced. The proposed method still outperforms OLS in terms of MSE.

**Table 1**

MSEs of OLS and the proposed method, and AUCs of the proposed method for identifying tissues with non-zero cis-SNPs under Settings 1 and 2.

| Correlation \( \rho \) | Signal level \( \beta_{s} \) | Setting 1 | Setting 2 |
|-----------------|----------------|-----------|-----------|
|                 |                | OLS Proposed AUC | OLS Proposed AUC |
| 0               | 0.5            | 6.6831 0.7442 0.8877 | 0.0597 0.0166 0.8467 |
| 0               | 1.0            | 5.8465 0.7509 0.9696 | 0.0491 0.0090 0.8478 |
| 0               | 2.0            | 5.7021 0.5427 1.0000 | 0.0478 0.0086 0.7965 |
| 0.2             | 0.5            | 6.6928 0.5362 0.6763 | 0.0732 0.0099 0.5668 |
| 0.2             | 1.0            | 5.8547 0.6186 0.8958 | 0.0624 0.0039 0.6200 |
| 0.2             | 2.0            | 5.6966 0.6872 0.9952 | 0.0654 0.0087 0.7949 |
| 0.4             | 0.5            | 7.6919 1.3563 0.8942 | 0.0788 0.0147 0.4913 |
| 0.4             | 1.0            | 8.5119 0.6462 0.8301 | 0.0686 0.0093 0.6571 |
| 0.4             | 2.0            | 7.4002 1.3132 0.9507 | 0.0963 0.0064 0.8636 |
| 0.6             | 0.5            | 11.6754 1.0297 0.6907 | 0.1254 0.0159 0.7296 |
| 0.6             | 1.0            | 13.8658 2.9334 0.8966 | 0.1442 0.0126 0.8213 |
| 0.6             | 2.0            | 13.7753 2.0096 1.0000 | 0.1728 0.0121 0.8535 |
| 0.8             | 0.5            | 26.6533 3.8958 0.8200 | 0.2575 0.0125 0.4911 |
| 0.8             | 1.0            | 28.0534 12.0643 0.9491 | 0.2492 0.0149 0.7135 |
| 0.8             | 2.0            | 27.4862 6.6816 0.9279 | 0.2555 0.0115 0.8558 |

**SETTING 2.** We follow similarly as in Setting 1 except that \( \sigma^{2} = 1 \) and

\[
\beta_{1}^{(t)} \mid f^{(t)} = 1 \sim N(\beta_{s}, \sigma^{2}),
\]

\[
\beta_{1}^{(t)} \mid f^{(t)} = 0 \equiv 0,
\]

where \( \beta_{1}^{(t)} \) is the first element in \( \beta^{(t)} \), other elements in \( \beta^{(t)} \) are all zero for \( t = 1, \ldots, T \).

In Setting 2, we investigate robustness of the proposed method when \( \beta^{(t)} \) is not fully generated from our assumed mixture distribution in Section 2.1. Under this setting, AUCs are lower than those in Setting 1, but most of AUCs are still higher than 0.5. In addition, the proposed method produces much smaller MSE than the OLS. For instance, at \( \rho = 0.8 \) and \( \beta_{s} = 2 \), the MSE of the proposed method is only 5\% of that of the OLS. Thus, the proposed method is robust to certain errors in the model assumption.
TABLE 2
MSEs of OLS and the proposed method, and AUCs of the proposed method for identifying tissues with non-zero cis-SNPs under Settings 3 and 4.

| Correlation ρ | Signal level βs | Setting 3 | Setting 4 |
|---------------|-----------------|-----------|-----------|
|               | OLS          | Proposed | AUC       | OLS          | Proposed | AUC       |
| 0             | 0.5          | 11.1561  | 0.7171    | 0.7920      | 4.7869  | 0.5939    | 0.9164     |
| 0             | 1.0          | 11.0515  | 0.6659    | 0.9419      | 4.8158  | 0.6461    | 0.9986     |
| 0             | 2.0          | 10.9929  | 0.6511    | 0.9974      | 4.7832  | 0.6829    | 1.0000     |
| 0.2           | 0.5          | 13.2371  | 0.6223    | 0.7099      | 4.7404  | 0.7378    | 0.8256     |
| 0.2           | 1.0          | 13.4058  | 0.6738    | 0.8895      | 4.7819  | 0.7492    | 0.9365     |
| 0.2           | 2.0          | 13.7634  | 0.8114    | 0.9838      | 4.8236  | 0.9807    | 0.9880     |
| 0.4           | 0.5          | 17.5384  | 1.5099    | 0.8031      | 4.7390  | 0.9790    | 0.8919     |
| 0.4           | 1.0          | 18.1750  | 1.0159    | 0.8420      | 4.7770  | 0.8710    | 0.9068     |
| 0.4           | 2.0          | 18.4120  | 1.3680    | 0.9480      | 4.7679  | 1.0975    | 0.9551     |
| 0.6           | 0.5          | 26.8559  | 3.9957    | 0.8747      | 4.7603  | 1.1269    | 0.9348     |
| 0.6           | 1.0          | 26.5114  | 2.8599    | 0.8385      | 4.7758  | 1.0082    | 0.9067     |
| 0.6           | 2.0          | 26.6272  | 2.9954    | 0.9074      | 4.7527  | 1.1255    | 0.9346     |
| 0.8           | 0.5          | 53.7184  | 10.9895   | 0.9120      | 4.7581  | 1.1468    | 0.9263     |
| 0.8           | 1.0          | 54.1613  | 9.6208    | 0.8912      | 4.7885  | 1.0874    | 0.9049     |
| 0.8           | 2.0          | 54.2999  | 8.6471    | 0.8955      | 4.7350  | 1.1774    | 0.9284     |

In real genetic data such as the GTEx data, we may not collect all tissues from each subject, indicating that the gene expression matrix $Y$ could contain missing values. We provide the proposed estimator in Section 5 to handle cases with missing values in $Y$. In the following Setting 3, we investigate the performance of the proposed method when there are missing data.

**SETTING 3.** We follow similarly as in Setting 1 except that, for each $1 \leq t \leq m$, we random select 20% elements in $Y(t)$ and set them to be missing.

We provide results of Setting 3 in Table 2. Due to missing values, the MSEs of the OLS in Setting 3 are larger than those in Setting 1. However, the MSEs of the proposed method in Setting 3 do not change much compared to those in Setting 1, implying that the proposed method produces much smaller MSE than the OLS. For instance, when $\rho = 0$ and $\beta_s = 0.5$, the MSE of the proposed method is only 6% of that of OLS.

**SETTING 4.** We follow similarly as in Setting 3 except $n = 300$ and that, for the construction of $X$, we randomly select 300 samples independently with replacement from the 838 samples of the 30 cis-SNPs of the gene WARS2 in the GTEx data.

As shown in Table 2, the proposed method outperforms the OLS in terms of MSE when we use the real cis-SNP genotype covariates in GTEx. For example, with $\rho = 0.4$ and $\beta_s = 1$, the MSE of the proposed estimator is 0.8710, while the MSE of the OLS estimator is 4.7770 which is five times larger than that of the proposed estimator. In addition, the AUCs of the proposed method across different correlations and signal levels are at least as high as 82%, indicating that the posterior probabilities of $T(t)$ produced by the proposed method can effectively identify tissues with non-zero $\beta(t)$.

7. **Application to GTEx data.** In this section, we apply the proposed method to the Genotype-Tissue Expression (GTEx) data (Consortium et al., 2017) and compare it with
the traditional OLS method in term of predicting tissue-specific expressions using the cis-SNP data. We are also interested in understanding the cis-SNP and gene expression associations across different issue. The GTEx is an ongoing US National Institutes of Health (NIH) Common Fund project starting from 2010, which aims to establish a comprehensive public resource database for investigation of the relationship between genetic variation and gene expression. The GTEx project collects non-diseased tissue samples from nearly 1000 donors, which are sent to the Laboratory, Data Analysis and Coordinating Center (LDACC) for molecular analysis (Lonsdale et al., 2013). DNA from each donor’s blood sample is genotyped using the Illumina HumanOmni5M-Quad BeadChip for whole-genome SNP (Lonsdale et al., 2013), and the Illumina TrueSeq RNA sequencing is used for the measurement of gene expression.

Specifically, the GTEx project includes genotype and gene expression data for 838 participants across 49 tissue types. There are 8066 genes with expression data available in all the tissue types. Since tissue samples of some participants are not collected for each tissue type, our analyses of GTEx data focus on 32 tissues, each of which has at least $n = 200$ collected samples.

We apply the standard data pre-processing and quality-control procedures to both DNA and RNA sequencing data. We exclude the SNPs with minor allele frequencies less than 5%. The SNPs are further pruned for linkage disequilibrium (LD) with a window size of 50 SNPs, a step size of 5 SNPs, and a R2 threshold of 0.2 using PLINK 1.9. In addition, we select cis-eQTLs for each gene following Wang et al. (2016), which can be viewed as a screening of predictors. Specifically, we first obtain tissue-specific cis-eQTLs of pairs of genes and its corresponding cis-SNPs using the “MatrixEQTL” R package (https://cran.r-project.org/web/packages/MatrixEQTL/index.html). For each pair, we then combine the Z statistics of the cis-eQTLs from all the tissues via the Stouffer’s Method (Stouffer et al., 1949). We use the “poolr” R package (https://cran.r-project.org/web/packages/poolr/index.html) to carry out the Stouffer’s Method. We select the cis-eQTLs whose Stouffer’s p values are less than $10^{-6}$. Then there are 4827 genes with at least one selected cis-eQTL. For each gene, we order the selected cis-SNPs by the corresponding Stouffer’s p values increasing. To avoid highly correlated cis-SNPs, we retain the selected cis-SNPs in a increasing order of the corresponding Stouffer’s p values, and remove cis-SNPs which are highly correlated with previously retained cis-SNPs with the coefficient of determination larger than 0.5.

7.1. **Prediction and comparison with OLS.** We apply the proposed method and the OLS to each gene and its corresponding cis-SNPs. To evaluate each method in gene expression prediction using cis-SNPs, we use a 10-fold cross-validation analysis. Specifically, we randomly split the observed samples in each tissue into 10 equally sized subsamples, named from Subsample 1 to Subsample 10. For each $1 \leq i \leq 10$, we use Subsample $i$ in all the tissues as a testing set, and the remaining 9 subsamples in all the tissues as a training set. We predict the gene expression values of subjects in each testing set for each gene based on each method. For the proposed method, we use the extension version in Section 5 that can handle missing values, since there are missing samples in some tissues for a subject in the training set. We repeat this procedure 10 times and obtain predicted values for all the subjects. To evaluate the prediction accuracy of each method, we calculate the prediction mean squared error (PMSE) and squared Pearson correlation ($R^2$) between the predicted values and true gene expression values for each gene and each tissue type.

We provide the PMSEs of the proposed method and the OLS method for all the genes and tissue types in Figures 1 and 2. Each sub-figure in Figures 1 and 2 is a scatter plot of PMSEs for all genes in one tissue type, where x-axis represents PMSE of the proposed
method, and y-axis represents PMSE of the OLS method. In each sub-figure, most points are under the red line where the PMSEs of the two methods are the same. Especially, in the brain cortical tissue and the prostate tissue, for some genes, the PMSEs of the proposed method is even smaller than 50% of the corresponding PMSEs of the OLS. Thus, the proposed method overall performs better than the OLS in terms of prediction accuracy, indicating that the proposed method estimates parameters in (1) more accurately than the OLS.

For each tissue type, we also calculate the average increment and the percentage of the average increment of $R^2$ by the proposed method compared with the OLS method across all the genes. We provide these comparison results for all the tissues in Figure 3. Note that the proposed method substantially increases the average $R^2$ in all the tissues compared to the OLS method, which indicates that the proposed method produces the predicted values more correlated to the true gene expression values. On average, the proposed method improves
the $R^2$ by 27.5% across all the tissue types. In particular, for the artery coronary tissue, the proposed method increases the $R^2$ by more than 40%. When we only consider genes with at least 20 cis-SNPs, the percentage of average increase of $R^2$ by the proposed method is over 80% in the artery coronary tissue.

7.2. Posterior probability of cis-SNP gene expression association. In this subsection, we apply the proposed method to the whole dataset, and calculate the posterior probability of $I^{(t)} = 1$ for $t = 1, \ldots, m$ and all the genes. This posterior probability indicates whether the cis-SNPs of a given gene have effects on the corresponding gene expression in a particular tissue based on the observed data. We use the “gplots” R package (https://cran.r-project.org/web/packages/gplots/index.html) to generate a heat map for all the posterior probabilities, where each column represents a tissue and each
Figure 3. Increase of $R^2$ by the proposed method compared with the OLS method. Top left: Average increase of $R^2$ by the proposed method. Top right: Percentage of average increase of $R^2$ by the proposed method. Bottom left: Average increase of $R^2$ for genes with at least 20 cis-SNPs by the proposed method. Bottom right: Percentage of average increase of $R^2$ for genes with at least 20 cis-SNPs by the proposed method.
row represents a gene. We first note that for many genes, the cis-SNP and gene expression associations are observed all the tissues (top blue rows). There are only a few genes that do not have their corresponding cis-SNPs in all the tissues (bottom red rows). For many other genes, we observe tissue-specific cis-SNP gene expression associations, but for most of these genes, the cis-SNP associations are observed in most of the tissues.

As shown in Figure 4, the heat map clusters similar genes and similar tissues together based on the posterior probability of observing cis-SNP and gene expression association. We observe that the tissues that are clustered together are indeed For example, the “Esimilar. sophagus_Gastroesophageal_Junction” tissue and the “Esophagus_Muscularis” tissue are clustered together in Figure 4. They are both related to the esophagus. Similarly, the “Artery_Tibial”, “Artery_Coronary”, and “Artery_Aorta” tissues are all related to the artery and are clustered together in the heat map. Thus, the posterior probabilities based on the proposed method indeed capture the similarity between tissues in terms of the relationship between gene expression and cis-SNPs.

8. Discussion. We develop a new empirical Bayes regression model for multi-tissue eQTL analysis using the GTEx data, which improves the single tissue analysis produced by the traditional ordinary least squares method. To borrow information across tissues, the proposed method assigns a common mixture prior distribution to the cis-SNP effects in each tissue, and estimates parameters in the prior distribution through maximizing marginal likelihood of the expression levels in all the tissues. In addition, the method provides a way of quantify the evidence whether the cis-SNPs are “active” or not in a certain tissue based on the posterior probabilities of the latent configuration indicator in the mixture prior distribution. We apply the EM algorithm to find the maximum likelihood estimate of prior parameters. Moreover, to accommodate real data with missing responses such as the GTEx data, we have also developed the empirical Bayes estimator and the corresponding asymptotic results when there are missing data.

Theoretically, we have shown that the proposed estimator is asymptotically superior than the OLS estimator in terms of the Bayes risk. This superiority is mainly due to that the OLS only uses single tissue information while the proposed method incorporates common information from other tissues. In addition, the application to the GTEx data illustrates that the proposed method estimates the tissue-specific cis-SNP effects more accurately than the OLS method. More importantly, the proposed method provides posterior probabilities of whether there is cis-effects or not for each tissue, which indeed reflects similarity among tissues. For instance, the “Artery_Tibial”, “Artery_Coronary”, and “Artery_Aorta” tissues are shown to have similar cis-SNP gene expression association among all the genes.

In general, the empirical Bayes method provides a powerful framework for pooling information across multiple experiments or sources, and improving the accuracy of the estimation or inference in each experiment. Besides the SNP-gene association, we can also extend the empirical Bayes framework to improve the estimation of the relationship between expression levels of genes for the GTEx project where gene expression levels are measured over multiple tissues. For example, we could incorporate information across tissues through estimating a common prior on the multiple precision matrices for the multiple tissues. In addition, in this article, we mainly consider the association between gene expression and cis-SNPs. It would be of great interest to incorporate more covariates, including not only cis-SNPs but also trans-SNPs, in future research. We could involve penalty functions when the number of covariates exceeds the number of subjects.
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FIG 4. Posterior probabilities of $I^{(t)} = 1$ for all the genes and tissues.
SUPPLEMENTARY MATERIALS. The online Supplemental Materials include EM algorithm for missing data case, additional simulations and proofs of Theorems 1-3.
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