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Abstract
Automated cattle activity classification allows herdsmen to continuously monitor the health and well-being of livestock, resulting in increased quality and quantity of beef and dairy products. In this paper, a sequential deep neural network is used to develop a behavioural model and to classify cattle behaviour and activities. The key focus of this paper is the exploration of a joint time-frequency domain representation of the sensor data, which is provided as the input to the neural network classifier. Our exploration is based on a real-world data set with over 3 million samples, collected from sensors with a tri-axial accelerometer, magnetometer and gyroscope, attached to collar tags of 10 dairy cows and collected over a one month period. The key results of this paper is that the joint time-frequency data representation, even when used in conjunction with a relatively basic neural network classifier, can outperform the best cattle activity classifiers reported in the literature. With a more systematic exploration of neural network classifier architectures and hyper-parameters, there is potential for even further improvements. Finally, we demonstrate that the time-frequency domain data representation allows us to efficiently trade-off a large reduction of model size and computational complexity for a very minor reduction in classification accuracy. This shows the potential for our classification approach to run on resource-constrained embedded and IoT devices.
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1. Introduction
Cattle activity classification is of increasing interest to the beef and dairy industry. Beef and dairy producers are competing in the international market for greater market share, and are aiming for greater quality and quantity of the production of beef and dairy, as well as reduced cost \cite{1, 2}. The quantity and quality of beef and dairy product are directly related to the animals’ health and welfare, which in turn can be inferred from animal behaviour. Therefore, cattle activity classification has become an increasingly important tool for farmers \cite{3, 4}. For instance, the duration of “Ruminating”, “Grazing”, and “Lying” can predict productivity, breeding and calving \cite{5}. Similarly, changes in gait and duration of “Lying” can signal pain or lameness in the animal. Pain, fear, lameness, heat stress, and infectious disease indicate poor welfare, which is linked to and can be detected via cattle behaviour \cite{6, 4}. Continuous cattle activity monitoring and classification cannot be done manually (by human observation) at scale, due to its prohibitive cost. This is particularly the case of large scale cattle stations, such as the Brunette Downs and Anne Creek stations in Australia, with 110,000 cattle and an area of 23,677 km\textsuperscript{2}, respectively \cite{7, 8}.

\footnote{Corresponding author.}E-mail address: f.noorbin@uq.net.au (Faezeh Noorbin).
Automated cattle activity classification can be implemented via sensor-based systems, typically equipped with accelerometer, magnetometer and/or gyroscope. These systems have the potential for numerous financial, environmental and other benefits to herders [9, 10, 11, 12, 13], as well as for the well-being of cattle [14, 15].

There are several ways to approach the cattle activity classification problem. Classical Machine Learning methods, referred to as shallow learning approaches, have been used to monitor cattle well-being, observe the amount of nutrition intake, and to allocate resources on farms [9, 10, 11, 12, 13, 14, 15]. Shallow learning classifiers are relatively easy to train, have low computational cost, and work reasonably well in some cases. However, they require extensive feature engineering and are typically limited in the number and types of activities they can accurately classify [16, 17, 18]. Deep Neural Network (DNN) classifiers have the potential to overcome these shortcomings, are able to handle raw sensor readings as inputs, and can outperform shallow learning methods in terms of classification accuracy [16, 19, 20].

In this paper, we explore the use of joint time-frequency data representation (spectrogram) in conjunction with a basic multi-layer perceptron deep neural network for cattle activity classification. The rationale behind this approach is the fact that the frequency content of “bio-signals”, such as accelerometry signals from animals and humans, tend to vary over time [21, 22, 23] and is non-stationary. It has been shown that time-frequency data representation is a good fit for such data [22, 24, 25]. This inspires our idea of exploring this type of data representation in the context of cattle activity classification, which is explored in this paper.

As a baseline, we first explore the performance of a basic sequential deep neural network classifier with a time-domain data representation. For this, we explore different system parameters, such as data window size, and degree of window overlap, and we find the respective optimal parameter values. Furthermore, the use and fusion of different sensor modalities (accelerometer, magnetometer and gyroscope) are explored. Our experimental evaluation is based on a manually labelled cattle activity data set with over 3 million samples, collected from 10 dairy cows by CSIRO over a one month period.

We then explore a time-frequency (spectrogram) representation of the sensor data in conjunction with the same Neural Network classifier. Our experimental results show a significant classification performance improvement with an $F_1$ Score of 89.3%, compared to 73.8% of the time-series data representation approach. We compared our proposed method with the best performing cattle activity classifiers in the literature\(^3\), including both shallow and deep learning approaches. Our results show that our method outperforms all other reported approaches in terms of $F_1$ Score. Our results are achieved for an imbalanced data set, which is a more challenging case than balanced data sets, as used by some of the related works [27].

It is interesting to note that these results are achieved with a relatively basic multi-layer perceptron DNN classifier, in contrast to some of the considered related works. The key focus of this paper was the exploration of the joint time-frequency data representation, and for that purpose a simple DNN classifier was used. The excellent classification result achieved with this data representation, even with a relatively simple classifier, shows its potential. It can be expected that its use in conjunction with more advanced DNN architectures, and a more systematic exploration of the hyper-parameter space, an even higher classification performance can be achieved. This represents a promising avenue for future works.

The paper further considers the computational cost of the time-frequency domain approach, and explores how the change in spectrogram resolution impacts on the classification accuracy. Our results show, quite surprisingly, that a significant reduction in the spectrogram resolution by 90%, corresponding to a reduction of the model size and computational complexity by 99.9%, reduces the classification accuracy by only 1.6%. Our results demonstrate that a highly compressed spectrogram data representation for a deep learning based cattle activity classifier can achieve very high computational efficiency, while maintaining high classification accuracy. This

\(^2\)The simple DNN model has also been used for classification by Wang et al. [26]

\(^3\)to the best of our knowledge
demonstrates the potential for this type of classifier to be run at the edge on very resource-constrained sensor devices, such as the CERES tag [28, 29]. A more detailed exploration of this promising idea is the focus of our ongoing and future work.

The rest of the paper is organised as follows. A brief overview of key related works in cattle activity classification is presented in Section 2. Our activity classification architecture and basic approach is presented in Section 4, and our data set is discussed in Section 3. The baseline time-domain-based classification is discussed in Section 5, and Section 6 discusses the corresponding spectrogram-based approach. A detailed performance comparison of the two approaches is provided in Section 7, and a comparison with key related approaches is provided in Section 8. The trade-off of computational cost versus classification accuracy, via changing the spectrogram resolution, is explored in Section 9, and conclusions follow in Section 10.

2. Related Work

Inferring cattle activity from sensor data using machine learning represents an important and challenging research problem. Our discussion of the key related works in this area is organised according to the two basic types of machine learning approaches that are employed, shallow learning (Section 2.1) and deep learning (Section 2.2) [20]. Table 1 provides an overview of the key related works in each category, showing the corresponding sensor modalities, machine learning type, classification algorithm, data representation domain, set of activity classes, and classification performance metric ($F_1$ Score).

2.1. Shallow Learning Methods for Cattle Activity Classification

Currently, the majority of studies dealing with cattle activity classification use shallow learning, i.e. conventional machine learning methods, to build behavioural models of cattle activity classes. Smith et al. used a one-vs-all classification method, where a separate binary classifier is used for each activity class [15]. The authors propose an embedded feature selection method for each of the binary classifiers that is tailored to the particular activity, with a specific optimal window size. For example, the authors show that a Random Forest Ensemble classifier with a 30 sec time window is optimal for “Grazing”, while a SVM-based classifier with a 20 sec time window is more efficient for “Walking”. The authors use a tri-axial accelerometer and extract 84 features in the time and frequency domains, in addition to information theory-based features such as Entropy. The authors report an average $F_1$ Score of 92.0% for five activity classes (“Grazing”, “Walking”, “Ruminating”, “Resting” and “Other”).

In [8], Rahman et al. apply a similar classification method on tri-axial accelerometer data, using 14 time and frequency domain features. The authors use majority voting to integrate the different binary classifier outputs. The results are reported for the three most dominant activity classes with an average $F_1$ Score of 84.4% from sensor data collected from collar tags, and 91.1% for data collected from halter tags. Both data sets were highly imbalanced. The above two methods only deal with a relatively small number of activity classes. Furthermore, running all the class-optimal classifiers in parallel results in a relatively high computational and hence energy cost.

Andriamandroso et al. [30] proposed a decision tree-based activity classification algorithm using 4 selected features derived from accelerometer and gyroscope signals, created mainly via head and jaw movements of the cattle. These movement signals are collected using the inertial measurement unit (IMU) of an iPhone that is attached to the animals, along with a backup battery. The average $F_1$ Score in this study is reported as 80.2%, for the activity classes of “Grazing”, “Ruminating” and “Other” (including all other activity classes), using an imbalanced dataset.

Diosdado et al. [31] proposed a similar approach based on two selected features from acceleration signals collected from collar tags. The classification performance is reported as 83.4% (average $F_1$ Score), but only three activity classes were considered (“Lying”, “Standing” and “Feeding”), based on an imbalanced dataset.
### Table 1: Overview of cattle activity classification related works

| Authors | Sensor modality | Data Representation Domain | Number of Selected Features | %Distribution in Classes* | Classification Method | Performance (\(F_1\) Score) |
|---------|----------------|---------------------------|-----------------------------|---------------------------|-----------------------|-----------------------------|
| Smith et al. [15] | Accelerometer, Orientation | Time, Frequency, Information Theory | 84 | G: 55 W: 6 Ru: 13 Re: 17 O: 9 | Classification based One-vs-all with binary classifiers | 92.0 |
| Rahman et al. [8] | Accelerometer | Time, Frequency | 14 | G: 55 Ru: 16 S: 29 | Classification based One-vs-all with binary classifiers | 91.1 |
| Andriamandroso et al. [30] | Accelerometer, Gyroscope | Time | 4 | G: 57 Ru: 4 O: 39 | Decision tree | 80.2 |
| Diosdado et al. [31] | Accelerometer | Time | 2 | F: 37 S: 14 L: 49 | Decision tree | 81.4 |
| Arcidiacono et al. [32] | Accelerometer | Time | 1 | G: 50 Ru: 50 | Decision tree | 94.3 |
| Dutta et al. [14, 10] | Accelerometer, Magnetometer, Orientation | Time | 72 | G: 20 W: 20 Ru: 20 Re: 20 O: 20 | Ensemble classification | 90.0 |
| Sturm et al. [33] | Accelerometer | Time | 15 | L: 57.8 S: 42 W: 0.2 | Chaos-based classification | 87.9 |
| Martiskainen et al. [34] | Accelerometer | Time | 28 | S: 22 L: 19 Ru: 20 F: 17 W: 9 BW: 0.2 | SVM | 77.7 |

### Deep Learning

| Authors | Sensor modality | Data Representation Domain | Number of Selected Features | %Distribution in Classes* | Classification Method | Performance (\(F_1\) Score) |
|---------|----------------|---------------------------|-----------------------------|---------------------------|-----------------------|-----------------------------|
| Kasfi et al. [35] | Accelerometer | Time | -- | G: \(\sim\) 60 O: \(\sim\) 40 | CoreNet with Softmax | 84.0 |
| Rahman et al. [36] | Accelerometer | Time | -- | G: 11.11 S: 11.11 W: 11.11 | Auto-encoder with SVM | 75.1 |
| Peng et al. [16] | Accelerometer, Magnetometer, Gyroscope | Time | -- | F: 12.5 M: 12.5 LS: 12.5 | RNN-LSTM with Softmax | 88.9 |

* C: Chewing, F: Feeding, G: Grazing, H: Head butt, L: Lying, LS: Licking Salt, LW: Lame Walking, M: Moving, O: Other, Re: Rosting, Ru: Ruminating, S: Standing, Se: Searching, SL: Social Licking, W: Walking,

In [32], Arcidiacono et al. employ a simple decision tree algorithm for a binary activity classification problem, with “Feeding” and “Standing” as the only two considered classes. In this approach, the median of the X-axis acceleration values over a 5 second window is used as the key feature and decision threshold. If fewer than 10 data samples in the 5 second time window are below the threshold, the window is classified as activity class “Feeding”, and “Standing” otherwise. The authors report an \(F_1\) Score of 94.3% for this binary classification problem. The main issue with this simple threshold-based approach is its limited ability to scale to a larger number of activity classes.

Another shallow learning approach, proposed by Dutta et al. in [10, 14], is an ensemble classifier which combines the outputs of several individual classifiers. The authors considered 72 time-series features collected from an IMU sensor. The paper reports an \(F_1\) Score of 90% for five activity classes (“Grazing”, “Walking”, “Ruminating”, “Resting” and “Other”).

In [33], Sturm et al. used a nonlinear dynamical system model and chaos theory based approach to model the problem cattle activity classification. Seven chaos-theory related features, such as the Maximal Lyapunov exponent and the length of a phase trajectory, were extracted from tri-axial acceleration sensor data. The \(F_1\) Score of the proposed method for up to three
activity classes is 87.9%, using an imbalanced dataset. However the classification performance decreases significantly for the case where six activity classes are considered.

In [34] Martiskainen et al. propose a SVM-based classifier for eight cattle activity classes. The authors consider 28 time-domain features from tri-axial acceleration sensors, and use a grid search method to find the optimal SVM hyper-parameters. The $F_1$ Score of this approach for eight activity classes is 77.7%, with an imbalanced dataset.

Overall, we can say that the discussed shallow learning approaches for cattle activity classification can provide very good classification performance for a small number of activity classes, but the performance decreases significantly if a larger number of activity classes (more than 5) is considered. In the following, we will discuss the key works that have considered deep neural networks to solve the cattle activity classification problem.

2.2. Deep Learning Methods for Cattle Activity Classification

Deep neural networks have proven to be very successful for a wide range of classification problems, and so it does not come as a surprise that they have been explored for cattle activity classification. A range of deep learning methods, such as Convolutional Neural Networks (ConvNet), Auto-encoders, and Long Short Term Memory Recurrent Neural Networks (RNN-LSTM), have been explored for activity classification [37]. Below, we provide a brief summary of the key works in the context of cattle activity classification.

Kasfi et al. [35] employ a ConvNet with a Softmax classification layer, and consider acceleration sensor data in time-series representation. The method achieves an $F_1$ Score of 84% for binary classification of “Grazing” versus other activities, with a reasonably balanced dataset.

In [36], Rahman et al. propose the use of a stacked Auto-encoder for feature representation of time-domain acceleration sensor data, used in conjunction with an SVM-based activity classifier. The paper reports an $F_1$ Score of 75% for 9 activity classes.

Peng et al. [16] employ an RNN-LSTM algorithm to represent features based on time-series sensor data from a 9-axis Inertial Measurement Unit (IMU). A final Softmax layer provides the classification functionality. The paper considers eight activity classes and the proposed classifier achieves an average $F_1$ Score of 89%, which to the best of our knowledge, is the highest reported performance for such a large number of activity classes. However, this result was achieved on a balanced data set, with a roughly equal representation of the different activities. Realistic data sets tend to be imbalanced, which makes the classification problem harder, and typically results in lower classification performance. As a final caveat, the RNN-LSTM classifier is relatively resource intensive and requires a high memory bandwidth [38], which makes it difficult to be deployed on resource-constrained edge devices.

Our research presented in this paper is motivated by our review of the relevant literature, and our aim was to develop a new cattle activity classification method that combines high classification performance for a large number of activity classes, with low and scalable computational complexity, and with the ability to work with realistic (imbalanced) data sets.

3. Dataset

The dataset used in this paper has been collected by DATA61 (CSIRO) in Armidale, Australia, from the 31st of July to 4th of September 2018. The dataset consists of ~3,500,000 samples of tri-axial IMU sensor readings from an accelerometer, magnetometer and gyroscope, attached to collar tags of ten individual dairy cows. Given a sampling rate of 50 Hz, the dataset corresponds to a duration of 69,150 seconds, or just over 19 hours.

The dataset has been labelled with the corresponding cattle activity class by human recorders. The considered set of activity classes are: “Grazing”, “Walking”, “Ruminating standing”, “Ruminating lying”, “Standing”, “Lying”, “Drinking”, “Grooming”, and “Other”. Table 2 shows the respective aggregate activity duration in seconds as well as the distribution in percent. We can see that the dataset is highly imbalanced, with over 53% of data samples labelled with the “Grazing” activity label.
Table 2: Dataset breakdown by activity class.

| Label | Activity class        | Duration (s) | Distribution (%) |
|-------|-----------------------|--------------|------------------|
| 1     | Grazing               | 36701        | 53.07            |
| 2     | Walking               | 514          | 0.74             |
| 3     | Ruminating standing   | 3392         | 4.91             |
| 4     | Ruminating lying      | 9851         | 14.25            |
| 5     | Standing              | 11471        | 16.59            |
| 6     | Lying                 | 5426         | 7.85             |
| 7     | Drinking              | 611          | 0.88             |
| 8     | Grooming              | 530          | 0.77             |
| 9     | Other                 | 654          | 0.95             |

4. Deep Learning based Activity Classification Architecture

Figure 1 shows an overview of our basic Deep Learning based activity classification architecture and approach. The basic idea and very preliminary results have been published in [39]. The process starts on the left, with data acquisition from the tri-axial IMU sensor that is attached to the animal. This provides raw data for the three dimensions from each sensor (gyroscope, magnetometer and accelerometer), resulting in nine time-series, as indicated in the figure. This is then followed by windowing and data normalisation, as well as filtering applied to the accelerometer data, in order to mitigate the gravity effect. The data is then fed into our Deep Learning based classifier, which outputs one of the nine considered activity classes, including “Other”, as mentioned in Section 3. These individual processing steps are discussed in more detail in the remainder of this section.

![Cattle Activity Classification Architecture](image)

Figure 1: Cattle Activity Classification Architecture.

4.1. Windowing and Normalisation

Since cattle activities cannot be determined based on instantaneous sensor readings, we need to consider the appropriate data window size, which the classifier considers in each classification step. To illustrate this, Figure 2 shows the collected tri-axial accelerometer time-series data for a period of 40 seconds. The graph at the bottom shows the corresponding activity classes, based on the manually labelled data set. We can see that the shortest activity duration in this example is around 5 seconds, while others last significantly longer. In order to implement reliable activity classification, the choice of window size is important. We explored the following values for the window size $\Delta T$, i.e. $\Delta T \in \{5s, 10s, 15s\}$.
We also explored a range of values for the window overlap percentage $P$. For example, an overlap of $P = 40\%$ for a window size of $\Delta T = 5\,s$ corresponds to a stride of $\Delta t = 2\,s$ for each classification cycle. We considered the following values $P \in \{0\%, 40\%, 80\%\}$ for each considered window size. Finally, the sensor readings are normalised to a range between 0 and 1 using the Min-Max method.

![Figure 2: Acceleration time-series data on x, y, and z axes, with corresponding activity labels (below).](image)

**4.2. Filtering**

The tri-axial accelerometer readings include not only the acceleration generated by different cattle activities, but also the impact of gravity as well as thermal noise [40]. In order to address this problem, we apply a bandpass filter to the accelerometer data, with the aim to eliminate the gravity induced DC component, as well high frequency noise [9]. Based on a set of experiments, we designed a third-order Butter-worth bandpass filter with a lower cut-off frequency of $2Hz$ and higher cut-off frequency of $20Hz$. The frequency response of the filter is shown in Figure 3.

**4.3. Deep Neural Network Module**

In the basic version of our cattle activity classifier, the time-series sensor data is fed into a feed forward Deep Neural Network (DNN) classifier, after windowing, normalisation and filtering has been applied. Figure 4 shows the structure of the DNN module, comprising a stack of fully connected successive layers, consisting of an input layer, followed by 4 hidden layers, and the output layer. The number of nodes in the first layer depends on the number of data samples in each window, and hence the window size and number of sensor modalities. The number of nodes in the hidden layers are 64, 64, 64 and 32 respectively. The output layer has 9 nodes, corresponding to the 9 activity classes.

---

*In Figure 2 the window size $\Delta T$ is shown in red, and the stride $\Delta t$ is indicted in green.*
The Rectified Linear Unit (ReLU) activation function was used for all layers except the final one, where the Softmax function was chosen. This choice of ReLU and Softmax activation function is a common and proven combination for a wide range of classification problems [41, 42, 43]. Finally, Sparse Categorical Cross-entropy [44] was chosen as the loss function.

4.4. Implementation and Training of Time-domain DNN Model

The neural network model discussed in the previous section was implemented using Keras (2.2.4-tf) and Tensorflow(2.0.0) [45, 46]. For the training of the network, we used the Adam optimiser [47] with parameters $\beta_1$, $\beta_2$, $\epsilon$, and learning rate set to 0.9, 0.999, $10^{-7}$, and 0.001, respectively. The number of epochs ranged between 2 to 10 to get the best fit of the models, and the batch size was 32. As a validation method, we used Stratified K-fold Cross Validation (SCV) with $K = 10$ [48]. We compute the overall performance as the weighted average $F_1$ Score over the different classes.

5. Activity Classification Results using Time-domain Data Representation

In this section, we discuss the application of our Deep Learning based cattle activity classification approach, based on sensor data in time-domain representation. As discussed in the previous section, the time-series sensor data undergoes windowing, normalisation and filtering, before being presented to the DNN classifier. We first explore different window sizes and degrees of window overlap (or stride), as discussed in Section 4.1. We then present the classification performance results for different individual sensor modalities, as well as the different options of sensor modality fusion.
5.1. Exploring Window Size and Overlap

In our first experiment, we trained our DNN classifier, as discussed in Section 4.4, using only acceleration time-series data. We considered three values for the window size ($\Delta T$), i.e. 5, 10 and 15 seconds. For each window size, we considered different degrees of window over window overlap, i.e. 0%, 40% and 80%. Figure 5 shows the classification performance in terms of the weighted average $F_1$ Score, for all nine combinations of window size and overlap. The x axis of the figure represents the different window overlap values, while the y axis represents the different window size options. The weighted average $F_1$ Score is represented on the z axis.

We observe that the choice of window size and overlap has a significant impact on the classification performance, ranging from a minimum of 51.72% for $\Delta T = 15$ s and overlap of 0%, to a maximum $F_1$ Score of 73.55 for $\Delta T = 10$ s and a window overlap of 80%. In general, a greater window overlap seems to result in a better performance for all window sizes. This can be attributed to information loss and artefacts at the window edges. For the best overlap value of 80% the choice of window size does not seem to have too much of an impact.

Figure 5: Classification performance for time-series data representation with varying window overlap.

5.2. Exploring Sensor Modalities

In a next set of experiments, we explored the use of different combinations of sensor modalities for our time-domain based DNN classifier. For these experiments, we chose the two best options of window size and overlap/stride, as established in Section 5.1, i.e. $\Delta T = 10$ s and $\Delta T = 5$ s, with a stride of $\Delta t = 2$ s and $\Delta t = 1$ s respectively, which both correspond to a window overlap of 80%. The sensor modality combinations that we considered are: accelerometer data only (as in Section 5.1), accelerometer & magnetometer, accelerometer & gyroscope, and accelerometer & magnetometer & gyroscope. Data from the different modalities were combined by simply concatenating the various tri-axial sensors data values.

Figure 6 shows the result of our experiments. As discussed in Section 5.1, classification based on accelerometer data only achieves an $F_1$ Score of 73.28% and 73.55% respectively. What is surprising is that the addition of Magnetometer data deteriorates the performance, down to 62.53% and 63.99% respectively. The same applies for the case where we combine acceleration with gyroscope data, and the case where we combine all three sensor modalities. It seems that
the classifier is not able to utilise the additional information from the different sensor modalities, if provided in time-domain representation.

Figure 6: Classification performance for time-series data representation for different sensor modality sets.

Figure 7 shows the confusion matrix for the best performance of time-domain-based classification with $\Delta T = 10\, s$ and $\Delta t = 2\, s$, using accelerometer time-series data with the Stratified 10-fold cross-validation (SCV) method. The values in a column indicate the percentage of the predicted individual class to the total true class. We can see that, while 94.72% of the samples in the “Grazing” class are correctly classified, a large percentage of samples of other activities are misclassified. For example, the classification performance for the “Walking” class is extremely poor, with 0% of the labels predicted correctly, and with a high degree of confusion with “Grazing”.

Figure 7: Confusion matrix for classification based on time-domain data representation, for $\Delta T = 10\, s$ and $\Delta t = 2\, s$, based on accelerometer time-series data only, using the SCV method.

It is clear from our results that the performance of a simple time-series data representation in combination with a basic DNN classifier does not achieve a sufficiently high performance for most practical applications. This provides the motivation of our exploration of an alternative data representation. Our choice of data representation is based on the fact that the frequency content of many “bio-signals” have been shown to vary over time. This has been shown to be
the case for animals [21], accelerometry signals of human fetal activity [23], and human activity signals more generally [22, 24, 25]. Our decision to explore a joint time-frequency sensor data representation (spectrogram) for cattle activity classification was inspired by these related works.

The following section provides details of our spectrogram-based sensor data representation and the application in the context of DNN cattle activity classification. 

6. Activity Classification with joint Time-Frequency Data Representation

The cattle activity classification performance using a DNN classifier based on the time-series data representation, as shown in the previous section, is limited and not sufficient for practical purposes. In this section, we explore a time-frequency data representation approach, and demonstrate how it significantly improves classification accuracy using the same DNN classifier.

6.1. Time-Frequency Data Representation

A commonly used alternative representation of raw time-series data is a frequency domain representation, e.g. via the Fourier transform.

In Fourier analysis, we use a weighted average of the signal in the time domain, which is mathematically expressed for aperiodic signal \( x(t) \) as:

\[
X(f) = \int_{-\infty}^{\infty} x(t) e^{-2j\pi ft} dt
\]  

(1)

The Fourier transform, in general, is a complex function of frequency only, i.e. the time variable is integrated out. While the magnitude of the Fourier transform indicates the harmonics/frequencies present in a signal, it does not provide information relating the time of arrival of individual frequencies. Many human-made and natural signals have been shown to have varied harmonic components over time, including human speech, bird sounds, bio-signals of human and animals [21] such as accelerometry signals of human fetal activity [23], and more closely related to our work, human activity [25, 22]. For a complete harmonic analysis of these non-stationary signals, i.e. signals with their frequency/harmonic content varying over time, methods are needed that represent signal (harmonics) in a joint time-frequency domain. There are different types and classes of time-frequency data representations that, each with their own advantages and disadvantages.

The method used in our work is based on the Short-Time Fourier Transform (STFT), which is a localised form of the Fourier transform that calculates the Fourier transform over a small sliding window of the signal. For this, the time-series signal \( x(t) \) is first multiplied by a windowing function \( W(t) \), such as the Hamming function, with \( \tau \) representing the time shift of the window.

\[
x_W(t, \tau) = x(t)W(t - \tau)
\]  

(2)

The STFT is then calculated as the Fourier transform of \( x_W(t, \tau) \) with the integral taken over the time shift variable \( \tau \).

\[
X_W(t, f) = \int_{-\infty}^{\infty} x_W(t, \tau) e^{-2j\pi f \tau} d\tau
\]  

(3)

\[
= \int_{-\infty}^{\infty} x(t)W(t - \tau) e^{-2j\pi f \tau} d\tau
\]  

(4)

The STFT \( X_W(t, f) \) is a complex function that represents the signal both in terms of time and frequency. The STFT belongs to a more general family of Time-Frequency Distributions.

Since our focus in this paper is on exploring sensor data representation, rather than exploring optimal neural network architectures and hyper-parameters, we use a relatively simple DNN classifier with a basic set of “default” parameters.
Figure 8: Sample window of cattle activity acceleration signal (z axis) in time-domain representation (a), and its corresponding TFD (spectrogram) representation (b).

( TFD), and hence we will use the term TFD for this type of data representation. In this paper, we use the square magnitude of STFT, which is typically referred to as spectrogram, since it is able to represent the signal energy distribution over the joint time-frequency domain.

The spectrogram of a signal \( x(t) \) is calculated as follows:

\[
S_x^{(W)}(t, f) = |X_W(t, f)|^2
\]

\[
= \left| \int_{-\infty}^{\infty} x(\tau)W(\tau - t)e^{-2\pijf\tau}d\tau \right|^2
\]

Figure 8 shows an example window of the cattle activity acceleration signal on the left, and its corresponding spectrogram visualised in 3D on the right. The \( x \) and \( y \) axes indicate the time and frequency respectively, and the \( z \) axis indicates the acceleration energy density in \( g^2/Hz \) (also indicated by colour).

Figure 9 shows the spectrograms of four consecutive 5 second windows (with 80% overlap) of the acceleration data. This is shown for the nine different cattle activities. For example, in the top row, we see the spectrograms of four windows of Grazing activity. The \( x \) axis of each spectrogram represents time, and the \( y \) axis represents frequency. The colour indicates the energy density of the acceleration signal, ranging from red (highest) to dark blue (lowest).

What is interesting to see is that each of the eight activities exhibits a unique spectrogram pattern, which is reasonably consistent across the four consecutive time windows, and quite distinct from the other activities. In contrast, Figure 10 shows exactly the same data, but in time-series representation. Visual inspection of the data in this representation shows much less distinguishing features among the activities. For example, while “Standing” and “Ruminating Lying” look relatively similar in their respective time-series representation, they exhibit a very different and more clearly distinguishable pattern in the spectrogram representation.

Intuitively, this indicates the potential that a DNN classifier will also be able to more easily distinguish between the different activities, if presented with the spectrogram representation of the sensor data. We will test this hypothesis in the remainder of this paper.

6.2. TFD Classifier Architecture

The updated procedure and classification architecture with time-frequency representation of the input signals is shown in Figure 11. The procedure is similar to that of time-domain-based classification (explained in Section 4), except that the data is represented in the joint time-frequency domain. The transformation from the time-series representation to time-frequency representation is performed after the windowing, normalisation and filtering, just before the data is fed into the DNN classifier.
6.3. Results for TFD-based Classification

The proposed TFD-based classification approach is validated with the Stratified 10-fold cross-validation (SCV) method, as explained in Section 4.4. To evaluate the impact of TFD-based data representation on classification performance, we used the same time window sizes as used for time-domain-based classification (Section 5.1), i.e. $\Delta T = 5s$ with $\Delta t = 1s$ and $\Delta T = 10s$ with $\Delta t = 2s$.

Initially, the fusion of different sensor modalities is explored for the TFD representation, and the results are shown in Figure 12. The best performance of 89.26% is achieved for the case of $\Delta T = 10\text{s}$ and $\Delta t = 2\text{s}$, with the fusion of all sensor modalities. This is significantly higher than the maximum of 73.55% achieved using time-series data representation. Furthermore, we
observe that adding additional data from different sensor modalities improves the $F_1$ Score by up to 3%, in clear contrast to the time-series case.

Figure 12: Classification performance for TFD data representation for different sets of sensor modalities.

Figure 13 shows the confusion matrix for the TFD-based classification for $\Delta T = 10s$ and $\Delta t = 2s$, and the combination of accelerometer, magnetometer and gyroscope data. While there are still a significant number of mis-classifications, we observe a clear improvement in classification accuracy for all activity classes compared to the time-series results shown in Figure 7.

7. Summary Comparison of Time-Series and TFD-based Classification

In this section, we provide a summary comparison of the two considered data representation approaches, when used in conjunction with the DNN classifier specified in Section 4.3. In Section 7.1, we provide the comparison based on the SCV (10-fold cross validation) method, which we used so far in this paper, and which is used most commonly in the literature in this context. In addition, in Section 7.2 we also present an evaluation and comparison of both approaches using the leave-one-out cross-validation (LOOCV) method.
7.1. Comparison based on SCV Method

Figure 14 compares the $F_1$ Score for the individual cattle activity classes, for both the TFD and time-domain sensor data representation. On the far right, the weighted (average) $F_1$ Scores for both methods are also shown. We show the best combination of sensor modalities for each case, i.e. accelerometer, magnetometer and gyroscope data for TFD representation, and acceleration data only for time-domain representation. In both cases, the same window size and stride were used, i.e. $\Delta T = 10$ s with $\Delta t = 2$ s.

Consistent with the results shown in the confusion matrices (Figure 7 and 13), Figure 14 shows that the TFD-based data representation achieves a consistently higher $F_1$ Score across the board for all activity classes. While for some classes, such as “Walking”, “Drinking” and “Grooming”, the $F_1$ Score is still relatively low, it is significantly higher than the corresponding values achieved by the time-domain approach. In terms of the weighted (average) $F_1$ Score, the TFD-based approach achieves a more than 15% higher value than the time-domain representation approach, i.e. 89.26% versus 73.55%.

7.2. Comparison based on LOOCV Method

In addition to a comparison based on the SCV method, we also consider the Leave One Out Cross Validation (LOOCV) method. While computationally expensive, the LOOCV method provides a reliable and unbiased estimate of model performance [49]. In our case, we implement LOOCV by leaving out all the data from one particular animal when training the model, and the data from the unseen animal is used as the test set. We train the model 10 times, each time with leaving out the data of a different animal (of the total population of 10). The performance metrics are calculated as the weighted average over the 10 iterations.

Figure 15 shows the comparison of the classification performance based on the LOOCV method (with $\Delta T = 5$ s and $\Delta t = 1$ s) for fusion of all sensor modalities in joint time-frequency data representation, and accelerations only for time-domain representation. We observe that the $F_1$ Scores are generally lower with LOOCV for both methods. However, in general, we see a similar relative improvement of TDF-based over time-domain-based data representation. In terms of the average $F_1$ Score, LOOCV shows 84.72% vs 70.61%, which is consistent with the SCV results of 89.26% vs 73.55%. In summary, the somewhat more stringent evaluation

---

*We chose these parameters for the case of LOOCV since they resulted in a slightly higher classification performance than $\Delta T = 10$ s and $\Delta t = 2$ s, which achieved the best performance for the case of SCV.*
Figure 14: Comparison of classification performance for time-series versus TFD sensor data representation using the SCV method, with $\Delta T = 10s$ and $\Delta t = 2s$.

The LOOCV approach confirms our earlier findings that the TFD-based data representations achieve a significantly higher classification performance than a time-domain representation.

Figure 15: Comparison of the classification performance for time-series versus TFD sensor data representation using the LOACV method, with $\Delta T = 5s$ and $\Delta t = 1s$.

8. Comparison with State-of-The-Art Algorithms

This section provides a comparison of the cattle activity classification performance of our proposed approach with the best reported results in the literature, to the best of our knowledge. Since the classification performance depends significantly on the number of considered activity classes, we group the reported results into two categories, i.e. works with more than 5 classes, and 5 or fewer classes. Figure 16(a) shows the reported $F_1$ Scores of the 3 best performing cattle activity classifiers for a high number of activity classes, compared to our proposed method. The
shading of the bars indicates the type of classifier, i.e. Shallow vs Deep Learning. For a fair comparison, we used the results based on the SCV method, since this is the method used in the considered related works. Peng et al. [16] (second bar from left) reported the highest $F_1$ Score to date of 88.7%, using an LSTM-RNN classifier. Our own classifier (rightmost bar), achieves the score of 89.3%, for 9 activity classes compared to 8 classes of [16].

Figure 16(b), shows the top 3 classification performance results for 5 or fewer activity classes, compared to our approach. For this comparison, we performed an experiment where we only selected data samples from the 3 most populated activity classes of “Grazing”, “combination of Ruminating lying and Ruminating standing”, and “Standing”, and used this reduced dataset for training and evaluation of our proposed activity classifier, as done in [8]. The figure shows that our approach achieves the highest $F_1$ Score of 94.9% for 3 classes, compared to 94.3% of Arcidiacono et al. [32] with only 2 classes. In summary, our proposed approach outperforms the best performing cattle activity classifiers reported in the literature, both for a small and large number of activity classes.

The key focus of this paper is the exploration of the TFD-based data representation. It is therefore important to note that the improvement over the state-of-the-art has been achieved with a only very basic Neural Network architecture, and with no systematic exploration and optimisation of hyper parameters, in contrast to related works such as [16]. This demonstrates the predictive power of the TFD-based data representation in this application context, and points to further potential performance improvements, if combined with an optimal choice of Neural Network architecture and hyper parameters. Such explorations represent promising scope for future work.

Figure 16: Comparison of our proposed approach with state-of-the-art cattle activity classifiers, for $>5$ activity classes (a), and $\leq 5$ activity classes (b).

9. Varying Spectrogram Resolution

In the previous section, we have shown that TFD-based data representation, combined with a relatively simple DNN classifier, can outperform state of the art cattle activity classifiers. In this section, we explore another aspect of this approach, i.e. the impact of the spectrogram resolution...
Table 3: Inference time, model size and classification performance for different spectrogram resolutions.

| Resolution(%) | Inference Time (µs) | Model Parameters ×10⁶ | Performance (%Average F₁ Score) |
|---------------|---------------------|-----------------------|---------------------------------|
| 100           | 406.19              | 8.94                  | 89.3                            |
| 50            | 143.73              | 2.24                  | 89.1                            |
| 20            | 50.34               | 0.36                  | 88.8                            |
| 10            | 42.33               | 0.10                  | 87.4                            |

resolution on the model size, computational cost (inference time), as well as the classification performance.

As shown in Figure 4, the size of the TFD representation of the sensor data, and hence the resolution of the spectrogram, determines the size of the input layer of our DNN, and to a large extent the overall model size. As an illustration, Figure 17 shows a sample spectrogram computed from our cattle activity dataset, with four different resolutions, i.e. 100%, 50%, 20% and 10%. A resolution of 100% corresponds to the full resolution which was used for the classification experiments discussed so far in this paper. A resolution of 50% has half the resolution in each of the two dimensions, and hence has a quarter of the 'pixels' of the full resolution. Correspondingly, the 10% resolution has 1% of the size of the full resolution. The reduced resolutions were computed via downsampling followed by “bi-cubic interpolation” [50].

For each of the four spectrogram resolutions, Table 3 shows the measured inference time (of a single activity classification), the model size in terms of the number of model parameters, as well as the corresponding average F₁ Score ⁷. As expected, the number of model parameters roughly corresponds to the reduction of the squared (one-dimensional) resolution. As also expected, the inference time reduces with the reduction in model size. What is surprising though is the fact that the classification performance only very minimally decreases with the reduction in spectrogram resolution. For example, for a reduction of the resolution from 100% to 50%, and hence a reduction of the model size by a factor of 4, the F₁ Score is only reduced by 0.02%. Even with a quite drastic reduction of the resolution to 10%, and hence a reduction of the model size to a mere 1% of its original size, we are sacrificing less than 1% in terms of the F₁ Score.

This demonstrates the ability of the TFD data representation to significantly ‘compress’ the sensor data without loosing much of its predictive power in the context of cattle activity classification. This makes TFD a very promising approach for scenarios where deep learning-based activity classification needs to be done at the edge, on embedded devices with limited compute power, energy and communications capacity [28, 29]. The exploration of TFD-based data representation for classification tasks at the edge, i.e. on highly resource-constrained IoT devices represents promising direction for future research.

---

Footnote:

⁷The inference time was measured on an Intel Core™ i7-8700 CPU, with 3.2 GHz and 64GB RAM.
10. Conclusions

In this paper we presented a new approach for cattle activity classification which explores a joint time-frequency domain (TFD) sensor data representation, and combines it with a basic feed-forward Deep Neural Network classifier with four hidden layers. Our experimental evaluations are based on a realistic dataset consisting of over 3 million sensor readings from a tri-axial IMU sensor (accelerometer, magnetometer and gyroscope), attached to collar tags of ten individual dairy cows, collected and manually labelled over a period of one month.

We compared the classification performance of our DNN classifier, using both TFD and time-domain data representation, and we have shown that the TFD approach significantly outperforms the time-domain representation. We further showed that our new TFD-based activity classifier outperforms the best cattle activity classification results reported in the literature, to the best of our knowledge. This includes both shallow and deep learning methods, for both a small and large number of activity classes. As mentioned above, the fact that these results were achieved with a very basic DNN classifier demonstrates the power and potential of the TFD data representation for the considered application. It can be expected that with a more advanced neural network architecture and a more optimal choice of hyper-parameters, even better results can be achieved. This represents scope for promising future research.

Finally, we presented the results of our preliminary exploration of the scalability properties of the TFD data representation. Our results show that the TFD (or spectrogram) representation can be drastically scaled down and compressed, resulting in a significant reduction of the model size and computational cost, with only a very minimal reduction in classification performance. This trade-off of classification accuracy and computational (and energy) cost represents another promising avenue for future work, in particular in an IoT context.
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