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Abstract—The enormous space and diversity of natural images is usually represented by a few small-scale human-rated image quality assessment (IQA) datasets. This casts great challenges to deep neural network (DNN) based blind IQA (BIQA), which requires large-scale training data that is representative of the natural image distribution. It is extremely difficult to create human-rated IQA datasets composed of millions of images due to constraints of subjective testing. While a number of efforts have focused on design innovations to enhance the performance of DNN based BIQA, attempts to address the scarcity of labeled IQA data remain surprisingly missing. To address this data challenge, we construct so far the largest IQA database, namely Waterloo Exploration-II, which contains 3,570 pristine reference and around 3.45 million singly and multiply distorted images. Since subjective testing for such a large dataset is nearly impossible, we develop a novel mechanism that synthetically assigns perceptual quality labels to the distorted images. We construct a DNN-based BIQA model called EONSS, train it on Waterloo Exploration-II, and test it on nine subject-rated IQA datasets, without any retraining or fine-tuning. The results show that with a straightforward DNN architecture, EONSS is able to outperform the very state-of-the-art in BIQA, both in terms of quality prediction performance and execution speed. This study strongly supports the view that the quantity and quality of meaningfully annotated training data, rather than a sophisticated network architecture or training strategy, is the dominating factor that determines the performance of DNN-based BIQA models. (Note: Since this is an ongoing project, the final versions of Waterloo Exploration-II database, quality annotations, and EONSS, will be made publicly available in the future when it culminates.)

Index Terms—Image quality assessment, blind IQA, data challenge, large-scale IQA database, synthetic annotations, FR fusion, rank aggregation, deep neural networks (DNN), convolutional neural networks (CNN), performance evaluation.

I. INTRODUCTION

Advances in technology have enabled increasing and affordable connectivity, and the development of a multitude of mobile devices, leading to a well-connected world. An increasingly large proportion of the global population now accesses visual content through the Internet for various purposes such as communication, entertainment, education, sports, social media sharing, and so on. It is projected that by 2022 the annual global IP traffic will reach 4.8 zettabytes per year, with videos constituting the vast majority of this traffic at an expected 82% [2]. Visual content undergoes a number of distortions during the processes of acquisition, storage, transmission under bandwidth constraints, and display, any of which can degrade its perceived quality. Given the important role that such content now plays in our lives, perceptual image and video quality assessment has become a fundamental problem that is pivotal for the design, optimization and evaluation of various image and video processing algorithms and systems. Image quality assessment (IQA) can be classified into subjective and objective quality assessment (QA). In subjective QA, humans are tasked to rate the visual quality of content. Since humans are the ultimate receivers of visual content, subjective QA is regarded as the most reliable way to quantify its perceptual quality. However, subjective QA is time consuming, expensive, cannot be embedded in algorithms for optimization purposes, and cannot be deployed in a large-scale and real-time manner. To address these issues, the goal of objective QA is to automatically predict the perceptual quality of visual content as perceived by humans, where subject-rated IQA datasets are used for testing, and at times for training. Objective IQA algorithms can be categorized into three major frameworks [3], [4]: 1) Full-Reference (FR) IQA methods require complete access to the pristine or reference version of a distorted image to evaluate its quality; 2) Reduced-Reference (RR) IQA methods require partial access to the reference image through certain extracted features; 3) No-Reference (NR) or Blind IQA (BIQA) methods evaluate the quality of a distorted image in the absence of its reference version.

In the last two decades, significant progress has been made in the development of FR IQA algorithms. State-of-the-art FR methods (such as but not limited to [5], [6], [7], [8]) are training-free and their predictions correlate well with human perception of quality while evaluating images afflicted with common distortion types. This is evident when they are tested on a wide variety of subject-rated datasets [9], [10], [11], [12]. However, the practical application of FR methods remains limited because in real-world media delivery systems, access to pristine reference images is either extremely rare or altogether nonexistent especially at the end-user level. In such practical scenarios, NR IQA or BIQA is the only feasible option. While a lot of work has also been done on the development of BIQA methods, significant room for improvement exists to further enhance their performance [12], [13]. This is understandable as BIQA is a much more difficult task owing to lack of access to the reference image.

While a few recent BIQA methods are either training-free [14], [15] or require training only to learn a universal model of pristine images [16], [17], a large number of BIQA methods try to alleviate the constraints posed by lack of access to the reference image by employing machine learning...
algorithms where training is done against human-annotated distorted content. Most training-based BIQA methods extract features from the distorted image and use standard regression methods such as support vector regression (SVR) [18], [19] in conjunction with subject-rated data to learn a quality model. These features are either domain knowledge based handcrafted features [20], [21], [22], [23], [24], [25], [26], [27], [28] or learned features [29], [30]. We recently showed [12] that BIQA models that employ learned features (such as [29], [30], [31]) offer better general-purpose performance compared to those that use handcrafted features. Since data-driven end-to-end optimized deep neural networks (DNN) combine the tasks of learning goal-oriented features and regression, they have great potential to outperform the traditional two-stage approach where feature extraction and regression are optimized independently, but not jointly. A prerequisite requirement for using such deep networks is to have an adequately large set of training data. This is because such networks have hundreds of thousands, if not millions of parameters, and an insufficient amount of training data leads to overfitting, thereby degrading the generalizability of the trained model to unseen data. While a number of DNN based BIQA models have been proposed recently [32], they all encounter a significant hurdle: the lack of large-scale perceptually annotated training data [32], [33]. Since obtaining large-scale subject-rated data (millions of quality annotated images) is difficult, if not impossible, contemporary DNN based BIQA models focus on data augmentation techniques to enhance the size of the small-scale annotated IQA dataset that is available [32], [33]. However, even with data augmentation, the size of the training data remains limited, and such augmentation techniques lead to their own issues. When tested on unseen data, the performance of DNN based BIQA models remains inadequate [12].

In this work, we focus on the fundamental problem plaguing the development of high performance DNN based BIQA models, i.e., the lack of large-scale annotated training data. Through the development of a very large-scale synthetically annotated IQA dataset, we show that the performance of a DNN model with a simple architecture, when tested on wide-ranging subject-rated unseen data, can be elevated so much so that it not only outperforms recent DNN based BIQA models but also the very state-of-the-art in BIQA. The rest of the paper is organized as follows. The data challenge in the area of IQA is discussed in Section II along with the contributions of this work. Section III discusses the construction of a very large-scale IQA dataset. Section IV presents a novel technique to synthetically annotate this dataset with perceptual quality ratings and evaluates its performance. Section V discusses the construction of a simple DNN based IQA model that trains on the newly developed dataset along with extensive performance evaluation of this model on subject-rated IQA datasets in a variety of scenarios to demonstrate the effectiveness of our approach. Section VI concludes this work.

II. THE DATA CHALLENGE

A. DNNs in Visual Recognition: A Case Study

The application of DNNs has led to tremendous progress in the area of visual recognition, thus it is important to ascertain the reasons for this success. Like machine learning based BIQA, methods in visual recognition are composed of two important components, the model and the data used to train the model. Although a lot of work has been done on the modeling component of the visual recognition task, around ten years ago researchers started to focus on the data component of this task [34], [35]. While the Tiny Image dataset [34] has around 80 million loosely labeled low-resolution images, the ImageNet database [35], [36] is composed of more than 14 million more precisely labeled higher resolution images and has led to many breakthroughs in visual recognition. The images in ImageNet populate close to 22,000 [36] synonym sets (synsets) of the WordNet [37], [38] hierarchy with an average of 650 images per synset. For the image classification task, ImageNet first obtains images by crawling the Internet through synset specific search queries to several image search engines. Next, it engages human subjects, through the online crowdsourcing platform Amazon Mechanical Turk [39], to verify that images have been associated with the correct labels regardless of any distortions that may be present. Although it is not an easy task to ask human subjects to verify the labels associated with millions of images, it is still manageable because: 1) Subjects are not being asked to label an image from scratch, instead they are required to verify if an image contains an object associated with the given label. This simplifies the task. 2) The verification requires binary answers (Yes/No). 3) Each image can be treated as an independent entity. 4) Votes from only a few subjects are sufficient to verify the label of each image. Higher levels of the hierarchy are usually easier to verify and require votes from just a few subjects (much less than five), while deeper levels of the hierarchy may require votes from more subjects (five to ten) [35]. 5) Viewing conditions and devices do not impact the authenticity of label verification by subjects, and hence crowdsourcing can be conveniently used.

The annual ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [58] ran from 2010 to 2017 and was composed of subsets of ImageNet images for the purposes of algorithm training, validation, and testing. ILSVRC tasks included image classification, object localization, and object detection. With the availability of a large-scale dataset such as ImageNet along with computationally powerful GPUs coming of age, the stage was set for the development of DNN based visual recognition models. While the first two years of ILSVRC did not see DNN based entries, a significant turning point was observed in ILSVRC 2012, when a deep convolutional neural network (CNN) based model [59], with 60 million parameters, comprehensively won both the classification and localization challenges in terms of top-5 error rate [58]. The margin with which [59] outperformed other models in the 2012 challenge had such an impact that submissions to the ILSVRCS in the subsequent years were predominantly deep CNN based. Since 2012, deep CNN based models have won the various ILSVRCS in terms of top-5 error rate for the image classification and object localization tasks, and in terms of mean average precision for the object detection task [58]. Thus, the development of high performance, generalizable and robust deep CNN based visual recognition models such as [59], [60], [61], [62], [63], [64] has become possible due to...
the ImageNet database [35] and the ILSVRC [58]. Finally, it is pertinent to mention that some other datasets in the area of visual recognition, such as the PASCAL VOC datasets [65], Caltech 101 dataset [66], and Caltech 256 dataset [67], that have between 9,000 to 31,000 images in 20 to 256 object classes, are considered small-scale and training DNN models from scratch on these datasets is considered infeasible due to overfitting concerns [63].

B. DNNs in BIQA: The Data Challenge

1) Small Scale of IQA Datasets: Compared to annotating datasets for visual recognition tasks such as ImageNet [35], obtaining subjective ratings of image quality is an altogether different and much more complex scenario because: 1) Subjects need to provide their opinion of an image’s quality, which is a rather abstract concept and requires substantial critical thinking on the subject’s part. 2) The quality scale is not binary, instead it either has a number of discrete levels (five or more) or is continuous. 3) A subject’s opinion of quality needs to be calibrated before the experiment, so that they have a rough idea about the range of quality to expect. While subjects are asked to treat each image independently during the experiment, they still need to provide ratings relative to the quality range introduced to them. 4) To ensure reliability, it is recommended that at least 15 subjects rate each image in the subjective experiment [68]. 5) It is suggested that a test session should last no longer than 30-minutes to avoid fatigue effects and that participating subjects be screened for visual acuity and color vision [68]. 6) Viewing conditions play a crucial role in the appearance of visual content, and hence on its quality. Therefore, viewing conditions such as display and background luminance, room illumination, observation angle, and viewing distance, play an important role in subjective tests and need to be set according to established norms [68]. Considering the above-mentioned constraints, it is much more difficult, if not impossible, to carry out subjective testing for IQA datasets composed of millions of images, even with crowdsourcing. To-date IQA datasets consist of hundreds or a few thousands of distorted images. A summary of contemporary subject-rated IQA databases of two-dimensional (2D) natural images is given in Table I. IQA datasets are classified either as simulated or authentic distortion databases, depending upon whether distortions were simulated on a set of pristine reference images or if they were captured directly in the real-world environment, respectively. Simulated distortions datasets can further be classified into either singly or multiply distorted databases, where each distorted image is affected by a single distortion in the former case or by multiple simultaneous distortions in the latter. Among simulated distortion datasets, the multiply distorted ones are more accurate representations of practical content since visual content almost always undergoes multiple distortions in the real-world. From Table I it can be seen that the largest singly distorted simulated distortion dataset, the recently released PDAP-HDDS [47], has only 12,000 distorted images, while the largest multiply distorted dataset, MDID [52], has only 1,600 distorted images. Among authentic distortion databases, the recently released KonIQ-10K [56], has only 10,073 distorted images. As is evident from recent surveys of DNN based BIQA models [32], [33], datasets such as LIVE R2 [45], LIVE MD [51], LIVE Challenge [57], CSIQ [42], and TID2013 [49] are used to train such models. The largest dataset among them is the singly distorted database TID2013 [49] which has only 3,000 distorted images. From Table I, it can be observed that each dataset has only a limited number of images per distortion type. The number of images per distortion type per level of distortion is even smaller. For example, for singly distorted datasets, this is usually equal to the number of pristine images in the dataset. It can also be observed from Table I that simulated distortion datasets have a very limited amount of pristine reference content. The PDAP-HDDS database [47] has 250 reference images, however it is itself an outlier as all other datasets have less than 100 reference images (usually 10 to 30). Since these pristine reference images are supposed to be representatives of the enormous space of all possible natural images, contemporary IQA datasets do rather inadequately in terms of overall content variation. These shortcomings of subject-rated IQA datasets create enormous hurdles in the development of generalizable and robust DNN based BIQA methods. Recently two large-scale singly distorted datasets have been constructed.

| Database Category | Database | Published Year | Number of Reference Images | Number of Distorted Images | Number of Distortion Types | Number of Distortion Levels | Images per Distortion Type | Subjective Data Type |
|-------------------|----------|----------------|----------------------------|---------------------------|---------------------------|---------------------------|-------------------------|---------------------|
| Simulated Distortions | CIDIQ [41] | 2014 | 23 | 690 | 6 | 5 | 115 | MOS |
| (Singly Distorted) | IVC [43] | 2005 | 10 | 185 | 4 | 5 | 20 to 50 | MOS |
| | KADDD-10K [44] | 2019 | 81 | 10,125 | 25 | 5 | 405 | DMOS |
| | LIVE R2 [45] | 2006 | 29 | 779 | 5 | Up to 5 | 145 to 175 | DMOS |
| | MICT-Toyama [46] | 2008 | 14 | 168 | 2 | 6 | 84 | MOS |
| | PDAP-HDDS [47] | 2018 | 250 | 12,000 | 10 | 4 to 5 | 1,000 to 1,250 | MOS |
| | TID2008 [48] | 2008 | 25 | 1,700 | 17 | 4 | 100 | MOS |
| | TID2013 [49] | 2013 | 25 | 3,000 | 24 | 5 | 125 | MOS |
| | VCLPER [50] | 2012 | 23 | 552 | 4 | 6 | 138 | MOS |
| Simulated Distortions | LIVE MD [51] | 2012 | 15 | 405 | 5 | 4 to 135 | DMOS |
| (Multiply Distorted) | MDIED2013 [44] | 2014 | 12 | 324 | 1 | 3 | 32 | MOS |
| | MDID [52] | 2017 | 20 | 1,600 | 1 to 4 | 4 | N/A | MOS |
| | MDIVL [53] | 2017 | 10 | 750 | 2 | 4 to 10 | 350 to 400 | MOS |
| Authentic Distortions | BID [54] | 2011 | N/A | 585 | 5 | N/A | 57 to 204 | MOS |
| | CID2013 [55] | 2015 | N/A | 480 | 12 to 14 | N/A | N/A | MOS |
| | KonIQ-10K [56] | 2018 | N/A | 10,073 | N/A | N/A | N/A | MOS |
| | LIVE Challenge [57] | 2016 | N/A | 1162 | N/A | N/A | N/A | MOS |
These include the Waterloo Exploration-I database [69], which has 4,744 reference and 94,880 distorted images, and the KADIS-700k database [44], which has 140,000 reference and 700,000 distorted images. However, they cannot be used to train DNN based BIQA models as their distorted content has not been annotated with perceptual quality labels. Thus, the issue of large-scale annotated IQA data is an open problem which needs to be resolved.

2) Current Strategies to Deal with Lack of Data: Contemporary DNN based BIQA models employ a number of design innovations and data augmentation techniques to deal with the issue of small-scale training data.

A widely used technique adopted by DNN based BIQA methods to increase the size of the training set is to extract multiple fixed size small patches from each labeled image [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82]. While a popular patch size is $32 \times 32$ [70], [71], [72], [73], [74], [75], [76], [77], [78], [82], larger sized patches have also been employed [79], [80], [81]. Since local patch-level quality labels are not available in IQA databases, the global image-level quality score is usually applied to each patch extracted from an image. Due to the influence of distortions and the visual attention property of the human visual system (HVS), some regions of an image might seem perceptually more relevant to a human subject while assigning global quality scores [83], [84]. An image might be assigned a low quality score, yet patches extracted from it might receive high quality scores when viewed independently. Thus, the assignment of the global quality score to local patches extracted from an image leads to a significant label noise problem. The method in [74], [75] tries to address this problem by splitting model training into two steps. In the first step, an FR method (FSIM [6]) was used to assign a quality score to each local patch, and a CNN was pre-trained using this patch-level data. In the second step, the model was fine-tuned on subject-rated datasets. Similar to [75], the method in [81] also follows a two-step training process, however, instead of using FR methods to label local patches, it uses the exponent difference function to generate objective error maps for these patches, which are then used as intermediate training targets. The model is fine-tuned on subject-rated datasets. The method in [77], [78] tries to alleviate the label noise problem by weighted-average patch quality aggregation. It estimates the quality of $32 \times 32$ image patches and also determines the relative weight of each patch to account for its contribution in the global quality of the parent image. Patch weight estimation is carried out by adding a parallel branch to the patch quality regression layers, and the whole network is optimized in an end-to-end manner. In [73], an image is segmented and the Prewitt operator is used to generate the gradient map through which patch weights are determined. The quality of each image patch is predicted by a CNN and the global image quality is computed through a weighted average of patch qualities. Even with the adoption of the patch-based data augmentation technique, the volume of training data remains limited given the small-scale of IQA datasets. While a recent method [82] tries to further increase the training data size by using various combinations of distorted and their corresponding reference image patches, to generate patch pairs which are used for CNN training, the overall amount of training data still remains limited. The very small amount of reference content and the label noise issue further impacts the utility of this data augmentation technique.

Some methods [75], [81], [85], [86] increase the size of the training data by horizontally flipping the images or image patches, and using the quality label assigned to the parent image. Other kinds of geometric transformations cannot be applied in the area of IQA as they can significantly impact the perceptual quality of an image [33]. In addition to horizontal flipping, the method in [85] creates additional training samples by changing the saturation and contrast of images as long as these changes do not impact their perceptual quality. Given the small-scale of IQA datasets, this data augmentation technique also leads to a limited expansion of training data and suffers from the limited nature of reference content.

Since very large-scale annotated databases are available in the area of visual recognition, some BIQA methods utilize DNNs that have been pre-trained for the visual recognition task. In [79], the Caffe network [62] that has been pre-trained on the ImageNet [35] and Places [87] visual recognition databases is used in two ways: 1) As a feature extractor, where SVR and IQA databases are used to map these features to perceived quality scores; 2) As an initialization, where the network is fine-tuned with respect to IQA databases. In [88], the VGG network [63], that has been pre-trained on the ImageNet database [35] for the object recognition task, is used where feature vectors are extracted from different layers of the network and form a multi-level representation of the image. Next, IQA databases are used along with SVR to learn a mapping from each feature vector to a quality score. A global quality score for an image is then computed as the average of quality scores predicted by different network layers. Instead of predicting a single quality score, the method in [80] predicts the quality distribution of a given image using CNNs. The output of the CNN model is in terms of probabilistic quality representation (PQR) vectors that are then mapped to scalar quality scores using SVR. Of the three CNNs used in [80], two are deep CNNs (AlexNet and ResNet50) that have been pre-trained for the image classification task on the ImageNet database [35]. These deep CNNs are then fine-tuned by using subject-rated IQA databases. Although features extracted from a DNN that has been trained for a particular visual recognition task, such as image classification, are known to be effective generic features for other visual recognition tasks [89], [90], their use in an altogether different area, such as IQA, is open to doubt [32].

Some DNN based BIQA methods adopt a multi-task strategy to deal with the lack of quality-annotated training data. The work in [71] is a pioneering effort in this direction, where image quality and distortion type are simultaneously estimated. It is demonstrated in [71] that such a multi-task approach allows for a reduction in the model’s learnable parameters without loss in model performance. The method in [85] uses the multi-task approach of distortion identification and quality prediction, however in a causal manner. It splits these two tasks between two sub-networks such that their early layers are shared. Sub-network 1, which identifies distortion type through
a probability vector is fed into sub-network 2, which predicts image quality. Since a large amount of labeled data can be generated for the distortion identification task without the need for human annotations, 840 pristine images are degraded at five distortion levels for different distortion types in [85] to generate a large amount of training data, which is used to pre-train sub-network 1 along with the shared layers of the overall network. The entire network is subsequently joint optimized using subject-rated data. The method in [91] utilizes two deep CNNs to separately deal with the scenarios of synthetically (simulated distortions) and authentically distorted images. For synthetic distortions, the distortion type and level information is used for pre-training, where the training set includes 852,891 distorted images that have been obtained by using 9 distortion types to degrade 21,869 pristine images at various distortion levels. For authentic distortions, the CNN VGG-16 [63], that has been pre-trained on the ImageNet database [35] for the image classification task, is used. The feature sets from the two CNNs are transformed into one representation set through bilinear pooling. The entire network is fine-tuned on subject-rated IQA datasets. In these methods, specially [85], [91], the use of multi-task learning, where distortion identification is carried out in addition to quality score prediction, has the benefit of enabling the training process to be split into pre-training and joint optimization stages. Labels for distortion identification do not require human annotation, and thus a large amount of data can be generated for the pre-training step. However, such an approach does not take into account the impact of content variations even though distortions of the same type and magnitude can lead to drastically different perceived quality results for two different contents. This is a fundamental limitation of such multi-task learning based approaches for data augmentation.

Since deep models require a large amount of training data due to the high-dimensional nature of images as model inputs, some techniques (such as [92]) use low-dimensional representations of images, by using natural scene statistics (NSS) [93] features extracted from the images, as inputs to the model. While this reduces the training size requirements of training data, such models are unable to realize the full potential of DNNs since end-to-end learning is lacking.

C. Contributions of this Work

While a lot of efforts have been made to construct DNN based BIQA methods that focus on the modeling part of the problem and try to alleviate the lack of training data by using data augmentation and multi-task learning techniques (as described in Section II-B2), efforts to address the fundamental problem of lack of large-scale quality-annotated IQA datasets remain surprisingly missing. In this work we focus on addressing this fundamental problem plaguing the development of robust and generalizable DNN based BIQA models. Specifically, we make the following three novel contributions: 1) We construct the largest IQA dataset to-date, called the Waterloo Exploration-II database, which has 3,570 pristine and more than 3.45 million distorted images (including both singly and multiply distorted content). 2) Since annotating so many images through subjective testing is not possible, we devise a novel synthetic quality benchmark generation mechanism that annotates the images with perceptually oriented quality ratings. Our tests on a wide range of available subject-rated IQA datasets show that this mechanism leads to quality annotations that are highly correlated with human perception of quality, and thus they can be used as alternatives to human quality ratings. 3) We develop a DNN based BIQA model called End-to-end Optimized deep neural Network using Synthetic Scores (EONSS) and train it using the Waterloo Exploration-II database. Although EONSS has a simple architecture, we show that when tested across a wide range of available subject-rated IQA datasets, it not only comprehensively outperforms other DNN based BIQA models with more complex architectures that use data augmentation, but also outperforms the very state-of-the-art in BIQA, thereby highlighting the significance of our approach to overcome the data challenge encountered when constructing DNN based BIQA models. The EONSS model and a few results of Section V were first presented in our earlier work [1]. However, compared to [1], this work makes the following new contributions: 1) The construction of the Waterloo Exploration-II database has only been exclusively discussed in this work. 2) The generation mechanism of the novel synthetic quality benchmark used to assign perceptual quality annotations to dataset images has only been exclusively discussed in this work. 3) The target of [1] was to develop a DNN-based BIQA model, EONSS, specifically for multiply distorted images. However, in this work our goal is not to develop one particular DNN-based BIQA model but to use EONSS as a common testing platform to ascertain the impact of data on the performance of DNN-based IQA models. 4) Only three multiply distorted subject-rated datasets were used for model testing in [1], while we have used nine subject-rated datasets for model testing in this work, which include five singly and four multiply distorted datasets. 5) Section V of this work presents an extensive array of tests specifically concerned with analyzing and revealing the impact of training data on the performance of DNN-based IQA models, all of which are missing in [1].

III. WATERLOO EXPLORATION-II DATABASE CONSTRUCTION

The Waterloo Exploration-II database\(^2\) is a simulated distortions dataset which starts with a set of pristine reference images and simulates both singly and multiply distorted images at various distortion levels.

A. Reference Content

The pristine or reference content in an IQA dataset is representative of the enormous space of all possible natural images. As is evident from Table I, contemporary IQA datasets have only a small number of reference images, which can be regarded as a very sparse and inadequate representation of this enormous space. To ensure wide coverage of image content,

\(^2\)Since this paper presents a preliminary version of our work, the version of the Waterloo Exploration-II database presented here is not final and may change in the future.
we include 3,570 reference images in Waterloo Exploration-II, which we take from the Waterloo Exploration-I database [69]. To ensure images that are representatives of what humans see in their daily lives, the creators of Waterloo Exploration-I [69] use 196 keywords to search the Internet for images which broadly belong to seven categories (human, animal, plant, landscape, cityscape, still-life, and transportation) and obtain an initial set of 200,000 images. Next, they manually view each image and remove images that have any visible distortions, leading to a filtered set of 7,000 images. Finally, they carry out another round of filtering where they view each remaining image by zooming in multiple times and remove any images with visible compression distortions leaving 4,744 high quality natural images that become the reference image set of Waterloo Exploration-I [69]. For Waterloo Exploration-II, we start with the 7,000 images that were obtained after the first round of filtering while obtaining Waterloo Exploration-I reference images. Using a similar manual procedure of viewing each of these images multiple times and zooming in, we carry out another round of filtering and select 3,570 pristine quality images as our reference image set.

While the usual practice is to describe the variety of reference content by using subjective terms, a few quantitative descriptors have also been used to describe such content, such as image spatial information (SI) which is indicative of edge energy in an image, and colorfulness (CF) which represents the variety and intensity of colors in an image [94]. The two-dimensional SI versus CF space has been used to represent and compare the diversity of source content in different IQA databases [94]. Three different SI measures were compared in [95] and it was found that a mean based SI measure (SI$_{Mean}$) has the highest correlation with compression based image complexity measures. We use SI$_{Mean}$ [95] and a computationally efficient CF measure [96] to evaluate the diversity of the reference image content. The SI versus CF scatter plot of the Waterloo Exploration-II database is shown in Fig. 1(j), which suggests a comprehensively improved content representation in terms of both diversity and density in comparison with nine well-known IQA datasets as depicted in Fig. 1(a-i).

B. Distorted Content

An ideal simulated distortions IQA dataset should be diverse in terms of distortion types and levels. The goal is to simulate varying degrees of distortions so that the perceptual quality scale is uniformly sampled, which ensures that objective IQA methods are tested (and trained) across the quality spectrum. Distortions also need to be realistic, and thus multiply distorted content takes precedence over singly distorted images. Existing simulated distortion datasets, as summarized in Table I, have the following shortcomings apart from their small-scale nature: 1) Most of them are singly distorted. 2) Usually 4 to 6 distortion levels per distortion type are used, which does not allow for a dense sampling of the perceptual quality scale. 3) Existing multiply distorted datasets usually have 3 to 4 distortion levels per distortion type per stage, leading to a sparse multiply distorted image set which is inadequate for learning how two or more different (or same) distortions interact with each other. 4) Distorted content in most IQA datasets is not uniformly distributed across the quality spectrum as demonstrated in [12], which is because fixed distortion parameters are used to generate each distortion type. While this is a convenient approach, it does not adapt to the impact of content variations on the perceptual appearance of distortions. Since it is known that many objective IQA methods find it more difficult to evaluate better quality images compared to lower quality ones [49], effective representation of the entire quality scale, specially the higher quality region is necessary. To address the above-mentioned shortcomings of existing IQA datasets, we generate the distorted content of the Waterloo Exploration-II database in the following manner.

1) Content Adaptive Distortion Parameters: To ensure uniform coverage of the entire quality spectrum, we use content adaptive distortion parameters instead of fixed ones. For its first version, we choose the following four base distortions for the Waterloo Exploration-II database: 1) Gaussian white noise, 2) Gaussian blur, 3) JPEG compression, and 4) JPEG2000 compression. We use one of the most advanced FR quality-of-experience (QoE) measures called SSIMplus [97], to identify distortion parameters that correspond to a particular level of
distortion for each reference image. SSIMplus predicts the quality of images on a scale of 0-100 where 100 corresponds to the best quality while 0 corresponds to the worst quality. A significant advantage of using SSIMplus is that its quality scale was calibrated to be linear with respect to perceptual quality, which means that the loss of quality associated with \( x \) SSIMplus points has the same perceptual significance regardless of the starting point on the quality scale, allowing for a division of the quality scale into uniformly spaced intervals. To densely sample the quality spectrum, we choose to have 17 distortion levels for the four base distortion types. These distortion levels, their target SSIMplus scores, and quality categories are depicted in Table II, where it can be seen that we do not go below the SSIMplus score of 20 as the resulting images are severely distorted and may not make a useful contribution to the dataset. For each reference image of the Waterloo Exploration-II database, we use different distortion parameters to create 15,000, 10,000, 101, and 20,000 distorted images for the base distortions of Gaussian white noise, Gaussian blur, JPEG compression, and JPEG2000 compression, respectively. Finally, distortion parameters for each base distortion that lead to SSIMplus scores closest to the target scores of the 17 distortion levels (see Table II) are selected for subsequent database generation. Thus, each of the 3,570 reference images in the Waterloo Exploration-II database has its own set of distortion parameters for each of the four base distortion types.

2) Dense Singly and Multiply Distorted Content: To better mimic real-world distortions, we construct the Waterloo Exploration-II database in two stages to include both singly and multiply distorted content, with emphasis on the latter. Table III outlines the composition of the database. Stage-1 contains singly distorted images belonging to three distortion types: 1) Gaussian white noise, 2) Gaussian blur, and 3) JPEG compression. Images for each of these single distortion types are obtained by distorting the reference images using their respective content adaptive distortion parameters belonging to Levels 1 to 11, as depicted in Table II. Thus, the 11 Stage-1 distortion levels correspond to the SSIMplus [97] quality range of 50 to 100, which is representative of fair to excellent perceptual quality. We restrict ourselves to the top half of the perceptual quality spectrum as distorted images in the earlier part of the media distribution pipelines are expected to be in this quality range. This leads to 39,270 singly distorted images for each single distortion category for a total of 117,810 singly distorted images. Stage-2 contains multiply distorted images belonging to five distortion combinations: 1) Gaussian white noise followed by JPEG compression (Noise-JPEG), 2) Gaussian white noise followed by JPEG2000 compression (Noise-JP2K), 3) Gaussian blur followed by JPEG compression (Blur-JPEG), 4) Gaussian blur followed by Gaussian white noise (Blur-Noise), and 5) JPEG compression followed by JPEG compression (JPEG-JPEG). Stage-2 multiply distorted images are obtained by starting from the respective Stage-1 singly distorted images and distorting them by using the content adaptive distortion parameters of the parent reference image belonging to Levels 1 to 17, as depicted in Table II, where it can be seen that this covers SSIMplus quality range of 20 to 100, which is representative of bad to excellent perceptual quality. Thus, the first distortion in multiply distorted images belongs to the fair to excellent quality range and the subsequent distortion belongs to the entire meaningful quality spectrum (bad to excellent). Each of the five multiple distortion combinations has 667,590 images for a total of 3,337,950 multiply distorted images. Overall, Waterloo Exploration-II has 3,455,760 distorted images, which we annotate with synthetic perceptual quality ratings (explained in Section IV), making it by far the largest annotated dataset in IQA.

3) Distorted Content Analysis: To observe how well the Waterloo Exploration-II database covers the perceptual quality spectrum, we plot the synthetic quality benchmark (SQB) histogram of the dataset in Fig. 2. The generation of these synthetic quality labels will be explained in Section IV. The SQB has a quality range of 0 to 100, where 100 is representative of the best quality while 0 represents the worst quality. It can be seen from Fig. 2 that the Waterloo Exploration-II database has more than at least 10,000 annotated images for each integer quality value above 10, thereby ensuring adequate representation of each quality value. It can also be seen that the quality range of 50 to 100 has the most images, which ensures that the higher quality range, which is difficult to assess for objective IQA methods [49], is adequately represented.
relationship between estimated distortion parameters and VIF blind quality model. A recent BIQA method MUSIQUE [103] uses three FR methods (GMSD [100], MSSSIM [102], and VSI [7]) to derive local scores of $32 \times 32$ patches and then pre-trains a CNN using these patches with corresponding FR scores. The model is then fine-tuned on a subject-rated dataset. In [105], the FR method MSSSIM [102] is used to annotate four large-scale databases of singly and multiply distorted images, the largest of which is composed of around 2 million images.

While the above-mentioned works demonstrate that FR scores may be used in place of subjective ratings, their choices of FR methods are rather ad hoc and deeper justification and analysis are lacking. The following questions arise when using FR scores for annotating large-scale IQA datasets as alternatives to subjective ratings: 1) Which FR method or methods can be reliably used? 2) Can fused FR methods, which combine the results of multiple FR methods, offer any further advantages over individual ones? To comprehensively answer these questions, we carried out the largest performance evaluation study to-date in IQA literature in [12], as a prerequisite requirement of this work. In this study, we compared the performance of 43 FR and seven fused FR methods (22 versions) on nine subject-rated IQA databases (five singly and four multiply distorted) to ensure the diversity of test data. Our results from [12] indicate the following: 1) Among individual FR methods, the structural similarity based methods IWSSIM [5], FSIMc [6], VSI [7], and DSS [8], outperform others. 2) However, the performance of even the best individual FR methods varies, at times widely, across different IQA datasets, a point which has earlier been noted in [106]. This puts into question the robustness of individual FR methods, especially when using them as alternatives to human annotations. 3) Among FR fusion methods, learning based fusion methods such as MMF [107] and CNNM [108], and empirical fusion methods such as HFSIMc [109], CM3 [110], and CM4 [110], are outperformed by the best individual FR methods and thus do not offer any further advantages. 4) However, the FR fusion method which we called RRF [111] based Adjusted Scores (RAS) in [12], is found to outperform not only the other fusion based methods, but more importantly, the best individual FR methods. In the literature of IQA, RAS was originally proposed as part of the BLISS framework in [99] and uses a rank aggregation based fusion strategy [111], but no deeper analysis or empirical justification was provided about which FR methods to fuse. 5) The performance of RAS is found to be more stable across different IQA datasets relative to individual FR methods. Thus, the training-free rank aggregation based fusion strategy [111] is a strong candidate for synthetically annotating large-scale IQA datasets.

A. Background and Extensive Review

As discussed in Section II-B1 it is not possible to annotate large-scale IQA datasets through human observers, and thus assignment of perceptual quality annotations through alternative means is necessary. Given that the area of FR IQA has matured quite well [12], one possible alternative is to replace subjective ratings with scores from reliable FR methods. In fact, a number of works in IQA literature have already taken this route. During its training phase, the BIQA method QAC [98] uses the FR method FSIM [6] to annotate image patches with quality scores based on which subsequent grouping is done. The BLISS framework [99] proposes a way to convert opinion-aware BIQA methods into opinion-unaware ones. It first fuses five FR methods (FSIM [6], FSIMc [6], GMSD [100], IWSSIM [5], and VIF [101]) to generate synthetic scores for a dataset composed of 100 reference and 3,200 distorted images. It then uses these synthetic scores to retrain a BIQA method CORNIA [29] which was previously trained through subjective ratings. The BIQA method dipIQ [31] uses three FR methods (GMSD [100], MSSSIM [102], and VIF [101]) to generate 80-million quality-discriminable image pairs (DIPs) from a dataset that has 840 reference and 16,800 distorted images, which are then used to learn a blind quality model. A recent BIQA method MUSIQUE [103] uses the FR method VIF [101] in its training stage to find a relationship between estimated distortion parameters and VIF quality scores. The BIQA method BIECON [74], [75] uses FR methods (FSIMc [6], GMSD [100], SSIM [104], and VSI [7]) to derive local scores of $32 \times 32$ patches and then pre-trains a CNN using these patches with corresponding FR scores. The model is then fine-tuned on a subject-rated dataset. In [105], the FR method MSSSIM [102] is used to annotate four large-scale databases of singly and multiply distorted images, the largest of which is composed of around 2 million images.

![SQB box plot of Waterloo Exploration-II (Wat. Exp. II) in comparison with nine well-known IQA datasets. The top and bottom edges of the blue boxes represent the 75th and 25th percentiles, respectively. The red line represents the median (50th percentile). The top and bottom black lines represent extreme data points. The outliers are represented by red + symbols.](image)
where \( J \) is the number of FR methods being fused, \( r_j(i) \) is the rank given by the \( j \)-th FR method to the image \( I_i \), \( \text{RRF}_{\text{score}}(I_i) \) is the RRF score of image \( I_i \), and \( k \) is a stabilization constant. RRF was first used in IQA as part of the BLISS framework [99], which replaces human opinion scores with synthetic quality scores that act as ground truth data to train BIQA methods. The BLISS framework [99] produces synthetic quality scores in two steps for a given set of images: 1) Generation of a consensus ranking score through RRF [111], and 2) Since the ranking score is a measure of quality relative to other images and cannot be considered an independent quality measure, the scores of a base FR method are adjusted based on the consensus ranking, which then act as synthetic quality scores. The latter step is required because the BLISS framework operates in the absence of subject-rated datasets. The choice of FR methods to combine in [99] is ad hoc. To test the rank aggregation based fusion of FR methods more thoroughly, we performed an exhaustive search by testing 737,280 different combinations of 2 to 15 FR methods, and finalized 13 versions of RAS in [12]. Among them, RAS6 was found to be the top performer and will be used as a basis for the generation of our synthetic annotations, explained next.

To generate the Synthetic Quality Benchmark (SQB) for the very large-scale Waterloo Exploration-II database, we use RRF [111] to fuse the same four FR methods as in RAS6 [12], i.e., IWSSIM [5], DSS [8], CID_MS [112], and VIF_DWT [113]. However, unlike RAS (BLISS framework [99]), we do not adjust the score of a base FR method to generate the synthetic quality scores. Instead, we use the novel framework shown in Fig. 4 to generate the SQB. First, we acquire the scores of the above-mentioned four FR methods for 12 databases mentioned in Table IV. These include nine subject-rated datasets (serial number 4 to 12) which have been described earlier in Table I, and three large datasets which include Waterloo Exploration-II, and two other datasets called DR-IQA V1 and DR-IQA V2, which we have developed by following the same design process as Waterloo Exploration-II. The purpose of these latter two datasets is to provide training and validation data for machine learning tools that do not require as much data as the above-mentioned four FR methods for 12 databases.

As discussed earlier, the outcome of the RRF step leads to a quality rating for an image relative to other images. To be considered independently, the ratings from the consensus RRF ranking can be mapped to a subjective quality scale by using a subset of RRF scores for which subjective quality scores are available. Since the MDID database [52] has uniform representation from different parts of the quality spectrum [12], we choose it to learn this mapping through a five-parameter modified logistic function [45]:

\[
\text{RRF}_{\text{score}}(I_i) = \sum_{j=1}^{J} \frac{1}{k + r_j(i)}
\]

where \( J \) is the number of FR methods being fused, \( r_j(i) \) is the rank given by the \( j \)-th FR method to the image \( I_i \), \( \text{RRF}_{\text{score}}(I_i) \) is the RRF score of image \( I_i \), and \( k \) is a stabilization constant. RRF was first used in IQA as part of the BLISS framework [99], which replaces human opinion scores with synthetic quality scores that act as ground truth data to train BIQA methods. The BLISS framework [99] produces synthetic quality scores in two steps for a given set of images: 1) Generation of a consensus ranking score through RRF [111], and 2) Since the ranking score is a measure of quality relative to other images and cannot be considered an independent quality measure, the scores of a base FR method are adjusted based on the consensus ranking, which then act as synthetic quality scores. The latter step is required because the BLISS framework operates in the absence of subject-rated datasets. The choice of FR methods to combine in [99] is ad hoc. To test the rank aggregation based fusion of FR methods more thoroughly, we performed an exhaustive search by testing 737,280 different combinations of 2 to 15 FR methods, and finalized 13 versions of RAS in [12]. Among them, RAS6 was found to be the top performer and will be used as a basis for the generation of our synthetic annotations, explained next.

To generate the Synthetic Quality Benchmark (SQB) for the very large-scale Waterloo Exploration-II database, we use RRF [111] to fuse the same four FR methods as in RAS6 [12], i.e., IWSSIM [5], DSS [8], CID_MS [112], and VIF_DWT [113]. However, unlike RAS (BLISS framework [99]), we do not adjust the score of a base FR method to generate the synthetic quality scores. Instead, we use the novel framework shown in Fig. 4 to generate the SQB. First, we acquire the scores of the above-mentioned four FR methods for 12 databases mentioned in Table IV. These include nine subject-rated datasets (serial number 4 to 12) which have been described earlier in Table I, and three large datasets which include Waterloo Exploration-II, and two other datasets called DR-IQA V1 and DR-IQA V2, which we have developed by following the same design process as Waterloo Exploration-II. The purpose of these latter two datasets is to provide training and validation data for machine learning tools that do not require as much data as the above-mentioned four FR methods for 12 databases.

As discussed earlier, the outcome of the RRF step leads to a quality rating for an image relative to other images. To be considered independently, the ratings from the consensus RRF ranking can be mapped to a subjective quality scale by using a subset of RRF scores for which subjective quality scores are available. Since the MDID database [52] has uniform representation from different parts of the quality spectrum [12], we choose it to learn this mapping through a five-parameter modified logistic function [45]:

\[
\text{RRF}_{\text{score}}(I_i) = \sum_{j=1}^{J} \frac{1}{k + r_j(i)}
\]

where \( J \) is the number of FR methods being fused, \( r_j(i) \) is the rank given by the \( j \)-th FR method to the image \( I_i \), \( \text{RRF}_{\text{score}}(I_i) \) is the RRF score of image \( I_i \), and \( k \) is a stabilization constant. RRF was first used in IQA as part of the BLISS framework [99], which replaces human opinion scores with synthetic quality scores that act as ground truth data to train BIQA methods. The BLISS framework [99] produces synthetic quality scores in two steps for a given set of images: 1) Generation of a consensus ranking score through RRF [111], and 2) Since the ranking score is a measure of quality relative to other images and cannot be considered an independent quality measure, the scores of a base FR method are adjusted based on the consensus ranking, which then act as synthetic quality scores. The latter step is required because the BLISS framework operates in the absence of subject-rated datasets. The choice of FR methods to combine in [99] is ad hoc. To test the rank aggregation based fusion of FR methods more thoroughly, we performed an exhaustive search by testing 737,280 different combinations of 2 to 15 FR methods, and finalized 13 versions of RAS in [12]. Among them, RAS6 was found to be the top performer and will be used as a basis for the generation of our synthetic annotations, explained next.

To generate the Synthetic Quality Benchmark (SQB) for the very large-scale Waterloo Exploration-II database, we use RRF [111] to fuse the same four FR methods as in RAS6 [12], i.e., IWSSIM [5], DSS [8], CID_MS [112], and VIF_DWT [113]. However, unlike RAS (BLISS framework [99]), we do not adjust the score of a base FR method to generate the synthetic quality scores. Instead, we use the novel framework shown in Fig. 4 to generate the SQB. First, we acquire the scores of the above-mentioned four FR methods for 12 databases mentioned in Table IV. These include nine subject-rated datasets (serial number 4 to 12) which have been described earlier in Table I, and three large datasets which include Waterloo Exploration-II, and two other datasets called DR-IQA V1 and DR-IQA V2, which we have developed by following the same design process as Waterloo Exploration-II. The purpose of these latter two datasets is to provide training and validation data for machine learning tools that do not require as much data as the above-mentioned four FR methods for 12 databases.

As discussed earlier, the outcome of the RRF step leads to a quality rating for an image relative to other images. To be considered independently, the ratings from the consensus RRF ranking can be mapped to a subjective quality scale by using a subset of RRF scores for which subjective quality scores are available. Since the MDID database [52] has uniform representation from different parts of the quality spectrum [12], we choose it to learn this mapping through a five-parameter modified logistic function [45]:

\[
\text{RRF}_{\text{score}}(I_i) = \sum_{j=1}^{J} \frac{1}{k + r_j(i)}
\]
where $R$ denotes the RRF scores of the MDID database that have been extracted from the overall normalized RRF vector, $S$ denotes the predicted MDID subjective quality scores, and $\beta_1$, $\beta_2$, $\beta_3$, $\beta_4$, and $\beta_5$ are mapping coefficients that are found numerically to maximize the correlation between MDID subjective quality scores and its RRF scores. Since the MDID RRF scores punctuate the overall RRF vector in a regular manner, the MDID mapping coefficients are then used to map the entire RRF vector to the MDID subjective quality scale (0 to 8) by again using Equation 3. These quality scores, denoted by $Q$, are then rescaled to the 0 to 100 range as:

$$SQB = 100 \times \frac{Q - \text{min}(Q)}{\text{max}(Q - \text{min}(Q))}$$

Equation 4 results in the concatenated Synthetic Quality Benchmark (SQB) vector for all databases involved, and ensures that the rescaling process does not disturb the distribution of the quality scores. Finally, the SQB vectors for individual databases are extracted from the overall SQB vector.

It is mentioned in [111] that the constant $k$ in Equation 1 counters the impact of high rankings by outliers and its value was set at 60 through a pilot investigation. This value of the constant $k$ was also used in the BLISS framework [99]. While the value of $k$ may not be critical when the number of data points is small, we believe that it takes on a more significant role when the number of objects to be ranked is large. In our case, with around 3.53 million images, a small value of $k = 60$ leads to weights assigned to rank 1 and to rank 3,530,595 that differ by several orders of magnitude. Thus, some ranks are more favored than others and a level playing field is absent. We believe that in order to rank a large number of objects, the value of the constant $k$ should be proportionately higher. To test this hypothesis, we carry out an empirical study where the value of $k$ was progressively increased in terms of order of magnitude, and the overall SQB vector was recomputed each time. The SQB scores for each of the nine subject-rated databases mentioned in Table IV were extracted for each value of $k$. For each database we compute the Spearman Rank-order Correlation Coefficient (SRCC) of the SQB with respect to the respective subjective scores. The weighted average SRCC values for the nine subject-rated databases for various values of $k$ are depicted in Fig. 5, where it can be seen that our hypothesis is indeed correct. Given that we have around 3.53 million images for which RRF is being computed, the weighted average SRCC starts increasing as $k$ goes beyond $10^4$ and keeps on increasing until $k$ attains a value of around $10^7$ beyond which it remains constant. We believe that further increase of the value of $k$ does not lead to further SRCC gain as the weights assigned to all the ranks remain within the same order of magnitude. Through our empirical investigation, we have found that for 3.53 million images, the weighted average SRCC does not increase beyond $k = 8 \times 10^6$, and hence this value of $k$ has been used in this work.

C. SQB Performance

1) Databases and Methods used for Comparison: To comprehensively test the perceptual quality prediction performance of SQB, we test it on the nine subject-rated IQA datasets that were made part of the SQB computation process as discussed earlier. Five of these datasets include singly distorted content and include LIVE R2 [45], TID2013 [49], CSIQ [42], VCLFER [50], and CIDIQ [41], while four contain multiply distorted content and include MDID [52], MDID2013 [14], LIVE MD [51], and MDIVL [53]. It should be noted that CIDIQ [41] contains subject-ratings at two viewing distances (50 cm and 100 cm). We shall refer to these two sets of subjective data as CIDIQ50 and CIDIQ100, respectively. The main features of these databases are given in Table I, while more details can be found in [12] or in their respective papers.

For a thorough comparison, we tested the performance of other state-of-the-art methods, including two fused and 14 individual FR methods, on the above-mentioned datasets. The fused FR methods include the rank aggregation based fusion method RAS6 which was the overall top performer in our earlier performance evaluation study [12] and uses the approach described in [99]. We also include the learning based fusion method MMF [107] in our comparison. The 14 individual FR methods are top performers in [12] and belong to three state-of-the-art FR design philosophies. Among them, eight methods belong to the structural similarity based design philosophy and include CID_MS [112], DSS [8], ESSIM [114], FSIMc [6], GMSD [100], IWSSIM [5], MCSD [115], and VSI [7], four are natural scene statistics (NSS) based and include QASD [116], SFF [117], VIF [101], and VIF_DWT [113], and two belong to the mixed strategy based design philosophy and include DVCIM [118] and MAD [42]. We also include the error based method PSNR for legacy purposes.

2) Evaluation Criteria: Five evaluation criteria are used to analyze the performance of methods under test: 1) For assessing prediction accuracy, we use the Pearson Linear Correlation Coefficient (PLCC) [119]. The scores generated by objective IQA methods are usually not linear with respect to subjective ratings. Thus, a nonlinear mapping step is required before the computation of PLCC. To do this, we adopt the five-parameter modified logistic function used in [45] and given in Equation 3. PLCC is then computed at the database-level between the subjective scores and the objective scores.
after passing through the nonlinear mapping step. 2) We assess prediction monotonicity by using the Spearman Rank-Order Correlation Coefficient (SRCC) [119]. SRCC is a non-parametric rank-order based correlation measure. It does not require the preceding nonlinear mapping step. The absolute value of both PLCC and SRCC lies in the 0 to 1 range. A better objective IQA method should have higher PLCC and SRCC values with respect to subjective scores, where a value of 1 would indicate perfect perceptual performance. 3) Since we are using nine different IQA datasets for performance evaluation (ten if the two viewing distances of CIDIQ are considered separately) and PLCC values are at the individual database-level, trying to make conclusions about the overall performance becomes cumbersome and a measure of aggregate performance is required. We provide this measure for overall prediction accuracy by calculating the weighted average (WA) PLCC value for each IQA method across all datasets (as in [5], [12]). The total number of distorted images in a dataset define the weight assigned to it in the weighted average computation. The CIDIQ database [41] is considered twice in this calculation due to its evaluations being at two viewing distances. 4) Similarly overall prediction monotonicity is determined through WA SRCC. 5) Finally we perform statistical significance testing (hypothesis testing) to draw statistically sound and generalizable inferences about the performance of an IQA method compared to another. We carried out these tests on the prediction residuals of different methods for each database. These residuals were obtained by first mapping the IQA method outcomes to subjective scores by using the nonlinear mapping approach described above for PLCC calculation, and then subtracting these predictions from the actual subjective scores. We use the one-sided (left-tailed) two-sample $F$-test [120] to statistically compare the performance of two IQA methods with each other at the 5% significance level (95% confidence) for each of the IQA databases. By carrying out this test twice, with the order of the methods reversed, we were able to determine if the method performance was statistically indistinguishable or if one method performed better than another. Since these tests assume the Gaussianity of residuals, we used a simple kurtosis based check (as in [45], [12]), where Gaussianity is assumed if the kurtosis of the residuals is between 2 and 4. The databases and evaluation criteria used in this work are the same as in our earlier work [12], thus results in this paper can be directly compared with other methods discussed there. For a more detailed description of these evaluation criteria, readers can refer to [12].

3) SQB Performance Evaluation: Since the very-large scale Waterloo Exploration-II database does not have subjective ratings, it is not possible to evaluate the performance of its SQB annotation scores directly. The reason why we concatenated the objective score vectors, belonging to the nine subject-rated datasets, of the FR methods being fused in SQB computation, with those of the Waterloo Exploration-II, DR-IQA V1, and DR-IQA V2 databases, is that it allowed us to punctuate data without subject ratings with data that does have these ratings. Thus, in the overall SQB vector, the SQB scores for the nine subject-rated datasets act as regularly distributed samples. Since these samples also have subjective scores available, this allows us to comprehensively test the performance of SQB.

The perceptual quality prediction performance, of all methods under test for the nine IQA datasets, in terms of PLCC and SRCC, is given in Table V. For each IQA database, all of its constituent distortions were included for testing. The WA PLCC and WA SRCC are provided in the rightmost column of Table V and are used to sort the methods in the descending order. Thus, the best performing methods are towards the top of the respective table sections for PLCC and SRCC. The names of the fused FR methods are mentioned in bold, to distinguish them from the individual FR methods. The results of statistical significance testing of SQB relative to the 17 other methods are shown in Table VI, where a “1”, “-”, or “0” means that the perceptual quality prediction performance of SQB is better, indistinguishable, or worse, respectively, than that of the method in the row for a given database (with 95% confidence). We preceded the statistical significance testing with a kurtosis based check for Gaussianity of prediction residuals of all methods under test on all datasets (described in Section IV-C2) and found that the assumption of Gaussianity holds in around 79% cases.

It can be clearly seen from Table V that SQB is the top performer in terms of both WA PLCC and WA SRCC. From Table VI, it can be observed that for the 170 method-database combinations, SQB performs statistically better than other methods in around 74% cases, while its performance is statistically indistinguishable or inferior than other methods in around 19% and 6% cases, respectively. This is no small achievement given that all other methods included in the comparison, apart from PSNR, are considered state-of-the-art in FR and fused FR IQA. While RAS6 [12], [99] was the top performer in our earlier comprehensive performance evaluation study [12], it did not perform as well on the TID2013 database [49], as can be seen from its PLCC and SRCC values in Table V. With 3,000 distorted images and as many as 24 different distortion types, TID2013 can be considered as one of the largest and most diverse subject-rated IQA databases, making it quite challenging. It is clear from Table V that SQB performs quite well on the TID2013 database, when compared to other methods. From Table VI, it can be seen that on the TID2013 database SQB is outperformed only by the fused FR method MMF [107] and the FR method VSI [7]. MMF is a learning-based fusion method and we trained it on the TID2013 database. Thus, it is unfair to compare other methods with MMF on TID2013. While VSI outperforms SQB on TID2013, SQB performs better than VSI on almost all other datasets. We believe that the performance gain of SQB on TID2013, especially when compared to RAS6, is explained by the way we have selected the constant $k$ in the RRF [111] computation (Equation 1), as explained in Section IV-B. From Table VI, we can see that SQB is outperformed by R AS6 on the LIVE R2 [45] and CSIQ [42] databases. Table V shows that for these datasets R AS6 outperforms SQB only slightly in terms of PLCC and SRCC. Given that the TID2013 dataset is much more diverse, in terms of distortions, when compared to LIVE R2 and CSIQ, we believe that this performance compromise is justified. From Table VI, it can be seen that some individual FR methods statistically outperform
SQB on at most a single dataset, but are outperformed by SQB on almost all other datasets. For example, while IWSSIM [5] outperforms SQB on MDID2013 [14], it is outperformed by SQB on six other datasets (Table VI), sometimes quite significantly, such as on TID2013 [49] (Table V). In fact, all state-of-the-art individual FR methods perform inconsistently across different IQA datasets, where they perform well on some datasets but not on others. This behavior can be seen in Fig. 6, where the PLCC of SQB and some state-of-the-art FR methods is plotted for different datasets. These FR methods include IWSSIM [5], FSIMc [6], DSS [8], and VSI [7], which were found to be the top performers in our earlier comprehensive study [12], where we evaluated 43 FR methods. We have also included the FR methods CID_MS [112] and VIF_DWT [113] in Fig. 6 as they, together with IWSSIM and DSS, are fused together in SQB. From Fig. 6, it can be seen that the six individual FR methods encounter wide swings in performance across different datasets which differ from each other in terms of their constituent distortions and visual content. Thus, the performance of these FR methods cannot be regarded as stable, which goes against their use as alternatives to human annotations for large-scale datasets. However, Fig. 6 also shows that the performance variations are much less pronounced for SQB across all datasets. Hence, the performance of SQB can be regarded as relatively stable regardless of the distortions that afflict the images that it evaluates, thereby making it a much more suitable candidate to replace human annotations for labeling large-scale IQA datasets. We believe that SQB displays this superior performance relative to individual state-of-the-art FR methods because: 1) It uses a rank aggregation based fusion approach, RRF [111], that is unsupervised and training-free, which makes it robust to unseen data, and 2) The deficiencies of some FR methods being fused through RRF, for particular distortions, are complemented by the strengths of some other methods.
of other FR methods for those distortions, and thus the fused combination achieves stable performance for all distortions that usually afflict visual content. It is pertinent to again mention that the four FR methods being fused in SQB have not been randomly selected, but through an exhaustive search that included evaluating 737,280 FR fusion combinations in our earlier work [12].

V. THE IMPACT OF DATA ON DNN-BASED BIQA

To investigate the impact of training data on DNN-based BIQA models and to validate our SQB approach to synthetically annotate large-scale IQA datasets, we build a model called End-to-end Optimized deep neural Network using Synthetic Scores (EONSS), which aims to provide a transparent common testing platform and thus special designs of DNN architectures and training strategies are purposely avoided. We believe that sophisticated network architectures and training strategies will certainly lead to improved performance in future work, but at this point they will make it difficult to single out the contribution of training data. While we train EONSS on the Waterloo Exploration-II database, we test it on subject-rated IQA datasets. This allows us to not only rigorously test EONSS on unseen human-rated data but also to make comparisons with other BIQA methods.

A. Network Architecture and Implementation Details

The architecture of the EONSS network is illustrated in Fig. 7. The network takes a $235 \times 235 \times 3$ RGB color image patch as input and predicts its quality in terms of a scalar value. With a few exceptions, most DNN based BIQA methods, that have been proposed so far, use a smaller input patch size of $32 \times 32$, as discussed in Section II-B2. On the other hand, patches of larger size, such as $235 \times 235$, contain visually more meaningful content than smaller patches and can better represent the parent image, thereby reducing the label noise problem. Since earlier DNN based BIQA methods train on small-scale subject-rated datasets, they are constrained to use a smaller input patch size, as a larger patch size would dramatically reduce the overall number of patches available for training. However, our model does not suffer from this issue since the Waterloo Exploration-II database has a sufficiently large number of training images. As can be seen from Fig. 7, the EONSS network consists of six stages of processing. The first four stages each contain a convolutional, a generalized divisive normalization (GDN) [122], and a max-pooling layer. The purpose of these four stages is to map the $235 \times 235 \times 3$ raw pixels from the image space to a lower-dimensional feature space where the impact of distortions on image quality can be more easily quantified in a perceptually aware manner. In the first four stages, the network reduces the spatial dimension through the use of convolution with stride $2 \times 2$ and employs $2 \times 2$ max-pooling after each GDN layer to select neurons with the highest local response. The last two stages, which consist of two fully connected layers and a GDN transform layer in between, map the extracted features to a single quality score. Before being sent to the last two fully connected layers, the spatial size of the features is reduced to $1 \times 1$, so that the number of weights in the fully connected layers is considerably reduced. Instead of using ReLU [123], we use GDN [122] as the activation function after the convolution layers in the first five stages of the network to add non-linearity to the model. While ReLU [123] is widely used as the activation function in CNNs, it suffers from strong higher-order dependencies, thus requiring a much larger network to achieve good performance for a given task [121]. We utilize a bio-inspired normalization transform, GDN [122], as the activation function because it helps decorrelate the high-dimensional features by using a joint nonlinear gain control mechanism, thereby enabling a much smaller network to achieve competitive performance. The GDN transform has been previously used effectively in image compression [121] and has also been used in a DNN based BIQA model [85]. We define the loss function as the negative of PLCC. The advantages of choosing PLCC over mean absolute error (MAE) or mean squared error (MSE) are [124]: 1) The range of predictions is no longer restricted to the range of targets, since it is known that the range of subjective quality scores could be set arbitrarily and does not have any physical meaning. 2) It automatically normalizes the loss to the range $[-1, 1]$, which gives more stability and flexibility to the training process. 3) PLCC is differentiable and is a frequently used evaluation criteria in the area of perceptual IQA. To empirically verify that our choice of PLCC as the loss function is valid, we also trained EONSS with MSE as the loss function. By using the nine subject-rated datasets (all distortions) mentioned in Section IV-C1 and the WA SRCC evaluation criteria mentioned in Section IV-C2, we found that the WA SRCC of EONSS relative to subjective data is 0.6183 and 0.6509 when using MSE and PLCC as loss functions, respectively. This clearly demonstrates the superiority of using PLCC as the loss function for EONSS.

To train the EONSS model, we randomly split the Waterloo Exploration-II database into training, validation and testing sets that consist of 60%, 20% and 20% of the dataset, respectively. Since the network accepts images of size $235 \times 235 \times 3$, for the sake of speeding up the training phase, we randomly sample one $235 \times 235$ patch from each training image if its dimensions are larger. This does not prevent us from creating a sufficiently large pool of training data given the very large-
scale nature of the Waterloo Exploration-II database. This also allows us to obtain a batch of image patches that have greater diversity, thereby helping to prevent model overfitting. Since the $235 \times 235$ patch size can cover a relatively large area of the original image, thereby containing perceptually meaningful content, we assign the SQB quality score of the original image as the image quality label of the sampled patch. During the validation and testing phases, we consider the entire image instead of just one patch from it. Thus, for images with larger dimensions, we sample $235 \times 235$ patches from the original image with a stride of $128 \times 128$ in an overlapping manner, and consider the average of the predicted quality scores of all patches as the predicted quality of the original image. This ensures a more rigorous validation process and also that all parts of an image are considered while testing. We initialize the weights of the convolution layers by following the approach in [125] and use Adam [126] for optimization. The training batch size is chosen to be 50 and the image patches in each batch are randomly sampled from the training set only. We start with a learning rate of 0.001 which is decreased by a factor of 10 after every two epochs. Other parameters of Adam [126] are set as default. The model performance, in terms of PLCC and SRCC, is tested on the validation set after each epoch and we stop training after 10 epochs when the performance on the validation set reaches a plateau. Finally, the model after 10 epochs of training, is applied to the testing set.

### B. Performance Evaluation and Comparison

To analyze the performance of EONSS and other BIQA methods, we use the same set of test datasets as mentioned in Section IV-C1, which includes five singly and four multiply distorted subject-rated IQA databases. We also use the same evaluation criteria as described in Section IV-C2. However, we compute the evaluation metrics for two categories of data: 1) The **all distortions category** includes all distorted images within each test dataset, that is, all distortion types are considered while computing PLCC and SRCC, and performing statistical significance testing. 2) The **subset distortions category** includes a subset of distortion types in each dataset for which evaluation metrics are calculated. For singly distorted IQA datasets (LIVE R2 [45], TID2013 [49], CSIQ [42], VCLFER [50], and CIDIQ [41]), images belonging to the following four common distortion types form the subset: 1) Gaussian (or Poisson) noise, 2) Gaussian Blur, 3) JPEG compression, and 4) JPEG2000 compression. For multiply distorted datasets, subsets of distorted images are formed by separately considering individual distortion combinations (if possible). Thus, we separately consider the Blur-JPEG and Blur-Noise combinations in LIVE MD [51], and the Blur-JPEG and Noise-JPEG combinations in MDIVL [53]. Since images in the MDID [52] and MDID2013 [14] databases cannot be split into subsets, the entire datasets are considered for the subset case as well. The motivation for conducting performance evaluation on the **subset distortions category** of IQA datasets, especially for singly distorted datasets, stems from the fact that most training-based opinion-aware (OA) BIQA methods are trained for the above-mentioned common distortion types that are present in almost all singly distorted datasets. Therefore, these subsets of distortions provide a fair ground for comparison. However, we also consider the **all distortions category** of IQA datasets, to more rigorously test BIQA methods, as the ultimate goal of NR or blind IQA methods is to be robust to unseen data. Any gap in performance of BIQA methods for these two categories of test data would highlight directions for future research. We do not retrain BIQA methods on individual datasets but use the original versions, that is EONSS trained on the Waterloo Exploration-II database and author-trained versions of other BIQA methods, again to ensure rigorous testing.

For comparison we test 14 state-of-the-art BIQA methods to situate EONSS relative to the best in the field. Among them, eight methods belong to the OA BIQA category and include BIQI [20], BRISQUE [23], CORNIA [29], GWHGLBP [26], HOISA [30], MEON [85], NRSL [27], and WaDIQaM-NR [78], while six methods belong to the opinion-unaware (OU) category and include diPIQ [31], ILNIEQ [17], LPSI [15], NIQE [16], QAC [98], and SISBLIM [14]. It should be noted that among these methods, MEON [85] and WaDIQaM-NR [78] are DNN based BIQA methods. While a number of other deep learning based BIQA methods have recently been proposed, as discussed in Section II-B2, we have tested the performance of MEON [85] and WaDIQaM-NR [78] as their author-trained models are publicly available. As an additional comparison point, in subsequent analysis we also include results for FR methods IWSSIM [5] and PSNR in order to compare the performance of EONSS and other BIQA methods with a state-of-the-art (IWSSIM) and legacy (PSNR) FR method. For all datasets, the test results for the **all distortions and subset distortions categories** are given in Tables VII and VIII, respectively, in terms of PLCC and SRCC. In each of these tables, the WA PLCC/SRCC values are provided in the rightmost column and methods have been
| Evaluation Criteria | NM Method | LIVE R2 | TID 2013 | CSIQ | VCL/PER | CIDQ 50 | CIDQ 100 | MDID | MDID2013 |ライブ MD | MDIVL | Weighted Average |
|---------------------|-----------|--------|----------|------|--------|---------|----------|-------|----------|---------|-------|------------------|
| **IWSSIM [5]**      | 0.9536    | 0.9407  | 0.9655   | 0.9191 | 0.8745 | 0.8536  | 0.8935   | 0.8513 | 0.9117   | 0.9269  | 0.9101 | 0.9116            |
| **PSNR**            | 0.9642    | 0.9751  | 0.9291   | 0.9250 | 0.7971 | 0.8726  | 0.8787   | 0.8754 | 0.9337   | 0.7923  | 0.8955 | 0.8390            |
| **EONSS**           | 0.9715    | 0.8688  | 0.9257   | 0.8856 | 0.5890 | 0.5480  | 0.6074   | 0.6035 | 0.7205   | 0.5847  | 0.6646 | 0.5817            |
| **BNRQ [17]**       | 0.9568    | 0.9901  | 0.9384   | 0.8496 | 0.6774 | 0.6597  | 0.6590   | 0.2513 | 0.9068   | 0.6265  | 0.7273 | 0.6701            |
| **HSQA [30]**       | 0.8699    | 0.8912  | 0.9079   | 0.8341 | 0.6785 | 0.5562  | 0.5646   | 0.5467 | 0.7409   | 0.5753  | 0.6872 | 0.5837            |
| **dipQ [31]**       | 0.9887    | 0.9153  | 0.9133   | 0.8905 | 0.6236 | 0.6145  | 0.6656   | 0.2088 | 0.8759   | 0.8481  | 0.7536 | 0.7391            |
| **PSNR**            | 0.9162    | 0.8981  | 0.8976   | 0.8804 | 0.5508 | 0.4712  | 0.5728   | 0.5536 | 0.8798   | 0.7549  | 0.6698 | 0.7703            |
| **POET [26]**       | 0.8088    | 0.7675  | 0.8052   | 0.6427 | 0.5196 | 0.4961  | 0.5400   | 0.1316 | 0.7845   | 0.6706  | 0.5728 | 0.6168            |
| **BRISKE [23]**     | 0.9760    | 0.8659  | 0.9239   | 0.8208 | 0.5257 | 0.5421  | 0.4450   | 0.6845 | 0.5365   | 0.8003  | 0.6924 | 0.6154            |
| **WaDiQaM-NR [28]** | 0.9302    | 0.8994  | 0.8860   | 0.7862 | 0.5137 | 0.5350  | 0.4673   | 0.1165 | 0.8348   | 0.7628  | 0.6958 | 0.5991            |
| **LPSI [15]**       | 0.8440    | 0.8114  | 0.8657   | 0.6020 | 0.5508 | 0.5628  | 0.4335   | 0.1765 | 0.8802   | 0.5775  | 0.7041 | 0.5991            |

**TABLE VII**

**Test results of EONSS in comparison with 2 FR and 14 NR methods on nine subject-rated IQA databases in terms of PLCC and SRCC. All distortions in each test dataset were considered. The WA PLCC/SRCC are provided in the rightmost column and methods are sorted in descending order with respect to them. FR methods are highlighted in bold.**
TABLE IX

| FR/NR Method | LIVE R2 | TID2013 | CSIQ | VCLFER | CIDIQ50 | CIDIQ100 | MIR | MDID2013 | LIVE MD | MDIVL |
|---------------|---------|---------|------|--------|---------|----------|-----|----------|---------|--------|
| BIQI [20]     | 0       | 1       | 1    | 1      | 1       | 1        | 11  | 11       | 1       | 11     |
| BRISQUE [23]  | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| CORNIA [29]   | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| dipIQ [31]    | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| GWHGLBP [26]  | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| HOSEA [30]    | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| ILNIQE [17]   | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| IWSIM [5]     | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| LPSI [15]     | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| MEON [85]     | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| NQIE [16]     | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| NSRL [27]     | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| PNSR          | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| QAC [98]      | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| SISBILIM [14] | 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |
| wispqapnr [78]| 0       | 0       | 0    | 0      | 0       | 0        | 0   | 0        | 0       | 0      |

TABLE X

| FR/NR Method | Processing Unit | Execution Time (Seconds) | Execution Time Relative to PSNR |
|---------------|-----------------|--------------------------|---------------------------------|
| PSNR²         | CPU             | 0.0013                   | 1.00                            |
| LPSI [15]     | CPU             | 0.0397                   | 30.54                           |
| EONSS         | GPU             | 0.0040                   | 46.46                           |
| EONSS         | CPU             | 0.0817                   | 62.85                           |
| MEON [85]     | GPU             | 0.0819                   | 63.00                           |
| MEON [85]     | GPU             | 0.0876                   | 67.38                           |
| HOSA [30]     | CPU             | 0.1309                   | 100.69                          |
| QAC [98]      | CPU             | 0.1357                   | 104.38                          |
| NSRL² [27]    | CPU             | 0.1421                   | 109.31                          |
| GWHGLBP² [26] | CPU             | 0.1469                   | 113.00                          |
| WaDIqaM-NR [78]| CPU         | 0.1559                   | 119.15                          |
| BRISQUE [23]  | CPU             | 0.1823                   | 140.23                          |
| NQIE [16]     | CPU             | 0.2941                   | 226.23                          |
| BIQI [20]     | CPU             | 0.4634                   | 356.46                          |
| dipIQ [31]    | CPU             | 1.6592                   | 1276.31                         |
| CORNIA [29]   | CPU             | 2.0304                   | 1561.85                         |
| SISBILIM [14] | CPU             | 2.2005                   | 1692.69                         |
| ILNIQE [17]   | CPU             | 2.5227                   | 1940.54                         |
| WaDIqaM-NR [78]| CPU         | 6.2818                   | 4832.15                         |

From the above-mentioned tables, the following observations can be made: 1) Table VII reveals that EONSS outperforms all other state-of-the-art BIQA methods in the all distortions category, both in terms of WA PLCC and WA SRCC. 2) Similarly, in the subset distortions category, which can be considered a more fair ground for comparison as stated earlier, Table VIII shows that EONSS considerably outperforms all other BIQA methods both in terms of WA PLCC and WA SRCC. 3) Table IX shows that for the 160 method-database combinations of the all distortions category, EONSS performs statistically better than other methods in around 62% cases, while its performance is statistically indistinguishable or inferior to other methods in around 19% and 19% cases, respectively. Similarly, for the 192 method-database combinations of the subset distortions category, EONSS performs statistically better than other methods in around 67% cases, while its performance is statistically indistinguishable or inferior to other methods in around 13% and 20% cases, respectively. This again demonstrates the superiority of EONSS when compared to the very state-of-the-art in the BIQA field. 4) While considering Tables VII, VIII, and IX, it should be noted that the OA BIQA methods BIQI [20], BRISQUE [23], NSRL [27], CORNIA [29], HOSA [30], WaDIqaM-NR [78], and MEON [85] are trained on the LIVE R2 database [45], and GWHGLBP [26] is trained on the LIVE MD database [51]. Thus, comparing these OA BIQA methods with other approaches on these respective databases is unreliable and unfair to those other methods. Disregarding the results of these methods on the said datasets further increases the demonstrated superiority of EONSS. 5) It is pertinent to mention that the nine subject-rated IQA datasets have only been used to test EONSS, without any retraining or fine-tuning. 6) Even though EONSS has been trained on the Waterloo Exploration-II dataset, which predominantly consists of multiply distorted images, it performs well on even the singly distorted test datasets. This is explained by the wide density of distorted images in Waterloo Exploration-II, which includes 117,810 singly distorted images and a large number of multiply distorted images that have a small amount of stage-1 distortion, thereby allowing the DNN model to learn effectively for the single distortion scenario. 7) It can be clearly seen that EONSS comprehensively outperforms the two other DNN based models, MEON [85] and WaDIqaM-NR [78], statistically and in terms of WA PLCC and WA SRCC, for both the all and subset distortions categories. Since, MEON [85] and WaDIqaM-NR [78], are trained on a small-scale singly distorted dataset (LIVE R2 [45]), they do not perform well on multiply distorted datasets, which is not the case with EONSS. By using MEON [85] as an example, we show in Section V-C that the performance of pre-existing DNN based BIQA models can indeed be elevated by retraining on the Waterloo Exploration-II database. 8) While the performance of EONSS is a considerable distance away from the state-of-the-art FR method IWSSIM [5] in the all distortions category (Table VII), its performance is relatively closer to IWSSIM in the subset distortions category (Table VIII). Since the Waterloo Exploration-II database does not have the wide-ranging distortions of the all distortions categories sorted in descending order with respect to EONSS relative to the two FR and 14 BIQA methods for both the all distortions and subset distortions categories are provided in Table IX, where a “1”, “−”, or “0” means that the perceptual quality prediction performance of EONSS is better, indistinguishable, or worse, respectively, than that of the method in the row for a given database (with 95% confidence). Each entry in the table may be composed of more than one symbol, each of which represents the outcome of the test for either the all distortions and subset distortions categories, as explained in the table caption. We preceded the statistical significance testing with a kurtosis based check for Gaussianity of prediction residuals of all methods under test on all datasets (described in Section IV-C2) and found that the assumption of Gaussianity holds in around 89% cases in the all distortions category and in around 83% cases in the subset distortions category.
category, this shows that it is possible for a DNN based BIQA method to approach FR performance for distortion types for which sufficient annotated training data is available. This is no small achievement for a BIQA method, given that it has no access to the reference image.

We evaluated the computational complexity of all IQA methods under test in terms of their execution time to determine the quality of a $1024 \times 1024$ test color image on a desktop computer with a 3.5 GHz Intel Core i7-7800X processor, 16 GB of RAM, NVIDIA GeForce GTX 1050Ti GPU, and Ubuntu 18.04 operating system. The execution times of all methods are given in Table X, where methods have been sorted in ascending order with respect to execution time. Since the FR PSNR is the fastest method, we also provide the execution time relative to PSNR for ease in comparison. The time for DNN based methods, EONSS, MEONSS [85], and WaDIQaM-NR [78], was evaluated both on the GPU and CPU, while that of all other methods was evaluated on the CPU only. It should be noted that the execution time of some other well-known BIQA methods including BLINDDS2 [22], DIVINE [21], FRIQUEE [28], MS-LQAF [127], NFERM [25], and TCLT [128], is even more than that of ILNIQE [17], making them infeasible for large-scale or real-time use, which is why we have not included them in our analysis. It can be seen from Table X that the execution time of EONSS is approximately 20 to 30 times faster than competitive BIQA methods, such as CORNIA [29], dipIQ [31], ILNIQE [17], and SISBLIM [14]. Thus when Tables VII, VIII, and IX are considered in conjunction with Table X, it becomes clear that EONSS not only outperforms the very best methods in the BIQA field in terms of perceptual quality prediction accuracy, but that it is also the fastest among them by a wide margin, making it an excellent choice for practical applications.

C. The Impact of Data on DNN-based Models

The superior performance of EONSS, as demonstrated in Section V-B, can be directly attributed to the large-scale Waterloo Exploration-II database. We demonstrate this point more explicitly in this section by comparing the following four models: 1) EONSS trained on the Waterloo Exploration-II database, 2) We retrain the DNN architecture employed by EONSS (as described in Section V-A) on the small-scale subject-rated LIVE R2 database [45] and call this model EON_L. 3) The original version of MEON [85] that was trained on LIVE R2 [45]. 4) We retrain the MEON DNN on the Waterloo Exploration-II database and call it MEONSS. Since the publicly available version of MEON [85] does not include the fast fading distortion type of LIVE R2 [45] in its training, we also exclude it from the training set of EON_L so that it can be directly compared with MEON. Tables XI and XII show the results for the all and subset distortions categories, respectively, both in terms of PLCC and SRCC, where we have sorted methods in the descending order with respect to their WA PLCC/SRCC values. It is clear from these tables that EONSS massively outperforms EON_L in terms of WA PLCC and SRCC, both in the all and subset distortions categories. The only difference between EONSS and EON_L is the training data used (both use exactly the same DNN). Thus, the enormous superiority of EONSS when compared to EON_L can only be attributed to the large-scale training data that it utilizes, i.e., the Waterloo Exploration-II database, which allows the DNN to learn a robust quality model. From Tables XI and XII it is also clear that MEONSS outperforms MEON in terms of WA PLCC and WA SRCC, both in the all and subset distortions categories. Again the only difference between MEONSS and MEON is the training data (both use exactly the same DNN). This again demonstrates the
TABLE XIII
PLCC and SRCC VALUES FOR EONSS, LIVER2, EON_L2V2, and EON_MD2 when tested on nine subject-rated IQA databases. All distortions in each test dataset were considered. The WA PLCC/SRCC are provided in the rightmost column and methods are sorted in descending order with respect to them.

| Evaluation Criteria | Method          | LIVE R2 2013 | TID 2013 | CSIQ | VCLFER | CIDQ 50 | CIDQ 100 | MDID | MDIVL | MDID 2013 | LIVE MD | MDIVL | Weighted Average |
|---------------------|-----------------|--------------|----------|------|--------|---------|----------|------|-------|------------|---------|-------|------------------|
| PLCC                | EONSS           | 0.9244       | 0.5442   | 0.7660 | 0.9120 | 0.5798  | 0.8082  | 0.8374 | 0.3020 | 0.8437    | 0.8744  | 0.6935 |
|                     | EON_MDID        | 0.7885       | 0.5375   | 0.7624 | 0.6849 | 0.5434  | 0.8385  | 0.9007 | 0.6063 | 0.7912   | 0.5446  | 0.6476 |
|                     | EON_TID2013     | 0.7663       | 0.8898   | 0.6775 | 0.4435 | 0.2827  | 0.2863  | 0.4626 | 0.1854 | 0.5075   | 0.5127  | 0.6086 |
|                     | EON_LIVER2      | 0.8957       | 0.8489   | 0.6997 | 0.7888 | 0.2888  | 0.2335  | 0.6048 | 0.1126 | 0.5142   | 0.4424  | 0.5279 |
|                     | EONSS           | 0.9267       | 0.5045   | 0.6774 | 0.9063 | 0.4991  | 0.3448  | 0.8297 | 0.2874 | 0.7260   | 0.8833  | 0.6509 |
|                     | EON_TID2013     | 0.7749       | 0.7895   | 0.5798 | 0.4109 | 0.2139  | 0.2268  | 0.4369 | 0.0502 | 0.4588   | 0.5065  | 0.5760 |
|                     | EON_MDID        | 0.7839       | 0.3777   | 0.6968 | 0.6099 | 0.2768  | 0.2615  | 0.9800 | 0.6901 | 0.7746   | 0.4880  | 0.5752 |
|                     | EON_LIVER2      | 0.9048       | 0.3644   | 0.6753 | 0.7822 | 0.2350  | 0.1583  | 0.5344 | 0.0718 | 0.3843   | 0.3423  | 0.4529 |

TABLE XIV
PLCC and SRCC VALUES FOR EONSS, LIVER2, EON_L2V2, and EON_MD2 when tested on nine subject-rated IQA databases. A subset of distortions in each test dataset were considered. The WA PLCC/SRCC are provided in the rightmost column and methods are sorted in descending order with respect to them.

| Evaluation Criteria | Method          | LIVE R2 2013 | TID 2013 | CSIQ | VCLFER | CIDQ 50 | CIDQ 100 | MDID | MDIVL | MDID 2013 | LIVE MD | MDIVL | Weighted Average |
|---------------------|-----------------|--------------|----------|------|--------|---------|----------|------|-------|------------|---------|-------|------------------|
| PLCC                | EONSS           | 0.9462       | 0.6851   | 0.9291 | 0.9120 | 0.5793  | 0.8082  | 0.8374 | 0.3020 | 0.8622    | 0.8232  | 0.8918 |
|                     | EON_MDID        | 0.7885       | 0.5749   | 0.8071 | 0.6849 | 0.3652  | 0.3943  | 0.9807 | 0.6063 | 0.8131    | 0.7837  | 0.8049 |
|                     | EON_TID2013     | 0.8902       | 0.8575   | 0.7822 | 0.3711 | 0.2428  | 0.2648  | 0.6042 | 0.1126 | 0.5065    | 0.4273  | 0.6787 |
|                     | EON_LIVER2      | 0.7586       | 0.9330   | 0.6463 | 0.4435 | 0.2821  | 0.3339  | 0.4626 | 0.1854 | 0.7935    | 0.6720  | 0.5467 |
|                     | EONSS           | 0.9499       | 0.8446   | 0.8699 | 0.9063 | 0.7885  | 0.7553  | 0.8297 | 0.2874 | 0.7348    | 0.8754  | 0.9085 |
|                     | EON_MDID        | 0.7831       | 0.6500   | 0.7553 | 0.6099 | 0.3009  | 0.5000  | 0.9800 | 0.6901 | 0.7853    | 0.7573  | 0.2566 |
|                     | EON_TID2013     | 0.9115       | 0.8334   | 0.8230 | 0.7822 | 0.3302  | 0.3639  | 0.5344 | 0.0718 | 0.5865    | 0.4245  | 0.2024 |
|                     | EON_LIVER2      | 0.7678       | 0.9189   | 0.6241 | 0.4109 | 0.1987  | 0.2516  | 0.4699 | 0.0502 | 0.7673    | 0.1867  | 0.4381 |

TABLE V
PLCC and SRCC VALUES FOR VARIOUS VERSIONS OF EONSS DATABASES TRAINED ON DIFFERENT SUBSETS OF THE WATERLOO EXPLORATION-II DATABASE AND TESTED ON NINE SUBJECT-RATED IQA DATABASES. ALL DISTORTIONS IN EACH TEST DATASET WERE CONSIDERED. THE WA PLCC/SRCC ARE PROVIDED IN THE RIGHTMOST COLUMN AND METHODS ARE SORTED IN DESCENDING ORDER WITH RESPECT TO THEM. A. TABLE VI
PLCC and SRCC VALUES FOR VARIOUS VERSIONS OF EONSS DATABASES TRAINED ON DIFFERENT SUBSETS OF THE WATERLOO EXPLORATION-II DATABASE AND TESTED ON NINE SUBJECT-RATED IQA DATABASES. A SUBSET OF DISTORTIONS IN EACH TEST DATASET WERE CONSIDERED. THE WA PLCC/SRCC ARE PROVIDED IN THE RIGHTMOST COLUMN AND METHODS ARE SORTED IN DESCENDING ORDER WITH RESPECT TO THEM.

TABLE VI
PLCC and SRCC VALUES FOR VARIOUS VERSIONS OF EONSS DATABASES TRAINED ON DIFFERENT SUBSETS OF THE WATERLOO EXPLORATION-II DATABASE AND TESTED ON NINE SUBJECT-RATED IQA DATABASES. A SUBSET OF DISTORTIONS IN EACH TEST DATASET WERE CONSIDERED. THE WA PLCC/SRCC ARE PROVIDED IN THE RIGHTMOST COLUMN AND METHODS ARE SORTED IN DESCENDING ORDER WITH RESPECT TO THEM.

superiority of using the Waterloo Exploration-II database for BIQA model training.

From Tables XI and XII we can also make the following three observations: 1) It is evident that the margin with which MEONSS outperforms MEON is smaller than the one with which EONSS outperforms EON_L2. 2) It is clear that although both EONSS and MEONSS are trained on the very large-scale Waterloo Exploration-II database, EONSS significantly outperforms MEONSS in terms of WA PLCC and WA SRCC, both in the all and subset distortions categories. 3) However, it can also be seen that although both EON_L2 and MEON are significantly outperformed EON_L on the small-scale LIVE R2 database [45]. MEON significantly outperforms EON_L in terms of WA PLCC and WA SRCC, both in the all and subset distortions categories. This is a significant finding as it shows that the choice of DNN network architecture for the BIQA task is strongly impacted by the amount of available quality annotated training data. As we have discussed before, MEON takes a multi-task approach and utilizes two sub-networks, where sub-network 1 performs the task of distortion type identification for which a large amount of non-quality annotated training data is made available, and sub-network 2 performs quality prediction using
the results from sub-network 1. On the other hand, EONSS takes a single task approach of quality prediction and hence its network is simpler compared to MEON. Our results show that the multi-task DNN model (MEON) performs better when only a small amount of quality annotated training data is available (MEON outperforms EON_L), while the single-task DNN model (EONSS) performs much better when a very large amount of quality annotated training data is present (EONSS outperforms MEONSS). This shows that special DNN design and domain knowledge may be highly useful when there is a significant data shortage. However, even a simple single-task network architecture is able to learn a relatively effective quality model in a truly end-to-end manner given the availability of a large amount of quality annotated training data, thereby establishing the strength of large-scale datasets such as Waterloo Exploration-II.

Since the above analysis only utilizes a single subject-rated dataset, i.e., LIVE R2 [45] without one of its distortion types (fast fading), we make an additional attempt to understand the impact of data by separately training the DNN architecture of EONSS on three small-scale subject-rated datasets and use all distorted images within each dataset. These include the singly distorted LIVE R2 [45] and TID2013 [49] databases, and the multiply distorted MDID [52] database. The trained models are respectively called EON_LIVE2, EON_TID2013, and EON_MDID. We compare the performance of these models with that of EONSS trained on the Waterloo Exploration-II database. Tables XIII and XIV show the results for the all and subset distortions categories, respectively, both in terms of PLCC and SRCC, where we have sorted methods in the descending order with respect to their WA PLCC/SRCC values. It can be clearly seen that EONSS substantially outperforms all other models in both the all and subset distortions categories. Since the weighted average calculations in Tables XIII and XIV include results for the training datasets of EON_LIVE2, EON_TID2013, and EON_MDID, the superiority of EONSS over these models is further increased if results for their respective training databases are disregarded. Since all four models being compared utilize the same DNN network architecture and training method, and differ only in training data, these results again provide strong evidence that the performance of DNN-based IQA models can be substantially improved with the abundance of quality training data.

While it is difficult to determine how large the training dataset size should be to learn effective DNN based BIQA models, we try to answer this question empirically. Specifically, we consider four subsets of the Waterloo Exploration-II database which contain 1%, 5%, 10%, and 20% reference images of the original dataset along with their respective distorted versions. Next, we retrain EONSS on these dataset subsets and call the trained versions EONSS_1, EONSS_5, EONSS_10, and EONSS_20, respectively. While training, we further split each subset into training, validation, and testing sets which are composed of 60%, 20%, and 20% of subset images, respectively. Tables XV and XVI show the results for the all and subset distortions categories, respectively, both in terms of PLCC and SRCC. We have repeated the results for EONSS in these tables, which utilizes 100% of the Waterloo Exploration-II database for its training, validation, and testing. It can be observed from these tables that the model performance increases dramatically from EONSS_1 to EONSS_10 for both the all and subset distortions categories. Substantial performance increase is further seen from EONSS_10 to EONSS_20 for the subset distortions category, which we believe is a more accurate category to consider for these experiments given that training and testing distortion types are more closely aligned. For both the all and subset distortions categories further performance gain can be seen from EONSS_20 to EONSS (that uses the entire dataset for training, validation, and testing), but not by a wide margin, suggesting a performance saturation after 20% of the Waterloo Exploration-II database. It should be noted that 20% of the dataset still includes a substantial amount of annotated data (691,152 distorted images).

VI. CONCLUSION

The great potential of DNN-based BIQA has been largely constrained by the lack of large-scale annotated training data. Researchers have tried to address this issue by data augmentation, smart design of DNN architectures, sophisticated training strategies, or incorporating domain knowledge, but have achieved only limited success. This work suggests that the quality and quantity of annotated training data plays a dominating role in the success of DNN-based IQA model development.

To address the data challenge, we have developed the largest IQA dataset to-date, called the Waterloo Exploration-II database, which has 3,570 pristine reference and around 3.45 million, singly and multiply, distorted images. We have developed a novel mechanism to synthetically assign quality labels to the images of this dataset. Extensive tests on subject-rated datasets reveal that these synthetic quality benchmark labels are highly accurate in perceptual quality prediction and perform better than the very best of FR IQA methods. To investigate the impact of data on DNN-based BIQA, we have developed the EONSS model trained on the Waterloo Exploration-II database and tested on nine subject-rated IQA datasets without any retraining or fine-tuning. We have comprehensively demonstrated that EONSS outperforms the very state-of-the-art BIQA methods, in both perceptual quality prediction and speed, by a wide margin. Compared to previous DNN-based BIQA models, EONSS has a relatively simple network architecture, therefore, its success is attributed to the synthetically labeled Waterloo Exploration-II database, whose enormity and content-diversity has provided sufficient data to the DNN to learn a robust BIQA model in a truly end-to-end manner. It is worth noting that there is still a significant gap between EONSS and top-performing FR IQA models such as IWSSIM [5], suggesting space for further improvement.

NOTE

The work presented in this paper is part of an ongoing project and thus the Waterloo Exploration-II database, the SQB annotations, and the EONSS model are subject to change. Their final versions will be made publicly available once the project culminates.
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