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Modified Gravity theories generally affect the Poisson equation and the gravitational slip (effective anisotropic stress) in an observable way, that can be parameterized by two generic functions ($\eta$ and $\mu$) of time and space. We bin the time dependence of these functions in redshift and present forecasts on each bin for future surveys like Euclid. We consider both Galaxy Clustering and Weak Lensing surveys, showing the impact of the non-linear regime, treated with two different semi-analytical approximations. In addition to these future observables, we use a prior covariance matrix derived from the Planck observations of the Cosmic Microwave Background. Our results show that $\eta$ and $\mu$ in different redshift bins are significantly correlated, but including non-linear scales reduces or even eliminates the correlation, breaking the degeneracy between Modified Gravity parameters and the overall amplitude of the matter power spectrum. We further decorrelate parameters with a Zero-phase Component Analysis and identify which combinations of the Modified Gravity parameter amplitudes, in different redshift bins, are best constrained by future surveys. We also extend the analysis to two particular parameterizations of the time evolution of $\mu$ and $\eta$ and consider, in addition to Euclid, also SKA1, SKA2, DESI: we find in this case that future surveys will be able to constrain the current values of $\eta$ and $\mu$ at the 2-5% level when using only linear scales (wavevector $k < 0.15 \, h/\text{Mpc}$), depending on the specific time parameterization; sensitivity improves to about 1% when non-linearities are included.
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I. INTRODUCTION

Future large scale structure surveys will be able to measure with percent precision the parameters governing the evolution of matter perturbations. While we have the tools to investigate the standard model, the next challenge is to be able to compare those data with cosmologies that go beyond General Relativity, in order to test whether a fluid component like Dark Energy or similarly a Modified Gravity scenario can better fit the data. On the theoretical side, while many Modified Gravity models are still allowed by type Ia supernova (SNIa) and Cosmic Microwave Background (CMB) data [1]; structure formation can help us to distinguish among them and the standard scenario, thanks to their signatures on the matter power spectrum, in the linear and mildly non-linear regimes (for some examples of forecasts, see [2–4]).

The evolution of matter perturbations can be fully described by two generic functions of time and space [5, 6], which can be measured via Galaxy Clustering and Weak Lensing surveys. In this work we want to forecast how well we can measure those functions, in different redshift bins.

While any two independent functions of the gravitational potentials would do, we follow the notation of [1] and consider $\mu$ and $\eta$: the first modifies the Poisson equation for $\Psi$ while the second is equal to the ratio of the gravitational potentials (and is therefore also a direct observable [6]). We will consider forecasts for the planned surveys Euclid, SKA1 and SKA2 and a subset of DESI, DESI-ELG, using as priors the constraints from recent Planck data (see also [7–11] for previous works that address forecasts in Modified Gravity).

In section II we define $\mu$ and $\eta$ and parameterize them in three different ways. First, in a general manner, we let these functions vary freely in different redshift bins. Complementarily, we also consider two specific parameterizations of the time evolution proposed in [1]. Here, we also specify the fiducial values of our cosmology for each of the parameterizations considered. Section III discusses our treatment for the linear and mildly non-linear regime. Linear spectra are obtained from a modified Boltzmann code [12]; the mild non-linear regime (up to $k \sim 0.5 \, h / \text{Mpc}$) compares two methods to emulate the non-linear power spectrum: the commonly used Halofit [13, 14], and a semi-analytic prescription to model the screening mechanisms present in Modified Gravity models [15]. In section IV we explain the method used to produce the Fisher forecasts both for Weak Lensing and Galaxy Clustering. We explain how we compute and add the CMB Planck priors to our Fisher matrices. Section V discusses the results obtained for the redshift binned parameterization both for Galaxy Clustering and for Weak Lensing in the linear and non-linear cases. We describe our method to decorrelate the errors in section VD. The results for the other two time parameterizations are instead discussed in sections VIA and VIB, both for Weak Lensing and Galaxy Clustering in the linear and mildly non-linear regimes. To test the effect of our non-linear prescription, we show in section VIC the impact of different choices of the non-linear prescription parameters on the cosmological parameter estimation.
II. PARAMETERIZING MODIFIED GRAVITY

In linear perturbation theory, scalar, vector and tensor perturbations do not mix, which allows us to consider only the scalar perturbations in this paper. We work in the conformal Newtonian gauge, with the line element given by

\[ ds^2 = -(1 + 2\Psi)dt^2 + a^2(1 - 2\Phi)dx^2 \, . \]  

(1)

Here \( \Phi \) and \( \Psi \) are two functions of time and scale that coincide with the gauge-invariant Bardeen potentials in the Newtonian gauge.

In theories with extra degrees of freedom (Dark Energy, DE) or modifications of General Relativity (MG) the normal linear perturbation equations are no longer valid, so that for a given matter source the values of \( \Phi \) and \( \Psi \) will differ from their usual values. We can parameterize this change generally with the help of two new functions that encode the modifications. Many different choices are possible and have been adopted in the literature, see e.g. [1] for a limited overview. In this paper we introduce the two functions through a gravitational slip (leading to \( \Phi \neq \Psi \) also at linear order and for pure cold dark matter) and as a modification of the Poisson equation for \( \Psi \),

\[ -k^2\Psi(a,k) \equiv 4\piGa^2\mu(a,k)\rho(a)\delta(a,k) \, ; \]

(2)

\[ \eta(a,k) \equiv \Phi(a,k)/\Psi(a,k) \, . \]

(3)

These expressions define \( \mu \) and \( \eta \). Here \( \rho(a) \) is the average dark matter density and \( \delta(a,k) \) the comoving matter density contrast – we will neglect relativistic particles and radiation as we are only interested in modeling the perturbation behaviour at late times. In that situation, \( \eta \), which is effectively an observable [6], is closely related to modifications of GR [16, 17], while \( \mu \) encodes for example deviations in gravitational clustering, especially in redshift-space distortions as non-relativistic particles are accelerated by the gradient of \( \Psi \).

When considering Weak Lensing observations then it is also natural to parameterize deviations in the lensing or Weyl potential \( \Phi + \Psi \), since it is this combination that affects null-geodesics (relativistic particles). To this end we introduce a function \( \Sigma(t,k) \) so that

\[ -k^2(\Phi(a,k) + \Psi(a,k)) \equiv 8\piGa^2\Sigma(a,k)\rho(a)\delta(a,k) \, . \]

(4)

Since metric perturbations are fully specified by two functions of time and scale, \( \Sigma \) is not independent from \( \mu \) and \( \eta \), and can be obtained from the latter as follows:

\[ \Sigma(a,k) = (\mu(a,k)/2)(1 + \eta(a,k)) \, . \]

(5)

Throughout this work, we will denote the standard Lambda-Cold-Dark-Matter (ΛCDM) model, defined through the Einstein-Hilbert action with a cosmological constant, simply as GR. For this case we have that \( \mu = \eta = \Sigma = 1 \). All other cases in which these functions are not unity will be labeled as Modified Gravity (MG) models.

Using effective quantities like \( \mu \) and \( \eta \) has the advantage that they are able to model any deviations of the perturbation behaviour from ΛCDM expectations, they are relatively close to observations, and they can also be related to other commonly used parameterization [18]. On the other hand, they are not easy to map to an action (as opposed to approaches like effective field theories that are based on an explicit action) and in addition they contain so much freedom that we normally restrict their parameterisation to a subset of possible functions.

This has however the disadvantage of loosing generality and making our constraints on \( \mu \) and \( \eta \) parameterization-dependent. In this paper, we prefer to complement specific choices of parameterizations adopted in the literature (we will use the choice made in [1]) with a more general approach: we will bin the functions \( \mu(a) \) and \( \eta(a) \) in redshift bins with index \( i \) and we will treat each \( \mu_i \) and \( \eta_i \) as independent parameters in our forecast; we will then apply a variation of Principal Component Analysis (PCA), called Zero-phase Component Analysis (ZCA). This approach has been taken previously in the literature by [8], where they bin \( \mu \) and \( \eta \) in several redshift and k-scale bins together with a binning of \( w(z) \) and cross correlate large scale structure observations with CMB temperature, E-modes and polarization data together with Integrated Sachs-Wolfe (ISW) observations to forecast the sensitivity of future surveys to modifications in \( \mu \) and \( \eta \). In the present work, we will neglect a possible k-dependence, we will focus on Galaxy Clustering (GC) and weak lensing (WL) surveys and we will show that there are important differences between the linear and non-linear cases; including the non-linear regime generally reduces correlations among the cosmological parameters. In the remainder of this section we will introduce the parameterizations that we will use.

A. Parameterizing gravitational potentials in discrete redshift bins

As a first approach we neglect scale dependence and bin the time evolution of the functions \( \mu \) and \( \eta \) without specifying any parameterized evolution. To this purpose we divide the redshift range \( 0 \leq z \leq 3 \) in 6 redshift bins and
we consider the values $\mu(z_i)$ and $\eta(z_i)$ at the right limiting redshift $z_i$ of each bin as free parameters, thus with the $i$ index spanning the values \{0.5, 1.0, 1.5, 2.0, 2.5, 3.0\}. The first bin is assumed to have a constant value, coinciding with the one at $z_1 = 0.5$, i.e. $\mu(z < 0.5) = \mu(z_1)$ and $\eta(z < 0.5) = \eta(z_1)$. The $\mu(z)$ function (and analogously $\eta(z)$) is then reconstructed as

$$\mu(z) = \mu(z_1) + \sum_{i=1}^{N-1} \frac{\mu(z_{i+1}) - \mu(z_i)}{2} \left[ 1 + \tanh \left( \frac{z - z_{i+1}}{z_{i+1} - z_i} \right) \right], \quad (6)$$

where $s = 10$ is a smoothing parameter and $N$ is the number of binned values. We assume that both $\mu$ and $\eta$ reach the GR limit at high redshifts: to realize this, the last $\mu(z_0)$ and $\eta(z_0)$ values assume the standard $\Lambda$CDM value $\mu = \eta = 1$ and both functions are kept constant at higher redshifts $z > 3$.

Similarly, the derivatives of these functions are obtained by computing

$$\mu'(z_j) = \frac{\mu(z_{i+1}) - \mu(z_i)}{z_{i+1} - z_i}, \quad (7)$$

with $z_j = (z_{i+1} + z_i)/2$, using the same $\tanh(x)$ smoothing function:

$$\frac{d\mu(z)}{dz} = \mu'(z_1) + \sum_{j=1}^{N-2} \frac{\mu'(z_{j+1}) - \mu'(z_j)}{2} \left[ 1 + \tanh \left( \frac{z - z_{j+1}}{z_{j+1} - z_j} \right) \right]. \quad (8)$$

In particular we assume $\mu' = \eta' = 0$ for $z < 0.5$ and for $z > 3$. We set the first five amplitudes of $\mu_i$ and $\eta_i$ as free parameters, thus the set we consider is: $\theta = \{\Omega_m, \Omega_b, h, \ln 10^{10} A_s, n_s, \{\mu_i\}, \{\eta_i\}\}$, with $i$ an index going from 1 to 5. We take as fiducial cosmology the values shown in Tab. 1 columns 5 and 6. We only modify the evolution of perturbations and assume that the background expansion is well described by the standard $\Lambda$CDM expansion law for a flat universe with given values of $\Omega_m$, $\Omega_b$ and $h$.

### B. Parameterizing gravitational potentials with simple smooth functions of the scale factor

As an alternative approach, we assume simple specific, time parameterizations for the $\mu$ and $\eta$ MG functions, adopting the ones used in the Planck analysis [1]. We neglect here as well any scale dependence:

- a parameterization in which the time evolution is related to the dark energy density fraction, to which we refer as ‘late-time’ parameterization:

  $$\mu(a, k) \equiv 1 + E_{11}\Omega_{DE}(a), \quad (9)$$

  $$\eta(a, k) \equiv 1 + E_{22}\Omega_{DE}(a); \quad (10)$$

- a parameterization in which the time evolution is the simplest first order Taylor expansion of a general function of the scale factor $a$ (and closely resembles the $w_0 - w_a$ parametrization for the equation of state of DE), referred to as ‘early-time’ parameterization, because it allows departures from GR also at high redshifts $^1$:

  $$\mu(a, k) \equiv 1 + E_{11} + E_{12}(1 - a), \quad (11)$$

  $$\eta(a, k) \equiv 1 + E_{21} + E_{22}(1 - a). \quad (12)$$

The late-time parameterization is forced to behave as GR ($\mu = \eta = 1$) at high redshift when $\Omega_{DE}(a)$ becomes negligible; the early time one allows more freedom as the amplitude of the deviations from GR do not necessarily reduce to zero at high redshifts. Both parameterizations have been used in [1]. In [7, 10, 11] the authors use a similar time parameterization in which the Modified Gravity parameters depend on the time evolution of the dark energy fraction. In [10] an extra parameter accounts for a scale-dependent $\mu$: their treatment keeps $\eta$ (called $\gamma$ in their paper) fixed and equal to 1; it uses linear power spectra up to $k_{\text{max}}(z)$ with $k_{\text{max}}(z = 0) = 0.14/$Mpc $\approx 0.2$ l/h/Mpc. In [11] the authors also use a combination of Galaxy Clustering, Weak Lensing and ISW cross-correlation to

---

$^1$ Notice that our early-time parametrization is called ‘time-related’ in [1].
constrain Modified Gravity in the Effective Field Theory formalism [19]. In [20] and [7] a similar parameterization was used to constrain the Horndeski functions [21] with present data and future forecasts respectively, in the linear regime.

For the late-time parameterization, the set of free parameters we consider is: \( \theta = \{ \Omega_m, \Omega_b, h, \ln 10^{10} A_s, n_s, E_{11}, E_{22} \} \), where \( E_{11} \) and \( E_{22} \) determine the amplitude of the variation with respect to \( \Lambda \)CDM. As fiducial cosmology we use the values shown in Table 1, columns 1 and 2, i.e. the marginalized parameter values obtained fitting these models with recent Planck data; notice that these results differ slightly from the Planck analysis in [1] for the same parameterization, because we don’t consider here the effect of massive neutrinos.

For the early time parameterization we have \( E_{11} \) and \( E_{22} \) which determine the amplitude of the deviation from GR at present time \( (a = 0) \) and 2 additional parameters \( (E_{12}, E_{22}) \), which determine the time dependence of the \( \mu(a) \) and \( \eta(a) \) functions for earlier times. The fiducial values for this model, obtained from the Planck+BAO best fit is given in columns 3 and 4 of Table 1.

| Late time Parameter Fiducial | Early time Parameter Fiducial | Redshift Binned Parameter Fiducial |
|-----------------------------|-------------------------------|-----------------------------------|
| \( \Omega_c \)             | \( \Omega_c \)               | \( \Omega_c \)                   |
| 0.254                       | 0.256                        | 0.254                             |
| \( \Omega_b \)             | \( \Omega_b \)               | \( \Omega_b \)                   |
| 0.048                       | 0.048                        | 0.048                             |
| \( n_s \)                  | \( n_s \)                    | \( n_s \)                         |
| 0.969                       | 0.969                        | 0.969                             |
| \( \ln 10^{10} A_s \)      | \( \ln 10^{10} A_s \)        | \( \ln 10^{10} A_s \)            |
| 3.063                       | 3.091                        | 3.057                             |
| \( h \)                    | \( h \)                      | \( h \)                           |
| 0.682                       | 0.682                        | 0.682                             |
| \( E_{11} \)               | \( E_{11} \)                 | \( E_{11} \)                      |
| 0.100                       | -0.098                       | \( \mu_1 \)                       |
| \( E_{22} \)               | 0.096                        | \( \mu_2 \)                       |
| 0.829                       | 0.940                        | \( \mu_3 \)                       |
|                             | -0.894                       | \( \mu_4 \)                       |
|                             |                               | \( \mu_5 \)                       |
|                             |                               | \( \eta_1 \)                      |
|                             |                               | \( \eta_2 \)                      |
|                             |                               | \( \eta_3 \)                      |
|                             |                               | \( \eta_4 \)                      |
|                             |                               | \( \eta_5 \)                      |

Table 1. Fiducial values for the Modified Gravity parameterizations and the redshift-binned model of \( \mu \) and \( \eta \) used in this work. The DE related parameterization contains two extra parameters \( E_{11}, E_{22} \) with respect to GR; the early-time parametrization depends on 4 extra parameters \( E_{11}, E_{12}, E_{22} \) and \( E_{21} \) with respect to GR; the redshift-binned model contains 10 extra parameters, corresponding to the amplitudes \( \mu_i \) and \( \eta_i \) in five redshift bins. In this work we will use alternatively and for simplicity the notation \( \delta A_s \equiv \ln(10^{10} A_s) \). The fiducial values are obtained performing a Monte Carlo analysis of Planck+BAO+SNe+H\(_0\) (BSH) data [1].
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Figure 1. The Modified Gravity functions \( \mu \) and \( \eta \) as a function of redshift \( z \) for each of the models considered in this work, evaluated at the fiducials specified in Table 1. In light long-dashed blue lines, the ‘redshift binned model’ (Eqns. 6-8). In short-dashed red lines the late-time parameterization (Eqns. 9-10) and in green solid lines the early-time parameterization (Eqns. 11-12). Finally the medium-dashed orange line represents the standard \( \Lambda \)CDM model (GR) for reference.
III. THE POWER SPECTRUM IN MODIFIED GRAVITY

A. The linear power spectrum

In this work we will use linear power spectra calculated with MGCAMB [12, 22], a modified version of the Boltzmann code CAMB [23]. We do so, as MGCAMB offers the possibility to input directly any parameterization of $\mu$ and $\eta$ without requiring further assumptions: MGCAMB uses our Eqs. (2) and (3) in the Einstein-Boltzmann system of equations, providing the modified evolution of matter perturbations, corresponding to our choice of the gravitational potential functions. Non-relativistic particles like cold dark matter are accelerated by the gradient of $\Phi$, providing the modified evolution of matter perturbations, corresponding to our choice of the gravitational potential functions. Non-relativistic particles like cold dark matter are accelerated by the gradient of $\Phi$, so that especially the redshift space distortions are sensitive to the modification given by $\mu(a,k)$. For relativistic particles like photons and neutrinos on the other hand, the combination of $\Phi + \Psi$ (and therefore $\Sigma$) enters the equations of motion. The impact on the matter power spectrum is more complicated, as the dark matter density contrast is linked via the relativistic Poisson equation to $\Phi$. In addition, an early-time modification of $\Phi$ and $\Psi$ can also affect the baryon distribution through their coupling to radiation during that period. As already mentioned above, we will not consider the $k$–dependence of $\mu$ and $\eta$ in this work and our modifications with respect to standard GR will be only functions of the scale factor $a$.

B. Non-linear power spectra

As the Universe evolves, matter density fluctuations ($\delta_m$) on small scales ($k > 0.1 \ h/\text{Mpc}$) become larger than unity and shell-crossing will eventually occur. The usual continuity and Euler equations, together with the Poisson equation become singular [24, 25], therefore making a computation of the matter power spectrum in the highly non-linear regime practically impossible under the standard perturbation theory approach. However, at intermediate scales of around $k \approx 0.1 - 0.2 \ h/\text{Mpc}$, there is the possibility of calculating semi-analytically the effects of non-linearities on the oscillation patterns of the baryon acoustic oscillations (BAO). There are many approaches in this direction, from renormalized perturbation theories [26–28] to time flow equations [29, 30], effective or coarse grained theories [31–34] and many others. This direction of research is important, since from the amplitude and widths of the first few BAO peaks, one can extract more information from data and break degeneracies among parameters, especially in Modified Gravity.

Computing the non-linear power spectrum in standard GR is still an open question, and even more so when the Poisson equations are modified, as it is in the case in Modified Gravity theories. A solution to this problem is to calculate the evolution of matter perturbations in an N-body simulation [14, 35–38], however, this procedure is time-consuming and computationally expensive.

Because of these issues, several previous analyses have been done with a conservative removal of the information at small scales (see for example the Planck Dark Energy paper [1], several CFHTLenS analysis [39, 40] or the previous PCA analysis by [8]). However, future surveys will probe an extended range of scales, therefore removing non-linear scales from the analysis would strongly reduce the constraining power of these surveys. Moreover, at small scales we also expect to find means of discriminating between different Modified Gravity models, such as the onset of screening mechanisms needed to recover GR at small scales where experiments strongly constrain deviations from it. For these reasons it is crucial to find methods which will allow us to investigate, at least approximately, the non-linear power spectrum.

Attempts to model the non-linear power spectrum semi-analytically in Modified Gravity have been investigated for $f(R)$ theories in [41, 42], for coupled dark energy in [3, 43, 44] and for growing neutrino models in [45]. Typically they rely on non-linear expansions of the perturbations using resummation techniques based on [28, 29] or on fitting formulae based on N-Body simulations [3, 14, 46]. A similar analysis is not available for the model-independent approach considered in this paper. In order to give at least a qualitative estimate of what the importance of non-linearities would be for constraining these Modified Gravity models, we will adopt in the rest of the paper a method which interpolates between the standard approach to non linear scales in GR and the same applied to MG theories.

1. Halofit

We describe here the effect of applying the standard approach to non-linearities to MG theories. This is done using the revised Halofit [14], based on [13], which is a fitting function of tens of numerical parameters that reproduces the output of a certain set of $\Lambda$CDM N-body simulations in a specific range in parameter space as a function of the linear power spectrum. This fitting function is reliable with an accuracy of better than 10% at scales larger than $k \lesssim 1 \ h/\text{Mpc}$ and redshifts in between $0 \leq z \leq 10$ (see [14] for more details). This fitting function can be used within...
Boltzmann codes to estimate the non-linear contribution which corrects the linear power spectrum as a function of scale and time. We will use the Halofit fitting function as a way of approximating the non-linear power spectrum in our models even though it is really only valid for ΛCDM. In Fig. 2, the left panel shows a comparison between the linear and non-linear power spectra calculated by MGCAMB in two different models, our fiducial late-time model (as from Table 1) and GR, both sharing the same ΛCDM parameters. At small length scales (large $k$), the non-linear deviation is clearly visible at scales $k \gtrsim 0.3$ h/Mpc and both MG and GR seem to overlap due to the logarithmic scale used. In the right panel, we can see the ratio between MG and GR for both linear and non-linear power spectra, using the same 5 ΛCDM parameters $\{\Omega_m, \Omega_b, h, A_s, n_s\}$. We can see clearly that MG in the non-linear regime, using the standard Halofit, shows a distinctive feature at scales in between $0.2 \lesssim k \lesssim 2$. This feature however, does not come from higher order perturbations induced by the modified Poisson equations (2, 4), because Halofit, as explained above, is calibrated with simulations within the ΛCDM model and does not contain any information from Modified Gravity. The feature seen here is caused by the different growth rate of perturbations in Modified Gravity, that yields then a different evolution of non-linear structures.
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Figure 2. **Left:** matter power spectra computed with MGCAMB (linear) and MGCAMB+Halofit (non-linear), illustrating the impact of non-linearities at different scales. As an illustrative example, MG in this plot corresponds to the fiducial model in the late-time parametrization defined in Eq. (9). All curves are computed at $z = 0$. The green solid line is the GR fiducial in the non-linear case, the blue long-dashed line is also GR but in the linear case. The short-dashed red line is the MG fiducial in the non-linear case and the medium-dashed brown line the MG fiducial in the linear case. **Right:** in order to have a closer look at small scales, we plot here the ratio of the MG power spectrum to the GR power spectrum for the linear (blue solid) and non-linear (red short-dashed) cases separately. The blue solid line compared to the horizontal grey dashed line, shows the effect of Modified Gravity when taking only linear spectra into account. While the red dashed line, which represents the non-linear case, shows that the ratio to GR presents clearly a bump that peaks around $k \approx 1.0$ h/Mpc, meaning that the power spectrum in MG differs at most 4% from the non-linear power spectrum in GR. We will see later that we are able to discriminate between these two models using future surveys, especially when non-linear scales ($k \gtrsim 0.1$ h/Mpc) are included.

2. **Prescription for mildly non-linear scales including screening**

As discussed above, modifications to the $\Phi$ and $\Psi$ potentials make the use of Halofit to compute the evolution at non-linear scales unreliable. In order to take into account the non-linear contribution to the power spectrum in Modified Gravity, we investigate here a different method, which starts from the consideration that whenever we modify $\Phi$ and $\Psi$ with respect to GR, we modify the strength of gravitational attraction in a way universal to all species: this means that, similarly to the case of scalar-tensor or $f(R)$ theories, we need to assume the existence of a non-perturbative screening mechanism, acting at small scales, that guarantees agreement with solar system experiments. In other words, it is reasonable to think that the non-linear power spectrum will have to match GR at sufficiently small scales, while at large scales it is modified. Of course, without having a specific model in mind, it remains arbitrary how the interpolation between the small scale regime and the large scale regime is done. In this paper, we adopt the Hu & Sawicki (HS) Parametrized Post-Friedmann prescription proposed in [15], which was used for the case of $f(R)$ theories previously by [41]. Given a MG model, this prescription interpolates between the non-linear power spectrum in Modified Gravity (which is in our case just the linear MG power spectrum corrected with standard Halofit, $P_{\text{linMG}}$) and the non-linear power spectrum in GR calculated with Halofit ($P_{\text{linGR}}$). The resulting power spectrum will be
denoted as \( P_{\text{nlHS}} \)

\[
P_{\text{nlHS}}(k, z) = \frac{P_{\text{HMG}}(k, z) + c_{\text{nl}} S_L^2(k, z) P_{\text{HGR}}(k, z)}{1 + c_{\text{nl}} S_L^2(k, z)},
\]

(13)

with

\[
S_L^2(k, z) = \left[ \frac{k^3}{2\pi^2} P_{\text{LMG}}(k, z) \right]^s.
\]

(14)

The weighting function \( S_L \) used in the interpolation quantifies the onset of non-linear clustering and it is constructed using the linear power spectrum in Modified Gravity (\( P_{\text{LMG}} \)). The constant \( c_{\text{nl}} \) and the constant exponent \( s \) are free parameters. In Figure 3 we show the ratio \( P_{\text{nlHS}}/P_{\text{HGR}} \), which illustrates the relative difference between the non-linear HS prescription in MG and the Halofit non-linear power spectrum in GR, for different values of \( c_{\text{nl}} \) (left panel) and different values of \( s \) (right panel). The parameter \( c_{\text{nl}} \) controls at which scale there is a transition into a non-linear regime in which standard GR is valid (this can be the case when a screening mechanism is activated); \( s \) controls the smoothness of the transition and is in principle a model and redshift dependent quantity. When \( c_{\text{nl}} = 0 \) we recover the Modified Gravity power spectrum with Halofit \( P_{\text{HMG}} \); when \( c_{\text{nl}} \to \infty \) we recover the non-linear power spectrum in GR calculated with Halofit \( P_{\text{HGR}} \). In [41, 47, 48], the \( c_{\text{nl}} \) and \( s \) constants were obtained fitting expression (13) to N-Body simulations or to a semi-analytic perturbative approach. In the case of \( f(R) \), \( s = 1/3 \) seems to match very well the result from simulations up to a scale of \( k = 0.5 h/\text{Mpc} \) [48]. A relatively good agreement up to such small scales is enough for our purposes. In the absence of N-Body simulations or semi-analytic methods available for the models investigated in this work, we will assume unity for both parameters, which is a natural choice, and we will test in Section V1C how our results vary for different values of these parameters, namely \( c_{\text{nl}} = \{0, 0.5, 1, 3\} \) and \( s = \{0, 1/3, 2/3, 1\} \). This will give a qualitative estimate of the impact of non-linearities on the determination of cosmological parameters.

**Figure 3.** The ratio of the Modified Gravity non-linear power spectrum using the HS prescription by [15] \( P_{\text{nlHS}} \) with respect to the GR+Halofit fiducial non-linear power spectrum \( P_{\text{HGR}} \), for different values of \( c_{\text{nl}} \) (left panel) and \( s \) (right panel), illustrated in Eqs.(13, 14). The value \( c_{\text{nl}} = 0 \) (green solid line) corresponds to MG+Halofit \( P_{\text{HMG}} \). All curves are calculated at \( z = 0 \). **Left:** We show the ratio for \( c_{\text{nl}} = \{0.5, 1.0, 10, 10^5\} \), plotted as short-dashed red, medium-dashed blue, short-dashed brown and medium-dashed purple lines respectively. When \( c_{\text{nl}} \to \infty \), Eqn. (13) corresponds to the limit of \( P_{\text{HGR}} \) and therefore the ratio is just 1. The effect of the HS prescription is to grasp some of the features of the non-linear power spectrum at mildly non-linear scales induced by Modified Gravity, taking into account that at very small scales, a screening mechanism might yield again just a purely GR non-linear power spectrum. The parameter \( c_{\text{nl}} \) interpolates between these two cases. **Right:** in this panel we show the effect of the parameter \( s \), for \( s = \{0, 0.3, 0.6, 1\} \) (short-dashed red, medium-dashed blue, short-dashed brown and long-dashed purple, respectively). Both parameters need to be fitted with simulations in order to yield a reliable match with the shape of the non-linear power spectrum in Modified Gravity, as it was done in [47] and references therein. The grey dashed line marks the constant value of 1.

**IV. FISHER MATRIX FORECASTS**

The Fisher matrix formalism ([49–51]) is one of the most popular tools to forecast the outcome of an experiment, because of its speed and its versatility when the likelihood is approximately Gaussian. Here we apply the Fisher
matrix formalism to two different probes, Galaxy Clustering (GC) and Weak Lensing (WL), which are the main cosmological probes for the future Euclid satellite [52]. The background and perturbations quantities we use in the following equations are computed with a version of MGCAMB [12, 22] modified in order to account for the binning and the parameterizations described in Section II.

### A. Future large scale galaxy redshift surveys

In this work we choose to present results on some of the future galaxy redshift surveys, which are planned to be started and analyzed within the next decade. Our baseline survey will be the Euclid satellite [2, 53]. Euclid\(^2\) is a European Space Agency medium-class mission scheduled for launch in 2020. Its main goal is to explore the expansion history of the Universe and the evolution of large scale cosmic structures by measuring shapes and redshifts of galaxies, covering 15000deg\(^2\) of the sky, up to redshifts of about \(z \sim 2\). It will be able to measure up to 100 million spectroscopic redshifts which can be used for Galactic Clustering Measurements and 2 billion photometric galaxy images, which can be used for Weak Lensing observations (for more details, see [2, 53]). We will use in this work the Euclid Redbook specifications for Galaxy Clustering and Weak Lensing forecasts [53], some of which are listed in Tables 2 and 3, and the rest can be found in the above cited references.

Another important future survey will be the Square Kilometer Array (SKA)\(^3\), which is planned to become the world’s largest radiotelescope. It will be built in two phases, phase 1 split into SKA1-SUR in Australia and SKA1-MID in South Africa and SKA2 which will be at least 10 times as sensitive. The first phase is due to finish observations around the year 2023 and the second phase is scheduled for 2030 (for more details, see [54–57]). The first phase SKA1, will be able to measure in an area of 5000deg\(^2\) of the sky and a redshift of up to \(z \sim 0.8\) an estimated number of about \(5 \times 10^6\) galaxies; SKA2 is expected to cover a much larger fraction of the sky (\(\sim30000\)deg\(^2\)), which will yield much deeper redshifts (up to \(z \sim 2.5\)) and is expected to detect about \(10^9\) galaxies with spectroscopic redshifts [55]. SKA1 and SKA2 will also be capable of performing radio Weak Lensing experiments, which are very promising, since they are expected to be less sensitive to systematic effects in the instruments, related to residual point spread function (PSF) anisotropies [58]. In this work we will use for our forecasts of SKA1 and SKA2, the specifications computed by [55] for GC and by [58] for WL. The numerical survey parameters are listed in Tables 2 and 3, while the galaxy bias \(b(z)\) and the number density of galaxies \(n(z)\), can be found in the references mentioned above.

We will also forecast the results from DESI\(^4\), a stage IV, ground-based dark energy experiment, that will study large scale structure formation in the Universe through baryon acoustic oscillations (BAO) and redshift space distortions (RSD), using redshifts and positions from galaxies and quasars [59–61]. It is scheduled to start in 2018 and will cover an estimated area in the sky of about 14000deg\(^2\). It will measure spectroscopic redshifts for four different classes of objects, luminous red galaxies (LRGs) up to a redshift of \(z = 1.0\), bright [O II] emission line galaxies (ELGs) up to \(z = 1.7\), quasars (QSOs) up to \(z \sim 3.5\) and at low redshifts (\(z \sim 0.2\)) magnitude-limited bright galaxies (BLGs). In total, DESI will be able to measure more than 30 million spectroscopic redshifts. In this paper we will use for our forecasts only the specifications for the ELGs, as found in [59], since this observation provides the largest number density of galaxies in the redshift range of our interest. We cite the geometry and redshift binning specifications in Table 2, while the galaxy number density and bias can be found in [59].

### B. Galaxy Clustering

The distribution of galaxies in space is not perfectly uniform. Instead it follows, up to a bias, the underlying matter power spectrum so that the observed power spectrum \(P_{\text{obs}}\) (the Fourier transform of the real-space two point correlation function of the galaxy number counts) is closely linked to the dark matter power spectrum \(P(k)\). The observed power spectrum however also contains additional effects like redshift-space distortions due to velocities and a suppression of power due to redshift-uncertainties. Here we follow [50], neglecting further relativistic and observational effects, and write the observed power spectrum as

\[
P_{\text{obs}}(k, \mu, z) = \frac{D_A^2}{D_s^2} P_D(z)\left(1 + \beta_d(z) \mu^2\right) e^{-k^2\sigma_r^2} P(k, z)
\]

where \(P_{\text{obs}}(k, \mu, z)\) is the observed power spectrum as a function of the redshift \(z\), the wavenumber \(k\) and of \(\mu \equiv \cos \alpha\), where \(\alpha\) is the angle between the line of sight and the 3D-wavevector \(\vec{k}\). This observed power spectrum contains all the

---

\(^2\) http://www.euclid-ec.org/

\(^3\) https://www.skatelescope.org/

\(^4\) http://desi.lbl.gov/
cosmological information about the background and the matter perturbations as well as corrections due to redshift-space distortions, geometry and observational uncertainties. In the formula, the subscript \( f \) denotes the fiducial value of each quantity, \( P(k, z) \) is the matter power spectrum, \( D_A(z) \) is the angular diameter distance, \( H(z) \) the Hubble function and \( \beta_d(z) \) is the redshift space distortion factor, which in linear theory is given by \( \beta_d(z) = f(z)/b(z) \), with \( f(z) \equiv d\ln G/d\ln a \) representing the linear growth rate of matter perturbations and \( b(z) \) the galaxy bias as a function of redshift, which we assume to be local and scale-independent. The exponential factor represents the damping of the observed power spectrum, due to two different effects: \( \sigma_z \) an error induced by spectroscopic redshift measurement errors, which translates into an uncertainty in the position of galaxies at a scale of \( \sigma_r = \sigma_z/H(z) \) and \( \sigma_v \) which is the dispersion of pairwise peculiar velocities which are present at non-linear scales and also introduces a damping factor in the mapping between real and redshift space. We marginalize over this parameter, similarly to what [10] and others have done, and we take as fiducial value \( \sigma_v = 300\mathrm{km/s} \), compatible with the estimates by [62]. We also include the Alcock-Paczynski effect [63], by which the \( k \) modes and the angle cosine \( \mu \) perpendicular and parallel to the line-of-sight get distorted by geometrical factors related to the Hubble function and the angular diameter distance [64, 65].

We can then write the Fisher matrix for the galaxy power spectrum in the following form [50, 66]:

\[
F_{ij} = \frac{V_{\text{survey}}}{8\pi^2} \int_{-1}^{+1} d\mu \int_{k_{\text{min}}}^{k_{\text{max}}} dk k^2 \frac{\partial \ln P_{\text{obs}}(k, \mu, z)}{\partial \theta_i} \frac{\partial \ln P_{\text{obs}}(k, \mu, z)}{\partial \theta_j} \left[ \frac{n(z)P_{\text{obs}}(k, \mu, z)}{n(z)P_{\text{obs}}(k, \mu, z) + 1} \right]^2.
\]  

Here \( V_{\text{survey}} \) is the volume covered by the survey and contained in a redshift slice \( \Delta z \) and \( n(z) \) is the galaxy number density as a function of redshift. We will consider the smallest wavenumber \( k_{\text{min}} \) to be \( k_{\text{min}} = 0.0079 h/Mpc \), while the maximum wavenumber will be \( k_{\text{max}} = 0.15 h/Mpc \) for the linear forecasts and \( k_{\text{max}} = 0.5 h/Mpc \) for the non-linear forecasts. In the above formulation of the Galaxy Clustering Fisher matrix, we neglect the correlation among different redshift bins and possible redshift bin uncertainties as was explored recently in [67], we will use for our forecasts the more standard recipe specified in the Euclid Redbook [53].

| Parameter       | Euclid | DESI-ELG | SKA1-SUR | SKA2 | Description                        |
|-----------------|--------|----------|----------|------|------------------------------------|
| \( A_{\text{survey}} \) | 15000 deg\(^2\) | 14000 deg\(^2\) | 5000 deg\(^2\) | 30000 deg\(^2\) | Survey area in the sky             |
| \( \sigma_z \)   | 0.001  | 0.001    | 0.0001   | 0.0001 | Spectroscopic redshift error        |
| \{z\(_{\text{min}}\), z\(_{\text{max}}\)\} | \{0.65, 2.05\} | \{0.65, 1.65\} | \{0.05, 0.85\} | \{0.15, 2.05\} | Min. and max. limits for redshift bins |
| \( \Delta z \)   | 0.1    | 0.1      | 0.1      | 0.1   | Redshift bin width                  |

Table 2. Specifications for the spectroscopic galaxy redshift surveys used in this work. The number density of tracers \( n(z) \) and the galaxy bias \( b(z) \), can be found for SKA in [55] and for DESI in reference [59].

### C. Weak Lensing

Light propagating through the universe is deflected by variations in the Weyl potential \( \Phi + \Psi \), leading to distortions in the images of galaxies. In the regime of small deflections (Weak Lensing) we can write the power spectrum of the shear field as

\[
C_{ij}(\ell) = \frac{9}{4} \int_0^\infty d\tilde{z} \frac{W_i(\tilde{z})W_j(\tilde{z})H^3(\tilde{z})\Omega_{m}^2(\tilde{z})}{(1 + z)^4} \left[ \Sigma(\ell/r(z), z) \right] P_m(\ell/r(z)).
\]  

In this expression we used Eqn. (4) to relate the Weyl potential to \( \Sigma \) and to the matter power spectrum \( P_m \) and we use the Limber approximation to write down the conversion \( k = \ell/r(z) \), where \( r(z) \) is the comoving distance given by

\[
r(z) = c \int_0^z \frac{d\tilde{z}}{H(\tilde{z})}.
\]

The indices \( i, j \) stand for each of the \( N_{\text{bin}} \) redshift bins, such that \( C_{ij} \) is a matrix of dimensions \( N_{\text{bin}} \times N_{\text{bin}} \). The window functions \( W_i \) are given by

\[
W_i(z) = \int_z^\infty d\tilde{z} \left( 1 - \frac{r(z)}{r(\tilde{z})} \right) n(\tilde{z})
\]

where the normalized galaxy distribution function is
\[ n(z) \propto z^2 \exp \left( -\left( \frac{z}{z_0} \right)^{3/2} \right). \]  

(20)

Here the median redshift \( z_{\text{med}} \) and \( z_0 \) are related by \( z_{\text{med}} = \sqrt{2} z_0 \). The Weak Lensing Fisher matrix is then given by a sum over all possible correlations at different redshift bins [49],

\[
F_{\alpha\beta} = f_{\text{sky}} \sum_\ell \ell_{\text{max}} \sum_{i,j,k,l} \frac{(2\ell + 1)\Delta \ell \partial C_{ij}(\ell)}{2} \frac{\partial \theta_{\alpha}}{\theta_{\alpha}} \frac{\partial C_{kl}(\ell)}{\theta_{\beta}} \text{Cov}^{-1}_{ij}. 
\]

(21)

The prefactor \( f_{\text{sky}} \) is the fraction of the sky covered by the survey. The upper limit of the sum, \( \ell_{\text{max}} \), is a high-multipole cutoff due to our ignorance of clustering and baryon physics on small scales, similar to the role of \( k_{\text{max}} \) in Galaxy Clustering. In this work we choose \( \ell_{\text{max}} = 1000 \) for the linear forecasts and \( \ell_{\text{max}} = 5000 \) for the non-linear forecasts (this cutoff is not necessarily reached at all multipoles \( \ell \), as what matters is the minimum scale between \( \ell_{\text{max}} \) and \( k_{\text{max}} \), as we discuss below; see also [3]). In Eqn. (21), \( \text{Cov}_{ij} \) is the corresponding covariance matrix of the shear power spectrum and it has the following form:

\[
\text{Cov}_{ij}(\ell) = C_{ij}(\ell) + \delta_{ij} \gamma_{\text{int}}^{-1} + K_{ij}(\ell) 
\]

(22)

where \( \gamma_{\text{int}} \) is the intrinsic galaxy ellipticity, whose value can be seen in Table 3 for each survey. The shot noise term \( n_i^{-1} \) is expressed as

\[
n_i = 3600 \left( \frac{180}{\pi} \right)^2 n_{\theta}/N_{\text{bin}} 
\]

(23)

with \( n_\theta \) the total number of galaxies per arcmin\(^2\) and the index \( i \) standing for each redshift bin. Since the redshift bins have been chosen such that each of them contains the same amount of galaxies (equi-populated redshift bins), the shot noise term is equal for each bin. The matrix \( K_{ij}(\ell) \) is a diagonal “cutoff” matrix, discussed for the first time in [3] whose entries increase to very high values at the scale where the power spectrum \( P(k) \) has to be cut to avoid the inclusion of uncertain or unresolved non-linear scales. We choose to add this matrix to have further control on the inclusion of non-linearities. Without this matrix, due to the redshift-dependent relation between \( k \) and \( \ell \), a very high \( \ell_{\text{max}} \) would correspond at low redshifts, to a very high \( k_{\text{max}} \) where we do not longer trust the accuracy of the non-linear power spectrum. Therefore, the sum in Eqn. (21) is limited by the minimum scale imposed either by \( \ell_{\text{max}} \) or by \( k_{\text{max}} \), which is the maximum wavenumber considered in the matter power spectrum \( P(k,z) \). As we did for Galaxy Clustering, we use for linear forecasts \( k_{\text{max}} = 0.15 \) and for non-linear forecasts \( k_{\text{max}} = 0.5 \).

| Parameter | Euclid | SKA1 | SKA2 | Description |
|-----------|--------|------|------|-------------|
| \( f_{\text{sky}} \) | 0.364  | 0.121| 0.75 | Fraction of the sky covered |
| \( \sigma_z \) | 0.05   | 0.05 | 0.05 | Photometric redshift error |
| \( n_\theta \) | 30     | 10   | 2.7  | Number of galaxies per arcmin |
| \( \gamma_{\text{int}} \) | 0.22   | 0.3  | 0.3  | Intrinsic galaxy ellipticity |
| \( z_0 \) | 0.9    | 1.0  | 1.6  | Median redshift over \( \sqrt{2} \) |
| \( N_{\text{bin}} \) | 12     | 12   | 12   | Total number of tomographic redshift bins |

Table 3. Specifications for the Weak Lensing surveys Euclid, SKA1 and SKA2 used in this work. Other needed quantities can be found in the references cited in section IV.A. For all WL surveys we use a redshift range between \( z = 0.5 \) and \( z = 3.0 \), using 6 equi-populated redshift bins.

D. Covariance and correlation matrix and the Figure of Merit

The covariance matrix is defined for a \( d \)-dimensional vector \( p \) of random variables as

\[
\mathbf{C} = \langle \Delta p \Delta p^T \rangle
\]

(24)

with \( \Delta p = p - \langle p \rangle \) and the angular brackets \( \langle \rangle \) representing an expectation value. The matrix \( \mathbf{C} \), with all its off-diagonal elements set to zero, is called the variance matrix \( \mathbf{V} \) and contains the square of the errors \( \sigma_i \) for each parameter \( p_i \)

\[
\mathbf{V} \equiv \text{diag}(\sigma_1^2, ..., \sigma_d^2)
\]

(25)
The Fisher matrix $\mathbf{F}$ is the inverse of the covariance matrix
\[ \mathbf{F} = \mathbf{C}^{-1}. \] (26)

The correlation matrix $\mathbf{P}$ is obtained from the covariance matrix $\mathbf{C}$, in the following way
\[ P_{ij} = \frac{C_{ij}}{\sqrt{C_{ii}C_{jj}}}. \] (27)

If the covariance matrix is non-diagonal, then there are correlations among some elements of $p$. We can observe this also by plotting the marginalized error ellipsoidal contours. The orientation of the ellipses can tell us if two variables $p_i$ and $p_j$ are correlated ($P_{ij} > 0$), corresponding to ellipses with 45 degree orientation to the right of the vertical line or if they are anti-correlated ($P_{ij} < 0$), corresponding to ellipses oriented 45 degrees to the left of the vertical line.

To summarize the information contained in the Fisher/covariance matrices we can define a Figure of Merit (FoM). Here we choose the logarithm of the determinant, while another possibility would be the Kullback-Leibler divergence, which is a measure of the information entropy gain, see Appendix E.

The square-root $\sqrt{\det(\mathbf{C})}$ of the determinant of the covariance matrix is proportional to the volume of the error ellipsoid. We can see this if we rotate our coordinate system so that the covariance matrix is diagonal, $\mathbf{C} = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_n^2)$, then $\det(\mathbf{C}) = \prod_i \sigma_i^2$ and $(1/2) \ln(\det(\mathbf{C})) = \ln \prod_i \sigma_i$ would indeed represent the logarithm of an error volume. Thus, the smaller the determinant (and therefore also $\ln(\det(\mathbf{C}))$), the smaller is the ellipse and the stronger are the constraints on the parameters. We define
\[ \text{FoM} = - \frac{1}{2} \ln(\det(\mathbf{C})), \] (28)

with a negative sign in front such that stronger constraints lead to a higher Figure of Merit. In the following, the value of the FoM reported in all tables will be obtained including only the dark energy parameters (i.e. the $(\mu, \eta)$ sub-block for the binned case and the $(\mu, \eta)$ sub-block in the smooth functions case), after marginalizing over all other parameters. The FoM allows us to compare not only the constraining power of different probes but also of the different experiments. As the absolute value depends on the details of the setup, we define the relative figure of merit between probe $a$ and probe $b$: $\text{FoM}_{a,b} = -1/2 \ln(\det(\mathbf{C}_a)/\det(\mathbf{C}_b)) = \text{FoM}_a - \text{FoM}_b$ and we fix our reference case (probe $b$), for each parametrization, to the Galaxy Clustering observation using linear power spectra with the Euclid survey (labeled as ‘Euclid Redbook GC-lin’ in all figures and tables). The FoM has units of ‘nits’, since we are using the natural logarithm. These are similar to ‘bits’, but ‘nits’ are counted in base $e$ instead of base $2$.

An analogous construction allows us to study quantitatively the strength of the correlations encoded by the correlation matrix $\mathbf{P}$. We define the ‘Figure of Correlation’ (FoC) as:
\[ \text{FoC} = - \frac{1}{2} \ln(\det(\mathbf{P})). \] (29)

If the parameters are independent, i.e. fully decorrelated, then $\mathbf{P}$ is just the unit matrix and $\ln(\det(\mathbf{P})) = 0$. Off-diagonal correlations will decrease the logarithm of the determinant, therefore making the FoC larger. From a geometrical point of view, the determinant expresses a volume spanned by the vector of (normalized) variables. If these variables are independent, the volume would be maximal and equal to one, while if they are strongly linearly dependent, the volume would be squeezed and in the limit where all variables are effectively the same, the volume would be reduced to zero. Hence, a more positive FoC indicates a stronger correlation of the parameters.

E. CMB Planck priors

Alongside the information brought by LSS probes, we also include CMB priors on the parameterizations considered. In order to obtain these, we analyze the binned and parameterized approaches described in Section II with the Planck+BSH combination of CMB and background (BAO+SN+H0) datasets discussed in the Planck Dark Energy and Modified Gravity paper [1]. We use a Markov Chain Monte Carlo (MCMC) approach, using the publicly available code COSMOMC [68, 69], interfaced with our modified version of MGCAMB. The MCMC chains sample the parameter vector $\Theta$ which contains the standard cosmological parameters $\{\omega_b \equiv \Omega_bh^2, \omega_c \equiv \Omega_ch^2, \theta_M, \tau, n_s, \ln 10^{10}A_s\}$ to which we add the $E_{ij}$ parameters when we parameterize the time evolution of $\mu$ and $\eta$ with continuous functions of the scale factor, and the $\mu_i, \eta_i$ parameters in the binned case. On top of these, also the 17 nuisance parameters of the Planck analysis are included. From the MCMC analysis of the Planck likelihood we obtain a covariance matrix in terms of the parameters $\Theta$. We marginalize over the nuisance parameters and over the optical depth $\tau$ since this parameter does not enter into the physics of large scale structure formation.
\( \theta \) is usually the ratio of sound horizon to the angular diameter distance at the time of decoupling. Since calculating the decoupling time \( z_{\text{CMB}} \) is relatively time consuming, as it involves the minimization of the optical transfer function, COSMOMC uses instead an approximate quantity \( \theta_{\text{MC}} \) based on the following fitting formula from [70]

\[
\begin{align*}
z_{\text{CMB}} &= 1048 \times (1 + 0.00124 \omega_b^{-0.738}) \\
&\quad \times (1 + 0.0783 \omega_b^{-0.238} / (1 + 39.5 \omega_b^{0.763})) \\
&\quad \times (\omega_d + \omega_b)^{0.560 / (1 + 21.1 \omega_b^{1.811})}
\end{align*}
\]

where \( \omega_d \equiv (\Omega_c + \Omega_b) h^2 \). The sound horizon is defined as

\[
\begin{align*}
r_s(z_{\text{CMB}}) &= cH_0^{-1} \int_{z_{\text{CMB}}}^{\infty} dz \frac{c_s}{\dot{E}(z)}
\end{align*}
\]

where the sound speed is \( c_s = 1 / \sqrt{3(1 + \Omega_b a)} \) with the baryon-radiation ratio being \( \Omega_b a = 3 \rho_b / 4 \rho_\gamma \). \( \Omega_b = 31500 \Omega_b h^2 (T_{\text{CMB}}/2.7 K)^{-1} \). However, CAMB approximates it as \( \Omega_b a = 30000 \Omega_b h^2 \).

Therefore we first marginalize the covariance matrix over the nuisance parameters and the parameter \( \tau \), which cannot be constrained by LSS observations. Then, we invert the resulting matrix, to obtain a Planck prior Fisher matrix and then use a Jacobian to convert between the MCMC parameter basis \( \Theta_i \) and the GC-WL parameter basis \( \theta_i \). We use the formulas above for the sound horizon \( r_s \) and the angular diameter distance \( d_A \) to calculate the derivatives of \( \theta_{\text{MC}} \) with respect to the parameters of interest. Our Jacobian is then simply (see Appendix A for details)

\[
J_{ij} = \frac{\partial \Theta_i}{\partial \theta_j}.
\]

V. RESULTS: EUCLID FORECASTS FOR REDSHIFT BINNED PARAMETERS

In this section we analyze the Modified Gravity functions \( \mu(a) \) and \( \eta(a) \), described in Section II, when they are allowed to vary freely in five redshift bins.

For this purpose, we calculate a Fisher matrix of fifteen parameters: five for the standard \( \Lambda \)CDM parameters \( \{\Omega_m, \Omega_b, h, \ln 10^{10} A_s, n_s\} \), five for \( \mu \) (one for each bin amplitude \( \mu_i \)) and five for \( \eta \) (one for each bin amplitude \( \eta_i \)), corresponding to the 5 redshift bins \( z = \{0-0.5, 0.5-1.0, 1.0-1.5, 1.5-2.0, 2.0-2.5\} \). The fiducial values for all fifteen parameters were calculated running a Markov-Chain-Monte-Carlo with Planck likelihood data and can be found in Table 1.

We first show the constraints on our 15 parameters for Galaxy Clustering (GC) forecasts in subsection V.A, while in subsection V.B we report results for Weak Lensing (WL). In subsection V.C, we comment on the combination of forecasts for GC+WL together with Planck data. All forecasts are performed using Euclid Redbook specifications. Other surveys will be considered for the other two time parameterizations in section VIA4 and VIB2. For each case, we show the correlation matrix obtained from the covariance matrix and argue that the redshift-binned parameters show a strong correlation, therefore we illustrate the decorrelation procedure for the covariance matrix in subsection V.D where we also include combined GC+WL and GC+WL+Planck cases.

A. Euclid Galaxy Clustering Survey

For the Galaxy Clustering survey, we give results for two cases, one using only linear power spectra up to a maximum wavevector of \( k_{\text{max}} = 0.15 \) h/Mpc and another one using non-linear power spectra up to \( k_{\text{max}} = 0.5 \) h/Mpc, as obtained by using the HS parameterization of Eqn. (13). For the redshift-binned case, we will report forecasts only for a Euclid survey, using Euclid Redbook specifications which are detailed in section IV.B.
Figure 4. Correlation matrix $P$ defined in (27) obtained from the covariance matrix in the MG-binning case, for a Galaxy Clustering Fisher forecast using Euclid Redbook specifications. **Left panel:** Linear forecasts. Here there are strong positive correlations among the $\mu_i$ and $\eta_i$ parameters and anti-correlations between $\ln 10^{10} A_s$ and the $\mu_i$ parameters, as well as between $\mu_i$ and $\eta_i$. The FoC in this case is $\approx 65$. (see Eqn. (29) for its definition). **Right panel:** Non-linear forecasts using the HS prescription. Interestingly, the anti-correlations between $\ln 10^{10} A_s$ and $\mu_i$ have disappeared, as well as the correlations among the $\mu_i$ parameters. The FoC is in this case $\approx 32$, meaning that the variables are much less correlated than in the linear case. This is due to the fact that taking into account non-linear structure formation breaks degeneracies between the primordial amplitude parameter and the modifications to the Poisson equation.

We calculate the Fisher matrix for the 15 parameters $\theta = \{\Omega_m, \Omega_b, h, \ln 10^{10} A_s, n_s, \mu_i, \eta_i\}$ where $\eta_i$ and $\mu_i$ represent ten independent parameters, one for each function at each of the 5 redshift bins corresponding to the redshifts $z = \{0.0, 0.5-1.0, 1.0-1.5, 1.5-2.0, 2.0-2.5\}$. As a standard procedure, we marginalize over the unknown bias parameters. From the covariance matrix, defined previously in Eqn. (24), we obtain the correlation matrix $P_{ij}$ defined in Eqn. (27) for the set of parameters $\theta_i$. In Figure 4 we show the matrix $P_{ij}$ in the linear (left panel) and non-linear-HS (right panel) cases. Redder (bluer) colors signal stronger correlations (anti-correlations).

A covariance matrix that contains strong correlations among parameter A and B, means that the experimental or observational setting has difficulties distinguishing between A and B for the assumed theoretical model, i.e. this represents a parameter degeneracy. Therefore if for example parameter A is poorly constrained, then parameter B will be badly constrained as well. The appearance of correlations among parameters is linked to the non-diagonal elements of the covariance matrix. Subsequently, this means that the fully marginalized errors on a single parameter, will be larger if there are strong correlations and will be smaller (closer to the value of the fully maximized errors) if the correlations are negligible.

In the linear case, $\mu_i$ and $\eta_i$ parameters show correlations among each other, while the primordial amplitude parameter $\ln 10^{10} A_s$ exhibits a strong anti-correlation with all the $\mu_i$. This can be explained considering that a larger growth of structures in linear theory can also be mimicked with a larger initial amplitude of density fluctuations.

Interestingly, including non-linear scales in the analysis (right panel of Fig. 4) leads to a strong suppression of the correlations among the $\mu_i$. Also the correlation between these and $\ln 10^{10} A_s$ is suppressed as a change in the initial amplitude of the power spectrum is not able to compensate for a modified Poisson equation when non-linear evolution is considered.

As discussed in Section IV D, we can also express the difference between the correlation matrix of the linear forecast and the non-linear forecast in a more quantitative way, by computing the determinant of the correlation matrix, or equivalently the FoC (29). If the correlations were negligible, this determinant would be equal to one (and therefore its FoC would be 0), while if the correlations were strong, the determinant would be closer to zero with a corresponding large positive value of the FoC. For the linear forecast, the FoC is about 62, while for the non-linear forecast, it is much smaller at approximately 35. In Table 4 we show the 1σ constraints obtained on $\ln (10^{10} A_s)$ and on the $\mu_i$ and $\eta_i$ parameters, both in the linear and non-linear cases for a Euclid Redbook GC survey (top rows). While linear GC alone ($k_{\text{max}} = 0.15 \ h/\text{Mpc}$) is not very constraining in any bin, the inclusion of non-linear scales ($k_{\text{max}} = 0.5 \ h/\text{Mpc}$) drastically reduces errors on the $\mu_i$ parameters: the first three bins in $\mu_i$ ($0. < z < 1.5$ ) are the best constrained, to less than 10%, with the corresponding $\eta_i$ constrained at 20% by non-linear GC alone. This is also visible in the FoM which increases by 19 nits (‘natural units’, similar to bits but using base $e$ instead of base 2), nearly 4 nits per redshift bin on average, when including the non-linear scales. The fact that the error on $\ln 10^{10} A_s$ improves from...
90% to 0.68% shows that the decorrelation induced by the non-linearities breaks the degeneracy with the amplitude and therefore improves considerably the determination of cosmological parameters. This shows that it is important to include non-linear scales in GC surveys (and not only in Weak Lensing ones, which is usually more expected and will be shown in the next subsection).

| Euclid (Redbook) | $\ell A_s$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\mu_4$ | $\mu_5$ | $\eta_1$ | $\eta_2$ | $\eta_3$ | $\eta_4$ | $\eta_5$ | MG FoM |
|-----------------|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Fiducial        | 3.057     | 1.108 | 1.027 | 0.973 | 0.952 | 0.962 | 1.135 | 1.160 | 1.219 | 1.226 | 1.164 | relative |
| GC (lin)        | 160%      | 119%  | 159%  | 183%  | 450%  | 1470% | 509%  | 570%  | 586%  | 728%  | 3390% | 0 |
| GC (nl-HS)      | 0.8%      | 7.0%  | 6.7%  | 10.9% | 27.4% | 41.1% | 20%   | 24.3% | 19.9% | 38.2% | 930%  | 19 |
| WL (lin)        | 640%      | 165%  | 2210% | 4150% | 13100%| 22500%| 2840% | 3140% | 8020% | 29300%| 39000%| -27 |
| WL (nl-HS)      | 7.3%      | 188%  | 255%  | 419%  | 222%  | 206%  | 330%  | 488%  | 775%  | 8300% | 9380% | -10 |
| GC+WL (lin)     | 11.3%     | 5.8%  | 19.2% | 282%  | 469%  | 7.9%  | 9.6%  | 16.1% | 276%  | 2520% | 12  |
| GC+WL (nl-HS)   | 1.1%      | 3.4%  | 4.8%  | 7.8%  | 9.3%  | 13.1% | 6.2%  | 7.7%  | 9.1%  | 12.7% | 23.6% | 27  |
| GC+WL+Planck (lin) | 0.8%  | 2.2%  | 3.3%  | 8.2%  | 24.8% | 34.1% | 3.6%  | 5.1%  | 8.1%  | 25.4% | 812%  | 24  |
| GC+WL+Planck (nl-HS) | 0.3% | 1.8%  | 2.5%  | 5.8%  | 7.8%  | 10.3% | 3.2%  | 4.1%  | 5.9%  | 9.6%  | 19.5% | 33 |
| GC+WL+Planck (nl-Halofit) | 0.4% | 2.0%  | 2.4%  | 5.1%  | 7.4%  | 10.2% | 3.5%  | 4.1%  | 5.8%  | 9.2%  | 18.9% | 33 |

Table 4. 1σ fully marginalized errors (as a percentage of the corresponding fiducial) on cosmological parameters for Euclid (Redbook) Galaxy Clustering and Weak Lensing surveys, alone and combining the two probes. We compare forecasts using linear spectra (lin) and forecasts using the nonlinear HS prescription (nl-HS). In Galaxy Clustering, the cutoff is set to $k_{\text{max}} = 0.15$ h/Mpc in the linear case and $k_{\text{max}} = 0.5$ h/Mpc in the non-linear case. For WL, the maximum cutoff in the linear case is at $\ell_{\text{max}} = 1000$, while in the nl-HS case it is $\ell_{\text{max}} = 5000$. At the bottom, we add on top a Planck prior (see section IV E). For comparison, we also show in the last row the combined GC+WL+Planck using just Halofit power spectra. The last column indicates the relative Figure of Merit (FoM$_{\rho,\eta}$ of the MG parameters in units of 10$^3$, i.e. using the natural logarithm, with respect to our reference GC linear case, see (28) and surrounding text). A larger FoM indicates a more constraining probe.

B. Euclid Weak Lensing Survey

In the case of Weak Lensing, the linear forecast is performed with linear power spectra up to a maximum multipole $\ell_{\text{max}} = 1000$, while the non-linear forecast is performed with non-linear spectra up to a maximum multipole of $\ell_{\text{max}} = 5000$, as explained in section IV. Since we limit our power spectrum to a maximum in $k$-space, as explained in section IV C, these multipole values are not reached at every redshift. Like for GC, also for WL it is very important to include information from the non-linear power spectrum, since in that range we lie most of the constraining power of next-generation surveys like Euclid. In Figure 5 we show the correlation matrices for the linear (left panel) and non-linear (right panel) Fisher Matrix forecasts. In this case, as opposed to the GC correlation matrices, it is not visually clear which case is more correlated than the other. In a closer look, in the linear case we can observe strong anti-correlations between the $\mu_j$ and $\eta_j$ parameters for $j = 2, 3, 4, 5$ and an anti-correlation between $\eta_1$ and the primordial amplitude in $10^{10} A_s$. In the non-linear case, the primordial amplitude parameter is effectively decorrelated from the Modified Gravity parameters, and the anti correlation between $\mu_j$ and the $\eta_j$ affects the first three bins (effectively increasing degeneracies in the first bin). The anti-correlation between these two sets of parameters is expected, since WL is sensitive to $\Sigma$, which is a product of $\eta$ and $\mu$, c.f. Eqn. (5). The decrease of correlation when going from the linear to the non-linear case is confirmed, also quantitatively, by the FoC: the one for the linear case is of $\approx 69$, larger than the one for the non-linear case $\approx 32$. Once again, the inclusion of non-linear scales breaks degeneracies, especially among the linear amplitude of the power spectrum and the MG parameters.
As $\Omega_c$, $\Omega_b$, $\Omega_\gamma$, $h$, $\mu_i$, $\eta_i$, $n_s$, $A_s$, $\Sigma_N$, $\omega_N$, $\mu$ and $\eta$ for the same value of $i$ in 2, 3, 4, 5. The amplitude $\ln(10^{10} A_s)$ parameter is mostly uncorrelated except with $\eta_1$. The FoC (29) in this case is approximately 69.

**Right panel:** non-linear forecasts using the HS prescription. Here the same trend as in the linear case is present, with just subtle changes. The FoC in this case is about 32, meaning that the variables are indeed less correlated than in the linear case. The parameter $\ln(10^{10} A_s)$ is effectively not correlated to other parameters, and the anti-correlation of $\mu_i$ and $\eta_i$ for the same value of the index $i$ is present in the first three bins. The anti-correlation between these two sets of parameters is expected, since WL is sensitive to the Weyl potential $\Sigma$, which is a product of $\mu$ and $\eta$.

Table 4 shows the corresponding 1σ marginalized errors on $\ln(10^{10} A_s)$ and on the $\mu_i$ and $\eta_i$, both in the linear and non-linear cases for a Euclid Redbook WL survey. As in the case of GC, linear WL cannot constrain alone any of the amplitudes of the Modified Gravity parameters $\mu_i$ and $\eta_i$ for any redshift bin. Being able to include non-linear scales improves constraints on the amplitude $\ln(10^{10} A_s)$ by a factor 100. The 1σ errors on $\mu_i$ and $\eta_i$ improve up to one order of magnitude, with the FoM increasing by 17 nits, although remaining quite unconstraining for Modified Gravity parameters in all redshift bins. Notice, however, that the 1σ error on $\mu_1$ from WL in the linear case is slightly smaller than in the non-linear case. This can be attributed to the fact that in the linear case, $\mu_1$ is uncorrelated to any other parameter, as shown in Figure 5 and on that specific bin ($0 < z < 0.5$) non-linearities don’t seem to improve the constraints on this parameter.

### C. Combining Euclid Galaxy Clustering and Weak Lensing, with Planck data

The combination of Galaxy Clustering and Weak Lensing is expected to be very powerful for Modified Gravity parameters as they measure two different combinations of $\mu$ and $\eta$, thus breaking their degeneracy as illustrated in Fig. 14. This is shown in Table 4, where the sensitivity drastically increases with respect to the two separate probes, especially in the low redshifts bins ($0. < z < 1.5$), where the lensing signal is dominant. Adding non-linearities further doubles the FoM. The Planck data constrains mostly the standard $\Lambda$CDM parameters and has only a limited ability to constrain the MG sector. However, the additional information breaks parameter degeneracies and in this way significantly decreases the uncertainties on all parameters, so that the linear GC+WL+Planck is comparable to the non-linear GC+WL. Also, quantitatively, the correlation among parameters is reduced by combining GC+WL with Planck data. The FoC in this case is of $\approx 22$. We also see in Table 4 that the differences between the non-linear prescription adopted here (nl-HS) and a straightforward application of Halofit to the MG case (nl-Halofit) is not very large. We will investigate further the impact of the parameters used in the non-linear prescription in section V1C.

### D. Decorrelation of covariance matrices and the Zero-phase Component Analysis

In the previous subsections we highlighted how the MG parameters and the amplitude of the primordial power spectrum exhibit significant correlations and showed how including non-linearities helps to decorrelate them. Even
without including non-linearities, however, it is interesting to investigate how we can completely decorrelate the parameters, identifying in this way those parameter combinations which are best constrained by data.

Given again a \(d\)-dimensional vector \(p\) of random variables (our originally correlated parameters), we can calculate its covariance matrix \(C\) defined in Eqn. (24). The process of decorrelation is the process of making the matrix \(C\) a diagonal matrix.

Let us define some important identities. The covariance matrix can be decomposed in its eigenvalues (the elements of a diagonal matrix \(\Lambda\)) and eigenvectors (the rows of an orthogonal matrix \(U\)).

\[
C = U\Lambda U^T \quad \Leftrightarrow \quad F = U\Lambda^{-1}U^T ,
\]

where \(F\) is the Fisher Matrix.

It is possible to show that applying a transformation matrix \(W\) to the \(p\) parameter vector, thus obtaining a new vector of variables \(q = Wp\), the covariance matrix of the transformed vector \(q\) is whitened (i.e. it is the identity matrix, and whitening is defined as the process of converting the covariance matrix into an identity matrix)

\[
\tilde{C} = W(\Delta \hat{p}\Delta \hat{p}^T)W^T = \langle \Delta \hat{q}\Delta \hat{q}^T \rangle
\]

\[
= \mathbb{1} .
\]

This means that the transformed \(q\) parameters are decorrelated, since their correlation matrix is diagonal. The choice of \(W\) is not unique as several possibilities exist; we focus on a particular choice in the rest of the paper referred to as Zero-phase Component Analysis (ZCA, first introduced by \cite{73} in the context of image processing), but we show two other possible choices and their effect on the analysis in Appendix C.

Zero-phase Component Analysis (sometimes also called Mahalanobis transformation \cite{74}) is a specific choice of decorrelation method that minimizes the squared norm of the difference between the \(q_i\) and the \(p_i\) vector \(\|\hat{p} - \hat{q}\|\), under the constraint that the vector \(\hat{q}\) should be uncorrelated \cite{74}. In this way the uncorrelated variables \(q\) will be as close as possible to the original variables \(p\) in a least squares sense. This is achieved by using the \(W\) matrix:

\[
W \equiv F^{1/2} .
\]

Then in this case, the covariance matrix is whitened, by following Eqn. (34):

\[
\tilde{C} = F^{1/2}F^{-1}F^{1/2} = \mathbb{1} .
\]

In our case, since we do not want to whiten, but just decorrelate the covariance matrix, we renormalize the \(W\) matrix by multiplying with a diagonal matrix \(N_{jj} \equiv \sum_j (W^{-2}_{jj})\), such that the sum of the square of the elements on each row of the new weighting matrix \(\tilde{W} \equiv NW\), is equal to unity; therefore the final transformed covariance is still diagonal but is not the identity matrix:

\[
\tilde{C} = \tilde{W}C\tilde{W} = N^2\mathbb{1}
\]

and at the same time we ensure that the vector of new variables \(q_i\) will have the same norm as the old vector of variables \(p_i\).

1. **ZCA for Galaxy Clustering**

From Fig. 4 we can see that the correlations are present in sub-blocks, one for the standard ΛCDM parameters and another one for the Modified Gravity parameters. The exception lies in the linear case where \(\ell A_s \equiv \ln(10^{10}A_s)\) is strongly anti-correlated with all the \(\mu_i\) and positively correlated with the \(\eta_i\). To use a more objective criterion, we choose the \(10 \times 10\) block of MG parameters \(\mu_i\) and \(\eta_i\) with parameter indices 6 to 15, and only add to this block a ΛCDM parameter with index \(a\) if the following condition is satisfied:

\[
\sum_{i=6}^{15} (P_{ai})^2 \geq 1
\]

where the index \(a\) corresponds to one of the first five standard parameters. For Galaxy Clustering, the only index satisfying this condition is \(a = 4\) in the linear case, corresponding to \(\ell A_s \equiv \ln(10^{10}A_s)\); i.e. the standard parameter corresponding to the amplitude is, as said, degenerate with Modified Gravity parameters \(\mu_i\) and \(\eta_i\). In the non-linear case no parameter satisfies this condition (because, as we have seen, non-linearities are able to eliminate correlation
with the amplitude), but for consistency we will use the same vector of 11 parameters \( p_i = \{ \ell A_s, \mu_i, \eta_i \} \) for our decorrelation procedure. Therefore we will also have 11 transformed uncorrelated \( q_i \) parameters, function of the original \( p_i \) parameters, in all the cases presented below.

Figure 6 shows the coefficients that relate the \( q_i \) parameters to the original \( p_i \) ones, in the linear (left panel) and the non-linear (right panel) cases, also shown explicitly in Tables 11 and 12 of Appendix D. We plot in Figure 7 a comparison between the 1σ errors on the primary parameters \( p_i \) (represented by circles connected with dark green dashed lines) and the decorrelated parameters \( q_i \) (represented by squares connected with orange solid lines). In the linear case (left panel), we can see that the errors on the \( q_i \) parameters are 2 orders of magnitude better than the errors on the \( p_i \) parameters. In the non-linear case (right panel) the improvement is of at most 1 order of magnitude and that for a completely decorrelated parameter like \( \ell A_s \), the error on its corresponding \( q_i \) is exactly the same. This shows that a decorrelation procedure is still worth to do, even when including the non-linear regime, even if the degeneracy with the amplitude is already completely broken thanks to the non-linear prescription. The fact that the curve of 1σ errors for the \( q_i \) follows the same pattern as the curve for the \( p_i \) errors, is due to the fact that we have used a ZCA decomposition (see Section V D) and therefore the \( q_i \) are as similar as possible to the \( p_i \).

We are interested in finding the best combination of primary parameters \( p_i \) giving rise to the best constrained uncorrelated parameters \( q_i \). In order to find the errors on the parameters \( q_i \), we need to look at the diagonal of the decorrelated covariance matrix \( \mathbf{C} \) expressed in Eqn. (37) and identify the \( q_i \) parameters with the smallest relative errors (\( \sigma_{q_i}/q_i \)): we find than in the linear GC case, the best constrained combinations of primary parameters (ordered from most to least constrained) are given approximately by:

\[
\begin{align*}
q_1 &= +0.9\ell A_s + 0.32\mu_4 \\
q_3 &= +0.75\mu_2 - 0.29\eta_1 + 0.50\eta_2 \\
q_4 &= -0.25\mu_2 + 0.74\mu_3 - 0.32\eta_2 + 0.49\eta_3 \\
q_2 &= +0.70\mu_1 - 0.30\mu_2 + 0.52\eta_1 - 0.36\eta_2 .
\end{align*}
\]

In contrast, for the non-linear GC case, the parameter \( \ell A_s \equiv \ln (10^{10}A_s) \) is not correlated to any other, and therefore it is well constrained on its own. The best 4 constrained parameters (ordered from most to least constrained) in the
coefficients of $q_i$

Figure 7. Results for a Euclid Redbook GC survey, with redshift-binned parameters, before and after applying the ZCA decorrelation. Each panel shows the 1σ fully marginalized errors on the primary parameters $p_i$ (green dashed lines), and the 1σ errors on the decorrelated parameters $q_i$ (orange solid lines). **Left:** linear forecasts, performed using linear power spectra up to a maximum wavenumber $k_{\text{max}} = 0.15h$/Mpc. **Right:** non-linear forecasts using non-linear spectra with the HS prescription up to a maximum wavenumber $k_{\text{max}} = 0.5h$/Mpc. In the linear case, the errors on the decorrelated $q_i$ parameters are about 2 orders of magnitude smaller than for the primary parameters, while in the non-linear HS case, the improvement in the errors is of one order of magnitude. This means that applying a decorrelation procedure is worth even when non-linearities are considered. In both cases for GC, the least constrained parameters are $\mu_5$ and $\eta_5$, corresponding to $2.0 < z < 2.5$.

non-linear case, are:

\[
\begin{align*}
q_1 &= +0.99 \ell A_s \\
q_4 &= -0.28 \mu_2 + 0.76 \mu_3 - 0.33 \eta_2 + 0.47 \eta_3 \\
q_3 &= +0.73 \mu_2 - 0.32 \eta_1 + 0.49 \eta_2 \\
q_2 &= +0.68 \mu_1 - 0.35 \mu_2 + 0.52 \eta_1 - 0.37 \eta_2 .
\end{align*}
\]  

The best constrained decorrelated parameters $q_i$ for a Euclid GC survey, expressed in the set of Equations (38) (linear) and (39) (non-linear HS), can be seen graphically in Fig. 8 for the linear (left panel) and non-linear HS (right panel) cases respectively. From these combinations we see that a survey like Euclid, using GC only, will be sensitive to Modified Gravity parameters $\mu$ and $\eta$ mainly in the first three redshift bins, corresponding to a range $0. < z < 1.5$. The complete matrix $W$ of coefficients relating the $q_i$ to the $p_i$ parameters, can be found in Tables 11 and 12 of Appendix D.
2. ZCA for Weak Lensing

We apply the same decorrelation procedure to the WL case, obtaining the $q$ vectors shown in the weight matrix of Figure 9 again reported explicitly in Tables 13 and 14 in Appendix D.
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**Figure 9.** Entries of the matrix $W$ that relates the $q_i$ parameters to the original $p_i$ ones, after applying the ZCA decorrelation of the covariance matrix in the linear and non-linear WL cases. This matrix shows for each new variable $q_i$ on the vertical axis, the coefficients of the linear combination of parameters $\mu_i$, $\eta_i$, and $A_i$ that give rise to that variable $q_i$. The red (blue) colors, indicate a large (small) contribution of the respective variable on the horizontal axis. **Left panel:** linear forecast for Weak Lensing Euclid Redbook specifications. **Right panel:** non-linear forecast for Weak Lensing Euclid Redbook specifications, using the HS prescription. As for GC, most $q_i$ parameters have only small or negligible contributions from $\mu_5$ and $\eta_5$, which are found to be the less constrained bins.

In Figure 10 we show the comparison between the errors on the primary parameters $p_i$ and the de-correlated ones $q_i$. As for the GC case, the errors in the linear case improve by 2 orders of magnitude after applying the decorrelation procedure (left panel). In the non-linear case (right panel) the improvement is smaller, but still worth to do, especially to constrain $q_2, q_3, q_7, q_8$.
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**Figure 10.** Results for a Euclid Redbook WL survey, with redshift-binned parameters, before and after applying the ZCA decorrelation. Each panel shows the 1σ fully marginalized errors on the primary parameters $p_i$ (green dashed lines), and the 1σ errors on the decorrelated parameters $q_i$ (orange solid lines). **Left:** Linear forecasts, performed with an $\ell_{\text{max}} = 1000$ and linear matter power spectra. **Right:** Non-linear forecasts using the non-linear spectra with the HS prescription, up to an $\ell_{\text{max}} = 5000$. The errors in the non-linear HS case, are about 1 order of magnitude smaller than in the linear case. For the best constrained $q_i$ parameters, the decorrelated errors are up to 2 orders of magnitude smaller than the corresponding fully marginalized parameters on the parameters $p_i$. 
More generally, as we did for the GC case in the previous section, we look for the $q_i$ parameters with the smallest relative errors ($\sigma_{q_i}/q_i$) and find in the linear WL case, that the best constrained combinations (ordered from most to least constrained) of primary parameters are given approximately by:

$$
\begin{align*}
q_1 &= +0.76\ell A_s + 0.48\mu_2 + 0.33\eta_2 \\
q_3 &= -0.59\mu_1 + 0.67\mu_2 - 0.30\eta_1 + 0.32\eta_2 \\
q_7 &= +0.65\mu_1 - 0.60\mu_2 + 0.36\eta_1 - 0.28\eta_2 \\
q_2 &= +0.67\mu_1 - 0.59\mu_2 + 0.33\eta_1 - 0.29\eta_2
\end{align*}
$$

This means that WL in the linear case will only be able to constrain combinations of the first two redshift bins in $\mu$ and $\eta$ (corresponding to $0. < z < 1.0$). This can also be observed graphically in the left panel of Figure 11. For the non-linear WL case, the combinations remain practically the same, except for $q_4$, which will depend much more strongly on the parameter $\ell A_s$. The best 4 constrained parameters in this case, are (ordered from most to least constrained):

$$
\begin{align*}
q_3 &= -0.55\mu_1 + 0.71\mu_2 - 0.27\eta_1 + 0.34\eta_2 \\
q_1 &= +0.93\ell A_s - 0.32\mu_2 \\
q_2 &= +0.67\mu_1 - 0.60\mu_2 + 0.33\eta_1 - 0.29\eta_2 \\
q_4 &= -0.46\mu_1 + 0.29\mu_2 + 0.73\mu_3 + 0.31\eta_3
\end{align*}
$$

These combinations can also be visualized in the right panel of Figure 11. The complete matrix $W$ of coefficients relating the $q_i$ to the $p_i$ parameters, can be found in Tables 11 and 12 of Appendix D.

**Figure 11.** Best constrained modes for a Euclid Redbook WL survey, with $\mu$ and $\eta$ binned in redshift, after transforming into uncorrelated $q$ parameters via ZCA. Each of the four best constrained parameters $q_i$, shown in the panels, is a linear combination of the primary parameters $p_i$. $q_i$ in the label are ordered from the best constrained to the least constrained.

### 3. ZCA for Weak Lensing + Galaxy Clustering + CMB Planck priors

As mentioned earlier, Galaxy Clustering and Weak Lensing are particularly important, combined together, to constrain Modified Gravity parameters, as they probe two independent combinations of the gravitational potentials. We now show results for their combination, using for both the non-linear HS prescription, together with a Planck prior (which was obtained by performing an MCMC analysis on Planck+BSH background data, as specified in Section IV E). Notice that we neglect here any information coming from the cross correlation of the two probes; we therefore assume that these two observables are independent of each other and we simply add the GC and WL Fisher matrices to obtain our combined results; this appears to be a conservative (pessimistic) choice [75]. In Table 4, we can see that the inclusion of the Planck prior improves considerably certain parameters, especially the less constrained ones by GC+WL, namely $\mu_{4,5}$ and $\eta_{4,5}$. In terms of correlations, we can observe in the left panel of Fig. 12, that the structure of the correlation matrix resembles the one of the linear WL case (Fig. 5), except that the block of standard $\Lambda$CDM parameters is much less correlated and that the anti-correlation among $\mu_i$ and $\eta_i$ is much stronger now. On the other hand, applying the decorrelation procedure (Section V D), the weight matrix $W$ (right panel of Fig. 12), resembles
the \( W \) matrix observed in the non-linear GC case, illustrated in Figure 6). Notice that now the variables \( q_i \) depend quite strongly on only one of the \( \mu_i \) for \( i = \{1, 2, 3, 4\} \), while the \( q_i \) for \( i = \{6, 7, 8, 9, 10\} \) depend on a balanced sum of \( \mu_i \) and \( \eta_i \) for \( i = \{6, 7, 8, 9, 10\} \).

\[
\begin{align*}
q_1 &= +0.93\mathcal{A}_4 \\
q_2 &= +0.84\mu_1 + 0.48\eta_1 \\
q_3 &= +0.80\mu_2 - 0.26\eta_1 + 0.45\eta_2 \\
q_4 &= +0.28\mathcal{A}_4 + 0.79\eta_3 - 0.29\eta_2 + 0.39\eta_3 
\end{align*}
\]

These combinations of primary parameters are illustrated in the right panel of Figure 13. The combination \( q_3 \) is similar to the combination \( 2\mu + \eta \) that was also identified in [1] as being well-constrained. The best constrained modes \( q_2, q_3 \) and \( q_4 \) all contain terms of the form \( a\mu_i + b\eta_i \) for \( i = \{1, 2, 3\} \), with positive coefficients \( a \) and \( b \), where \( a \approx 2b \).

All errors are shown in the left panel of Figure 13. Notice how in this case, the improvement on the errors of the \( q_i \) variables is less than an order of magnitude, thus smaller than what found in GC and WL separately: this is due to combination of GC and WL which, together with the inclusion of the CMB prior, lead to smaller correlations among the parameters. When combining GC+WL in the non-linear HS case, the FoC (defined in 29) is \( \approx 31 \), showing that there is not much gain in decorrelation, compared to GC or WL alone, where this quantity was approximately 32. However, combining GC+WL (non-linear HS) with Planck priors yields FoC \( \approx 22 \), showing that correlations among parameters are drastically reduced. The fact that the curve of 1σ errors for the \( q_i \) (orange line, marked with circles) follows the same pattern as the curve for the \( p_i \) errors (green dashed line, marked with circles), is due to the fact that we have used a ZCA decomposition and therefore the \( q_i \) are as close as possible to the \( p_i \). The complete matrix of coefficients \( W \) can be found in Table 15 in appendix D.

VI. MODIFIED GRAVITY WITH SIMPLE SMOOTH FUNCTIONS OF THE SCALE FACTOR

As discussed in Sec. II, \( \mu \) and \( \eta \) (or an equivalent pair of functions of the gravitational potentials) depend in general on time and space. We will now investigate the time dependence further, starting from the two parameterizations.
proposed in [1] and recalled in Eqns. (9-12) in this paper. We extend the analysis of the *Planck* paper by testing different prescriptions for the non-linear regime in Modified Gravity (as illustrated in Section III) and further investigate forecasts for future experiments like Euclid, SKA, DESI. In the following subsections we first give results for the late-time parameterization of Eqns. (9,10) and then for the early time parameterization of Eqns. (11,12). In both cases we consider Galaxy Clustering and Weak Lensing, neglecting, as in Section V any information coming from the cross correlation of the two probes.

A. Modified Gravity in the late-time parameterization

The late-time parameterization is defined in Eqns. (9,10). We now calculate forecasts for Galaxy Clustering and Weak Lensing, with future surveys, in the linear and mildly non-linear regimes. We also include prior information obtained from the analysis of the *Planck*-BSH datasets (where we recall that BSH stands for BAO + SNe + \( H_0 \) prior), as discussed in Section IV E.

1. Galaxy Clustering in the linear and mildly non-linear regime

In Table 5 we show forecasts for the Euclid survey [53] for Galaxy Clustering (top part of the table) and three different cases: using only linear scales with a cutoff at \( k_{\text{max}} = 0.15 h/\text{Mpc} \), labeled GC(lin); extending forecasts in the mildly non-linear regime, obtained using the prescription described in Sec. III B 2, with a cutoff at \( k_{\text{max}} = 0.5 h/\text{Mpc} \), labeled GC(m-HS); combining the mildly non-linear case with *Planck* priors, as described in Sec. IV E. We take into account the BAO features, redshift space distortions and the full shape of the power spectrum, as well as the survey specifications of the Euclid Redbook, recalled in Section IV B for convenience. The columns correspond to the marginalized errors on five standard cosmological parameters \( \{ \Omega_m, \Omega_s, n_s, \ln(10^{10} A_s), h \} \) and three combinations of the gravitational potentials \( \{ \mu, \eta, \Sigma \} \): the latter are reconstructed in time, according to the late-time parameterization, as defined in Eqns. (9,10). We recall that only two of these three functions are independent and fully determine cosmological linear perturbations.

In the late-time scenario, for a Galaxy Clustering survey, neither \( \eta \) nor \( \Sigma \) are actually constrained by a linear forecast, while \( \mu \) is mildly constrained. Adding the non-linear regime improves constraints on \( \mu \), while the other parameters remain unconstrained, unless we also include *Planck* priors, which yields an improvement in the FoM of 6.3 nits. In general the observable power spectrum may depend on both \( \mu \) (explicitly appearing in the last term of the equation for the density perturbation (cf. Eqn. (B7)) and on \( \eta \) (implicitly contained in the derivatives of the gravitational potential in the same equation). The contribution of the derivative of the potentials is larger in the early-time parameterization, with respect to the late-time one by construction. This is due to the fact that in the

---

**Figure 13.** **Left:** the 1σ fully marginalized errors on the primary parameters \( p_i \) (green dashed lines), and the 1σ errors on the decorrelated derived parameters \( q_i \) (yellow solid lines). As opposed to the GC or WL cases (figs.7,10), here the decorrelated errors are much more similar to the standard errors. This is due to the fact that in the GC+WL+ *Planck* combination, the cosmological parameters are not so strongly correlated. **Right:** best constrained modes for a Euclid Redbook GC+WL case using the non-linear HS prescription and adding a CMB *Planck* prior. Each panel shows the four best constrained parameters \( q_i \). Each of them is a linear combination of the primary parameters \( p_i \). The best constrained modes are sums \( a \mu_i + b \eta_i \) for \( i \in \{1, 2, 3\} \) and positive values \( a \) and \( b \).
late-time case deviations from GR go to zero at large redshifts. In this sense, in the specific case of the late time parameterization, the observed power spectrum mainly depends on \( \mu \) only, which explains why this is the only quantity (mildly) constrained by GC alone. In the early-time parameterization, though, modifications can appear also at earlier times, so that both \( \eta \) and \( \mu \) effectively affect the power spectrum, which explains why they can both be constrained with a smaller uncertainty, as we will discuss in Section VI.B.

In Appendix B we review the equation governing the evolution of cold dark matter density fluctuations, as a function of the Modified Gravity functions \( \mu(a) \) and \( \eta(a) \) as they are implemented in the code MGCAMB [12]. The inability of GC to constrain \( \eta \) in this parametrization, is also visible in Fig. 14 which shows that the GC constraints are degenerate along the \( \eta \) or \( \Sigma \) directions. Therefore, we show how with this parameterization choice Euclid GC will be extremely sensitive to modifications of the Poisson equation for \( \Psi \), while it would require additional information to constrain departures from the standard Weyl potential.

| Euclid (Redbook) | \( \Omega_c \) | \( \Omega_b \) | \( n_s \) | \( \ell_{A_s} \) | \( h \) | \( \mu \) | \( \eta \) | \( \Sigma \) | MG FoM |
|------------------|----------------|----------------|---------|-------------|--------|--------|--------|--------|--------|
| Fiducial         | 0.254          | 0.048          | 0.969   | 3.060       | 0.682  | 1.042  | 1.719  | 1.416  | relative |
| GC(lin)          | 1.9%           | 6.4%           | 3%      | 2.8%        | 4.5%   | 17.1%  | 1030%  | 641%   | 0       |
| GC(nl-HS)        | 0.9%           | 2.5%           | 0.8%    | 0.2%        | 0.3%   | 1.7%   | 475%   | 291%   | 2.9     |
| GC(nl-HS)+Planck | 0.7%           | 0.6%           | 0.3%    | 0.2%        | 0.3%   | 1.7%   | 16.8%  | 10.3%  | 6.3     |
| WL(lin)          | 7.8%           | 25.7%          | 9.9%    | 10.3%       | 19.1%  | 58.2%  | 100%   | 9.3%   | 3.2     |
| WL(nl-HS)        | 6.3%           | 20.7%          | 4.6%    | 5.8%        | 13.8%  | 23.3%  | 40.9%  | 4.6%   | 4.5     |
| WL(nl-HS)+Planck | 2.1%           | 1.1%           | 0.4%    | 0.7%        | 0.7%   | 11.8%  | 21.8%  | 2.8%   | 5.7     |
| GC+WL(lin)       | 1.8%           | 5.9%           | 2.8%    | 2.3%        | 4.2%   | 7.1%   | 10.6%  | 2%     | 6.6     |
| GC+WL(lin)+Planck| 1.0%           | 0.7%           | 0.4%    | 0.4%        | 0.4%   | 6.2%   | 9.8%   | 1.5%   | 7.0     |
| GC+WL(nl-HS)     | 0.8%           | 2.2%           | 0.8%    | 0.7%        | 1.5%   | 1.6%   | 2.4%   | 1.0%   | 8.8     |
| GC+WL(nl-HS)+Planck | 0.7%    | 0.6%           | 0.2%    | 0.2%        | 0.3%   | 1.6%   | 2.4%   | 0.9%   | 8.9     |
| GC+WL(nl-Halofit)+Planck | 0.6%  | 0.5%           | 0.2%    | 0.2%        | 0.2%   | 0.8%   | 1.7%   | 0.8%   | 9.6     |

Table 5. 1σ fully marginalized errors on the cosmological parameters in the late-time parameterization of Modified Gravity for a Euclid Galaxy Clustering forecast (top), a Weak Lensing forecast (middle) and the combination of both probes (bottom): Modified Gravity is encoded in two of the three functions \( \mu, \eta, \Sigma \), which are reconstructed in the late-time parameterization defined in Eqsns. (9,10). For each case, we also list the forecasted errors using a Planck+BSH prior. Linear forecasts are labeled by “lin”, and correspond to a cutoff \( k_{\text{max}} = 0.15h/Mpc \) for GC and \( \ell_{\text{max}} = 5000 \) for WL; non-linear forecasts use the prescription described in sec. III B 2, are labeled by “nl-HS” and correspond to a cutoff of \( k_{\text{max}} = 0.5h/Mpc \) for GC and \( \ell_{\text{max}} = 5000 \) for WL. In both cases, power spectra have been computed using the MGCAMB Boltzmann code. For completeness, we also show the GC+WL+Planck case using the non-linear power spectra computed using Halofit only (nl-Halofit). In the last column, we show for each observation the Figure of Merit (FoM) relative to our base observable in this parametrization, which is GC(linear). GC(linear) has an absolute FoM of -0.94 in ’nits’. We can see that in both GC and WL there is a considerable gain when including non-linear scales and Planck priors. The difference in the FoM between the non-linear HS prescription and the standard Halofit approach is quite small.

2. Weak Lensing in the linear and mildly non-linear regime

Using the Euclid Weak Lensing specifications described in Section sub:Fisher-Weak-Lensing, we obtain the results displayed in the middle panel of Table 5. Also in this case, we use the late-time parameterization, in three different cases: the first uses only linear quantities, with a maximum multipole of \( \ell_{\text{max}} = 1000 \); the second case uses the non-linear HS prescription of section III D 2 up to a maximum multipole of \( \ell_{\text{max}} = 5000 \); the third case combines Weak Lensing with Planck priors, as described in IV E.

In the linear case, WL forecast yields constraints on the standard ΛCDM parameters at around 10% of accuracy, with the exception of \( \Omega_b \) which is poorly constrained at around 26%, and the expansion rate \( h \) (19%). This is likely due to the fact that WL is only directly sensitive to the total matter distribution in the Universe and cannot differentiate baryons from dark matter. All constraints improve when adding non-linear information, with \( \Omega_b \) and \( h \) still constrained only at the level of about 20%. When the Planck priors are included, though, constraints shrink down to about 1% for all cosmological parameters. The Modified Gravity parameters show the expected trend; in the linear case, only \( \Sigma \) is constrained, at 11%, as this parameter is directly defined in terms of the lensing potential \( \Phi + \Psi \); a Weak Lensing probe is however not directly sensitive to \( \mu \) and \( \eta \) separately, as can be seen in Fig. 14. The
| Euclid (Redbook) | \( \Omega_c \) | \( \Omega_b \) | \( n_s \) | \( \tau A_s \) | \( h \) | \( \mu \) | \( \eta \) | \( \Sigma \) | MG FoM       |
|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Fiducial**     | 0.256           | 0.048           | 0.909           | 3.091           | 0.062           | 0.902           | 1.393           | 1.326           | **relative**   |
| **GC(lin)**      | 3.7%            | 19.2%           | 9.1%            | 16.6%           | 16.5%           | 16.7%           | 758%            | 489%            | 0              |
| **GC(nl-HS)**    | 1.1%            | 2.3%            | 1.3%            | 0.7%            | 1.6%            | 1.8%            | 7.9%            | 4.8%            | 6.6            |
| **GC(nl-HS)+Planck** | 0.8%            | 0.7%            | 0.3%            | 0.3%            | 0.3%            | 1.7%            | 7.6%            | 4.6%            | 6.7            |
| **WL(lin)**      | 12.1%           | 28.9%           | 11.3%           | 13.3%           | 24%             | 6.8%            | 11.1%           | 11.9%           | 4.9            |
| **WL(nl-HS)**    | 6.5%            | 21.9%           | 6.6%            | 5.9%            | 15.8%           | 2.8%            | 8.0%            | 3.4%            | 6.6            |
| **WL(nl-HS)+Planck** | 2.1%            | 1.3%            | 0.5%            | 0.9%            | 0.7%            | 2.2%            | 7.2%            | 2.9%            | 7.2            |
| **GC+WL(lin)**   | 1.8%            | 6.6%            | 3.4%            | 5.6%            | 5.2%            | 3.0%            | 6.8%            | 3.4%            | 6.4            |
| **GC+WL(lin)+Planck** | 1.2%            | 0.9%            | 0.6%            | 2.3%            | 0.4%            | 2.4%            | 6.5%            | 2.8%            | 6.9            |
| **GC+WL(nl-HS)** | 1.0%            | 2.2%            | 1.2%            | 0.7%            | 1.6%            | 1.3%            | 4.4%            | 1.9%            | 8.0            |
| **GC+WL(nl-HS)+Planck** | 0.8%            | 0.7%            | 0.3%            | 0.3%            | 0.3%            | 1.3%            | 4.4%            | 1.9%            | 8.2            |
| **GC+WL(nl-Halofit)+Planck** | 0.7%            | 0.7%            | 0.3%            | 1.3%            | 0.3%            | 0.9%            | 2.3%            | 1%              | 8.9            |

Table 6. Same as Table (5) but for the early-time parameterization. Note that the last column (MG FoM) cannot be compared to the one for a different parameterization (Table 5) since the reference value is different (GC(lin)) and the two parameterizations have a different number of primary parameters. In this case the absolute MG FoM of GC(lin) is \( \approx -0.47 \) nits.

Linear FoM is only slightly weaker than the one from GC for this parameterization, probably because both probes have an effectively unconstrained degeneracy direction. When adding non-linear information, errors on \( \mu \) and \( \eta \) improve, though still remaining in a poorly constrained interval (25%–44%). Already on its own, however, Weak Lensing could rule out many models of Modified Gravity that change \( \Sigma \) at more than 5% (or even 2.9%, if we include Planck priors). The combination GC+Planck and WL+Planck has a comparable overall constraining power, with GC+Planck being about 1 nit stronger and providing smaller errors on \( \mu \).

3. Combining Weak Lensing and Galaxy Clustering

After using the two primary probes from Euclid separately, we discuss here the constraints obtained combining Weak Lensing and Galaxy Clustering. The combination between GC and WL can be seen in the bottom panel of Table 5. In the late-time parameterization, in the linear case, Weak Lensing combined with a galaxy clustering for a Euclid survey (Redbook specifications) constrains the standard ΛCDM parameters in the range 2%–6%, and below 1% when Planck priors are included. Modified Gravity parameters \( \mu \) and \( \eta \) are now also constrained below 10%, reaching 1% when adding non-linear scales. The remarkable improvement can be attributed to the fact that the combination of GC and WL Fisher matrices breaks many degeneracies in the parameter space. This is shown in Figure 14, where it is possible to notice how the two probes are almost orthogonal both in the (\( \mu, \Sigma \)–plane and \( \mu, \eta \)–plane. Weak Lensing measures the changes in the Weyl potential, parametrized by \( \Sigma \), while \( \mu \) is related to the Poisson equation, and therefore to the potential \( \Psi \), modified by peculiar velocities and sensitive to Galaxy Clustering; \( \eta \) can also be written as a combination of \( \mu \) and \( \Sigma \) (see Eqn. 5).

Further improvement is brought by the sensitivity of Galaxy Clustering to standard ΛCDM parameters; even though GC constraints on \( \Sigma \) and \( \eta \) are not as good as the ones for Weak Lensing, the better measurement of standard parameters provided by Galaxy Clustering breaks degeneracies in the Modified Gravity sector of the parameter space, leading to narrower bounds for \( \eta \) and \( \Sigma \) with respect to both probes taken separately. WL is instead not sensitive to modifications of the Poisson equation for matter and this explains why constraints on \( \mu \) are not improved by the combination of the two probes, but are rather dominated by GC. The correlation among parameters can also help us explain the observed results. The Figure of Correlation, defined in Eq. (29), for GC (non-linear HS) alone is 4.9, while for WL (non-linear HS) the correlation is higher, with FoC = 16.9. When combining both probes (GC+WL (non-linear HS)) the FoC goes to an intermediate point of 7.6.

Given the constraining power of the GC+WL combination on MG functions, adding the Planck priors does not lead to significant improvements on the dark energy related parameters. On the other hand, standard parameters significantly benefit from the inclusion of CMB and background priors and we can expect this to be a relevant factor for MG models with degeneracies with ΛCDM parameters, e.g. models affecting also the expansion history of the universe. An overview of the constraints on Modified Gravity described in this section is shown in Fig.14, with Euclid GC, Euclid WL and Euclid GC+WL combined with Planck priors.
Table 7. 1σ fully marginalized errors on the cosmological parameters \{Ω_m, Ω_b, h, ℓA_s, n_s, μ, η, Σ\} in the late-time parameterization comparing different surveys in the linear and non-linear case. In the last column, we show for each observation the Modified Gravity Figure of Merit (MG FoM) relative to our base observable, which is the Euclid Redbook GC(linear), see Table 5. We can see that in general terms, SKA2 is the most powerful survey, followed by Euclid and SKA1. In the case of GC alone, DESI-ELG is more constraining than SKA1-SUR. Notice that in this parameterization, a GC survey would only constrain Σ with a very good accuracy. The combination of both is much more powerful than the single probes. Adding Planck priors (last row) improves considerably the constraints on the ΛCDM parameters but has an almost negligible effect on the MG parameters (MG FoM remain almost constant when adding Planck priors to the GC+WL (non-linear HS) case. The marginalized contours for the μ-η plane, comparing these surveys, can be seen in the left panel offig.16.

4. Forecasts in Modified Gravity for SKA1, SKA2 and DESI

For the SKA1 and SKA2 surveys (whose specifications are explained in detail in Section IV A), previous work on forecasting cosmological parameters has been done, among others, by [9] and [10]. In the latter work, the author parameterizes the evolution of μ(a) using the late-time parameterization, but also adds an extra parameter allowing for a scale dependence in μ(a) and including a Planck prior. For a fixed scale, the 1σ errors on the amplitude of μ lie between 0.045 and 0.095, depending on the details of the SKA1 specifications, while for SKA2, this error is of about 0.017. This setting would correspond to our GC+WL(linear) + Planck case (see Table 7) where we find for SKA1 a 1σ error on μ of 0.12 and for SKA2 the forecasted error is 0.036. Our errors are somewhat larger, but we also have extended our analysis to let the gravitational slip η be different from 1 at present time, our departure from μ = 1 at present time is larger by a factor 4 and our linear forecast is conservative in the sense that it includes less wavenumbers k at higher redshifts, compared to theirs.

In Figure 15 we show the 1σ fully marginalized forecasted errors on the parameters \{Ω_m, Ω_b, h, ℓA_s, n_s, μ, Σ\} for different Weak Lensing (left panel) and Galaxy Clustering (right panel) surveys in the late-time parameterization. In the GC case, the surveys considered are DESI-ELG (yellow), SKA2 (green), SKA1-SUR (orange) and Euclid (blue). For the WL forecast, we considered Euclid (blue), SKA1 (orange) and SKA2 (green). These constraints correspond to the ones listed in Table 7. The marginalized confidence contours for the μ-η plane, comparing all these surveys, can be seen in the left panel offig.16. The 1σ fully marginalized constraints on the parameters are weaker for WL
Table 8. Same as Table 7 but for the early-time parameterization. The last 4 columns correspond to the projection of the errors on $E_{11}$ and $E_{22}$ onto $\mu$, $\eta$ and $\Sigma$, respectively. We have marginalized over $E_{12}$ and $E_{21}$ since at $z = 0$ they don’t contribute to the Modified Gravity parameters. Notice that in this parameterization, a GC survey alone is able to constrain both $\mu$ and $\Sigma$ to a good level for all surveys, better than with the late time parameterization, more often used in literature. The combination of GC+WL is however less constraining in the early time parameterization than in late time parameterization one. The reference case for the MG FoM is the Euclid (Redbook) GC linear forecast (Table 6). The non-linear forecast for GC+WL+Planck would yield, for Euclid and SKA2, constraints at the 1-2% accuracy on $\mu$, $\Sigma$, while for SKA1 the constraints would be at the 8% level. The marginalized contours for the $\mu$-$\eta$ plane, comparing these surveys, can be seen in the right panel of Fig.16.

than for GC, which may be a consequence of the higher correlation among variables for the Weak Lensing observable, described in the previous section VI A 3. Comparing the different surveys, the general trend is that Euclid and SKA2 perform at a similar level for WL at both linear and non-linear level; for GC and when combining both probes, SKA2 gives the strongest constraints, followed by Euclid, SKA1 and DESI (for GC). Notice that in this parameterization, a SKA1-SUR GC survey constrains the $\Sigma$ parameter alone better than a Euclid Galaxy Clustering survey (although Euclid is overall much stronger as can be seen with the FoM). This is due to the fact that SKA1-SUR probes much lower redshifts (from $z = 0.05 – 0.85$) than Euclid and is therefore suitable to better constrain those parameterizations in which the effect of the Modified Gravity parameters is stronger at lower redshifts; this is the case of the late-time parameterization, which is proportional to the dark energy density, dominating at low redshifts only. This result is reversed in the early time parameterization, in which Modified Gravity can play a role also at earlier redshifts.

B. Modified Gravity in the early-time parameterization

1. Galaxy Clustering, Weak Lensing and its combination

We extend our analysis now to an alternative choice, the early time parameterization specified in Eqns. (11) and (12). As before, we use Euclid Redbook specifications for WL and GC and the cut in scales discussed previously for the two observables, i.e. a maximum wavelength cutoff at $k_{\text{max}} = 0.15$ for GC and a maximum multipole of
Figure 14. Fisher Matrix marginalized contours (1, 2 $\sigma$) for the Euclid space mission in the late-time parameterization using mildly non-linear scales and the HS prescription. Green lines represent constraints from a Galaxy Clustering survey, pink lines stand for the Weak Lensing observables, and orange lines represent the GC+WL+Planck combined confidence regions. **Upper Left:** contours for the fully marginalized errors on $\eta$ and $\mu$. **Upper Right:** contours for the fully marginalized errors on $\Sigma$ and $\mu$. **Lower Left:** contours for the fully marginalized errors on $\mu$ and $\Omega_b$. **Lower Right:** contours for the fully marginalized errors on $\Sigma$ and $\ln(10^{10}A_s)$. The fact that the combination of GC, WL and Planck breaks many degeneracies in the 7-dimensional parameter space, explains why the combined contours (yellow) have a much smaller area. Notice that in this parametrization, GC measures mostly $\mu$ and WL constrains mostly just $\Sigma$.

$\ell_{\text{max}} = 1000$ for WL in the linear case, and a cutoff $k_{\text{max}} = 0.5h$/Mpc and a maximum multipole of $\ell_{\text{max}} = 5000$ for WL in the non-linear regime, which is analyzed using the prescription described in Sec. III B 2. We use the two observables both separately and in combination, without accounting for cross correlation of the two (as discussed in section V this seems to correspond to a conservative choice), with and without Planck priors.

Results are shown in Table 6 and Figure 17. The general behaviour of the constraints is similar to the one in the late-time parameterization, with the combination of GC and WL able to break the degeneracies with standard cosmological parameters, leading to a significant improvement of the constraints on MG parameters, constraining $\mu$ and $\Sigma$ at the 1-2% level. There are some other interesting differences with the late-time scenario. First, the addition of Planck priors does not really improve much the constraints obtained by GC or WL alone, which was not the case in the late-time parameterization. This is related to the fact that in the early-time parameterization, GC and WL (non-linear) on their own are already good at constraining both $\mu$ (at 2-3%) and $\eta$ (at around 8%), with consequently small errors on $\Sigma$ ($\approx 3\%$). In Appendix B we show the derivatives of the matter power spectrum with respect to the MG parameters $\mu$ and $\eta$ in both parameterizations. We can observe that in the early-time scenario, the derivative $dP(k)/d\eta$ is larger than in the late-time parameterization, leading therefore to better constraints. Another difference lies in the correlation among parameters, which for WL and GC+WL is considerably smaller than in the late-time scenario. The Figure of Correlation (defined in Eqn. 29) for GC (non-linear HS) alone is 4.7, while for WL (non-linear HS) the correlation is somewhat higher, with FoC = 7.3. When combining both probes (GC+WL (non-linear HS)) the FoC goes to an intermediate point of 5.2.
Figure 15. 1σ fully marginalized errors on the parameters {\Omega_m, \Omega_b, h, \ell A_s, n_s, \mu, \eta, \Sigma} for the late-time parameterization of MG obtained by forecasts on Galaxy Clustering (non-linear HS) (top left panel), Weak Lensing (non-linear HS) (top right panel), the combinations GC+WL (linear) (middle left) and GC+WL+Planck (linear) (middle right) and the combinations GC+WL (non-linear HS) (bottom left) and GC+WL+Planck (non-linear) (bottom right). In the GC case, the surveys considered are SKA2 (blue), SKA1-SUR (green), Euclid Redbook (purple) and DESI-ELG (orange). For forecasts including WL, only Euclid, SKA1 and SKA2 are included. Although the 1σ constraints on the standard parameters are overall weaker for WL than for GC, Weak Lensing surveys perform better on Modified Gravity parameters. Comparing the different surveys, Euclid and SKA2 perform similarly well for the WL observable alone, if non-linearities are included. Notice that SKA1-SUR performs better than Euclid on the \eta and \Sigma parameters, because it can measure better at lower redshifts. Including the Planck prior, the GC+WL combination for Euclid and SKA2 constrains all parameters at much better than percent accuracy. Detailed specifications of the different surveys are explained in the text.
Figure 16. 1σ and 2σ fully marginalized confidence contours on the parameters \( \mu \) and \( \eta \), for 3 different surveys combining Galaxy Clustering (GC) and Weak Lensing (WL): Euclid, SKA1-SUR and SKA2 and for GC only: DESI-ELG, all in the late-time (left panel) and early-time (right panel) parameterizations of sections VIA and VIB, respectively. As explained in the main text, the constraints are parameterization-dependent, especially on \( \eta \), where in the late-time scenario GC alone is not able to constrain it, while in the early-time scenario GC can constrain both \( \mu \) and \( \eta \).

Figure 17. Fisher Matrix marginalized forecasted contours (1σ, 2σ) for the Euclid Redbook satellite in the early-time parameterization using mildly non-linear scales and the HS prescription. Green lines represent constraints from the Galaxy Clustering survey, pink lines stand for the Weak Lensing observables, and orange lines represent the GC+WL+Planck combined confidence regions. Upper left: contours for the fully marginalized errors on \( \eta \) and \( \mu \). Upper right: contours for the fully marginalized errors on \( \Sigma \) and \( \mu \). Lower left: contours for the fully marginalized errors on \( \Sigma \) and \( \mu \). Lower right: contours for the fully marginalized errors on \( \Sigma \) and \( \ln(10^{10}A_s) \). Notice that in this parameterization, GC and WL are able to constrain both \( \mu \) and \( \eta \) or \( \Sigma \) on their own.
Also in the early time parameterization we obtain the 1-$\sigma$ fully marginalized errors for Galaxy Clustering (top left panel of Figure 18) considering DESI-ELG (yellow), SKA1 (green), SKA2-SUR (orange) and Euclid (blue), and for Weak Lensing (top right panel of Figure 18) using Euclid (blue), SKA1 (orange) and SKA2 (green). We also report the results in Table 8, where it is possible to notice how the conclusions drawn on the hierarchy of the considered experiments do not change with respect to the late-time parameterization. The main difference is that in this case the full SKA1-SUR GC survey does not constrain the $\Sigma$ parameter better than the Euclid survey; this is due to the fact that in the early time parameterization, deviations from $\Lambda$CDM are present also at high redshift, therefore we do expect the information present at small redshift to be as relevant as the one coming from higher $z$, where Euclid performs significantly better than SKA1-SUR. The marginalized contours for the $\mu$-$\eta$ plane, comparing all these surveys, can be seen in the right panel of Fig.16.

C. Testing the effect of the Hu-Sawicki non-linear prescription on parameter estimation

In this section we show the effect of changing the parameters $c_{\text{nl}}$ and $s$ used in the HS prescription (specified in Eq. 13) for the mildly non-linear matter power spectrum. As mentioned already in Section III B 2, previous works (see [41, 47, 48]), have fitted the values of $c_{\text{nl}}$ and $s$ to match N-body simulations in specific Modified Gravity models. In all these cases the HS parameters $c_{\text{nl}}$ and $s$ have been found to be of order unity, with $c_{\text{nl}}$ ranging usually from 0.1 to 3 and $s$ from about 1/3 to a value of around 2. In the absence of N-body simulations for our models, we selected our benchmark HS parameters to be $c_{\text{nl}} = 1$ and $s = 1$, as discussed in Section III B 2, which we used for all the analysis presented above. However, in order to test the effect of a change of $c_{\text{nl}}$ and $s$ non-linear parameters on our estimation of errors on the cosmological parameters, we perform GC and WL forecasts on the MG late-time model (Section VI A) also changing one at a time the values of both HS parameters. We use the following values for our test: $c_{\text{nl}} = \{0.1, 0.5, 1, 3\}$ and $s = \{0, 1/3, 2/3, 1\}$.

In Figure 19 we show the percentage discrepancy between the $1\sigma$ marginalized error obtained on parameters in the GC non-linear HS benchmark case (see Table 5 for the exact values) and the corresponding error obtained by performing the same forecast with a different value of the $c_{\text{nl}}$-$s$ parameters. In general terms we see that for the MG parameter $\mu$ (left panel of Figure 19) the relative difference in the estimation of the $1\sigma$ forecasted errors can lie between 90\% (at $c_{\text{nl}} = 3$, $s = 0.33$) and -30\% for $c_{\text{nl}} = 0.1$ and $s = 1.0$. The behavior of the contour lines shows us that for a fixed value of $c_{\text{nl}}$, the forecasted error on the parameter $\mu$ remains unaffected. For $\eta$ (right panel) the relative discrepancy lies between 40\% and -2\%. Here, to get the same $1\sigma$ errors on $\eta$, one would have to vary both $c_{\text{nl}}$ and $s$. We also tested the effect on the standard $\Lambda$CDM parameters and found it to be smaller than 4\% for all choices of $c_{\text{nl}}$ and $s$. In the case of WL forecasts, we perform the same tests, which are shown in Figure 20. We can observe that the relative discrepancies in the case of the $\mu$ parameter lie between $\sim$60\% and $\sim$15\%, while for $\Sigma$ the discrepancy is considerably smaller. The $1\sigma$ error on $\Sigma$ varies only between $\pm$6\%. This is however a particular effect of choosing $\mu$, which is the true WL observable. If we perform this test on $\eta$ using WL, we will find a stronger discrepancy, that lies in between $\sim$50\% and $\sim$15\%, similar to the one found for $\mu$.

We can also test the effect of adding these two HS parameters as extra nuisance parameters to our model of the non-linear power spectrum; therefore, by taking derivatives of the observed power spectrum with respect to these parameters, we can forecast what would be the estimated error on $c_{\text{nl}}$ and $s$. Then, marginalizing over $c_{\text{nl}}$ and $s$ would yield more realistic constraints on our cosmological parameters, and take into account our ignorance on the correct parameters of the HS prescription. In Table 9 we list the $1\sigma$ marginalized constraints on $c_{\text{nl}}$ and $s$ for our benchmark fiducial ($c_{\text{nl}} = 1$, $s = 1$) and using the standard fiducial for the cosmological parameters used previously for the MG late time parameterization.

Taking these HS parameters into account in our Fisher forecast, will automatically change the constraints on the other parameters. For our method to be consistent, we would like this effect to remain as small as possible. In Table 9, we list the same constraints reported in Table 5, but obtained marginalizing over $c_{\text{nl}}$ and $s$ at the benchmark fiducial $c_{\text{nl}} = 1$, $s = 1$. Comparing the two tables, we can see that for GC the errors on the cosmological parameters remain quite stable, except for $\eta$ and $\Sigma$; this is understandable since those parameters are not well constrained by GC alone. For WL, we see a difference of 4 to 7 percent points in the errors on $h$, $n_s$ and $\Omega_b$, while all other errors remain stable, with $\Sigma$ varying less than 2 percent points. Remarkably, the combined constraints from GC+WL are even less affected by the two nuisance parameters. Comparing the Modified Gravity FoM between the two tables, shows the expected behavior, the MG FoM is reduced when adding two extra parameters, but the change is very small, of just 0.3-0.5 nits.
Figure 18. Same as Fig. 15 but for the early-time parameterization (Eqns. 11, 12). The 1σ fully marginalized constraints on the parameters are weaker for WL than for GC, which is a consequence of the higher correlation among variables for the Weak Lensing observable.
Figure 19. Effect of the \( c_{\text{nl}} \) and \( s \) parameters on the 1\( \sigma \) marginalized error of the \( \mu \) (left panel) and the \( \eta \) (right panel) parameters in the MG late-time parametrization for a Euclid Galaxy Clustering forecast with Redbook specifications. The colored contours show the percentage discrepancy when departing from the benchmark case \( c_{\text{nl}} = 1 \) and \( s = 1 \) (marked with a black arrow) to all other points in the \( c_{\text{nl}}-s \) space. The red (blue) contours signal the regions of maximum positive (negative) discrepancy. For example in the left panel, choosing \( c_{\text{nl}} \) and \( s \) in the red region, will yield a 1\( \sigma \) marginalized error on \( \mu \) which is 90\% larger than in the benchmark case (see Table 5 for the benchmark forecast). For the standard \( \Lambda \text{CDM} \) cosmological parameters (not shown here) the discrepancy is smaller than 4\% for all choices of \( c_{\text{nl}} \) and \( s \).

Figure 20. Same as Fig.19 but for a Weak Lensing Euclid forecast using Redbook specifications. In the left panel, choosing \( c_{\text{nl}} \) and \( s \) in the red region, will yield a 1\( \sigma \) marginalized error on \( \mu \) which is 60\% larger than in the benchmark case (see Table 5 for the benchmark forecast). In the right panel we see that for the MG parameter \( \Sigma \) the maximum positive and negative discrepancy is only of about 6\%. The maximum and minimum discrepancy for the MG parameter \( \eta \) is of -15\% and 50\%. This means that the parameter \( \Sigma \) (defined as the lensing Weyl potential, and therefore directly constrained by Weak Lensing) is much less sensitive to changes in the non-linear prescription parameters.

| Euclid (Redbook) | \( \Omega_c \) | \( \Omega_b \) | \( n_s \) | \( \ell A_s \) | \( h \) | \( \mu \) | \( \eta \) | \( \Sigma \) | \( c_{\text{nl}} \) | \( s \) | MG FoM |
|------------------|-------------|-------------|---------|---------|-------|-------|-------|-------|-------|-------|--------|
| Fiducial         | 0.254       | 0.048       | 0.969   | 3.060   | 0.682 | 1.042 | 1.719 | 1.416 | 1      | 1      | relative |
| GC(nl-HS)        | 1.0\%       | 2.8\%       | 1.3\%   | 1.1\%   | 2.0\% | 1.7\% | 784\% | 480\% | 372\% | 236\%  | 2.4     |
| WL(nl-HS)        | 6.5\%       | 25\%        | 8.3\%   | 9.1\%   | 19\%  | 25\%  | 46\%  | 6.0\% | 1680\% | 899\%  | 4.2     |
| GC+WL(nl-HS)     | 1\%         | 2.8\%       | 1.2\%   | 1\%     | 1.9\% | 1.6\% | 2.6\% | 1.2\% | 333\% | 166\%  | 8.5     |

Table 9. 1-\( \sigma \) fully marginalized errors on the cosmological parameters and the two HS parameters \( c_{\text{nl}} \) and \( s \) for a Euclid Galaxy Clustering forecast, a Weak Lensing forecast and the combination of both in the late-time parameterization of Modified Gravity using non-linear scales and the HS prescription. In contrast to Table 5 (where \( c_{\text{nl}} \) and \( s \) had been fixed to the benchmark value) here we include \( c_{\text{nl}} \) and \( s \) as free parameters and marginalize over them. The MG FoM is computed relative to the same Euclid Redbook GC linear case, used previously. The errors and the MG FoM show the expected behavior of adding two nuisance parameters, and remain quite stable. All other naming conventions are the same as for Table 5. Remarkably, the combination of GC and WL is still able to constrain all Modified Gravity parameters at the level of 1-2 \% after marginalizing over the non-linear parameters.
We study in this paper the constraining power of upcoming large scale surveys on Modified Gravity theories, choosing a phenomenological approach that does not require to specify any particular model. To this purpose we consider the two functions $\mu$ and $\eta$ that encode general modifications to the Poisson equation and the anisotropic stress. We study three different approaches to MG: redshift-binning, where we discretize the functions $\mu(z)$ and $\eta(z)$ in 5 redshift bins and let the values of $\mu$ and $\eta$ in each of the bins vary independently with respect to the others; an early-time parameterization, where $\mu$ and $\eta$ are allowed to vary at early times and their amplitude can be different from unity today; a late-time parameterization where $\mu$ and $\eta$ are linked to the energy density of dark energy and therefore they are very close to unity in the past, but they can vary considerably at small redshifts. For convenience, we summarize all results in Table 10, with a direct link to the section and tables related to each scenario.

We use the predictions of linear perturbation theory to compute the linear power spectrum in Modified Gravity and then use a prescription to add the non-linearities, by interpolating between Halofit non-linear corrections computed for the linear power spectrum for the MG model and for the corresponding GR model ($\eta = \mu = 1$). We find that the non-linear power spectrum is sensitive to changes in $\mu$ and $\eta$; limiting the analysis to linear scales significantly reduces the constraining power on the anisotropic stress. Using this prescription, we perform Fisher forecasts for Galaxy Clustering and Weak Lensing, taking into account linear and non-linear scales. We use the specifications for Euclid (using Redbook specifications), SKA1 & SKA2 and DESI (only ELG). In addition to these surveys we also include Planck priors obtained by performing an MCMC analysis with Planck data for the MG parameterizations considered here.

In the redshift-binned case, we find that in the linear case the $\mu_i$ and $\eta_i$ parameters are strongly correlated, while including the information coming from non linear scales reduces this correlation. We compute a figure of merit (FoM), given by the determinant of the $\mu$-$\eta$ part of the Fisher matrix, for the cases examined, finding that the combination of Galaxy Clustering and Weak Lensing is able to break the degeneracies among Modified Gravity parameters; as an example the error obtained with the non-linear prescription on $\mu$ ($\eta$) in the first redshift bin changes from 7% (20%) for Galaxy Clustering to 2.2% (3.6%) when this is combined with Weak Lensing, even if Weak Lensing alone is not very constraining for the same parameters. Overall, constraints are stronger at low redshifts, with the first two bins ($0 < z < 1$) being constrained at better than 5% for both $\mu$ and $\eta$ if non-linearities are included (while the constraints are half as good, < 10%, if we only consider linear scales).

Given the significant correlation between the $\mu_i$ and $\eta_i$ parameters, we apply the ZCA decorrelation method, in order to find a set of uncorrelated variables, which gives us information on which redshift dependence of $\mu$ and $\eta$ will be best constrained by future surveys. If one combines GC+WL (Euclid Redbook)+Planck, the best constrained combinations of parameters (effectively $2\mu + \eta$ in the lowest redshift bin) will be measured with a precision of better than 1%. In the linear case, the errors on the decorrelated $q_i$ parameters are about 2 orders of magnitude smaller than for the primary parameters, while in the non-linear HS case, the improvement in the errors is of one order of magnitude. This also shows that applying a decorrelation procedure is worth even when non-linearities are considered.

In addition to binning Modified Gravity functions in redshift, we also forecast the constraining power of the same probes in the case where we assume a specific time evolution for the $\mu$ and $\eta$ functions. We choose two different and complementary time evolutions, used in [1] and to which we refer as late-time and early-time evolution. We investigate also in this case the impact of the non-linear prescription interpolating between Halofit and the MG power spectrum. For these parameterizations we extract constraints on the present reconstructed value of $\mu$, $\eta$ and $\Sigma$, where the latter is the parameter actually measured directly by Weak Lensing. In the late time parameterization, in the linear case, $\mu$ is mainly constrained by GC (although poorly, at the level of 17%) while WL constrains directly $\Sigma$, the modification of the lensing potential, at the level of 9%. Adding non-linear scales allows to significantly improve constraints down to less than 2% for GC (on $\mu$) and to less than 5% on $\Sigma$ for those two probes. Combining probes allows to reach $1 - 2\%$ on all Modified Gravity values of the $\mu$, $\eta$ and $\Sigma$ functions at $z = 0$.

In the early-time parameterization, we find that including non-linearities allows to constrain also the $\eta$ and $\Sigma$ functions with GC alone at the level of 8% and 5%, respectively. This is related to the early time deviations from GR
allowed by this parameterization, which are not present in the late time case: a variation in $\eta$ can yield a variation of the amplitude of the power spectrum, which can then be measured in the mildly non-linear regime. Overall, also in this case the combination of Weak Lensing and Galaxy Clustering leads to errors of the order of 1% on the values of these functions at present.

Finally, we test the impact on the forecasts given by uncertainties appearing in the non linear HS prescription, related in particular to the parameters $c_{\text{nl}}$ and $s$. We find that the errors on the parameters $\mu$ and $\eta$ can vary by up to 90% for the Galaxy Clustering case and up to 65% for Weak Lensing when we change the fiducial values of the HS parameters in a region between 0 and 3 for $c_{\text{nl}}$ and 0 and 1 for $s$. The effect on $\Sigma$ is quite small, with a discrepancy of $\pm6\%$ compared to the benchmark case. Interestingly, when we include these two parameters as extra nuisance parameters in our forecast formalism and marginalize over them, the effect is very small and the errors found previously remain stable both for GC, WL and their combination.

It is clear that limiting the analysis to linear scales discards important information encoded in structure formation. On the other hand, a realistic analysis of non-linear scales would have to include several further effects (baryonic effects, higher order RSD’s, damping of BAO peaks, corrections to peculiar velocity perturbations, higher order perturbation theory in Modified Gravity, just to name a few), which make our non-linear case an optimistic limit. Therefore, the quantitative true constraints given by a survey like Euclid will probably lie in between these two limiting cases.
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Appendix A: Transformation of primary variables in Modified Gravity

1. Late time parameterization

Our main observables are parameterized in terms of the primary variables $E_{11}$ and $E_{22}$ from Equation 11; we are however interested in forecasting the constraints on the pair of secondary variables $\{\mu, \eta\}$ or on the pair $\{\mu, \Sigma\}$.

Therefore we need to transform the variables using a Jacobian $J_{ij} = \frac{\partial \tilde{\theta}_i}{\partial \theta_j}$, where $\theta_j$ is the set of primary variables and $\tilde{\theta}_i$ is the vector of secondary variables. Eqns. (5,9,10) allow us to express the $\tilde{\theta}_i$ as a function of the variables $\theta_i$ and to obtain the non-vanishing derivatives of $\mu$ and $\eta$ w.r.t to all cosmological parameters:

$$\frac{\partial \mu}{\partial \Omega_c} = -E_{11}, \quad \frac{\partial \eta}{\partial \Omega_c} = -E_{22}$$

$$\frac{\partial \mu}{\partial \Omega_b} = -E_{11}, \quad \frac{\partial \eta}{\partial \Omega_b} = -E_{22}$$

$$\frac{\partial \mu}{\partial E_{11}} = 1 - \Omega_b - \Omega_c - \Omega_\nu, \quad \frac{\partial \eta}{\partial E_{22}} = 1 - \Omega_b - \Omega_c - \Omega_\nu .$$

With these derivatives we can construct the inverse of the Jacobian $J^{-1}_{ij} = \frac{\partial \theta_i}{\partial \mu}$. The Fisher matrix in the secondary variables $\tilde{F}_{ij}$ is then given by

$$\tilde{F} = J^T F J$$

(A4)

For the parameter set containing $\tilde{\theta}_i = \{\mu, \Sigma\}$ we obtain the following non-vanishing derivatives

$$\frac{\partial \mu}{\partial \Omega_c} = -E_{11}, \quad \frac{\partial \Sigma}{\partial \Omega_c} = -\frac{1}{2}E_{22}(1 + E_{11}(1 - \Omega_b - \Omega_c - \Omega_\nu))$$

$$- \frac{1}{2}E_{11}(2 + E_{22}(1 - \Omega_b - \Omega_c - \Omega_\nu))$$

(A5)

$$\frac{\partial \mu}{\partial \Omega_b} = -E_{11}, \quad \frac{\partial \Sigma}{\partial \Omega_b} = -\frac{1}{2}E_{22}(1 + E_{11}(1 - \Omega_b - \Omega_c - \Omega_\nu))$$

$$- \frac{1}{2}E_{11}(2 + E_{22}(1 - \Omega_b - \Omega_c - \Omega_\nu))$$

(A6)

$$\frac{\partial \mu}{\partial E_{11}} = 1 - \Omega_b - \Omega_c - \Omega_\nu, \quad \frac{\partial \Sigma}{\partial E_{11}} = \frac{1}{2}(2 + E_{22}(1 - \Omega_b - \Omega_c - \Omega_\nu))(1 - \Omega_b - \Omega_c - \Omega_\nu)$$

$$\frac{\partial \Sigma}{\partial E_{22}} = \frac{1}{2}(1 + E_{11}(1 - \Omega_b - \Omega_c - \Omega_\nu))(1 - \Omega_b - \Omega_c - \Omega_\nu)$$

(A7)

(A8)

(A9)

(A10)

2. Early time parameterization

In the early time case, we have two parameters for each $\mu(a)$ and $\eta(a)$ function as in Eq. (11). If we are interested in the parameters $\mu$, $\eta$ and $\Sigma$ today ($a = 1$), then the parameters $E_{12}$ and $E_{21}$ are not important anymore and we can simply marginalize over them in our Fisher matrix. Then the relation between $\mu$ and $\eta$ is very simple $\{\mu, \eta\} = 1 + \{E_{11}, E_{22}\}$. The corresponding Jacobian is simply a $7 \times 7$ identity matrix and we can apply it to the Fisher matrix after we marginalize over the two unimportant parameters.

For the transformation to the pair $\mu, \Sigma$ we use the definition of $\Sigma$ of Eq. (5) and then find the derivatives with respect to $E_{ij}$. We obtain

$$\frac{\partial \Sigma}{\partial E_{11}} = \frac{1}{2}(2 + E_{22})$$

$$\frac{\partial \Sigma}{\partial E_{22}} = \frac{1}{2}(2 + E_{11}) ,$$

(A11)

(A12)

while all other derivatives remain the same.
Appendix B: Derivatives of the Power Spectrum with respect to $\mu$ and $\eta$

In this section we investigate the derivatives of the power spectrum with respect to the MG parameters. Using the Jacobians from the previous Appendix A, we can convert our fundamental derivatives $\partial P(k, z)/\partial E_{ij}$ to derivatives of $\partial P(k, z)/\partial (\mu, \eta)$ evaluated at $z = 0$.

![Figure 21](image1.png) Derivatives of the matter power spectrum $P(k, z)$ w.r.t. the MG parameters $\mu$ and $\eta$ in the late-time parametrization.

![Figure 22](image2.png) Derivatives of the matter power spectrum $P(k, z)$ w.r.t. the MG parameters $\mu$ and $\eta$ in the early-time parametrization.

We can see from the previous figures that in the early-time parametrization the derivative of the power spectrum with respect to $\eta$ has a similar shape as the derivative with respect to $\mu$, making $\eta$ detectable by a Galaxy Clustering survey. To explain this, we derive the equation governing the evolution of density fluctuations for a cold dark matter (CDM) species, based on the equations implemented on the code MGCAMB presented in [12], expressed here in the conformal Newtonian gauge. In the following, a dot represents derivative with respect to conformal time $\tau$:

\[
\dot{\delta} = -(1 + w)(\theta - 3\dot{\Phi}) - 3\mathcal{H}(\frac{\delta P}{\delta \rho} - w)\delta \tag{B1}
\]

\[
\dot{\theta} = -\mathcal{H}(1 - 3w)\theta - \frac{\dot{w}}{1 + w} - \theta + \frac{\delta P/\delta \rho}{1 + w}k^2\delta - k^2\sigma + k^2\Psi \tag{B2}
\]

For CDM we have $\sigma = w = c_s^2 = \delta P/\delta \rho = 0$, then:

\[
\dot{\delta} = - (\theta - 3\dot{\Phi}) \tag{B3}
\]

\[
\dot{\theta} = -\mathcal{H}\theta + k^2\Psi \tag{B4}
\]

We have parameterized the solution to $\Psi$ as:

\[
k^2\Psi = -4\pi G a^2 \mu(\tau)\rho(\tau)\delta(\tau) \tag{B5}
\]

and since we are also requiring gravitational slip $\eta = \Phi/\Psi$, we then have the Poisson equation for $\Phi$:

\[
k^2\Phi = -4\pi G a^2 \mu(\tau)\eta(\tau)\rho(\tau)\delta(\tau) \tag{B6}
\]
Taking the time derivative of (B3) and using (B4) and (B3) to replace $\dot{\theta}$ and $\theta$, and substituting $\Psi$ from (B5), we obtain:

$$\ddot{\delta} + \mathcal{H} \dot{\delta} = 3H\dot{\Phi} + 3\ddot{\Phi} + 4\pi G a^2 \mu \rho \delta$$

(B7)

In general, derivatives of $\Phi$ appearing on the right hand side will depend on both $\mu$ and $\eta$. Their contribution is larger in the early-time parameterization with respect to the late-time one.

**Appendix C: Other Decorrelation Methods**

In section VC we have worked with a special decorrelation method, ZCA (Zero-phase component analysis, first introduced by [73] in the context of image processing), which allows us to find a new vector of decorrelated variables $q$ that is as similar as possible to the original vector of variables $p$. Other decorrelation methods do not share this property, so in this section we want to illustrate their difference with respect to ZCA. In the next subsections we show for the Principal Component Analysis and Cholesky decomposition methods, a subset of our previous results, namely the Galaxy Clustering non-linear case, using the HS prescription for a Euclid survey with Redbook specifications.

a. **Principal Component Analysis**

Principal Component Analysis (PCA) [76] is a well known method, which rotates the vector of variables $p$ into a new basis, using the eigenmatrix of the covariance matrix $C$. At the same time, it is the method that maximizes the compression of all components of $p$ into the components of $q$ using as measure the cross-covariance between $q$ and $p$ (see [74] for more details and references). This method is useful for dimensional reduction or data compression, since the information is stored in as few components as possible. This is achieved by using the $W$ matrix

$$W = \Lambda^{-1/2} U^T$$  

(C1)

where $\Lambda$ and $U$ represent the eigensystem of $C$ (defined in Eqn. 33).

Then, it follows that the transformed covariance matrix $\tilde{C}$ is whitened:

$$\tilde{C} = \Lambda^{-1/2} U^T C \Lambda^{-1/2} U^T$$

(C2)

$$= \Lambda^{-1/2} U^T U \Lambda U^T \Lambda^{-1/2} U^T$$

(C3)

$$= \mathbb{I}$$

(C4)

As done previously, we renormalize $W$ in such a way that the sum of the square of the elements of each row sum up to unity. In Figure 23 we show in the left panel the weight matrix $W$ and in the right panel the 1\sigma errors for the original and decorrelated variables. We see that the most constrained $q$ variables are the last components $q_8$-$q_{11}$, where most of the information has been compressed into. These 4 variables are complicated linear combinations of $A_s$, $\mu_{1,2,3}$ and $\eta_{1,2,3}$. This is the same we found for ZCA (cf. Fig. 8 and Eqns. (8)). However, the interpretation in terms of the old variables $p$ is not so simple anymore. We can see from the weight matrix and the 1\sigma errors, that the most unconstrained parameter is $q_1$, which is basically equivalent to $\eta_5$. This means that this parameter can be eliminated from the analysis if one wants to do dimensional reduction.

b. **Cholesky decomposition**

Cholesky decomposition of the Fisher matrix $F = LL^T$, allows us to define a decorrelation method that compresses all components of $p$ into an upper triangular matrix of components of $q$. This is achieved by using the $W$ matrix:

$$W = L^T$$

(C5)

Then the covariance matrix will be whitened:

$$\tilde{C} = L^T (LL^T)^{-1} L$$

(C6)

$$= L^T (L^T)^{-1} L^{-1} L$$

(C7)

$$= \mathbb{I}$$

(C8)
As done previously, we renormalize $W$ in such a way that the sum of the square of the elements of each row sum up to unity. In Cholesky decomposition, since we are constructing it via an upper triangular matrix (see left panel of Fig. 24), the new parameter $q_{11}$ will be identical to the parameter $\eta_5$, which is, as we have seen before (section VD1), the less constrained parameter. This decorrelation method is useful if one wants to have an ordering of the variables (see [74] and references therein). On the other hand $q_1$ is almost identical to $A_i$, since as we have seen in section VD1, it becomes decorrelated from the MG parameters in the non-linear case.

Figure 23. **Left:** weight matrix $W$ for PCA. **Right:** $1\sigma$ fully maximized errors on the primary parameters $p$ (blue lines) and the errors on the uncorrelated derived parameters $q$ (orange lines). Notice how all the important information is constrained in as few variables as possible, namely the last elements of $q_i$.

Figure 24. **Left:** weight matrix $W$ for the Cholesky decorrelation. **Right:** $1\sigma$ fully maximized errors on the primary parameters $p$ (blue lines) and the errors on the uncorrelated derived parameters $q$ (orange lines). Notice how in this case, because of the upper triangular construction, the new variables $q_{9,10,11}$ are equivalent to $\eta_{3,4,5}$. The parameter $A_i$ is decorrelated in the non-linear HS case for GC, therefore it is almost equivalent to $q_1$ as was also the case in ZCA (compare with Fig. 6).

**Appendix D: Weight matrices coefficients**

Here we explicitly show the coefficient of the $W$ matrices illustrated in Figures 6, 9 and 12. Tables 11 and 12 contain the coefficient matrices obtained for Galaxy Clustering in the linear and non-linear HS prescription cases respectively, while Tables 13 and 14 contain the coefficients obtained for WL. Finally, Table 15 reports the coefficients for the combination of GC, WL and *Planck* priors, in the non-linear HS case.
Table 11. Coefficients of the Matrix $W$ for the Euclid Redbook GC forecasted covariance matrix, using linear power spectra. The entries marked with red are those whose absolute values are larger than 0.25.

$$
q_i = \begin{bmatrix}
0.986 & -0.064 & -0.112 & -0.093 & -0.037 & -0.038 & -0.002 & 0.005 & -0.002 & 0.005 & 0.002 \\
-0.021 & 0.677 & -0.349 & -0.091 & -0.042 & -0.008 & 0.516 & -0.367 & -0.086 & -0.021 & 0.001 \\
-0.025 & -0.233 & 0.731 & -0.194 & -0.051 & -0.011 & -0.317 & 0.492 & -0.166 & -0.021 & 0.001 \\
-0.030 & -0.088 & -0.281 & 0.755 & -0.061 & 0.036 & -0.073 & -0.331 & 0.465 & -0.086 & -0.001 \\
0.032 & -0.108 & -0.192 & -0.161 & 0.240 & 0.258 & -0.324 & 0.197 & -0.405 & 0.057 & -0.001 \\
-0.086 & -0.058 & -0.110 & 0.252 & 0.637 & 0.659 & 0.224 & -0.001 & 0.143 & -0.046 & -0.018 \\
-0.001 & 0.492 & -0.452 & -0.071 & 0.008 & 0.331 & 0.617 & -0.391 & -0.113 & -0.038 & 0.001 \\
0.001 & -0.296 & 0.593 & -0.275 & -0.029 & -0.000 & -0.331 & 0.575 & -0.209 & -0.031 & 0.000 \\
-0.001 & -0.115 & -0.329 & 0.635 & -0.124 & -0.028 & -0.157 & 0.344 & 0.558 & -0.065 & 0.001 \\
0.008 & -0.092 & -0.136 & -0.390 & 0.614 & -0.030 & -0.176 & -0.167 & -0.216 & 0.381 & 0.001 \\
0.140 & 0.126 & 0.180 & -0.194 & -0.645 & -0.089 & -0.218 & -0.029 & 0.157 & 0.049 & 0.199 \\
\end{bmatrix}
$$

Table 12. Coefficients of the Matrix $W$ for the Euclid Redbook GC forecasted covariance matrix, using the non-linear HS prescription. The entries marked with red are those whose absolute values are larger than 0.25.

$$
q_i = \begin{bmatrix}
0.760 & -0.005 & 0.475 & 0.131 & 0.005 & 0.034 & 0.247 & 0.329 & 0.095 & 0.004 & -0.000 \\
-0.000 & 0.673 & -0.592 & -0.055 & 0.013 & 0.008 & 0.328 & -0.290 & -0.034 & -0.001 & -0.000 \\
0.033 & -0.594 & 0.674 & 0.013 & -0.003 & -0.000 & -0.392 & 0.318 & 0.010 & 0.000 & 0.000 \\
0.075 & -0.457 & 0.112 & 0.754 & 0.002 & 0.004 & -0.310 & 0.039 & 0.326 & 0.001 & 0.000 \\
0.022 & 0.892 & -0.187 & 0.017 & 0.102 & 0.064 & 0.326 & -0.208 & -0.064 & -0.000 & 0.000 \\
0.251 & 0.859 & -0.030 & 0.048 & 0.098 & 0.090 & 0.414 & -0.078 & -0.029 & 0.004 & 0.009 \\
0.034 & 0.054 & -0.600 & -0.074 & 0.009 & 0.008 & 0.356 & -0.280 & -0.037 & -0.000 & 0.000 \\
0.047 & -0.096 & 0.642 & -0.098 & -0.053 & -0.002 & -0.293 & 0.324 & 0.013 & 0.001 & -0.000 \\
0.108 & -0.576 & 0.167 & 0.655 & -0.015 & -0.005 & -0.311 & 0.165 & 0.304 & 0.003 & 0.002 \\
0.256 & -0.718 & 0.380 & 0.136 & -0.003 & 0.032 & -0.010 & 0.448 & 0.197 & 0.111 & 0.061 \\
-0.029 & -0.734 & 0.253 & 0.068 & 0.000 & 0.166 & 0.084 & 0.506 & 0.218 & 0.122 & 0.197 \\
\end{bmatrix}
$$

Table 13. Coefficients of the Matrix $W$ for the Euclid Redbook WL forecasted covariance matrix, using linear power spectra. The entries marked with red are those whose absolute values are larger than 0.25.

$$
q_i = \begin{bmatrix}
0.926 & -0.004 & -0.323 & -0.039 & -0.040 & -0.066 & -0.043 & -0.168 & -0.004 & -0.000 & 0.001 \\
-0.000 & 0.669 & -0.595 & -0.051 & 0.012 & 0.013 & 0.332 & -0.291 & -0.031 & -0.001 & -0.000 \\
-0.021 & -0.552 & 0.711 & 0.029 & 0.005 & 0.016 & 0.270 & 0.339 & 0.014 & 0.001 & 0.000 \\
-0.025 & -0.460 & 0.288 & 0.725 & 0.016 & 0.040 & -0.238 & 0.150 & 0.312 & 0.002 & 0.000 \\
-0.159 & 0.657 & -0.289 & 0.102 & 0.476 & 0.156 & 0.418 & 0.155 & -0.007 & 0.006 & 0.001 \\
-0.168 & 0.455 & 0.622 & 0.158 & 0.100 & 0.486 & 0.223 & 0.236 & -0.016 & -0.001 & -0.002 \\
-0.006 & 0.667 & -0.585 & -0.053 & 0.015 & 0.012 & 0.366 & -0.274 & -0.026 & 0.000 & -0.000 \\
-0.023 & -0.560 & 0.704 & 0.032 & 0.005 & 0.013 & -0.263 & 0.345 & 0.017 & 0.001 & 0.000 \\
-0.005 & 0.576 & 0.277 & 0.636 & -0.002 & -0.008 & -0.238 & 0.165 & 0.319 & 0.004 & 0.001 \\
0.026 & -0.306 & 0.670 & 0.239 & 0.110 & 0.037 & 0.114 & 0.359 & 0.209 & 0.109 & 0.096 \\
0.180 & -0.799 & 0.053 & 0.033 & 0.069 & -0.140 & -0.055 & 0.044 & 0.154 & 0.271 & 0.452 \\
\end{bmatrix}
$$

Table 14. Coefficients of the Matrix $W$ for the Euclid Redbook WL forecasted covariance matrix, using the non-linear HS prescription. The entries marked with red are those whose absolute values are larger than 0.25.
Although it is not symmetric in \(p_1\) and \(p_2\) it can be interpreted as a distance between the two distributions and measures the information gain since it is non-negative (\(D(p_2||p_1) \geq 0\), non-degenerate (\(D(p_2||p_1) = 0\) if and only if \(p_1 = p_2\)) and it is invariant under re-parametrizations of the distributions as \(p_1(\theta) d\theta = p_1(\tilde{\theta}) d\tilde{\theta}\). In the form given here the information gain is measured in nits as in Section IV D, to convert nits to bits it is enough to divide the result by \(\ln(2)\).

For the special case of \(p_1(\theta)\) and \(p_2(\theta)\) being multivariate Gaussian distributions, with the same mean values and covariance matrices \(A\) and \(B\) respectively, we obtain

\[
D(p_2||p_1) = -\frac{1}{2} \left[ \ln \left( \frac{\det(A)}{\det(B)} \right) + \text{Tr} \left[ B^{-1} A \right] \right].
\]

We then define a Kullback-Leibler matrix \(\mathcal{K}\) composed of the KL-divergence measure among our observables, defined as:

\[
\mathcal{K}_{ij} = D(p_j||p_i).
\]

where \(p_i\) and \(p_j\) represent our observables: GC(lin), GC(nl-HS), WL(lin), WL(nl-HS), GC+WL(lin) and GC+WL(nl-HS) in the redshift binned parameterization of section V. In this way we can quantitatively see how much information is gained when going from one probe like Galaxy Clustering to another probe like Weak Lensing. In Figure 25 we plot in the left panel the KL matrix \(\mathcal{K}_{ij}\) when no Planck priors are added and in the right panel the KL matrix when Planck priors are added to all probes. For visualization purposes, we plot the logarithm of the KL matrix: \(\log_{10} \mathcal{K}_{ij}\). Blue (red) colours represent small (large) information gain, while black represents no information gain at all, which is by construction the case on the diagonal, \(\mathcal{K}_{ii} = 0\). The rows of the KL matrix represent the reference observable of \(p_i\) and the columns, the new observable \(p_j\). The information gain when going from a linear WL observable to a non-linear GC observable or to a combined GC+WL (linear and non-linear) observable is considerably high at about \(\approx 10^6\) to \(10^7\). However, when adding a Planck prior, this gets reduced by at least 2 orders of magnitude, since the prior is strong and then there is not as much new information gained in the new observables. On the opposite case, we can see that the row corresponding to GC+WL(nl-HS) is mostly blue, meaning that there is little gain of information when going to one of the other observables.

Table 15. Coefficients of the Matrix \(W\) for the Euclid Redbook GC+WL case using the non-linear HS prescription and adding a CMB Planck prior. The entries marked with red are those whose absolute values are larger than 0.25.
Figure 25. Kullback-Leibler divergence matrices $K_{ij}$. This matrix represents graphically the information gain between all possible observables in the redshift binned parameterization of section V. We have plotted here the logarithm of the KL-divergence matrix, for illustrative purposes. Therefore the diagonal is $-\infty$ and it is represented by a black color. **Left:** KL matrix without Planck priors. The maximum gain is about $10^7$ when going from WL(lin) to GC+WL(non-linear) and we can observe that GC+WL does not gain extra information when complemented with the other observables, which is expected. **Right:** In this case we compare the observables, when a Planck prior is added beforehand. The overall information gain is now smaller, with a maximum of about $10^6$. The maximum gain comes when comparing WL (linear and non-linear) to GC and GC+WL (non-linear).