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ABSTRACT

We have explored the evolution of gas distributions from cosmological simulations carried out using the RAMSES adaptive mesh refinement (AMR) code, to explore the effects of resolution on cosmological hydrodynamical simulations. It is vital to understand the effect of both the resolution of initial conditions and the final resolution of the simulation. Lower initial resolution simulations tend to produce smaller numbers of low mass structures. This will strongly affect the assembly history of objects, and has the same effect of simulating different cosmologies. The resolution of initial conditions is an important factor in simulations, even with a fixed maximum spatial resolution. The power spectrum of gas in simulations using AMR diverges strongly from the fixed grid approach - with more power on small scales in the AMR simulations - even at fixed physical resolution and also produces offsets in the star formation at specific epochs. This is because before certain times the upper grid levels are held back to maintain approximately fixed physical resolution, and to mimic the natural evolution of dark matter only simulations. Although the impact of hold back falls with increasing spatial and initial-condition resolutions, the offsets in the star formation remain down to a spatial resolution of 1 kpc. These offsets are of order of 10-20\%, which is below the uncertainty in the implemented physics but are expected to affect the detailed properties of galaxies. We have implemented a new grid-hold-back approach to minimize the impact of hold back on the star formation rate.
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1 INTRODUCTION

Cosmological simulations are valuable tools for improving our understanding of the formation of structures in the Universe. For many years, large pure dark matter cosmological simulations have been capable of modelling large-scale properties of the Universe (e.g. Kim et al. 2015; Springel et al. 2005; Riebe et al. 2013; Teyssier et al. 2009; Kim et al. 2011, 2009; Park 1990). Recently, however, improved methods and computing resources have allowed the development of large-scale hydrodynamical cosmological simulations (Vogelsberger et al. 2014; Nelson et al. 2015; Schaye et al. 2015; Dubois et al. 2014; Crain et al. 2015; Gottlöber et al. 2010).

A principal advantage of such simulations is that they can be compared to observations from large redshift surveys of cosmic objects (Li et al. 2016; ?, Choi et al. 2010; Park et al. 2005, 1994). However, the predictions of these simulations depend on various factors, such as the properties of the initial conditions, the simulation resolution, and the implemented sub-grid physics. These have been explored extensively in a number of works, such as Kim et al. (2014), Frenk et al. (1999), L’Huillier et al. (2014), Klypin & Prada (2017), Schneider et al. (2016) and Rudd et al. (2008), among others.

Various factors in the initial conditions (ICs) affect the final outcome of cosmological simulations. For example, L’Huillier et al. (2014) use N-body simulations carried out using GADGET-III (Springel 2005, 2000) and GPTPM (Dubinski et al. 2004; Park et al. 2005), analysing the effect of the starting redshift, the order of the perturbation theory used for the initial conditions, the simulation code, and whether the pre-ICs are glass or gridded, while Rudd et al. (2008) studied the effect of baryons and cooling on the matter power spectrum. Such studies are vital to the future of cosmology because current surveys are reaching the point where the matter power spectrum of the Universe can be de-
fined to very fine precision (e.g. Dawson et al. 2013; Huterer & Takada 2005). However, various authors have shown that on small scales N-body simulations are unable to precisely model the matter power spectrum, because of baryonic effects (van Daalen et al. 2011; Schneider & Teyssier 2015; Schneider et al. 2016; Rudd et al. 2008).

The density field of the ΛCDM universe contains structure on many different scales. In simulations, this is limited by both the simulation volume, which defines the maximum scale, and the simulation resolution which sets the minimum meaningful scale. The simulation resolution is commonly given as the gravitational softening length (in particle codes) or the minimum cell size (in grid codes). However, in such cases, the initial power is truncated at the resolution of the initial conditions, which can be several orders of magnitude less than the force resolution of the simulation. Schneider et al. (2016) note that AMR codes require higher resolution than SPH codes at early times, in order to produce similar small scale power. This difference decreases at later times.

Cosmological probes have recently become incredibly precise with the advent of missions such as PLANCK (e.g. Planck Collaboration et al. 2016), SDSS (SDSS Collaboration et al. 2016) or WiggleZ (Drinkwater et al. 2010), for example. Thus, the results of simulations are being tested like never before. The exquisite observations require ever more precise simulations, meaning that approximations which have previously been acceptable are no longer adequate (Huterer & Takada 2005).

Many simulation papers quote their resolution as the force resolution of the simulation runs, i.e. the highest resolution. However, these scales are often orders of magnitude smaller than the resolution of the initial conditions. It is the initial conditions, however, that define the minimum scale length of the initial fluctuations in density and/or velocity, as well as the mass resolution of the dark matter component. It is critically important to check whether or not the simulation is representative of the intended cosmological model, given the box size of the simulation, and the mass resolution of the initial conditions. Thus, when comparing simulations one must be mindful of the initial conditions resolution, because information and degrees of freedom can be missing, even if the quoted force resolution is the same.

In this paper we explore the effect of resolution on the outcome of the gas component of cosmological simulations, and disentangle the contrasting effects of the simulations resolution (force resolution) and the initial conditions resolution (IC resolution). The effect of various aspects of the simulation on the dark matter (or total matter, which is dominated by the dark matter) component has been extensively studied previously (e.g. Schneider et al. 2016; L’Huillier et al. 2014).

Teyssier (2002) showed that for a given set of initial conditions the small scale power increases along with the simulation force resolution, (see Figure 11 of Teyssier 2002). In RAMSES this is controlled by the number of refinement levels. Furthermore, Rasera & Teyssier (2006) note that the mass resolution, which is set by the resolution of the initial conditions, has a strong impact on the smallest structures which form, and the distribution of star formation. This is because halos with fewer than 400 particles will not form stars in their simulation. This means that the distribution of stars and feedback will be different as the force and initial conditions resolution are changed. This will also impact the power spectrum of the gas due to feedback effects.

Below the scale on which we can readily calculate the power spectrum of the simulation we must rely on other diagnostics. Small-scale fluctuations of the gas influence, and are affected by, the star formation physics. Thus, for small scales, in high resolution simulations, we utilize the cosmic star formation rate as a complementary measure of the gas properties.

We will introduce the initial conditions and simulation code in section 2 and then present the results of our analysis in section 3 using the results of RAMSES simulations with different resolutions and present a potential solution to some of the points made in section 4. In section 5 we discuss our findings and present our conclusions.

2 METHODS

2.1 Simulations

2.1.1 Initial Conditions

We generate initial conditions using MUSIC\footnote{https://bitbucket.org/ohahn/music} (Hahn & Abel 2011, 2013). MUSIC is designed to produce Gaussian random fields from a given power spectrum (in our case a ΛCDM power spectrum). The method relies on Lagrangian Perturbation Theory (LPT), which is implemented up to second order terms (LPT2). The code generates Gaussian initial conditions based on a random number seed provided by the user, which means that the initial conditions are entirely reproducible, and different resolution simulations could have the same configurations of density fluctuations at the overlapped frequencies.

MUSIC uses a real-space transfer function which is periodically replicated along the length of the box. This differs from other codes which sample in k-space (e.g. Fraschetti et al. 2010; Bertschinger 2001). Ultimately, however, the end result is the same to very high accuracy (Hahn & Abel 2011).

We use MUSIC to generate both dark matter and baryonic initial conditions, which are generalized in the code as a two-phase fluid. We use the second order mode in LPT when calculating the initial velocity and density fields, for improved accuracy in higher order modes (L’Huillier et al. 2014). We utilize a transfer function using the fitting formula of Eisenstein & Hu (1998), which includes baryon acoustic oscillations. Using this initial power spectrum the velocity and density fields for the dark matter and the gas are the same.

We set the initial redshift to be $z=100$, and use a cosmology of $(\Omega_m, \Omega_c, \Omega_b, H_0, \sigma_8, n_{\text{spec}}) = (0.276, 0.724, 0.045, 70.3, 0.811, 0.961)$ in a $32 \, h^{-1} \text{Mpc}$ box (e.g. Hahn & Paranjape 2014). The initial power spectra are shown in Fig. 1. These initial conditions are used throughout the paper, and will be indicated by the prefix ‘I’ throughout, where $x$ is 6, 7, 8 or 9. This will be referred to as the IC resolution. Furthermore, we will characterise the simulation resolution, the formal resolution of the simulation, as a second ‘F’ where $y$ is the maximum refinement level of the simulation. The
simulation will be quoted as “IxFy” in the text. The length scale being probed by a given level is given as

\[ S = \frac{L_B}{2^l} \]  

(1)

where \( L_B \) is the box size and \( l \) is the grid level. For the initial conditions \( l=x \), and the maximum possible resolution has \( l=y \).

As the initial conditions resolution increases, more small-scale fluctuations are encoded in the initial power spectrum as shown in Fig. 1. For example, the I9Fy initial conditions contain information between wavenumbers \( k=6 \ h/\text{Mpc} \) and \( k=50 \ h/\text{Mpc} \) which is not present in the I6Fy initial conditions. In each simulation we use the same set of random number seeds. This means that the overlapped frequencies in the initial power spectrum are identical, i.e. there is no cosmic variance to take into account between simulations. Additionally, the simulation resolution sets the minimum spacial scale, while the IC resolution sets the dark matter mass resolution. This means that the I6Fy, I7Fy, I8Fy and I9Fy simulations have a dark matter particle mass of \( 1 \times 10^{10} M_\odot \), \( 1.4 \times 10^9 M_\odot \), \( 1.8 \times 10^9 M_\odot \) and \( 2.2 \times 10^9 M_\odot \) respectively. As the gas mass is adaptive, the minimum gas mass is limited by the simulation resolution or \( l_{\text{min}} \). The stellar mass is set by the simulation resolution as well. Schneider et al. (2016) note that accurate (to within a few percent) power spectra are attained to \( k=10 \ h/\text{Mpc} \) for particle masses \( 1 \times 10^9 M_\odot \).

2.1.2 RAMSES

We use the Adaptive Mesh Refinement (AMR) code called RAMSES (Teyssier 2002, 2010), which follows the evolution of dark matter, gas and stars across cosmic time. We use the standard publicly available version of RAMSES in most of this paper. RAMSES follows dark matter, gas, and stars using an adaptive mesh. Dark matter is traced by particles, using gravitational forces calculated on the mesh, while the hydrodynamical component is discretized on the mesh, rather than using particles. This means that the mass resolution of the dark matter is set by the initial conditions, while the gas resolution is refined into smaller and smaller units until the simulation resolution is attained.

Refinement can be carried out in various ways, but we chose the Quasi-Lagrangian method typical of cosmological simulations. Using this approach, the refinements are triggered by the number of particles in a cell, as well as a given gas density threshold.

However, when star formation is allowed, RAMSES includes a second criterion for refinement. In order to maintain approximately constant force resolution in physical units the upper levels of refinement are “held back” so that the volume can be refined to maintain the physical resolution (Dubois et al. 2014). This prevents unjustifiably high physical force resolution at early times, as will be discussed in detail later. In RAMSES, the resolution is intrinsically coming because the simulation volume is subdivide by the mesh, and the entire volume grows as the universe expands. Many of the physical processes, however, rely on constant physical force scales and this must be taken into account via the hold-back approach.

The criteria for star formation are based on the temperature of the gas, a density threshold, and a Kennicutt-Schmidt law (Kennicutt 1998; Dubois et al. 2012). Star formation is formally deactivated by, for example, setting the star formation efficiency to zero. Stars, once formed, return energy into the ISM from supernovae within around 10 Myr, which act to heat the gas and prevent overcooling (Dubois & Teyssier 2008).

One interesting aspect of AMR simulations is that AMR codes are less effective at resolving halos with lower particle numbers. Thus, AMR simulations are more expensive than treecodes because they require higher resolutions in order to resolve the same mass of object at early times (Schneider et al. 2016). This greater sensitivity to resolution is inherent in the AMR methodology rather than the RAMSES code itself, and its effect is especially prevalent at high redshift (e.g. O’Shea et al. 2005). This is important if one wishes to compare simulations carried out using different simulation codes. For example, in Schneider et al. (2016) a comparison between RAMSES with a spacial resolution of \( 2 \ h^{-1}\text{kpc} \) (and an IC resolution of \( 244 \ h^{-1}\text{kpc} \)) and GADGET3 with a gravitational softening length of \( 10 \ h^{-1}\text{kpc} \) (using the same ICs) resulted in a matter power spectrum in RAMSES having a 10% offset at \( z=3.8 \) for \( k \sim 10 \ h^{-1}\text{Mpc} \) compared to GADGET3. This offset decreased over time as larger halos dominate the power spectrum (Schneider et al. 2016). For a further code comparison and tests of different hydrosolvers on a galaxy scale also see Few et al. (2016), Schneider et al. (2016), O’Shea et al. (2005), Hahn & Abel (2011) among others.

We do not tune the subgrid physics of the simulation
to any particular observations, because the purpose of this paper is to explore how the properties of the simulation change with resolution. For the star formation physics we use $\epsilon_{\text{star}}=0.02$, $\Delta_{\text{star}}=55$, $n_{\text{star}}=0.1$, $m_{\text{star}}=0.2$, $\eta_{\text{sn}}=0.1$ for the fully star forming runs, where $\epsilon_{\text{star}}$, $\Delta_{\text{star}}$, $n_{\text{star}}$, $m_{\text{star}}$, $\eta_{\text{sn}}$ are the star formation efficiency, the star formation threshold in critical density, the star formation threshold in $H/cm^3$, the star particle mass in units of the SPH mass, and the supernova mass fraction respectively. The star formation efficiency is the ratio of the free fall time and the star formation time scale or the efficiency with which gas is transformed into stars. $m_{\text{star}}$ is defined according to the SPH mass, which is given by $\text{mass}_{\text{SPH}} = \Omega_b/\Omega_m 2^{-3}$, where $x$ is the grid level of the initial conditions and $\Omega_b$ and $\Omega_m$ are the baryon and total matter fractions. The supernova mass fraction is the fraction of a stars mass that is ejected when it undergoes a supernova. We use the basic supernova feedback implementation in RAMSES, which is simple thermal feedback.

In order to turn off star formation we set $\epsilon_{\text{star}}=0.0$. This, however, also turns off the grid hold-back in our version of RAMSES. We set $n_{\text{star}}=10^6$ to allow grid hold back but prevent star formation. This last parameter also means, however, that the polytropic pressure support is turned off. The polytropic pressure support sets a minimum temperature for the gas of a given density and acts to ensure that the Jeans length is at least 4 grid cells (Teyssier et al. 2013; Gabor et al. 2016). The polytropic pressure support sets a minimum temperature for the gas of a given density and acts to ensure that the Jeans length is at least 4 grid cells (Teyssier et al. 2013; Gabor et al. 2016). The polytropic temperature used is 10,000K. This does not strongly affect the power spectrum compared to the star formation physics or the impact of the grid hold-back, at least for the $k$ values of interest in this paper. The other parameters are kept constant, in order to assess the impact of the resolution as the only varying parameter.

2.2 Calculating the Power spectrum
The power spectrum of matter in the simulation is calculated on a 512$^3$ grid (an effective resolution of 62.5 $h^{-1}$kpc) with each grid cell containing

$$\delta_{i,j,k} \equiv \frac{\rho_{i,j,k}}{\rho_{\text{gas, dm}}} - 1,$$

(2)

where $i$, $j$, and $k$ are the index of the cell from 1 to 512, $\rho$ is the density of a cell, and $\bar{\rho}$ is the mean density of the gas, dark matter or total matter. Unless otherwise stated we use the same species on the denominator as the numerator rather than total matter. The only expected difference is the precise normalisation of the power spectrum rather than its shape, which is of primary interest here. The power spectrum is then,

$$P(k) = \langle |\delta(k)|^2 \rangle,$$

(3)

$$\delta(k) = \frac{1}{V} \int \delta(x) \exp(i k \cdot x) d^3 x,$$

(4)

where $V$ is the volume of the simulation box, $k$ is the Fourier mode and $x$ is the position. $k$ is defined as $2\pi m/V^{1/3}$, where $m$ is the mode number from 1 to 512.

| Name | $l_{\text{min}}$ | $l_{\text{max}}$ | Resolution $h^{-1}$kpc |
|------|----------------|----------------|------------------------|
| I6F9 | 6              | 9              | 62.5                   |
| I7F9 | 7              | 9              | 62.5                   |
| I8F9 | 8              | 9              | 62.5                   |
| I9F9 | 9              | 9              | 62.5                   |
| I6F15| 6              | 15             | 1                      |
| I7F15| 7              | 15             | 1                      |
| I8F15| 8              | 15             | 1                      |
| I7F10| 7              | 10             | 32.25                  |
| I7F12| 7              | 12             | 8                      |
| I7F14| 7              | 14             | 2                      |

Table 1. Summary of the simulations used in this paper. * this corresponds to 1.4 kpc, which is the gravitational softening length used in Illustris-2 (Vogelsberger et al. 2014).

We calculate the power spectrum on a 512$^3$ grid, which corresponds to a level 9 grid. This corresponds to a resolution of 62.5 $h^{-1}$kpc, and is used throughout the paper. Since we are using data from the entire periodic volume, no window function is required.

As we are sampling the density field at certain points in the gas, we do not need to correct the recovered power spectrum, as in Cui et al. (2008). However, the finite cell size explains the deviation in the different initial power spectra in Fig. 1 near the Nyquist frequency. For the dark matter, we assign mass to the regular grid using a cloud-in-cell approach and so the corresponding correction is required (Cui et al. 2008).

3 RESULTS
3.1 Comparison with a fixed grid simulation
In order to explore the impact of IC resolution on the results of cosmological simulations, we compare a set of simulations with different initial resolutions but the same maximum force resolution. To understand the impact of the AMR methodology implemented in RAMSES we also run a static grid simulation at the same force resolution. This requirement limits the available force resolution due to the extensive resource requirement of static grid simulations with high resolution. In §3.1.1 we use simulations with initial coarse grids of 6, 7, 8 and 9, corresponding to resolutions of 500, 250, 125 and 62.5 $h^{-1}$kpc respectively, and a force resolution of 62.5 $h^{-1}$kpc. Thus, the level 9 simulation (I9F9) is the fixed grid one, and is used as a reference. These simulations are summarised in Table 1.

3.1.1 Default runs with star formation (IxF9 simulations)
We expect that the power spectra of lower mass resolution simulations will converge towards the power spectrum of the highest mass resolution run, in this case I9F9 as the resolution in the initial conditions increases. This is the goal of most numerical convergence studies, that the results of a simulation converge to a given answer as the simulation becomes increasingly precise. In this case, we expect to see this convergent behaviour because more of the $\Lambda$CDM power
spectrum is traced as the IC resolution increases, and there are more degrees of freedom. We also expect that the difference between I9F9 and the other runs will decrease smoothly.

The upper panel of Fig. 2 illustrates that the $z=0$ power spectrum of the dark matter converges smoothly towards the high-resolution instance. The difference between the various AMR simulations and the reference simulation decreases with increasing resolution. The dark matter component varies smoothly, with the greatest difference at the Nyquist frequency ($\sim 50.46\, h/Mpc$), as expected. The gas power spectrum (lower panel), however, shows a large jump in the small-scale power between the AMR cases and the reference simulation, and there is no convergence at all. Furthermore, this difference occurs across a much larger range of $k$ than in the dark matter, with divergence from approximately $5.0\, h/Mpc$, rather than just close to the Nyquist frequency.

Figure 3 shows the differences between the AMR runs and the reference simulation, defined by

$$\delta_{\text{sim}}^{\text{ref}} = \frac{P(k)_{\text{sim}}}{P(k)_{\text{ref}}} - 1,$$

where $P(k)_{\text{sim}}$ is the power spectrum of a given simulation, and $P(k)_{\text{ref}}$ is the reference run (e.g. L’Huillier et al. 2014; Cui et al. 2008). For the dark matter, the difference only exceeds 1 for the I6F9 run and then only near the Nyquist frequency. For I7F9 and I8F9 the differences at $\log(k)=1.5$ are $\delta_{\text{I7F9}} = 0.8$ and 0.3 respectively. The gas component is, by far, more concerning. The difference in small scale power reaches as high as $\delta_{\text{I8F9}} = 12.0$. Furthermore, the difference between the AMR runs is much smaller than the difference between the AMR runs and the reference. The differences between I6F9 (I7F9) and I8F9 is 0.3 (-0.07). This implies a considerable divergence between simulations carried out using a fixed grid and an adaptive mesh.

One potential reason for this disagreement is that the initial conditions introduce more small scale power at higher resolution, i.e. the initial power spectrum extends to higher values of $k$. However, although the specifics of the power spectrum show some differences caused by the loss of initial small scale power, the major difference is in the AMR versus fixed grid runs rather than between different AMR runs. O’Shea et al. (2005) compared an AMR simulation at high redshift with one carried out using GADGET II (Springel et al. 2005). The match between the codes was poor at early times before the density exceeded the threshold for refinement in the AMR code, but improved over time (from $z=10$ to $z=3$) but their results do not extend to $z=0$.

As the $z=0$ gas power spectra in runs with AMR diverge so significantly from fixed-grid simulations, it is vital to ascertain why. If this difference is not understood it becomes difficult to understand the results of cosmological AMR simulations generally. If the gas distribution shows a strong dependency on the choice of simulation approach, even on comparatively large scales (e.g. $k=125\, h^{-1}\text{kpc}$, Fig. 3), identifying which simulation results are scientifically useful is difficult.

As the initial conditions show much greater similarity than the gas power spectra at $z=0$, this difference clearly develops over the run of the simulation. Thus, understanding the evolution of the power spectrum becomes critical in interpreting the difference between the AMR and reference simulations.

Figure 4 takes four values of $k$, marked by the three points in the lower panel of Fig. 3 and traces their evolution through time. The evolution of the power spectrum over time is smooth only for the fixed grid (dashed line) in both the dark matter and the gas. The AMR simulations (solid lines) show evolution punctuated by large changes in the gas power spectrum (and lesser ones in the dark matter), and each simulation shows these jumps at predefined intervals. These intervals are fractions of the expansion factor, $a_{\text{exp}}$.

The smaller-scale power evolves in step with the number of grids because of the restriction in the maximum refinement level discussed above (e.g. Dubois et al. 2012). Once a new level is allowed, the initial power on that level is too low because the initial density fluctuations on this scale are due only to the initial density fluctuation in the gas (in our case this is a simple step function). However, the result of the simulation is not strongly influenced by any well behaved interpolation (see Rabold & Teyssier 2017). Once that level is allowed, further fluctuations are able to build up due to various gravitational and hydrodynamical processes. The last refinement level is
allowed after $a_{\text{exp}} \sim 0.8$ for each of the AMR runs. For I8F9 this is the only refinement release, because there is only one allowed refinement level, which is held back until this epoch. Before this epoch, the simulation functioned as a I8F8 fixed grid. Importantly, only the last refinement level release is responsible for the high $\delta_{\text{AMR}}$ at $z=0$ as the last jump in power makes all the AMR power spectra have similar distributions, (essentially erasing the previous distribution) and sets the shape of the $z=0$ power spectrum in each of the AMR runs.

The release of the highest refinement level at $a_{\text{exp}} \sim 0.8$ disturbs the system and builds up spurious small-scale power, of approximately the same magnitude in each AMR run. Furthermore, the shock to the system of releasing that level 9 grids to form stars. Without the effectively constant physical resolution at early times there will be insufficient mass in a cell at high redshift to correctly form stars. When RAMSES is in pure hydrodynamics mode (i.e. star formation is forbidden by setting $\epsilon_{\text{star}}=0$) this restriction is not implemented. In this case, the system does not experience the same sudden, and global, change in the number of grids. If we carry out the same I6F9, I7F9, I8F9 and I9F9 simulations as above but explicitly turn off star formation (and grid hold-back), the number of grids evolves smoothly (dashed lines, Fig. 5) in each simulation even if the exact evolution of the number of grids changes with resolution. For example, there are far more grids overall in level 9 in the I8F9 simulations than in the lower resolution runs because more particles are present to trigger refinements. Furthermore, the number of grids at level 9 in the I8F9 run peaks at $a_{\text{exp}} = 0.25$ and then falls at later times. Ultimately, however, the two modes reach approximately the same number of grids by $z=0$ but the additional small scale power in the gas seen in Fig. 2 is not apparent (lower panel Fig. 6).

Figure 6 shows the power spectra of the four simulations for the gas and dark matter when the star formation is turned off and grids are not held back. There are substantially more grids, and so degrees of freedom in the gas, at early times when no star formation takes place. In this case the different IC resolution runs converge with increasing resolution as initially predicted. This is clearly demonstrated in Fig. 7, which shows a smaller $\delta_{\text{AMR}}$ for the dark matter power spectra and a considerably smaller (an order of magnitude compared to the star forming case) $\delta_{\text{AMR}}$ for the gas. This difference is not due to star formation physics as at IxF9 resolution, and star formation would be expected to reduce the small scale power, not enhance it.

This has important consequences for the choice of refinement strategy, and demonstrates that large global refinements cause considerable artefacts in the system as a result of the approach to refinement. When the grids are free to form according to the density distribution alone, the evolution is as expected, and the increasing resolution of the initial conditions causes a smooth convergence towards the reference model.

The evolution of the non-star forming material is also of interest. For the dark matter, the largest $\delta_{\text{AMR}}$ at $z=0$ occurs mainly close to the Nyquist frequency (shown in Fig. 7). However, for I6F9 and I7F9 the small-scale power in the dark matter is much higher compared to the reference model at early times and barely evolves over time (Fig. 8, top row). This is because even though grids are allowed to form on small scales, the dark matter particles have not sufficiently clumped at early times to produce power on the smallest scales measured, and the apparent power on these scales is numerical rather than physical. Once the particles have become sufficiently clumped that the power at high $k$
Figure 4. The evolution of the power spectral amplitude measured at three fixed scales of $k$ against the expansion factor. The top and bottom rows show the evolution for dark matter and gas, respectively. From the left column the simulations I6F9, I7F9 and I8F9 are shown. In each panel the dashed line shows the power spectrum for the associated AMR simulation (e.g. I6F9, I7F9 and I8F9) while the solid line show the evolution of the fixed grid I9F9 simulation. For clarity we shade the region of difference between IxF9 and I9F9. The values of $k$ are coloured to match the points in Fig. 3 which show the associated $k$ value. The dashed lines are plotted only when the simulation has reached a sufficient grid level that there is information on that scale. If the force resolution is lower than the resolution of the fixed grid used to calculate the power spectrum, then no line is shown. In the fixed grid case the simulation always has this resolution. The title of each column describes the line colour of the represented simulation in Figs. 2 and 3.

Figure 5. The inherent differences in the evolution of grid populations at each refinement level with and without star formation. In each panel we show the evolution of the number of generated grids with the star formation mode (solid lines) contrasting with the runs without star formation (dashed lines; see text for details). Note that before $a = 0.8$ no grid refinements at this level are allowed in the star-forming case, and no grids in level 8 are allowed before $a = 0.4$ in any of the star forming simulations. At the epoch when the restriction on the refinement is lifted, there is a noticeable jump in the number of grids even in lower levels. This is required to prevent grid cell size differences of more than one level in high density regions. The non-star-forming case does not show the same hold-back. The panels show which of the different IxF9 simulations applies in each panel. Only levels which are produced by refinement are shown.
is meaningful, the AMR and reference runs grow similarly, as shown in the I8F9 run.

The gas power spectrum shows a sharply different evolution. As there is no discretion into particles for the gas, there is meaningful information as soon as the mesh has refined to the level corresponding to that \( k \) value. The dark matter power reaches a maximum value at \( z = 0 \), while the gas peaks at \( a_{\exp} \sim 0.3 \) and then falls again. This is true at all \( k \) and for all runs. There is less power at high \( k \) in the AMR runs compared to the reference with falling \( \Delta_{\mathrm{AMR}} \) as the resolution increases as shown in Figs. 6 and 7. But this is true at all times throughout the run.

Where the grids are not held back, and the adaptive mesh is free to refine according to the pseudo-Lagrangian method alone, the different evolutions of gas are much closer to the reference model.

However, in the star-forming case, the gas showed the largest offset from the reference model without star formation, the dark matter shows the strongest offset, and this offset is strongest at early times (c.f. O’Shea et al. 2005).

### 3.2 Simulation force resolution

One issue with the above analysis is that there are few available refinement levels for the AMR to use. This limited simulation resolution was chosen so that a fixed grid could be used as a reference model. However, many RAMSES simulations use around 7 refinement levels (e.g. Dubois et al. 2016). Thus, in order to test the effect of the IC resolution on the outcome of a more realistic RAMSES simulation we allow refinements up to level 15. It is clearly impossible to generate a fixed grid reference model down to these resolutions, and would involve 32768 grids, which is beyond the reach of current computing facilities. We continue to calculate the power spectrum on the 512 grid used in the previous section. The simulation resolution is also a vital factor in determining the endpoint power spectrum of the simulation as discussed by many authors (e.g. Teyssier 2002). In order to explore the impact of the simulation resolution we ran a new set of simulations I7F10, I7F11 and I7F12 and I7F15. The I7F15 simulation has a force resolution of \( \sim 1 \) \( h^{-1} \text{kpc} \), while I7F12 has a force resolution of \( \sim 8 \) \( h^{-1} \text{kpc} \). The F15 resolution is comparable to the gravitational softening used in Illustris-2 for the gas particles, and Illustris-1 for dark matter. The two, however, are not entirely equivalent because the minimum gas cell size used is an order of magnitude smaller for the Illustris gas smoothing scale than the softening scale, while in RAMSES the two are equivalent.

For the gas, the difference between the cased with and without grid hold-back is very large, (compare panels (a) and (b) in Fig. 9 and the top panel of Fig. 10) while the difference is less evident in the dark matter. This is unsurprising as the dark matter is not directly affected by feedback (though it will be influenced by the redistribution of baryons). At this point we will concentrate on the gas as there is an extensive literature on the behaviour of the dark matter (e.g. L’Huillier et al. 2014).

The insight that these higher simulation resolution runs have more power on small scales relative to the reference
simulation (I9F9) is unsurprising. This is because the higher simulation resolution is expected to naturally produce more small-scale power over the evolution (e.g. Fig 11, Teyssier 2002). If we assume that the highest resolution simulation (I7F15) is the most accurate simulation of the Universe, we can compare each simulation to this new reference simulation. See section 3.3 for a more detailed discussion of the limits of the final spatial resolution for a given set of ICs.

The lowest resolution (I7F9, I7F10) simulations have less power on small scales than the highest resolution case, and this is exactly as expected; the more degrees of freedom in the system, the more small scale power we expect to build up. As the resolution increases, there is initially an increase in the power at high \( k \) (from \( \sim 2 \) to \( \sim 6 \)). However, between I7F12 and I7F15 the power falls again (from \( \sim 6 \) to \( \sim 5 \)), such that I7F15 has the lowest power of all the runs. This is illustrated in the middle panel of Fig. 10, which shows a growing \( \delta_{I7Fy}^{ref} \) (\( \delta_{I7Fy}^{ref} \), henceforth) from I7F9 to I7F11 and then a decrease from I7F11 to I7F12. Although at the highest \( k \), I7F9 and I7F10 have less power than I7F15 because, for most values of \( k \) there is more power.

The gas without hold back (or star formation) clearly shows a much stronger difference from the runs with grid hold-back as we increase the resolution (bottom panel of Fig. 10). This is because there has been more time when the highest resolution levels were available, effectively meaning that the co-moving resolution was higher at early times, allowing extensive cooling (overcooling) to take place. There is on average less power in the star forming case than in the no-hold-back case at the same resolution (top panel, Fig. 10).

There is a strong influence of resolution on the power spectrum without hold-back, but it is markedly different to the with-hold-back case. As we increase the resolution, there is more power on small scales in each case, and as the resolution increases the difference between the lower resolution runs and the reference decreases and converges. For I7F9 and I7F10 the maximum \( \delta \) is approximately -1.0 at \( k = 1.8 \) h/Mpc, while for I7F12 it is -0.15 (peaking at +0.1 at intermediate \( k \)). This difference is a lot smaller than in the hold-back case. Furthermore, the trend in \( \delta_{I7Fy}^{ref} \) does not turn over. This is because the hold-back case produces stars more efficiently at higher force resolution and so additional physics affects the outcome while at lower resolution the effect of hold-back is more important (lower panel Fig. 9).

### 3.3 IC resolution at higher simulation resolution

The maximum simulation resolution has a strong effect on the predictions of the simulation in both the dark matter and gas, while not all these trends are obvious. It is vital to extend the work in §3.1.1 to a resolution more similar to most current hydrodynamical simulations (e.g. Vogelsberger et al. 2014). Thus, we carry out the same procedure for a simulation resolution of 1 h^{-1}kpc, keeping the same box size as in the previous sections. Due to the relatively high computational cost we omit the I9F15 simulation, leaving I8F15 as the simulation with the highest IC resolution. We
carry out the simulation with and without hold-back as before. The lack of star formation in the non-hold-back case enables the gas to generate more power on smaller scales, because there is nothing to resist cooling where no stars are formed. Indeed, this is a manifestation of the ‘overcooling problem’ (Rasera & Teyssier 2006), which is overcome via strong feedback (see the preceding section and Fig. 12).

We have increased the maximum force resolution to F15. This is not ideal for the lower resolution initial conditions (e.g. I6) because the resulting dynamic range is very high (a factor 512). If we carry out a dark matter-only simulation we can see that I6, I7 and I8 naturally reach between six and seven additional levels of refinement. The fact that the I6 simulation is able to achieve level 15 in full hydrodynamical mode means that these extra two levels are only due to the effect of the hydrodynamics, and not the natural distribution of dark matter clustering. The higher resolution
can result in numerical effects caused by particle-particle scattering and collisions. The levelling over time of the dark matter only simulation is shown in Fig. 11. Thus, the I6F15 simulation in particular may show unphysical properties. In this paper, however, we intend to show the impact of the resolution on the outcome of simulations, so although the reader is invited to remain aware of this caveat, we will carry out simulations to F15 so that we have the maximum possible dynamic range. We will discuss carrying out simulations to F12 and F13 respectively in the appendix.

The non-hold-back simulations demonstrate strong convergence with the I6F15 simulation having less power ($\delta_{I6F15} = -0.56$) on small scales than the I7F15 and I8F15 simulations, and the I7F15 has slightly less power than the I8F15 simulations ($\delta_{I8F15} = -0.11$). Thus, the highest resolution simulation is able to form smaller structures with a greater density contrast. This is also clear for IxF12 and IxF13 runs shown in the appendix. Conversely, where star formation occurs, there is a considerable reduction in the small-scale power. This is because the stellar feedback acts on the ISM to prevent cooling and collapse which occurs in the non-star-forming case. The difference in I8F15 with and without star formation is $\delta_{SF} = 20$ (SF is star forming (held back) and nSF is non-star forming (non-held-back)), which is considerable. However, we see the opposite trend compared to the simulation resolution result in the non-held-back runs because the IC resolution and smaller scale power are anti-correlated. We can see that the crossover occurs between IxF13 and IxF15, because the order of the power spectra at high $k$ swaps between these two spatial resolutions for the held-back case. This suggests that the effect of star formation is dominant over the IC resolution. But it should be remembered that we don’t have the simulation with the full initial resolution and fixed grid that can be used as the reference.

The critical difference among the grid hold-back runs appears to be the total mass of stars formed, shown in the middle panel of Fig. 12 and Figs. A1 and A2. As the amount of energy released into the gas from stars is a function of the mass of stars formed, the higher star formation rate runs will produce less small scale power on intermediate scales. However, on smaller scales higher star formation may result in clumpier gas and so higher small scale power. We do not measure the power spectrum to these scales, however. The middle panel of Fig. 12 demonstrates that the I8F15 simulation has a higher star formation rate than I7F15 or I6F15 (or any of the runs in the appendix). This higher resolution simulation, therefore, removes more gas from the ISM (in order to form stars), and heats the gas via feedback. This means it is more difficult to form the next generation of stars. Furthermore, although changing the star formation efficiency, or density threshold, changes the shape of the star formation history, the overall amount of stellar mass formed remains smaller in the lower resolution runs compared to the higher resolution runs for a range parameters (e.g. the star formation efficiency ranges from 0.02-0.2 but the total mass of stars does not reach I7F15 from I6F15).

One of the reasons for this effect is that the simulations with the higher resolution ICs have more particles. As the chosen refinement criteria are the ‘Quasi-Lagrangian’ type, where refinement is controlled by the number of particles in a grid cell, the more particles in the system the more readily the simulation can refine. As the resolution decreases, the (dark) matter density field is traced using fewer and fewer particles, which means that there is much less chance of getting eight of those particles in a cell. This is reflected in the bottom panel of Fig. 12, which shows the number of grids in refinement level for each of the simulations. I8F15 has far more than I6F15, for example, because of this. Thus, more grids in the I8F15 run have sufficient density to form stars compared to I6F15, and, therefore, the star formation rate is higher.

Figure 13 zooms in on a subregion of the simulation volume for the different runs for which a power spectrum is presented in Fig. 12, and visually displays the gas distribution. It is instantly clear that even at fixed force resolution, the resolution of the initial conditions has a striking impact on the final gas distribution. For I6F15 there are far fewer small scale clumps than in the higher resolution simulations regardless of whether star formation takes place or not. It is therefore vital to supply both the initial and final resolutions of simulations in order to make valid comparisons between different simulations. With the absence of small scale structure in lower resolution initial conditions the simulated galaxies will have very different assembly histories.

### 3.4 Hold-back

In section 3.1 we presented evidence that hold-back of the grids introduces excess power into the small scale density field. Figure 9 demonstrated that this effect is only true for I7F9 and I7F10, and breaks down after I7F12, whereupon star formation physics reduces the formation of smaller structures. When the simulation resolution is low, the no-hold-back case shows less small-scale power than the hold-back case. However, as the simulation resolution increases, the impact of holding back the grids is mitigated by star formation. The effect is probably still relevant on smaller scales, but on the scales of interest in this paper the no-hold-back and held-back cases show only slight differences in I7F12.

From I7F15 the difference between the non-held back

---

3 RAMSES is capable of allowing different grid levels for dark matter and hydrodynamics, using the $\text{CIC}_\text{MAX}$ parameter. This can be set to be lower than the $\text{LEVELMAX}$ parameter which is used to define the maximum spatial resolution.
simulation and the non-held-back (no stars formed) simulation of I7F15 is -0.15. We know that, by this point, the effect of the additional grids on the power spectrum is not as important on the scales of $62.5 \ h^{-1} \text{kpc}$ as previously shown in Fig. 9. However, we complement these simulations with an additional set. Here, we allow the grid-hold back, but suppress star formation by increasing the density threshold required to form stars to a high enough level that star formation becomes impossible using $n_{\text{star}}$ which has the side effect of turning off polytropic support. We also include a set of runs where the hold back is turned off but stars are allowed to form as before. This may introduce spurious numerical effects at early times due to the high resolution.

In the low resolution I7F9 run, the star formation has minimal impact on the power spectrum, as almost no stars are formed, the difference in power is dominated by the refinement approach (i.e. whether the grids are held back or not). In the top left panel of Fig. 14, we see that the two simulations with hold-back are similar, while the no-hold-back simulation shows less small-scale power than before.

In I7F12 the star formation is considerable (bottom left panel) and the power spectrum in the grid hold-back case strongly diverges from the non-held-back runs while the two non-held-back runs show similar power spectra regardless of whether the grids are held back or not.

However, the grid hold-back tends to affect the power spectrum close to the resolution of those grid cells. In I9F11 there is no visible impact on the power spectrum in grid hold-back run but this may be occurring on much smaller scales than we are probing. Each grid release is $l_{\text{max}}$, where $n$ is the number of levels held back. So at I7F15 level 15 is released at $a_{\exp} = 0.8$ while for I7F13 it is level 13 which is released at that time. Lower levels are increasingly less affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected and, therefore, to examine the importance of the grid hold-back on simulations with higher simulation resolution we must use other methods. For example, the cosmic star formation rates shown in the lower-most panel of the Fig. 14 demonstrate that the star formation rate is still strongly affected.
Figure 13. Effect of increasing the IC resolution on the outcome of the simulation. The gas density distribution of the volume near the most massive halo (with a mass of $6.4 \times 10^{13} h^{-1} M_{\odot}$) which is $8 h^{-1} \text{Mpc}$ wide in the top (bottom) two rows in projection. Panels a, b, c in the upper two rows show the runs with star formation, while panels d, e, f show the distribution for the no star formation, free grid run. From left to right the I6F15, I7F15 and I8F15 runs are shown. In panels a-f the density is taken only down to F9 so the same information is available in these plots as is used to produce the power spectra in Fig. 10. In panels g–l we shows a zoomed in region $1.6 h^{-1} \text{Mpc}$ down to level 15 (this region is marked as the white square in panel a).
Figure 14. The effect of star formation and the grid hold-back criterion at different simulation resolutions. Each of the four upper panels show the power spectra of eight different simulations. In each panel the purple lines, and region, show the power spectra of three simulations with an IC and simulation resolution of I7F15. These are the same in each panel. Also shown are the power spectra of simulations with the same IC resolution and different simulation resolutions. The blue, orange, green and red lines show the profiles for I7F9, I7F10, I7F11 and I7F12. The solid lines show the power spectrum where stars are allowed to form, and the AMR grids are held back; the dashed line shows the non-star-formation run with grids able to refine freely; the dotted line has no star formation but holds back the upper grid levels and the dot-dashed line shows the evolution when stars form but the grid hold back is turned off. In the lowest resolution simulation, were very few stars form, the dominant effect is whether the grids are held back or not. This changes the power spectrum on small-scales by an order of magnitude. As the resolution increases, more stars form (bottom panels), and the effect of the grid hold-back effects smaller and smaller scales, the dominant effect is the star formation physics. The ICs are the same as used previously and is the green line in Fig. 1. The coloured region shows the difference between the star forming and non-star forming free refinement simulations.
star formation increases with resolution as before although
than 1 kpc, (I8F15 has a resolution of 1
resolution of 1 kpc there where still peaks/offsets in the star
simulations all produce similar amounts of stars. The total
star formation increases with resolution as before although
not to the same degree (for the 16, 17, and 18 runs the stellar
mass ratios are: 1: 1.16, 1.26 for the 16 h$^{-1}$Mpc box,
1:1.48:1.73 for the 32 h$^{-1}$Mpc box and 1: 5.12: 7.66 for the
64 h$^{-1}$Mpc box). This explains the increasing divergence of
the gas power spectrum in the different simulation volumes,
as discussed previously.

However, 16F12, 17L13, and 8L14 have the same force
and initial conditions resolution, the only difference is the box
size and the subsequent evolution of the material. In
the different boxes, δ$_{18F12}^{8L14}$ ranges from -0.75 (at low k) to
0.07 (at high k) while δ$_{8L14}^{8L14}$ ranges from -0.3 to 0.2 and low
and high k, respectively. At the same time the star formation
histories of these three simulations similar with 7% and 12%
more stars produced in 16F12 and 17L13 relative to 8L14.

It is noteworthy that when we tested a simulation with a resolution of 1 kpc there where still peaks/offsets in the star
formation history corresponding to the grid release epochs
using the public code 4. Although for much of this paper
we have a maximum spatial resolution which is more
close than 1 kpc, (8F15 has a resolution of 1h$^{-1}$kpc, comparable
to the gravitational softening length used Illustris-2 simul-
ation for gas or Illustris-1 for dark matter particles, see
Vogelsberger et al. 2014, for details) the same feature is still
visible at resolutions where the galaxy discs are resolved. It
implies that this is a typical result, and not due to spurious
effects caused by the relatively low resolution adopted here.
This demonstrates that the shock to the system is due to the
properties of the gas, and not the star formation physics. In
other words, more sophisticated treatment of star formation
beyond the Kennicutt-Schmidt relation adopted in the pub-
lic version of RAMSES may resolve the star formation rate
issue. However, because it has an impact on the underlying
gas distribution as well (even if this is second order if the
star formation rate is high), there may be spurious numerical
effects due to additional clumping in the gas.

4 A SOLUTION TO THE PROBLEM
As grid release impacts the power spectrum and the star for-
mation rate even at 1 kpc resolution, we need to reduce or
mitigate the problem. The simplest way would be to remove
the grid hold back entirely, and allow the system to evolve

with a constant co-moving resolution. This is not preferred
because: (1) much of the subgrid physics assumes approxi-
ately fixed physical resolution; (2) the resulting evolution
of gas properties might be due to the numerical effects of
the changing physical resolution rather than physics; (3) at
early times the force resolution will be high compared to
the mass of dark matter and stars, potentially introducing
two-point scatter in the N-body component.

In the following section we concentrate on simulations
with high resolution, where the power spectrum is domi-
nated by the star formation effects. As there is a signature of
the grid hold back in the star formation rate we will concen-
trate on the cosmic star formation history as the principal
diagnostic of the effectiveness of our new method. We are in-
terested in the flow of gas on galaxy, or sub-galactic, scales,
and so the power spectrum is less effective an approach, due
to the limited resolution of the grid cells used to calculate
the Fourier Transform.

An alternative solution to the global refinement ap-
proach to the grid hold back of (Dubois et al. 2014) is to
maintain the grid-hold back, but instead of releasing the grids via a on/off switch we transition more gradually. The
prescription of grid release used in our modified version of
RAMSES uses a Logistic function of the form:

\[ n_{\text{refine}}(a) = n_{\text{max}} + (n_{\text{max}} - n_d) \left( 1 - \frac{1}{1 + \exp^{-S(a-d)}} \right), \tag{6} \]

where \( S \) sets the steepness of the slope, \( c \) is the epoch at
which the refinement level is released, \( n_{\text{refine}} \) is the current
number of particles in a cell required for refinement under
the quasi-Lagrangian approach, and \( n_{\text{final}} \) is the final num-
ber of particles required for refinement, usually 8 (Dubois et al. 2014).

We take \( c \) from the current RAMSES code,

\[ c = 4^{1/n_d}2^{-(l_{\text{max}}-l_i)}, \tag{7} \]

where \( n_d \) is the number of dimensions, \( l_{\text{max}} \) is the maximum
refinement level, and \( l_i \) is the \( i \)th refinement level. Using
these equations the grid release occurs more gradually, with
a rate that depends on the value of \( S \).

The upper panel of Fig. 16 shows how this new refine-
ment method evolves. The dashed line shows a depiction of
the former method, where the upper refinement levels
are forbidden until certain values of \( n_{\text{refine}} \). In terms of the
\text{m.refine} criterion, the number of particles per cell is effec-
tively infinite before the transition and the user provided
value (usually 8) afterwards. In the new method, given by
Eqn. 6, before the transition \text{m.refine} is set to be very high
(for example 1000 particles/cell). The number of particles
required to refine drops over time to reach the user defined
value shortly afterwards. The lower panel shows how the
rate of the fall is affected by the value of the parameter \( S \).
At very high \( S \) the slope is effectively the same as the old
criterion.

During the transition period, the cells begin to refine
according to Eqn. 6. Over the transition period high resolu-
tion regions can be said to have higher resolution than lower
density regions, but this is entirely within keeping with the
AMR paradigm. High density regions refine first, when the
value of \( n_{\text{refine}} \) is still high, while lower density regions (but
with more than $n_f$ particles per cell) refine later. This follows the natural refinement method of AMR codes, where the accumulation of matter triggers refinements and so should not introduce unphysical effects.

Figure 17 shows the most massive halo for a number of test simulations. The figure shows the halo at $z = 0$ in a I7F14 simulation, with each panel showing a different set of parameters in Eqn. 4. The top-left panel shows the simulation carried out using the most current version of RAMSES and using the original global refinement method. The values of the slope in Eqn. 6 are shown as $S$ in each panel. Although there are some differences, particularly in the angular momentum of some of the discs, the overall appearance of the gas discs seen are not hugely dissimilar, with some simulation-to-simulation differences. For example, panel $S = 200$ the $y$-plane is more different to the former method panel than any of the other runs, at least by eye. There are differences in the precise inclination or position of galaxies in each panel, due to the essentially chaotic behaviour of cosmological systems. Globally, however, there is not a strong systematic difference in morphology, for example. This means that our new method does not strongly affect galaxy properties, although it does appear to impact galaxy positions. Having said this, the initial conditions of these simulations are a factor of two lower resolution than the highest resolution simulation discussed previously, so the galaxies may not be completely resolved.

In Fig. A3 we compare the $S = 60$ simulation with a simulation carried out without the new method in the I8F15 simulation with a resolution of $1 h^{-1}$kpc, and again, the overall shape of the galaxies is not vastly different. If
there is any effect of the new method it is that galaxies appear more relaxed than using the original approach.

However, one of the primary goals of this method was to remove the spurious peaks in the star formation history caused by the global refinements. Figure 18 shows the original SFH for the I7F14 (and I8F15) simulation in black. There are strong peaks at around 5 and 11 Gyr corresponding to the global refinements. The size of the peak is softened with decreasing $S$, until they have almost vanished at $S=60$ for both I7F14 and I8F15. The $m_{\text{refine}}$ value, however, does not have a strong impact so long as it is sufficiently high to prevent refinements too early.

In order to check the impact of the new refinement approach on the outcome of simulations we explored the properties of halos from each of the test simulations. Halos were identified using a halo and subhalo finder called AHF (Amiga Halo Finder, Knollmann & Knebe 2011; Gill et al. 2004) which uses an AMR approach to identify matter bound to density peaks.

Fig. 19 illustrates that overall the halo properties are unaffected by the new criterion, and that overall the resolution has, by far, the dominant affect on the distribution, particularly the gas mass of halos.

Within the regime of interest in this paper the new refinement approach seems to produce considerable fewer artefacts in the star formation history, but otherwise does not strongly affect the properties of halos.

This method does not completely remove stepwise effects. For example, the I7F12 simulation still shows a sudden change in star formation rate as the upper grid level is released, although the change in effective star formation rate efficiency is more gradual. In the case of a full simulation up to high resolution (e.g. F7F15), the peaks are invisible. This method appears to alleviate most of the spurious impact of the global refinements on the star formation.

5 DISCUSSION & CONCLUSIONS

We have examined the properties of the gas power spectrum in simulations using the RAMSES adaptive-mesh-refinement code. To this end we produced a series of simulations with different initial condition resolutions and simulation force resolutions. We calculate the power spectrum down to a scale of $62.5 \ h^{-1}\text{kpc}$. We have studied how the different resolutions impact the power spectrum evolution in RAMSES, and noted the impact of the various choices made in the code implementation.

We found that for the lower resolution simulation runs (IxF9) the choice of whether the simulation was run with static grids or AMR had a greater impact on the gas power spectrum, by an order of magnitude, than the difference between varying IC resolutions with AMR. This is not true for the dark matter, which shows a steady convergence to the fixed grid run with increasing IC resolution.

This difference is a result of the grid-hold-back criterion in RAMSES. In order to maintain the physical force resolution of the ISM, the upper grid levels must be held back so that the volume can be refined each time the simulation volume doubles in physical size. However, as these levels are released, and the volume refined, there is a sharp increase in the small scale power of the AMR simulations.

This leads to a considerable excess of power at high $k$. This hold-back procedure has the effect of limiting the maximum force resolution of the simulation at early times. However, a constant force resolution is needed to avoid apparent evolution of ISM properties due to changing physical resolution (Dubois et al. 2012, Dubois: private communication).

As the force resolution of the simulation increases we can expect the increase of small scale power to be important on smaller and smaller scales, and on smaller scales the star formation physics is more important than the effect of grid refinement choice. The influence of the grid hold-back can also be seen in the star formation history as sudden offsets in the star formation rate.

It is to be expected, however, that the precise differences in the power spectrum with the star formation physics depends on the particular properties of the implemented physics (e.g. van Daalen et al. 2011).

The grid hold-back has a considerable impact on the star formation history, which probes scales smaller than the scale on which we can measure the power spectrum ($k > 62.5 \ h^{-1} \text{kpc}$). The hold-back results in large changes in the star
Figure 17. Gas density averaged along the line of sight for the inner 68% of the virial radius along each principal direction for the I7F15 simulation. Each row is for a given value of $S$ from Eqs. 6. Gas is coloured from purple (low density), to yellow (high density). The equivalent for I8F15 is given in Fig. A3.
There is no sign of convergence in the star forming cases as we expand to higher simulation and initial conditions resolution. This suggests that higher resolution or a more accurate representation of the physics is required. Our result emphasises the importance of the subgrid physics, which is the most critical aspects of hydrodynamical simulations. Scannapieco et al. (2012) note that on a galaxy scale the implementation of the feedback is more important the the numerical methods used in the code (e.g. treecode, SPH, AMR, moving mesh, etc). Thus, parameter tuning is essential. For low resolution simulations with few grids and low star formation the grid-hold-back effect is influential on the results of the gas. However, as the number of stars increases, the subgrid physics has a much stronger impact on the simulation outcomes. It is difficult, however, to reach the total stellar mass produced in the I6F15 simulation, for example, to reach the total stellar mass of the I7F15, even if the star formation efficiency is increased from 0.02 to 0.2.

Figure 13 demonstrates the importance of the initial conditions/mass resolution at defining the distribution of substructure even at later times (see Schneider et al. 2016, for a further discussion). Thus, knowing the initial conditions resolution is vital to interpreting simulations because the galaxy assembly history of objects in I6F15 and I7F15 are very different.

We present an alternative approach to the grid-hold-back in section 4, which reduces the impact of the grid release on the star formation history. This is important, because much of the baryonic behaviour depends on the star formation, such as feedback and chemical evolution. By introducing a step-wise artefact, like the ones shown in this paper, one of the fundamental strengths of simulations is undermined – the ability to explore the time evolution of objects. With our new method, which softens the grid-release transition, we are able to give the system chance to adapt to the new resolution, and so it is not so strongly shocked. Our method does not strongly affect the bulk properties of galaxies in the resulting simulation. However, the strength of the new approach is that it removed the offsets in the star formation history which occur at $a_{exp}=0.2, 0.4$ and 0.8. These have been smoothed away, especially for the $S =60$ simulation, shown in Figure 18. Although the bulk properties have not been strongly affected there is an impact on the detailed properties of the galaxy, particularly in terms of its evolution. The old method introduced strong time dependent artefacts in the star formation properties of galaxies, which will impact the distribution of gas, the chemical enrichment, luminosity, etc. at those times. With the new method, these artefacts have been strongly reduced, and so following the properties of objects through time will no longer have the same sudden changes.
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Figure 18. Top panel: The star formation rates for the different test simulations using the new method for maximum $m_{\text{refine}}=10000$ (blue, orange, green and red lines) compared to the original grid release approach (black line). Middle panel: The effect of the number of particles before the transition ($N$). Bottom panel: For the I8F15 run using $N=10000$, $k=60$. 

formation efficiency when the grids are released. However, this effect is reduced as the resolution increases. This is potentially due to the highest grid levels occupying smaller and smaller regions of the simulation volume. For example, at higher levels the refinements take place throughout a galaxy, whereas at higher levels only the very depths of the potential wells are refined. Thus, once the resolution is high enough the effect of the grid-hold back on the star formation is reduced. This can be clearly seen in the lower panel of Fig. 14. Once the feedback effect is considerable, the effect of the grid-hold-back is much less important.
Figure 19. Various galaxy properties in the different simulation coloured in the same way as in Fig. 18. $\Lambda$ is the halo spin.
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APPENDIX A: RESOLUTION ISSUES

Fig. 11 demonstrates that the natural evolution of the dark matter resolution depends on the initial conditions in a non-trivial way, due to the clustering of the dark matter under gravity. The hydrodynamic component is able to cluster at much higher densities, allowing us to achieve F15 for I6, when the dark matter is only able to reach level 12 on its own. This means that there is a risk of numerical effects in the hydrodynamical simulations due to the interactions of particles. We use the final values achieved by the I6 and I7 dark matter simulations in Fig. 11 to set the maximum resolution of a set of hydrodynamical simulations. This was done to test whether the numerical effects caused by high resolution affect the conclusions of this paper.

Figs. A1 and A2 show that even accounting for numerical effects caused by the highest simulation resolution runs, the system still undergoes stepwise changes in the star formation rate when global refinements are released.
**Figure A1.** The same plots as in Fig. 12 but for IxF12. F12 is the natural resolution of the I6 dark matter only simulation. Note that there is the drop in power in the star forming power spectrum, as expected from Fig. 14 but that the star formation rate is strongly affected by the global refinements. The grey lines are the I8F15 line from Fig. 12 for comparison.

**Figure A2.** The same plots as in Fig. 12 but for IxF13. F13 is the natural resolution of the I7 dark matter only simulation.
Figure A3. Comparison between the former global refinement method (left) and the new method with $S = 60$ (right) for ISF15. Gas is coloured as in Fig. 17.