Robust analytic continuation combining the advantages of the sparse modeling approach and Padé approximation
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Analytic continuation (AC) from the imaginary-time Green’s function to the spectral function is a crucial process for numerical studies of the dynamical properties of quantum many-body systems. This process, however, is an ill-posed problem; that is, the obtained spectrum is unstable against the noise of the Green’s function. Though several numerical methods have been developed, each of them has its own advantages and disadvantages. The sparse modeling (SpM) AC method, for example, is robust against the noise of the Green’s function but suffers from unphysical oscillations in the low-energy region. We propose a method that combines the SpM AC with the Padé approximation. This combination, called SpM-Padé, inherits robustness against noise from SpM and low-energy accuracy from Padé, compensating for the disadvantages of each. We demonstrate that the SpM-Padé method yields low-variance and low-biased results with almost the same computational cost as that of the SpM method.

I. INTRODUCTION

The imaginary-time representation provides a foundation of calculations for quantum many-body systems at finite temperature, both analytically and numerically. In analytical calculations, the thermal expectation values of several static and dynamical quantities can be calculated from the imaginary-time Green’s function using the diagram technique [1]. In numerical calculations, path-integral Monte Carlo (PIMC) methods based on the imaginary-time representation offer ways to calculate the expectation values of several kinds of physical quantities at finite temperature [2, 3]. Besides classical quantities such as density and energy, recent developments enable the PIMC methods to directly calculate some topological ones of the wave function such as the susceptibility of the fidelity [4, 5], the Berry curvature [6], and the Berry phase [7, 8]. Dynamical quantities such as a spectrum function, however, cannot be calculated directly at this time, and we need to perform an analytic continuation (AC) of the Green’s function from the imaginary time (frequency) to the real one.

The transform in AC is known as an ill-posed inverse problem; that is, the obtained spectrum is strongly affected by the noise or uncertainties of the imaginary-time Green’s function, as seen later. Since this noise is unavoidable in the PIMC method, several methods for reconstructing the spectrum have been developed in order to overcome this ill-posed problem over the years: the Padé approximation [9] and its variant [10, 11], the maximum entropy method (MaxEnt) [12, 13], the regression using deep neural networks (DNN) [14–17], the stochastic AC method [18–23], and the sparse modeling (SpM) method [24, 25]. These methods each have their own advantages and disadvantages. The Padé approximation is simple and fast for calculation but is weak against noise. The MaxEnt method is stable but requires knowledge or intuition about the spectrum function, the so-called default model. DNN requires a large number of examples (pairs of Green’s function and spectra) and a long time is required to train the regression DNN model. Once the model is trained, a spectrum can be regenerated very rapidly. The stochastic AC method is stable and requires no default model, but an extra Monte Carlo sampling of spectrum functions is needed. The SpM method is a stable method not requiring any domain knowledge, but gives an artificial oscillation in the obtained spectrum [26].

In this paper, we propose another AC method, the SpM-Padé method, combining the SpM method with the Padé approximation method. This inherits strong points from the parent methods: robustness against the noise of the input from SpM and smoothness and correctness in the low-frequency region from Padé. As with the SpM method, additionally, the SpM-Padé method requires no intuition about the system and no lengthy preprocess.

The structure of this paper is as follows: We first briefly describe the problem to be solved in section II. In section III, we first review the Padé approximation method and the SpM method briefly, and then introduce the proposed method, SpM-Padé. Next, we demonstrate the methods in section IV. Finally, we summarize the paper in section V.

II. PROBLEM TO BE SOLVED

The spectrum function $\rho(\omega)$ can be reconstructed from an imaginary-time Green’s function, $G(\tau)$, via the following integral equation:

$$G(\tau) = \int_{-\infty}^{\infty} d\omega K(\tau, \omega) \rho(\omega),$$

(1)
where \( \tau \) is the imaginary time, and \( \omega \) is the real frequency. The integral kernel is

\[
K(\tau, \omega) = \frac{e^{-\tau \omega}}{1 \pm e^{-\beta \omega}}, \tag{2}
\]

where \( \beta = 1/k_B T \) is the inverse temperature. The plus or minus sign in the denominator depends on the statistics of the system: plus for a fermionic system and minus for a bosonic one. Since \( K(\tau, \omega) \) becomes exponentially smaller as \( \tau \) and \( \omega \) become larger, a small change in \( \rho(\omega) \) in the high-frequency region has exponentially small effects on \( G(\tau) \). A noise of \( G(\tau) \), inversely, is magnified in \( \rho(\omega) \). As a result, the inverse problem (to obtain \( \rho \) from given noisy \( G \)) is ill posed.

### III. METHODS

First, we will briefly review two existing methods for performing AC, the Padé approximation method and the SpM method. Then, we will introduce the proposed method, SpM-Padé, which combines the former two methods.

#### A. Padé approximation

The first method, the Padé approximation, is the simplest and the fastest method for estimating the spectrum function. First, perform a Fourier transform of the imaginary-time Green’s function \( G(\tau) \) to the imaginary-frequency Green’s function \( G(i\omega_n) \), where \( \omega_n \) are Matsubara frequencies. Next, fit some function, say \( \tilde{G}(i\omega) \), to \( G(i\omega_n) \) and replace \( i\omega \) in \( G(i\omega) \) with \( \omega + i\delta \), where \( \delta > 0 \) is a very small constant for the purpose of avoiding poles on the real axis. Once the real-frequency Green’s function \( \tilde{G}(\omega + i\delta) \) is obtained, the spectrum function can be calculated as \( \rho(\omega) = -\text{Im}
\tilde{G}(\omega + i\delta)/\pi \). In this paper we adopt a continued fraction for \( \tilde{G}(i\omega) \) (the Padé approximation) as follows:

\[
\tilde{G}(\omega) = \frac{a_0}{1 + \frac{a_1(\omega - i\omega_1)}{1 + \frac{a_2(\omega - i\omega_2)}{1 + \cdots}}}, \tag{3}
\]

where \( \{a_i\} \) are the fitting parameters.

The Padé method is easy to implement and fast to calculate. As seen later, while the obtained spectrum seems smooth and accurate in the small-frequency region, it becomes worse in the high-frequency region, especially beyond a peak. This is because the direct AC scheme from \( \tilde{G}(i\omega) \) to \( \tilde{G}(\omega + i\delta) \) is an extrapolation from the imaginary axis to the real axis, and most of the information is used to construct the first peak.

#### B. Sparse Modeling (SpM)

The second method, SpM, is used to remove the noise by using the SpM method. First, we discretize \( \tau \) and \( \omega \) in Eq. (1) as follows:

\[
G_i = \sum_j K_{ij} \rho_j, \tag{4}
\]

where \( G_i = G(\tau_i) \) and \( \rho_j = \rho(\omega_j)\Delta \omega \), and \( \Delta \omega = (\omega_{\text{max}} - \omega_{\text{min}})/(N_\omega - 1) \). Next, we perform singular value decomposition of the kernel matrix as \( K_{ij} = \sum_l U_{il} S_l V_{lj} \) and transform the basis by using the obtained singular vectors as

\[
\tilde{G}_\ell = \sum_i U_{i\ell}^* G_i \tag{5}
\]

and

\[
\tilde{\rho}_\ell = \sum_j V_{j\ell}^* \rho_j. \tag{6}
\]

Keep in mind that a symbol with a tilde mark denotes a quantity represented in the new basis, called the intermediate representation (IR) basis [27]. As a result, the following simple form,

\[
\tilde{G}_\ell = S_\ell \tilde{\rho}_\ell \tag{7}
\]

is obtained. It should be noted that when the singular values of the kernel \( S_\ell \) decay exponentially, we can safely truncate them to reduce the dimension of matrices and to save computational cost. In the demonstrations shown in this paper, we truncate singular values smaller than \( 10^{-12} \). To avoid overfitting the noise of the Green’s function, we define the following \( L_1 \)-norm regularized cost function

\[
L(\tilde{\rho}) = \frac{1}{2} \sum_\ell (\tilde{G}_\ell - S_\ell \tilde{\rho}_\ell)^2 + \lambda \sum_\ell |\tilde{\rho}_\ell|, \tag{8}
\]

and transform the problem into the optimization problem as

\[
\tilde{\rho}^* = \min_{\tilde{\rho}} L(\tilde{\rho}). \tag{9}
\]

The \( L_1 \)-norm term (the second term) in \( L \) removes very small (noisy) components and makes AC stable against the noise, as seen later. With fixed \( \lambda \), this optimization problem can be iteratively solved by using the alternating direction method of multipliers (ADMM) [28]. Finding the optimal value of \( \lambda \) is a problem remaining to be solved. One way to solve it is elbow analysis of the error

\[
\chi^2 = \sum_\ell (\tilde{G}_\ell - S_\ell \tilde{\rho}_\ell)^2/2 \ [\text{the first term in Eq. (8)}].
\]

In this analysis, we solve the optimization problem at fixed \( \lambda \) and calculate the error term \( \chi^2(\lambda) \), and then plot \( \chi^2(\lambda) \) against \( \lambda \) in a log-log scale. We can estimate the optimal
value of $\lambda$ as the kink of the curve. Once $\hat{\rho}^*$ is obtained, the solution of Eq. (4), $\rho^*$, is calculated as
\[
\rho_i^* = \sum_\ell V_\ell \hat{\rho}_\ell^*.
\] (10)

Since ADMM can be easily extended to deal with cost functions with more constraints, we finally consider the following cost function,
\[
L_{\text{SpM}}(\hat{\rho}) = \frac{1}{2} \sum_\ell \left( \tilde{G}_\ell - S_\ell \hat{\rho}_\ell \right)^2 + \lambda \sum_\ell |\hat{\rho}_\ell| + \lim_{v \to \infty} \left( \rho^*_\Sigma - \sum_i \rho_i \right)^2 + \lim_{\gamma \to \infty} \gamma \sum_i \Theta(-\rho_i),
\] (11)

where the third and the fourth terms denote the sum-rule and the non-negativity of the spectrum function, respectively, and $\Theta(x)$ is the Heaviside step function. The reader is referred to the appendix of Ref. [24] for details of the ADMM algorithm for this cost function.

The SpM method also has its own advantages and disadvantages, as we show later. This method gives us a very robust spectrum without any a priori knowledge, such as the so-called default model in the maximum entropy method. On the other hand, an unphysical oscillation appears in the obtained spectrum, especially in the low-frequency region. This comes from the fact that the IR basis, which is oscillating in the frequency domain, will be truncated for noise reduction [29].

C. SpM-Padé — proposed method

The Padé method seems to give us a good estimation in regions where the estimation is robust against the noise. In general, such a region lies near the origin of frequency, where the SpM method suffers from oscillation. To overcome this problem, we propose the SpM-Padé method, for robust and smooth analytic continuation based on the Padé and the SpM methods. This method estimates the spectrum in a similar way to the SpM method, but puts an additional term into the cost function, Eq. (11), the distance from the spectrum estimated by the Padé method. Instead of explicitly specifying the region where the Padé estimation is used in the final result, the SpM-Padé method uses the precision of the Padé estimation at each frequency as a weight, as seen later.

In this method, we first estimate the expectation values $\rho_i^{\text{Padé}}$ and the variance $(\sigma_i^{\text{Padé}})^2$ by the Padé approximation from independent $N_{\text{padé}}$ Green’s functions generated by adding Gaussian noise into the original Green’s function [30]. Once these Padé results are calculated, the cost function of the SpM-Padé method is defined as the following:
\[
L_{\text{SpM-Padé}}(\hat{\rho}) = L_{\text{SpM}}(\hat{\rho}) + \frac{\eta}{2} \sum_i w_i (\rho_i^{\text{Padé}} - \rho_i)^2 ,
\] (12)

where $L_{\text{SpM}}$ is the cost function in the SpM method, Eq. (11), and $w_i$ is a weight determining how much the spectrum of the Padé spectrum $\rho_i^{\text{Padé}}$ is included in the final result. We adopt the following simple form for the weight function:
\[
w_i = \left[ 1 + (\sigma_i^{\text{Padé}})^2 \right]^{-1}.
\] (13)

As for the original SpM method, once hyperparameters $\lambda$ and $\eta$ are given, the minimization problem with the cost function $L_{\text{SpM-Padé}}$ can be solved with ADMM, and then we should find the optimal values of $\lambda$ and $\eta$. In this study, we fixed $\eta$ to 1 and decided the optimal value of $\lambda$ by elbow analysis as in the original SpM method. The $\eta$ dependence of the resulting spectrum will be discussed later.

IV. NUMERICAL RESULTS

To demonstrate the SpM-Padé method, we performed three benchmark tests: (a) a test for a fermionic system with a symmetric spectrum, where the SpM method works well but the Padé method does not (the same spectrum is tested in Refs. [24, 31]), (b) a test for a fermionic system with a double-peak spectrum, where neither the Padé nor the SpM method works well, and (c) a test for the Hubbard model on the square lattice as a real-world example.

The procedure of benchmark tests (a) and (b) is as follows. First, from the “exact” spectrum, we obtained the “exact” fermionic imaginary-time Green’s function $G_{\text{exact}}(\tau)$ via Eq (1) with $\beta = 100$, and generated 30 independent imaginary-time Green’s functions as samples by adding Gaussian noise with deviation $\sigma$ to $G_{\text{exact}}$ at each imaginary time slice independently and individually. The range of frequency is from $\omega_{\min} = -4$ to $\omega_{\max} = 4$ and the numbers for the discretization of frequency and imaginary time are $N_\omega = 1001$ and $N_\tau = 4001$, respectively. We next estimated the spectrum function from each sample, and then calculated the mean and the variance of 30 estimates at each frequency. For test (c), we reconstructed the spectral function from the Matsubara Green’s function calculated by the dynamical mean-field theory (DMFT) [32] with the PIMC method. We used an open-source software package $SpM$ [24, 31, 33] for performing the Padé method and the SpM method. We also implemented the SpM-Padé method based on $SpM$.

A. Three-peak spectrum

In this subsection, the “exact” spectrum is $\rho_{\text{exact}}(\omega) = 0.2p(\omega; \omega_0) = 0.2p(\omega; \omega_0) = 0.075 + 0.4p(\omega; \omega_0) = 1.0, \sigma^2 = 0.4 + 0.4p(\omega; \omega_0) = 0.4, \sigma^2 = 0.4)$, where $p(\omega; \omega_0, \sigma^2)$ is a normalized Gaussian distribution with the width $\sigma$ at
the reconstructed spectrum from one sample with 

\[ p(\omega; \omega_0, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(\omega-\omega_0)^2}{2\sigma^2}}. \]  

(14)

Figure 1 (a) shows reconstructed spectra obtained by the three methods, Padé (left column), SpM (middle column), and SpM-Padé (right column), from 30 independent samples with two different noise levels, \( \sigma = 10^{-3} \) (top row) and \( \sigma = 10^{-5} \) (bottom row), and (b) shows the means (line) and standard deviations (shaded region) of the 30 spectra. Note that the minimum value of the absolute value of the exact Green’s function is about \( 2.6 \times 10^{-2} \). The black dashed curve denotes the “exact” spectrum \( \rho_{\text{exact}} \). In the case that the noise is small enough (\( \sigma = 10^{-5} \)), all three methods give accurate and robust results as seen in the bottom panels. In the large-noise case (\( \sigma = 10^{-3} \)), on the other hand, the Padé result becomes unstable in the second peak at \( \omega = \pm 1 \). Although the Padé method fails, the SpM method still obtains robust results. It can be seen that SpM-Padé also performed well, since the weight \( w_i \) is automatically suppressed when the variance of the Padé method becomes large as shown in Eq.(13).

B. Two-peak spectrum

In this subsection, the “exact” spectrum is \( \rho_{\text{exact}}(\omega) = 0.8p(\omega; \omega_0 = 1, \sigma^2 = 0.4) + 0.2p(\omega; \omega_0 = 2.2, \sigma^2 = 0.2) \). Figure 2 (a) shows the spectra reconstructed by the three methods, Padé (left column), SpM (middle column), and SpM-Padé (right column), from 30 independent samples with three different noise levels, \( \sigma = 10^{-4} \) (top row), \( \sigma = 10^{-5} \) (middle row), and \( \sigma = 10^{-6} \) (bottom row), and panel (b) shows the means (line) and standard deviations (shaded region) of the 30 spectra. Note that the minimum value of the absolute value of the exact Green’s function is about \( 3.7 \times 10^{-3} \).

First, we will consider the Padé result shown in the left panels. Below the first peak at \( \omega \lesssim 1 \), the Padé method gives a precise and robust estimation. Around the second peak at \( \omega \sim 2.2 \), however, this becomes unstable against the noise of the input. This is because this method consumes most of the information in \( G(\tau) \) to restore the first peak. The SpM result depicted in the middle column, on the other hand, is more robust as the narrower shaded region indicates. At the low-frequency region \( \omega \approx 0 \), however, the SpM result suffers from an artificial oscillation. It is clearly shown in the right panels that the oscillation in the result of the SpM method vanishes in that of the SpM-Padé method, and the robustness of the SpM method remains.

To see the reason for the robustness and the oscillation in the SpM method, we first show the IR components of the spectra \( \hat{\rho}_\ell \) where \( \ell \) is the index of the components in descending order in Fig. 3 (a). The open squares are \( \hat{\rho} \) for the exact spectrum and blue circles are \( \tilde{\rho} \) for the reconstructed spectrum from one sample with \( \sigma = 10^{-6} \) noise. The red circles stand for the components which are too small and are removed through the ADMM algorithm as noise. We truncated the components with small singular values, \( S_\ell < 10^{-12} \) (\( \ell > 55 \)). It is seen that \( \hat{\rho}_\ell \) tends to become exponentially smaller with increasing \( \ell \) and the deviation from the exact spectrum becomes larger from the components having the same magnitude as the noise level. The removal of these noisy components makes the SpM method robust against noise, but this also introduces some oscillation into the result as a truncation error.

Figure 4 shows some of the IR basis of the spectrum in frequency space, \( \nu_\ell(\omega_j) = V_{j\ell} \) with fixed \( \ell = 10, 30, \) and 50. Since these functions strongly oscillate around the origin \( \omega \sim 0 \), the spectrum function \( \rho(\omega) \) obtained by the SpM method also oscillates in the low-frequency region as a truncation error. Since the AC using the Padé approximation is highly accurate in the low-frequency range, it is expected to protect information even in the high component part of \( \ell \), which is strongly affected by noise. Figure 3 (b) shows the AC result using the SpM-Padé method. It is seen that some of the removed IR components are restored, i.e., that this method succeeds in extracting correct information even from the components affected by noise. This is why the SpM-Padé method succeeds in removing the oscillation.

C. Weight for Padé

In the demonstrations, we let the Padé coefficient \( \eta \) be 1 and adopted the frequency-dependent Padé weight function \( w_i(\text{Eq. (13)}) \). Finally, we examine the effect of the hyperparameter \( \eta \) and the weight function \( w_i \) by using the Green’s function with noise of \( \sigma = 10^{-5} \) from the two-peak spectrum (the same Green’s functions are used in the middle row of Fig. 2 (a)). Figure 5 shows the 30 two-peak spectra reconstructed by using the SpM-Padé method with \( \eta = 1 \) (left), \( 10^3 \) (middle), and \( 10^6 \) (right). The upper panels depict the results with frequency-dependent weight,

\[ w_i = w_i^{\text{dep}} = \left[ 1 + \left( \frac{\sigma_i^{\text{Padé}}}{\hat{\rho}_i} \right)^2 \right]^{-1}, \]

(15)

and the lower panels show the results with frequency-independent weight,

\[ w_i = w_i^{\text{indep}} = 1. \]

(16)

The figure shows us the following: (i) Panels (a) and (b) show that the increase of \( \eta \) suppresses the oscillation in the spectrum near \( \omega = 0 \). (ii) Wider regions of the frequency where the Padé spectrum are included increases \( \eta \) virtually (shown in panels (a), (b), and (d)). (iii) \( \eta = 10^3 \) and \( \eta = 10^6 \) seem to result in the same spectrum. This is because, while the large \( \eta \) term favors the Padé spectrum, the error in the Green’s function, \( \left( \hat{G}_\ell - S_\ell \hat{\rho}_\ell \right)^2 \), disfavors the Padé spectrum.
FIG. 1. (a) Three-peak spectrum from 30 samples reconstructed by the Padé (left), SpM (middle), and SpM-Padé methods. The panels in the top row and the bottom row denote spectra from the Green’s functions with large noise ($10^{-3}$) and small noise ($10^{-5}$), respectively. The exact spectrum is shown as the black dashed line. (b) Mean value (blue curve) and standard deviation (shaded area) of 30 reconstructions denoted in (a).

FIG. 2. (a) Two-peak spectrum from 30 samples reconstructed by the Padé (left), SpM (center), and SpM-Padé (right) methods. The panels on the top, middle, and bottom row shows spectra from the Green’s functions with large noise ($10^{-4}$), medium noise ($10^{-5}$), and small noise ($10^{-6}$), respectively. The exact spectrum is shown as the black dashed curve. (b) Mean value (blue curve) and standard deviation (shaded area) of 30 reconstructions.

The cost functions $L_{\text{SpM}}$ and $L_{\text{SpM-Pad}é}$ are not suitable for the cost of optimizing hyperparameters, because they trivially take the minimum value, zero, when $\lambda = \eta = 0$ and $\hat{\rho}_\ell = \hat{G}_\ell / S_\ell$, and this results in overfitting. This is one of the reasons why the elbow method is used in optimizing $\lambda$ under fixed $\eta$, but the extension of this method to two or more hyperparameters is not straightforward. The search for more sophisticated optimization methods is a future problem.

D. Real example: Hubbard model on square lattice

As an example of real calculations, we apply the SpM-Padé method to PIMC data computed in the Hubbard model. The Hamiltonian is given by

$$
\mathcal{H} = -t \sum_{\langle ij \rangle} \sum_{\sigma = \uparrow, \downarrow} \left[ \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} + \text{h.c.} \right] + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow},
$$

(17)
U = 12, pairs of nearest neighbor sites. We set the parameters at \( \sum \) the number operator, and the following reasons. At half filling, \( n = 1 \), the system becomes a Mott insulating state having a charge gap, because \( U = 12 \) is large enough compared with the bandwidth \( W = 8 \). Therefore, the single-particle excitation spectrum \( \rho(\omega) \) exhibits two peaks away from \( \omega = 0 \), i.e., at \( \omega = \pm U/2 \). When we dope the Mott state, an additional peak characterizing metallic states emerges around \( \omega = 0 \), and thus a three-peak structure is expected in \( \rho(\omega) \). Such spectra realized due to strong correlations are difficult to reproduce by AC and are suitable for demonstration. Thus, we set \( n = 0.8 \).

We computed the Matsubara Green’s function by the DMFT combined with the PIMC method, using open-source software packages. Leaving its details to the Appendix, here we only remark that the relative statistical errors \( |\Delta G_i/G_i| \) of this calculation is about 0.05, and hence it corresponds to the “noisy” cases in the other demonstrations. In the AC procedure, the range of the frequency is \( \omega \in [-15, 25] \), and the numbers of frequency points and imaginary time points are \( N_\omega = 2001 \) and \( N_t = 10001 \), respectively. We used \( w_i^{\text{dep}} \) in Eq. (15) with \( \eta = 10 \) for the Padé weight function.

![FIG. 3. Spectrum function in the IR basis. Open squares denote components of the “exact” spectrum (see body text). Filled circles denote those of the reconstructed spectrum from one sample with \( \sigma = 10^{-6} \) by (a) the SpM method and (b) the SpM-Padé method. The red symbols are removed by the ADMM algorithm and the blue ones remains.](image)

![FIG. 4. IR basis of spectrum \( v_\ell(\omega) \) = \( V_{ij} \) in frequency space with fixed \( \ell = 10 \) (left), 30 (middle), and 50 (right) for \( \beta = 100 \).](image)

where \( \hat{c}_{i\sigma}(\hat{c}^\dagger_{i\sigma}) \) is the annihilation (creation) operator of the electron with spin \( \sigma \) on \( i \)th site, \( \hat{n}_{i\sigma} \equiv \hat{c}^\dagger_{i\sigma}\hat{c}_{i\sigma} \) is the number operator, and \( \sum_{(ij)} \) denotes the summation over pairs of nearest neighbor sites. We set the parameters at \( U = 12, n = 0.8 \), and \( \beta = 10 \) in the unit of \( t = 1 \) for the over-trimming of bases. Combining Padé with SpM, we recovered the bases trimmed in the SpM and acquired smooth and accurate low-frequency behavior, keeping the robustness of SpM. As a result, our SpM-Padé method achieves both low bias and low variance.

In addition, recently, computational techniques using the compact IR basis have been developed to calculate the dynamic susceptibility\(^{[34–36]} \). It is expected that by using the basis obtained by SpM-Padé, the accuracy of these analytic calculations will be improved. Appliance of the SpM-Padé result inherits this feature. Around \( \omega = 0 \), on the other hand, the SpM method seems to suffer from an artificial oscillation, which is suppressed in the SpM-Padé method. The SpM-Padé spectrum thus exhibits a physically reasonable spectrum in the whole frequency region. This result demonstrates the advantage of our method, the SpM-Padé, in real simulations.

V. SUMMARY

In this paper, we focused on two methods for analytic continuation from the imaginary-time Green’s function to the real-frequency spectral function. The Padé method and the SpM method show an example of the bias-variance trade-off: The Padé method gives a low-bias but high-variance result, while the SpM method gives a low-variance but high-bias result. The former is due to overfitting of the input, while the latter is due to the over-trimming of bases. Combining Padé with SpM, we recovered the bases trimmed in the SpM and acquired smooth and accurate low-frequency behavior, keeping the robustness of SpM. As a result, our SpM-Padé method achieves both low bias and low variance.
FIG. 6. The single-particle excitation spectrum $\rho(\omega)$ in the Hubbard model calculated from the Green’s function obtained by DMFT+PIMC under $U/t = 12$, $n = 0.8$, and $\beta = 10$. The black dashed curve, the red curve, and the blue curve denote the spectra reconstructed by using the Padé method, the SpM method, and the SpM-Padé method, respectively.

Applications of the method to these applied calculations are interesting challenges but are left as future issues.
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Appendix A: Details of DMFT+PIMC calculations

In this appendix, we describe the details of the DMFT+PIMC calculation in Sec. IV D. For the DMFT calculation, we used an open-source software package DCore version 3.0.0 [37, 38] implemented on TRIQS library [39]. The number of iterations is 40, and the mixing parameter for the self-energy is 0.5. The time reversal symmetry is assumed and hence the average over the spin is taken. For the PIMC calculation, we used an open-source software package ALPS/CTHYB-segment (with commit hash 623aa1a868) [40–44]. The number of MC updates between measurements is 50, and the number of thermalization steps is $10^6$. The number of measurements in the last iteration of the DMFT scheme was 1945813[45]. The ALPS/CTHYB-segment program is executed with 16 MPI processes + 8 OpenMP threads.
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Note that other methods using basis transformation and truncation also face similar oscillation. Oscillation in the SpM method, however, seems larger than that in others.
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