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Abstract. In a wind turbine, blades are the most important component of wind capture in wind
turbines as they easily become unreliable due to environmental conditions. This paper
demonstrates the malfunction characterization of wind turbine blades by the use of vibration data
via the credal decision tree (CDT). The defects on the blades are replicated to model the defects
through machine learning. The extraction of functions (statistical functions) and the selection of
the component (algorithm of decision tree J48) were employed to identify the best framework
for defect classification. Using the credal decision tree, 82.67% of classification accuracy have
been obtained with the Kappa statistic of 0.792 and mean absolute error of 0.0768.
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1. Introduction
As a result of all-inclusive environmental defilement increment, advancement towards manageable
vitality, and green power sources, similar to, wind vitality has expanded. Wind vitality is one of the
inexhaustible, productive sources, and an ideal alternator for traditional sources of vitality. The wind
turbine’s primary aim is to improve productivity by enhancing vitality recovery and the wind turbine's
power production varies habitually with diminishing winds [1]. Because of natural and awful
meteorological conditions, the cutting edges are presented to serious vibration that prompts harm. The
cutting edge disappointment causes a reduction in vitality yield. Henceforth, fault analysis is
consolidated into the wind turbine. In this examination, the flaw conclusion on a wind turbine edge was
helped out utilizing a vibration signal through the machine learning approach [2]. There are two forms
of approaches used to analyze the conditions: the traditional approach and machine learning. The
standard approach is used primarily in systems where time does not shift in the recurrence section. The
non-standard signal is produced by turning machines. Because wear and tear in the recurrence segments,
the segregation of faults using customary FFT technique are problematic. Consequently, it isn't preferred. In the machine learning approach, calculations can adapt persistently and adjust to changing circumstances. Specialists regularly resort to the machine learning approach for fault conclusion of mechanical frameworks [3].

Jin et al., [4] also performed a state control report on the use of SCADA data processing of wind turbine generators. This paper suggests an overarching method for identifying irregularities and diagnosing wind turbine problems. For the modeling of their regular behavior, historic data from SCADA obtained from safe wind turbines is used as a reference room. Solimine et al., [5] introduced an experimental analysis on passive acoustic tracking of wind turbine blades for structural health monitoring. The technique uses blade-internal microphones to track patterns, changes, or spikes in the frequency of the blade cavity by using a small network of airborne acoustic sensors, passive device induction, and intermittent measuring windows. A research campaign for the system for systemic health surveillance applications was conducted on a fatigue-tested, utilitarian wind turbine rotor.

Wang et al, [6] published an assessment of wind turbine condition control, based on the control and acquisition data analyses of temperature-dependent components. This paper suggests a framework for determining the state of wind turbines by evaluating the temperature parameters of the measurement control and data acquisition system based on existing studies. Based on the main temperature signals from WTs a prediction model of time-period regression is developed to represent their health in residues. To track the state of a wind turbine tip, Dolinsky and Krawczuk [7] conducted measurements of modal parameters using a statistical method. The findings of the proposed study confirm the usefulness of the modal analysis and the mathematical estimation in the identification of losses. Xiao et al., [8] also surveyed wind turbine condition surveillance and vibration analysis. This article demonstrates a spectrogram, scalogram, and bi-spectrum study of vibrations in operating wind turbines. The findings show several non-stationary stochastic properties and volatility of the mode-coupling in the wind turbine tower vibrations.

Many studies were conducted using simulation analyzes of the wind turbine blade failure and design analysis, but only a few were performed experimentally [9]. For analysis, a very limited set of defects was taken into account. This is particularly true for wind turbine blade fault diagnoses [10]. There is therefore a strong need to design a fault diagnostic system, which can cope with several failures with a machine learning approach in wind turbine blades. Throughout his research, he attempted to discover five different conditions of blade failure by machine learning approaches and statistical analysis.

- This research investigates five defects for the diagnosis of wind turbine blade defects (blade break, corrosion, hub blade loose link, the twist angle of pitch, and bend).
- Method for statistical extraction of vibration signals has been used to extract the features needed.
- The algorithm of the J48 decision tree for the collection of dominating features.
- This study was modeled as a problem of multi-class grouping and attempting to identify the problem utilizing a credal decision tree (CDT).

2. Experimental Studies

In Joshuva and Sugumaran (2020) [11] explained in detail the structure, deficiencies, and operating strategies of the experiment, and Figure 1a and Figure 1b shows the methodology of the proposed work and its experimental setup. The test sampling frequency was 12,000 Hz and each signal was 10,000 data in length. The DYTRAN 3055B1 was used along with the DAQ (NI-USB 4432) for data capture. Figure 3 and Figure 4 shows the simulated fault on the blade and its vibration pattern.
3. Feature Extraction using Descriptive Statistical Analysis
In this study, descriptive statistical characteristics were extracted and the function extraction procedure was set out in [12]. Statistical characteristics such as mode, maximum, standard error, sum, mean, median, range, skewness, kurtosis, standard deviation, and variance of samples.

4. Feature Selection using J48 Decision Tree
The feature selection process is used where the user chooses certain functions that most add to the forecast attribute or output automatically or manually. The absence of relevant characteristics in the data will minimize the model's precision and make the model learn from irrelevant characteristics. J48 decision tree algorithm was used as a method for choosing functions. The feature selection mechanism was comprehensively explained in [13].

5. Credal Decision Tree (CDT) Classifier
This approach is close to the C4.5 Quinlan algorithms [14] for credal decision trees (CDT). The key distinction is that CDT measures the likelihood values of the attribute and class component with unprecise probabilities. Like is the case for the CDT process, a credal establishes a new split condition in the ambiguity check. CDT thus claims the training package is not highly reliable since it may be influenced by classes or noises (see Moral-García et al., (2020)) [15]. CDT can therefore be considered a good noisy field tool. CDT is established by replacing the criterion for dividing the C4.5 info-gain ratio with the imprecise criterion (IIGR) divided [16].

6. Result and Discussion
For the good condition of the blade and other wind turbine blades, the vibration signals were recorded. There have been cumulative sets of 600 samples, of which 100 were from a good condition set. The mathematical parameters have been derived and are used to join the CDT group. The required performance of the CDT algorithm will be the corresponding state of the classified data [17].
For CDT it was defined as default parameters such as batch size (100) and "true" debug option. The CDT classifier criteria are shown in Figure 2 and the CDT production in Figure 3 [18]. The 10-fold cross-validation outcome for CDT is shown in Figure 4. For 600 incidents, 496 (82.67%) were categorized correctly and 104 (17.33%) remaining instances were graded incorrectly. Other metrics such as kappa statistics are present: absolute error, squared root average, relative absolute error, and comparatively squared root error values (Figure 3) [19]. The uncertainty confusion matrix for CDT is shown in Figure 4. The diagonal elements represent the properly categorized instances in the uncertainty matrix, and the other instances are incorrectly classified. This is a positive state in the first row of the uncertainty matrix (Figure 4). The first variable (the location (1, 1)) is the number of correctly defined instances.
The second part (the location (1, 2)) is the number of good instances wrongly categorized as bend faults (bend). The third factor (the location (1, 3)) reflects the number of reasonable instances mistakenly labeled as crack defects. The fourth factor (the location (1, 4)) indicates the number of successful cases wrongly identified as a losing loss (loose) by the hub-blade. The fifth factor (the location (1, 5)) is the number of successful cases mistakenly categorized as pitch angle twist fault state. The sixth factor (location 1, 6) is the number of successful cases wrongly identified as erosion failure (erosion). Similarly, the second row is the second state, that is bending fault. The third row reflects the third state data points, i.e. crack breakdown. The fourth row displays the fourth data point, i.e. the loose malfunction in the hub-blade. The fifth range represents the fifth status data points, i.e. twist twisting fault. The sixth row reflects sixth state data points, i.e. erosion defects.

The diagonal components speak precisely to grouped examples in the confusion matrix, and the other instances are misclassified. Figure 5 demonstrates the thorough precision of the team. The individual consistency is represented by a class in terms of true (TP) positive, false (FP) positive, performance, recall, F-measurement, Matthews MCC, ROC, precise recall curves (PRC) [20]. For a good classifier, the true positive figure (TP) would exceed 1 and the false positives rate (FP) should be approximately 0. From Figure 5, the TP average in most groups is below 1 and the FP rate is below 0. It supports the finding in the uncertainty confusion matrix shown in Figure 4.

**Figure 4.** Confusion matrix for CDT

| a  | b  | c  | d  | e  | f  | <-- classified as |
|----|----|----|----|----|----|------------------|
| 74 | 0  | 1  | 24| 1  | 0  | a = Good         |
| 0  | 0  | 0  | 0  | 9  |    | b = Bend         |
| 0  | 1  | 4  | 1  | 0  | 5  | c = crack60      |
| 21 | 0  | 9  | 69| 1  | 0  | d = Loose        |
| 0  | 0  | 0  | 0  | 97 | 3  | e = PAT          |
| 0  | 2  | 0  | 0  | 92 |    | f = Erosion      |

**Figure 5.** Class-wise accuracy of CDT

### 7. Conclusion
In the use of wind energy for daily life, the wind turbine is very significant. The goal of this analysis is to identify wind turbine blades utilizing Credal Decision Trees (CDT). CDT was validated by 10-fold cross-validation, and 82.67% were found to be the properly classified instance. The total mean absolute error in this classifier is 0.0768. Therefore, for condition monitoring, credal decision trees can be used to detect the conditions for blade fault by wind turbine blades.
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