Classical and Quantum Chaos in Chirally-Driven, Dissipative Bose-Hubbard Systems
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We study the dissipative Bose-Hubbard model on a small ring of sites in the presence of a chiral drive and explore its long-time dynamical structure using the mean field equations and by simulating the quantum master equation. Remarkably, for large enough drivings, we find that the system admits, in a wide range of parameters, a chaotic attractor at the mean-field level, which manifests as a complex Wigner function on the quantum level. The latter is shown to have the largest weight around the approximate region of phase space occupied by the chaotic attractor. We demonstrate that this behavior could be revealed via measurement of various bosonic correlation functions. In particular, we employ open system methods to calculate the out-of-time-ordered correlator, whose exponential growth signifies a positive quantum Lyapunov exponent in our system. This can open a pathway to the study of chaotic dynamics in interacting systems of photons.

Introduction.— Methods to confine and control photons using solid state materials have opened a pathway to the generation of novel liquids of light [1], exhibiting a wide range of phenomena, from superfluidity [2] to topological states [3]. Coupled cavity arrays evolved into a valuable experimental framework for the study of lattices of photons in the presence of interactions, drive and dissipation [4–6]. Such systems benefit from the exquisite fabrication techniques of solid state materials as well as from the high coherence properties of the photons, making them an attractive venue for future applications [7].

Even a small number of driven coupled cavities can exhibit rich behavior: a single cavity gives rise to regions of bistability and to critical slowing down [8]; cavity dimers demonstrate Josephson oscillations [9] and parametric instabilities [10] and could be driven into a more exotic quantum limit-cycle if the dissipation is further engineered [11]; the levels of a six cavity ring were demonstrated to be individually excitable, generating chirality, with their population exhibiting hysteretic behavior, indicative of a bistability [12]; and many more. These phenomena explore at most a quasi-two-dimensional manifold of phase space. Yet, on the classical, mean-field level such coupled cavities are described as driven-dissipative coupled nonlinear oscillators, that are in principle capable of exhibiting chaotic behavior [13–15]. However, it remains unclear what are the key ingredients which are required to generate chaotic behavior in such systems. Further, once the interactions increase and the system crosses into a more quantum regime, what implications does the emergence of classical chaos carry for the quantum behaviour of the system?

In this paper we consider a ring of three coupled cavities, driven by finite orbital momentum light [16–18] (illustrated in Fig. 1). We demonstrate that as a direct result of the chirality of the applied drive, the system exhibits robust chaotic dynamics over a large part of its mean-field phase diagram (see Fig. 2 in comparison to Fig. 3). On this level, the chaos is manifested as a dense, compact attractor in phase space. For the quantum problem, a full quantum trajectory approach reveals a complex Wigner function, indicative of the underlying chaos. The $g^{(1)}$ correlator places the system on the chaotic attractor, while the $g^{(2)}$ correlator reveals signatures of the chaotic behavior. We find that, most prominently, the out-of-time-ordered correlator (OTOC) reveals the onset of chaos via an exponential sensitivity to the application of a weak perturbation. These predictions could pave the way to the study of the interplay of classical and quantum chaotic dynamics and their properties in coupled cavity arrays of photons.

Proposed setup and model.— We consider the Bose-Hubbard Hamiltonian for $M$ sites (cavities) on a ring in the presence of drive and dissipation, with a driving term that is coherent with respect to both frequency and...
momentum,
\[
\mathcal{H} = \frac{U}{2} \sum_{j=1}^{M} \hat{b}_j^\dagger \hat{b}_j \hat{b}_{j+1} - \frac{M-1}{2} \sum_{j=1}^{M-1} \left( \hat{b}_j^\dagger \hat{b}_{j+1} + \hat{b}_{j+1}^\dagger \hat{b}_j \right) - \Omega \sum_{j=1}^{M} \hat{b}_j^\dagger \hat{b}_j + D \sum_{j=1}^{M} \left( e^{ipx} \hat{b}_j + e^{-ipx} \hat{b}_j^\dagger \right).
\]

Here \( \hat{b}_j \) (\( \hat{b}_j^\dagger \)) creates (annihilates) a boson at site \( j \) \((j \in \{1,\ldots,M\})\) where \( M \) is the number of sites, \( x_j = j \) is the position of the site (choosing the units such that the lattice spacing \( a = 1 \)), \( U > 0 \) is the on-site interaction strength, \( J \) is the tunnelling amplitude and \( D, \Omega \) and \( p = \frac{2\pi}{\sqrt{3}} m \) \((m \in \{0, \ldots, M-1\})\) are the amplitude, detuning and momentum of the drive. The Lindblad master equation governs the dynamics of the density matrix \( \hat{\rho} \) in the presence of a boson loss rate \( \Gamma \)

\[
i\partial_t \hat{\rho} = [\hat{\mathcal{H}}, \hat{\rho}] + \frac{\Gamma}{2} \sum_j \left( 2 \hat{b}_j \hat{\rho} \hat{b}_j^\dagger - \hat{b}_j^\dagger \hat{b}_j \hat{\rho} - \hat{\rho} \hat{b}_j \hat{b}_j^\dagger \right).
\]

It prescribes the non-Hermitian effective Hamiltonian \( \hat{\mathcal{H}}_{\text{eff}} = \hat{\mathcal{H}} - i \frac{\Gamma}{2} \sum_j \hat{b}_j^\dagger \hat{b}_j \), which is the deterministic part of the Lindblad evolution; as well as the so-called “recycling” term, \( \Gamma \sum_j \hat{b}_j \hat{\rho} \hat{b}_j^\dagger \). In the following we use the rescaled parameters \( u = U/J, \ d = D/J, \ \omega = \Omega/J \) and \( \gamma = \Gamma/J \).

**Mean field phase diagram.**— We start by analysing the mean-field equations of motion, derived from the hamiltonian \( \hat{\mathcal{H}}_{\text{eff}} \). We analyze the fixed points using the ansatz that only a single mode participates in the dynamics, \( \hat{\rho}_p = \frac{1}{\sqrt{M}} \sum_j e^{ipx} \hat{b}_j \), with the operators replaced by c-numbers. The regimes of existence and stability of the resulting fixed points are delineated by black lines in Fig. 2a,b. These include “dim” and “bright” regimes which are each dominated by the effect of a single fixed point with low and high bosonic occupation, respectively.

The difference between a uniform and a chiral drive is already exposed in this mean-field level. These two types of drive lead to the two dramatically different phase diagrams, presented in Fig. 2 with panel (a) describing the uniform case and (b) the chiral case. In between the dim and bright regimes, for the uniform drive and for the chiral drive at low amplitudes, there exists a bistability regime (denoted “Bi”) of the dim and bright fixed points. This picture changes considerably for the chiral drive at higher amplitudes, where a large regime where no fixed point (denoted “NFP”) remains stable appears in the phase diagram.

To gain further intuition into the nature of this regime, we note that the actual steady state the system attains is decided by the initial condition. When we start from the vacuum state \( |0\rangle \) with zero bosonic occupation, the resulting steady state is depicted by the shading in Fig. 2a,b. In particular, in most of the bistable regime the system reaches the dim fixed point. In the region NFP it turns out that the system reaches no particular fixed point, but the long time dynamics remains confined in a certain dense region of phase space. In order to analyze it, we have to go beyond the single mode ansatz [20].

---

**FIG. 2.** Mean-field phase diagram and classical basins of attraction for \( M = 3 \) cavities on a ring. (a) The phase diagram for zero momentum drive, as function of the strength of the drive \( (d) \) and its frequency \( (\omega) \) with respect to the non-interacting resonant frequency \((\omega_{\text{res}} = -\cos p)\), displaying the bright (III) and dim (I and II) regimes and a bistability (Bi) regime (the subregions I, II are further detailed in [20]). (b) The same for finite momentum \((p = 2\pi/3)\) drive, giving rise to a region where no fixed point (NFP) is stable at larger drivings. The right panels visualize the basins of attraction of the different attractors for a finite chiral drive: the chaotic basins (light blue), the bright fixed point basin (yellow) and the dim fixed point basin (gray) [see the red asteriks in (b) for the corresponding parameters]. The ending points of the sampled trajectory (for \( J_{\text{m}} = 2000 \)) are projected onto the resonant plane (red). The green \( \times \) (\( + \)) markers correspond to the dim (bright) stable fixed point solution. Here \( u = 0.1 \) and \( \gamma = 0.05 \).
We next relax the requirement that we start from the $|0\rangle$ state and consider the two-dimensional phase plane of initial conditions associated with $b_p$. Each initial condition is color-coded according to the attractor the system eventually reaches. The result is described in Fig. 2c-h, and defines the basins of attraction of the relevant attractors. In addition, the long time trajectories of $b_p$ are superimposed in red. The spiral shape of the basins was highlighted in [21] for the case of a single cavity. Our case is richer since the higher dimensional phase space allows for the possibility of classical chaos, which in our system is accessible due to the operation of a chiral drive. The onset of chaos is marked by an exponential sensitivity to initial conditions and is characterized by a positive (classical) Lyapunov exponent. For the NFP regime, we find that the system ends up in a strange attractor (SA), depicted by the red shape in Fig. 2e-h. In fact the SA also exists beyond the region marked by NFP, and when the vacuum is contained in its basin of attraction the system will flow into this steady state, see e.g., Fig. 2i.

Once the interaction in the system increases the system will characteristically hold lower bosonic occupations and can cross into the quantum regime. In the next section we will investigate the quantum behavior of the system within and in the vicinity of the NFP region, and explore its properties.

Quantum approach to chaos.— We now turn to study the full quantum evolution of Eq. (2) using the method of quantum trajectories [19], and compare with the classical equation of motion analysis. The quantum trajectories are visualized in Fig. 3 using a histogram, which depicts the formation and interplay of the various fixed points and their exploration by the quantum dynamics. In Fig. 3a-c the trajectories explore the vicinity of the bright fixed point but as the frequency increases a larger portion of the chaotic basin is traversed quantum mechanically. Fig. 3d-f depict a regime where the full classical chaotic basin is explored. Curiously, in Fig. 3e the trajectories initially tend towards the newly nucleated dim fixed point but eventually flow past it and end up in the chaotic attractor. Fig. 3f show the coexistence of two attractors, a chaotic one and a dim fixed point, as the weight of the former decreases with increasing frequency.

The state the system attains at long times can be characterized by the Wigner function $W(\beta; t)$, of which we display only the two-dimensional cut with finite $\beta_p$ (and $\beta_k = 0$ for $k \neq p$) in Fig. 4a-e [20]. When the system flows into a fixed point it generates a Wigner function that is localized around this fixed point, forming an approximate coherent state, see e.g. Fig. 4e. In contrast, in the NFP regime, the Wigner function exhibits a pattern of islands of positive and negative values which aggregate around the SA, see Fig. 4f-j. When projected onto the resonant plane, we introduce the Wigner function which characterizes the associated reduced density matrix, which becomes strictly positive, see Fig. 4h,i [22].

Next, we consider photonic correlation measurements and weigh their relevance in unveiling the presence of quantum chaos in our system, starting with the standard photonic correlators $g^{(1)}$ and $g^{(2)}$, obtained by the quantum trajectories procedure [20].

First, the correlator $g^{(1)}_{b_p}(t) = \langle \hat{b}_p(t) \hat{b}_p(t) \rangle$ is associated with the photonic occupation and is presented in Fig. 5a. As the frequency increases, it is shown to reach a steady state value that progressively deviates from the value of the bright fixed point towards a mean value associated with the chaotic attractor. When the frequency further increases, the value of the $g^{(1)}$ correlator rapidly drops into the dim fixed point (not shown).
The correlator $g_p^{(2)}(t; \tau) = \langle [\hat{b}_p(t), \hat{b}_p(t + \tau)] \rangle / (\langle \hat{b}_p(t) \hat{b}_p(t) \rangle)^2$ is presented in Fig. 5 and is shown to be sensitive to the presence of the SA as is demonstrated by the larger value it attains at $\tau = 0$. This value is indicative of the increased fluctuations of the light generated by the chaotic phase space. In addition, the fluctuations of the quantum trajectories around the mean value could indicate the presence of the SA if the quantum trajectories are individually measured [23].

The most prominent indicator of quantum chaos in our system turns out to be the OTOC [21][25], defined by,

$$O(t; \tau) = -\langle \{\hat{Q}(t + \tau), \hat{P}(t)\} \rangle,$$

where $\hat{Q} = (\hat{b}_p + \hat{b}_p^\dagger)/\sqrt{2}$ and $\hat{P} = i(\hat{b}_p^\dagger - \hat{b}_p)/\sqrt{2}$ are the dimensionless position and momentum operators associated with $\hat{b}_p$. The OTOC generalizes the concept of a Lyapunov exponent to the quantum regime, i.e., $\lim_{t \to \infty} O(t; \tau) \sim e^{\lambda_\tau}$ where $\lambda_\tau$ is the quantum Lyapunov exponent and $\tau$ is in some intermediate regime: for small enough $\tau$ the commutator is set by its equal-time value while for large enough $\tau$ it saturates [26]. A version of the OTOC was measured in a trapped ion quantum magnet [27]. In [20] we detail a procedure to calculate it for a dissipative system.

The result, presented in Fig. 5, exhibits the anticipated exponential increase within the chaotic regime. Remarkably, we find a non-monotonic behaviour of the saturation value of the OTOC as function of the drive frequency $\omega$ (see Fig. 5, inset). It is interesting to note that a positive quantum Lyapunov exponent is detected for lower values of $\omega$ as compared to the classical phase diagram. At higher frequencies, once the frequency crosses into the classical dim fixed point regime, a dramatic reduction in the quantum Lyapunov exponent occurs. It therefore turns out that the quantum chaotic regime extends beyond the classical one into the lower frequency regime; see inset of Fig. 5, where the classical chaotic regime is depicted by blue shading. The higher frequency regime is marked by a coexistence of the dim and chaotic fixed points. Fig. 4 displays the entanglement entropy associated with the resonant mode calculated for individual trajectories, $S_p(t) = -\text{Tr}[\hat{\rho}_p(t) \log \hat{\rho}_p(t)]$, with $\hat{\rho}_p(t) = \text{Tr}_{k\neq p}[\hat{\psi}(t)\langle \hat{\psi}(t) \rangle]$ the reduced density matrix. For each trajectory $S_p(t)$ (blue points) is well defined, and the average over trajectories $\bar{S}_p(t)$ is displayed as a red line. It is interesting to note the spread of the quantum trajectories in the chaotic regime, which falls significantly once the system exits the chaotic regime. The similarity of the shape of the graph to the inset of panel (e) indicates relations between the entanglement entropy and the OTOC [28], that characterize the chaotic attractor.

Discussion.— We have demonstrated that the driven-dissipative Bose-Hubbard model with a small number of sites on a ring, once chirally-driven, could lead to the generation of chaotic regimes in both the mean-field analysis and at the full quantum level. To characterize the quantum chaos, we have calculated the Wigner function on a cut through the 6-dimensional phase space and projected it onto the 2-dimensional resonant plane, where it is shown to spread over the approximate region of the classical chaotic phase space. Next, we extended the Monte-Carlo method to calculate the OTOC in driven-dissipative systems [20], and demonstrated its sensitivity to the onset of quantum chaos in our model. Finally, we calculated the measurable correlators $g_p^{(1)}$ and $g_p^{(2)}$ and extracted the relevant signatures of the chaotic attractor.
The results could prove relevant for photons in coupled cavity arrays and may lead to a study of chaos in such systems.
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Appendix A: Mean field analysis

To study the mean field fixed points we employ above the ansatz that only the single mode that shares its momentum with the drive is macroscopically occupied, i.e. \( b_k = 0 \) for \( k \neq p \). The equation of motion for \( b_p \) is given in this case by

\[
\dot{b}_p = \frac{U}{M} |b_p|^2 b_p - \left[ J \cos(p) + \Omega + i \frac{\Gamma}{2} \right] b_p + \sqrt{MD}.
\]  

(A1)

Denoting the steady state solution as \( b_p(t \to \infty) = \sqrt{N_0} e^{-i\varphi} \) we arrive at the following equation for the occupation of the condensate, \( n_0 = \bar{N}/M \),

\[
\sqrt{N_0} |\cos(p) + \omega| = \sqrt{\pi} \frac{1}{\sqrt{N_0}} \left( \sqrt{\frac{\varphi}{\pi}} \right)^{3/2} \pm \sqrt{\frac{\omega^2}{4} n_0},
\]  

(A2)

and its phase \( \theta = \sin^{-1}(\gamma \sqrt{N_0}/2d) \). Eq. (A2) has three roots for \( n_0 \), which determine three fixed points \( b_p^{(n)} = \sqrt{N_0} e^{-i\varphi(n)} \), with \( n = 1, 2, 3 \). The stability of \( b_p^{(n)} \) is then determined by perturbing \( b_j = b^{(n)}_j + \delta b_j \), where \( b^{(n)}_j = b^{(n)}_j e^{-i\varphi_j}/\sqrt{M} \) is the steady state solution and \( \delta b^{(n)}_j = e^{-\gamma_s/2} e^{-i\varphi_j} \delta j \) with \( s = Jt \) the rescaled time. Taking into account only the leading terms in \( \delta \bar{q} = e^{-i\varphi_j} (v_j e^{-i\varphi_s} - u_j^* e^{i\nu_s}) \), the equations of motion in the momentum basis \( \bar{q} \) prescribe

\[
\mu_q \begin{pmatrix} u_q \\ v_q \end{pmatrix} = \mathcal{L}_q \begin{pmatrix} u_q \\ v_q \end{pmatrix}.
\]  

(A3)

Here \( \mathcal{L}_q = -\xi_0(q) + i\sigma_y e_y + \sigma_x e_z(q) \), where \( \xi_0(q) = \sin(q) \sin(p) \), \( e_y = n_0 q \), \( e_z(q) = 2n_0 u - \cos(q) \cos(p) - \omega \), \( \sigma_i \) are the Pauli matrices and \( \mu_q \) is the Bogoliubov dispersion, given by \( \mu_q = -\xi_0(q) + \sqrt{\gamma_0^2(q) - \gamma^2} \). For a solution to be stable we require \( \delta \bar{b}_j \) to decay with time, thus stability is contingent upon \( |\mu| \leq \gamma/2 \) for all values of \( q = \frac{2\pi}{M}, m \in \{0, 1, ..., M-1\} \). This is an extension of the more familiar case without loss (\( \gamma = 0 \)).

In the main text we describe the resulting phase diagram, which is presented in Fig. 2b. Here we describe the phase diagram in terms of existence and stability of the fixed points. In region I (III) there exists only a single fixed point that is also stable: the dim (bright), \( \nu = 1 \) (\( \nu = 3 \)), is the low (high) occupation fixed point. Whereas, in region II there exist three fixed points of which only the dim (\( \nu = 1 \)) one is stable. In addition there are the bistable regime (denoted by “Bi”) in which both \( \nu = 1 \) and \( \nu = 3 \) are stable, and the regime where no fixed point is stable (denoted by “NFP”) in which the system flows into the chaotic attractor, which is not revealed by the linear analysis above.
Appendix B: Quantum analysis

We calculate the Wigner function displayed in Fig. 4 using the formula
\[ W(\beta; t) = \int d\eta \, d\eta' | \rho_{\eta, \eta'}(t) |^2 e^{i \eta \cdot \beta - \frac{1}{2} \eta' \cdot \beta}, \]  
where \( \rho_{\eta, \eta'}(t) = \langle \beta - \frac{1}{2} \eta | \rho(t) | \beta + \frac{1}{2} \eta' \rangle \). Here \( | \beta \rangle \) represents a product of momentum coherent states, i.e., \( | \beta \rangle = \bigotimes_k | \beta_k \rangle \), satisfying \( \hat{b}_k | \beta \rangle = \beta_k | \beta \rangle \). Expressing the density matrix using momentum occupation states \( | n \rangle = \bigotimes_k | n_k \rangle \), we get the following transform
\[ W(\beta; t) = \sum_{n,n'} \rho_{n,n'}(t) \prod_k F_{n_k,n'_k}(2\beta_k), \]  
where
\[ F_{n,n'}(\xi) = \frac{4e^{-|\xi|^2/2\xi'\cdot n-n'}}{\sqrt{n!n'!}} U(-n, n' - n + 1, |\xi|^2), \]
with \( U(a, b, c) \) denoting the confluent hypergeometric function. The density matrix \( \rho_{n,n'}(t) \) is then calculated employing 2000 quantum trajectories. In the main text we considered two types of Wigner functions. The first was the full 6-dimensional Wigner function of Eq. (B2) of which we displayed only the 2-dimensional cut representing the resonant plane (\( \beta_k = 0 \) for \( k \neq p \)) at time \( t = 0 \) (see Fig. 4a-c). Second, we consider the reduced density matrix relevant to the resonant momentum, i.e., the density matrix in Eq. (B2) is replaced with \( \hat{\rho}_p(t) = Tr_{k\neq p} \rho(t) \) (see Fig. 4d-j).

Using the same quantum trajectory Monte-Carlo formalism, we calculate the different photonic correlation functions as we now describe.

To calculate the \( g^{(2)}(t; \tau) = \langle \hat{b}_p(t) \hat{b}_p(t + \tau) \hat{b}_p(t + \tau) \rangle / \langle \hat{b}_p(t) \hat{b}_p(t) \rangle^2 \) correlator, we employ the usual method of first enforcing a quantum a jump at \( t \) and then finding the evolution along \( \tau \) following the same Monte-Carlo procedure.

Calculating the OTOC in a dissipative-driven system is more challenging. The OTOC can be expanded into a sum of four two-time correlators with both forward and backward time evolutions. For each of these correlators, let \( t_1 \) be the time associated with the rightmost operator, and let \( t_2 \) be the other time. We proceed according to the following steps: (i), we evolve the wavefunction to \( t_1 \) (i.e. either \( t \) or \( t + \tau \)); (ii), we apply the operators associated with \( t_1 \) on both the evolved ket and bra or, where this is not possible, we define four helper states following Molmer et al. \[ 19 \]; next, (iii), we apply either forward or backward evolution in time from \( t_1 \) to \( t_2 \), as necessary (i.e., forward evolution from \( t_1 = t \) to \( t_2 = t + \tau \) or backward evolution from \( t_1 = t + \tau \) to \( t_2 = t \)).

The latter is done according to \( \hat{H} \rightarrow -\hat{H} \) but with the dissipative part of the Lindblad evolution remaining the same \[ 29 \]; finally, (iv), we find the expectation value of the operator or product of operators associated with time \( t_2 \).
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