DELOCALIZATION FOR RANDOM DISPLACEMENT MODELS WITH DIRAC MASSES
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Abstract. We study a random Schrödinger operator, the Laplacian with random Dirac delta potentials on a torus \( \mathbb{T}_L^d = \mathbb{R}^d / L \mathbb{Z}^d \), in the thermodynamic limit \( L \to \infty \), for dimension \( d = 2 \). The potentials are located on a randomly distorted lattice \( \mathbb{Z}^2 + \omega \), where the displacements are i.i.d. random variables sampled from a compactly supported probability density. We prove that, if the disorder is sufficiently weak, there exists a certain energy threshold \( E_0 > 0 \) above which exponential localization of the eigenfunctions must break down. In fact we can rule out any decay faster than a certain polynomial one. Our results are obtained by translating the problem of the distribution of eigenfunctions of the random Schrödinger operator into a study of the spatial distribution of two point correlation densities of certain random superpositions of Green’s functions and its relation with a lattice point problem.

1. Introduction

Anderson observed in his landmark 1958 paper \cite{An58} that in the presence of sufficiently strong disorder the wave functions of a disordered quantum system may be exponentially localized. This phenomenon is today known as “Anderson localization”. A key question in the theory of disordered systems concerns the breakdown of localization and the existence of a transition from a localized to a delocalized regime at weak disorder. The mathematical theory of Schrödinger operators with random potentials on \( \mathbb{R}^d \) is concerned with a rigorous mathematical understanding of Anderson localization. Whereas the exponential localization of the eigenfunctions of random Schrödinger operators is by now firmly established at the rigorous level, the problem of delocalization remains widely open.

The scaling theory of Abrahams, Anderson, Licciardello and Ramakrishnan \cite{Alr82} predicts that the existence of a delocalization transition ought to depend on the dimension of the system. In dimension \( d = 1 \) one always expects exponential localization of the eigenfunctions no matter how weak the disorder in the system. In dimension \( d = 3 \) a phase transition from localization at strong disorder to delocalization at weak disorder is expected to occur.

The critical case of dimension \( d = 2 \) is of particular interest. Generally it is believed that, as for dimension \( d = 1 \), any strength of disorder is sufficient to have exponential localization and no transition occurs. Although, the localization length is expected to be exponentially large in terms of the electronic mean free path length, which makes it very difficult in practice to distinguish the two regimes.

As we will show in this paper, the predictions of the scaling theory surprisingly do not hold for certain random Schrödinger operators for which we prove delocalization, i.e. the breakdown of exponential localization for sufficiently weak disorder.
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above a certain energy threshold in dimension 2. In fact we can rule out any decay but a certain polynomial one.

1.1. The model. The present paper studies a random displacement model on a large torus (more precisely, the limit as the size of the torus tends to infinity) in dimension 2. The impurities are modeled by Dirac delta potentials, which is a natural simplification from smooth compactly supported potentials which offers the considerable advantage that the eigenfunctions may be computed explicitly as certain superpositions of Green’s functions. The complexity of the eigenfunction is encoded in the superposition vector (cf. section 3 for a detailed discussion). It is known that smooth potentials may be modeled by delta potentials in a suitable energy range, where the wavelength is much larger than the size of the support of the smooth potential (cf. for instance [10, 11]).

We consider a weak disorder regime. This means given a torus $T^2_L$, where $L \in \mathbb{N}$ is large, we introduce the following random displacement model on $T^2_L$

\begin{equation}
H_{\omega}\xi = -\Delta + \alpha \sum_{\xi \in \mathbb{Z}^2 \cap T^2_L} \delta(x - \xi - \omega \xi)
\end{equation}

where the displacements $\omega \xi$ are i.i.d. random variables with a compactly supported radial probability density $P_0(x) = \epsilon_0^{-2} P_{\frac{2x}{\epsilon_0}}$, where $\epsilon_0 \in (0, \frac{1}{2})$ is the disorder parameter, $P \in C^0_c(\mathbb{R}_+)$ and $0 \in \text{supp} P \subset [0, 1]$. We impose periodic boundary conditions, but our arguments also work for Neumann or Dirichlet boundary conditions.

We denote by

$$\omega_L = \{\omega \xi \mid \xi \in \mathbb{Z}^2 \cap T^2_L\}$$

the stochastic process that samples independently from the probability density $P_0$ the random displacements $\omega \xi$ for each $\xi \in \mathbb{Z}^2 \cap T^2_L$.

The above operator may be formulated rigorously by applying the theory of self-adjoint extensions (see subsection 3.1) to the restricted Laplacian $-\Delta_{\mathbb{Z}^2 \cap T^2_L}$. We denote the family of self-adjoint extensions associated with the formal operator (1.1) by $\{-\Delta_{\omega_L, U}\}_{U \in U(N)}$, where $N = \#\omega_L$. The number of self-adjoint extensions exceeds the number of physical coupling constants. We remark that in particular the subgroup of diagonal unitary matrices $D(N) \subset U(N)$ corresponds to the case where a non-local interaction between the impurities is forbidden.

Since the operator $-\Delta_{\omega_L, U}$ is a rank $N$ perturbation of the Laplacian, it has at most $N$ “new” (random) eigenfunctions corresponding to each new eigenvalue which is “torn off” each old eigenspace of the Laplacian, and we remark that for $L \gg 1$ the rank is always larger than the multiplicity of the Laplace eigenvalues. This means that there will be no “old” Laplace eigenfunctions in the spectrum of $-\Delta_{\omega_L, U}$.

The eigenvalues of the Laplacian on the torus $T^2_L$ are given by the set $S = \{n \mid n = 4\pi^2(\xi_1^2 + \xi_2^2)/L^2, \xi_1, \xi_2 \in \mathbb{N}\} = \{0 = \frac{n_0}{L^2} < \frac{n_1}{L^2} < \frac{n_2}{L^2} < \cdots\}$, where the set $S = \{n_k\}_{k=0}^{\infty}$ are integers which (up to a factor $4\pi^2$) are representable as sums of two squares of integers. The associated eigenfunctions are of the form $e_{\xi/L}(x) = e^{2\pi i \xi / (L, x)}$.

The multiplicity of a Laplace eigenvalue $n$ is given by the number of ways the integer $nL^2/4\pi^2$ can be written as a sum of 2 squares of integers. The multiplicity of $n$ grows on average like $\sqrt{\log(nL)}$, which is a consequence of Landau’s Theorem
\[\{ n \in S \mid n \leq x \} \sim \frac{B x}{\sqrt{\log x}}\]

for some \(B > 0\).

1.2. Delocalization. We are interested in the spatial distribution of the eigenfunctions of \(H_\omega\) on the torus \(T^d_L\) in the limit as \(L \to \infty\).

Let \(\omega = \{\omega_\xi \mid \xi \in \mathbb{Z}^2\}\) denote the stochastic process which independently samples from \(P_0\) the random displacements for each lattice vector \(\xi \in \mathbb{Z}^2\).

The scaling theory of Abrahams, Anderson, Licciardello and Ramakrishnan [1] suggests that the eigenfunctions of the formal random Schrödinger operator

\[H_\omega = -\Delta + \alpha \sum_{\omega_\xi \in \omega} \delta(x - \xi - \omega_\xi), \quad \alpha \in \mathbb{R}\]

ought to be exponentially localized for all energies (since \(d = 2\)).

The \(L^2\)-eigenfunctions are random superpositions of Green’s functions and are of the form

\[\Psi_E(x) = \sum_{\omega_\xi \in \omega} c_{\xi, \omega} G_E(x, \xi + \omega_\xi), \quad (c_{\xi, \omega})_{\xi \in \mathbb{Z}^2} \in l^2\].

The physical interpretation of this exponential localization (“Anderson localization”) is that transport breaks down due to the presence of sufficient disorder in the system. It has been shown for various models, that in the localized regime the random operator has almost surely pure point spectrum [8].

In the case \(d = 3\), however, the scaling theory predicts the existence of a so-called “mobility edge”, which means that for sufficiently weak disorder, above a certain energy threshold, a continuous band structure should emerge in the spectrum of the random operator. Values well inside each interval will correspond to generalized eigenfunctions, whereas values near the band edges may still correspond to exponentially localized eigenfunctions. For very low disorder, and sufficiently high energy, the spectrum should be purely continuous (possibly with a singular component) and all values should correspond to generalized eigenfunctions.

In fact almost sure existence of pure point spectrum and exponential localization of the eigenfunctions at the bottom of the spectrum has been proven by Boutet de Monvel and Grinpun [3] for the case of random couplings and scatterers located on a lattice. This was later extended to the case of random sublattices by Hislop, Kirsch and Krishna [5].

1.3. Results. We consider the operator \(\square\omega_\xi\) on the torus \(T^d_L\) and the random displacement process \(\omega_L = \{\omega_\xi \mid \xi \in T^d_L \cap \mathbb{Z}^2\}\). There is no particular reason for the choice of a standard torus. Our results still hold for rectangular tori.

Rigorously, the formal operator \(\square\omega_\xi\) is realized by self-adjoint extension theory, as explained above, leading to the family of operators \(-\Delta_{\omega_\xi, U}, \quad U \in U(N)\) and \(N = \#\omega_L\). The choice \(U = e^{i \varphi} \text{Id}_N\), \(\varphi \in (-\pi, \pi)\), corresponds to the formal operator \(H_{\omega_L}\) with \(\alpha \neq 0\). We denote the associated self-adjoint extension by \(-\Delta_{\omega_L, \varphi}\).

\footnote{We have chosen periodic boundary conditions here. However, our proofs can easily be adapted to Neumann or Dirichlet conditions. This simply leads to a different character in the spectral expansion of the Green’s functions.}
The spectrum of the operator \(-\Delta_{\omega_L, \varphi}\) on \(T^2_L\) is discrete and the density of eigenvalues increases with \(L\), according to Weyl’s law, proportional with the volume of \(T^2_L\). The eigenfunctions of the operator \(-\Delta_{\omega_L, \varphi}\) are given by random superpositions of Green’s functions

\[
G^E_k(x) = \sum_{\omega_k \in \omega_L} c_{\xi, \omega_L} G^L_k(x, \xi + \omega_k).
\]

We fix a normalization of the coefficients \(c_{\xi, \omega_L}\). In fact, \(\omega_L\)-a.s. the space of superposition vectors \((c_{\xi, \omega_L})_{\xi \in \mathbb{Z}^2 \cap T^2_L}\) is of dimension 1. So upon choosing our normalization, the superposition vector is a.s. unique.

**Normalization 1.1.** For the eigenfunctions \(G^L_k\) we fix the normalization

\[
\sum_{\xi \in \mathbb{Z}^2 \cap T^2_L} |c_{\xi, \omega_L}|^2 = 1.
\]

Now if \(L\) is large compared with the localization length we should be able to observe exponential localization for the eigenfunctions \(G^L_k\).

We now proceed to define localization for the random Schrödinger operator \(-\Delta_{\omega_L, \varphi}\). Let us define the smoothed \(L^2\)-densities

\[
\Phi^E_k(x) = \int_{T^2_L} \chi(x' - x)|G^L_k(x')|^2 dx',
\]

and

\[
\varphi^E_k(x) = \int_{T^2_L} \chi(x' - x)|G^L_k(x')|^2 dx', \quad g^E_k = G^L_k/\|G^L_k\|_{L^2(T^2_L)}.
\]

where \(\chi(x) = \tilde{\chi}(|x|)\) s. t. \(\|\chi\|_1 = 1\) with \(\tilde{\chi} \in C^\infty_c(\mathbb{R}_+)\) such that \(\text{supp } \tilde{\chi} = [0, 1]\) with \(\tilde{\chi}|_{[0, \frac{1}{2}]} = 1\), and decreasing on \([\frac{1}{2}, 1]\).

We define localization in terms of the two point correlation density of an eigenfunction

**Definition 1.2.** Fix \(L \gg 1\). Denote by \(\omega_L\) the random displacement model on \(T^2_L\), as defined above. Let \(\varphi \in (-\pi, \pi)\) and consider the operator \(-\Delta_{\omega_L, \varphi}\). Let \(\chi_R = R^{-d} \tilde{\chi}(. / R)\).

We say that the operator \(-\Delta_{\omega_L, \varphi}\) satisfies \(f\)-localization on an interval \(I = [a, b]\) if \(\forall R\) with \(\frac{L}{10} \geq R \geq \frac{100}{\sqrt{E}}\) and \(\forall x, y \in T^2_L\) s. t. \(\frac{L}{2} |x - y| \geq 4R\) we have a.s.

\[
\forall E \in [a, b]: \varphi^E_k(x) \varphi^E_k(y) \leq C_{\omega_L, f}(|x - y|)
\]

where \(C_{\omega_L, f}\) is integrable on the sample space.

We say that \(-\Delta_{\omega_L, \varphi}\) satisfies exponential localization on \(I\) if it satisfies \(f\)-localization with \(f(x) = Ae^{-B|x|}\), where \(A, B\) are constants which may depend on the choice of \(I\).

**Remark.** We point out that, since the eigenfunction \(G^L_k\) is a superposition of Green’s functions, it is necessary to define the localization bound by integrating against a smooth test function in order to deal with the singularities. It is, furthermore, important to ensure that the diameter of the support is large compared to the wavelength \(1/\sqrt{E}\) in order to ensure that we are not integrating over a region which is entirely contained in the immediate vicinity of a singularity.

\(^2\)This ensures that the balls we average over are sufficiently far apart.
Corollary 1.3. Let $E = \inf \{ E' \in [a, b] \}$. $f$-localization implies that $\exists C > 0$ s.t. \( \forall x, y \in \mathbb{T}^2_L, |x - y| \geq 4R \) we have

\[
E(\varphi_E^L(x)\Phi_E^L(y)) \leq Cf(|x - y|).
\]

Proof. From the definition of localization we have

\[
\varphi_E^L(x)\Phi_E^L(y) \leq C_{\omega_L} \| G_{\omega_L}^L \|_2^2 f(|x - y|)
\]

and the corollary follows by observing that $E(C_{\omega_L} \| G_{\omega_L}^L \|_2^2) \leq E(C_{\omega_L}^2)^{1/2} E(\| G_{\omega_L}^L \|_2)^{1/2}$. As $L \to \infty$ the quantity $E(\| G_{\omega_L}^L \|_2^2)$ remains bounded as it converges to $E(\| G_{\omega}^L \|_2^2)$ (recall the normalization $\sum x |\xi|^2 = 1$). Similarly $E(C_{\omega_L}^2)$ converges to $E(C_{\omega}^2)$ as $L \to \infty$. \(\square\)

The following theorem is our main result.

Theorem 1.4. Fix $f : \mathbb{R}_+ \to \mathbb{R}_+$ a continuous, strictly decreasing function such that $f(x) = O(x^{-\alpha})$ for sufficiently large $\alpha > 0$. Given $L \gg 1$ we $\omega_L$ denote the random displacement model on $\mathbb{T}^2_L$, as defined above. Let $\varphi \in (-\pi, \pi)$ and denote the associated self-adjoint extension by $-\Delta_{\omega_L, \varphi}$.

Then there exists $E_0 > 0$ such that for any $b > a > E_0$ there exist $L_0 \gg 1$, $\epsilon_0 \ll 1$ s.t. for any $L \geq L_0$ the operator $-\Delta_{\omega_L, \varphi}$ cannot satisfy $f$-localization on $[a, b]$.

An analogous result can easily be proved for the case $d = 3$ following the exact same argument that is presented in this paper. Instead of the bounds on lattice point sums in $d = 2$ from [9, 16] one uses the analogous bounds for $d = 3$ which were proven in [17].
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2. Proof of Theorem 1.4

Throughout this section and the rest of the paper expectation values are taken with respect to the random variable $\omega_L$. We will therefore omit the subscript.

The proof of Theorem 1.4 works by contradiction. We assume $f$-localization of the operator $-\Delta_{\omega_L, \varphi}$ on an interval $[a, b]$ for sufficiently large $a \gg 1$, which ensures $\frac{100}{\sqrt{n}} < \frac{1}{10}$, and show that for a sufficiently small disorder parameter $\epsilon_0$ and sufficiently large decay rate $\alpha$ and torus size $L$ this assumption leads to a contradiction.

Denote by $S'$ the subsequence of density one of the set of integers representable as a sum of two squares as constructed in appendix A (cf. the subsequence $S'$ in Thm 1.1, p. 3 in [16]).

Let $L \gg 1$ and choose any $n_k \in S'$ s.t. $\left[ \frac{n_k}{L^2}, \frac{n_k}{L^2} \right] \subset [a, b]$. Fix small $\delta_0 > 0$. We choose

\[
E = \inf \{ E' \in \sigma(-\Delta_{\omega_L, \varphi}) \cap \left[ \frac{n_k + \delta_0}{L^2}, \frac{n_{k+1} - \delta_0}{L^2} \right] \}.
\]
We will make use of the following two propositions. The first proposition is proven in section 5.

**Proposition 2.1.** There exists $x_0 \in \mathbb{T}_L^2$, $A > 0$ such that $\mathbb{E}(\psi_E^L(x_0))^A \geq L^{-A}$.

The second one is proven in section 4.

**Proposition 2.2.** Let $a \in C^\infty(\mathbb{T}^2)$, $\hat{a}(0) \neq 0$. We have for any $x_0 \in \mathbb{T}_L^2$ and $\psi_\lambda = \phi_E^L(x_0)^{1/2}g_\lambda$

$$\mathbb{E}((a\psi_\lambda, \psi_\lambda)) \geq \hat{a}(0)\mathbb{E}(\phi_E^L(x_0)).$$

So by Proposition 2.1, there exists $x_0 \in \mathbb{T}_L^2$ s. t. for $\psi_\lambda = \phi_E^L(x_0)^{1/2}g_\lambda$, $\lambda = EL^2$, $a \in C^\infty(\mathbb{T}^2)$,

$$\mathbb{E}((a\psi_\lambda, \psi_\lambda)) \geq \hat{a}(0)L^{-A}.$$ Fix $y \in \mathbb{T}_L^2$ s. t. $|x_0 - y| \approx L$, and take $a = \chi_\epsilon(\cdot - x)$, $x = y/L$. We obtain for $EL^2 \gg 1$

$$(2.1) \quad \phi_E^L(x_0)\phi_E^L(y) = \phi_E^L(x_0)\int_{\mathbb{T}_L^2} \chi_\epsilon(y' - y)|g_E^L(y')|^2dy'$$

$$= L^{-2}\phi_E^L(x_0)\int_{\mathbb{T}_L^2} \chi_\epsilon(y' - y/L)|g_E^L(y')|^2dy'$$

$$= L^{-2}\phi_E^L(x_0)\int_{\mathbb{T}_L^2} \chi_\epsilon(x' - x)|g_{EL^2}(x')|^2dx'$$

where we used $\int_{\mathbb{T}^2} \chi_\epsilon(x)dx = 1$ and $g_E^L(y) = L^{-1}g_{EL^2}(y/L)$.

We obtain

$$L^{-2-A} \lesssim \mathbb{E}(\phi_E^L(x_0)\phi_E^L(y)) \leq f(L) \lesssim L^{-A}$$

which leads to a contradiction for $L \gg 1$ for $\alpha > 2 + A$.

3. **Background**

3.1. **Self-adjoint extension theory.** Let $x_1, \cdots, x_N$ be distinct points on $\mathbb{T}^2$. Denote $x = \{x_1, \cdots, x_N\}$. This section will be concerned with the rigorous mathematical realization of the formal operator

$$(3.1) \quad -\Delta + \sum_{j=1}^N \alpha_j \delta(x - x_j), \quad \alpha_1, \cdots, \alpha_N \in \mathbb{R}$$

where $\Delta$ denotes the Laplacian with Dirichlet boundary conditions.

Define $D_x := C_c^\infty(\mathbb{T}^2 - x)$ and consider the restricted Laplacian $H = -\Delta|_{D_x}$.

Denote the Green’s function of the Laplacian on $\mathbb{T}^2$ by

$$G_\lambda(x, y) = (\Delta + \lambda)^{-1}\delta(x - y).$$

The operator $H$ has deficiency indices $(N, N)$ and the deficiency spaces are spanned by the bases of deficiency elements $\{G_{\pm i}(x, x_1), \cdots, G_{\pm i}(x, x_N)\}$ respectively. There exists a family of self-adjoint extensions of $H$ which is parameterized by the group $U(N)$. We denote the self-adjoint extension of $H$ associated with a matrix $U \in U(N)$ by $-\Delta_{x,U}$. 
3.1.1. Spectrum and eigenfunctions. As explained above there are two types of eigenfunctions of the operator $-\Delta_x U$. Generic and non-generic eigenfunctions. Our results hold for both types of new eigenfunctions. Since non-generic eigenfunctions only occur with probability 0 and do not feel the presence of all impurities, we will ignore them for the rest of the paper, and focus on the generic eigenfunctions.

To find the new eigenfunctions of the operator $-\Delta_x U$ we want to solve
\[(\Delta_x U + \lambda)g_\lambda = 0.\]

We may write $g_\lambda$ in the decomposition
\[g_\lambda = f_\lambda + \langle v, G_i \rangle + \langle Uv, G_{-i} \rangle \]
where $G_\lambda(x) = (G_\lambda(x,x_1), \cdots, G_\lambda(x,x_N)), v \in \mathbb{C}^N$ and $g_\lambda \in C_c^\infty(T^2)$. So we have
\[(\Delta + \lambda)f_\lambda + (-i + \lambda)\langle v, G_i \rangle + (i + \lambda)\langle Uv, G_{-i} \rangle = 0.\]

We apply the resolvent $(\Delta + \lambda)^{-1}$ for $\lambda \notin \sigma(-\Delta)$, and obtain
\[(\Delta + \lambda)f_\lambda - \frac{-i + \lambda}{\Delta + \lambda}\langle v, G_i \rangle - \frac{i + \lambda}{\Delta + \lambda}\langle Uv, G_{-i} \rangle = 0.\]

By the repeated resolvent identity
\[\frac{-i + \lambda}{(\Delta + \lambda)(\Delta + i)} = -\frac{1}{\Delta + \lambda} + \frac{1}{\Delta + i},\]
we can rewrite this equation as
\[f_\lambda - \langle v, G_\lambda - G_i \rangle - \langle Uv, G_\lambda - G_{-i} \rangle = 0.\]

Furthermore, note that we can write more compactly
\[\langle v, G_\lambda - G_i \rangle + \langle v, U^{-1}(G_\lambda - G_{-i}) \rangle = \langle v, A_\lambda \rangle.\]
where $A_\lambda(x) = (G_\lambda - G_i)(x) + U^{-1}(G_\lambda - G_{-i})(x)$. Now, since $f_\lambda = \langle v, A_\lambda \rangle \in C_c^\infty(T^2)$, we obtain the equations (set $x = x_k$ for $k = 1, \cdots, N$)
\[\langle v, A_\lambda(x_k) \rangle = 0, \quad k = 1, \cdots, N,\]
which we can rewrite as the matrix equation
\[M_\lambda v = 0.\]

where $F_\lambda(\lambda) = M_\lambda = (A_\lambda(x_1), \cdots, A_\lambda(x_N))$.

So in order to find nontrivial solutions we need to solve the spectral equation
\[\det M_\lambda = 0.\]

We note that $\det M_\lambda$ is a meromorphic function of $\lambda$ with poles at the Laplacian eigenvalues, which we recall are given by the set $\mathcal{S} = \{ n \mid n = 4\pi^2(x_1^2 + x_2^2), \quad x_1, x_2 \in \mathbb{Z} \} = \{ 0 = n_0 < n_1 < n_2 < \cdots \}$.

Given a solution $\lambda \in \sigma(-\Delta_x U)$ the corresponding eigenfunction will be given by
\[G_\lambda(x) = \langle (\text{Id} + U)v, G_\lambda(x) \rangle = \sum_{j=1}^N d_{\lambda,j}(x)G_\lambda(x,x_j), \quad v \in \ker M_\lambda\]
which can be seen by substituting identity (3.6) in (3.3).
Note that, for a full measure subset of \( x \in T^{2N} \), we have that \( d_{\lambda,j}(x) \neq 0 \), \( j = 1, \cdots, N \), and \( \dim \ker M_\lambda = 1 \). When we put a continuous probability measure on the space \( T^{2N} \), we may say that these statements hold with probability 1.

3.2. Scaling to the standard torus. It can easily be seen that the formal definition of the operator \(-\Delta_{U,x}\) via the theory of self-adjoint extensions corresponds to the standard Laplacian \(-\Delta\) acting on functions \( f \in C^\infty(T^2-x) \) where \( \Delta f + c_1 \delta_{x_1} + \cdots + c_N \delta_{x_N} \in L^2(T^2) \), where \( c_j \in \mathbb{C}, j = 1, \cdots, N \), and \( f \) diverges logarithmically at each of the points \( x_j \), where the constants in the asymptotics depend on the choice of the matrix \( U \).

Let \( f \in L^2(T^2_L) \) and define by \( g(y) = f(Ly) \) a function \( g \in L^2(T^2) \). Let \( Lx = (Lx_1, \cdots, Lx_N) \). It can easily be seen that the eigenvalue problem

\[
(\Delta_{U,Lx} + E)f = 0
\]

on the large torus \( T^2_L \) corresponds to the eigenvalue problem

\[
(L^{-2}\Delta_{U,Lx} + E)g = 0
\]

on the unit torus \( T^2 \). If, in the first problem we study eigenfunctions with eigenvalue \( E \) and the limit of large tori \( L \to \infty \), then in the second problem this corresponds to studying the large eigenvalue limit \( \lambda = EL^2 \to \infty \).

4. Proof of Proposition 2.2

We will study the spatial distribution properties of the wave functions of the formal operator

\[
\tag{4.1}
-\Delta + \alpha \sum_{\omega \in \omega_L} \delta(x - \xi - \omega), \quad \alpha \in \mathbb{R}
\]

on the torus \( T^2_L \), in the limit \( L \to \infty \), where \( N = \#\omega_L \) and \( \omega_L \) denotes the random displacement model on \( T^2_L \). Rigorously, we proceed as above and realize the formal Hamiltonian as the self-adjoint extension of the restricted Laplacian \( -\Delta|_{C^\infty(T^2_L-\omega_L)} \).

Consider a fixed interval \([a, b] \subset \mathbb{R}_+\). Assume an eigenfunction with eigenvalue \( E \in [a, b] \), as chosen above, of the random Schrödinger operator (1.2) is exponentially localized. This localization should also be observed on a sufficiently large torus \( T^2_L \), provided \( L \) is much larger than the localization length (which depends on the choice of interval).

The eigenfunctions of the operator (4.1) are given by random superpositions of Green’s functions (see also appendix B for the definition and relation between the Green’s functions on the tori \( T^2 \) and \( T^2_L \))

\[
G_L^E(x) = \sum_{\omega \in \omega_L} c_{\xi,\omega} G_L^E(x, \xi + \omega).
\]

We recall from the end of subsection 3.1.3 that, almost surely, \( \dim \ker M_\lambda = 1 \), where \( \lambda = EL^2 \).

Normalization 4.1. We make the convention that the coefficients \( c_{\xi,\omega} \) are normalized to ensure that

\[
\sum_{\xi \in T^2_L \cap \mathbb{Z}^2} |c_{\xi,\omega}|^2 = 1.
\]
4.1. **Localization implies bounds on correlations of coefficients.** Fix any $x_0 \in \mathbb{T}_L^2$. Let $d_{\xi,\omega L} = \varphi^L_E(x_0)^{1/2}c_{\xi,\omega L}$. We introduce the two point correlation density

$$
\Psi_E^L(y) = \varphi^L_E(x_0)^{1/2}G^L_E(y).
$$

We readily find that $f$-localization of the correlation density $\Psi_E^L$ implies for each $\xi \in \mathbb{Z}^2$ the bound $\mathbb{E}(|d_{\xi,\omega L}|^2) \leq \mathbb{E}(|\xi - x_0|)$. So, at low disorder, any localization of the eigenfunctions of the operator $H_{\omega L}$ really translates directly into a corresponding bound on the discrete correlation function $d_{\xi,\omega L} : \mathbb{Z}^2 \cap \mathbb{T}_L^2 \mapsto \mathbb{C}$.

We have the following lemma.

**Lemma 4.2.** Let $I = [a, b]$ with $b \geq 1$ and $f : \mathbb{R}_+ \to \mathbb{R}_+$ be a strictly decreasing function, which may depend on the choice of the interval $I$. Assume that $-\Delta_{\varphi,\omega L}$ is $f$-localized on $I$.

It follows that there exists a positive constant $C_f$ such that for our chosen $E \in I$

$$
\forall \xi \in \mathbb{Z}^2 \cap \mathbb{T}_L^2 : \mathbb{E}(|d_{\xi,\omega L}|^2) \leq C_f b^2 f(|\xi - x_0|).
$$

**Proof.** Fix $R_0$ s.t. $1/\sqrt{\mathbb{E}} \ll R_0 < 1/4$ (which is possible because $a \gg 1$).

Denote $\chi_0 = \chi_{R_0}$ and $\chi_E = (-\Delta - E)\chi_0$ and note that, for some constant $C_0 > 0$,

$$
|\Delta \chi_0(y)| \leq C_0 \sum_{y_i \in C} \chi_0(y - y_i)
$$

where $C \subset \mathbb{T}_L^2$ is a finite cover such that

$$
B(0, 2R) \subset \bigcup_{y_i \in C} B(y_i, R).
$$

We have

$$
|\chi_E(y)| \leq C_0 \sum_{y_i \in C} \chi(y - y_i) + b\chi(y)
$$

which implies, where $C$ is a positive constant,

$$
\mathbb{E} \left( \left| \int_{\mathbb{T}_L^2} \chi_E(y - x)\Psi_E^L(y)dy \right|^2 \right)
\leq \mathbb{E} \left( \left| \int_{\mathbb{T}_L^2} |\chi_E(y - x)|^{1/2}|\chi_E(y - x)|^{1/2}|\Psi_E^L(y)|dy \right|^2 \right)
\leq (C_0|C| + b) \mathbb{E} \left( \int_{\mathbb{T}_L^2} |\chi_E(y - x)||\Psi_E^L(y)|^2dy \right)
\leq (C_0|C| + b) \left( C_0 \sum_{y_i \in C} f(|y_i - x_0|) + bf(|x - x_0|) \right)
\leq Cb^2 f(|x - x_0|).
$$

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}

\(\footnote{For positive functions $f, g$ we denote by $f \lesssim g$ that there exists a constant $C > 0$ such that $f \leq C g$}
\(\footnote{This ensures that $1/\sqrt{\mathbb{E}} \ll 1$ and we can therefore pick $1/\sqrt{\mathbb{E}} \ll R_0 \ll 1$.}
Now
\[
\int_{T^2} \chi_E(y-x) \Psi_E^L(y) dy = \sum_{\omega \in \omega_L} d_{\xi, \omega L} \int_{T^2} \chi_E(y-x) G_E^L(y, \xi + \omega \xi) dy
\]
\[
= \sum_{\omega \in \omega_L} d_{\xi, \omega L} \int_{T^2} \chi_E(y) G_E^L(y, \xi + \omega \xi - x) dy
\]
\[
= \sum_{\omega \in \omega_L} d_{\xi, \omega L} \chi_0(\xi + \omega \xi - x)
\]

If we now fix \(x = \xi + \omega \xi\), we get (recall that \(4R_0 < 1\)), where \(C_f\) is a positive constant,
\[
\mathbb{E}(|\chi_0(0)|^2 | d_{\xi, \omega L}^2) \leq C f^2 f(|\xi + \omega \xi - \xi_0|)
\]
\[
\leq C_f b^2 f(|\xi - \xi_0|)
\]
and \(C_f = R_0^4 \hat{C}_f\).

4.2. Scaling. Now we can identify the eigenfunction \(G_E^L\) with the eigenfunction \(G_\lambda\) with eigenvalue \(\lambda = EL^2\) of the operator \(-\Delta_{\Omega_L, U}\), where \(\Omega_L = \{\xi/L + \omega \xi/L\}_{\xi \in T^2} \cap \mathbb{Z}^2\), on the standard torus \(T^2\): \(G_\lambda(x) = G_E^L(Lx)\).

We have the following spectral expansion for the Green’s function on \(T^2\) with Dirichlet boundary conditions (cf. Appendix B, eq. (B.31)), which is valid for \(\lambda \notin \sigma(-\Delta)\) in the distributional sense,
\[
G_\lambda(x, y) = (-\Delta - \lambda)^{-1} \delta(x - y) = \sum_{\xi \in \mathbb{Z}^2} c_\lambda(\xi) e_\xi(x - y)
\]
\[
c_\lambda(\xi) = \frac{1}{|\xi|^2 - \lambda}
\]
where \(e_\xi(x) = e^{2\pi i \langle \xi, x \rangle}\).

Now recall
\[
\Psi_E^L(y) = \varphi_E^L(x_0)^{1/2} G_E^L(y)
\]
and consider the rescaled correlation function
\[
\Psi_\lambda(x) = \varphi_E^L(x_0)^{1/2} G_\lambda(x).
\]

From the observations above we conclude that \(\Psi_\lambda\) is of the form (for the scaling of the Green’s function cf. Appendix B)
\[
\Psi_\lambda(x) = \sum_{\eta \in \mathbb{Z}^2} d_{\eta, \omega L} G_\lambda(x, \eta/L + \omega \eta/L)
\]
\[
= \sum_{\xi \in \mathbb{Z}^2} c_\lambda(\xi) D_{\omega L}(\xi) e_\xi(x),
\]
\[
D_{\omega L}(\xi) = \sum_{\eta \in \mathbb{Z}^2} d_{\eta, \omega L} e_\xi(-\eta/L - \omega \eta/L).
\]
4.3. Approximation on thin annuli. Let $\delta > 0$ as in [16]. We define

$$
\Psi^k_{\lambda}(x) = \sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)} c_\lambda(\xi) D_{\omega_L}(\xi) e_\xi(x)
$$

and

$$
\Psi^R_{\lambda}(x) = \sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)^c} c_\lambda(\xi) D_{\omega_L}(\xi) e_\xi(x).
$$

We have, for $\zeta \in \mathbb{Z}^2$,

$$
| \langle e_\zeta \Psi_\lambda, \Psi_\lambda \rangle | \leq | \langle e_\zeta \Psi^k_{\lambda}, \Psi^k_{\lambda} \rangle | + \| \Psi^R_{\lambda} \|^2 + 2\| \Psi^R_{\lambda} \|_2 \| \Psi_\lambda \|_2
$$

where

$$
| \langle e_\zeta \Psi^k_{\lambda}, \Psi^k_{\lambda} \rangle | \leq \sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)} |c_\lambda(\xi) D_{\omega_L}(\xi) c_\lambda(\xi + \zeta) D_{\omega_L}(\xi + \zeta)|
$$

First of all we have

$$
\sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)} |c_\lambda(\xi) D_{\omega_L}(\xi) c_\lambda(\xi + \zeta) D_{\omega_L}(\xi + \zeta)|
\leq \left( \sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)} c_\lambda(\xi + \zeta)^2 |D_{\omega_L}(\xi + \zeta)|^2 \right)^{1/2} \left( \sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)} c_\lambda(\xi)^2 |D_{\omega_L}(\xi)|^2 \right)^{1/2}
\leq \| \Psi_\lambda \|_2 \left( \sum_{\xi \in \mathbb{Z}^2 \cap A(n_k, n_k^c)} c_{n_k}(\xi + \zeta)^2 |D_{\omega_L}(\xi + \zeta)|^2 + \sum_{|\xi| > n_{k+1}} c_{n_{k+1}}(\xi + \zeta)^2 |D_{\omega_L}(\xi + \zeta)|^2 \right)^{1/2}
$$

And, secondly,

$$
\| \Psi^R_{\lambda} \|^2 \leq \sum_{|\xi| > n_{k+1}} c_\lambda(\xi)^2 |D_{\omega_L}(\xi)|^2
\leq \sum_{|\xi| > n_{k+1}} c_{n_k}(\xi)^2 |D_{\omega_L}(\xi)|^2 + \sum_{|\xi| > n_{k+1}} c_{n_{k+1}}(\xi)^2 |D_{\omega_L}(\xi)|^2
$$
Because of the decay of the $E(|d_{η,ω}|)$ we have, for $N_0$ large, that there exists a constant $C_0 > 0$ such that we have the following bound

$$E(|D_{ΩL}(ζ + ζ)|^2) \leq E \left( \sum_{η, η_2 \in T_2^Z \cap Z^2} |d_{η,ω}|^2 \right) = \sum_{η, η_2 \in T_2^Z \cap Z^2} E(|d_{η,ω}|^2)
$$

$$\leq C_0 \sum_{η, η_2 \in T_2^Z \cap Z^2} E(|d_{η,ω}|^2)$$

$$\leq C_0 N_0 \sum_{η \in T_2^Z \cap Z^2} E(|d_{η,ω}|^2)$$

where we picked $N_0$ large enough to ensure that (recall $f(r) = O(r^{-α})$ and take $α > 4$)

$$\sum_{η \in T_2^Z \cap Z^2} E(|d_{η,ω}|^2) \leq b \int_{|x - x_0| > N_0} f(|x - x_0|)^{1/2} dx = b \int_{N_0}^{∞} f(r)^{1/2} dr$$

$$\leq \frac{b}{2} N_0^{1 - α/2 + 2} = \frac{1}{2} L^{-α}$$

$$\leq \frac{1}{2} E(ϕ_{E}(x_0)) = \frac{1}{2} \sum_{η \in T_2^Z \cap Z^2} E(|d_{η,ω}|^2)$$

$$\leq \frac{1}{2} \sum_{η \in T_2^Z \cap Z^2} E(|d_{η,ω}|^2)^{1/2},$$

say $N_0 = 1000 (bL^A)^{1 - 2}$. and we used $E(|d_{η,ω}|^2) \leq E(ϕ_{E}(x_0)) \leq 1$.

Let $a \in C^∞(T^2)$ with Fourier expansion

$$a(x) = \sum_{ζ \in Z^2} \hat{a}(ζ)e^{ζ}(x).$$

It suffices to prove the result for any trigonometric polynomial of degree $J$, a standard approximation argument then yields the result for $C^∞$ test functions (see for instance [16]).

Let $\hat{a} = a - \hat{a}(0)$. We have

$$|\langle \hat{a}\Psi_λ, \Psi_λ \rangle| \leq |\langle \hat{a}\Psi_λ, \Psi_λ \rangle| + \|\hat{a}\|_∞\|\Psi_λ\|^2 + \|\hat{a}\|_∞\|\Psi_λ\|_2\|\Psi_λ\|_2.$$
Lemma 4.3.

and the following lemma.

where we used

\[ \phi \sum_{n \in \mathbb{Z}^2 \cap T_L^2} \langle d_n, \omega_L \rangle \]

Now

\[ | \langle \hat{a} \Psi^\delta, \Psi^\delta \rangle | \leq \sum_{\zeta \in \mathbb{Z}^2 \setminus \{0\}, |\zeta| \leq J} |\hat{a}(\zeta)|| \langle c_\zeta \Psi^\delta, \Psi^\delta \rangle | \leq \sum_{\zeta \in \mathbb{Z}^2 \setminus \{0\}, |\zeta| \leq J} |\hat{a}(\zeta)||A_{\delta,\zeta}(\omega_L) := A(\omega_L)\]

where, for \( \zeta \neq 0 \) and \( \lambda = EL^2 \in [n_k + \delta_0, n_{k+1} - \delta_0] \subset (n_k, n_{k+1}) \),

(4.7)

\[ \mathbb{E}(A_{\delta,\zeta}(\omega_L)) \leq \mathbb{E}(|\Psi_\lambda|_2^2) \left( \sum_{|\xi| < n_k} |c_{n_k}(\xi + \zeta)|^2 + \sum_{|\xi| > n_{k+1}} |c_{n_{k+1}}(\xi + \zeta)|^2 \right)^{1/2} \]

\[ \times \sqrt{C_0 N_0} \left( \sum_{\eta \in \mathbb{Z}^2 \cap \mathbb{T}_L^2} \mathbb{E}(|d_{\eta}, \omega_L|^2) \right)^{1/2} \]

\[ \lesssim \epsilon N_0 \lambda^{-\delta_1 + \epsilon} \mathbb{E}(\varphi_E^L(x_0)) \]

for some \( \delta_1 > 0 \), where we used a bound on sums over lattice points in shifted annuli which, for \( d = 2 \), are given in [9] (see also appendix A).

We also used the normalization of the \( c_{n_k} \), i.e.

\[ \sum_{\eta \in \mathbb{Z}^2 \cap \mathbb{T}_L^2} |d_{\eta}|^2 = \varphi_E^L(x_0) \sum_{\eta \in \mathbb{Z}^2 \cap \mathbb{T}_L^2} |c_{\eta}|^2 = \varphi_E^L(x_0), \]

and the following lemma.

Lemma 4.3. For \( \lambda \in [n_k + \delta_0, n_{k-1} - \delta_0] \) we have the bound

\[ \mathbb{E}(|\Psi_\lambda|_2^2) \lesssim \epsilon N_0 \delta_0^{-2} \lambda^\epsilon \mathbb{E}(\varphi_E^L(x_0)). \]

Proof. We have the inequality

(4.8)

\[ \mathbb{E}(|\Psi_\lambda|_2^2) = \sum_{\xi \in \mathbb{Z}^2} \mathbb{E}(c_\xi(\xi)^2|D_{\omega_L}(\xi)|^2) \]

\[ \leq \sum_{|\xi| < n_k} c_{n_k}(\xi)^2 \mathbb{E}(|D_{\omega_L}(\xi)|^2) + \sum_{|\xi| > n_{k+1}} c_{n_{k+1}}(\xi)^2 \mathbb{E}(|D_{\omega_L}(\xi)|^2) \]

\[ + \delta_0^{-2} \sum_{|\xi| = n_k, n_{k+1}} \mathbb{E}(|D_{\omega_L}(\xi)|^2) \]

\[ \lesssim \epsilon N_0 \mathbb{E}(\varphi_E^L(x_0)) \left( \delta_0^{-2} n_{k}^\epsilon + \sum_{n < n_k} \frac{n^\epsilon}{(n - n_k)^2} + \sum_{n > n_{k+1}} \frac{n^\epsilon}{(n - n_{k+1})^2} \right) \]

\[ \lesssim \epsilon N_0 \delta_0^{-2} \lambda^\epsilon \mathbb{E}(\varphi_E^L(x_0)) \]

where we used \( r_2(n) \lesssim \epsilon n^\epsilon \).

We thus have

(4.9)

\[ \mathbb{E}(|\langle a \Psi^\delta, \Psi^\delta \rangle |) \leq \sum_{\xi \in \mathbb{Z}^2 \setminus \{0\}, |\xi| \leq J} |\hat{a}(\zeta)||\mathbb{E}(A_{\delta,\zeta}(\omega_L)) \lesssim \epsilon \|a\|_1 N_0 \lambda^{-\delta_1 + \epsilon} \mathbb{E}(\varphi_E^L(x_0)) \]
Furthermore, we have

\begin{equation}
E(\| \Psi_\lambda^R \|_2^2) \leq \left( \sum_{\xi \in A(n_k, n_{k+1})^c} c_{n_k}(\xi)^2 + \sum_{\xi \in A(n_k, n_{k+1})^c} c_{n_{k+1}}(\xi)^2 \right) \times C_0 N_0 \sum_{\eta \in T_L^2 \cap \mathbb{Z}^2} E(|d_{\eta_j, \omega_L}|^2) \lesssim c N_0 \lambda^{-\delta_2 + \epsilon} E(\phi^L_E(x_0)).
\end{equation}

Therefore,

\begin{equation}
E(\langle \bar{a} \Psi_\lambda, \Psi_\lambda \rangle |, \lambda) \leq E(\langle \bar{a} \Psi_\lambda, \Psi_\lambda \rangle) + \| \bar{a} \|_1 E(\| \Psi_\lambda^R \|_2^2) + \| \bar{a} \|_1 E(\| \Psi_\lambda^R \|_2^2)^{1/2} E(\| \Psi_\lambda^R \|_2^{3/2})^{1/2}
\end{equation}

\begin{equation}
\lesssim \| \bar{a} \|_1 N_0 \lambda^{-\delta} E(\phi^L_E(x_0))
\end{equation}

for some \( \delta > 0 \) (again this follows from the bounds on lattice point sums of the above type which, for \( d = 2 \), are given in \( [9] \) (see also appendix \( [A] \)).

So we have (recall \( \Psi_\lambda = \phi^L_E(x_0)^{1/2} G_\lambda \) and \( \psi_\lambda = \phi^L_E(x_0)^{1/2} g_\lambda \))

\begin{equation}
E(\langle a \psi_\lambda, \psi_\lambda \rangle) = \bar{a}(0) E(\phi^L_E(x_0)) + E(\langle \bar{a} \psi_\lambda, \psi_\lambda \rangle)
\end{equation}

and

\begin{equation}
E(\langle \bar{a} \psi_\lambda, \psi_\lambda \rangle) \leq E(\langle \bar{a} \Psi_\lambda, \Psi_\lambda \rangle)^{1/2} E(\| \bar{a} \Psi_\lambda, \Psi_\lambda \| G_\lambda \frac{1}{2}^{2})^{1/2}
\end{equation}

\begin{equation}
\lesssim \| \bar{a} \|_1 N_0 \lambda^{-\delta} E(\phi^L_E(x_0))^{1/2} E(\phi^L_E(x_0))^{1/2} E(\phi^L_E(x_0))^{1/2} E(\phi^L_E(x_0))^{1/2}
\end{equation}

where we used for the second term the inequality

\begin{equation}
E(\langle \bar{a} \Psi_\lambda, \Psi_\lambda \| G_\lambda \frac{1}{2}^{2}) \leq \| \bar{a} \|_1 N_0 \lambda^{1/2} E(\phi^L_E(x_0))^{1/2}
\end{equation}

in view of \( | \langle \bar{a} \Psi_\lambda, \Psi_\lambda \rangle | \leq \| \bar{a} \|_1 \| \Psi_\lambda \|_2^{2} \).

Now we observe

\begin{equation}
| G_\lambda \frac{1}{2}^{2} = \sum_{\xi \in \mathbb{Z}^2} c_\lambda(\xi)^2 | C_{\omega L}(\xi)^2 | \geq \epsilon \lambda^{1/2} \sum_{| \xi |^{2} = n_{k-1}} | C_{\omega L}(\xi)^2 | := \lambda^{-\epsilon} F_{\omega L}(n_{k-1})
\end{equation}

where

\begin{equation}
C_{\omega L}(\xi) = \sum_{\eta \in \mathbb{Z}^2 \cap T^2_L} c_{\eta, \omega L} \xi(-\eta/L - \omega_L/L)
\end{equation}

and note \( n_{k+1} - n_k \lesssim c n^2_L \).

It follows for \( \lambda = EL^2 \gg 1, \bar{a}(0) \neq 0 \) and \( \alpha > 2A/\delta + 4 \) (recall \( N_0 = 1000 (bL^A)^{2/\delta} \))

\begin{equation}
E(\langle a \psi_\lambda, \psi_\lambda \rangle) = \bar{a}(0) E(\phi^L_E(x_0))
\end{equation}

\begin{equation}
+ O(\| \bar{a} \|_1 \lambda^{-\delta/2+\epsilon} E(\phi^L_E(x_0))^{1/2} E(\phi^L_E(x_0))^{1/2} E(\phi^L_E(x_0))^{1/2})
\end{equation}

\begin{equation}
\geq \bar{a}(0) E(\phi^L_E(x_0))^{1/2}
\end{equation}

\begin{equation}
\times E \left( \phi^L_E(x_0) \left( 1 + O(\| \bar{a} \|_1 \lambda^{-\delta/2+\epsilon} F_{\omega L}(n_{k-1})^{-1}) \right) \right)^{1/2}
\end{equation}

\begin{equation}
\lesssim \bar{a}(0) E(\phi^L_E(x_0))
\end{equation}
where we used that for diam supp $P_{\epsilon_{\eta}} = \epsilon_0 \ll \frac{1}{\sqrt{b}}$ (weak disorder condition) we have

$$F_{\omega_L}(n_{k-1}) \sim r_2(n_{k-1}) \int_{|v|^2 = \sqrt{E}} |\hat{c}_{\omega_L}(v)|^2 d\theta \geq (\log \lambda)^{2/2-\epsilon} \int_{|v|^2 = \sqrt{E}} |\hat{c}_\omega(v)|^2 d\theta$$

as $L \to \infty$, where $d\theta$ denotes normalized Lebesgue measure on the circle of radius $\sqrt{E}$.

To see this, we use the property of $n_k \in S'$, that the lattice points $\xi/|\xi|$, $|\xi|^2 = n_{k-1}$ equidistribute on $S^1$ as $k \to \infty$. Since for $|\xi|^2 = n_{k-1}$ we have $|\xi/L|^2 \sim E$, as $L \to \infty$, it follows that the lattice points $\xi/L$, $|\xi|^2 = n_k$, equidistribute on the circle of radius $\sqrt{E}$.

Furthermore, note that the assumption $\epsilon_0 \ll \frac{1}{\sqrt{b}}$ implies $|C_{\omega_L}(\xi)|^2 \sim |\hat{c}_{\omega_L}(\xi/L)|^2$, as $L \to \infty$, and $\hat{c}_{\omega_L}$ denotes the discrete Fourier transform

$$\hat{c}_{\omega_L}(v) = \sum_{\eta \in \mathbb{Z}^2 \cap T_L^2} c_{\eta,\omega_L} e_{\eta}(-v)$$

of the function $c_{\omega_L} : \mathbb{Z}^2 \cap T_L^2 \mapsto \mathbb{C}$, which converges to

$$\hat{c}_{\omega}(v) = \sum_{\eta \in \mathbb{Z}^2} c_{\eta,\omega} e_{\eta}(-v), \text{ as } L \to \infty.$$  

5. PROOF OF PROPOSITION 2.1

The proof is exactly analogous to the proof of Proposition 2.2 where $\varphi_E^b(x_0)$ is replaced with 1.

Fix any $x_1 \in T_L^2$, and assume for a contradiction that for $\beta > 2d$ and for any $\frac{1}{b} \leq R \leq \epsilon L$, $y \in T_L^2$ we have

$$\mathbb{E}\left(\int_{T_L^2} \chi R(y'-y)|g_E^b(y')|^2 dy'\right) \leq (1 + |x_1 - y|)^{-\beta}.$$

We then have the following lemma whose proof is exactly analogous to that of Lemma 4.2.

**Lemma 5.1.** There exists a positive constant $C$ s. t.

$$\forall \xi \in \mathbb{Z}^d \cap T_L^2 : \mathbb{E}(|c_{\xi,\omega_L}|^2) \leq C\beta^{-1} (1 + |x_1 - \xi|)^{-\beta}.$$  

We then apply this lemma to obtain the bound

$$\mathbb{E}(|C_{\omega_L}(\xi)|^2) \lesssim N_1$$

where we used the analogous estimate as in eq. 4.8 as well as the normalization $\sum_{\eta} |c_{\eta,\omega_L}|^2 = 1$. We have to choose $N_1$ large enough such that

$$\sum_{\eta \in T_L^2 \cap \mathbb{Z}^2} \mathbb{E}(|c_{\eta,\omega_L}|^2)^{1/2} \lesssim b \int_{|x-x_1| > N_1} (1 + |x - x_1|)^{-\beta/2} dx = b \int_{N_1}^\infty (1 + r)^{-\beta/2} dr$$

$$\lesssim d, f \ bN_1^{-\beta/2+2}$$

$$\leq \frac{1}{2}$$

$$\leq \frac{1}{2} \sum_{\eta \in T_L^2 \cap \mathbb{Z}^2} \mathbb{E}(|c_{\eta,\omega_L}|^2)^{1/2},$$
say $N_1 = 1000 b^{1+\frac{1}{d-2}}$, and we used $E(|c_{\eta, \omega x}|^2) \leq 1$.

We readily derive for any $a \in C^\infty(\mathbb{T}^2)$ and $\lambda \gg 1$, following the proof of Prop. 2.2 where we replace the factor $\varphi^L_\lambda(x_0)$ with 1,

$$(ag_\lambda, g_\lambda) \gtrsim \hat{a}(0).$$

Now, by our assumption, we have that for $\eta \in \mathbb{T}_L^2$ s.t. $|x_1 - y| \asymp L$

$$L^{-\beta} \asymp (1 + |x_1 - y|)^{-\beta} \geq \int_{\mathbb{T}_L^2} \chi_L(x', y')|g_L'^2\eta(y')|^2 dy'$$

$$(5.2)$$

which leads to a contradiction.

Since our assumption is false, it follows that there exists $\frac{1}{4} \leq R' \leq \epsilon L$, $y = x_0 \in \mathbb{T}_L^2$ s. t.

$$E(\int_{\mathbb{T}_L^2} \chi_{R'}(y' - x_0)|g_L'^2\eta(y')|^2 dy') \geq (1 + |x_1 - x_0|)^{-\beta} \geq (1 + L)^{-\beta}.$$

And we have $\chi_{R} \geq (\frac{R'}{L})^2 \chi_{R'} \gtrsim L^{-2} \chi_{R'}$, which implies

$$E(\varphi^L_\lambda(x_0)) = E(\int_{\mathbb{T}_L^2} \chi_L(x', y')|g_L'^2\eta(y')|^2 dy') \gtrsim L^{-\beta-2}.$$

**Appendix A. Constructing the subsequence $S'$**

Denote by $S = \{ n \mid n = 4\pi^2(x_1^2 + x_2^2), x_1, x_2 \in \mathbb{Z} \} = \{ 0 = n_0 < n_1 < n_2 < \cdots \}$ the set of Laplacian eigenvalues on the unit square $B = [-1/2, 1/2]^2$ with Dirichlet boundary conditions, where we ignore multiplicities.

There exists a subsequence $S^* \subset S$ of density 1 and $\delta_2 > 0$ such that for all $n_k \in S^*$:

(i) $n_{k+1} - n_{k-1} \leq \delta_2 n_k$

(ii) $\forall \zeta \in (n_k, n_{k+1}) \forall \xi \neq 0, |\zeta| \leq J \forall \xi \in A(n_k, n_k) = n_1 \in \mathbb{Z}^2 : |\xi(\xi + \zeta)| \lesssim \lambda^{-\delta_2} \nu(\xi, n_k)$

(iii) The lattice points on the circle $|\xi|^2 = n_{k-1}$ become equidistributed as $k \to \infty$.

This means that for any $g \in C^0(S^1)$

$$\lim_{k \to \infty} \frac{1}{r^2(n_{k-1})} \sum_{|\xi|^2 = n_{k-1}} g \left( \frac{\xi}{|\xi|} \right) \to \int_{S^1} g(\theta) d\theta$$

as $k \to \infty$.

**Proof.** (i): To see this, recall that the elements of $S$, integers representable as sums of 2 squares, have mean spacing of order $\sqrt{\log n_k}$. Therefore, the subsequence of $n_k$ s. t. $n_{k+1} - n_k \leq \delta_2 n_k$ and those $n_k$ s. t. $n_k - n_{k-1} \leq \delta_2 n_k$ are of density 1 respectively. Consequently, their intersection is a subsequence of density 1.

(ii): This proof is exactly identical to the construction in sections 6 and 7 of [9]. Note the additional factor $4\pi^2$ which is due to the fact that we consider the standard torus $\mathbb{R}^2/\mathbb{Z}^2$ rather than the scaled torus $\mathbb{R}^2/2\pi\mathbb{Z}^2$ considered in [9].
(iii): It follows from classical equidistribution theorems that on a generic circle of radius $\sqrt{n_{k-1}}$ the lattice points $\xi \in \mathbb{Z}^d$ satisfying $|\xi|^2 = n_k$ become equidistributed. Hence we may construct a density one subsequence of $n_k$ such that this holds for the neighbouring circles $|\xi|^2 = n_{k-1}$.

Appendix B. Scaling of Green’s functions

Here we simply point out the simple relationship between the Green’s functions on the tori $T^2$ and $T^2_L$.

The Green’s function on $T^2$ is given by $G_{\lambda} = (-\Delta_{T^2} - \lambda)^{-1} \delta(x - y)$ and, we recall, has the following Fourier expansion, which is convergent in the $L^2$-sense:

$$G_{\lambda}(x, y) = \sum_{\xi \in \mathbb{Z}^2} \frac{e^{\xi(x - y)}}{|\xi|^2 - \lambda}. \tag{B.1}$$

The Green’s function on $T^2_L$ is given by $G^L_{E} = (-\Delta_{T^2_L} - E)^{-1} \delta(x - y)$ and via its Fourier expansion it can easily be related to the Green’s function on $T^2$ by scaling

$$G^L_{E}(x, y) = \frac{1}{L^2} \sum_{\xi \in \mathbb{Z}^2} \frac{e^{\xi((x - y)/L)}}{|\xi|^2 - E \lambda L^2} = G_{\lambda}(\frac{x}{L}, \frac{y}{L}), \quad \lambda = E \lambda L^2. \tag{B.2}$$

References

[1] A. Abrahams, P. W. Anderson, D. C. Licciardello, T. V. Ramakrishnan, Scaling Theory of Localization: Absence of Quantum Diffusion in Two Dimensions. Phys. Rev. Lett. 42 (1979), No. 10, 673–676.
[2] P. W. Anderson, Absence of Quantum Diffusion in Certain Random Lattices. Phys. Rev. Lett. 109 (1958), No. 5, 149–1505.
[3] A. Boutet de Monvel, V. Grinipun, Exponential localization for multidimensional Schrödinger operator with random point potential. Rev. Math. Phys. 9 (1997), No. 4, 425–451.
[4] F. Germinet, P. Hislop, A. Klein, On localization for the Schrödinger operator with a Poisson random potential. C.R. Acad. Sci. Paris 341 (2005), 525-529.
[5] P. D. Hislop, W. Kirsch, M. Krishna, Spectral and dynamical properties of random models with nonlocal and singular interactions. Math. Nachr. 278 (2005), No. 6, 627–664.
[6] P. Kurthberg, H. Uebberschär, Superscars in the Seba billiard [arXiv:1409.6878 v2].
[7] E. Landau, Über die Einteilung der positiven ganzen Zahlen in vier Klassen nach der Mindestzahl der zu ihrer additiven Zusammensetzung erforderlichen Quadrate. Arch. Math. Phys. 13, 305–312, 1908.
[8] I. Goldsheid, S. Molchanov, L. Pastur, A random homogeneous Schrödinger operator has a pure point spectrum. Funkcional Anal. i Prilozen 11 (1977), No. 1, 1–9.
[9] Z. Rudnick, H. Uebberschär, Statistics of wave functions for a point scatterer on the torus. Comm. Math. Phys. 316 (2012), No. 3, 763–782.
[10] P. Exner, P. Řehoř, Point interactions in two and three dimensions as models of small scatterers, Physics Letters A 222 (1996), 1–4.
[11] S. Rahav, S. Fishman, Spectral statistics of rectangular billiards with localized perturbations, Nonlinearity 15 (2002), No. 5, 1541–1594.
[12] T. Shigehara, Conditions for the appearance of wave chaos in quantum singular systems with a pointlike scatterer, Phys. Rev. E 50 (1994), No. 6, 4357–70.
[13] R. del Rio, S. Jitomirskaya, Y. Last, B. Simon, What is localization?, Phys. Rev. Lett. 75 (1995), No. 1, 117–119.
[14] R. del Rio, S. Jitomirskaya, Y. Last, B. Simon, *Operators with singular continuous spectrum, IV. Hausdorff dimensions, rank one perturbations, and localization*, J. Anal. Math. 69 (1996), No. 1, 153–200.

[15] H. Ueberschär, *Quantum Chaos for point scatterers on flat tori*, Phil. Trans. R. Soc. A 372, 20120509.

[16] H. Ueberschär, *Uniformly distributed eigenfunctions on flat tori with random impurities*, arXiv:1502.05010v2.

[17] N. Yesha, *Eigenfunction Statistics for a Point Scatterer on a Three-Dimensional Torus*. Ann. Henri Poincaré 14 (2013), No. 7, 1801–36.

Laboratoire Paul Painlevé, CNRS U.M.R. 8524, Université Lille 1, 59655 Villeneuve d’Ascq Cedex, France.

E-mail address: henrik.ueberschar@math.univ-lille1.fr