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1 Introduction

On January 30, 2020, the WHO designated the novel coronavirus a “public health emergency of international concern.”\(^1\) The same day, Facebook announced it would begin removing “content with false claims or conspiracy theories that have been flagged by leading global health organizations and local health authorities that could cause harm to people who believe them.”\(^2\) These efforts focused on removing claims designed to discourage treatment for, or taking appropriate precautions related to, COVID-19. This type of content included claims related to false cures or prevention methods or claims that created confusion about available health resources.\(^3\) On March 25, 2020, Facebook announced it would remove additional false claims, including that physical distancing doesn’t help prevent the spread of COVID-19.\(^4\) In December 2020, the company offered a further update, announcing that it would remove additional claims, including false claims that COVID-19 vaccines contain microchips or that the vaccines are tested on specific populations without their consent.\(^5\) In February 2021, Facebook announced that it would remove widely debunked false claims about vaccines, including that vaccines cause autism or cause the disease they are meant to protect against.\(^6\)

On what basis did Facebook\(^7\) arrive at these policy decisions? 2020 and 2021 were times of considerable uncertainty: people questioned what was true and disputed who could be trusted. At the same time, scientific understanding about COVID-19 was evolving, raising questions about how to verify claims regarding the virus and associated treatments. Existing scholarship on crisis informatics suggested that people would turn to informal networks, including family and friends, for information amid this ambiguity and panic. This literature also suggested people would seek information about the virus on social media. So how did Facebook determine how to address
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false claims about the coronavirus? As the pandemic evolved, how did Facebook apply its existing misinformation policies to what users were saying about COVID-19 on its platforms?

Before COVID-19 emerged, content policy teams within Facebook had already begun thinking about how existing misinformation policies could apply to harmful health misinformation. However, the outbreak of COVID-19 focused attention more closely on misinformation related to the virus. More specifically, the policy team wanted to understand whether experts believed misleading health claims could contribute to physical harm offline, in the context of a global pandemic, and whether the company should remove posts containing false COVID-19 claims; rely solely on labeling such content and reducing its distribution on the platform; or take no action at all. Further, the policy team needed guidance on the specific false claims associated with the pandemic that should be subject to policy enforcement.

A few things made this question particularly difficult. First, given that scientific understanding evolves rapidly during a crisis, it was unclear how to determine the veracity of claims about the disease at any particular moment—or whether such certainty was even possible. Second, claims about the virus could impact users in one location differently than in another, due to geographic variation in the pandemic’s progression and in access to healthcare and other resources.

Protecting public safety while respecting expression is a core challenge of content policy development at Meta, including in formulating the company’s approach to COVID-19 misinformation. Striking a balance between free speech and its legitimate curtailment is complex and nuanced; moreover, given the company’s global user base, Meta’s policies will impact people in ways that vary drastically around the world.

Often, the effort to deal with these challenges in the policy development process at Meta involves gathering input from academics, civil society representatives, community leaders, and users around the world who have relevant subject matter expertise or lived experience. A dedicated team within Meta’s Content Policy organization carries out this stakeholder engagement function.  

The work of the Content Policy Stakeholder Engagement team, as it has developed at Meta, entails a rigorous methodology that seeks to bring a diverse and well-informed set of viewpoints into the policy development process. The primary goal of this article is to shed light on that process, by describing how the Content Policy Stakeholder Engagement team solicited input on Meta’s approach to COVID-19 misinformation, how that feedback was shared internally, and ultimately how that feedback helped fashion Meta’s misinformation policies during the pandemic. However, it is important to emphasize that stakeholder engagement is only one piece of the content policy development process at Meta—there are many additional inputs, including company priorities and values—that inform our policy decisions. Another objective of the piece is to illuminate the challenges associated with stakeholder engagement work, including identifying a diverse set of stakeholders to consult, reconciling variation in stakeholder input, and providing transparency about the people and organizations the team engages with. Finally, this article seeks to share learnings about addressing misinformation that came from engagements on the topic, in order to show the value of this methodology for surfacing feedback and ideas for content and product policies. Overall, by describing Meta’s approach to stakeholder engagement in the case of COVID-19 misinformation, the article hopes to contribute to the rapidly developing field of stakeholder engagement.
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2 Content Policy Stakeholder Engagement at Meta

Meta’s Content Policy Stakeholder Engagement team is dedicated to identifying relevant external stakeholders on various policy topics, collecting their perspectives, and disseminating those views internally. The team brings external feedback into the development of Meta’s Community Standards, which govern the content that users are permitted to share on Facebook and Instagram. The team also contributes to the formulation of policies aimed at addressing low-quality or problematic content that does not meet the threshold for removal from Meta’s platforms. For example, stakeholder feedback helped shape the development of policies that govern Meta’s3 ranking and recommender systems and that address overt or covert influence operations.6

In this emerging field, there are important questions to be asked about how stakeholders are selected for consultation and about the fairness and efficacy of relying on representative groups as a means to scale engagement with a worldwide user base. Some commentators have suggested sweeping changes to tech companies’ engagement practices, including public notice and comment-type mechanisms, or juries and referenda bodies composed of lay people tasked with providing input on content policies.14 Meta’s Content Policy Stakeholder Engagement team is actively considering ways to improve, in dialogue with scholars and internal teams at Meta whose work touches on governance and stakeholder engagement.

Under the team’s current approach, identifying specific stakeholders to engage with is a process guided by three core principles: expertise, inclusivity, and transparency. These principles, which are described in more detail below, facilitate engagement with stakeholders that have a wide spectrum of backgrounds and viewpoints. This breadth enables the team to weigh the impact of Meta’s policies and understand consequences that the team might not otherwise have considered.

2.1 Expertise

Crafting platform rules to govern online speech is a highly complex process. While Meta has invested in hiring people with relevant knowledge in a wide range of policy areas, it is not possible for Meta to have expertise on every emerging policy challenge. Moreover, the range of views among experts can vary significantly—so relying on internal expertise alone might limit the perspectives considered in the development of a policy. The team therefore engages with academics, NGOs, and international institutions with expertise
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9. The term “stakeholder” is fluid and potentially ambiguous. For Meta’s Content Policy Stakeholder Engagement team, the word refers to groups and individuals outside of Meta, including civil society organizations, activist groups, thought leaders, and academics, that can provide feedback on the development of Meta’s content policies.
10. Facebook Transparency Center 2022c.
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12. Gleicher 2020.
13. Brenda Dvorskin at Harvard has written compellingly about these challenges and limitations. See, for example, Dvorskin, n.d., at 14–15, and passim: “At Facebook, consultation with civil society is a key step in the development of all changes to content moderation rules. Dedicated staff consult with a broad group of people around the world who bring diverse perspectives. Unlike a notice-and-comment process, participation is not open to the public. Rather, input is solicited to specific stakeholders. This means that access is heavily controlled by the company ... Facebook does not promise to balance or account for all the interests expressed by civil society. No specific guidance to weigh in stakeholders’ ‘comments’ exists. However, because it is a standardized phase of policy development, and the outreach in the United States is broad and inclusive of diverse viewpoints, it is the closest model encouraging institutional participation of civil society in rulemaking processes.” For a conceptual overview, see Gorwa 2022.
14. See Zittrain 2022, which encourages consideration of “community governance” mechanisms to help draw difficult content policy lines and to “do so in a way that confers legitimacy on the participants’ decisions.”
in particular policy areas, such as digital and civil rights, and international human rights law. The team takes a broad view of “expertise” and frequently engages with individual stakeholders or advocacy groups who can share lived experience relevant to the policy under consideration, including groups that may be particularly affected by the type of speech a policy is intended to address.

2.2 Inclusivity

A focus on building an inclusive stakeholder base is also embedded in Meta’s engagement process. Stakeholder breadth and diversity—in terms of geography, personal background, ideology, viewpoint, and other factors—is critical for the development of Meta’s policies. How online content is perceived varies significantly based on local context, including recent political events or medical crises. Moreover, views on content policies are often informed by local levels of institutional trust or press freedom. For example, allowing certain forms of adult nudity may seem unacceptable to individuals in the Middle East, while removing such content might seem unacceptable to individuals in Scandinavia. Stakeholder engagement seeks to flesh out these differing perspectives, and the team regularly consults with organizations whose policy positions not only fall on a broad spectrum but also are contradictory, to ensure that policies are based on multiple inputs.

Ensuring regional diversity in engagement is an important part of this work. While Meta’s policies are global, each part of the world wants the company to understand local content issues at a deep level. Engagement provides a means to meet that demand—but it poses challenges. A content or product policy issue may gain significant attention in one region but remain out of the spotlight elsewhere; if public commentary or academic research on a policy issue is underdeveloped in a given region, it can be difficult to identify local experts. In authoritarian regimes, or countries that are undergoing a democratic transition, independent civil society may be nascent. In those countries, the team may sometimes find a more limited pool of stakeholders, given the goal is to engage with independent and representative voices. Whenever possible, the team tries to mitigate this challenge by engaging with academics who have expertise in that particular country, even if they are not physically based in the region.

The team also engages with stakeholders representing diverse identities (gender, sexuality, ethnicity, religion etc.). Including these communities in engagements carries challenges of both identification and accessibility. While some marginalized or historically underrepresented groups may have coalitions that represent their interests, other groups may face barriers—local laws, cultural practices, or socioeconomic status, for example—to organizing and speaking up. Moreover, in an age when engagement is often virtual, stakeholders generally must have access to a computer or telephone to connect with Meta. Mindful of such structural and societal barriers to engagement, there is now a dedicated function within the team that focuses on developing inclusive engagement strategies to ensure that such communities have an opportunity to share their perspectives with Meta. This group has developed practical ways to meet stakeholder knowledge and accessibility needs, including the provision of prepaid data cards, sign language support, and translations.

Finally, viewpoint diversity is also a core part of stakeholder engagement. The team deliberately seeks out advocates with differing perspectives in any policy development. In most cases, identifying stakeholders with views on multiple sides of a policy issue is possible. Regularly consulting with organizations explicitly dedicated to advocating for values across the policy spectrum also helps to ensure that Meta’s policies are built on a broad set of viewpoints.
2.3 Transparency

Transparency is another central element of this team’s work. First, any engagements provide stakeholders with an overview of the policy development process at Meta and include a discussion of the stakeholder engagement function. Second, the team works to follow up with stakeholders after Meta reaches a final policy decision, to explain the policy choice in light of stakeholder feedback. Sometimes, this follow up takes a long time, and stakeholders are eager to hear back more quickly. To address this issue, the team is working on ways to provide interim updates to stakeholders.

Increasingly, external stakeholders also want to know the names of the individuals and organizations that Meta consults on a particular policy. They argue that this kind of transparency is essential for auditing Meta’s engagement practices and for helping stakeholders determine “what other stakeholders they are up against” in advocating for their views with Meta.\footnote{Dvoskin, n.d.}

Leaving aside the “zero sum” assumption built into this question, which may be debatable, this is a question the team continually reflects on. However, the current practice is not to share the names of people or organizations who privately provide feedback on Meta’s policies, without prior consent. There are several reasons for this approach. First, many stakeholders seek confidentiality in speaking with Meta. Often the issue is safety: the need for protection is especially acute for members of vulnerable communities, who may be the victims of harmful speech. Second, Meta’s policies will be better if stakeholders are completely frank, without concern that their decision to offer feedback to Meta will give rise to public criticism. As a practical matter, if the team were to decide that transparency should trump such concerns, the pool of stakeholders willing to consult with Meta would almost certainly shrink.

The team’s work is guided by those three principles—but what does that look like in practice? Is there a methodology for applying these principles to stakeholder engagement? The next section answers these questions in the setting of COVID-19.

3 Stakeholder Engagement in Practice—the Example of COVID-19 Misinformation

Prior to the COVID-19 pandemic, Meta adopted a three-pronged policy approach to misinformation. The company would remove false claims if they could directly contribute to imminent physical harm, while otherwise reducing the distribution of content determined by third-party fact-checkers to be misinformation and informing users about such falsity. Meta’s strategy in this area was shaped by the advice of experts, against a backdrop of existing company policies, values, and experience. This section describes several important pieces of expert feedback that contributed to Meta’s approach.

First, misinformation presents significant conceptual and definitional challenges. Experts representing international institutions, human rights defenders, and free expression advocates have consistently emphasized the difficulty of defining misinformation. People have different levels of information about the world around them and may believe that something is true when it is not. Many daily statements accepted as true are not rigorously verifiable. Moreover, it can be difficult to separate “misinformation” from opinion. For example, try contrasting the statement “2+2=4” with “Bill Gates
plans to implant microchips in COVID-19 vaccines.” Anyone can independently verify the truthfulness of the first statement according to the basic—and widely accepted—rules of arithmetic, but there is no such accepted process—or set of rules—for independently verifying the latter one. To navigate whether personal opinions, speculation, and everyday commentary are true or false, people have typically looked to societal institutions like universities, government authorities, newspapers, broadcast journalists, courts, and international organizations; however, trust in such institutions has been declining. 16 Altogether, these realities make defining and identifying misinformation extremely challenging for anyone—including tech platforms.

Second, under international human rights law, everyone has the right to freedom of expression, which includes the freedom to hold opinions, as well as the right to receive and impart information and ideas. International human rights law protects speech that “offends, shocks or disturbs”17—“irrespective of the truth or falsehood of the content.”18 This does not mean that false or misleading information can never be restricted, but, as the UN Special Rapporteur on Freedom of Expression, Irene Khan, has stated, any restriction on such information must establish a close and concrete connection to the protection of one of the legitimate aims under international human rights treaties. 19 Special Rapporteur Kahn has also made clear that prohibition of false information is not in itself a legitimate aim under international human rights law. 20 She has explained that the directness of the causal relationship between the speech and the harm, and the severity and immediacy of the harm, are key considerations in assessing whether the restriction is necessary. 21 Similarly, false information may be prohibited if it rises to the level of incitement to violence, but the relevant treaty provisions do not make explicit reference to untruthful information. 22 Freedom of opinion can never be restricted. In fact, many experts—particularly freedom of expression advocates—argue that private companies should not determine truth. Jacob Mchangama (Justicia), for example, believes it would be “dangerous” for private companies to determine truth versus falsehood and impossible for them to solve the trust deficit in societal institutions. Mchangama argues that Meta should be franker about this limitation: “You should say, ‘Unless we see misinformation and disinformation being used to create clear harms, like Myanmar, we don’t see it as our mission to try and adjudicate the truth.’”23

Lastly, researchers studying political instability, experts in crisis informatics and rumoring, and civil society groups focused on genocide prevention have underscored that any link between misinformation and harm will be highly context specific. A false claim might incite violence given the historical context of a particular place, or recent intergroup conflict there, but a similar claim might be much less likely to contribute

16. Perry 2021; Brenan 2021; Edelman 2022.
17. Handyside v. The United Kingdom 1976.
18. See A/HRC/47/25: Disinformation and freedom of opinion and expression - Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, 2021, para. 38. See also Joint declaration on freedom of expression and “fake news”, disinformation and propaganda 2017 and Shirazyan et al. 2020.
19. A/HRC/47/25: Disinformation and freedom of opinion and expression - Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, 2021, para. 40.
20. para. 40.
21. para. 41.
22. Relevant treaties and instruments of International Human Rights Law include Universal declaration of human rights 1948, 217 A (III); International Covenant on Civil and Political Rights 1966, p. 171, Art. 19 and 20; International Convention on the Elimination of All Forms of Racial Discrimination 1965; European Convention for the Protection of Human Rights and Fundamental Freedoms 1950, as amended by Protocols Nos. 11 and 14, Art. 10, 11, and 17; American Convention on Human Rights 1969; African Charter on Human and Peoples’ Rights (“Banjul Charter”) 1981; ASEAN Human Rights Declaration 2012; General comment no. 34 on freedom of opinion and expression, Article 19; Rabat Plan of Action 2013.
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to harm in a different setting. Moreover, experts have suggested that predicting when misinformation might contribute to harm would be very difficult on a global level—but somewhat less so on a regional or country specific basis. Thus, they encouraged Meta to incorporate local signals into any effort to determine when misinformation could lead to imminent physical harm.

For these reasons (and others lying outside the scope of this article), Meta adopted a well-publicized policy of “remove,” “reduce,” and “inform,” set out in public statements,24 in conjunction with third-party fact-checking partnerships. Perhaps most importantly, the pre-COVID-19 policy framework explicitly contained a provision under which Meta would take down misinformation when local partners with relevant expertise told us a particular piece of content (like a specific post on Facebook) could contribute to a risk of imminent physical harm.25 This policy had not been applied for the removal of entire categories of false claims on a worldwide scale, however. During the pandemic, the question for Meta was how to apply its approach to misinformation in this new context.

3.1 Using Engagement to Build Meta’s COVID-19 Misinformation Policies

Throughout 2020 and 2021, stakeholder engagement played an important role in the development of Meta’s approach to COVID-19 misinformation. Stakeholder feedback informed the launch of the initial policies in early 2020, and it also contributed to policies on COVID-19 vaccine misinformation, which launched later that year and in 2021. This section describes the process of engagement throughout these years.

As COVID-19 spread across the world in early 2020, Meta’s policy team began considering how the company’s approach to misinformation that could contribute to imminent physical harm would apply to false claims about the virus. The application of the existing policy to this new issue area raised several important questions. Specifically, the policy team wanted to understand whether experts perceived a link between misleading health claims online and physical harm offline; whether public health authorities believed there was any potential harm from such claims; and whether certain circumstances—such as epidemics or pandemics—made health misinformation particularly likely to contribute to imminent physical harm. For example, would a post claiming “garlic cures COVID-19,” in the midst of the pandemic, pose a risk of harm sufficient to warrant removal? As the pandemic evolved throughout 2020 and 2021, new questions arose, such as how to address misinformation about COVID-19 vaccines, e.g., claims that Bill Gates implanted a microchip in them.

To get feedback on those questions, Meta’s Content Policy Stakeholder Engagement team undertook a four-step process that characterizes the team’s approach to stakeholder engagement: (1) development of an engagement strategy, (2) execution of the strategy, (3) internal communication and consideration of stakeholder feedback, and (4) follow-up with stakeholders about Meta’s final policy decision.

3.1.1 Strategy Setting

Strategy setting is perhaps the most critical part of the engagement process. It involves developing an understanding of the existing literature on a particular topic, framing questions for stakeholders, identifying relevant experts on a topic, and incorporating stakeholder diversity into the engagement process.

Surveying the Literature

24. Facebook Transparency Center 2022b.
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External engagement for Meta’s content policy development is similar to what social scientists describe as “interviewing.” As a data collection method, interviewing is only successful if the interviewer has a baseline knowledge of the topic. The first step of engagement is therefore familiarizing oneself with key notions, themes, and actors in the relevant policy area. However, in early 2020, when Meta first began developing a COVID-19 misinformation policy in response to the pandemic, the virus itself was novel and relatively unknown. The team therefore relied on scholarship focused on crisis informatics and health misinformation more broadly.

Existing work in social science suggested that individuals rely on their social networks for information during crises. When disaster strikes, people are confused and afraid—and consequently engage in “collective sensemaking,” trying to make sense of uncertain and devastating circumstances. At first, people turn to official channels for information, such as the mainstream media or government authorities. However, the information from these sources may not be satisfactory; mainstream media may often highlight the most sensational aspects of an ongoing problem and government officials may offer limited, contradictory, or delayed information. In fact, early on in the pandemic, authorities offered competing guidance on mask usage. The WHO and the US Centers for Disease Control & Prevention (CDC) recommended that only people with COVID-19 symptoms, or those caring for individuals with the virus, wear masks, while other public health experts in China, the Czech Republic, and the United States argued that everyone should wear masks in public spaces to prevent the virus’s spread. According to academic research, this lack of clarity from authorities—especially during crises—can lead individuals to seek information from the media or from informal networks, including colleagues, friends, or family contacts, rather than official sources. For example, during the MERS outbreak in South Korea, a lack of trust in the information disseminated by public institutions increased reliance on informal networks for building understanding. These findings implied people would want to connect socially as the pandemic spread, suggesting social media would be a likely avenue for information dissemination about COVID-19.

Crisis events also render populations more vulnerable to misinformation. Research on rumoring behavior broadly, and wartime communication more specifically, reveals that the urgency and uncertainty surrounding crises facilitate the spread of unverified information. In such situations, people feel that information sharing is critical—due to the importance of the topic—yet the ambiguity of the situation makes verifying facts and sources difficult. During public health crises, the relevant science evolves,
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creating uncertainty about the facts even among experts. However, communicating this uncertainty to the public can be challenging, further increasing popular reliance on informal networks for knowledge gathering. Thus, in addition to increasing the likelihood that individuals would turn to social media for information, COVID-19, the existing literature suggests, created an environment in which rumors and misinformation about the virus might spread. Altogether, these findings helped Meta’s Content Policy Stakeholder Engagement team better understand the relationship between crisis situations and information dissemination, and that understanding informed the questions that the team posed to stakeholders.

**Framing Questions**

The next step in engagement is developing questions for stakeholders. The goals of any policy development, as framed internally, are often Meta-centric in their approach and jargon. The Content Policy Stakeholder Engagement team’s role is to write questions that are open and accessible to an external audience, yet sufficiently address the core goals of the policy development.

**Context and scope:**

- How would you define health misinformation?
- Under what conditions does health misinformation spread?
- Can health misinformation lead to physical harm? If so, when?
- What criteria are used to evaluate and then declare a public health emergency?
- What effect, if any, does a country’s public health infrastructure have on the consequences of health misinformation?
- What effect, if any, does trust in public health authorities have on the consequences of health misinformation?

**Harm:**

- How should Meta assess the link (if any) between false health claims and harmful consequences? Should Meta rely on outside organizations to do this? If so, which ones?
- How should Meta consider the potential for mortality vs. other severe health harms?
- Who is an appropriate authority to identify and debunk health misinformation?
- When discussing the severity of risk to individuals or to public health, what criteria do medical professionals and health organizations use?

**Action:**

- What actions should Meta take in response to health misinformation on the company’s platforms (e.g., remove the content, reduce the distribution of the content, add labels, or do nothing)?
- When is labeling or reducing the distribution of health misinformation more proportionate to the potential harm than removing it entirely?
- When is taking no action on health misinformation the proportionate response?
- What interventions can increase trust in public health measures or disease treatments?
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• What are the unintended consequences of each approach?
• Given that public health guidance on COVID-19 is likely to shift, how can Meta continue to monitor and update its policies and their enforcement? How should the company prioritize updating its policies, especially as Meta has a finite number of human moderators?

**Identifying Stakeholders**

After framing questions, the team begins identifying categories of stakeholders to speak with, based on the principles of expertise and inclusiveness described earlier in this commentary. To get feedback on how to address COVID-19 misinformation during the pandemic, the team decided to seek out stakeholders with expertise in several different categories: researchers studying misinformation and disinformation; experts in national security and public safety; professional fact-checkers; experts in public health, infectious diseases, vaccine behavior, and health communication; experts in freedom of expression law; and advocates for free speech and digital rights. Additionally, the team sought out stakeholders with expertise in socioeconomic, racial, and regional disparities in health experiences and outcomes. For example, there are communities of people across the world that distrust public health authorities, due to their ongoing lived experience or the historical experience of their community. The team therefore sought to engage with members of such communities to ensure Meta’s COVID-19 misinformation policies accounted for those experiences.

The team also reached out to experts with different regional backgrounds. As described earlier in this paper, inclusivity is a core principle of the team’s approach to stakeholder engagement. Moreover, prior to the pandemic, public health experts emphasized that the unique political, historical, and medical setting in a country could impact health misinformation and potential harms. For example, when it became public that the CIA used a fake hepatitis vaccination campaign in Abbottabad, Pakistan to help locate Osama Bin Laden, trust in vaccines suffered—especially in Pakistan.\(^3\)\(^6\) Campaigns to eradicate polio in Pakistan were hampered by accusations that healthcare workers, who were providing the vaccine, were US spies, and the WHO declared that Pakistan was one of three countries in the world where polio remained endemic.\(^3\)\(^7\) Several workers even faced physical attacks. Levels of trust in polio vaccines throughout Pakistan plummeted further in 2019, when a misleading video, which claimed the polio shot left children ill, went viral.\(^3\)\(^8\) Rana Safdar, the coordinator of Pakistan’s National Emergency Operations Centre for Polio Eradication, said that millions of children were not immunized against polio due to the surge in vaccine hesitancy. Thus, the team expected that stakeholders with different regional backgrounds would have different views on the harm associated with COVID-19 misinformation—and the best way to address it. In fact, during the pandemic, stakeholder feedback on the best approach to COVID-19 misinformation varied by region, driven by differing experiences with vaccine uptake and the penetration of anti-vaccine movements. (The section of this paper on communication and implementation of stakeholder perspectives covers this variation in more detail.) Overall, during the pandemic, the team spoke with stakeholders from every major region of the world, including North America, South America, Africa, the Middle East, the Asia-Pacific, and Europe, about Meta’s approach to COVID-19 misinformation.

**Execution**

After setting the engagement strategy, the team begins reaching out to stakeholders,
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with an eye toward being transparent about the policy Meta is considering, the questions for discussion, and why the particular stakeholder’s expertise or lived experience is relevant. While stakeholders do not always agree to engage, most people are open to having a conversation with Meta. Stakeholders have a variety of reasons for engaging with the company. For Marius Dragomir (Central European University), offering feedback to Meta provided an opportunity for decades-long work on state media and media capture to “finally have practical application and lead to policy interventions.”

While he had hoped for many years that work in his field would lead to changes by governments and supranational organizations, he said that engaging with Meta “was the first time that we’ve seen our work used meaningfully in practice.” Others, like Jacob Mchangama, are driven by a desire to “make things less bad versus revolutionize Meta’s approach to content moderation.” Mchangama noted, “we see a lot of movement and pressure to remove content and we want to bring the perspective to advocate for the opposite direction.”

The Content Policy Stakeholder Engagement team typically conducts engagement in a variety of formats: 1:1 discussions, roundtables, and recurring expert circles (which meet regularly to discuss different topics). External engagement in a 1:1 setting is akin to conducting semi-structured interviews in a social science setting, in which the interviewer knows what they want to learn—and thus, has a set of questions prepared—but the conversation is able to vary and change substantially between participants. This approach facilitates comparing answers to the same questions across different stakeholder backgrounds and regional contexts, but also allows questions to adapt within and across conversations based on the stakeholders’ feedback.

In roundtables and recurring expert circles, the team usually poses a set of questions to the group and opens up a broader discussion. This format allows Meta to convene stakeholders with different subject matter expertise and regional backgrounds in one space, making possible a useful cross-pollination of opinions. Stakeholders can learn from each other, and they often realize that their recommended approach to a policy challenge might not be effective in a different context. Sometimes, these interdisciplinary conversations yield ideas for policies that will work across regions and issue areas. Other times, they reveal more disagreement than consensus—highlighting the challenges of writing policies for a global user base.

Discussions with stakeholders on COVID-19 misinformation during the pandemic occurred in many of these formats, and overall, the team engaged with around 180 stakeholders.

3.1.2 Internal Communication & Implementation of Stakeholder Perspectives

Throughout the engagement process, the Content Policy Stakeholder Engagement team documents and communicates interim findings to colleagues within and outside Meta’s Policy organization. Moreover, the colleagues who are writing the relevant policies—or developing relevant products—often join discussions with stakeholders so they can hear directly from them. Once engagement is complete, the team shares a formal analysis of
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all stakeholder perspectives with the colleagues who will ultimately write the policy—as well as other teams that will weigh in on it. The analysis highlights key learnings from stakeholder engagement and identifies trends in the types of stakeholders who offered particular points of feedback. This analysis often informs Meta’s ultimate policy decision.

Several themes emerged in the team’s engagements on COVID-19 misinformation during the pandemic. First, medical and public health experts emphasized that health misinformation could be particularly harmful if it fell into the following categories: false cures, false information designed to discourage treatment (such as false claims about hospital practices or safety), false claims about prevention (such as false claims that masks are not effective in preventing the spread of airborne diseases), false information about availability of access to health resources, or false information about the location or severity of a disease outbreak. Experts argued that such claims could contribute to imminent physical harm by increasing the risk that individuals will ignore the guidance of health authorities, which in turn could increase the risk of individuals contracting the virus and spreading it to others. Given this potential harm, many health experts encouraged Meta to remove harmful health misinformation.

In contrast, many freedom of expression (FoE) advocates opposed removing COVID-19 misinformation, unless it incited violence against particular groups. They were skeptical about the link between false claims and imminent physical harm—especially in cases where the harm was less direct (e.g., reducing people’s willingness to social distance). Moreover, FoE advocates worried that an overly aggressive policy might encourage governments to seek removal of a much broader spectrum of content than necessary to avoid imminent harm. Additionally, they argued that people need space to debate and discuss the virus and associated treatments, to find their own way toward an accurate understanding of the evolving science.

Instead of removal, many FoE advocates suggested that Meta reduce the distribution of COVID-19 misinformation and provide users with authoritative information to counteract false claims. Many health experts also favored surfacing authoritative information, though they believed that for certain claims, doing so should occur alongside removals—not in lieu of them. Overall, during engagements throughout the pandemic, many experts emphasized that promoting authoritative information would help address the ambiguity inherent in crisis situations. Because individuals respond to such uncertainty by seeking information, experts argued, mitigating the spread of false claims about COVID-19 would require providing credible answers to people’s unresolved questions about the pandemic.

On the other hand, experts in science communication warned about the risks of constantly redirecting users to authoritative sources. They explained that users can become frustrated—and perceive that their concerns are not being taken seriously—if they are continually referred to external websites where information is difficult to find and the language is opaque. Others warned that relying on public health institutions, such as the WHO or CDC, to provide authoritative information could make those organizations vulnerable to additional criticism and misinformation. Science communication experts also recommended conveying uncertainty about the virus using Meta’s existing misinformation labels, to mitigate the risk of distrust in the future if scientific understanding changed. Nevertheless, these experts recognized that communicating uncertainty via a short label on a post would be very challenging. On the whole, subject matter experts varied in their recommendations for the best way to address COVID-19 misinformation.

Throughout the pandemic, there was also significant regional variation in stakeholder
feedback on this policy development effort. For example, many stakeholders in the Asia-Pacific region and Sub-Saharan Africa called for the removal of misinformation about the COVID-19 vaccine. These experts argued that such false claims would negatively impact public confidence in vaccines, which was already plummeting in their regions, and further stall vaccination campaigns. However, many public health experts in the US and Europe urged Meta to avoid removing misinformation about the COVID-19 vaccine, expressing concern that removals could fuel conspiracy theories about the vaccine and its origins. Instead, they recommended that Meta promote high quality information about the vaccine, reduce the distribution of false claims, and take stronger measures against anti-vaccine Groups. There was even regional variation in feedback from freedom of expression advocates. While advocates in Europe were worried about an overly broad interpretation of “imminent harm,” advocates from other regions expressed less concern—arguing that the pandemic made the harm associated with false health claims more direct.

How did Meta balance those clear differences in stakeholder perspectives? As expressed in its statement of values, the company prioritizes user voice but will restrict speech if it threatens the safety or privacy of users. In the case of COVID-19 misinformation, Meta tried to balance these considerations in the following way.

First, the company determined that the risks associated with certain misinformation about COVID-19 were significant enough at the time, given the ongoing public health emergency, to warrant removal under Meta’s existing policy banning misinformation that could contribute to imminent physical harm. As of June 2022, Meta removes 80 distinct claims regarding the virus and associated vaccines. However, Meta does not determine which claims to remove itself—but rather relies on public health experts, including the WHO and CDC, to assess the falsity of COVID-19-related claims and determine which claims could contribute to imminent physical harm. The decision to remove harmful COVID-19 misinformation was informed by feedback from a wide range of stakeholders, who told the Content Policy Stakeholder Engagement team, throughout the pandemic, that certain types of health misinformation, including false cures and false information about preventing or treating the virus, could encourage individuals not to follow critical health advice in the context of public health emergency (e.g., COVID-19 social distancing guidelines). Because COVID-19 is such a highly transmissible disease, experts explained, individuals who chose not to follow health protocols not only put themselves at risk of contracting the disease but could also endanger the health of the community.

To understand the effect of this policy change in practice, consider the example of a piece of content claiming that “COVID-19 can be transmitted by 5G technology.” Under the policies described above, Meta removes health misinformation that could contribute to imminent physical harm in the context of the COVID-19 pandemic, including this 5G claim, on a global scale. Prior to the pandemic, Meta did not remove entire categories of misinformation on a worldwide scale; instead, the company removed misinformation when local partners with relevant expertise told us a particular piece of content (such as a specific post on Facebook) could contribute to a risk of imminent physical harm. The COVID-19 misinformation policies, which were informed by stakeholder engagement, therefore changed the way Meta addresses health-related misinformation, like the 5G claim, in the context of a pandemic.

Second, Meta created a COVID-19 Information Center, which provides users in 189 countries with a central place to get the latest news and information on the pandemic,

---

44. Facebook Help Center,
45. Ibid.
46. Clegg 2022.
as well as resources and tips to stay healthy.\textsuperscript{47} This decision reflected the advice of both medical experts and freedom of expression advocates at the time, who consistently emphasized the importance of uplifting authoritative information about the virus. Through this effort, and related educational pop-ups on Facebook and Instagram, Meta has provided authoritative information about COVID-19 and associated treatments to over two billion people.

### 3.1.3 Informing Stakeholders about the Policy Decision

Once the company makes a policy decision, the Content Policy Stakeholder Engagement team typically follows up with stakeholders to let them know what was decided and how their feedback was considered. Given the feedback that certain stakeholders provided, the team knew that many free speech experts—and even public health experts in the US and Europe—might be disappointed that the company had decided to remove COVID-19 misinformation during the pandemic, while other experts would likely welcome the decision. Stakeholders have previously told the team, however, that they do not expect Meta to adopt all their recommendations—though they do expect to be told what motivated Meta’s ultimate decision. Thus, in any follow-ups, the team tries to communicate how the company balanced differing stakeholder perspectives on a topic and/or why Meta did not take a particular approach. As Marius Dragomir explains, “It is important that we have clear expectations and open dialogue...But it is stupid to expect that you (Meta) will implement everything we suggest.”\textsuperscript{48} He adds that “he never felt there was a lack of communication.”\textsuperscript{49}

Nevertheless, stakeholders clearly desire additional transparency about the impact of their suggestions on policy decisions. Jacob Mchangama says, “It is difficult to measure the impact [of our engagements with Meta], mostly because we don’t have visibility to your discussions internally. I think one way to do it...is to formally tell us how you came to the conclusions...Otherwise, it’s endless talk and you don’t know if anything came out of it.”\textsuperscript{50} Marius Dragomir suggests the team share publicly how Meta arrives at specific policy decisions. “You share the process, but you are not sharing what models (research/frameworks) you are looking at and how you are arriving at the conclusions you do.”\textsuperscript{51}

The follow-up is not typically the end of the conversation, however. The team encourages stakeholders to provide ongoing feedback as research evolves or local context changes. Researchers will often reach out after publishing new findings related to a policy issue, and those individuals who participate in the team’s recurring expert circles provide feedback on similar policies on a regular basis. When Meta revisits policies, the team reaches back out to the stakeholders who provided feedback the first time around. Moreover, revisions to any of the Community Standards are tracked by a change log on Meta’s Transparency Center, so that external stakeholders can clearly see how policies have been updated.

### 4 Conclusion

This paper outlines the principles that guide Meta’s approach to stakeholder engagement. The paper also describes what stakeholder engagement looks like in practice, us-

\textsuperscript{47} Coronavirus (COVID-19) Information Center.
\textsuperscript{48} Sarah Shirazyan Interview with Marius Dragomir 2022.
\textsuperscript{49} Ibid.
\textsuperscript{50} Sarah Shirazyan Interview with Jacob Mchangama 2022.
\textsuperscript{51} Sarah Shirazyan Interview with Marius Dragomir 2022.
ing the development of Meta’s COVID-19 misinformation policies during the pandemic as an example. However, the piece is not intended to be a final statement of Meta’s approach to misinformation in general or COVID-19 misinformation specifically.

First, the “remove, reduce, and inform” approach comes with challenges, which Meta’s policy teams continue to consider as they refine the company’s policies. According to some experts, including Marius Dragomir, removing misinformation can “backfire and create more distrust in institutions.”52 Other experts emphasize that removing misinformation on one platform can simply push it to unmoderated spaces, which doesn’t necessarily solve the problem. The scholarly debate on misinformation has also started to shift, as academics place more emphasis on “inoculating users” against misinformation—and less on removing it altogether.53 Reducing the distribution of false claims raises questions about the balance between freedom of speech and freedom of reach. Giving users authoritative information requires the company to identify “authoritative, local sources to uplift,” which can be especially challenging in places that lack an independent civil society or free press—or where government institutions lack capacity. Stakeholders have also warned that the “reduce and inform” treatments can sometimes fuel conspiracy theories, because such treatments may be viewed as evidence that Meta is conspiring to reduce the spread of important information.

Second, on July 26, 2022, Meta formally asked the Oversight Board for a Policy Advisory Opinion on the company’s approach to COVID-19 misinformation. As many, though not all, countries around the world seek to return to normal life, Meta is requesting the Oversight Board to advise on whether the policies introduced at the beginning of this global crisis will serve as the right approach in the months and years ahead.54 More specifically, the Board’s guidance will address whether Meta should continue removing harmful COVID-19 misinformation—or instead rely on reducing its distribution and labeling it.

This piece therefore sheds light on the role of stakeholder engagement in developing Meta’s misinformation policies up to this point in time. The goal of sharing this experience is to contribute to the growing academic and civil society conversation surrounding stakeholder engagement as a practice, to bring transparency to this important element of policy development at Meta, and to get feedback from the Trust & Safety community on the approach of the Content Policy Stakeholder Engagement team at Meta.

52. Sarah Shirazyan Interview with Marius Dragomir 2022. See also The online information environment 2022.
53. See Traberg, Roozenbeek, and Linden 2022 and Lewandowsky and Van Der Linden 2021.
54. See Clegg 2022. The full request is available at “Oversight Board announces new cases and review of Meta’s COVID-19 misinformation policies,” July 2022, https://www.oversightboard.com/news/385467560358270-oversight-board-announces-new-cases-and-review-of-meta-s-covid-19-misinformation-policies/.
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