Antisymmetric tensor field and spontaneous magnetization in holographic duality
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A real anti-symmetric tensor field was introduced to realize a holographic magnetic ordered phase in our previous work. However, a more careful analysis shows there is a vector ghost in the model. In this paper we present a modified Lagrangian density for the anti-symmetric tensor, which is ghost free and causality is well-defined, and keeps all the significant results in the original model qualitatively. We show this modified Lagrangian density could come from the dimensional compactification of $p$-form field in String/M-theory. For static curved space-time, we also prove that this modified model is ghost free and does not violate causality. This new model offers a solid foundation for the application of antisymmetric tensor field in holographic duality, especially for the spontaneous magnetization.

I. INTRODUCTION

The application of holographic duality in condensed matter theory, or named AdS/CMT correspondence, has been attracting a lot of attention in both sides of field theory and condensed matter physics. By this duality, we can connect a strongly coupled or correlated system in a $d$-dimensional flat space-time with a $(d+1)$-dimensional asymptotic AdS space-time [1–4]. This duality opens a novel approach to survey strongly coupled or correlated phenomena in condensed matter field and provides a powerful tool to deal with relevant issues. It has been extensively applied into condensed matter physics and a great deal of progress have been made [5–10]. For a brief review, see [11], for example.

So far, most studies have been focused on how to take this duality to describe electronic transport properties in strongly correlated systems. Although there are a few works investigating the magnetism in holographic superconductors such as Refs. [12–16], the magnetism there only plays a participator’s role rather than a protagonist’s one. In fact, in condensed matter physics, there are some interesting critical phenomena and phase transitions involving the strongly correlated electrons, which are controlled by magnetic properties of material, such as Kondo effect [17], colossal magnetoresistance [18], and competition and coexistence between magnetic ordered states and superconducting [19, 20]. A toy model for studying magnetism in AdS/CMT duality was proposed in Ref. [21]. In this model, the authors proposed that the magnetic moment could be described by a real antisymmetric tensor field (ATF) which is coupled to the gauge field strength in the bulk, and showed that the spontaneous magnetization can happen and the ferromagnetism-paramagnetism phase transition can be realized. Sooner, this model was extended into describe the antiferromagnetism-paramagnetism phase transitions by introducing two ATFs corresponding two magnetic sublattices in materials [22]. Based on this model, the competition and coexistence between magnetic ordered states and superconducting were also discussed in Ref. [23]. Thought some significative results have been made through this model on describing spontaneous magnetization and relevant issues, there are still some fundamental aspects to be clarified. For example, whether can the model be consistently embedded into String/M theory? The most stringent query about the model is whether the model is ghost free and causality violation does not appear since a tensor field is involved in the model. In our previous studies, these problems are not discussed.

It is well-known that in high spin field theory, such issues mentioned above usually appear. For a physical field which describes a bosonic particle, the degrees of freedom are determined by its mass $m$ and spin $s$, which are $2s+1$ for the massive case and 2 for the massless case. However, when one writes down a field theory with high rank Lorentz index, the degrees of freedom in general are more than these, which leads to ghost. Then a self-consistent theory needs to be constructed carefully to rule out this redundant degrees of freedom by itself.

The other fundamental problem that may arise in field theory is connected with the possibility of causality violation, which usually appears in a high spin field or an interacted field theory [24]. Even a theory which is well defined in a flat space-time, may still have causality violation when it is generalized into a curved space-time [25]. Unlike the ghost linking to the properties of degrees of freedom in the phase space, the causality concerns the properties about propagation, which can be obtained from equation of motions [25]. In general, for a field theory, we have a set of differential equations for a set of fields $\Phi_A$ such as,

$$ (M^B_A)^{\mu\nu}\partial_\mu\partial_\nu\Phi_B + \cdots = 0, \quad \mu, \nu = 0, 1, \cdots, d - 1. \quad (1) $$

A characteristic matrix $M^B_A(n)$ is the matrix function of $d$ arguments $n_\mu$, defined as,

$$ M^B_A(n) = (M^B_A)^{\mu\nu}n_\mu n_\nu. \quad (2) $$

A characteristic equation then is $\det[M^B_A(n)] = 0$. If

* cairg@itp.ac.cn
† aqiu@itp.ac.cn
for any values $n_i (i = 1, \cdots, d - 1)$, all solutions of the characteristic equation $n_0(n_i)$ are real then the system of differential equations is hyperbolic. The hyperbolic differential equations describe the propagation of wave processes. The hyperbolic system is called causal if all the solutions of characteristic equation are space-like or null. In such a system, the velocity of propagation does not exceed the speed of light. Otherwise, if there are time-like solutions for $n_\mu$ in the characteristic equation, the propagation can exceed the speed of light and violates the causality.

In this paper, we will build a ghost free and causal ATF theory. The results show that the original Lagrangian for the holographic magnetism proposed in [21] contains a vector ghost and needs to be remedied. In section II, we will show that the ATF describes a spin-1 field rather than a spin-2 field, naively thought. Then we will discuss how to build a ghost free ATF theory in flat space-time. We will generalize it into a curved space-time in section III. For a very general form, we prove that the modified model does not contain ghost or violate causality. In this new model we will also re-produce the main results in Ref. [21] in section IV. In other words the significant results in our previous works remain valid and the ghost and causality violation issues do not appear in the modified model.

II. GHOST FREE MODEL IN MINKOWSKIAN SPACE-TIME

Let us begin our discussion with the two Casimir invariants of Poincaré group,

$$C_1 = p^\mu p_\mu, \quad C_2 = W^\mu W_\mu$$

(3)

where $W^\mu = -\frac{1}{2} \epsilon^{\mu \nu \sigma \tau} S_{\nu \sigma} p_\tau$ is the Pauli-Lubanski pseudovector and $S_{\nu \sigma}$ and $p_\tau$ are the spin angular momentum operator and momentum operator, respectively. They define mass and spin which are the two basic quantum numbers for the field. Let us consider the massive case, which corresponds to a physical massive particle of mass $m$ and spin $s$. In this case, we have the mass and spin numbers as the eigenvalues of these two Casimir operators such that $C_1 = -m^2$ and $C_2 = m^2 s(s + 1)$.

In general, the properties under the Poincaré group nearly uniquely determine the dynamic of the given field by the requirement that the single particle state carries an irreducible unitary representation of the Poincaré group. For an ATF $M_{\mu \nu}$, the Casimir operator $C_1$ then demands that the Klein-Gordon equation be satisfied,

$$(\partial^2 - m^2) M_{\mu \nu} = 0,$$

(4)

which gives the equation of motion for the ATF. If there is no other constraint equation, the Lagrangian density then can be determined up to an arbitrary divergence term,

$$\mathcal{L} = -\frac{1}{4} (\partial_\mu M_{\nu \tau}) (\partial^\mu M^{\nu \tau}) - \frac{m^2}{4} M^{\mu \nu} M_{\mu \nu}.$$  

(5)

For the AFT, we can show that the value of second Casimir operator $C_2$ is $2m^2$ (see appendix A), which indicates that the antisymmetric tensor field describes spin-1 particles. This is due to the fact that the representation of Lorentz group for an ATF is $D(1,0) \oplus D(0,1)$, which is the direct sum of two spin-1 irreducible representations and describes two spin-1 particles. We will discuss this in detail in some appendix A. As a comparison, we can find that the representation of Lorentz group for a symmetric tensor field with rank two is $D(1,1)$, which is the direct product representation, and hence it is reducible. As a result, the symmetric tensor field may contain particles with spin 2, 1, and 0.

If one quantizes the tensor field described by the Lagrangian (5), it can be shown that the Hamiltonian is not positive definite and one of spin-1 particles carries negative energy. So the naive model (5) for ATF has a massive vector ghost. For details, one may see appendix B. To eliminate this vector ghost, we can impose divergence/transversality condition such that [26],

$$\partial^\mu M_{\mu \nu} = 0.$$  

(6)

Because of the identical relation $\partial^\mu \partial^\nu M_{\mu \nu} = 0$, the equation (6) offers three independent constraints, which can eliminate three degrees of freedom associated with the ghost. However, all the constraints should come out from the Lagrangian itself. In order to write down a ghost free theory for ATF, we need to modify the Lagrangian density (5). The new Lagrangian density should keep the equation of motion (4), and also give the constraint (6) automatically. To this aim, let us assume the Lagrangian density has following form,

$$\mathcal{L} = -\frac{1}{4} (\partial_\mu M_{\nu \tau}) (\partial^\mu M^{\nu \tau}) - \frac{m^2}{4} M^{\mu \nu} M_{\mu \nu} - \frac{c}{4} (\partial_\mu M^{\nu \sigma}) (\partial^\nu M_{\sigma \tau}).$$

(7)

where $c$ is a constant to be determined. Varying the Lagrangian, we get the equation of motion,

$$\partial^2 M_{\mu \nu} - 2c \partial_\mu \partial^\alpha M_{\nu | \alpha} - m^2 M_{\mu \nu} = 0.$$ (8)

The divergence of Eq. (8) gives,

$$(1 + c) \partial^2 \partial^\mu M_{\mu \nu} - m^2 \partial^\mu M_{\mu \nu} = 0.$$  

(9)

Therefore if one takes the coefficient $c = -1$, the above equation reduces to the constraint (6). This indicates that the Lagrangian density leads to the constraint (6) automatically. In this way we obtain a self-consistent Lagrangian density,

$$\mathcal{L} = -\frac{1}{4} (\partial_\mu M_{\nu \tau}) (\partial^\mu M^{\nu \tau}) - \frac{m^2}{4} M^{\mu \nu} M_{\mu \nu} + \frac{1}{2} (\partial_\mu M^{\nu \sigma}) (\partial^\nu M_{\sigma \tau}).$$

(10)

And associated equations of motion are equivalent to following two equations,

$$\partial^2 M_{\mu \nu} = 0, \quad \partial^\mu M_{\mu \nu} = 0.$$ (11)
The first one of (11) gives the first Casimir invariant, as expected.

In fact, there is an equivalent form for the Lagrangian (10), which is quite useful when we generalize it into a curved space-time. After some algebra, one can show that, by adding some suitable boundary terms, the Lagrangian (10) is equivalent to,

$$\mathcal{L} = -\frac{1}{12} (dM)^2 - \frac{m^2}{4} M_{\mu\nu} M^{\mu\nu},$$

(12)

where $(dM)^{\mu\nu}$ is the exterior differential of $M_{\mu\nu}$, and $(dM)^2 = 9 \partial_{(\mu} M_{\nu\tau)} \partial^{\mu\nu} M^{\tau\tau}$. The Lagrangian describes nothing but a massive 2-form field! This equivalent form gives us a manner to explain how this massive ATF theory can be generated from low energy action of String/M theory.

As it is well-known, the $p$-form field in String/M-theory is well defined, as the source of the $D(p-1)$-brane. For example, we can write down the following action for $p$-form in String/M theory,

$$S = -\frac{1}{2\kappa^2} \int dC \wedge *dC + \mu_p \int_{M_p} C,$$

(13)

where $*$ is the Hodge dual operator, $C$ is a $p$-form, $\mu_p$ is the charge of the $D(p-1)$-brane under the $p$-form $C$ and $M_p$ is the world-volume of the $D(p-1)$-brane. We see that this $p$-form field is massless and the action has a gauge symmetry such as $C \rightarrow C + dC'$ for any $(p-1)$-form $C'$. However, if we consider a certain field coupling with this $p$-form, then in the low energy limit, there are a few mechanisms to break this kind of gauge symmetry spontaneously and to give the $p$-form field mass, such as Higgs mechanism, Stueckelberg mechanism [27, 28], and topological mass generation [29]. Even without any other field, the $p$-form field can acquire its mass by the Kaluza-Klein (KK) dimensional reduction [30]. Therefore we see that the Lagrangian (10) describes an effective model which can be obtained from String/M theory in some suitable manner. In appendix C we show that a $p$-form field gets its mass through the KK dimensional reduction.

The model (10) is ghost free, which can be seen from the fact that the canonical momentum density of the component $M_{0i}$ vanishes and $M_{ij}$ can be directly solved by $M_{ij}$ and their canonical momentum densities. Therefore in model (10), only the spatial components of $M_{\mu\nu}$ are real degrees of freedom. We can directly quantize the model (10) and show that the model describes one spin-1 particle with 3 polarization directions. All the states are physical and there is no ghost.

III. COUPLED TO GRAVITY IN A FIXED BACKGROUND

In section II, we have constructed a ghost free model for ATF in a flat space-time. Now we want to generalize this model into curved space-time. For this, first of all, we demand the theory can come back to the flat case when curvature vanishes. Besides, it is also required that there are the same propagating degrees of freedom as in the flat case and no negative mode states in Fock space. Furthermore we need pay attention on the causality since causality violation may appear in curved space-time. All those are just what we will discuss in this section.

In curved space-time, the field has interaction with gravity. Usually we can make the replacements such as $\partial_\mu \rightarrow \nabla_\mu$ and $\eta_{\mu\nu} \rightarrow g_{\mu\nu}$ for the Lagrangian in flat space-time. In addition, we should take all the possible terms of the coupling between curvature tensor and the tensor field into account. Considering symmetry and only taking the coupling between curvature and quadratic forms of ATF into account, we write down the general Lagrangian density of (12) in a curved space-time

$$\mathcal{L} = -\sqrt{-g} \left[ \frac{1}{12} (dM)^2 + \frac{m^2}{4} M_{\mu\nu} M^{\mu\nu} + \frac{L_{RM}}{4} \right],$$

(14)

with

$$L_{RM} = a_1 R M_{\mu\nu} M^{\mu\nu} + a_2 R^{\mu\nu} M_\mu M^\nu + a_3 R_{\mu\nu\alpha\beta} M_\mu M_\alpha M_\beta + a_4 R_{\mu\nu} M_\mu M_\nu M_\alpha M_\beta.$$  

(15)

Here the coefficients $a_1, a_2, a_3$ and $a_4$ are all arbitrary constants, $R_{\mu\alpha}^\beta V_\beta = [\nabla_\mu, \nabla_\alpha] V_\beta$ for any covariant vector $V_\beta$ and $R_{\mu\nu} = R_{\mu\alpha\nu}^\alpha$. There are two reasons that we should reject the derivative coupling between curvature and ATF. One is that it will lead to the appearance of high order derivatives (more than 2) in equations of motion when the dynamic of gravity is taken into account. The other is that it would lead to ghost unless some very special conditions are imposed on the curvature terms. We will make a simple comment on this later on.

In a flat space-time, we can prove that the model (12) is ghost free by directly showing that it can give a correct degrees of freedom by quantization. However, this method is not applicable in a curved space-time. Since it is hard to write down a mode decomposition such as Fourier decomposition in flat case. Instead, we will use Hamiltonian analysis to find the number of real degrees of freedom. This method is equivalent to the one in Ref. [25], which directly takes the equations of motion.

To write down the Hamiltonian form of a matter field, we need make a $3 + 1$ decomposition on the background geometry. It seems very complex to write down the Hamiltonian canonical equations in a general space-time. For simplicity, here we assume the background space-time is static. In this case we can write the metric in the following form

$$ds^2 = g_{00} dt^2 + h_{ij} dx^i dx^j,$$

(16)

with $g_{00} < 0$. $h_{ij}$ is the spatial metric, which is independent of time $t$. In this coordinate, we have $g^{00} = 1/g_{00}$ and $\sqrt{-g} = h \sqrt{-g_{00}}$.  


With the Lagrangian density (14), we can obtain the canonical momentum density,
\[ \pi^{\mu\nu} = \frac{\partial L}{\partial \partial_0 M_{\mu\nu}} = -\sqrt{-g}(dM)^{0\mu\nu} \]
(17)
\[ = -\sqrt{-g}g^{0\mu\nu}(\partial_0 M_{\mu\nu} + 2\partial_{\mu\nu}M_{0\nu|0}) \]
and
\[ \pi^{\mu\nu} = g_{\mu'\nu'}g_{\mu'\nu'}\pi^{\mu'\nu'} = -\sqrt{-g}g^{0\mu\nu}(dM)^{0\mu\nu} \]
(18)
\[ = -\sqrt{-g}g^{0\mu\nu}(\partial_0 M_{\mu\nu} + 2\partial_{\mu\nu}M_{0\nu|0}). \]

It is easy to see that the canonical momentum density \( \pi^{0i} = 0 \) from the expression (17), which gives a 3-vector primary constraint \( \pi^{0i} \approx 0 \) or,
\[ \psi_u^{(i)} = \int d^3 x u^i \pi^{0i} \approx 0, \quad \text{for any suitable } u_i. \] (19)

Here the term “suitable” means that it is independent of time with a compact support on the space. We use “\( \approx \)” as weak equivalence which means that two sides are equal only on the physical phase space. Using the canonical momentum density, we obtain the Hamiltonian
\[ H = \int d^3 x \mathcal{H} \] (20)

with Hamiltonian density \( \mathcal{H} \),
\[ \mathcal{H} = \frac{1}{2} \pi^{ij} \partial_0 M_{ij} - L \]
\[ = -\frac{g_{00}}{4\sqrt{-g}} \pi^{ij} \partial_i M_{j0} \]
\[ + \frac{\sqrt{-g}}{4} [(\partial_i M_{jk})(dM)^{ijk} + m^2 M^{\mu\nu}M_{\mu\nu} + L_{RM}] \] (21)

Here the coefficient \( 1/2 \) in the first line comes from the antisymmetry of index \( \mu, \nu \). From this Hamiltonian, we can get the equations of time evolution,
\[ \pi^{\mu\nu} = -\frac{\delta H}{\delta M_{\mu\nu}} = -4(\partial_i \pi^{ij})\delta^{[\mu}_{[0} \delta^{\nu]}_{0]} + \frac{1}{2}\delta L_{RM}/\delta M_{\mu\nu} \] (22)
with \( V^{\mu\nu} = m^2 M^{\mu\nu} + \frac{1}{4}\partial L_{RM}/\partial M_{\mu\nu} \) and
\[ M_{ij} = \delta H/\delta \pi^{ij} = -\pi^{ij}g_{00}/g - 2\partial_i M_{j0}, \quad M_{0j} = \lambda_0. \] (23)

Here \( \lambda_0 \) are undetermined Lagrange multipliers and the overdot stands for the Lie derivative with respect to \( t \). In our case, it is just the partial derivative \( \partial/\partial t \). We see that the equation (23) is consistent with (18), which can be treated as a test for the expression (21). In addition, we see from (22) that there is a 3-vector secondary constraint,
\[ \dot{\pi}^{0i} = 2\partial_j \pi^{ij} - \sqrt{-g}V^{0i} \approx 0, \] (24)
or
\[ \psi_v^{(1)} = \int d^3 x v_j (2\partial_i \pi^{ij} - \sqrt{-g}V^{0j}) \approx 0, \] (25)
for any suitable function \( v_i \). This secondary constraint needs to be satisfied at any time, which may lead to a new constraint. So we have,
\[ \psi_v^{(1)} = \frac{1}{2} \int d^3 x [\delta \pi^{0i}/\delta M_{i0} \dot{M}_{i0} + \delta \pi^{0i}/\delta M_{i0} \dot{M}_{i0}] \approx 0, \] (26)

Note the fact that \( \pi^{0i} \approx 0 \) at any spatial point, we have \( \partial_i \pi^{0i} \approx V^{00} = 0 \). By introducing a suitable function \( v_i \), we have
\[ \psi_v^{(1)} \approx \int d^3 x [2\partial_i \pi^{ij} - \sqrt{-g}V^{0j}] \]
\[ + \int d^3 x [v_0 (2\partial_i \pi^{0i} - \sqrt{-g}V^{00})] \]
\[ = \int d^3 x [2\partial_i \pi^{0i} - \sqrt{-g}V^{00}], \] (27)

which leads to
\[ \psi_v^{(1)} \approx 2 \int d^3 x \partial_i (\sqrt{-g}V^{\mu\nu}). \] (28)

With the constraints of (19) and (24) and equations of time evolution (22) and (23), if Eq. (28) doesn’t equal to 0, then it gives a new constraint. To verify that, we combine equations (22) and (23), which gives,
\[ 3
\frac{\nabla}{\nabla x} V_{\mu\nu} - V_{\mu\nu} = -3(\ast d^*dM)_{\mu\nu} - V_{\mu\nu} = 0. \] (29)

Then we can find that \( \nabla^\nu V_{\nu\mu} = -(\ast d^*V)_\mu \approx 0 \), which gives \( \partial_\nu(\sqrt{-g}V^{\mu\nu}) \approx 0 \). Thus we see that Eq. (26) does not lead to any new constraint.

Now we can count the number of degrees of freedom in phase space. Because of two 3-vector constraints (19) and (25), the total physical degrees of freedom is \( 2 \times 6 - 3 \times 3 = 2 \times 3 \). So there is three degrees of freedom in configuration space, which are just what we expect to describe a spin-1 particle.

One can see that the crucial point to rule out the ghost is that the canonical momentum density \( \pi^{0i} \) dose not appear in the Hamiltonian density. However, if we add the terms containing the derivative coupling between curvature and ATF, then we see that canonical momentum density \( \pi^{0i} \) will not vanish unless the curvature tensor satisfies some very special conditions. So if such terms are added into (15), in various space-times of physical interest, the system will contain ghost.

Further let us mention here that there is a significant difference between the cases with ATF and with symmetric tensor field. In the latter case, the forms of the interaction between tensor field and curvature tensor should to be fixed carefully so that the model can give correct degrees of freedom [25]. However, in this AFT case, the coefficients in (15) are arbitrary. The most simple choice is to take \( L_{RM} = 0 \). In that case, the general Lagrangian
density is reduced to (12) and the equation of motion then is,
\[3\nabla^2 \nabla_{[\tau} M_{\mu\nu]} - m^2 M_{\mu\nu} = 0,\] (30)
which is equivalent to following two equations,
\[\nabla^2 M_{\mu\nu} + R_{\mu\nu}^{\rho\tau} M_{\rho\tau} + 2 R^\rho_{[\mu\nu]} - m^2 M_{\mu\nu} = 0,\] (31)
\[\nabla^\rho M_{\mu\nu} = 0.\]

Compared with the case in flat space-time, the equation of motion has additional curvature terms but the constraint equation has a similar form.

Next consider the causal properties of the system. Let us first consider the simple case with \(L_{RM} = 0\). With the constraint equation, we have the equations of motion (31) and the characteristic equation reads,
\[X_{\mu\nu}^{\alpha\beta}(n) = \delta_0^{\mu} \delta_0^{\nu} R_{\alpha\beta} n^\rho n_\rho.\] (32)
At any point \(x_0\) we can choose locally \(g_{\mu\nu}(x_0) = \eta_{\mu\nu}\) and then, we have characteristic equation,
\[0 = -n_0^2 + \ell^2 = n^\rho n_\rho.\] (33)
We see that the equation of motion (31) is hyperbolic and causal, which means that with \(L_{RM} = 0\), the system does not violate any causality.

In a general case, the equation of motion can only be written as the form of (29). As the constraint equation now is complicated, then the characteristic equation can only be written as,
\[X_{\mu\nu}^{\alpha\beta}(n) = n_\rho \delta_0^\mu \delta_0^\nu R_{\alpha\beta} n^\rho.\] (34)
Once again, at any point, we can take locally that \(g_{\mu\nu} = \eta_{\mu\nu}\). We see that there are 36 components in \(X_{\mu\nu}^{\alpha\beta}(n)\), however, they are not independent because there is a constraint such as \(\nabla^\rho V_{\mu\nu} \approx 0\). One can directly check that there are two triplex eigenvalues of \(X_{\mu\nu}^{\alpha\beta}(n)\), one is zero and the other is \((\ell^2 - n_0^2)/6\). Because of the identity that \(\nabla^\rho \nabla^\nu V_{\mu\nu} = 0\), there are three independent constraints which can be used to eliminate three degrees of freedom. Then on the physical parameter space, these constraints just rule out the three zero eigenvalues of \(X_{\mu\nu}^{\alpha\beta}(n)\). As a result we obtain the characteristic equation just as the same as (33). Thus we see that even for arbitrary values of the coefficients in \(L_{RM}\), the system dose not violate causality.

Here let us say some thing on the case that the ATF has interaction with other matter fields or contains self-interaction. In general those interactions can be described by adding a term into (14) such as,
\[\mathcal{L}_I = \sqrt{-g}[L_I(M_{\mu\nu}, \Phi_A) + L_s(M_{\mu\nu})],\] (35)
where \(L_I\) describes the interaction between ATF and some other field \(\Phi_A\) and \(L_s\) describes the self-interaction of ATF. If both \(L_I\) and \(L_s\) do not involve the derivative of \(M_{\mu\nu}\) or their derivative terms of \(M_{\mu\nu}\) can be removed by adding suitable boundary terms, then one can see that this interaction will not change our discussions about ghost and causality. Therefore for the case with such interactions, the model is still ghost free and does not violate any causality.

IV. MAGNETIC PHASE TRANSITIONS IN ADS BLACK HOLE BACKGROUND

In this section, we will show that the new model can reproduce the main results in Ref. [21], namely the spontaneous magnetization can happen in an AdS black hole background. As the physical pictures and motivations have been expounded in some detail in Refs. [21], we here only give a brief discussion and to recover some key results in the original model.

To construct a ferromagnetic model, we take the following action
\[S = \frac{1}{2\kappa^2} \int d^4 x \sqrt{-g} (L_1 + L_2 + L_{RM}),\]
\[L_1 = R + \frac{6}{L^2} - F_{\mu\nu} F_{\mu\nu},\]
\[L_2 = -\frac{(dM)^2}{12} - \frac{m^2}{4} M_{\mu\nu} M_{\mu\nu} - \frac{\lambda^2}{2} M_{\mu\nu} F_{\mu\nu} - V(M).\] (36)
Here \(V(M)\) is the self-interaction of ATF, its form will be specified shortly. \(L_{RM}\) is defined in (15) and we will set \(L_{RM} = 0\) for simplicity. \(F_{\mu\nu} = (dA)_{\mu\nu}\) with the \(U(1)\) gauge field \(A_\mu\). \(L\) is the AdS radius and we will set \(L = 1\).

As we have clarified, this model is ghost free and the causality violation does not appear. Here we will work in probe limit by neglecting all the reaction of matter fields on the background. The full back reaction will be studied in the forthcoming work [31]. For convenience, we rescale the value of ATF and its mass and rewrite \(L_2\) to the form
\[L_2 = -\lambda^2 \left[ \frac{(dM)^2}{12} + \frac{m^2}{4} M_{\mu\nu} M_{\mu\nu} + \frac{M_{\mu\nu} F_{\mu\nu}}{2} + V(M) \right].\] (37)
In that case, as one can see, the only difference between the new model and the original one is that the covariant derivative appearing in [21] is replaced by the exterior derivative here. Now we take the AdS-Schwarzschild black brane as the background geometry with metric,
\[ds^2 = -r^2 f(r) dt^2 + \frac{dr^2}{r^2 f(r)} + r^2(dx^2 + dy^2).\] (38)
Here \(f(r) = 1 - r_0^3/r^3\) and \(r_0\) is the horizon radius. For simplicity, we can set \(r_0 = 1\) in the numerical computation. Following Ref. [21], we take the following ansatz for matter fields,
\[A_\mu = \phi(r) dt + B x dy, \quad M_{\mu\nu} = -p(r) dt \wedge dr + \rho(r) dx \wedge dy.\] (39)
In the AdS-Schwarzschild black brane background, the equations of motion for matter fields read

\[ \rho'' + \frac{f'}{f} \rho' - \frac{m^2 + V'_p}{r^2 f} \rho + \frac{B}{r^2 f} = 0, \]

\[ (m^2 - \frac{V'_p}{r^2}) \rho - \phi' = 0, \]  

(40)

\[ \phi'' + \frac{2}{r} \phi' - \lambda^2 \left( \frac{p'_0}{4} + \frac{p}{2r} \right) = 0, \]

where

\[ V'_p = \frac{\partial V(M)}{\rho \partial \rho}, \quad V'_\rho = \frac{\partial V(M)}{\rho \partial \rho}. \]  

(41)

As we expect, \( p(r) \) is not a dynamical field and can be directly solved from the second equation in (40). With the equations for \( p(r) \) and \( \phi(r) \), we obtain

\[ p(r) = \frac{(1 - \lambda^2/4m^2)\sigma}{m^2(1 - \lambda^2/4m^2) - V'_p/r^4}, \]

\[ \phi(r) = \sigma (1 - \frac{\lambda^2}{4m^2}) (1 - \frac{1}{r}) + \frac{\lambda^2}{4} \int_1^r p(r) dr. \]  

(42)

Here \( \sigma \) is an integration constant, which corresponds to the charge density of the dual system. Assume that both \( V'_p/r^4 \) and \( V'_\rho \) decay to zero when \( r \to \infty \), then near the AdS boundary, we can get the asymptotic solution for \( \rho \) as

\[ \rho = \rho_+ r^{(1+\delta)/2} + \rho_- r^{(1-\delta)/2} + \ldots + \frac{B}{m^2}, \]  

(43)

where \( \delta = \sqrt{1 + 4m^2} \).

As we discussed in [21], \( \rho(r) \) corresponds to the magnetic response of the dual system. We can define magnetic moment density as,

\[ N = -\lambda^2 \int_{r_0}^\infty \frac{\rho}{2r^2} dr. \]  

(44)

In order to have the spontaneous magnetization, we need to impose the restrictions\(^1\)

\[ m^2 > \lambda^2/4 > 0, \quad \rho_+ = 0. \]  

(45)

One can see that in that case, the integration in (44) converges. If \( B \neq 0 \), \( \rho \) is always nonzero. So the magnetic moment defined in (44) is also nonzero, which corresponds to an induced magnetic moment under the external magnetic field. When \( B = 0 \), the leading term is given by \( \rho_+ \). According to the AdS/CFT correspondence, \( \rho_+ \) gives the external source of the dual operator while \( \rho_- \) is its vacuum expectation value.

\[ ^1 \text{More details about this will be given in Ref. [31]} \]


s-wave superconductor model, the complex scalar field couples with the gauge field, the associated gauge potential can decrease the effective mass squared of the complex scalar field near the horizon but has no any effect on the effective mass squared far away from the horizon \([32]\), which leads that the mass squared of the complex scalar can be negative enough near the horizon so that an instability happens and a nontrivial hair appears. In model \((36)\), however, the ATF is real and couples to the gauge field strength, if \(V(M) = 0\) and \(B = 0\), the instability cannot appear and the condensation will not happen. When we add the term \(V(M)\) such as \((46)\), we can see from the equation of motion of \(\rho\) that the effective mass squared of \(\rho\) can be lowered near the horizon, which leads to the expected instability and a nontrivial solution for \(\rho\).

In the case of \(L_{RM} = 0\), we see that in order to have the instability and the nontrivial solution of \(\rho\), we need a self-interaction potential of ATF. Such a term could come from the loop correction of the ATF in String/M-theory. In fact, there is an alternative way to generate the instability, where we can set \(V(M) = 0\) but \(L_{RM} \neq 0\). For example, for simplicity, we can set \(a_1 \neq 0, a_2 = a_3 = a_4 = 0\). In that case, we can see that the effective mass squared at the horizon and the boundary are,

\[
m_{\text{eff}}^2|_{\text{h}} = m^2 + 4a_1 R_h, \quad m_{\text{eff}}^2|_{\text{b}} = m^2 + 48a_1,
\]

\((47)\)

respectively. Here the subscript \(h\) denotes taking the value at the horizon, while \(b\) for the value at the AdS boundary. By changing the scalar curvature near the horizon, we can reach that the effective mass squared of \(\rho\) violates the Breitenlohner-Freedman bound at the horizon, but not at the boundary. This gives us the possibility to generate the instability and spontaneous condensation.

V. SUMMARY

In this paper, we have started with two Casimir invariants of Poincaré group and built a ghost free and causal ATF theory step by step. We have shown that the ATF theory describes spin-1 particles, rather than spin 2 particles. The naive Lagrangian for ATF proposed in Ref. \([21]\) includes a vector ghost. To remedy this, we have presented a modified Lagrangian density by replacing the covariant derivative in the kinetic term of the ATF with the exterior derivative. It turns outs that the modified Lagrangian density describes a massive 2-form field. We have argued that this modified Lagrangian density could be obtained by dimensional compactification of low energy effective action in String/M-theory. For a general interaction form between ATF and gravity, we have proved that the modified model dose not contain ghost and does not violate causality in static curved space-time. In AdS-Schwarzschild black brane background, we have also shown that the spontaneous condensation and paramagnetism/ferromagnetism phase transition can happen in the modified model, and the main results in Ref. \([21]\) keep valid qualitatively.

Note that the main goal of this paper is to present a ghost free and causally well-defined theory for an ATF. We believe that the self-consistent ATF theory provides a solid base on which various magnetic properties of strongly coupled materials can be investigated in the AdS/CFT framework. We hope to report more significant progress on this model in the coming works.

Note added: After finishing this work, we are informed by Quentin Bailey of the reference \([33]\), where a general Lagrangian of an antisymmetric 2-tensor is constructed, even including non minimal gravitational couplings. Our action \((12)\) just corresponds to the so-called minimal model discussed there.
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Appendix A: Computing \(C_2\) for ATF

In this appendix let us compute \(C_2\) for a massive ATF. Because its mass is non vanishing, we can choose a frame where the particle is static and only the spatial components of the spin angular momentum have contribution to \(C_2\). In that case, we have

\[
C_2 = m^2 S^i S_i \quad (A1)
\]
where $S^i = \frac{1}{2} \epsilon^{ijk} S_{jk}$ is the spin vector. We can get the spin of the massive field by investigating its property under SO(3) transformation. Note that $S^i$ is an operator of Hilbert space formed by all ATFs, so does $C_2$. To compute the eigenvalue of $C_2$, we can choose a suitable basis of this Hilbert space so that the computation can be done as easy as possible. Of course, the final result is independent of the choice. For convenience, we introduce a new six-components vector $\Psi_A (A = 1, 2, \cdots, 6)$ to rearrange the components of ATF such as,

\[
\Psi_A = \begin{pmatrix} \vec{P} \\ \vec{Q} \end{pmatrix},
\]

with

\[
P_i = M_{0i}, \quad Q_i = \frac{1}{2} \epsilon_{ijk} M_{jk}, \quad i = 1, 2, 3,
\]

\[
P^i = M^{0i}, \quad Q^i = \frac{1}{2} \epsilon^{ijk} M_{jk}.
\]

By definition, we have $P^i = -P_i$ and $Q^i = Q_i$. Under SO(3) transformation, we can see that both $\vec{P}$ and $\vec{Q}$ are associated with SO(3) vector. Thus we can find that the representation of $\Psi_A$ under the SO(3) transformation is $D(1, 0) \oplus D(0, 1)$. With $\Psi_A$, we can easily find the representation of spin operator, which reads

\[
(S^i)_{AB} = \begin{pmatrix} J^i & 0 \\ 0 & J^i \end{pmatrix}_{AB}
\]

with $i = 1, 2$ and $A, B = 1, 2, \cdots, 6$. Here $J^i$ are the generators of 3-dimensional spatial rotation. Thus we can find that $(S^i S_j)_{AB} = s(s + 1) \delta_{AB} = 2 \delta_{AB}$, which gives $s = 1$, as we expected.

Appendix B: Computing the Hamiltonian for ATF

In this appendix, we will show that the Hamiltonian associated with the Lagrangian (5) is not positive definite and there is a vector ghost. However, this kind of ghost will not appear in the modified model.

Let us first consider the Lagrangian density (5). From this Lagrangian, we have the canonical momentum density as

\[
\pi^{\mu \nu} = \frac{\partial L}{\partial \partial_0 M^{\mu \nu}}, \quad \pi_{\mu \nu} = \eta_{\mu \rho} \eta_{\nu \sigma} \pi^{\rho \sigma}. \tag{B1}
\]

And the Hamiltonian reads

\[
H = \int d^3 x \mathcal{H}, \tag{B2}
\]

with the Hamiltonian density $\mathcal{H}$,

\[
\mathcal{H} = \frac{1}{2} \pi^{\mu \nu} \partial_0 M_{\mu \nu} - L = \frac{1}{4} \left[ \pi^{\mu \nu} \pi_{\mu \nu} + (\partial_0 M_{\mu \nu}) \partial^1 M^{\mu \nu} + m^2 M^{\mu \nu} M_{\mu \nu} \right]. \tag{B3}
\]

Now let us adopt the two vectors $\vec{P}$ and $\vec{Q}$ defined in (A3) to rewrite the Hamiltonian. From the expression (B1), we have their canonical momentum densities

\[
\pi^i(P) = \pi^0, \quad \pi^i(Q) = \epsilon^{ijk} \pi^j, \quad \pi_i(P) = \pi_0, \quad \pi_i(Q) = \epsilon_{ijk} \pi^j. \tag{B4}
\]

We see that $\pi^i(P) = -\pi_i(P)$ and $\pi^i(Q) = \pi_i(Q)$. Note that here we have just used some new notations to represent the components of $M_{\mu \nu}$ and $\pi_{\mu \nu}$, which does not change any physics of the theory. The Hamiltonian then decouples into two parts associated with two vector fields under SO(3) transformation,

\[
H = H_P + H_Q, \tag{B5}
\]

where

\[
H_P = -\frac{1}{2} \sum_{i=1}^{3} \int d^3 x [\pi^i(P) \pi^i(P) + (\vec{\nabla} P^i)^2 + m^2 P^i P^i],
\]

\[
H_Q = \frac{1}{2} \sum_{i=1}^{3} \int d^3 x [\pi^i(Q) \pi^i(Q) + (\vec{\nabla} Q^i)^2 + m^2 Q^i Q^i]. \tag{B6}
\]

We see that the part for $P$ is negative definite. More precisely speaking, the Hamiltonian of the theory has no lower bound, which means that there exist infinite ghost states, but no ground state in Fock’s space.

On the other hand, if we take the Lagrangian density such as (10) or (12), the result is rather different. To make it clear, we adopt the Lagrangian density (12). Taking the constraint Eq. (6) into account, we find the Hamiltonian can be written as the same form as (B6). However, the canonical momentum density for $P$ now is zero, i.e. $\pi^i(P) = 0$, and the components $P_i$ are not independent variables. With the equation (11), we see that the equation of motion of $P$ reads

\[
0 = \partial^0 \pi^i(P) + \vec{\nabla}^2 P_i - m^2 P_i = \vec{\nabla}^2 P_i - m^2 P_i. \tag{B7}
\]

Put it into the expression for $H_P$, we have

\[
H_P = -\frac{1}{2} \sum_{i=1}^{3} \int d^3 x [\vec{\nabla}^2 P_i]^2 + P_i \vec{\nabla}^2 P_i, \tag{B8}
\]

which is just a total divergence term and can be removed from the Hamiltonian of the system. As a result we get $H = H_Q$, which is obviously positive definite. We see that there are 3 polarization states for every momentum. In addition, if quantize this system, we can see that the projection of spin along the direction of momentum can be $\pm 1, 0$. All three polarizations are physical.
Appendix C: Giving the $p$-form field mass by compactification

As we have argued in section II, the modified ATF theory has a clear physical origin, which can be treated as the low energy limit of some fundamental field, such as $p$-form field, in String/M theory. In String/M theory, however, the $p$-form field is massless. Therefore we need to clarify there is a suitable mechanism to give the mass term. In fact, there are a few mechanisms for this as we mentioned in section II. Here we give a very simple mechanism to give the mass term by the generalized KK dimensional reduction. This kind of dimensional reduction is discussed in Ref. [30]. Here we just give a brief introduction.

For simplicity, we set $\mu_p = 0$ in action (13) and take the background metric as

$$ds^2 = e^{2A(z)}(h_{\mu\nu}dx^\mu dx^\nu + dz^2),$$

(C1)

where $z$ denotes the extra dimension and $A$ is a function of $z$. Then the equations of motion of the action (13) in the conformal metric (C1) read

$$\partial_{\mu_1}(\sqrt{-g}E_{\mu_1\mu_2\cdots\mu_{p+1}}) + \partial_2(\sqrt{-g}E_{2\mu_2\cdots\mu_{p+1}}) = 0,$$

$$\partial_{\mu_1}(\sqrt{-g}E_{\mu_1\mu_2\cdots\mu_{p+1}}) = 0,$$

(C2)

where $E_{\mu_1\mu_2\cdots\mu_{p+1}} = (dC)_{\mu_1\mu_2\cdots\mu_{p+1}}$. Consider the gauge symmetry, we can set $C_{\mu_1\mu_2\cdots\mu_{p+1}} = 0$. Next we make a decomposition for $C_{\mu_1\mu_2\cdots\mu_{p+1}}$ as

$$C_{\mu_1\mu_2\cdots\mu_{p+1}} = \sum_n \tilde{C}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} K_n(z)e^{A(z)/2}. $$

(C3)

By this decomposition, the field strength $E_{\mu_1\mu_2\cdots\mu_{p+1}}$ can be expressed as

$$E_{\mu_1\mu_2\cdots\mu_{p+1}}(x^\mu, z) = \sum_n \tilde{E}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} K_n(z)e^{A(z)/2} $$

(C4)

and

$$E_{\mu_1\mu_2\cdots\mu_{p+1}}(x^\mu, z) = \sum_n \tilde{E}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} (K_n + K_n A'_n/2)(z)e^{A(z)/2}$$

(C5)

with $\tilde{E}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} = \partial_{\mu_1} \tilde{C}^{(n)}_{\mu_2\mu_3\cdots\mu_{p+1}}$. Substituting these decompositions into the equations of motion (C2), we obtain the equation for the function $K_n(z)$, which has a Schrödinger-like form as,

$$-\partial_z^2 + \frac{A'^2}{4} + \frac{A''}{2} K_n = m_n^2 K_n. $$

(C6)

The equation for $K_n$ is second order ODE. The properties of its solutions depend on the function $A(z)$. We further assume that the solutions of (C6) with some suitable boundary conditions form a complete orthogonal basis with the function basis $K_n(z)$. By a straightforward calculation, we can show that the the effective action of the $p$-form field reads,

$$S_{\text{eff}} = \sum_n \int d^{D-1}x \sqrt{-h} \left[ \tilde{E}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} \tilde{E}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} + \frac{m_n^2}{p+1} \tilde{C}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} \tilde{C}^{(n)}_{\mu_1\mu_2\cdots\mu_{p+1}} \right].$$

(C7)

We see that for the excited states of KK modes, we have $m_n^2 \neq 0$, which gives the mass for $p$-form in a lower dimension. By specializing to the case $p = 2$, it gives a mass term for a massless 2-form field. Here we further mention that if $A = 0$ in (C1), the dimension along $z$ is required to be compact. In this case, the above dimensional reduction is just the standard KK one. On the other hand, if $A \neq 0$, the dimension along $z$ is not required to be compact. This is called warped dimensional reduction (compactification).
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