A lightweight deep neural network with higher accuracy
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Abstract

To improve accuracy of the MobileNet network, a new lightweight deep neural network is designed based on the MobileNetV2 network. Firstly, it modifies the network depth of MobileNetV2 to balance the image resolution, network width and depth to keep the gradient stable, which reduces the generation of gradient vanishing or gradient exploding. Secondly, it proposes an improved Bottleneck module by introducing channel attention mechanism. It assigns different weights for different channels according to the degree of relevance between the object features and channels. Therefore, the network can extract more effective features from a complex background. In the end, a new usage strategy of the improved Bottleneck is proposed. It uses the improved Bottleneck module in the second, fourth and fifth stages of MobileNetV2, and uses the original Bottleneck module in other states. Compared with MobileNetV2, MobileNetV3, ShuffleNetV2, GhostNet and HBONet methods, the proposed method has the highest classification accuracy on the ImageNet-1K dataset, CIFAR-10 and CIFAR-100. Compared with YOLOV4-Lite methods based on these lightweight network networks, YOLOV4-Lite based on our proposed network also has the highest detection accuracy on the PASCAL VOC07+12 dataset.

Introduction

With the development of graphic processor unit technology, deep convolutional neural networks have aroused more and more attentions. To improve accuracy, more and more deep convolutional neural networks with complexity constructs are designed and applied in image classification [1], fault diagnosis [2] and image Dehazing [3], etc. They have a complex network structure and a larger number of network parameters. Therefore, they require to be deployed on a server with powerful computing power. However, mobile devices and embedded devices (autonomous driving devices, augmented reality devices and other smart devices) have limited computing power and limited memory, and cannot be deployed on for the common deep convolutional neural network. These limit the application of deep learning in real-time detection. To solve the problem, lightweight deep convolutional neural networks are
proposed. Compared with the common deep convolutional neural network, they have a simpler network structure and can be deployed on devices that have limited computing power and memory (such as telephone mobile, Jeston nano and Raspberry Pi) [4–6]. They are also have been widely used in vehicle detection [7], pedestrian detection [8], bus passenger object detection [9], agricultural detection [10], human abnormal behavior detection [11], etc.

The lightweight deep convolutional neural networks can be designed by compressing the normal convolutional neural networks by quantization, pruning and knowledge distillation methods [12–14]. These methods can reduce the complexity and computation cost of the network. Another kind of method is to directly design lightweight convolutional neural networks. Such as ShuffleNet series methods, SqueezeNet series methods and MobileNet series methods. MobileNet is one of the typical lightweight deep convolutional neural networks. It is designed for mobile and embedded vision applications. The MobileNets [15] constructed lightweight deep neural networks by using depthwise separable convolution instead of the traditional convolution to reduce parameters. To improve the ability to extract features, MobileNetV2 designed an Bottleneck module by adding the point-wise convolution layer [16]. To improve detection speed, MobileNetV3 improved computationally-expensive layers and introduced the hard swish nonlinearity on the basis of MobileNet to reduce computation complexity [17].

To further improve the accuracy of lightweight convolutional neural network, we propose a lightweight convolutional neural network based on MobileNetV2. The network layer depth directly affects the classification accuracy with the same network width and resolution of the input image (224 × 224). In our simulation analysis, the original network depth of MobileNetV2 is not the optimal network depth. Therefore, we modify the network depth by reducing the number of Bottleneck modules that are used to extract features from the 14× 14 feature map to improve the accuracy according to our simulation research. The channel number of the deep convolution layer is the most in the Bottleneck module, and the channels are independent of each other. The different channels have different contributions to the classification task. The more important feature the channel contains, the larger the weight of the channel is. Therefore, we introduce the channel attention module into the Bottleneck module to make the feature extraction network pay more attention to the channels that contain more important feature. This can make the feature extraction network extract more effective features. The weight of the improved Bottleneck module is in the range 0 to 1, and the output of the feature is the product of feature and weight. If we construct the whole network by continually stacking the improved Bottleneck module, it will reduce the value of the extracted feature and affects accuracy. To avoid the problem, we alternately use the improved Bottleneck module and original Bottleneck module to construct the whole network.

The contributions of our proposed method are summarized as follows:

1. We reduce the number of Bottleneck modules that are used to construct MobileNet to balance the network layer width and depth. This also can reduce the generation of gradient vanishing and gradient exploding.

2. We improve the Bottleneck module by introducing the channel attention mechanism. This makes the channels that contain more important features related to the classification task obtain a larger weight. It is useful for extracting more effective features.

3. We also propose a new strategy to construct a lightweight convolutional neural network with higher accuracy by using the improved Bottleneck module and original Bottleneck module. Compared with the current lightweight networks, the proposed lightweight network has better performance in accuracy.
Literature review

The typical lightweight deep convolutional neural network includes SqueezeNet, ShuffleNet and MobileNet. Iandola et al. [18] proposed a fire module and stacked the fire modules to construct SqueezeNet. The fire module was composed of a squeeze layer and an expand layer. The squeeze layer was mainly composed of $1 \times 1$ filter. The main function of this layer was to reduce the number of input channels of the expand layer. The $1 \times 1$ filter replaced part of the $3 \times 3$ filter in the expand layer. It can achieve the same classification accuracy as AlexNet, but the parameter amount is $1/50$ of AlexNet. Gholami et al. [19] proposed SqueezeNext on the basis of SqueezeNet. It designed two-stage bottleneck modules to reduce parameters and lower rank filters to reduce redundancy of convolution kernel. Its neural network performance is able to achieve AlexNets top-5 performance. Zhang et al. [20] proposed ShuffleNet. It used pointwise group convolution instead of $1 \times 1$ convolution operation to reduce the complexity of convolution operation. In order to overcome the side effects of group convolution, it also proposed a channel shuffle operation to improve feature information flow between channels. Ma et al. [21] proposed ShuffleNetV2. They found that the extensive use of group convolution will increase the memory access cost (MAC) and reduce the speed of the model. In order to solve this problem, they introduced the channel split operation on the basis of ShuffleNet to respectively divide the input features into two parts as the input of the identity mapping branch and the feature extraction branch. At the same time, the pointwise group convolution in the feature extraction branch is replaced by the traditional convolution with the convolution kernel size of $1 \times 1$ and the concat operation is used instead of the add operation in ShuffleNet to connect the outputs of the two branches. It reduced the complexity of the network and improved classification speed. In order to reduce the parameters and complexity of the network. Han et al. proposed a novel lightweight network that is GhostNet [22]. The network was mainly composed of $1 \times 1$ convolution and $3 \times 3$ depthwise convolution. In order to use a few convolution kernels without reducing the number of network feature maps, it firstly used a small number of $3 \times 3$ depthwise convolutions to generate a part of the feature maps. Secondly, it used linear operation to generate more feature maps. Finally, the $1 \times 1$ convolution is used to fuse these feature maps.

Howard et al. [15] proposed MobileNets based on depthwise separable convolution that consisted of pointwise convolution and depthwise convolution. In the depthwise convolution, each convolution kernel only convolves with the feature map of one channel. In the common convolution, one convolution kernel convolves with the feature maps of all channels. Compared with the normal convolution, depthwise convolution can extremely reduce the number of network calculations and parameters. Point convolution is to fuse the feature maps generated by depthwise convolution to promote the exchange of information between channels. Besides, it also introduced two simple global hyper-parameters to balance the accuracy and network complexity. Howard et al. [16] proposed MobileNetV2 based on MobileNets. Compared with MobileNets, it increased the Bottleneck module and linear bottleneck module. The Bottleneck module is composed of three convolutional layers, the first and last layers are pointwise convolution, and the middle layer is depthwise convolution with a $3 \times 3$ convolution kernel. To enable the $3 \times 3$ depthwise convolutional layer to learn more features and improve the accuracy of the network, the number of output channels in the first layer is six times the number of input channels. To avoid adding more network parameters and calculations, the number of output channels in the last layer of the module is less than the number of input channels. The last layer is pointwise convolution without the ReLU activation function. Howard et al. [17] proposed MobileNetV3 based on Auto ML technology. This structure not only includes depthwise separable convolutions, Bottlenecks, and linear bottlenecks, but also SE
models and the new activation functions h-swish. Therefore, this network can achieve better performance with fewer FLOPs.

Wang et al. [23] introduced the dense blocks proposed in DensNets into the MobileNet model to further reduce the number of network parameters and improve the classification accuracy. It used the convolutional layers with the same size of the output feature map as dense blocks and used dense connections in the dense blocks to extract richer features. This network structure can repeatedly use the output feature map generated by the previous convolution layer in dense blocks to reduce the convolution cores. Li et al. [24] combined the SSD network as a meta-structure with MobileNets and proposed a MobileNet-SSD network. It optimized the SSD structure without sacrificing accuracy. Pan et al. [25] proposed a TL-MobileNet model to quickly and effectively monitor the welding defects to ensure the quality of the welded structure. The MobileNets with FC-128 fully connected layer and Softmax classifier were added as the feature extractor of welding defects, and the model was optimized using Drop Block technology and global average pooling.

The proposed lightweight deep neural network

Proposed network depth

In the common researches, they increase the network depth to improve accuracy. However, with the increase of network depth, it increases the generation of gradient vanishing and gradient exploding. This will directly affect network accuracy. Besides, Tang and Le also point that balancing network width, depth and image resolution can make the network have better classification accuracy [26]. Increasing network width will increase the number of channels, which makes the network extract more features. On the contrary, reducing network width also will affect feature extraction. To avoid increasing network complexity, we keep the network width unchanged in the MobileNet network. Besides, the image resolution often used in model training is 224x224, and the network with this size of the image resolution has good generalization ability in the MobileNet network. Therefore, we also keep the image resolution unchanged. If we increase the depth of the network, the complexity of the network will also be increased and gradient vanishing and gradient exploding may be generated in the MobileNet network. Therefore, we consider reducing the depth of the MobileNet network to improve accuracy.

In the MobileNetV2 network, the network can be divided into five stages according to the size of the input feature map, and each stage is composed of one or several stacks of Bottleneck modules with the same structure. When the initial input image size of the network is 224x224, the sizes of the input feature map in the feature extraction stage are 112x112, 56x56, 28x28, 14x14, and 7x7 in sequence. According to the size of the input feature map in each stage, the network can be divided into 5 stages, and the numbers of Bottleneck modules in each stage are 3, 3, 4, 6, and 1, respectively. The shallow feature extraction networks are mainly to extract spatial information such as color and edge. The deep feature extraction networks are mainly to extract features from the feature map that is the output of the shallow feature extraction network and fuse the different features, to obtain the deep semantic information. If the depth of the shallow network is reduced, it will cause the loss of spatial information, and directly affect the deep semantic information extraction. The fifth stage is the last layer with only one Bottleneck module. The fourth stage has the most Bottleneck modules and also is the deep feature extraction network. Therefore, we try to reduce the number of Bottleneck modules in the fifth stage to improve network accuracy.

We set the numbers of the Bottleneck module as 4, 5 and 6 in the fourth stage in the MobileNetV2 network, respectively. We test the MobileNetV2 network with different numbers of the Bottleneck module in the fourth stage on the ImageNet-100 dataset, CIFAR-100 dataset and
CIFAR-10 dataset, respectively. The ImageNet-100 dataset contains 129,395 training images and 5000 test images with 100 categories. CIFAR-100 dataset has 100 categories, and each category contains 600 images. The training set of CIFAR-100 dataset contains 50000 images that is obtained by selecting 500 images from each category. The remaining 10000 images are used as the training set. CIFAR-10 dataset has 10 categories, and each category contains 6000 images. The training set of CIFAR-10 dataset contains 50000 images that is obtained by selecting 5000 images from each category. The remaining 10000 images are used as the training set. Table 1 shows the Top-1 accuracy, Parameters, and FLOPs for different numbers of the Bottleneck module in the fourth stage on the ImageNet-100 dataset. The MobileNetV2(6), MobileNetV2(5), and MobileNetV2(4) are MobileNetV2 networks based on 6, 5, and 4 Bottleneck modules in the fourth stage, respectively. In Table 1, the Top-1 accuracy of MobileNetV2(6) is the lowest. Compared with MobileNetV2(6), the Top-1 accuracy of MobileNetV2(5) is increased by 0.66% and the MobileNetV2(4) is increased by 0.35%. The MobileNetV2(5) has the highest Top-1 accuracy. Table 2 shows the results on CIFAR-100. In Table 2, Compared with MobileNetV2(6), the Top-1 accuracy of MobileNetV2(5) is increased by 0.52% and the MobileNetV2(4) is decreased by 0.28%. The MobileNetV2(5) still has the highest Top-1 accuracy. Table 3 shows the results on CIFAR-10. In Table 3, Compared with MobileNetV2(6), the Top-1 accuracy of MobileNetV2(5) is increased by 0.55% and the MobileNetV2(4) is decreased by 0.36%. The MobileNetV2(5) still has the highest Top-1 accuracy. From Tables 1–3, we can see that parameters and FLOPs increase with the increase of Bottleneck module number. Although the MobileNetV2(4) network has higher accuracy than MobileNetV2(6) on ImageNet-100 and lower accuracy on CIFAR-10 and CIFAR-100 datasets, the MobileNetV2(5) network still has the highest accuracy on ImageNet-100, CIFAR-100 and CIFAR-10 datasets. Therefore, we reduce the number of Bottleneck modules from 6 to 5 in the fourth stage to obtain better accuracy performance.

| Model                        | TOP-1 (%) | Parameters | FLOPs   |
|------------------------------|-----------|------------|---------|
| MobileNetV2(6)(baseline)     | 77.86     | 3.50M      | 314.19M |
| MobileNetV2(5)               | 78.52(+0.66) | 3.18M | 298.51M |
| MobileNetV2(4)               | 78.21(+0.35) | 2.86M | 282.83M |

https://doi.org/10.1371/journal.pone.0271225.t001

Table 2. Results on CIFAR-100.

| Model                        | TOP-1 (%) | Parameters | FLOPs   |
|------------------------------|-----------|------------|---------|
| MobileNetV2(6)(baseline)     | 77.79     | 3.50M      | 314.19M |
| MobileNetV2(5)               | 78.31(+0.52) | 3.18M | 298.51M |
| MobileNetV2(4)               | 77.51(-0.28) | 2.86M | 282.83M |

https://doi.org/10.1371/journal.pone.0271225.t002

Table 3. Results on CIFAR-10.

| Model                        | TOP-1 (%) | Parameters | FLOPs   |
|------------------------------|-----------|------------|---------|
| MobileNetV2(6)(baseline)     | 92.34     | 3.50M      | 314.19M |
| MobileNetV2(5)               | 92.89(+0.55) | 3.18M | 298.51M |
| MobileNetV2(4)               | 91.89(-0.36) | 2.86M | 282.83M |

https://doi.org/10.1371/journal.pone.0271225.t003
Network structure

Network structure of original MobileNetV2. The original MobileNetV2 network is mainly composed of many Bottleneck modules. The Bottleneck module is shown in Fig 1(A). It consists of three parts. The first part is composed of a 1×1 convolutional layer, BN layer, and ReLU6 activation function. In order to make the model have a richer feature output, the number of output channels is six times that of input channels in the first part. The second part is composed of a 3×3 depthwise convolution layer, a BN layer, and a ReLU6 activation function. The number of output channels of this layer is the same as the number of input channels. The final part is composed of a 1×1 convolutional layer and a BN layer. The main function of the final part is to reduce the dimension of the channel and complexity of the module. The depthwise convolution used in the Bottleneck module shown in Fig 1(A) is shown in Fig 1(B). Each channel corresponds to only one convolution kernel, and the channels are independent of each other and contain different feature information.

The detailed structure of the original lightweight convolutional neural network is shown in Table 3. The In_C and Out_C denote the number of input channels and output channels, respectively. n denotes the number of Bottleneck block. S denotes the convolution step of the depthwise convolution layer in the last Bottleneck module. t represents the channel expansion multiple. The Bottleneck is the original Bottleneck module that shown in Fig 1(A).

Network structure of proposed MobileNetV2. To enable the inverted residual module to obtain more effective feature information related to the classification task in a complex background, we introduce the channel attention into the network. It can assign different weights to different channels according to the relationship between the channel and key information of the image. The channel contains more important features related to the classification task, the weight of the channel will be larger. This makes the network pay more attention to the channel that contains the important feature and reduces the influence of useless information.

Fig 1. The original Bottleneck module and the improved Bottleneck module. A: original Bottleneck module. B: depthwise convolution. C: improved Bottleneck module.
https://doi.org/10.1371/journal.pone.0271225.g001
The improved inverted residual module and is shown in Fig 1C. We add the channel attention module between the BN layer and the ReLU6 activation function in the second part of the inverted residual module. Fig 2 shows the detailed network structure of the improved inverted residual module. The gray rectangle expresses the feature map that is the output of previous layer network. The first layer is a $1 \times 1$ convolutional layer connected with a BN layer and ReLU6 activation function. The channel number of output feature map is six times that of input feature map to make the network have a richer feature output. The second layer is a $3 \times 3$ depthwise convolution layer connected with a BN layer. The structure of depthwise convolution is shown in Fig 1B. The number of input feature is the same with the number of channels for depthwise convolution layer. The channel number of output feature map is the same with that of input feature map for the second layer. To make the channel that contains more important feature information receive more attention, we introduce the channel attention module into the network. In the inverted residual module, it has the largest number of channels and a larger receptive field, so the output feature will contain more information. Therefore, we insert the attention module after the $3 \times 3$ depthwise convolution layer. The input feature map of channel attention module is the output feature map of the second layer ($3 \times 3$ depthwise convolution layer). In the channel attention module that is shown in Fig 2, the global average pooling operation is used to compress the feature map with the size $H \times W$ in each channel into $1 \times 1$.

The output of the global average pooling operation is used to represent the global information of the corresponding channel. The output of the global average pooling for $c$th channel can be expressed as following:

$$x_c = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} y_c(i, j)$$  \hspace{1cm} (1)$$

where $y_c$ is the output feature map of $c$th channel for second layer. The global average pooling operation is connected with two fully connected layers that are used to learn features for each channel. To reduce the complexity of the network and strengthen the generalization ability, the dimension of the first fully connected layer is reduced to $c/r$ ($r$ is a hyperparameter, $c$ is the number of the channel). The ReLU activation function is used behind the first fully connected layer, and the sigmoid activation function is used for the last fully connected layer. It output of channel attention module is

$$z = \sigma(w_2 \delta(w_1 x))$$ \hspace{1cm} (2)$$

where $w_1$ and $\delta$ are the weight and ReLU activation function of the first fully connected layer, respectively. $w_2$ and $\sigma$ are the weight and sigmoid activation function of the second fully connected layer, respectively. Finally, through a scale operation, the normalized relationship

---

**Fig 2.** The detail network structure of improved Bottleneck module with the attention mechanism.

https://doi.org/10.1371/journal.pone.0271225.g002
weight is weighted to the characteristics of each channel. The output feature map is

\[ o_c = z_c y_c \]  \hspace{1cm} (3) \]

where \( y_c \) is the output feature map of \( c \)th channel for second layer. \( z_c \) is the weight of \( c \)th channel. The more relevant the features contained in the channel are to the classification task, the larger the channel weight is. This can make the channel that contains more important feature information receive more attention. \( o_c \) is connected with ReLU6 activation function, \( 1 \times 1 \) convolutional layer and a BN layer.

In the improved Bottleneck block, the channel weight is distributed in \([0, 1]\). The output feature is the product of feature and channel weight. If we construct the MobileNet network by directly stacking the improved Bottleneck blocks, the channel weight will be multiplied by the feature matrix points continuously. This will reduce the value of features and affect the change of gradient, especially in the case of a deep network, which will bring great difficulties to training. Besides, it may alter the attribute of identity mapping in the original network module. To alleviate the problem, we construct a network by alternately using improved Bottleneck block and original Bottleneck block in different stages. The deeper network layer contains more feature information and stronger the generalization. Therefore, we use the improved Bottleneck block in the second stage and the fourth stage. The original fifth stage has only one Bottleneck block, so we also use the improved Bottleneck block in the final stage.

The detailed network structure of the improved MobileNetV2 is shown in Table 5. The \( \text{In}_C \) and \( \text{Out}_C \) denote the number of input channels and output channels, respectively. \( n \) denotes the number of Bottleneck block. \( S \) denotes the convolution step of the depthwise convolution layer in the last Bottleneck module. \( t \) represents the channel expansion multiple. The Bottleneck is the original Bottleneck module. The IBottleneck is our improved Bottleneck module that is shown in Fig 1(C). The first layer of the network is composed of a standard \( 3 \times 3 \) convolution. According to the size of the input feature map in each stage, the network can be divided into 5 stages. For the first stage, the size of the input map is \( 112 \times 112 \). It consists of three original bottleneck residual blocks. The number of channels for the first bottleneck residual block is 32, and the number of channels for the other two bottlenecks residual block is 16. For the second stage, the size of the input map is \( 56 \times 56 \). It consists of three improved bottleneck residual blocks. For the third stage, the size of the input map is \( 28 \times 28 \). It consists of four original bottleneck residual blocks. For the fourth stage, the size of the input map is \( 14 \times 14 \). It consists of five improved bottleneck residual blocks. The number of channels is 64 for the first three improved bottlenecks residual and the number of channels for the other improved bottleneck residual is 96 in the fourth stage. In the final stage, it consists of an improved bottleneck residual block, two standard \( 1 \times 1 \) convolutions and an average polling.

Compared with the network structure of original MobileNetV2 shown in Table 4, there are two main differences between the improved MobileNetV2 and original MobileNetV2. The two differences are marked in bold font in Table 5 and summarized as follows:

1. For the input map with size \( 14 \times 14 \), the numbers of channel expansion multiple are 6 and 5 for original MobileNetV2 and improved MobileNetV2, respectively.

2. The original MobileNetV2 use original inverted residual module (Bottleneck module) to construct the whole network. We use our improved inverted residual module (IBottleneck module) and original inverted residual module (Bottleneck module) to construct the whole network.
For the ImageNet-1K dataset with 1000 categories, 1281167 training images and 100000 test images, different methods use the same mini-batch size that is 256. Cosine annealing learning rate is used in the training process [27]. The initial learning rate is 0.05. The total number of epochs is 200. The momentum of the SGD optimizer is 0.9, and the weight decay is 0.00004. For the CIFAR100 and CIFAR10 datasets, the mini-batch size is 128. Cosine annealing learning rate is also used in the training process. The initial learning rate is 0.1. The total number of epochs is 100. The momentum of the SGD optimizer is 0.9, and the weight decay is 0.0001. For the PVOC07+12 dataset, the mini-batch size is 16. The initial learning rate is 0.0001. The number of epochs is 100. The momentum of the SGD optimizer is 0.9, and the weight decay is 0.0005. The input image resolution is 416×416. The VOC07+12 dataset is composed of the training set of the PASCAL VOC2007 and VOC2012 datasets. It contains 21503 images with 20 categories. The training dataset contains 16551 images with 40058 objects. The test dataset contains 4952 images with 12032 objects. The experimental environment is that the operating system is Ubuntu18.04. The CPU is Intel Xeon E5-2678 v3 at 2.5 GHz. The GPU is NVIDIA GeForce GTX 1080Ti. The memory is 64G. The learning framework is PyTorch.

### Table 4. The network structure of improved MobileNetV2.

| Inputs | In_C | Operator   | n | t | out_c | s |
|--------|------|------------|---|---|-------|---|
| 224×224 | 3    | conv2d     | 1 | – | 32    | 2 |
| 112×112 | 32   | Bottleneck | 1 | 1 | 16    | 1 |
| 112×112 | 16   | Bottleneck | 2 | 6 | 24    | 2 |
| 56×56   | 24   | Bottleneck | 3 | 6 | 32    | 2 |
| 28×28   | 32   | Bottleneck | 4 | 6 | 64    | 2 |
| 14×14   | 64   | Bottleneck | 3 | 6 | 96    | 1 |
| 14×14   | 96   | Bottleneck | 3 | 6 | 160   | 2 |
| 7×7     | 160  | Bottleneck | 1 | 6 | 320   | 1 |
| 7×7     | 320  | Conv2d1×1  | 1 | – | 1280  | 1 |
| 1×1     | 1280 | Avgpool 7×7| 1 | – | –     | – |

### Table 5. The network structure of improved MobileNetV2.

| Inputs | In_C | Operator   | n | t | out_c | s |
|--------|------|------------|---|---|-------|---|
| 224×224 | 3    | conv2d     | 1 | – | 32    | 2 |
| 112×112 | 32   | Bottleneck | 1 | 1 | 16    | 1 |
| 112×112 | 16   | Bottleneck | 2 | 6 | 24    | 2 |
| 56×56   | 24   | Bottleneck | 3 | 6 | 32    | 2 |
| 28×28   | 32   | Bottleneck | 4 | 6 | 64    | 2 |
| 14×14   | 64   | Bottleneck | 3 | 6 | 96    | 1 |
| 14×14   | 96   | Bottleneck | 3 | 6 | 160   | 2 |
| 7×7     | 160  | Bottleneck | 1 | 6 | 320   | 1 |
| 7×7     | 320  | Conv2d1×1  | 1 | – | 1280  | 1 |
| 7×7     | 1280 | Avgpool 7×7| 1 | – | –     | – |
| 1×1     | 1280 | Conv2d1×1  | 1 | – | k     | – |

https://doi.org/10.1371/journal.pone.0271225.t004

https://doi.org/10.1371/journal.pone.0271225.t005
Ablation study

The network structure of improved MobileNetV2 is shown in Table 5. It consists of original Bottleneck, improved Bottleneck, convolution layers and pooling layer. We introduce the attention module into improved Bottleneck. To analyze the influence of attention module on the network, the improved MobileNetV2 that consists of improved Bottleneck without attention module is named MobileNetV2(5). The improved MobileNetV2 that consists of improved Bottleneck by adding attention module between the BN layer and ReLU activation function is named MobileNetV2 (5)_M. The improved MobileNetV2 that consists of improved Bottleneck by adding attention module in the end of Bottleneck module is named MobileNetV2 (5)_E. The classification results on ImageNet-100 for original MobileNetV2, MobileNetV2 (5), MobileNetV2 (5)_M, and MobileNetV2 (5)_E are shown in Table 6. The TOP-1 accuracies of MobileNetV2 (5)_M, MobileNetV2 (5)_E, MobileNetV2(5) and MobileNetV2 are 80.01%, 79.34%, 78.52% and 77.86%, respectively. Compared with the MobileNetV2, the TOP-1 accuracies of MobileNetV2 (5)_M, MobileNetV2 (5)_E and MobileNetV2 (5) are increased by 2.15%, 1.48% and 0.66%, respectively. It shows that adding the attention module can improve the accuracy of MobileNetV2(5), and adding the attention module in the middle of Bottleneck module is better than in the end of the Bottleneck module.

Based on the analysis of Table 6, adding the attention module in the middle of Bottleneck module is optimal. Therefore, we use the proposed Bottleneck module by adding attention module between the BN layer and ReLU activation function to improve MobileNetV2. Our improved MobileNetV2 network has five different sizes of input feature map that are 112×112, 56×56, 28×28, 14×14, and 7×7, respectively. According to the sizes of the input feature map, it can be divided into five stages. The numbers of Bottlenecks are 3, 3, 4, 5, and 1 for the five stages in improved MobileNetV2 network, respectively. Although we have proposed that we use the improved Bottleneck in the second, fourth, and fifth stages of the MobileNetV2 network shown in Table 5, to analyze the influence of position of improved Bottleneck on the network, we also propose to use the Improve Bottleneck in different stages to construct improved MobileNetV2. Therefore, we construct three improved MobileNetV2 networks that are M0, M1, and M2 based on improved Bottleneck. For the M0 network, the original Bottleneck module is used as the Bottleneck module in all stages. For the M1 network, improved Bottlenecks is used as Bottlenecks module in all stages. The M2 network is our finally proposed method. It uses the original Bottleneck in the first and third stages, and the improved Bottleneck in the second, fourth and fifth stages. The results for different position of improved bottleneck in network are shown in Table 7. The TOP-1 accuracies of M0, M1 and M2 are 78.52, 79.73 and
80.01, respectively. Compared with M0, the accuracies of M1 and M2 are increased by 1.21\% and 1.49\%, respectively. The M2 network has the higher TOP-1 accuracy than others. This shows that our proposed usage strategy of improved Bottleneck and Bottleneck is optimal.

**Comparison of different lightweight networks on classification**

We compare our proposed network with different lightweight networks that are ShuffleNetV2 [21], GhostNet [22], HBONet [28], MobileNetV3 [17], MobileNetV2 [16] on ImageNet-1K, CIFAR100 and CIFAR10 datasets, respectively. In order to maintain the balance between the number of parameters and FLOPs, the ShuffleNetV2 network width is set to 1.5× and the other network widths are all 1.0×. The TOP-1 accuracies, parameters, and FLOPs(Floating-point Operations per Second) on ImageNet-1K dataset for all networks are shown in Table 8. In the aspect of Top-1 accuracy, our proposed network has the highest value(75.04\%), followed by HBONet(73.53\%) and MobileNetV3(73.27\%). In the aspect of Parameters, the MobileNetV2(baseline network) has the smallest value(3.50M), followed by ShuffleNetV2(3.51M) and our proposed network. In the aspect of FLOPs, the GhostNet has the smallest value(148.79M), followed by MobileNetV2(314.19M), HBONet(316.07M) and our proposed network (323.70M). Compared with MobileNetV2, our proposed method has higher TOP-1 accuracy, more parameters and FLOPs. Compared with MobileNetV3, our proposed method still has higher TOP-1 accuracy, fewer parameters and more FLOPs. Compared with HBONet, our proposed method has higher TOP-1 accuracy, fewer parameters and more FLOPs. The TOP-1 accuracies for different networks on CIFAR100 and CIFAR10 datasets are shown in Table 9, respectively. On the CIFAR-10 and CIFAR-100 dataset, compared with MobileNetV2(baseline network), the Top-1 accuracies are increased by 2.37\% and 2.18\%, respectively. For the two datasets(the CIFAR10 and CIFAR100 datasets), the proposed method still has the highest TOP-1 accuracy, followed by GhostNet and HBONet. On the whole, our proposed network has the best performance in classification accuracy than other networks. Although it has more parameters and FLOPs, it is still a lightweight convolutional neural network.

### Table 8. TOP-1 accuracies on on ImageNet-1K dataset.

| Lightweight network | TOP-1(%) | Parameters | FLOPs   |
|---------------------|---------|------------|---------|
| ShuffleNetV2        | 71.66   | 3.51 M     | 304.51 M|
| GhostNet            | 72.22   | 5.18 M     | 148.79 M|
| HBONet              | 73.53   | 4.56 M     | 316.07 M|
| MobileNetV3         | 73.27   | 5.48 M     | 229.65 M|
| MobileNetV2(baseline)| 72.07  | 3.50 M     | 314.19 M|
| Our proposed network| 75.04   | 3.67 M     | 323.70 M|

https://doi.org/10.1371/journal.pone.0271225.t008

### Table 9. TOP-1 accuracies on CIFAR100 and CIFAR10 datasets.

| Lightweight network   | CIFAR-10 | CIFAR-100 |
|-----------------------|----------|-----------|
| ShuffleNetV2          | 91.49    | 77.16     |
| GhostNet              | 93.38    | 78.21     |
| HBONet                | 92.96    | 77.94     |
| MobileNetV3           | 91.82    | 77.39     |
| MobileNetV2(baseline) | 92.34    | 77.79     |
| Our proposed network  | 94.71    | 79.97     |

https://doi.org/10.1371/journal.pone.0271225.t009
Comparison of different lightweight networks on object detection

YOLOv4-Lite is an improved YOLOv4 [29]. YOLOV4-Lite has high detection accuracy and fast training speed. We use lightweight convolutional neural networks as the backbone of YOLOv4-Lite to reduce the complexity of YOLOv4-Lite, and test the YOLOv4-Lite based on different lightweight convolutional neural networks on the PASCAL VOC07+12 dataset. We select two images containing objects that are difficult to detect from test dataset to test different networks. The object detection based on different lightweight networks are shown in Fig 3. The Fig 3(A)–3(F) are the detection results based on YOLOv4-Lite + our proposed network, YOLOv4-Lite + MobileNetV3, YOLOv4-Lite + GhostNet, YOLOv4-Lite + MobileNetV2, YOLOv4 + HBONet and YOLOv4-Lite + ShuffleNetV2, respectively. The Fig 3(G)–3(L) are the detection results based on YOLOv4-Lite + our proposed network, YOLOv4-Lite + MobileNetV3, YOLOv4-Lite + GhostNet, YOLOv4-Lite + MobileNetV2 YOLOv4 + HBONet and YOLOv4-Lite + ShuffleNetV2, respectively. On the Fig 3(A)–3(F), the YOLOv4-Lite + our proposed network, YOLOv4-Lite + MobileNetV3, YOLOv4-Lite + GhostNet and YOLOv4-Lite + MobileNetV2 detect all four objects, while the YOLOv4 + HBONet and YOLOv4-Lite + ShuffleNetV2 only detect three objects. The color of bottle is close to background, so it is difficult to detect. On the Fig 3(G)–3(L), the YOLOv4-Lite + our proposed network, YOLOv4-Lite + MobileNetV3 and YOLOv4-Lite + GhostNet detect all three objects, while the other network only detect two objects. The person(missed object) is too small and not obvious, so it is difficult to detect. The YOLOv4-Lite + our proposed network, YOLOv4-Lite + MobileNetV3 and YOLOv4-Lite + GhostNet detect all objects for two images. They have better detection performance than others.

To quantitatively analyze the performances of different networks, we use all images in the test dataset to test the detection performances of different networks. The performances for YOLOv4-Lite based on different convolution networks are shown in Table 10. YOLOv4-Lite based on our improved network has the highest mean average precision (mAP), followed by YOLOv4-Lite based on MobileNetV3. Due to that our improved network increases the new attention module in the MobileNetV2, so YOLOv4-Lite based on our improved network has more parameters and more detection time than YOLOv4-Lite based on MobileNetV2. However, the differences in parameters and detection between YOLOv4-Lite based on our improved network and YOLOv4-Lite based on other networks can be acceptable. This shows that our proposed network is more suitable for higher accuracy object detection.

Conclusion

In this paper, we propose a lightweight neural network with higher accuracy based on MobileNetV2 and channel attention. Firstly, we analyze the influence of network depth on accuracy and propose reducing number of Bottleneck module of MobileNetV2 to realize balance between network depth, the network width and image resolution. Compared with original network, the accuracy of improved MobileNetV2 with modified network depth is increased by 0.66%, 0.52% and 0.55% on ImageNet-100 dataset, CIFAR-100 and CIFAR-10 dataset, respectively. Secondly, we introduce the channel attention mechanism into the Bottleneck module, which can make the network extract more effective features related to the object from complex background. Compared network without channel attention module, accuracy of the proposed network is increased by 2.15%. In the end, we also propose a new strategy to construct lightweight network by using the improved Bottleneck module and original Bottleneck module. Compared with other lightweight networks, our completed proposed method has better performance in accuracy for classification and object detection.
Fig 3. Object detection based on different lightweight networks.

https://doi.org/10.1371/journal.pone.0271225.g003
Although our proposed method has higher accuracy than other networks and is also a lightweight network, it consumes more detection time than MobileNetV2. In our feature work, we will consider how to reduce the network complexity.
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